Часова складнiсть алгоритмiв повного дослiдження динамiчних систем iз дискретним часом, визначених на скiнченнiй множинi станiв by Ruban, V.I. & Rudenko, A.A.
ISSN 2312 9557. Вiсник Днiпропетровського унiверситету. Серiя: Математика. 2016, вип. 21
УДК 517.5
В. I. Рубан∗, О. О. Руденко∗∗
∗ Днiпропетровський нацiональний унiверситет iменi Олеся Гончара,
Днiпропетровск, 49050. E-mail: v_ruban@ukr.net
∗∗ Днiпропетровський нацiональный унiверситет iменi Олеся Гончара,
Днiпропетровск, 49050. E-mail: aa-rudenko@yandex.ua
Часова складнiсть алгоритмiв повного
дослiдження динамiчних систем
iз дискретним часом, визначених
на скiнченнiй множинi станiв
Знайдено порядок зростання часової складностi оптимальних алгоритмiв повного
дослiдження дискретних динамiчних систем зi скiнченою кiлькiстю станiв
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Найден порядок возрастания временной сложности алгоритмов полного иссле-
дования дискретных динамических систем с конечным числом состояний
Ключевые слова: временная сложность, алгоритм, динамическая система.
Order of ascending time complexity of algorithms of discrete dynamical systems with
a finite number of states is found.
Key words: time complexity, algorithm, dynamical system.
Динамiчна система – об’єкт, що складається з двох елементiв. Перший
iз них – множина X, яку надалi називатимемо фазовим простором; точки
фазового простору – це стани системи. Другим елементом динамiчної системи є
однопараметрична група вiдображень множини X у себе (перетворень множини
X), тобто сукупнiсть вiдображень f t : X → X, де t ∈ I ⊂ R, причому, по-перше,
f t+s = f t ◦ f s для всiх t, s ∈ I, по-друге, 0 ∈ I i f 0 – тотожне вiдображення X у
себе.
Якщо I є множина всiх дiйсних чисел R або невiд’ємних дiйсних чисел R+,
маємо динамiчну систему з неперервним часом. Якщо I – множина всiх цiлих
чисел Z або невiд’ємних цiлих чисел Z+, маємо динамiчну систему з дискретним
часом.
Траєкторiєю точки x0 iз фазового простору називають вiдображення
Θx0 : I → X,Θx0 (t) def= f t (x0) .
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Образ траєкторiї точки x0, тобто множину
{Θx0 (t) , t ∈ I} (1)
прийнято називати залежно вiд множини I. Якщо розглядають систему з
неперервним часом, множину (1) називають фазовою кривою (що проходить через
точку x0). Якщо мова йде про систему з дискретним часом, то множину (1)
називають орбiтою (точки x0).
У подальшому вважатимемо, що множиною значень часу в дискретнiй
динамiчнiй системi є множина Z+. Зрозумiло, що для t ∈ Z+\ {0} , f t = f 1 ◦ f 1 ◦
. . . ◦ f 1, де суперпозицiю застосовано (t− 1) раз.
Далi функцiю f 1, що утворює пiвгрупу, позначатимемо просто f .
Точку x0, для якої x0, f (x0) , . . . , fm−1 (x0) – попарно рiзнi елементи i
fm (x0) = x0, називають перiодичною точкою перiоду m.
Точку x0 перiоду 1 називають нерухомою точкою, для неї виконується
x0 = f (x0).
Нарештi, точку x0 називають передперiодичною для f , якщо сама вона не є
перiодична для f , але для деякого s ≥ 1 точка x1 = f s (x0) є перiодична для f .
Iз кожною системою автономних звичайних диференцiальних рiвнянь вигляду
x˙ = Φ(x), x = x(t) ∈ Rn, t ∈ Rn (2)
пов’язана динамiчна система iз неперервним часом {Rn; f t}, де f t – вiдображення,
яке ставить у вiдповiднiсть точцi x0 ∈ Rn точку f t(x0) = x(t, x0), а x(t, x0) –
розв’язок рiвняння (2), який задовольняє початкову умову x(0, x0) = x0.
Системи з дискретним часом одержують, зокрема, у ходi чисельного дослiд-
ження систем iз неперервним часом (2) шляхом замiни похiдної на подiлену
рiзницю
x(t+ ∆t)− x(t)
∆t
та замiни t на i∆t.
При чисельному дослiдженнi динамiчних систем фазовий простiр замiнюють
скiнченною множиною. Наприклад, фазовий простiр [0, 1] замiнюють простором
чисел iз [0, 1], зображення яких у двiйковiй позицiйнiй системi має не бiльше k
знакiв пiсля коми.
Отже, у разi чисельномого дослiдження динамiчна система – це пара (X, f),
де X – скiнченна множина, f – вiдображення X у себе.
Далi пiд парою (X, f) зручно розумiти орiєнтований граф, у якому стани iз X
– це вершини, пари (x, f(x)) – орiєнтованi ребра. У цьому графi степiнь кожної
вершини (кiлькiсть ребер, що починаються в цiй вершинi ) дорiвнює одиницi.
Зазначимо, що цей граф може мати петлi, тобто ребра, якi починаються i
закiнчуються в однiй вершинi. Зрозумiло, що така вершина вiдповiдає нерухомiй
точцi динамiчної системи.
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ЧАСОВА СКЛАДНIСТЬ АЛГОРИТМIВ ПОВНОГО ДОСЛIДЖЕННЯ ДИНАМIЧНИХ
СИСТЕМ IЗ ДИСКРЕТНИМ ЧАСОМ, ВИЗНАЧЕНИХ НА СКIНЧЕННIЙ МНОЖИНI
СТАНIВ
Повним чисельним дослiдженням такої динамiчної системи вважатимемо
розбиття множини її вершини (станiв) на пiдмножини, одна з яких є множина
всiх передперiодичних станiв, а кожна iнша пiдмножина є множина станiв, що
утворюють цикл певної довжини.
Метою данного дослiдження є визначення часової складностi алгоритму, що
реалiзує повне дослiдження динамiчної системи зi скiнченним фазовим простором.
Iснують рiзнi по формi й деталях, але такi, що в основному збiгаються
визначення часової складностi алгоритму, якi, як правило, пов’язанi з поняттям
машини Тюрiнга (див. напр. [1;2]).
Загалом часова складнiсть роботи алгоритму T – це максимальний час роботи
над вхiдним словом довжини n як функцiї вiд n T (n).
Метою нашого дослiдження є доведення iснування алгоритму повного дослiд-
ження динамiчної системи зi скiнченним фазовим простором, часова складнiсть
якого є O(n).
Вiдразу зазначимо, що алгоритмiв, за допомогою яких розв’язують дану задачу
зi складнiстю o(n), не iснує.
Дiйсно, у разi розбиття множини вершин графа на пiдмножину передперiодич-
них точок i пiдмножини вершин, що утворюють цикли, кожна з вершин i кожне з
ребер повиннi бути задiянi хоча б один раз.
Теорема. Iснує алгоритм повного дослiдження динамiчних систем зi скiнчен-
ним X, для якого часова складнiсть є O(n), де n – кiлькiсть елементiв X.
Доведення. Вхiдним словом для нашого випадку є кiлькiсть вершин графа
{v1, ..., vn} (номерiв) i перелiк ребер, тобто впорядкованих пар вершин, тому вхiдне
слово має довжину O(n).
Позначимо через A алгоритм, що будуватимемо, як суперпозицiю скiнченної
кiлькостi алгоритмiв A1, A2, ... < Am, якi працюють зi словами сталої довжини i
на обробку одного такого слова витрачають час t(Ai) = ti.
Через T позначимо найбiльше iз чисел ti.
До числа алгоритмiв Ai далi буде включено алгоритми знаходження кiнцевої
вершини ребра, вилучення ребра, занесення вершини або ребра до пам’ятi, опис
дiї яких буде дiї яких буде наведено далi.
Побудову алгоритму A розiб’ємо на кроки.
Крок 1. Робимо дублiкат s1 вхiдного слова s.
Крок 2. Будуємо маршрут у графi, що починається з вершини ν1, вилучивши
при цьому всi пройденi ребра, тобто знаходимо ребро (єдине), що починається з
ν1, вилучаємо його, потiм повторюємо тi самi дiї з кiнцевою вершиною вилученого
ребра i т. д.
Ребер у графi скiнченна кiлькiсть, тому маршрут зупиниться у вершинi νn1
слова s, яка вже не є початок ребер, що на цей час залишилися в s. Якщо νn1 = ν1
– iз графа вилучаємо цикл, послiдовнiсть вершин якого заносимо в пам’ять.
Якщо νn1 = νk, k > 1, то заносимо у пам’ять цикл (νk, νk+1, ..., νn1), а вершини
ν1, ν2, ..., νk−1 заносимо у пам’ять як передперiодичнi та вилучаємо з s.
Повторюємо сценарiй кроку 1 з вершиною найменшого номера, що залишилася
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в s, до зупинки маршруту. Далi шляхом звернення до слова s1 заносимо в пам’ять
пройденi вершини або як передперiодичнi, маршрут через якi закiнчується в
вершинах уже пройдених циклiв на цьому чи попереднiх кроках, або як вершини
ще одного циклу.
Нескладно перевiрити, що час роботи такого алгоритму не перевищує Cn, де
C – деяка константа, яка не залежить вiд n.
Теорему доведено.
Описаний алгоритм був реалiзований мовою java iз застосуванням цiлочисель-
ної арифметики BigInteger для точного обчислення функцiї f .
Для фазового простору X = (0, 1) i неперервного вiдображення f має мiсце
знаменита теорема Шарковського [3], згiдно з якою, якщо f має точку перiоду k,
то вона має перiодичнi точки всiх перiодiв n , якi стоять праворуч k у порядку
Шарковського
3→ 5→ 7→ 9→ ...→ 2 · 3→ 2 · 5→ 2 · 7→ 2 · 9→ ...→
→ 22 · 3→ 22 · 5→ 22 · 7→ 22 · 9→ ...→→ 2n → 2n−1 → 22 → 2→ 1
на множинi натуральних чисел.
Одержанi нами результати повного дослiдження систем зi скiнченим фазовим
простором свiдчать, що для таких систем аналога теореми Шарковського не iснує.
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