In this study we examine the implications of excitation saturation on fluorescence recovery after photobleaching ͑FRAP͒ experiments. In particular we present both experimental and theoretical evidence that fluorescein, one of the most frequently used fluorophores in FRAP, does not always comply with the basic assumptions that are made in many FRAP models: an invariant bleaching illumination intensity distribution ͑BID͒ in combination with first-order photobleaching kinetics. High light intensity levels, which are typical for the photobleaching phase of FRAP experiments, can cause excitation saturation of fluorescein in the excited triplet state. We show by experiments and computer simulations that under such saturating conditions the higher-order diffraction maxima of the BID substantially contribute to the photobleaching process and can no longer be neglected. As a result, the bleached regions are larger than expected theoretically from the FRAP models. Although this effect is not always directly evident from the FRAP experiments, neglecting it may shift the calculated diffusion coefficient by as much as over one order of magnitude. We present a discussion on the implications of this saturation effect on various types of FRAP models. © 2006 Society of Photo-Optical Instrumentation Engineers.
Introduction
A well-known, yet ever-evolving fluorescence technology that is used for measuring the mobility of molecules on a microscopic level is fluorescence recovery after photobleaching ͑FRAP͒. [1] [2] [3] Basically, the fluorescent molecules are at first photobleached in a certain region of the sample and immediately after the bleaching phase, fluorescent molecules from the surrounding unbleached areas will start to diffuse into the bleached area. The resulting recovery of the fluorescence in the bleached area is subsequently measured by a highly attenuated light beam. The rate of fluorescence recovery reflects the mobility of the species in the system, expressed by the effective translational diffusion coefficient D. FRAP has been used, for example, in cellular applications to assess the translational mobility of all kinds of solutes in cytoplasm, nuclei, and membranes [3] [4] [5] [6] [7] and extracellular matrices such as cervical mucus, biofilms, cystic fibrosis sputum, and bovine vitreous. [8] [9] [10] [11] The diffusion coefficient can be calculated from a FRAP experiment by fitting of an appropriate FRAP model to the experimental recovery curve. In many FRAP models-the so-called discontinuous photobleaching techniques-the bleaching phase is assumed to be very short compared to the recovery time. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] Consequently, diffusion during bleaching can be neglected and the bleaching phase can be solely described by the photochemical bleaching process. In addition, the assumption is usually made that the bleaching process can be described by an irreversible first-order reaction: [11] [12] [13] [15] [16] [17] [18] [21] [22] [23] ‫ץ‬C͑x,y,z,t͒ ‫ץ‬t = − ␣I b ͑x,y,z͒C͑x,y,z,t͒, ͑1͒
where C͑x , y , z , t͒ is the spatial concentration distribution of fluorophores at a time t, ␣ is the bleach rate, which is specific for a specific fluorophore in a particular medium, and I b ͑x , y , z͒ is the bleaching illumination intensity distribution ͑BID͒. Equation ͑1͒ is based on the simple reaction scheme of fluorophore+ photon→ photobleaching product. If the bleaching beam is stationary, Eq. ͑1͒ immediately leads to C b ͑x,y,z͒ = C 0 ͑x,y,z͒e −␣I b ͑x,y,z͒t , ͑2͒
where C 0 ͑x , y , z͒ is the fluorophore concentration distribution before bleaching and C b ͑x , y , z͒ the fluorophore concentration distribution after bleaching during a time t. In case of a ge-ometry being bleached by a scanning beam, which is mostly the case for FRAP experiments on a CSLM, Eq. ͑1͒ leads to 11 C b ͑x,y,z͒ = C 0 ͑x,y,z͒e −␣/͑v⌬y͒K͑x,y,z͒ , ͑3͒
where v is the line scanning speed and ⌬y the distance between two adjacent scanning lines and where it is understood that ⌬y is smaller than half the resolution of the BID. K͑x , y , z͒ is the bleaching illumination intensity distribution that results from scanning the area B͑x , y͒ with the BID I b ͑x , y , z͒ and can be calculated from their convolution product:
K͑x,y,z͒ = B͑x,y͒ I b ͑x,y,z͒
B͑xЈ,yЈ͒I b ͑x − xЈ,y − yЈ,z͒dxЈdyЈ.
͑4͒
After the instantaneous photobleaching phase, the fluorescence inside the bleached region will gradually recover due to diffusion of the bleached fluorophores out of the bleached region and diffusion of unbleached fluorophores from the surroundings into the bleached region. The diffusion process is described by Fick's second law: 24 
‫ץ‬ ‫ץ‬t
C͑x,y,z,t͒ = Dٌ 2 C͑x,y,z,t͒, ͑5͒
where D ͑m 2 /s͒ is the diffusion coefficient and C͑x , y , z , t͒ the spatial concentration distribution of the diffusing substance at a time t after bleaching. To model the recovery phase, this differential equation has to be solved for the concentration distribution right after bleaching as calculated from Eq. ͑2͒ or ͑3͒. Hence, the correctness of the FRAP model depends directly on the validity of assuming first-order kinetics for the photobleaching process. In case first-order kinetics are not valid, the concentration distribution after bleaching will be different from the one calculated from Eq. ͑2͒ or ͑3͒.
Consequently, the FRAP model will no longer be valid, leading to incorrectly calculated values for the diffusion coefficient. A very popular fluorophore for FRAP is fluorescein 1,3 because it photobleaches easily and therefore can comply with the assumption of a very short bleaching phase. It has been shown, however, that the bleaching process of fluorescein is not a simple first-order reaction and in microscopy, in general, it does not follow a single exponential decay. 25 It is therefore to be expected that the concentration distribution after bleaching is generally no longer accurately predicted by Eqs. ͑2͒ and ͑3͒ when using fluorescein, especially under the saturating conditions of the photobleaching phase.
Here we study the effect of excitation saturation of fluorescein on the concentration distribution after photobleaching. First we will repeat in short the photochemical processes leading to the photobleaching of fluorescein. Then we will examine in detail, both experimentally and theoretically, the concentration distribution of fluorescein after photobleaching with the confocal microscope as a function of the bleaching light intensity. Finally, a discussion will be given on the implications of excitation saturation on various FRAP models.
Theoretical Background: Photobleaching of Fluorescein in Microscopy

The Photobleaching Process of Fluorescein
A detailed description of the photobleaching kinetics of fluorescein has been published by Song et al. 25 As the photobleaching process in the computer simulations of this study is based on the work of Song et al., we will repeat the main conclusions here for convenience of the reader. A fluorophore can make an electronic transition from the ground state S to the excited singlet state S * ͑see Fig. 1͒ by absorbing a photon of wavelength ͑m͒ and corresponding energy hc / ex , where h is Planck's constant and c is the speed of light. If the excitation light has an irradiance H ͑W/m 2 ͒ and the fluorophore has an absorption cross-section a ͑m 2 / molecule͒, the rate of photon absorption k a ͑s −1 ͒ is
The absorption cross-section for fluorescein at 488 nm and pHϾ 7 is 3.06ϫ 10 −20 m 2 / molecule. 26 The number of fluorophores in the excited singlet state S * will be depopulated via fluorescence emission ͑rate k f ͒, radiationless internal conversion ͑rate k ic ͒, and radiationless intersystem crossing to the excited triplet state T * ͑rate k isc ͒. The spin-forbidden transition from T * to S will happen at a ͑usually very low͒ rate k 1 . While being in the excited singlet or triplet state, irreversible photochemical destruction of the fluorophores can occur, a process termed photobleaching. Those fluorophores that are photobleached can no longer take part in the fluorescence excitation-emission cycle.
For fluorescein it has been demonstrated that the shortlived excited singlet state does ordinarily not contribute to the photobleaching mechanism. The long-lived triplet excited state, at the other hand, becomes depopulated via two major pathways: ͑1͒ the reaction between a triplet and another triplet or a ground state fluorescein molecule, and ͑2͒ the reaction between a triplet fluorescein molecule and an oxygen molecule. These two mechanisms are termed the dye-to-dye ͑D-D͒ and dye-to-oxygen ͑D-O͒ mechanisms and can lead to either reduced ͑R͒ or semi-oxidized ͑X͒ radical forms. These radicals can again react with triplet state molecules and revert either to stable nonfluorescent photoproducts or back to the ground state. Song et al. 25 have incorporated all relevant photochemical reactions into a theoretical model comprising the following six coupled differential equations:
The individual photochemical reactions and the corresponding rate constants as reported in Song et al. 25 are shown in Table 1 . This set of differential equations has to be solved numerically for a given rate of photon absorption k a and initial values for the concentrations N S , N S *, N T *, N X , N R , and N O 2 . The rate of photon absorption k a can be calculated from Eq. ͑6͒ for a given irradiance H.
Photobleaching of Fluorescein by a Focused Laser Beam
When a laser beam is focused down through an objective lens, a complex 3-D intensity distribution results around the focal point. For clarity and because most FRAP models are limited to diffusion in two dimensions, the study presented here will be restricted to two dimensions as well ͑focal plane͒. The conclusions from this study equally apply to the third dimension as well. The radial irradiance distribution in the focal plane of a ͑confocal͒ microscope's objective lens is in good approximation given by the Fraunhofer-Airy formula, which is valid for small diffraction angles: [27] [28] [29] H͑r͒ = Pͩ 0.61
where P is the power ͑W͒ of the light emerging from the objective lens, J 1 is the first-order Bessel function of the first kind, and w the resolution of the lens, which is defined as the position of the first minimum. For an objective lens of numerical aperture NA, the resolution can be calculated from the Rayleigh criterion: 30 w = 0.61 /NA. Figure 2͑a͒ shows the actual diffraction pattern in the focal plane of the objective lens that will be used in this study ͑see "Materials"͒, which is recorded by imaging a small fluorescent nanosphere with a completely opened confocal diaphragm. A logarithmic colormap was applied to make the first-and second-order diffraction rings visible. Since the real diffraction pattern is not perfectly radially symmetric, most likely due to slight imperfections of the microscope's optical path, we will show throughout this study the intensity profiles along one direction only ͑y-direction͒. The intensity distribution along the y-direction is shown in Fig. 2͑a͒ . By analyzing the position of the first minimum, we find that the resolution w is approximately 1.5 m. For comparison, the theoretical irradiance distribution according to Eq. ͑8͒ is shown in Fig. 2͑b͒ for w = 1.5 m. As expected, Eq. ͑8͒ adequately represents the diffraction pattern of the focused laser beam at the focal plane. For most fluorescence applications it is sufficient to take the central part of the diffraction pattern into account. For example, the central peak of the Fraunhofer-Airy distribution contains 84% of the total amount of light in the diffraction pattern while the subsequent higher-order maxima have a relative intensity of only 1.7%, 0.4%, 0.1%, etc. Hence, also for FRAP models a more simple Gaussian distribution is ordinarily used to describe the BID:
͑9͒ which accurately describes the central peak as is shown by the best fit of Eq. ͑9͒ in Figs. 2͑a͒ and 2͑b͒. In that context, the parameter r 0 is usually referred to as the resolution of the BID as well, but differs slightly from w because it has a different definition ͓r 0 Ϸ 0.69w, as determined by a best fit of Eq. ͑9͒ to Eq. ͑8͔͒. FRAP models that explicitly take the BID into account never use the relatively complicated Eq. ͑8͒ but rather the simplified Gaussian intensity distribution Eq. ͑9͒ 2, [16] [17] [18] 21 or possibly a 3-D extension with an additional axial ͑modified͒ Gaussian distribution. 11, 15, 23 However, as we will show further on, the higher-order diffraction maxima cannot be neglected any longer in case of fluorescein being bleached by a highintensity laser beam. Under the extreme illumination conditions of the bleaching phase, even the higher-order diffraction maxima will be able to populate the excited triplet state T * significantly, resulting in a complex expanded bleaching profile that can no longer be explained by simple first-order photobleaching with a Gaussian intensity distribution.
Materials and Methods
The Bleaching and Imaging System
The FRAP experiments are performed on a CSLM ͑model MRC1024 UV, Bio-Rad, Hemel Hempstead, UK͒ equipped with the SCAMPER module for photobleaching experiments. 31, 32 The module consists of a 4 W Ar-ion laser ͑model Stabilite 2017; Spectra-Physics, Darmstadt, Germany͒ and an acousto-optical modulator ͑AOM͒ ͑Brimrose, Campbell, Baltimore, MD, USA͒, controlled by a computer and dedicated software. The AOM controls the intensity of the laser beam that is sent to the CSLM. A high-power laser beam ͑"bleaching beam"͒ is used for photobleaching, while a lowpower beam ͑"detection beam"͒ is used for the recording of the confocal images. Bleaching masks can be designed in the software that controls the AOM. While recording an image with the CSLM, low-and high-power laser light is sent to the sample according to the selected bleaching mask.
All bleaching experiments have been performed with the 488-nm line from the Ar-ion laser. The intensity of the laser beam at the sample can be controlled over a range of 0 to 10 mW. A 10ϫ objective lens ͑CFI Plan Apochromat; Nikon, Badhoevedorp, The Netherlands͒ with a numerical aperture ͑NA͒ of 0.45 was used for bleaching. On the Bio-Rad confocal microscope, the back aperture of this lens is only partially filled, however, resulting in a lower effective NA of about 0.2 for the illumination beam and a corresponding resolution w = 1.5 m ͑and r 0 = 1.0 m͒. The resolution was determined by directly imaging 190-nm fluorescent nanospheres ͑Molecular Probes, Leiden, The Netherlands͒ with a completely opened confocal diaphragm. Imaging of the bleached profiles was done with a high-resolution 60ϫ water immersion lens of 1.2 NA ͑CFI Plan Apochromat; Nikon, Badhoevedorp, The Netherlands͒ having a resolution w of approximately 0.25 m.
Photobleaching Experiments
Fluorescein isothiocyanate dextrans ͑Sigma-Aldrich, Bornem, Belgium͒ of 2000 kDa molecular weight ͑FD2000͒ were incorporated in an acrylamide gel. The acrylamide gel was prepared by radical polymerization of an aqueous acrylamide solution ͑30% w/w͒. The solution was prepared by dissolving The diffraction pattern in the focal plane of the 10ϫ objective lens has been recorded by imaging a 190-nm fluorescent nanosphere with the confocal microscope. The confocal diaphragm was opened completely to allow the light coming from higher-order diffraction rings to enter the detector. Besides the central maximum, the first-and second-order diffraction rings are visible as well after applying a logarithmic color map. The intensity distribution along the vertical direction in the image is also shown ͑solid line͒. The central peak can be very well approximated by a Gaussian intensity distribution ͑dashed line͒. ͑b͒ For comparison, the diffraction pattern according to the Fraunhofer-Airy formula is shown as well using the same color map. Again the central peak of the theoretical curve ͑solid line͒ can be very well approximated by a Gaussian intensity distribution ͑dashed line͒. acrylamide in deoxygenated phosphate buffer ͑10 mM Na 2 HPO 4 , 0.02% sodium-azide, adjusted with 1 N hydrochloric acid to pH 7.0͒. Prior to addition of the gelation reagents, 3.915 mg/ g gel of FD2000 was added. The polymerization reagents were N,N,NЈ ,NЈ-tetramethylene-ethylenediamine ͑TEMED; Fluka, Buchs, Switzerland͒ and ammonium persulphate ͑10% w/v͒ ͑APS; VWR International, Leuven, Belgium͒. The procedure involves adding 0.5 L TEMED solution to 1 g hydrogel. After mixing, 2.5 L APS solution was added to initiate gelation. The gelating mixture was transferred into a cuvette with a glass bottom for use with an inverted microscope ͑Nalge Nunc International, Naperville, IL, USA͒. The gelation required 1 hour at room temperature. FRAP measurements using the CSLM 11 revealed a very low diffusion coefficient of 0.020± 0.005 m 2 /s and a large fraction of immobile fluorescent FITC-dextrans of 90± 5%.
Bleaching experiments were performed with a stationary laser beam ͑"beam parked"͒ or a line scanning beam. The laser power at the sample was between 1 W and 5 W for imaging and up to 10 mW for bleaching. The time between the bleaching phase and imaging of the bleached profiles was approximately 30 min to allow diffusion of the ͑small͒ mobile fraction to complete. After that time, the remaining bleached profile is due to the immobile fraction and reflects directly the bleaching profile immediately after bleaching. Confocal images of the bleaching profiles were recorded with the 60 ϫ 1.2 NA objective lens to obtain the best possible resolution. Before normalizing the confocal images to the background fluorescence ͑i.e., unbleached fluorophores͒, they were convolved with a median smoothing mask to reduce the noise.
Photobleaching simulations
To study the bleaching of fluorescein at the focal plane, a computer program was written to solve the six coupled differential Eqs. ͑7͒ numerically. For the simulation of the spot photobleaching experiments, the absorption rate k a ͑r͒ is calculated from Eqs. ͑6͒ and ͑8͒. At first a set of radial coordinates r is defined ͑the spatial mesh͒ together with the initial concentrations of N S , N S *, N T *, N X , N R , and N O 2 . In the simulations reported here, it is always assumed that all fluorescein molecules are initially in the ground state ͑N S * = N T * = N X = N R =0͒. Next, the differential equations are solved for each of the radial coordinates and the corresponding value of k a ͑r͒. When the illumination time t has passed, in general there still will be a number of fluorescein molecules in the excited singlet and triplet state: N S * & N T * Ͼ 0. Therefore, even when the illumination is switched off, the photobleaching reactions still can go on for some time until all the molecules are either bleached or back in the ground state. This has been taken into account in the simulation program by setting k a to zero after the bleaching time t and continue to solve the differential equations until the number of bleached molecules ͑N X + N R ͒ together with the number of ground state molecules N S are equal to the initial number of molecules.
In FRAP experiments on the CSLM, a scanning beam is often used for bleaching rather than a stationary beam. 11, 17, 23, [32] [33] [34] [35] [36] Therefore, the program for the simulation of the photobleaching of fluorescein was extended for a linescanning beam as well. When bleaching a line segment, the bleaching will be uniform along the scanning direction ͑except at the beginning and the end of the line͒. Only in the direction perpendicular to the scanning direction a bleaching gradient will exist. It is therefore sufficient to calculate the bleaching profile perpendicular to the scanning direction for one position on the bleached line segment only. In the simulation algorithm, the line scanning is taken into account by first defining a start and end position of the laser beam ͑x s and x e ͒ relative to the position on the line at which the bleaching profile is calculated ͑x 0 ͒: the laser beam starts at position x s and is moved at a scanning speed in discrete steps ⌬x toward the position x e . At each step the laser beam is stationary for a time ⌬t = ⌬x / and the effect is calculated at position x 0 . The smaller the step size ⌬x, the better the continuous movement of the laser scanning beam will be approximated ͑at the cost of an increased calculation time͒. All line scanning simulations reported here were calculated with a step size that is one fifth of the resolution of the bleaching beam ͑⌬x = w /5͒ since no appreciable differences in the calculated bleaching profiles were observed for smaller step sizes. The start and end positions of the bleaching beam were always taken symmetrically at 10 times the resolution of the bleaching beam: x s = x 0 −10w and x e = x 0 +10w.
Results
Photobleaching of Immobilized FD2000
To visualize the bleaching profiles at different bleaching conditions, FITC-dextrans of molecular weight 2000 kDa were incorporated into an acrylamide gel. Using a stationary laser beam, spots were photobleached in the gel with a low NA objective lens for different bleaching times. Confocal images were subsequently recorded using a high NA objective lens to obtain the best possible resolution. Some examples are shown in Fig. 3 .
To be able to relate the results of this study directly to the existing FRAP models ͑see Discussion͒, we will now define the "apparent BID" as the intensity distribution one would have to take into account to explain the experimentally observed bleaching profile if the bleaching process would follow first-order kinetics. In other words, the "apparent BID" is the intensity distribution I app that has to be used in Eq. ͑2͒ to correctly calculate the observed real bleaching profile. In case first-order photobleaching is valid, I app should be identical to the intensity distribution as shown in Fig. 2͑a͒ . In the experiments below we will examine if this is true or not under a variety of photobleaching conditions. If C b denotes the fluorescence concentration distribution after photobleaching, the normalized "apparent BID" can be calculated from
The first spot ͑Fig. 3͑a͒͒ was bleached at a low intensity of 2 W, which is typical for confocal imaging conditions, and a bleaching time of 125 ms. The apparent BID calculated from Fig. 3͑a͒ using Eq. ͑10͒ is shown in Fig. 4͑a͒ . A best fit of Eq. ͑9͒ shows there is a very good correspondence of the apparent BID with a Gaussian intensity profile, in accordance with what is assumed theoretically in the FRAP models. We note that the bleached spot was not perfectly circular but was Fig. 4 The apparent BID in case of fluorescein depends on the specific bleaching conditions. ͑a͒ At a low bleaching intensity of 2 W, only the central peak of the diffraction pattern effectively takes part in the bleaching process. Hence, the apparent BID corresponds to a Gaussian distribution. ͑b͒ At 10 mW and 25 s bleach time, the apparent BID can still be approximated by a Gaussian distribution, although an expansion is already observed. ͑c͒ For a bleaching time of 50 s, the apparent BID expands even more and ͑d͒ for 100 s, the individual diffraction rings are becoming visible as indicated by the arrows. ͑e͒ Bleaching for 500 s and ͑f͒ 1000 s increases the relative contribution of the higher-order diffraction rings even more, causing a substantial expansion of the original BID.
stretched along the y-direction resulting in a slightly increased Gaussian radius. This is probably caused by a small difference in resolution in x and y because of the polarized laser light. 37 To check the validity of a Gaussian BID for high-intensity laser beams, spots were bleached at 10 mW and different bleaching times: 25 s ͑image not shown͒, 50 s ͑image not shown͒, 100 s ͑Fig. 3͑b͒͒, 500 s ͑Fig. 3͑c͒͒, 1000 s ͑Fig. 3͑d͒͒, and 100 ms ͑Fig. 3͑e͒͒. A Gaussian apparent BID is still found for very short bleaching pulses of 25 s ͑Fig. 4͑b͒͒ and 50 s ͑Fig. 4͑c͒͒, although a slight broadening of the profile is already observed compared to Fig. 4͑a͒ . When bleaching for 100 s ͑Fig. 4͑d͒͒, the higher-order diffraction rings are already starting to show up as indicated by the arrows and the corresponding apparent BID starts to deviate from a pure Gaussian distribution. For bleaching times of 500 s ͑Fig. 4͑e͒͒ and 1000 s ͑Fig. 4͑f͒͒ the higher-order diffraction rings become much more pronounced, expanding the apparent BID even more. Although the apparent BIDs do no longer correspond to a simple Gaussian distribution, it is worth noting that it is still possible to roughly approximate the apparent BIDs by an ͑expanded͒ Gaussian intensity distribution. Figure  3͑e͒ , finally, shows the situation if the bleaching time is prolonged to 100 ms. Besides the fourth-order diffraction ring, all kinds of diffraction spots take part in the bleaching process. Fitting of a Gaussian intensity distribution to the apparent BID in this case ͑data not shown͒ yielded a highly in-creased Gaussian resolution of r 0 = 7.6 m. These experiments clearly show that the bleaching profiles obtained at high laser powers cannot be explained by first-order photobleaching alone. Assuming first-order kinetics leads to an apparently variable BID, which physically is nonsense. In reality, a higher laser power results in a higher amplitude of the BID but cannot change the shape of the distribution. Besides being dependent on the bleaching time, the apparent BID also depends on the bleaching intensity. Since many FRAP techniques make use of a scanning beam for bleaching, a line photobleaching experiment instead of spot photobleaching was chosen here to explicitly show that the results from this study equally apply to a scanning beam as well. Three line segments of 80 m are bleached at different bleaching powers, but with an equal total amount of light received. A first line is bleached by scanning two times at 10 mW. A second one is bleached at 1 mW by scanning 20 times. A third one is bleached at 75 W by scanning 267 times. A confocal image of the right part of each of the line segments is shown in Fig. 5 . The fluorescence intensity profile ͑along the y-direction͒ and the corresponding apparent BID are shown for each line in Figs. 5͑a͒-5͑c͒. Assuming first-order bleaching kinetics, the bleaching profile of a single line segment ͓a, b͔ can be calculated from Eq. ͑3͒ with ⌬y =1 and K͑x , y , z͒ = ͐ a b I b ͑x − xЈ , y , z͒dxЈ. 11 For a Gaussian BID according to Eq. ͑9͒ and a line segment that is much longer than the resolution 
͑11͒
Equation ͑11͒ expresses that, when scanning a Gaussian intensity beam along the x-direction, the Gaussian intensity distribution is preserved along the y-direction. Hence, if the bleaching process follows first-order kinetics, the apparent BID calculated from Eq. ͑10͒ should still be Gaussiandistributed with a resolution r 0 equal to that of the scanning beam. At a low bleaching intensity, the apparent BID is indeed Gaussian distributed ͑Fig. 5͑c͒͒, while a deviation from a pure Gaussian distribution occurs for increasing bleaching intensities ͑Figs. 5͑b͒ and 5͑a͒͒. Fitting of a Gaussian intensity distribution in Fig. 5 explicitly shows the expansion of the apparent BIDs with increasing bleaching intensity. From the spot photobleaching experiments we already know that the expansion is mainly due to the participation of the higherorder diffraction rings in the non-first-order bleaching process. The individual diffraction maxima are difficult to distinguish, however, because of the scanning process along the x-direction. Additionally, it is clear from Fig. 5 that the amount of bleaching is different for each of the three situations as well, although all lines did receive an equal amount of light. Bleaching at high intensities for a short time appears to be less efficient than bleaching at lower intensities for a longer time.
Simulation of Photobleaching Immobilized Fluorescein
The photochemical reactions according to Table 1 and the corresponding mathematical model Eq. ͑7͒ can be used to explain the observations of the previous section. We will show that the expansion of the bleaching profiles-which is unexpected from classical FRAP models, which use first-order photobleaching to calculate the bleaching profile-can indeed be explained by the complex photobleaching reactions of fluorescein in combination with the very high laser powers that are used for the bleaching phase of an FRAP experiment. We note that, as most of the FITC-dextrans are immobilized in the acrylamide gel, the contribution of the D-D interactions to the bleaching of fluorescein is expected to be very small and virtually all bleaching will be due to the D-O reactions. This can be taken into account in the simulations by setting the rate constants k 2 , k 3 , k 4 , k 5 , k 6 , and k 7 to zero. The initial concentration of fluorescein in the gel was approximately 250 M ͑which can be calculated from the concentration of FD2000 in the gel and the loading degree of fluorescein on the dextran chains͒. The initial oxygen concentration is taken to be 250 M as well. 25 Assuming that all fluorescein molecules are initially in the ground state, the simulations therefore always start from the initial condition: N S = 250 M, N O 2 = 250 M, and N S * = N T * = N X = N R =0.
We simulated the photobleaching of immobilized fluorescein as a function of time first to examine the evolution of the photobleaching process. The solid lines in Fig. 6 are calculated for a bleaching intensity of 10 mW and a bleaching time of 1 ms. From 10 −11 s on, the ground state S is being depleted to the advantage of the excited singlet state S * that peaks at around 10 −8 s. After 10 −8 s, the excited singlet state S * starts to decay to both the ground state S and the long-lived excited triplet state T * . Between 10 −8 and 10 −6 s, almost all fluorescein molecules are gradually getting trapped in the long-lived excited triplet state T * . Once the triplet state population starts to rise, the D-O reactions can start producing the photobleaching products X and R, which are formed from 10 −7 s on. The formation of the photobleaching products X and R cause the triplet state to be depleted, together with the number of oxygen molecules. At 10 −4 s, almost no molecules are left in the ground state because all are either photobleached or in the triplet state. At 10 −3 s, the illumination is switched off ͑k a =0͒ and the reactions are allowed to continue until all molecules are either photobleached or back in the ground state.
The first-order maximum of the BID has a relative intensity of 1.7% ͑see Fig. 2͑b͒͒ . To see what happens at this intensity level, the same calculations were repeated at a bleaching power of 0.17 mW ͑Fig. 6, dashed lines͒. Essentially the same processes are taking place, albeit somewhat delayed because of the reduced illumination intensity. It is important to note that the triplet state still becomes significantly populated to approximately 30%, despite the very much reduced illumination intensity. As a result, about the same level of bleaching is reached after 10 −3 s, which explains why the higher-order diffraction rings are showing up in the bleaching experiments.
To see this more clearly, calculations have been performed for a BID according to Eq. ͑8͒ ͑also see Fig. 2͑b͒͒ at a bleaching power of 10 mW and for different bleaching times. Figure  7͑a͒ shows the result for t =25 s. The apparent BID is again calculated from the bleaching profile using Eq. ͑10͒. For comparison with the experimental data ͑Fig. 4͑b͒͒, it should be realized that the simulated bleaching profile is not what is observed directly through a microscope. When observing an object through a microscope, it is modulated by the micro- Fig. 6 The evolution over time of fluorescein molecules in the various energy levels is simulated for an illumination intensity of 10 mW ͑solid lines͒ and 0.17 mW ͑dashed lines͒. The evolution of the number of oxygen molecules and the photobleaching products is shown as well. All populations are normalized to the initial fluorophore population at the ground state. The bleaching time is 1 ms, after which the illumination is switched off ͑k a =0͒ and the reactions are allowed to continue until all fluorescein molecules are photobleached or back in the ground state. Fig. 7 The bleaching of immobilized fluorescein by a stationary laser beam is simulated for a laser power of 10 mW and different bleaching times. The dotted line shows the intensity distribution of the illumination BID according to the Fraunhofer-Airy formula ͓Eq. ͑8͔͒ for a resolution of 1.5 m. ͑a͒ The solid line shows the bleaching profile for t =25 s. The bold line is the corresponding apparent BID. ͑b͒ When an object is observed by a microscope, it is modulated by the total PSF, which depends primarily on the objective lens that is used. The results of ͑a͒ are therefore convolved with a Gaussian mask having a resolution radius of 0.2 m in accordance with the properties of the 60ϫ objective lens used in the experimental section. As a result, the individual maxima appear less pronounced. The dashed line is a best fit of a Gaussian intensity distribution to the apparent BID. The fitted Gaussian resolution is specified in the legend. ͑c-f͒ The same calculations are repeated for bleaching times of 50 s, 100 s, 500 s, and 1000 s. The longer the bleaching time, the more the higher-order diffraction maxima contribute to the apparent BID. As a result, the apparent BID expands with increasing bleaching time.
scope's total point spread function ͑PSF͒, which depends directly on the objective lens being used. 29, 38 The detection PSF of an objective lens in the focal plane of a confocal microscope can be approximated by a Gaussian intensity distribution corresponding to the central diffraction peak. This is allowed because the higher-order diffraction rings only have a small contribution to the collected fluorescence compared to the central peak and because the higher-order diffraction rings are largely blocked by the small confocal apperture ͑see, e.g., Fig. 2 of Jonkman and Keller 29 ͒. The 60ϫ objective lens used to image the bleaching profiles has a Gaussian resolution r 0 of approximately 0.2 m. To obtain a more direct comparison between the simulated and experimental data, the simulated bleaching profile is therefore convolved with a corresponding Gaussian mask. The result is shown in Fig. 7͑b͒ . The individual maxima seem less pronounced because of the limited resolving power of the objective lens. Together with the presence of noise, this explains why the individual maxima are not always easy to discern in the experimental apparent BIDs ͑compare with Fig. 4͒ . The same calculations have been performed for t =50 s ͑Fig. 7͑c͒͒, 100 s ͑Fig. 7͑d͒͒, 500 s ͑Fig. 7͑e͒͒, and 1000 s ͑Fig. 7͑f͒͒. Only the convolved apparent BIDs together with a Gaussian fit are shown for clarity. Comparing Figs. 4͑b͒-4͑f͒ with Figs. 7͑b͒-7͑f͒ shows that the theory corresponds well with what is observed experimentally: an apparent BID that expands with increasing bleaching time due to the increasing contribution to the bleaching process of the higher-order diffraction rings. Again we find that each of the expanded apparent BIDs can roughly be approximated by a Gaussian distribution.
It is worth noting that the simulation results not only correspond qualitatively to the experimental observations, but that there is also a reasonable quantitative correspondence between both. The simulation parameters used to obtain the results from Fig. 7 were chosen thus to directly reflect the experimental conditions leading to the results presented in Fig.  4. Figure 7͑b͒ is in fact the simulation of the experiment in Figs. 4͑b͒ and 7͑c͒ is the simulation of 4c and so on ͑the experiment of Fig. 4͑a͒ was not simulated͒. In all cases a Gaussian distribution was fitted to the apparent BID to quantify the expansion through the Gaussian resolution parameter r 0 . The values for r 0 are reported in each of the figures, from which it can be seen that there is a fairly good correspondence between the experimental and simulated values. The simulated results deviate from the experimental ones only by 19%, 9%, 7%, 12%, and 7% for the Figs. 7͑b͒-7͑f͒ , respectively. This further supports the validity of the model being used and the accuracy of the computations presented here.
The line photobleaching experiments have been simulated as well for bleaching powers of 10 mW, 1 mW, and 0.075 mW. The simulation program does not allow us to calculate repeated line scans because of the extensive computation times involved. Alternatively we have simulated line profiles using those three intensities but with different scanning speeds. The scanning speed at 1 mW was 1/10 of the scanning speed at 10 mW, and 1 / 133 at 0.075 mW. Hence, the same amount of light will be received in all three cases. The resulting bleaching profiles are shown in Fig. 8͑a͒ . In correspondence with the experimental observations, a better bleaching efficiency is obtained when using a low bleaching intensity with an increased bleaching time. This effect can be explained as follows. The high-intensity beam quickly depletes the ground state in favor of the triplet state, which will soon become saturated. The low-intensity beam, on the other hand, will only partly populate the triplet state at any one time, but integrated over the entire time span a larger number of triplet states will have existed, effectively leading to a larger number of photobleached molecules. Although in both cases an identical total amount of light dose was received, the lower light intensity applied for an extended period of time effectively causes more bleaching than the short saturating high-intensity bleach pulse. The apparent BIDs are shown in Fig. 8͑b͒ . Again we find an expansion of the apparent BID with increasing bleaching intensities. Fitting of a Gaussian distribution to the simulated profiles ͑not shown in Fig. 8͑b͒͒ gives r 0 -values of 1.32 m, 1.72 m, and 2.95 m for the bleaching powers of 75 W, 1 mW, and 10 mW, respec- Fig. 8 The bleaching of three lines is simulated for three different intensities: 75 W, 1 mW, and 10 mW. To obtain the same total amount of light for each of the lines, the scanning speed is changed accordingly. ͑a͒ The bleaching profiles show that a better bleaching efficiency is obtained when using a low power beam in combination with a reduced scanning speed. ͑b͒ From the corresponding apparent BIDs it is clear that at high intensities the higher-order diffraction maxima are able to contribute significantly to the bleaching process. As a result, the apparent BID expands with increasing bleaching intensity.
tively. As indicated in Fig. 5 , the experimental r 0 -values are ͑in the same order͒ 1.51 m, 1.82 m, and 2.94 m. Thus we obtain a deviation of the simulated from the experimental results of 13%, 6%, and 0%. Again we find a good quantitative correspondence between the simulated and experimental results.
Discussion
Both theory and experiments confirm that generally the photobleaching of fluorescein does not follow a simple exponential decay. This is especially the case for typical bleaching conditions of a FRAP experiment where high-intensity light levels are used for very fast photobleaching and cause saturation of fluorescein in the triplet excited state. We have demonstrated that under those conditions it is no longer sufficient to solely take the central diffraction spot into account as is assumed in the derivation of many FRAP models. Instead it has become clear that the higher-order diffraction rings can induce a significant amount of photobleaching, mainly due to the saturation of the fluorophore in the long-lived triplet state from which the bleaching actually proceeds. The net result is an apparent bleaching illumination intensity distribution that is expanded with regard to the actual bleaching illumination intensity distribution. In addition, not only does the apparent BID depend on the bleaching intensity, it also depends on the bleaching time or scanning speed in case of a stationary or scanning beam, respectively.
We have shown by simulations and experiments that the actual situation is even more complicated. Besides being dependent on the different illumination parameters, the photobleaching of fluorescein is also dependent on multiple photochemical reactions, as summarized in Table 1 . The individual reaction rates of the D-D and D-O reactions will, for example, depend on the mobility of the respective molecules in the system. The values reported in Table 1 are for free fluorescein in solution, but may be different when fluorescein is present in actual samples, such as cells or biopolymer gels. As a result, the various reaction rates will depend on the sample under study. It is also likely that in complex chemical systems, such as an intracellular environment, additional reactions will take part in the photobleaching process of fluorescein. Moreover, the bleaching process also depends on the molar concentrations of both fluorescein and oxygen in the system. Considering the variability of these parameters, whose exact values are unknown in most cases, it becomes clear that the apparent BID cannot be accurately predicted for actual experiments.
FRAP models almost always assume first-order photobleaching kinetics. Hence the concentration distribution after bleaching can be calculated directly from a single exponential function ͓Eq. ͑2͒ or Eq. ͑3͔͒ and an invariant Gaussian BID ͓Eq. ͑9͔͒, which is solely determined by the microscope optics. For fluorescein we have demonstrated that, when assuming first-order kinetics, the BID can no longer be considered to be invariant. Instead an "apparent BID" had to be defined whose shape and intensity depends on many parameters. We have also shown that the apparent BID can be roughly approximated by a Gaussian intensity distribution whose resolution will depend on the specific experimental conditions. It is therefore to be expected that existing FRAP models are still able to calculate valid diffusion coefficients from experiments under saturating conditions, as long as the correct apparent Gaussian resolution can be determined for every single experiment. If not, serious errors will result. For example, in the FRAP equation for spot photobleaching with a Gaussian beam in the fundamental work of Axelrod, 12 the diffusion coefficient D is calculated from fitting the parameter D / r 0 2 to the experimental recovery curve, where r 0 is the Gaussian resolution of the bleaching beam. Hence the resolution r 0 has to be known with great precision to obtain an accurate diffusion coefficient. Our experiments have shown that an expansion of the apparent Gaussian radius with a factor 2 to 5 is very well possible. If one does not take this effect into account, the calculated diffusion coefficient would consequently be erroneous by a factor 4 to 25. We note that broadening of the bleach area can also occur when using bleach times that are too long, in which case diffusion will occur during bleaching. Most FRAP models assume an instantaneous photobleaching phase, i.e., no diffusion during bleaching. While long bleach times will lead to the similar result of bleach area broadening, the "anomalous" photobleaching discussed in this study is really of a different nature and is inherent to the fluorophore photobleaching mechanism. Diffusion during bleaching, on the other hand, can simply be avoided by understanding the FRAP model being used and carrying out the experiments accordingly.
There are a few possibilities to deal with a variable apparent BID. For FRAP models that explicitly require the knowledge of the Gaussian resolution r 0 , the most direct solution in this case is to extract r 0 directly from the experiments, which can be done by acquiring an image of the bleaching profile immediately after the bleaching phase ͑which is independent of D͒ and using the FRAP formula to extract r 0 . In practice it is difficult, however, to obtain an image immediately after bleaching because of limited image acquisition rates. Even then most FRAP models would need an adjustment of the theory to take a different bleaching and illumination distribution into account.
A workaround is to use FRAP models that do not require the precise knowledge of the BID or the concentration distribution after bleaching. Examples are the models that use the Fourier transform of the recovery images. [39] [40] [41] They have shown that the diffusion coefficient can be calculated without determining the BID of the microscope by measuring the decay of the spatial Fourier transform of the recovery images. Another example is the model of Kubitscheck et al., 33 who have derived a moment's analysis of the fluorescence recovery images that does not require the knowledge of the initial concentration distribution after bleaching. The results from this study suggest that methods using a relative determination of the diffusion coefficient 3, 42 should be used with care in case of fluorescent dyes with a complex bleaching mechanism, such as fluorescein. Such a method relies on two series of FRAP experiments, one in the actual sample and one in a series of standard solutions of known viscosity. If both FRAP experiments are performed under exactly the same conditions, the diffusion coefficient in the sample can be calculated relative to the calibration reference solutions without knowing the actual bleaching profile. This approach could lead to invalid results because the reaction rates, and hence the apparent BID, depend directly on the mobility of the molecules that take part in the bleaching process. For example, in a gel system with small interstitial spaces, larger molecules such as FITC-dextrans can experience a strongly reduced diffusion coefficient due to sterical hindrance, while the smaller oxygen molecules can still diffuse as rapidly as in solution. Consequently, the dye-dye reaction constants k 2-7 ͑see Table 1͒ will have a lower value in the gel system as compared to in solution, leading to a change in the photobleaching process and hence in the apparent BID. Therefore, even under the exact same illumination conditions, the bleaching profile in the sample will, in general, be different from the one in solution, and consequently a general relation between the two recovery curves may not be possible any more.
An alternative is to use a FRAP model where an area is uniformly bleached that is much larger than the characteristic dimensions of the BID. Recently, we derived such a model for use with the confocal microscope based on the bleaching of a uniform disk having a radius of at least 4 times the Gaussian resolution of the apparent BID. 11 In that case, a change of the shape of the BID will only be "felt" at the boundaries of the bleached area. We have shown that neglecting the expansion of the BID usually will not cause errors larger than 10% in the determination of the diffusion coefficient. Hence this method can be used with great confidence and does not require special measures.
The most straightforward solution is, of course, to avoid fluorescent dyes that easily saturate. From experience we know that one such fluorophore is NODD ͑N-͑7-nitrobenz-2oxa-1,3-diazol-4-yl͒diethyl amine͒. NODD is incorporated in polystyrene microspheres that are encoded by photobleaching. 31, 43 In this application it is essential to have the best possible resolution ͑i.e., a non-expanded BID͒ to write as much information as possible per unit area. It needs to be examined, though, which other fluorophores for FRAP meet this condition as well. This could be done, for example, by performing FRAP experiments on a series of samples with a known diffusion coefficient. If the diffusion coefficient is known, the apparent Gaussian resolution r 0 for each of the solutions can be calculated from the corresponding FRAP formula. If r 0 remains constant for all samples, the apparent BID is invariant for that particular fluorophore and is suitable for use with the existing FRAP models. We are currently developing a new FRAP model for use with the confocal microscope based on the bleaching of a line segment taking both an independent bleaching and imaging illumination intensity distribution into account. This model will be very well suited to characterize the expansion of the apparent BID-in terms of the Gaussian resolution r 0 -as a function of the bleaching intensity and duration for different kinds of fluorophores. It would especially be interesting to do this for GFP and its variants, which are popular fluorophores for intracellular FRAP experiments.
Finally, we note that our bleaching experiments and simulations have shown that the change in shape of the BID is small when using a low-power bleaching beam ͑in combination with an extended bleaching time͒. Because most FRAP models assume a very short bleaching phase t b compared to the characteristic recovery time ͑t b Ͻ 0.15͒, this approach will only offer a solution in case of sufficiently slow diffusion.
Conclusions
In this study we have examined the effect of excitation saturation on FRAP experiments. As a case study we have looked in detail at the photochemical bleaching reactions of fluorescein, one of the most frequently used fluorophores for FRAP. We have presented both experimental and theoretical evidence that, mainly due to saturation of the triplet excited state, the basic assumptions that are made in many FRAP models are generally no longer valid: an invariant bleaching illumination intensity distribution in combination with first-order photobleaching kinetics. Instead, saturation leads to a dramatically variable apparent bleaching illumination intensity distribution. This effect is not always immediately evident from the experiments, but neglecting it can induce errors of more than one order of magnitude in the calculation of the diffusion coefficient. Therefore, it seems advisable to look for photobleachable fluorophores that do not as easily saturate or to use/develop FRAP models that are insensitive to the actual shape of the bleaching illumination intensity distribution.
