We use 1837 DA white dwarfs with high signal to noise ratio spectra and Gaia parallaxes to verify the absolute calibration and extinction coefficients for the Galaxy Evolution Explorer (GALEX). We use white dwarfs within 100 pc to verify the linearity correction to the GALEX data. We find that the linearity correction is valid for magnitudes brighter than 15.95 and 16.95 for the Far Ultraviolet (FUV) and Near Ultraviolet (NUV) bands, respectively. We also use DA white dwarfs beyond 250 pc to calculate extinction coefficients in the FUV and NUV bands; R FUV = 8.01 ± 0.07 and R NUV = 6.72 ± 0.04. These are consistent with the predicted extinction coefficients for Milky Way type dust in the FUV, but smaller than predictions in the NUV. With well understood optical spectra and state-of-the-art model atmosphere analysis, these white dwarfs currently provide the best constraints on the extinction coefficients for the GALEX data.
INTRODUCTION
The Galaxy Evolution Explorer (GALEX) is the first space based mission to attempt an all-sky imaging survey in the ultraviolet (UV, Martin et al. 2005) . In the ten years that it was operational, GALEX surveyed 26,000 square degrees of the sky as part of the All-sky Imaging Survey in two band passes: Far Ultraviolet (FUV) with a central wavelength of 1528 Å and Near Ultraviolet (NUV) with a central wavelength of 2271 Å (Morrissey et al. 2005) . Although its primary goal was to study star formation and galaxy evolution, the first science goal was to determine UV calibration, particularly extinction (Martin et al. 2005) .
There are two sources of nonlinearity in GALEX photometry: global nonlinearity due to the finite period required for the electronics to assemble photon lists and local nonlinearity near bright sources. Morrissey et al. (2007, see their Fig. 8 ) demonstrate that nonlinearity becomes significant (> 10%) above 109 and 311 counts s −1 in the FUV and NUV bands, respectively. These correspond to m FUV ≈ 14 mag and m NUV ≈ 15 mag. While the first nonlinearity is well understood, the second (local nonlinearity) complicates the standard star measurements.
GALEX observed 18 white dwarfs from the Hubble Space Telescope CALSPEC database (Bohlin et al. 2001) as standard stars. However, its photometric calibration relies primarily on the dimmest rnenwall@ou.edu star in this sample, LDS 749b, as all of the other standard stars observed are highly saturated. In fact, after Bohlin & Koester (2008) provided a better CALSPEC spectrum for LDS 749b, the GALEX magnitudes were shifted by ≈0.04 mag between the GR4/5 and GR6 data releases. Hence, it is important to verify the photometric calibration using fainter stars. Camarota & Holberg (2014) verified the GALEX photometric calibration using 99 and 107 DA white dwarfs in the FUV and NUV, respectively, with magnitudes between 10 and 17.5 from the final GR7 GALEX data release. They found that a modest linearity correction is needed in this magnitude range. Although Camarota & Holberg (2014) postulate that their linearity correction should hold for stars as faint as 20th magnitude, they point out the need for a larger sample size and the characterization of extinction in the GALEX bands. In this work, we investigate the validity of the Camarota & Holberg (2014) linearity correction for a large sample of DA white dwarfs from the Sloan Digital Sky Survey (SDSS), particularly probing the fainter magnitudes.
There is a broad range of GALEX extinction coefficients reported in the literature. These coefficients are defined as
where A λ is the total absorption along the line of sight to an object and E(B − V) is the reddening. Bianchi (2011) Yuan et al. (2013) found empirical values of R FUV = 4.37 − 4.89 and R NUV = 7.06 − 7.24. The latter authors used the 'standard pair' technique (Stecher 1965) , where two stars of the same spectral type, one in an area with low extinction and one in an area of high extinction, are compared. Those stars with low extinction, the control sample, are used to determine the intrinsic colors of the corresponding stars with high extinction, the target sample. Yuan et al. (2013) examined a target sample of 1396 stars and a control sample of 16405 stars from the GALEX fifth data release. Most of these stars were classified as FGK dwarfs, with a small fraction of A dwarfs and KM giants. However, there is a great deal of scatter and uncertainty in their derivation of R FUV and R NUV , and Yuan et al. (2013) caution against using their GALEX extinction coefficients. In this work, we re-derive the GALEX extinction coefficients using a large sample of DA white dwraf stars with high S/N SDSS spectra and Gaia parallaxes to obtain a more reliable estimate. We present the white dwarf sample used in this study in Section 2 and describe our calculation of the synthetic magnitudes in Section 3. Our analysis of nonlinearity is presented in Section 4 followed by our derivation of the GALEX extinction coefficients in Section 5. The 3σ outliers are discussed in Section 6, and we conclude in Section 7.
SAMPLE SELECTION
In order to improve calibrations for the GALEX data, we select all spectroscopically confirmed DA white dwarfs from the SDSS data releases 7, 10, and 12 with S/N 20 spectra (Kleinman et al. 2013; Kepler et al. 2015 Kepler et al. , 2016 . This selection insures that the T eff and log g measurements are precise enough to model the emergent stellar fluxes in the UV bands. We focus on DA white dwarfs due to our good understanding of their opacities and atmospheres (Holberg & Bergeron 2006) . We cross reference our initial sample of 3733 DA white dwarfs from the SDSS with Pan-STARRS, and we cross reference our sample once more with Gaia DR2, selecting all stars with parallax/error 5. We then cross reference our sample with the GALEX catalog of unique UV sources from the All Sky Imaging Survey (GUVcat) presented in Bianchi et al. (2017) . We use a search radius of 2 and find a total of 1837 stars with GALEX photometry.
We break our initial sample of stars into two groups based on Gaia distance: stars within 100 pc and stars further than 250 pc. There are 339 (627) and 451 (628) stars with FUV and NUV photometry in the 100 (d > 250) pc sample, respectively. We leave the examination of stars between 100 and 250 pc for future work. The local interstellar medium is relatively devoid of cold neutral gas, up to about 100 pc, the boundary of the Local Bubble (Lallement et al. 2003; Redfield 2006 ). Since extinction is not an issue for the 100 pc sample, we use it to verify the GALEX photometric calibration. The d > 250 pc sample suffers from full extinction, and we use it to calculate the extinction coefficients in both the FUV and NUV bands.
SYNTHETIC MAGNITUDES
Genest-Beaulieu & Bergeron (2019) found a systematic offset between temperatures derived using the spectroscopic (Bergeron et al. 1992 ) and photometric (Bergeron et al. 1997 ) techniques. They determine that this offset is caused by inaccuracies in the treatment of Stark broadening in their model spectra. The photometric technique is less sensitive to the input physics of the models, so we adopted it for this work. We use SDSS u and Pan-STARRS grizy photometry and Gaia parallaxes to derive photometric temperatures and radii for all stars in our final sample. These temperature and radius measurements are then used to calculate a model spectrum for each white dwarf in the 100 pc sample.
To estimate the average flux in a given bandpass, f m λ , we use the equation
where S m (λ) is the transmission function of the corresponding bandpass, and f λ is the monochromatic flux from the star received at Earth (Bergeron et al. 1997; Gianninas et al. 2011) . SDSS, Pan-STARRS, and GALEX use the AB magnitude system. We transform the average flux in a given bandpass to an average magnitude using the equation
This procedure enables us to calculate the absolute magnitude of each star in each filter. We use the observed and dereddened SDSS magnitudes for the d < 100 and d > 250 pc samples, respectively.
GALEX PHOTOMETRIC CALIBRATION
Our 100 pc SDSS sample contains few stars brighter than 14th magnitude. In order to constrain the fit for both faint and bright white dwarfs, we extend our sample to include the 100 pc white dwarfs from Camarota & Holberg (2014) and Gianninas et al. (2011) . Figure 1 compares the observed and predicted synthetic magnitudes for this sample in both bands. The solid and dashed lines show a quadratic polynomial fit to the data and the one-to-one line, respectively. Stars with T eff below 11,000 K are represented by yellow triangles. Stars below this temperature suffer from the red wing of the Lyα opacity, which affects the ultraviolet more strongly than the optical (Kowalski & Saumon 2006) . The 3σ outliers that are known double degenerates, white dwarf + main sequence binaries, and ZZ Cetis are marked by cyan triangles, green diamonds, and magenta pentagons,respectively. Previously unknown 3σ outliers in our polynomial fit are plotted as red squares. All 3σ outliers are excluded from this fit. We further discuss these outliers in Section 6.
Our quadratic fits are represented by the expression
where m obs and m synth are the observed and synthetic GALEX magnitudes, respectively. The best fit values of the fitting coefficients c 0 , c 1 , and c 2 are given in Table 2 . Camarota & Holberg (2014) found a non-linear correlation and small offset between GALEX fluxes and predicted fluxes for their sample. Their quadratic fit is shown as a dotted line in Figure 1 and is based on about 100 DA white dwarfs with FUV and NUV magnitudes between 10 and 17.5 mag. However, they only have 6-8 stars fainter than 17th magnitude in their sample, hence the fit is relatively unconstrained at the faint end. The dotted line significantly underpredicts the observed magnitudes in both FUV and NUV bands, and is clearly not useful below 17th magnitude. With a significantly larger number of fainter DA white dwarfs, we are able to test for non-linearities in the data down to magnitudes fainter than 20. We note that stars with T eff below 11,000 K have systematically fainter synthetic magnitudes in the FUV, while there is no systematic offset in the NUV. Since these stars are affected by the red wing of the Lyα opacity (Kowalski & Saumon 2006) , our results indicate that this opacity source is well handled in our models for the NUV, while the modeling of this opacity should be revisited for the FUV. To remove this systematic effect from our fit, we first fit the full sample to calculate the magnitude where the full quadratic fit crosses the one-to-one line for the FUV and NUV. Only stars brighter than these magnitudes, 15.95 mag (FUV) and 16.95 mag (NUV), will require a linearity correction. To determine the linearity correction, we then fit only stars brighter than 15.95 mag (FUV) and 16.95 mag (NUV). This is our final quadratic fit which is plotted in Figure 1 . Our linearity corrections are not statistically different from those presented in Camarota & Holberg (2014) . To convert the observed GALEX magnitudes into corrected magnitudes, we find the quadratic solutions to the linearity corrections shown in Figure 1 . Our final corrections take the form
where m obs and m corr are the observed and corrected GALEX magnitudes, respectively. The calculated constants c 0 , c 1 , and c 2 are given in Table 3 . These corrections are applicable to objects brighter than 15.95 mag and 16.95 mag in the FUV and NUV, respectively. 
EXTINCTION COEFFICIENTS
After revisiting the linearity corrections and determining the magnitudes they are valid over, we examine the sample of SDSS DA white dwarfs with Gaia distances beyond 250 pc. We apply the linearity corrections given in Table 3 only to those stars brighter than our cut-off magnitudes. Figure 2 shows the observed versus synthetic magnitudes for the 250 pc white dwarf sample. These stars experience full extinction, which leads to observed FUV and NUV photometry fainter than expected. We calculate the R value in the NUV and FUV bands for each star using Equation 1, the total absorption in each filter A λ (the difference between the synthetic and observed magnitude), and E(B − V) from Schlafly & Finkbeiner (2011) . We find 9 stars in the FUV and 18 stars in the NUV with negative R values. These stars, as well as the 4σ outliers, are excluded from the weighted average of the R vaules. Figure 3 shows the distribution of the R values in the FUV and NUV filters. Since the R values for some stars have relatively large uncertainties, here we plot weighted histograms, where each R value only contributes its associated error towards the bin count (instead of 1). This figure reveals a relatively large spread in R for both filters, with a standard deviation ∼ 3. This spread in R values indicates that we cannot characterize the interstellar extinction by a universal reddening law for all lines of sight within the SDSS footprint. However, our best estimate, the weighted mean values, are R FUV = 8.01 ± 0.07 and R NUV = 6.79 ± 0.04. Bianchi (2011) estimated GALEX extinction coefficients using progressively reddened models for stars with T eff = 15, 000−30, 000 K. Since GALEX NUV band includes the strong broad absorption feature at 2175 Å, they predict an overall absorption that is similar in both the FUV and NUV bands. For Milky Way type dust, they predict R FUV ≈ R NUV ≈ 8.0. However, for UV-steep extinction curves like those of the Large Magellanic Cloud (LMC) and the SMC, the increase in absorption is larger in the FUV and the 2175 Å bump is less pronounced, resulting in estimates of R FUV = 8.6−12.7 and R NUV = 7.0 − 8.1. Hence, some of the scatter seen in Figure  3 can be explained by the differences in extinction curves along different line of sights as sampled by our targets. Empirical constraints on GALEX extinction by Yuan et al. (2013) agree relatively well in the NUV but they differ significantly in the FUV. Yuan et al. (2013) measure R NUV = 7.24 ± 0.08 or 7.06 ± 0.22 and R FUV = 4.89 ± 0.60 or 4.37 ± 0.54. Our FUV extinction coefficient is significantly larger than the Yuan et al. (2013) estimate and in good agreement with the Bianchi (2011) estimate. Given the simplicity of DA white dwarf photospheres, white dwarfs are excellent spectrophotometric standard stars and our empirical results are significantly more precise than previous FUV and NUV extinction coefficient measurements. Figure 4 shows a comparison between the observed FUV/NUV magnitudes corrected for non-linearity and extinction and synthetic magnitudes for the d > 250 pc sample using our best-estimates of R FUV = 8.01 ± 0.07 and R NUV = 6.79 ± 0.04. These R values provide excellent corrections for our dataset, as the majority of the objects fall on or near the one-to-one line (shown as a blue dashed line). The red squares mark the 4σ outliers from the oneto-one line. The yellow square marks J211607.27+004503.17, a previously known candidate binary system (Baxter et al. 2014) . We further discuss the unknown outliers in Section 6.
OUTLIERS
Here we revisit the 3 and 4σ outliers identified in the 100 and 250 pc samples in Sections 4 and 5, respectively. One possible cause of a significant difference between the observed and model FUV and NUV magnitudes is the presence of an unseen companion. If two stars are sufficiently close together to be unresolved in both GALEX and the SDSS observations, one could still identify the binary nature of the system through UV-excess, like the double white dwarf SDSS J125733.63+542850.5 (Badenes et al. 2009; Kulkarni & van Kerkwijk 2010; Marsh et al. 2011; Bours et al. 2015) . Note that this method only works for systems where there is a significant temperature difference between the two white dwarfs.
Out of our twelve total outliers, seven are previously known systems. Although WD0901+140 is a visual binary (Farihi et al. 2005) , it was not resolved in GALEX. Of the five remaining outliers, the photometry of WD0846+335 is likely contaminated by a nearby background galaxy. In Figure 5 , we plot the SEDs of the remaining four outliers. We plotted the SDSS and GUVcat fluxes as blue errorbars. Each of these objects has UV observations from other GALEX surveys. These fluxes are represented by the red errorbars. Model fluxes are represented by blue dots. J083029.77+085014.20 is sufficiently near to a bright star that its photometry was contaminated in the shallow AIS survey. Deeper surveys removed this contamination, as can be seen in Figure 5 . J212411.99-072648.70 has a spectroscopic T eff of 76,364 K from Kleinman et al. (2013) , well above 35,000 K, the T eff above which the photometric technique becomes less reliable (Genest-Beaulieu & Bergeron 2019) . It is likely that the photometric T eff is off, leading to the apparent UV excess. J060255.98+632304.80 has a T eff of 11,078 K and a log g of 7.7, placing this star within the ZZ Ceti instability strip (10,500-13,000K T eff ). The UV excess is greater in other GALEX surveys. ZZ Ceti pulsations are stronger in the UV, so the UV excess could be due to pulsations as with WD1258+013. Further observations are needed to confirm that J060255.98+632304.80 is a ZZ Ceti. There are no obvious explainations for the UV excess of J091145.12+353135.60. Follow-up UV spectroscopy or radial velocity observations would be helpful in understanding the nature of this object.
CONCLUSIONS
We examine a sample of 1837 DA white dwarfs that were observed by both SDSS and GALEX. By combining our SDSS sample within 
