Determinations of the primordial helium abundance are used in precision cosmological tests. These require highly accurate He I recombination rate coefficients. Here we reconsider the formation of He I recombination lines in the low-density limit. This is the simplest case and it forms the basis for the more complex situation where collisions are important. The formation of a recombination line is a two-step process, beginning with the capture of a continuum electron into a bound state and followed by radiative cascade to ground. The rate coefficient for capture from the continuum is obtained from photoionization cross sections and detailed balancing, while radiative transition probabilities determine the cascades. We have made every effort to use today's best atomic data. Radiative decay rates are from Drake's variational calculations, which include QED, fine structure, and singlet-triplet mixing. Certain high-L fine-structure levels do not have a singlet-triplet distinction and the singlets and triplets are free to mix in dipole-allowed radiative decays. We use quantum defect or hydrogenic approximations to include levels higher than those treated in the variational calculations. Photoionization cross sections come from R-matrix calculations where possible. We use Seaton's method to extrapolate along sequences of transition probabilities to obtain threshold photoionization cross sections for some levels. For higher n we use scaled hydrogenic theory or an extension of quantum defect theory. We create two independent numerical implementations to insure that the complex bookkeeping is correct. The two codes use different (reasonable) approximations to span the gap between lower levels, having accurate data, and high levels, where scaled hydrogenic theory is appropriate. We also use different (reasonable) methods to account for recombinations above the highest levels individually considered. We compare these independent predictions to estimate the uncertainties introduced by the various approximations. Singlet-triplet mixing has little effect on the observed spectrum. While intensities of lines within multiplets change, the entire multiplet, the quantity normally observed, does not. The lack of high-precision photoionization cross sections at intermediate-n, low-L -2 -introduces ∼ 0.5% uncertainties in intensities of some lines. The high-n unmodeled levels introduce ∼ 1% uncertainties for yrast lines, those having L = n − 1 upper levels. This last uncertainty will not be present in actual nebulae since such high levels are held in statistical equilibrium by collisional processes. We identify those lines which are least affected by uncertainties in the atomic physics and so should be used in precision helium abundance determinations.
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Introduction
The spectra of hydrogen and helium emitted in the recombination process A + + e − → A * + ω followed by subsequent cascades A * → A ′ * + ω ′ , have long played a fundamental role in studies of cosmic chemical evolution. The relative intensities of the emission lines depend mainly on the abundances of H + and He + , not on uncertain plasma conditions such as temperature and density, so ionic abundances can be determined with a precision that is limited instead by measurement errors and atomic theory. Much effort has gone into precision measurements of He/H abundance ratios with a particular emphasis on using the primordial abundance of He as a test of the Big Bang (Pagel 1997, hereafter P97) . This requires that theoretical emission spectra be understood to a precision better than 1%.
Calculation of the hydrogen recombination-cascade spectrum was one of the first applications of quantum mechanics to astrophysics (Baker & Menzel 1938, hereafter BM38) . Hydrogen is a simple system, and it is thought that current predictions (Storey & Hummer 1995) are accurate to substantially better than 1%. The atomic physics of helium, being a twoelectron system, is more complex. It was only much later that its recombination-cascade spectrum was first computed (see Brocklehurst 1972 for discussion), and recent studies have been published by Smits (1991 Smits ( ,1996 and Benjamin et al. (1999, hereafter BSS99) . Each succeeding study improved the prior treatment of physical processes, mainly as the result of improved theoretical calculations of various rates. But the bookkeeping associated with solving the numerical problem involving several hundreds or thousands of levels is also intricate, and mistakes are almost unavoidable. Many of the successive papers found numerical errors in the preceding work. This paper revisits the He I recombination-cascade spectrum in the low-density limit. We make the following improvements. He 0 has previously been modeled as distinct singlet and triplet systems with n 2S+1 L terms. The present calculation utilizes fine-structure n 2S+1 L J levels. In L ≥ 3 levels, however, the spin-orbit interaction leads to strong singlettriplet mixing. We use Drake's (1996, hereafter D96) highly accurate calculations of the J-resolved transition probabilities, which take this singlet-triplet mixing into account. We carry out the calculation with J-resolved transitions twice: once with singlet-triplet mixing explicitly included (ST -mixing) and once with LS-coupling assumed (LS-coupling). Comparison of emission line intensities (or emission coefficients) allows us to ascertain directly the effects of including singlet-triplet mixing. Finally, to avoid bookkeeping errors, we do calculations with two independently developed codes to confirm predictions. The second code (Porter et al. 2005 ) assumes pure LS-coupling and is not a J-resolved calculation. By summing the emissions from the J-resolved levels, we can compare the emission coefficients to other multiplet-emission calculations.
Based on the principle of spectroscopic stability (Condon & Shortley 1991) , only small changes are to be expected in multiplet-average line intensities, either as a result of allowance for J-splittings within LS-coupled terms or mixing between singlets and triplets. This is because both of these effects can be expressed, at least to lowest order, in terms of unitary transformations of the zero-order states, and the difference between the sum-of-squares of electric-dipole matrix elements and the calculation of multiplet emission or absorption strength hinges only on the tiny energy splittings involved. By the same token, however, multiplet-average emission or absorption cannot be exactly independent of the allowance for fine-structure and singlet-triplet mixing because of these very splittings, and without explicit calculation the deviations, which are potentially important for accurate interpretation astrophysical data, cannot be guessed.
Although extremely accurate atomic data now exist for the lower levels He 0 , we find that they do not extend to a high enough n for the lower non-hydrogenic L that are needed for definitive predictions of the spectrum. Various assumptions are made to bridge the gaps between states with precise atomic data and those for high n and low L. We identify the atomic data that introduce the greatest uncertainty in the final spectrum. Section 2 discusses the necessary atomic physics and data sources. Section 3 describes the formation and solutions of the recombination-cascade problem. The results of this study are presented in Section 4, and conclusions are stated in Section 5.
Atomic Data
The accuracy of the recombination and radiative cascade model presented here is determined mainly by the atomic data. A description of the relevant quantities, techniques, and references is given below. The high-precision calculations of D96 are used extensively in the calculation of level energies, quantum defects, oscillator strengths, and matrix elements for n ≤ 10. Extrapolations of the D96 results are used in the calculation of some atomic data for the higher lying levels.
Here we are only interested in transitions between pairs of singly excited levels in helium sharing a 1s core configuration. For these levels the total orbital angular momentum L equals the orbital angular momentum of the excited electron ℓ. We will use the notation γ u ≡ {n u , L u , S u , J u } for the initial (upper) level of an emission line and similarly γ l ≡ {n l , L l , S l , J l } for the final (lower) level and γ ≡ {n, L, S, J} for a level in general. We designate continuum levels with free electron energy ε as γ(ε) ≡ {ε, L, S, J}.
Level Energies
We calculate the level energies in helium, depending on n and L, by three methods. For levels n ≤ 10 and L ≤ 7, ionization energies E are obtained from the Rayleigh-Ritz variational relativistic calculations of D96. For all levels L ≥ 8, the asymptotic multipole expansion method (Drake 1993a; Drachman 1993 ) is used to calculate the (negative) eigenenergies E 0 . Ionization energies are found from the relation E = (−E 0 − 4 hcR He 2+ ) where R He 2+ is the Rydberg constant for an electron-plus-alpha-particle system. For levels n ≥ 10 and L ≤ 7, ionization energies are found from the Ritz quantum defect expansion (D96). These energies include all relativistic and quantum electrodynamic (QED) corrections to the nonrelativistic eigenenergies through order α 4 fs , where α fs is the fine-structure constant. Overlap at the boundaries of the three nL regions allows us to verify the accuracy of our implementation.
For each n and L, the energies of the two levels with
shifted by the off-diagonal fine-structure (J-resolved) matrix elements connecting these two levels (MacAdam & Wing 1978, hereafter MW78) to give the singlet-triplet mixing energies. Quantum defects δ and effective quantum numbers ν = n − δ are then calculated from the modified level energies.
Exact analytical solutions to the nonrelativistic Schrödinger equation are known for two-body systems (e.g. atomic hydrogen). For helium, approximate solutions based on the Rayleigh-Ritz variational principle are now available (D96) and are essentially exact. Relativistic and QED corrections are then added, including both diagonal and off-diagonal matrix elements of spin-orbit and spin-other-orbit interactions (D96, Drake 1993b). It is these offdiagonal matrix elements that mix levels of different total spin S and are responsible for the breakdown of LS-coupling.
For all levels with L ≥ 8, the asymptotic expansion describes the interaction of the Rydberg electron with the He + core in terms of core-polarization multipole moments (Drachman 1993) .
This approximation agrees with the full variational calculation at L = 7 and further improves with increasing L.
The ionization energies of excited helium Rydberg levels deviate from hydrogenic values and may be represented by
R He + is the Rydberg constant for the reduced mass of the electron-He + system. The quantum defects δ(ν), in addition to having a dependence on S, L, and J, also depend weakly on ν. ν is found by an iterative solution to the equation, ν = n − δ(ν), where in the Ritz expansion (Edlén 1964) 
The constant coefficients δ i used here are given by D96.
Bound-bound transitions
The emission oscillator strength f ul (dimensionless) and the spontaneous radiative transition rate coefficient (Einstein A; s −1 ) are principal atomic quantities related to line strengths for transitions between an initial upper level γ u and a final lower level γ l . The Einstein A coefficients are the most convenient quantity for calculating the elements of the cascade matrix while theoretical atomic work usually refers to oscillator strengths. The relationship between the two for the electric dipole transitions in SI units is:
where λ is the vacuum wavelength.
Drake's emission oscillator strengths
For transitions with ∆S = 0, n l ≤ n u ≤ 10, and both L u and L l ≤ 7, including those with ∆n = 0, the tabulated emission oscillator strengths of D96 are used. These are high precision J-resolved calculated values which include QED, relativistic fine-structure and non-fine-structure corrections. The largest relativistic correction comes from singlet-triplet mixing between levels with the same n, L, and J. In addition, D96 provides oscillator strengths and Einstein A coefficients both assuming pure LS-coupling (i.e. no singlet-triplet mixing) and with singlet-triplet mixing included. Emission oscillator strengths for transitions with f ul ≤ 10 −6 are omitted, but we calculate them by a Coulomb approximation method described later.
Extrapolated emission oscillator strengths
For transitions with ∆S = 0, and n u ≥ 11 and n l ≤ 7 and either L u ≤ 6 or L l ≤ 6, the emission oscillator strengths are derived by extrapolating those of D96. To find the emission oscillator strength f ul we extrapolate the series f jl with γ j ≡ {n j , S u , L u , J u } for n j = n l + 1, n l + 2, · · · , 10. This series is fitted as ln(ν 3 j f jl ) = a + bx + cx 2 , with x = ln(E l /E jl ), as suggested by Hummer & Storey (1998, hereafter HS98) . The oscillator strength dependency for large n, f ∼ ν −3 , is represented by the ν 3 j factor. Parameters a, b, and c are determined by the fit. Here E l is the ionization energy of level γ l and E jl is the energy difference between levels γ j and γ l . For some series with small n j , the lowest lying members are omitted from the fit to obtain a better estimate of the parameters.
Coulomb approximation method
A Coulomb approximation method (van Regemorter 1979, hereafter R79) is used to calculate the oscillator strengths for all remaining transitions except for those with L u = n u −1 or L l = n l −1. In transitions involving 1 P levels, the method is extended to account for negative quantum defects, a special case not addressed in R79. Emission oscillator strengths for weak transitions not included in D96 are calculated using this method. This simple method is particularly suitable for transitions involving high Rydberg levels with ν l , ν u > 20 and ∆ν ≪ ν l , ν u where ∆ν = ν u − ν l . It agrees with the Bates & Damgaard (1949) results for ν l , ν u < 20 and with hydrogenic results for which ν takes an integer value. The method is based on the observation that, for fixed values of ∆ν, L u , and L l , the variation of the radial integrals R γu γ l with ν u (or ν l ) is very slow. Therefore, one of the principal quantum numbers may be taken to be an integer, and the results may be obtained accurately by interpolation.
Hydrogenic oscillator strengths
The remaining oscillator strengths are all taken to be hydrogenic. The emission oscillator strengths are hydrogenic if quantum defects of the upper and lower levels are nearly zero.
The radial integrals R γu γ l necessary to find the oscillator strengths for these transitions are calculated by the hydrogenic solution of Hoang-Bing (1990, hereafter HB90) , which is an accurate and efficient method to calculate the exact analytical solution of Gordon (1929).
J-resolved oscillator strengths
The methods of R79 or HB90 provide radial integrals and are used to calculate the J-resolved emission oscillator strengths. The (mean) oscillator strength is defined by
Here ω = (E u −E l )/ is the transition frequency, µ is the reduced mass, and δ is the Kronecker delta. When the angular momentum operators L and S that sum to J are decoupled, the oscillator strength may be written
Here L > = max(L u , L l ) and the {} factor is a Wigner 6j symbol (see Edmunds 1960) . The expression in parentheses is the radial integral R 
Oscillator strengths for ∆S = 0 (allowed by singlet-triplet mixing) are discussed in the following subsection.
Oscillator strengths under singlet-triplet mixing
The largest relativistic correction to helium oscillator strengths comes from singlettriplet mixing. This occurs most significantly between the two nominally singlet and triplet LS-coupled components with J = L of a given nL (e.g. 4
3 D 2 and 4 1 D 2 ). The largest component to the correction is due to the magnetic inner-spin outer-orbit interaction. The P and D series are only very weakly mixed, because the singlet-triplet basis states are widely separated by the electron exchange interaction. Substantial mixing occurs in F levels, where exchange is much weaker, and for L ≥ 4 the two J = L energy eigenstates in each nL multiplet are almost equal mixtures of singlet and triplet character. Oscillator strengths are obtained from the rediagonalization of the (2 × 2) matrices for these pairs of levels as described by the mixing angle θ (D96). The mixed-spin wave functions Ψ obtained by rediagonalization from the unmixed wavefunctions
We retain the traditional notation for the mixed-spin wavefunctions with the understanding that only in the limit θ → 0 are the indicated multiplicities exact. The corresponding corrected (singlet-triplet mixed) oscillator strengthsf γγ ′ for the singlet (s) and triplet (t) components of a γ → γ ′ transition are written in terms of the unmixed oscillator strengths
where X For low lying levels with n ≤ 10 and L ≤ 9 we use tabulated mixing angle data (Drake 1996) . Higher lying levels with n ≥ 11 and L ≥ 7 are nearly equally mixed and we use θ = 45
• . For levels with n ≥ 11 and L > 3 , the mixing angle is approximately constant for increasing n in each L series and we use the n = 10 value of the mixing angle for all higher levels. For levels n ≥ 11 and L ≤ 3, mixing angles are slowly monotonically decreasing with increasing n. For these levels we solve the secular determinant for the fine-structure splitting in a configuration 1snℓ with the exchange integral included along the diagonal (MW78). These agree quite well with a simple extrapolation of the lower-level mixing angles in each of the nL series. The pure LS-coupling calculation is equivalent to making the assignment θ = 0.
Included non-dipole transitions and oscillator strengths
Several non-dipole-allowed n = 2 → 1 and n = 2 → 2 transitions are included to facilitate comparison with previous works. Einstein A coefficients for the non-dipole transitions are from the literature as follows: the two photon transition 2 Hata & Grant (1981) ; 2 3 P 1 → 1 1 S 0 and 2 3 P 2 → 1 1 S 0 are from Lin et al. (1977) ; 2 3 P 0 → 1 1 S 0 is from Drake (1969) . The remaining oscillator strengths are from D96.
Radiative Recombination Rates
Radiative recombination rates are obtained from the He I photoionization cross sections by the method of detailed balancing (Seaton 1959) . The number of recombinations to a level γ per unit volume per unit time is given by α(T ; γ) n e n He + , where n e and n He + are the electron and helium-ion number densities, respectively. The radiative recombination coefficients α(T ; γ) for the process He + +e − → He(γ)+ ω are given by the Milne relation (see Osterbrook 1989), appendix 1)
where σ(γ; ε) is the photoionization cross section from level γ yielding a free electron having energy ε (in Rydberg units hcR He + ), β = hcR He + /k B T for temperature T and Boltzmann constant k B . The Maxwell-Boltzmann distribution function is represented by (1 + ν 2 ε) 2 e −βε . The integration scheme used for detailed balancing is outlined by Burgess (1965) and Brocklehurst (1972) . For dipole transitions σ(γ; ε) is the sum of two partial photoionization cross sections to the two dipole-allowed ∆L = ±1 continua:
Radiative recombination rates are the most uncertain quantities in the model calculation. For the lowest lying levels with n ≤ 7 and L = 0 or 1 the cross sections of Fernley et al. (1987, hereafter F87) are used. Certain photoionization cross sections are missing from that work, and for these, as well as for levels with n ≤ 9 and L ≤ 2, the cross sections of Peach (1967, hereafter P67) are used.
Hummer & Storey Recombination Rates for n ≥ 25
For the higher lying levels n ≤ 24, L ≤ 2, hydrogenic recombination rates (Burgess & Seaton 1960a, 1960b, hereafter BS60a and BS60b) are calculated and then scaled by the ratio of helium and hydrogen threshold photoionization cross sections. For levels with n ≥ 25 and L ≤ 2, hydrogenic recombination rates are used with scale factors given by HS98. For levels n ≤ 10 and L ≥ 3, or for all levels L ≥ 7, pure hydrogenic recombination rates are used. Hydrogenic rates for L ≥ 4 agree with those of helium to at least three figures (HS98). The methods used to calculate the radiative recombination rates for individual nL levels are depicted in Figure 1. 
Photoionization cross sections
The photoionization cross section for photons of arbitrary polarization in terms of the differential oscillator strength is given by (see, for example, Friedrich 1990)
where a 0 is the Bohr radius. For photoionization from an initial (lower) bound state with n l , ℓ l to a final (upper) continuum state with angular momentum ℓ u , the non-J-resolved (mean) photoionization differential oscillator strength is
Here, the initial bound state radial wavefunction is φ n l ℓ l (r) and the final (energy normalized) continuum-state radial wavefunction is Φ εℓu (r).
TOPbase photoionization cross sections
For levels n = 2 to 7 and L = 0 or 1, the photoionization cross sections used for the calculation of the recombination rates are obtained from the Opacity Project (F87) as deposited in the database TOPbase 1 (Cunto et al. 1993) . These are labeled with B in Figure 1 . The photoionization cross sections of F87 are ab initio close-coupling calculations using the R-matrix method (Berrington et al. 1974 (Berrington et al. , 1978 (Berrington et al. , 1987 of the scattering of an electron from a helium ion. For those photoionization cross sections missing from the database we use the method of P67.
Peach photoionization cross sections
For levels n = 3 to 9 and L = 0 or 2, the partial photoionization cross sections are obtained from P67. These levels are labeled with C in Figure 1 . The method of P67 is based on the quantum defect representation of Coulomb wavefunctions and boundary conditions of BS60a. It is applicable for states with the initial bound-state principal quantum number n i ≤ 12 and may be used to calculate partial photoionization cross sections with initial orbital quantum number ℓ = L ≤ 2. These partial photoionization cross sections are sufficient to calculate the recombination coefficients for S, P , and D states. A functional form ν(E) is first found from the quantum defects for each series to calculate the required first derivative of ν and the non-hydrogenic part of the continuum phase beyond the photoionization threshold.
The form of the partial photoionization cross section σ p (ν, ℓ; ε, ℓ ± 1) is given by
(11) Here µ ′ (ε) is the continuum-state quantum defect phase and C ℓ ℓ±1 = ℓ > /(2ℓ + 1) are coefficients (BS60a) obtained from the integrations over spin and angular co-ordinates. P67 tabulates the necessary amplitudes G(ν, ℓ; ε, ℓ ± 1) and ζ(ν, ℓ) and the non-hydrogenic phase χ(ν, ℓ; ε, ℓ ± 1) for ejected-electron energies ε ≤ 2hcR He + . At the temperatures considered here, by far the largest contribution to the recombination rates is from the first few eV, so that ion-core excitations and two-electron processes do not contribute to the integral.
Hydrogenic photoionization cross sections
For levels in which n and L are large enough, the core electron fully screens the nucleus, and exact analytic hydrogenic cross sections are used to calculate recombination rates. These levels are labeled with D, E, F, and G in Figure 1 . Cross sections for this process are given by BS60a, and the implementation described by (Brocklehurst 1972 ) is used.
Hydrogenic cross sections
For n > 10 and L < 4, we use scaled hydrogenic cross sections. The scale factor is an extrapolation as n → ∞ of the ratio α He (γ)/α H (nL), where α He (γ) and α H (nL) are the helium and hydrogen recombination coefficients, respectively. We fit these series of ratios
where the third term is only used for the 3 P series. Our results for α He /α H agree well with HS98 at n = 25 for the singlet and triplet S, P , and F series but disagree for the singlet and triplet D series by about 2.0%.
Renormalizing photoionization cross sections
HS98 concludes that neither the photoionization cross sections from Peach's Coulomb method nor those of the Opacity Project are ideal. Extrapolation of the absorption oscillator strengths of D96, based on Seaton's Theorem (Seaton 1958 ) and as discussed in Section 2.2.2, to E jl = E l yields the photoionization cross sections at threshold (ε = 0). These differ, for L ≤ 3, by up to 5.0% from those of P67 and the Opacity Project. We use the extrapolated threshold values to renormalize the continuum cross sections. Similarly renormalized hydrogenic cross sections are used for levels n ≤ 10 and L ≥ 3.
J-resolved photoionization cross sections
The P67, TOPbase and hydrogenic photoionization cross sections are not J-resolved. The analysis used to find J-resolved in terms of non-J-resolved photoionization cross sections is similar to the above analysis of oscillator strengths. The (mean) partial photoionization cross section is given by
When the bound-free radial integrals can be explicitly calculated, the J-resolved (mean) total photoionization cross section may be written as
Equation 14 cannot, however, be used to calculate J-resolved cross sections from precalculated non-J-resolved cross sections, such as those from TOPbase. In this case, we produce J-resolved cross sections by apportioning the non-J-resolved cross sections according to the statistical weight of the states within the lower term, as follows:
2.3.9. Recombination to levels with n greater than n max
In the low density limit, an infinite number of levels k must be considered. The largest principal quantum number n for explicitly considered levels is n max . Simple truncation of the system at n max , however, would fail to account for the recombinations to and cascades from all higher levels, causing an underestimation of emission coefficients. The recombination remainder α rem , the sum of the convergent infinite series of recombination to higher levels, must therefore be artificially added to the direct recombination of the explicitly treated levels. The recombination remainder is calculated by using an approximation method described by Seaton (1959) .
While recombination coefficients into a given n are largest for low to moderate angular momenta and then sharply decline for greater angular momenta, effective recombination into a given n-the sum of direct recombination and cascades from higher levels-will be distributed among ℓ very nearly according to statistical weight 2ℓ + 1. In our treatment, we apportion α rem according to the statistical weights of the separate ℓ levels with n = n max and add it to the direct recombination α(n max , ℓ) of the respective levels, so that the resultant recombination rate is given by α(n max , ℓ) → α(n max , ℓ) + 2ℓ + 1 n 2 max α rem .
. The second term in the above sum, which we refer to here as "topoff", is large compared with the direct recombination (first term), and the difference is greatest for high ℓ levels. (Levels having ℓ = n − 1 are called "yrast" levels; see Grover 1967.) In the low-density limit, an uncertainty is introduced by the addition of topoff, because the levels are not actually statistically distributed. This uncertainty is minimized by employing the largest possible n max . Baker & Menzel (1938) proposed two limiting cases of Lyman line optical depth in the interstellar medium (ISM). The Case A approximation assumes that the line-emitting region is optically thin and that radiative excitation from the ground state is unimportant. The Case B approximation assumes that Lyman line photons originating from n > 2 scatter often enough that they are degraded to Balmer lines and Lyα. Baker & Menzel found that Case B more closely reproduced observations of hydrogen emission from the ISM than did Case A. In helium, singlet levels have the same Case A -Case B distinction, but triplet levels, having no resonance lines, do not. The present calculation considers only the Case B approximation.
Radiative Recombination Cascade Problem

Case A and Case B
Rate-equation formalism
In the steady-state, low-density, zero-incident-radiation limit we have the following balance equations for levels k of He 0 :
where A pq is the transition probability (s −1 ) from level p to level q, n e and n He + are the local electron and singly ionized helium number densities (cm −3 ), n k is the number density of helium atoms in level k (cm −3 ), and α(k; T ) is the recombination coefficient (cm
The set of k max balance equations (where k max is the number of levels considered in the calculation) can be solved for the vector of level densities (n 1 , n 2 , n 3 , . . . , n k , . . . , n kmax ). With the level densities known, local line emission coefficients 4πj λ /n e n He + for the radiation at wavelength λ = hc/E kl , where
where j λ are the corresponding emissivities (erg cm −3 s −1 ). The emission coefficient is conventionally given in units of erg cm 3 s −1 . (The conversion to SI units is 1 erg cm 3 s −1 = 10 −13 J m 3 s −1 .) The total intensity of the line (erg cm −2 s −1 ) is the local emissivity integrated over the depth of the line-emitting region.
Results and uncertainties
We discuss our results for a single prototype case with a temperature of 10, 000 K and with particle densities n e = 1 cm −3 and n He + = 1 cm −3 . Collisional interactions are ignored in this low-density limit.
Absence of singlet-triplet mixing effects in multiplets
A comparison of the emission coefficients, 4πj λ /n e n He + , of the components of representative multiplets for singlet-triplet mixing and for pure LS-coupling is presented in Table 2 : there are some differences. For transitions having L l = 0 or 1, which encompasses all of the ultraviolet and most of the strongest visible and longer wavelength lines, the differences in the emission coefficients are negligibly small. Many of the emission coefficients of longer wavelength lines (L l ≥ 2) show a strong sensitivity to the presence of singlet-triplet mixing. Of course, intercombination lines (∆S = 0) are also then present. Large changes in emission coefficients when singlet-triplet mixing is included are almost entirely due to branching ratios as opposed to occupation numbers. Further, any small differences in the occupation numbers do not "accumulate" along cascade paths and affect subsequent emissions.
The Doppler widths at temperatures of order 10, 000 K, typical in the ISM, are such that, for most of the strongest IR and visible lines, the individual J components are not resolvable. Thus, Table 2 also gives the summed multiplet emission coefficients. These are not significantly affected by including singlet-triplet mixing. Therefore, in the remaining sections we will use pure LS-coupling and provide multiplet emission coefficients.
Effects of topoff and n max on convergence
The full problem with an infinite number of levels cannot be solved exactly. There are two aspects of the effect of truncation-the modeling of a finite number of levels-on our results: One is the choice of n max , the highest principal quantum number used. The other (topoff) is the way in which the recombination remainder α rem is distributed among ℓ values at n max . In particular, there is more than one reasonable approach to topoff, and these different approaches may lead to differences in the emission coefficients of certain lines.
These issues can be examined by comparing the results of the present calculation with those of a second independent non-J-resolved calculation, Cloudy (see Appendix A and Ferland et al. 1998) . The approach to topoff used in Cloudy differs somewhat from that described in Section 2.3.9. The J-resolved calculation distributes α rem according to statistical weights, while Cloudy assumes the levels are populated according to statistical weight. These would be equivalent if the inverse lifetimes of these levels were proportional to statistical weight, which they are not.
Both calculations are evaluated twice, with and without topoff. Figure 2 displays the emission coefficients of several strong optical and infrared lines, in each of the four cases, as a function of n max . Topoff is included in the top two panels but not in the bottom two. The left two panels show the results of Cloudy, and the right two show the results of the J-resolved calculations. We normalize each emission coefficient to the average emission coefficient at n max = 100. In each panel, the four lines bearing symbols designate cases that exhibit the greatest disagreement or slowest convergence with increasing n max .
With topoff included, Cloudy converges more rapidly than the J-resolved code, a result of differing implementations of topoff. For most of the lines plotted, the difference between the two codes at n max = 100 is less than 1%. With topoff not included, most lines again agree to better than 1%, although there are also significant outliers. The lines bearing symbols originate from yrast levels and their near neighbors. These levels are most affected by the inclusion of topoff and its method of implementation, due to the restrictive selection rules that govern their decays. An yrast level (with l = n − 1) can only decay to one other yrast level (with n ′ = n−1 and l ′ = n ′ −1) or to the level n ′ = n, l ′ = n−2 via a ∆n = 0 transition. The yrast-to-yrast decay is far more likely than the ∆n = 0 decay. Thus, an yrast-to-yrast decay most likely will be followed by another yrast-to-yrast decay. It follows that any fraction of the recombination remainder, α rem , added to the yrast level at n max increases the effective recombination of all lower yrast levels by nearly the same amount. Thus, the effects of including topoff are not yet negligible even at n max = 100 for yrast levels. However, in a real atom at finite densities, collisions will dominate (Porter et al. 2005 ) the very highest n-levels and force the populations into LTE.
Effects of uncertainties in the atomic data
The lower two panels of Figure 2 show the two calculations without topoff out to n max = 100. The majority of lines shown in the two lower panels of Figure 2 appear to have converged and show agreement to better than 1.0%. However, lines from yrast-to-yrast transitions (indicated by symbols in the figure) appear not to have converged for n max = 100. For the lines which have converged, the differences are entirely due to the atomic data. There exist gaps in the atomic data that must be bridged, between the region where exact accurate variational results exist and the region where the hydrogenic approximation becomes applicable. The two codes use different reasonable approximations to bridge these gaps, and this introduces an uncertainty which we quantify here.
The Einstein A coefficients introduce the lesser degree of uncertainty. Transitions between high-angular momentum levels are hydrogenic to a sufficient degree of accuracy. Transitions involving S, P , and D levels involve different approximations, including semi-classical quantum defects and extrapolation from low-n data.
Recombination coefficients, which are derived from photoionization cross sections, are the greater source of uncertainty. Cross sections for 10 ≤ n ≤ 25 and L ≤ 2 are the least accurate of these. Table 3 presents multiplet emission coefficients for lines satisfying the following criteria: n u ≤ 15, λ < 100 µm, and j λ /j 10830 ≥ 10 −3 . Each emission coefficient is the average, with n max = 100, of the results from Cloudy and the J-resolved code, with the individual finestructure components in the J-resolved calculation summed. Column 4 gives these average emission coefficients without topoff, and Column 5 gives confidence estimates based on the differences between Cloudy and the J-resolved code, again without topoff. Columns 7 and 8 respectively present these values with topoff included. Confidence symbols correspond to percent difference between the results of Cloudy and the J-resolved code: AA, A, B, and C signify that the results differ by less than 0.1%, less than 1.0%, less than 5.0%, and more than 5.0%, respectively. Column 6 is the percent difference between columns 4 and 7.
Emission coefficients of representative He lines
In Table 4 we present our final values along with the lowest density (n e = 100 cm −3 ) case of BSS99. The small but unknown collisional contributions to the results of BSS99 prevent a rigorous comparison. Some transitions may also differ by a few percent because BSS99 did not scale the TOPbase photoionization cross sections to agree with accurate ab initio cross sections at threshold.
Conclusions
We reach the following conclusions:
A definitive test for the helium abundance produced in the Big Bang (Olive & Skillman 2004) requires that its abundance be measured to an accuracy of better than 1/2%. The requirement for the He I emission coefficients are similar. Several of the most important lines calculated here do not meet that accuracy requirement.
Improvements in the atomic data will be required to achieve that accuracy. Our final accuracy is limited by gaps in the atomic data, mainly photoionization cross sections for intermediate-n, low-L levels. An extension of the bound-bound oscillator strengths for low-L transitions will also improve further recombination-cascade calculations.
Singlet-triplet mixing does not affect intensities of multiplets, although intensities of lines within a multiplet can be strongly affected. There may be an effect at finite densities or with realistic radiative transfer.
Multiplets are not resolved in most astronomical sources since the intrinsic line widths are greater than the line splittings. It is not necessary to resolve fine structure in future calculations of the He I emission spectrum.
In the low-density limit there is an additional uncertainty introduced by the need to "top off" a finite numerical representation of the infinite-level atom. This uncertainty can amount to 1% for yrast-to-yrast lines but will not occur in actual nebulae. These have densities high enough for collisional processes to force populations of very highly excited levels into statistical equilibrium.
The predictions in Table 3 (columns 7 & 8) can be used to identify those lines that are least affected by gaps in the atomic data. These lines should be used when precise helium abundances are the desired end product.
Both of the codes discussed here are freely available and open source. Cloudy can be downloaded from http://www.nublado.org, and the J-resolved code can be found at http://www.pa.uky.edu/∼rporter.
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A. The non-J-resolved treatment in Cloudy
The recombination problem in the non-J-resolved code Cloudy (Ferland et al. 1998 ) was solved as follows:
Energies for levels not included in the calculations of D96 are calculated by assuming constant quantum defects for n ≥ 10. For levels with L ≥ 8, the quantum defects are calculated from a power law extrapolation of the lower L defects at n = 10. These differences are by far the most accurately known and the most consistent between Cloudy and the Jresolved code. In both calculations there is essentially no uncertainty due to energies.
Emission oscillator strengths for n u ≥ 11, not included in the calculations of D96, are calculated by the extrapolation method outlined in Section 2.2.2 for transitions with n u ≥ 11, n l ≤ 5, and both L u and L l ≤ 2. Emission oscillator strengths for hydrogenic transitions with n u ≥ 11, n l < n u , and both L u and L l ≥ 2, are calculated by the method of HB90 discussed in Section 2.2.4. All other oscillator strengths are calculated using the semi-classical quantum defect method of Drake (1996, Chapter 7). The probability for the forbidden transition 2 1 P − 2 3 S is from Lach & Pachucki (2001) . The most significant discrepancies (and uncertainties) in oscillator strengths between Cloudy and the J-resolved code are for levels with n u ≥ 11, n l > 5, and both L l and L u < 2.
We use fits to the TOPbase photoionization cross sections for the following levels: n 1,3 S for n ≤ 10; 2 3 P and 3 3 P ; and n 1 P for n ≤ 7. P67 is used for the following levels: n 3 P for 4 ≤ n ≤ 10; and n 1,3 D for n ≤ 10. All other cross sections are calculated using a scaled hydrogenic method as in Section 2.3.5. Cross sections for levels with n ≤ 4 are rescaled to agree at threshold with the ab initio values calculated by HS98. For levels with n = 5 they are rescaled to values computed by the extrapolation method outlined by HS98. Differences in photoionization cross sections between our two codes are most significant for levels with L ≤ 2, while cross sections for levels with L > 2 are essentially identical and have negligible uncertainties. Photoionization cross sections, and by extension recombination coefficients, are the greatest uncertainties in our calculations.
Cloudy treats topoff differently from the J-resolved code. Cloudy employs a "collapsed" level at n max in which all of the individual nLS terms are brought together as one pseudolevel. The recombination coefficient into this pseudo-level is the sum of recombination coefficients into the individual terms (calculated as in Section 2.3, with the changes in photoionization cross sections noted above) plus the recombination remainder. Transition probabilities from this pseudo-level are calculated as follows
This causes the collapsed level to behave exactly as if it were a set of resolved terms populated according to statistical weight. Table 1 : The method used to calculated the oscillator strengths depends on the upper and lower levels. KEY: A) D96 B) extrapolation of D96 C) R79 D) hydrogenic E) various including non-dipole transitions X) dipole transitions not included in Case B. The method used is independent of S and J except for transitions labeled with E as these will include non-dipole transitions. Table 3 . Average emission coefficients, 4πj λ /n e n He + in lines meeting the simultaneous criteria: n u ≤ 15, λ < 100 µm, and j λ /j 10830 ≥ 10 −3 . The confidence codes indicate the percent difference between the results of the two models: AA, A, B, and C correspond to a difference of less than 0.1%, less than 1.0%, less than 5.0%, and more than 5.0%, respectively.
Emiss. coeff. Emiss. coeff. (Ferland et al. 1998 ) with topoff; b) J-resolved with topoff; c) Cloudy without topoff; and d) J-resolved without topoff. The average emission coefficient used to normalize the results is the average of the two model calculations at n max = 100.
