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We study interacting electrons in a periodic potential and a uniform magnetic field B taking
the spin-orbit interaction into account. We first establish a perturbation expansion for those
electrons with respect to the Bloch states in zero field. It is shown that the expansion can
be performed with the zero-field Feynman diagrams of satisfying the momentum and energy
conservation laws. We thereby clarify the structures of the self-energy and the thermodynamic
potential in a finite magnetic field. We also provide a prescription of calculating the electronic
structure in a finite magnetic field within the density functional theory starting from the zero-
field energy-band structure. On the basis of these formulations, we derive explicit expressions
for the magnetic susceptibility of B → 0 at various approximation levels on the interaction,
particularly within the density functional theory, which include the result of Roth [J. Phys.
Chem. Solids 23 (1962) 433] as the non-interacting limit. We finally study the de Haas-van
Alphen oscillation in metals to show that quasiparticles at the Fermi level with the many-body
effective mass are directly relevant to the phenomenon. The present argument may be more
transparent than that by Luttinger [Phys. Rev. 121 (1961) 1251] of using the gauge invariance
and has an advantage that the change of the band structure with the field may be incorporated.
KEYWORDS: Bloch electrons, magnetic field, correlation effects, magnetic susceptibility, de Haas-van
Alphen effect, density functional theory
1. Introduction
Extensive theoretical studies have been carried out on
Bloch electrons in a magnetic fieldB which display many
exciting phenomena. Among them are investigations on
fundamental quantities and phenomena such as the ef-
fective Hamiltonian,1–9 the static magnetic susceptibil-
ity,1, 4, 5, 10–35 and the de Haas-van Alphen (dHvA) oscil-
lation.15, 36–41 Since the relevant energy scale is µBB .
1meV with µB the Bohr magneton, it seems natural to
start from the energy-band structure in zero field and
try to include the field effects perturbatively. However, a
uniform magnetic field in quantum mechanics necessarily
accompanies a vector potential with a non-periodic lin-
ear spatial dependence. Hence the procedure is not at all
an easy task to perform as it apparently looks, particu-
larly when the electron-electron interaction is taken into
account. For example, we still do not have a satisfactory
calculation of the total magnetic susceptibility of metals,
even for Li and Na.
The purposes of the present paper are threefold. We
first establish a definite theoretical prescription to calcu-
late properties of interacting Bloch electrons in a uniform
magnetic field on the basis of the energy-band structure
in zero field. This includes an extension of the density
functional theory42–54 to a finite magnetic field. We then
derive explicit expressions of the total magnetic suscep-
tibility χ(B→0) at various approximation levels on the
electron-electron interaction. Finally, the formulation is
used to study many-body effects on the dHvA oscillation
in metals.
Let us briefly summarize the relevant works on the ef-
fective Hamiltonian, the density functional theory, the
magnetic susceptibility and the dHvA oscillation to-
gether with the extensions considered here.
We now have a well-established effective Hamiltonian
in a uniform magnetic field at the one-particle level;1–5, 8
see also Ref. 9 on mathematical aspects. Let t(0)(R−R′)
denote the transfer integral in zero field between two unit
cells specified by R and R′; it completely determines the
energy-band structure.55 Then the transfer integral in a
finite field is obtained by the replacement:
t(0)(R−R′) −→ eiIRR′ t(R−R′,B) , (1a)
where IRR′ is the Peierls phase
1 and t(R−R′,B→0)→
t(0)(R−R′). The relation was first obtained by Peierls1
for the tight-binding model without the B dependence in
t. The extension beyond the tight-binding model is due
to Luttinger.2 The B dependence in t was taken into
account by Kohn,3 Blount,4 and Roth.5 As shown by
Luttinger,2 eq. (1a) provides a microscopic justification
for the procedure: E(0)(k)→E(−i∇− e
~cA
)
with E(0)(k)
an energy eigenvalue in zero field, k a wave vector in the
first Brillouin zone, and A the vector potential, which
was a key assumption in the Onsager-Lifshitz-Kosevich
theory for the dHvA oscillation.36, 37 Here, we also con-
sider interaction effects on the basis of the treatments
by Luttinger2 and Roth.5 It is thereby shown that the
self-energy also experiences the change:
Σ(0)(εn,R−R′) −→ eiIRR′ Σ(εn,R−R′,B) , (1b)
with εn the Matsubara frequency. We will provide a defi-
nite prescription of how to calculate Σ(εn,R−R′,B) for
an arbitrary finite field B. Thus, our approach is more
powerful than those by the expansion in A19, 23 that is
effective only in the zero-field limit. With an application
to superconductors in mind, the whole formulation will
be carried out without assuming a specific gauge for the
1
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vector potential in such a way that an extension to a
non-uniform magnetic field may be performed easily.
The density functional theory (DFT) is regarded now
as one of the most efficient and reliable methods for the
quantitative understanding of solids.52, 54 Its extension to
a finite magnetic field has been performed by Vignale and
Rasolt51 using the current density j(r) as the relevant
extra variable, and also by Grayce and Harris53 choosing
B instead of j(r). In these formulations, however, one
has to calculate the electronic structure in B from the
beginning by treating the field and the periodic poten-
tial on an equal footing. Thus, practical calculations for
solids have never been carried out. Here, we will provide
a prescription of obtaining the electronic structure in B
within DFT based on the known zero-field energy-band
structure. This two-step procedure may be regarded as
one of the main advantages of the present formulation
over the previous ones.51, 53 We choose the average flux
density B ≡∇×A as the relevant variable. The total
moment may be obtained by M =−(∂Ω/∂B), and the
external field is found by H =B−4πM/V with V the
volume.
The static magnetic susceptibility χ(B→0) has been
a matter of extensive theoretical investigations,1, 4, 5, 10–35
and we now have several apparently different but es-
sentially equivalent expressions of χ for non-interacting
Bloch electrons.5, 13, 14, 20 Among them, Roth5 gave a
complete expression including the spin-orbit interaction
with a clear derivation process. We closely follow her pro-
cedure to extend the consideration into interacting Bloch
electrons. It should be noted that χ of interacting Bloch
electrons were already calculated for the orbital part by
by Fukuyama,19 Phillipas andMcClure,21 and Fukuyama
and McClure,23 and for both the orbital and spin parts
by Buot28 and Misra et al.31 However, most of them pro-
vided only approximate treatments of χ: either the ver-
tex corrections were neglected19, 23, 31 or the frequency
dependence of the self-energy were not considered.21, 31
Also, the treatment by Buot28 fails to incorporate vertex
corrections explicitly in the general expression. We here
present a complete framework to calculate χ at various
approximation levels on the interaction. Particularly, we
derive an explicit expression of χ within DFT. Calcula-
tions of the susceptibility by DFT have been performed
only for the spin part,24–26, 29, 34, 35 for the orbital part
neglecting vertex corrections,27, 30, 32 and for the both
parts but neglecting vertex corrections.33 Thus, there is
no available expression within DFT for the total suscepti-
bility with vertex corrections. The formula obtained here,
which incorporates the effects of the spin-orbit interac-
tion, core polarizations, interband transitions, and ver-
tex corrections, is expected to enhance our understand-
ing on the total magnetic susceptibility of solids. It will
be shown that the vertex corrections of the spin part in
our formula naturally include the Stoner enhancement
factor.10, 56
The dHvA oscillation in metals provides unique in-
formation on the Fermi-surface structures and interac-
tion effects. The classic theory at the one-particle level is
due to Lifshitz and Kosevich,37 who applied Onsager’s
semiclassical quantization scheme36 to non-interacting
band electrons. The interaction effects were consid-
ered by Luttinger38 and Bychkov and Gor’kov.39 How-
ever, Bychkov and Gor’kov considered only an isotropic
Fermi liquid. Also, the work by Luttinger38 is based
on a gauge-invariance argument E(0)(k)+Σ(0)(εn,k)→
E(−i∇− e
~cA
)
+Σ
(
εn,−i∇− e~cA
)
without clarifying the
structure of the self-energy explicitly. Hence it is not clear
from Luttinger’s argument whether it is the momentum
p or the crystal momentum ~k in the first Brillouin zone
that is really relevant. The replacement procedure for
the self-energy needs to be established microscopically
in the same sense as eq. (1a) had to. His argument also
has an ambiguity as to the “non-oscillatory part” of the
self-energy, which later caused an interpretation40, 41 that
the self-energy does not participate in making up the
quantized energy levels, i.e., one only has to replace the
one-particle part as E(0)(k)→E(−i∇− e
~cA
)
. To remove
the confusion and also to analyze experiments unambigu-
ously, it will be well worth placing the theory on a firm
ground. On the basis of the formulation to derive eq.
(1b), we will present a hopefully clearer argument for
the many-body effects on the dHvA oscillation. This ar-
gument also has an advantage that the change of the
energy-band structure with the field can be taken into
account.
This paper is organized as follows. Section 2 provides
an alternative derivation of the effective one-particle
Hamiltonian with the spin-orbit interaction. We com-
bine the advantages in the treatments of Luttinger2 and
Roth5 to formulate the problem so that extensions (i)
to interacting systems and (ii) to a non-uniform mag-
netic field may be performed easily. Section 3 takes the
electron-electron interaction into account. We establish a
perturbation expansion for the thermodynamic potential
and the self-energy in terms of the energy-band structure
in zero field. It is shown that only the zero-field Feyn-
man diagrams are necessary. We also construct a DFT
in a finite magnetic field. Section 4 derives expressions
of the magnetic susceptibility at various approximation
levels, including that of DFT. Section 5 studies many-
body effects on the dHvA oscillation in metals. Section
6 summarizes the paper. We put kB=1 throughout.
2. Effective Hamiltonian
2.1 Hamiltonian and basis functions
We consider Bloch electrons in a uniform magnetic
field described by a Hamiltonian with the spin-orbit in-
teraction and Pauli paramagnetism:
Hˆ = Pˆ
2
2m
+V(r)−g e~
2m2c2
(sˆ×∇V) · Pˆ −g e~
2mc
sˆ ·B−µ .
(2)
Here m and e(< 0) are the electron mass and charge,
respectively, Pˆ is defined by
Pˆ ≡ pˆ− e
c
A(r) , (3)
with pˆ the momentum operator and A(r) the vector po-
tential, V(r) denotes the periodic lattice potential, g is
the electron g factor, sˆ is the dimensionless spin oper-
ator, B ≡∇×A(r) is the magnetic field, and µ is the
chemical potential.
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The eigenfunctions of eq. (2) at A= 0 are the Bloch
spinors:
~ψbk(r) = e
ik·r ~ubk(r) , (4)
where k is a wave vector in the first Brillouin zone and b
denotes a set of quantum numbers for the band and spin.
They are orthonormal as 〈~ψbk|~ψb′k′〉= δbb′δkk′ and form
a complete set. For our consideration, however, the wave
functions (4) may not necessarily be the eigenfunctions
of eq. (2) at A = 0. Thus, we will proceed by assum-
ing only the completeness and orthonormality of eq. (4).
Note that, relaxing the conditions in this way, ~ψbk(r)
may be chosen analytic in k throughout the Brillouin
zone, as shown by des Cloizeaux57, 58 and Nenciu.9, 59
Those basis functions, which are analytic in k but not
necessarily the eigenfunctions of Hˆ, were named quasi-
Bloch functions by des Cloizeaux.57, 58
A set of alternative basis functions was introduced by
Wannier,60 which are more suitable for the present pur-
pose. They are defined as a Fourier transform of ~ψbk(r)
by
~wbR(r) ≡ 1√
Nc
∑
k
e−ik·R ~ψbk(r) , (5)
where R specifies a unit cell and Nc denotes the number
of unit cells in the system. It hence follows that the Wan-
nier functions are also complete
∑
bR |~wbR〉〈~wbR|=1 and
orthonormal as 〈~wbR|~wb′R′〉 = δbb′δRR′ with ~wbR(r) =
~wb0(r−R).
To describe Bloch electrons in a finite magnetic field,
we adopt the basis functions introduced by Luttinger.2
They differ from eq. (5) by only a phase factor as
~w ′bR(r) = e
iIrR ~wbR(r) , (6a)
where IrR is defined by
IrR ≡ e
~c
∫ r
R
A(r′) · dr′ , (6b)
with dr′ taken along the straight line path from R to
r. We assume that the functions {~w ′bR} form a complete
set, although they are not orthonormal in a finite mag-
netic field. This latter inconvenience can be removed by
considering the linear combination:
~ϕbR(r) =
∑
b′
∑
R′
Sb′R′,bR ~w ′b′R′(r) , (7)
and orthonormalize them as 〈~ϕbR|~ϕb′R′〉=δbb′δRR′ ; this
will be performed shortly below.
We now transform eq. (2) into a matrix form by using
eq. (7). Let us introduce the matrices:
S = (SbR,b′R′) , (8a)
O = (〈~w ′bR|~w ′b′R′〉) , (8b)
H′ = (〈~w ′bR|Hˆ|~w ′b′R′〉) . (8c)
Note that O is positive-definite Hermitian and reduces
to a unit matrix as B → 0. Now, the orthonormality
〈~ϕbR|~ϕb′R′〉=δbb′δRR′ reads
S†OS = 1 , (9)
where 1 is the unit matrix: 1= (δbb′δRR′). Equation (9)
is solved easily by choosing S as Hermitian S†=S as
S = O−1/2 . (10)
We next express the eigenstate of eq. (2) as a linear com-
bination of eq. (7) as ~ψ(r)=
∑
bR cb(R)~ϕbR(r). Then the
eigenvalue problem of eq. (2) is transformed into∑
b′R′
HbR,b′R′ cb′(R′) = Ecb(R) , (11)
with
H ≡ S H′ S . (12)
A couple of comments are in order on eqs. (7) and (10)
in connection with the treatment by Roth.5 First, our
basis functions (7) with the phase integral (6b) have an
advantage over Roth’s basis functions that an extension
to a non-uniform magnetic field can be performed easily.
Whereas Roth had to assume that the field is uniform
from the beginning, there is no limitation at this stage
on the form of A(r) in eq. (6b). Second, eq. (10) is dif-
ferent from Roth’s choice. Indeed, Roth expressed S as a
sum of Hermitian and anti-Hermitian matrices and fixed
the anti-Hermitian part by imposing that H be semi-
diagonal up to the order of B2. However, eq. (10) has the
advantage that the formulation becomes more transpar-
ent. It helps to avoid unnecessary complications at the
one-particle level and make the extension to interacting
systems easier. Once the orthonormality is endowed as
eq. (10), the semi-diagonalization may be performed by
a similarity transformation. It should be noted, however,
that the physical results are irrelevant of whether one
carries out such a similarity transformation at an inter-
mediate step. Indeed, our procedure without further sim-
ilarity transformations leads exactly the same expression
for the non-interacting magnetic susceptibility as that of
Roth.
2.2 Overlap integral
We first concentrate on the overlap 〈~w ′bR|~w ′b′R′〉, where
the phase factor in eq. (6) yields a line integral from R′
to R via r. We transform it as follows:
IRr + IrR′ = IRR′ +
e
~c
∫
C
A(r′) · dr′
= IRR′ +
e
~c
(rR×rR′) ·
∫ 1
0
du
∫ 1−u
0
dvB
= IRR′ +
e
2~c
B · (rR×rR′) . (13)
Here C denotes closed path R′→r→R→R′ along the
triangle, rR is defined by
rR≡r −R , (14)
and the second line follows via Stokes’ theorem by writing
the vector area element as dS=(R′−R)du×(r−R)dv.
The transformation (13) was used previously in deriv-
ing a transport equation for superconductors with Hall
terms.61 Although we have assumed a uniform magnetic
field here, an extension to a non-uniform field can be
performed easily as eqs. (31) and (33) of Ref. 61.
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Following Roth,5 let us introduce the antisymmetric
tensors:
hαβ = ǫαβγ
e
2~c
Bγ , σˆ
αβ = ǫαβγ
g~2
2m
sˆγ , (15)
where ǫαβγ (α, β, γ=x, y, z) is the third-rank completely
antisymmetric tensor, and summations over the repeated
index γ are implied. The quantity hαβ is essentially in-
verse of the magnetic length squared. Also useful is the
following identity for an arbitrary function f(rR, rR′):
f(rR, rR′)~w
†
bR(r)~wb′R′(r)
=
1
Nc
∑
kk′
f(rR, rR′)~u
†
bk(r)~ub′k′(r) e
−ik·rR+ik
′·rR′
=
1
Nc
∑
kk′
~u†bk(r)~ub′k′(r)f(i∇k,−i∇k′) e−ik·rR+ik
′·rR′
=
1
Nc
∑
kk′
[
f(−i∇k, i∇k′)~u†bk(r)~ub′k′(r)
]
×e−ik·rR+ik′·rR′ , (16)
where we substituted eqs. (4) and (5) and performed par-
tial integrations over k and k′.
Using eqs. (13)-(16) and the periodicity ~ubk(r +R)=
~ubk(r), we obtain an expression for eq. (8b) as
ObR,b′R′ = eiIRR′
∫
exp(ihαβ r
α
Rr
β
R′
) ~w†bR(r)~wb′R′(r) dr
=
eiIRR′
Nc
∑
k
eik·(R−R
′)Obb′(k,B) , (17)
where Obb′(k,B) is given by
Obb′(k,B) ≡
∫
eihαβ∇
α
k∇
β
k′ ~u†bk(r)~ub′k′(r)
∣∣∣∣
k′=k
dr .
(18a)
The expression (17) has a general form for any matrix ele-
ment between eq. (6), i.e., the Peierls phase factor1 eiIRR′
times a summation over k for the product of eik·(R−R
′)
and some function of k.
It is useful for practical purposes to expand eq. (18a)
in terms of B as
Obb′ (k,B) = δbb′ +
∞∑
j=1
O(j)bb′ (k,B) , (18b)
where O(j)bb′ is the quantity of the order Bj . The terms
for j=1, 2 are given explicitly by
O(1)bb′ = ihαβ〈∇αk ~ubk|∇βk ~ub′k〉 = ihαβ
∑
b′′
xαbb′′ (k)x
β
b′′b′(k) ,
(19a)
O(2)bb′ = −
1
2
hαβhα′β′〈∇α
′
k ∇αk ~u†bk|∇β
′
k ∇βk ~ub′k〉 , (19b)
with
xαbb′ (k) ≡ i〈~ubk|∇αk ~ub′k 〉 = −i〈∇αk ~ubk|~ub′k〉
=
∑
R
eik·R〈~wb0| rαR |~wb′R〉 . (20)
The second expressions of eqs. (19a) and (20) have been
derived by noting ~ubk(r +R)=~ubk(r), reducing the in-
tegral into a unit cell, and using the completeness and
orthonormality of {~ubk} over the unit cell.5 The last ex-
pression of eq. (20) is given entirely with respect to the
Wannier functions of eq. (5). Hence it may be suitable for
the evaluation of the matrix element xαbb′(k) between the
core states. Equations (18a) and (19) are exactly those
obtained by Roth.5
A couple of comments are in order before closing the
section. First, the expansion of eq. (18) is convergent
if we choose ~ψbk(r) as the quasi-Bloch functions of des
Cloizeaux9, 57–59 which are analytic in k. This property
can be satisfied for a simple band by the eigenfunctions
of eq. (2), but not for a complex band with band cross-
ings. This statement holds for every expansion we shall
encounter below. Second, matrix elements like eqs. (19)
and (20) cannot be determined uniquely due to the gauge
degree of freedom:
~ubk(r)→eiφbk~ubk(r) .
However, obsevable quantities such as the magnetic sus-
ceptibility do not depend on the choice of the phase φbk.
See also the discussions of Roth5 on this point, and those
by Resta62 for the electronic polarization.
2.3 Expression of S
We next derive an expression of S in powers ofB start-
ing from eq. (9) and S†=S. Equation (17) suggests that
we may expand the matrix element as
SbR,b′R′ =
eiIRR′
Nc
∑
k
eik·(R−R
′)Sbb′(k,B) , (21)
with S†(k,B)=S(k,B). Let us substitute eqs. (17) and
(21) into eq. (9). We then encounter a summation over
R′′ with both the Peierls phase factor eiIRR′′+iIR′′R′ and
the Bloch phase factor eik·(R−R
′′)+ik′·(R′′−R′). This sum-
mation can also be transformed with the procedures of
eqs. (13) and (16). For example, we obtain∑
b′′R′′
SbR,b′′R′′Ob′′R′′,b′R′
=
eiIRR′
Nc
∑
b′′k
eik·(R−R
′)Sbb′′ (k)⊗Ob′′b′(k) , (22)
where the operator ⊗ is defined by
S(k)⊗O(k) ≡ eihαβ∇αk′∇βk S(k′)O(k)
∣∣∣
k′=k
. (23)
Equation (23) is exactly the multiplication theorem of
Roth.5
It is worth summarizing the properties of the operator
⊗. First, we realize from eq. (22) that it is associative as
A(k)⊗[B(k)⊗C(k)]=[A(k)⊗B(k)]⊗C(k) . (24a)
Second, it satisfies∑
k
A(k)⊗B(k) =
∑
k
A(k)B(k) , (24b)
as can be shown with partial integrations over k and the
antisymmetry hαβ=−hβα.
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By using eqs. (17), (21) and (22), eq. (9) with S†=S
is transformed into
S(k,B)⊗O(k,B)⊗ S(k,B) = 1 , (25a)
with 1≡(δbb′). Let us expand S in powers of B as
S(k,B) = 1 +
∞∑
j=1
S(j)(k,B) . (25b)
We then find from eqs. (18b), (25a), and (25b) that S(j)
for j=1, 2 are given by
S(1) = −1
2
O(1) , (26a)
S(2) = −1
2
O(2) + 3
8
O(1)O(1) . (26b)
2.4 Matrix element of Hamiltonian
We next consider H′bR,b′R′ ≡ 〈~w ′bR|Hˆ|~w ′b′R′〉 with Hˆ
and ~w ′bR given by eqs. (2) and (6), respectively. The fol-
lowing identity is useful for this purpose:2
∇IrR =
e
~c
A(r) +
e
~c
rR×
∫ 1
0
B u du
=
e
~c
A(r)− e
2~c
B×rR . (27)
It is worth noting that this identity can also be extended
easily to a non-uniform magnetic field.2 Using eqs. (13),
(16) and (27) as well as ~ubk(r+R) = ~ubk(r), the above
matrix element is transformed into
H′bR,b′R′ =
eiIRR′
Nc
∑
k
eik·(R−R
′)H′bb′(k,B) , (28)
where H′bb′ is defined by
H′bb′(k,B)
≡
∫
eihαβ∇
α
k′
∇
β
k ~u†bk′(r)
[
Hˆ(0)k − hα′β′(i∇α
′
k πˆ
β′
k + σˆ
α′β′)
− ~
2
2m
hα′β′hα′γ′∇β
′
k ∇γ
′
k
]
~ub′k(r)
∣∣∣∣
k′=k
dr , (29a)
with Hˆ(0)k ≡ Hˆ(pˆ → pˆ+~k,A = 0), pˆik ≡ ∂Hˆ(0)k /∂k =
~
m
[
pˆ+~k−g e~2mc2 sˆ×∇V(r)
]
, and σˆαβ given in eq. (15).
We now expand eq. (29a) formally in terms of B as
H′bb′ (k,B) = H(0)bb′ (k) +
∞∑
j=1
H′(j)bb′ (k,B) , (29b)
with
H(0)bb′ (k) ≡ 〈~ubk|Hˆ(0)k |~ub′k〉 . (30a)
To write down H′(j)bb′ (k,B) in eq. (29b) explicitly, we in-
troduce the following matrices:
v˜bb′(k) ≡ 1
~
∂H(0)bb′ (k)
∂k
, (30b)
pibb′(k) ≡
〈
~ubk
∣∣∣∣ ~m
[
pˆ+ ~k − g e~
2mc2
sˆ×∇V(r)
]∣∣∣∣ ~ub′k
〉
,
(30c)
σαβbb′ (k) ≡ 〈~ubk|σˆαβ |~ub′k〉 . (30d)
Note ~v˜α = πα + i(xαH(0) − H(0)xα), as can be shown
from pˆik = ∂Hˆ(0)k /∂k. Next, we express Hˆ(0)k |~ub′k〉 and
ihα′β′∇α′k πˆβ
′
k |~ub′k〉 in eq. (29a) as
Hˆ(0)k |~ub′k〉=
∑
b′′
|~ub′′k 〉H(0)b′′b′(k) ,
ihα′β′∇α
′
k πˆ
β′
k |~ub′k〉= hα′β′
∑
b′′
|~ub′′k〉
[
πβ
′
(k)xα
′
(k)
]
b′′b′
.
We then expand eq. (29a) in powers of B and perform
straightforward calculations order by order to obtain
H′(j) in eq. (29b).
The first-order term can be written down easily. Av-
eraging the resulting expression with its Hermitian con-
jugate, we obtain
H′(1)= {O(1),H(0)}− hαβ
({xα, ~v˜β+πβ}+σαβ) , (31a)
with O(1) given by eq. (19a) and {A,B}≡ 12 (AB+BA).
To obtain H′(2) compactly, on the other hand, we
carry out partial integrations using the antisymmetry
hαβ =−hβα. For example, one of the relevant terms are
transformed as
−1
2
hαβhα′β′〈∇α
′
k ∇αk ~ubk|∇β
′
k ∇βk Hˆ(0)k ~ub′k〉
=
∑
b′′
{
O(2)bb′′H(0)b′′b′ −
[
∇βk
(
〈∇α′k ∇αk ~ubk|~ub′′k〉~v˜β
′
b′′b′
)
+
1
2
〈∇α′k ∇αk ~ubk|~ub′′k〉∇β
′
k ∇βkH(0)b′′b′(k)
]
hαβhα′β′
}
,
with
〈∇α′k ∇αk ~ubk|~ub′k〉 = i∇α
′
k x
α
bb′ −
∑
b′′
xαbb′′x
α′
b′′b′
= i∇αk xα
′
bb′ −
∑
b′′
xα
′
bb′′x
α
b′′b′ ,
and hαβ∇βk [(∇αk xα
′
bb′′ )~v˜
β′
b′′b′ ] = hαβ(∇αk xα
′
bb′′ )∇βk∇β
′
k H(0)b′′b′ .
Similar calculations are performed for the other terms to
make H′(2) compact and symmetric. We finally perform
the averaging with the Hermitian conjugate. We thereby
obtain
H′(2) = {O(2),H(0)}+ hαβhα′β′
{
∇βk
[{{xα, xα′}, ~v˜β′}
+
1
2
(xαπβ
′
xα
′
+xα
′
πβ
′
xα) + {xα, σα′β′}
]
+
1
2
{{xα, xα′}, ~2m δββ′1−∇βk∇β′k H(0) }
+
i
4
∇βk∇β
′
k [x
α′ , ~v˜α]
}
, (31b)
with {A,B} ≡ 12 (AB+BA) and [A,B ] ≡ AB−BA.
Equation (31b) is in agreement with eq. (57) of Roth.5
2.5 Effective Hamiltonian
We are ready to derive an effective one-particle Hamil-
tonian in a finite magnetic field. Let us substitute eqs.
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(21) and (28) into eq. (12). Using eq. (22) twice, we ob-
tain
HbR,b′R′ = e
iIRR′
Nc
∑
k
eik·(R−R
′)Hbb′(k,B) , (32)
with
H(k,B) = S(k,B)⊗H′(k,B)⊗S(k,B) . (33a)
Let us expand eq. (33a) in powers of B as
H(k,B) = H(0)(k) +
∞∑
j=1
H(j)(k,B) , (33b)
with H(0)(k) given by eq. (30a). The expressions of H(j)
can be obtained order by order by substituting eqs. (25b),
(29b) and (33b) into eq. (33a) and using eqs. (26) and
(31). The first-order term is obtained from H(1)=H′(1)+
2{S(1),H(0)} as
H(1)(k) = −hαβ
({xα, ~v˜β+πβ}+σαβ) , (34a)
with {A,B} ≡ 12 (AB+BA). The second-order contri-
bution is calculated from H(2) = H′(2)+2{S(2),H(0)}+
2{S(1),H′(1)}+ S(1)H(0)S(1) − ihαβ[∇βk S(1),∇αkH(0)] as
H(2)(k) = hαβhα′β′
{
∇βk
[{{xα, xα′}, ~v˜β′}
+
1
2
(xαπβ
′
xα
′
+xα
′
πβ
′
xα) + {xα, σα′β′}
]
+
1
2
{{xα, xα′}, ~2m δββ′1−∇βk∇β′k H(0)}
+
i
4
∇βk∇β
′
k [x
α′ , ~v˜α]
}
−{O(1),H(1)}+ 1
8
[O(1), [O(1),H(0) ]]
+
i
2
hαβ∇βk
[O(1), ~v˜α ] , (34b)
with {A,B}≡ 12 (AB+BA) and [A,B ]≡AB−BA.
2.6 Schro¨dinger equation and Green’s function
We finally write down an effective Schro¨dinger equa-
tion and the corresponding Green’s function for non-
interacting Bloch electrons in a magnetic field. To this
end, it is useful to introduce the transfer integral in terms
of eq. (33) as
t(R,B) ≡ 1
Nc
∑
k
eik·RH(k,B) . (35)
Substituting eq. (32) and using eq. (35), the Schro¨dinger
equation (11) is transformed into∑
b′R′
eiIRR′ tbb′(R −R′,B) cb′(R′) = Ecb(R) . (36)
Thus, the Hamiltonian is given as a product of the trans-
fer integral and the Peierls phase factor. Note that the
transfer integral also depends on the magnetic field here.
We can provide an alternative expression to eq. (36). Let
us change the summation in the above equation from R′
to R′′ ≡R−R′, express cb′(R−R′′) = e−R′′·∇Rcb′(R),
and use the following identity proved in Appendix II of
Ref. 2:
exp(iIR,R−R′′) exp
(−R′′ ·∇R) = exp (−R′′ ·∂R) ,
with ∂R defined by
∂R ≡ ∂
∂R
− i e
~c
A(R) . (37)
Equation (36) is thereby transformed into∑
b′
Hbb′(−i∂R,B) cb′(R) = Ecb(R) , (38)
where Hbb′(−i∂R,B) is an operator symmetrized with
respect to ∂R as
H(−i∂R,B) ≡
∑
R′′
t(R′′,B) eiR
′′· (−i∂R) . (39)
Equation (38) extends the well-known rule E(k) →
E(−i∂R) in a finite magnetic field2, 36 to include the
change of the energy-band structures in B.
Next, Dyson’s equation corresponding to eq. (38) is
given by∑
b′′
[iεnδb′b′′−Hb′b′′(−i∂R′ ,B)] gb′′R′,bR(εn) = δb′bδR′R ,
(40)
where gb′′R′,bR(εn) is the non-interacting Matsubara
Green’s function with εn ≡ (2n+1)πT (n = 0,±1, · · · ).
Suggested by eq. (36), we write the Green’s function as
gb′R′,bR(εn) = e
iIR′R g˜b′R′,bR(εn) , (41a)
and substitute it into eq. (40). Using eq. (27), we then
find an equation for g˜ which is also given as eq. (40) with
a replacement:
∂R′ −→ ∂˜R′ ≡ ∂
∂R′
− i e
2~c
B×(R′−R) .
It hence follows that g˜b′R′,bR(εn) depends only on R
′−R
and can be expanded as
g˜b′R′,bR(εn) =
1
Nc
∑
k
eik·(R
′−R)gb′b(εn,k) . (41b)
Let us substitute eq. (41b) into the equation for g˜, ex-
press (R′−R)eik·(R′−R)=−i∇keik·(R′−R), and perform
partial integrations over k. We thereby obtain an equa-
tion for g(εn,k) as∑
k′
δkk′ [iεn1−H(κ,B)] g(εn,k′) = 1 , (42)
where the operator κ is defined by
κ ≡ k − i e
2~c
B×∇k′ . (43)
Note that eq. (42) may be written alternatively by using
the operator of eq. (23) as [iεn1−H(k,B)]⊗ g(εn,k) =
1. This latter result may have been obtained directly by
writing Dyson’s equation (40) in terms of the Hamilto-
nian in eq. (36), substituting eqs. (35) and (41) into it,
and using eq. (22).
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3. Interaction Effects
We now include the two-body interaction:
U(r−r′) = 1
V
∑
q
Uq eiq·(r−r
′) (44)
into our consideration, where V is the volume of the sys-
tem.
The total Hamiltonian Hˆtot is given in second quanti-
zation by using the basis function (7) and the notation
ν≡bR as
Hˆtot =
∑
νν′
Hνν′c†νcν′ +
1
2
∑
ν1ν2ν′1ν
′
2
Uν1ν2;ν′1ν′2c†ν1c†ν2cν′2cν′1 .
(45)
Here cν is the fermion operator and Hνν′ is given by eq.
(32). The quantity Uν1ν2;ν′1ν′2 is defined by
Uν1ν2;ν′1ν′2 ≡
∑
ν3ν4ν′3ν
′
4
Sν1ν3Sν2ν4U ′ν3ν4;ν′3ν′4Sν′3ν′1Sν′4ν′2 ,
(46)
where Sνν′ is given by eq. (21) and U ′ν3ν4;ν′3ν′4 denotes
U ′ν3ν4;ν′3ν′4
≡
∫
dr
∫
dr′ ~w′†ν3(r)~w
′
ν′
3
(r)U(r−r′)~w′†ν4 (r′)~w′ν′4 (r
′) , (47)
with ~w′ν(r) defined by eq. (6).
3.1 Bare vertex
As shown in Appendix A, eq. (46) can be written al-
ternatively with respect to the Bloch states {ψbk(r)} in
zero field as
Uν1ν2;ν′1ν′2 =
e
iIR1R′1
+iIR2R′2
N2c
∑
kk′
eik·(R1−R
′
1)+ik
′·(R2−R
′
2)
× 1
V
∑
q
eiq·(R1−R2) Uq Λb1b′1(k, q,B)
×Λb2b′2(k′,−q,B) . (48)
Here IRR′ and Uq are given in eqs. (6b) and (44), respec-
tively. The quantity Λ(k, q,B) may be called a vertex
function which is defined in terms of the operator ⊗ in
eq. (23), S in eq. (25) and Λ′ of eq. (A·3) by
Λ(k, q,B) ≡ S(k+q,B)⊗Λ′(k, q,B)⊗S(k,B) , (49a)
with k+q the wave vector in the first Brillouin zone cor-
responding to k+q in the extended zone scheme. Thus,
k in Λ(k, q,B) belongs to the incoming electron, q is an
additional wave vector from the interaction, and k+q
specifies the outgoing electron. In zero field without the
Peierls phase factors, the interaction (48) in k space may
be expressed diagrammatically as Fig. 1. We shall see
below that this diagram in zero field suffices for the dia-
grammatic calculations of the properties in a finite mag-
netic field.
It is also possible to expand eq. (49a) in powers of B
as
Λ(k, q,B) = Λ(0)(k, q) +
∞∑
j=1
Λ(j)(k, q,B) . (49b)
k k
k+q k-q
q
Λ(k,q) Λ(k,-q)
’
’
’
Fig. 1. A diagrammatic representation of the interaction (48) in
the absence of the Peierls phase factors. The vertex Λ(k,q) is
given by eq. (49), and k+q denotes the wave vector in the
first Brillouin zone corresponding to k+ q in the extended zone
scheme.
The expressions of Λ(j) may be obtained with the same
procedure as that of deriving eq. (34). The quantity Λ(0)
is given by
Λ
(0)
bb′(k, q) = 〈~ubk+q|eiKk+q·r|~ub′k〉 , (50a)
with Kk+q ≡ k + q − k+q a reciprocal lattice vec-
tor. The first-order term is obtained from Λ(1)(k, q) =
Λ′(1)(k, q) + S(1)(k+q)Λ(0)(k, q) + Λ(0)(k, q)S(1)(k) to-
gether with eqs. (26) and (A·4a) as
Λ(1)(k, q) = −1
2
hαβ x
α(k+q)∇βkΛ(0)(k, q)
−1
2
hαβ
[
∇βkΛ(0)(k, q)
]
xα(k) . (50b)
Note that the argument of xα is k (k+q) when it ap-
pears to the right (left) of Λ(0)(k, q); keeping this rule in
mind and dropping the argument of xα, eq. (50b) may
be written exactly as the ~v˜β contribution of eq. (34a).
This rule also applies to higher-order terms.
The second-order term is calculated similarly. We ob-
tain an expression analogous to the ~v˜ contributions of
eq. (34b) as
Λ(2)(k, q)
=
1
2
hαβhα′β′∇βk
[{
xα(k+q), xα
′
(k+q)
}∇β′k Λ(0)(k, q)
+
[∇β′k Λ(0)(k, q)]{xα(k), xα′(k)}
]
−1
4
hαβhα′β′
[{
xα(k+q), xα
′
(k+q)
}∇βk∇β′k Λ(0)(k, q)
+
[∇βk∇β′k Λ(0)(k, q)]{xα(k), xα′(k)}
]
+
i
4
hαβhα′β′∇βk∇β
′
k
[
xα
′
(k+q)∇αkΛ(0)(k, q)
−∇αkΛ(0)(k, q)xα
′
(k)
]
−1
2
[
O(1)(k+q)Λ(1)(k, q) + Λ(1)(k, q)O(1)(k)
]
+
1
8
[
O(1)(k+q)O(1)(k+q)Λ(0)(k, q)
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−2O(1)(k+q)Λ(0)(k, q)O(1)(k)
+Λ(0)(k, q)O(1)(k)O(1)(k)
]
+
i
2
hαβ∇βk
{
O(1)(k+q)∇αk Λ(0)(k, q)
−
[
∇αk Λ(0)(k, q)
]
O(1)(k)
}
. (50c)
3.2 Perturbation expansion
With these preliminaries, we proceed to the calculation
of the thermodynamic potential Ω = −T lnTr e−Hˆtot/T ,
the self-energy Σνν′ and Green’s function Gν′ν in the
framework of the conserving approximation.64, 65
Let us define the Matsubara Green’s function by
Gν′ν(εn) = −
∫ 1/T
0
〈Tτ cν′(τ) c†ν 〉 eiεnτ dτ , (51)
which as U→0 reduces to gν′ν(εn) of eq. (40). As shown
by Luttinger and Ward,63 Ω can be written as a func-
tional of G as
Ω = −T
∑
n
Tr
{
ln
[H +Σ− iεn1]+ΣG}eiεn0+ +Φ[G] .
(52)
Here 0+ is an infinitesimal positive constant and Φ de-
notes contributions of all the skeleton diagrams in the
bare perturbation expansion for Ω with G used as the
propagator. The self-energy is obtained from Φ by
Σνν′(εn) =
1
T
δΦ
δGν′ν(εn)
. (53a)
With this relation, Ω is stationary with respect to a vari-
ation in G satisfying Dyson’s equation:
[iεn1−H− Σ(εn)]G(εn) = 1 . (53b)
The conserving approximation denotes approximating Φ
by some selected diagrams and determining G and Σ self-
consistently by eq. (53).64, 65 Its advantages may be sum-
marized as follows: (i) both the equilibrium and dynami-
cal properties can be described within the same approxi-
mation with various conservation laws automatically sat-
isfied; (ii) the Laudau Fermi-liquid corrections,66, 67 or
vertex corrections in a different terminology, are auto-
matically included. For example, the lowest-order con-
serving approximation is nothing but the Hartree-Fock
approximation where ΦHF and ΣHFνν′ are given by
ΦHF =
T 2
2
∑
n1,n2
∑
ν1ν2ν′1ν
′
2
Uν1ν2;ν′1ν′2 [Gν′1ν1(εn1)Gν′2ν2(εn2)
−Gν′
1
ν2(εn1)Gν′2ν1(εn2)]e
iεn10++iεn20+ , (54a)
ΣHFνν′ = T
∑
n1
∑
ν1ν′1
(Uνν1;ν′ν′1− Uνν1;ν′1ν′)Gν′1ν1(εn1)eiεn10+ ,
(54b)
respectively.
It follows from eqs. (32) and (48) that Σνν′(εn) and
Gν′ν(εn) can be expanded as
ΣbR,b′R′(εn) =
eiIRR′
Nc
∑
k
eik·(R−R
′)Σbb′(εn,k) , (55a)
k
k’
k
k+qK
q
(a)
k+q
k+q
k+q+q’
’
’
k
qq
(b)
Fig. 2. Some typical diagrams for the self-energy: (a) the Hartree
and Fock terms; (b) the second-order exchange contribution.
Gb′R′,bR(εn) =
eiIR′R
Nc
∑
k
eik·(R
′−R)Gb′b(εn,k) . (55b)
This is proved by induction as follows: First, the non-
interacting Green’s function gν′ν(εn) is already given in
the form of eq. (55b) as eq. (41). We next assume the
expression (55b) and substitute it into eq. (53a) to cal-
culate Σνν′(εn) order by order by using eq. (22). We then
find that the self-energy can also be written as eq. (55a),
i.e., the same expression as the non-interacting Hamilto-
nian (32). It hence follows that Gν′ν(εn) may be written
as eq. (55b). This completes the proof.
To see how to calculate Σ(εn,k) practically, we present
expressions of ΣHF(k) obtained from eq. (54b), see also
Fig. 2(a), and Σ2e(εn,k) which corresponds to the dia-
gram of Fig. 2(b):
ΣHF(k)
=
T
V
∑
n
[∑
K
UKΛ(k,K)
∑
k′
TrΛ(k′,−K)G(εn,k′)
−
∑
q
Uq Λ(k+q,−q)⊗G(εn,k+q)⊗Λ(k, q)
]
eiεn0+ ,
(56a)
Σ2e(εn,k) =
T 2
V 2
∑
n1n2
∑
qq′
Uq Uq′
[
Λ(k+q′,−q′)
⊗G(εn+n2−n1 ,k+q′)⊗ Λ(k+q+q′,−q)
⊗G(εn2 ,k+q+q′)⊗ Λ(k+q, q′)
⊗G(εn1 ,k+q)⊗ Λ(k, q)
]
, (56b)
where ⊗ operates on the k′ or k dependences of the ad-
jacent functions. Note that removing the operator ⊗ in
the above expressions yields the self-energies at B = 0.
We hence have a simple rule to calculate the k-space
self-energy for B > 0 using only the zero-field Feynman
diagrams as follows: (i) Label each of the connected elec-
tron lines with the same wave vector, like k or k′ in the
above examples, and insert the operator ⊗ of eq. (23) be-
tween every adjacent Λ and G. (ii) We can remove any
single operator ⊗ within every closed electron loop, as
in the first term of eq. (56a), because of the absence of
the Peierls phase factor in the final calculation of using
eq. (22); this may also be proved directly in k space by
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using eq. (24b). The rules (i) and (ii) apply also to the
calculations of Ω and G(εn,k).
We now provide k-space expressions of eqs. (52) and
(53). Noting the rule (ii) above, we realize that Φ in eq.
(52) is given alternatively as a functional of G(εn,k) as
Φ = T
∑
n
∞∑
ℓ=1
1
2ℓ
∑
k
TrΣℓ(εn,k,B)G(εn,k,B)e
iεn0+ ,
(57)
with Σℓ the contribution of the ℓth-order skeleton dia-
grams to Σ. We hence have
Σbb′(εn,k,B, {G}) = 1
T
δΦ
δGb′b(εn,k,B)
. (58a)
Next, Dyson’s equation of eq. (53b) is transformed into
[iεn1−H(k,B)−Σ(εn,k,B)]⊗G(εn,k,B)=1, as shown
by using eqs. (32), (55), and (22). It may be written
alternatively as∑
k′
δkk′ [iεn1−H(κ,B)−Σ(εn,κ,B)]G(εn,k′,B) = 1 ,
(58b)
where κ is defined by eq. (43). Hence the functional (52)
is given in k space by
Ω = −T
∑
n
Tr
[
Trk ln{[H(κ,B)+Σ(εn,κ,B)−iεn1 ]}
+
∑
k
Σ(εn,k,B)G(εn,k,B)
]
eiεn0+ +Φ[G] , (59)
with Trk denoting the trace in k space. It satisfies
δΩ
δGb′b(εn,k,B)
= 0 , (60)
as shown by using eq. (58).
Finally, eqs. (57) and (58a) may be expanded with
respect to the explicit B dependences originating from
the vertex Λ and the operator ⊗ as
Φ(B, {G}) = Φ(0)({G}) +
∞∑
j=1
Φ(j)(B, {G}) , (61)
Σ(εn,k,B, {G}) = Σ(0)(εn,k, {G})
+
∞∑
j=1
Σ(j)(εn,k,B, {G}) , (62)
where Φ(j) and Σ(j) are quantities of the order Bj . Note
that Φ(0) and Σ(0) are different from those at B=0 due
to the implicit B dependences through G. It follows from
eq. (57) that Φ(j) is connected with Σ(j) as
Φ(j) = T
∑
nℓ
1
2ℓ
∑
k
TrΣℓ(j)(εn,k,B)G(εn,k,B) e
iεn0+ .
(63)
3.3 Hartree-Fock approximation
We here concentrate on the Hartree-Fock approxima-
tion. Since there is no εn dependence in the self-energy
ΣHF(k), eqs. (57)-(60) can be simplified further by per-
forming every summation over n with the Fermi distri-
bution function f(ε)≡ 1/(eε/T +1).63 The potentials Ω
and Φ are thereby transformed into the functionals of
the occupation number defined by
n(k,B) ≡ T
∑
n
G(εn,k,B) e
iεn0+ . (64)
Indeed, eq. (59) is now approximated (dropping the B
dependences for simplicity) by
ΩHF = −T TrTrk ln
{
1 + e−[H(κ)+Σ
HF(κ)]/T
}
−
∑
k
Trn(k)ΣHF(k) + ΦHF , (65)
with
ΦHF
=
1
2V
{∑
kk′
∑
K
UKTr[n(k)Λ(k,K)] Tr[n(k′)Λ(k′,−K)]
−
∑
kq
UqTrΛ(k+q,−q)⊗ n(k+q)⊗ Λ(k, q)⊗ n(k)
}
.
(66)
The self-energy ΣHF(k) of eq. (56a) is obtained from ΦHF
by
ΣHFbb′(k) =
δΦHF
δnb′b(k)
. (67a)
It hence follows that ΩHF is stationary with respect to a
variation in n(k) satisfying
n(k) =
1
e[H(k)+Σ
HF(k)]/T + 1
. (67b)
Equations (67a) and (67b) constitute a closed set of self-
consistent equations.
Finally, ΦHF and ΣHF can be expanded with respect to
the explicit B dependences as eqs. (61) and (62), respec-
tively. The expressions of ΦHF(j) and ΣHF(j) are given in
Appendix B to clarify some of their fundamental prop-
erties.
3.4 Density functional theory
Extensive theoretical studies have been carried out for
more than three decades to describe atoms and solids
quantitatively based on the DFT.52, 54 It is thereby estab-
lished now as one of the most efficient and reliable meth-
ods for the quantitative understanding of solids. Hence it
is well worth applying the present method to the density
functional theory.
We consider the cases where the exchange-correlation
energy Exc is given as a functional of the spin density:
n±(r) = T
∑
n
Tr
1
2
(1 ± τ3)G(r, r, εn) eiεn0+ , (68)
where 1, τ3, and G are 2×2 matrices corresponding to
the spin degrees of freedom with τ3 denoting the third
Pauli matrix. Let us expand G(r, r, εn) in eq. (68) with
respect to the basis functions of eq. (7) and transform
the resulting expression with the procedures of eqs. (13),
(16) and (22). We thereby obtain
n±(r) =
1
Nc
∑
k
Trn(k) ρ±(k, r) , (69)
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where n(k) is given by eq. (64) and ρ±(k, r) is defined
by
ρ±(k, r) ≡ S(k)⊗ ρ′ ±(k, r)⊗ S(k) , (70)
with
ρ′ ±bb′ (k, r) ≡ eihαβ∇
α
k∇
β
k′ ~u†bk(r)
Nc
2
(1± τ3)~ub′k′(r)
∣∣∣∣
k′=k
.
(71)
The factor Nc is introduced in eq. (71) to make ρ
′ ±
bb′ (k, r)
finite in the thermodynamic limit. Note that ρ±(k, r) in
eq. (69) is just a matrix element with no information on
the occupation number. It hence follows that the DFT
as a functional of n±(r) can be written alternatively as
a functional of n(k).
The thermodynamic potential of the DFT is given in
a form similar to eq. (65) of the Hartree-Fock theory as
Ω = −T TrTrk ln
{
1 + e−[H(κ)+Σ
DFT(κ)]/T
}
−
∑
k
Trn(k)ΣDFT(k) + ΦDFT . (72)
The quantity ΦDFT is defined by
ΦDFT = ΦH[n(r)] + Exc[nσ(r)] , (73)
where ΦH[n(r)] and Exc[nσ(r)] are the classic Coulomb
energy and the exchange-correlation energy, respectively,
with n(r)≡n+(r)+n−(r) and σ=±. The former is given
explicitly by
ΦH[n(r)] =
e2
2
∫
n(r)n(r′)
|r−r′| drdr
′ , (74)
which is equivalent to the Hartree term in eq. (66) with
UK =4πe
2/K2; the K=0 term should be removed due
to the charge neutrality of the system.
The self-energy ΣDFT(k) is obtained from ΦDFT by
ΣDFTbb′ (k) =
δΦDFT
δnb′b(k)
. (75a)
The condition δΩDFT/δnb′b(k) = 0 for the thermody-
namic equilibrium then yields
n(k) =
1
e[H(k)+Σ
DFT(k)]/T + 1
, (75b)
which is the Kohn-Sham equation44 in disguise. Equa-
tions (75a) and (75b) should be solved self-consistently
for a given Exc.
The equivalence between eqs. (59) and (72) for the ex-
act functional Exc can be established by an argument of
using the coupling-constant integral. Suppose we change
the interaction of eq. (44) as U → λU and express the
corresponding thermodynamic potential as Ωλ. The two
expressions (59) and (72) satisfy the same differential
equation52, 63 ∂Ωλ/∂λ = 〈Hˆλint〉/λ and the same initial
condition Ωλ=0=Ω0, where 〈Hˆλint〉 is the thermodynamic
average of the interaction in eq. (45) and Ω0 denotes the
non-interacting thermodynamic potential. It hence fol-
lows that eqs. (59) and (72) are equivalent.
It is also possible to expand ΦDFT and ΣDFT with re-
spect to the explicitB dependences as eqs. (61) and (62),
respectively. The expressions of ΦDFT(j) and ΣDFT(j) are
given in Appendix C.
4. Susceptibility
We here study the susceptibility χα′α of B→0 based
on eq. (59). We first establish a general procedure to
calculate χα′α for a given functional Φ. We then special-
ize to the Hartree-Fock approximation and the density-
functional theory to derive explicit expressions of χα′α
within those approximations. Unlike the treatments by
Buot28 and Misra et al.31 where they jumped directly
to the expression χα′α≡−∂2Ω/∂Bα′∂Bα, our consider-
ation will proceed in two stages by first calculating the
magnetization Mα=−∂Ω/∂Bα and then performing an-
other differentiation with respect to Bα′ . This approach
has an advantage that vertex corrections can be incor-
porated explicitly in the formula.
4.1 Exact expression
To derive a formally exact expression of χα′α, let us
start with classifying various B dependences of the ther-
modynamic potential Ω in Eq. (59) into three groups.
The first category is that through κ in eq. (43). The sec-
ond category is the explicit B dependences in H(k,B)
and Σ(εn,k,B, {G}). Those in Σ originate from the B
dependence in the vertex Λ of eq. (49) and the operator
⊗ of eq. (23); see eq. (56), for example. The third cate-
gory is the implicit B dependence through G, which is
responsible for the Fermi-liquid corrections.66, 67 When
calculating M ≡ −∂Ω/∂B, however, we need not con-
sider this third category because of eq. (60).
The dependence through κ needs a special treatment
due to the property (24b). As shown in Appendix D, it
does not mix with the other categories for B→0, yield-
ing the Landau-Peierls diamagnetic susceptibility1, 68 as
χLPα′α =
ǫα′β′γ′ǫαβγ
6
( e
2~c
)2
T
∑
n
eiεn0+
∑
k
Tr
{
G2(εn,k)
×[∇β′k ∇βkG−1(εn,k)][∇γ
′
k ∇γkG−1(εn,k)]
}
. (76)
This expression agrees exactly with eq. (4.15) of Buot.28
We next consider the second category. Differentiat-
ing eq. (59) with respect to the explicit B dependences
in H(k,B), Σ(εn,k,B, {G}), and Φ(B, {G}), we obtain
the relevant magnetization as
M ′α = −T
∑
n
eiεn0+
∑
k
TrG(εn,k,B)
∂H(k,B)
∂Bα
− ∂Φ(B, {G})
∂Bα
. (77)
We further differentiate eq. (77) with respect to Bα′ and
put B = 0, where we also need to consider the implicit
B dependence through G. Using eq. (58a), we obtain
χ′α′α = −T
∑
n
eiεn0+
∑
k
TrG
∂2H(2)
∂Bα′∂Bα
− ∂Φ
(2)
∂Bα′∂Bα
−T
∑
n
eiεn0+
∑
k
Tr
(
∂H(1)
∂Bα
+
∂Σ(1)
∂Bα
)
dG
dBα′
, (78)
where H(j), Φ(j), and Σ(j) (j = 1, 2) are quantities of
the order Bj with respect to the explicit B dependences
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as given by eqs. (34), (61), and (62), respectively. To
find an expression for dG/dBα′ in eq. (78), we differen-
tiate G−1G=1 with respect to Bα′ . We thereby obtain
a leading-order equation for dG/dBα′ given in terms of
dG−1/dBα′ as
dG
dBα′
= G
(
∂H(1)
∂Bα′
+
∂Σ(1)
∂Bα′
+
dΣ(0)
dBα′
)
G , (79)
with G = G(B = 0) on the right-hand side. The last
term in the bracket of eq. (79) originates from the im-
plicit B dependence though G, giving rise to the Fermi-
liquid (or vertex) corrections.66, 67 To find an equation
for dΣ(0)/dBα′ , we introduce a vertex function as
Γ
(0)
b1b′1,b2b
′
2
(1, 2) ≡ Nc
T 2
δ2Φ(0)
δGb′
1
b1(1)δGb′2b2(2)
, (80)
with 1≡ (εn1 ,k1). Noting eq. (58a), we then obtain an
expression for dΣ(0)/dBα′ in terms of dG/dBα′ as
dΣ
(0)
b1b′1
(1)
dBα′
=
T
Nc
∑
b2b′2
∑
n2k2
Γ
(0)
b1b′1,b2b
′
2
(1, 2)
dGb′
2
b2(2)
dBα′
.
(81)
Equations (79) and (81) form a closed set of equations
to determine dG/dBα′ . Introducing the matrix I by
Ib′
1
b11,b′2b22
≡ T
Nc
∑
b3b′3
Gb′
1
b3(1)Gb′3b1(1)Γ
(0)
b3b′3;b2b
′
2
(1, 2) ,
(82)
the coupled equations are solved formally as
dGb′
1
b1(1)
dBα′
=
∑
b2b′2
∑
n2k2
[
(1− I)−1]
b′
1
b11,b′2b22
×
[
G(2)
(
∂H(1)(k2)
∂Bα′
+
∂Σ(1)(2)
∂Bα′
)
G(2)
]
b′
2
b2
, (83)
with 1≡(δb′
1
b′
2
δb1b2δk1k2δn1n2). Substituting eq. (83) into
eq. (78), one can check that the symmetry χ′α′α = χ
′
αα′
is satisfied as required.
Equation (78) with eqs. (80), (82), and (83) enables
us to calculate the relevant susceptibility χ′α′α once the
functional Φ is given explicitly. The total susceptibility
is then obtained by
χα′α = χ
LP
α′α + χ
′
α′α , (84)
with χLPα′α given by eq. (76). The factor (1 − I)−1 in
eq. (83) originates from vertex corrections for both the
orbital and spin parts, which have been derived naturally
in our treatment. It includes the Stoner enhancement
factor as the intra-band contribution of the spin part.
4.2 Hartree-Fock approximation
We now specialize to the Hartree-Fock approximation.
Due to the absence of εn dependence in the self-energy
ΣHF(k), every summation over n can be performed63 by
using the Fermi distribution function:
f(ε) ≡ 1
eε/T + 1
. (85)
Thus, it is possible to simplify the expression of χα′α
further.
Let us adopt the representation of diagonalizing the
Hartree-Fock energy in zero field as
Hbb′(k,B=0) + ΣHFbb′ (k,B=0) = δbb′ξbk . (86)
Then the Landau-Peierls susceptibility of eq. (76) is
transformed into
χLP−HFα′α =
1
6
(
e~
2c
)2∑
bk
∂f(ξbk)
∂ξbk
ǫα′β′γ′ǫαβγ
m∗β′β(bk)m
∗
γ′γ(bk)
,
(87)
with m∗β′β(bk) ≡ ~2/(∇β
′
k ∇βk ξbk). Thus, only the states
near the Fermi energy are relevant to the Landau-Peierls
susceptibility with the effective mass in place of the bare
electron mass. However, this simple result no longer holds
in those approximations where the self-energy has εn
dependence. Equation (87) may be regarded as an ex-
tension of the Philippas-McClure result for the electron
gas21 to Bloch electrons.
Next, eq. (78) can be written with respect to n(k) of
eq. (64) as
χ′HFα′α = −
∑
k
Trn(k)
∂2H(2)(k)
∂Bα′∂Bα
− ∂Φ
HF(2)
∂Bα′∂Bα
−
∑
k
Tr
[
∂H(1)(k)
∂Bα
+
∂ΣHF(1)(k)
∂Bα
]
dn(k)
dBα′
. (88)
The quantity dn/dBα′ is obtained from eq. (79) by
adopting the representation (86) and carrying out the
summation over n. We thereby arrive at the expression:
dnb′b(k)
dBα′
=
f(ξb′k)−f(ξbk)
ξb′k−ξbk
[
∂H(1)b′b(k)
∂Bα′
+
∂Σ
HF(1)
b′b (k)
∂Bα′
+
dΣ
HF(0)
b′b (k)
dBα′
]
. (89)
To find an expression of dΣ
HF(0)
b′b (k)/dBα′ , we introduce
a vertex function in terms of eq. (66) as
Γ
HF(0)
b1b′1,b2b
′
2
(k1,k2) ≡ Nc δ
2ΦHF(0)
δnb′
1
b1(k1)δnb′2b2(k2)
=
Nc
V
∑
K
[
UKΛ(0)b1b′1(k1,K)Λ
(0)
b2b′2
(k2,−K)− Uk2−k1+K
×Λ(0)b1b′2(k2,k1−k2−K)Λ
(0)
b2b′1
(k1,k2−k1+K)
]
. (90)
Noting eq. (67a), we then obtain
dΣ
HF(0)
b′b (k)
dBα′
=
1
Nc
∑
b1b′1k1
Γ
HF(0)
b′b,b1b′1
(k,k1)
dnb′
1
b1(k1)
dBα′
.
(91)
Equations (89) and (91) form a closed set of equations
to determine dnb′b(k)/dBα′ . Defining the matrix:
IHFb′
1
b1k1,b′2b2k2
≡ 1
Nc
f(ξb′
1
k1)−f(ξb1k1)
ξb′
1
k1−ξb1k1
Γ
HF(0)
b′
1
b1,b2b′2
(k1,k2) ,
(92)
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the coupled equations are solved formally as
dnb′b(k)
dBα′
=
∑
b′
1
b1k1
[
(1− IHF)−1]
b′bk,b′
1
b1k1
×f(ξb
′
1
k1)−f(ξb1k1)
ξb′
1
k1−ξb1k1

∂H(1)b′1b1(k1)
∂Bα′
+
∂Σ
HF(1)
b′
1
b1
(k1)
∂Bα′

, (93)
with 1≡(δb′b′
1
δbb1δkk1).
Equations (88) and (93) enables us to calculate χ′HFα′α.
The total susceptibility is then obtained by
χHFα′α = χ
LP−HF
α′α + χ
′HF
α′α , (94)
with χLP−HFα′α given by eq. (87).
4.3 Density functional theory
From a practical viewpoint, it is perhaps most useful
at present to derive an expression of the magnetic sus-
ceptibility within the density functional theory. We hence
consider it in most detail. Since the self-energy does not
depend on the Matsubara frequency, however, we can ex-
actly follow the procedure of the previous Hartree-Fock
treatment.
Let us adopt the representation of diagonalizing the
Kohn-Sham single-particle energy in zero field as
H(0)bb′ (k) + ΣH(0)bb′ (k) + Σxc(0)bb′ (k) = δbb′ξbk , (95)
where H(0)bb′ , ΣH(0)bb′ , and Σxc(0)bb′ are given by eqs. (30a),
(B·2), and (C·9), respectively, with nbb′(k) = δbb′f(ξbk).
The vertex function corresponding to eq. (90) is defined
in terms of eq. (73) by
Γ
DFT(0)
b1b′1,b2b
′
2
(k1,k2) ≡ Nc δ
2ΦDFT(0)
δnb′
1
b1(k1)δnb′2b2(k2)
=
Nc
V
∑
K 6=0
Λ
(0)
b1b′1
(k1,K)
4πe2
K2
Λ
(0)
b2b′2
(k2,−K)
+
1
Nc
∑
σ,σ′=±
∫
ρ
σ(0)
b1b′1
(k1, r)F
(2)
σσ′ (r)ρ
σ′(0)
b2b′2
(k2, r) dr , (96)
with ρ
σ(0)
bb′ and F
(2)
σσ′ given by eqs. (C·3a) and (C·7b),
respectively. We also introduce a matrix:
IDFTb′
1
b1k1,b′2b2k2
≡ 1
Nc
f(ξb′
1
k1)−f(ξb1k1)
ξb′
1
k1−ξb1k1
Γ
DFT(0)
b′
1
b1,b2b′2
(k1,k2) ,
(97)
with f the Fermi distribution function of eq. (85).
Table I. Quantities necessary to calculate the magnetic suscepti-
bility χDFT
α′α
of the density functional theory given by eq. (103).
Those with underlines are matrices with respect to the band-spin
index b.
~ubk(r) ~wbR(r) ξbk v
α(k) m∗
ββ′
(bk) ǫαβγ
(4) (5) (95) (106a) (106b) (15)
xα(k) πα(k) σα(k) O(α) HDFT(α) ΓDFT(0)
(20) (30c) (30d) (98) (99) (96)
IDFT Λ(0) ρ±(0) Λ˜
(α)
K
n˜
(α)
σ (r) F
(2)
σσ′
(r)
(97) (50a) (C·3a) (101a) (101b) (C·7b)
It is also useful to define a couple of quantities in terms
of eqs. (19a), (34a), (B·5), and (C·11) as
O(α)(k) ≡ ∂O
(1)(k)
∂Bα
= iǫαβγ
e
2~c
xβ(k)xγ(k) , (98)
HDFT(α)(k) ≡ ∂
∂Bα
[
H(1)(k)+ΣH(1)(k)+Σxc(1)(k)
]
= −ǫαβγ e
2~c
({xβ , ~vγ + πγ}+ σβγ)
+
Nc
V
∑
K 6=0
Λ(0)(k,K)
4πe2
K2
Λ˜
(α)
−K
+
1
Nc
∑
σ,σ′=±
∫
ρσ(0)(k, r)F
(2)
σσ′ (r) n˜
(α)
σ′ (r) dr . (99)
Here vα is the renormalized velocity:
vαbb′ ≡ δbb′
1
~
∂ξbk
∂kα
, (100)
and Λ(0)(k,K), ρ±(0)(k, r), and F
(2)
σσ′ (r) are given by
eqs. (50a), (C·3a) and (C·7b), respectively. The quan-
tities Λ˜
(α)
K and n˜
(α)
± (r) are defined by
Λ˜
(α)
K ≡
1
Nc
∑
bk
f(ξbk)
[
Λ
′(α)
bb (k,K)
−{O(α)(k),Λ(0)(k,K)}bb
]
, (101a)
n˜
(α)
± (r)≡
1
Nc
∑
bk
f(ξbk)
[
ρ
′±(α)
bb (k, r)
−{O(α)(k), ρ±(0)(k, r)}bb
]
, (101b)
with
Λ′(α)(k,K) ≡ iǫαβγ e
2~c
xβ(k)Λ(0)(k,K)xγ(k) , (102a)
ρ′±(α)(k, r) ≡ iǫαβγ e
2~c
xβ(k)ρ±(0)(k, r)xγ(k) . (102b)
Note Λ′(α)= ∂Λ′(1)/∂Bα and ρ
′±(α)= ∂ρ′ ±(1)/∂Bα with
Λ′(1) and ρ′ ±(1) given by eqs. (A·4a) and (C·4a), respec-
tively.
With these preliminaries, the susceptibility χDFTα′α can
be calculated easily by eq. (94) with the replacement of
the superscript HF→DFT. It may be written as a sum
of three contributions as
χDFTα′α = χ
LP−DFT
α′α + χ
PvV−DFT
α′α + χ
(2)−DFT
α′α . (103)
The first term denotes the Landau-Peierls diamag-
netism corresponding to eq. (87), given explicitly by
χLP−DFTα′α =
1
6
(
e~
2c
)2∑
bk
∂f(ξbk)
∂ξbk
ǫα′β′γ′ǫαβγ
m∗β′β(bk)m
∗
γ′γ(bk)
,
(104a)
with m∗β′β(bk)≡~2/(∇β
′
k ∇βk ξbk).
J. Phys. Soc. Jpn. Full Paper Takafumi Kita and Masao Arai 13
The second term in eq. (103) comes from the last term
in eq. (88), i.e., the second-order perturbation with re-
spect to H(1)+ΣDFT(1). Its intra- and inter-band contri-
butions yield the Pauli and van Vleck paramagnetism,
respectively. It is calculated as
χPvV−DFTα′α = −
∑
b1b′1k1
∑
b2b′2k2
HDFT(α′)b1b′1 (k1)
×[(1− IDFT)−1]b′
1
b1k1,b′2b2k2
f(ξb′
2
k2)−f(ξb2k2)
ξb′
2
k2−ξb2k2
×HDFT(α)b′
2
b2
(k2) , (104b)
where IDFT and HDFT(α) are given by eqs. (97) and
(99), respectively, and [f(ξb′
2
k2)−f(ξb2k2)]/(ξb′2k2−ξb2k2)
should be replaced by ∂f(ξb2k2)/∂ξb2k2 for ξb′2k2 =ξb2k2 .
Thus, the factor (1−IDFT)−1 from vertex corrections is
explicitly included in our formula.
The third term in eq. (103) is due to the first two
terms in eq. (88). It is calculated from eq. (34b), (B·6),
and (C·10b) as
χ
(2)−DFT
α′α = ǫα′β′γ′ǫαβγ
e2
2c2
∑
bk
{
∂f(ξbk)
∂ξbk
[
{xβ′, xβ}bb vγ
′
b v
γ
b
+
1
4~
(xβπγ
′
xβ
′
+xβ
′
πγ
′
xβ)bbv
γ
b +
1
2~
{xβ , σβ′γ′}bbvγb
+
1
4~
(xβ
′
πγxβ+xβπγxβ
′
)bbv
γ′
b +
1
2~
{xβ′ , σβγ}bbvγ
′
b
]
− 1
2m
f(ξbk){xβ
′
, xβ}bb
[
δγ′γ − m
m∗γ′γ(bk)
]}
+
∑
bk
f(ξbk)
[
{O(α)(k),H(α′)(k)}bb
+{O(α′)(k),H(α)(k)}bb
]
+
1
4
∑
bb′k
f(ξbk)(ξb′k−ξbk)(O(α
′)
bb′ O(α)b′b +O(α)bb′ O(α
′)
b′b )
−N
2
c
V
∑
K 6=0
Λ˜
(α′)
K
4πe2
K2
Λ˜
(α)
−K
−2
∑
σ,σ′=±
∫
n˜(α)σ (r)F
(2)
σσ′ (r)n˜
(α′)
σ′ (r) dr . (104c)
Equation (103) with eq. (104) is one of the main re-
sults of the paper. It extends the result of Roth5 to take
both the Coulomb and exchange-correlation effects into
account with appropriate vertex corrections. Indeed, one
can check that χDFT reduces in the non-interacting limit
to the expression obtained by Roth.69 The formula en-
ables us to perform non-empirical calculations of the
magnetic susceptibility in solids based on the density-
functional theory. Table I summarizes the quantities nec-
essary for the calculation of χDFTα′α .
For practical purposes, it may be worth transforming
eq. (100) and m∗β′β(bk) ≡ ~2/(∇β
′
k ∇βk ξbk) in eq. (104a)
into expressions without differentiations with respect to
k. To this end, let us define a transfer integral in terms
of eq. (95) as
t¯bR ≡ 1
Nc
∑
k
eik·R ξbk . (105)
Then vαb (k) can be calculated by either of the two ex-
pressions:
vαb (k) =
1
~
∂ξbk
∂kα
=
−i
~
∑
R
e−ik·R t¯bRRα . (106a)
Also 1/m∗β′β(bk) is obtained by
1
m∗β′β(bk)
=
1
~2
∂2ξbk
∂kβ∂kβ′
= − 1
~2
∑
R
e−ik·R t¯bRRβRβ′ .
(106b)
Together with eq. (20), one may perform a calculation of
χDFTα′α without recourse to numerical differentiations in k
space.
Three comments are in order before closing the section.
First, our susceptibility is defined in terms of the mean
flux density B by Mα′=χα′αBα, which is different from
the conventional definition Mα′ = χ
H
α′αHα of using the
external field H. However, χHα′α is found easily from the
thermodynamic relation H=B−4πM/V . Indeed, χHα′α
in the crystallographic coordinates is given by
χHα′α = δα′α
χαα
1− 4πχαα/V . (107)
However, the difference between χαα and χ
H
αα is negli-
gible for most of the non-magnetic materials. It is also
worth noting that choosingB as an independent variable
is more favorable when extending the theory to supercon-
ductors.70, 71 Secondly, an expression of the spin suscep-
tibility within the density functional theory was already
derived by Vosko and Perdew24 incorporating vertex cor-
rections, which has been a basis of the number of theo-
retical works on the spin susceptibility of metals.25, 26, 29
Compared with it, however, the present formula has a
couple of advantages that (i) the orbital contribution
can be calculated on an equal footing with the spin part
and (ii) vertex corrections are incorporated explicitly in
the formula without any further approximations. Third,
any calculations of the orbital susceptibility based on a
model Hamiltonian, such as the Hubbard model, com-
pletely fail to incorporate the orbital contributions to
χPvVα′α and χ
(2)
α′α. This is because the key quantity x
α(k),
which originates from the change of the basis functions
by the magnetic field, is necessarily set equal to zero in
those calculations. Thus, we need to include the field ef-
fect on the basis functions for any practical calculations
of the orbital magnetism.
5. De Haas-Van Alphen Oscillation
We finally study many-body effects on the dHvA oscil-
lation in metals, limiting our consideration to clean sys-
tems without impurity scatterings. A definite advantage
here over the previous studies38–41 is that the structure
of the thermodynamic potential is known explicitly as
eq. (59).
Following the original work by Luttinger and Ward,63
let us regard eq. (59) as a functional of Σ(εn,k) instead of
G(εn,k). It is also stationary with respect to a variation
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in Σ satisfying Dyson’s equation (58b). We then write Σ
as a sum of the monotonic and oscillatory parts as
Σ = Σ0 +Σosc . (108)
As shown by Luttinger within the Hartree-Fock approx-
imation38 and discussed more generally by Bychkov and
Go’kov,39 the oscillatory part Σosc for the spherical Fermi
surface is smaller than the monotonic part Σ0 by the
order (~ωc/µ)
3/2 (ωc: the cyclotron frequency). We as-
sume that the statement holds up to the infinite order,
as expected for three-dimentional Fermi surfaces. Let us
expand Ω(Σ) at Σ=Σ0 as
Ω(Σ) = Ω(Σ0) +
1
2
∑
b1b′1b2b
′
2
∑
k1k2
δ2Ω
δΣb1b′1(k1)δΣb2b′2(k2)
∣∣∣∣∣∣
0
×Σoscb1b′1(k1)Σ
osc
b2b′2
(k2) + · · · , (109)
where the term linear in Σosc vanishes due to Dyson’s
equation (58b) for Σ = Σ0 and G = G0. The second
term on the right-hand side of eq. (109) is of the order
(~ωc/µ)
3. On the other hand, the first term also has an
oscillatory contribution originating from the operator κ
in the logarithm of eq. (59); it is of the order (~ωc/µ)
5/2
relative to the nomotonic part of Ω, as seen from the re-
sult of non-interacting systems.37 It hence follows that
we may neglect the second contribution in eq. (109).
The term relevant to the dHvA oscillation in Ω(Σ0) is
given by
Ωosc = −T
∑
n
TrTrk ln
[H(κ,B)+Σ0(εn,κ,B)−iεn1]
×eiεn0+
= −TrTrk
∫ ∞
−∞
f(ε)
{
ln
[H(κ,B)+Σ0A(ε,κ,B)−ε1]
− ln[H(κ,B)+Σ0A∗(ε,κ,B)−ε1]} dε
2πi
, (110)
where Σ0A(ε,κ,B) ≡ Σ0(εn →−iε− 0+,κ,B), and we
have used eq. (85) to transform the summation over n
into an integration on the real energy axis. Since the
oscillation is due to the states near the Fermi level, we
only need to consider the region ε ∼ 0 in the integral
where ImΣ0A(ε) is infinitesimal positive definite and may
be approximated by 0+1. The double trace in eq. (110)
is thereby simplified into
Ωosc = −
∑
b
Trk
∫ ∞
−∞
f(ε)
{
ln
[
hb(ε,κ,B)−µ−ε+ i0+
]
− ln[hb(ε,κ,B)−µ−ε− i0+]} dε
2πi
, (111)
where hb(ε,k,B) denotes a characteristic value of the
Hermitian matrix H(k,B)+ReΣ0A(ε,k,B)+µ1.
Next, we diagonalize hb(ε,κ,B) by solving the eigen-
value problem:
hb(ε,κ,B)ϕλ(ε,k,B) = gλ(ε,B)ϕλ(ε,k,B) , (112a)
where ϕλ is an eigenfunction and gλ is its eigenvalue.
The subscript λ is composed of the band-spin index b,
the Landau level N together with an additional quan-
tum number distinguishing its degeneracy, and the wave
vector kz parallel to the magnetic field B ‖ z. We then
define the energy Eλ=Eλ(B) as the solution of the equa-
tion:
Eλ = gλ(Eλ−µ,B) . (112b)
Note that the quantity 1− ∂gλ∂ε
∣∣∣
ε=0
for the state Eλ=µ
is inverse of the discontinuity in the single-particle occu-
pation at the Fermi level so that it is positive.72 It hence
follows that ε − gλ(ε) + µ is a monotonically increasing
function for ε∼0 and Eλ∼µ. Equation (111) is thereby
transformed into
Ωosc = −
∑
λ
∫ ∞
−∞
f(ε) θ(ε+ µ− gλ(ε)) dε ,
= −T
∑
λ
ln
[
1 + e−(Eλ−µ)/T
]
, (113)
where θ is the step function. Equation (113) includes the
main oscillatory part of the thermodynamic potential.
Since Eλ ∼ µ for the oscillatory part of eq. (113), Eλ
may be calculated accurately by a two-step semiclassical
quantization scheme as follows. We first determine the
energy Ebk=Ebk(B) by solving
Ebk = hb(Ebk−µ,k,B) . (114)
We then adopt the Onsager-Lifshitz-Kosevich proce-
dure:36, 37
S(Eλ) = 2π(N+γ)
|e|B
c
, (115)
with N an integer, γ a constant of the order 1, and S(Eλ)
denoting the area in k′ space perpendicular to B spec-
ified by Ebk′ ≤Eλ and k′z = kz . Let us substitute those
quantized energy levels into eq. (113) and follow the pro-
cedure of Lifshitz and Kosevich.37 We thereby obtain a
theory of the dHvA oscillation where the Fermi surface
by Ebk(B) replaces the non-interacting Fermi surface of
Lifshitz and Kosevich.37
There may be an alternative way to calculate Eλ semi-
classically. We first determine the eigenvalue gλ(ε,B) in
eq. (112a) as a function of ε by
S(ε, gλ) = 2π(N+γ)
|e|B
c
, (116)
where S(ε, gλ) denotes the area in k
′ space perpendicular
to B ‖z specified by hb(ε,k′,B)≤gλ(ε,B) and k′z=kz.
We then obtain the quasiparticle energy Eλ by solving
eq. (112b). Since the characteristic energy of κ is ~ωc,
however, the Fermi-surface structures determined by this
latter procedure will not differ substantially from those
of the first one. It hence follows that we may adopt the
first procedure which is certainly more convenient.
Three comments are in order before closing the sec-
tion. First, the operator κ appears naturally in the ar-
gument of Σ0 as well as in H of eq. (110). This fact
shows unambiguously the necessity of considering the
self-energy to make up the quantized energy levels. Equa-
tion (110) thus removes the confusion on the many-body
effects of the dHvA oscillation mentioned in Introduc-
tion; it supports Luttinger’s original argument, refuting
the quantization procedure without the self-energy.40, 41
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Second, the present theory can also treat changes of the
energy band structure with B by incorporating the ex-
plicit B dependences in H and Σ. Indeed, H(k,B) can
be calculated by eq. (34), and Σ(εn,k,B) may be ob-
tained by the procedure of §3.2 with dropping the os-
cillatory contribution of G(εn,k,B). This effect was ne-
glected by Luttinger38 but can have a substantial im-
portance, particularly when approaching the magnetic
breakdown.73 It should be noted that this magnetic
breakdown is beyond the description of the semiclassical
quantization procedure and we have to solve eq. (112)
exactly by taking the relevant multiple bands into ac-
count. Third, we have used in eq. (111) a characteris-
tic value hb(ε,k,B) and replaced k by the operator κ.
This procedure is well defined for a simple band where
hb(ε,k,B) is analytic in k.
9 For a complex band with
band crossings, however, hb(ε,k,B) may not be analytic
in k so that the use of hb(ε,κ,B) may fail to describe
some important effects such as band mixings due to κ.
In this situation, one may be required to use a repre-
sentation where H(k,B)+ReΣ0A(ε,k,B)+µ1 is ana-
lytic in k and directly solve the eigenvalue problem for
H(κ,B)+ReΣ0A(ε,κ,B)+µ1.
6. Summary
We have constructed a many-body perturbation the-
ory for Bloch electrons in a magnetic field on the
basis of the energy band structure in zero field. We
have thereby clarified the structures of the thermody-
namic potential and the self-energy in a finite magnetic
field, and provided a microscopic foundation for the re-
placement procedure on the self-energy: Σ(0)(εn,k) →
Σ
(
εn,−i∇− e~cA
)
. This perturbation theory is then ap-
plied to obtain explicit expressions of the magnetic sus-
ceptibility χ at various approximation levels on the in-
teraction. The result for the density functional theory is
given by eq. (103) together with eq. (104) and Table I. It
incorporates vertex corrections as well as interband tran-
sitions and core polarizations. The expression enables us
non-empirical calculations of χ. Thus, it will be useful
to improve our quantitative understanding of the mag-
netic susceptibility in solids. Finally, we have presented
a many-body theory on the dHvA oscillation in metals
to show unambiguously that the Fermi surface structure
with interaction effects in zero field are indeed relevant
to the phenomenon.
The present formulation may be extended easily to
a non-uniform magnetic field. Hence an application to
superconductors will be fairly straightforward. It is also
desired to make up a many-body theory on the transport
phenomena of Bloch electrons in a magnetic field.
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Appendix A: Derivation of eq. (48)
We here transform eq. (46) into eq. (48). To start with,
let us consider eq. (47) and rewrite ~w′†ν3 (r)~w
′
ν′
3
(r) in the
integral with the procedure of eqs. (13) and (16) as
~w′†ν3(r)~w
′
ν′
3
(r) =
e
iIR3R′3
Nc
∑
k3k
′
3
e−ik3·(r−R3)+ik
′
3·(r−R
′
3)
×eihαβ∇
α
k3
∇
β
k′
3 ~u†b3k3(r)~ub′3k′3(r) .
The quantity ~w′†ν4(r
′)~w′ν′
4
(r′) may be expressed similarly.
Equation (47) is thereby transformed into
U ′ν3ν4;ν′3ν′4
=
e
iIR3R′3
+iIR4R′4
N2c V
∑
k3k4k
′
3
k′
4
eik3·R3−ik
′
3·R
′
3+ik4·R4−ik
′
4·R
′
4
×
∑
q
Uq Λ¯′b3b′3(k3,k
′
3, q)Λ¯
′
b4b′4
(k4,k
′
4,−q) , (A·1)
where Λ¯′bb′(k,k
′, q) is defined by
Λ¯′bb′(k,k
′, q) ≡
∫
ei(−k+k
′+q)·r eihαβ∇
α
k∇
β
k′ ~u†bk(r)
×~ub′k′(r) dr .
Note Λ¯′bb′(k,k
′, q)∝δ−k+k′+q,K withK a reciprocal lat-
tice vector. It hence follows that k in Λ¯′bb′(k,k
′, q) can
be written alternatively as k=k′+q with k′+q denoting
the wave vector in the first Brillouin zone corresponding
to k′+q in the extended zone scheme. Using this notation
and noting ei(k
′+q)·R=ei(k
′+q)·R, eq. (A·1) is simplified
into
U ′ν3ν4;ν′3ν′4 =
e
iIR3R′3
+iIR4R′4
N2c V
∑
kk′
eik·(R3−R
′
3)+ik
′·(R4−R
′
4)
×
∑
q
eiq·(R3−R4) Uq Λ′b3b′3(k, q,B)
×Λ′b4b′4(k
′,−q,B) , (A·2)
where Λ′bb′(k, q,B) is defined by
Λ′bb′(k, q,B)
≡
∫
eiKk+q·r eihαβ∇
α
k′
∇
β
k ~u†bk′(r)~ub′k(r)
∣∣
k′=k+q
dr
=
∫
eihαβ∇
α
k′
∇
β
k ~u†bk′(r) e
iKk+q·r ~ub′k(r)
∣∣
k′=k+q
dr ,
(A·3a)
with Kk+q≡k+q−k+q. The third line follows from the
fact that the discrete reciprocal vectorKk+q is indepen-
dent of the infinitesimal changes in k or k+q. The wave
vector k in Λ′(k, q,B) belongs to the incoming electron,
q is an additional wave vector from the interaction, and
k+q specifies the outgoing electron.
Equation (A·3a) can be expanded in powers of B as
Λ′bb′(k, q,B)= Λ
(0)
bb′(k, q) +
∞∑
j=1
Λ
′(j)
bb′ (k, q,B) , (A·3b)
with Λ
(0)
bb′ given by eq. (50a). The quantities Λ
′(j)
bb′ can be
calculated with the same procedure as that for obtaining
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eqs. (31a) and (31b). To start with, let us rewrite
eiKk+q·r |~ub′k〉 =
∑
b′′
|~ub′′k+q〉Λ(0)b′′b′(k, q) ,
or equivalently,
〈~ubk+q| eiKk+q·r =
∑
b′′
Λ
(0)
bb′′(k, q)〈~ub′′k| ,
where use has been made of the completeness 1 =∑
b′′ |~ub′′k+q〉〈~ub′′k+q| =
∑
b′′ |~ub′′k〉〈~ub′′k| over the unit
cell. We then substitute the above identities into eq.
(A·3a), expand it in powers of B to obtain Λ(j)(k, q),
and average the resulting two different expressions. We
thereby obtain the first-order term as
Λ′(1)(k, q) =
1
2
{
O(1)(k+q)Λ(0)(k, q) + Λ(0)(k, q)O(1)(k)
−hαβ xα(k+q)∇βkΛ(0)(k, q)
−hαβ
[
∇βkΛ(0)(k, q)
]
xα(k)
}
. (A·4a)
Note that the arguments of O(1) and xα are k (k+q)
when they appear to the right (left) of Λ(0)(k, q). Keep-
ing this rule in mind and dropping the arguments of
O(1) and xα, we can write eq. (A·4a) exactly as the O(1)
and ~v˜β contributions of eq. (31a). This rule also applies
to higher-order terms. The second-order term is trans-
formed in the same way into
Λ′(2)(k, q)
=
1
2
O(2)(k+q)Λ(0)(k, q) + 1
2
Λ(0)(k, q)O(2)(k)
+
1
2
hαβhα′β′∇βk
[{
xα(k+q), xα
′
(k+q)
}∇β′k Λ(0)(k, q)
+
[∇β′k Λ(0)(k, q)]{xα(k), xα′(k)}
]
−1
4
hαβhα′β′
[{
xα(k+q), xα
′
(k+q)
}∇βk∇β′k Λ(0)(k, q)
+
[∇βk∇β′k Λ(0)(k, q)]{xα(k), xα′(k)}
]
+
i
4
hαβhα′β′∇βk∇β
′
k
[
xα
′
(k+q)∇αkΛ(0)(k, q)
−∇αkΛ(0)(k, q)xα
′
(k)
]
. (A·4b)
Let us substitute eqs. (21) and (A·2) into eq. (46)
and carry out the procedure of eq. (22) repeatedly. We
thereby obtain eq. (48).
Appendix B: ΦHF(j) and ΣHF(1)
In this Appendix we derive explicit expressions for
ΦHF(j) (j = 1, 2) and ΣHF(1). First of all, the Hartree
contribution to ΦHF(1) is calculated from eq. (66) as
ΦH(1) =
1
V
∑
kk′
∑
K
UKTr[n(k) Λ(1)(k,K)]
×Tr[n(k′) Λ(0)(k′,−K)]
= −hαβ
∑
k
Trn(k)
{
xα(k),∇βkΣH(0)(k)
}
, (B·1)
where we have used eq. (50b) to obtain the second ex-
pression with ΣH(0)(k) given by
ΣH(0)(k) =
1
V
∑
k′K
UKΛ(0)(k,K)Tr[n(k′) Λ(0)(k′,−K)] .
(B·2)
On the other hand, the Fock contribution has extra terms
from the operator ⊗ as
ΦF(1)
= − 1
V
∑
kq
UqTrn(k)
{
Λ(1)(k+q,−q)n(k+q)Λ(0)(k, q)
+
1
2
ihαβ[∇αk Λ(0)(k+q,−q)]∇βk [n(k+q)Λ(0)(k, q)]
+
1
2
ihαβΛ
(0)(k+q,−q)[∇αk n(k+q)]∇βkΛ(0)(k, q)
}
= −hαβ
∑
k
Tr
[
n(k)
{
xα(k),∇βkΣF(0)(k)
}
+[∇αk n(k)]
{
xβ(k),ΣF(0)(k)
}
+ixα(k)n(k)xβ(k)ΣF(0)(k)
]
. (B·3)
The last expression has been obtained through a calcu-
lation of using the symmetry hαβ = −hβα and partial
integrations with
ΣF(0)(k) = − 1
V
∑
q
UqΛ(0)(k+q,−q)n(k+q)Λ(0)(k, q) .
(B·4)
The terms with ∇βkΣH(0)(k) and ∇βkΣF(0)(k) in eqs.
(B·1) and (B·3) have the effect of renormalizing the non-
interacting velocity v˜ in eq. (34a) into v ≡∇k[H(k) +
ΣHF(k)]/~. However, there also appears extra contribu-
tions in ΦF(1) which are not directly connected with the
renormalization effect.
The corresponding self-energy is obtained easily by
ΣHF(1)(k) = δΦHF(1)/δn(k). The Hartree part is calcu-
lated from eq. (B·1) as
ΣH(1)(k) = −hαβ
{
xα(k),∇βkΣH(0)(k)
}
+
1
V
∑
K
UKΛ(0)(k,K)
∑
k′
Trn(k′)Λ(1)(k′,−K) .
(B·5)
Thus, the Hartree self-energy already has a term which
can not be expressed in terms of ∇γkΣH(0)(k). The Fock
self-energy may be obtained similarly from eq. (B·3). It
also has extra terms besides the one with ∇γkΣF(0)(k).
The second-order functional ΦHF(2) may be calculated
similarly. The Hartree part is obtained from eqs. (50)
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and (66) as
ΦH(2)
=
∑
k
Trn(k)
[
hαβhα′β′
(
∇βk
{{xα, xα′},∇β′k ΣH(0)}
−1
2
{{xα, xα′},∇βk∇β′k ΣH(0)}
+
i
4
∇βk∇β
′
k
[
xα
′
,∇αk ΣH(0)
])
+hαβ
{O(1),{xα,∇βkΣH(0)}}
+
1
8
[O(1), [O(1),ΣH(0) ]]
+
i
2
hαβ∇βk
[O(1),∇αk ΣH(0) ]
]
+
1
2V
∑
Kkk′
UKTrn(k)Λ(1)(k,K)Trn(k′)Λ(1)(k′,−K) .
(B·6)
The terms with ΣH(0)(k) in the above expression have the
effect of renormalizing the non-interacting energy H(0)
and the velocity ~v˜. Indeed, we can find the correspon-
dents to them in eq. (34b). On the other hand, the last
term cannot be expressed as the renormalization effect.
The Fock part may be calculated similarly.
Appendix C: ΦDFT(j) and ΣDFT(1)
We here derive expressions of ΦDFT(j) for j=1, 2 and
ΣDFT(1). Among the two contributions in eq. (73), the
Hartree part has already been treated in Appendix B.
The quantities ΦH(1) and ΦH(2) are given by eqs. (B·1)
and (B·6), respectively, and ΣH(1) is obtained as eq. (B·5)
with UK=4πe2/K2 (K 6=0).
As for the exchange-correlation part, we here consider
the cases where Exc is given by
50
Exc[nσ(r),∇nσ(r),△nσ(r)] . (C·1a)
Let us express nσ(r) as eq. (69) and regard Exc as a
functional of n(k) instead of nσ(r). We then expand
Exc with respect to the explicit B dependences through
ρ±(k, r,B) as
Exc = E
(0)
xc +
∞∑
j=1
E(j)xc . (C·1b)
To obtain the expressions of E
(j)
xc , we expand ρ±(k, r,B)
of eq. (70) in powers of B as
ρ±(k, r,B) = ρ±(0)(k, r) +
∞∑
j=1
ρ±(j)(k, r,B) . (C·2)
The expansion coefficients are found easily as
ρ
±(0)
bb′ (k, r) ≡ ~u†bk(r)
Nc
2
(1± τ3) ~ub′k(r) , (C·3a)
ρ±(1) = ρ′ ±(1) + 2
{S(1), ρ±(0)} , (C·3b)
ρ±(2) = ρ′ ±(2) + 2
{S(2), ρ±(0)}+ 2{S(1), ρ′ ±(1)}
+S(1)ρ′ ±(0) S(1)− ihαβ
[∇βkS(1),∇αkρ±(0)], (C·3c)
with ρ′ ±(j) obtained from eq. (71) as
ρ
′ ±(1)
bb′ (k, r,B) ≡ ihαβ [∇αk~u†bk(r)]
Nc
2
(1± τ3)∇βk~ub′k(r) ,
(C·4a)
ρ
′ ±(2)
bb′ (k, r,B) ≡ −
1
2
hαβhα′β′ [∇αk∇α
′
k ~u
†
bk(r)]
Nc
2
(1 ± τ3)
×∇βk∇β
′
k ~ub′k(r) . (C·4b)
It follows from eq. (C·1) with eqs. (69) and (C·2) that
E
(j)
xc for j=1, 2 are given by
E(j)xc =
∫
dr
[ ∑
σ=±
F (1)σ (r)n
(j)
σ (r,B)
+δj2
∑
σσ′
n(1)σ (r,B)F
(2)
σσ′ (r)n
(1)
σ′ (r,B)
]
, (C·5)
where n
(j)
σ (r,B), F
(1)
σ (r), and F
(2)
σσ′ (r) are defined by
n(j)σ (r,B) ≡
1
Nc
∑
k
Trn(k) ρσ(j)(k, r,B) , (C·6)
F (1)σ (r) ≡
4∑
ν=0
(−1)pνDν δExc
δ[Dνnσ(r)]
, (C·7a)
F
(2)
σσ′ (r)≡
∑
νν′
(−1)pν+pν′DνDν′ δ
2Exc
δ[Dνnσ(r)]δ[Dν′nσ′(r)]
,
(C·7b)
with (Dν , pν)=(1, 1), (∇x,−1), (∇y,−1), (∇z,−1), and
(△, 1) for ν=0, · · · , 4, respectively.
Noting F
(1)
σ (r +R)=F
(1)
σ (r), we can further simplify
the first term in the square bracket of eq. (C·5) by using
the completeness of {~ub′′k(r)} over the unit cell. To be
more specific, we expand
∑
σ F
(1)
σ (r)
Nc
2 (1+στ3)~ub′k(r)
in
∑
σ F
(1)
σ (r)ρσ(j)(k, r,B) as∑
σ
F (1)σ (r)
Nc
2
(1+στ3)~ub′k(r) =
∑
b′′
~ub′′k(r)Σ
xc(0)
b′′b′ (k) ,
(C·8)
where
Σ
xc(0)
bb′ (k) ≡
δE
(0)
xc
δnb′b(k)
=
1
Nc
∑
σ
∫
F (1)σ (r)ρ
σ(0)
bb′ (k, r) dr
(C·9)
denotes the exchange-correlation self-energy in zero field.
With the same procedure as that of deriving eqs. (31a)
and (34a), eq. (C·5) for j=1 is then transformed into
E(1)xc = −hαβ
∑
k
Trn(k)
{
xα(k),∇βkΣxc(0)(k)
}
.
(C·10a)
Equations (B·1) and (C·10a) have the effect of turning v˜
in eq. (34a) into the renormalized velocity v.
The second-order term E
(2)
xc can be transformed simi-
larly with the procedure of deriving eqs. (31b) and (34b).
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We thereby obtain an expression of E
(2)
xc as
E(2)xc =
∑
k
Trn(k)
[
hαβhα′β′
(
∇βk
{{xα, xα′},∇β′k Σxc(0)}
−1
2
{{xα, xα′},∇βk∇β′k Σxc(0)}
+
i
4
∇βk∇β
′
k
[
xα
′
,∇αk Σxc(0)
])
+hαβ
{O(1),{xα,∇βkΣxc(0)}}
+
1
8
[O(1), [O(1),Σxc(0) ]]
+
i
2
hαβ∇βk
[O(1),∇αk Σxc(0) ]
]
+
∑
σσ′
∫
n(1)σ (r,B)F
(2)
σσ′ (r)n
(1)
σ′ (r,B) dr , (C·10b)
which is analogous with eq. (B·6). The terms with
Σxc(0)(k) in the above expression have the effect of renor-
malizing the non-interacting energyH(0) and velocity ~v˜.
Indeed, we can find the correspondents in eq. (34b). On
the other hand, the last term cannot be expressed as the
renormalization effect.
The first-order self-energy is obtained from Σ
xc(1)
bb′ (k)=
δE
(1)
xc /δnb′b(k) as
Σxc(1)(k) = −hαβ
{
xα(k),∇βkΣxc(0)(k)
}
+
1
Nc
∑
σσ′
∫
ρσ(0)(k, r)F
(2)
σσ′ (r)n
(1)
σ′ (r,B) dr . (C·11)
Thus, Σxc(1)(k) also has a term which can not be ex-
pressed in terms of ∇γkΣxc(0)(k).
Appendix D: Derivation of eq. (76)
We here derive eq. (76) valid for B→0 by expanding
the logarithmic term in eq. (59) with respect to the B
dependence in κ up to the second order. Our method is a
slight modification of the one developed by Sondheimer
and Wilson74 and refined by Roth.5 It enables us to treat
the correlation effects exactly, as seen below.
Let us define the matrix H(εn,k) by
H(εn,k) ≡ H(k) + Σ(εn,k)− iεn1 . (D·1)
It is connected with the Green’s function as H =−G−1
and appears in the logarithm of eq. (59) as H(εn,κ). Let
us denote the eigenvalues of H(εn,k) and H(εn,κ) as
Eℓ and Eλ, respectively. Specifically, ℓ is given by ℓ=bk,
and λ is composed of the band-spin index b, the Landau
level N accompanied by an additional quantum number
distinguishing its degenerate states, and the wave vector
kz perpendicular to the magnetic field. Both Eℓ≡Eℓ(εn)
and Eλ≡Eλ(εn) are complex in general and can be writ-
ten as
Eλ(εn) = E
′
λ(εn)− iE′′λ(εn) , (D·2)
for example, where E′λ and E
′′
λ are some real numbers.
We will proceed by assuming that E′′λ has the same sign
as εn, i.e., E
′′
λ(εn) = |E′′λ(εn)|sgn(εn), which is expected
from the analytic properties of Green’s function.
Let us concentrate on the case εn > 0 where E
′′
λ > 0.
Then the trace of the logarithmic term in eq. (59) is
transformed as
S ≡ TrTrk ln[H(εn,κ)] =
∑
λ
lnEλ
= −
∑
λ
∫ ∞
0
e−iEλt − e−i1−t
t
dt
= −TrTrk
∫ ∞
0
e−iH(εn,κ)t − e−i1−t
t
dt , (D·3)
with 1− ≡ 1− i0+. The final expression enables us to
expand e−iH(κ)t in powers of B in κ. To this end, we
adopt the procedure of the perturbation expansion in
the field theory and define U(k, t) through
e−iH(κ)t ≡ e−iH(k)t U(k, t) . (D·4)
It can be written explicitly as
U(k, t) = T exp
[
−i
∫ t
0
H ′(k, t′) dt′
]
, (D·5)
where T is the time-ordering operator and H ′(k, t) ≡
eiH(k)tH ′(k)e−iH(k)t with
H ′(k) ≡
∑
k′
δk′k
(
eihαβ∇
α
k′
∇
β
k − 1
)
H(k′)
= ihαβ(∇αkH)∇βk −
1
2
hαβhα′β′(∇αk∇α
′
k H)∇βk∇β
′
k + · · ·
= H ′(1)(k) +H ′(2)(k) + · · · . (D·6)
We perform the expansion of eq. (D·5) up to the sec-
ond order in B. As noted by Roth,5 the term H ′(1) of
eq. (D·6) does not contribute since it necessarily yields
hαβ(∇αkH)(∇βkH)=0. Thus, the B dependence through
κ yields no terms first-order in B. It hence follows that
this dependence of the first category can be treated in-
dependently from the others in obtaining the expression
for the zero-field susceptibility. Thus, the expansion of
U(k, t) up to the second order is given by
U(k, t) = 1− i
∫ t
0
eiH(k)t
′
H ′(2)(k)e−iH(k)t
′
dt′
= 1− 1
2
hαβhα′β′(∇αk∇α
′
k H)
[
(−it)2
2
(∇βk∇β
′
k H)
+
(−it)3
3
(∇βkH)(∇β
′
k H)
]
. (D·7)
Let us substitute eqs. (D·4) and (D·7) into eq. (D·3). We
then carry out a similarity transformation in the trace
to express S in terms of Eℓ. We also use the identity
(p=0, 1, 2, · · · ):
−
∫ ∞
0
(−it)pe−iEℓt − e−i1−t
t
dt =
∂p
∂Epℓ
lnEℓ
= δp0 lnEℓ − (1 − δp0)(p−1)!Gpℓ , (D·8)
where Gℓ ≡ −E−1ℓ is Green’s function. We finally
perform an integration by parts to the contribution
from the second term in the square bracket of eq.
(D·7) as ∑k(∇βkEℓ)(∇β′k Eℓ)2G3ℓ = ∑k(∇βkEℓ)∇β′k G2ℓ =
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−∑k(∇βk∇β′k Eℓ)G2ℓ . We thereby obtain a simple expres-
sion for eq. (D·3) as
S =
∑
ℓ
[
lnEℓ +
1
12
hαβhα′β′(∇αk∇α
′
k Eℓ)(∇βk∇β
′
k Eℓ)G
2
ℓ
]
.
(D·9)
The case εn < 0 can be treated similarly. Indeed, we
only need to change the range of integration in eq. (D·3)
into (−∞, 0), replace 1− by 1+, and remove the minus
signs in front of the integrals. We thereby arrive at the
same expression as eq. (D·9). Differentiating the second
contribution of eq. (D·9) twice with respect to B and
going back to the original k representation, we arrive at
eq. (76).
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