Critical fluctuations and coupling of stochastic neural mass models by Aburn, Matthew J.
Critical Fluctuations and Coupling of
Stochastic Neural Mass Models
Matthew J. Aburn
BSc, BA, MInfTech
A thesis submitted for the degree of Doctor of Philosophy at
The University of Queensland in 2016
School of Mathematics and Physics
iAbstract
Neuroimaging and implanted medical devices give a view onto large scale oscillations in the brain
that rapidly change in both power and synchrony at different frequencies. These measured time series
reveal a projection to just one dimension for each location, amoving shadow of the complex underlying
activity. For this reason mathematical models of the activity are essential to make full use of the time
series. The flexible onset and cessation of oscillations may have an important role in allowing the
brain rapidly to rearrange its effective network structure. The onset of pathological oscillations is
also central to neurological disorders such as epilepsy and Parkinson’s disease. It is in the regime
close to linear instability that transitions to and from oscillation can readily occur, by mechanisms of
bifurcation and multistability. Empirical evidence of critical fluctuations and critical slowing down
in neural dynamics also suggest proximity to linear instability.
This thesis develops novel methods to analyze stochastic dynamical models near the point of transition
where oscillations start and stop, allowing to relate transitions in the models to changes in time series
statistics that are accessible in clinical and experimental recordings.
Taking as an example a widely used biophysical model of collective neural dynamics (the Jansen-Rit
model) we show that near the point of oscillation onset at a supercritical Hopf bifurcation there can
be a dramatic increase in autocorrelation length as well as power law scaling over four orders of
magnitude in fluctuation size and duration, but that these time series indicators will depend sensitively
on the direction in state space of input fluctuations and hence on which neuronal subpopulation is
stochastically perturbed.
In general near a supercritical Hopf bifurcation non-circular oscillations emerge on an arbitrarily
curved two-dimensional surface embedded within theN -dimensional state space. This makes it diffi-
cult to determine exactly how noise will affect oscillation phase and amplitude. By applying Poincaré
normal form transformations to find a parameter-dependent coordinate system in which the unper-
turbed oscillations are simple circles in a flat plane, then using Stratonovich stochastic calculus to
transform noise perturbations to the same coordinate system, this makes explicit the effect of noise on
phase and amplitude. We give a criterion for this reducedmodel to be a good approximation, balancing
noise intensity and center manifold stability.
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Optionally averaging the diffusion process in Fokker-Planck form gives a still simpler weak approx-
imation of the oscillations in a symmetrical standard form that retains the leading order stochastic
effects on phase and amplitude dynamics. We demonstrate by large scale numerical simulation of the
stochastic differential equations that the oscillation time series statistics of interest are preserved by
transformation to this symmetrical weak approximation.
Close to instability, dynamic synchrony of networked oscillations can depend on both phase and ampli-
tude changes of constituent oscillators. In computational neuroscience studies of network synchrony
near instability, coupled systems ofHopf bifurcation normal forms andGeneralizedHopf normal forms
have been used successfully as minimal models with local oscillation onset occurring via bifurcation
and bistability respectively. Such abstract models are often parameterized somewhat arbitrarily, as
the individual flow in the state space is qualitatively the same for a range of parameters. But this
assumption breaks down when the systems are not isolated.
In this deterministic setting we demonstrate a second application of normal form transformations to
constrain the parameters and coupling of a normal form network model based on a more detailed
biophysical model. We show that using the Poincaré normal form allows the simple model to match
the collective synchronization behavior of the more detailed biophysical model, whereas using the
topological normal form with symmetrical diffusive coupling does not.
Ultimately the methods developed in this thesis allow to predict from a given biophysical model how
time series statistics of oscillations will change as biological parameters are changed in experiment.
This can assist in testing models empirically, to arrive at better models. After suitable models are
evolved this will then allow diagnostic inference of brain state that cannot be observed directly, using
clinical neuroimaging time series.
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Mathematical notation
Scalar and vector quantities
Scalars are in italic type: x, f(x). Vectors and vector valued functions are in bold: x, f(x).
Vectors in Rn are written with square brackets,
x =

1.5
2
3.83
 , or written as the transpose of a row vector: (1.5, 2, 3.83)T.
Differential operators
A dot denotes differentiation with respect to time: x˙ = dx
dt
.
Df denotes the Jacobian matrix differential of a function f : Rn → Rm,
so A = Df(x) is a matrix with entries Aij =
∂fi
∂xj
for i = 1 · · ·m, j = 1 · · ·n.
For a function of two vectors, h : Rn × Rn → Rm,
∂
∂w
h(v,w) denotes partial differentiation with respect to one vector argument,
that is, it gives a matrix B with elements Bij = ∂∂wj hi(v,w) for i = 1 · · ·m, j = 1 · · ·n.
The partial differential equation
∂
∂t
p(x, t) = − ∂
∂x
(f(x, t)p(x, t)) +
1
2
∂2
∂x2
(g(x, t)2p(x, t)),
will be written using an algebra of differential operators:
∂t p(x, t) =
[
−∂xf(x, t) + 1
2
∂2xg(x, t)
2
]
p(x, t),
where multiplication takes precedence over differentiation.
Stochastic differential equations (SDE)
Ito equations are written: dx = f(x, t) dt+ g(x, t) dW .
Stratonovich equations are written with a circle: dx = f(x, t) dt+ g(x, t) ◦ dW .
For a d-dimensional multivariate SDE dx = f(x, t) dt+G(x, t)dW, G is a d× p matrix of coeffi-
cients for p independent Wiener processes informally denoted dW = (dW1, dW2, · · · , dWp).
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Chapter 1
Introduction
Changes in neural systems near the onset of oscillations are the focus of this work, because of the
importance of these transitions to brain function. In this introduction we first review the biophysi-
cal basis for oscillations in the complex fluctuating system of the brain, then introduce some of the
mathematical tools used to distill these in minimal models and to understand them.
1.1 The dynamic brain
To survive, the human brain requires flexibility to change, both to maintain internal representations
of the outside world, and to respond quickly to changes in input, ultimately including rapid changes
of action by transitions in the motor control system. But the brain must also persist. Therefore the
dynamical mechanisms of brain function are neither strongly stable nor unstable but remain in the
regime close to instability where transitions occur easily. It has been speculated that this necessary
balance in the brain is realized by mechanisms of self-organized criticality (Linkenkaer-Hansen et al.,
2001; Chialvo, 2010; Rubinov et al., 2011; Shew and Plenz, 2013) though this remains to be settled
(Bedard et al., 2006; Touboul and Destexhe, 2010).
These transitions in macroscopic state can potentially occur in several ways:
• High-dimensional systems can undergo discontinuous or continuous phase transitions in which
the qualitative change is across multiple space and time scales (Binney, 1992).
1
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• By contrast a bifurcation is a transition in the low-dimensional dynamics of macroscopic vari-
ables between qualitatively different behaviors as a parameter is changed continuously. Bifur-
cation theory begins with the repertoire of transitions for autonomous systems without noise
(Guckenheimer and Holmes, 1985; Kuznetsov, 2010).
• The phenomenon of intermittency shows that even in this autonomous, noise-free setting sponta-
neous transitions between behaviors can occur without a parameter being changed, for example
in a chaotic system with near-periodic orbits (Pomeau and Manneville, 1980; Goodfellow and
Glendinning, 2013).
• Often a system will simultaneously have more than one macroscopic stable state or attractor.
This bistability or multistability means that as soon as fluctuations are added to the picture, the
system may switch between these attractors, and will switch more frequently as the stability of
an attractor is weakened.
In any high dimensional dissipative system, fluctuations occur. These are represented in macroscopic
models by noise processes. In such stochastic dynamical systems, near the point of bifurcation phe-
nomena arise such as critical slowing down and critical fluctuations that resemble those near high-
dimensional phase transitions (Scheffer et al., 2009; Kelso, 2010; Kuehn, 2011). Haken made this
analogy concrete by connecting bifurcations of stochastic macroscopic dynamics with phase transi-
tions in systems far from thermodynamic equilibrium, in terms of Ginzburg-Landau theory (Graham
and Haken, 1970; Haken, 1978).
Oscillations are thought to play a key role in the brain’s flexible macroscopic transitions. At mi-
croscopic scales, individual neurons fire stochastically with discrete spike trains. But at mesoscopic
(10−4m to 10−3m) and macroscopic (> 10−3m) scales dynamically changing oscillations at frequen-
cies from 0.1Hz to 200Hz are evident in the collective electrophysiological activity (Buzsáki, 2006).
Clear transitions in synchrony are observed between oscillations in widely separated brain regions
(Engel et al., 2001; Boonstra et al., 2009b) as well as cross-frequency coupling (Jirsa and Müller,
2013). Since phase synchronization can gate communication between regions (Womelsdorf et al.,
2007; Bastos et al., 2015), dynamic changes in oscillation power and synchrony locally and between
brain regions allow a rapid dynamic rearrangement of the effective network structure of the brain, even
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as the structural network of neuron-to-neuron connections stays fixed.1
The flip side of this physiological role of flexible transitions of oscillation is that in neurological
disorders including epilepsy and Parkinson’s disease the onset of pathological oscillations can be a
defining part of the disease. For example transitions to pathological oscillations are characteristic of
epileptic seizure (Wendling et al., 2016) and changes in synchrony may facilitate ictal propagation
between cortical regions as one aspect of the epileptogenic process (Mormann et al., 2005; Schmidt
et al., 2016).
These are the reasons why this thesis engages oscillations in mathematical models of neural systems,
and why there is a particular focus on the regime close to linear instability where bifurcations allow
the onset and cessation of oscillations.
In the rest of this chapter we introduce in greater depth neural oscillations, noise and bifurcations and
how computational neuroscience elucidates these aspects of neural dynamics.
1.2 Oscillations in the nervous system
Oscillations, or periodically repeating waveforms, are prominent features of electrophysiological ac-
tivity in the nervous system at mesoscopic andmacroscopic spatial scales, with the frequencies thought
to be important in brain function ranging from 0.1 Hz to 200 Hz (Buzsáki and Draguhn, 2004).
Non-invasive neuroimaging
The large-scale oscillations were recognized as early as Berger (1929), when the first non-invasive
measurements via EEG (electroencephalography) were measured at the scalp. EEG measures the
difference in electric potential between each measurement electrode and a reference electrode (often
also on the scalp). In modern experimental and clinical settings a conducting gel and slight pressure are
enough to ensure good electrical contact with skin tissue. The field being measured here is primarily
due to currents induced by post-synaptic potentials across cellular membranes at the apical dendrites
of pyramidal neurons, particularly in layers 3-5 of the folded cortical sheet, as these large dendrites
have a predominant orientation perpendicular to the sheet.
1This structural network also dynamically reorganizes through synaptic and dendritic plasticity and through axonal
rewiring, but on longer time scales (> 100 s).
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Just one or two measurement electrodes and a reference electrode are sufficient to clearly observe
oscillations in the traditionally named delta (0.5-3 Hz), theta (4-7 Hz) and alpha (8-13 Hz) frequency
ranges by examining a plot of the raw signals by eye. This has immediate clinical application in scoring
sleep quality by distinguishing the different stages of sleep. Higher frequency bands are traditionally
labeled beta (13-30 Hz) and gamma (> 30Hz). For neuroimaging in clinical and experimental settings
a full EEG capwith between 19 and 64 electrodes at standardized locations is used (Nuwer et al., 1998).
Alpha oscillations are the most readily observable. These are strong especially in occipital regions
when the subject is in an eyes-closed resting state, and modulate with visual attention (Niedermeyer
and Silva, 2005). Beta oscillations are strongest in the somatosensory and primary motor cortex areas,
and to a lesser extent occipital areas (Jensen et al., 2005).
Neuroscience and clinical neurology have an extensive body of knowledge that uses the above tradi-
tional naming of frequency bands. But this does not mean that these bands are optimal for neuroscience
signal analysis in all cases. Shackman et al. (2010) proposed a method to divide the spectrum of oscil-
lations into bands with maximally independent information, applied for example in Chowdhury et al.
(2014).
Scalp EEG has poor spatial resolution (> 3 cm) as the fields measured arise from the summation of
the activity of neurons over a wide area, as spatial mixing results from volume conduction of ions in
the brain tissue and the interaction of the electric field with the skull (Nunez and Srinivasan, 2006).
This can be partially improved with source reconstruction using lead field models (Pascual-Marqui
et al., 1994). So the sources of oscillations recorded with EEG cannot be localized precisely in the
brain. On the other hand EEG has excellent temporal resolution with sample rate up to 2000 Hz.
For high time resolution neuroimaging there is also MEG (magnetoencephalography) which has sim-
ilar temporal resolution to EEG but provides higher spatial resolution.
EMG (electromyography) measures the changing electric field due to muscle activity, and because
unlike in the brain there is here a one-to-one relationship between an action potential of an individual
alpha motor neuron in the spine and the contraction of an motor unit substructure within a muscle, we
can infer from EMG the activity of a subset of the spinal neural populations.
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While fMRI (functional magnetic resonance imaging) provides a high spatial resolution (∼ 2mm)
view of neural oxygen metabolism, but its time resolution is fundamentally limited by physiology to
time scales > 1 s so it is not able to measure the oscillatory behavior described here. Recently studies
recording EEG and fMRI simultaneously allow combining the strengths of both modalities.
Invasive recordings
Invasive recordings either during surgery or from electrodes on implanted medical devices allowmuch
finer localization of the signal being measured, while retaining temporal resolution.
Sources of these recordings of the intercellular local field potential include electrocorticographic grids
(ECoG) implanted inside the cranium on the surface of the cortex, either inside or outside the dura
mater. These can provide recording from a grid of 64 to 252 electrodes distributed over several cen-
timeters of cortical surface (Rubehn et al., 2009).
Stereotactic EEG (SEEG, or depth-EEG) records using multiple 0.8 mm electrodes inserted deep in
cortical and subcortical neural tissues, with each electrode having 5-18 separate measurement contacts
along its length (Cosandier-Rimele et al., 2007). Using multi-modal imaging and examination of
the signal at each channel the precise anatomical location of each contact within the brain can be
determined.
Recording during surgery using multiple microelectrodes is common for example for patients being
treated with deep brain stimulation (DBS) (Kinfe and Vesper, 2013), and chronically implanted DBS
devices can also include recording microelectrodes.
In in vivo animal experiments chronically implanted microscopic tetrode arrays allow measurement
of the intercellular electric field down to the resolution of several neurons, where individual neuronal
activity can be disambiguated statistically (Ecker et al., 2010).
What is recorded by these methods as “local field potential” can vary depending on the spatial scale
of the recording, which in turn is partly determined by electrode size (Nunez et al., 2001).
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1.2.1 Neuroimaging time series and analysis methods
In both clinical and experimental application, a series of signal processing and analysis techniques
are commonly applied to EEG and MEG neuroimaging time series data. These methods, and the
basic nature of each EEG/MEG channel as a 1-dimensional measurement function of an n-dimensional
internal state, inform the choices of 1-dimensional projection and signal processing that we shall apply
to simulated time series in Chapters 2 and 5 of this thesis, so that findings about time series statistics
of stochastic oscillations remain comparable to time series typically obtainable in neuroimaging.
Preprocessing
A (digital) narrowband notch filter is usually applied to remove artifacts from power line interference
(either 50 or 60 Hz) and its harmonics at integer multiples of that frequency. Slowly changing resis-
tance of an electrode contact with the skin, for example due to sweating, can introduce slow time drift
artifacts in EEG time series. Despite this, applying a high-pass filter or subtracting a least-squares
linear trend is best deferred to later analysis steps, as low frequency components can also be physio-
logically meaningful. The instantaneous mean across channels is often subtracted from all channels
to re-reference to an average baseline (Pascual-Marqui and Lehamann, 1993). Noisy channels may be
detected and omitted in computation of that average. This re-referencing is particularly important if
assessing oscillation synchrony as it avoids spurious correlations between channels due to the common
reference signal (Fein et al., 1988). The electrophysiology of muscle activity causes obvious artifacts
in EEG data, particularly eye blinks. Either manual scoring or automated signal processing techniques
such as ICA (independent component analysis) are usually used to remove these artifacts (Delorme
and Makeig, 2004).
Time resolved frequency and power
For each channel, the signal x(t)may be restricted to examine a small interval of time bymultiplying it
by a window function centered on a time τ . Similarly, the signal may be restricted to examine a narrow
frequency range, by applying a band-pass filter centered on a frequency f . But in neuroimaging we
are concerned with oscillations whose power and phase relationships change dynamically in time, at
different frequencies. Therefore it is useful to have a complex-valued function s(f, t) for each channel
that estimates the amplitude and phase of different frequency components f and also shows how these
change with time t.
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However any definition of a function s(f, t) that gives a such view of the signal resolved in both
frequency and time must involve a tradeoff between time resolution and frequency resolution, as the
product of these is fundamentally bounded by an uncertainty principle (Gröchenig, 2001). In practice
the time-resolved complex spectrum s(f, t) is estimated via either a short-time Fourier transform,
which uses a commonmovingwindow in time for all frequencies, or by continuouswavelet transforms,
which typically use a higher time resolution for higher frequencies.
In both cases the time-resolved power spectral density (PSD) |s(f, t)|2 gives the distribution of signal
power among frequencies. In cases where the signal is approximately stationary, the PSD across
the whole time series is estimated by the method of Welch (1967), averaging over overlapping time
windows.
The Hilbert transform H is used to extend the real-valued signal x(t) of each channel to a complex-
valued function of time called the analytic signal: a(t) = x(t) + iH(x)(t).
HereH is most simply defined as multiplication by −i sgn(f) in the frequency domain:
Ĥ(x)(f) = −i sgn(f) xˆ(f), (1.1)
where xˆ denotes the Fourier transform of x and sgn(f) is the signum function. Since
1 + i(−i sgn(f)) = 2θ(f), where θ is the Heaviside step function, it follows from the linearity of the
Fourier transform that a(t) is related to x(t) by simply setting the negative frequency components of
x(t) to zero (and doubling the result) (Bruns, 2004). From this analytic signal a(t) we can then define
the instantaneous amplitude |a(t)|, instantaneous phase arg(a(t)) and instantaneous power |a(t)|2 of
the signal (Tass et al., 1998). The terms “Hilbert amplitude” and “Hilbert phase” are used with these
meanings.
In neuroimaging, band-pass filters are sometimes applied first to separate different oscillations, then
the analytic signal for each frequency band calculated, yielding its instantaneous amplitude and phase.
The close relationship between short-time Fourier transform, complex wavelet transforms, and the
Hilbert transform of band-passed signals is proved in Bruns (2004).
The above use of the Hilbert transform in neuroimaging is one reason it will be applied in the compu-
tational studies of Chapters 2 and 6, where we choose to define the oscillation amplitude of simulated
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models by the instantaneous amplitude of a 1-dimensional projection of the state, thus making it com-
parable to oscillation amplitude measured in experimental time series.
Relationships between channels
Rather than time-frequency activity in individual brain regions, what is of most interest in neuroimag-
ing is interaction between regions in the network of the brain, including phase relationships of oscil-
lations within and between frequency bands. Here the methods employed in neuroscience for deter-
mining interactions from measured time series are diverse. The most common approach is to estimate
statistical relationships between the data of separate channels.
To assess synchrony and phase coupling of oscillations, relationships are sometimes assumed to be
unchanging over a particular time interval in an experiment (i.e. channels are assumed to be pairwise
jointly stationary in the wide sense). Coherency is then the normalized cross-spectrum,
Cij(f) =
〈xˆi(f)xˆ∗j(f)〉√〈|xˆi(f)|2〉〈|xˆj(f)|2〉 , (1.2)
a complex value for each pair of channels i, j at each frequency f . Its modulus (coherence) measures
the linear correlation at each frequency between channels, ranging between 0 for linear independence
and 1 for perfect correlation. For channels with significant coherence at frequency f , the phase of
Cij(f) indicates the phase lag between channels at that frequency.
Coherence depends not only on phase synchrony but also on the correlation of the amplitudes for
frequency f . To disregard amplitude and look only at phase synchrony the coherence can instead be
calculated for signals of constant unit amplitude but the same phases as xˆi(f) and xˆj(f). This gives
the quantity which in various equivalent forms has been called phase locking value (Lachaux et al.,
1999) or phase consistency (Bruns, 2004). For a larger number of channels this generalizes to the
phase synchronization order parameter introduced in Section 3.5.4. Measures based on asymmetry
of the phase lag distribution have been proposed (Stam et al., 2007; Vinck et al., 2011) to disregard
spurious zero-lag coherence due to volume conduction. Nonlinear cross-frequency coupling can also
be determined for both phase (Jirsa and Müller, 2013; Yang et al., 2015) and amplitude (Bruns et al.,
2000).
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But as discussed in Section 1.1 brain oscillations and their synchrony show rapid transitions. They
are not stationary. Hence for each of the measures above time-resolved versions can be defined, to
analyze changes in synchrony between channels over time. To do this time-resolved cross-spectra are
computed from the single-channel time-resolved complex spectra s(f, t) introduced above (whether
obtained by Fourier or wavelet methods), after which smoothing over time and/or frequency is applied
(Mehrkanoon et al., 2011).
The connectivity statistics described above have in common that they are undirected. By contrast a
family of methods including Granger causality (Seth et al., 2015) and transfer entropy (Chávez et al.,
2003) give directed statistical measures of connectivity. These are applied to neuroimaging time series
to attempt to characterize the direction of influence or information flow between brain regions.
The broad approach discussed thus far aims to infer dynamic relationships between brain regions from
joint statistics of the time series alone. These measures are collectively called functional connectiv-
ity. The challenge is that each neuroimaging channel provides only a one-dimensional projection of
the high-dimensional nonlinear activity of a brain region. Had we zero knowledge of the biophysical
mechanisms underlying the time series, functional connectivity via descriptive statistics between chan-
nels would be the only feasible approach. However an increasing body of knowledge of microscopic
and collective neural dynamics, neuroanatomy and semiology can be exploited as a second input to
inform inference of brain interactions from time series. This is formalized in the Bayesian framework
of dynamic causal modeling (Friston et al. (2003); Daunizeau et al. (2011) for a review). The directed
interaction of brain regions inferred from time series using dynamical models of the underlying bi-
ology is called effective connectivity. The relationship between functional and effective connectivity
is described by Friston (1994) and the approaches compared in detail by Valdes-Sosa et al. (2011).
Dynamical models suitable for this purpose are a primary concern of this thesis and so they will be
introduced further in Section 1.3.
1.2.2 Physiological origin of macroscopic neural oscillations
The physiological basis in changing cell membrane potentials of the electromagnetic field measured
in neuroimaging was discussed above. But why do the collective fields at mesoscopic scale have
pronounced oscillations at various frequencies?
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At the single neuron level the dynamics of a wide variety of different neuron types have been individu-
ally studied and many of them can either exhibit self-sustained oscillations or noise-driven oscillations
as a single cell when stimulated (Gerstner and Kistler, 2002; Izhikevich, 2007).
At the microscopic network scale, both negative feedback loops due to inhibitory interneurons, and
synaptic and axonal propagation delays, can result in oscillations (Kopell et al., 2000; Campbell,
2007).
But at macroscopic scale, the dynamical mechanisms behind the rhythms with which clinicians are
so familiar are not yet ascertained. Certainly what is measured is the summed, partly synchronous
collective activity of between 103 and 105 neurons. But different possible mechanisms have been
proposed and experiments have not yet been able decisively to resolve these competing hypotheses.
Even in the case of the most well studied oscillation, the approximately 10Hz alpha rhythm, the ori-
gin is uncertain. Based on dynamical models some researchers hypothesize that the oscillations may
arise because of the interaction of distal regions, specifically a ∼ 100ms round-trip axonal delay be-
tween neocortex and thalamus (Robinson et al., 2001). Whereas in other models self-sustained alpha-
frequency oscillations arise locally in a cortical region, due to a combination of local inhibitory feed-
back and characteristic synaptic response times (Grimbert and Faugeras, 2006; Spiegler et al., 2010).
This is consistent with experimental observation of a phase reversal at cortical layer V by Lopes da
Silva and Storm Van Leeuwen (1977). Lopes da Silva et al. (1997) and Lopes da Silva et al. (1974)
suggest that rather than self-sustained oscillations, scalp alpha rhythm may reflect noise filtered by
frequency selective neural populations locally in both cortex and thalamus. Of course mechanisms at
different scales are not mutually exclusive and if coexistent could interact between scales to reinforce
or entrain each other. By comparing raw EEG and EEG enhanced by “dura” source reconstruction,
Nunez et al. (2001) argue that the measured oscillations may involve multiple alpha rhythms, with the
interaction of distributed and localized alpha oscillations.
For beta oscillations (13-30Hz) the picture is even less clear. The frequency of beta oscillations in some
subjects shows a double peak in the power spectrum, possibly indicating two separate mechanisms
(Jensen et al., 2005). Long distance coherence in the beta band between primary motor cortex and
spinal neural populations has been associated with static preparation for movement (Kilner et al.,
1999; Boonstra et al., 2009a). Robinson et al. suggest that beta oscillations arise as a 2:1 harmonic
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of nonlinear alpha oscillations (Robinson et al., 2001). But studies also show that alpha and beta vary
independently both in power and phase synchrony (Mehrkanoon et al., 2014) which is not possible
if it is just a harmonic. It is possible that cortical coupling to subcortical areas may play a role, for
instance the basal ganglia where beta-frequency oscillations are known to be generated by a system
with local feedback (Terman et al., 2002).
The local network dynamics of interacting pyramidal and fast-spiking interneuron populations have
been suggested as responsible for gamma band oscillations (Kopell et al., 2010). The generative
mechanisms behind these frequency bands and the spatial scale at which they are generated require
further investigation. These are questions for which computational models may prompt the design of
experiments to test the possible mechanisms. Any successful explanation for their origin must explain
the markedly different power of alpha and beta oscillations at different locations on the cortex, in terms
of different neural populations and different local and distal connectivity.
1.3 Scales of biophysical modeling
We first review the most concrete mathematical modeling approaches. By biophysical we mean mod-
els whose parameters directly represent physiological quantities such as voltage or density, in contrast
to abstract mathematical models to be considered in the next section.
As seen in the discussion of oscillations above, brain dynamics can be characterized on different spa-
tial scales. Both biophysical and abstract phenomenological models have been used with success to
improve understanding of behavior at each of these scales:
Single neuron models
This scale is accessible experimentally by microscopy and patch-clamp recordings of single neuron
electrophysiology. While a canonical example is the model of Hodgkin and Huxley (1952), models
for a single neuron can be complicated, with many coupled compartments capturing the computational
properties of branching dendrites, for example (Herz et al., 2006).
Microscopic network models
By coupling single neuron models of different types in networks matching those found experimentally,
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these models explore how computational function may be implemented locally at the microscopic
scale (Brunel and Wang (2001), for example). Included at this scale are models of the encoding of
information in patterns of discrete spikes (Gutkin et al., 2001; Averbeck et al., 2006).
Mesoscopic neural mass models
Discussed in detail below, these models attempt to capture the low-dimensional collective dynamics
of a local region of brain tissue. This scale is comparable to that experimentally accessible by local
field potential (LFP) recordings. These models are also building blocks for whole-brain generative
models of EEG and MEG recordings (see macroscopic models below).
Neural field models
These model the local spatiotemporal propagation of neural activity and have been applied for exam-
ple to model the epileptogenic process (Breakspear et al., 2006) and to understand pattern formation
in neural tissue (Coombes, 2005). As seen in Jirsa and Haken (1996) and Robinson et al. (1997) the
scale and level of abstraction is close to that of neural mass models. Neural field models may be most
naturally written as integro-differential equations due to non-local axonal connectivity but reformu-
lated as local partial differential equations (PDE) for analysis and simulation (Breakspear and Jirsa,
2007; Coombes, 2010). Notably, the spatial derivative is sometimes set to zero in the PDE to give a
spatially uniform model in the form of an ODE (Breakspear et al., 2006; van Albada and Robinson,
2009), in that case effectively yielding a neural mass model, whilst retaining in that model a term
that reflects the temporal effect of the spatially diffuse axonal connectivity. See also Daunizeau et al.
(2009) for the explicit coupling of spatial modes to neural mass models, and Spiegler and Jirsa (2013)
which examines discretization of a neural field by a network of neural mass models.
Macroscopic models of the whole brain
These models aim to understand connectivity and communication between brain regions as well as
global network phenomena in the brain. Such models often take the form of a weighted, directed
graph network structure, with a model of local dynamics at each node in the network, together with a
model of the interaction between nodes, for example Honey et al. (2007), Deco et al. (2009), Petkov
et al. (2014), Schmidt et al. (2014), Sanz-Leon et al. (2015), and Gollo et al. (2016). Nodes may be as
simple as a phase oscillator (Section 1.4.1 below) or as complex as a neural mass model (the focus of
the next section).
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1.3.1 Neural mass models
In this thesis we are particularly interested in biophysical modeling at the mesoscopic and macroscopic
scales, because that corresponds to the scale of oscillatory phenomena observable in neuroimaging.
At the mesoscopic scale, neural mass models aim to capture the collective dynamics of a small region
of brain tissue. A single region being modeled may comprise 104 to 105 neurons, for which the model
will represent a collective state of the local neural populations with as few as 2 to 20 collective degrees
of freedom. Most commonly, neural mass models model a small area of neocortex, sometimes called
a cortical column because it includes neural populations representing all layers of a cross-section of
the folded neocortical sheet.2 However neural mass modeling has also been applied to allocortical and
subcortical brain regions including hippocampus (Wendling et al., 2002), thalamus (Lopes da Silva
et al., 1974) and basal ganglia (van Albada and Robinson, 2009; Holgado et al., 2010).
The term neural mass model originates with the work of Freeman (1972, 1975) who used the ab-
straction neural mass for a local region of neural tissue and developed dynamical models based on
experimental data to explore the potential for information processing at this collective, mesoscopic
scale. Contemporaneously Wilson and Cowan (1972) developed two-dimensional dynamical models
of interacting excitation and inhibition at this scale and other early contributors to the field include
Nunez (1974) and Lopes da Silva et al. (1974). In the literature models of this type are sometimes
called mean field models by reference to mean field methods in physics. For clarity we use neural
mass model and reserve the term neural field model for systems of PDE or integro-differential equa-
tions modeling spatiotemporal evolution explicitly. In the case of neural mass models the collective
variables most often used are the means of microscopic variables such as single-cell membrane po-
tential or firing rate averaged across the population of each type of neuron. But this is not always the
case, as discussed below.
Utility of neural mass models
Non-invasive neuroimaging, by EEG, MEG, EMG and fMRI are measuring collective activity at the
mesoscopic and macroscopic scales. Modeling at this scale embodies the hypothesis that the generic
2Anatomically and functionally there is no organizational separation into discrete ‘columns’, except perhaps in spe-
cialized situations such as rodent whisker barrel cortex. The discretization is a modeling technique.
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dynamical mechanisms responsible for large-scale phenomena of interest such as oscillatory tran-
sitions, connectivity biomarkers and seizure propagation are also at the same scale, and so can be
captured by an effective model at this scale (Nunez, 1995).
This can be juxtaposed with an alternative approach of constructing large scale computational models
of brain regions, while retaining microscopic detail of single-cell dynamics and individual connections
(Markram, 2006). Such models necessarily contain millions of parameters and variables, leading to
two difficulties. Firstly, without simulating the developmental process, the model can only be param-
eterized statistically, which loses the realism that was sought. Secondly, when brain-like phenomena
are identified in a small region of configuration space, this does not then confer understanding. The
complexity of such a model together with its non-linear dynamics makes this only marginally easier
than apprehending the brain’s mechanisms directly: through complexity the model loses explanatory
power, as almost any dynamical behavior is present for some choice of parameters.
Beyond seeking to understand generative mechanisms of large-scale brain activity such as the interac-
tion of oscillations between regions or the propagation of seizures, neural massmodels are also used for
a second purpose. As their parameters correspond directly to physiological quantities, and variables
to measurable electrophysiological activity, the models can be inverted to estimate from experimental
neuroimaging data the values of biological parameters that cannot be measured directly. This is done
by Bayesian inference on the parameter space given the data (Friston et al., 2003; Daunizeau et al.,
2011).
At the macroscopic scale, this approach can be extended to infer the structure and direction of macro-
scopic network interactions between brain regions, from experimental EEG or MEG data. Currently
this is typically done by assuming that a particular neural mass model is accurate, then applying both
Bayesian model selection and parameter estimation to a model space consisting of different candidate
macroscopic networks of effective connectivity (David et al., 2005; Boly et al., 2011). The accuracy
of the results depends in part on whether the neural mass model correctly captures local collective
dynamics. One way to gain assurance would be to verify that the inferred results are robust to pertur-
bation of the neural mass model parameters and to the substitution of comparable neural mass models.
This can be incorporated in the Bayesian framework itself by extending both the model space and
number of free model parameters, though there is a tradeoff with computational cost (Daunizeau et
al., 2011).
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Construction of neural mass models
Three broad approaches have been used in the literature to arrive at neural mass models. Firstly, phe-
nomenological models have been developed based on experimentally measured mesoscopic behavior,
such as the response to evoked potentials measured in local field potentials. This approach is exempli-
fied by Freeman (1975), who used simultaneous measurement of EEG and single neuron spike trains
to inform modeling of the collective voltage to firing rate gain as a sigmoid-shaped function and the
impulse-response of a neural mass as a first or second order linear filter.
Lopes da Silva et al. (1974) used experimental data to parameterize a computational model at the
microscopic network scale, then defined a neural mass model abstracting its collective behavior, in
order to derive the oscillation dependence on parameters by linear analysis assuming a noise-perturbed
steady state.
These were antecedents of the model of Jansen and Rit (1995) and models derived from it (Wendling
et al., 2002; David and Friston, 2003; Zavaglia et al., 2006; Moran et al., 2007; Sotero et al., 2007;
Spiegler et al., 2010; Babajani-Feremi and Soltanian-Zadeh, 2010; Goodfellow et al., 2011; Huang
et al., 2011; Blenkinsop et al., 2012; Molaee-Ardekani et al., 2013; Vindiola et al., 2014; Kunze et al.,
2016). Due to its wide use we take this Jansen-Rit model as a representative example to demonstrate
various general methods in this thesis. The Jansen-Rit model will be described in detail in Chapter 2.
Other notable phenomenological models at this scale informed by mesoscopic experimental data in-
clude Wilson and Cowan (1972), Nunez (1974), Wright and Liley (1994), Jirsa and Haken (1996),
Robinson et al. (1997), and Marten et al. (2009).
In the second approach, neural mass and neural field models are derived bottom-up from single neuron
and microscopic network models. Such derivations often use assumptions of either zero correlation
or perfect correlation in the states and inputs of constituent neurons within a region, or of small fluc-
tuations around a common mean. A notable exception is Buice et al. (2010). The effect of variance
of microscopic parameters and states within a population on the neural mass parameters may also be
explicitly accounted for in such a derivation (Breakspear et al., 2003; Marreiros et al., 2008). Deco
et al. (2008) derived the evolving population density p(x, t) from a leaky integrate-and-fire single neu-
ron model by assuming all neurons have identical input distributions. From this a neural mass model
could be obtained by replacing the population density for each neuron type with a point mass at the
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mean state. Rodrigues et al. (2010) mapped parameters of a conductance-based single-neuron model
to parameters of a neural mass model, discussing needed assumptions in detail. Zandt et al. (2014)
derived parameters of neural mass firing rate sigmoids and synaptic impulse response curves from mi-
croscopic networks of Hodgkin-Huxley neuron models. Notably they included both first and second
distribution moments as dynamical variables and demonstrated this gave a more accurate representa-
tion of the collective dynamics. Further examples of the bottom-up approach are given by Brunel and
Wang (2001), Shriki et al. (2003), Cai et al. (2004), Wong andWang (2006), and Dumont et al. (2014).
The third approach is mode decomposition, which uses as the population variables not mean values
of single-cell variables, but the coefficients of a decomposition of the population density p(x, t) of a
microscopic model. Often a diffusion approximation is assumed (Omurtag et al., 2000) so that the
density evolution can be described by a Fokker-Planck equation (see Section 1.5.3 below). A decom-
position may be chosen by either a discretization of the state space x (Omurtag et al., 2000), a spectral
or singular value decomposition of the discretized Fokker-Planck operator (Knight et al., 1996), or
by principal component analysis (PCA) of the output of the simulated microscopic model. They can
also be defined dynamically, as a nonlinear function of the time-varying input to a region (Knight,
2000). Alternatively, modes may be chosen to have more direct physiological meaning as a partition
of state space into regions with qualitatively different behaviors (Assisi et al., 2005; Stefanescu and
Jirsa, 2008; Laing et al., 2010). Having defined collective variables as the coefficients of these modes,
their evolution is then given by the action of the Fokker-Planck operator on each mode (Knight, 2000),
or by projecting the microscopic equations of motion onto each mode (Assisi et al., 2005; Stefanescu
and Jirsa, 2008).
1.4 Reduced oscillator models in neuroscience
The best mathematical model for a biological system depends on the questions being asked. It is often
best to use the simplest model that embodies a hypothetical mechanism for the phenomenon of interest.
This allows predictions to be made from the model that rest only on this mechanism. Besides being
a basic principle in science, the preference for minimal models can also be understood in information
theoretic terms (Baker, 2013).
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In the case ofmodels of oscillator synchronization, minimalmodels alsomake available a large body of
existingmathematical theorems on synchronization phenomena, from phase transitions, clustering and
chimera states to synchronization with time delays, nonlinear coupling and various network structures,
existing results which can then be applied to the brain.
In this sectionwe introduceminimal models of oscillations and oscillator transitions that aim to capture
the generic mechanisms behind oscillatory network interactions that are observed in the brain. In
contrast to the biophysical models of the previous section, parameters in the models can not always
be interpreted directly with physical units and a physiological meaning.
1.4.1 Phase oscillator models
Where the phenomena being studied are the phase interactions of oscillations that do not change in
power or frequency, one-dimensional phase oscillator models are used. In isolation each oscillator has
the simple equation
θ˙ = ω, (1.3)
with a phase angle θ advancing with a constant angular frequency ω (identifying states that differ by
2pi). The coupling between these oscillators can be modeled in different ways, which is discussed
further in Section 3.4.2.
As shown by Winfree (1967) this is a good approximation for a wide range of natural self-sustained
oscillating systems in nature, specifically, where there is weak coupling and the state of each oscillator
remains close to a linearly stable limit cycle (Kuramoto, 1984; Ermentrout, 1986).
Because the simplicity of the models makes many questions analytically tractable, there is an extensive
literature of results on the synchronization of oscillations using coupled phase oscillators as a starting
point. The most fundamental is the model of (Kuramoto, 1984) which showed that all-to-all coupling
of the form
θ˙j = ωj +
N∑
i=1
c sin(θi − θj) (1.4)
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can be replaced by each oscillator coupling only to a mean field ρeiψ:
θ˙j = ωj + cρ sin(ψ − θj) where ρeiψ = 1
N
N∑
i=1
eiθi , (1.5)
resulting in a system amenable to analysis. A transition to stable synchronization occurs dependent on
coupling strength c and the distribution of natural frequencies ωj . For the subsequent rich progression
of results for the Kuramoto model see the review of Strogatz (2000).
Examples of application of one-dimensional phase oscillator models to synchrony in the nervous sys-
tem include non-antisymmetric coupling between neural oscillations allowing collective oscillator
death (Ermentrout and Kopell, 1990), pulsatile coupling causing stable phase locking (Ermentrout
and Kopell, 1991), entrainment of a mesoscopic population by its input while individual neurons re-
main unsynchronized (Popovych and Tass, 2011), and experimental results that the functional network
structures of epilepsy patients, inferred from EEG, cause global synchrony at weaker coupling than
those of healthy controls (Schmidt et al., 2014, 2016).
Breakspear et al. (2010) provides an overview of the theoretical background of general one-dimensional
phase oscillator models and a comprehensive review of the use of these models in neuroscience.
1.4.2 Phase-amplitude oscillator models
On the other hand, where the amplitude is either weakly stable or strongly perturbed by noise or cou-
pling, a phase reduction is not possible. Oscillatory dynamics are then fundamentally two-dimensional
with both phase and amplitude important to the interaction between oscillators. Two-dimensional
phase-amplitude models are then appropriate.
An important special case is where nonlinear amplitude dynamics allow transition to and from the
oscillatory regime, through either bifurcation or bistable switching. These are the minimal models
most appropriate for studying the interaction of large scale oscillations in the brain, where empirical
data shows power in each oscillatory band can change abruptly.
These models will be examined in detail in Chapter 3. This thesis is partly concerned with combining
the strengths of the two modeling approaches — biophysical models with parameters that have direct
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physiological meaning and oscillator models which are simple and tractable — by explicitly mapping
the former to the latter while keeping physiological parameters intact.
1.5 Noise in computational models
In any high-dimensional dissipative system, fluctuations occur. In macroscopic models microscopic
fluctuations are represented by noise processes. We first examine what kind of microscopic fluctua-
tions are being modeled by noise in computational neuroscience models, then introduce their mathe-
matical treatment.
1.5.1 Biophysiological features modeled by noise
Random fluctuations and stochastic processes are important in neuroscience at all scales from single
cells to the whole brain, and these are represented differently in mathematical models at these different
scales.
At the scale of single neurons, noise reflects random fluctuation in a wide range of microscopic phys-
ical processes in the cell, the most important being the random opening times of ion channels in cell
membranes at all parts of the neuron: dendrites, soma and axons. This channel noise introduces
stochasticity to many processes modeled in single neuron dynamics and also adds jitter to the timing
of action potential propagation along axons (Faisal and Laughlin, 2007). Other stochastic processes
at this scale include the timing of vessicle fusing in synapses, miniature postsynaptic currents, and
fluctuating membrane resistance. Faisal et al. (2008) provides a comprehensive review.
At the microscopic network scale, the trains of discrete spikes carrying information between neurons
in digital form can be represented mathematically as stochastic point processes. In the simplest case
an input spike train to a cell assembly may be assumed to be a Poisson process with only the rate
mattering. Alternatively correlations can be modeled in spike timing when investigating synchrony
at the microscopic scale (Tchumatchenko et al., 2011). In many cases far from being detrimental the
stochasticity serves important roles in optimizing information processing (Ermentrout et al., 2008;
Faisal et al., 2008).
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In phenomenological models of cognition and learning, the neural encoding of a quantity in the brain
may be represented in an assembly of neurons by both the mean and variance of a spike firing rate
across the population, where the variance encodes the precision or uncertainty.
At the mesoscopic scale, which is the focus of this thesis, the collective input firing rate from other
brain regions is often modeled as a small white noise fluctuation about a mean value. A justification
for this modeling is as follows. The total input to synapses of a single neuron in the target population
represents discrete action potentials received from hundreds of neurons in the source population. For
each level of excitation of the source population, making assumptions that each input is temporally
uncorrelated and different inputs are independent, this may then be modeled as a Poisson process
with a very high rate, which is then well approximated by Gaussian white noise (Brunel et al., 2001).
Averaging this across cells of the target population, again assuming independence, the collective firing
rate variance is reduced, while the high frequency content remains.
White noise differs greatly from power spectra of empirically measured time series at this scale (local
field potential) but this is partly because what is measured corresponds to summed membrane poten-
tials, after synaptic and dendritic filtering of the discrete point process input. The stronger objection
to the white noise model is to the assumptions above of no temporal correlation and independence
of different inputs. Modeling the input firing rate with white noise fluctuation serves to expose the
response of the model to input across all frequencies.
The variables representing physiological inputs and outputs of a neural mass or neural field model are
usually separated by the temporal filtering effect of synaptic and dendritic dynamics being modeled.
This reduces the effect in a network model of high frequencies in the input. However it must be kept
in mind when interpreting power spectra of simulated time series: depending on which projection of
the state space to one dimension is chosen, it may be before or after this filtering in the model, thus
giving spectra with very different physical meanings.
Randomly distributed parameters and states at the microscopic scale can also enter into neural mass
models at the mesoscopic scale, via their distribution moments. For example Marreiros et al. (2008)
discusses in depth the derivation of the neural mass sigmoid function from the distributions of neural
state and membrane threshold in the neural population, with the static sigmoid shape embodying an
assumption of static variance in neural state (see also Zandt et al. (2014)).
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We now examine how this stochasticity is represented mathematically in neuroscience models at the
mesoscopic and macroscopic scales.
1.5.2 Stochastic differential equations
Ordinary differential equations (ODE) of the form x˙ = f(x, t) describe how system state variables
x evolve in time, by specifying how their rates of change x˙ depend on the current state x and time
t. They are used in many situations to model the low-dimensional dynamics of biological and other
physical systems that change continuously in time.
A stochastic ordinary differential equation (SODE or just SDE) is a differential equation where the
rate of change also depends on a random processY(t):
x˙ = F(x, t;Y(t)). (1.6)
Here the driving process Y(t) may be any stochastic process. Given an initial condition x(t0), F
assigns to each realization y(t) of the process Y(t) a different solution x(t), called a sample path,
which in general can depend on the prior history y(s) : t0 ≤ s ≤ t (van Kampen, 2011).
We focus on the important special case most often used in neuroscience: where the physical system
is assumed to be continuous and Markovian (change depending only on the present state), and with
driving stochastic process theWiener processW (t), which is a standard diffusion for which increments
W (t +∆t) −W (t) are Gaussian distributed with mean zero and variance ∆t, and where successive
increments are independent, no matter how small and close in time. In other words this special case
is useful for modeling continuous systems where the driving microscopic fluctuations have very short
correlation times. The Gaussian assumption suits a wide range of physical diffusion processes because
of the central limit theorem. This driving noise process is often called Gaussian white noise because
its power spectrum has equal power at all frequencies (Gardiner, 2010).
We can conceptualize an SDE of this class as the limit of a discrete time process as the size of time
steps∆t goes to zero, with diffusion within each time step (Jacobs, 2010). But there is more than one
Chapter 1. Introduction 22
way to do this: in one dimension the Ito integral can be defined informally3 as
∫ t
0
g(s) dW (s) = lim
N→∞
N−1∑
n=0
g(n∆t)∆Wn, (1.7)
where ∆t = t/N and ∆Wn = W ((n+ 1)∆t)−W (n∆t).
Unlike a deterministic integral, it matters that we choose here to evaluate the diffusion coefficient
function g at the start of the nth interval, not at the end. It can be shown that this form corresponds to
an ideal regime where microscopic fluctuations have zero temporal correlation (van Kampen, 2011).
By contrast the Stratonovich integral can be informally defined as
∫ t
0
S g(s) ◦ dW (s) = lim
N→∞
N−1∑
n=0
g(n∆t) + g((n+ 1)∆t))
2
∆Wn, (1.8)
using the average of g evaluated at the start and end of the interval (Jacobs, 2010). It can be shown
that this form naturally arises as the limit of a process with fluctuations having short correlation time
τ0 as τ0 → 0 (van Kampen, 2011).
In the chapters that follow, the Ito system
x(t) = x0 +
∫ t
0
f(x, s) ds+
∫ t
0
g(x, s) dW (s) (1.9)
will be written in a more compact differential notation as
dx = f(x, t) dt+ g(x, t) dW, x(0) = x0. (1.10)
Similarly the Stratonovich system
x(t) = x0 +
∫ t
0
f(x, s) ds+
∫ t
0
S g(x, s) ◦ dW (s) (1.11)
will be written in differential form with a ◦
dx = f(x, t) dt+ g(x, t) ◦ dW, x(0) = x0. (1.12)
3i.e. without discussing convergence of the limit.
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The two limits (Ito and Stratonovich) seem similar. But using the same coefficient functions f and g,
Ito and Stratonovich equations give two different processes with different paths resulting. However
the notations describe the same class of processes: having correctly modeled a biological system with
one notation, the equations can be converted between Ito and Stratonovich form by modifying f as
shown in Section 4.4.2. (If g is constant then they are the same.)
It is important to note that when transforming an Ito equation (1.10) with a change of variables the rules
of ordinary calculus do not apply. Instead there is a modified chain rule. (See Gardiner (2010)). But
for a Stratonovich system (1.12), a change of variables satisfies the normal calculus chain rule. This
is why in Chapter 4 we shall convert SDEs to Stratonovich form before applying transformations,
then change them back to Ito form when needed. This avoids implementing separate Ito calculus
transformations in the computer algebra system (Roberts, 2007).
If the noise coefficient function g(x, t) is constant, e.g. g(x, t) = σ, this is called additive noise.
Otherwise it is called multiplicative noise. In the neuroscience literature a system with additive noise,
dx = f(x, t) dt+ σ dW , (1.13)
is often written in Langevin form, appearing like an ODE but with some symbol such as ξ(t), η(t), 
or φ representing Gaussian white noise:
x˙ = f(x, t) + σξ(t). (1.14)
Here ξ(t), the “formal derivative” of the Wiener process W (t) is not an ordinary function as W (t)
is not differentiable. Care must be taken if this notation is used with a non-constant noise coefficient
g(x, t) as it then must be clarified whether Ito, Stratonovich or another interpretation is intended for
the multiplicative noise.
1.5.3 Fokker-Planck equations
For stochastic dynamical systems of the class discussed above, The Fokker-Planck equation (FPE) is a
partial differential equation that describes the deterministic evolution of the probability density p(x, t)
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of the state x. A corresponding Fokker-Planck equation can be determined directly from the coeffi-
cients of the SDE when in Ito form (Risken, 1996). As the simplest example, given a one-dimensional
Ito system,
dx = f(x, t) dt+ g(x, t) dW , (1.15)
the probability density p(x, t) of the state evolves according to this Fokker-Planck equation:
∂
∂t
p(x, t) = − ∂
∂x
(f(x, t)p(x, t)) +
1
2
∂2
∂x2
(g(x, t)2p(x, t)). (1.16)
For brevity in the more complicated systems of Chapter 4 and Appendix C, we shall usually write this
using an algebra of differential operators:
∂t p(x, t) =
[
−∂xf(x, t) + 1
2
∂2xg(x, t)
2
]
p(x, t). (1.17)
For the n-dimensional case of deriving Fokker-Planck equations from Ito equations, see Risken (1996)
or our example in Chapter 4. A particularly useful feature of the Fokker-Planck equation is that it is
linear in p(x, t), or stated another way, the Fokker-Planck operator (the right-hand-side of Eq. (1.17))
is a linear operator. This fact was crucial to the analysis and simulation of the population density
models as discussed in Section 1.3.1.
For one-dimensional systems there is a one-to-one mapping between SDE and FPE. But for systems of
dimension 2 or higher there is an infinite set of different SDEs corresponding to each FPE (Gardiner,
2010). These are all stochastically equivalent in the weak sense, meaning their solutions agree on the
same evolving probability distribution for x at all times. But the temporal behavior of sample paths
may differ between the two processes. Thus in dimension≥ 2 there is a loss of information in passing
from a SDE to a FPE.
However, the Fokker-Planck form allows us to bring to bear the methods of partial differential equa-
tions and linear maps on function spaces to understand the stochastic process.
Chapter 1. Introduction 25
1.5.4 Importance of correct numerical treatment of SDEs
When numerically simulating systems with noise it is necessary to use numerical integration algo-
rithms that are specifically designed for SDE, otherwise the computed path will converge to the wrong
solution. In the computational neuroscience literature this has not always been done correctly.
The most obvious difference is that the increment∆W of a driving Wiener process at each integration
time step needs to be scaled with the square root of the time interval, so that its expected variance
〈(∆W )2〉 = ∆t. This is a basic defining property of W (t) as described in Section 1.5.2. Naively
using a noisy function with an ODE integration algorithmwill in fact simulate a systemwith a different
noise intensity. An adaptive step-size ODE algorithm will not only use the wrong mean noise intensity
but also simulate a noise intensity that varies with the time step chosen by the algorithm, an error that
can not be fully compensated by scaling the mean noise intensity. In particular, in a d-dimensional
system, each time one of the variables goes close to zero the algorithm is likely to reduce the step
size to preserve relative precision. This causes step size to vary systematically with system state, as
illustrated in Figure 1.1. Thus even compensating for noise intensity a naive simulation may have
resulting simulated dynamics that are qualitatively different from the true system.
In this thesis we implement stochastic numerical integration schemes to simulate the systems: in Chap-
ter 2, the Stratonovich Heun algorithm (Rümelin, 1982; Burrage et al., 2004). In Chapters 5 and 6,
the Stratonovich Runge-Kutta algorithm SRS2 of Rößler (2010). We compute repeated stochastic in-
tegrals by the methods of Kloeden and Platen (1992) and Wiktorsson (2001). Our implementation of
these methods is described in detail in Appendix E.
1.5.5 Estimation of noise intensity for Jansen-Rit model
To simulate the Jansen-Rit model correctly in Chapters 2 and 6 of this thesis, we first need to determine
here the actual noise intensity to use in these models to obtain their physiologically relevant behavior.
Jansen andRit (1995) andWendling et al. (2000) used an adaptive-step-size ODE integration algorithm
(Runge-Kutta). We shall see below that as a result the physiological level of firing rate fluctuations
being simulated was misreported by a factor of roughly 30.
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The noise used in the models of Jansen et al. (1993), Jansen and Rit (1995), andWendling et al. (2000)
is not fully characterized in those papers. But we can infer likely parameters and compare reproducing
the results using both ODE and SDE integration algorithms. Jansen and Rit (1995) describes the noise
as “white noise [with] amplitude varying between 120 and 320 pulses per second”. Assuming that a
value of pwas drawn uniformly from this range at each time step, due to the central limit theorem this is
equivalent to using Gaussian white noise of the same standard deviation σp = ((320−120)/2)/
√
3 =
57.74 s−1, 〈p〉 = 220 s−1.
Given the bifurcation diagram of Grimbert and Faugeras (2006), this high level of variability in the
input p(t)was, prima facie, inconsistent with the transitions seen in Jansen and Rit (1995). To diagnose
this issue we first used the Stratonovich-Heun SDE integration algorithm with the noise intensities
specified by Jansen and Rit (1995) and Wendling et al. (2000). The results of those papers were not
reproduced.
We then implemented the order 4-5 Runge-Kutta-Fehlberg ODE integration algorithm used by Jansen
and Rit (1995) and Wendling et al. (2000) and simulated the models with that (incorrect) method,
confirming their results are then reproduced in both cases.
To estimate a correction factor we next modified the RKF45 ODE integration algorithm to record its
time step at each step. Using default parameters we estimate the distribution of step sizes chosen by
the algorithm while reproducing the results of Jansen and Rit (1995) andWendling et al. (2000). There
was systematic variation with a mean time step of 0.0012 s.
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A Results comparable to Fig. 3 of Jansen and Rit
(1995)
B Time steps of RKF45 integration algorithm vary system-
atically with phase during simulation.
Figure 1.1: Simulation reproduces the results of Jansen and Rit (1995) incorrectly applying an ODE integration
algorithm to a noisy system. The step size shows that the effective simulated noise strength spuriously varied
with system state where no such feature exists in the model.
One can correct for noise intensity bymultiplying by the square root of the estimated RKF45mean step
size of 0.0012 s and repeating Stratonovich-Heun SDE integration of the same system. (This corrected
noise intensity is weaker by a factor of 28.9). With this correction a proper numerical integration of
the SDE then replicates the qualitative findings of Jansen and Rit (1995) and Wendling et al. (2000).
This is the correction factor that will be used in Chapter 2 and 6 simulations of the Jansen-Rit system.
In this way we recover the actual effective noise intensity used by earlier authors and return to it the
correct physiological interpretation as a standard deviation of the input firing rate.
1.6 Bifurcations
In any dynamical system a bifurcation is a transition between qualitatively different behaviors as a
parameter is changed continuously.
More precisely in the specific case where the system can be expressed as an ODE system x˙ = f(x, a)
dependent on parameters a, what we mean by “qualitatively different” is that as a is moved continu-
ously past a certain point, the vector field flow defined by f is topologically nonequivalent before and
after that point, in the sense that there is no continuous mapping between themwith continuous inverse
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that preserves orbits following the flow (Kuznetsov, 2010). As discussed in Section 1.1, bifurcations
are one of the several classes of dynamical transitions that potentially allow flexible changes to occur
in the large scale dynamics in the brain.
Evidence for mesoscopic dynamics near instability
In contrast to modeling at the microscopic scale, where the range of dynamics of healthy neurons is
known to include nonlinear behavior such as limit cycles, modeling at the larger scale of mesoscopic
neural masses or neural fields often assumes that the dynamics at this scale operate close to a stable
fixed point where input fluctuations result in only small and brief perturbations of the population
state. As introduced in Section 1.1, there are theoretical reasons to consider that collective neural
activity near linear instability is adaptive for brain function, including facilitating the observed rapid
switching of oscillation power at different frequencies (Boonstra, 2007). Theoretical models also
show the connection of criticality to optimal information processing (Friston, 2000; Friston et al.,
2012; Kinouchi and Copelli, 2006; Shew and Plenz, 2013; Gollo and Breakspear, 2014; Chialvo,
2014).
Empirical evidence for activity close to instability at the mesoscopic scale includes long autocorre-
lation times of amplitude fluctuations of human brain oscillations in EEG, with power law decay
(Linkenkaer-Hansen et al., 2001), bistable switching of alpha oscillation between two distinct modes
(Freyer et al., 2009), increased variance and critical slowing (Kelso et al., 1986; Scholz et al., 1987),
scale-free cortical activity measured by ECoG (Bedard et al., 2006; He et al., 2010), intermittent non-
linear structure within (Stam et al., 1999) and between (Breakspear and Terry, 2002) surface EEG
channels, and spatiotemporal correlations with power law statistics in intracranial depth recordings
(Priesemann et al., 2013). Such indicators will be discussed further in Chapter 2.
Local bifurcations of equilibria
While many bifurcations are global, affecting the structure of the flow f across an extended region of
the state space, the methods in Chapters 3 and 4 specifically apply to various types of local bifurcations
of equilibrium points. For an ODE system x˙ = f(x), an equilibrium point is a location xc in the state
space where f(xc) = 0, so that point remains invariant under the flow defined by f . An equilibrium
point xc is asymptotically stable if for starting points close to xc, the state x(t) is drawn arbitrarily
close to xc as time t → ∞. To assess asymptotic stability of an equilibrium point we first check
the stronger property of linear stability by evaluating the Jacobian matrix Df(x) at the equilibrium
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point. For real f the eigenvalues of the Jacobian are real or occur in complex conjugate pairs. If its
eigenvalues all have negative real parts then the equilibrium point is asymptotically stable. Stronger
than this, it is linearly stable: if the state x starts close to the point xc, it will collapse exponentially
towards xc like the linear equation x˙ = −ax.
Now consider a system x˙ = f(x, ) depending on a parameter , with stable equilibrium pointxc(). As
 is changed continuously, the eigenvalues of the Jacobian at the equilibrium also change continuously,
and some may cross the imaginary axis, causing linear stability of the equilibrium to be lost. This is a
local bifurcation of the equilibrium point, as the flow is qualitatively changed in a local neighborhood
of the equilibrium.
1.6.1 Increased importance of noise near bifurcation
Close to bifurcation the effect of noise perturbation is greatly increased (Haken, 1983) and this results
in characteristic changes in time series statistics (Scheffer et al., 2009).
When close to stable equilibrium, a system’s local behavior is approximately linear, and in analyzing
experimental time series near a stable equilibrium the theory of linear time-invariant systems applies.
In this case any perturbations from the equilibrium (including noise driven perturbations) are quickly
dissipated and decay exponentially in time back to the stable state. Thus only response behaviors on
short time scales are observable. Because response amplitude is damped the response is also more
easily masked by measurement noise (such as the activity of other brain regions). In this stable regime
the best connection that can be made between the model and observed time series is to determine
from the model a transfer function relating frequencies in the input perturbation to frequencies in the
resulting system output (e.g. Robinson et al., 2002; Robinson et al., 2004).
Similarly when the system is in a regime of stable oscillations on a limit cycle, perturbations away
from this attractor also decay exponentially back to the limit cycle. If a one-dimensional time series
can be observed in experiment, the dominant behavior is the oscillation at the base frequency. Beyond
this the relative strength of harmonics (integer multiples of the oscillator base frequency) in the output
may distinguish between different classes of nonlinear oscillator (Chatterjee, 2009).
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But it is close to the bifurcation between these two regimes, where linear stability is temporarily lost,
that the susceptibility of the system to intrinsic or extrinsic perturbations is greatest. As the response is
not so quickly dissipated the real system is thus likely to divulgemore information about the underlying
dynamics. Here behaviors on longer time scales can potentially be observed. Where models explain
a transition of behavior in the real system, and it is possible experimentally to observe the system
through this transition, this offers the best opportunity to measure the statistical behavior of the real
system and compare to models.
1.6.2 Andronov-Hopf bifurcations
To exemplify the methods we focus on the supercritical Andronov-Hopf bifurcation because it is the
simplest and perhaps the most common mechanism by which oscillations start and stop. In short this
is a transition in which a stable equilibrium changes into a stable cycle of oscillations as a parameter
is changed. This situation was first studied by Poincaré (1892) then by Andronov and Witt (1930) and
Hopf (1942). A thorough treatment is provided in Kuznetsov (2010) and Marsden and McCracken
(1976). Here we present a brief and informal overview.
Referring to the system x˙ = f(x, ) of the previous section, if the equilibrium point xc() undergoes
a local bifurcation where a single conjugate pair of nonzero eigenvalues crosses the imaginary axis as
 is changed (having values ±ib when  = 0, say) then this is an Andronov-Hopf bifurcation (Hopf
bifurcation for short). But whether stable oscillations emerge locally at this point depends on whether
the Hopf bifurcation is supercritical, subcritical or degenerate. This is determined by the first Lya-
punov coefficient l1(0), a real value dependent on the coefficients of the Taylor expansion of the flow
f(x, ) at xc up to third order together with an adjoint pair of eigenvectors corresponding to the cross-
ing eigenvalues. (For the detailed formula in n dimensions see Kuznetsov (2010)). In fact the value
of l1(0) depends on the convention chosen for scaling the eigenvector used in its calculation: it is the
sign of l1(0) that matters.
If l1(0) > 0 the Hopf bifurcation is subcritical: the stable equilibrium merges with an unstable limit
cycle at the bifurcation point and becomes an unstable equilibrium. If l1(0) < 0 then it is supercrit-
ical: at the bifurcation point the stable equilibrium becomes a stable limit cycle, locally attracting
the state x(t) to orbit with self-sustained oscillations of frequency ≈ 2pi/b, surrounding an unstable
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equilibrium point. As the bifurcation parameter  continues past the bifurcation point  = 0 the small
oscillations will initially increase with amplitude proportional to
√
. If l1(0) = 0 the Hopf bifurcation
is degenerate. This case will be discussed further below, as it is also useful to neuroscience modeling.
For the supercritical Hopf, it is important to emphasize that locally the system stays asymptotically
stable throughout: before the bifurcation a nearby state collapses exponentially to the equilibrium
point; after the bifurcation a nearby state collapses exponentially to the limit cycle. But close to the
bifurcation the system loses linear stability. It is still asymptotically stable, but the stability is weaker
and the collapse to the attracting set is no longer exponential in time. This will be important for the
statistics of time series in later chapters.
Figure 1.2 illustrates the simplest possible cases: Hopf bifurcations with circular symmetry occurring
in two-dimensional systems on a flat plane as a bifurcation parameter β is increased.
A Supercritical
B Subcritical
Figure 1.2: Supercritical and subcritical Andronov-Hopf bifurcations in two dimensions.
Figure by Yuri A. Kuznetsov, Creative Commons Attribution-NonCommercial-ShareAlike license.
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Hopf bifurcations in biological systems are usually not as simple as those in the figure above. Firstly
in two dimensions the oscillations are in general not circular in the state space. Secondly in an
n-dimensional system the CenterManifold Theorem guarantees that the transition to oscillation will be
qualitatively similar to the two dimensional picture: there exists a two-dimensional surface on which
the limit cycle will emerge (Guckenheimer and Holmes, 1985). However that surface may be curved
in arbitrary ways in the n-dimensional space in which it is embedded, so that the oscillations are not
constrained to a plane. Some figures with examples of this appear in Chapters 3, 5 and 6.
Both supercritical and subcritical Hopf bifurcations occur in many contexts and different scales in
neuroscience, from the cell membrane model of Hodgkin and Huxley (Troy and McLeod, 1976) to the
Jansen-Rit neural mass model (Grimbert and Faugeras, 2006).
Besides systems of the form considered above, Hopf bifurcations often occur in systems with explicit
time delays (modeled with delay differential equations (DDE) rather than ODE). With a delay, one
state space dimension is then sufficient for a Hopf bifurcation, rather than two (Hale, 1971), and this
too is a very common generic mechanism for transitions to oscillations in biology (for an example in
the context of a neural field model see Roberts and Robinson (2012)).
Hopf bifurcations can similarly cause a transition to temporal oscillation at each point in a continuous
medium (Marsden and McCracken, 1976), such as a two-dimensional sheet of cortical tissue modeled
by PDE, and in conjunction with a Turing bifurcation at the same point can give rise to spatiotemporal
oscillation – traveling waves (Coombes, 2010).
Generalized Hopf bifurcation
If the Hopf bifurcation is degenerate, with l1(0) = 0, the flow near xc will have one of several possible
qualitatively different structures. The possibilities can be enumerated by an unfolding of the bifurca-
tion (Golubitsky et al., 1985) and to distinguish which one is present in a particular system requires the
fifth and higher order terms of the Taylor expansion of f . The most important case for neuroscience is
a two-parameter bifurcation at that point called a Generalized Hopf or Bautin bifurcation (Kuznetsov,
2010). This is a point where a subcritical Hopf becomes a supercritical Hopf as a second parameter
is varied. In computational neuroscience modeling, a branch of subcritical Hopf bifurcations may be
used close to the point of a Generalized Hopf bifurcation so that there is a larger stable limit cycle sur-
rounding the bifurcating equilibrium allowing bistability between these two attractors (Kalitzin et al.,
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2010; Benjamin et al., 2012; Petkov et al., 2014). This is the situation shown in region③ of Figure
1.3 below. In this figure the point at the origin is the Generalized Hopf, but bistability emerges at an
ordinary subcritical Hopf bifurcation as the system crosses the green line from region② to③.
Figure 1.3: Generalized Hopf (Bautin) bifurcation. Here a Hopf bifurcation occurs when crossing the vertical
axis: it is subcritical at H+ and supercritical at H−.
Figure by Yuri A. Kuznetsov, Creative Commons Attribution-NonCommercial-ShareAlike license.
1.7 Analytical methods and simulation
This thesis makes use of both large scale computer simulation of models and analytical treatment of
models by asymptotic approximation and algebraic transformation. These tools have complementary
roles.
The behavior of systems, even with low dimension d ≥ 3 can be complex. Numerical simulation of
mathematical models enables experiment on their dynamics, can prompt new hypotheses for testing
on the real biological systems, and sometimes suggests properties that can then be confirmed mathe-
matically or empirically to be true more generally. Bounds can be put on parameters by experiment
and biophysical reasoning, to focus the target of simulation.
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The important limitation is that each individual simulation run only gives answers for a single choice
of parameters. Functional relationships can sometimes be inferred by large scale multiple simulations
of a lattice of points in a region of parameter space. But especially for stochastic behavior with a
sufficiently large and high dimensional parameter space, that becomes infeasible even with high per-
formance computing resources. Bifurcations or behaviors that occur on a boundary or region of small
measure may also be missed when sampling parameter space. Thus there need to be methods to know
where to look.
Mathematical analysis of a model can sometimes demonstrate properties in general for a range of
model space and parameter space. It may mark out the boundaries between regions of different be-
havior, to narrowly focus computer simulations. Most importantly, by deriving functional relation-
ships rather than quantities, analytical methods can sometimes directly uncover the generic mecha-
nism behind the observed behavior. Because simpler systems are often more analytically tractable,
approximation and asymptotic methods play a role in the analytical approach. This is exemplified
in the chapters that follow, which combine computer simulation with analytical transformations and
approximation.
1.7.1 Asymptotic approximations
The methods we present for analyzing local bifurcations of equilibria in a model are approximations
valid only in a neighborhood of the bifurcation point in phase space and parameter space. For example
an early step is to approximate the flow f close to the bifurcation point with a truncated Taylor series
approximation (that is, the sum of the first n terms). When obtaining a weak approximation of a
stochastic system by averaging in Chapter 4 we also use more general power series approximations.
Finite asymptotic series were first made rigorous by Poincaré (1886). For the definitions of pointwise
and uniform asymptotic approximations and expansions, see Murdock (1999).
We must distinguish between the neighborhood of convergence of an infinite series and the neighbor-
hood of useful applicability of a truncated series approximation. Neither implies the other. Depending
on coefficients, the initial terms of a series expansion may be a poor approximation even though the
series converges. Conversely, even when an asymptotic series is nowhere convergent, its truncation
may provide a useful approximation. It is the size of the error of the partial sum that matters, and
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whether that error is small enough for practical use. The convergence of the tail sum is not relevant to
asymptotic approximation (Murdock, 1999). Thus the size of the region near the bifurcation point in
which our approximations remain useful will depend on both the system and the intended use.
When we deal with systems perturbed by noise, in Chapters 4-6, the approximations are also valid only
for sufficiently weak noise. For sufficiently high noise intensity σ the noise will push the system state
away from the region of phase space where the series approximations are valid. In particular, when
systems are multistable, a noise process with unbounded amplitude distribution (such as our Gaussian
white noise) will push the state away from the attractor of interest into the basin of attraction of another
attractor with a finite expected switching time. Characterizing the behavior of one attractor, such as
a limit cycle of oscillations, in isolation is only meaningful where weak noise means this switching
time is long compared to the behavior of interest.
In this context large scale numerical simulations are a useful check that our truncated series and other
approximations preserve the properties of interest at the noise levels biologically specified in the
model. We use this in Chapter 6 as a check that the stochastic weak model approximately preserves
specific oscillation statistics.
Considerations for asymptotic scaling near a bifurcation in the presence of noise are discussed in more
detail in Section 4.4.1. A criterion balancing noise strength and stability is given in Section 4.4.3.
1.7.2 Normal form transformations
Intuitively a normal form is a “simpler” dynamical system having “qualitatively the same” local flow
in the state space as the original system.
For example for a dynamical system x˙ = f(x) if all eigenvalues of the Jacobian A = Df(x) have
non-zero real part then the normal form is a simple linear system: removing all but the linear term of
f gives its equation: x˙ = Ax. For each type of local bifurcation of equilibria there is a simple normal
form system of minimal dimension exhibiting that bifurcation at the origin. At a Hopf bifurcation
linear and cubic terms will be present in a normal form, with fifth or higher order terms present if the
Hopf bifurcation is degenerate.
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Normal form theory includes methods to find explicitly a smooth mapping from the original system
to a simplified normal form.
Deterministic normal form tranformations
To be precise, a “simpler” system here means firstly one that is more symmetrical, in the sense that
the flow vector field f is unchanged (equivariant) under the action of symmetry groups, and secondly
where the bifurcation occurs in a decoupled subspace of minimal dimension: its center eigenspace
is a center manifold of the bifurcation. Transforming to a more symmetrical system removes non-
symmetrical terms from the mathematical expression for f , so the equations of the normal form sys-
tem are also simplified. And because the subspace containing the bifurcation is decoupled from other
variables, it can be treated separately, omitting the other equations: a center manifold reduction. Pro-
vided the other eigenspaces are all stable, the state of the complete system will collapse exponentially
to this subspace so that after an initial transient its behavior is given by the simple, decoupled system
of minimal dimension. This is the reduced normal form.
But there can be different definitions for “qualitatively the same” in the discussion above, leading to
different definitions of a normal form. Each involves partitioning the possible vector fields f according
to some equivalence relation.
The definition with the broadest equivalence classes is that of topological normal forms (Kuznetsov,
2010). By this definition two systems are equivalent if there is a homeomorphism (a continuous map
with continuous inverse) that maps one to the other preserving orbits along the flow.
By contrast for Poincaré normal forms (also called equivariant normal forms) which includes the
semisimple and inner-product normal form styles of Murdock (2003), the system is already in normal
form when the higher order terms have the symmetry (equivariance) of the linear term. In mathemat-
ical terms this means the system is in normal form when its linear term is in Jordan canonical form
and its linear term and nonlinear terms commute as vector fields:
[f(x), Ax] = 0, (1.18)
where [ , ] is a Lie bracket of vector fields defined by
[f(x), g(x)] = (Df(x))g(x)− (Dg(x))f(x) (1.19)
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(Murdock, 2003). Computing the Poincaré normal form is equivalent to a linear projection of the flow
vector field f(x) into a chosen subspace of fields that satisfy this symmetry property. In this way, the
method makes the minimal changes required to the system to achieve the symmetry, and thus has finer
equivalence classes: those systems that project to the same image are equivalent. Section 3.3 will
introduce methods of deriving a Poincaré normal form transformation. This will then be automated
in a Mathematica package that can be applied to an arbitrary system near any local bifurcations of
equilibria, described in Appendix D.
The topological normal form is obtained from the Poincaré normal form by a further nonlinear rescal-
ing of time t and of the bifurcation parameters. For details of this see Kuznetsov (2010).
In application we shall see that the different kinds of normal form have different roles. For each bifur-
cation type its topological normal form has maximal simplicity. By transforming a biophysical model
to its Poincaré normal form rather than topological normal formmore properties are quantitatively pre-
served while achieving the symmetry and decoupling, which we shall see is important for preserving
the response to perturbation if the system is not isolated.
Stochastic normal form transformations
There are also developments of normal form theory specifically to treat transformation of stochastic
dynamical systems (Arnold and Imkeller, 1998; Roberts, 2008). These result in stochastic normal
forms with symmetrical noise terms, an objective we instead achieve in Section 4.4.4 by averaging a
Fokker-Planck operator, at the cost of mapping to a weak approximation.
The approach of Roberts (2008) aims to separate slow and fast processes to the greatest extent possible
in a stochastic system, which then allows highly efficient numerical simulation (that is, with a longer
time step). To achieve this some stochasticity is embodied in the mapping between the original system
and its normal form, which becomes a random transformation, while some stochasticity remains in
the reduced normal form system. To achieve this aim of efficient sample path simulation, it is also
important to use strong models: those whose sample paths directly correspond to sample paths in the
original system.
These aims differ in some ways from those of the present work, where we prefer all stochasticity to be
retained in the simplified system so that the total effect of a noise perturbation can be juxtaposed with
the deterministic terms. As the main focus is the effect of biological parameters on oscillation time
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series statistics, weak models that preserve those statistics can also be considered. Therefore in this
thesis we explore the idea of viewing stochastic dynamical systems in the coordinate systems defined
by their deterministic normal forms and see how far this can be taken. In Chapters 4-6 this proves to
be a fruitful approach for answering our questions about stochastic oscillations in biophysical models,
and one that may also have broad application beyond neuroscience.
1.8 Structure of this thesis
The thesis is structured as follows:
Neuroscience simulations in Chapter 2 identify sometimes counterintuitive effects of noise near the
onset of oscillations in a model of cortical tissue. This motivates the search for a way to analyze
stochastic systems near bifurcation to explain or predict these effects.
Chapter 3 introduces normal form transformations for deterministic systems. We show how this can
be applied in neuroscience to constrain the parameters of reduced models, and demonstrate that this
is useful for computational studies of network synchrony near bifurcation.
Chapter 4 presents a newmethod for applying normal form transformations to systemswith noise. This
method allows analytically to predict from a biophysical model how stochastic oscillation phase and
amplitude dynamics near a Hopf bifurcation will change as biological parameters and noise parameters
are varied.
Chapter 5 examines which statistical properties of oscillating time series are preserved by the trans-
formations of Chapter 4.
The new method is then applied for real in Chapter 6, analyzing the Jansen-Rit neural mass model to
answer the questions raised in Chapter 2.
Chapter 2
Critical fluctuations in cortical models near
instability
Computational studies often proceed from the premise that cortical dynamics operate in a linearly
stable domain, where fluctuations dissipate quickly and show only short memory. Studies of human
electroencephalography (EEG), however, have shown significant autocorrelation at time lags on the
scale of minutes, indicating the need to consider regimes where non-linearities influence the dynamics.
Statistical properties such as increased autocorrelation length, increased variance, power law scaling,
and bistable switching have been suggested as generic indicators of the approach to bifurcation in
non-linear dynamical systems. We study temporal fluctuations in a widely-employed computational
model (the Jansen-Rit model) of cortical activity, examining the statistical signatures that accompany
bifurcations. Approaching supercritical Hopf bifurcations through tuning of the background excitatory
input, we find a dramatic increase in the autocorrelation length that depends sensitively on the direction
in phase space of the input fluctuations and hence on which neuronal subpopulation is stochastically
perturbed. Similar dependence on the input direction is found in the distribution of fluctuation size
and duration, which show power law scaling that extends over four orders of magnitude at the Hopf
bifurcation. We conjecture that the alignment in phase space between the input noise vector and the
center manifold of the Hopf bifurcation is directly linked to these changes. These results are consistent
with the possibility of statistical indicators of linear instability being detectable in real EEG time series.
However, even in a simple cortical model, we find that these indicators may not necessarily be visible
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even when bifurcations are present because their expression can depend sensitively on the neuronal
pathway of incoming fluctuations.
2.1 Background
Computational models of neocortex and other brain structures have proved very useful for a range
of research problems in neuroscience (Braun and Mattia, 2010; Friston and Dolan, 2010). Interpret-
ing empirical data using dynamical models is particularly fruitful in neuroimaging, where underlying
processes are obscured by the low temporal resolution of fMRI or the coarse spatial source resolution
of EEG/MEG. This allows testing of hypotheses about internal dynamical mechanisms (e.g. Freyer
et al., 2012) and, through model inversion, the estimation of neural and connectivity parameters that
cannot be observed directly (Friston et al., 2003). In contrast to modeling at the microscopic scale,
where the range of dynamics of healthy neurons is known to include nonlinear behavior such as limit
cycles, modeling at the larger scale of mesoscopic neural masses or neural fields often assumes that the
dynamics at this scale operate close to a stable fixed point where input fluctuations result in only small
and brief perturbations of the population state. This premise is predicated on the diffusion approxi-
mation that states that correlations amongst neuronal inputs are reduced as the size of the population
increases (for review, see Deco et al., 2008). This approach enables the calculation of spectra from
the composition of transfer functions, a powerful technique that allows physiological parameters to
be estimated from non-invasive functional neuroimaging (Friston et al., 2003) and neurophysiological
(van Albada et al., 2010) data.
Dynamic instabilities in models at the larger scale of neural masses have typically been associated with
the pathological activity of epileptic seizures (Robinson et al., 2002; Breakspear et al., 2006; Wendling
et al., 2000). However, empirical data shows that such instabilities may also underlie healthy neural
activity (Freyer et al., 2009, 2011). Indeed, the Jansen-Rit neural mass model (Jansen and Rit, 1995)
and its derivatives (Wendling et al., 2002; David and Friston, 2003; Moran et al., 2007; Zavaglia et al.,
2006; Sotero et al., 2007; Spiegler et al., 2010) reach bifurcations where fixed points become linearly
unstable while still within the healthy physiological range of parameters. In fact, oscillations in the
model output that have been identified with normal cortical alpha activity have been shown to arise
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from limit cycle activity following a supercritical Hopf bifurcation (Grimbert and Faugeras, 2006;
Spiegler et al., 2010).
The term “linear instability” here does not necessarily imply that the dynamics of the system as a
whole lose stability. Indeed, in the case of the supercritical Hopf bifurcation, stability of the attractor
is maintained as it deforms continuously from a stable fixed point to a stable limit cycle, which then
increases in size in the phase space. Hence, there is no discontinuous transition. The distinction is that
the dominant dynamics in the system are no longer linear. The presence of quadratic and higher order
flow terms that become significant in the neighborhood of a bifurcating fixed point have a profound
influence on the system’s statistical properties and its response to stochastic perturbations.
The putative presence of linear instabilities in healthy, mesoscopic cortical activity is ultimately an
empirical question that must be answered with reference to the theory of nonlinear stochastic dynam-
ical systems. For a wide range of systems, statistical measures such as increased autocorrelation,
increased variance and bistable switching have been proposed as generic indicators that the system
is losing linear stability on approaching a bifurcation (Kelso, 2010; Scheffer et al., 2009). Increased
autocorrelation length is a direct consequence of critical slowing-down, which occurs as the strength
of attraction to a stable fixed point becomes weaker before changing to equally weak repulsion. Long-
range correlations may also reveal a transition from exponential to power law relaxation in the vicinity
of linear instabilities as a result of the higher order (nonlinear) flow terms.
Within neuroscience, statistical indicators of bifurcations have been studied at a range of scales, in
both computational models and empirical analyses. In the context of single neuron models, increase
of variance close to a bifurcation and the spectral peak near a Hopf bifurcation have been examined
(Steyn-Ross et al., 2006). Spectral features and variance close to instability have been explored in
large-scale mean field corticothalamic models (Robinson et al., 1997, 2002; Roberts and Robinson,
2012) and mean field models of the brainstem and hypothalamus (Robinson et al., 2010). Slowing
down, instability and bifurcations have also been studied at the highest level of brain function, partic-
ularly in human movement. For example, increased variance and critical slowing have been observed
in human bimanual motor control (Kelso et al., 1986; Scholz et al., 1987) and are explained by a
simplified phenomenological model of coordination (Haken et al., 1985).
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In addition to the analyses of empirical data containedwithin these computational studies, signatures of
transitions in neuroimaging data have been the subject of a number of predominantly empirical studies.
Amplitude fluctuations of human brain oscillations have been shown to have long time autocorrela-
tions with power law decay in electroencephalography (EEG) (Linkenkaer-Hansen et al., 2001), con-
sistent with effects expected near linear instability. Scale-free cortical activity has also been reported
in surface electrocorticogram (ECoG) activity, although the significance, scaling coefficient and likely
mechanisms remain contested (Bedard et al., 2006; He et al., 2010; Miller et al., 2009). Similarly, Stam
and de Bruin (2004) reported scale-free fluctuations in the degree of synchronization between surface
EEG recordings. These findings are consistent with prior reports of intermittent nonlinear structure
within (Stam et al., 1999) and between (Breakspear and Terry, 2002) surface EEG channels. More
recently, Freyer et al. (2009) found that 10 Hz oscillations showed intermittent switching between two
distinct bistable modes, although the dwell times within each mode followed a stretched exponential,
not a power law decay.
The objectives of the present study are to examine linear instabilities in the Jansen-Rit model, a closed
set of equations describing the activity of a small cortical region and one of the simplest cortical neu-
ral mass models. At the same time it is a base upon which many extensions and derivative models
have been built (Wendling et al., 2002; David and Friston, 2003; Moran et al., 2007; Zavaglia et al.,
2006; Sotero et al., 2007; Spiegler et al., 2010). The phenomena which we report in this simple model
therefore highlight the possibility of similar behavior in a wider class of models. We focus on one
key indicator of linear instability (autocorrelation length) and one important bifurcation (supercritical
Hopf). Time series for each neural population in the model are generated for sets of parameters ap-
proaching a bifurcation. We then test whether the autocorrelation indicator of proximity to bifurcation
is reliably detectable in the time series of the pyramidal population and also examine scaling properties
of fluctuations in this time series. In this way we explore whether simple bifurcations at the population
scale have the potential to contribute to indicators such as lengthened autocorrelation times and power
law scaling of fluctuations reported in human EEG data.
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2.2 Models, simulation and analysis methods
2.2.1 Jansen-Rit neural mass model
Building on the earlier work of Lopes da Silva et al. (1974) and Wilson and Cowan (1972), Jansen
and Rit developed a simple computational model of a small cortical region (Jansen et al., 1993; Jansen
and Rit, 1995). The model produces an output signal similar to spontaneous EEG alpha oscillations,
and also shows responses similar to evoked potentials following pulsatile input. The Jansen-Rit model
is a closed set of differential equations that describe the local average states of three interconnected
neural populations (Figure 2.1), excitatory interneurons, pyramidal cells and inhibitory interneurons.
Here we follow David and Friston (2003) in identifying the excitatory interneurons in the model with
layer IV spiny stellate cells. The spiny stellate and pyramidal neurons are both excitatory and both
populations receive external input, although only the pyramidal cells project out of the local region.
Each second order equation in the model corresponds to a population of synapses and their post-
synaptic dendritic processes (Freeman, 1992; Deco et al., 2008). Critically damped second order
linear filters describe the time course of the population mean of post-synaptic potentials, further dis-
persed due to variability of parameters within each population. This mean behavior summarizes both
Figure 2.1: Schematic connectivity of the Jansen-Rit model. (A) Basic connectivity diagram showing the
three neuronal populations, their excitatory (arrows) and inhibitory (circle) connections, and inputs from outside
the local cortical region (u and p). (B) A block diagram then summarizes how this translates directly to a mathe-
matical model: linear filter boxes labeled he(t) and hi(t) model the mean response of excitatory and inhibitory
synapse populations respectively, including their post-synaptic dendritic filtering. Sigmoid boxes (denoted S)
represent conversion of mean summed soma membrane potential to mean output firing rate. Connectivity con-
stants γ1 to γ4 model the number and strength of connections between populations.
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synaptic and dendritic dynamics of the individual neurons. For excitatory and inhibitory synapses
respectively these filters are expressed by the differential operators
Le =
1
Heκe
(
d2
dt2
+ 2κe
d
dt
+ κ2e
)
, (2.1)
Li =
1
Hiκi
(
d2
dt2
+ 2κi
d
dt
+ κ2i
)
, (2.2)
where the scalar parametersHe andHi determine the maximum amplitude of the postsynaptic popula-
tion response to excitatory and inhibitory inputs, respectively. The rate constants κe and κi determine
the time scale of these population responses. As the synaptic filters are linear, synapses with different
source or target populations can be merged where synapses are assumed to have the same aggre-
gate properties. For example Jansen and Rit consolidated their original model to just 3 second order
equations, as it was implicitly assumed that excitatory and inhibitory interneuron populations would
always have identical state up to a scaling constant. Following synaptodendritic filtering, fluctuations
in membrane potential sum in the cell soma and lead to changes in the average population firing rate.
The sigmoid function
S(v) =
2e0
1 + exp [ρ1(ρ2 − v)] , (2.3)
describes how the mean firing rate of a neural population depends on the mean soma membrane po-
tential v, incorporating the dispersion of responses due to variability in the parameters and underlying
neuronal states (Marreiros et al., 2008). Parameters e0, ρ2 and ρ1 determine the maximum firing rate,
threshold potential and sensitivity, respectively.
We express the Jansen-Rit model as a set of four second-order differential equations, thus allowing
both pyramidal and spiny stellate populations separately to receive extrinsic input. We follow the
variable and parameter names of Moran et al. (2007). The dynamical variables v1, v2 and v4 repre-
sent the positive contributions to population mean soma potentials by excitatory synapses targeting
spiny stellate, pyramidal and inhibitory interneuron populations, respectively. Variable v3 represents
the negative contribution to the mean soma potential of the pyramidal population originating from
inhibitory synapses. Thus the resulting mean soma potential of the pyramidal population is v2 − v3.
This is taken as the main output of the model (Jansen and Rit, 1995; David et al., 2005) because the
size and orientation of the apical dendrites of pyramidal neurons mean that pyramidal activity is most
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closely associated with EEG signals. These equations are given by
Lev1 = γ1S(v2 − v3) + 〈u〉+ σuξu(t), (2.4)
Lev2 = γ2S(v1) + 〈p〉+ σpξp(t), (2.5)
Liv3 = γ4S(v4), (2.6)
Lev4 = γ3S(v2 − v3). (2.7)
Equation (2.4) describes excitatory synaptic input targeting the spiny stellate population. Equations
(2.5) and (2.6) describe excitatory and inhibitory synaptic input to the pyramidal population, respec-
tively. Equation (2.7) describes excitatory synaptic input to the inhibitory interneuron population.
Parameters 〈u〉 and 〈p〉 are the mean per-neuron external input firing rates to the cortical region, tar-
geting spiny stellate and pyramidal populations, respectively. Langevin white noise terms ξu(t) and
ξp(t) in the extrinsic input represent the fluctuations in the input firing rates, with σu and σp denoting
their standard deviations. Scalar connectivity constants γ1 to γ4 represent at the population scale the
number and strength of connections between the three neural populations.
This system of equations is equivalent to a single 8-dimensional stochastic first order differential sys-
tem:
dv = f(v) dt+GdW(t) (2.8)
where matrix elements ofG determine the cross correlation of noise inputs to the pyramidal and spiny
stellate populations. This is the equation that we integrate numerically.
Table 2.1 lists the values of parameters used for all simulations in this study; they are the standard pa-
rameter values introduced by Jansen and Rit (1995). Jansen and Rit themselves focused on numerical
simulations of this nonlinear model. Through a survey of the simulated behavior with physiologically
realistic parameters, they observed a variety of noise-driven rhythmic behaviors consistent with human
alpha and beta rhythms. Wendling et al. (2000) studied the emergence of “spike-wave” oscillations
resembling epileptic activity when the ratio of excitation to inhibition was increased. Bifurcations in
this model where subsequently examined by Grimbert and Faugeras (2006) who treated the input p
as the bifurcation parameter in order to understand better the original simulation results of Jansen and
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Table 2.1: Jansen-Rit standard parameter values
Parameter Value Description
He 3.25mV maximum amplitude of the excitatory postsynaptic population response
Hi 22.0mV maximum amplitude of the inhibitory postsynaptic population response
κe 100 s−1 rate constant for postsynaptic population response to excitatory input
κi 50 s−1 rate constant for postsynaptic population response to inhibitory input
e0 2.5 s−1 half of the maximum population mean firing rate
ρ2 6.0mV population mean firing threshold potential
ρ1 0.56mV−1 firing rate sigmoid function voltage sensitivity parameter
γ1 135 connectivity constant: pyramidal to spiny stellate
γ2 108 connectivity constant: spiny stellate to pyramidal
γ3 33.75 connectivity constant: pyramidal to inhibitory interneurons
γ4 33.75 connectivity constant: inhibitory interneurons to pyramidal
Rit (limit cycle beyond a Hopf bifurcation causing alpha oscillations) and Wendling et al. (the emer-
gence of a large amplitude non-harmonic oscillator near a sniper bifurcation). More recently, Spiegler
et al. (2010) performed a more general bifurcation analysis that included time scale parameters and
analyzed the presence of qualitatively different oscillatory regimes.
2.2.2 Bifurcation parameters
In the original model (Jansen et al., 1993), both pyramidal and excitatory interneuron populations were
the targets of extrinsic inputs, with the two inputs being always proportional (fully correlated). In the
model of Jansen and Rit (1995), all extrinsic input was delivered to the pyramidal neurons only, with
external stimulation of the other population dropped.
David and Friston (2003), revisited the Jansen-Rit model, in particular explicitly identifying the “ex-
citatory interneuron” population of the original model with spiny stellate cells in layer IV of the neo-
cortex. Their motivation was to send extrinsic input to the layer IV spiny stellate cells in the model
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rather than to the pyramidal cells. This was arguably a more realistic model of connectivity for in-
put representing thalamocortical sensory afferents. However the equations as published retained the
pyramidal-only input of the original Jansen-Rit model.
Moran et al. (2007), in the context of Dynamic Causal Modeling (DCM, a framework for model se-
lection and parameter estimation), extended the Jansen-Rit model with several innovations, including
firing rate adaptation, recurrent inhibition, and a differently shaped sigmoid function. In particular
Moran et al. did change the target of the extrinsic input to be the spiny stellate population, as fore-
shadowed by David and Friston. We refer to this model as the Moran-Friston model hereafter.
For the present study we minimally extend the Jansen-Rit model, so that extrinsic input can be de-
livered either to the pyramidal population (as in Jansen and Rit, 1995), the spiny stellate excitatory
population (as in Moran et al., 2007) or more realistically a combination of the two. In this way, the
system input can be varied continuously from the Jansen-Rit design to the Moran-Friston design or
anywhere in between. In addition, for the case of input to both populations, these two inputs can be
chosen as uncorrelated, fully correlated or partially correlated in their fluctuations. Hence we study
the bifurcations of this model as input is varied in the combined (u, p) plane. This subset of parameter
space includes a one-dimensional space explored by Jansen and Rit containing a supercritical Hopf
bifurcation studied by Grimbert and Faugeras that is within the physiological range of parameters. We
present the bifurcation analysis in Sec. 2.3.1.
2.2.3 Numerical simulation and analysis
The model is a system of stochastic differential equations (SDEs) with additive noise. Equation (2.8)
is integrated numerically using the Heun algorithm, which is applicable to SDEs in Stratonovich form
(Rümelin, 1982). This ensures that noise amplitude is scaled in appropriate proportion to the square
root of the integration time step. We use an integration time step of 0.2 ms. The first transient 5
seconds of each simulation is discarded from further analysis.
As reviewed in the introduction, the approach to linear instabilities in systems of equations such as
(2.4–2.7) is widely assumed to cause changes in the autocorrelation length and/or a peak in the power
spectral density function (in the case of a Hopf bifurcation). This is because it is often assumed that
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the linear treatment of these systems — which predicts both an enhancement of spectral peaks and
a lengthening of the autocorrelation time — can be extrapolated from the setting when the system is
linearly stable to when it is in the neighborhood of a bifurcation.
To estimate the normalized autocorrelation function of the resulting time series we first normalize each
time series to a mean of 0 and standard deviation of 1, and then compute the cross-correlation of the
series with itself applying unbiased normalization,
Rˆxx,unbiased(m) =
1
N −m
N−m−1∑
n=0
xn+mxn (m ≥ 0), (2.9)
wherem is the lag expressed as number of samples (Orfanidis, 1996). In each case we compute auto-
correlation at lag times from 0 to one quarter of the total time series length for further analysis. Since
time series are generated in the vicinity of Hopf bifurcations with natural frequency about 11 Hz, the
autocorrelation functions all have a strong 11 Hz component. Because we are primarily interested in
the decay of the amplitude of this autocorrelation over a longer time scale, each simulation is repeated
16 times with identical parameters to generate 16 sample paths each of duration 600 s or 1800 s. The
autocorrelation function is calculated as described above for each sample path separately. The decay is
then quantified by calculating the modulus of the Hilbert transform of the normalized autocorrelation
functions computed above. The pointwise mean and standard deviation of this autocorrelation ampli-
tude across 16 sample paths are then plotted. Power spectra are estimated using the Welch algorithm
with Hamming window and a segment length of 80 000 samples or 16 seconds.
The full MATLAB code implementing the model, integration and time series analyses is available
from the authors on request.
2.3 Results
2.3.1 Bifurcation diagram
From the earlier bifurcation analysis of Grimbert and Faugeras (2006) the model is known to have
a supercritical Hopf bifurcation when the pyramidal input p = 89.8 s−1 and the other parameters
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are set to the values used by Jansen and Rit (1995). This assumed no input to the excitatory (spiny
stellate) population. We label this bifurcation point H1; it has mean input firing rate 〈p〉 = 89.8 s−1 to
the pyramidal population and zero input to the spiny stellate population (i.e., 〈u〉 = 0, σu = 0). This
maps directly back to the original Jansen-Rit model with pyramidal-only input. Matching the effective
noise level used by Jansen and Rit (correcting a scaling error in the original paper) can be achieved by
allowing p to fluctuate with standard deviation approximately σp = 2.0 s−1. Our simulations below
use a value of σp = 0.5390 s−1 or roughly one quarter of the noise level of Jansen and Rit.
To examine the difference between cases where input is provided in different ratios to the spiny stel-
late population and pyramidal population, we continue the bifurcation point H1 in the (u, p) plane in
parameter space, using the numerical continuation package MATCONT (Dhooge et al., 2003). Figure
2.2 shows the bifurcation diagram in the (u, p) plane. This plane is a 2-dimensional slice through the
larger parameter space of the model, so that a curve in this plane corresponds to a surface in parameter
−50 0 50 100 150 200 250 300
−50
0
50
100
150
u  (s−1)
p 
 (s
−
1 )
H3
H2
H1
GH
III
I II
Figure 2.2: Bifurcation diagram in the (u, p) parameter plane showing Hopf curve (thick, solid curve) and the
location of the chosen Hopf bifurcation points H1, H2 and H3 on this curve. A Generalized Hopf bifurcation
(GH) marks the transition from subcritical Hopf points (the curve below GH) to supercritical Hopf points (the
curve continuing beyond GH). Regions where p < 0 or u < 0 are non-physical. Below the Hopf curve (regions
I and II) a stable fixed point exists, which gradually loses linear stability as the curve is approached. Above the
Hopf curve (region III) this point has lost linear stability and become a stable limit cycle. The dashed line is a
curve of fold bifurcation points. In region II a single stable fixed point exists. In region I the system is bistable
with a second stable fixed point also existing, at lower excitation.
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space. The Hopf curve is almost horizontal for u > 0, implying that the level of pyramidal cell stim-
ulation required to reach the supercritical Hopf bifurcation in the model (p ∼ 75–90s−1) is roughly
independent of the level of spiny stellate cell stimulation for u & 0. For comparison with H1, we
select point H2 on this same surface of supercritical Hopf points, but this time with greater mean input
to the spiny stellate population (〈u〉 = 270 s−1) than to the pyramidal population (〈p〉 = 73 s−1). The
magnitude of fluctuations
√
σ2u + σ
2
p in the input is kept the same as at H1, with a standard deviation
of σu = 0.5203 s−1 in the spiny stellate input and σp = 0.1407 s−1 in the pyramidal input.
2.3.2 Autocorrelation indicator behaves differently at H1 and H2
For each of the bifurcation points we simulate the dynamics at four locations in parameter space: the
approach to the bifurcation from the linearly stable side (two points), at the bifurcation point (one
point), and beyond the bifurcation (one point). In each case the output pyramidal time series (v2− v3)
is the focus of our analysis.
Each simulation is performed separately with parameter values fixed at these different values, rather
than performing a single dynamic simulation with sliding parameters. This approach allows the time
series analyzed at a fixed parameter value to be approximately stationary (provided the total time
simulated is long enough) so that statistics for the process at that parameter point can be estimated
from a finite time series. Where variance is considered as an indicator of instability this approach
also avoids any spurious short-time increases in variance due to the dynamically shifting range of the
system in phase space, as distinct from increased noise-driven variance at the new parameter values
(Kuehn, 2011).
To determine the effect of proximity to a bifurcation on the fluctuation statistics, we analyze the ap-
proach and passage through bifurcations H1 and H2. Figure 2.3 shows the results for bifurcation H1.
An exemplar pyramidal time series [Figure 2.3(A)] reveals a fluctuating oscillatory system, whose
power spectrum [Figure 2.3(B)] peaks at the frequency of the Hopf instability, namely 11 Hz. The se-
ries of panels in Figure 2.3(C) shows that when approaching and passing point H1 (from left-to-right),
the autocorrelation time stays approximately constant.
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For comparison, the corresponding analyses for bifurcation H2 are shown in Figure 2.4. By eye, the
fluctuation envelope of the amplitude appears smoother. As is evident in Figure 2.4(C), the autocorre-
lation amplitude decaysmuchmore slowly as the system approaches the bifurcation. At the bifurcation
point H2 the autocorrelation remains above 20% of its zero-lag value at a lag of 15 s. The variance of
the output pyramidal time series increases as the bifurcation H1 is approached, with standard devia-
tions of 0.4550 mV, 0.5344 mV, 0.5630 mV and 0.6110 mV at the four parameter points respectively.
Approaching H2 this also occurs, with standard deviations of 0.1454 mV, 0.2160 mV, 0.2582 mV and
0.3449 mV respectively for the output time series. It is notable that in the vicinity of point H2, the
standard deviation of the simulated pyramidal output time series is between 1.8 and 3.1 times smaller
than in the vicinity of point H1, while autocorrelation times are roughly 7 times longer than at H1.
As expected for a Hopf bifurcation in a stochastic system the dynamics change gradually and continu-
ously through the bifurcation (Rowat and Greenwood, 2011). The amplitude of oscillations increases
when moving towards and beyond the bifurcation point as revealed by increased variance of the output
time series. Close to the bifurcation point this reflects weakening of the stability of the (fixed point)
attractor while beyond the bifurcation point it reflects increasing size of the (limit-cycle) attractor. The
increase in power at 11 Hz is visible in the power spectrum (Figure 2.3(B)).
The comparison of Figures 2.3(C) and 2.4(C) shows that autocorrelation is a useful and clearly visible
indicator of linear instability in the vicinity of point H2, but not for point H1. This is despite these
being points on the same surface of bifurcations with the same variance of input fluctuations.
We conjecture that the key difference between H1 and H2 is the orientation of the input fluctuations in
phase space with respect to the two-dimensional center manifold of the bifurcation, which determines
the specific directions in which linear stability is weakening. When close to the equilibrium point, the
center manifold surface can be approximated by the center eigenspace of the bifurcation. Since the
eigenvectors of the linearized system are far from orthogonal the relevant reference plane to determine
the noise component projected into the center eigenspace is that plane perpendicular to the stable
eigenspace. For H1 the resulting projection of the noise vector onto this reference plane is cosα =
0.0031. For H2 the projection is cosα = 0.0008; i.e., the noise input has a projection onto that plane
that is four times larger in the case of H1 than in the case of H2.
Chapter 2. Critical fluctuations in cortical models near instability 52
Figure 2.3: (A) Example section of simulated time series at the bifurcation point H1. (B) Power spectrum at H1.
(C) Autocorrelation amplitude at points in parameter space approaching the bifurcation point H1 (p = 74.8 s−1,
p = 84.8 s−1), at the bifurcation point H1 (p = 89.8 s−1) and beyond the bifurcation point (p = 94.8 s−1). The
line indicates the mean over 16 trials and the grey area indicates one standard deviation.
Figure 2.4: (A) Example section of simulated time series at the bifurcation point H2. (B) Power spectrum at H2.
(C) Autocorrelation amplitude at points in parameter space approaching the bifurcation point H2 (p = 58.0 s−1,
p = 68.0 s−1), at the bifurcation point H2 (p = 73.0 s−1) and beyond the bifurcation point (p = 78.0 s−1). The
line indicates the mean over 16 trials and the grey area indicates one standard deviation.
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However, the comparison between points H1 and H2 does not by itself give strong support for this
hypothesis, because there are several other factors that are significantly different between H1 and H2.
In particular H2 has 3.1 times the total input firing rate of H1, so that on this basis the difference in
autocorrelation could simply be due to greater level of excitation for point H2. This motivates the
comparison constructed below.
2.3.3 Autocorrelation depends on orientation of input fluctuations
In order to separate the effect of different mean firing rates from the effect of different noise orientation,
we construct two new scenarios H3p and H3u, where the only difference between them is the noise
orientation; all other parameters are kept identical. We choose point H3 on the same bifurcation line
of supercritical Hopf points, but with equal mean input firing rates to pyramidal and spiny stellate
populations (mean input firing rate per neuron of 〈u〉 = 〈p〉 = 80.35 s−1). We simulate two scenarios
at point H3 to test the conjecture, with both scenarios using the same values for all model parameters,
and in particular with both scenarios using the samemean input firing rates, as illustrated in Figure 2.5.
We define the scenario H3p as the case where only the pyramidal input is allowed to fluctuate about
Figure 2.5: One second of sample external inputs u and p, (A) for scenario H3p and (B) for scenario H3u
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its mean, while spiny stellate input is held steady at its mean value, corresponding to the parameters
〈p〉 = 80.35 s−1, σp = 0.5390 s−1, 〈u〉 = 80.35 s−1 and σu = 0 s−1.
Scenario H3u is defined as the case where only the spiny stellate input is allowed to fluctuate, while
pyramidal input is held steady, corresponding to the parameters 〈p〉 = 80.35 s−1, σp = 0 s−1, 〈u〉 =
80.35 s−1 and σu = 0.5390 s−1.
By using these two constructed scenarios, all parameters in the simulation are kept identical between
scenarios H3p and H3u except for the direction of the fluctuations of input in phase space, which is
rotated in phase space from the pyramidal direction to the spiny stellate direction. Rotating the vector
of fluctuations independently from the vector of mean inputs is non-physiological. The simulated
results of the non-physiological scenarios H3p andH3u are used to shed light on the reason for different
autocorrelation in the original realistic scenarios H1 and H2.
Comparable analyses of these two scenarios are presented in Figures 2.6 and 2.7. The contrast between
scenarios H3p and H3u is clear in Figures 2.6(C) and 2.7(C). When the fluctuations are in the input to
the pyramidal population (scenario H3p), the decay of autocorrelation amplitude changes little as the
bifurcation point is approached. By contrast, when the fluctuations are in the input to the spiny stellate
population (scenario H3u) the indicator of increased autocorrelation length is very prominent. A large
increase in autocorrelation heralds the transition to linear instability in scenario H3u with significant
autocorrelation at lags of up to 450 s. This indicator is much less evident in scenario H3p.
It is also instructive to view the autocorrelation amplitude with log scaling of the delay axes. The
results for the four scenarios (H1, H2, H3p, H3u) we have thus far considered are shown in Figure
2.8. Whereas the autocorrelation length stays almost invariant across the bifurcation in scenario H1
(panel A), a clear increase is seen in scenario H2 (panel B). Where scenario H3p shows a small, but
systematic lengthening (panel C), a progression through the same points in parameter space—but now
with input fluctuations aligned with the stable eigenspace — can again be seen to lead to a dramatic
increase (panel D).
In both scenarios H3p and H3u the variance of the output pyramidal time series increases as the bi-
furcation point H3 is approached, with standard deviations of 0.4884 mV, 0.4730 mV, 0.5134 mV and
0.5339 mV for H3p and 0.0188 mV, 0.0295 mV, 0.0873 mV and 0.3033 mV for H3u. The standard
deviation is starkly different between these two scenarios, with standard deviation between 2 and 22
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Figure 2.6: (A) Example section of simulated time series for scenario H3p. (B) Power spectrum at H3. (C)
Autocorrelation amplitude at points in parameter space approaching the bifurcation point H3 (p = 65.3 s−1,
p = 75.3 s−1), at the bifurcation point H3 (p = 80.3 s−1) and beyond the bifurcation point (p = 85.3 s−1). The
line indicates the mean over 16 trials and the grey area indicates one standard deviation.
Figure 2.7: (A) Example section of simulated time series for scenario H3u. Note the y-axis scale is much smaller
than that of Figure 6(A), reflecting much smaller output variance in this case. (B) Power spectrum at H3. (C)
Autocorrelation amplitude at points in parameter space approaching the bifurcation point H3 (p = 65.3 s−1,
p = 75.3 s−1), at the bifurcation point H3 (p = 80.3 s−1) and beyond the bifurcation point (p = 85.3 s−1). The
line indicates the mean over 16 trials and the grey area indicates one standard deviation.
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Figure 2.8: Autocorrelation amplitude in log(delay)-linear(correlation) coordinates. Each panel shows step
immediately before (blue), at (green) and beyond (orange) Hopf bifurcation. (A) Scenario H1, (B) H2, (C) H3p,
(D) H3u.
times smaller in scenario H3u than in scenario H3p. Thus changing the noise input direction results in
both reduced variance and increased autocorrelation. Variance also increases more rapidly in scenario
H3u than H3p as the bifurcation is approached.
Relating this to the orientation of input noise, the contrast in alignment is even greater between sce-
narios H3p and H3u than in the comparison of H1 and H2. For H3p the projection of the input noise
onto the reference plane perpendicular to the stable eigenspace is cosα = 0.003, i.e., noise input has
a non-negligible component perpendicular to the stable eigenspace of the bifurcation near the equilib-
rium point, whereas for H3u the projection is cosα = 0.00006, i.e., the projection of the noise input
onto the reference plane is fifty times smaller in the case of H3u than H3p.
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2.3.4 Input correlation and output variable not important
The results presented above are calculated from the pyramidal time series. Applying the same process
to time series for the other two populations in the model (spiny stellate and inhibitory) shows that in
each case, the results for autocorrelation decay and variance show the same behavior as the pyramidal
time series. This is important, as it rules out the possibility that the autocorrelation difference results
from different amounts of filtering between the noise input and the measured output.
In the case of point H2, both pyramidal input and spiny stellate input have fluctuations. To check
whether correlations between the two input fluctuations are important to the results we examine the two
extreme cases of independent and perfectly correlated inputs. Cross-correlation of input fluctuations
does not affect the results: autocorrelation amplitude of the pyramidal output decays over a similar
time scale whether the inputs to the two populations are independent or perfectly correlated.
2.3.5 Scaling properties of output fluctuations
As reviewed earlier, long-tailed fluctuation distributions have been observed in the amplitude fluctua-
tions of alpha (Freyer et al., 2009) and beta oscillations in scalp EEG data (Linkenkaer-Hansen et al.,
2004). Therefore we study the statistical properties of fluctuations at and near the bifurcation points
in scenarios H3u and H3p. In particular, we characterize fluctuations by the distributions of sizes
and durations of excursions in the amplitude envelope of the detrended pyramidal time series. More
specifically, we analyze the squared Hilbert amplitude, which is a measure of instantaneous power.
We extract excursions above a threshold (sometimes termed “avalanches” in the literature) where each
excursion is delineated by the time points at which the instantaneous power crosses the threshold from
below and the next crossing from above. Fluctuation duration is thus the length of the time interval
for which the power is above threshold, and we define fluctuation size to be the time integral of the
instantaneous power over this interval (i.e., the area under the curve, a measure of energy in the fluctu-
ation). We choose the threshold for each time series such that it approximately maximizes the number
of identified fluctuations and falls in a regime where the fluctuation statistics are relatively insensitive
to small changes in this value.
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We analyze the fluctuation size and duration distributions following the methods of Clauset et al.
(2009). For each set of fluctuation statistics we calculate the inverse cumulative distribution function
and fit candidate distributions to the tail using the method of maximum likelihood: power law (the
Pareto distribution), power law with exponential cutoff, lognormal, and exponential. Here the tail is
all the data above a lower bound that we identify as the value that minimizes the Kolmogorov-Smirnov
goodness-of-fit statistic between the power law model and the data (Clauset et al., 2009). This method
of determining the range of the fit from the data strikes a balance between fitting too wide a range (i.e.,
outside the power-law regime) and too narrow a range (i.e., throwing away data unnecessarily). We use
the same fitting range for all four candidate distributions. We estimate a p-value for the fitted power
law by comparing the data to 1000 synthetic data sets drawn from a true power law, which accounts for
whether the deviation between the data and the fitted power law is within the range expected for finite
sampling of a true power law. The p-value is taken to be the fraction of synthetic data sets that deviate
from the power law by at least as much as the data, and p > 0.1 indicates plausibility of the power law
hypothesis (Clauset et al., 2009). We compare the fitted power law with alternative distributions using
likelihood ratio tests. Significant deviation of the likelihood ratio from zero is tested using Vuong’s
methods (Vuong, 1989). For the nested hypothesis of power law versus power law with cutoff (the
latter family includes the former), the null hypothesis is that the power law is best-fitting distribution.
For all other tests, the null hypothesis is that both distributions are equally far from the true distribution.
Figure 2.9 shows the fluctuation distributions for H3u. The empirical distributions for both duration
(Figure 2.9A) and area (Figure 2.9B) exhibit a scaling regime over approximately four orders of mag-
nitude. The power law fits for duration and area have exponents 1.56 and 1.51, and p-values p = 0.27
and p = 0.72, respectively, and are thus consistent with the hypothesis that the true distribution is a
power law. The fitted exponents depend weakly on the threshold value but the main finding of a broad
scaling regime is unchanged. The lognormal and power lawwith exponential cutoff are also consistent
with the data: the likelihood ratio tests do not distinguish between the lognormal and power law fits
(duration: p = 0.15; area: p = 0.26), but favor the power law with exponential cutoff over both power
law (duration: p = 0.016; area: p = 0.047) and lognormal (duration: p = 0.003; area: p = 0.004).
The pure exponential distribution is strongly ruled out in all cases (p  0.001) and so is not shown.
Approach to this bifurcation, shown in Figure 2.10, reiterates the autocorrelation results of Section
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Figure 2.9: Upper cumulative distributions of fluctuation statistics at the bifurcation point H3u, using squared
Hilbert amplitude thresholded at 0.008mV 2, with power law (red), power law with exponential cutoff (green),
and lognormal (blue) fits plotted for the fitted range of the tail. (A) Fluctuation duration. (B) Fluctuation size as
given by area under the curve.
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Figure 2.10: Comparison of fluctuation duration distributions between points approaching (p = 65.3 s−1)
and at the bifurcation point (p = 80.3 s−1) for the two noise input directions. (A) Point H3u (black,
threshold=0.008mV 2) and nearby more stable point (red, threshold=0.0002mV 2). (B) Point H3p (black,
threshold=0.4mV 2) and nearby more stable point (red, threshold=0.18mV 2).
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2.3.3. Near H3u (Figure 2.10A), the long scaling regime of Figure 2.9A (black) is significantly di-
minished away from the bifurcation (red), with few fluctuations having durations > 10 s. Here, the
pure power law is ruled out (p < 0.001), and the power law with exponential cutoff is strongly fa-
vored over all the alternatives tested. For comparison, Figure 2.9B shows fluctuations at the same
bifurcation when noise enters almost perpendicular to the center eigenspace (scenario H3p). At the
bifurcation (black), there is no clear scaling regime, and the distribution is essentially unchanged by
moving to a more stable point in parameter space (red). The power law fit is ruled out for both points
(p < 0.001), and again the power law with cutoff is strongly favored. Thus, as in the autocorrelation
cases (Figures 2.7C and 2.8C), the fluctuation statistics clearly herald the approach to the bifurcation
for H3u but only negligibly for H3p.
2.4 Discussion
The relevance of these results to physiology is twofold. Firstly, we have demonstrated a fundamental
limitation in the use of autocorrelation as an indicator of the loss of linear stability, a limitation which
will apply when attempting to detect bifurcations from actual human EEG, EMG andMEG time series.
Secondly, the demonstration of both long autocorrelation times and scale-free temporal fluctuations
in a simple, low dimensional stochastic model informs the debate about whether the brain exhibits
self-organised criticality, because it shows that these features can also arise from mechanisms other
than a multi-scale critical phase transition.
Close to the supercritical Hopf bifurcation in the Jansen-Rit model, we have shown that when length-
ened autocorrelation times and scale free fluctuations manifest in any one cell population as indicators
of approach to the bifurcation, then they are indeed detectable in the pyramidal time series that is most
closely associated with EEG signals. The standard parameters of the model provide sufficiently large
coupling between the three neural populations that lengthened autocorrelation is evident in all three
populations when it is present in any of them.
When considering long time autocorrelation and scale free fluctuations that are present in human EEG
time series this suggests that in addition to the possibility that these could arise in the brain at the point
of phase transition in a complex, multi-scale system (Stam and de Bruin, 2004; Linkenkaer-Hansen
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et al., 2004), there may also be a role for low-dimensional stochastic dynamics at the population scale
in generating these indicators.
More importantly, we have shown that even in a very simplistic cortical model, these indicators can
already be subtle in their dependency on neuronal inputs. Longer autocorrelation times are not guar-
anteed to be evident in the output just because there is a bifurcation where linear stability is lost. In
particular we have shown that a change of the orientation in phase space of small fluctuations in the
input can be sufficient to enhance or almost completely remove this indicator.
Jansen and Rit suggested that input to excitatory interneurons could be removed from the model,
as input to the pyramidal population from coupled columns was expected to have the same effect
(Jansen and Rit, 1995). Our results show that when fluctuations in the input are taken into account,
the statistical properties of the model output are sensitive to the choice of which neural population
receives the extrinsic input.
The Jansen-Rit model is representative of a broad class of models that mathematically can be expressed
as a composition of sigmoid functions and second order linear filters. It is worth noting that neural
field models (such as Jirsa and Haken (1996) and Robinson et al. (1997)), when restricted to spa-
tially uniform solutions, can also be expressed in this mathematical form, with an additional critically
damped second order linear filter capturing the time characteristics of local axonal propagation with a
population spread of sources and axon parameters (Robinson et al., 1997). There are no particularities
of the current model that suggest that the phenomena which we describe will be limited to this setting.
The present results regarding fluctuation orientation hence speak broadly to the commonly employed
neural mass and neural field models of large-scale neuronal activity.
2.4.1 Opposite effect on autocorrelation and variance
Autocorrelation and variance of the output signal have been suggested as generic indicators of the
approach to local bifurcation, as standard linear analysis shows they are both expected to increase as
the bifurcation is approached and the real part of bifurcating eigenvalues approaches zero. We also
observed that changing the orientation of input fluctuations can result in autocorrelation increasing at
the same time as variance is decreased. Insight into these phenomena can be gained by considering
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the behavior of a simple low dimensional linear stochastic system. In the one-dimensional linear
case of an Ornstein-Uhlenbeck process, dx = −ax dt + b dW , the (normalized) autocorrelation is
given by exp(−aτ) and variance by 1
2
b2/a, so both increase as the size of the eigenvalue a approaches
zero. In particular, variance increases linearly with the variance of noise input b2 (Gardiner, 2010).
The same is true for a linearized two-dimensional system near a Hopf bifurcation (Steyn-Ross et al.,
2006). If we naively assume that aligning input noise with the center eigenspace increases the amount
of noise affecting the slow dynamical system of the center manifold, we would expect variance to be
greater when the angle with the center eigenspace plane was smaller, which was not the case. From
consideration of the normal form transformation (Roberts, 2008) it is rather the plane perpendicular to
the stable eigenspace that should be relevant in determining the magnitude of noise driving the slow
dynamics. Because the eigenvectors of the linearized Jansen-Rit system are far from orthogonal, that
reference plane is almost normal to the center eigenspace plane, resulting in the observed reversal of
the expected relationship between noise orientation and variance.
It may be possible to study these bifurcation indicators more specifically in a normal form model by
considering a full center manifold reduction. Close to the bifurcation nonlinear terms can result in
multiplicative noise in the slow dynamical system of the center manifold (Roberts, 2008). These oc-
cur in addition to the simpler additive noise that results directly from linear transformation of the input
noise terms but so far we have yet to calculate the magnitude or importance of these multiplicative
noise terms in the present system. Furthermore, any local analysis of the behavior close to the equi-
librium point is valid only for the case of small noise, so that the state of the system remains local to
the equilibrium point. That is not necessarily the case for this system, as suggested by larger output
standard deviation near the bifurcation seen in the cases of H1 and H3p, which is comparable to the
amplitude of the subsequent limit cycles. This implies that the system is exploring a wider region of
phase space compared to the cases with high autocorrelation (H2 and H3u). Thus the structure of flow
in the phase space further from the equilibrium point may be directly responsible for the quickly de-
caying autocorrelation in those cases. In particular if the center manifold curves away from the center
eigenspace, then at a sufficient distance from the equilibrium point the directions of noise input which
are “well aligned” and “poorly aligned” with the manifold may be reversed.
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2.4.2 Power law scaling of output fluctuations
Analyzing the distributions of fluctuation sizes and durations, we observe the presence of a long power
law scaling regime that extends over 4 orders of magnitude with a rapid truncation at the far right hand
tail at the bifurcation when input fluctuations are normal to the reference plane. This power law scaling
is not observed when input fluctuations have a significant projection onto the reference plane. Further
away from the bifurcation, the power law regime extends for less than one order of magnitude so that
the lengthy power law tail provides a signature of proximity to the bifurcation in that scenario.
A range of simple dynamical mechanisms are known to permit production of scale-free fluctuation
structure of this kind. A relaxation process with a fractional operator formally yields a power law
(Pareto) probability distribution of fluctuation durations (Sokolov and Klafter, 2005). Multiplicative
noise (which arises when reducing oscillation dynamics of the model to two dimensions) can also in
specific cases result in power law probability distributions (Anteneodo and Riera, 2005). However, the
cause of the power law scaling of the distributions of fluctuations in our system is not yet determined.
2.5 Future work
This study considered autocorrelation in the output of a single Jansen-Rit model region, representing
a small area of cortex of the order of 2–3 mm2. For the question of potential detectability in EEG it
remains to examine the effect on autocorrelation of combining the output of a large number of cortical
regions, whose oscillations may be synchronized to a greater or lesser degree and where the output
measurement function relating EEG to the combination of sources plays an important role.
Within the Jansen-Rit model we also observed indicators close to other bifurcation types, including
switching between attractors in a bistable region near a cusp bifurcation and “flickering” or intermittent
switching away from a stable fixed point in a monostable region near a sniper bifurcation, which are
not explored further in this paper. Therefore it remains to examine the sensitivity of these and other
indicators, such as mean switching times as bifurcations are approached, to noise orientation.
It is hoped that normal form analyses near the bifurcation will shed some light on the mechanism by
which the input noise affects autocorrelation. A first step will be to examine a simpler normal form
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system displaying the same behavior, where exact control over the shape of the center manifold can
be afforded, initially targeting the limiting case of small fluctuations. Such an analysis will serve to
separate the generic local effects of the Hopf bifurcation from global behavior due to excursion of the
state further from the equilibrium point.
Examination of a normal form system will also be key to determining the reason for the power law
scaling of fluctuation statistics. The results presented in this paper show that some of the indicators of
instability reported in human EEG also arise in the output of a simple neural mass model near linear
instability.
While similar indicators can also emerge from a critical phase transition in a complex, multi-scale
system, we have shown in the present study that some of the same indicators can arise in a very
different way, from the low-dimensional stochastic dynamics at a single scale: the mesoscopic scale
of interacting populations. As the field advances, it will become increasingly important to move away
from a single umbrella notion of “criticality” in brain dynamics towards defining a number of exact,
and possibly distinct, mechanisms responsible for correlations and scale-free fluctuations in the time
and/or spatial domains. It is certainly possible at this stage that multiple mechanisms play a role.
2.6 Supplementary figures
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Figure 2.11: Power spectrum at H1, using a larger window size of 150 s (750000 samples) to show lower
frequencies from 6.7× 10−3Hz.
Figure 2.12: Power spectrum at H2, using a larger window size of 150 s (750000 samples) to show lower
frequencies from 6.7× 10−3Hz.
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Figure 2.13: Power spectrum for scenario H3p, using a larger window size of 450 s (2250000 samples) to show
lower frequencies from 2.2× 10−3Hz.
Figure 2.14: Power spectrum for scenario H3u, using a larger window size of 450 s (2250000 samples) to show
lower frequencies from 2.2× 10−3Hz.
Chapter 3
Using normal form transformations to
parameterize minimal biological models near
bifurcation
In dynamical models of biological or physical systems the underlying mechanism behind a transition
in behavior is often a local bifurcation of equilibria. In these cases a normal form model is then
the simplest mathematical model that distills the mechanism, allowing one to test the hypothesis that
the given bifurcation is sufficient to account for the observed behavior in the real system. In practice,
somewhat arbitrary parameter values are sometimes used in such normal form models, the assumption
being that the evolution in phase space will be qualitatively the same. But this assumption breaks
down when the systems are not isolated. Instead, we show how a normal form transformation can
constrain the parameters of a normal form model to match the original biophysical model, giving
an explicit mapping from the full model near bifurcation to a local, minimal model, and making the
coupling function between normal form models consistent with the biophysical coupling model of the
full system. We provide a Mathematica package to derive normal form transformations for arbitrary
systems near local bifurcations. As an application, we demonstrate that this approach is useful when
modeling the synchronization of nonlinear oscillators near a Hopf bifurcation. If the parameters of the
topological normal form are used with symmetrical diffusive coupling the synchronization behavior of
a minimal model does not match the original system. But when a Poincaré normal form transformation
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is used to parameterize the minimal model and coupling, the synchronization behavior matches the
original system.
3.1 Background
3.1.1 Normal form models in neuroscience
There is a long history of simplified abstract models being used in computational neuroscience to
understand synchronization of neural activity and responses to input, at all scales from single neuron
tomesoscopic andmacroscopic brain network scale. The utility of theseminimal oscillatormodels was
discussed in Section 1.4. As introduced in Section 1.7.2, each type of bifurcation has a corresponding
topological normal form system, which is the “simplest” system of equations exhibiting that type of
bifurcation.
In neuroscience this normal form system itself may be used as a model when it is hypothesized that the
phenomenon of interest is explained by a particular bifurcation occurring in the real biological system.
In this situation the maximal simplicity of the normal form model in capturing the mechanism gives
it greater explanatory power than a detailed biological model.
A second reason for using a normal form model is that the simple form may be analytically tractable.
Existing theorems and mathematical results may be directly applicable to the reduced system. This is
particularly true in the study of oscillator synchronization, where many existing mathematical results
are available.
A third reason for using a normal form system as amodel is that it requires less computational resources
to simulate, thus making larger scale simulations of coupled networks more feasible (Goodfellow and
Glendinning, 2013). This is a reason of lesser importance.
In the case of the Hopf bifurcation, its two-dimensional normal form model is so ubiquitous that it is
sometimes given a separate name: the Landau-Stuart equation (Pikovsky et al., 2003).
Modeling with normal forms
For neuroscience applications a normal form model may be arrived at in several ways:
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A detailed biological model may be developed first, then a bifurcation analysis of this model indicates
a specific type of bifurcation which is responsible for a transition occurring at the boundary of a
region in parameter space. This transition can then be modeled separately by a normal form system
of equations for that bifurcation type.
Alternatively specific features of the dynamics may be desired to be reproduced with a minimal model.
For example Goodfellow et al. (2011) used an 8-dimensional Jansen-Rit neural mass model which
exhibited intermittent transition between low- and high-amplitude oscillations. Having identified these
dynamical features the authors later chose a 2-dimensional 7th order generalized Hopf normal form
model in Goodfellow and Glendinning (2013) to implement this transition, as it allows bistability
between an inner and an outer limit cycle. (This example shows how normal form models may be
used where bistability rather than a bifurcation is the mechanism of transition.)
Finally, phenomenological models may be constructed from a repertoire of simple normal forms based
on observed time series properties. An excellent example of this approach is given by Jirsa et al.
(2014).
In some cases it is possible first to derive a reduction of an oscillating biophysical model to the Poincaré
normal form beyond a Hopf bifurcation, then to continue further and perform a reduction to a one-
dimensional phase-oscillator model from the normal form model (Schuster and Wagner, 1990; Brown
et al., 2004; Daffertshofer and van Wijk, 2011; Ashwin and Rodrigues, 2016). This is valuable for
mathematical analysis of the synchronization dynamics, as discussed in Section 1.4.1, but is only pos-
sible if the oscillator parameters remain away from the bifurcation point.
Bifurcations, local and global, that can be the mechanism of oscillation onset and amenable to a mini-
mal model include supercritical Hopf, SNIPER (saddle-node in a periodic orbit), saddle-node of limit
cycles, homoclinic bifurcation (Guckenheimer and Holmes, 1985). At the single-neuron scale these
bifurcation types have all appeared in various mathematical models in neuroscience (Brown et al.,
2004; Izhikevich, 2007).
An example of the application of normal form models to large scale network synchronization in
epilepsy research is Petkov et al. (2014). This modeled local bistable oscillatory dynamics with Gen-
eralized Hopf normal form models, (as discussed in the context of Figure 1.3), with network structures
defined by measured time series of patients and healthy controls.
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3.1.2 Importance of phase-amplitude oscillator parameters
An -dependent Poincaré normal form model of oscillations near a supercritical Hopf bifurcation has
the form
r˙ = γr − ar3
θ˙ = ω + ω+ br
2. (3.1)
This can be compared to the maximally simple topological normal form, a special case of Eq. (3.1)
with parameters fixed:
r˙ = r − r3
θ˙ = 1. (3.2)
With arbitrary parameters Eqs (3.1) and (3.2) describe transitions to oscillation that are qualitatively the
same: their flows in state space are topologically equivalent, as discussed in Section 1.7.2. However
when oscillators are coupled together as a network, previous work has shown that besides the natural
frequencies ω the parameters b and γ in the Poincaré normal form will also have a significant effect
on the collective dynamics of synchronization.
Aronson et al. (1990) examined in detail the case of two coupled oscillators near Hopf bifurcation and
showed through bifurcation analysis of the 4-dimensional coupled system that the shear parameter b
affects not only the thresholds where synchronization appears, but also the qualitative types of syn-
chronous behavior that are possible, as shown in Figure 3.1 reproduced from Aronson et al. (1990).
Regions of bistability between phase locking and phase drift or bistability between phase locking and
oscillator death also occur in the case of nonzero b.
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A Zero shear B Nonzero shear
Figure 3.1: A nonzero shear parameter b in the Hopf normal form breaks the symmetry of the bifurcation
diagram for the coupled system of two oscillators. Shown are the bifurcation curves that apply at the point of
amplitude symmetry (r1 = r2), as a function of parameter γ (proportional to coupling strength) and the difference
∆ = (ω2 − ω1) + (b2 − b1) between oscillators. Reprinted from Aronson et al. (1990) with permission from
Elsevier.
Daffertshofer and van Wijk (2011) demonstrated that accurate amplitude dynamics are essential to
modeling synchronization behavior in networks. They treated a network of coupledWilson and Cowan
(1972) neural mass models, using averaging to reduce the limit cycle of each to a phase oscillator
model, whilst retaining the dependence of the coupling strength between phase oscillators on the
source and target oscillation amplitudes in the original model. In this way they derived the depen-
dence of phase coupling on oscillation amplitude. This was supported by numerical simulations with
different amplitude distributions and network topologies.
Therefore, close to a supercritical Hopf bifurcation where the amplitude is (proportionally) highly
variable, it is expected that the natural frequencies ω, varying amplitudes (governed by parameters γ
and a) and shear b all affect network synchronization. In this regime the oscillation amplitude is not
linearly stable, so the requirements for an approximate phase reduction to one dimension are in general
not satisfied: the dynamics are 2-dimensional in character (Aronson et al., 1990). The exception is
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the regime further beyond bifurcation where the bifurcation parameter  is kept much larger than the
coupling strength c (and much larger than noise intensity σ if the amplitude is also perturbed by noise),
in which case a reduction to coupled phase oscillators is possible (Ashwin and Rodrigues, 2016).
3.1.3 Normal form transformations
Normal form transformations were introduced in Section 1.7.2. For local bifurcations the theory of
normal forms includes methods to find explicitly a smooth mapping from a complicated system near
bifurcation to its normal form. In the following Sections 3.2 and 3.3 we review one such method. The
iterative method applied in this paper for equivariant normal forms is originally due to Poincaré (1879)
and amore general theory subsequently developed (Murdock, 2003; Guckenheimer andHolmes, 1985;
Kuznetsov, 2010; Golubitsky et al., 1988). An outline of the historical development is given in Mur-
dock (2003).
3.2 Example system
To introduce the method of Poincaré that will be applied to biophysical models, we first illustrate the
steps with a minimal 3-dimensional example:
x˙1 = x1 − 9x2 − x1x3
x˙2 = 9x1 + x2 − x2x3 (3.3)
x˙3 = −2x3 + 4(x21 + x22).
In practical application, such as the neural mass model example in Section 3.5 below, the starting
biophysical model will have higher dimension and so the reduction is best done automatically in a
computer algebra system, such as the Mathematica package accompanying this paper, or the Reduce
implementation of Roberts (2009). This first example is small enough to write all steps explicitly,
making the method clear.
Briefly examining the dynamics of Eq. (3.3), from the equations it can be seen that the origin is
a fixed point, and that the x3 direction is stable having eigenvalue −2 (from the coefficients of the
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linear terms), so that the state collapses exponentially to a paraboloid-shaped center manifold surface
x3 = 2(x
2
1 + x
2
2) (determined by x˙3 = 0). It is on this curved surface that a stable limit cycle emerges
as  is increased, given by x3 = , x21 + x
2
2 = /2.
Figure 3.2: The example system of Eq. (3.3) showing the paraboloid shape of its center manifold, with a limit
cycle of stable oscillations (green) emerging on this surface beyond the bifurcation point.
The first step is to translate the bifurcating equilibrium point to the origin and apply an initial linear
transformation to the system so that eigenspaces at the bifurcation point are orthogonal and aligned
with coordinate axes. In this example the bifurcation point is already at the origin and eigenspaces
already aligned with the coordinate axes, so no action is needed: for this example the initial linear
transformation is the identity.
Next the system right-hand-side is approximated by a truncated Taylor series about the origin. For
this example again no action is needed as the right-hand-side is already a polynomial vector field.
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Now the normal form algorithm can be applied to find a smooth change of variables which maps the
deterministic system to its normal form. Eq. (3.3) can be written as
x˙1
x˙2
x˙3
 = A()

x1
x2
x3
+

−x1x3
−x2x3
4x21 + 4x
2
2
 , (3.4)
where
A() =

 −9 0
9  0
0 0 −2
 so at the bifurcation point A =

0 −9 0
9 0 0
0 0 −2
 . (3.5)
The right-hand-side of our system 3.4, which we want to simplify, defines a flow on the phase space
R3. Because we approximated it with a Taylor series, this flow vector field is an element of the space
V of all three-dimensional polynomial vector fields in three variables.
The first iteration of the algorithm will simplify second order terms, operating in the smaller subspace
V2 that consists only of polynomial vector fields of homogeneous order 2, that is the space of all
possible second order terms. Explicitly, for a system of three variables V2 is 18-dimensional, with
standard ordered basis

x21
0
0
 ,

x1x2
0
0
 ,

x1x3
0
0
 ,

x22
0
0
 ,

x2x3
0
0
 ,

x23
0
0
 ,

0
x21
0
 ,

0
x1x2
0
 ,

0
x1x3
0
 ,

0
x22
0
 ,

0
x2x3
0
 ,

0
x23
0
 ,

0
0
x21
 ,

0
0
x1x2
 ,

0
0
x1x3
 ,

0
0
x22
 ,

0
0
x2x3
 ,

0
0
x23

 . (3.6)
Using this ordered basis the system’s existing second order terms,
f{2}(x) =

−x1x3
−x2x3
4x21 + 4x
2
2
 , (3.7)
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correspond to the following column vector in R18:
fˆ{2} = (0, 0,−1, 0, 0, 0, 0, 0, 0, 0,−1, 0, 4, 0, 0, 4, 0, 0)T . (3.8)
As will be discussed in general in Section 3.3.2, the normal form algorithm finds a simplifying trans-
formation by using the linear operator LA : V → V defined by
LAq(x) = (Dq(x))Ax− Aq(x) for any q(x) ∈ V . (3.9)
To simplify the system’s second order terms what is important is the action of LA on the subspace of
second order terms V2. The matrix representation of the action of LA on V2 can be seen explicitly by
applying the definition Eq. (3.9) to the basis elements of V2, giving
LˆA{2} =

0 9 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0−18 0 0 18 0 0 0 9 0 0 0 0 0 0 0 0 0 0
0 0 −2 0 9 0 0 0 9 0 0 0 0 0 0 0 0 0
0 −9 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0
0 0 −9 0 −2 0 0 0 0 0 9 0 0 0 0 0 0 0
0 0 0 0 0 −4 0 0 0 0 0 9 0 0 0 0 0 0
−9 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0
0 −9 0 0 0 0 −18 0 0 18 0 0 0 0 0 0 0 0
0 0 −9 0 0 0 0 0 −2 0 9 0 0 0 0 0 0 0
0 0 0 −9 0 0 0 −9 0 0 0 0 0 0 0 0 0 0
0 0 0 0 −9 0 0 0 −9 0 −2 0 0 0 0 0 0 0
0 0 0 0 0 −9 0 0 0 0 0 −4 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 2 9 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −18 2 0 18 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −9 0 2 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 −9 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −2

.
In this example system this matrix has full rank, i.e. the image of V2 under LA is the whole subspace
V2. This indicates that all second order terms can be removed by a suitable change of variables,
x = u+ q{2}(u), (3.10)
so that the second order terms after this transformation will be g{2}(u) = 0, corresponding to the zero
vector in R18:
gˆ{2} = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T . (3.11)
The key result of normal form theory is that the required transformation q{2}(u) will always satisfy
the equation
LAq{2}(x) = f{2}(x)− g{2}(x). (3.12)
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So to find q{2}(u) explicitly, we need only solve the corresponding linear system in R18,
LˆA{2}qˆ{2} = fˆ{2} − gˆ{2}. (3.13)
This gives
qˆ{2} = Lˆ−1A{2}fˆ{2}
= (0, 0, 1
2
, 0, 0, 0, 0, 0, 0, 0, 1
2
, 0, 2, 0, 0, 2, 0, 0)T , (3.14)
which in the original space V of vector fields corresponds to
q{2}(u) =

1
2
u1u3
1
2
u2u3
2u21 + 2u
2
2
 . (3.15)
Indeed, applying the newly found transformation (3.10) to Eq. (3.4) removes all quadratic terms as
desired, introducing cubic terms as a side effect:
u˙1
u˙2
u˙3
 = A

u1
u2
u3
+

−2u31 − 2u1u22 − u1u23/2
−2u21u2 − 2u32 − u2u23/2
4u21u3 + 4u
2
2u3
+O(|u|4). (3.16)
The second iteration of the algorithm will now simplify cubic terms, while leaving first and second
order terms unchanged. Working in the subspace V3, we seek a further change of variables, this time
equal to the identity up to second order,
u = y + q{3}(y). (3.17)
For a system of three variables V3 is 30-dimensional. A basis for V3 is chosen analogously to Eq.
(3.6). Considering the cubic terms of Eq. (3.16) as a vector f{3}(u) in the space V3, this cubic field
corresponds to a column vector fˆ{3} in R30,
fˆ{3} = (−2, 0, 0,−2, 0,−12 , 0, 0, 0, 0, 0,−2, 0, 0, 0, 0,−2, 0,−12 , 0, 0, 0, 4, 0, 0, 0, 0, 4, 0, 0)T . (3.18)
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Similarly to the first iteration, the action of LA on V3 is represented by a matrix LˆA{3} ∈M30(R),
LˆA{3} =

0 9 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−27 0 0 18 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −2 0 9 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −18 0 0 0 0 27 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −18 0 −2 0 0 18 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −4 0 0 9 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −9 0 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 −9 0 0 −2 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −9 0 0 −4 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −6 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0
−9 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −9 0 0 0 0 0 0 0 0 −27 0 0 18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −9 0 0 0 0 0 0 0 0 0 −2 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −9 0 0 0 0 0 0 0 −18 0 0 0 0 27 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 −9 0 0 0 0 0 0 0 −18 0 −2 0 0 18 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −9 0 0 0 0 0 0 0 0 0 −4 0 0 9 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −9 0 0 0 0 0 0 −9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −9 0 0 0 0 0 0 −9 0 0 −2 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −9 0 0 0 0 0 0 −9 0 0 −4 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −9 0 0 0 0 0 0 0 0 0 −6 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 9 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −27 2 0 18 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −18 0 2 0 0 27 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −18 0 0 0 0 18 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −2 0 0 9 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −9 0 0 2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −9 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −9 0 0 −2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −4

This time the matrix is not invertible, so bases for the image and kernel of LˆA{3} are computed, having
dimension 27 and 3 respectively, and the vector gˆ{3} is found as the oblique projection of the vector
fˆ{3} along the subspace im LˆA{3} into the subspace ker LˆA{3},
gˆ{3} = (−2, 0, 0,−2, 0, 0, 0, 0, 0, 0, 0,−2, 0, 0, 0, 0,−2, 0, 0, 0, 0, 0, 4, 0, 0, 0, 0, 4, 0, 0)T , (3.19)
which corresponds to the cubic vector field
g{3}(y) =

−2y31 − 2y1y22
−2y21y2− 2y32
4y21y3 + 4y
2
2y3
 . (3.20)
These will be the simplified cubic terms of the normal form. To find the required transformation
q{3}(y) a linear equation, Eq. (3.30), is again solved, by solving the corresponding linear system in
R30,
LˆA{3}qˆ{3} = fˆ{3} − gˆ{3}, (3.21)
which gives
qˆ{3} = (0, 0, 0, 0, 0, 18 , 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
1
8
, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T , (3.22)
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corresponding to
q{3}(y) =

y1y
2
3/8
y2y
2
3/8
0
 . (3.23)
Applying the transformation 3.17 to Eq. (3.16) indeed gives the cubic terms of 3.20. Thus we have
computed the normal form to third order:
y˙1
y˙2
y˙3
 =

y1 − 9y2 − 2y31 − 2y1y22
9y1 + y2 − 2y21y2 − 2y32
−2y3 + 4y21y3 + 4y22y3
+O(|y|4). (3.24)
In this normal form system (3.24) the equations for y1 and y2 now no longer depend on the stable
variable y3. Writing the (y1, y2) equations in polar form,
r˙ = r − 2r3
θ˙ = 9. (3.25)
This is a Poincaré normal form for a supercritical Hopf bifurcation. Thuswe have a simpler 2-dimensional
system that captures the emerging oscillation behavior of the original 3-dimensional system. If de-
sired the transformation that maps the original system to the minimal normal form system can be found
explicitly by composing the transformations from the two iterations.
3.3 Review of normal form transformation method
Having studied a minimal example, we briefly review the basic theory behind this method, to under-
stand how these steps work in the general case. For a clear and comprehensive exposition of normal
form theory, including its generalizations and more sophisticated algorithms, see Murdock (2003).
The simplest method, presented here, has been automated in the accompanying Mathematica package
(Appendix D) which can be given an arbitrary system near a local bifurcation and will output both the
transformation and the resulting simplified system.
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3.3.1 Initial translation and linear transformation
After a local bifurcation point has been located in the original system (for example by using the nu-
merical continuation software MATCONT, Dhooge et al. (2006)) a translation is applied to shift the
bifurcation to the origin of phase space and parameter space.
The normal form transformationwill produce a simplified system by a change of variables that imposes
on the non-linear terms the same symmetry possessed by the linear term (i.e. the Jacobian matrix).
Therefore a preparatory step is to make that linear term as simple as possible, by linearly transforming
the system so that its Jacobian is in Jordan real form. This aligns the coordinate system with (general-
ized) eigenspaces of the Jacobian. As we are at a local bifurcation point, these eigenspaces include a
center eigenspace of dimension c ≥ 1 (depending on bifurcation type) tangent to the center manifolds
of the bifurcation (Guckenheimer and Holmes, 1985; Kuznetsov, 2010). Thus after linear transforma-
tion the center eigenspace of the bifurcation will correspond to c specific variables, but in general at
this stage these variables will still be coupled nonlinearly to the remaining (stable and unstable) vari-
ables, because the center manifolds are curved. A geometric effect of the subsequent transformations
will be to flatten the center manifolds so they coincide with the flat center eigenspace up tomth order.
Assuming derivatives exist at the origin the system is now approximated locally by Taylor expansion.
To compute the normal form tomth order it is sufficient to retain up tomth order terms in the Taylor
approximation. In this way the flow f(x) near the origin is expressed as a polynomial vector field with
each of the d components being a polynomial in variables x1, · · · , xd.
3.3.2 Near identity transformation
To complete the normal form transformation the aim is to find a smooth invertible transformation,
x = y + q(y), (3.26)
which maps the deterministic system x˙ = f(x, 0) at the bifurcation point to a normal form system
y˙ = g(y) where the flow of the center variables are decoupled and have the symmetry (equivariance)
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of the linear term. We seek a transformation that is near-identity in the sense that it equals the iden-
tity transformation to first order, affecting only nonlinear terms in the Taylor approximation, that is
|q(y)| = O(|y|2).
A polynomial is called homogenous of degree m if each of its terms has indices that sum to m, for
example x21x2 + x
3
2 is homogenous of degree 3. The set of all d-dimensional polynomial vector fields
in d variables forms a vector space V , with a standard basis given by monomial vector fields of the
form
ej
d∏
i=1
ynii , (3.27)
where ej are the standard unit basis vectors of Rd. The space V will be viewed as the direct sum of
subspaces Vm where an element of Vm has as each of its components either homogenous polynomials
of degree m, or zero. Each transformation that we use will be an endomorphism on these subspaces
Vm, so will always map a vector field of homogenous degree m either to a field homogenous of the
same degreem in the new variables, or to zero.
A key result is that the terms of order m in the deterministic system which can be removed by a
transformation such as Eq. (3.26) are completely determined by the linear part of the system, A =
Df(x)|x=0 via the action of the linear operator LA : V → V defined by
LAq(x) = [q(x), Ax] = (Dq(x))Ax− Aq(x). (3.28)
(Recall from Section 1.7.2 that the whole system is in normal form if LAf(x) = 0).
The image of each subspace Vm under this operator LA gives the entire set of order m terms that
may arise in the transformed system from any possible polynomial transformation q. So if there are
terms in the original system that are not in the image of LA then these cannot be eliminated by any
such transformation. Thus it is terms in a subspace complementary to the image of LA that will form
the new, simplified system. In this way the symmetry that can be achieved in the normal form is
determined by the linear part A alone. In particular, expressing A as the sum of a semisimple and a
nilpotent matrix A = S + N , all terms in the transformed system will be in the kernel of LS . This
implies all terms commute with Sx as vector fields, so that the new system is equivariant under the
flow eαS generated bymatrix S (Murdock, 2003). For our application to Hopf bifurcations this ensures
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that these systems will be mapped by a polynomial transformation to a normal form that has circular
symmetry.
There remains the freedom to select a subspace complementary to the image of LA. In cases such as
Section 3.2, where the representation of LA on Vm is a semisimple matrix, its kernel can be chosen
as the complement, giving the semisimple normal form style. Otherwise, as in the non-semisimple
example of the Jansen-Rit model in Section 3.5 below, the kernel of the representation of LA† on Vm
is used instead, giving the inner product normal form style. (Murdock, 2003)
To compute the required transformation the simplest algorithm, which we use here, is iterative. The
first iteration derives a transformation x = u + q{2}(u) to simplify only the second-order terms
(also modifying third and higher order terms as a side effect). After choosing a basis for the space
V2 the existing second-order terms f{2}(x) are considered as a vector in V2. The desired simplified
second-order terms g{2}(x) are found by explicitly calculating the matrix representing the action of
LA on the subspace V2 then computing the oblique projection of the vector f{2}(x) along the image
of LA into the chosen subspace complementary to the image of LA. This choice of g{2} ensures that
f{2}(x)− g{2}(x) lies within the image of LA, so that there exists q{2}(x) ∈ V2 such that
LAq{2}(x) = f{2}(x)− g{2}(x). (3.29)
Thus the required transformation q{2} to simplify second order terms can be found as the pre-image
of f{2}(x)− g{2}(x) by solving Eq. (3.29) as a linear system in V2.
The second iteration then proceeds similarly, leaving first and second order terms unchanged and
simplifying third order terms, by considering those terms as a vector in the subspace V3 and projecting
that vector into a subspace complementary to the image of LA acting on V3. At each iteration a similar
homological equation,
LAq{m}(x) = f{m}(x)− g{m}(x), (3.30)
is solved to find the incremental transformation q{m}(x) which simplifies terms of order m. After
n− 1 iterations, the system is in normal form up to order n.
In both the semisimple and non-semisimple cases, the constraints satisfied by the kernel of LA ensure
that the transformation flattens any curved center manifold of the original system, so that in the new
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coordinates the center manifold coincides with the center eigenspace (to nth order) (Murdock, 2003).
This implies that in the transformed system on the center manifold the center variables undergoing
bifurcation are decoupled from the others, so that the bifurcation dynamics of interest can be analyzed
as a separate c-dimensional subsystem.
This algorithm also gives explicitly the smooth coordinate transformation thatmaps the original system
to its normal form, by composing the incremental transformations used in each iteration. Thus, where
the normal form is computed to nth order the overall transformation is also expressed as a nth-order
polynomial vector field.
3.3.3 Parameter-dependent transformations
In Section 3.3.2 we first set  = 0 to find a transformation based on the system exactly at the bifurcation
point. The result was a single transformation which at bifurcation locally maps the system to its normal
form. Having found this transformation, it can then be used to transform the original perturbed system
including bifurcation parameter . But in general the transformed system for  6= 0 will then contain
-dependent terms that lack the symmetries of the normal form (i.e. equivariance under the flow
generated by the Jacobian). As  is varied to take the system through the bifurcation the transformed
system is only approximately in normal form for  6= 0.
As an improvement, we can promote the bifurcation parameter  to the status of a dynamical variable,
forming the n+ 1 dimensional extended system,
x˙ = f(x, )
˙ = 0, (3.31)
which now has a c+ 1 dimensional center manifold. The normal form algorithm of Section 3.3.2 can
then be applied to this extended system, yielding an -dependent transformation that leaves the ˙ = 0
equation unchanged (Guckenheimer and Holmes, 1985; Kuznetsov, 2010). For computer algebra
implementation with truncated power series, we first rescale bifurcation parameters so that variables
of the extended system are of the same order when truncating power series. That is, for each bifurcation
parameter  we extend the system by introducing a new variable α = α() with α˙ = 0 and O(α) =
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O(xi) near the bifurcation point. The result, on returning to n dimensions, is an -dependent change
of variables,
x = y + q(y, ), (3.32)
instead of Eq. (3.26), and an n-dimensional normal form system that now remains in normal form
as  is varied to take the system through the bifurcation. As before this contains a c-dimensional
center manifold subsystem decoupled from the other variables, giving a reduced model. By using
the extended system this reduced model is simpler, and in systems with further perturbations such
as noise or coupling from another system it more accurately captures the effect of changing  on the
center manifold dynamics. (See for example Appendix B.)
3.4 Supercritical Hopf bifurcations
The preceding sections (3.3.1 - 3.3.3) and the accompanying Mathematica package apply to any local
bifurcations of equilibria, including those of higher codimension. In this section we turn to specific
considerations for the supercritical Hopf normal form that will appear in the application below.
3.4.1 Rescaling of oscillation amplitude
Applying the methods of Section 3.3.2 or Section 3.3.3, there is still one degree of freedom remaining
in selecting a normal form. In the case of the Hopf bifurcation normal form,
r˙ = r − ar3
θ˙ = ω + br2, (3.33)
this corresponds to an arbitrary linear rescaling of the radial variable r.
This choice of scaling also corresponds to the arbitrary scaling in the definition of the first Lyapunov
coefficient of theHopf bifurcation, an ambiguity that is removed by choosing a convention (Kuznetsov,
2010). The quantity that remains invariant under a linear rescaling, andmatters for dynamical behavior
such as synchronization, is the ratio a/b.
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There is more than one valid way to consider this scaling choice. We could choose a scaling of r that
preserves the same numerical value for the oscillation amplitude as the original system. That would
require defining “amplitude” in the original system. As explained in Pikovsky et al. (2003) there are
multiple valid ways to do that. This may result in different scaling methodologies depending on the
problem at hand. The benefit of this approach is that more physical properties will be quantitatively
preserved by the transformation.
Alternatively we can make an unambiguous choice that works for all systems, and rescale r so that the
coefficient of the r3 term in the normal form is always−1. This is the approach we have taken below,
by applying the change of variables,
R =
√
a r. (3.34)
3.4.2 Coupling Hopf normal form systems
When a simplified oscillator model x˙ = f(x) is used to study synchronization in networks, with a
coupled network of N simple oscillators,
x˙j = f(xj) +
N∑
i=1
cijh(xi,xj), (3.35)
the coupling function h between the simple oscillators is either chosen heuristically or inferred from
a more detailed biophysical model. In Section 3.5 below we demonstrate that close to a bifurcation
where oscillation dynamics are fundamentally 2-dimensional, finding the physically appropriate pa-
rameters and form of coupling is necessary for correctly capturing the synchronization behavior of a
system, showing the value of the latter approach.
For a 1-dimensional phase oscillator model such as a network of Kuramoto oscillators θ˙ = ω, the most
commonly used coupling function is
h(θi, θj) = sin(θi − θj). (3.36)
For phase oscillators this is a reasonable heuristic choice in many cases. If the natural frequencies
ωi, ωj are close, with weak, symmetric coupling h(θi, θj) = h(θj, θi), then averaging around the cycle
Chapter 3. Normal form transformations parameterize minimal models near bifurcation 85
to remove dependence on absolute phase yields an odd function of the phase difference h(θi, θj) =
q(θi − θj) = −q(θj − θi) so that the first term of its Fourier series is c sin(θi − θj) (Pikovsky et al.,
2003). However higher order terms can be important (Hansel et al., 1993).
Phase oscillator models with coupling function derived explicitly by reduction of a biophysical model
include Schuster and Wagner (1990), Brown et al. (2004), Daffertshofer and van Wijk (2011), and
Ashwin and Rodrigues (2016).
For 2-dimensional reduced phase-amplitude oscillators such as the supercritical Hopf normal form
z˙ = (γ+ ωi)z + (a+ bi)z|z|2 or 5th order generalized Hopf (Bautin) normal form
z˙ = (γ + ωi)z + (a + bi)z|z|2 + (c + di)z|z|4, several heuristic coupling schemes are often chosen
in the literature:
Linear diffusive coupling: h(zi, zj) = c.(zi − zj).
Diffusive coupling acts to bring the states of coupled systems closer together (Pikovsky et al., 2003;
Aronson et al., 1990). Named diffusive as the earliest application was to chemical oscillators literally
coupled by diffusion (e.g. Torre, 1974). This choice is often made when the system is known to
exhibit phase and amplitude synchronization and it is desired to capture this in the simplified model.
By allowing the scalar coefficient c to be complex a phase offset can be included in the interaction.
Examples of normal form models in neuroscience using this coupling include Benjamin et al. (2012)
and Terry et al. (2012).
Direct coupling: h(zi, zj) = zi.
This form, where coupling depends linearly on the source system alone, is named direct following
Aronson et al. (1990). In neuroscience models this coupling form reflects the fact that axonal propaga-
tion of action potentials between neuron populations is unidirectional. Examples from computational
neuroscience include Koppert et al. (2012) and Kalitzin et al. (2014)
Periodic direct coupling: h(zi, zj) = Re(zi).
If the output of a source region is a scalar quantity, such as a population mean firing rate, periodic
coupling reflects the fact that the physical coupling mechanism may directly depend on that quantity,
but not its rate of change. An example of its use in computational neuroscience is Koppert et al. (2014).
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Despite the fact that axonal coupling is unidirectional, in the nervous system the resulting mean post-
synaptic potential of a target population receiving input is to some extent dependent on the state of
the target cells. At the single cell level this is due to both synaptic and dendritic processes includ-
ing facilitation (leading to greater response to coupling input), refractory states of ion channels, and
spike rate adaptation (both leading to reduced response to coupling input). At the population level,
local recurrent inhibitory and excitatory connections can also regulate excitation in the target region,
mediating the population response to coupling input.
A biological justification of linear diffusive coupling between oscillations, or any other coupling that
involves both source and target regions, rests on these processes. Now these biophysical features
can be captured in neural mass models (for example spike rate adaptation and recurrent inhibition
are implemented in Moran et al. (2007)) but whether the effect is approximately equivalent to linear
diffusive coupling of phase and amplitude is not obvious.
The transformation method presented below gives a way to approach this question. We derive a first
approximation to the coupling function between two normal form systems by transforming the cou-
pling terms from the original biological model to the 2-dimensional normal form coordinates.
3.5 Application to neural mass model and synchronization
We compare a network of coupled 8-dimensional Jansen-Rit neural mass models with two different
simplified networks of 2-dimensional Hopf normal forms, showing that synchronization behavior of
the original neural mass network is not preserved in the simplified model if standard parameters are
assigned heuristically from the topological normal form with diffusive coupling, but synchronization
behavior is preserved if the parameters and coupling are constrained by transformation.
As a neural mass model of a single cortical region capable of oscillation the Jansen-Rit model (Jansen
et al., 1993; Jansen and Rit, 1995) was introduced in Section 2.2.1. When treated as a deterministic
system of first order ordinary differential equations in the variables v = (v1, v2, v3, v4, v5, v6, v7, v8)T ,
with arbitrary firing rate inputs p(t) and u(t) to pyramidal and spiny stellate populations respectively,
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this model is
v˙ = f(v, t) =

v5
v6
v7
v8
Heκe(γ1S(v2 − v3) + u(t))− κ2ev1 − 2κev5
Heκe(γ2S(v1) + p(t))− κ2ev2 − 2κev6
Hiκeγ4S(v4)− κ2i v3 − 2κiv7
Heκeγ3S(v2 − v3)− κ2ev4 − 2κev8

, (3.37)
where S(v) =
2e0
1 + exp[ρ1(ρ2 − v)] . (3.38)
As shown by Grimbert and Faugeras (2006) and reproduced by numerical continuation in Section
2.3.1, for the case u(t) = 0 and standard parameter values listed in Table 2.1, a supercritical Hopf
bifurcation occurs as the pyramidal input p(t) is increased beyond pc ≈ 89.8 s−1 (labeled point H1 in
Figure 2.2).
In fact for this system it is possible to solve for the location of the equilibrium point vc and Hopf
bifurcation point pc to arbitrary precision, directly from Eq. (3.37). The working for this is shown in
Appendix A.1. In the case of Hopf point H1 the result is:
pc = 89.829 s
−1, vc = (13.208, 20.165, 13.425, 3.3021, 0, 0, 0, 0)T mV. (3.39)
3.5.1 Network of coupled Jansen-Rit systems
Here we construct an all-to-all coupled network of five neighboring cortical regions operating just
beyond the onset of oscillations (input firing rate pc +  = 104.3 s−1 so that γ = 0.2), each modeled
with a separate instance of the 8-dimensional Jansen-Rit model above.
Tomodel input to the pyramidal population from neighboring cortical regions, similarly to Goodfellow
et al. (2011) we use the same nonlinear synaptic coupling between populations that is used between
Chapter 3. Normal form transformations parameterize minimal models near bifurcation 88
populations in the Jansen-Rit model itself, so the total pyramidal input firing rate p(t) to region j is
pj(t) = p0(t) +
∑
i 6=j
cijγ1S(vi2(t)− vi3(t)), (3.40)
where cij is the (directed) connectivity strength from region i to region j, vi2−vi3 is themean pyramidal
membrane potential of the ith source region, with an extrinsic white noise process p0(t) = 〈p0〉+σ0ξ(t)
representing input from other brain regions which are not being explicitly modeled in the network. No
extra delay (beyond the delay implied by the characteristic synaptic response time) is introduced in
the coupling as we are modeling directly adjacent cortical regions. (cf. Jansen and Rit (1995) which
models distal regions.)
At the bifurcation point, each region in the network produces a total output firing rate φc = γ1S(vc2−
vc3) which for point H1 is φc ≈ 406 s−1. When simulating a single Jansen-Rit model the source of
input that brings the system to the threshold pc is not modeled dynamically, instead it is modeled as a
static mean value 〈p〉 of a Gaussianwhite noise process, as in Chapter 2. But nowwith a networkmodel
some of the input to each region is being modeled explicitly by the other regions, so for the subsystems
simultaneously to be near the onset of oscillations p(t) = pc+  requires the remaining extrinsic input
that is not modeled dynamically, 〈p0〉, to be reduced accordingly, i.e. 〈p0〉 = pc+ −
∑
i 6=j cijφc. For
the present simulation beyond the bifurcation, that gives 〈p0〉 = 103.8 s−1. The standard deviation σ0
of the extrinsic input process is reduced in proportion to its mean, giving σ0 = 0.420 s−1.
For later use, we rewrite this network model with the coupling from other regions as a separate term
instead of writing this input as part of p(t). Then the equation for the jth region is
v˙j = f(vj) +
∑
i 6=j
cijh(vi,vj), (3.41)
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where f(vj) is the function f(v, t) of Eq. (3.37) but now setting u(t) = 0, p(t) = p0 (bifurcation point
H1), and with coupling function
h(vi,vj) =

0
0
0
0
0
Heκeγ1S(vi2 − vi3)
0
0

. (3.42)
A network of N = 5 coupled Jansen-Rit models was simulated with all-to-all bidirectional coupling:
cij =
0.09
N
for i 6= j, cii = 0, p0 = 16.23 s−1.
A sample of the resulting output for the pyramidal cell populations at each node in the network is
shown in Figure 3.3. The dominant behavior is alpha-frequency oscillations in each region, with os-
cillation amplitude that waxes and wanes on a slower time scale of seconds. The oscillation amplitude
is correlated between nodes in the network. The regions tend to synchronize in phase when mean
oscillation amplitude is large, then desynchronize when mean amplitude is small.
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A Amplitude relationship between the five nodes, showing full simulation time range t = 0 s to t = 100 s.
B Phase relationship between the five nodes, showing the short time interval t = 80 s to t = 90 s.
Figure 3.3: A network of 5 coupled Jansen-Rit systems, plotting the pyramidal output time series at each node.
This shows dynamic changes of synchronization of both amplitude and phase between nodes.
3.5.2 Network of Hopf normal forms, standard parameters
Having identified the bifurcation type (supercritical Hopf) and base frequency of oscillations (from
the imaginary eigenvalues at bifurcation) we might attempt qualitatively to capture this network syn-
chronization behavior in a simpler model, by constructing a network of simple 2-dimensional Hopf
normal form systems of the same frequency:
r˙ = γr + ar
3
θ˙ = ω + ω+ br
2, (3.43)
or in complex form, setting z = reiθ and γ = γ + iω,
z˙ = (γ+ ωi)z + (a+ bi)z|z|2, (3.44)
Chapter 3. Normal form transformations parameterize minimal models near bifurcation 91
where angular frequency ω = 65.2 s−1. Without a method to constrain the other parameters of the
supercritical Hopf normal form, we use the standard values of its topological normal form: γ = 1,
a = −1 and b = 0. To facilitate synchronization of both phase and amplitude, we then couple these
normal form systems with a linear diffusive coupling function proportional to the difference of the
complex amplitudes zi − zj , so for the jth region, the simple network model is given by
z˙j = (+ ωi)zj − zj|zj|2 +
∑
i 6=j
cij(zi − zj) + ησ0ξ(t). (3.45)
To make the extrinsic noise comparable to the Jansen-Rit network simulation, the same noise process
σ0ξ(t) is used, then multiplied by η = 0.60−0.019 i to linearly transform it to the plane of oscillation.
We simulate an all-to-all coupled network ofN = 5 adjacent regions beyond the onset of oscillations,
with  = 0.2 and cij = 0.09N for i 6= j, cii = 0, the same network structure as before.
3.5.3 Network of normal forms, parameterized by transformation
To contrast with the approach of Section 3.5.2 above, we create a third network of simple 2-dimensional
Hopf normal form systems, this time with its parameters and coupling constrained by Poincaré nor-
mal form transformation of the Jansen-Rit model, instead of assigning standard parameters from the
topological normal form.
Computing the -dependent inner-product normal form from the Jansen-Rit model Eq. (3.37) near
Hopf point H1, the working at each step is presented in Appendix A.2. After a linear rescaling to fix
a = −1, the resulting normal form is:
z˙ = (γ+ ωi)z + (a+ bi)z|z|2, (3.46)
where ω = −65.2, a = −1, b = 5.71, and γ = 0.0138− 0.0831i.
From the nonlinear coupling term h(vi,vj) of the original Jansen-Rit model, Eq. (3.42), we take a
bilinear approximation of the coupling vector field near Hopf point H1,
h(vi,vj) ≈ h(vc,vc) + ( ∂
∂vi
h(vi,vj)).(vi − vc) + ( ∂
∂vj
h(vi,vj)).(vj − vc), (3.47)
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then transform this to the 8-dimensional normal form coordinate system, so that the first two compo-
nents drive the oscillations of Eq. (3.46). The details at each step are shown in Appendix A.3. The
resulting network model with first order coupling is:
z˙j = (γ+ ωi)zj + (a+ bi)zj|zj|2 +
∑
i 6=j
cij(c0 + c1Re(zi) + c2Im(zi)) + ησ0ξ(t), (3.48)
where c0 = 244− 7.77i, c1 = 87.9− 2.80i and c2 = −38.7 + 1.23i.
In contrast to the heuristic choice of coupling function of Section 3.5.2, in this system the coupling
does not depend on the difference between source and target regions, but on the source region alone.
This arises naturally from transforming the synaptic coupling of the Jansen-Rit model, which has the
same property, i.e. ∂
∂vj
h(vi,vj) = 0. Note also that in general a constant term c0 appears in the
coupling.
Here the extrinsic noise ησ0ξ(t) is the same as in the previous simulation, with η = 0.60 − 0.19 i as
before. Again we simulate an all-to-all coupled network of N = 5 adjacent regions beyond the onset
of oscillations, with γ = 0.2 and cij = 0.09N for i 6= j, cii = 0, as with the previous simulations.
3.5.4 Results
Comparing the full 40-dimensional network of Jansen-Rit neural masses and the twoHopf normal form
networks, all three models give oscillations that are similar when viewed individually, that is alpha
frequency oscillations modulated by a slowly varying amplitude. But the network synchronization of
the three models is not the same. To view the time course of synchronization for each network, we
plot at each point in time the modulus of the phase order parameter,
ρ(t) =
1
N
N∑
j=1
eiθj(t), (3.49)
which lies between 0 (for a uniform phase distribution) and 1 (for an ensemble of identical phase). The
results for synchronization of the three different all-to-all coupled networks with the same coupling
strength and network structure are shown in Figure 3.4:
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A Network of 5 coupled Jansen-Rit systems
B Network of 5 coupled Hopf normal form systems
with zero shear and c.(z2 − z1) coupling
C Network of 5 coupled Hopf normal form systems
parameterized by transformation
Figure 3.4: Order parameter showing the degree of synchronization for (A) a network of five 8-dimensional
Jansen-Rit models near Hopf bifurcation point H1 with synaptic coupling, (B) network of 2-dimensional Hopf
normal forms with parameters of the topological normal form and c.(z2 − z1) coupling and (C) network of
2-dimensional Hopf normal forms with parameters and coupling derived by transformation.
Repeating the simulations with all three networks implemented as ordinary differential equations with-
out any noise (setting σ0 = 0) gave similar results.
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3.6 Discussion
Using a Poincaré normal form transformation to parameterize the simplified model and its coupling
allowed the collective synchronization behavior to be qualitatively preserved in a network simula-
tion, whereas assigning standard parameters from the topological normal form and heuristic choice of
coupling did not.
This approach can be applied also to parameterize reduced models near other local bifurcations of
equilibria, such as systems containing saddle-node, Bautin or cusp bifurcations.
To make analytical predictions about network synchronization from the normal form models, a further
reduction from the normal form to a one-dimensional phase oscillator model is sometimes possible.
This is viable in cases where the coupling (and all other perturbations such as noise) are weak enough
(Ashwin andRodrigues, 2016), or else the limit cycle far enough beyond bifurcation, that the amplitude
dynamics are negligible (Kuramoto and Haken, 1984). We have seen that close to a supercritical Hopf
bifurcation the dynamics are fundamentally two-dimensional. How far from the bifurcation point this
remains true depends on the bifurcation parameter scale γ, one of the parameters computed above in
the Poincaré normal form.
Other normal form algorithms exist beyond the simplest one presented here. Those methods are more
computationally efficient, and in the case of Lie-theory based algorithms give both the forward and
inverse transformation explicitly (Murdock, 2003). Having the inverse transformation then for exam-
ple allows a phase response curve of the normal form to be transformed back to the original biological
coordinates (Brown et al., 2004).
The reduced amplitude stability that occurs near a Hopf bifurcation has two separate effects on oscilla-
tor synchronization. First is the dependence of phase coupling between oscillators on their amplitudes,
as shown by Daffertshofer and van Wijk (2011) and evident here. Second is the dependence within a
single oscillator of oscillator frequency variance on its amplitude variance, a relationship determined
by the normal form shear parameter b. In systems with large b, the amplitude variance near bifurca-
tion causes greater frequency variance which in turn reduces synchrony near bifurcation, for the same
coupling strength. Whereas in a system with small b the first effect, but not the second, occurs.
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This demonstrates why selecting normal form parameters, such as shear b, bifurcation parameter scale
γ and coupling function h approximately to match the system being modeled is important for studies
of network synchrony: the collective behavior depends upon them, even though as isolated oscillators
their flows are topologically equivalent. For simulations using normal form models, this paper has
shown oneway to constrain parameters of the simplemodel by transformation of a detailed biophysical
model.
Chapter 4
Transformation of stochastic systems
explains the effect of noise near bifurcations
For many physical and biological systems that can transition between oscillation and no oscillation,
such as healthy and pathological brain rhythms, nanomechanical resonators and financial cycles in
the economy, the most common generic dynamical mechanism underlying the onset of oscillations is
a Hopf bifurcation. We demonstrate a new method to analyze any dynamical model close to a Hopf
bifurcation, to derive how random noise perturbations close to the transition point will manifest as
modified phase and amplitude statistics of the oscillations.
In contrast to mere simulation, this analytical approach derives the precise functional form for how
phase and amplitude noise terms depend upon parameters of the original model. This facilitates mak-
ing predictions from models about how oscillation statistics will change as physical or biological
parameters are changed in experiment.
To do this, normal form transformation expresses the system in a new coordinate system where the
emerging oscillations (in the absence of noise) are symmetrical circles in a flat plane. By using stochas-
tic calculus to also transform the noise perturbations to this same coordinate system, their first order
effects on oscillation phase and amplitude are made explicit.
In this paper we first give a brief overview of the method and transform a simple three-dimensional
example system before examining the general case in Section 4.4, including a criterion for the reduced
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system to be a good approximation. Section 4.5 examines the meaning of each term in the resulting
standard simplified form. In Chapter 5 we demonstrate that not only phase and amplitude probability
distributions but also several temporal properties are preserved by the transformation. Finally Chapter
6 applies this method to the Jansen-Rit neural mass model to explain the phenomena reported in Aburn
et al. (2012).
4.1 Background
For computational neuroscience gradually to arrive at better models, it is necessary to compare model
predictions with experimental data.
But in modeling complex systems such as the brain, usually not every dynamical variable of a model
can be observed directly in experiment. Sometimes what can be observed is a projection of the system
state onto a lower-dimensional subspace. A good example of this is a neural mass model, which aims
to use 6 to 10 dynamical variables to capture the collective dynamics of a small region of cortical
tissue, but where what is measurable in a clinical or experimental setting is often a single variable
(such as a one-dimensional time series for each brain region derived from EEG, MEG or local field
potential recording). Oscillation statistics from time series, such as the rate of phase diffusion or the
distribution of oscillation amplitude and its mean reversion time, may be measurable in experiment,
while the evolution of all dynamic variables may not be.
When such a system is at a stable equilibrium, its local behavior is approximately linear, and in ana-
lyzing experimental time series from a stable equilibrium the theory of linear time-invariant systems
applies. In this case any perturbations from the equilibrium (including noise driven perturbations) are
quickly dissipated and decay exponentially in time back to the stable state. Thus only response behav-
iors on short time scales are observable. Because response amplitude is damped the response is also
more easily masked by measurement noise (such as the activity of other brain regions). In this stable
regime the best connection that can be made between the model and observed time series is to deter-
mine from the model a transfer function relating frequencies in the input perturbation to frequencies
in the resulting system output (e.g. Robinson et al., 2002; Robinson et al., 2004).
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Similarly when the system is in a regime of stable oscillations on a limit cycle, perturbations away
from this attractor also decay exponentially back to the limit cycle. If a one-dimensional time series
can be observed in experiment, the dominant behavior is the oscillation at the base frequency. Beyond
this the relative strength of harmonics (integer multiples of the oscillator base frequency) in the output
may distinguish between different classes of nonlinear oscillator (Chatterjee, 2009).
But it is close to the bifurcation between these two regimes, where linear stability is temporarily lost,
that the susceptibility of the system to intrinsic or extrinsic perturbations is greatest. As the response is
not so quickly dissipated the real system is thus likely to divulgemore information about the underlying
dynamics. Here behaviors on longer time scales can potentially be observed. Where models explain
a transition of behavior in the real system, and it is possible experimentally to observe the system
through this transition, this offers the best opportunity to measure the statistical behavior of the real
system and compare to models.
Rather than predicting behavior of the system at a single point in parameter space only (which can be
done by simulating the model using those specific parameters multiple times and collecting statistics
from the repeated simulations) our method goes further by allowing to predict analytically from the
model the functional form of how the phase and amplitude noise terms of leading order depend upon
biological parameters.
4.2 Method overview: pipeline of transformations
Near a Hopf bifurcation, the original system in general will have non-circular oscillations that emerge
on an arbitrarily curved two-dimensional surface embeddedwithin theN-dimensional state space. This
makes it difficult to determine exactly how noise will affect oscillation phase and amplitude. But after
applying the pipeline of transformations, in the new coordinates the system will have symmetrical
circular oscillations on a flat surface. The leading order noise effects will be expressed directly in
terms of phase and amplitude.
To achieve this, the original system is transformed to a simpler system using the steps summarized in
Figure 4.1.
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initial linear transformation
near-identity transformation
optional averaging around the cycle
reduction to two dimensions
simple system
original system
1.
2.
4.
3.
Figure 4.1: Pipeline of transformations
The meaning of each of these steps is as follows:
1. translation and initial linear transformation.
Translate the bifurcating equilibrium point to the origin and apply a linear transformation to
align the coordinate system with the (generalized) eigenspaces. After this step the Jacobian of
the system is in Jordan real form.
2. near-identity transformation
Approximate the deterministic system near the origin with a Taylor series. Then find the normal
form transformation described in Section 3.3.2 which maps the deterministic system to a simple
normal form system with symmetrical circular oscillations in a flat plane. Having found the
transformation that makes the deterministic oscillations simple, now apply the same transfor-
mation to the full stochastic system including noise perturbations, using Stratonovich calculus.
3. reduction to two dimensions
For a deterministic system, the first two steps will de-couple the center eigenspace variables
from the stable variables. By contrast, when noise is present in general they will still be coupled
through stochastic terms that depend on the stable variables. As shown in Section 4.4.3 these
stochastic coupling terms scale as σ
2
λ1.5
, so that the system de-couples to a good approximation
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when the noise intensity is small and/or the stable eigenspaces very stable. In this step these
stochastic coupling terms are either omitted or replaced with a constant intensity noise term
with the same root-mean-square noise intensity. The result is a 2-dimensional normal form
system with additive and multiplicative noise terms.
4. optional: averaging around the cycle
If the behavior of interest is of a slower time scale than the oscillation period then short-term
dependency on the phase can be removed. To do this the reduced system is expressed as a
Fokker-Planck equation and averaged around the cycle.
(Alternatively in systems where this separation of time scales does not hold, so that the phase
dependent dynamics remain important, rather than averaging the phase dependence is instead
simplified by taking leading terms of a Fourier series expansion.)
4.3 Example with two noise perturbations
We first demonstrate the method with a simple 3-dimensional example system. This is based on the
deterministic system of Section 3.2, but nowwith two independent Gaussian white noise perturbations:
x˙1 = x1 − 9x2 − x1x3 + σ1ξ1(t)
x˙2 = 9x1 + x2 − x2x3 (4.1)
x˙3 = −2x3 + 4(x21 + x22) + σ3ξ3(t).
Because the noise is additive, that is noise intensity independent of the system state x, its expression
above using Langevin symbols ξ1(t), ξ3(t) is unambiguous. This example will be useful to illustrate
how additive noise in the original n-dimensional system gives rise to both additive and multiplicative
noise acting on the 2-dimensional phase and amplitude dynamics of oscillation.
In the steps below we will change to a new coordinate system by applying continuously invertible
transformations to the system. Automating these calculations is simplest using Stratonovich stochastic
calculus, so a preparatory step is to express the system in Stratonovich form. Because the noise here
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is additive this is trivial for this first example:
dx1 = (x1 − 9x2 − x1x3)dt+ σ1 ◦ dW1
dx2 = (9x1 + x2 − x2x3)dt (4.2)
dx3 = (−2x3 + 4(x21 + x22))dt+ σ3 ◦ dW3.
We shall contrast the effect on this system of the two different noise perturbations in Eq. (4.2). Each
has constant intensity and constant direction in phase space: σ1 ◦ dW1 is in a tangential direction
aligned with the x1 axis and σ3 ◦ dW3 is in the axial direction aligned with the x3 axis, as shown in
Figure 4.2. Note that in this example the noise perturbation does not have circular symmetry — we
are applying noise in the direction of x1 but not x2. From Figure 4.2, defining an oscillation phase
θ = arg(x1 + ix2) we can see that the noise σ1 ◦ dW1 (red, aligned with the x1 direction) will perturb
both phase and amplitude of oscillations during each cycle as the phase θ evolves around the circle. It
will affect oscillation amplitude most when sin θ is small, and will affect oscillation phase most when
cos θ is small.
We can also see from this figure that the axial noise σ3 ◦ dW3 (pink, aligned with the x3 direction) will
not directly perturb the phase θ. (It indirectly affects the phase evolution, by perturbing the amplitude,
Figure 4.2: Example system showing the shape of the center manifold surface and direction of two noise per-
turbations σ1 ◦ dW1 (red, in the plane of oscillation) and σ3 ◦ dW3 (pink, in the axial direction).
Chapter 4. Transformation of stochastic systems explains the effect of noise near bifurcations 102
which in turn changes the susceptibility of the phase to tangential noise.)
As illustrated in Figure 4.3, because the center manifold is curved, the effect of the axial noise per-
turbation σ3 ◦ dW3 on the oscillation amplitude depends on the state x of the system. This noise has
little effect on oscillation amplitude when the amplitude is small, but a greater effect when amplitude
is larger, due to different alignment with the center manifold surface. (More precisely we shall see this
depends on the size of ∂R
∂x3
where R is the radial variable in a normal form coordinate system which
parameterizes the curved surface.) This shows in graphical form how simple additive noise in the
original system becomes multiplicative (state dependent) noise when restricted to the two-dimensional
phase-amplitude dynamics on the center manifold surface.
Figure 4.3: Due to curvature of the center manifold, the effect of the axial noise σ3 ◦ dW3 depends on the state
of the system. It has little effect on amplitude dynamics when amplitude is small (bottom) but a greater effect
when amplitude is larger (top) due to alignment with the center manifold surface.
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We next demonstrate that transforming the stochastic system to Poincaré normal form coordinates
explicitly provides the same information. Whereas in this simple 3D example we can see what will
happen directly from Figures 4.2 and 4.3, in a real world application, which is typically asymmetrical
and N-dimensional, the method proposed here is useful to derive explicitly the effect of noise on phase
and amplitude dynamics.
Steps 1 and 2 - normal form transformation
To find the transformation which maps the unperturbed oscillations to circles in a flat plane we set
noise intensities σ1 and σ3 to zero and examine the corresponding deterministic system. It is the same
system that was treated in Section 3.3. The normal form algorithm is applied (as detailed in Section
3.2), to find a smooth change of variables which maps the deterministic system Eq. (3.3) to its normal
form. The result is the near-identity transformation to new variables y1, y2, y3,
x1
x2
x3
 =

y1 + y1y3/2 + y1y
2
3/8
y2 + y2y3/2 + y2y
2
3/8
y3 + 2y
2
1 + 2y
2
2
 . (4.3)
Having found this transformation, we now apply it to transform the full stochastic system Eq. (4.2),
truncating series to third order in |(yi, σj,
√
)| to give
dy1 = (y1 − 9y2 − 2y31 − 2y1y22)dt+ σ1(1 + 2y21 − y3/2 + y23/8) ◦ dW1
− σ3y1
2
◦ dW3 +O(|y|4)
dy2 = (9y1 + y2 − 2y21y2 − 2y32)dt+ 2y1y2σ1 ◦ dW1 − σ3
y2
2
◦ dW3 +O(|y|4)
dy3 = (−2y3 + 4y21y3 + 4y22y3)dt+ σ1(−4y1 − 8y31 − 8y1y22 + 2y1y3 − y1y23/2) ◦ dW1
+ σ3(1 + 2y
2
1 + 2y
2
2) ◦ dW3 +O(|y|4) (4.4)
in Stratonovich form. This step will be discussed in Sections 4.4.1 and 4.4.2.
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Expressing Eq. (4.4) in polar coordinates,
dr = (r − 2r3)dt+ σ1(1 + 2r2 − y3/2 + y23/8) cos θ ◦ dW1 −
r
2
σ3 ◦ dW3 +O(r4)
dθ = 9 dt+ σ1(−1
r
+
y3
2r
− y
2
3
8r
) sin θ ◦ dW1 +O(r3)
dy3 = (−2y3 + 4r2y3)dt+ σ1(−4r + 2ry3) cos θ ◦ dW1 + σ3(1 + 2r2) ◦ dW3 +O(r4). (4.5)
Step 3 - reduction to two dimensions
Note that for the stochastic system, the evolution of the oscillating variables r and θ is still depen-
dent on the stable variable y3, through stochastic coupling terms such as σ1(y3/2) cos θ ◦ dW1 and
σ1(y
2
3/8) cos θ ◦ dW1. We now estimate the size of these terms, to make clear in what situations these
y3 terms are small compared to the other terms affecting the oscillations. The stable variable y3 to
lowest order follows an Ornstein-Uhlenbeck process,
dy3 = −2y3dt+ σ3 ◦ dW3, (4.6)
which tends to a stationary Gaussian distribution of mean zero and standard deviation σ3√
2
√|−2| = σ3/2.
This standard deviation gives an estimate of the root-mean-square average size of y3, i.e. how close
the system stays to the deterministic center manifold. Thus the coupling term −σ1(y3/2) cos θ ◦ dW1
scales as σ1σ3/4, quadratic in the noise intensities.
In Section 4.4.3 we shall prove that these leading order coupling terms scale as σ
2
λ1.5
in general, where
−λ is the real part of the weakest stable eigenvalue, so that the coupling terms will be small if either
the noise is weak or the stable manifold very stable.
The contribution of the coupling term−y3/2 is an order σ2 zero-mean fluctuation of the noise intensity
about the positive value 1 + 2r2, we approximate 1 + 2r2 − y3/2 ≈ 1 + 2r2 provided σ1σ3/4 1.
The higher order coupling terms such as y23/8 have non-zero mean. But they scale as σ
3/λ3, so are
negligible in our asymptotic approximation.
The approximation above is invalidated if either the stable eigenvalue is very weak, so that mean-
reversion of the y3 process is slow compared to the oscillation period, or if there is resonance between
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the eigenvalue of the Hopf bifurcation and a stable eigenvalue. Neither caveat applies to this example
system.
Thus the first two equations of Eq. (4.5) decouple to a good approximation when σ1σ3/4 1 and we
can examine the oscillations as the two-dimensional system in the (r, θ) plane,
dr = (r − 2r3)dt+ σ1(1 + 2r2) cos θ ◦ dW1 − r
2
σ3 ◦ dW3
dθ = 9 dt− σ11
r
sin θ ◦ dW1. (4.7)
Step 4 - optional averaging around the cycle
Provided the timescale of oscillations (here of order ∼ 1) is short compared with the characteristic
timescales ∼ 1

, 1
σ21
, 1
σ23
2 of the radial dynamics, Eq. (4.7) can be averaged around the cycle. This is
done by changing to the rotating frame φ = θ − 9t and considering the corresponding Fokker-Planck
equation,
∂t p(r, φ, t) = [− ∂r((+ σ
2
1
2
(3 + cos(2(9t+ φ))) +
σ23
8
)r − 2r3 + σ
2
1
4r
(1− cos(2(9t+ φ)))
+
1
2
∂2r (σ
2
1(1 + 2r
2)2 cos2(9t+ φ) +
σ23r
2
4
)− ∂r∂φ1 + 2r
2
2r
σ21 sin(2(9t+ φ))
+
1
2
∂2φ
σ21 sin
2(9t+ φ)
r2
] p(r, φ, t). (4.8)
Averaging the Fokker-Planck operator around the cycle gives:
∂tp(r, φ, t) ≈
[
−∂r((+ 3σ
2
1
2
+
σ23
8
)r − 2r3 + σ
2
1
4r
) +
1
2
∂2r (
σ21
2
(1 + 2r2)2 +
σ23
4
r2) +
1
2
∂2φ
σ21
2r2
]
p(r, φ, t),
(4.9)
for which one choice of corresponding Stratonovich SDE is
dr = ((+
σ21
2
)r − 2r3 + σ
2
1
4r
)dt+ (
σ1√
2
+
8σ21 + σ
2
3
4
√
2σ1
r2) ◦ dWA
dφ =
σ1
r
√
2
◦ dWB, (4.10)
chosen by Cholesky decomposition of the Fokker-Planck diffusion matrix. This step will be discussed
in Section 4.4.4. Returning to the non-rotating frame and linearly rescaling the radial variable as
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R =
√
2r we arrive at the standard form:
dR = ((+
σ21
2
)R−R3 + σ
2
1
2R
)dt+ (σ1 +
8σ21 + σ
2
3
8σ1
R2) ◦ dWA
dθ = 9 dt+
σ1
R
◦ dWB. (4.11)
In the standard form it can be seen that for this particular system:
• Only the tangential noise (σ1) directly perturbs the phase, resulting in phase diffusion.
• The axial noise (σ3) contributes to multiplicative noise affecting the amplitude R.
This matches the picture given in Figure 4.3. The Mathematica package accompanying this paper
automates the above steps to transform and approximate an arbitrary Stratonovich system at the point
of Hopf bifurcation.
4.4 Applying transformation to noise-perturbed system: general
method
Starting with the dynamical system and noise written as an Ito stochastic differential equation,
dx = f(x, )dt+ σG(x)dW, (4.12)
here G in general is a d× p matrix, so that σ GdW is a d-dimensional vector noise term driven by p
independent Weiner noise processes. Thus the off-diagonal entries of G determine whether the noise
driving different components of the equation is correlated or uncorrelated.
To transform this system we first consider the corresponding deterministic system, setting noise in-
tensity σ to zero.
In step 1 we translate the equilibrium point to the origin and apply an initial linear transformation to
put the Jacobian of the system into Jordan real form.
Chapter 4. Transformation of stochastic systems explains the effect of noise near bifurcations 107
During this step, if the Jacobian of the system at bifurcation is ill-conditioned with respect to eigen-
value computation (that is if the ratio of largest to smallest singular values is large), we can optionally
linearly transform to balance the matrix first, using the method of Parlett and Reinsch (1969). This is
particularly important if applying the normal form algorithm of Murdock (2003) chapter 2.1, in which
a projection operator is computed directly from the spectrum of the Jacobian matrix, in cases where
the matrix is far from orthogonal.
In step 2 we apply the normal form algorithm using computer algebra as described in Chapter 3, to
find explicitly a smooth invertible transformation,
x = y + q(y), (4.13)
which maps the deterministic system at the bifurcation point, dx = f(x, 0) dt, to a normal form
system with symmetrical circular oscillations in a flat plane, dy = g(y) dt.
4.4.1 Choice of asymptotic approximation of stochastic vector fields
The right-hand-side of the system (4.12) is a random contravariant vector field representing a stochastic
flow on the state space. Throughout the steps below we work with truncated power series approxima-
tions to the coefficient functions of the field at each step.
There are three different kinds of small quantities in the field expressions which we are approximating:
the state space variables xi and r, the noise intensities σi and the bifurcation parameter . Hence
deterministic terms and the noise coefficient functions are approximated as multivariate power series
in all of these small quantities, truncating the series according to a chosen asymptotic scaling between
the small quantities.
In general there is flexibility in choosing asymptotic approximations. The choice does not simply
involve a total ordering of possible approximations by accuracy. Instead approximation must be seen
as a tradeoff between accuracy and the simplicity/tractability of the resulting system. The relative
accuracy of two approximations cannot be inferred from the asymptotic order of terms alone without
fixing the values of series coefficients. Our goal therefore is to produce asymptotic approximations
that are as simple as possible while retaining the main noise induced effects to lowest order.
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Sometimes in the literature a low-noise asymptotic scaling relationship is introduced without comment
which makes the mathematics tractable. But in a stochastic system we are not free to choose an
asymptotic scaling arbitrarily. As noise intensities σi are increased, the average values of the state
space variables xi will be pushed out, with a definite relationship. That is the physical system takes a
specific path towards the origin in the asymptotic limit, and other choices of scaling are unphysical.
For series approximations when approaching a supercritical Hopf bifurcation, to choose an asymptotic
scaling in a principled way consider the two scalar processes,
dx = −x3 dt+ dW , and (4.14)
dx = −x dt+ dW . (4.15)
Very close to a supercritical Hopf bifurcation the real part of the bifurcating eigenvalues is negli-
gible compared to cubic terms and the weaker cubic stability regime of Eq. (4.14) applies to the
amplitude of oscillations. Here oscillation amplitude increases with the square root of noise intensity,
O(σ) = O(r2), as shown in Figure 4.4 below. But while still approaching bifurcation the linear term
is significant and the linear stability of the Ornstein-Uhlenbeck regime of Eq. (4.15) applies, with
oscillation amplitude scaling linearly with noise intensity: O(σ) = O(r). In our system the true scal-
A Scaling of dx = −x3 dt+ dW B Scaling of dx = −x dt+ dW
Figure 4.4: Asymptotic scaling of oscillation amplitude with noise intensity, for cubic regime (A) and Ornstein-
Uhlenbeck regime (B).
ing behavior smoothly transitions between these two regimes as the bifurcation is approached. Thus
to approximate accurately the noise-induced behavior through the bifurcation we employ the stricter
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of the above scalings, O(σ) = O(r). As will be seen, this retains several noise-induced terms that
would be omitted if assuming O(σ) = O(r2) throughout. As this is a supercritical Hopf bifurcation,
for  > 0 the oscillation amplitude also scales with the square root of the bifurcation parameter .
For the reasons above a default asymptotic scaling O(σ2j ) = O(x
2
i ) = O() is used when truncating
series in the computer algebra computations below. Our accompanying Mathematica package imple-
ments operations between multivariate power series truncated according to user-defined asymptotic
scalings, so the above default scaling can be changed if appropriate for specific systems (or local
bifurcations other than Hopf).
4.4.2 Transformation of noise coefficient matrix G
Having found the desired transformation x = y + q(y), which renders the deterministic oscillations
simple, we next use this new coordinate system to view the perturbed system (4.12), including all
noise terms and bifurcation parameter.
When applying the transformation to the stochastic terms Stratonovich calculus will be used so that
the matrix of noise coefficients G will transform algebraically in the same way as the deterministic
field f . Therefore if Eq. (4.12) contains any multiplicative noise (that is, G depends on x) then it must
first be expressed in Stratonovich form,
dx = f(x, )dt+ σG(x) ◦ dW, (4.16)
where f
i
= fi − 1
2
p∑
j=1
d∑
k=1
Gkj
∂Gij
∂xk
. (4.17)
Applying the near-identity change of coordinates Eq. (4.13) to transform the coefficients f and G of
Eq. (4.16) as contravariant fields,
dx = dy + (Dq(y))dy,
=⇒ dy = (I +Dq(y))−1dx,
=⇒ dy = (I +Dq(y))−1f(y + q(y), )dt
+ σ(I +Dq(y))−1G(y + q(y)) ◦ dW. (4.18)
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This uses the fact that (I+Dq(y)) is invertible in a neighborhood of the origin since the transformation
is near-identity, that is, q(y) = O(|y|2).
Multivariate series approximations of the coefficient functions of the deterministic and stochastic parts
of Eq. (4.18) are computed symbolically to mth order in |(y, σ,√)| from mth order series approxi-
mations of q(y), f(x) and G(x).
It can be seen from Eq. (4.18) that even if the original system had only additive noise (that is G
independent of x), after applying the transformation any curvature in the center manifold surface
will now manifest as multiplicative noise in the transformed system (4.18). This can be proved as
follows. Since the normal form transformation maps the original center manifold to a flat plane, it is
exactly when the original center manifold is curved that the normal form transformation Eq. (4.13) has
nonlinear terms involving the center variables y1 and y2. This implies that the factor (I +Dq(y))−1
in Eq. (4.18) will be a function of y that involves y1 and y2 so that additive noise terms in the original
system give rise to new multiplicative noise terms in the transformed system that depend upon the
center variables y1 and y2.
Since the normal form transformation is equal to the identity I to first order, the transformed system
will also retain the existing additive noise terms, unchanged by the near-identity transformation.
4.4.3 Criterion for approximate decoupling
For the unperturbed deterministic system, the transformation causes the two oscillating variables y1
and y2 to be decoupled from the rest of the system so their evolution does not depend on the stable
variables y3, y4, . . .. But note that in the stochastic system this is not the case. Consider the case
where the noise in the original system is additive, so that G is a constant matrix. In the transformed
system, besides additive noise terms σG ◦ dW, the equations for y1 and y2 will have multiplicative
noise terms σ((I +Dq(y))−1− I)G ◦ dW and the first two components of this vector field may still
depend upon the stable variables y3, y4, · · · . Under what circumstances is this stochastic coupling to
the stable system negligible, so that the oscillations can be analyzed as a separate two-dimensional
stochastic system? For the case where the noise in the original system is additive, we will show that
any stochastic coupling terms involving the stable yi scale as σ
2
λ1.5
where σ is the noise strength and
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−λ is the real part of the weakest stable eigenvalue of A. Thus the system approximately decouples
provided either the noise is small or the stable eigenspace is sufficiently stable.
The following steps justify this criterion for decoupling. First we estimate the distribution of the
stable variables y3, y4, · · · , yd. The stable yi to lowest order follow a multivariate Ornstein-Uhlenbeck
process,
dyi =
d∑
j=3
Aijyjdt+ σ
p∑
j=1
GijdWj i = 3..d. (4.19)
This tends to an asymmetrical stationary probability distribution in which each y3..yd has a smaller
variance 〈y2i 〉 than those of the symmetrical Ornstein-Uhlenbeck process,
dyi = −λyidt+ σγdW i = 3..d, (4.20)
where −λ is the real part of the weakest stable eigenvalue of A and γ = maxi
√∑p
j=1G
2
ij .
But the symmetrical process Eq. (4.20) tends to a multivariate Gaussian distribution where each yi
has mean zero and standard deviation σγ√
2λ
. This standard deviation therefore gives an upper bound
for the root-mean-square average size of the stable yi in Eq. (4.19), showing that the yi scale as σλ0.5 or
smaller, in the limit of small σ and large λ. This then gives a conservative estimate that the stochastic
coupling monomial terms σaym11 y
m2
2 y
m3
3 ... ◦ dW scale as
σ2
λ0.5
or smaller. The stronger estimate of σ
2
λ1.5
is now achieved by showing that the scalar coefficient a itself scales as 1
λ
.
The multiplicative noise terms σ((I +Dq(y))−1 − I)G ◦ dW have the property that any monomial∏
k y
mk
k appearing in the first two components of the field is always multiplied by a scalar coefficient
a that scales as (
∑
kmkλk)
−1. To prove this it is sufficient to show that the transformation q(y) has
this property.
As discussed in Section 3.3.2 q(y) satisfies the homological equation,
LB q(y) = f(y)− g(y), (4.21)
whereB = A in the semisimple case andB = A† in the non-semisimple case. The essence of the proof
below is that the Jordan block structure of B induces a corresponding block structure on the operator
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LB, whence Eq. (4.21) restricted to the subspace of each block then gives the required property for
q(y).
Let bα = ei
∏
j y
mj
j and bβ = ek
∏
l y
ml
l be two basis vectors in the standard basis {bγ} of V , as
introduced in Section 3.3.2. Denote by dα the dual space basis vector corresponding to bα, that is
dα = e
i
∏
j(
1
mj !
∂mj
∂y
mj
j
), writing an inner product (dα,bβ) = (dα · bβ)|y=0 = δαβ . Then the matrix Lˆ
representing LB with respect to this basis is
Lˆαβ = (dα,LBbβ) = (dα,LB(ek
∏
l
ymll ))
= (dα,
∑
p,r
epBprδrk
∏
l
ymll − ek
∑
h,r
∂
∂yh
(
∏
l
ymll )Bhryr) by definition of LB. (4.22)
As B is in Jordan real form, the real parts of its stable eigenvalues (−λi for i ≥ 3) appear only on its
diagonal: Bii = −λi. We can now rearrange Eq. (4.22) to separate the effects of the diagonal and
non-diagonal parts of B:
Lˆαβ = (dα, Bkkek
∏
l
ymll +
∑
p 6=k
Bpkep
∏
l
ymll − ek
∑
h
mh(
∏
l
ymll )y
−1
h (Bhhyh +
∑
r 6=h
Bhryr))
= (dα, Bkkbβ +
∑
p 6=k
Bpkep
∏
l
ymll −
∑
h
Bhhmhbβ −
∑
h
∑
r 6=h
mhBhrek(
∏
l
ymll )y
−1
h yr)
= δαβ(Bkk −
∑
h
Bhhmh) +
∑
p6=k
Bpk(dα, ep
∏
l
ymll )−
∑
h
∑
r 6=h
mhBhr(dα, ek(
∏
l
ymll )y
−1
h yr).
(4.23)
Eq. (4.23) shows that only diagonal elements Lˆαα depend on the λi, and further that the Jordan block
structure of B imposes a corresponding structure on the operator LB as follows: The third term in Eq.
(4.23) shows that LB can map one basis vector bβ to another bα by replacing a yh with a yr but only
whenBhr 6= 0 so that yh and yr belong to the same Jordan block of B, implying thatBhh = Brr. From
the first term of Eq. (4.23) this then implies that for these two basis vectors Lˆαα = Lˆββ . Now for any
basis vector bη = ei
∏
j y
mj
j define the subspaceWη as the span of all basis vectors bζ = ek
∏
l y
ml
l
with k = i and Lˆζζ = Lˆηη. Then the whole space V is the direct sum of theWη and LB is a vector
space endomorphism on each of theWη. Let Pη denote the projection operator into the subspaceWη.
Since LBWη ⊆ Wη, LB and Pη commute.
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Now suppose that q(y) contains a term abβ = aek
∏
l y
ml
l where k ∈ {1, 2}, ml > 0 for some l ≥ 3
and real coefficient a 6= 0. Near a Hopf bifurcation the first block of A is [  −ωω  ], so for k ∈ {1, 2}
Eq. (4.23) gives
Lˆββ = (1−m1 −m2) +
n∑
h=3
mhλh. (4.24)
Projecting the homological equation Eq. (4.21) into the subspaceWβ ,
LBPβq(y) = PβLB q(y)
= Pβf(y)− Pβg(y), (4.25)
where f(y) are the nonlinear deterministic terms in the original system and g(y) are the terms in
the transformed system. But Pβg(y) = 0, since the deterministic system decouples so g(y) does not
contain terms involving yl for any l ≥ 3 in its first two components. Note also that f(y) is independent
of the λi.
Now express Pβq(y) and Pβf(y) in terms of those standard basis elements {bγ}νγ=1 that span Wβ
thus: Pβq(y) =
∑
γ aγbγ and Pβf(y) =
∑
γ cγbγ , with b1 = bβ and a1 = a. Eq. (4.25) then
implies:
ν∑
η=1
Lˆζηaη = cζ for ζ = 1..ν,
=⇒ Λaζ +
∑
η 6=ζ
Lˆζηaη = cζ , (4.26)
where
Λ = Lˆζζ = Lˆββ
= (1−m1 −m2) +
n∑
h=3
mhλh. (4.27)
Since the aη satisfy the linear systemEq. (4.26) and the cζ and off-diagonal entries of Lˆ are independent
of Λ, this implies that the aη are rational functions of Λ. Therefore for each ζ , aζ = O(Λs) for some
s ∈ Z as Λ→∞. We now prove that aζ = O(Λ−1) for all ζ = 1..ν.
Chapter 4. Transformation of stochastic systems explains the effect of noise near bifurcations 114
For contradiction, assume there is some ζ for which limΛ→∞ |Λaζ | =∞.
But for any integer s ≥ −1, if ∃ζ : limΛ→∞ | aζΛs | =∞ then Eq. (4.26) implies that
lim
Λ→∞
|
∑
η 6=ζ
Lˆζηaη
Λs+1
| = lim
Λ→∞
|cζ − Λaζ
Λs+1
|
= lim
Λ→∞
| aζ
Λs
|
=∞. (4.28)
This implies that ∃η : limΛ→∞ | aηΛs+1 | = ∞ (because the Lˆζη are independent of Λ). By induction on
s it follows that for all integers s ≥ −1 there exists an η for which limΛ→∞ aηΛs =∞. This contradicts
the fact that there is a finite set of aη, each of which is of integer order in Λ. This completes the proof
that aζ = O(Λ−1) for all ζ , and in particular a = a1 = O(Λ−1) = O(λ−1) where λ is the weakest of
the stable λi. Thus the coefficient a scales as 1λ and so combined with the scaling
σ
λ0.5
of the stable yi
discussed above, any stochastic coupling terms σaym11 y
m2
2 y
m3
3 ... ◦dW in the transformed system scale
as σ
2
λ1.5
or smaller.
4.4.4 Averaging
This is the final step in the pipeline. After reduction to two dimensions, the system still retains full
detail of the dependence of the noise effects on the phase θ.
Now if the period of oscillations is short compared to the time scales of the behaviors of interest (such
as phase diffusion or amplitude reversion behavior), then the reduced system can be averaged around
the cycle to give a further simplified system with circular symmetry (independent of the phase θ) that
still accurately reflects all behaviors that occur on a longer time scale. This provides a weak model
valid on longer time scales with dynamics independent of phase.
To implement the averaging we first transform the system to a frame that is rotating at the base linear
frequency ω of oscillations at the origin, introducing the relative phase variable φ ≡ θ − ωt. In this
frame both amplitude and relative phase distributions evolve slowly compared to the period.
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Next we move to the weak approximation, deriving from the SDE the corresponding Fokker-Planck
equation. This loses information about individual sample paths but retains the same drift and diffusion
of phase and amplitude. Where the Ito or Stratonovich noise coefficient matrix G retained terms to
order 3, we retain terms to order 6 in the Fokker-Planck diffusion matrixD = GGT . In Fokker-Planck
form we can now apply the Krylov-Bogolyubov method of averaging (Bogoliubov and Mitropolsky,
1961). For this to be a valid approximation depends upon the separation of time scales described
above.
After averaging, we can express the process as an SDE again, for comparison with the original system.
For dimension d ≥ 2, to a single diffusion process expressed by a Fokker-Planck equation there
corresponds an infinite set of SDEs, which are stochastically equivalent in the weak sense. These all
satisfy GGT = D where G is the noise coefficient matrix of the SDE andD is the diffusion matrix of
the FPE (Gardiner, 2010). We propose two different ways to do this:
1. Diagonalize the diffusion matrix D of the Fokker-Planck equation (if possible), then take the
square root of the diagonal entries to obtain G. Then GGT = G2 = D.
2. Compute the Cholesky decomposition of D as D = GGT .
Method 2 has two benefits: unlike method 1 it will always be applicable, since the diffusion matrix
D is positive semi-definite but may not be diagonalizable, and because the Cholesky decomposition
results in a matrixGwhich is upper triangular, in general the resulting SDE is therefore simpler, having
less non-zero terms than that from method 1.
The form of each term is also simpler for method 2, as it avoids the terms with square roots within
square roots that are produced by method 1. But this is not a major concern as we take a power series
asymptotic approximation and retain just the lowest order multiplicative noise terms in both cases.
For both methods, in general the simplified SDE system will have two driving Wiener processes.
Note that while choices of SDE from a FPE may be stochastically equivalent in that their probability
distributions are identical at all times, they may yet differ in the temporal properties of sample paths.
The fidelity of the averaged weak approximation to the temporal properties of the original system is
one question examined in Chapter 5.
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Alternative to averaging: Fourier expansion
To handle those cases where the short-time angular dependency of the noise effects is important to the
oscillation dynamics (for example a system where oscillations are slow so the time scale separation
does not hold) then can take the leading one or two terms of a Fourier series expansion around the
cycle, instead of averaging, as an alternative way to simplify the angular dependency of the noise
effects. This will give a system that is not quite as simple but retains better fidelity for the behavior at
short time scales. This case has not been implemented in our code.
4.5 Interpretation of terms in the simplified system
The end result of this pipeline is a two-dimensional Stratonovich system in a standard form:
dr = (−r3 + (γ+ γσσ2)r + hσ21
r
) dt + (p+ qr2)σ ◦ dWA
dθ = (ω + ω+ ωσσ
2 + br2) dt + sarσ ◦ dWA + (
p
r
+ sbr)σ ◦ dWB. (4.29)
Comparing this to the deterministic normal form,
dr = (−r3 + γr) dt
dθ = (ω + ω+ br
2) dt (4.30)
we see that the new parameters γσ, ωσ and h describe how the noise modifies the deterministic dy-
namics. γσσ2 is a shift of the bifurcation point caused by the noise. ωσσ2 is a shift of the oscillation
frequency caused by the noise. The term hσ2 1
r
affects the small end of the amplitude distribution,
shifting the modal amplitude away from the origin, an effect that is most significant before the deter-
ministic bifurcation point.
The remaining parameters p, q, sa and sb describe the additive and multiplicative noise in phase and
amplitude. Here p quantifies the additive noise, while q, sa and sb give the multiplicative noise effects
to lowest order.
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4.6 Discussion
With this method we can now view the system in two forms: In the original form, the connection
between equation terms and their biological meaning is clear. Whereas in the transformed system, the
connection between equation terms and oscillator properties is clear. In this way the transformation
makes explicit the effect of a noise perturbation in the original equations on phase and amplitude
dynamics near the bifurcation, something that is not obvious from the original equations.
When one or more biological parameters of the original equations are left as variables or symbols
rather than numerical values during the transformation process, we get explicit expressions for how
each term in the standard form depends on the biological parameters. This allows making predictions
from the model about the change in oscillation statistics to be expected as a biological parameter is
modified. This is a new way to test models against experimental data.
Chapter 5
Properties preserved by transformation of
stochastic systems
5.1 Overview
When a system is viewed in the simplified form, in which oscillations are circular and lie in a flat
plane, each term has a known effect on phase or amplitude dynamics as described in Section 4.5. By
retaining one or more biological parameters from the original system as symbols with unspecified
values when performing the transformation to the simplified system, the result is explicit expressions
for the functional dependence of each simple oscillation term on biological parameters.
Thus the transformed system gives direct insight into how biological parameters affect a range of
properties of the stochastic phase and amplitude dynamics, provided that the properties of interest are
preserved by the transformation.
But which properties are preserved through the transformation?
In this chapter we consider two broad types of statistics of the oscillating system and use large scale
simulation of sample paths to examine whether they are preserved by each stage of the transformation
pipeline:
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Probability distributions of phase and amplitude
For both phase and amplitude we will examine both the limiting stationary distribution as time
t → ∞ and also the initial transient evolution of the distributions in time. Specifically we
examine phase diffusion (the increase of the spread of the phase distribution over time) and the
probability distribution of the oscillation amplitude.
Temporal properties
Even if two stochastic processes are equivalent in the weak sense, that is their probability dis-
tributions are the same at all times, the behavior of individual sample paths in time may differ
between the two processes. To characterize the temporal behavior of sample paths we look at
the distribution of oscillation periods, the autocorrelation and power spectra of the amplitude,
and the distribution of mean reversion times.
The next sections describe in detail these six statistical properties to be examined. These proper-
ties were all selected in advance before performing the simulations, excepting power spectral density
which was added subsequently to provide a clearer view of the information present in the autocorre-
lation function.
5.1.1 Defining phase and amplitude in the original system
After the normal form transformation (step 2) the oscillations are approximately circular and lie in the
plane of the first two dynamical variables y1 and y2. So from this stage onwards in our transformation
pipeline it is straightforward to define phase and amplitude by projection to this plane as the argument
and modulus of y1 + i y2 for example.
But for the original system it is not trivial to define what is meant by phase and amplitude of the
oscillations. As discussed in Pikovsky et al. (2003) there are various equally valid approaches that
could be used, giving non-equivalent definitions of phase and amplitude.
We aim to measure the statistics of oscillation dynamics in a way that is consistent and comparable
all the way along the pipeline of transformations. Therefore to define the instantaneous phase and
amplitude in all cases we use a common definition. We take the projection of the state into the one-
dimensional subspace corresponding to y1 (a vector in the plane of the oscillations in the normal form
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system), subtract any linear trend then define the phase and amplitude to be the argument and modulus
of the analytical signal computed by the Hilbert transform, as introduced in Section 1.2.1.
By a direction “corresponding to” y1 wemean that the unit dual vector for the y1 direction in the normal
form system is transformed covariantly back to the original coordinates of the biophysical model, to
find the dual vector of the equivalent direction in the original system.
This choice of definition for phase and amplitude by the Hilbert transform of a projection has the
benefit of matching common practice for analysis of electrophysiological time series, as discussed in
Section 1.2.1. However it gives a small artifact for the first few time steps due to boundary conditions.
This may be improved by padding with an odd (reflected) signal at t = 0 though we did not implement
this for these simulations.
5.1.2 Phase and amplitude probability distributions
Probability distribution of phase: the time course of phase diffusion
When the system starts from a known state, the distribution of the oscillation phase is initially
a Dirac delta distribution on the circle −pi < θ ≤ pi. As time progresses the distribution is
at first close to a wrapped normal distribution with a peak that traverses the circle with the
ensemble average angular velocity but with gradually increasing spread as the phase variable
diffuses. We characterize the spread at any instant by the circular standard deviation σθ of the
phase distribution.
In our simulations using an ensemble of N sample paths we estimate the spread by the sample
circular standard deviation sθ =
√
−2 ln | 1
N
∑N
k=1 e
iθk |. This definition of the circular standard
deviation has the desirable property that in the case of a wrapped normal distribution it gives
the same value as the standard deviation of the underlying normal distribution on (−∞,∞) that
was wrapped around the circle (and so σθ ranges from 0 for a Dirac delta distribution to∞ for a
uniform distribution around the circle)(Fisher, 1993). However sθ is not an unbiased estimator
of σθ. For a phase variable θ uniformly distributed around the circle, drawingN samples results
in an expectation value for the estimator of 〈sθ〉 ≈ 0.152 lnN + 1.68 as shown in Figure 5.1.
Therefore in our numerical simulations of N = 1024 sample paths, a measured value for sθ of
about 2.7 corresponds to a uniform distribution of phase.
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Figure 5.1: 〈sθ〉 for various samples sizes N with all samples drawn from a uniform phase distribution
Stationary probability distribution of the phase
Depending on the system, the limiting stationary distribution of the phase as t → ∞ may not
be uniform around the circle. Where the phase space flow is fast at some angles and slow at
others, the system is more likely to be found in a slow region at any moment and so the limiting
stationary distribution of the phase variable has maxima in these locations.
An interesting consequence of this is that in some systems the circular standard deviation of the
phasemay not increasemonotonically with time, if the starting state has probability concentrated
in a relatively fast region.
Probability distribution of amplitude
After normal form transformation, the amplitude variable r is defined up to an arbitrary linear
rescaling. As discussed in Section 3.4.1 there are different options for scaling the amplitude of
the simplified system and we choose the scaling that makes the coefficient of the cubic term -1
rather than choosing to preserve the numerical value of the amplitude.
To compare the probability distributions of amplitude at different stages in the pipeline we first
normalize the amplitude of each system by dividing by the mean amplitude. In cases where we
want to examine the evolution of the amplitude distribution through the bifurcation, we want to
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keep the scale the same in all figures, so that they are comparable. To this end we use the overall
mean amplitude of the system across the bifurcation to normalize the amplitude variable.
In simulation we compare the histograms of the probability distributions, estimated using 1024
sample paths.
5.1.3 Temporal properties of phase and amplitude dynamics
Probability distribution of the period of oscillation
In simulation we report both the mean period and a histogram of the distribution of periods
estimated using 1024 sample paths.
In fact we prove in full generality below that the distribution of the period is preserved by the
normal form transformation.
Normalized autocorrelation of amplitude
This indicates the “memory” of the amplitude time series, at different lag time intervals τ . As
in Chapter 2, to estimate the normalized autocorrelation function we first normalize each time
series to a mean of 0 and standard deviation of 1, then compute the cross-correlation of the series
with itself applying unbiased normalization,
Rˆxx,unbiased(m) =
1
N −m
N−m−1∑
n=0
xn+mxn (m ≥ 0), (5.1)
where m is the lag expressed as number of samples (Orfanidis, 1996). Since we are using
samples of finite length to estimate the autocorrelation of an (approximately stationary) infinite
time series, estimates are necessarily less accurate for longer lags as there are less pairs of points
to convolve separated by that lag. Therefore we report autocorrelation for lag times from τ = 0
up to one quarter of the simulated time series length.
Power spectral density of amplitude
As the power spectrum is related to the autocorrelation function by a Fourier transform it con-
tains the same information. But some differences between time series are more easily visible
in frequency space, as will be seen below. To estimate the power spectral density (PSD) of the
amplitude time series we first subtract any linear trend and normalize the amplitude to a standard
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deviation of 1 (that is, normalize to a total power of 1) before applying the Welch algorithm to
estimate the power spectrum using 8 Hamming windows with 50% overlap. As the amplitude
has been defined by the Hilbert transform of the oscillating signal, which removes higher fre-
quencies, the power spectra estimated here are only meaningful for frequencies lower than the
main oscillation frequency.
Distribution of mean reversion times of amplitude
Close to the bifurcation where stability is weak, the amplitude wanders away from its average
value for extended periods of time before returning. We characterize this temporal behavior by
estimating the mean first return time to the mean amplitude.
The mean amplitude of the process is first estimated by the sample mean over all times and
all sample paths in the simulated ensemble. For each simulated sample path we then compute
all time intervals between successive returns to the mean. If the actual time of an individual
crossing of the mean falls between two integration time steps, we use linear interpolation to
estimate the time of the crossing. To ignore spurious results from discrete time approximation
we limit attention to excursions further than 0.05 standard deviations from the mean.
5.1.4 Proof that the distribution of periods is preserved
We first prove that the distribution of the stochastic period (that is the distribution over all sample
paths of the time intervals of all individual orbits of the phase around the circle) is unchanged by the
initial linear transformation and the normal form transformation (steps 1 and 2 in the transformation
pipeline).
The initial linear transformation is invertible (it is defined as the similarity transformation to Jordan
real form) Because the normal form transformation (step 2) is near-identity (it is equal to the identity
to first order) so it is invertible within a neighborhood of the origin in phase space.
Since these two transformations are invertible they are one-to-one. Hence for each realization of
the noise process, the system passes its starting point at the same moment in the original and the
transformed system. Thus for every sample path the time interval of each individual orbit of the circle
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is preserved by the transformation. Therefore the probability distribution of the period (over all orbits
of all sample paths) is preserved by the transformation.
As an important corollary the mean frequency of the oscillator is preserved by these transformations.
5.1.5 Framework for parallel stochastic simulation
To characterize a stochastic dynamical system statistically through simulation, even at a single point
in parameter space, is computationally intensive. This is because a single simulation run can give (an
approximation of) a single sample path, but an ensemble of one thousand or more sample paths may
be needed to estimate the statistics described above that characterize the oscillations.
To facilitate this, a new software platform was developed to make it easy to conduct massively parallel
simulations of stochastic dynamical systems and then to apply analyses to the resulting time series in
parallel. This simulation and analysis platform has been released as a free software project and is
available at https://pypi.python.org/pypi/nsim
It supports high performance computing clusters, cloud services or a single workstation with many
processing cores, parallelizing both the initial simulation of sample paths and the subsequent compu-
tation of time series statistics.
Integration of the stochastic differential equationswas performed using the strong order 1.0 Stratonovich
Runge-Kutta algorithm SRS1 of Rößler (2010). Polar equations were put in Cartesian form for nu-
merical integration. The implementation is detailed in Appendix E.
5.2 Symmetrical example system
Before introducing more complicated systems we illustrate these statistics using the simple symmet-
rical 3D system which we have used as the first example through Chapters 3 and 4.
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A Original 3D system
B 2D reduced system
C Final averaged system
Figure 5.2: Simple example system: Orbits in phase space at the deterministic bifurcation point  = 0, top
view (left) and side view (right), for the 3D original, 2D reduced and final averaged system respectively, each
showing 180 seconds of a single sample path.
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Figure 5.3: Results for simple example system: Example amplitude time series at  = 0, for the original
three-dimensional system (blue), after normal form transformation and reduction to two dimensions (green) and
final averaged system with rescaled radius (black).
5.2.1 Amplitude and phase distributions
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A  = −0.2
B  = 0
C  = 0.2
Figure 5.4: Results for simple example system: Normalized amplitude distribution (left) and phase diffusion
(right) before, at and after the deterministic bifurcation point  = 0, superimposing the original 3D system (blue),
2D transformed system (green) and final averaged system (black).
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5.2.2 Temporal properties
A  = −0.2
B  = 0
C  = 0.2
Figure 5.5: Results for simple example system: Distribution of stochastic period (left) and mean reversion time
(right) before, at and after the deterministic bifurcation point  = 0, superimposing the original 3D system (blue),
2D transformed system (green) and final averaged system (black).
Chapter 5. Properties preserved by transformation of stochastic systems 129
A  = −0.2
B  = 0
C  = 0.2
Figure 5.6: Results for simple example system: autocorrelation of amplitude (left) and power spectral density
(right) before, at and after the deterministic bifurcation point  = 0, superimposing the original 3D system (blue),
2D transformed system (green) and final averaged system (black).
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5.3 Asymmetrical, non-orthogonal test system
The example system in Section 5.2 is minimal. In order to be minimal it has symmetries that make it
unrepresentative of the general case, specifically:
• Deterministic terms already have circular symmetry (equivariance) before transformation;
• The initial linear transformation is trivial, so we can not examine changes to oscillation proper-
ties due to a non-orthogonal linear transformation.
This section introduces a non-trivial three-dimensional test system deliberately constructed so that
emerging oscillations are asymmetrical and eigenvectors of the original system’s Jacobian matrix at
the bifurcation are far from orthogonal. This is the original system labeled O:
dx1 = (311.479x1 − 2201.82x2 − 564.635x3 − 20.0855x21
+ 465.343x22 + 65.9025x1x3 + 52.214x1x2 − 76.4356x2x3 − 54.2295x23) dt
dx2 = (−2.21885x1 + 30.7184x2 + 6.63859x3 + 0.255836x21
− 6.98162x22 − 0.933232x1x3 − 1.40187x1x2 + 2.24106x2x3 + 0.87356x23 − α) dt
dx3 = (195.124x1 − 1312.67x2 − 347.197x3 − 12.4969x21
+ 255.026x22 + 40.7643x1x3 − 53.1318x2x3 + 33.9785x1x2 − 33.4977x23) dt+ σ dW .
(5.2)
For this system the ratio of largest to smallest singular values of the Jacobian at bifurcation is 3581.21
so it is far from orthogonal. The details of its construction and derivation of the transformations below
are presented in Appendix B. Applying our method to this test system, after steps 1, 2 and 3 (initial
linear transformation, normal form transformation and reduction to 2D), we have the intermediate
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system labeled R:
dr = (−0.135078r3 − α(9.86728 sin θ − 0.788631 cos θ)
+ αr(0.739492 + 0.0309986 sin 2θ − 0.0344784 cos 2θ)) dt
+ (2.48988 sin θ − 0.356561 cos θ + r(0.321319− 0.0104069 sin 2θ − 0.00338031 cos 2θ)
+ r2(0.135457 sin θ − 0.0164455 cos θ + 0.0000318211 sin 3θ + 0.000119974 cos 3θ))σ ◦ dW
dθ = (69− 0.454487r2 + α
r
(0.788631 sin θ − 9.86728 cos θ)
+ α(2.38805 + 0.0309986 cos 2θ + 0.0344784 sin 2θ)) dt
+ (
1
r
(0.356561 sin θ + 2.48988 cos θ) + 1.0797− 0.0104069 cos 2θ + 0.00338031 sin 2θ
+ r(0.456461 sin θ − 0.0577074 cos θ − 0.000119974 sin 3θ + 0.0000318211 cos 3θ))σ ◦ dW .
(5.3)
Finally after step 4 (averaging around the cycle and rescaling of radius), we have the transformed
system in standard form, labeled A:
dR = (−R3 + r(0.739492α + 0.0906116σ2) + 1
R
0.213647σ2) dt
+ (0.653677 + 0.341485R2)σ ◦ dWA
dθ = (69 + 2.38805α− 0.17714σ2 − 3.36464R2) dt
+ 1.42144Rσ ◦ dWA + (
1
R
0.653677 + 0.906326R)σ ◦ dWB. (5.4)
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A Original 3D system
B 2D reduced system
C Final averaged system
Figure 5.7: Asymmetric non-orthogonal test system: Orbits in phase space at the deterministic bifurcation
point  = 0, top view (left) and side view (right), for the 3D original, 2D reduced and final averaged system
respectively, each showing 40 seconds of a single sample path. Note that an orbit in the original system is a
sharp ellipse: the top figure is not an oblique view of a circle.
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Figure 5.8: Results for asymmetric non-orthogonal system: Example amplitude time series at  = 0, for the
original three-dimensional system (blue), after normal form transformation and reduction to two dimensions
(green) and final averaged system with rescaled radius (black).
5.3.1 Test system: amplitude and phase distributions
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A γ = −0.2
B γ = 0
C γ = 0.2
Figure 5.9: Results for asymmetric non-orthogonal system: Normalized amplitude distribution (left) and phase
diffusion (right) before, at and after the deterministic bifurcation point  = 0, superimposing the original 3D
system (blue), 2D transformed system (green) and final averaged system (black).
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5.3.2 Test system: temporal properties
A γ = −0.2
B γ = 0
C γ = 0.2
Figure 5.10: Results for asymmetrical, non-orthogonal test system: Distribution of stochastic period (left) and
mean reversion time (right) before, at and after the deterministic bifurcation point  = 0, superimposing the
original 3D system (blue), 2D transformed system (green) and final averaged system (black).
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A γ = −0.2
B γ = 0
C γ = 0.2
Figure 5.11: Results for asymmetrical, non-orthogonal test system: autocorrelation of amplitude (left) and
power spectral density (right) before, at and after the deterministic bifurcation point  = 0, superimposing
original 3D system (blue), 2D transformed system (green) and averaged system (black).
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As we first applied the Hilbert transform (implemented internally by discrete Fourier transform and its
inverse) to extract the amplitude envelope, attenuating frequencies higher than the oscillation, we do
not interpret the power spectral results for frequencies greater than the dominant oscillation frequency,
in this case 11 Hz.
5.4 Summary of results
All of the statistical properties examined were approximately preserved by the initial linear transfor-
mation and near-identity normal form transformation.
Excepting the distribution ofmean reversion times, all properties were approximately preserved through
the entire pipeline. In the case of the distribution of mean reversion times, averaging preserves the
distribution at intermediate time scales, but not for short time scales less than the period. The preva-
lence of short excursions from the mean is significantly reduced by averaging. This discrepancy at
short time scales is reasonable, as the point of averaging is to derive an approximation valid only over
longer time scales, where the phenomena of interest are slower than individual oscillations.
Chapter 6
Application to Jansen-Rit model of a cortical
region
Recalling the results of Chapter 2, when simulating the Jansen-Rit neural mass model we observed
effects of noise close to its branch of supercritical Hopf bifurcations that were unexpected:
• Long autocorrelation times were evident near a Hopf bifurcation point when noise perturbation
was to the spiny stellate cell population (H3u), but not when noise perturbed the pyramidal cell
population (H3p), even though the spiny stellate direction was better aligned in state space with
the center eigenspace of the bifurcation.
• Increased variance and increased autocorrelation of the time series were both used as possible
statistical indicators of the loss of linear stability, but scenario H3u showed lower variance at
the same time as greatly increased autocorrelation compared to H3p.
The same contrast was seen between Hopf points H1 and H2. In the discussion of Chapter 2 we
hypothesized that the cause of these features might be the curvature of the center manifold, noting that
multiplicative noise results from this curvature, but that we did not know its magnitude or importance.
We also observed that oscillations shifted between high and low amplitude on a time scale of 5-10
seconds, with the amplitude envelope having a balloon like form, and hypothesized that this could
also be due to significant multiplicative noise, as is seen when comparing time series of the scalar
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additive and multiplicative Ito processes,
dx = (− ax2)x dt+ σ dW , and (6.1)
dx = (− ax2)x dt+ σx dW . (6.2)
But it was by applying themethod of Chapters 4 and 5 considering the simplified system in transformed
coordinates that the reasons for these behaviors became clear. In fact our hypotheses were wrong. The
magnitude of multiplicative noise, and hence curvature of the center manifold, were insignificant in
this system. Instead it is the linear term that is key, specifically the extreme non-normality of the
Jacobian in the Jansen-Rit system.
This is explained in detail below. The pipeline of transformations described in Chapter 4 is used to de-
rive a symmetrical 2D weak approximation to the oscillations near the bifurcation. From this standard
form we can then see directly and quantitatively the relative importance of additive and multiplicative
noise effects, and also view the differences in noise-induced effects between scenarios H3p and H3u.
In Chapter 2 we also noted that it was the reference plane normal to the stable eigenspace that mattered
when assessing the effect of noise direction on the oscillations, not the alignment of noise with the
center eigenspace. By considering the transformation of the system to its normal form coordinates it
is straightforward to see why this is, as discussed below.
Finally we discuss the implications for modeling of biological systems and the interpretation of auto-
correlation in neuroimaging time series.
6.1 The Jansen-Rit equations as SDE
The Jansen-Rit equations, extended to allow separate input to pyramidal and spiny stellate popula-
tions, were introduced in Eqs (2.1)–(2.7). Expressed as a first order Ito SDE in the variables v =
(v1, v2, v3, v4, v5, v6, v7, v8)
T this is,
dv = f(v) dt+GdW(t), (6.3)
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where
f(v) =

v5
v6
v7
v8
Heκe(γ1S(v2 − v3) + 〈u〉)− κ2ev1 − 2κev5
Heκe(γ2S(v1) + 〈p〉)− κ2ev2 − 2κev6
Hiκeγ4S(v4)− κ2i v3 − 2κiv7
Heκeγ3S(v2 − v3)− κ2ev4 − 2κev8

, GdW(t) =

0 0
0 0
0 0
0 0
Heκeσu 0
0 Heκeσp
0 0
0 0

dW1(t)
dW2(t)
 ,
(6.4)
S(v) =
2e0
1 + exp[ρ1(ρ2 − v)] .
for the case of uncorrelated fluctuations in pyramidal and spiny stellate input. If modeling fully cor-
related fluctuations in input to the two populations, the noise term is instead
GdW(t) = Heκe(0, 0, 0, 0, σu, σp, 0, 0)
T dW1(t). (6.5)
Here using the standard parameter values of Jansen and Rit (1995), as listed in Table 2.1, we first
set 〈u〉 = 0 and σu = 0 to focus on the supercritical Hopf bifurcation point labeled H1 in Section
2.3.1. This is the same point in parameter space observed by Jansen and Rit (1995) and analyzed by
Grimbert and Faugeras (2006). As shown in Section 2.3.1, when 〈u〉 = 0, increasing 〈p〉 takes the
system through a supercritical Hopf bifurcation at 〈p〉 = pc ≈ 89.8 s−1. Near the bifurcation point,
define the small parameter  by 〈p〉 = pc +  so that the bifurcation occurs at  = 0. f can then be
considered a function of v and .
6.1.1 Computing the bifurcation point
In Chapter 2 both the value pc in parameter space where the bifurcation occurs and the location in
state space of the equilibrium point were found approximately for each of points H1, H2 and H3 using
numerical continuation in the package MATCONT. But in the Jansen-Rit system it is possible to solve
directly for the bifurcating equilibrium point vc = (vc1, vc2, vc3, vc4, vc5, vc6, vc7, vc8, )T and bifurcation
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point pc for any given value of 〈u〉. This derivation is given in Appendix A.1. Since pc is a continuous,
monotonic function of 〈u〉 near H3, the location of H3 (defined as the point where the Hopf branch
intersects the line 〈u〉 = 〈p〉) can also be computed to arbitrary precision. For the case of supercritical
Hopf point H1, we obtain
pc = 89.8291 s
−1 , vc = (13.2082, 20.1649, 13.4254, 3.30206, 0, 0, 0, 0)T mV. (6.6)
Figure 6.1 shows two different projections to 3D of the same 8D orbit in the original Jansen-Rit system
at this point H1. This illustrates how the 2D center manifold near which the oscillations emerge
embedded in the 8D space is flat in some dimensions and curved in others, resulting in oscillations
that are non-elliptical.
A B
Figure 6.1: Two choices of 3D projection of a Jansen-Rit orbit at supercritical Hopf point H1. Showing 40 sec-
onds of the same sample path in 8 dimensions, (A) projected to the first 3 dimensions (v1, v2, v3), (B) projected
to the center right eigenspace and the left eigenspace of the weakest stable eigenvalue.
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6.2 Applying the method to the Jansen-Rit system
We apply the method of Chapter 4 to examine the system close to bifurcation in a normal form coor-
dinate system, a choice of coordinates which maps the oscillations (in the absence of noise) to circles
in a flat 2D plane. These steps are automated by the accompanying Mathematica package which can
be applied to any system near a supercritical Hopf bifurcation (Appendix D). The detailed equations
at each step when transforming the Jansen-Rit system at H1 are presented in Appendix C. Points H2
and H3 are treated similarly. Here we note some specific challenges in applying the method to the
Jansen-Rit system and focus on comparing the results in standard form for scenarios H3p, H3u, H1
and H2 of Chapter 2.
The Jansen-Rit system is a good candidate for this method because the stable eigenspace is very stable,
with the weakest stable eigenvalue having real part−λ ≈ −80.14 so that the criterion σ2
λ1.5
 1 (dis-
cussed in Section 4.4.3) will be met for the noise intensity σp ≈ 0.54 that was used in the simulations
of Chapter 2. This gives some assurance that the two-dimensional approximation will be useful.
During step 1 (translation to the origin and linear transformation) note that the Jansen-Rit system is
highly ill-conditioned, including for eigenvector computation, as its Jacobian matrix A = Df(v)|vc
has a ratio of largest to smallest singular values of more than 40000 in the physiological region of pa-
rameter space. To improve precision we apply the method of Parlett and Reinsch (1969) to incorporate
in the linear transformations an initial rescaling by the diagonalmatrixT = diag( 1
16
, 1
32
, 1
32
, 1
32
, 8, 4, 4, 4).
This reduces the condition number of the Jacobian from 44822 to 17.96. This facilitates computation,
though a rescaling does not change the inherent sensitivity of the Jansen-Rit model to its parame-
ters. The transformation matrix G to Jordan real form is then computed by Jordan decomposition of
T−1AT , so that the overall linear transformationM to be used in step 1 isM = TG.
After the translation and linear transformation v − vc =Mx, the linearly transformed system,
dx =M−1f(Mx+ vc, )dt+M−1G(Mx+ vc) ◦ dW, (6.7)
now has a Jacobian B which is in Jordan real form at the origin, with center eigenspace plane given
by the first two variables x1 and x2. Appendix C.1 shows the full form of Eq. (6.7) calculated for the
Jansen-Rit system at H1. At this stage the center manifold of the bifurcation is still curved.
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For step 2 (near-identity normal form transformation) the Jacobian B of the Jansen-Rit model is not
diagonalizable over C, having a non-trivial Jordan block with eigenvalue −100. Occurring in such a
highly stable eigenspace this will have negligible effect on the oscillations, but it does mean that the
semisimple normal form algorithm of previous examples cannot be applied. Instead the inner product
normal form style is used (Murdock, 2003), as explained in Section 3.3.2, where ker LB† rather than
ker LB is used as a complement of im LB. The accompanying Mathematica code automatically makes
this selection. Setting the noise intensity σp and bifurcation parameter  to zero, the near-identity trans-
formation x = y + q(y) is computed. This transformation is then applied to the full noise-perturbed
system Eq. (6.7) using the method of Eq. (4.18) to obtain an 8-dimensional normal form system with
noise terms also expressed in the new coordinates.
After steps 3 and 4 (reduction to 2D, averaging around the cycle and linear rescaling of radius) we
obtain a 2D weak approximation in the standard form described in Section 4.5,
dR = (−R3 + (γ+ γσσ2)R + hσ2 1
R
) dt + (p+ qR2)σ ◦ dWA,
dθ = (ω + ω+ ωσσ
2 + bR2) dt + saRσ ◦ dWA + (
p
R
+ sbR)σ ◦ dWB. (6.8)
The above steps produce local approximations that are useful in some neighborhood of the bifurca-
tion point in state space and parameter space, but we did not quantify the size of the neighborhoods
where the successive approximations are useful. As a check of validity of the approximations we use
simulation of sample paths (similarly to Chapter 5) to verify that the simplified system preserves the
statistics of interest, despite the extreme numerical ill-conditioning of the Jansen-Rit system. This is
shown in Appendix C.3.
6.3 Results: oscillation parameters
Comparing the constructed scenarios H3p and H3u of Chapter 2, which simulated the same point H3 in
parameter space and were identical except that scenario H3p had fluctuation of pyramidal input only,
whereas H3u had fluctuation of spiny stellate input only. For scenario H3p the resulting simplified
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system is:
dR = (−R3 + (0.0167− 0.00290σ2)R+ 0.131σ2 1
R
) dt + (0.511− 0.00142R2)σ ◦ dWA,
dθ = (−69.4− 0.0323− 0.00574σ2 + 1.79R2) dt+ 0.00267Rσ ◦ dWA + (0.511 1
R
− 0.00919R)σ ◦ dWB . (6.9)
By comparison in scenario H3u,
dR = (−R3 + (0.0167− 0.000210σ2)R+ 0.0000990σ2 1
R
) dt + (0.0141 + 0.00833R2)σ ◦ dWA,
dθ = (−69.4− 0.0323+ 0.0000308σ2 + 1.79R2) dt− 0.00542Rσ ◦ dWA + (0.0141 1
R
− 0.0436R)σ ◦ dWB .
(6.10)
From simulation with the same noise intensity σ = 0.54 used in Chapter 2 a typical radius is 0.36 to
0.52 for H3p and 0.015 to 0.45 for H3u, so from the small multiplicative noise coefficients (parameters
q, sa and sb of Eq. (6.8)) we can see that multiplicative noise effects are insignificant in this system
in comparison to the additive noise, parameter p of Eq. (6.8), for both cases. (Here we use “additive
noise” to describe both the constant term in the dR equation and the 1
R
term in the dθ equation, as
these together give the single noise term that is independent of state when expressed in Cartesian co-
ordinates.) The most significant difference between the two scenarios is the additive noise coefficient
p which is 0.511 for H3p but 0.0141 for H3u, differing by a factor of 36.
Comparing the bifurcation points H1 and H2 of Chapter 2 we see a similar contrast. At Hopf point
H1 the resulting simplified system is:
dR = (−R3 + (0.0138+ 0.00288σ2)R+ 0.0905σ2 1
R
) dt + (0.425 + 0.0191R2)σ ◦ dWA,
dθ = (−65.2− 0.0831− 0.0106σ2 + 5.71R2) dt− 0.0142Rσ ◦ dWA + (0.425 1
R
− 0.00133R)σ ◦ dWB . (6.11)
Whereas at point H2, with correlated noise of the same intensity σ =
√
σ2p + σ
2
u, we obtain:
dR = (−R3 + (0.0166− 0.000353σ2)R+ 0.00893σ2 1
R
) dt + (0.134− 0.00211R2)σ ◦ dWA,
dθ = (−70.7− 0.0181− 0.000223σ2 + 1.14R2) dt+ 0.00305Rσ ◦ dWA + (0.134 1
R
− 0.00306R)σ ◦ dWB (6.12)
As with the previous case the multiplicative noise terms are insignificant compared to the additive
noise terms. (At typical radii of 0.32 to 0.50 for H1 and 0.13 to 0.44 for H2). But the coefficient of
additive noise affecting the 2D oscillations is three times greater at H1 (0.425) than at H2 (0.134).
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The shear parameter b also differs significantly between bifurcation points H1 and H2, and the base
frequency ω also differs.
6.4 Discussion
These oscillation parameter values explain the behavior seen in Chapter 2. Multiplicative noise is
not responsible. Instead, in the amplitude (dR) equations the much greater additive noise intensity
of scenarios H1 and H3p increases amplitude variance, while in the angle (dθ) equations the greater
additive noise causes more rapid phase diffusion which destroys autocorrelation of the time series.
As the near-identity transformation of step 2 leaves additive noise unchanged, the additive noise terms
in the reduced system are determined solely by the linear term of the system near bifurcation. For the
Jansen-Rit system this term is a far-from-normal matrix, i.e. its eigenvectors are far from orthogonal,
with consequences discussed in detail below.
The slow transitions in oscillation amplitude, too, are not caused by multiplicative noise. Instead
this balloon shaped amplitude envelope is due to the weak attraction of the cubic term close to the
bifurcation, causing slow mean reversion of amplitude. This may be demonstrated by comparing the
processes dx = −x dt + dW and dx = −x3 dt + dW . In the equations above the parameter γ is
small (0.0138, 0.0166 and 0.0167 respectively at points H1, H2 and H3). This means that even as the
input firing rate is varied significantly, the system passes only slowly through the bifurcation in the
normal form system. Thus in the Jansen-Rit system the cubic term dominates over the linear term for
a wide range of parameter space, in which this amplitude behavior can be observed.
6.4.1 Predicting dependence of phase diffusion on R
As an example from the results above we can predict another qualitative difference between scenarios
H3p and H3u. In the standard form Eq. (6.8) the total noise intensity affecting the phase evolution is
σθ = σ
√
(saR)2 + (sbR +
p
R
)2. (6.13)
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Thus for scenario H3u,
σθ ≈ σ
√
0.000198
1
R2
+ 0.00123 + 0.00193R2,
whereas for H3p,
σθ ≈ σ
√
0.261
1
R2
− 0.00939 + 0.0000915R2.
As shown in Figure 6.2 for H3p the phase noise decreases monotonically as a function of R when
R < 1, whereas for H3u phase noise will be minimal at R = 0.566 and will then increase again for
larger oscillation amplitudes. In the Jansen-Rit model scenario H3u this corresponds to increasing the
mean pyramidal input firing rate 〈p〉 beyond 100 s−1. In time series statistics increased phase noise
will manifest as a faster rate of phase diffusion.
A H3u B H3p
Figure 6.2: For R ≤ 1 predicted intensity of phase noise as a function of oscillation amplitude R is non-
monotonic for scenario H3u (A) but decreases monotonically for scenario H3p.
Chapter 6. Application to Jansen-Rit model of a cortical region 147
6.4.2 Effect of non-orthogonal eigenspaces
In Chapter 2 we noted it was the reference plane normal to the stable eigenspace that matters for
assessing the effect of the noise on oscillations, and that noise alignment with the center eigenspace
of the bifurcation was irrelevant. This reference plane is exactly the left eigenspace of the bifurcating
eigenvalues. By a basic theorem of linear algebra left eigenvectors of a particular eigenvalue are
normal to all right eigenvectors of the other distinct eigenvalues.
From the perspective of the normal form transformation we can see why the left eigenspaces and not
right eigenspaces of the Jacobian matter for assessing the affect of noise. Viewing the system in the
normal form coordinates where unperturbed oscillations lie on a circle and where the stable manifold
is normal to this circle, perturbations in the plane of the circle affect oscillation phase and amplitude,
while perturbations in the direction of the stable manifold do not. This feature of the normal form flow
is formally described as the preservation of the stable fibration, proved as Theorem 5.1.5 in Murdock
(2003).
Now for any driving noise perturbation that component of the noise in the plane of the circle is given
by the inner product of the noise vector with basis directions of the center eigenspace plane. But di-
rections in state space, like the axes, are covariant vector quantities, not contravariant like the flow
vector field f(x). The latter belongs to the tangent space of the state space whereas the former are
elements of the dual space. So when transforming back to the original coordinates to derive the di-
rection sensitive to noise perturbation each unit dual-vector e must be transformed covariantly, that
is,
∑
i eiM
i
j rather than
∑
jM
i
je
j . Transforming in this way the pre-image of the normal form cen-
ter eigenspace directions are then exactly the center left-eigenvectors of the Jacobian Df(x) in the
original system.
In a system where the Jacobian is approximately normal, its left and right eigenspaces coincide. The
directions sensitive to perturbation are then also the center eigenspace directions in the original system.
But the Jansen-Rit system is unusual in that its Jacobian is extremely far from normal, leaving the left
and right center eigenspaces nearly perpendicular to each other. This is why the expected effects of
perturbing input to pyramidal and spiny stellate cells were reversed. The effect of non-orthogonal
eigenspaces on response to perturbation is the same phenomenon that is known as “excess noise” in
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laser physics (Hamel and Woerdman, 1989; Siegman, 1989; New, 1995; Firth and Yao, 2005) and
“transient gain” in fluid dynamics (Grossmann, 2000; Heaton and Peake, 2007).
6.4.3 Neurobiological implications
Careful modeling of noise inputs is needed
Viewing the Jansen-Rit neural mass model in normal form coordinates has made clear why very differ-
ent behavior resulted if noise perturbation was to the pyramidal cell population rather than the spiny
stellate population. (Which Jansen et al. (1993) suggested should not make a difference). For bio-
physical models to be comparable to experimental time series statistics, the modeling of stochasticity
requires the same attention as the modeling of the deterministic flow, since the noise model can have
significant effects on the resulting statistics that are compared to experiment.
Implications for autocorrelation in neuroimaging time series
Long autocorrelation times may or may not manifest when linear stability is lost. As seen above it
can depend on the orientation of the noise in the state space and more generally on the stability of
oscillation frequency. Therefore as an indicator of the loss of linear stability we suggest using the
autocorrelation of the Hilbert amplitude of the measured signal, rather than the autocorrelation of the
raw signal.
New possible mechanism for amplitude fluctuations in alpha/beta oscillations
If brain oscillations operate near the point of bifurcation, which would permit the presence of oscil-
lations to be changed dynamically to facilitate dynamic synchrony between brain regions, then slow
relaxation times in amplitude may apply due to the weaker −x3 attraction near a Hopf bifurcation
discussed above. In the real brain whether this occurred only close to the transition point or beyond
it would depend on whether the true value of parameter γ is small, as it is in the Jansen-Rit model
considered above.
This effect would manifest in neuroimaging time series as the balloon-shaped variation of oscillation
amplitude envelope on slow time scales similar to those seen in the simulations of Chapter 2. This gives
another possible mechanism for the slow time scale amplitude changes observed in brain oscillations
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at different frequencies, consistent with the idea that operating near bifurcation may be adaptive for
brain function.
Chapter 7
Review and conclusions
7.1 New insights
In an attempt to understand the interesting effects of noise near a Hopf bifurcation observed in our
simulations, we have developed a new method which may be broadly useful beyond this original
setting.
The ongoing investigation into whether the brain operates near the point of a multi-scale continuous
phase transition is an important one. So it is worth noting that we have confirmed that phenomena asso-
ciated with criticality at a phase transition, such as power law scaling over several orders of magnitude
for critical fluctuation duration and power, are also present near a low-dimensional Hopf bifurcation
in the presence of noise without a phase transition. This may exemplify the analogy between macro-
scopic bifurcations in fluctuating systems and non-equilibrium phase transitions suggested by Haken
(1978).
Regarding statistical indicators of instability and bifurcation in time series, the sensitive dependence
of these indicators on both the local flow and the specific noise perturbations has made clear that
univariate time series are best interpreted in the context of a model, rather than a data-driven approach
that assumes that a signature for detecting each type of transition is generic. The methods developed
in this thesis provide one way to use such a model.
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7.2 Limitations
We used the deterministic normal form transformation together with asymptotic approximations which
limit the applicability to either weak noise or strong stability of the center manifold.
The current method only applies to transitions that are local bifurcations of equilibria, or to bistability
in the case of the Generalized Hopf normal form, though an analogous approach may be possible to
simplify the flow near an arbitrary limit cycle to treat bifurcations of limit cycles, following setting
(3) of Murdock (2003).
The simple standard form of Section 4.5 results frommapping to a weak approximation of the stochas-
tic process. The resulting weak model always has two drivingWiener processes, regardless of whether
the original system had one or many. This is actually advantageous in the case of multiple driving
Wiener processes, but it is possible that more advanced methods may allow reduction to a similar
level of simplicity in a strong approximation, so that sample paths correspond. This would be an im-
provement particularly in the case of the original stochastic system having only one driving Wiener
process.
Finally, mappings from a detailed biophysical model will only be of practical use for clinical time
series if the biophysical model itself is accurate in representing the oscillatory behavior. A comparison
of current neural mass models to empirical power spectra and coherence shows that our field is still
progressing towards that point. By connecting models to univariate time series dynamics it is hoped
this will contribute to evolving increasingly accurate models, at which time the methods of this thesis
will have direct clinical application.
7.3 Future work
We have connected stochastic biophysical models to a simple standard form. To complete the goal of
interpreting clinical time series the remaining task is to derive the quantitative relationships between
the oscillation terms in the standard form and the oscillation statistics, in particular autocorrelation of
oscillation amplitude.
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The transformation and approximation methods presented in the thesis are not limited to Hopf bifur-
cations but can be applied to all other local bifurcation types. This will have useful application to
neuroscience models where a transition to oscillation occurs through a saddle-node on invariant circle
(SNIC) bifurcation, even though the bifurcation is technically a global one. In this case stochastic
fluctuations make a crucial difference to dynamics in the slow region, specifically the dependence of
the distribution of oscillator period on system and noise parameters, and this relationship can poten-
tially be determined from a biophysical model by the stochastic methods of this thesis applied to the
saddle-node bifurcation of the SNIC.
It remains to characterize rigorously the class of oscillator statistics that are preserved by the Poincaré
normal form transformation near a Hopf bifurcation. We proved only that the distribution of periods
is preserved, and conjectured that several other statistics are approximately preserved on the basis of
large scale simulations.
In the 8-dimensional Jansen-Rit model the interesting behavior arose ultimately from the fact that the
left and right center eigenspaces were close to orthogonal. We suggest that this becomes increasingly
likely (for various random matrix Jacobians) as the dimension d of the system is increased. We have
started some initial work to investigate this with Monte Carlo simulations in d dimensions.
Implementing the more sophisticated normal form transformation algorithms based on Lie theory
(Murdock, 2003) will provide some further benefits: Firstly, the algorithms are more computationally
efficient. Secondly, they explicitly find the inverse transformation as well as the forward transfor-
mation, which has important applications. For example, having the inverse transformation will then
allow a phase response curve of the Poincaré normal form to be transformed back to determine phase
sensitivity as a function of the original biological coordinates (Brown et al. 2004).
Appendix A
Derivations for the deterministic Jansen-Rit
system
The deterministic Jansen-Rit model, with input firing rates p(t) and u(t) to pyramidal and spiny stellate
populations respectively, is given as a system of first order ordinary differential equations in Eq. (3.37).
A.1 Location of bifurcation points
In this system it is possible to solve for the deterministic equilibrium point
vc = (vc1, vc2, vc3, vc4, vc5, vc6, vc7, vc8, )
T and bifurcation point pc directly: from Eq. (3.37) with
f(vc) = 0,
S−1(φ) = ρ2 − ln(2e0/φ− 1)/ρ1,
vc5 = vc6 = vc7 = vc8 = 0,
vc4(vc3) = S
−1(κivc3/(γ4Hi)),
vc2(vc3) = S
−1(κevc4(vc3)/(γ3He)) + vc3,
vc1(vc3, u) = He(γ1κevc4(vc3)/(γ3He) + u)/κe,
pc(vc3, u) = κevc2(vc3)/He − γ2S(vc1(vc3, u)), (A.1)
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thus obtaining pc and vc as explicit functions of vc3 and u. We then have an explicit expression for the
Jacobian matrix A at bifurcation, as a function of vc3 and u:
A(vc3, u) = Df(v)|v=vc(vc3,u). (A.2)
The roots of the characteristic polynomial of A(vc3, u) then give the bifurcating eigenvalues α+ iβ as
functions of vc3 and u, whence α(vc3, u) = 0 defines the bifurcation points exactly and can be solved
for vc3 to arbitrary precision given u. Eq. (A.1) then gives pc and vc. For supercritical Hopf points
H1 and H2 we thus obtain
H1: pc = 89.829 s
−1, vc = (13.208, 20.165, 13.425, 3.3021, 0, 0, 0, 0)T mV,
H2: pc = 73.009 s
−1, vc = (21.852, 19.920, 13.225, 3.2694, 0, 0, 0, 0)T mV, (A.3)
respectively. To locate point H3 (defined in Chapter 2 as the point where the Hopf branch intersects
the line 〈u〉 = 〈p〉), since pc(vc3(u), u) is a continuous, monotonic function of u near this point, the
required value of u can be computed iteratively to arbitrary precision as the limit of the sequence
un+1 =
1
2
(un + pc(vc3(un), un). This gives
H3: pc = u = 80.346 s
−1, vc = (15.779, 20.088, 13.362, 3.2918, 0, 0, 0, 0)T mV. (A.4)
A.2 Normal form transformation
Initial linear transformation:
At point H1, the Jacobian A = Df(v)|vc is approximately
A =

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1−10000 29432.3 −29432.3 0 −200 0 0 0
1675.66 −10000 0 0 0 −200 0 0
0 0 −2500 15397 0 0 −100 0
0 7358.06 −7358.06 −10000 0 0 0 −200
. (A.5)
This matrix has condition number (ratio of largest to smallest singular values) of 44822. Rebalancing
(Parlett and Reinsch, 1969) with diagonal matrix T = diag( 1
16
, 1
32
, 1
32
, 1
32
, 8, 4, 4, 4) reduces the condi-
tion number of T−1AT to 17.96. Computing Jordan decomposition T−1AT = GBG−1 so that the
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new Jacobian B = G−1T−1AT G is in Jordan real form, the overall linear transformation M to be
used in step 1 is
M = TG =

0 −0.49079 −0.180728 −0.110331 0 0 −0.0988392 −0.199643
−0.0528038 −0.0232788 0.0497681 −0.00789791 −0.246353 −0.0123176 −0.043254 −0.848442
−0.270252 0.0725844 0.0339665 −0.0560267 −0.246353 −0.0123176 −0.0303954 −0.845768
0 −0.122698 −0.045182 −0.0275829 −0.04 −0.0004 −0.0247098 −0.0499106
32 0 32 0 0 0 16 16
1.5178 −3.44286 −5.7976 4.93775 24.6353 0.985411 7.00193 67.9969
−4.73257 −17.6207 0.0305537 9.90153 24.6353 0.985411 4.92038 67.7825
8 0 8 0 4 0 4 4
,
(A.6)
with new Jacobian B =

0 65.2010 0 0 0 0 0 0−65.2010 0 0 0 0 0 0 0
0 0 −128.989 78.7454 0 0 0 0
0 0 −78.7454 −128.989 0 0 0 0
0 0 0 0 −100 1 0 0
0 0 0 0 0 −100 0 0
0 0 0 0 0 0 −161.879 0
0 0 0 0 0 0 0 −80.1432
. (A.7)
After the translation and linear transformation v − vc = Mx is applied to Eq. (6.3) the linearly
transformed system is then x˙ =M−1f(Mx+ vc), that is,
x˙1 = (−1919.3 + 1/(0.0018319 + 0.0012107 exp(−0.12177x1 + 0.053683x2 − 0.0088489x3 − 0.026952x4
+ 0.0072008x7 + 0.0014977x8)) + 1/(−0.00023261− 0.0010539 exp(0.068711x2 + 0.025302x3 + 0.015446x4
+ 0.0224x5 + 0.000224x6 + 0.013837x7 + 0.02795x8)) + 1/(0.00041497 + 7.3273×10−6 exp(0.27484x2
+ 0.10121x3 + 0.061786x4 + 0.05535x7 + 0.1118x8))− 15.926x1 + 39.762x2 − 13.11x3 − 10.822x4 − 14.264x5
− 0.14264x6 − 5.5954x7 − 13.008x8 + 4.4626)
x˙2 = (1475.9 + 1/(−0.00073893− 0.00048835 exp(−0.12177x1 + 0.053683x2 − 0.0088489x3 − 0.026952x4
+ 0.0072008x7 + 0.0014977x8)) + 1/(−0.00030867− 0.0013984 exp(0.068711x2 + 0.025302x3 + 0.015446x4
+ 0.0224x5 + 0.000224x6 + 0.013837x7 + 0.02795x8)) + 1/(−0.013041− 0.00023027 exp(0.27484x2
+ 0.10121x3 + 0.061786x4 + 0.05535x7 + 0.1118x8))− 25.72x1 − 50.737x2 − 9.4049x3 + 1.2456x4 − 10.749x5
− 0.10749x6 − 9.0472x7 − 14.044x8 − 0.142)
x˙3 = (14804.+ 1/(0.00029395 + 0.00019427 exp(−0.12177x1 + 0.053683x2 − 0.0088489x3 − 0.026952x4
+ 0.0072008x7 + 0.0014977x8)) + 1/(0.0001062 + 0.00048115 exp(0.068711x2 + 0.025302x3 + 0.015446x4
+ 0.0224x5 + 0.000224x6 + 0.013837x7 + 0.02795x8)) + 1/(−0.00005296− 9.3514×10−7 exp(0.27484x2
+ 0.10121x3 + 0.061786x4 + 0.05535x7 + 0.1118x8))− 99.249x1 + 51.105x2 − 133.49x3 + 58.431x4
+ 31.242x5 + 0.31242x6 + 7.3493x7 + 4.2109x8 − 34.967)
x˙4 = (−2943.+ 1/(−0.00021213− 0.0001402 exp(−0.12177x1 + 0.053683x2 − 0.0088489x3 − 0.026952x4
+ 0.0072008x7 + 0.0014977x8)) + 1/(0.00014621 + 0.0006624 exp(0.068711x2 + 0.025302x3 + 0.015446x4
+ 0.0224x5 + 0.000224x6 + 0.013837x7 + 0.02795x8)) + 1/(0.00021622 + 3.8179×10−6 exp(0.27484x2
+ 0.10121x3 + 0.061786x4 + 0.05535x7 + 0.1118x8)) + 137.53x1 + 30.652x2 − 35.138x3 − 78.029x4
+ 22.693x5 + 0.22693x6 + 10.25x7 + 35.44x8 + 8.5645)
x˙5 = (−100x5 + x6)
x˙6 = −100x6
x˙7 = (−36878.+ 1/(0.00017042 + 0.00011263 exp(−0.12177x1 + 0.053683x2 − 0.0088489x3 − 0.026952x4
+ 0.0072008x7 + 0.0014977x8)) + 1/(−0.000085655− 0.00038807 exp(0.068711x2 + 0.025302x3
+ 0.015446x4 + 0.0224x5 + 0.000224x6 + 0.013837x7 + 0.02795x8)) + 1/(0.000027714
+ 4.8936×10−7 exp(0.27484x2 + 0.10121x3 + 0.061786x4 + 0.05535x7 + 0.1118x8))− 171.18x1 + 125.73x2
+ 6.07x3 − 26.589x4 − 38.735x5 − 0.38735x6 − 141.63x7 + 22.552x8 + 66.819)
x˙8 = (2854.8 + 1/(−0.01903− 0.012577 exp(−0.12177x1 + 0.053683x2 − 0.0088489x3 − 0.026952x4 + 0.0072008x7
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+ 0.0014977x8)) + 1/(0.0006943 + 0.0031456 exp(0.068711x2 + 0.025302x3 + 0.015446x4 + 0.0224x5
+ 0.000224x6 + 0.013837x7 + 0.02795x8)) + 1/(−0.00031867− 5.6269×10−6 exp(0.27484x2 + 0.10121x3
+ 0.061786x4 + 0.05535x7 + 0.1118x8)) + 1.533x1 − 0.7222x2 + 0.094334x3 + 0.32889x4 + 4.7787x5
+ 0.047787x6 − 0.09999x7 − 80.181x8 − 5.8111). (A.8)
Near-identity transformation:
In preparation the right-hand-side of Eq. (A.8) is now approximated near the origin in phase space
and parameter space by a Taylor series truncated to third order. As the Jansen-Rit Jacobian B is not
diagonalizable overC, we use the inner product normal form style discussed in Section 3.3.2. We form
a 9-dimensional extended system by promoting the bifurcation parameter  to a dynamical variable,
introducing α =
√
 so that O(α) = O(xi) near bifurcation, with equation of motion α˙ = 0 so
this extended system will have a 3-dimensional center manifold. The normal form transformation
x = y + q(y, α) is then computed to third order by the iterative method of Section 3.3.2 giving this
α-dependent change of coordinates:
x1 = y1 − 0.002530y21 − 0.0007372y31 − 0.02128y1y2 + 0.000455y21y2 + 0.00116y22 − 0.001604y1y22 − 0.00003821y32
− 0.00199y1y3 + 0.0002932y21y3 + 0.006288y2y3 − 0.000484y1y2y3 − 0.0013y22y3 + 0.0007812y23 − 0.0001419y1y23
− 0.0002229y2y23 + 0.00001517y33 − 0.001713y1y4 − 0.00006445y21y4 + 0.008011y2y4 + 0.001762y1y2y4
+ 0.0001973y22y4 + 0.001403y3y4 + 0.0002499y1y3y4 − 0.0002627y2y3y4 + 0.00002713y23y4 + 0.0008333y24
+ 0.000395y1y
2
4 + 0.00003935y2y
2
4 + 0.000026y3y
2
4 + 0.00001235y
3
4 − 0.00002612y1y5 + 0.0001229y21y5
+ 0.003148y2y5 − 0.0003958y1y2y5 + 0.0002887y22y5 + 0.0006217y3y5 − 0.0000877y1y3y5 − 0.0001041y2y3y5
− 1.762×10−6y23y5 + 0.0005858y4y5 + 0.0001152y1y4y5 + 0.00002166y2y4y5 − 3.496×10−6y3y4y5
+ 2.213×10−6y24y5 + 0.0003477y25 − 0.00002571y1y25 + 0.000044y2y25 + 2.85×10−6y3y25 + 3.987×10−6y4y25
+ 1.581×10−6y35 + 0.00001439y1y6 − 3.104×10−7y21y6 + 0.00005133y2y6 + 3.091×10−6y1y2y6 + 6.329×10−7y22y6
+ 7.861×10−6y3y6 + 4.628×10−7y1y3y6 − 2.408×10−6y2y3y6 − 9.131×10−8y23y6 + 7.621×10−6y4y6
+ 3.038×10−6y1y4y6 − 2.758×10−7y2y4y6 − 1.007×10−7y3y4y6 + 2.315×10−8y24y6 + 8.63×10−6y5y6
− 5.801×10−7y1y5y6 + 2.481×10−6y2y5y6 + 3.945×10−7y3y5y6 + 4.257×10−7y4y5y6 + 1.99×10−7y25y6
+ 5.097×10−8y26 − 1.675×10−8y1y26 + 6.849×10−8y2y26 + 1.359×10−8y3y26 + 1.332×10−8y4y26 + 7.871×10−9y5y26
− 0.001413y1y7 + 0.0002356y21y7 + 0.004485y2y7 − 0.0001436y1y2y7 − 0.0005201y22y7 + 0.0009191y3y7
− 0.0001503y1y3y7 − 0.0002847y2y3y7 + 0.00001962y23y7 + 0.0008702y4y7 + 0.0001841y1y4y7 − 0.0001075y2y4y7
+ 0.00002927y3y4y7 + 0.0000181y
2
4y7 + 0.000368y5y7 − 0.00005045y1y5y7 − 0.00004089y2y5y7
− 2.213×10−6y3y5y7 + 1.564×10−6y4y5y7 + 2.829×10−6y25y7 + 4.597×10−6y6y7 + 2.319×10−7y1y6y7
− 8.693×10−7y2y6y7 − 4.806×10−8y3y6y7 + 4.053×10−8y4y6y7 + 2.938×10−7y5y6y7 + 8.813×10−9y26y7
+ 0.0002826y27 − 0.00004164y1y27 − 0.00007229y2y27 + 0.0000102y3y27 + 0.00001081y4y27 + 5.042×10−7y5y27
+ 1.926×10−8y6y27 + 2.358×10−6y37 − 0.003178y1y8 + 0.0009023y21y8 + 0.01433y2y8 − 0.002151y1y2y8
+ 0.0006395y22y8 + 0.002276y3y8 − 0.0004707y1y3y8 − 0.0004133y2y3y8 + 0.00001552y23y8 + 0.002454y4y8
+ 0.0002549y1y4y8 + 0.0001709y2y4y8 + 0.00004251y3y4y8 + 0.00004155y
2
4y8 + 0.0009084y5y8
− 0.0002351y1y5y8 + 0.0002266y2y5y8 + 0.00001147y3y5y8 + 0.00002897y4y5y8 + 0.00001851y25y8
+ 0.00001107y6y8 − 3.537×10−6y1y6y8 + 0.00001116y2y6y8 + 1.952×10−6y3y6y8 + 2.165×10−6y4y6y8
+ 1.768×10−6y5y6y8 + 3.343×10−8y26y8 + 0.001438y7y8 − 0.000302y1y7y8 − 0.00004886y2y7y8
+ 0.00003913y3y7y8 + 0.00005972y4y7y8 + 0.00002395y5y7y8 + 1.504×10−6y6y7y8 + 0.00002302y27y8
+ 0.001934y28 + 0.003221y1y
2
8 − 0.01174y2y28 − 0.002437y3y28 − 0.002263y4y28 − 0.0009338y5y28
− 8.683×10−6y6y28 − 0.00145y7y28 − 0.003802y38 − 0.002178α2 + 0.001721y1α2 + 0.0003924y2α2 − 0.0002968y3α2
− 0.0003115y4α2 − 0.00008638y5α2 − 3.778×10−7y6α2 − 0.0001884y7α2 − 0.0004541y8α2
x2 = y2 + 0.02432y
2
1 − 0.0005537y31 − 0.01006y1y2 + 0.0004057y21y2 + 0.017y22 + 0.00016y1y3 + 0.0005278y21y3
+ 0.00346y2y3 + 0.0002419y1y2y3 − 0.001208y22y3 + 0.0003411y23 − 0.00006238y1y23 − 0.000145y2y23
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+ 2.555×10−6y33 − 0.005681y1y4 − 0.0007362y21y4 + 0.006387y2y4 + 0.001571y1y2y4 − 0.0001034y22y4
+ 0.0006598y3y4 + 0.00009545y1y3y4 − 0.0002642y2y3y4 + 3.504×10−6y23y4 + 0.0004511y24 + 0.0002183y1y24
− 0.00002776y2y24 + 3.666×10−6y3y24 + 4.469×10−6y34 − 0.003108y1y5 + 0.0003779y21y5 + 0.004741y2y5
− 0.000288y1y2y5 + 0.0002507y22y5 + 0.0006427y3y5 − 0.00009049y1y3y5 − 0.0001826y2y3y5 + 3.333×10−8y23y5
+ 0.0008507y4y5 + 0.0001916y1y4y5 − 0.00003535y2y4y5 − 3.285×10−6y3y4y5 + 2.583×10−6y24y5 + 0.0004976y25
− 0.00003073y1y25 + 0.00003662y2y25 + 1.151×10−8y3y25 + 2.566×10−6y4y25 + 1.836×10−6y35 − 0.0000738y1y6
+ 2.282×10−6y21y6 + 0.00007991y2y6 + 4.35×10−7y1y2y6 + 3.149×10−6y22y6 + 8.058×10−6y3y6
− 6.436×10−7y1y3y6 − 3.27×10−6y2y3y6 − 2.781×10−8y23y6 + 0.00001328y4y6 + 3.724×10−6y1y4y6
− 8.802×10−7y2y4y6 − 7.706×10−8y3y4y6 + 3.568×10−8y24y6 + 0.00001547y5y6 − 5.159×10−7y1y5y6
+ 1.712×10−6y2y5y6 + 1.237×10−7y3y5y6 + 2.686×10−7y4y5y6 + 2.387×10−7y25y6 + 1.324×10−7y26
− 1.316×10−8y1y26 + 4.401×10−8y2y26 + 5.59×10−9y3y26 + 8.41×10−9y4y26 + 9.847×10−9y5y26 − 0.001335y1y7
− 0.00005327y21y7 + 0.002791y2y7 + 0.0002029y1y2y7 − 0.000487y22y7 + 0.000413y3y7 − 0.0000712y1y3y7
− 0.0001964y2y3y7 + 1.612×10−6y23y7 + 0.0005613y4y7 + 0.0001156y1y4y7 − 0.0001168y2y4y7
+ 2.487×10−6y3y4y7 + 5.902×10−6y24y7 + 0.0004542y5y7 − 0.00003057y1y5y7 − 0.00008036y2y5y7
− 1.975×10−6y3y5y7 + 5.92×10−7y4y5y7 + 1.08×10−6y25y7 + 6.505×10−6y6y7 + 2.102×10−7y1y6y7
− 1.272×10−6y2y6y7 − 3.506×10−8y3y6y7 + 1.702×10−8y4y6y7 + 1.366×10−7y5y6y7 + 4.244×10−9y26y7
+ 0.0001362y27 − 8.513×10−6y1y27 − 0.00005474y2y27 + 4.208×10−7y3y27 + 1.369×10−6y4y27 + 6.518×10−8y5y27
+ 6.046×10−9y6y27 + 2.375×10−7y37 − 0.0105y1y8 + 0.001537y21y8 + 0.009908y2y8 − 0.0006049y1y2y8
+ 0.0001646y22y8 + 0.001021y3y8 − 0.000267y1y3y8 − 0.0004359y2y3y8 − 8.214×10−6y23y8 + 0.001753y4y8
+ 0.0002523y1y4y8 − 0.0001227y2y4y8 − 0.00001105y3y4y8 + 0.00001589y24y8 + 0.001393y5y8 − 0.0002351y1y5y8
+ 0.00007941y2y5y8 − 5.562×10−6y3y5y8 + 0.0000162y4y5y8 + 0.00001726y25y8 + 0.00002239y6y8
− 4.504×10−6y1y6y8 + 6.078×10−6y2y6y8 + 7.189×10−7y3y6y8 + 1.336×10−6y4y6y8 + 1.696×10−6y5y6y8
+ 2.843×10−8y26y8 + 0.0008417y7y8 − 0.0001216y1y7y8 − 0.0001374y2y7y8 − 6.964×10−7y3y7y8
+ 0.00001382y4y7y8 + 0.000013y5y7y8 + 7.451×10−7y6y7y8 + 4.458×10−6y27y8 + 0.001483y28 + 0.003305y1y28
− 0.007539y2y28 − 0.00112y3y28 − 0.001487y4y28 − 0.001189y5y28 − 0.00001537y6y28 − 0.0007148y7y28 − 0.002247y38
− 0.06844α2 − 0.00009718y3α2 − 0.0003578y4α2 − 0.0002387y5α2 − 4.457×10−6y6α2 − 0.0001302y7α2
− 0.0006302y8α2
x3 = y3 + 0.003911y
2
1 + 0.0002712y
3
1 + 0.04354y1y2 + 0.003925y
2
1y2 + 0.06832y
2
2 + 0.001856y1y
2
2 + 0.007315y
3
2
+ 0.05264y1y3 − 0.003647y21y3 + 0.01463y2y3 + 0.02729y1y2y3 − 0.001681y22y3 − 0.005696y23 + 0.001454y1y23
+ 0.001654y2y
2
3 − 0.0001454y33 + 0.0531y1y4 + 0.01091y21y4 − 0.03733y2y4 + 0.003773y1y2y4 + 0.03061y22y4
− 0.01284y3y4 − 0.001537y1y3y4 + 0.002616y2y3y4 − 0.0003067y23y4 − 0.009019y24 − 0.00362y1y24
− 0.0009328y2y24 − 0.000297y3y24 − 0.0001644y34 + 0.008933y1y5 − 0.001089y21y5 + 0.03023y2y5
+ 0.002246y1y2y5 + 0.002592y
2
2y5 − 0.002519y3y5 + 0.0004502y1y3y5 − 0.00003444y2y3y5 + 0.0000184y23y5
− 0.001312y4y5 + 0.0002854y1y4y5 − 0.0005966y2y4y5 + 0.0000207y3y4y5 − 0.00001757y24y5 − 0.0002744y25
+ 0.00003333y1y
2
5 − 0.0003826y2y25 − 0.00003373y3y25 − 0.00004816y4y25 − 4.178×10−6y35 + 0.0002572y1y6
+ 0.000052y21y6 − 0.0004796y2y6 − 0.00004784y1y2y6 − 2.237×10−7y22y6 − 0.00005112y3y6 − 9.739×10−6y1y3y6
+ 5.104×10−6y2y3y6 + 7.876×10−7y23y6 − 9.728×10−6y4y6 − 9.437×10−6y1y4y6 − 4.888×10−6y2y4y6
+ 9.15×10−7y3y4y6 − 2.113×10−7y24y6 + 0.00002731y5y6 − 7.609×10−7y1y5y6 − 0.00003398y2y5y6
− 3.658×10−6y3y5y6 − 4.832×10−6y4y5y6 − 5.067×10−7y25y6 + 7.637×10−7y26 − 3.177×10−8y1y26
− 1.091×10−6y2y26 − 1.168×10−7y3y26 − 1.493×10−7y4y26 − 1.868×10−8y5y26 − 1.285×10−10y36 − 0.009502y1y7
− 0.00304y21y7 − 0.08187y2y7 − 0.001779y1y2y7 + 0.0048y22y7 − 0.007743y3y7 + 0.001486y1y3y7
+ 0.002232y2y3y7 − 0.0002026y23y7 − 0.009775y4y7 − 0.001547y1y4y7 + 0.0005854y2y4y7 − 0.0003324y3y4y7
− 0.0002372y24y7 − 0.0008755y5y7 + 0.0004192y1y5y7 − 0.0001769y2y5y7 + 0.0000105y3y5y7 − 0.0000149y4y5y7
− 0.00002455y25y7 − 6.94×10−6y6y7 − 2.969×10−6y1y6y7 − 7.946×10−7y2y6y7 + 3.274×10−7y3y6y7
− 3.753×10−7y4y6y7 − 2.533×10−6y5y6y7 − 7.82×10−8y26y7 − 0.002545y27 + 0.0003205y1y27 + 0.0005389y2y27
− 0.0001087y3y27 − 0.0001206y4y27 − 4.207×10−6y5y27 − 1.57×10−7y6y27 − 0.00002485y37 − 0.003644y1y8
− 0.005698y21y8 + 0.1129y2y8 − 0.00029y1y2y8 + 0.0119y22y8 − 0.02456y3y8 + 0.00513y1y3y8 + 0.00451y2y3y8
− 0.0002579y23y8 − 0.03221y4y8 − 0.001087y1y4y8 − 0.003224y2y4y8 − 0.0005324y3y4y8 − 0.0006357y24y8
+ 0.0003821y5y8 + 0.001468y1y5y8 − 0.003978y2y5y8 − 0.0001739y3y5y8 − 0.000335y4y5y8 − 0.00009949y25y8
+ 0.00007147y6y8 − 0.00001756y1y6y8 − 0.0002214y2y6y8 − 0.00001714y3y6y8 − 0.00002434y4y6y8
− 9.68×10−6y5y6y8 − 2.417×10−7y26y8 − 0.0144y7y8 + 0.003274y1y7y8 − 0.0001942y2y7y8 − 0.0004581y3y7y8
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− 0.0007273y4y7y8 − 0.0001893y5y7y8 − 0.00001319y6y7y8 − 0.0002389y27y8 − 0.01242y28 + 0.03921y1y28
+ 0.2146y2y
2
8 + 0.02043y3y
2
8 + 0.02525y4y
2
8 + 0.001842y5y
2
8 − 0.00001803y6y28 + 0.01295y7y28 + 0.03795y38
− 0.168α2 − 0.001628y1α2 − 0.005737y2α2 − 0.00134y3α2 + 0.002829y4α2 − 0.0006488y5α2 − 8.674×10−6y6α2
+ 0.001117y7α
2 − 0.002095y8α2
x4 = y4 − 0.01398y21 − 0.001879y31 − 0.04915y1y2 − 0.00494y21y2 − 0.02474y22 − 0.003043y1y22 − 0.005346y32
− 0.06293y1y3 − 0.03771y21y3 − 0.04952y2y3 + 0.001686y1y2y3 − 0.001575y23 + 0.0002738y1y23 + 0.00004003y2y23
+ 7.948×10−6y33 + 0.09048y1y4 − 0.006031y21y4 − 0.02348y2y4 − 0.03631y1y2y4 − 0.0009099y3y4
+ 0.0007665y1y3y4 + 0.002155y2y3y4 + 4.764×10−6y23y4 − 0.006183y24 − 0.00159y1y24 + 0.0002275y2y24
+ 8.727×10−7y3y24 − 0.00003193y34 − 0.02174y1y5 − 0.002656y21y5 + 0.001122y2y5 − 0.00268y1y2y5
− 0.002064y22y5 − 0.001897y3y5 + 0.0003063y1y3y5 + 0.0009095y2y3y5 − 2.692×10−6y23y5 − 0.004765y4y5
− 0.0005045y1y4y5 + 0.0001863y2y4y5 + 0.00001588y3y4y5 − 1.934×10−7y24y5 − 0.002589y25 + 0.000368y1y25
− 0.0002181y2y25 + 4.381×10−6y3y25 − 0.00001074y4y25 − 7.45×10−6y35 + 0.0006052y1y6 + 0.00004771y21y6
+ 0.0002462y2y6 + 0.00003016y1y2y6 + 0.00001106y
2
2y6 − 0.00002142y3y6 + 1.967×10−6y1y3y6
+ 0.00001954y2y3y6 + 1.031×10−8y23y6 − 0.00009455y4y6 − 0.00002015y1y4y6 + 1.72×10−6y2y4y6
+ 3.958×10−7y3y4y6 + 1.235×10−7y24y6 − 0.00008833y5y6 + 0.00002592y1y5y6 − 0.00001742y2y5y6
+ 1.64×10−8y3y5y6 − 1.532×10−6y4y5y6 − 1.02×10−6y25y6 − 6.255×10−7y26 + 8.588×10−7y1y26 − 5.559×10−7y2y26
− 5.585×10−9y3y26 − 5.575×10−8y4y26 − 4.477×10−8y5y26 − 5.033×10−10y36 + 0.06991y1y7 + 0.001902y21y7
− 0.04364y2y7 − 0.005323y1y2y7 + 0.002109y22y7 − 0.0005085y3y7 + 0.0004046y1y3y7 + 0.001078y2y3y7
+ 0.0000118y23y7 − 0.003972y4y7 − 0.0006128y1y4y7 + 0.0007717y2y4y7 + 0.00001952y3y4y7 − 0.00001992y24y7
− 0.002027y5y7 + 0.0001894y1y5y7 + 0.0003707y2y5y7 + 7.84×10−6y3y5y7 − 6.699×10−8y4y5y7
− 5.842×10−6y25y7 − 0.00003445y6y7 − 2.16×10−7y1y6y7 + 5.328×10−6y2y6y7 + 1.706×10−7y3y6y7
− 1.419×10−8y4y6y7 − 7.109×10−7y5y6y7 − 2.316×10−8y26y7 − 0.0007788y27 + 0.00001748y1y27 + 0.0002561y2y27
+ 9.248×10−6y3y27 − 6.036×10−6y4y27 − 6.594×10−7y5y27 − 3.222×10−8y6y27 + 2.789×10−7y37 − 0.09614y1y8
− 0.006481y21y8 − 0.07578y2y8 − 0.01064y1y2y8 − 0.01218y22y8 + 0.004531y3y8 + 0.0009064y1y3y8
+ 0.004589y2y3y8 + 0.00002726y
2
3y8 − 0.02401y4y8 − 0.0004461y1y4y8 + 0.002179y2y4y8 + 0.0001066y3y4y8
− 0.00006922y24y8 − 0.007327y5y8 + 0.003934y1y5y8 − 0.0005284y2y5y8 + 0.00005616y3y5y8 − 0.00008422y4y5y8
− 0.00008557y25y8 − 0.0001124y6y8 + 0.0001885y1y6y8 − 0.00008975y2y6y8 + 4.9×10−8y3y6y8
− 8.671×10−6y4y6y8 − 9.134×10−6y5y6y8 − 1.968×10−7y26y8 − 0.0081y7y8 + 0.001241y1y7y8 + 0.001322y2y7y8
+ 0.00006402y3y7y8 − 0.00008241y4y7y8 − 0.00006365y5y7y8 − 4.088×10−6y6y7y8 − 0.00002006y27y8
− 0.02414y28 − 0.182y1y28 + 0.1261y2y28 + 0.001514y3y28 + 0.01061y4y28 + 0.005221y5y28 + 0.00007374y6y28
+ 0.004079y7y
2
8 + 0.02177y
3
8 + 0.1689α
2 + 0.003014y1α
2 + 0.002441y2α
2 + 0.0004343y5α
2 − 4.701×10−6y6α2
+ 0.002217y7α
2 + 0.00422y8α
2
x5 = y5
x6 = y6
x7 = y7 − 0.03866y21 − 0.003413y31 − 0.06335y1y2 − 0.006542y21y2 − 0.1317y22 − 0.00828y1y22 − 0.01371y32 − 0.1076y1y3
− 0.009591y21y3 − 0.3346y2y3 + 0.03926y1y2y3 + 0.00458y22y3 + 0.01797y23 − 0.002798y1y23 − 0.001253y2y23
+ 0.000287y33 + 0.236y1y4 − 0.0319y21y4 + 0.003575y2y4 − 0.02201y1y2y4 + 0.01759y22y4 + 0.02132y3y4
− 0.0001487y1y3y4 − 0.007622y2y3y4 + 0.000642y23y4 + 0.03172y24 + 0.009387y1y24 + 0.001475y2y24
+ 0.000611y3y
2
4 + 0.0003827y
3
4 − 0.01371y1y5 − 0.00366y21y5 − 0.01301y2y5 − 0.00311y1y2y5 − 0.007541y22y5
+ 0.001113y3y5 − 0.0008713y1y3y5 − 0.000551y2y3y5 − 0.00003594y23y5 + 0.006997y4y5 − 0.0007145y1y4y5
+ 0.0007672y2y4y5 − 0.00004547y3y4y5 + 0.00001581y24y5 + 0.007265y25 − 0.0009977y1y25 + 0.0003618y2y25
+ 0.00006402y3y
2
5 + 0.0001042y4y
2
5 + 0.00001168y
3
5 + 0.00007289y1y6 + 0.00007279y
2
1y6 − 0.0001411y2y6
+ 0.00003061y1y2y6 + 0.0001349y
2
2y6 − 0.00003337y3y6 + 0.00001517y1y3y6 − 0.00005053y2y3y6
− 1.574×10−6y23y6 + 0.000122y4y6 + 0.00005969y1y4y6 + 3.284×10−6y2y4y6 − 1.979×10−6y3y4y6
− 1.703×10−7y24y6 + 0.0005265y5y6 − 0.0000846y1y5y6 + 0.00001923y2y5y6 + 6.698×10−6y3y5y6
+ 0.00001144y4y5y6 + 1.64×10−6y25y6 + 0.00001454y26 − 2.6×10−6y1y26 + 2.112×10−7y2y26 + 2.071×10−7y3y26
+ 3.736×10−7y4y26 + 7.497×10−8y5y26 + 9.281×10−10y36 − 0.1564y1y7 + 0.008505y21y7 − 0.00386y2y7
+ 0.007362y1y2y7 + 0.01324y3y7 − 0.003747y1y3y7 − 0.005718y2y3y7 + 0.0004172y23y7 + 0.02523y4y7
+ 0.004091y1y4y7 − 0.002324y2y4y7 + 0.0006758y3y4y7 + 0.0005056y24y7 + 0.003422y5y7 − 0.001008y1y5y7
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+ 0.00006976y2y5y7 − 0.00002346y3y5y7 + 0.00002762y4y5y7 + 0.00005865y25y7 + 0.00006843y6y7
+ 7.523×10−6y1y6y7 − 3.241×10−6y2y6y7 − 7.901×10−7y3y6y7 + 6.917×10−7y4y6y7 + 6.091×10−6y5y6y7
+ 1.91×10−7y26y7 + 0.006318y27 − 0.0006548y1y27 − 0.001309y2y27 + 0.0002191y3y27 + 0.0002659y4y27
+ 0.00001029y5y
2
7 + 3.709×10−7y6y27 + 0.00005266y37 − 0.1212y1y8 − 0.008134y21y8 − 0.1528y2y8
− 0.005201y1y2y8 − 0.03059y22y8 − 0.0006423y3y8 − 0.0136y1y3y8 − 0.01721y2y3y8 + 0.0005924y23y8
+ 0.09558y4y8 + 0.006536y1y4y8 − 0.002785y2y4y8 + 0.001061y3y4y8 + 0.001373y24y8 + 0.03784y5y8
− 0.009849y1y5y8 − 0.0006358y2y5y8 + 0.0002865y3y5y8 + 0.0007586y4y5y8 + 0.0002919y25y8 + 0.00245y6y8
− 0.0003707y1y6y8 − 9.541×10−6y2y6y8 + 0.00002896y3y6y8 + 0.00006004y4y6y8 + 0.00003159y5y6y8
+ 8.827×10−7y26y8 + 0.05122y7y8 − 0.008303y1y7y8 − 0.002967y2y7y8 + 0.0008701y3y7y8 + 0.001638y4y7y8
+ 0.0004565y5y7y8 + 0.00003247y6y7y8 + 0.0005347y
2
7y8 − 2.601y28 + 0.3988y1y28 + 0.005002y2y28 − 0.03491y3y28
− 0.06572y4y28 − 0.007757y5y28 − 0.00006561y6y28 − 0.03226y7y28 − 0.137y38 + 0.4128α2 + 0.003595y1α2
+ 0.01086y2α
2 + 0.007585y3α
2 − 0.005772y4α2 + 0.001062y5α2 − 6.543×10−6y6α2 + 0.009658y8α2
x8 = y8 + 0.01041y
2
1 + 0.0009975y
3
1 + 0.0125y1y2 + 0.001209y
2
1y2 + 0.01822y
2
2 + 0.001596y1y
2
2 + 0.001749y
3
2
− 0.007779y1y3 − 0.001094y21y3 − 0.01174y2y3 − 0.00175y1y2y3 + 0.00217y22y3 − 0.0009694y23 + 0.0001936y1y23
+ 0.0002007y2y
2
3 − 0.00002157y33 + 0.01451y1y4 + 0.001721y21y4 − 0.02039y2y4 − 0.002931y1y2y4
− 0.001181y22y4 − 0.001725y3y4 − 0.00019y1y3y4 + 0.0003721y2y3y4 − 0.0000442y23y4 − 0.001415y24
− 0.0005517y1y24 − 0.0001012y2y24 − 0.00004194y3y24 − 0.00002201y34 + 0.002942y1y5 − 0.001744y21y5
− 0.000896y2y5 + 0.000471y1y2y5 − 0.001578y22y5 − 0.0002743y3y5 + 0.00008367y1y3y5 + 0.00004695y2y3y5
+ 2.55×10−6y23y5 − 0.0004617y4y5 − 0.00001182y1y4y5 − 0.00005445y2y4y5 + 2.935×10−6y3y4y5
− 1.973×10−6y24y5 − 0.0002851y25 + 0.00003543y1y25 − 0.00004446y2y25 − 4.7×10−6y3y25 − 6.292×10−6y4y25
− 9.052×10−7y35 + 0.00005457y1y6 − 0.00007761y21y6 + 0.0000285y2y6 − 3.839×10−6y1y2y6 − 0.00007995y22y6
− 2.901×10−6y3y6 − 7.949×10−7y1y3y6 + 2.447×10−6y2y3y6 + 1.132×10−7y23y6 − 7.802×10−6y4y6
− 3.069×10−6y1y4y6 + 4.114×10−10y2y4y6 + 1.242×10−7y3y4y6 − 1.672×10−8y24y6 − 0.00001046y5y6
+ 2.34×10−6y1y5y6 − 3.609×10−6y2y5y6 − 5.146×10−7y3y5y6 − 6.581×10−7y4y5y6 − 1.198×10−7y25y6
− 1.158×10−7y26 + 7.499×10−8y1y26 − 1.076×10−7y2y26 − 1.642×10−8y3y26 − 2.08×10−8y4y26 − 5.06×10−9y5y26
+ 0.005481y1y7 − 0.0001009y21y7 − 0.006836y2y7 − 0.0001507y1y2y7 + 0.0007276y22y7 − 0.001083y3y7
+ 0.0002184y1y3y7 + 0.0003326y2y3y7 − 0.00003008y23y7 − 0.001379y4y7 − 0.0002434y1y4y7 + 0.0001089y2y4y7
− 0.0000478y3y4y7 − 0.00003177y24y7 − 0.0002323y5y7 + 0.0000542y1y5y7 − 3.733×10−6y2y5y7
+ 1.641×10−6y3y5y7 − 2.025×10−6y4y5y7 − 3.689×10−6y25y7 − 3.601×10−6y6y7 − 5.856×10−7y1y6y7
+ 3.464×10−7y2y6y7 + 4.978×10−8y3y6y7 − 5.114×10−8y4y6y7 − 3.781×10−7y5y6y7 − 1.163×10−8y26y7
− 0.0003785y27 + 0.00004768y1y27 + 0.00008062y2y27 − 0.00001601y3y27 − 0.00001734y4y27 − 6.633×10−7y5y27
− 2.408×10−8y6y27 − 3.645×10−6y37 + 0.02835y1y8 − 0.00179y21y8 + 7.19×10−6y2y8 + 0.001652y1y2y8
− 0.002412y3y8 + 0.0007279y1y3y8 + 0.0006777y2y3y8 − 0.00003753y23y8 − 0.004693y4y8 − 0.0003127y1y4y8
− 0.0002523y2y4y8 − 0.00007737y3y4y8 − 0.00008105y24y8 − 0.0008526y5y8 + 0.0004095y1y5y8
− 0.0002994y2y5y8 − 0.00002305y3y5y8 − 0.0000446y4y5y8 − 0.00001741y25y8 − 0.00001705y6y8
+ 0.00001257y1y6y8 − 0.0000169y2y6y8 − 2.386×10−6y3y6y8 − 3.371×10−6y4y6y8 − 1.76×10−6y5y6y8
− 4.321×10−8y26y8 − 0.0023y7y8 + 0.0004566y1y7y8 + 0.00004006y2y7y8 − 0.00006551y3y7y8 − 0.0001007y4y7y8
− 0.00002866y5y7y8 − 1.97×10−6y6y7y8 − 0.00003481y27y8 − 0.004691y28 − 0.0137y1y28 + 0.01807y2y28
+ 0.002855y3y
2
8 + 0.003574y4y
2
8 + 0.0005493y5y
2
8 + 4.044×10−6y6y28 + 0.00193y7y28 + 0.006093y38 − 0.07251α2
− 0.001068y1α2 − 0.00133y2α2 + 7.653×10−6y3α2 + 0.0008162y4α2 + 0.0004083y5α2
+ 0.00002465y6α
2 + 0.0004339y7α
2. (A.9)
Applying this change of variables to the Taylor approximation of Eq. (A.8) and substituting  = α2
the resulting 8-dimensional normal form system to third order is:
y˙1 = 0.01384y1 + (65.20 + 0.08309)y2 − 0.01815y31 − 0.1036y21y2 − 0.01815y1y22 − 0.1036y32
y˙2 = −(65.20 + 0.08309)y1 + 0.01384y2 + 0.1036y31 − 0.01815y21y2 + 0.1036y1y22 − 0.01815y32
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y˙3 = −(129 + 0.1768)y3 + (78.75− 0.1513)y4 − 0.1442y21y3 − 0.1442y22y3 + 0.08727y21y4 + 0.08727y22y4
y˙4 = −(78.75− 0.1513)y3 − (129 + 0.1768)y4 − 0.08727y21y3 − 0.08727y22y3 − 0.1442y21y4 − 0.1442y22y4
y˙5 = −100y5 + y6
y˙6 = −100y6
y˙7 = −(161.9− 0.3975)y7 + 0.2186y21y7 + 0.2186y22y7
y˙8 = −(80.14 + 0.07152)y8 + 0.1424y21y8 + 0.1424y22y8. (A.10)
Note that the equations for the bifurcating variables y1 and y2 are now decoupled from the other six
equations. Expressing the (y1, y2) equations in polar coordinates,
r˙ = 0.01384r − 0.01815r3
θ˙ = −65.20− 0.08309+ 0.1036r2. (A.11)
In this form the circular symmetry (equivariance) of the normal form is clear, as the flow is θ-independent.
Rescaling the radius by R =
√
0.01815 r,
R˙ = 0.01384R−R3
θ˙ = −65.20− 0.08309+ 5.706R2, (A.12)
or in terms of a single complex variable z = Reiθ,
z˙ = (−65.20i+ (0.01384− 0.08309i))z + (−1 + 5.706i)z|z|2. (A.13)
A.3 Transformation of coupling
From the nonlinear coupling function h(vi,vj) : R8×R8 → R8 of the Jansen-Rit model, Eq. (3.42),
we seek a first order approximation when both systems i and j are close to the bifurcation point H1,
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expressed in terms of the normal form coordinate system. From Eq. (3.38) and Eq. (3.42),
∂
∂vj
h(vi,vj) = 0 , (
∂
∂vi
h(vi,vj)).(vi−vc) =

0
0
0
0
0
Heκeγ1S
′(vc2 − vc3)((vi2 − vi3)− (vc2 − vc3))
0
0

,
(A.14)
S ′(v) =
2e0ρ1 exp [ρ1(ρ2 − v)]
(1 + exp [ρ1(ρ2 − v)])2 and h(vc,vc) =

0
0
0
0
0
Heκeγ1S(vc2 − vc3)
0
0

, (A.15)
which gives the following bilinear approximation of the coupling vector field near bifurcation point
H1, expressed in the original Jansen-Rit coordinate system:
h˜(vi,vj) = h(vc,vc) + (
∂
∂vi
h(vi,vj)).(vi − vc) + ( ∂
∂vj
h(vi,vj)).(vj − vc)
=

0
0
0
0
0
325(3.01 + 0.6708(−6.74 + vi2 − vi3))γ1
0
0

. (A.16)
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Now translating the point vc to the origin and applying the linear transformationM of Eq. (A.6) by a
change of coordinates v−vc =Mx as before, the coupling to first order in the 8-dimensional normal
form coordinates is k : R8 × R8 → R8 given by
k(xi,xj) = M
−1h˜(Mxi + vc,Mxj + vc)
=

4.463(3.01 + 0.1459xi1 − 0.06431xi2 + 0.0106xi3 + 0.03229xi4 − 0.008626xi7 − 0.001794xi8)γ1
−0.142(3.01 + 0.1459xi1 − 0.06431xi2 + 0.0106xi3 + 0.03229xi4 − 0.008626xi7 − 0.001794xi8)γ1
−34.97(3.01 + 0.1459xi1 − 0.06431xi2 + 0.0106xi3 + 0.03229xi4 − 0.008626xi7 − 0.001794xi8)γ1
8.565(3.01 + 0.1459xi1 − 0.06431xi2 + 0.0106xi3 + 0.03229xi4 − 0.008626xi7 − 0.001794xi8)γ1
0
0
66.82(3.01 + 0.1459xi1 − 0.06431xi2 + 0.0106xi3 + 0.03229xi4 − 0.008626xi7 − 0.001794xi8)γ1
−5.811(3.01 + 0.1459xi1 − 0.06431xi2 + 0.0106xi3 + 0.03229xi4 − 0.008626xi7 − 0.001794xi8)γ1

.
(A.17)
As the eigenvalues corresponding to the normal form stable variables xi3, · · · , xi8 in source region i
all have real part < −80 near point H1, initial transients decay quickly leaving the stable variables in
a range about zero that is small compared to center variables xi1 and xi2. This justifies the reduction
to two dimensions, expressing the first order effect of coupling on the oscillating center variables xj1
and xj2 as a function k¯ : R2 × R2 → R2,
k¯(xi,xj) = γ1
 13.4 + 0.651xi1 − 0.287xi2
−0.428− 0.0207xi1 + 0.00913xi2
 , (A.18)
or in terms of the complex variable zj = xj1 + ixj2 ,
k(zi, zj) = γ1((13.4− 0.428i) + (0.651− 0.0207i)Re(zi) + (−0.287 + 0.00913i)Im(zi)).
= (1814− 57.7i) + (87.9− 2.80i)Re(zi) + (−38.7 + 1.23i)Im(zi). (A.19)
Finally, if linearly rescaling the radius as in Eq. (A.13), R =
√
0.01815r, zi →
√
0.01815zi, giving
k(zi, zj) = (244− 7.77i) + (87.9− 2.80i)Re(zi) + (−38.7 + 1.23i)Im(zi). (A.20)
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To compute additional quadratic and cubic corrections to the coupling, one could go further and apply
the near-identity transformation, Eq. (A.9) after linearly transforming a third order Taylor expansion
of Eq. (3.42). But for this example we require only a leading order approximation to the coupling,
and the linear terms here are nonzero.
Appendix B
Asymmetrical test system: construction and
transformation
The non-trivial test system used in Section 5.3 was constructed by starting with the simple 3D example,
Eq. (3.3), at the bifurcation point and breaking the symmetry of its nonlinear terms:
u˙1 = −ωu2 − u3u1 + γu21 + β1u3u2
u˙2 = ωu1 − αu3u2 − β2u3u1 (B.1)
u˙3 = −λu3 + (κ1u21 + κ2u22),
where κ1 = 1.0, κ2 = 4.0, β1 = 2.0, β2 = 3.0, γ = 0.7, ω = 69.0, λ = 5.0 and α = 0.5, then
applying a non-orthogonal linear transformation S = R−1QR, where R is a rotation of pi
8
about the
vector (1, 1, 0.5)T , i.e.,
R =

4
9
+ 5
9
cos pi
8
4
9
− 4
9
cos pi
8
− 1
3
sin pi
8
2
9
− 2
9
cos pi
8
+ 2
3
sin pi
8
4
9
− 4
9
cos pi
8
+ 1
3
sin pi
8
4
9
+ 5
9
cos pi
8
2
9
− 2
9
cos pi
8
− 2
3
sin pi
8
2
9
− 2
9
cos pi
8
− 2
3
sin pi
8
2
9
− 2
9
cos pi
8
+ 2
3
sin pi
8
1
9
+ 8
9
cos pi
8
 and Q =

1 6 0.5
0 0 0.15
0 1.8 0
 ,
(B.2)
before introducing an additive noise perturbation (0, 0, σdW )T and deterministic perturbation (0,−, 0)T
to take the system through the bifurcation. Here is the resulting asymmetrical test system, to be used
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as the starting point:
dx1 = (311.479x1 − 2201.82x2 − 564.635x3 − 20.0855x21
+ 465.343x22 + 65.9025x1x3 + 52.214x1x2 − 76.4356x2x3 − 54.2295x23) dt
dx2 = (−2.21885x1 + 30.7184x2 + 6.63859x3 + 0.255836x21
− 6.98162x22 − 0.933232x1x3 − 1.40187x1x2 + 2.24106x2x3 + 0.87356x23 − ) dt
dx3 = (195.124x1 − 1312.67x2 − 347.197x3 − 12.4969x21
+ 255.026x22 + 40.7643x1x3 − 53.1318x2x3 + 33.9785x1x2 − 33.4977x23) dt+ σ dW .
(B.3)
Applying our method to this test system, we first set the noise intensity σ and bifurcation parameter 
to zero and compute the initial linear transformation:
x =Mw, where M =

3.2528 0 −0.693649
−0.0427981 0.0650435 0.105984
1.96129 0.143861 −0.802078
 , (B.4)
and near-identity normal form transformation at the bifurcation point:
w1 = y1 + 0.00406023y
2
1 − 0.000698326y31 + 0.000117426y1y2 − 0.000154069y21y2 + 0.0017567y22
− 0.000832073y1y22 − 0.0000485379y32 + 0.188591y1y3 + 0.00180971y21y3 − 0.646749y2y3
− 0.00289789y1y2y3 + 0.000666597y22y3 − 0.191593y1y23 − 0.122418y2y23
w2 = y2 + 0.000058713y
2
1 − 0.000066158y31 + 0.00351341y1y2 + 0.000823212y21y2 + 0.00181501y22
− 0.000136449y1y22 + 0.000707187y32 + 0.644715y1y3 + 0.00232999y21y3 + 0.198848y2y3
+ 0.00381244y1y2y3 − 0.00139106y22y3 + 0.128518y1y23 − 0.187822y2y23
w3 = y3 + 0.138801y
2
1 − 0.0000315978y31 + 0.00508242y1y2 + 0.000125656y21y2 + 0.142182y22
− 0.0000228631y1y22 + 0.000118876y32 + 0.00252247y21y3 + 0.00642166y1y2y3
− 0.00252247y22y3. (B.5)
Now applying these to transform the full system with noise and bifurcation parameter, after step 1
(initial linear transformation dw =M−1f(Mw, )dt+ σM−1G(Mw) ◦ dW), we have:
dw1 = (−69w2 + 0.0121536w21 − 0.075461w1w2 + 0.117133w22
− 1.08333w1w3 + 3.94144w2w3 − 0.788631) dt− 0.356561σ ◦ dW
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dw2 = (69w1 − 0.0377305w21 + 0.234267w1w2 − 0.363638w22
− 2.51588w1w3 − 0.853868w2w3 − 9.86728) dt+ 2.48988σ ◦ dW
dw3 = (−5w3 + 1.04469w21 + 0.492006w1w2 + 0.360225w22 − 3.69821) dt
− 1.67206σ ◦ dW . (B.6)
Step 2 (applying the near identity transformation Eq. (B.5)) gives:
dy1 = (−69y2 + (−0.788631 + 0.705013y1 − 2.35705y2 − 6.23293y3)
− 0.135078y31 + 0.454487y21y2 − 0.135078y1y22 + 0.454487y32) dt
+ (−0.356561 + 0.317939y1 − 0.0163255y21 − 1.09011y2 + 0.193228y1y2
− 0.456581y22 + 1.67757y3 − 0.0141904y1y3 + 0.00258494y2y3 − 0.251419y23)σ ◦ dW
dy2 = (69y1 + (−9.86728 + 2.41905y1 + 0.77397y2 + 2.47053y3)
− 0.454487y31 − 0.135078y21y2 − 0.454487y1y22 − 0.135078y32) dt
+ (2.48988 + 1.0693y1 − 0.0576756y21 + 0.3247y2 + 0.439776y1y2
+ 0.135425y22 − 0.265227y3 + 0.00507589y1y3 + 0.0134997y2y3 − 0.515337y23)σ ◦ dW
dy3 = (−5y3 + (−3.69821 + 0.269076y1 + 2.80992y2) + 0.26815y21y3 + 0.26815y22y3) dt
+ (−1.67206 + 0.0863277y1 − 0.0898243y21 − 0.706222y2 + 0.00622183y1y2
− 0.0919066y22 − 0.478541y1y3 + 0.0817461y2y3)σ ◦ dW . (B.7)
Step 3 (approximate reduction to 2D and transformation to polar coordinates) gives:
dr = (−0.135078r3 − (9.86728 sin θ − 0.788631 cos θ)
+ r(0.739492 + 0.0309986 sin 2θ − 0.0344784 cos 2θ)) dt
+ (2.48988 sin θ − 0.356561 cos θ + r(0.321319− 0.0104069 sin 2θ − 0.00338031 cos 2θ)
+ r2(0.135457 sin θ − 0.0164455 cos θ + 0.0000318211 sin 3θ + 0.000119974 cos 3θ))σ ◦ dW
dθ = (69− 0.454487r2 + 
r
(0.788631 sin θ − 9.86728 cos θ)
+ (2.38805 + 0.0309986 cos 2θ + 0.0344784 sin 2θ)) dt
+ (
1
r
(0.356561 sin θ + 2.48988 cos θ) + 1.0797− 0.0104069 cos 2θ + 0.00338031 sin 2θ
+ r(0.456461 sin θ − 0.0577074 cos θ − 0.000119974 sin 3θ + 0.0000318211 cos 3θ))σ ◦ dW .
(B.8)
Step 4 (averaging the corresponding Fokker-Planck equation around the cycle and selecting a weakly
equivalent SDE by Cholesky decomposition) gives:
dr = (−0.135078r3 + r(0.739492+ 0.0906116σ2) + 1
r
1.58166σ2) dt
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+ (1.77857 + 0.125506r2)σ ◦ dWA
dθ = (69 + 2.38805− 0.17714σ2 − 0.454487r2) dt
+ 0.522419rσ ◦ dWA + (
1
r
1.77857 + 0.333101r)σ ◦ dWB. (B.9)
Finally, linearly rescaling the radius by R =
√
0.135078 r puts the system in the standard form:
dR = (−R3 +R(0.739492+ 0.0906116σ2) + 1
R
0.213647σ2) dt
+ (0.653677 + 0.341485R2)σ ◦ dWA
dθ = (69 + 2.38805− 0.17714σ2 − 3.36464R2) dt
+ 1.42144Rσ ◦ dWA + (
1
R
0.653677 + 0.906326R)σ ◦ dWB. (B.10)
N.B. If the extended system is used in step 2, deriving an -dependent transformation as discussed in
Section 3.3.3, then the end result is the same as above but with third order corrections that show how the
noise-induced effects vary through the bifurcation. For this system the corrections are insignificant:
dR = (−R3 +R(0.739492+ 0.0906116σ2) + 1
R
(0.213647 + 0.000744846)σ2) dt
+ (0.653677 + 0.00113947+ 0.341485R2)σ ◦ dWA
dθ = (69 + 2.38805− 0.17714σ2 − 3.36464R2) dt
+ 1.42144Rσ ◦ dWA + (
1
R
(0.653677 + 0.00113947) + 0.906326R)σ ◦ dWB. (B.11)
Appendix C
Transforming the stochastic Jansen-Rit
system
The Jansen-Rit model, with Gaussian white noise input to pyramidal and spiny stellate populations,
was expressed as a system of first order Ito equations in Eqs (6.3)–(6.5).
C.1 Applying transformations to the SDEs
Step 1 (translation to the origin and linear transformation):
The bifurcation points are located and linear transformationM computed as shown in Appendix A.1,
in the case of Hopf point H1 giving
pc = 89.829 s
−1, vc = (13.208, 20.165, 13.425, 3.3021, 0, 0, 0, 0)T mV, (C.1)
M =

0 −0.49079 −0.180728 −0.110331 0 0 −0.0988392 −0.199643
−0.0528038 −0.0232788 0.0497681 −0.00789791 −0.246353 −0.0123176 −0.043254 −0.848442
−0.270252 0.0725844 0.0339665 −0.0560267 −0.246353 −0.0123176 −0.0303954 −0.845768
0 −0.122698 −0.045182 −0.0275829 −0.04 −0.0004 −0.0247098 −0.0499106
32 0 32 0 0 0 16 16
1.5178 −3.44286 −5.7976 4.93775 24.6353 0.985411 7.00193 67.9969
−4.73257 −17.6207 0.0305537 9.90153 24.6353 0.985411 4.92038 67.7825
8 0 8 0 4 0 4 4
. (C.2)
This time applying the translation and linear transformation v−vc =Mx to the full stochastic system
Eq. (6.3), the linearly transformed system is then
168
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dx =M−1f(Mx+ vc, )dt+M−1G(Mx+ vc) ◦ dW , (C.3)
which at Hopf point H1 gives the stochastic system,
dx1 = (−1919.3 + 1/(0.0018319 + 0.0012107 exp(−0.12177x1 + 0.053683x2 − 0.0088489x3 − 0.026952x4
+ 0.0072008x7 + 0.0014977x8)) + 1/(−0.00023261− 0.0010539 exp(0.068711x2 + 0.025302x3 + 0.015446x4
+ 0.0224x5 + 0.000224x6 + 0.013837x7 + 0.02795x8)) + 1/(0.00041497 + 7.3273×10−6 exp(0.27484x2
+ 0.10121x3 + 0.061786x4 + 0.05535x7 + 0.1118x8))− 15.926x1 + 39.762x2 − 13.11x3 − 10.822x4 − 14.264x5
− 0.14264x6 − 5.5954x7 − 13.008x8 + 4.4626) dt+ 4.4626σp ◦ dW2
dx2 = (1475.9 + 1/(−0.00073893− 0.00048835 exp(−0.12177x1 + 0.053683x2 − 0.0088489x3 − 0.026952x4
+ 0.0072008x7 + 0.0014977x8)) + 1/(−0.00030867− 0.0013984 exp(0.068711x2 + 0.025302x3 + 0.015446x4
+ 0.0224x5 + 0.000224x6 + 0.013837x7 + 0.02795x8)) + 1/(−0.013041− 0.00023027 exp(0.27484x2
+ 0.10121x3 + 0.061786x4 + 0.05535x7 + 0.1118x8))− 25.72x1 − 50.737x2 − 9.4049x3 + 1.2456x4 − 10.749x5
− 0.10749x6 − 9.0472x7 − 14.044x8 − 0.142) dt− 0.142σp ◦ dW2
dx3 = (14804.+ 1/(0.00029395 + 0.00019427 exp(−0.12177x1 + 0.053683x2 − 0.0088489x3 − 0.026952x4
+ 0.0072008x7 + 0.0014977x8)) + 1/(0.0001062 + 0.00048115 exp(0.068711x2 + 0.025302x3 + 0.015446x4
+ 0.0224x5 + 0.000224x6 + 0.013837x7 + 0.02795x8)) + 1/(−0.00005296− 9.3514×10−7 exp(0.27484x2
+ 0.10121x3 + 0.061786x4 + 0.05535x7 + 0.1118x8))− 99.249x1 + 51.105x2 − 133.49x3 + 58.431x4
+ 31.242x5 + 0.31242x6 + 7.3493x7 + 4.2109x8 − 34.967) dt− 34.967σp ◦ dW2
dx4 = (−2943.+ 1/(−0.00021213− 0.0001402 exp(−0.12177x1 + 0.053683x2 − 0.0088489x3 − 0.026952x4
+ 0.0072008x7 + 0.0014977x8)) + 1/(0.00014621 + 0.0006624 exp(0.068711x2 + 0.025302x3 + 0.015446x4
+ 0.0224x5 + 0.000224x6 + 0.013837x7 + 0.02795x8)) + 1/(0.00021622 + 3.8179×10−6 exp(0.27484x2
+ 0.10121x3 + 0.061786x4 + 0.05535x7 + 0.1118x8)) + 137.53x1 + 30.652x2 − 35.138x3 − 78.029x4
+ 22.693x5 + 0.22693x6 + 10.25x7 + 35.44x8 + 8.5645) dt+ 8.5645σp ◦ dW2
dx5 = (−100x5 + x6) dt
dx6 = −100x6 dt
dx7 = (−36878.+ 1/(0.00017042 + 0.00011263 exp(−0.12177x1 + 0.053683x2 − 0.0088489x3 − 0.026952x4
+ 0.0072008x7 + 0.0014977x8)) + 1/(−0.000085655− 0.00038807 exp(0.068711x2 + 0.025302x3
+ 0.015446x4 + 0.0224x5 + 0.000224x6 + 0.013837x7 + 0.02795x8)) + 1/(0.000027714
+ 4.8936×10−7 exp(0.27484x2 + 0.10121x3 + 0.061786x4 + 0.05535x7 + 0.1118x8))− 171.18x1 + 125.73x2
+ 6.07x3 − 26.589x4 − 38.735x5 − 0.38735x6 − 141.63x7 + 22.552x8 + 66.819) dt+ 66.819σp ◦ dW2
dx8 = (2854.8 + 1/(−0.01903− 0.012577 exp(−0.12177x1 + 0.053683x2 − 0.0088489x3 − 0.026952x4 + 0.0072008x7
+ 0.0014977x8)) + 1/(0.0006943 + 0.0031456 exp(0.068711x2 + 0.025302x3 + 0.015446x4 + 0.0224x5
+ 0.000224x6 + 0.013837x7 + 0.02795x8)) + 1/(−0.00031867− 5.6269×10−6 exp(0.27484x2 + 0.10121x3
+ 0.061786x4 + 0.05535x7 + 0.1118x8)) + 1.533x1 − 0.7222x2 + 0.094334x3 + 0.32889x4 + 4.7787x5
+ 0.047787x6 − 0.09999x7 − 80.181x8 − 5.8111) dt− 5.8111σp ◦ dW2. (C.4)
Step 2 (near-identity normal form transformation)
Both the deterministic terms and noise coefficient functions of Eq. (C.4) are now approximated near
the origin in phase space and parameter space by Taylor series truncated to third order. In this and
all subsequent series approximations the asymptotic scaling O(σ2i ) = O(x
2
i ) = O() is used when
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truncating as discussed in Section 4.4.1.
Next setting noise intensity σp to zero, the required near-identity transformation x = y + q(y) is
computed to third order, similarly to Appendix A.2. To save space here we will display the interme-
diate steps from the -independent transformation, computed from the deterministic system exactly
at bifurcation. The results from the full -dependent transformation were computed similarly. Note
that the two methods give the same answer for the deterministic terms, as the averaging done in step 4
consolidates non-symmetrical -dependent terms to arrive at the same value of γ. The latter method
allows to see how noise effects vary through the bifurcation. Exactly at bifurcation, the near-identity
transformation to third order is:
x1 = y1 − 0.002530y21 − 0.0007372y31 − 0.02128y1y2 + 0.000455y21y2 + 0.00116y22 − 0.001604y1y22
− 0.00003821y32 − 0.00199y1y3 + 0.0002932y21y3 + 0.006288y2y3 − 0.000484y1y2y3 − 0.0013y22y3
+ 0.0007812y23 − 0.0001419y1y23 − 0.0002229y2y23 + 0.00001517y33 − 0.001713y1y4 − 0.00006445y21y4
+ 0.008011y2y4 + 0.001762y1y2y4 + 0.0001973y
2
2y4 + 0.001403y3y4 + 0.0002499y1y3y4 − 0.0002627y2y3y4
+ 0.00002713y23y4 + 0.0008333y
2
4 + 0.000395y1y
2
4 + 0.00003935y2y
2
4 + 0.000026y3y
2
4 + 0.00001235y
3
4
− 0.00002612y1y5 + 0.0001229y21y5 + 0.003148y2y5 − 0.0003958y1y2y5 + 0.0002887y22y5 + 0.0006217y3y5
− 0.0000877y1y3y5 − 0.0001041y2y3y5 − 1.762×10−6y23y5 + 0.0005858y4y5 + 0.0001152y1y4y5 + 0.00002166y2y4y5
− 3.496×10−6y3y4y5 + 2.213×10−6y24y5 + 0.0003477y25 − 0.00002571y1y25 + 0.000044y2y25 + 2.85×10−6y3y25
+ 3.987×10−6y4y25 + 1.581×10−6y35 + 0.00001439y1y6 − 3.104×10−7y21y6 + 0.00005133y2y6 + 3.091×10−6y1y2y6
+ 6.329×10−7y22y6 + 7.861×10−6y3y6 + 4.628×10−7y1y3y6 − 2.408×10−6y2y3y6 − 9.131×10−8y23y6 + 7.621×10−6y4y6
+ 3.038×10−6y1y4y6 − 2.758×10−7y2y4y6 − 1.007×10−7y3y4y6 + 2.315×10−8y24y6 + 8.63×10−6y5y6
− 5.801×10−7y1y5y6 + 2.481×10−6y2y5y6 + 3.945×10−7y3y5y6 + 4.257×10−7y4y5y6 + 1.99×10−7y25y6
+ 5.097×10−8y26 − 1.675×10−8y1y26 + 6.849×10−8y2y26 + 1.359×10−8y3y26 + 1.332×10−8y4y26 + 7.871×10−9y5y26
− 0.001413y1y7 + 0.0002356y21y7 + 0.004485y2y7 − 0.0001436y1y2y7 − 0.0005201y22y7 + 0.0009191y3y7
− 0.0001503y1y3y7 − 0.0002847y2y3y7 + 0.00001962y23y7 + 0.0008702y4y7 + 0.0001841y1y4y7 − 0.0001075y2y4y7
+ 0.00002927y3y4y7 + 0.0000181y
2
4y7 + 0.000368y5y7 − 0.00005045y1y5y7 − 0.00004089y2y5y7 − 2.213×10−6y3y5y7
+ 1.564×10−6y4y5y7 + 2.829×10−6y25y7 + 4.597×10−6y6y7 + 2.319×10−7y1y6y7 − 8.693×10−7y2y6y7
− 4.806×10−8y3y6y7 + 4.053×10−8y4y6y7 + 2.938×10−7y5y6y7 + 8.813×10−9y26y7 + 0.0002826y27
− 0.00004164y1y27 − 0.00007229y2y27 + 0.0000102y3y27 + 0.00001081y4y27 + 5.042×10−7y5y27 + 1.926×10−8y6y27
+ 2.358×10−6y37 − 0.003178y1y8 + 0.0009023y21y8 + 0.01433y2y8 − 0.002151y1y2y8 + 0.0006395y22y8
+ 0.002276y3y8 − 0.0004707y1y3y8 − 0.0004133y2y3y8 + 0.00001552y23y8 + 0.002454y4y8 + 0.0002549y1y4y8
+ 0.0001709y2y4y8 + 0.00004251y3y4y8 + 0.00004155y
2
4y8 + 0.0009084y5y8 − 0.0002351y1y5y8 + 0.0002266y2y5y8
+ 0.00001147y3y5y8 + 0.00002897y4y5y8 + 0.00001851y
2
5y8 + 0.00001107y6y8 − 3.537×10−6y1y6y8
+ 0.00001116y2y6y8 + 1.952×10−6y3y6y8 + 2.165×10−6y4y6y8 + 1.768×10−6y5y6y8 + 3.343×10−8y26y8
+ 0.001438y7y8 − 0.000302y1y7y8 − 0.00004886y2y7y8 + 0.00003913y3y7y8 + 0.00005972y4y7y8
+ 0.00002395y5y7y8 + 1.504×10−6y6y7y8 + 0.00002302y27y8 + 0.001934y28 + 0.003221y1y28 − 0.01174y2y28
− 0.002437y3y28 − 0.002263y4y28 − 0.0009338y5y28 − 8.683×10−6y6y28 − 0.00145y7y28 − 0.003802y38
x2 = y2 + 0.02432y
2
1 − 0.0005537y31 − 0.01006y1y2 + 0.0004057y21y2 + 0.017y22 + 0.00016y1y3 + 0.0005278y21y3
+ 0.00346y2y3 + 0.0002419y1y2y3 − 0.001208y22y3 + 0.0003411y23 − 0.00006238y1y23 − 0.000145y2y23
+ 2.555×10−6y33 − 0.005681y1y4 − 0.0007362y21y4 + 0.006387y2y4 + 0.001571y1y2y4 − 0.0001034y22y4
+ 0.0006598y3y4 + 0.00009545y1y3y4 − 0.0002642y2y3y4 + 3.504×10−6y23y4 + 0.0004511y24 + 0.0002183y1y24
− 0.00002776y2y24 + 3.666×10−6y3y24 + 4.469×10−6y34 − 0.003108y1y5 + 0.0003779y21y5 + 0.004741y2y5
− 0.000288y1y2y5 + 0.0002507y22y5 + 0.0006427y3y5 − 0.00009049y1y3y5 − 0.0001826y2y3y5 + 3.333×10−8y23y5
+ 0.0008507y4y5 + 0.0001916y1y4y5 − 0.00003535y2y4y5 − 3.285×10−6y3y4y5 + 2.583×10−6y24y5 + 0.0004976y25
− 0.00003073y1y25 + 0.00003662y2y25 + 1.151×10−8y3y25 + 2.566×10−6y4y25 + 1.836×10−6y35 − 0.0000738y1y6
+ 2.282×10−6y21y6 + 0.00007991y2y6 + 4.35×10−7y1y2y6 + 3.149×10−6y22y6 + 8.058×10−6y3y6 − 6.436×10−7y1y3y6
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− 3.27×10−6y2y3y6 − 2.781×10−8y23y6 + 0.00001328y4y6 + 3.724×10−6y1y4y6 − 8.802×10−7y2y4y6
− 7.706×10−8y3y4y6 + 3.568×10−8y24y6 + 0.00001547y5y6 − 5.159×10−7y1y5y6 + 1.712×10−6y2y5y6
+ 1.237×10−7y3y5y6 + 2.686×10−7y4y5y6 + 2.387×10−7y25y6 + 1.324×10−7y26 − 1.316×10−8y1y26 + 4.401×10−8y2y26
+ 5.59×10−9y3y26 + 8.41×10−9y4y26 + 9.847×10−9y5y26 − 0.001335y1y7 − 0.00005327y21y7 + 0.002791y2y7
+ 0.0002029y1y2y7 − 0.000487y22y7 + 0.000413y3y7 − 0.0000712y1y3y7 − 0.0001964y2y3y7 + 1.612×10−6y23y7
+ 0.0005613y4y7 + 0.0001156y1y4y7 − 0.0001168y2y4y7 + 2.487×10−6y3y4y7 + 5.902×10−6y24y7 + 0.0004542y5y7
− 0.00003057y1y5y7 − 0.00008036y2y5y7 − 1.975×10−6y3y5y7 + 5.92×10−7y4y5y7 + 1.08×10−6y25y7
+ 6.505×10−6y6y7 + 2.102×10−7y1y6y7 − 1.272×10−6y2y6y7 − 3.506×10−8y3y6y7 + 1.702×10−8y4y6y7
+ 1.366×10−7y5y6y7 + 4.244×10−9y26y7 + 0.0001362y27 − 8.513×10−6y1y27 − 0.00005474y2y27 + 4.208×10−7y3y27
+ 1.369×10−6y4y27 + 6.518×10−8y5y27 + 6.046×10−9y6y27 + 2.375×10−7y37 − 0.0105y1y8 + 0.001537y21y8
+ 0.009908y2y8 − 0.0006049y1y2y8 + 0.0001646y22y8 + 0.001021y3y8 − 0.000267y1y3y8 − 0.0004359y2y3y8
− 8.214×10−6y23y8 + 0.001753y4y8 + 0.0002523y1y4y8 − 0.0001227y2y4y8 − 0.00001105y3y4y8 + 0.00001589y24y8
+ 0.001393y5y8 − 0.0002351y1y5y8 + 0.00007941y2y5y8 − 5.562×10−6y3y5y8 + 0.0000162y4y5y8 + 0.00001726y25y8
+ 0.00002239y6y8 − 4.504×10−6y1y6y8 + 6.078×10−6y2y6y8 + 7.189×10−7y3y6y8 + 1.336×10−6y4y6y8
+ 1.696×10−6y5y6y8 + 2.843×10−8y26y8 + 0.0008417y7y8 − 0.0001216y1y7y8 − 0.0001374y2y7y8
− 6.964×10−7y3y7y8 + 0.00001382y4y7y8 + 0.000013y5y7y8 + 7.451×10−7y6y7y8 + 4.458×10−6y27y8 + 0.001483y28
+ 0.003305y1y
2
8 − 0.007539y2y28 − 0.00112y3y28 − 0.001487y4y28 − 0.001189y5y28 − 0.00001537y6y28
− 0.0007148y7y28 − 0.002247y38
x3 = y3 + 0.003911y
2
1 + 0.0002712y
3
1 + 0.04354y1y2 + 0.003925y
2
1y2 + 0.06832y
2
2 + 0.001856y1y
2
2 + 0.007315y
3
2
+ 0.05264y1y3 − 0.003647y21y3 + 0.01463y2y3 + 0.02729y1y2y3 − 0.001681y22y3 − 0.005696y23 + 0.001454y1y23
+ 0.001654y2y
2
3 − 0.0001454y33 + 0.0531y1y4 + 0.01091y21y4 − 0.03733y2y4 + 0.003773y1y2y4 + 0.03061y22y4
− 0.01284y3y4 − 0.001537y1y3y4 + 0.002616y2y3y4 − 0.0003067y23y4 − 0.009019y24 − 0.00362y1y24
− 0.0009328y2y24 − 0.000297y3y24 − 0.0001644y34 + 0.008933y1y5 − 0.001089y21y5 + 0.03023y2y5 + 0.002246y1y2y5
+ 0.002592y22y5 − 0.002519y3y5 + 0.0004502y1y3y5 − 0.00003444y2y3y5 + 0.0000184y23y5 − 0.001312y4y5
+ 0.0002854y1y4y5 − 0.0005966y2y4y5 + 0.0000207y3y4y5 − 0.00001757y24y5 − 0.0002744y25 + 0.00003333y1y25
− 0.0003826y2y25 − 0.00003373y3y25 − 0.00004816y4y25 − 4.178×10−6y35 + 0.0002572y1y6 + 0.000052y21y6
− 0.0004796y2y6 − 0.00004784y1y2y6 − 2.237×10−7y22y6 − 0.00005112y3y6 − 9.739×10−6y1y3y6
+ 5.104×10−6y2y3y6 + 7.876×10−7y23y6 − 9.728×10−6y4y6 − 9.437×10−6y1y4y6 − 4.888×10−6y2y4y6
+ 9.15×10−7y3y4y6 − 2.113×10−7y24y6 + 0.00002731y5y6 − 7.609×10−7y1y5y6 − 0.00003398y2y5y6
− 3.658×10−6y3y5y6 − 4.832×10−6y4y5y6 − 5.067×10−7y25y6 + 7.637×10−7y26 − 3.177×10−8y1y26 − 1.091×10−6y2y26
− 1.168×10−7y3y26 − 1.493×10−7y4y26 − 1.868×10−8y5y26 − 1.285×10−10y36 − 0.009502y1y7 − 0.00304y21y7
− 0.08187y2y7 − 0.001779y1y2y7 + 0.0048y22y7 − 0.007743y3y7 + 0.001486y1y3y7 + 0.002232y2y3y7
− 0.0002026y23y7 − 0.009775y4y7 − 0.001547y1y4y7 + 0.0005854y2y4y7 − 0.0003324y3y4y7 − 0.0002372y24y7
− 0.0008755y5y7 + 0.0004192y1y5y7 − 0.0001769y2y5y7 + 0.0000105y3y5y7 − 0.0000149y4y5y7 − 0.00002455y25y7
− 6.94×10−6y6y7 − 2.969×10−6y1y6y7 − 7.946×10−7y2y6y7 + 3.274×10−7y3y6y7 − 3.753×10−7y4y6y7
− 2.533×10−6y5y6y7 − 7.82×10−8y26y7 − 0.002545y27 + 0.0003205y1y27 + 0.0005389y2y27 − 0.0001087y3y27
− 0.0001206y4y27 − 4.207×10−6y5y27 − 1.57×10−7y6y27 − 0.00002485y37 − 0.003644y1y8 − 0.005698y21y8
+ 0.1129y2y8 − 0.00029y1y2y8 + 0.0119y22y8 − 0.02456y3y8 + 0.00513y1y3y8 + 0.00451y2y3y8 − 0.0002579y23y8
− 0.03221y4y8 − 0.001087y1y4y8 − 0.003224y2y4y8 − 0.0005324y3y4y8 − 0.0006357y24y8 + 0.0003821y5y8
+ 0.001468y1y5y8 − 0.003978y2y5y8 − 0.0001739y3y5y8 − 0.000335y4y5y8 − 0.00009949y25y8 + 0.00007147y6y8
− 0.00001756y1y6y8 − 0.0002214y2y6y8 − 0.00001714y3y6y8 − 0.00002434y4y6y8 − 9.68×10−6y5y6y8
− 2.417×10−7y26y8 − 0.0144y7y8 + 0.003274y1y7y8 − 0.0001942y2y7y8 − 0.0004581y3y7y8 − 0.0007273y4y7y8
− 0.0001893y5y7y8 − 0.00001319y6y7y8 − 0.0002389y27y8 − 0.01242y28 + 0.03921y1y28 + 0.2146y2y28 + 0.02043y3y28
+ 0.02525y4y
2
8 + 0.001842y5y
2
8 − 0.00001803y6y28 + 0.01295y7y28 + 0.03795y38
x4 = y4 − 0.01398y21 − 0.001879y31 − 0.04915y1y2 − 0.00494y21y2 − 0.02474y22 − 0.003043y1y22 − 0.005346y32
− 0.06293y1y3 − 0.03771y21y3 − 0.04952y2y3 + 0.001686y1y2y3 − 0.001575y23 + 0.0002738y1y23 + 0.00004003y2y23
+ 7.948×10−6y33 + 0.09048y1y4 − 0.006031y21y4 − 0.02348y2y4 − 0.03631y1y2y4 − 0.0009099y3y4
+ 0.0007665y1y3y4 + 0.002155y2y3y4 + 4.764×10−6y23y4 − 0.006183y24 − 0.00159y1y24 + 0.0002275y2y24
+ 8.727×10−7y3y24 − 0.00003193y34 − 0.02174y1y5 − 0.002656y21y5 + 0.001122y2y5 − 0.00268y1y2y5
− 0.002064y22y5 − 0.001897y3y5 + 0.0003063y1y3y5 + 0.0009095y2y3y5 − 2.692×10−6y23y5 − 0.004765y4y5
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− 0.0005045y1y4y5 + 0.0001863y2y4y5 + 0.00001588y3y4y5 − 1.934×10−7y24y5 − 0.002589y25 + 0.000368y1y25
− 0.0002181y2y25 + 4.381×10−6y3y25 − 0.00001074y4y25 − 7.45×10−6y35 + 0.0006052y1y6 + 0.00004771y21y6
+ 0.0002462y2y6 + 0.00003016y1y2y6 + 0.00001106y
2
2y6 − 0.00002142y3y6 + 1.967×10−6y1y3y6
+ 0.00001954y2y3y6 + 1.031×10−8y23y6 − 0.00009455y4y6 − 0.00002015y1y4y6 + 1.72×10−6y2y4y6
+ 3.958×10−7y3y4y6 + 1.235×10−7y24y6 − 0.00008833y5y6 + 0.00002592y1y5y6 − 0.00001742y2y5y6
+ 1.64×10−8y3y5y6 − 1.532×10−6y4y5y6 − 1.02×10−6y25y6 − 6.255×10−7y26 + 8.588×10−7y1y26 − 5.559×10−7y2y26
− 5.585×10−9y3y26 − 5.575×10−8y4y26 − 4.477×10−8y5y26 − 5.033×10−10y36 + 0.06991y1y7 + 0.001902y21y7
− 0.04364y2y7 − 0.005323y1y2y7 + 0.002109y22y7 − 0.0005085y3y7 + 0.0004046y1y3y7 + 0.001078y2y3y7
+ 0.0000118y23y7 − 0.003972y4y7 − 0.0006128y1y4y7 + 0.0007717y2y4y7 + 0.00001952y3y4y7 − 0.00001992y24y7
− 0.002027y5y7 + 0.0001894y1y5y7 + 0.0003707y2y5y7 + 7.84×10−6y3y5y7 − 6.699×10−8y4y5y7 − 5.842×10−6y25y7
− 0.00003445y6y7 − 2.16×10−7y1y6y7 + 5.328×10−6y2y6y7 + 1.706×10−7y3y6y7 − 1.419×10−8y4y6y7
− 7.109×10−7y5y6y7 − 2.316×10−8y26y7 − 0.0007788y27 + 0.00001748y1y27 + 0.0002561y2y27 + 9.248×10−6y3y27
− 6.036×10−6y4y27 − 6.594×10−7y5y27 − 3.222×10−8y6y27 + 2.789×10−7y37 − 0.09614y1y8 − 0.006481y21y8
− 0.07578y2y8 − 0.01064y1y2y8 − 0.01218y22y8 + 0.004531y3y8 + 0.0009064y1y3y8 + 0.004589y2y3y8
+ 0.00002726y23y8 − 0.02401y4y8 − 0.0004461y1y4y8 + 0.002179y2y4y8 + 0.0001066y3y4y8 − 0.00006922y24y8
− 0.007327y5y8 + 0.003934y1y5y8 − 0.0005284y2y5y8 + 0.00005616y3y5y8 − 0.00008422y4y5y8 − 0.00008557y25y8
− 0.0001124y6y8 + 0.0001885y1y6y8 − 0.00008975y2y6y8 + 4.9×10−8y3y6y8 − 8.671×10−6y4y6y8
− 9.134×10−6y5y6y8 − 1.968×10−7y26y8 − 0.0081y7y8 + 0.001241y1y7y8 + 0.001322y2y7y8 + 0.00006402y3y7y8
− 0.00008241y4y7y8 − 0.00006365y5y7y8 − 4.088×10−6y6y7y8 − 0.00002006y27y8 − 0.02414y28 − 0.182y1y28
+ 0.1261y2y
2
8 + 0.001514y3y
2
8 + 0.01061y4y
2
8 + 0.005221y5y
2
8 + 0.00007374y6y
2
8 + 0.004079y7y
2
8 + 0.02177y
3
8
x5 = y5
x6 = y6
x7 = y7 − 0.03866y21 − 0.003413y31 − 0.06335y1y2 − 0.006542y21y2 − 0.1317y22 − 0.00828y1y22 − 0.01371y32 − 0.1076y1y3
− 0.009591y21y3 − 0.3346y2y3 + 0.03926y1y2y3 + 0.00458y22y3 + 0.01797y23 − 0.002798y1y23 − 0.001253y2y23
+ 0.000287y33 + 0.236y1y4 − 0.0319y21y4 + 0.003575y2y4 − 0.02201y1y2y4 + 0.01759y22y4 + 0.02132y3y4
− 0.0001487y1y3y4 − 0.007622y2y3y4 + 0.000642y23y4 + 0.03172y24 + 0.009387y1y24 + 0.001475y2y24
+ 0.000611y3y
2
4 + 0.0003827y
3
4 − 0.01371y1y5 − 0.00366y21y5 − 0.01301y2y5 − 0.00311y1y2y5 − 0.007541y22y5
+ 0.001113y3y5 − 0.0008713y1y3y5 − 0.000551y2y3y5 − 0.00003594y23y5 + 0.006997y4y5 − 0.0007145y1y4y5
+ 0.0007672y2y4y5 − 0.00004547y3y4y5 + 0.00001581y24y5 + 0.007265y25 − 0.0009977y1y25 + 0.0003618y2y25
+ 0.00006402y3y
2
5 + 0.0001042y4y
2
5 + 0.00001168y
3
5 + 0.00007289y1y6 + 0.00007279y
2
1y6 − 0.0001411y2y6
+ 0.00003061y1y2y6 + 0.0001349y
2
2y6 − 0.00003337y3y6 + 0.00001517y1y3y6 − 0.00005053y2y3y6
− 1.574×10−6y23y6 + 0.000122y4y6 + 0.00005969y1y4y6 + 3.284×10−6y2y4y6 − 1.979×10−6y3y4y6
− 1.703×10−7y24y6 + 0.0005265y5y6 − 0.0000846y1y5y6 + 0.00001923y2y5y6 + 6.698×10−6y3y5y6
+ 0.00001144y4y5y6 + 1.64×10−6y25y6 + 0.00001454y26 − 2.6×10−6y1y26 + 2.112×10−7y2y26 + 2.071×10−7y3y26
+ 3.736×10−7y4y26 + 7.497×10−8y5y26 + 9.281×10−10y36 − 0.1564y1y7 + 0.008505y21y7 − 0.00386y2y7
+ 0.007362y1y2y7 + 0.01324y3y7 − 0.003747y1y3y7 − 0.005718y2y3y7 + 0.0004172y23y7 + 0.02523y4y7
+ 0.004091y1y4y7 − 0.002324y2y4y7 + 0.0006758y3y4y7 + 0.0005056y24y7 + 0.003422y5y7 − 0.001008y1y5y7
+ 0.00006976y2y5y7 − 0.00002346y3y5y7 + 0.00002762y4y5y7 + 0.00005865y25y7 + 0.00006843y6y7
+ 7.523×10−6y1y6y7 − 3.241×10−6y2y6y7 − 7.901×10−7y3y6y7 + 6.917×10−7y4y6y7 + 6.091×10−6y5y6y7
+ 1.91×10−7y26y7 + 0.006318y27 − 0.0006548y1y27 − 0.001309y2y27 + 0.0002191y3y27 + 0.0002659y4y27
+ 0.00001029y5y
2
7 + 3.709×10−7y6y27 + 0.00005266y37 − 0.1212y1y8 − 0.008134y21y8 − 0.1528y2y8
− 0.005201y1y2y8 − 0.03059y22y8 − 0.0006423y3y8 − 0.0136y1y3y8 − 0.01721y2y3y8 + 0.0005924y23y8
+ 0.09558y4y8 + 0.006536y1y4y8 − 0.002785y2y4y8 + 0.001061y3y4y8 + 0.001373y24y8 + 0.03784y5y8
− 0.009849y1y5y8 − 0.0006358y2y5y8 + 0.0002865y3y5y8 + 0.0007586y4y5y8 + 0.0002919y25y8 + 0.00245y6y8
− 0.0003707y1y6y8 − 9.541×10−6y2y6y8 + 0.00002896y3y6y8 + 0.00006004y4y6y8 + 0.00003159y5y6y8
+ 8.827×10−7y26y8 + 0.05122y7y8 − 0.008303y1y7y8 − 0.002967y2y7y8 + 0.0008701y3y7y8 + 0.001638y4y7y8
+ 0.0004565y5y7y8 + 0.00003247y6y7y8 + 0.0005347y
2
7y8 − 2.601y28 + 0.3988y1y28 + 0.005002y2y28 − 0.03491y3y28
− 0.06572y4y28 − 0.007757y5y28 − 0.00006561y6y28 − 0.03226y7y28 − 0.137y38
x8 = y8 + 0.01041y
2
1 + 0.0009975y
3
1 + 0.0125y1y2 + 0.001209y
2
1y2 + 0.01822y
2
2 + 0.001596y1y
2
2 + 0.001749y
3
2
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− 0.007779y1y3 − 0.001094y21y3 − 0.01174y2y3 − 0.00175y1y2y3 + 0.00217y22y3 − 0.0009694y23 + 0.0001936y1y23
+ 0.0002007y2y
2
3 − 0.00002157y33 + 0.01451y1y4 + 0.001721y21y4 − 0.02039y2y4 − 0.002931y1y2y4 − 0.001181y22y4
− 0.001725y3y4 − 0.00019y1y3y4 + 0.0003721y2y3y4 − 0.0000442y23y4 − 0.001415y24 − 0.0005517y1y24
− 0.0001012y2y24 − 0.00004194y3y24 − 0.00002201y34 + 0.002942y1y5 − 0.001744y21y5 − 0.000896y2y5
+ 0.000471y1y2y5 − 0.001578y22y5 − 0.0002743y3y5 + 0.00008367y1y3y5 + 0.00004695y2y3y5 + 2.55×10−6y23y5
− 0.0004617y4y5 − 0.00001182y1y4y5 − 0.00005445y2y4y5 + 2.935×10−6y3y4y5 − 1.973×10−6y24y5 − 0.0002851y25
+ 0.00003543y1y
2
5 − 0.00004446y2y25 − 4.7×10−6y3y25 − 6.292×10−6y4y25 − 9.052×10−7y35 + 0.00005457y1y6
− 0.00007761y21y6 + 0.0000285y2y6 − 3.839×10−6y1y2y6 − 0.00007995y22y6 − 2.901×10−6y3y6 − 7.949×10−7y1y3y6
+ 2.447×10−6y2y3y6 + 1.132×10−7y23y6 − 7.802×10−6y4y6 − 3.069×10−6y1y4y6 + 4.114×10−10y2y4y6
+ 1.242×10−7y3y4y6 − 1.672×10−8y24y6 − 0.00001046y5y6 + 2.34×10−6y1y5y6 − 3.609×10−6y2y5y6
− 5.146×10−7y3y5y6 − 6.581×10−7y4y5y6 − 1.198×10−7y25y6 − 1.158×10−7y26 + 7.499×10−8y1y26
− 1.076×10−7y2y26 − 1.642×10−8y3y26 − 2.08×10−8y4y26 − 5.06×10−9y5y26 + 0.005481y1y7 − 0.0001009y21y7
− 0.006836y2y7 − 0.0001507y1y2y7 + 0.0007276y22y7 − 0.001083y3y7 + 0.0002184y1y3y7 + 0.0003326y2y3y7
− 0.00003008y23y7 − 0.001379y4y7 − 0.0002434y1y4y7 + 0.0001089y2y4y7 − 0.0000478y3y4y7 − 0.00003177y24y7
− 0.0002323y5y7 + 0.0000542y1y5y7 − 3.733×10−6y2y5y7 + 1.641×10−6y3y5y7 − 2.025×10−6y4y5y7
− 3.689×10−6y25y7 − 3.601×10−6y6y7 − 5.856×10−7y1y6y7 + 3.464×10−7y2y6y7 + 4.978×10−8y3y6y7
− 5.114×10−8y4y6y7 − 3.781×10−7y5y6y7 − 1.163×10−8y26y7 − 0.0003785y27 + 0.00004768y1y27 + 0.00008062y2y27
− 0.00001601y3y27 − 0.00001734y4y27 − 6.633×10−7y5y27 − 2.408×10−8y6y27 − 3.645×10−6y37 + 0.02835y1y8
− 0.00179y21y8 + 7.19×10−6y2y8 + 0.001652y1y2y8 − 0.002412y3y8 + 0.0007279y1y3y8 + 0.0006777y2y3y8
− 0.00003753y23y8 − 0.004693y4y8 − 0.0003127y1y4y8 − 0.0002523y2y4y8 − 0.00007737y3y4y8 − 0.00008105y24y8
− 0.0008526y5y8 + 0.0004095y1y5y8 − 0.0002994y2y5y8 − 0.00002305y3y5y8 − 0.0000446y4y5y8 − 0.00001741y25y8
− 0.00001705y6y8 + 0.00001257y1y6y8 − 0.0000169y2y6y8 − 2.386×10−6y3y6y8 − 3.371×10−6y4y6y8
− 1.76×10−6y5y6y8 − 4.321×10−8y26y8 − 0.0023y7y8 + 0.0004566y1y7y8 + 0.00004006y2y7y8 − 0.00006551y3y7y8
− 0.0001007y4y7y8 − 0.00002866y5y7y8 − 1.97×10−6y6y7y8 − 0.00003481y27y8 − 0.004691y28 − 0.0137y1y28
+ 0.01807y2y
2
8 + 0.002855y3y
2
8 + 0.003574y4y
2
8 + 0.0005493y5y
2
8 + 4.044×10−6y6y28 + 0.00193y7y28 + 0.006093y38 .
(C.5)
This is the change of coordinates that maps the deterministic system at Hopf point H1 to its inner prod-
uct normal form. Now using Stratonovich calculus to apply this transformation to the full stochastic
series approximation of Eq. (C.4), the resulting transformed 8-dimensional stochastic system is:
dy1 = (65.20y2 − 0.01815y31 − 0.1036y21y2 − 0.01815y1y22 − 0.1036y32 − 2.747×10−8y36 + (4.463 + 0.0406y1 + 0.03015y2
+ 0.004204y3 − 0.0003061y4 − 0.002029y5 − 0.0000902y6 + 0.002226y7 + 0.001169y8)) dt
+ (4.463 + 0.0406y1 + 0.001497y
2
1 + 0.03015y2 + 0.00353y1y2 − 0.0008867y22 + 0.004204y3 + 0.0004247y1y3
− 0.0004167y2y3 + 0.00001937y23 − 0.0003061y4 − 0.001313y1y4 + 0.0008467y2y4 + 0.00003441y3y4
+ 0.00001588y24 − 0.002029y5 + 0.0001281y1y5 + 0.0004554y2y5 − 7.003×10−6y3y5 + 6.999×10−6y4y5
+ 0.00001385y25 − 0.0000902y6 + 5.557×10−6y1y6 + 7.505×10−6y2y6 − 2.924×10−7y3y6 + 1.061×10−7y4y6
+ 1.18×10−6y5y6 + 3.372×10−8y26 + 0.002226y7 − 0.0003241y1y7 + 0.00008975y2y7 + 8.434×10−6y3y7
+ 0.00007464y4y7 + 3.075×10−6y5y7 + 5.729×10−8y6y7 + 9.018×10−6y27 + 0.001169y8 − 0.0007381y1y8
+ 0.002781y2y8 − 0.00006258y3y8 + 0.0002209y4y8 + 0.00006919y5y8 + 5.14×10−6y6y8 + 0.000112y7y8
− 0.005737y28)σp ◦ dW2
dy2 = (−65.20y1 + 0.1036y31 − 0.01815y21y2 + 0.1036y1y22 − 0.01815y32 − 2.461×10−8y36 + (−0.142− 0.136y1 − 0.01293y2
− 0.003683y3 + 0.01428y4 + 0.007478y5 + 0.0002041y6 + 0.002675y7 + 0.02994y8)) dt
+ (−0.142− 0.136y1 − 0.006377y21 − 0.01293y2 + 0.008523y1y2 − 0.005854y22 − 0.003683y3 − 0.0009386y1y3
− 0.002145y2y3 + 4.817×10−6y23 + 0.01428y4 + 0.001969y1y4 − 0.0004839y2y4 + 2.419×10−6y3y4 + 0.00005389y24
+ 0.007478y5 − 0.00108y1y5 + 0.00003628y2y5 − 1.373×10−6y3y5 − 0.00003328y4y5 − 1.456×10−6y25
+ 0.0002041y6 − 0.00001258y1y6 + 7.446×10−6y2y6 − 1.173×10−9y3y6 − 8.76×10−7y4y6 + 6.103×10−7y5y6
+ 3.297×10−8y26 + 0.002675y7 − 0.00008269y1y7 − 0.0004312y2y7 + 6.291×10−7y3y7 − 0.00001897y4y7
− 3.774×10−7y5y7 + 2.666×10−8y6y7 + 6.855×10−6y27 + 0.02994y8 − 0.006372y1y8 − 0.001761y2y8
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+ 2.703×10−6y3y8 − 0.00004385y4y8 + 0.00004874y5y8 + 5.753×10−6y6y8 + 0.00004696y7y8
− 0.007212y28)σp ◦ dW2
dy3 = (−129y3 + 78.75y4 − 0.1442y21y3 − 0.1442y22y3 + 0.08727y21y4 + 0.08727y22y4 + (−34.97 + 1.971y1 + 6.783y2
− 0.1465y3 − 0.07088y4 − 0.0517y5 − 0.002041y6 + 0.1001y7 + 0.2672y8)) dt
+ (−34.97 + 1.971y1 + 0.3156y21 + 6.783y2 + 0.5874y1y2 − 1.644y22 − 0.1465y3 + 0.01811y1y3 − 0.09342y2y3
+ 0.00002749y23 − 0.07088y4 − 0.1044y1y4 − 0.132y2y4 − 0.000746y3y4 − 0.002696y24 − 0.0517y5 − 0.0001013y1y5
+ 0.0007067y2y5 − 0.0005354y3y5 − 0.001172y4y5 − 9.248×10−7y25 − 0.002041y6 − 0.0003917y1y6
+ 0.00001553y2y6 − 0.00001858y3y6 − 0.00001483y4y6 + 0.00002339y5y6 + 1.068×10−6y26 + 0.1001y7
+ 0.01699y1y7 + 0.03615y2y7 − 0.0006332y3y7 − 0.0004557y4y7 + 0.00007628y5y7 + 4.315×10−6y6y7
− 0.00008955y27 + 0.2672y8 − 0.06924y1y8 − 0.01024y2y8 − 0.00243y3y8 − 0.01186y4y8 − 0.001466y5y8
+ 0.0001301y6y8 − 0.001591y7y8 − 0.3042y28)σp ◦ dW2
dy4 = (−78.75y3 − 129y4 − 0.08727y21y3 − 0.08727y22y3 − 0.1442y21y4 − 0.1442y22y4 + (8.565− 8.088y1 + 1.157y2
+ 0.2318y3 − 0.2071y4 + 0.1645y5 − 0.0009561y6 − 0.2449y7 + 1.043y8)) dt
+ (8.565− 8.088y1 − 0.9236y21 + 1.157y2 + 1.931y1y2 − 0.3523y22 + 0.2318y3 + 0.2578y1y3 − 0.02374y2y3
− 0.001081y23 − 0.2071y4 + 0.1862y1y4 + 0.07097y2y4 + 0.001607y3y4 − 0.002156y24 + 0.1645y5 − 0.002241y1y5
+ 0.01171y2y5 + 0.0009797y3y5 − 0.0008292y4y5 − 0.0009024y25 − 0.0009561y6 − 0.0002575y1y6 − 0.0003167y2y6
+ 0.00002432y3y6 − 0.00002028y4y6 − 0.0000933y5y6 − 3.125×10−6y26 − 0.2449y7 − 0.03275y1y7 + 0.03251y2y7
+ 0.0004389y3y7 − 0.001258y4y7 + 0.00004382y5y7 − 2.19×10−6y6y7 − 0.0002962y27 + 1.043y8 − 0.02192y1y8
+ 0.02352y2y8 + 0.01052y3y8 − 0.008399y4y8 − 0.009548y5y8 − 0.0006858y6y8 − 0.003703y7y8
+ 0.6466y28)σp ◦ dW2
dy5 = (−100y5 + y6) dt
dy6 = −100y6 dt
dy7 = (−161.9y7 + 0.2186y21y7 + 0.2186y22y7 + (66.82 + 4.296y1 − 12.11y2 + 0.6183y3 − 1.981y4 + 0.02958y5
+ 0.007109y6 + 0.3975y7 − 33.98y8)) dt
+ (66.82 + 4.296y1 + 2.071y
2
1 − 12.11y2 + 0.2461y1y2 + 2.106y22 + 0.6183y3 + 0.1022y1y3 − 0.06549y2y3
+ 0.003868y23 − 1.981y4 + 0.02738y1y4 − 0.01803y2y4 + 0.001115y3y4 + 0.01241y24 + 0.02958y5 + 0.04209y1y5
− 0.02005y2y5 + 0.0001382y3y5 + 0.005125y4y5 + 0.002817y25 + 0.007109y6 + 0.000249y1y6 − 0.001864y2y6
− 0.00005915y3y6 + 0.0001843y4y6 + 0.0002819y5y6 + 7.961×10−6y26 + 0.3975y7 + 0.09244y1y7 + 0.009339y2y7
− 0.0004824y3y7 + 0.007767y4y7 + 0.001874y5y7 + 0.00006757y6y7 + 0.001589y27 − 33.98y8 − 3.851y1y8
+ 1.047y2y8 + 0.2007y3y8 − 0.1764y4y8 − 0.02121y5y8 + 0.0006618y6y8 − 0.06044y7y8 − 1.396y28)σp ◦ dW2
dy8 = (−80.14y8 + 1.163×10−8y36 + 0.1424y21y8 + 0.1424y22y8 + (−5.811− 0.6889y1 + 0.1704y2 + 0.03839y3
− 0.03887y4 − 0.008328y5 − 0.0001326y6 − 0.01428y7 − 0.07152y8)) dt
+ (−5.811− 0.6889y1 + 0.05968y21 + 0.1704y2 − 0.03766y1y2 + 0.0515y22 + 0.03839y3 − 0.003114y1y3
+ 0.01083y2y3 − 0.00005973y23 − 0.03887y4 − 0.004438y1y4 − 0.002003y2y4 + 3.153×10−6y3y4 − 0.0001274y24
− 0.008328y5 + 0.01163y1y5 + 0.0003977y2y5 + 0.0000379y3y5 + 0.00002289y4y5 − 0.00005534y25 − 0.0001326y6
+ 0.0007129y1y6 − 0.00005582y2y6 + 1.163×10−6y3y6 + 5.722×10−7y4y6 − 6.295×10−6y5y6 − 2.112×10−7y26
− 0.01428y7 + 0.000859y1y7 − 0.0002826y2y7 + 0.00002256y3y7 − 0.0001627y4y7 − 0.00001886y5y7
− 5.813×10−7y6y7 − 0.00003916y27 − 0.07152y8 − 0.001575y1y8 + 0.01153y2y8 + 0.00054y3y8 − 0.000912y4y8
− 0.0006741y5y8 − 0.00004171y6y8 − 0.0005302y7y8 + 0.03689y28)σp ◦ dW2. (C.6)
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C.2 Reduction and averaging of Fokker-Planck operator
Step 3 (approximate reduction to 2D and transformation to polar coordinates), then gives:
dr = (−0.01815r3 + (4.463 cos θ − 0.1420 sin θ) + r(0.01384 + 0.02677 cos 2θ − 0.05294 sin 2θ)) dt
+ (4.463 cos θ − 0.1420 sin θ + r(0.01384 + 0.02677 cos 2θ − 0.05294 sin 2θ) + r2(0.003032 cos θ − 0.005102 sin θ
− 0.001535 cos 3θ + 0.0007518 sin 3θ))σp ◦ dW2
dθ = (−65.2 + 0.1036r2 + ((−0.1420 cos θ − 4.463 sin θ)/r − 0.08309− 0.05294 cos 2θ − 0.02677 sin 2θ)) dt
+ ((−0.1420 cos θ − 4.463 sin θ)/r − 0.08309− 0.05294 cos 2θ − 0.02677 sin 2θ + r(−0.007129 cos θ + 0.002422 sin θ
+ 0.0007518 cos 3θ + 0.001535 sin 3θ))σp ◦ dW2. (C.7)
Step 4 (averaging the corresponding Fokker-Planck equation around the cycle and selecting a weakly
equivalent SDE by Cholesky decomposition) gives:
dr = (−0.01815r3 + (0.01384+ 0.002875σ2p)r + 4.984σ2p
1
r
) dt + (3.157 + 0.002567r2)σp ◦ dWA
dθ = (−65.20− 0.08309− 0.01059σ2p + 0.1036r2) dt− 0.001919rσp ◦ dWA + (3.157
1
r
− 0.000179r)σp ◦ dWB .
(C.8)
Finally, linearly rescaling the radius by R =
√
0.01815 r,
dR = (−R3 + (0.01384+ 0.002875σ2)R+ 0.09045σ2 1
R
) dt + (0.4253 + 0.01905R2)σ ◦ dWA
dθ = (−65.20− 0.08309− 0.01059σ2 + 5.706R2) dt− 0.01424Rσ ◦ dWA + (0.4253 1
R
− 0.001328R)σ ◦ dWB .
(C.9)
The results for bifurcation points H2 and H3 were computed similarly. In the case of H2, where
both pyramidal and spiny stellate cell populations receive noise input, the results were found for both
correlated and uncorrelated noise to the two populations and there was no significant difference in the
resulting parameters.
The results using an -dependent normal form transformation derived from the 9-dimensional extended
systems were also found in each case, to include third-order correction terms that show whether the
key parameters vary significantly through the bifurcation. Those correction terms were negligible in
each case (coefficients < 10−3), so the simpler equations were preferred.
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C.3 Simulation verifies oscillation properties preserved
Figures C.1 - C.3 on the next pages show the results of simulation comparing statistics in the full
Jansen-Rit system near bifurcation point H1 and the transformed and averaged systems. This shows
that oscillation statistics on a longer time scale than the period are indeed preserved to a good approx-
imation, despite the extreme numerical ill-conditioning of the Jansen-Rit system.
The power spectral density of the Hilbert amplitude time series is approximately preserved for fre-
quencies below the dominant oscillation at ∼ 10Hz. For the original Jansen-Rit model the power
spectrum of the amplitude time series shows a wide peak near 10 Hz, while the reduced normal form
system before averaging does not. The cause of this discrepancy has not yet been diagnosed and it may
be an artifact of incorrect numerical treatment of the Hilbert transform and power spectral estimation.
It may be due to the bistability of the original system near point H1: during the 100 s simulation 4.9%
of the sample paths switched from the limit cycle to the stable node described in Figure 2.2. Finally,
it may be a difference between amplitude dynamics of the original and transformed systems due to
the normal form system having oscillations that are closer to harmonic. To investigate this issue the
future work will be to examine the power spectrum of the intermediate 8-dimensional system after
linear transformation but before near-identity transformation.
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A γ = −0.2
B γ = 0
C γ = 0.2
Figure C.1: Results for Jansen-Rit system at supercritical Hopf point H1: Normalized amplitude distribution
(left) and phase diffusion (right) before, at and after the deterministic bifurcation point  = 0, superimposing the
original 8D system (blue), 2D transformed system (green) and final averaged system (black).
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A γ = −0.2
B γ = 0
C γ = 0.2
Figure C.2: Results for Jansen-Rit system at supercritical Hopf point H1: Distribution of stochastic period (left)
and mean reversion time (right) before, at and after the deterministic bifurcation point  = 0, superimposing the
original 8D system (blue), 2D transformed system (green) and final averaged system (black).
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A γ = −0.2
B γ = 0
C γ = 0.2
Figure C.3: Results for Jansen-Rit system at point H1: autocorrelation of amplitude (left) and power spectral
density (right) before, at and after the deterministic bifurcation point  = 0, superimposing original 8D system
(blue), 2D transformed system (green) and averaged system (black).
Appendix D
A NormalForm package for Mathematica
To use computer algebra for automatic derivation of local normal forms (of semisimple and inner-
product style) for arbitrary systems, a Mathematica package was created. This package can be given
as input an arbitrary dynamical system of ordinary differential equations. It will then explicitly com-
pute the smooth transformation that maps the dynamical system (near a local bifurcation of equilibria)
to a simpler low-dimensional normal form system that preserves the same local behavior.
For stochastic dynamical systems near a Hopf bifurcation, this NormalForm package also implements
the pipeline of transformations to reduce the local system near bifurcation and output the 2-dimensional
weak approximation standard form developed in Chapter 4.
TheMathematica code has been released as a free software project under a GPL license and is available
at https://github.com/mattja/NormalForm.
This appendix explains the usage of the package.
D.1 Normal forms near local bifurcations of equilibria
NormalFormTransformation[rhs, {x1,...,xn}, {u1,...,un}, m] transforms the dynamical
system with right hand side rhs (expressed in original variables {xi}) to a simpler system (normal
form to order m) in the new variables {ui}. It returns a pair {newrhs, trans} where newrhs is
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the transformed system and trans is a smooth invertible coordinate transformation that maps rhs to
newrhs. N.B. it is assumed that the linear part of the system has already been transformed to Jordan
real form.
Options:
Verbose->True will cause it to print out working at each step.
BifurcationParameters->{eps1, eps2, ...} set which symbols in rhs should be interpreted as
bifurcation parameters. Default is Global‘\[Epsilon].
AsymptoticScaling->{symbol1^ exponent1,...} advisewhat asymptotic scaling to assumewhen
truncating the resulting power series. The default is {x1,...,xn,Sqrt[\[Epsilon]]} (whichmeans
that  is taken to be the same order as the xi squared).
Extended: whether to compute the normal form of the extended system, that is with phase space ex-
tended with dimensions for the (rescaled) bifurcation parameters and their equations ˙ = 0, deriving
a transformation dependent on the bifurcation parameters. If False (the default) then the normal form
will be found with respect to the dynamical variables only.
D.2 Transformation of stochastic Hopf bifurcation
TransformNoisyHopf[rhs, {x1,...,xn}, {\[Sigma]1,...,\[Sigma]n},
{\[Xi]1,...\[Xi]n}, r, {new\[Xi]1, new\[Xi]2}]
takes the stochastic dynamical system with right hand side rhs (expressed in variables {xi}, small
noise parameters {\[Sigma]i} and Langevin noise symbols {\[Xi]i} with Stratonovich interpre-
tation of any multiplicative noise) and transforms it to a simple circular 2 dimensional Hopf normal
form system (expressed in new polar variables {r, \[Theta]} and new Langevin noise symbols
{new\[Xi]1, new\[Xi]2}).
N.B. It is assumed that the linear part of the system has already been transformed to Jordan real form,
with Hopf bifurcation in first two variables at the origin.
Options:
Verbose->True (as above)
BifurcationParameters->{eps} (as above)
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AsymptoticScaling->{symbol1^ exponent1,...}
with default value {x1,...,xn,Sqrt[\[Epsilon],\[Sigma]1,...\[Sigma]n} (i.e. by default the
noise strengths σi are taken to be of the same order as the xi when truncating the resulting power
series)
MaxOrder->n The default value 3 (compute all terms, including noise effects, up to third order) is
sensible, unless the Hopf is degenerate.
Extended: whether to compute the normal form of the extended system, that is with phase space
extended with dimensions for the (rescaled) bifurcation parameters and their equations ˙ = 0, deriving
a transformation dependent on the bifurcation parameters. If False (the default) then the normal form
will be found with respect to the dynamical variables only.
Average: whether to average around the cycle. (default True)
Rescale: whether to linearly rescale the radial variable to make the coefficient of the R3 term −1.
(default True)
D.3 Asymptotic tools
MultiSeries[vectorField, {x1^ exp1, ...}, maxOrder] Implements computation with trun-
cated multivariate power series, supporting arbitrary asymptotic scaling of variables.
TransformContravariant[U, R] applies the near-identity coordinate transformation U to transform
the contravariant vector field R(u). Both U and R should be given in the form of MultiSeries.
BalanceMatrix[A] returns the pair {T, B} where T is a similarity transformation and B is the trans-
formedmatrix,B = T−1AT , such thatB is as close to symmetric as possible. This is used to improve
an ill-conditionedmatrix A, allowing eigenvalues and eigenvectors to be computedmore precisely from
matrix B (Parlett and Reinsch, 1969).
It remains to automate the preparation step (translation and linear transformation to put the linear part
of system in Jordan real form with Hopf at the origin in the first two variables). Currently you need to
do this preparation separately before using NormalFormTranformation[] or TransformNoisyHopf[].
In future it will be useful to implement the Lie algebra based normal form algorithms given inMurdock
(2003), which besides being more memory efficient also give explicitly the inverse transformation.
Appendix E
Large scale numerical simulation of
stochastic differential equations
To perform numerical integration of SDE systems using integration algorithms of strong convergence,
and satisfying our need to support multivariate Ito and Stratonovich equations with multiple driving
Wiener processes, a prototype python package sdeint was written. This implements the Ito and
Stratonovich stochastic Runge-Kutta schemes SRI2 and SRS2 of Rößler (2010), selected simpler al-
gorithms of Maruyama (1955), Rümelin (1982), and Kloeden and Platen (1999). We use the algo-
rithms for approximation of multiple stochastic integrals of Kloeden and Platen (1992) andWiktorsson
(2001).
Then, to make it easy to perform massively parallel simulation of the SDE systems on a high perfor-
mance computing cluster or cloud service that has separate compute nodes separated by network links,
the python package nsim was written. This package internally uses sdeint on each computing node
to perform the SDE integrations. It then allows to analyze the resulting time series interactively while
keeping the data in distributed arrays spread over the cluster.
Both packages have been released as free software projects under a GPL license and can be down-
loaded from https://github.com/mattja.
This appendix describes the usage of these packages.
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E.1 Numerical integration of SDE
sdeint is a collection of numerical algorithms for integrating Ito and Stratonovich stochastic ordi-
nary differential equations (SODEs). It has simple functions that can be used in a similar way to
scipy.integrate.odeint or MATLAB’s ode45.
Functions
itoint(f, G, y0, tspan) for Ito equation dy = f(y, t)dt+G(y, t)dW
stratint(f, G, y0, tspan) for Stratonovich equation dy = f(y, t)dt+G(y, t) ◦ dW
These work with scalar or vector equations. They will choose an algorithm for you. Or you can use a
specific algorithm directly:
Specific algorithms
itoEuler(f, G, y0, tspan): the Euler-Maruyama algorithm for Ito equations.
stratHeun(f, G, y0, tspan): the Stratonovich Heun algorithm for Stratonovich equations.
itoSRI2(f, G, y0, tspan): the Rößler (2010) order 1.0 strong Stochastic Runge-Kutta algorithm
SRI2 for Ito equations.
itoSRI2(f, [g1,...,gm], y0, tspan): as above, with G matrix given as a separate function for
each column (gives speedup for large m or complicated G).
stratSRS2(f, G, y0, tspan): the Rößler (2010) order 1.0 strong Stochastic Runge-Kutta algo-
rithm SRS2 for Stratonovich equations.
stratSRS2(f, [g1,...,gm], y0, tspan): as above, with G matrix given as a separate function
for each column (gives speedup for large m or complicated G).
stratKP2iS(f, G, y0, tspan): the Kloeden and Platen two-step implicit order 1.0 strong algo-
rithm for Stratonovich equations.
For more information and advanced options see the documentation for each function.
Utility functions
deltaW(N, m, h): Generate increments of m independent Wiener processes for each of N time in-
tervals of length h.
Repeated integrals by the method of Kloeden and Platen (1992):
Ikpw(dW, h, n=5): Approximate repeated Ito integrals.
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Jkpw(dW, h, n=5): Approximate repeated Stratonovich integrals.
Repeated integrals by the method of Wiktorsson (2001):
Iwik(dW, h, n=5): Approximate repeated Ito integrals.
Jwik(dW, h, n=5): Approximate repeated Stratonovich integrals.
Examples
Integrate the one-dimensional Ito equation dx = −(a+ xb2)(1− x2) dt+ b(1− x2) dW ,
with initial condition x0 = 0.1.
import numpy as np
import sdeint
a = 1.0
b = 0.8
tspan = np.linspace(0.0, 5.0, 5001)
x0 = 0.1
def f(x, t):
return -(a + x*b**2)*(1 - x**2)
def g(x, t):
return b*(1 - x**2)
result = sdeint.itoint(f, g, x0, tspan)
Integrate the two-dimensional vector Ito equation dx = A.x dt+B.dW,
where x = (x1, x2), dW = (dW1, dW2) and with initial condition x0 = (3.0, 3.0).
import numpy as np
import sdeint
A = np.array([[-0.5, -2.0],
[ 2.0, -1.0]])
B = np.diag([0.5, 0.5]) # diagonal, so independent driving Wiener processes
tspan = np.linspace(0.0, 10.0, 10001)
x0 = np.array([3.0, 3.0])
def f(x, t):
return A.dot(x)
def G(x, t):
return B
result = sdeint.itoint(f, G, x0, tspan)
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E.2 Distributed computation and time series analysis
nsim is for systems in physics, biology and finance that are modelled in continuous time with differ-
ential equations. nsim makes it easy to define and simulate these (including proper treatment of noise)
and to analyze the resulting time series.
Automatic parallel computing / cluster computing: For multiple or repeated simulations, nsim dis-
tributes these across a cluster or Amazon EC2 cloud (or across the CPUs of one computer) without
needing to do any parallel programming. It is first necessary to configure an IPython cluster, for
example on a single computer by typing ipcluster start)
To define a scalar or vector ODE system, subclass ODEModel (see examples). To define a scalar or
vector SDE system, subclass ItoModel or StratonovichModel. Multiple driving Wiener processes
are now supported. Order 1.0 strong stochastic Runge-Kutta algorithms (Rößler, 2010) are used for
SDE integration by default.
Model parameters can be specified as random distributions, to create multiple non-identical simula-
tions.
The NetworkModel class allows you to simulate many subsystems coupled together into a network,
with the network structure specified as a weighted directed graph. Sub-models can all be identical
but they don’t have to be. (The networkx package can optionally be used to generate various kinds of
random, clustered and small world graphs useful in a NetworkModel). The sub-models in a Network-
Model can even be other NetworkModels, for simulating networks of networks.
Analyzing time series
Besides time series from simulations, empirical time series data can also be loaded from MATLAB
.mat files or .EDF files for distributed analysis.
nsim provides a Timeseries class. This is a numpy array. It allows slicing the array by time instead
of by array index, e.g. can write ts.t[10.5:30] to slice from t=10.5 to t=30 seconds. When manip-
ulating the array it will keep track of any channel names (or variable names) of a multivariate time
series.
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As well as the usual methods of numpy arrays, the Timeseries objects have extra methods for easy
filtering, plotting and analysis. Analyses can be chained together in a pipeline. For example with a
Timeseries instance ts you can write a chain of analyses like
ts.t[10:30].bandpass(20, 35).hilbert().abs().plot() This can be extended with your own
analysis functions by calling Timeseries.add_analyses() Analysis of multiple time series is dis-
tributed on the cluster, without needing to do any parallel programming.
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