Abstract. We present a new Riemann-Hilbert problem formalism for the initial value problem for the derivative nonlinear Schrödinger (DNLS) equation: 
Introduction
The main purpose of this paper is to develop an inverse scattering approach, based on an appropriate Riemann-Hilbert problem formulation, for the initial value problem for the derivative nonlinear Schrödinger (DNLS) equation [9] on the line, whose form is: iq t (x, t) + q xx (x, t) − i(rq 2 ) x = 0, (1.1a)
q(x, 0) = q 0 (x). (1.1b) where r = ±q,q denotes complex conjugate of q, the subscripts denote differentiation with respect to the corresponding variables. And in this paper we use r = −q
The DNLS equation has several applications in plasma physics. In plasma physcis, it is a model for Alfvén waves propagating parallel to the ambient magnetic field, q being the transverse magnetic field perturbation and x and t being space and time coordinates, respectively [1] .
Our goal is to develop the inverse scattering approach to the DNLS equation, in view of its further application for studying the long-time asymptotics. The starting point of the approach is the Lax pair representation: the DNLS equation is indeed the compatibility condition of two linear equations [9] : where ξ ∈ C is the spectral parameter, and
In the present paper, we propose a scattering inverse scattering formalism, in which the Lax pair is used in the form of a system of first order matrix-valued linear equations. Then dedicated solutions of this system are defined and used to construct a Riemann-Hilbert (RH) problem in the complex plane. The main advantage of the representation of a solution of the DNLS equation in terms of the solution of a RiemannHilbert problem is that it allows applying the nonlinear steepest descent method by Deift and Zhou [6] in order to obtain rigorous results on the long-time asymptotic behavior of the solution.
An alternative inverse scattering method based on a Riemann-Hilbert problem formulation for the DNLS equation can be founded in [19] for the Cauchy problem, and in [4] for the initial-boundary value problem on the half-line, in [23] for the initial-boundary value problem on the interval.
In Section 2, we define appropriate eigenfunctions and spectral func- we can rewrite the Lax pair (1.2) in a matrix form:
Extending the column vector ψ to a 2 × 2 matrix and letting Ψ = ψe i(k 2 x+2k 4 t)σ 3 ,
we obtain the equivalent Lax pair
which can be written in full derivative form d(e i(k 2 x+2k 4 t)σ 3 Ψ(x, t, k)) = e i(k 2 x+2k 4 t)σ 3 U(x, t, k)Ψ,
where U = U 1 dx+U 2 dt = kQdx+(−ik 2 Q 2 σ 3 +2k 3 Q−ikQ x σ 3 +kQ 3 )dt. (2.4) In order to formulate a Riemann-Hilbert problem for the solution of the inverse spectral problem,we seek solutions of the spectral problem which approach the 2 × 2 identity matrix as k → ∞. It turns out that solutions of Eq.(2.3) do not exhibit this property [9] , hence we have to transform the solution Ψ of Eq.(2.3) into the desired asympototic behavior [4] .
Consider a solution of Eq.(2.3) of the form 
with Ψ
1 being the off-diagonal part of Ψ 1 ,and
i.e.
On the other hand, substituting the above expansion into the second equation of (2.2), one obtains from that
where Ψ
2 denotes the diagonal part of Ψ 2 ; and for the diagonal part of the O(1) terms
again,using (2.6) and (2.8),we have
which can be written in terms of q and r as
We note that Eq.(1.1a) admits the conservation law
Because we just consider the Cauchy problem for the DNLS equation
(1.1a), the two Eqs.(2.5) and (2.9) for D are consistent and are both satisfied if we define 10) where ∆ is the closed real-valued one-form
Noting that the integral in (2.10) is independent of the path of integration and the ∆ is independent of k, then we introduce a new function µ by
Thus,we have 13) and the Lax pair of Eq.(2.3) becomes
where
Taking into account the definition of U and ∆,we find that
15)
Then Eq.(2.14) for µ can be written as
Throughout this section we assume that q(x, t) is sufficiently smooth,we define two solutions of Eq.(2.14) by
where (x 1 , t 1 ) = (+∞, t), (x 2 , t 2 ) = (−∞, t),see Figure 1 . The analytic properties of the 2 × 2 matrices µ j (x, t; k), j = 1, 2, that follow from (2.18), are collected in the following proposition. We denote by µ
j (x, t, k) and µ (2) j (x, t, k) the first and second columns of µ j (x, t; k), respectively. Proposition 2.1. The matrices µ 1 (x, t; k) and µ 2 (x, t; k) have the folloeing properties:
(ii) µ 1 (x, t, k) is analytic in Imk 2 < 0 and
2 (x, t, k) is analytic in Imk 2 > 0, and
2 (x, t, k) is analytic in Imk 2 < 0, and
as k → ∞ along curves transversal to the real and image axis, where
.
Since the eigenfunctions µ 1 (x, t, k) and µ 2 (x, t, k) satisfy both equations of the Lax pair, we have 20) where S(k) is independent of (x, t) and is defined in (2.23) Proposition 2.2. (Symmetries) For j = 1, 2, the function µ(x, t, k) = µ j (x, t, k) satisfies the symmetry relations:
21)
as well as
Thus, we have Indeed,let us write (2.20) in the vector form:
and define the matrix M(x, t, k) as follows:
Then the boundary values M + (x, t, k) and M − (x, t, k) relative to Σ are related by (3.1),where
The jump relation (3.1) considered together with the properties of the eigenfunctions listed in Proposition 2.1 suggests a way of representing the solution to the Cauchy problem (1.1) in terms of the solution of the Riemann-Hilbert problem, which is specified by the initial conditions (1.1b) via the associated spectral function r(k).
The functionq(x, t) can be expressed in terms of the solution of the basic Riemann-Hilbert problem as follows:
where M is the solution of the following Riemann-Hilbert problem:
The original Riemann-Hilbert problem: Given r(k), k 2 ∈ R, and Σ = R ∪ iR, find a 2 × 2 matrix-value function M(x, t, k) such that
(ii) The boundary value M ± (x, t, k) at Σ satisfy the jump condition
where the jump matrix J(x, t, k) is defined in terms of r(k) by (3.6).
And from the definition of the functionq(x, t) in (2.19) we find |q| = |q| (3.8) this means that the solution the the initial value problem (1.1) can be expressed as follows:
x +∞ |q(y,t)| 2 dy . is obtained in [19] . In that paper, the authors used this condition (3.6) to analysis the long-time asymptotic behavior. But if we try to analysis the long-time asymptotic behavior of the DNLS equation (1.1a) with step-like initial value problem, this type of Riemann-Hilbert problem has a contradiction in the plane wave region. So we try to derive a new Riemann-Hilbert problem, which is similar to the type of nonlinear Schrödinger equation, to overcome this contradiction. In this paper, we just analysis the long-time asymptotic behavior of the DNLS equation with decaying initial value problem. The step-like initial value problem will be obtained in another paper.
We defineÑ
then the jump condition for N is Then the jump condition for N is
the matrix J N admits the following triangular factorizations:
and the solution of the DNLS equation (1.1) is
x +∞ |q(y,t)| 2 dy . As in the [6] , we first consider the stationary point of the function
we get the stationary point
And we also get the signature table of Reθ(λ) that is as follows in Then we introduce a scalar function. Let δ(λ) be the solution of the scalar factorization problem
Direct calculation shows that (4.1) is solved by the formula
And we can find that δ(λ) and δ(λ) −1 are uniformly bounded in λ and for |λ 0 | ≤ M.
Im(λ) λ 0 Figure 5 . The signature table of Re(iθ(λ)).
We conjugate the Riemann-Hilbert problem (3.12) by
leads to the factorization problem
Having made the above definitions, we now describe the strategy.
Suppose that the coefficients
can be replaced by some rational functions
respectively. Then if the poles of these functions are appropriately placed, the Riemann-Hilbert problem on R can be deformed to the contour Σ 1 .
Remark 4.1. In this paper, we assume that the function ρ(λ) has no zero.
To verify that the coefficients (4.6) can be replaced by the rational functions (4.7) with well-controlled errors, we proceed as follows.
By Taylor's formula, we have
and define
As before, the proof of the following result is straightforward:
Proof. Formula (4.12) is immediate. The decay as λ 0 → ∞ follows from the formulae
In what follows we fix m ∈ Z + and, for convenience, we assume that m is of the form
Then by the above lemma,
We now use this property to split h further as 16) where h 1 (λ) is small and h 2 (λ) has an analytic continuation to
is the desired splitting of f .
Set
Consider the Fourier transform with respect to θ. As λ → θ(λ)
is one-to-one in λ < λ 0 ,we define
Thus, as θ > −2λ 2 0 , from formulae (4.9), (4.11) and (4.18) it follows that h β
from which we see that
Then, we obtain
And by Fourier,
In the above formulae we use the convenient notationds = We split
For λ ≤ λ 0 we find that
On the other hand, h 2 (λ) has an analytic continuation to the upper half-plane, where Reiθ(λ) > 0, and for λ on the line
However, from expression of θ(λ), that is
we have
and hence
(4.32)
On the line λ 0 + λ 0 ue
Again, by Taylor's formula, we have
From formulae (4.35), (4.37) and (4.39) it follows that
Again we split
,
On the other hand, h 2 (λ) has an analytic continuation to the lower half-plane, where Reiθ(λ) < 0, and for λ on the line
(4.52)
On the line λ 0 + λ 0 ue −i 3π 4 , u ≥ ε, ε > 0 we have
In fact this case is just the conjugate of the above case. And the two cases in the following is fimilar with these two cases, but we write them down here for the reader's convenience.
Lemma 4.5.
From formulae (4.55), (4.57) and (4.59) it follows that
where Again we split
For λ ≥ λ 0 we find that
On the other hand, h 2 (λ) has an analytic continuation to the lower half-plane, where Reiθ(λ) > 0, and for λ on the line
and hence Again, by Taylor's formula, we have
From formulae (4.75), (4.77) and (4.79) it follows that
On the other hand, h 2 (λ) has an analytic continuation to the upper half-plane, where Reiθ(λ) < 0, and for λ on the line
(4.92)
On the line λ 0 + λ 0 ue i π 4 , u ≥ ε, ε > 0 we have
We can summarize our results as follows: let l be an arbitrary positive integer and let k = 4q + 1 be sufficiently large that the integers that are the last formula of the above formulas about h 2 are all greater than l. Let L denote the contour
so that the contour Σ 1 in Figure 4 is given by
Also set
Then f has a decomposition 
and Finally we extend the Riemann-Hilbert problem (3.11) to the augmente contour Σ 1 of Figure 4 . From problem (4.4) and formulae(4.5),
the Riemann-Hilbert problem across R oriented as Figure 3 is given by
where Figure 4 as in Figure 6 and write
where the function (h) j denotes the function is defined in the case j, Setting
(4.110)
we find that a simple computation shows that (4.105) is equivalent to the factorization problem x,t,δ , for example, converges to I as λ → ∞ in 1 we observe that, for fixed x, t, by formula (4.27) and the bounded of the function δ(λ),we have
and
which is converges to 0 as λ → ∞, and so on.
Observe from Proposition 4.7 that, for fixed x, t, we then have From the above section we havẽ
In particular we can take the limit as λ → ∞ in 5, where
The Riemann-Hilbert problem (4.111) can be solved as follows (see, for example, [5] ). Let
denote the Cauchy operator on Σ 1 oriented as in Figure 6 . Thus, for example, for λ > λ 0 we have
, etc. As is well known, the operators C ± are bounded from
and C + − C − = 1. Also, by scaling, we know that the bounds on
be the solution of the basic inverse equation
is the unique solution of the Riemann-Hilbert problem (4.111). Indeed,
by equation (4.122) and formula (4.112), which implies that
as desired. Substituting formula (4.123) into (4.119), we learn that
Let w e : Σ 1 → M(2, C) be a sum of three terms
we then have the following:
x,t,δ |R is supported on R and is composed of terms of type
b is supported on L ∪L and is composed of the contribution to w 1 ′ x,t,δ from terms of type h 2 .
w c is supported on L ε ∪L ε and is composed of the contribution to w 
with the orientation as in Figure 7 . Define w ′ through and L ∞ estimates. However, throughout this article and in particular in the lemma that follows, we write out the L 2 estimates explicitly for the reader's convenience.
132)
where γ ε = min (4ε 2 ,
).
Also,
exists and is uniformly bounded:
Corollary 4.10. In the case, λ 0 < M and τ → ∞,
A simple computation shows that
In the case λ 0 < M, from Lemma 4.8 it follows that
, by (4.134).
(4.137)
As above, we have
and Continuing, we obtain
which implies that
To summarize, for λ 0 < M,
as τ → ∞.
We have proven the following result:
Lemma 4.11.
q(x, t) = (
We now show that, in general, one may always choose to add or to delete a portion of a contour, on which the jump is I, without altering the Riemann-Hilbert problem in the operator sense(see identities (4.156)-(4.158) below). Suppose that Σ (1) and Σ (2) are two oriented skeletons in C with (12) ) and suppose that (12) ) denote the operator in (4.121) with u ↔ w
And, finally, let I Σ (1) and I Σ (12) denote the identity operators on
We then have the next lemma:
Lemma 4.12. Proof. The proof of identity (4.156) is trivial. If g ∈ L 2 (Σ (12) ) and
and hence,
where g 2 = 0 on Σ (1) . However (
This proves identity (4.157).
On the other hand, using (4.156), we get
, and so we have
This proves identity (4.158) and the lemma.
We apply Lemma 4.12 to the case
We learn in particular that the boundedness of (
w ′ .) Also, as in the proof of Lemma 4.12, from identity (4.157) we have q(x, t) = (
I. As in formula (4.123), it follows that
solves the Riemann-Hilbert problem
From formulae (4.109) and (4.112) we can get that
Define the scaling operator
Then we can get
where γ = 1 2π
We notice that in the neighborhood of the stationary point λ = λ 0 , the function δ(λ) appearing in the formula (4.2) can be represented 
