Effective conductivity of a 2D random composite is expressed in the form of long series in the volume fraction of ideally conducting disks. The problem of a direct reconstruction of the critical index for superconductivity from the series is solved with good accuracy, for the first time. General analytical expressions for conductivity in the whole range of concentrations are derived and compared with the regular composite and existing models.
Introduction
It is frequently declared that only lower order formulae can be deduced for the effective conductivity problem which cannot be analytically solved in general case because of the complicated random geometrical structures. After such an announce hard numerical computations are applied to solve such a problem. Of course, advanced computational approaches can be useful in mechanical engineering. But an exact or approximate analytical formula is always better because it can exactly show asymptotic behavior near singular points when numerics usually fails.
In the present paper, we deduce such a formula for a 2D, two-component composite made from a collection of non-overlapping, identical, circular discs, embedded randomly in an otherwise uniform locally isotropic host (see Fig.1 ). The conductivity of the host is normalized to unity. The effective conductivity problem for an insulating or ideally conducting inclusions is called the conductivity and superconductivity problem, respectively [1] . The problem and its approximate solution go back to Maxwell, see e.g. [2] . There are two important unresolved problems in the theory of random composites:
1. what quantity should stand for the maximum volume fraction x c of random composites [3] , and 2. theoretical explanation of the values of critical indices for conductivity and superconductivity denoted by t and s, respectively [1] .
Recently, a novel technique for deriving expansions in concentration was suggested [4] . It combines analytic and numeric methods for solving the conductivity problem directly in the 2D case. It is applicable both for regular [5] and random cases. Thus, we proceed to the case of a 2D random composite, where rather long series in concentration for the effective conductivity by itself, will be presented and analyzed systematically, following generally to [4, 5] . The series will be used to estimate the index and the threshold in 2D random case.
The considered problem can be equivalently formulated as follows. Given the polynomial approximation (2.1) of the function σ(x), to estimate the convergence radius x c of the Taylor series of σ(x), and to determine parameters of the asymptotically equivalent approximation(2.2) near x = x c .
The problem of defining the threshold is highly non-trivial, since the random closest packing of hard spheres turned out to be ill-defined, and cannot stand for the maximum volume fraction. It depends on the protocol employed to produce the random packing as well as other system characteristics [3] .
The problem seems less acute in two dimensions, where various protocols seems to agree on what quantity should stand for the maximum volume fraction of random composites [6, 7, 8, 4, 9] . Namely it is the concentration of sought value for a long time was thought to be close to 0.82, and considered as random close packing value [10] . It was recognized recently, that it does not correspond to the maximally random jammed state [3] . For volume fractions above 0.82 some local order is present and irregular packing is polycrystalline, forming rather large triangular coordination domains-grains. In present paper, a protocol with
is used, although our method can be applied with another protocol with unknown x c .
All attempts to explain the value of critical indices through geometrical quantities of percolation problem, i.e. universally [1, 11] , had failed so far and the indices are considered independent. From the phase interchange theorem [12] it follows that in two-dimensions, the superconductivity index is equal to the conductivity index [1] , [13] , [14] .
While it is clear that using expansions in concentration for the conductivity, one should be able to address the two problems, in practice there are no more than two terms available for random systems [11] , because of the serious technical difficulties. No method even such powerful as renormalization, or resummation approaches can draw reliable conclusions systemically, based on such short series [11] . "In fact, the age-old method of series expansions is also blocked by the same difficulties... " [11] .
This concerns also self consistent methods (SCMs) which include Maxwell's approach, effective medium approximations, differential schemes etc. SCMs are valid only for dilute composites when the interactions between inclusions do not matter [2] . The idea to correct a self consistent method (SCM) result t = s = 1 in all dimensions remained, therefore, theoretically unattainable (see, nevertheless, [15] ).
We should also mention an indirect approach to estimating t for resistor networks from resistive susceptibility via scaling relations [16] . This approach also dwells heavily on resummation techniques.
Series for Conductivity, Random 2D
In order to correctly define the effective conductivity tensor σ of random composites, the probabilistic distribution of disks of radius r must be introduced, since already the second order term of σ in concentration depends on the distribution [2] . For macroscopically isotropic composites, the third order term begins to depend on the distribution [1, 2] . In the present paper, we consider the uniform non-overlapping distribution when a set of independent and identically distributed (i.i.d.) points a i are located in the plane in such a way that |a i − a j | ≥ 2r.
For r = 0 we arrive at the Poisson distribution and for the maximally
, the distribution degenerates to the unique location, the hexagonal array. The tensor σ is expressed through the scalar effective conductivity σ as follows σ = σI, where I is the unit tensor. In the present paper, the numerical computations are performed only for the hexagonal representative cell.
This assumption does not restrict our investigation since the number of inclusions per cell can be taken arbitrary large, hence, the shape of the cell does not impact on the final result.
Consider sufficiently large number of non-overlapping circular disks of radius r with the centers a k . The formal definition of the random variable has to be statistically realized to get numerical results. The protocol for the data is based on the Monte Carlo simulations [4] and can be shortly described as follows. At the beginning, the centers a k are located at the nodes of the regular hexagonal lattice and further randomly moved without overlapping. After sufficiently long random walks the centers form a statistical event satisfying the considered distribution. Using these locations of disks we compute coefficients of σ in x many times and take the average. Detailed description of the computational method and all relevant parameters for simulations can be found in [4, 9] . The method yields Since we are dealing with the limiting case of perfectly conducting inclusions when the conductivity of inclusions tends to infinity, the effective conductivity is also expected to tend to infinity as a power-law, as the concentration x tends to the maximal value x c for the hexagonal array,
The critical superconductivity index (exponent) s believed to be close to 1.3 [1, 17] . This value is known from numerical simulations, while rigorously it can be anywhere between one and two [18] . The critical amplitude A is an unknown non-universal parameter. For regular arrays of cylinders the index is much smaller, s = 1 2 [19, 20] and the critical amplitude is also known with good precision. Overall effective conductivity of random systems is expected to be higher by order(s) of magnitude as the threshold is approached [21] .
Critical point
Probably the simplest way to estimate the position of a critical point, is to apply the diagonal Pade approximants [22] , but their direct application leads to poorly convergent, practically random results, with the best estimate for the threshold 0.828235. We attribute the problem to the trivially "flat" starting orders in the series (2.1). In order to compensate for the unchanging values of the coefficients in the starting orders, we consider another sequence of approximants F n obtained as follows. Let us divide the original series (2.1) by the function p(x) =
1−x 1+x
and call the new series K(x). Then
employing again only the diagonal Pade approximants.
There is now a reasonably good sequence of approximations for the critical point, x 6 = 0.994313, x 7 = 0.978618, x 8 = 0.822777, x 9 = 0.882858. The percentage error given by the F 9 equals to 2.65%.
Assuming that x c is unknown, let us estimate from (2.1) the value of threshold, employing general idea of corrected approximants [23] . Factor approximations of σ can be always represented as a product of two factors: critical part C(x) = (1 − x Xc ) −s and of the rest, i.e. regular part R(x). So one can most generally express the threshold
The subsequent steps are described below. Suppose we found explicitly the solution as a factor approximant [24, 25] ,
with approximate threshold value of x 0 = 0.93072. Such approximant satisfy the three starting terms from (2.1) [26] , and leads to the value of 1.21 for the index within accepted bounds [18] . Let us look for another solution in the same form, but with an exact, yet unknown threshold X c ,
From here one can express formally, which should become a true threshold X c as x → X c ! Moreover, let us apply re-summation procedure to the expansion (3.6) using again factor approximants F * (x), and define the sought threshold X * c self-consistently,
As we approach the threshold, the RHS of (3.7) should become the threshold. Since factor approximants are defined as F * k for arbitrary number of terms k, we will also have a sequence of X * c,k . E.g. , we obtain X * c,2 = 0.906321. In the next even order there is no real solution for X c,4 and natural stop-sign is generated. The percentage error of such estimate is just 0.0638%.
Critical Index s
Conventionally, one would first apply the following transformation, z = x xc−x to the original series, to make calculations with different approximants more convenient. The most straightforward way to estimate index s is to apply factor approximants [24, 25] (in terms of the variable z), so that possible corrections to the "mean-field" value unity, appear additively, by definition. Following the standard procedure, the simplest factor approximant is written as follows, σ * Let us again transform the original series in terms of z, and to such transformed series M 1 (z) let us apply the D − Log transformation [22, 27] and call the transformed series M(z). In terms of M(z) one can readily obtain the sequence of approximations s n for the critical index s,
Unfortunately, in the case of (2.1), this method is not accurate. Namely, the best result is s 3 = 1.07073. Let us again apply factor approximants, but this time to M(z). The only positive-valued factor approximant appears to be given as follows, Effective conductivity can be reconstructed numerically [28] ,
Also numerically, the critical amplitude evaluates as 1.37317. Eq. (4.5) will be compared below with other formula for the effective conductivity valid everywhere. Let us look for the solution first in the form of a simple pole,
, so that our zero approximation s (0) = 1 for the critical index, is typical for various SCMs. Let us divide then the original series (2.1) by f 0 , express the newly found series in term of variable z, then apply D − Log transformation and call the transformed series K(z). Finally one can obtain the following sequence of corrected SCM approximations for the critical index,
The "corrected" sequence of approximate values for the critical index can be calculated readily and we have now three good estimates, s 0 = 1.25204, s 1 = 1.24799 and s 3 = 1.38746. Applying different approximants, such as iterated roots [23] , one can obtain the following sequence of corrected approximations to the critical index,
where cor n (z) stands for the iterated root of n-th order [23] , constructed for the series K(z) with such a power at infinity that defines constant correction to s (0) . Calculations with iterated roots are really easy since at each step we need to compute only one new coefficient, while keeping all preceding from previous steps. Namely, 8) and so on iteratively. The two starting values for the critical index can be calculated readily, giving s 1 = 1.25204 and s 2 = 1.23034, but in the next orders one obtains complex results. In order to continue we define the new series
, and apply the technique of iterated approximants to satisfy the new series asymptotically, order-by-order. We can continue the sequence of (4.2) (terms cor 3 and cor 4 are trivial and not shown), Similar techniques were applied also to the regular case [5] . In the random case we proceed by extrapolating from the side of a diluted regime and to the high-concentration regime close to x c ; while in the regular case we first derived an approximation to the high-concentration regime and then extrapolated to the less concentrated regime. There are indications that physics of a 2D regular and irregular composites is related to the so-called "necks", certain areas between closely spaced disks [19, 21] .
Final formula for all concentrations
We discuss briefly some formulae for the effective conductivity from [4, 29] . The first formula (Eq. (22), [4] ) is nothing else but an improved Pade approximant conditioned by appearance of a simple pole at x c . We also employ Eq.(5) from [29] , adjusting it with regard to the threshold and critical index values. It exemplifies a crossover from the diluted regime where SCM is valid, to the percolation regime with typical critical behavior.
Closed-form expression for the effective conductivity of the regular hexagonal array of disks is presented in [20] . Since it is defined in the same domain of concentrations as in the random case, a comparison can explicitly quantify the role of a randomness (irregularity) of the composite. But in the most interesting region of large x, the relevant formula (Eq 14 from [20] ) fails. In order to estimate an enhancement factor due to randomness we can still use the numerical results tabulated in [20] . In particular, the enhancement factor at x = 0.9, is about 15, compared with (4.5) and (5.2). The two formulae also happen to be very close to each other everywhere.
Our suggestion for the conductivity valid for all concentrations in the random case is based on [30, 5] . Let us apply to M 1 (z) another transformation to get T (z) = M 1 (z) −1/s , with s = 1.3, in order to get rid of the power-law behavior at infinity. In terms of T (z) one can readily obtain the sequence of approximations A n for the critical amplitude A,
There are only few reasonable estimates for the amplitude, A 0 = 1. Various expressions are shown in Fig.2 . Note, that significant deviations of the Pade formula from [4] (with typical value of s = 1) compared to our results, start around x = 0.82.
Discussion
In this paper, we developed a direct approach to the effective conductivity of the random 2D arrangements of an ideally conducting cylinders, based on series (2.1). We confirm the position of a threshold for the effective conductivity, calculate the value of a superconductivity critical index, and obtain a crossover expression (5.2), valid for arbitrary concentrations. Resummation techniques involved to achieve these goals are original extension of [23] . They are in the same mold as the traditional renormalization group [31, 32, 33, 34] .
Our main achievement is a direct (independent on other indices), calculation of the critical index for superconductivity s = 1.3. Our methods allow thus to correct effectively the value of the critical index given by the large family of self consistent methods, the most popular among them being ever useful effective medium approximation [11, 2] . We cannot yet completely exclude the possibility that s may depend (weekly) on the protocol. Further studies are needed with different protocols.
In a separate paper, we intend to present a generalization of (2.1), i.e. the transition formula from the regular hexagonal array to the random array (2.1). We expect to obtain a dependence of the critical index on the degree of randomness.
