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ABSTRACT
Tylan-Tyler, Anthony PhD, Purdue University, December 2015. The effects of Lan-
dau level mixing, finite thickness, and external electric fields on the ν = 5
2
fractional
quantum Hall effect. Major Professor: Yuli Lyanda-Geller.
The ν = 5
2
fractional quantum Hall effect (FQHE) is a unique and interesting
experimental and theoretical state. A great deal of experimental, theoretical and
numerical work suggests that this state may support quasihole excitations with non-
Abelian statistics, where the order of particle exchange influences the final state of the
system. Thus, the ν = 5
2
FQHE offers a system in which the properties of the particles
may be explored experimentally and theoretically. Additionally, by controlling the
exchange of such particles, it is possible to create a topologically-protected quantum
computer. In order to make this possible, however, we must first understand the
nature of the ground state. The two leading candidates, the Moore-Read Pfaffian
and the anti-Pfaffian, both support non-Abelian excitations, but there has not been a
clear answer for which state is realized in experiment. In the present work, we present
results of exact diagaonlization calculations which strive to answer this question using
a disk geometry. What we find is that the ground state of the system is dependent
upon device specific quantities and thus we may be able to engineer samples which
will have specific ground state properties.
11. The Quantum Hall Effect
The ν = 5
2
fractional quantum Hall effect (FQHE) presents a particularly interesting
state in the quantum Hall regime. The quantum Hall states fall into the integer
regime, where an integer number of Landau levels are filled and the Hall resistivity
is quantized to an integer multiple of h
e2
[1], or the fractional regime where a rational
fraction of a Landau level is filled and the Hall resistivity is a rational fraction of
h
e2
[2]. The ν = 5
2
state meets the criteria of the fractional states, though it is unique.
For one, it is the only state with an even denominator, a feature which necessitates a
different theoretical treatment than all other FQHE states [3, 4].
Another distinction is that the ν = 5
2
state may host non-Abelian excitations
[5–13]. Particles with these exotic exchange statistics may be used in topological
quantum computation schemes, where the braiding of such particles manipulates
quantum information [14]. While the ν = 5
2
FQHE cannot itself be used to implement
a complete topological quantum computer, the state may offer a testing ground for
exploring non-Abelian anyons.
Despite this interest, a great deal remains unknown about the ν = 5
2
state. There
are a wide range of experimental results which show different properties for the ground
state, some supporting the presence of non-Abelian excitations [12] and others show-
ing only Abelian anyons [15]. This uncertainty in the ground state is beginning to be
investigated using numerical models, but there is still disagreement as to the nature
of the ground state [16,17]. In this work, we hope to resolve some of this uncertainty
with new numerical results for the phase diagram of theν = 5
2
FQHE. First, however,
2we review the theory of the quantum Hall effect and the our current understanding
of the ν = 5
2
FQHE.
1.1 The Integer Quantum Hall Effect
The integer quantum Hall effect (IQHE) was first discovered in 1980 by von Klitz-
ing et al [1]. The experiment measured the conduction properties of a semiconductor
heterojunction in a configuration similar to that shown in Fig. 1.1 subjected to a
quantizing magnetic field perpendicular to the heterojunction. The two dimensional
electron gas (2DEG) is created by the band bending effect at the interface of the GaAs
and AlxGa1−xAs bringing the conduction band of the GaAs below the Fermi surface
very near the interface, as shown in Fig. 1.1a. The measurements are then carried
out using the Hall bar geometry shown in Fig. 1.1b, where contacts A and B act as
a current source and drain respectively. The longitudinal resistivity is then measured
between contacts C and D while the Hall resistivity is measured between contacts C
and E. Using such a device and varying the magnetic field, the Hall resistivity, ρxy,
was found to be quantized to constant, integer multiples of h
e2
for ranges of magnetic
field, called Hall plateaus. In these ranges, the longitudinal resistivity, ρxx was also
found to go to zero. The transitions between these plateaus then appeared as ρxy
quickly changing from the value at one plateau to the value at the next plateau and
ρxx taking on non-zero values during the transition.
To see the origins of the IQHE, we first consider a 2DEG in a quantizing magnetic










3Figure 1.1. (a) An example structure of GaAs-AlxGa1−xAs het-
erostructures used in quantum Hall effect experiments. (b) An ex-
ample of the Hall bar geometry used to measure the quantum Hall
effect.
4where A is the vector potential. For the time being, we will choose the Landau gauge













Treating the y-direction as a free particle with wave number ky and completing the

































is the magnetic length and ωB =
eB
mc
is the cyclotron frequency. The
energy levels depend only on n and are known as Landau levels (LL).
As the energy is independent of ky, we can see that each LL is highly degenerate.
From Eq. 1.3, we can see that each state is localized in the x direction with an offset
determined by ky. Taking a sample to have a finite area and requiring that all states
in a given LL lie within this area, we find that each state occupies an area 2pi`2B.
Thus, the LL degeneracy of a sample of area A is A
2pi`2B
. Taking this degeneracy, the
large LL spacing, and the vanishing of ρxx, a possible theory of the IQHE begins to
emerge.
From the vanishing of ρxx, we know that the longitudinal conductivity, σxx, also
goes to zero. This requires there to be no current carrying states available when
the system in a quantum Hall effect state. This naturally occurs when the Fermi
energy lies between LLs, but there are no states to occupy at this point, and the
next LL begins to be filled instead. By introducing impurities into the system, the
5Figure 1.2. (a) The Landau level energy structure for electrons in
a quantizing magnetic field, where Ω is teh density of states. (b)
With the inclusion of impurity effects, the degeneracy of each Landau
level is reduced and the energy levels are broadened. (c) Varying
the magnetic field, as localized states are filled, the system is on a
quantum Hall plateau with transitions between plateaus occurring
when extended states are filled.
LLs are broadened, and localized states appear between the LLs. These localized
states cannot carry current and thus when they are filled, the transport properties of
the system do not change. Therefore, varying the magnetic field will then determine
whether we are filling localized states and are on a quantum Hall plateau or are filling
extended states and are transitioning between LLs, as shown in Fig. 1.2 [18].
More generally, we begin with an incompressible state, where the addition of
another electron causes a discontinuous change in the energy of the system. This
6is provided by the large energy jump when adding another electron to an already
filled LL. When this incompressible state is acted upon by impurities in the system,
the degeneracy of the single particle states is slightly lifted and new, localized states
appear between the energy levels. Filling these localized states do not change the
transport properties of the system and thus we see plateaus in the resistivity and
conductance while they are being filled. Thus, we see that the key part of this theory
is an incompressible state upon which impurity broadening may act.
1.2 The Fractional Quantum Hall Effect
The discovery of the FQHE by Tsui et al. in 1983, given the theory of the IQHR,
was then a surprising result [2]. In this regime, the Hall plateaus in ρxy are quantized
to rational multiples of h
e2
and are associated with a fractionally filled LL. Other than
this change in the quantization of the Hall plateaus and the LLs being fractionally
filled, the states appear very similar to the IQHE states. THe fractionally filled LLs,
however, make these states more complex as the incompressible state offered by a
filled LL is no longer available for impurity broadening to act upon.
It is important to note that in the theory of the IQHE, the electrons were treated
as non-interacting. Thus, it may be possible to produce the incompressible states
necessary for the impurity broadening mechanism to act upon if electron-electron
interactions are included [19]. From numerical studies, however, it has been shown
that these interactions cannot be treated using mean field theory methods such as the
Hartree-Fock approximation [20]. Instead, what has proven successful in this case is
the use of trial wave functions and exact matrix diagonaliztion to test the trial states.
7This methodology has led to the famous Laughlin trial state [21], which takes the










for the lowest Landau level (n = 0) and in the symmetric gauge where A = B
2
(−yxˆ+
xyˆ). The zi in Eq. 1.5 come from the single electron states in the symmetric gauge,
taking the form zi = (x+ iy) in units of the magnetic length `B, and m describes the
filling fraction ν = 1
m
which describes what fraction of states in the LL are filled.
In order for this state to remain stable across the Hall plateau, it must somehow
accommodate either the excess or deficit of magnetic flux away from ideal filling [21].
This is done through quasihole and quasiparticle excitations. These excitations form
















These excitations are have several interesting properties.
Starting from the plasma analogy, where Eq. 1.5 is taken to be the partition
function of a one component plasma [21], we can show that these excitations carry a
fraction of an electron’s charge. The one component plasma in the plasma analogy
is composed of particles of charge m interacting with a logarithmic potential. When
the excitation operators are then applied, they generate particles of charge ±1 at
the point z0 in the one component plasma. Thus, as the real system is composed of





Figure 1.3. The two exchange paths in the many-body configuration
space for three dimensions.
In addition to carrying fractional charge, these quasihole and quasiparticle excita-
tions are neither fermions or bosons. Instead, they fall into a class of particles known
as anyons that can only exist in two dimensional systems [21–23]. To understand the
source of this odd behavior, we must look at particle statistics in two dimensions.
To begin, we consider the origins of Fermi and Bose exchange statistics. In three
dimensions, we can think of the configuration space of two indistinguishable particles.
As each particle resides in R3, a first guess would say the configuration space is given
by R3 ⊗R3, but this neglects the fact that exchanging the particles does not change
the configuration of the system. To include this effect, we must identify all points were
one particle is exchanged with another as the same point in the configuration space.
This is done by splitting the space into center of mass coordinates, residing in R3
and relative coordinates, which reside in a more complex relative space. The relative
space can be further split into a distance, which belongs toR+ and a directional space
P . Combined, these spaces should describe a space where two points on the surface
of a sphere centered at the origin and separated by pi radians are identified. Thus, P
can be described as the surface of a half-sphere. The full configuration space is then
R3 ⊗R+ ⊗ P [22].
9From P , we can consider the effects of exchange. There are two possible paths in
P , one which encloses the center singularity and is contractible, type A in Fig. 1.3,
and one which does not and is non-contractible, type B in Fig.1.3. Upon traversing a
path of type B twice, it becomes contractible and thus we see that double exchange
in three dimensions must leave the system invariant. Thus, the phase accumulated
by two exchanges must be 1 and we have Fermi statistics with a statistical angle
θst = pi and Bose statistics with θst = 2pi, which are the only angles which result in
e2iθst = 1 [22].
Repeating this process for two dimensions, we find that the relative space R+⊗P
can be described as a cone with an opening angle of pi/6 radians and a singularity at
the origin. In this space, the winding number of an exchange path determines what
class it belongs to. Thus, as the same trajectory is repeated, the winding number
increases and the path remain uncontractable. In the case of the quasiparticles and
quasiholes of the FQHE, θst is a rational fraction of pi. Such particles are known as
anyons [22].
Thus, the quiasparticle and quasihole excitations of Eq. 1.5 carry a fractional
of an electron’s charge and have anyonic exchange statistics. A good experimental
test of the validity of this state would then be to confirm that the quasiparticles and
quasiholes of the FQHE states have these novel properties. Fortunately, the method
of carrying out this kind of test is assisted by the existence of edge states [24].
Edge states, as the name implies, are states which are localized at the edge of a
sample. These states are gapless excitations which carry current and are what exper-
imental probes may directly access. The only excitations in the case of the Laughlin
states described by Eq. 1.5 are these quasiholes and quasiparticles. Thus, the charge
carriers along the edges of the sample will be the quasihole and quasiparticle excita-
10
tions if the Laughlin trial state is correct. Measuring their properties, the fractional
charge and the anyonic statistics has been confirmed experimentally [25–28].
So, the Laughlin states appear to be a very good description of the FQHE. The
problem, however, is that it can only describe simple fractions of the form 1
m
. In order
to describe the other observed states, Haldane has proposed a hierarchy of states [29].
In this hierarchy, the quasiparticles of one state condense to form a new Laughlin state
and thus produces the other FQHE states. After only a few generations, however,
the number of quasiparticles necessary has exceeded the number of electrons in an
experimental sample. This is clearly an unsupportable situation and another model
is needed.
Composite fermions offer the solution to this problem [30]. These composite
fermions are formed by attaching a fictitious flux tube to each electron. The at-
tached flux tubes may cancel or enhance the applied magnetic field. By changing the
magnetic field sufficiently, an FQHE state of electrons can be brought into an IQHE
state of composite fermions.
To better understand this flux attachment, let us return to the Laughlin state, Eq.
1.5. We see that the term in front of the state is not the normal anti-symmetrization
term, but a Jastrow factor of the form
∏
i<j
(zi − zj)m. (1.8)
This can be taken as a change in the particle statistics, where a single exchange
is effectively tripled. From the composite fermion theory and the Aharonov-Bohm
effect, this can be understood as the effect of the attached flux tubes. Thus, the 1
m
Laughlin state is a state for electrons with m − 1 flux tubes attached. By allowing
for Landau level mixing, all of the FQHE states can be created through this flux
attachment procedure.
11
1.3 The ν = 5
2
Fractional Quantum Hall Effect
With the composite fermion picture, it appears that the FQHE can be explained
as an integer effect for the composite fermions. This is the case provided we ignore
the ν = 5
2
state observed by Willette et al. in 1987, the only even denominator state
observed [3,4]. In the composite fermion picture, a half-filled Landau level should be a
compressible Fermi liquid state composed of composite fermions which cannot give rise
to quantum Hall behavior. Furthermore, a Laughlin-like state cannot be constructed
for the half-filled Landau level as the even denominator turns our electrons into bosons
as can be seen for even m in Eq. 1.5.
With none of the standard methods for producing incompressible states at frac-
tional filling applicable, a new method must be employed for the ν = 5
2
state. The
most successful approach has been to consider composite fermion pairing [31–36].
By considering a perturbation of the particle statistics by varying the attached flux,
a pairing instability appears [31, 32]. This pairing instability has been verified by
numerical calculations, which show that such pairing is favored in the first-excited
(n = 1) Landau level, where the ν = 5
2
state appears [33,36].
From this pairing instability, the Moore-Read Pfaffian trial state is found [5,31,32].
























where Mij is a 2n × 2n matrix, S2n is the permutation group of 2n elements, and σ





δ(zi − zj)δ(zi − zk). (1.11)
This is somewhat troubling as the Hamiltonian of the system only includes one- and
two-body terms.
As this is a paired state, we can treat the system as being formed of particles
with a charge of 2e. To create a quasihole, an additional quantum of flux must be
inserted, but unlike in the Laughlin state, the flux quantum is now h
2e
. Thus, the
resulting quasihole will have a charge of e
4
. In the case where two quasiholes are








(zi − η)(zj − ζ) + (zi − ζ)(zj − η)
zi − zj
)
where η and ζ are the positions of the quasiholes. Thus, the method of generating a
state with 2n quasiholes is to create two sets, each of n quasiholes and modifying the
Pfaffian term to be [6]
Pf
(




By changing which quasiholes are in which group, a new state which is a superposition
of the previous state and a new state can be produced. Thus, the ground state with
2n quasiholes can be shown to be 2n−1 degenerate.
In our discussion of particle statistics in Sec.1.2, it was assumed that the particle
starts in the ground state. Then, if we trace the path adiabatically and the ground
13
state has an excitation gap, the adiabatic theorem will ensure that we remain in
the ground state. In the case of the Laughlin state, however, the ground state is not
degenerate. Therefore, once the particle completes the trajectory, the system remains
in the same state, up to a phase factor. As a result, the statistics of the Laughlin
quasiholes is Abelian; the order in which processes are completed is unimportant as
each operation only adds a phase factor.
In the Moore-Read state, however, the ground state with 2n, where n ≥ 2, quasi-
holes is degenerate. The adiabatic theorem no longer ensures that when the trajectory
is followed that the system will remain in the same ground state. Thus, the process
of exchange can cause a rotation in the Hilbert space and the final state may be
partially orthogonal to the initial state. This rotation is represented by a matrix
operator applied to the initial state. As such matrix operators do not in general com-
mute, the order in which particles are exchanged becomes important and thus their
statistics may be non-Abelian [5]. It has been confirmed that the statistics of the
Moore-Read state are indeed non-Abelian and thus the quasiholes are non-Abelian
anyons [8–10, 13]. This makes the Moore-Read state and the ν = 5
2
fractional quan-
tum Hall effect a unique testing ground for developing the theory of non-Abelian
anyons and experimenting with such exotic particles [37–41].
At least this would be the case if the Moore-Read Pfaffian is realized in exper-
iment. The the first problem with this conclusion is that the Moore-Read Pfaffian
is not particle-hole symmetric. Thus, the particle-hole symmetric state must also be
considered a candidate ground state of the system. This state is known as the anti-
Pfaffian and has no known analytical form and is calculated by taking the particle-hole
conjugate of the Moore-Read Pfaffian state for a given number of electrons [42, 43].
Fortunately, the anti-Pfaffian also possess non-Abelian quasiholes, but the properties
of the state differ from the Moore-Read Pfaffian. In turn, for experimental and theo-
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retical understanding of the ν = 5
2
state, it is important to determine which of these
states is realized.
Further complicating matters, there are other possible trial ground states. An










(zi − zj) (1.12)
where the population of electrons is split into two “layers” A1 and A2 [44]. The name
of the state then comes from the relative interaction of the intralayer interactions
and the interaction between layers. This state differs distinctly from the Moore-Read
Pfaffian and the anti-Pfaffian as its quasiholes are Abelian anyons.
Turning to experiment, we see that the uncertainty in the ground state continues
even there. If we look at measurements of the tunneling conductance [45], the 331
Halperin state appears to be favored [15]. On the other hand, looking at interference
experiments, there appear to be non-Abelian effects as the area of the sample is varied
through a side-gate voltage [12]. These non-Abelian effects appear as a change in the
interference observed as the current carrying quasiholes encircle the bulk quasiholes.
If the number of quasiholes in the bulk is even, then a single quasihole can travel along
the edge, leading to the appearance of e
4
oscillations in the longitudinal resistance as
the backgate voltage is varied. Once the area of the sample has changed enough
to admit another quasihole, leading to an odd number of quasiholes in the bulk,
the boundary conditions of the system are changed and the oscillations become e
2
,
suggesting that the current carrying quasiholes must circle the sample twice to leave.
This behavior is consistent with non-Abelian anyons, but not for Abelian anyons.
This experimental confusion has led to an increasing body of numerical work
attempting to clarify which trial state is realized in the ν = 5
2
FQHE [16, 17, 46–51].
The primary focus thus far has been on determining which of the Moore-Read Pfaffian
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or the anti-Pfaffian is realized in experimental settings. In order to do this, it is
necessary to break the charge conjugation symmetry of the Hamiltonian and lift
the degeneracy between the anti-Pfaffian and the Moore-Read Pfaffian. While there
is evidence of this symmetry being spontaneously broken [52, 53], there are other
symmetry breaking effects we may include as well.
One of the most simplistic methods to do this is through the inclusion of a neutral-
izing background potential by using a disk geometry [54–56]. This potential causes
holes to prefer to occupy the edge of the disk while the electrons favor the center. As a
result, the particle-hole symmetry of the Hamiltonian is broken and the Moore-Read
Pfaffian and the anti-Pfaffian will no longer be degenerate. The strength of the po-
tential can also be varied by changing how far the disk lies from the two dimensional
electron gas. Such a study has been conducted in Ref. [56] by Rezayi and it was found
that the Moore-Read Pfaffian favored a neutralizing potential at smaller separations
while the anti-Pfaffian is realized for weaker confinement at larger separation.
Another method to break the charge conjugation symmetry is through LL mixing.
Most numerical studies confine the electron gas to a single LL as the LL spacing is
taken to be the dominating energy scale. Thus, only the lowest order interaction terms
are retained for the exact diagaonlization calculation. In reality, the electron-electron
interaction energy scale is quite large and thus such a treatment is not necessarily
realistic. This then leads us to including higher order corrections to the electron-
electron interaction [17, 50, 57–61]. Of particular interest are three-body interactions
arising form a diagrammatic expansion of the electron-electron interaction as these
introduce terms similar to the Hamiltonian given in Eq. 1.11 as well as breaking
the particle-hole symmetry of the system. LL mixing may also be introduced by
expanding the state space, but this is prohibitive as each new Landau level included
significantly increases the computational complexity of the system [16,62–65].
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Studies which include LL mixing show significant disagreement as to whether the
Moore-Read Pfaffian or the anti-Pfaffian is the preferred ground state of the system.
Using the Haldane sphere [29] in Ref. [17], where the electron gas is confined to the
surface of a sphere with Dirac monopoles at the center, it has recently been shown that
LL mixing, when included by diagrammatic expansion of the Coulomb interaction,
can cause a transition from the Moore-Read Pfaffian to the anti-Pfaffian as Landau
level mixing is turned on (or as the magnetic field is weakened, as we will see below).
This is countered by Ref. [16] which uses infinite density matrix renormalization group
on a cylinder rather than exact diagonalization methods. By explicitly including the
two nearest LLs to the n = 1 LL, Ref. [16] looks at the case for weak LL mixing with
a strong magnetic field and finds that this favors the anti-Pfaffian, as opposed to the
Moore-Read Pfaffian in Ref. [17].
1.4 Outline
In the remainder of this work, we use numerical exact diagaonlization to study
the ground state of the ν = 5
2
FQHE. This begins in Chapter 2, where we look at
the effects of LL mixing and finite layer thickness. Unlike Ref. [17] or Ref. [16], we
look at a disk geometry. This geometry is closer to what is used experimentally and
offers us the ability to look at the effects of the neutralizing background potential,
which provides further particle-hole symmetry breaking. Thus, we calculate a phase
diagram of the ν = 5
2
FQHE in Sect. 2.2 as the LL mixing strength, the strength of
the neutralizing background and the finite thickness of the sample are all varied. We
then look at the quasihole properties as a function of LL mixing in Sect. 2.3 and the
edge states of the system in Sect. 2.4.
In Chapter 3, we turn to the effects of an electric field upon the ν = 5
2
FQHE
state on the disk. Due to the radial symmetry of the disk, we choose to use a radial
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electric field. Unlike the infinite plane, where we may transform to a system with some
velocity to remove electric fields, the disk geometry has a broken Galilean invariance
as a result of the dependence of the direction of the radial electric field upon the
azimuthal angle. In Sect. 3.2, we again calculate the phase diagrams, similar to what
we did in Sect. 2.2, but we now vary the electric field strength and keep the finite
thickness constant. In Sect. 3.3, we then look at the effects of the electric field upon
the edge states of the system.
Finally, in Chapter 4, we bring these concepts together to look at the possibility
of controlling the ν = 5
2
state and possibly tuning either dynamically through the
LL mixing strength or through engineered samples, what ground state is realized.
To complete this picture, however, additional work is necessary as what we find
in Chapters 2 and 3 does not explain experimental results which indicate the 331
Halperin state may be a possible ground state [15]. Thus, in Sect. 4.1, we discuss
a future study which may be capable of realizing this state through a more careful
treatment of sub-level mixing in particularly wide wells. We then conclude with a
discussion of the prospects of sample engineering in Sect. 4.2.
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2. Phase Diagram and Edge States
We want to produce a phase diagram of the ν = 5
2
FQHE as we vary parameters
which would be set by a specific experimental sample. This leads us to chose the
disk geometry shown in Fig. 2.1 [54–56]. The disk has the advantage of requiring
a neutralizing background potential to confine the electrons to a finite region of the
plane, unlike the Haldane sphere which maps to the infinite plane. From this choice in
geometry, we may then control the strength of the neutralizing background through
the separation, d, as well as explore the edge states of the ν = 5
2
FQHE.
Additional parameters which we may include are the electron density and the
width of the 2DEG, w. While w is rather straight forward to incorporate into our




goes to zero as the electron density becomes infinite. Previous work on the effects of
w shows that it generally enhances the features of the ν = 5
2
FQHE [47,48], while the
effects of varying κ are uncertain, as discussed in Sect. 1.3 [16,17].




Thus, our goal here is to produce a phase diagram of the ν = 5
2
FQHE as these
parameters are varied [66]. This allows us to compare how the particle-hole symmetry
breaking effects of Landau level mixing and the neutralizing background compete.
From this, we may then be able to see transitions between incompressible states as
the nature of the particle-hole symmetry breaking changes to favor either the Moore-
Read Pfaffian or the anti-Pfaffian.
What we find is that LL mixing acts as a confining potential, capable of picking up
the slack in the confinement offered by the neutralizing background as d is increased.
Despite this effect, the LL mixing terms lead to an increase in the quasihole size as
predicted by Ref. [71]. Furthermore, we find that since LL mixing acts as a confining
potential, it is capable of overcoming edge reconstruction, preventing the problems
predicted by Ref. [74]. Combining this with the finite size effects, we see that the
Moore-Read Pfaffian is greatly enhanced by these effects when consider when only
just hte neutralizing background [56], the finite thickness [47,48], or LL mixing [16,17]
are considered.
2.1 Model
We wish to study the behavior of an electron gas confined by a disk of neutralizing
charge and subjected to an external magnetic field. In order for the FQHE to manifest,
the electron gas must be effectively two dimensional. This requires that it be confined
to some finite width w so that the excitation gap between the energy levels of this
potential, called sub-levels, is larger than the excitation energy between LLs. We
model this confining potential using an infinite square well potential in the z-direction,
while the neutralizing background acts to confine the 2DEG to a finite area in the
xy-plane.
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Due to our choice of a disk geometry, it is easiest to use the symmetric gauge for
the vector potential where the x- and y- directions are treated equivalently. In the
Hamiltonian Eq. 1.1, this then leads us to A = B
2
(−yxˆ + xyˆ). To create the full
Hamiltonian of the non-interacting electron gas we are interested in, the potential of
the infinite square well is also added, making the eigenstates take the form























where the Lmn (x) are the associated Legendre polynomials. The LL structure is re-
tained and is still given by n, but the linear momentum in the y-direction is no longer
a good quantum number and is replaced by the angular momentum m. The effects
of the infinite square well potential are then given by the last portion of the state.
By confining the electrons to lie in the lowest sub-level, we are then freezing out the
dynamics in that directional, effectively constraining the electrons to two-dimensions.
To develop the Hamiltonian of our system, we want to consider what interactions
and potentials contribute meaningfully to the electron dynamics. As we are employing
exact matrix diagoanlization techniques, we want to restrict the many-body states
of the electron gas to lie in a single Landau level. Thus, the quantizing magnetic
field only serves to provide the form of the non-interacting states and otherwise only
results in an additive constant. Since this constant is the same for all states in the
same LL, we drop it without altering the dynamics. The other terms of interest are
then the interactions of the electron gas with the neutralizing background and the
interactions among the electrons. Our Hamiltonian is thus
H = HBackground(d, w) +Hee(w). (2.2)
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The interactions with the neutralizing background depend upon the distance be-
tween the electron gas and the neutralizing background d and the radius of the disk
Rdisk. The potential for the neutralizing disk is then given by









R2 + r2 − 2rR cos(θ − φ)− (d− z)2 .
(2.3)
To determine Rdisk, we consider the areal density of the Landau level states in Eq.
2.1 and that we are interested in a half-filled Landau level. Thus, for N electrons,
Rdisk =
√
4N in units of `B [54–56].
With this potential, we can then calculate the matrix elements for a state with












−2rR cos(θ − φ)− (d− z)2]− 12 ∣∣∣1,m〉 (2.4)
where 〈1,m|r, θ, z〉 gives Eq. 2.1. Using these matrix elements, we can then write the









m annihilating (creating) and electron in the first excited Landau level with
angular momentum m.
Moving on to Hee, the electron-electron interactions, we want to not only include
the effects of electron-electron interactions in the first excited level, but also the
effects of Landau level mixing to all other Landau levels through virtual excitations.
To do this, we take the Coulomb interaction and carry out a diagrammatic expansion
[57–61]. To the lowest order, there are two possible diagrams, the direct diagram,
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Figure 2.2. The lowest order diagrams are given by (a) the direct
terms, (b) the exchange terms, and (c) the vertex term.
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shown in Fig. 2.2(a), and the exchange, shown in Fig. 2.2(b). The contribution of




























|r1 − r2| (2.7)
where the numbers 1′, 2′; 1, 2 are used to indicate a set of quantum numbers in Eq.
2.1. For the higher order diagrams, it is much simpler to combine both of these
contributions into a single contribution, which define as a vertex, with
V1′,2′;1,2 = V
dir
1′,2′;1,2 − V ex1′,2′;1,2 (2.8)
as shown in Fig. 2.2(c) [57,59].
As we restrict the initial and final many-body states to lie in the n = 1 Landau
level, the only quantum number we are concerned with is the angular momentum.
As this quantity is conserved, the only interactions we are interested between two
electrons describes the exchange of angular momentum. Thus, using the vertex con-
tribution we have constructed, we can write all the first order corrections from the
Coulomb interaction as
V kl,m = Vm+k,l−k;l,m. (2.9)













Continuing to the next highest order, the diagrams divide into two classes. The
first class are two-body diagrams that describe two particles interacting through me-
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Figure 2.3. The (a) three second order, two-body interaction diagrams
and (b) the generic three-body diagram.
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w = 0`B 1`B
V
(2)
1 (w) -0.2143 -0.2020
V
(2)
3 (w) -0.1039 -0.0986
V
(2)
5 (w) -0.0353 -0.0423
V
(2)
7 (w) -0.0115 -0.0181
V
(2)
9 (w) -0.0023 -0.0079
w = 0`B 1`B
V
(3)
3 (w) -0.0147 -0.0136
V
(3)
5 (w) -0.0054 -0.0051
V
(3)
6 (w) -0.0099 -0.0093
V
(3)
7 (w) 0.0005 0.0002
V
(3)
8 (w) -0.0009 -0.0013
Table 2.1.
The two- and thee-body pseudopotentials for w = 0`B and w = 1`B.
diating virtual particles, as illustrated in Fig. 2.3(a), while the second class describes
interactions amongst triplets of particles mediated by a single virtual particle, shown
in Fig. 2.3(b). As these diagrams are computationally intensive to calculate, we want
to find a method to limit the number of diagrams which must be computed. This can
be accomplished using Haldane pseudopotentials [29, 57,59].
Haldane pseudopotentials describe an interaction between a collection of parti-
cles with a known relative angular momentum. As the size of the Haldane pseu-
dopotenteials decreases quickly with increasing relative angular momentum, only a
small number need to be retained to successfully model a system with many inter-
acting particles. In the present case, the Haldane pseudopoentials are calculated
for the two- and three-body potentials by calculating the matrix elements for two-
and three-body states with total angular momentum M . These states are then pro-
jected onto the state for two or three particle relative angular momentum states
with MRelative = M [67]. Adding the calculated matrix elements with the appropri-
ate weightings from the projection then gives the N -body Haldane pseudopotential
V
(N)
M (w). The Haldane pseudopotentials have previously been calculated for vari-
ous widths of the electron gas w and the results shown in Table 2.1 are taken from
Ref. [59].
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is the Landau level mixing strength. The PMi,j and P
M
i,j,k are the
two- and three-body projection operators which project the given doublet or triplet of
electrons onto the state with relative angular momentum M . The total contribution








Combining this with the contribution from the neutralizing background and we have
all the terms of our Hamiltonian Eq. 2.2.
2.2 Phase Diagram
The phase diagram of the ν = 5
2
fractional quantum Hall effect is produced by
varying the strength of the Landau level mixing κ, the width of the electron gas w, and
the distance between the neutralizing background and the electron gas d. For each
set of these variables, we then want to know what the ground state is. This is done
by exactly diagonalizing the Hamiltonian Eq. 2.2. It is clear that for each additional
particle, the dimensionality of the many-body Hilbert space increases rapidly, making
this exact diagonaliztion process computationally intensive.
We may, however, exploit the symmetries of our system to decrease the com-
putational complexity. As our system is rotationally invariant, the total angular
momentum is conserved. Thus, the Hilbert space may be divided into subspaces of
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states with the same total angular momentum. The conservation of angular momen-
tum then decouples each of these subspaces and we only need to consider the matrix
elements for two states in the same subspace [56]. This then greatly simplifies the
exact diagaonalization process.
To determine the ground state for a given set of κ, w, and d, the eigenstates
and eigenenergies of each subspace are found. The total angular momentum with
the lowest global energy is then the ground state total angular momentum at that
combination of values. Thus, it is natural to label the phases by the total angular
momentum M with the lowest total energy.
From the model we are using, we only expect to see two possible incompressible
states. These are the Moore-Read Pfaffian and the anti-Pfaffian. We may distinguish
between these states as they have distinct total angular momenta for a finite number





In the case of the anti-Pfaffian, the holes in the half-filled Landau level condense into





− (S −N)((S −N)− 3)
2
(2.15)
where S is the number of available single particle states. To determine whether or not
these states are actually realized at these angular momenta, we use overlap integrals
as well as exploring other system properties in the case of the Moore-Read Pfaffian.
A possible concern for the phase diagram is the influence of the edge states upon
the bulk. As we are looking at small systems of no more than 10 electrons, this is a







































































Figure 2.4. The phase diagram for 8 electrons in 14 states for (a)
w = 0`B and (b) w = 1`B.
of the edge states on the bulk. This is accomplished by limiting the size of the system
to S = 2(N − 1) single electron states, reducing the number of edge states in the
system and thus reducing the effects of these states on the bulk [55].
We begin by examining the phase diagram for N = 8 electrons in S = 14 states in
Fig. 2.4 [66]. The Moore-Read Pfaffian, highlighted in green in Fig. 2.4, in this case
has an angular momentum of M = 52. We see then that the Moore-Read Pfaffian
then appears for a wide range of d and κ at both values of w. The anti-Pfaffian for
8 particles in 14 states then has a total angular momentum M = 64 and, unlike the
Moore-Read Pfaffian is entirely absent from Fig. 2.4. This may be an effect of the
small size of the system prohibiting this higher angular momentum, and thus closer
to the edge, state from properly stabilizing.
Aside from the Moore-Read Pfaffian state, another state of interest in Fig. 2.4 is
the black M = 28 state. This state is the result of the collapse of the electron gas
to the center of the disk, where it is supported only by degeneracy pressure. Since
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this state only appears in the case of strong LL mixing, we may conclude that the LL
mixing terms are attractive.
Knowing that the LL terms act in an attractive manner, the structure of the
phase diagram in Fig. 2.4 begins to make sense. When κ = 0, the phases realized
are dependent upon the strength of the confinement offered by the neutralizing back-
ground. As the confinement is weakened by increasing d, the lowest order, repulsive
electron-electron interaction push the electron gas to higher angular momenta states,
where the interaction is minimized. Increasing κ then effectively strengthens the con-
finement of the electron gas and brings the electrons back to lower angular momenta
states. Thus, as d increases, a larger κ is necessary to realize the same state as at
lower d.
From this, we see that the small κ in our system is not as much of a problem as
it would initially appear. In an experimental sample, d ∼ 10`B and thus we would
expect κ to also be larger. Thus, the fact that we see the Moore-Read Pfaffian for
very weak LL mixing is not a problem as at realistic separations, the LL mixing must
be stronger.
The remaining states in Fig. 2.4 which we have not discussed all fall into the class
of compressible stripe states. These states are identifiable by the structure of their
wave function, being composed of a basis vector of the Fock space. As a result, we
can write these states as binary strings, where a 1 represents a filled single particle
state described by Eq. ??. Thus, the stripe structure appears as each single particle
state has a well defined angular momentum and thus a well orbital radius.
So far, we have only really looked at what phases are realized and the interplay
between the LL mixing and the neutralizing background. Now, we turn to the third
parameter we vary, the finite thickness of the 2DEG w. Looking at Fig. 2.4a and













































































Figure 2.5. The phase diagram for 10 electrons in 18 states for (a)
w = 0`B and (b) w = 1`B.
fian increases significantly and the area diagram occupied by the compressible stripe
states decreases. Additionally, the finite thickness decreases the area taken up by
the collapsed M = 28 state. Overall, the inclusion of finite thickness weakens all the
potentials, but the reduction in the collapsed state indicates that the repulsive terms
gain somewhat on the attractive contributions.
In experimental settings, the number of electrons is of order 1023 and thus we
cannot expect the 8 electron results to necessarily reflect upon the behavior of an
experimental sample. To gain some insight into how the behavior changes as the
experimental limit is approached, we can increase the number of particles and look at
how the system changes as a result. Thus, we also want to examine case of N = 10
electrons in S = 18 states. The phase diagram for this case is given in Fig. 2.5 [66].
For 10 electrons, the Moore-Read Pfaffian state has a total angular momentum
of M = 85 and is again highlighted in green in Fig. 2.5. This region has decreased
in size when compared to the 8 electron results in Fig. 2.4, but, at the same time,
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the overlap of this region with the Moore-Read Pfaffian has increased. Thus, as the
electron number increases, the ground state becomes more like the ideal Moore-Read
Pfaffian state, but it is more sensitive to experimental parameters. Another feature
of note is the M = 101 region in Fig. 2.5 highlighted in red. This state is of interest
because it may be in the same universality class as the anti-Pfaffian in spite of the
very poor overlap with the anti-Pfaffian state.
We can see that the collapsed M = 45 region in Fig. 2.5 marked in black is reduced
in size when compared to Fig. 2.4, having been partially replaced by new stripe
states. This trend should continue as the electron number is increased. Therefore, in
a realistic setting, we would expect that as the LL mixing strength is turned on, the
system will transfer from the Moore-Read Pfaffian into a series of compressible stripe
states. This is in agreement with experimental results which show the collapse of the
5
2
FQHE above a certain LL mixing strength [68].
In order to better understand the effect of particle-hole symmetry breaking, we
look look at how the overlap integrals behave as κ and d are varied. In Fig. 2.6a we see
how the overlap of the Moore-Read Pfaffian with the M = 85 ground state evolves
as these parameters are varied [66]. What we find is that for a fixed separation,
the overlap falls with increasing κ, which is consistent with other results on the
sphere [17]. When we allow d to vary, however, we find that a relationship between d
and κ develops which leads to a maximum overlap at a non-zero κ value. After this
maximum, however, the overlap begins to fall quickly. This appears to be a finite
size effect as the peak occurs when d is approaching the the scale of the system as a
whole and occurs for larger d when w = 0`B.
Looking at the overlap of the anti-Pfaffian with the M = 101 ground state, we
see significantly different results. Where the overlaps with the Moore-Read Pfaffian














































Figure 2.6. The overlap of (a) the Moore-Read Pfaffian with the
M = 85 ground state and (b) the anti-Pfaffian with the M = 101
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Figure 2.7. The 100 lowest lying energy levels for (a) w = 0`B and
d = 1.2`B and (b) w = 1`B and d = 1.2`B as κ is varied.
smaller. We do, however, notice behavior consistent with the anti-Pfaffian as LL
mixing is turned on. Similar calculations performed on the sphere found that as κ
mixing increased, the system transitioned from the Moore-Read Pfaffian to the anti-
Pfaffian by considering the overlap integrals of the M = 0 ground state [17]. What
we see here is consistent with this behavior as increasing κ leads to a sharp increase
in the overlap with of the ground state with the anti-Pfaffian. Thus, we believe that
the M = 101 ground state in Fig. 2.5 is at least in the same class as the anti-Pfaffian
state when combined with its appearance at larger values of d when the confinement
of the neutralizing background is weaker [56].
With the M = 85 region well established by the overlap integrals to be the Moore-
Read Pfaffian, we now want to more closely examine the phase transitions. To do
this, we perform a higher resolution scan in κ and plot the energies of the lowest lying
states. The results of this process are shown in Fig. 2.7 [66]. For both values of w we
examine here, the incompressible M = 85 state has a linearly increasing excitation
gap which reaches a plateau before linearly decreasing. Once the excitation gap
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closes, the system then transitions into a compressible stripe state, consistent with
experimental measurements [68].
Comparing Fig. 2.7a and b, there is a key difference between the w = 0`B and the
w = 1`B results. While in Fig. 2.7a all the states posses an energy gap, in Fig. 2.7b,
only the potential incompressible states at M = 85 and M = 101 continue to posses
an excitation gap while the excitation gap for the incompressible states closes. This
behavior in conjunction with the overlap behavior illustrated in Fig. 2.6b solidifies
the M = 101 region as belonging to the same universality class as the anti-Pfaffian.
From the phase diagram and the overlap integrals, we may thus draw several
conclusions about the nature of the ν = 5
2
fractional quantum Hall effect. The
first is that both the anti-Pfaffian and the Moore-Read Pfaffian are plausible ground
states for the system, at least once the particle number becomes sufficiently large to
support the anti-Pfaffian state. Which state is realized is sensitive to both the strength
of the neutralizing background and the strength of LL mixing. Thus, parameters
determined by the experimental sample may determine which of these states is realized
in experiment. Second, we find that increasing κ for a fixed d causes the overlap of
the M = 85 ground state with the Moore-Read Pfaffian to decrease, though careful
selection of d and κ can lead to a larger overlap than in the absence of any LL mixing.
We additionally see that the inclusion of finite sample thickness greatly improves the
signatures of the incompressible states [47,48,69]. This is evident from their increase
in size in the phase diagrams in Figs.2.4 and 2.5 as well as the significant decrease in
the excitation gap for the compressible stripe states illustrated in Fig. 2.7b.
Looking at the possible transitions between incompressible states, we see that the
anti-Pfaffian is favored for small κ and may transition into the Moore-Read Pfaffian
as LL mixing is turned on, agreeing with Ref. [16] in the limit of weak LL mixing.
This result is the opposite of what was observed in Ref. [17] on the sphere, where
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the Moore-Read Pfaffian transitioned into the anti-Pfaffian as LL mixing was turned
on. The overlaps of the states, however, follow the same trends as those observed in
Ref. [17]. We also find that the introduction of finite thickness overall improves the
quality of the ν = 5
2
state, causing excitation gaps to close for the compressible stripe
phases.
2.3 Quasiholes
With the nature of the M = 85 region well established to be that of the Moore-
Read Pfaffian, we now want to look at the quasihole excitations. These are introduced








U characterizes the strength of the strength of the tip, while σ describes its effective
size of the tip. The connection between the width of the Gaussian in angular mo-
mentum space and the real space size of the tip is then related to the effective size
of each state, with higher angular momentum states being further from the center of
the disk. Thus, applying this potential with U > 0 will push electrons away from the
center of the disk, causing a hole to form. Under the right conditions, this should
result in the formation of a quasihole excitation.
In Fig. 2.8, we apply the Gaussian tip potential to the electron gas and slowly turn
it on, using the blue bars to mark the M = 85 region when U = 0 [66]. We see that
the M = 85 ground state begins to be replaced by the neighboring M = 90 ground
state. This is what we expect for the Moore-Read Pfaffian and also see that the
excitation carries a charge e/4 away from the center of the disk. When we compare
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Figure 2.8. The 100 lowest lying energy levels when applying the
Gaussian tip with w = 0`B and d = 1.2`B for σ ' 4 and (a) U =
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Figure 2.9. The 100 lowest lying energy levels when applying the
Gaussian tip with w = 1`B and d = 1.2`B for σ ' 4 and (a) U =
0.05e2/`2B, (b) U = 0.1e
2/`2B.
that in order to introduce a single quasihole excitation, we must use a larger tip,
which is the expectation from analytical calculations [56,71].
Moving on to the case where w = 1`B and finite thickness effects enter, we find
that we cannot create a single quasihole excitation, as shown in Fig. 2.9 [66]. Instead,
as we turn on the Gaussian tip, the neighboring states still intrude into the M = 85
state, but they do to have the correct angular momentum or charge displacement to
be related to a quasihole. Once we apply a sufficiently strong Gaussian tip, as shown
in Fig. 2.9b, however, we create a 2 quasihole excitation at the center of the disk.
As we may more easily introduce a pair of excitations into the system than we can
introduce a single excitation, we have further evidence that this is a paired state in
line with the Moore-Read Pfaffian.
Why is the Gaussian tip unable to introduce a single quasihole excitation when
w = 1`B? Looking at our results for the infinitely thin case, we see that the inclusion
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Figure 2.10. The 100 lowest lying energy levels when applying the
Gaussian tip with w = 1`B and d = 1.2`B for σ ' 4.5 and (a) U =
0.01e2/`2B, (b) U = 0.02e
2/`2B.
mixing, the strength of the magnetic field is being decreased in order to increase the
κ by lowering ωc. This causes a small amount of charge to be transported from the
center of the disk to the edge. The quasiholes represent a similar center of rotation
to the center of the disk and thus a similar phenomenon occurs, leading to a larger
area of depleted charge.
When we consider what the finite thickness of the sample does to the confining
potential, we see that the potential is weaker. On the other hand, the effects of the
magnetic field are largely unchanged. Thus, when we decrease the magnetic field, the
electron gas more easily moves towards the edge and we have a larger effect for the
same change. This then leads to a larger depleted region of charge. Applying this
reasoning to the w = 1`B case shown in Fig. 2.9, we consider using a larger Gaussian
tip than when we just include Landau level mixing [66]. Thus, applying a Gaussian
tip with σ ' 4.5 to the disk with thickness w = 1`B, we see in Fig. 2.10 that a new
state appears with M = 90 as we turn on the Gaussian tip.
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In this section, we thus see that, as predicted by Ref. [71], LL mixing does lead
to larger quasiholes. Unexpectedly, we find that the inclusion of finite thickness
also results in an increase in the quasihole size. Thus, we find that both the LL
Mixing strength and the finite sample thickness are important in the properties of
the quasiholes of the system.
2.4 Edge States
Thus far we have explored the bulk properties of the M = 85 ground state and
have established this phase to be the Moore-Read Pfaffian. We thus want to turn to
the edge states which are accessible due to the disk geometry chosen [56]. With this,
we can explore the unique edge structure of the Moore-Read Pfaffian. In addition
to the Bose edge modes present in other fractional states, the Moore-Read Pfaffian
possess Fermi edge modes as well [72]. The Bose edge modes then carry the quasihole
charge along the edge while the Fermi modes are responsible for transporting the
particle statistics.
When examining the bulk properties, we restrict the number of available single
particle states to 2(N − 1). This is done to prevent edge reconstruction and enhance
the bulk properties by providing additional confinement. Moving on to the edge
states, however, we no longer want to suppress the edge structure. Thus, we weaken
the confinement and we allow for 2(N + 1) single particle states.
This loss of confinement opens up the possibility of edge reconstruction. It has
been shown that edge reconstruction is a risk when the potential at the edge is softer
and by increasing the size of our single particle Hilbert space, we have softened the
edge [73]. It has been numerically shown that edge reconstruction is a significant risk
in the ν = 5
2
FQHE at small separations d between the 2DEG and the neutralizing













The edge state overlaps for single excitation edge states when w =
1`B, d = 1.2`B and κ = 0.4.
Due to the attractive nature of the LL mixing terms, it is then possible that their
inclusion will overcome these edge reconstruction effects.
Within the expanded Hilbert space, we repeat the exact diagonalization procedure.
The potential edge states of the system are then identified by calculating the overlap
with the exact edge states of the Moore-Read Pfaffian [72]. For the Fermi edge modes
and the low-lying Bose edge modes, this procedure works well, with large overlaps
observed, as shown in Table 2.2 [66]. As we look at Bose modes with higher angular
momenta, however, the overlap integrals begin to decline and thus the energies of the
states was additionally used to identify potential edge excitations.
We begin by examining 10 particles in 22 states when w = 0`B, d = 1.2`B, and
κ = 0.3 in Fig. 2.11 [66]. In the figure, the edge modes are marked in red, with
the bulk states shown in black. The Fermi edge modes are mostly separated from
the bulk states, with only a single bulk state mixed in, but the Bose modes are well
mixed with the bulk states. In the case where a combination of the pure three-body
Hamiltonian, HPf = V
∑
i<j<k δ(xi − xj)δ(xi − xk), and the Coulomb interaction are
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Figure 2.11. The low lying excitations of the Moore-Read Pfaffian for
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Figure 2.12. The low lying excitations of the Moore-Read Pfaffian for
10 particles in 22 states when w = 1`B, d = 1.2`B and (a) κ = 0.4 or
(b) Increasing κ to 0.5.
be overcome when HPf is sufficiently strong [56]. Comparing these results, the LL
mixing acts to separate the edge states from the bulk states similar to HPf.
When we include finite thickness into our calculations, we find that this separation
is enhanced, as can be seen in Fig. 2.12 [66]. With the inclusion of finite thickness,
the Fermi edge modes become entirely separated from the bulk states, but the Bose
modes remain well mixed. Thus, we again see that the inclusion of a finite thickness
enhances the features of the ν = 5
2
FQHE.
Looking specifically at Fig. 2.12a, we see that the Fermi edge modes have become
lower in energy than the Moore-Read ground state, which is indicative of a recon-
structed edge [66, 74]. As edge reconstruction is dependent upon the nature of the
edge potential, the effects should be reversed by stronger confinement [73]. Since the
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Figure 2.13. The dispersion curves for the Bose (blue) and Fermi (red)
edge modes for 10 particles in 22 states with (a) w = 0`B, d = 1.2`B,
and κ = 0.3. and (b)w = 1`B, d = 1.2`B, and κ = 0.5.
of edge reconstruction may be reversed by increasing the strength of Landau level
mixing. This is indeed what is observed, as illustrated in Fig. 2.12b.
From the edge spectra, we may also extract the dispersion curves for the edge
mode, as shown in Fig. 2.13 [66]. As the Bose modes carry charge through the system,
these states are more sensitive to the long range effects of the Coulomb interaction
and are more susceptible to edge reconstruction effects. Thus, the Bose modes are
significantly less linear than the Fermi modes. Comparing the results when w = 0`B
in Fig. 2.13a to those which include finite thickness in Fig. 2.13b, we note that
the Bose modes become more linear and the sudden drop at large angular momenta
is reduced. This suggests that the inclusion of the finite thickness strengthens the
system against edge reconstruction. Similar changes in the Fermi dispersion curve
are also apparent when finite thickness is included.
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From the dispersion curves, it is possible to calculate the effective coherence length
of a quasihole isolated at the edge [56]. This is done by first calculating the velocities








where vF and vB are the velocities of the Bose and Fermi edge modes, we then have
the coherence length [75]. For the case where w = 0`B, we find that Lφ ' 1.93 µm
while for w = 1`B, Lφ ' 2.82 µm for GaAs heterostructures. These are shorter than
what has been observed in previous studies on the disk [56], but we have chosen a
larger d and thus expect a decrease in Lφ as a result of the smoother edge potential.
Comparing the two, however, the finite thickness leads to a significant improvement
of the coherence length of the edge states. This appears to be a dual effect of the
finite thickness as well as the Landau level mixing, where both stabilize the properties
of the Moore-Read Pfaffian and combat edge reconstruction effects that decrease the
coherence length.
From this, we can conclude that the finite thickness continues to improve the
properties of the system, including creating better behaved edge states. As for LL
mixing, we see that it continues to play a roll similar to the neutralizing background.
By turning on LL mixing, we are able to enhance the confinement of the electrons to
the disk. This creates an effectively sharper edge potential and acts to overcome edge
reconstruction. Thus, both LL mixing and finite thickness effects lead to an overall
enhancement of the Moore-Read Pfaffian state.
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2.5 Conclusion
In this chapter, we examine the effects of LL mixing, finite sample thickness and
the strength of the neutralizing background. From the phase diagram, we are able to
see that LL mixing acts as a confining potential, capable of replacing the neutralizing
background as d and κ are increased. As for the effects of finite thickness upon the
phase diagram, we saw that it enhances the potential anti-Pfaffian and Moore-Read
Pfaffian regions, increasing their size. When we look at the energy spectrum, we also
see that the finite thickness results lead causes excitation gaps for the compressible
stripe states to close, while the potentially incompressibe states remain gapped. When
we look at the overlaps, we see that at fixed d, LL mixing causes the overlap with the
Moore-Read Pfaffian to fall, but that until some critical dc, increasing d and κ leads to
an net increase in the overlap. Looking at the overlap with the anti-Pfaffian, however,
we find it to be very small, but increasing with increasing κ, which, when combined
with the other properties of the region, we take as an indication that this state is
in the same universality class as the anti-Pfaffian. Thus, we may conclude from our
phase diagram that LL mixing and finite thickness are beneficial to the potential
incompressible states. Additionally, we see that sample dependent parameters, such
as the strength of the neutralizing background and the finite sample thickness, can
strongly influence which state is realized in the ν = 5
2
FQHE.
Turning to the quasihole simulations, we find that introducing LL mixing leads
to an increase in the size of the quasihole. This is an expected analytical result, as
seen in Ref. [71]. Unexpectedly, however, we find that the inclusion of finite thickness
further increases the quasihole size. This makes sense when we consider the fact
that introducing finite thickness weakens the confining potential of the neutralizing
background. Thus, the insertion of a flux tube to produce the quasihole will cause
the resulting force to move more charge away from the center of rotation.
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Finally, the edge states continues to show that finite thickness and LL mixing have
a stabilizing effect. This is apparent through the increased linearity of the dispersion
relation for the Fermi modes and the increase in the coherence length when compared
to the case when w = 0. When we look at the effects of LL mixing, we see once again
that it acts as a confining potential, enhancing the properties of the Moore-Read
Pfaffian. We can see this by considering a case where the system has undergone
edge reconstruction. By increasing κ, the edge reconstruction effects and, since edge
reconstruction is an effect of the smoothness of the confining potential, the increase
in LL mixing strength must act as an additional confining potential.
So, overall, the finite thickness and the LL mixing enhance the properties of the
incompressible states. We also see that these effects lead to larger quasiholes while
also increasing the quasihole coherence length along the edge. When we add in the
strength of the neutralizing background, we see that the ground state of the system is
sensitive to sample dependent parameters and thus it is possible that the ν = 5
2
state
does not present always as the Moore-Read Pfaffian nor as the anti-Pfaffian. Instead,
the parameters of a given sample may strongly influence which of these incompressible
states is realized in experiment.
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3. Effects of an Electric Field
In order to perform measurements on quantum Hall states, a small current is run
through the sample. This requires applying a voltage difference between the source
and the drain contacts. In general, this is assumed to result in a constant electric field
through the sample. Thus, taking the Hall bar to the thermodynamic limit, we would
have an infinite rectangular plane with a constant electric field applied in the infinite
direction. Due to the Galilean invariance of the system and the strong quantizing
magnetic field, we can then transform to a frame where there is no electric field. In
this way, it is possible to eliminate all effects of the measurement field.
However, what happens if the Galilean invariance is broken? Such systems are
increasingly relevant, with renewed interest in the ν = 5
2
FQHE in Corbino disk
geometries [76]. In this case, the Galilean in variance is broken as the electric field
throughout the system no longer has a consistent direction and instead the direction
varies with the azimuthal angle. As a result, transforming the coordinates to a system
with a constant velocity relative to the lab frame can no longer eliminate the effects
of the electric field applied to the system. Thus, the effects of any in-plane radial
electric field must be considered. Using the disk geometry detailed in Sec. 2.1, we
explore the implications of an applied radial electric field.
We find that the direction of the electric field strongly influences the behavior of
the electrons. An electric field in the −r direction will cause the 2DEG to split into
two components isolated at the edge and center of the disk, shifting the M = 85
region of the phase diagram into a stripe state, when the field is sufficiently strong.
At weaker strengths, this potentially appears to destabilize the Moore-Read Pfaffian.
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The field in the opposite direction, +r, at very strong strengths does not cause the
system to collapse into a stripe state, but it does destroy the Moore-Read state. At
more intermediate states, we see that this field actually leads to a slight enhancement
of the Moore-Read state. When we look at edge states for weak electric fields, we
see that the direction does not significantly impact the edge state coherence length,
but the fields do significantly enhance the coherence length when compared to no
applied electric field. We also see that the applied fields, as we should expect, have a
significant effect on the charge carrying Bose modes.
3.1 Model
We use the system described in Sec. 2.1, using the Hamiltonian Eq. 2.2. As we
are interested in the effects of an external electric field, we include an additional term






























































in units of e
2
`B
, where Γ(a, b) is the upper incomplete gamma function, U characterizes
the strength of the potential and has the opposite sign of the applied field, R is the
radius of the disk, and ψ1,m(r, θ, z) is given by Eq. 2.1. In order to generate this
potential experimentally, we could start with a Corbino disk, with the inner and
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Figure 3.1. The matrix elements arising from an in-plane electric field
for several system sizes.
consider shrinking the inner radius of the Corbino disk to 0, making a point contact
which holds the center of the disk at one voltage and the edge at another.
For our small system size, this potential should have significant effects. This,
however, is very far from the experimental system size and we must consider how this
potential behaves in the thermodynamic limit. To do this, we consider the behavior
of the matrix elements as the system size increases in Fig. 3.1.
We can identify two regions arising from the electric field. The first is the bulk,
where the matrix elements grow ∝ √m. As this grows without bound, the matrix
elements are a non-vanishing contribution as the number of particles goes to infinity.
The second region occurs at the edge. Here, the matrix elements decrease dramati-
cally. As this edge region grows with the system size, as shown in Fig. 3.1, the effects





















Figure 3.2. The scaling of e
`2B
with κ for GaAs.
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An additional concern is the breakdown voltage of the system, the voltage at
which the QHE behavior begins to breakdown. For the ν = 1
3
FQHE, the breakdown
voltage is on the order of 105V/m [77]. As a result of how κ scales with the magnetic
field, we see from Fig. 3.2 that in a realistic setting, U may be quite large before this
breakdown voltage is reached. If we instead consider the much smaller measurement
field, typically of order 10− 100V/m [15,45,68,69], we still expect a significant U at
experimentally relevant κ. Thus, it is possible that the measurement fields directly
effect the state observed.
3.2 Shifts in the Phase Diagram
We consider how the electric field influences the 2DEG by varying the strength of
the field through the parameter U . The range of U which we examine is determined
by the breakdown voltage and the typical measurement fields applied to a sample.
This gives us |U | = 1, 0.1, 0.01, 0.001 e2
`2B
, which is compared with the case where there
is no field, U = 0 e
2
`B
. The largest two values are then representative of cases near the
breakdown voltage, while the smallest non-zero U produces fields on the same scale
as typical measurement fields.
The phase diagrams for 10 electrons in 18 states are shown in Fig. 3.3 as U is
varied. The most striking feature of these phase diagrams are present in the strong
−U and +U electric fields. In these limiting cases, the M = 85 region, highlighted
in green, associated with the Moore-Read Pfaffian are greatly expanded, and thus
we might expect that the potential has somehow enhanced this incompressible state.
Additionally, we can see that the M = 45 collapsed state, where the LL mixing terms
have caused the 2DEG to collapse into the center of the disk, is pushed to much higher
κ, but the −U field appears to push the Moore-Read Pfaffian to larger neutralizing
disk separation lengths, d and lower κ and the +U field does the opposite.
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Figure 3.3. The phase diagrams for 10 particles in 18 states for (a)
U = 1, (b) U = 0.1, (c) U = 0.01, (d) U = 0.001, (e) U = 0, (f)
U = −0.001, (g) U = −0.01, (h) U = −0.1, (i) U = −1.
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When we turn to the overlap data for these limiting cases, we find that the Moore-
Read Pfaffian is not enhanced. In fact, for the +U field, we find the overlap integral
is ' 0, while for the −U field, the overlap integral is significantly suppressed, ∼ 0.02,
but still non-zero. Looking at the structure of the ground states when a strong +U
field is applied, the 2DEG is clearly divided into two separate populations and the
system is in a stripe state. One population is isolated to the core of the disk, while
the other is at the edge as these are the weakest regions for the applied potential.
This split is expected if we consider Fig. 3.1, where the core and edges have a weak
contribution form the electric field potential. From this, we expect that in a Corbino
disk, the 2DEG becomes isolated at the inner and outer edges of the sample as the
breakdown voltage is approached.
The case for the +U field is more complex. Instead of collecting at the edges, the
electrons are strongly repelled from these regions by the applied potential. Thus, the
electrons accumulate in the bulk region of the disk and the state is not a simple stripe
state as is the case for the −U field and the state is a strong mixture of many Fock
states.
Looking at the behavior of the system as the electric field is weakened, there are
differences in how the +U and −U systems evolve. Starting with the +U field, we
see that as the field weakens, the M = 85 region narrows considerably. It is replaced
by a large number of incompressible stripe states. Also with the weakening of the
electric field, we see the M = 45 collapsed region begin to appear in the lower right
corner.
For the −U field, the situation is quite different. The M = 85 region does not
get replaced as the field is reduced as in the +U case, but instead shifts positions to
lower d regions of the phase diagram. It still shrinks as a result of new compressible
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Figure 3.4. The change in the overlap integral at fixed d and κ as U
is varied for 10 electrons in 18 states.
+U case. We also see that the M = 45 Collapsed state does not appear just in the
most strongly confined region first, but appears all along the right side.
These changes in behavior are consistent with what we expect from Fig. 3.1. The
+U field acts to keep electrons at the edge of the disk and is thus not a strong confining
potential. Thus, the collapsed state must appear only in the regions of strongest
electron confinement. For the −U field, the potential acts to confine electrons and
thus should enhance the collapsed state, allowing it to appear at all d values and
more strongly at low d and high κ.
Turning to the overlap data, we find some unexpected trends in Fig. 3.4. Unsur-
prising, as a −U field is turned on, the overlap integral with the Moore-Read Pfaffian
decreases in a roughly linear manner at all d and κ examined. Turning now to the
+U field, we see that the overlap integral actually increases with increasing U before
collapsing to 0. This behavior is present at all d and κ, but as d approaches 1, the
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overlap begins to fall for smaller U , which may be a result of the same effect which
causes the U = 0 overlap to fall at similar d in Sec. 2.2.
Thus, we see that the effects of Eq. 3.1 on the phase diagram. At strong positive
U , the electric field is towards the center of the disk and causes the 2DEG to split
into 2 populations, isolated at the core of the disk and the edge, forming a striped
state. In the strong negative U case, the electric field is towards the edge of the disk
and causes the 2DEG to accumulate in a band around the center, but it does not
form a striped state. The formation of the stripe state causes the overlap with the
Moore-Read Pfaffian to drop to 0 at strong +U , but for weak electric fields, it acts
to increase the overlap before collapsing into the stripe state. In the case of the −U ,
while the overlap never goes to 0, it does continually decrease. From all of this, we
can conclude that even in the limit of weak fields, the effects of an electric field in a
system with broken Galilean symmetry are significant. This then offers an additional
experimental parameter which may be used to control what ground state is realized
in the ν = 5
2
FQHE.
3.3 Effects on Edge states
As the edge states are the experimentally accessible portion of the system, it is
vital that we understand how an applied radial electric field influences these states.
From Fig. 3.1, we should expect that the applied electric field will have a significant
impact upon the edge structure due to the significantly different behavior of the
matrix elements in this region. So, we carry out an exact diagonalization calculation
for 10 electrons in 22 states for |U | ≤ 0.001 e2
`2B
. The resulting energy spectra are given
in Fig. 3.5.
Comparing Fig. 3.5a and Fig. 3.5c, we do not see a significant difference between
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Figure 3.5. The spectrum for 10 particles in 22 states when w = 1`B,
d = 1.2`B, and κ = 0.5 when (a) U = 0.001
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0 0.3526 0.2635 0.3270
1b 0.2346 0.2053 0.1288
2b 0.0808 0.1068 0.0247
2f 0.1341 0.2283 0.1221
3b 0.0263 0.1244 0.0817
3f 0.1496 0.2850 0.1217
4b 0.0590 0.1115 0.1008
4f1 0.1653 0.1713 0.0896
4f2 0.1007 0.1176 0.0916
Table 3.1.
The overlap integrals for the fundamental edge excitations highlighted in Fig. 3.5
Fermi modes in Fig. 3.5a have a higher overlap than those in Fig. 3.5c. This also
manifests in the ∆M = 4 states, where the Fermi edge modes in Fig. 3.5a have fewer
bulk states of lower energy than in Fig. 3.5c.
Now comparing the results with an applied field to those with zero field in Fig.
3.5b, we see immediately that all edge states, when an electric field is applied, are
shifted to higher energy. This shift is more significant for the ∆M = 4 edge states,
which become shifted significantly into the bulk when they were entirely separated
when no electric field was applied. The electric field also acts to shift the bulk states
to higher energies, increasing the excitation gap universally. When we look at the
overlap integrals in Table 3.1, we see that the applied field results in an overall increase
in the overlap with the ground state, but the overlaps with the edge states are greatly
reduced. This reduction is a result of the significant difference in the edge matrix
elements when compared to the bulk edge states illustrated in Fig. 3.1.
Returning to the ground state overlap in Table 3.1, we surprisingly find that the
overlap with the ground state is increased for either a +U or −U electric field when
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Figure 3.6. The dispersion for the Bose (blue) and Fermi (red) modes
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in Fig. 3.4, where applying a −U electric field reduced the overlap compared to the
0 field case. The increase may be understood by considering the weakening of the
confinement caused by expanding the Hilbert space from 18 single electron states
to 22 single electron states. Given that the −U field acts to enhance the electron
confinement, it is then possible that the −U field compensates for this expansion of
the Hilbert space, resulting in an increase in the overlap.
From the spectra, we can again determine the dispersion relations of the Fermi
and Bose modes as we did in Sect. 2.4. The results are shown in Fig. 3.6 and we
can see that the effects of the electric field are quite dramatic. First, we see that the
Bose modes are much less well behaved than in the case with no electric field. This
is consistent with these modes carrying the quasihole charge through the system as
they should be more sensitive to the effects of the electric field. If we compare Fig.
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3.6a with Fig. 3.6c, we can see that the behavior is reversed when the field direction
is reversed, supporting the model of these states carrying charge through the system.
The second result we note in Fig. 3.6 has to do with the Fermi modes. We see that
the Fermi spectrum is still roughly linear and that the slope is much steeper than in
the case with no field. Thus, we should expect the coherence length of the quasiholes
traveling along the edge to be enhanced by the applied electric fields. Using Eq.
2.17, we see this to be the case, with the U = 0.001 e
2
`2B
case giving Lφ ∼ 9.7µm and
U = −0.001 e2
`2B
giving Lφ ∼ 10.7µm. Both of these are a clear improvement over the
Lφ ∼ 2.82µm coherence length observed in the absence of an applied field [66].
Thus, the application of a small electric field leads to a significant change in
the edge state behavior. Overall, the electric fields appear to significantly effect
the stability of the charge carrying Bose modes, as we expect, and also reduce the
overlap with the Fermi modes, but they lead to a net increase in the overlap with the
ground state. Despite this weakening effect, the electric fields significantly enhance
the quasihole coherence length, causing a ∼ 5× increase compared to the case with no
applied field. The measurement fields, then, may significantly effect the edge states
whose transport properties the fields are meant to measure.
3.4 Conclusion
We see that the effects of an electric field applied to a sample with a disk geometry,
and thus a broken Galilean invariance should have an impact in the thermodynamic
limit. Thus, we want to understand how this may manifest. We see that in the case
of a strong electric field, the ν = 5
2
FQHE incompressible states are destroyed, as we
should expect from the breakdown voltage. When we look at weaker electric fields,
however, the situation is very different. The electric field may shift the position of
the M = 85 Moore-Read Pfaffian state in d and κ. Furthermore, a sufficiently weak
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electric field can, when U is positive, enhance the state before the state is destroyed,
or it can weaken the state, as in the case of negative U .
When we look at the edge states, the effects of the electric field are even more
pronounced. The charged Bose modes are most significantly altered, with their be-
havior switching with the direction of the applied field. Overall, the edge states are
weakened as a result of the applied electric field, as evidence through the decline
in the overlap integral, but the quasihole coherence length is significantly improved.
Thus, it is possible that the application of an electric field to the sample may enhance
the transport properties of the system by strengthening the quasiholes responsible for
carrying charge through the system.
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4. Towards Control of the ν = 52 State
Our results in Chapter 2 and Chapter 3 identify several parameters which we may
use to control what phase the ν = 5
2
FQHE realizes. These parameters may either be
controlled at the time of growth, such as the strength of the neutralizing background
and the width of the 2DEG. Others may be controlled more dynamically, such as the
Landau level mixing strength and the strength of an applied electric field.
Despite all of these tunable factors, however, we see only non-Abelian FQHE
states. This does not match well with what is seen in experiment, where some samples
exhibit behavior consistent with the Abelian 331 Halperin state. As the 331 Halperin
state is a bilayer state, we would expect some mechanism which would produce the
two necessary populations of electrons. When we include finite thickness corrections,
such a mechanism is possible to include.
4.1 Sub-Level Mixing
Looking at the effects of Landau level mixing in Chapter 2, we see that allowing
virtual excitations to other LLs acts as an additional confining potential. We included
this LL mixing through the use of Haldane pseudopotentials. If we take the LL energy
gap to be very large, we are justified in restricting all of our electrons to lie in the n = 1
LL and including LL mixing effects through the perturbative expansion technique we
employed. All of this, however, revealed only non-Abelian states.
While there is experimental support for non-Abelian phases of the ν = 5
2
FQHE
[12], there is also support for Abelian phases, such as the 331 Haperin state [15]. As
the 331 Halperin state is a bi-layer state, it may appear if we could somehow realize
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a case where there are two possible sets of occupied states. If we look at the energy
levels of the confining potential, which confines the electrons to the layer making up
the 2DEG, a possible route to realizing these conditions becomes apparent.
It may be possible to use these sub-levels defined by the states of the confining
potential to create two possible populations of electrons. In our LL mixing results,
we did include sub-level mixing, but we assumed that all the electrons must lie in
the lowest sub-level due to the large excitation gap that allows us to treat the system
as two dimensional. In experimental settings, however, it is possible for the energy
spacing of these sub-levels to create a degeneracy between states in the lowest sub-
level and the n = 1 LL and states in the first excited sub-level and the n = 0 LL.
This scenario has been explored somewhat experimentally [69]. By varying the
magnetic field, the energy level spacing could be controlled and the sub-level excita-
tion gap and the LL spacing brought into resonance. The results show that as the
resonance is approached, the signatures of the ν = 5
2
FQHE are enhanced. Once the
states have been made degenerate, however, the ν = 5
2
state vanishes.
If we consider this phenomenon in terms of the ground states, we may be observing
a transition. In the case where the states are far from degenerate, our assumptions in
Chapter 2 hold and we may expect to find a non-Abelian state. As the gap between
the states closes, more electrons occupy the first excited sub-level in the n = 0 LL.
Once a macroscopic number of electrons are in this state, our assumptions in Chapter
2 break down and we may find a transition into the 331 Halperin state. After the
gap has closed and the first excited sub-level in the n = 0 LL begins to be the only
relevantly occupied state. At this point, we can look at previous experimental [78]
and theoretical [79] work to see that this may be a compressible composite fermion




We may test this picture by extending our existing framework. By relaxing the
restriction that the electrons in our system lie in the n = 1 LL, we may include
the first excited sub-level in the n = 0 LL state into our Hilbert space. Conducting
the exact diagonalization calculations again in this expanded Hilbert space may then
show transitions of this type.
4.2 Sample Engineering
With the identification of several controllable parameters, we enter a regime where
samples may be engineered to possess specific properties. By choosing a weak neu-
tralizing potential, the system can be driven towards the anti-Pfaffian. With the
application of the appropriate in-plane electric field or by manipulating the electron
density to control the Landau level mixing strength, the system may then be driven
towards the Moore-Read Pfaffian state. If further study shows that manipulation of
the sub-level energy gap leads to the realization of the 331 Halperin state, it may even
be possible to drive the system as desired between Abelian and non-Abelian behavior.
With continuing refinement in this area of research, we may eventually reach a period
where this level of control is realized experimentally.
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5. Understanding the kinetics of Bose-Einstein condensates
in artificial gauge fields
In semiconductor devices, the quantum Hall effect started with the observation of the
integer quantization of the Hall resistivity. In Sect. 1.1, we see that this is the result
of filled LLs being incompressible states of non-interacting electrons. When we look
at even cleaner samples, we see the emergence of the fractional quantum Hall effect.
This is understood, in Sect. 1.2, to be the result of incompressible states forming in
fractionally filled LLs as a result of electron-electron interactions. Using mean-field
theories, such as the Hartree-Fock approximation, it is not possible to recover these
incompressible states at fractional filling.
It is interesting, then, that the observation of the quantum Hall effect in Bose-
Einstein condensates (BEC) [80, 81] is treated using the Gross-Pitaevskii equation
[82, 83]. Using this to describe the BEC, the particle-particle interactions are then
only included through a mean-field term. As we saw with the fractional quantum
Hall effect, this may be insufficient to describe the true ground state of the system.
In order to test this, we look at how this system evolves when it is removed from
equilibrium. If the interactions may be treated successfully using a mean-field theory,
then the time-dependent Gross-Pitaevskii equation should be sufficient to describe
this evolution. Otherwise, we expect that the inclusion of higher order terms in the
kinetic equation, through a collision integrall, will result in significant shifts away
from the mean-field behavior [84]. To test this, we develop a kinetic equation for a
spin-orbit coupled BEC in a harmonic trap and look at its evolution when mean-field
and collision integral terms are included.
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5.1 Spin-Orbit Coupled Bose-Einstein Condensates
Experimentally, BECs are realized by using alkali metal vapors in magneto-optical
traps [82, 83, 85–88]. These atomic clouds are then cooled below the transition tem-
perature to the BEC state by inertial confinement. This is done by either blue shifting
(repulsive) or red shifting (attractive) the lasers making up the trap away from tran-
sitions of atoms in the gas. In the absence of an external magnetic field, this leads
to a single-species BEC trapped in an effective harmonic potential. As a result, the
dimensionality of the system is tunable by manipulating the trap potential, allowing
for three, two and one dimensional systems [82,83].
When a magnetic field is applied, however, the hyperfine levels of the atoms
come into play [83]. By tuning the magnetic field, it is possible to isolate atoms in
different hyperfine states to different regions. This internal degree of freedom may
then be treated as a pseudospin. In order to create the spin-orbit coupling, it is then
necessary to couple the motions of the atoms to this pseudospin.
Through careful choice of the magnetic field, the atoms in the BEC can be treated
as bosons pseudosin-1/2. Applying two counter-propagating Raman beams tuned to















for a non-interacting, one dimensional system []. In Eq. 5.1, the σi are the Pauli spin
matrices, k` is the recoil momentum from the Raman beams, δ is the detuning of the
Raman beams, and Ω is the Raman coupling strength.
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5.2 Kinetic Equation
We want to describe the non-equilibrium behavior of the spin-orbit coupled BEC
once it is removed from equilibrium. As we also want to go beyond a mean-field
theory treatment, using the Gross-Pitaevskii equation is insufficient. Thus, we want
to develop a kinetic equation which describes the evolution of the spin-orbit coupled
BEC [90].
To begin this process, we start with the Hamiltonian in Eq. 5.1. We rewrite it in






















x2φ†(x, t)φ(x, t) +
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As we are dealing with a pseudospin-1/2 system, the field operators are then two
dimensional vectors. If we take the commutation relation of each element of the fields
with the Hamiltonian, we will then have the equations of motion for the fields. This
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σiiz φi(x, t) +
Ω
2
σiαx φα(x, t) (5.3)



























where we sum over repeated Greek indices. These equations of motion will form the
foundation of our kinetic equation.
Now, we define the one particle Green’s function as









Using Eqs. 5.3 and 5.4, we can then define the time evolution of the Green’s function
to be
i~(∂t1 + ∂t2)Gij(x1, t1;x2, t2) = −
~2
2m




(σiiz ∂x1 + σ
jj












(σiαx Gαj(x1, t1;x2, t2)− σαjx Giα(x1, t1;x2, t2)).
(5.5)
Now, we wish to include interactions into our model. We begin with the Hartree-
Fock terms. Including these terms into Eq. 5.12 will then make our equations a
mean-field theory and should agree with the Gross-Pitaevskii equation. To find these
terms, we must first determine the form of the interaction potential. As we are
dealing with a dilute gas, we can treat the interactions as s-wave scatterings. Thus,
the interaction potential is given by
V (x1, x2) = gδ(x1 − x2), (5.6)
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where g parametrizes the strength of the interaction. Since we are dealing with a
















where I(i) is the 2× 2 identity matrix for particle i and σ(i)z is the Pauli z-spin matrix
for particle i.
With the interaction defined, we can include it into the equations of motion

















ij,αα(x1, t1, x, t1;x2, t2, x, t1)
−Vjj,αα(x2, x)G(2)ij,αα(x1, t1, x, t2;x2, t2, x, t2)
]
(5.8)
where we have take the trace over the operators which effect the fields of (x, t) and
have taken advantage of the diagonal form of Eq. 5.7. As the form of G
(2)
ij,kl is unknown
to us, the equations of motion in their present form are unsolvable.
In order to gain some ground on this problem, we rewrite G
(2)
ij,kl as a function
of the one particle Green’s function through a diagrammatic expansion. To lowest
order, the we may then treat G
(2)
ij,kl as two independent one particle Green’s functions.
This then gives us the Hartree and exchange terms. As the form of th einteraction
potential in Eq. 5.6 is a Dirac δ-function, the Hartree term takes the form
i [gii,ααGij(x1, t1;x2, t2)Gαα(x1, t1;x1, t1)− gjj,ααGij(x1, t1;x2, t2)Gαα(x2, t2;x2, t2)]
(5.9)
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while the exchange term takes the form
i [gii,ααGiα(x1, t1;x1, t1)Gαj(x1, t1;x2, t2)− gjj,ααGiα(x1, t1;x2, t2)Gαj(x2, t2;xt, t2)] .
(5.10)
By including Eqs. 5.9 and 5.10 in Eq. 5.5, our equations of motions now treat
interactions through a mean-field theory.
As we wish to go beyond such mean-field methods, we continue to the next highest





















dt′Giβ(x1, t1;x′, t′)Gγj(x′, t′;x2, t2)Gαγ(x2, t2;x′, t′)Gβα(x′, t′;x2, t2).
(5.11)
This will beomce the collision integral term which we are interested in.
With all of the terms defined, we now wish to write these in phase-space coordi-
nates. To begin this process, we rewrite Eq. 5.5 and the terms described by Eqs. 5.9,







r = x1 − x2 , t = t1 − t2,
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respectively. Then, Eq. 5.5 becomes
i~∂TGij(r, t;R, T ) = − ~
2
2m
∂R∂rGij(r, t;R, T ) + i
~2k`
2m






z )∂rGij(r, t;R, T ) +mω








(σiαx Gαj(r, t;R, T )− σαjx Giα(r, t;R, T )), (5.12)
while Eqs. 5.9 and 5.10 become
i
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With the equations of motion expressed as a function of the center of mass and
relative coordinates, it is now possible to transform the system to phase space. This
is done using the Fourier transform
Gij(r, t;R, T ) =
∫
dpdωeitω−irkG˜ij(k, ω,R, T ). (5.16)
Applying the transform Eq. 5.16 to Eq. 5.12, we find the equation of motion fo
non-interacting particles to be
i~∂T G˜ij(k, ω,R, T ) = −i~
2k
2m
∂RG˜ij(k, ω,R, T ) + i
~2k`
2m






z )kG˜ij(k, ω,R, T ) + imω








(σiαx G˜αj(k, ω,R, T )− σαjx G˜iα(k, ω,R, T )). (5.17)
Moving on to the Hartree-Fock terms in Eqs. 5.13 and 5.14, we find
i
[







′, ω′, R, T )



















′, ω′, R, T )







′, ω′, R, T )
]
. (5.19)
In order to remove the (r, t) dependence from the center of mass terms in Eqs. 5.18
and 5.19, we carry out a Taylor expansion of these terms and drop the higher order
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2piδ(k + k2 − k3 − k4)
×2piδ(ω + ω2 − ω3 − ω4)
×G˜iβ(k3, ω3, R, T )G˜βj(k, ω,R, T )
×G˜αγ(k4, ω4, R, T )G˜γα(k2, ω2, R, T )
(5.20)
where we only show the first of the four terms to illustrate the general form.
From here, we wish to describe the evolution of the phase space number density
using a quantum Boltzmann equation. Using the identity




G˜<ij(k, ω,R, T ), (5.21)
we are able to do so. Making the necessary change in variables, we find that Eq. 5.17
becomes
~∂Tfij(k,R, T ) = −~
2k
2m
∂Rf(k,R, T ) +
~2k`
2m










(σiiz − σjjz fij(k,R, T )
−iΩ
2
(σiαx fiα(k,R, T )− σαjx fαj(k,R, T )). (5.22)
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′, R, T ). (5.24)









2piδ(k + k2 − k3 − k4)
×2piδ(Eβj(k) + Eγα(k2)− Eiβ(k3)− Eαγ(k4))
×(δiβ + fiβ(k3, R, T ))(δαγ + fαγ(k4, R, T ))
×fγα(k2, R, T )fβj(k,R, T ) (5.25)
where we have again only looked at the first of the four terms in Eq. 5.15, wirh δij
being the Kronecker delta and defining
Eij(k) = −~









Combining Eqs. 5.22, 5.23, 5.24, and 5.25, we have a quantum Boltzmann equation
for the evolution of a spin-orbit coupled BEC which goes beyond mean-field approx-
imations.
5.3 Simulations
With the quantum Boltzmann equation defined in Sec. A.2, we want to test the
importance of the collision integral terms. As these terms should be most prominent
when the system is removed form equilibrium, we consider a recent experiment de-
scribed in Ref. [88]. In this experiment, a spin-orbit coupled BEC was prepared where
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, meaning that the different spin components occupied the same minima in
the energy as a function of momentum. Once the system had reached equilibrium, Ω
was non-adiabatically reduced to less than the critical value, causing the minima in
energy for each spin state to separate in momentum space. As a result of this change,
spin-dependent oscillations were observed in the BEC.
As this experiment involves the evolution of a non-equilibrium BEC, we should
expect to see the effects of the collision integral terms more clearly and thus we wish to
numerically replicate the experiment. To simplify this procedure, we set ~ = m = 1.
We then set k` = 1, ω = 0.1, c0 = 0.001 and c2 = 0.0001. As the spin-orbit coupled
BEC starts in a mixed state with both spin states having the same minima, we define
our starting condition as




with the off diagonal terms being 0, which assumes the initial temperature to be 0K.
For simplicty, we look at what happens when we take Ω→ 0 and set the detuning,
δ to 0. The results of allowing this case to first evolve according to Eq. 5.22 are shown
in Fig. 5.1, where we plot the number density in momentum space,
nij(k, T ) =
∫
dRfij(k,R, T ).
This shows the expected oscillations appearing when Ω is non-adiabatically changed.
When we add in the Hartree and exchange terms in Eqs. 5.23 and 5.24, we find that
the results are very similar to the evolution according to just Eq. 5.22.
As the results of the two simulations are very similar visually, we choose to look at
the difference between the two results. This is done by done by taking the difference
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Figure 5.1. The evolution of the spin-orbit coupled BEC with no interactions























Figure 5.2. The difference between the mean-field evolution and the
non-interacting evolution (n
(R2)
















































Figure 5.3. The difference between (a) the collision integral evo-
lution and the non-interacting evolution (n
(R3)
ii (k, T ) − n(R1)ii (k, T ))
and (b) the collision integral evolution and the mean-field eovlution
(n
(R3)
ii (k, T )− n(R2)ii (k, T )).
between the densities resulting from the evolution with just Eq. 5.22, which we will
call n
(R1)
ij (k, T ) and the evolution when we use Eqs. 5.22, 5.23, and 5.24, which we will
label n
(R2)
ij (k, T ). Then, we can plot the results of n
(R2)
ii (k, T )−n(R1)ii (k, T ), as shown in
Fig. 5.2. We can then quickly see that the mean-field terms dampen the oscillations
of the BEC by the increase in density twnding towards the final equilibrium.
Moving on to the collision integral, which adds the four terms of the form of
Eq. 5.25 to the mean-field evolution, we again find the results difficult to visually
tell apart. Thus, we again carry out the difference procedure, this time labeling the
evolution including the collision integral by n
(R3)
ij (k, T ). The results of this are shown
for both n
(R3)
ii (k, T ) − n(R1)ii (k, T ) and n(R3)ii (k, T ) − n(R2)ii (k, T ) in Fig. 5.3a and b,
respectively. Here, we see in Fig. 5.3a that the fully interacting system continues to
81
dampen the oscillations of the BEC when compared to the full system. The question,
however, it to what degree the collision integral terms are effecting the dampening
rate. To determine this, we look at n
(R3)
ii (k, T ) − n(R2)ii (k, T ) in Fig. 5.3b. What we
see is that by including the collision integral terms and the Hartree-Fock terms, we
see that the dampening is increased by the same order as when we just include the
Hartree-Fock terms. From this, we may conclude that the collisions integral terms
play an important roll in the evolution of the non-equilibrium system.
5.4 Conclusion
Our results show that the collision integral plays an important role in the evolution
of a non-equilibrium spin-orbit coupled BEC. While the effect starts off small, it
increases with time, suggesting that further study is necessary to understand the full
effects of collision integral upon the evolution. Due to the importance of the collision
integral in the non-equilibrium evolution, we may begin to explore effects arising
from interactions beyond mean-field theory in the static situation. It is possible that,
as in the FQHE, these higher order interaction effects may play a vital role in the
determination of the ground state in certain conditions.
In addition to looking at longer time periods, it is also necessary to include the
effects of a thermalized cloud which may play change the dynamics of the BEC.
This population of thermalized atoms may be included by altering the initial Wigner
distribution with terms dependent upon the Bose distribution function. Then, Eq.
5.26 could be rewritten as
fii(k, x, 0) =
∑
n=0






where f (n)(k, x, T ) is the Wigner distribution of hte nth excited state of the harmonic
oscillator.
Another feature which still must be explored in the regime of non-equilibrium
spin-orbit coupled BECs is the effect of the Raman coupling Ω. In the above, we went
from Ω Ωc to Ω = 0. From Eq. 5.22, we see that if Ω is non-zero, we introduce an
imaginary part which allows for the system to relax. Thus, the effects of the collision
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