We take a new look at the details of symplectic motion in solenoid and bending magnets and rederive known (but not always well-known) facts. We start with a comparison of the general Lagrangian and Hamiltonian formalism of the harmonic oscillator and analyze the relation between the canonical momenta and the velocities (i.e. the first derivatives of the canonical coordinates). We show that the seemingly non-symplectic transfer maps at entrance and exit of solenoid magnets can be re-interpreted as transformations between the canonical and the mechanical momentum, which differ by the vector potential.
I. INTRODUCTION
In the course of numerical simulations of coasting beams in cyclotrons it turned out that the eigenemittances 1 computed from the second moment matrices were not constant as one would expect for symplectic motion 2 . Quite obviously there was something wrong in the interpretation of the data. In this article we trace this error back to a missing transformation. The simulation tool OPAL 3,4 uses global cartesic coordinates for the integration of the equations of motion (EQOM). The transformation to local co-moving coordinates is not always sufficient to analyze the data properly and to compare them with second moments matrices obtained from linear transfer matrix models like the one in Ref. 5 . The solution of the problem might be trivial to (some) specialists, but due to the general context we consider it being worth a more general discussion.
The problem that we refer to, can be briefly described by either one of the following questions:
1. Why are the transfer matrices at the entrance and exit of solenoid magnets considered to be nonsymplectic 6, 7 . Is it true after all?
2. Why is the entrance and exit of a bending magnet not considered to be non-symplectic?
3. Is it possible to derive the transfer matrix of a bending magnet in cartesic coordinates?
4. How do we compare particle distributions generated by cartesic tracking codes with those generated by the transfer matrix formalism? a) Electronic mail: christian.baumgarten@psi.ch
This work is dedicated to those readers that are not ad hoc able to give the answer to these questions or that are at least not sure about it. In some sense this work is a continuation of Ref. 8, 9 , where we derived new methods to "solved problems" with the general Hamiltonian of a two-dimensional harmonic oscillator. Here we start with the general Lagrangian description of an harmonic oscillator and derive the Hamiltonian from it. The comparison allows us to identify the conditions for the use of the Lagrangian state vector compared to the Hamiltonian state vector and how they can be transformed into each other. Next we analyze the situation in case of solenoids and bending magnets and compare different interpretations. Finally we apply the resulting (simple) transformation to our numerical problem.
II. LAGRANGIAN OF THE HARMONIC OSCILLATOR
In order to formulate the Lagrangian function L = L(q,q) of the n-dimensional harmonic oscillator, we define a state vector φ = (q,q)
T . We then write the Lagrangian function of the harmonic oscillator in the most general way as a quadratic form:
The matrix L should be symmetric, as any antisymmetric component does not alter the Lagrangian function L and should therefore be physically irrelevant:
where the matrices U and M are symmetric. Written in components this is
with the 2n × 2n-matrix L and the n × n-matrices U, B and M. The Lagrangian equations of motion (EQOM) are:
The derivatives are explicitely:
so that one obtains for the EQOM
As well-known, any matrix B can be split into two matrices B s and B a , representing the symmetric and the antisymmetric part:
If one compares this with Eqn. 6, one finds that the EQOM depend only on the antisymmetric ("gyroscopic") part B a while the definition of the canonical momentum includes all components of B 10,11 . The number of parameters ν that can be found in the Lagrangian are the parameters that are required to describe two symmetric n × n-matrices and an arbitrary n × n-matrix:
For instance, systems with n = 2 general degrees of freedom give ν = 10, for n = 3 this gives n = 21. Nevertheless, with respect to the dynamics (i.e. the EQOM), some parameters can be omitted. As already mentioned, the symmetric part of B does not enter the EQOM and secondly, the Lagrangian function can be multiplied by an arbitrary factor without effect on the dynamics. This is a consequence of the fact that in the Lagrangian function appears on both sides of Eqn. 4, such that the any scaling factor applied to the matrix L cancels out. However such a factor -even though irrelevant for the dynamics -changes the scale of the canonical momentum:
In summary one finds that the EQOM derived from the above Lagrangian contain ν d dynamically relevant parameters. It equals the number of parameters that are required to define two symmetric n × n-matrices and an antisymmetric n × n-matrix, minus the scale factor:
For n = 2 one finds ν d = 6 and for n = 3 we have ν d = 14.
III. RELATION TO THE HAMILTONIAN
The Hamilton function H is obtained by
(11) We assume that the mass matrix M is invertible and
. If the Hamiltonian state vector ψ is defined as ψ = (q, p), then the Hamiltonian function is derived in a few steps
The symplectic unit matrix γ 0 is given (in this representation) by
so that the Hamiltonian EQOM are
The Hamiltonian state vector ψ and the Lagrangian state vector φ are related by ψ = Q φ:
and
This coordinate transformation is symplectic, if
or explicitely
i.e. it is symplectic, if (and only if) the mass matrix M equals the unit matrix 16 and if B is symmetric which means that no gyroscopic forces are present. Only in this case it is legitimate to identify p andq (up to a symplectic transformation). The first condition is usually fulfilled, if the system describes a single particle with n degrees of freedom -instead of for example n coupled particles with different masses in a linear chain.
IV. THE SOLENOID MAGNET
The second condition is not always fulfilled. Consider for instance the transfer-matrix T that describes the transversal motion of a charged particle through the fringe field of a solenoid magnet 17 . In the coordinate ordering used so far it is 7, 12 :
This is a nice example for the transformation from φ to ψ (or vice versa) with non-vanishing gyroscopic terms.
The matrices are formally non-symplectic 6,7 , but it would be a misinterpretation to believe that the (equation of ) motion in the fringe fields of solenoid magnets is nonsymplectic. This is not the case. The concept of symplectic motion is based on Hamiltonian dynamics and it presumes the use of canonical momenta. The above transformation T is only required if one uses the state vector φ instead of ψ, i.e. the mechanical instead of the canonical momentum. If this difference is not properly taken into account, the motion appears to be non-symplectic 7 . The gyroscopic terms of the matrix B a are connected to the (derivatives of the) vector potential as one would expect by p can = p mech + A( x) (using units where q = 1 and m = 1)
7 . In the linear 3-dimensional case one finds:
which directly yields
Assuming for the moment that B s = 0 one finds with K = Bz 2 (B ρ) that the matrix T corresponds exactly to the 2-dim. transformation from φ to ψ as given in Eqn. 15 . This matrix needs to be applied, since the entrance of a solenoid is a transition from the field free region where ψ = φ to a region with gyroscopic force, where the canonical momentum is not identical with the mechanical momentum 18 . The symmetric part of B represents a symplectic transformation which is irrelevant for the dynamics expressed by the coordinates. In this sense it is a similar to a "gauge field" that changes exclusively the canonical momentum. The antisymmetric ("gyroscopic") part of B is (in 3 dimensions) equivalent to the magnetic field and one can literally identify the vector potential A with B q.
Indeed the misinterpretation of the matrices that describe the entrance and the exit of solenoids magnets also leads to seemingly non-symplectic motion inside the solenoid magnet. The transfer matrix M sol of the solenoid field is in the above coordinate ordering 12 :
where S = sin (α) and C = cos (α), which is formally also non-symplectic. But the product of the matrix for the entrance field T (Eqn. 19), M sol and T −1 turns out to be symplectic. Hence we have:
from which one derives in a few steps:
so that one may also re-interpret the process as a transformation of the symplectic unit matrix:
But in fact, what it really describes is a change of the vector potential.
V. BENDING MAGNETS
In the previous section we developed a proper interpretation of the matrices that describe particle motion at the entrance of a solenoid magnet. This raises the question, if there is an analog phenomenon at the entrance of bending magnets. In order to clarify this, we rederive the transfer matrix of a bending magnet in the following. Again we ignore motion parallel to the magnetic field, which is in this case the axial (i.e. transverse vertical) motion.
Motion of charged particles in electromagnetic fields is described by the Lorentz force equation:
written in cartesic coordinates:
We choose the z-coordinate as the vertical (axial) direction so that x and y and the horizontal coordinates. The motion in the median plane of a bending magnet is then (in the absence of acceleration) described by:
In a first step, we devide both equations by m γ, which is (in the absence of acceleration) constant:
We consider the orbit as the trajectory of the reference particle and we aim for a description of the motion in the vicinity of the orbit, i.e. of the trajectories of particles with small deviations from the orbit. We start with the state vectors of the orbit ψ o and of the trajectory ψ in cartesic coordinates ψ = (x, v x , y, v y )
Since B z is the only relevant component in the median plane, we skip the "z" from now on. Furthermore, we like to have a mathematically positive angular velocity and hence for positive charge we need to have a negative field B z , so that we define B = −B z . A rotation in the horizontal plane is described by the following generator matrix 8, 9 :
The coordinate transformation into the rotating frame is then done by subtracting the rotational "force matrix" from the matrix F 20 : 
Next we consider small deviations from the orbit ψ o and write:
Since the condition ω = q m γ B holds only for the orbit (but not for all trajectories), we express the deviations by a Taylor series which we evaluate at the orbit parameters and truncate to the linear terms:
Note that we did not include a term with dB dy δy, since a field change along the longitudinal coordinate contradicts our assumption that ω = const. We then find (neglecting higher order terms):
and hence (δ
where
To this point we merely transformed into the rotating frame. The global coordinates of the orbit in the rotating frame must be constant (but not necessarily zero). The time derivative of the orbit must vanish in the rotating frame, so that we expect from Eqn. 33
which is fulfilled by
This choice means that we choose x to be the horizontal transverse and y to be the longitudinal coordinate, from which we conclude that v y ≈ v ≫ v x . Then we find (again skipping higher orders)
so that with δψ = (δx, v x , δy, δv) T one finds In the following we apply a sequence of 3 transformations described by matrices T i , where each transformation is of the general form
where we omitted the tilde of the force matrix F for a better readability. The first transformation matrix T 1 is used to scale the velocities by 1/v o and is given by:
so that
and hence δψ is now given by:
Due to the choice of
T , δx is the local horizontal, δy = y the local longitudinal coordinate and Next we transform from the velocity deviation to the momentum deviation using T 2
The result is:
The last transformation T 3 required to obtain the wellknown transfer matrix of a bending magnet, transforms from the local co-moving cartesic system to the local comoving curvilinear system. The transformation is explained in Fig. 1 :
This last transformation yields finally:
The (symplectic) transfer matrix M b = exp (F s) then is:
where the bending angle α is given by α = s ρ . As in case of the solenoid magnet, it is possible to split the transfer matrix M b into 3 parts, first the transformation into curvilinear coordinates T 3 which then represents the fringe field (without entrance angle), second the transfer matrix of the bending magnet "itsself" and finally the transformation T −1 3 back to cartesic coordinates. The transfer matrix for the bending magnet (analog to M sol as given in Eqn. 22) is the matrix exponent of the force matrix (as given by Eqn. 51) multiplied by the pathlength s = α ρ and is explicitely given by:
where α is the bending angle of the magnet and ρ the bending radius or the orbit. Then one verifies from Eqn. 52 and Eqn. 54:
so that the complete symplectic transfer matrix of a bending magnet may be regarded as a product of 3 "nonsymplectic" matrices, just as one finds it for solenoids. In essence we merely applied the equation
which we believe to reflect the essential difference in typical textbook descriptions of bending magnets (left side, symplectic) and solenoids (right side, 3 times "nonsymplectic").
In order to facilitate comparison with Sec. IV, we go back to the coordinate ordering from Sec. II, i.e. first the coordinates and then the momenta (or "velocities"). The matrix T 3 is then written as If we compare this with Eqn. 19 and Eqn. 15, then we find that the difference is merely the gauge represented by a symmetric matrix B of the form
And as we derived above, a non-vanishing symmetric part of B equals a symplectic gauge-transformation without influence on the dynamics of q andq.
VI. APPLICATION TO NUMERICAL TRACKING COMPUTATIONS
All the above developed formalism stays academic as long as we do not refer to a practical "problem". In Ref.
5
we described an iterative method to determine the parameters of a matched beam matrix of second moments σ for cyclotrons with strong space charge forces. Using samples with typically 10 5 particles 13 , the parallel framework OPAL has been used to simulate coasting beams in cyclotrons similar to the PSI ring machine 14 and some results have been presented 15 . The distributions turned out to be properly matched only for a starting position in the field free region (i.e. between sector magnets), while the matching failed when the tracking started somewhere within the sector magnet. A detailled analysis (including a cross check with a second tracking code without space charge solver) suggested, that the eigen-emittances from the distributions evaluated in cartesic coordinates where constant only in constant field regions, but changed from valley to sector (and vice versa). The transformation from the local cartesic to the local curvilinear coordinate system with the matrix T 3 as derived above solved the problem and verified that the motion is indeed symplectic. The eigen-emittances evaluated in local cartesic and local curvilinear coordinate systems are shown in Fig. 2 as a function of time (i.e. step-number).
VII. SUMMARY
We investigated symplectic motion in magnetic fields using the examples of solenoid and bending magnets. We rederived the transfer matrix of a bending magnet starting from the Lorentz force equation in cartesic coordinates. We found that the motion is symplectic in both types of magnets, if one takes the proper canonical momentum into account. Furthermore it turned out that there is no essential difference between solenoid and bending magnets, despite the fact that they are often described differently. We also found that the curvature (1/ρ) of the local coordinate system is intimately connected to the vector potential which is (in linear approximation) given by the matrix B multiplied by the coordinates q.
We applied these findings to tracking of particle distributions in cartesic coordinates and gave the transformation between local curvilinear and local cartesic coordinates. We showed that the motion is formally symplectic only in local curvilinear coordinates.
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