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Ergodic Classical-Quantum Channels: Structure and
Coding Theorems
Igor Bjelakovic´ and Holger Boche Member, IEEE
Abstract— We consider ergodic causal classical-quantum chan-
nels (cq-channels) which additionally have a decaying input
memory. In the first part we develop some structural properties
of ergodic cq-channels and provide equivalent conditions for
ergodicity. In the second part we prove the coding theorem with
weak converse for causal ergodic cq-channels with decaying input
memory. Our proof is based on the possibility to introduce a
joint input-output state for the cq-channels and an application
of the Shannon-McMillan theorem for ergodic quantum states.
In the last part of the paper it is shown how this result implies
a coding theorem for the classical capacity of a class of causal
ergodic quantum channels.
Index Terms— Ergodic quantum channels, coding theorems,
ergodicity, classical-quantum channels
I. INTRODUCTION
One of the main achievements in quantum information
theory is the determination of the capacity of memoryless
quantum channels by Holevo [16], [17], and independently
by Schumacher and Westmoreland [31], for transmission of
classical information. These results have been considerably
sharpened by Winter [38], who extended Wolfowitz’s [39]
approach via frequency typical sequences to the quantum
setting and obtained coding theorem with strong converse
for transmission of classical information over memoryless
quantum channel. At the same time Ogawa and Nagaoka [27]
proved the strong converse in the memoryless situation by a
different proof that follows the classic Arimoto’s [2] approach.
Subsequently Shor [33] and Devetak [10] have shown by
independent proofs that the capacity of the memoryless quan-
tum channel is given by the coherent information. The weak
converse to this coding theorem was already established by
Barnum, Nielsen and Schumacher in [3]. Shor uses the method
of random selection of subspaces while Devetak chooses an
approach via private classical capacity and a transformation
of private classical codes into quantum codes. An interesting
point in Devetak’s approach is that the classical capacity
results for quantum channels [17], [31], [38] are one of the
crucial building blocks for the direct part of coding theorem for
quantum channels. In spite of this progress one of the main
open questions concerning classical capacity of memoryless
quantum channels, namely the additivity problem [34], is still
unresolved.
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Although memoryless quantum channels play a prominent role
in the development of the foundations of quantum information
theory, real-world channels are rarely memoryless. Thus it is
desirable to have a broad and efficient theory for quantum
channels with memory. In this paper we will consider causal
ergodic classical-quantum channels satisfying an additional
continuity condition, which basically means that the effect
of the inputs far in the past decays with respect to the
variational distance. The causality means in this context that
the outputs up to time t depend only on inputs up to time
t. Obtained coding results are then applied to a class of
causal quantum channels in order to obtain their classical
capacity. The extension to causal ergodic quantum channels
with decaying input memory is not obvious at all, since several
ergodicity problems arise. The discussion of these problems
is postponed to the future work.
A. Overview and Outline
In section II we introduce general classical-quantum chan-
nels (cq-channels for short) in analogous fashion to the clas-
sical setting as a family of conditional states and show how
this point of view leads to the usual definition as a completely
positive map between the output-algebra and input-algebra.
Concepts of stationarity and ergodicity are also introduced
and an equivalent condition for ergodicity of a stationary cq-
channel is derived. It states that a stationary cq-channel is
ergodic iff it is extreme point in the set of all stationary cq-
channels. Several equivalent formulations of this statement are
given and it is shown that not all of them can be extended to
stationary quantum channels simultaneously.
The second part of section II is devoted to the notion of
continuity of cq-channels. As it was pointed out by McMillan
in his classic paper [26] the continuity properties of channels
are crucial for the validity of coding theorems. We formulate
these continuity notions with respect to the variational dis-
tance on quantum states. A more natural notion of distance
would be a metric on quantum states which shares as many
properties as possible with the classical d¯−distance, which
is extremely sensitive to the ergodic and mixing properties of
channels and probability measures. See e.g. Gray and Ornstein
[14] for application to classical channels, and books [32], [15]
by Shields resp. Gray for introduction and applications to the
ergodic and information theory. To our knowledge, there is
still no metric on the set of quantum states which could play
a similar role as the d¯−distance.
Section II is closed by some examples.
After some preliminary results in section III we prove the
2direct coding theorem and weak converse to it in section
IV. Our approach combines the maximal code construction
of Wolfowitz [39], which was already applied by Winter
[38] for memoryless cq-channels, with the quantum Shannon-
McMillan theorem from [4], in order to avoid usage of
frequency typical and conditionally frequency typical projec-
tions, which are not an adequate tool for correlated quantum
states. In a sense, this approach is a mixture of Wolfowitz’s
code construction and the version of Feinstein’s lemma from
Blackwell/Breiman/Thomasian in [6] which is based on the
notion of the joint input-output probability distribution.
These results are extended to causal cq-channels with decaying
input memory in section V. Since our notion of continuity is
symmetric with respect to past and future it is even possible
to prove coding theorem for cq-channels with decaying input
memory and anticipation without any additional complica-
tions, although we are only interested in causal situations.
Finally, the results are applied to obtain coding results for
transmission of classical information via weakly output mixing
quantum channels in section VI. In order to keep the extent
of this paper reasonable, the extension to ergodic quantum
channels is postponed to a forthcoming paper.
For a reader without experience with C∗−algebras, states and
quasi-local algebras we provide an appendix that contains a
short description of these concepts complemented by some
standard references and some examples.
B. Related Work
In [20] Kretschmann and Werner considered stationary
causal quantum channels, and have shown that each channel
of this type can be seen as a concatenation of channels acting
on the single-site input algebra and memory algebra with the
range in the joint system of the single-site output algebra and
memory algebra. In the classical setting this approach corre-
sponds to the point of view, that the past inputs and outputs
can be seen as the states of the channel for the transmission of
the actual input letter and the resulting output symbol. If the
duration of the memory of the input and output is finite this
class of channels is called finite-state channels and coding
theorems for them were established by Blackwell, Breiman
and Thomasian in [5] under the assumption that the channel
is additionally indecomposable. A different account to finite-
state indecomposable channels is given in the monograph [12]
by Gallager.
Kretschmann and Werner have proved in [20] a general weak
converse to the coding theorem, and for channels with finite
memory they derived the direct part of the coding theorem
under the assumption that the channel is forgetful, which is
quantum analogon of the notion of the indecomposability.
Under these circumstances the channels under consideration
are well approximable by memoryless quantum channels.
Recently, Datta and Dorlas [8] used an approach via a quantum
version of Feinstein’s Lemma (cf. [11]) to give another proof
of the direct part of the coding theorem for transmission
of classical information over a quantum memoryless channel
and remarked that this approach can be extended to prove
direct coding theorem for classical information transmission
via quantum channels with Markovian correlated noise (see
Section II-C for the definition of this class of channels). This
class of channels was introduced by Macchiavello and Palma
in [23] and bounds for capacity were already obtained by
Bowen and Mancini in [7].
C. Notation
In this paper we will write F(Y ) for the set of C−valued
functions defined on a finite set Y . The set of linear operators
(linear maps) acting on a finite-dimensional Hilbert space H
will be denoted by L(H) and this set will be often abbreviated
by B. [n, k] for integers n, k with n ≤ k stands for integer
intervals, i.e. the set of all z ∈ Z that satisfy n ≤ z ≤ k.
For a given probability measure p on a measurable space
(Ω,Σ) we will not distinguish between the the measure and
the expectation functional generated by it, i.e. for an integrable
C−valued function f on Ω we set
p(f) :=
∫
f(ω)p(dω).
Notation concerning C∗−algebras, quasi-local algebras BZ
built up from B, and states is introduced in the appendix.
Moreover, the appendix contains the definitions of stationary
and ergodic states on quasi-local algebras and von Neumann
entropy rate of stationary states.
For a finite set A or a finite dimensional C∗−algebra B, An
and Bn,n ∈ N, stand for A[1,n] resp. B[1,n]. Restriction of a
state ψ on BZ to Bn is denoted by ψn; tr denotes the trace of
operators.
II. CLASSICAL-QUANTUM CHANNELS
Let A be a finite set and let H be a d-dimensional Hilbert
space. By AZ we denote the set of doubly infinite sequences
with components from A and BZ is the quasi-local C∗-algebra
with B := L(H) (cf. appendix VII-B). Moreover, let S(BZ)
denote the set of states on BZ, i.e. the set of positive linear
normalized functionals on BZ with values in C. Since AZ can
be easily equipped with a metric making it a compact space,
we have a natural notion of Borel σ-field which coincides
with the σ-field generated by the cylinder sets denoted by Σc.
Moreover all cylinder sets are open as well as closed with
respect to this topology. One possibility to introduce such a
metric on AZ is
d(x, y) :=
∑
i∈Z
2−|i|dH(xi, yi) (x, y ∈ AZ),
where dH denotes familiar Hamming distance. The properties
of the resulting topology mentioned above are then stan-
dard. The set of bounded Borel measurable complex-valued
functions will be denoted by B(AZ,Σc) and it is always
assumed that this set is endowed with the || · ||∞-norm. Note
that B(AZ,Σc) is a commutative C∗-algebra when equiped
with || · ||∞ and complex-conjugation as adjoint operation (cf.
appendix VII-A for definition).
We consider a classical-quantum channel (cq-channel)W with
the input AZ and output BZ, i.e. a map W : AZ × BZ → C
with following properties
31) For each b ∈ BZ the map x 7→ W (x, b) is Borel
measurable.
2) For each x ∈ AZ the map b 7→W (x, b) is a state.
Remark 2.1: The fact that the map b 7→ W (x, b) is a state
for all x ∈ AZ implies that |W (x, b)| ≤ ||b|| holds and hence
that the first item above can be sharpened to the statement that
x 7→W (x, b) is bounded Borel function.
Note that each cq-channel W : AZ × BZ → C defines a
linear (completely) positive unital map K : BZ → B(AZ,Σc)
given by (K(b))(x) :=W (x, b). Conversely, each linear map
K : BZ → B(AZ,Σc) with properties mentioned above gives
rise to a cq-channel via (K(b))(x) =:W (x, b). Consequently
we have a one-to-one affine correspondence between linear
positive unital maps and cq-channels. Hence the definition of
the channel as a completely positive unital map between C∗-
algebras is recovered in this situation. Moreover, if the input
or output algebra is abelian the mere positivity is sufficient,
since in this situation each positive linear map is automatically
completely positive (cf. [36], [28]). We summarize this trivial
observation to ease later referencing in
Lemma 2.2: There is a one-to-one affine correspondence
between cq-channels W : AZ × BZ → C and linear positive
unital maps K : BZ → B(AZ,Σc) which is given by
(K(b))(x) =W (x, b). (1)
The joint input-output state on B(AZ,Σc)⊗BZ is defined by
linear extension of
ψp,W (1C ⊗ b) :=
∫
C
W (x, b)p(dx) (C ∈ Σc, b ∈ BZ), (2)
for a given input probability measure p on (AZ,Σc). Note that
the integral above is well defined due to assumed measurability
of the map AZ ∋ x 7→ W (x, b) for each b ∈ BZ. It is clear
that ψp,W (1C ⊗ 1) = p(C), and now we compute
ψp,W (1⊗ b) =
∫
AZ
W (x, b)p(dx)
=
∫
AZ
(K(b))(x)p(dx) (by Lemma 2.2)
= p(K(b)),
which is the correct formula for the output state.
The formula in eq. (2) can be naturally extended to bounded
Borel functions instead of indicator functions 1C by setting
ψp,W (f ⊗ b) =
∫
f(x)W (x, b)p(dx) (3)
for f ∈ B(AZ,Σc), b ∈ BZ. We establish that (2) defines a
state after the following
Remark 2.3: Note that in general for two C∗-algebras A,
B there are several norms on A ⊗ B making it C∗-algebra.
However, if one of the factors is nuclear (as are abelian, finite-
dimensional and quasi-local C∗-algebras) there is a unique
C∗-norm on A⊗ B (see [19], [28] for details).
Lemma 2.4: The functional defined by linear extension of
ψp,W in eq. (3) is a state on B(AZ,Σc)⊗ BZ.
Proof: For a given cq-channel W : AZ × BZ → C let
us consider the corresponding positive, unital linear map K :
BZ → B(AZ,Σc) from Lemma 2.2. Let us define the copier
Copy : AZ → AZ × AZ, Copy(x) := (x, x), and the induced
map Copy : B(AZ,Σc) ⊗B(AZ,Σc) → B(AZ,Σc) which is
given by Copy(f) := f◦Copy (Here we identify B(AZ,Σc)⊗
B(AZ,Σc) with B(AZ × AZ,Σc × Σc)). Note that this last
map is linear, positive and unital, and thus completely positive
and unital (see discussion preceding Lemma 2.2). Moreover
the map idB(AZ,Σc) ⊗K : B(AZ,Σc) ⊗ BZ → B(AZ,Σc) ⊗
B(AZ,Σc) is completely positive and unital (see [28] chap.
12). Let us define E : B(AZ,Σc)⊗ BZ → B(AZ,Σc) by
E := Copy ◦ (idB(AZ,Σc) ⊗K). (4)
As composition of completely positive unital maps E is itself
completely positive and unital. Thus
(p ◦ E)(a) =
∫
(E(a))(x)p(dx) (a ∈ B(AZ,Σc)⊗ BZ)
defines a state on B(AZ,Σc)⊗BZ, and it is apparent that this
state coincides with ψp,W on elementary tensors f ⊗ b and
(finite) linear combinations thereof. Consequently they must
coincide at all.
Note that eq. (4) sets up a one-to-one affine correspondence
between linear, positive unital maps K : BZ → B(AZ,Σc) and
linear positive unital maps E : B(AZ,Σc)⊗BZ → B(AZ,Σc)
with
E(f ⊗ b) = fE(1B(AZ,Σc) ⊗ b) = fK(b), (5)
as is easily verified. Thus combining this simple observation
and Lemma 2.2 we obtain
Theorem 2.5: There is one-to-one affine correspondence
between
1) cq-channels W : AZ × BZ → C,
2) linear, positive unital maps K : BZ → B(AZ,Σc) and
3) linear, positive unital maps E : B(AZ,Σc) ⊗ BZ →
B(AZ,Σc) with
E(f ⊗ b) = fE(1⊗ b).
The correspondences are given by eq. (1) and eq. (4).
We emphasize at this point that these results heavily depend on
the fact, that the input algebra B(AZ,Σc) is abelian (commu-
tative). This can be seen in eq. (4) where we used the universal
copier Copy, a device which is provably impossible to intro-
duce in a truly quantum mechanical setting. (see [40], [24],
[37] for various versions of this fact known as No-Cloning
theorem). That the affine correspondence in Theorem 2.5
cannot be valid for general channels (i.e. completely positive
unital maps K : B → A between general C∗−algebras) can
be seen from following theorem called Heisenberg’s principle
in [24] , which states that for each completely positive unital
map which would give rise to a joint input-output state the
corresponding channel (K(b) = E(1 ⊗ b) in our case) has
necessarily commutative range:
Theorem 2.6 (Heisenberg’s Principle [24]): Let A,B be
arbitrary unital C∗−algebras and let E : A ⊗ B → A be
a completely positive unital map with
E(a⊗ 1B) = a ∀a ∈ A.
Then
E(1A ⊗ b) ∈ Z(A) ∀b ∈ B,
4where Z(A) denotes the center of A given by
Z(A) := {a′ ∈ A : a′a = aa′ ∀a ∈ A},
which is an abelian ∗−subalgebra of A.
The proof of this theorem in [24] is given for finite-
dimensional algebras, but it can be immediately extended to
arbitrary C∗−algebras, since all necessary ingredients are
valid generally (cf. [28]). Thus, in general situation we have
merely a completely positive unital map K : B → A as the
description of the quantum channel at our disposal.
A cq-channel W is called stationary if W (Tinx, b) =
W (x, Toutb) holds for all x ∈ AZ and all b ∈ BZ, where
Tin resp. Tout denotes the shift on the input alphabet resp.
output algebra. By virtue of Lemma 2.2 this is equivalent to
K ◦ Tout = Tin ◦K .
A cq-channel W is called ergodic, if it is stationary and if the
joint input-output state ψp,W is ergodic for every stationary
ergodic probability measure p on (AZ,Σc).
A. Structural Properties of Ergodic CQ-Channels
At this point we pause with further definitions and give an
alternative characterization of ergodicity of cq-channels which
parallels the characterization of ergodic states and probability
measures. To this end we need the notion of equality of two
cq-channels W1 and W2: Stationary cq-channels W1,W2 :
AZ×BZ → C are equal if for all f ∈ B(AZ,Σc), b ∈ BZ and
all stationary p ∈ P(AZ,Σc)
ψp,W1(f ⊗ b) = ψp,W2(f ⊗ b) (6)
holds, i.e. if W1 and W2 generate the same stationary joint
input-output states. Note that this is equivalent to the assertion
that for all b ∈ BZ and all stationary probability measures p
we have W1(x, b) = W2(x, b) almost surely with respect to
p. In view of Theorem 2.5 this can be rephrased by
p(fK1(b)) = p(fK2(b)), (7)
or
p(E1(f ⊗ b)) = p(E2(f ⊗ b)) (8)
for all f ∈ B(AZ,Σc), b ∈ BZ and all stationary
p ∈ P(AZ,Σc).
Theorem 2.7: Let W : AZ × BZ → C a stationary cq-
channel. Then following assertions are equivalent:
1) W is extremal in the convex set of stationary cq-
channels
2) W is ergodic
Proof: 2) ⇒ 1). Suppose that W is not extremal. Then
there are stationary cq-channels W1,W2 : AZ × BZ → C,
W1 6=W2, and a ∈ (0, 1) with
W = aW1 + (1− a)W2. (9)
Since W1 6= W2 there is a stationary p ∈ P(AZ,Σc) and
f ∈ B(AZ,Σc), b ∈ BZ with
ψp,W1(f ⊗ b) 6= ψp,W2(f ⊗ b).
Note that applying the ergodic decomposition of p (cf. [13]
or [32] Sec I.4) we may assume that p is already stationary
ergodic. Then using eq. (9) we obtain a convex decomposition
of the joint input-output state for W :
ψp,W = aψp,W1 + (1 − a)ψp,W2 ,
with ψp,W1(f ⊗ b) 6= ψp,W2(f ⊗ b). This shows that W can
not be ergodic.
1) ⇒ 2). Assume that W is extremal and that there are
a stationary ergodic p ∈ P(AZ,Σc), a ∈ (0, 1) and two
stationary states ψ1, ψ2 on B(AZ,Σc) ⊗ BZ with ψ1 6= ψ2
and
ψp,W = aψ1 + (1 − a)ψ2. (10)
Our goal is to construct stationary cq-channels W1,W2 : AZ×
BZ → C, W1 6=W2, with
W = aW1 + (1− a)W2, (11)
and
ψi(f ⊗ b) =
∫
f(x)Wi(x, b)p(dx), i = 1, 2 (12)
for f ∈ B(AZ,Σc), b ∈ BZ. This would contradict the
assumed extremality of W and we are done. To this end, by
ergodicity of p and using the convex decomposition of ψp,W
in eq. (10) we see that
ψi ↾ B(A
Z,Σc) = p, i = 1, 2, (13)
holds.
Fix b ∈ BZ and define a linear functional lb,i : B(AZ,Σc) →
C by
lb,i(f) := ψi(f ⊗ b).
It is obvious that
||lb,i|| ≤ ||b||,
holds. b can be written as a complex linear combination of
four positive elements bk ∈ BZ, k = 1, . . . , 4, e.g. consider
first b = 12 (b + b
∗) + i 12i(b − b∗) and then apply functional
calculus to both hermitian summands to obtain positive and
negative parts of them (cf. [18] section 4.1). For each f ≥ 0
we have then
lbk,i(f) = ψi(f ⊗ bk) ≤ ||bk||ψi(f ⊗ 1BZ)
= ||bk||p(f) (by eq. (13)). (14)
Thus by the dominated convergence theorem, for each se-
quence fj ց 0, fj ∈ B(AZ,Σc), we have lbk,i(fj) ց 0
and this implies that the functional lbk,i is representable by
a unique finite measure pbk,i on (AZ,Σc) and this finite
measure is absolutely continuous with respect to p by eq.
(14). Therefore lb,i is representable by a complex measure pb,i
which is absolutely continuous with respect to p (cf. [30] for
definitions and background information). Thus we can infer
from the Radon-Nikodym Theorem (cf. [30] for a version
concerning complex measures) that there is a C-valued Borel
measurable function ρi(·, b) with
lb,i(f) = ψi(f ⊗ b) =
∫
f(x)ρi(x, b)p(dx). (15)
5In the next step we show that ρi can be changed on a set of
p−measure 0 such that the resulting map Wi has the following
properties:
a) Wi(x, ·) is a state on BZ.
b) Wi(Tinx, b) =Wi(x, Toutb) for all x ∈ AZ, b ∈ BZ.
We consider a basis (uij)di,j=1 of B consisting of matrix units
(i.e. uijukl = δj,kuil, u∗ij = uji and
∑d
i=1 uii = 1B) and,
for n ∈ N, we consider the tensor product basis (uin
−n
jn
−n
)
of B[−n,n] built up from the single site basis above. Let Vn
denote the set of all complex linear combinations of these
basis vectors in B[−n,n] whose real and imaginary parts are
rational numbers. Thus Vn is a countable linear space over the
field Q + iQ. If n′ ≥ n there is natural inclusion Vn ⊂ Vn′
which is induced by the quasi-local structure of BZ. Then
the linear space over Q + iQ given by V :=
⋃
n∈N Vn is
also countable and dense in BZ. The idea is to construct Wi
first on V and then to show that the extension to BZ inherits
the properties a), b) above. This parallels the construction of
the regular conditional probability in probability theory, the
difference being only that we use an algebraic language.
An inspection of the integral formula, eq. (15), together with
some standard measure-theoretic arguments (cf. Theorem 1.40
in [30]), show that for s, t ∈ Q + iQ, b, b′ ∈ V and b′′ ∈ V
with 1 ≥ b′′ ≥ 0 the sets
Ls,t,b,b′ := {x ∈ AZ : ρi(x, sb+ tb′) 6= sρi(x, b)+ tρi(x, b′)},
Pb′′ := {x ∈ AZ : ρi(x, b′′) /∈ [0,+∞)}
and
U := {x ∈ AZ : ρi(x,1) 6= 1}
have p−measure 0. Since V is countable, union of all these
sets has p−measure 0. Thus for
N1 := U ∪
⋃
s,t,b,b′
Ls,t,b,b′ ∪
⋃
b′′∈V :1≥b′′≥0
Pb′′ , (16)
we have p(N1) = 0.
For b ∈ V define
S(b) := {x ∈ AZ : ρi(Tinx, b) 6= ρi(x, Toutb)}.
Using ψi(Tinf ⊗ Toutb) = ψi(f ⊗ b), eq. (15), the change of
variable formula and Tin−invariance of p it is easily seen that
ρi(x, b) = ρi(T
−1
in x, Toutb) p− a.s.,
and this is equivalent to
ρi(Tinx, b) = ρi(x, Toutb) p− a.s.
since our shifts are invertible. We have p(N2) = 0 for N2 :=⋃
b∈V S(b). Set
E(b) := {x ∈ AZ :W (x, b) 6= aρ1(x, b) + (1− a)ρ2(x, b)},
for b ∈ V .
Eq. (10) and eq. (15) imply that p(E(b)) = 0 for all b ∈ V .
Set N3 :=
⋃
b∈V E(b). Then p(N3) = 0 holds.
For N1 given by eq. (16), N2, and N3 set N4 := N1∪N2∪N3
and define N :=
⋃
k∈Z T
k
inN4. Then N4 ⊂ N and TinN = N ,
moreover we have p(N) = 0 since p is Tin−invariant. We are
now in position to define Wi on V :
Wi(x, b) =
{
ρi(x, b) if x ∈ N c
W (x, b) else , (17)
for i = 1, 2 and b ∈ V . Wi(x, ·) is by construction a
positive linear normalized functional on V , and Wi(Tinx, b) =
Wi(x, Toutb) for all b ∈ V and all x ∈ AZ. Note that
the completion of each Vn is B[−n,n] (Vn is even a normed
∗−subalgebra of B[−n,n] since we have used a basis consisting
of matrix units in construction of Vn). It is fairly standard fact
that we can extend each Wi(x, ·) to B[−n,n] while preserving
its norm, i.e. ||Wi(x, ·)|| = 1 on each B[−n,n]. This in turn
gives us a linear bounded extension from Bloc = ⋃n∈N B[−n,n]
to BZ with ||W (x, ·)|| = 1. But then we can apply theorem
4.3.2 from [18], which states that each bounded linear func-
tional l defined on a self-adjoint subspace containing 1 of
a C∗−algebra with ||l|| = l(1) is positive. Thus we have
constructed two stationary cq-channels W1,W2 : AZ ×BZ →
C with properties (11), (12) and W1 6= W2 since by our
hypothesis we have ψ1 6= ψ2. This concludes our proof.
Let E denote the convex set of all completely positive unital
maps E : B(AZ,Σc) ⊗ BZ → B(AZ,Σc) which satisfy
eq. (5) and E ◦ (Tin ⊗ Tout) = Tin ◦ E, while K stands
for the convex set of all completely positive unital maps
K : BZ → B(AZ,Σc) with K ◦ Tout = Tin ◦ K . Then note
that the extremality of W is brought forward to the associated
completely positive maps K and E via Theorem 2.5. Thus we
have following
Corollary 2.8: Let W : AZ × BZ → C be a stationary cq-
channel, and consider the associated completely positive unital
maps K : BZ → B(AZ,Σc) and E : B(AZ,Σc) ⊗ BZ →
B(AZ,Σc). Then following statements are equivalent:
1) W is ergodic.
2) W is extremal in the convex set of stationary cq-
channels.
3) K is extremal in K.
4) E is extremal in E .
In light of our discussion preceding Theorem 2.6 we see that,
if we replace the input algebra B(AZ,Σc) by an arbitrary
quasi-local algebra AZ, the ergodicity of a quantum channel
K : BZ → AZ should be defined in the following way; K is
stationary, i.e. K◦Tout = Tin◦K , and K is an extreme point in
the convex set of stationary quantum channels. The equality of
channels is defined in analogy to eq. (7), i.e. channelsK1,K2 :
BZ → AZ are said to be equal if for all a ∈ AZ, all b ∈ BZ
and each stationary state ϕ on AZ
ϕ(aK1(b)) = ϕ(aK2(b)) (18)
holds.
Before closing this subsection we give an example that em-
phasizes the important role played by equality definition (7)
for cq-channel K , or equivalently for the maps W and E.
Example. Let us consider the commutative C∗−algebra
B(AZ,Σc) with A = {0, 1}. Let a ∈ AZ be the periodic
sequence given by a := (. . . , 0, 1, 0, 1, . . .) and consider
its shifted version Ta, where T : AZ → AZ denotes the
usual (left) shift on doubly-infinite sequences. Denoting by
6δa the point measure concentrated on the sequence a we
define q := 12 (δa + δTa). It is easily seen that q is stationary
ergodic with respect to T . Let us consider the channel K :
B(AZ,Σc) → B(AZ,Σc) with K(f) := q(f)1 where 1
denotes the identity in B(AZ,Σc). It is then obvious that for
all f, g ∈ B(AZ,Σc) and all probability distributions p on AZ
we have p(gK(f)) = p(g)q(f), i.e. the joint input-output state
is a product state. If we choose p = q then it is easily verified
that the set I1 := {(a, Ta), (Ta, a)) fulfills (T ⊗T )−1I1 = I1
and (q ⊗ q)(I1) = 12 , thus q ⊗ q is not ergodic. Hence the
channel K is not ergodic. However, it is clear that K maps
stationary ergodic measures to stationary ergodic measures,
namely to q which is stationary ergodic.
If we define the equality of channels by the requirement that
for all f ∈ B(AZ,Σc) and all stationary probability measures
p ∈ P(AZ,Σc)
p(K1(f)) = p(K2(f))
holds, then it is obvious that the channel K from above is
extreme point in the set of stationary channels with respect to
this notion of equality. On the other hand, if we use the notion
of equality from eq. (18) then it is readily checked that for
W1(x, g) =
{
1{a}(x)g(Ta) + 1{Ta}(x)g(a) if x ∈ {a, Ta}
q(g) else
and
W2(x, g) =
{
1{a}(x)g(a) + 1{Ta}(x)g(Ta) if x ∈ {a, Ta}
q(g) else
we have a convex decomposition of the channel K into
stationary channels with the weights (12 ,
1
2 ) in the sense of
definition in (18) with W1 6=W2.
B. Continuity Properties of CQ-Channels
The idea that continuity properties of channels play a
crucial role in establishing coding theorems is well known
in information theory and goes back to the classic paper
by McMillan [26]. Subsequent development of this idea in
classical information theory showed that the most fruitful
notion of continuity is that with respect to the d¯−distance as
was demonstrated by Gray and Ornstein [14]. At the present
time we do not have a notion of distance for quantum states
having similarly nice properties as the d¯−distance in the
classical setting. E.g. the d¯−distance is extremely sensitive to
ergodic/mixing properties of probability measures and is much
weaker than variational distance. Moreover the entropy rates
are d¯−continuous. Nice introductions to this notion of distance
and its application in ergodic/information theory can be found
in the monographs [32] by Shields and [15] by Gray. In this
paper we will restrict ourselves to the variational distance,
which can be extended to quantum states without causing any
problems (cf. [14] for corresponding classical definitions of
continuity of channels with respect to the variational distance
and disadvantages of them).
A cq-channel W is called causal if for each n ∈ Z, b ∈
B(−∞,n] and all x, x˜ ∈ AZ with xi = x˜i for i ≤ n
W (x, b) =W (x˜, b),
holds. W is called input memoryless if for each n ∈ Z, b ∈
B[n,∞) and all x, x˜ ∈ AZ with xi = x˜i for i ≥ n the channel
fulfills
W (x, b) =W (x˜, b).
Remark 2.9: We see at this point immediately that the
dependence of the channel on past and future inputs is
intimately connected with the continuity properties of the
map W . E.g. if the channel W is input memoryless and
causal (IMC in what follows) then for each b ∈ B[n,n+k]
and each x ∈ AZ the function W (x, b) depends merely on
the coordinates xn, xn+1, . . . xn+k , and thus can be identified
with a continuous function on AZ. In view of Lemma 2.2
and the continuity of the linear map K : BZ → B(AZ,Σc)
(which is ensured by its positivity) it is immediately clear
that K(BZ) ⊂ C(AZ), the continuous C-valued functions
equipped with || · ||∞-norm. Consequently, in this case the
map AZ ∋ x 7→W (x, b) is continuous for any fixed b ∈ BZ.
Although the requirement that the channel W acts causally
seems to be natural, the restriction to input memoryless
channels would be a serious limitation in many situations.
However, we expect that the effect of the input letters far in
the past should not affect much present and future outputs.
This motivates our next definition.
Channel W is said to have decaying input memory (DIM
channel for short) if for each ε > 0 there is an integer m(ε)
such that for all n ∈ Z and all b ∈ B[n,∞) with 0 ≤ b ≤ 1
|W (x, b)−W (x′, b)| ≤ ε, (19)
whenever xi = x′i for i ≥ n−m for all m ≥ m(ε). This can
be compactly restated as
lim
m→∞
sup
x,y:x∞
n−m
=y∞
n−m
dv,n(Wx,Wy) = 0, (20)
for all n ∈ Z where Wx :=W (x, ·) and
dv,n(Wx,Wy) := sup
b∈B[n,∞):0≤b≤1
|W (x, b)−W (y, b)|, (21)
is the usual variational distance for quantum states. Note that
the set maximization in eq. (21) is performed over can be
replaced by the set of orthogonal projections in B[n,∞) since
the functional which is maximized is convex and projections
are extreme points of the set {b ∈ B[n,∞) : 0 ≤ b ≤ 1} (see
[9] Lemma 2.3).
A channel W has decaying input memory and anticipation
(DIMA) if for each ε > 0 there are non-negative integers
m(ε), a(ε) such that for all n,∈ Z, k ∈ N and all b ∈ B[n,n+k]
with 0 ≤ b ≤ 1 eq. (19) holds whenever xi = x′i for n−m ≤
i ≤ n+ k + a and all m ≥ m(ε), a ≥ a(ε). Again, this can
be equivalently described by
lim
m,a→∞
sup
x,y:xn+k+a
n−m
=yn+k+a
n−m
dv,n,k(Wx,Wy) = 0, (22)
for all n ∈ Z, k ∈ N where dv,n,k(·, ·) is defined analogously
to dv,n in eq. (21) the difference being only that we replace
B[n,∞) by B[n,n+k].
Our next lemma shows that the associated map K from
7Lemma 2.2 of each causal DIM or DIMA channel W maps
into the set C(AZ).
Lemma 2.10: Let W : AZ × BZ → C be a cq-channel and
let K : BZ → B(AZ,Σc) be the associated map from Lemma
2.2.
a) Following assertions are equivalent:
1) K(BZ) ⊆ C(AZ).
2) For each b ∈ BZ
lim
n→∞
sup
x,y∈AZ:xn
−n
=yn
−n
|W (x, b)−W (y, b)| = 0.
b) If W is DIMA then K(BZ) ⊆ C(AZ)
Proof: a) Simple consequence of the fact that cylinder
sets are open.
b) That K(b) ∈ C(AZ) for b ∈ B[n,n+k] holds is obvious since
every such b can be written as b = b1 + ib2 with hermitian
b1, b2 ∈ B[n,n+k] and each hermitian element of B[n,n+k] can
be written as a linear combination of orthogonal projections
in B[n,n+k] (spectral theorem) so that our DIMA condition,
eq. (22), applies. For a general b ∈ BZ, by definition of the
quasi-local algebra BZ, there are sequences ni ∈ Z, ki ∈ N
and bi ∈ B[ni,ni+ki] with limi→∞ ||bi−b|| = 0. By continuity
of K this implies that limi→∞ ||K(bi) − K(b)||∞ = 0 and
thus that K(b) ∈ C(AZ).
General Hypotheses
1) Since we will be concerned only with DIMA cq-
channels we will henceforth consider only C(AZ) (
B(AZ,Σc) and will consider the joint input-output state
over C(AZ)⊗BZ. The ergodicity will be always defined
with respect to this algebra.
2) All channels are assumed to be stationary
3) It is easily inferred from the results in [28], chapter 12,
and [19], sections 11.3 and 11.4 that C(AZ) ⊗ BZ is
∗−isomorphic to the quasi-local algebra (F(A) ⊗ B)Z.
This is basically due to the facts that C(AZ) ⊗ BZ
can be seen as the inductive limit of C∗−algebras
(F(A)[−n,n]⊗B[−n,n])n∈N and each of these algebras is
∗−isomorphic to (F(A) ⊗ B)[−n,n]. We shall therefore
consider C(AZ) ⊗ BZ w.l.o.g. as a quasi-local algebra
in what follows and the results from [4] apply to this
situation.
Consider an input memoryless causal (IMC) cq-channel K :
BZ → C(AZ). We see immediately that in this situation the
cq-channel can be described by a family of maps Wn : An ×
Bn → C, n ∈ N, such that Wn(xn, · ) is a state on Bn
for each xn := (x1, . . . , xn) ∈ An. Now, suppose that W is
ergodic. If the input measure p is ergodic and if we denote
its marginal distributions on An by pn then we obtain for the
marginal input-output state
ψnp,W (1C ⊗ b) =
∑
xn∈C
pn(xn)Wn(xn, b),
and these marginal input-output states {ψnp,W }n∈N define an
ergodic state on C(AZ)⊗BZ which we also denote by ψp,W
for notational simplicity. It is easily seen that the state ψnp,W
corresponds to the following density operator
Dnp,W =
∑
xn∈An
pn(xn)|xn〉〈xn| ⊗Dxn , (23)
where Dxn denotes the density operator of the state
Wn(xn, · ), xn = (x1, . . . , xn) ∈ An and |xn〉 = ex1 ⊗
ex1 ⊗ · · · ⊗ exn for some fixed orthonormal basis {ei}|A|i=1 of
C|A|.
A code C = (ui, bi)Mi=1 consists of sequences u1, . . . , uM ∈
An (code words) and a family of positive semi-definite opera-
tors b1, . . . , bM ∈ Bn (decoding operators) with
∑M
i=1 bi ≤ 1.
The error probability of a code C = (ui, bi)Mi=1 is given by
e(C) := max
i=1,...,M
sup
x∈[ui]
(1−W (x, bi)),
where [ui] denotes the cylinder set generated by the sequence
ui. Average error probability is given by
e¯(C) := 1
M
M∑
i=1
sup
x∈[ui]
(1−W (x, bi)). (24)
A real number R is said to be an achievable rate for the cq-
channel W if there is a sequence of codes (Cn)n∈N with
lim inf
n→∞
1
n
logMn ≥ R,
and
lim
n→∞
e(Cn) = 0.
The (weak) capacity C(W ) of the cq-channel W is defined
as the least upper bound of achievable rates.
The expression for the error probabilities of an IMC cq-
channels simplifies to
c(C) = max
i=1,...,M
(1−Wn(ui, bi)).
C. Examples
Example 1. Our first example is discrete memoryless cq-
channel as considered by [17], [31], [38]. Clearly, such chan-
nels are input memoryless, causal and stationary ergodic.
Example 2. Another interesting class of channels are those
with Markovian correlated noise from [23], [7], [8]. Let
(Ey)y∈I be a finite family of completely positive unital maps
Ey : B → A where B,A denote algebras of linear operators
over suitable finite-dimensional Hilbert spaces. Moreover let
us consider a stationary irreducible aperiodic Markovian prob-
ability measure µ ∈ P(IN,Σc) with stationary distribution q
and transition matrixQ = q(·|·). For each n ∈ Z and k ∈ N we
define a completely positive unital map En,k : B[n,n+k−1] →
A[n,n+k−1] by
En,k :=
∑
yk∈Ik
µk(yk)Ey1 ⊗ · · · ⊗ Eyk .
This family determines a unique completely positive unital
map E : BZ → AZ whose restriction to B[n,n+k−1] coincides
with En,k. It is clear by definition of E that E ◦ TB = TA ◦
E holds, where TB resp. TA denote the shifts on BZ resp
AZ, i.e. the quantum channel E is stationary. Furthermore,
the condition E ↾ B[n,n+k−1] = En,k means that the channel
is input memoryless and causal. Consider the dual map E′ :
S(AZ)→ S(BZ) which is defined by
(E′(ϕ))(b) := ϕ(E(b)) (b ∈ BZ, ϕ ∈ S(AZ)),
8and local dual maps E′n,k : S(A[n,n+k−1]) → S(B[n,n+k−1])
which are given by
E′n,k =
∑
yk∈Ik
µk(yk)E′y1 ⊗ · · · ⊗ E′yk ,
where E′y is defined by
tr(E′y(D)b) := tr(DEy(b)),
for all b ∈ B and all density operators D in A.
For a given finite family (D′a)a∈A of density operators in A let
us consider the states ϕx on AZ, x ∈ AZ, whose restrictions
to A[n,n+k−1] have density operators D′xn ⊗ · · · ⊗D′xn+k−1 .
Set
W (x, b) := E′(ϕx)(b) (b ∈ BZ).
It is clear that for b ∈ B[n,n+k−1]
W (x, b) =
∑
yk∈Ik
µk(yk)tr((E′y1(D
′
x1)⊗ · · · ⊗ E′yk(D′xk))b)
holds, and thus the cq-channel W is input memoryless, causal
and stationary.
Due to our assumption that the Markovian measure is irre-
ducible and aperiodic we know that limn→∞(Qn)y′,y = q(y)
exponentially fast for all y, y′ ∈ I . Using this fact it is easily
shown that for all b1, b2 ∈ B[n,n+k] and all x ∈ AZ
lim
l→∞
|W (x, b1T loutb2)−W (x, b1)W (x, T loutb2)| = 0,
exponentially fast. By approximating b1, b2 ∈ BZ by local
observables it is immediately clear that
lim
l→∞
|W (x, b1T loutb2)−W (x, b1)W (x, T loutb2)| = 0,
i.e. the channel W is output mixing in classical terminology.
Due to this fact and mimicking the classical calculation (see
[1], [15] Lemma 9.4.3) using definition of the joint state, eq.
(2), it is easily shown that W is ergodic.
Note that a similar construction starting with an arbitrary
stationary mixing probability measure µ ∈ P(IN,Σc) leads
to a stationary ergodic IMC cq-channel. Hence our Theorems
4.4 and 4.5 apply to this whole class of cq-channels.
Example 3. We can easily modify last example to obtain
channels with finite input memory; We just have to use an
irreducible aperiodic stationary Markovian measure of order
k in our construction.
Further examples can be found in [20] and the references
therein.
III. RESULTS ON TYPICAL PROJECTIONS
In this section we give some auxiliary results that are
repeatedly used in the rest of the paper.
We start with a non-commutative version of the fact that the
intersection of two sets that have high probability must also
be highly likely. We use the Hilbert-Schmidt inner product
on linear operators that is given by 〈a, b〉HS := tr(a∗b) for
a, b ∈ L(H). Moreover we need the notion of partial trace
for density operators acting on H1 ⊗H2 which is defined as
follows: Let D ∈ L(H1⊗H2) ≃ L(H1)⊗L(H2) be a density
operator. The partial traces of D are uniquely determined
density operators Di, i = 1, 2 in L(Hi) which fulfill
trH1(D1a1) = trH1⊗H2(D(a1 ⊗ 1H2))
and
trH2(D2a2) = trH1⊗H2(D(1H1 ⊗ a2))
for all a1 ∈ L(H1) resp. a2 ∈ L(H2). Usual notation for D1
is tr2(D) and similarly for D2.
Lemma 3.1: 1) Let D ∈ L(H) be an operator with 0 ≤
D ≤ 1 and tr(D) ≤ 1 and let q1, q2 ∈ L(H) be projections
with tr(Dqi) = 1− εi, i = 1, 2. Then
tr(Dq2q1q2) ≥ 1− ε1 − 2√ε2.
2) Let D ∈ L(H1 ⊗H2) be a density operator and let D1 :=
tr2(D) resp. D2 := tr1(D) be the reduced density operators.
Then for any projections qi ∈ L(Hi), i = 1, 2, with tr(Diqi) =
1− εi we have
tr(D(q1 ⊗ q2)) ≥ 1− ε1 −√ε2.
Proof: 1) The proof consists of an elementary application
of the Cauchy-Schwarz inequality for the Hilbert-Schmidt
inner product. Indeed, note that 1 = q2 + (1 − q2), then we
have
1− ε1 = tr(Dq1) = tr(D1q1)
= tr(D(q2 + (1− q2))q1)
≤ |tr(Dq2q1)|+ |tr(D(1− q2)q1)|. (25)
Note that
|tr(D(1− q2)q1)| = |tr(D1/2(1− q2)q1D1/2) ≤ √ε2,
where we have applied the Cauchy-Schwarz inequality to
a∗ := D1/2(1 − q2) and b := q1D1/2 and we have used that
tr(D(1−q2)) = ε2 and tr(Dq1) ≤ 1 hold. Thus the inequality
(25) above can be rewritten as
1− ε1 −√ε2 ≤ |tr(Dq2q1)|.
Using 1 = q2 +(1− q2) again we obtain from this inequality
1− ε1 −√ε2 ≤ |tr(Dq2q1)|
≤ |tr(Dq2q1q2)|+ |tr(Dq2q1(1− q2))|
= |tr(Dq2q1q2)|
+|tr(D1/2q2q1(1− q2)D1/2)|.
The last term can be upper bounded by √ε2 as is easily seen
from q2q1q2 ≤ 1 and the Cauchy-Schwarz inequality applied
to a∗ := D1/2q2q1 and b := (1− q2)D1/2. We are done now
because
|tr(Dq2q1q2)| = tr(Dq2q1q2),
which in turn follows from q2q1q2 ≥ 0.
2) Note that by our assumption and by the definition of the
partial trace we have
1− ε1 = tr(D1q1) = tr(D(q1 ⊗ 1))
= tr(D(q1 ⊗ q2)) + tr(D(q1 ⊗ (1− q2)))
= tr(D(q1 ⊗ q2)) + tr(D(q1 ⊗ 1)(1⊗ (1− q2)))
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1 − ε2, the definition of the partial trace and the Cauchy-
Schwarz inequality for the Hilbert-Schmidt inner product.
Our next lemma states that the restriction of the local states to
a sequence of high-probability subspaces does not affect the
v. Neumann entropy rate. The notions of states, stationarity
and v. Neumann entropy rate are introduced in the appendix,
especially in section VII-B.
Lemma 3.2: Let ψ ∈ S(AZ) be a stationary state with
v. Neumann entropy rate s where AZ is a quasi-local al-
gebra constructed from a finite dimensional C∗-algebra A.
Let (qn)n∈N, qn ∈ An, be a sequence of projections with
limn→∞ ψ(qn) = 1. Then we have
lim
n→∞
1
n
S(qnDψnqn) = s.
Proof: Define Dn := qnDψnqn + q⊥nDψnq⊥n , where q⊥n
denotes the projection onto the orthogonal complement of the
range of qn. Then we know that (cf. [22])
S(Dψn) ≤ S(Dn) = S(qnDψnqn) + S(q⊥nDψnq⊥n ), (26)
holds. Now, using
S
(
q⊥nDψnq
⊥
n
tr(Dψnq⊥n )
)
≤ log tr(q⊥n ),
and limn→∞ ψ(q⊥n ) = 0 it is easily seen that
lim
n→∞
1
n
S(q⊥nDψnq
⊥
n ) = 0. (27)
On the other hand, consider a spectral decomposition Dψn =∑dn
i=1 λiei with one-dimensional mutually orthogonal pro-
jections ei. Recall that the entropy is almost convex, i.e.
for any probability vector a := (a1, . . . , ak) and any set
of density operators D1, . . . , Dk we have S(
∑k
i=1 aiDi) ≤∑k
i=1 aiS(Di) + H(a), (cf. [21]) where H(a) denotes the
Shannon entropy of the probability vector a. Inserting the
spectral decomposition above in (26) and using almost con-
vexity we arrive at
0 ≤ S(Dn)− S(Dψn) ≤
dn∑
i=1
λiS(qneiqn + q
⊥
n eiq
⊥
n )
+H((λ1, . . . , λdn))− S(Dψn)
=
dn∑
i=1
λiS(qneiqn + q
⊥
n eiq
⊥
n )
≤ log(2) = 1,
where we have used H((λ1, . . . , λdn)) = S(Dψn) in the third
line, and the observation that the dimension of the range of
each qneiqn + q⊥n eiq⊥n is at most 2 which implies the last
inequality. This shows that
lim
n→∞
1
n
S(Dn) = s,
holds. Combining this with (27) and right hand half of (26)
leads to the desired conclusion of the lemma.
Our main ingredient for the proof of the coding theorem will
be the quantum version of the Shannon-McMillan theorem
(a.k.a. quantum AEP) for ergodic states on quasi-local alge-
bras. We refer to [4] for a proof.
Theorem 3.3 (Quantum AEP): Let ψ be a stationary er-
godic state with entropy rate s on quasi-local algebra AZ
built up from a finite dimensional C∗-algebra A. Then for any
ε > 0 there is a sequence of orthogonal projections (tn,ε)n∈N,
tn,ε ∈ An, such that for all sufficiently large n hold:
1) ψn(tn,ε) ≥ 1− ε,
2) for each one-dimensional orthogonal projection q ∈ An
which is dominated by tn,ε, i.e. q ≤ tn,ε we have
2−n(s+ε) < ψn(q) < 2−n(s−ε),
3) 2n(s−ε) < tr(tn,ε) < 2n(s+ε).
Moreover, the entropy typical subspace given by the range
of each tn,ε can be spanned by those eigenvectors of Dψn
associated with the eigenvalues µi,n of Dψn which satisfy
2−n(s+ε) < µi,n < 2
−n(s−ε)
. 
An alternative, equivalent version of this theorem can be stated
for dimension covering exponents (cf. [4] for proof), which are
defined in the following way: Consider any state ψ on AZ and
ε ∈ (0, 1). The dimension covering exponents are given by
βε,n(ψ) := min{log tr(q) : q ∈ An projection, ψn(q) ≥ 1−ε}.
Proposition 3.4: Let ψ be a stationary ergodic state on AZ
with v. Neumann entropy rate s. Then for any ε ∈ (0, 1)
lim
n→∞
1
n
βε,n(ψ) = s
holds.
For the following lemma we need some preliminary notation.
Let AZ denote a quasi-local algebra built up from finite
dimensional C∗-algebra A. We consider a state ψ on AZ
and any sequence (qn)n∈N of orthogonal projections with
qn ∈ An. To the state ψ and sequence (qn)n∈N we associate a
family of sub-normalized states qnDψnqn and for each n ∈ N
we consider a diagonalization of these sub normalized states:
qnDψnqn =
tr(qn)∑
i=1
λi,nqi,n, (28)
where λi,n resp. qi,n denote eigenvalues resp. one-dimensional
projections onto an orthonormal basis of range of qn con-
sisting of eigenvectors of qnDψnqn. We abbreviate In :=
{1, . . . , tr(qn)}.
Lemma 3.5: Let ψ be a stationary ergodic state on AZ with
v. Neumann entropy rate s and let (qn)n∈N be a sequence of
projections with qn ∈ An and limn→∞ ψ(qn) = 1. Then for
each ε > 0 there is sequence of projections (rn(ε))n∈N with
rn(ε) ≤ qn with
1) limn→∞ ψ(rn(ε)) = 1.
2) For any one-dimensional projection r ≤ rn(ε) we have
2−n(s+ε) < tr(qnDψnqnr) = ψn(r) < 2−n(s−ε).
The range of rn(ε) is spanned by those eigenvectors of
qnDψnqn which satisfy
2−n(s+ε) < λi,n < 2
−n(s−ε).
Proof: The proof is quite similar to the proof of Lemma
3.3 in [4] and is, in fact, much easier in the present situation
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because we can use now the full Shannon-McMillan theorem
for ergodic quantum states that was not at our disposal in [4]
(the Shannon-McMillan theorem for ergodic quantum states
was even proved there). For readers convenience we give main
steps of this proof. First note that
S(qnDψnqn) = −
∑
i∈In
λi,n logλi,n, (29)
and that according to Lemma 3.2
lim
n→∞
1
n
S(qnDψnqn) = s. (30)
For δ > 0 we consider the set
B1,n,δ :=
{
i ∈ In : λi,n ≥ 2−n(s−δ)
}
,
and the projection
r1,n,δ :=
∑
i∈B1,n,δ
qi,n.
Then it is clear that
1
n
log tr(r1,n,δ) ≤ s− δ ∀ n ∈ N, (31)
and ψn(r1,n,δ) = tr(qnDψnqnr1,n,δ) hold. If we had
lim supn→∞ ψ
n(r1,n,δ0) = a > 0 for some δ0 > 0 then eq.
(31) would contradict Proposition 3.4. Hence we must have
lim
n→∞
ψn(r1,n,δ) = 0 ∀ δ > 0. (32)
For σ, δ > 0 we define the following sets
B2,n,σ :=
{
i ∈ In : λi,n ≤ 2−n(s+σ)
}
,
and
Tn,δ,σ :=
{
i ∈ In : 2−n(s+σ) < λi,n < 2−n(s−δ)
}
.
Then it is obvious that for i ∈ B2,n,σ resp. i ∈ Tn,δ,σ we have
− 1
n
λi,n logλi,n ≥ (s+ σ)λi,n
respectively
− 1
n
λi,n logλi,n ≥ (s− δ)λi,n.
Combining these inequalities with eq. (29) and (32) we are
led to
1
n
S(qnDψnqn) ≥ (s+ σ)ψn(r2,n,σ)
+ (s− δ)ψn(rn,σ,δ) + o(1), (33)
where
r2,n,σ :=
∑
i∈B2,n,σ
qi,n, and rn,σ,δ :=
∑
i∈Tn,δ,σ
qi,n.
If we had lim supn→∞ ψ(r2,n,σ0 ) = a > 0 for some σ0 > 0
then after taking limit n → ∞ along a suitable subsequence
in eq. (33) we would have
s ≥ s+ σ0a− δ(1− a) > s,
for all sufficiently small δ > 0, a contradiction. Thus, we have
lim
n→∞
ψn(rn,σ,δ) = 1 ∀ σ, δ > 0.
Now, if we define rn(ε) := rn,ε,ε we have the desired
sequence of projections. The second item of lemma is easily
verified since the range of rn(ε) is spanned by eigenvectors of
qnDψnqn the eigenvalues of which satisfy 2−n(s+ε) < λi,n <
2−n(s−ε).
IV. CODING THEOREM FOR IMC CHANNELS
Our goal in this section is to show that for each stationary
ergodic IMC cq-channel W we have
C(W ) = CHolevo(W ), (34)
where
CHolevo(W ) := lim
n→∞
1
n
Cn(W ) = sup
n
1
n
Cn(W ), (35)
and
Cn(W ) := max
pn∈P(An)
χ(pn,Wn)
with the well known Holevo information
χ(pn,Wn) := S(Dnq(p))−
∑
xn∈An
pn(xn)S(Dxn),
and Dnq(p) :=
∑
xn∈An p
n(xn)Dxn . An equivalent formula for
the Holevo information can be given as follows:
χ(pn,Wn) = S(Dnp ) + S(D
n
q(p))− S(Dnp,W ),
where Dnp =
∑
xn∈An p
n(xn)|xn〉〈xn| and Dnp,W is given
in eq. (23). The equality in the last formula holds since
S(Dnp,W ) = S(D
n
p ) +
∑
xn∈An p
n(xn)S(Dxn) (cf. [25] Th.
11.8). Note that the limit in eq. (35) exists and is actually
equal to supn 1nCn(W ) since we have
Cn+m(W ) ≥ Cn(W ) + Cm(W )
which is easily deduced from the fact that
χ(pn ⊗ p′m,Wn+m) ≥ χ(pn,Wn) + χ(p′m,Wm), (36)
which in turn is a consequence of the subadditivity of the
formally defined conditional v. Neumann entropy (cf. [25]
Theorem 11.16) and our assumption that the cq-channel is
stationary and IMC.
Remark 4.1: For a probability distribution p on An the
formal conditional v. Neumann Entropy is, in our case, given
by
S(p|q(p)) := S(Dnp,Wn)− S(Dnq(p)),
with
Dnp,Wn =
∑
xn∈An
p(xn)|xn〉〈xn| ⊗Dxn ,
and
Dnq(p) =
∑
xn∈An
p(xn)Dxn .
The subadditivity of this quantity together with stationarity and
IMC property of the channel means in the present situation that
for p ∈ P(An), p′ ∈ P(Am)
S(p⊗ p′|q(p⊗ p′)) ≤ S(p|q(p)) + S(p′|q(p′))
holds.
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Before entering the proof of the direct part of the coding
theorem we need some further preliminary lemmas. Let us
consider a stationary IMC cq-channel W and a stationary
probability measure p on (AZ,Σc). Then since the states
ψp,W , p and ψq(p) := ψp,W ↾ BZ are stationary we know
that their v. Neumann entropy rates exist. Let us denote by
Dnp,W , D
n
p resp. Dnq(p) the density operators of these states
when restricted to the algebras over n-blocks.
Let us define formally the information rate
i(p,W ) := lim
n→∞
1
n
χ(pn,Wn)
= lim
n→∞
1
n
(S(Dnp ) + S(D
n
q(p))− S(Dnp,W ))
= s(ψp) + s(ψq(p))− s(ψp,W ). (37)
Note that s(ψp) = h(p) where h(p) denotes the Shannon
entropy rate of the probability measure p. Due to the results in
[29] the entropy rates in eq. (37) exist even for a larger class
of periodic states. Furthermore let us introduce
Cper(W ) := sup
p periodic
i(p,W ),
Cstat(W ) := sup
p stationary
i(p,W ),
and
Cerg(W ) := sup
p stationary ergodic
i(p,W ). (38)
Lemma 4.2: Let W : AZ × BZ → C be a stationary IMC
cq-channel. Then we have
CHolevo(W ) = Cper(W ) = Cstat(W ) = Cerg(W ).
Proof: It is clear that
CHolevo(W ) ≥ Cper(W ) ≥ Cstat(W ) ≥ Cerg(W ),
holds. Thus we only need to prove CHolevo(W ) = Cerg(W ).
By definition of the Holevo capacity eq. (35) we can find for
any δ > 0 a probability distribution pδ ∈ P(At) with
CHolevo(W )− δ ≤ 1
t
χ(pδ,W
t). (39)
Set p′ = p⊗∞δ , then the probability measure p′ is t-periodic.
Now we define
p :=
1
t
t−1∑
i=0
p′ ◦ T−iin .
It is easily seen by standard arguments that p is stationary
ergodic. In what follows we use the abbreviation pi := p′ ◦
T−iin . For each i ∈ {0, 1, . . . , t − 1} and for each n ∈ N the
distributions pni can be written as
pni = pli ⊗ p⊗kiδ ⊗ pri ,
where n = li + kit + ri with 0 ≤ li + ri < 2t. Note that
ki depends on n and that limn→∞ kin =
1
t holds for all i ∈
{0, . . . , t− 1}.
Using concavity of the Holevo information with respect to the
input distribution and eq. (36) we obtain following chain of
inequalities:
1
n
χ(pn,Wn) =
1
n
χ(
1
t
t−1∑
i=0
pni ,W
n)
≥ 1
n
1
t
t−1∑
i=0
χ(pni ,W
t)
=
1
n
1
t
t−1∑
i=0
χ(pli ⊗ p⊗kiδ ⊗ pri ,W li+kit+ri)
≥ 1
n
1
t
t−1∑
i=0
(χ(pli ,W
li) + χ(pri ,W
ri)
+kiχ(pδ,W
t))
≥ mini∈{0,...,t−1} ki
n
χ(pδ,W
t) + o(1).
This yields
i(p,W ) = lim
n→∞
1
n
χ(pn,Wn) ≥ 1
t
χ(pδ,W
t).
Combining this with eq. (39) and definition of Cerg(W ), eq.
(38), we obtain
Cerg(W ) ≥ CHolevo(W )− δ.
Since the left side of this inequality does not depend on δ and
since δ > 0 was arbitrary we can conclude that
Cerg(W ) ≥ CHolevo(W ).
We will need some simple properties of projections in F(A)⊗
B in the proof of the next lemma, where F(A) denotes the set
of C−valued functions on A. We again identify F(A) with
C|A|. It is elementary to show that each operator a ∈ F(A)⊗B
can be written as
a =
∑
x∈A
|x〉〈x| ⊗ ax,
for appropriate ax ∈ B. Similarly, a∗ = a iff a∗x = ax for all
x ∈ A. Moreover it holds that a2 = a iff a2x = ax for all x ∈
A. Thus we can conclude that each projection t ∈ F(A) ⊗ B
has a unique representation
t =
∑
x∈A
|x〉〈x| ⊗ tx, (40)
with projections tx ∈ B. This is an analogon to the represen-
tation of a set in a Cartesian product of finite sets as a union
of its sections.
Lemma 4.3 (Probability bounds): Let W : AZ × BZ → C
be a stationary ergodic IMC cq-channel and let p ∈ P(AZ,Σc)
be a stationary ergodic probability measure. Then for each ε >
0 there is a sequence of orthogonal projections (jn(ε))n∈N,
jn(ε) ∈ F(An)⊗ Bn, with
lim
n→∞
ψp,W (jn(ε)) = 1,
and which possesses following additional properties: For each
n ∈ N there is subset Tn ⊆ An and a set of orthogonal projec-
tions (cxn)xn∈Tn in Bn with jn(ε) =
∑
xn∈Tn
|xn〉〈xn|⊗ cxn
and
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1) limn→∞ pn(Tn) = 1.
2) For each xn ∈ Tn we have
2−n(s(ψp)+εn) < pn(xn) < 2−n(s(ψp)−εn),
with s(ψp) = h(p) and an appropriate sequence with
1 > εn ց 0.
3) Wn(xn, cxn) = 1 − δn for all xn ∈ Tn and a suitable
sequence with limn→∞ δn = 0.
4) For each xn ∈ Tn,all sufficiently large n ∈ N, and each
one-dimensional projection e ≤ cxn we have
2−n(s(q(p)|p)+ε) ≤Wn(xn, e) ≤ 2−n(s(q(p)|p)−ε),
(41)
with s(q(p)|p) := s(ψp,W ) − s(ψp). Consequently, the
dimension of the range of cxn can be bounded by
2n(s(q(p)|p)−ε+
1
n
log(1−δn)) ≤ tr(cxn) ≤ 2n(s(q(p)|p)+ε).
Proof: Choose an appropriate sequence 1 ≥ εn ց 0 such
that the quantum AEP, Theorem 3.3, holds simultaneously for
ψp,W , ψp and ψq(p) with εn instead of ε and denote by tn, tp,n
resp. tq,n the resulting entropy typical projections of ψp,W , ψp
resp. ψq(p). An application of Lemma 3.1.2 yields that
ψnp,W (tp,n ⊗ tq,n) ≥ 1− εn −
√
εn,
and Lemma 3.1.1 then implies that
ψnp,W ((tp,n ⊗ tq,n)tn(tp,n ⊗ tq,n)) = 1− ηn, (42)
with ηn ≤ εn + 2
√
εn +
√
εn. Set
t′n := R((tp,n ⊗ tq,n)tn(tp,n ⊗ tq,n)),
where R(a) denotes the projection onto the range of the
hermitian operator a. Then we have
t′n ≤ tp,n ⊗ tq,n, (43)
tr(t′n) ≤ tr(tp,n ⊗ tq,n), tr(tn), (44)
and
ψnp,W (t
′
n) ≥ 1− ηn, (45)
by eq. (42) and eq. (43). Lemma 3.5 gives us for each ε > 0
a sequence of projections (t′′n)n∈N satisfying t′′n ≤ t′n, t′′n ∈
F(An)⊗ Bn, and with
ψnp,W (t
′′
n) ≥ 1− η′n limn→∞ η
′
n = 0, (46)
and
2−n(s(ψp,W )+
ε
2 ) < ψnp,W (r) < 2
−n(s(ψp,W )−
ε
2 ) (47)
for any one-dimensional orthogonal projection r ≤ t′′n. We
assume w.l.o.g. that η′n > 0 for all n ∈ N.
It is readily seen from (40) that for each xn ∈ An we have
(|xn〉〈xn| ⊗ 1)t′′n = t′′n(|xn〉〈xn| ⊗ 1), (48)
where 1 denotes the identity in Bn. This yields
t′′n =
∑
xn∈An
(|xn〉〈xn| ⊗ 1)t′′n(|xn〉〈xn| ⊗ 1), (49)
and if we define projections cxn by
|xn〉〈xn| ⊗ cxn = (|xn〉〈xn| ⊗ 1)t′′n(|xn〉〈xn| ⊗ 1), (50)
we can write
t′′n =
∑
xn∈Pn
|xn〉〈xn| ⊗ cxn . (51)
with
Pn := {xn ∈ An : cxn 6= 0}. (52)
For the set Tn given by
Tn := {xn ∈ Pn :Wn(xn, cxn) ≥ 1−
√
η′n}, (53)
we see that
pn(T cn) ≤
√
η′n, (54)
holds, since by eq. (46) and eq. (51) we have
1− η′n ≤ ψnp,W (t′′n) =
∑
xn∈An
pn(xn)Wn(xn, cxn)
≤ pn(T cn)(1 −
√
η′n) + p
n(T cn)
= 1−
√
η′np
n(T cn).
Set
rn :=
∑
xn∈Tn
|xn〉〈xn|,
and
jn(ε) := (rn ⊗ 1)t′′n(rn ⊗ 1) =
∑
xn∈Tn
|xn〉〈xn| ⊗ cxn . (55)
Applying Lemma 3.1 one more time we arrive at
lim
n→∞
ψnp,W (jn(ε)) = 1.
By our construction we have t′′n ≤ t′n ≤ tp,n ⊗ tq,n (see eq.
(43)). Since rn ⊗ 1 commutes with t′′n, i.e. (rn ⊗ 1)t′′n =
t′′n(rn ⊗ 1), we have
(rn ⊗ 1)t′′n(rn ⊗ 1) ≤ t′′n ≤ tp,n ⊗ tq,n,
and therefore by the right hand side of eq. (55) for each xn ∈
Tn ⊆ Pn
|xn〉〈xn| ⊗ cxn ≤
∑
xn∈Tn
|xn〉〈xn| ⊗ cxn ≤ tp,n ⊗ tq,n.
This yields
rn ≤ tp,n,
since Tn ⊆ Pn (cf. eq. (52)), consequently, for each one-
dimensional projection |xn〉〈xn| ≤ rn
2−n(s(ψp)+εn) < ψp(|xn〉〈xn|) = pn(xn) < 2−n(s(ψp)−εn).
(56)
Additionally eq. (53) and eq. (54) yield that
lim
n→∞
ψn(rn) = lim
n→∞
pn(Tn) = 1
hold. Note that jn(ε) ≤ t′′n and for each one-dimensional
projection e ∈ Bn we have
pn(xn)Wn(xn, e) = ψnn,W (|xn〉〈xn| ⊗ e).
Thus by eq. (47) and eq. (56) for each xn ∈ Tn and for each
one-dimensional projection e ≤ cxn we obtain eq. (41) for all
sufficiently large n for which εn < ε2 holds.
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Theorem 4.4 (Coding theorem: direct part): Let W : AZ×
BZ → C be a stationary ergodic IMC cq-channel. Then there
is a sequence of codes (Cn)n∈N with
lim inf
n→∞
1
n
logMn ≥ CHolevo(W ), (57)
with limn→∞ e(Cn) = 0. I.e. CHolevo(W ) is an achievable rate
for the cq-channel W and consequently we have C(W ) ≥
CHolevo(W ).
Proof: The proof is virtually the same as Winter’s proof
[38] for the direct part of the coding theorem for memoryless
cq-channel. The difference to the present situation is only
that we use our Lemma 4.3 instead of frequency typical
and frequency conditionally typical subspaces in Winter’s
setting which are defined in analogy to frequency typical and
frequency conditionally typical subsets in the approach of
Wolfowitz (see [39]).
For readers convenience and since we shall need this argument
in section V we give the main steps.
From Lemma 4.2 we know that
CHolevo(W ) = Cerg(W ).
Thus, for each δ > 0 we can find a stationary ergodic
probability measure p ∈ P(AZ,Σc) with
i(p,W ) ≥ Cerg(W )− δ
2
.
It suffices to show that for each δ > 0 and λ ∈ (0, 1) there is
a sequence of codes (Cn)n∈N with Mn code words such that
1) e(Cn) ≤ λ and
2) Mn ≥ 2n(Cerg(W )−δ)
for all n ≥ n(δ, λ) with an appropriately chosen n(δ, λ) ∈ N.
With the notation from Lemma 4.3 let n be large enough to
ensure that δn < λ2 .
According to Lemma 4.3, with ε = δ4 , there is x
n ∈ Tn and
cxn ∈ Bn with
Wn(xn, cxn) = tr(Dxncxn) ≥ 1− λ.
Set u1 := xn and b1 := cxn . Note that b1 is a projection.
In the next step choose xn ∈ Tn and cxn with
Wn(xn, (1− b1)cxn(1− b1)) ≥ 1− λ,
and set u2 := xn and b2 := R((1−b1)cxn(1−b1)) (projection
onto the range of (1− b1)cxn(1− b1)). Then it is clear that
Wn(u2, b2) ≥ 1− λ
since b2 ≥ (1− b1)cu2(1− b1).
If u1, . . . , uk and b1, . . . , bk are already constructed then
choose xn ∈ Tn with
Wn(xn, (1−
k∑
i=1
bi)cxn(1−
k∑
i=1
bi)) ≥ 1− λ,
and set
uk+1 := x
n and bk+1 := R((1−
k∑
i=1
bi)cxn(1−
k∑
i=1
bi)).
Continue this procedure until no further prolongation of the
code is possible. Note that each bi is an orthogonal projection
and that bibj = δi,jbi holds.
Let us write Cn = (ui, bi)Mni=1 for the resulting code and set
bn :=
Mn∑
i=1
bi.
For η := min{1− λ, λ216 } > 0 we claim that
Wn(xn, bn) = tr(Dxnbn) ≥ η ∀xn ∈ Tn. (58)
This is clear for code words. If we had
tr(Dxn(1− bn)) ≥ 1− η
for some xn ∈ Tn \ {u1, . . . , uMn}, then we had
tr(Dxn(1− bn)cxn(1− bn)) ≥ 1− δn − 2√η
≥ 1− λ
2
− 2
√
λ2
16
= 1− λ
by Lemma 3.1 and our restriction to those n for which δn < λ2
holds. The last inequality implies that we could prolong our
code, what is not possible by our code construction. Averaging
eq. (58) with pn we obtain
ψnq(p)(bn) =
∑
xn∈An
pn(xn)Wn(xn, bn) ≥ pn(Tn)η > η
2
,
for all sufficiently large n. Then Proposition 3.4 yields that
tr(bn) ≥ 2n(s(ψq(p))− δ4 ) (59)
for all n which are large enough.
On the other hand, we see by our code construction that
tr(bi) ≤ tr(cui) for all i ∈ {1, . . . ,Mn} and it follows from
Lemma 4.3.4 that for all sufficiently large n
tr(bn) ≤Mn2n(s(q(p)|p)+ δ4 ) (60)
holds. Combining eq. (59) and eq. (60) we obtain
Mn ≥ 2n(i(p,W )− δ2 ) ≥ 2n(Cerg(W )−δ).
This concludes our proof since CHolevo(W ) = Cerg(W ).
Theorem 4.5 (Coding theorem: weak converse): Let W :
AZ × BZ → C be a stationary IMC channel. Then for each
code Cn = (ui, bi)Mni=1 with Mn ≥ 2n(CHolevo(W )+ε) we have
e¯(Cn) ≥ 1−
CHolevo(W ) +
1
n
CHolevo(W ) + ε
,
where e¯(Cn) denotes the average error probability of the code
Cn.
Proof: This is an easy consequence of Fano inequality
and Holevo bound and the proof is identical to that in
the memoryless case. For completeness we provide the full
argument; We may suppose that
∑Mn
i=1 bi = 1 since otherwise
we can add bMn+1 := 1 −
∑Mn
i=1 bi to bi without affecting
code performance. We define a stochastic matrix by setting
K(j|i) := tr(Duibj) (i = 1, . . .Mn, j = 1, . . . ,Mn).
Consider the probability distribution p on An which assigns
probability 1Mn to each of the code words ui. Then by Holevo
bound [16] we have
χ(p,Wn) ≥ I(p,K),
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where I(p,K) denotes the mutual information computed with
respect to given input and channel data p and K . Combining
this inequality with definition of the Holevo capacity (35) and
with Fano inequality (see e.g. [39]) we obtain
CHolevo(W ) = sup
l∈N
1
l
Cl(W ) (by eq. (35))
≥ 1
n
Cn(W ) ≥ 1
n
I(p,K)
≥ 1
n
(logMn − 1− e¯(Cn) log(Mn − 1))
≥ (1− e¯(Cn)) 1
n
log(2n(CHolevo(W )+ε))− 1
n
.
This yields
e¯(Cn) ≥ 1−
CHolevo(W ) +
1
n
CHolevo(W ) + ε
,
as desired.
V. EXTENSION TO DIMA CHANNELS
The main ingredient in our proof of the direct part of coding
theorem for IMC channels, Theorem 4.4, was Lemma 4.3 on
probability bounds. There we heavily used our assumption
that the chanel was IMC. If, instead of IMC condition, we
merely assume that the channel is stationary ergodic we obtain,
by an inspection of the proof of Lemma 4.3, corresponding
probability bounds for the induced channel
W ′n(xn, b) :=
ψp,W (|xn〉〈xn| ⊗ b)
pn(xn)
(b ∈ Bn), (61)
which is defined for all xn ∈ An with pn(xn) 6= 0 for a fixed
stationary ergodic p ∈ P(AZ,Σc). Indeed, we may w.l.o.g.
restrict ourselves to those xn ∈ An with pn(xn) = p([xn]) 6=
0, where [xn] denotes the cylinder set generated by xn. Then
observe that
W ′n(xn, b) =
1
pn(xn)
∫
[xn]
W (x, b)p(dx) (b ∈ Bn), (62)
by our definition of the joint state, eq. (2). Now, it suffices to
replace Wn by W ′n in the proof of Lemma 4.3 to obtain the
desired extension of that result. Note that the code construction
in Theorem 4.4 depends only on Lemma 4.3, thus we obtain
for all δ > 0, λ ∈ (0, 1) and all sufficiently large n ∈ N codes
Cn = (ui, bi)Mni=1 with
1) maxi∈{1,...,Mn}(1−W ′n(ui, bi)) ≤ λ
2) Mn ≥ 2n(Cerg(W )−δ),
where Cerg(W ) is now defined as
Cerg(W ) := sup
p stationary ergodic
i(p,W ), (63)
with
i(p,W ) := s(ψp) + s(ψq(p))− s(ψp,W ). (64)
Since W ′n appears in the first item above, the code we have
obtained is not a code for the channel W with prescribed
error probability. If we assume in addition to stationarity and
ergodicity that W fulfills DIMA condition , eq. (22), the code
above is easily converted into one with low error probability
for W : By eq. (62) we have
1− λ ≤W ′n(ui, bi) = 1
pn(ui)
∫
[ui]
W (x, bi)p(dx),
for all i ∈ {1, . . . ,Mn} so that for each i there must be at
least one x(i) ∈ AZ with
W (x(i), bi) ≥ 1−
√
λ.
Employing the DIMA condition we find positive integers m, a
such that
|W (x, bi)−W (x(i), bi)| ≤
√
λ,
for all i ∈ {1, . . . ,Mn} whenever xj = x(i)j for 1 − m ≤
j ≤ n + a + 1. Thus setting u′i = x(i)n+a+11−m and b′i := bi ∈
Bn ⊂ B[1−m,n+a−1] we obtain the desired sequence of codes
for the channel W after shifting the sequences u′i as well as
the decoding operators b′i m places to the right. Thus we have
proved
Theorem 5.1 (DIMA Coding theorem: direct part): Let
W : AZ×BZ → C be a stationary ergodic DIMA cq-channel.
Then Cerg(W ), defined in eq. (63), is an achievable rate, and
thus C(W ) ≥ Cerg(W ).
In the proof of the converse part we shall need the periodic
product information capacity which is defined by
Cpp(W ) := sup
p periodic product
i(p,W ), (65)
i(p,W ) being given by eq. (35).
Theorem 5.2 (DIMA coding theorem: weak converse): Let
W : AZ×BZ → C be a stationary ergodic DIMA cq-channel.
Then Cpp(W ) = Cerg(W ) holds. Moreover, for each ε > 0
and any code Cn = (ui, bi)Mni=1 with Mn ≥ 2n(Cpp(W )+ε) we
have
e¯(Cn) ≥ 1−
Cpp(W ) +
1
n
Cpp(W ) + ε
.
Proof: We divide the proof in two parts. In the first
part we infer from Holevo bound and Fano’s inequality that
Cpp(W ) ≥ C(W ) holds for each stationary cq-channel W .
For DIMA channels we then know that Cpp(W ) ≥ C(W ) ≥
Cerg(W ) from the direct part of the coding theorem, Theorem
5.1. Finally we show that Cpp(W ) = Cerg(W ) which is a
consequence of the affinity of the v. Neumann entropy rate on
periodic states and the fact that shifting a periodic state one
site to the left/right does not change its entropy rate.
Let Cn = (ui, bi)Mni=1 be a code for W with Mn ≥
2n(Cpp(W )+ε). Let pn denote the distribution on An which
assigns probability 1Mn to each of the code words ui, i =
1, . . . ,Mn and consider the product probability measure p :=
· · · pn⊗pn⊗pn · · · with period n on (AZ,Σc). Then we have
h(p) = 1n logMn. Moreover, we need the family of induced
channels {W ′l}l∈N from eq. (61), or equivalently eq. (62),
defined with respect to the periodic product measure p. If we
denote by Dlψp,W the density operator of the state ψ
l
p,W , then
we have
Dlψp,W =
∑
xl∈Al
′
pl(xl)|xl〉〈xl| ⊗Dxl ,
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where Dxl is the density operator of W ′l(xl, ·) and
∑′
indicates that the summation is performed only over those xl
with pl(xl) > 0. Note that then for each l ∈ N
χ(pl,W ′l) = S(ψlp) + S(ψ
l
q(p))− S(ψlp,W ) (66)
holds, and thus we have
i(p,W ) = lim
l→∞
1
l
χ(pl,W ′l), (67)
by eq. (64). If we introduce the average error probability
e¯(Cn,W ′) with respect to the induced channel W ′, i.e.
e¯(Cn,W ′) := 1
Mn
Mn∑
i=1
(1 −W ′n(ui, bi)), (68)
then we can argue in a similar fashion as in the proof of
Theorem 4.5 and obtain
χ(pn,W
′n) ≥ (1− e¯(Cn,W ′)) log(2n(Cpp(W )+ε))− 1. (69)
For each l ∈ N we write l = kn + r, 0 ≤ r < n, and using
superadditivity of χ with respect to product states together
with the n−periodicity of the channel and resulting states,
which follows from the subadditivity of the conditional v.
Neumann entropy (see Theorem 11.16 in [25]), we arrive at
χ(pl,W ′l) ≥ kχ(pn,W ′n)+χ(p[kn+1,kn+r]n ,W ′[kn+1,kn+r]).
(70)
Combining eq. (70), eq. (69) and dividing by l we obtain
1
l
χ(pl,W ′l) ≥ k
l
χ(pn,W
′n) + o(1)
≥ k
l
((1 − e¯(Cn,W ′)) log(2n(Cpp(W )+ε))− 1)
+o(1)
=
k
l
((1 − e¯(Cn,W ′))n(Cpp(W ) + ε)− 1)
+o(1).
Taking the limit l →∞, taking into account eq. (66), eq. (67),
definition of Cpp(W ), eq. (65), leads to
Cpp(W ) ≥ i(p,W )
≥ (1− e¯(Cn,W ′))(Cpp(W ) + ε)− 1
n
, (71)
or, equivalently
e¯(Cn,W ′) ≥ 1−
Cpp(W ) +
1
n
Cpp(W ) + ε
. (72)
From definition of average error probability, eq. (24), we infer
that e¯(Cn) ≥ e¯(Cn,W ′) and thus inequality (72) yields
e¯(Cn) ≥ e¯(Cn,W ′) ≥ 1−
Cpp(W ) +
1
n
Cpp(W ) + ε
. (73)
This shows that for each stationary cq-channel W the inequal-
ity
Cpp(W ) ≥ C(W ) (74)
holds. If W is in addition DIMA, then the direct part, Theorem
5.1, yields with eq. (74)
Cpp(W ) ≥ C(W ) ≥ Cerg(W ).
Thus we have to prove the converse inequality
Cpp(W ) ≤ Cerg(W ). (75)
For any δ > 0 there is a product probability measure p on
(AZ,Σc) with period t ∈ N with
Cpp(W )− δ ≤ i(p,W ). (76)
Then the probability measure given by
p′ :=
1
t
t−1∑
i=0
p ◦ T−iin
is stationary ergodic. Note that the joint input-output state and
output state depend affinely on the input probability measure.
Using the defining formula (3) for joint input-output state and
resulting output state together with change of variable formula
one immediately sees that
ψp◦T−i
in
,W (f ⊗ b) = ψp,W (T iinf ⊗ T ioutb),
and
ψq(p◦T−i
in
)(b) = ψq(p)(T
i
outb)
hold. Arguing as in the proof of Theorem 3.1.3 in [4] shows
that
s(ψp◦T−i
in
,W ) = s(ψp,W ), s(ψq(p◦T−i
in
)) = s(ψq(p)),
and
s(p ◦ T−iin ) = s(p).
Using this and the affinity of the v. Neumann entropy rate on
periodic states, we obtain
i(p′,W ) =
1
t
t−1∑
i=0
i(p ◦ T−iin ,W ) = i(p,W ).
This inequality together with (76) shows that inequality (75)
is valid since δ > 0 was arbitrary.
VI. CLASSICAL CAPACITY OF OUTPUT WEAKLY MIXING
QUANTUM CHANNELS
In this section we show that the results obtained so far imply
immediately capacity results for the transmission of classical
information through output weakly mixing quantum channels.
The extension to ergodic quantum channels is postponed to the
future work in order to keep the size of this paper reasonable.
We consider two finite-dimensional Hilbert spaces H1, H2 and
corresponding algebras of linear operators A := L(H1), B :=
L(H2) together with quasi-local C∗−algebras AZ and BZ. A
quantum channel is described by a linear, completely positive,
unital map K : BZ → AZ. K is called (Tin, Tout)−stationary
if K ◦Tout = Tin◦K holds for the shifts Tout resp. Tin on BZ
resp. AZ. The quantum channel K is (Tin, Tout)−ergodic if
it is extreme point in the convex set of (Tin, Tout)−stationary
quantum channels.
A convenient sufficient condition for ergodicity of a stationary
channel K : BZ → AZ , as in the classical theory (cf. [15]),
is that it is output weakly mixing: A quantum channel K is
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said to be output weakly mixing if for any state ϕ ∈ S(AZ)
and all b1, b2 ∈ BZ
lim
n→∞
1
n
n−1∑
i=0
|ϕ(K(b1T ioutb2))− ϕ(K(b1)K(T ioutb2))| = 0
(77)
holds. Obviously, the condition in eq. (77) need only to be
checked on elements in Bloc (see section VII-B). The proof
that each output weakly mixing channel is ergodic will be
given in a forthcoming paper. We will merely show here how
such a channel induces an ergodic cq-channel.
Remark 6.1: It is readily seen that the condition (77) for
cq-channels is equivalent to
lim
n→∞
1
n
n−1∑
i=0
|W (x, b1T ioutb2)−W (x, b1)W (x, T ioutb2)| = 0
for all x ∈ AZ, which reflects the classical condition of a
channel of being output weakly mixing as given in [15].
The continuity notions of section II-B are easily extended to
the present setting. E.g. channel K : BZ → AZ is said to
have decaying input memory and anticipation (DIMA) if for
all n ∈ Z, k ∈ N
lim
m,a→∞
sup
ϕ,ϕ′∈S(AZ):ϕ=m,a,n,kϕ′
dn,k(ϕ ◦K,ϕ′ ◦K) = 0,
where
dn,k(ϕ◦K,ϕ′◦K) := sup
b∈B[n,n+k]:0≤b≤1
|ϕ◦K(b)−ϕ′◦K(b)|,
and ϕ =m,a,n,k ϕ′ means that the states ϕ and ϕ′ on AZ have
equal restrictions to A[n−m,n+k+a].
A quantum channel K : BZ → AZ is called input memoryless
and causal (IMC) if K(B[n,n+k]) ⊂ A[n,n+k] for all integers
n and k with k ≥ 0.
We denote, as before, A[1,n] by An with a similar abbreviation
for B[1,n]. A code of length Mn for transmission of classical
information via quantum channel K : BZ → AZ is a
family Cn := (ϕi, bi)Mni=1 consisting of states ϕi ∈ S(An),
i = 1, . . . ,Mn, and decoding operators 0 ≤ bi ∈ Bn with∑Mn
i=1 bi ≤ 1.
The error probability of a code Cn is given by
e(Cn) := max
i∈{1,...,Mn}
sup
ϕ¯i∈S(AZ):ϕ¯ni =ϕi
(1 − ϕ¯i(K(bi))), (78)
where ϕ¯ni denotes the restriction of ϕ¯i to An. The capacity
of the channel K is then defined in the usual way.
We consider a stationary output weakly mixing IMC quantum
channel K : BZ → AZ. Our goal is to show that the classical
capacity of this channel is given by
CHolevo(K) := lim
n→∞
1
n
Cn(K),
where
Cn(K) := sup
{pi,ϕi}mi=1
(
S
(
m∑
i=1
piϕi ◦K
)
−
m∑
i=1
piS(ϕi ◦K)
)
and the least upper bound is taken over all ensembles on An,
i.e. pi ≥ 0 with
∑m
i=1 pi = 1 and each ϕi is a state on An.
For any η > 0 there is a positive integer n and an ensemble
{pi, ϕi}mi=1such that
S
(
m∑
i=1
piϕi ◦K
)
−
m∑
i=1
piS(ϕi ◦K) ≥ CHolevo(K)−η (79)
holds. Let A := {1, 2, . . . ,m} and for each x ∈ AZ consider
the states ϕx := . . .⊗ϕx−1⊗ϕx0⊗ϕx1⊗. . . on AZ. Moreover
we consider the stationary product distribution p built up from
the probability vector (pi)mi=1. Let W : AZ × BZ → C be the
cq-channel given by
W (x, b) := ϕx(K(b)).
It is readily seen using our assumption that K is stationary
and output weakly mixing that the cq-channel W is stationary,
IMC and output weakly mixing. A calculation similar to the
proof of Lemma 9.4.3 in [15] shows that W is ergodic. Thus
all results from section IV apply and show that by Theorem
4.4 there is a sequence of codes Cn of lengths Mn for the
cq-channel W with
lim inf
n→∞
1
n
logMn ≥ CHolevo(W ),
where CHolevo(W ) is defined in eq. (35). It is obvious that
the codes Cn for W generate codes C′n for K with the same
lengths and error probabilities. Note that
χ(p1,W 1) = S
(
m∑
i=1
piϕi ◦K
)
−
m∑
i=1
piS(ϕi ◦K),
And thus from (35) and (79) we can infer that
lim inf
n→∞
1
n
logMn ≥ CHolevo(K)− η
holds. This shows that all rates below CHolevo(K) are achiev-
able. The weak converse is shown in the same vein as in the
memoryless case, see the proof of Theorem 4.5.
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VII. APPENDIX
A. C∗−Algebras, States and Z-Actions
C∗− algebras are axiomatic generalizations of well known
objects, such as the continuous functions over compact spaces
or bounded operators over finite- or infinite-dimensional
Hilbert spaces, which, additionally to their algebraic structure
given by possibility to add and multiply elements, have an
adjoint operation and norm defined on it. Excellent introduc-
tion to basic concepts and methods relevant for applications
of C∗−algebras is given in [18].
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Let A be a linear space over the field C which is addition-
ally endowed with a distributive and associative product. An
adjoint operation ∗ : A → A is an anti-linear map (i.e.
(λa+µa′)∗ = λ¯a∗+ µ¯a′∗ ) with a∗∗ = a and (aa′)∗ = a′∗a∗
for a, a′ ∈ A, λ, µ ∈ C. An algebra A over C equipped with
a adjoint operation is called ∗−algebra.
A ∗−algebra A is a C∗−algebra if there is a norm || · || :
A → [0,∞) such that
1) A is complete with respect to || · ||.
2) ||aa′|| ≤ ||a|| · ||a′|| for all a, a′ ∈ A.
3) ||a∗a|| = ||a||2 for all a ∈ A.
Standard examples of C∗−algebras are:
1) The set C(X) of continuous C−valued functions on a
compact Hausdorff space equipped with the sup-norm
|| · ||∞. The adjoint operation is given by complex-
conjugation of functions.
2) The set B(H) of bounded operators acting on a Hilbert
space with the operator norm. ∗ is then the usual adjoint
operation.
3) Quasi-local algebras in the next section VII-B.
A C∗− algebraA is called unital if there is an element 1 ∈ A,
called the identity, with 1a = a for all a ∈ A. In this paper
we will be concerned only with unital algebras.
A state on a unital C∗− algebra A is a C−linear functional
ψ : A → C with
1) ψ(a) ≥ 0 for all a ∈ A with a ≥ 0. Here a ≥ 0 means
that there is b ∈ A with a = b∗b.
2) ψ(1) = 1.
For a compact Hausdorff set X , states on (C(X), || · ||∞) can
be uniquely associated to probability measures on (X,ΣBorel)
via Riesz-Markov representation theorem (see [30] Theorem
2.14).
If we consider a finite-dimensional Hilbert space H and
A = B(H) then using the Hilbert-Schmidt inner product
〈a, b〉 = tr(a∗b), a, b ∈ A, and Riesz representation theorem
from elementary linear algebra it is easily seen that each state
ψ on A can be represented by a unique density operator
D ∈ A (i.e. D = D∗, D ≥ 0 and tr(D) = 1), i.e
ψ(a) = tr(Da) ∀a ∈ A.
A ∗−automorphism of a C∗−algebra is a one-to-one, onto
linear map T : A → A with T (a∗) = (T (a))∗ and T (aa′) =
T (a)T (a′) for all a, a′ ∈ A. Any ∗-automorphism induces a
Z−action on A, i.e. a family (Tz)z∈Z of ∗−automorphisms
with Tz1+z2 = Tz1 ◦ Tz2 and T0 = idA. This family is given
by Tz := T z, z ∈ Z. Conversely, each Z−action is given in
this way, simply set T := T1.
A state ψ on A is Z−invariant, or, equivalently, T−invariant,
if ψ◦T = ψ holds. It is obvious that ψ◦Tz = ψ for all z ∈ Z.
The set of Z−invariant states is convex. An Z−invariant state
ψ is called ergodic if ψ is an extreme point in the convex
set of Z−invariant states. Somewhat more concrete example
of a Z−action and a necessary and sufficient criterion for the
ergodicity, that parallels the classical setting, can be found in
the next section VII-B.
B. Quasi-Local Algebras and Ergodic States
Quasi-local algebras are used to describe interacting systems
of infinitely many spins over a lattice Zd in quantum statistical
mechanics. We will consider only the case d = 1, but
constructions generalize immediately to arbitrary dimension.
A readable introduction to quasi-local algebras and ergodic
states on such algebras is given in [35].
Let us consider a finite-dimensional C∗−algebra A. For
definiteness, let us consider the case that either A = L(H)
is the C∗−algebra of linear operators acting on some finite-
dimensional Hilbert space H, or A = F(A), where F(A)
denotes the set of all C−valued functions on a finite set A.
These two examples will suffice for our concerns. Suppose
that to each n ∈ Z we attach a copy An of A. Let Λ ⊂ Z
be a finite set and let us define AΛ := ⊗n∈ΛAn. AΛ is
called the algebra of observables belonging to sites in Λ. For
Λ ⊂ Λ′ ⊂ Z, both finite, there is a natural embedding of AΛ
into AΛ′ given by
AΛ ∋ a 7→ a⊗ 1Λ′\Λ ∈ AΛ
′
,
where 1Λ′\Λ denotes the identity in AΛ′\Λ. Note also that
||a⊗ 1Λ′\Λ||AΛ′ = ||a||AΛ
holds for all a ∈ AΛ. Moreover, if for two finite subsets Λ1, Λ2
of Z we have a ∈ AΛ1 and a′ ∈ AΛ2 then the product, adjoint
operation, and other algebraic constructions can be naturally
preformed in the larger algebra AΛ1∪Λ2 . Thus, if we set
Aloc :=
⋃
Λ⊂Z:|Λ|<∞
AΛ
we obtain the normed ∗−algebra of local observables. Its
norm-completion
AZ := Aloc
is then called the quasi-local C∗−algebra built up from A.
For example, if A = F(A) then it is an immediate consequence
of Stone-Weierstrass theorem (cf. [18] theorem 3.4.14) that
AZ = C(AZ), the set of continuous functions on AZ with
||·||∞−norm, where AZ is equipped with the product topology.
Remark 7.1: Note the similarity of the construction of
quasi-local C∗-algebra to the construction of σ-algebra Σc
on space of doubly-infinite sequences drawn from some finite
alphabet A (cf. [32]): For the latter purpose one starts for
each n ∈ N with algebra Σn of sets which is generated by
the cylinder sets with the base in A[−n,n] and observes that
Σn ⊂ Σn+1. Then it is clear that Σloc :=
⋃
n∈N Σn is an
algebra of sets. Then Σc is simply defined by Σc := σ(Σloc),
i.e. as the σ-algebra generated by Σloc. The main difference
to the quasi-local setting lies in the kind of approximation. In
the quasi-local algebra each observable can be approximated
uniformly by local ones, whereas the approximation in Σc
means that for each probability measure p on (AZ,Σc) and
each A ∈ Σc there is a sequence (An)n∈N in Σloc with
limn→∞ p(A△An) = 0. Here △ denotes the symmetric
difference of the sets.
Any state ψ on AZ induces a family of states (ψΛ)Λ⊂Z:|Λ|<∞
on AΛ. Λ ⊂ Λ′ implies ψΛ′ ↾ AΛ = ψΛ, i.e. the family
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(ψΛ)Λ⊂Z:|Λ|<∞ is consistent. Conversely, any consistent fam-
ily of states (ψΛ)Λ⊂Z:|Λ|<∞ defines a state ψ on AZ.
Remark 7.2: At this point we have again a nice analogy
to the classical case. According to Kolmogorov’s consistency
theorem (cf. [32] for a concise discussion) any probability
measure p on (AZ,Σc) is uniquely determined by (or can be
constructed from) the set of its finite-dimensional marginal
distributions on A[n,m], n ≤ m,n,m ∈ Z.
A shift T : AZ → AZ on AZ is induced by
AΛ ∋ a ≃ a⊗ 1A 7→ T (a) := 1A ⊗ a ≃ a ∈ AΛ+1.
Note that the shift T is a ∗−isomorphism, i.e. it is linear,
fulfills T (a∗) = (T (a))∗ and T (ab) = T (a)T (b) for all a, b ∈
AZ.
A state ψ on AZ is called stationary if ψ ◦ T = ψ holds.
The set of stationary states on AZ is convex. A state ψ on
AZ is called ergodic if it is an extreme point in the set of
stationary states. It can be shown (cf. [35] theorem 1.7.10)
that, for quasi-local algebras and shifts, the statement that ψ
is ergodic is equivalent to
lim
n→∞
1
2n+ 1
n∑
i=−n
ψ(aT i(b)) = ψ(a)ψ(b) (80)
for all a, b ∈ AZ.
The v. Neumann entropy rate of a stationary state ψ on AZ is
given by
s(ψ) := lim
n→∞
1
n
S(ψn), (81)
where ψn := ψ ↾ A[1,n], [1, n] := {1, 2, . . . , n}, and
S(ψn) := −tr(Dψn logDψn)
is the v. Neumann entropy. Dψn ∈ A[1,n] denotes the density
operator of ψn. Note that the limit in eq. (81) exist and equals
infn∈N
1
nS(ψ
n) since v. Neumann entropy is subadditive and
ψ is assumed stationary;
S(ψn+m) ≤ S(ψn) + S(ψm).
For a proof of the last inequality see e.g. [25].
C. Completely Positive Maps and Quantum Channels
In this part of the appendix we provide the basic definition
of complete positivity and make an attempt to explain how this
fits to the notion of a channel from the classical information
theory. The standard reference for completely positive maps
is the monograph [28] by Paulsen.
Let A,B be C∗−algebras and consider a linear map E : B →
A. E is called positive if E(b) ≥ 0 for all b ∈ B with b ≥ 0.
Suppose that B,A are unital, a linear map E : B → A is
unital if E(1B) = 1A.
Now, we consider additionally the C∗−algebra of n-by-n
complex matrices M(n,C) and B ⊗ M(n,C) respectively
A⊗M(n,C), both of which can be endowed with a canonical
structure of C∗−algebra (see [28] for details). Essentially,
these C∗−structures are given by identifying the members of
B ⊗ M(n,C) resp. A ⊗ M(n,C) with the n-by-n matrices
having entries from B resp. A.
A linear map E : B → A is completely positive if for each
non-negative integer n the map E⊗ idM(n,C) : B⊗M(n,C)→
A⊗M(n,C) is positive, where idM(n,C) denotes the identity
map on M(n,C).
A completely positive unital map E : B → A induces a map
E′ : S(A) → S(B) between the sets of states via
E′(ψ) := ψ ◦ E (ψ ∈ S(A)).
Quantum channels are defined as completely positive, unital
maps between C∗-algebras. The connection to the classical
channels is established via following result of Stinespring (see
[36], [28]): If B orA is commutative (abelian) then each linear,
positive map E : B → A is completely positive.
We will deal only with the simplest case in order to recover
the classical channels. To this end let us consider two finite
sets Y and X and a stochastic matrix W : X → Y , i.e.
W (y|x) ≥ 0 and ∑y∈Y W (y|x) = 1 for all x ∈ X . Define
E : F(Y )→ F(X) by
E(f)(x) :=
∑
y∈Y
f(y)W (y|x).
This map is obviously linear, positive and unital. And it is
clear that each linear, positive and unital map is representable
in this way. The induced map E′ : P(X) → P(Y ) between
the sets of probability distributions is then easily calculated:
E′(p)(y) =
∑
x∈X
p(x)W (y|x), (y ∈ Y )
which is exactly the output distribution of the channel for the
stochastic input p ∈ P(X). This shows that classical channels
fit nicely into the theory of completely positive maps.
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