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Abstract
In this paper, we establish new quantitative convergence bounds for a class
of functional autoregressive models in weighted total variation metrics. To
derive this result, we show that under mild assumptions explicit minorization
and Foster-Lyapunov drift conditions hold. Our bounds are then obtained
adapting classical results from Markov chain theory. To illustrate our results
we study the geometric ergodicity of Euler-Maruyama discretizations of diffu-
sion with covariance matrix identity. Second, we provide a new approach to
establish quantitative convergence of these diffusion processes by applying our
conclusions in the discrete-time setting to a well-suited sequence of discretiza-
tions whose associated stepsizes decrease towards zero.
1 Introduction
The study of the convergence of Markov processes in general state space is a very
attractive and active field of research motivated by applications in mathematics,
physics and statistics [42]. Among the many works on the subject, we can mention
the pioneering results from [57, 55, 56] using the renewal approach. Then, the work
∗Email: valentin.debortoli@cmla.ens-cachan.fr
†Email: alain.durmus@cmla.ens-cachan.fr
1
ar
X
iv
:1
90
4.
09
80
8v
3 
 [m
ath
.PR
]  
24
 Se
p 2
01
9
of [62, 49] paved the way for the use of Foster-Lyapunov drift conditions [34, 5] which,
in combination of an appropriate minorization condition, implies (f, r)-ergodicity on
general state space, drawing links with control theory, see [71, 18, 40]. This approach
was successively applied to the study of Markov chains in numerous papers [10, 14, 65]
and was later extended and used in the case of continuous-time Markov processes in
[46, 50, 51, 21, 35, 33, 17, 72]. However, most of these results establish convergence in
total variation or in V-norm and are non-quantitative. Explicit convergence bounds
in the same metrics for Markov chains have been established in [68, 31, 20, 69, 67,
44, 48, 52, 32]. One of the main motivation for this work was to obtain quantitative
bounds for Markov Chain Monte Carlo (MCMC) algorithms to derive stopping rules
for simulations. To the authors’ knowledge, the techniques developed in these papers
have not been adapted to continuous-time Markov processes, expect in [66]. One of
the main reason is that deriving quantitative minorization conditions for continuous-
time process seems to be even more difficult than for their discrete counterpart [29].
Indeed, in most cases, the constants which appear in minorization conditions are
either really pessimistic or hard to quantify precisely [43, 63].
Since the last decade, in order to avoid the use of minorization conditions, at-
tention has been paid to consider other metrics than the total variation distance
or V -norm. In particular, Wasserstein metrics have shown to be very interesting
in the study of Markov processes and to derive quantitative bounds of convergence
as well as in the study of perturbation bounds for Markov chains [70, 61]. For ex-
ample, [58, 45, 60] introduced the notion of Ricci curvature of Markov chains and
its use to derive precise bounds on variance and concentration inequalities for ad-
ditive functionals. Following [36], [37] generalizes the Harris’ theorem for V -norms
to handle more general Wasserstein type metrics. In the same spirit, [9] establishes
conditions which imply subgeometric convergence in Wasserstein distance of Markov
processes. In addition, the use of Wasserstein distance has been successively applied
to the study of diffusion processes and MCMC algorithms. In particular, [28, 29]
establish explicit convergence rates for diffusions and McKean Vlasov processes. Re-
garding analysis of MCMC methods, [38] establishes geometric convergence of the
pre-conditioned Crank-Nicolson algorithm. Besides, [25, 15, 11, 1] study the compu-
tational complexity in Wasserstein distance to sample from a log-concave density on
Rd using appropriate discretizations of the overdamped Langevin diffusion. One key
idea introduced in [37] and [28] is the construction of an appropriate metric designed
specifically for the Markov process under consideration. While this approach leads
to quantitative results in the case of diffusions or their discretization, we can still
wonder if appropriate minorization conditions can be found to derive similar bounds
using classical results cited above.
2
In this paper, we show that for a class of functional auto-regressive models, sharp
minorization conditions hold using an iterated Markov coupling kernel. As a result
new quantitative convergence bounds can be obtained combining this conclusion and
drift inequalities for well-suited Lyapunov functionals. We apply them to the study
of the Euler-Maruyama discretization of diffusions with identity covariance matrix
under various curvature assumptions on the drift. The rates of convergence we derive
in weighted total variation metric in this case improve the one recently established
in [30]. Note that this study is significant to be able to bound the computational
complexity of this scheme when it is applied to the overdamped Langevin diffusion to
sample from a target density pi on Rd. Indeed, while recent papers have established
precise bounds between the n-th iterate of the Euler-Maruyama scheme and pi in
different metrics (e.g. total variation or Wasserstein distances), the convergence of
the associated Markov kernel is in general needed to obtain quantitative bounds
on the mean square error or concentration inequalities for additive functionals, see
[25, 45].
In a second part, we show how the results we derive for functional auto-regressive
models can be used to establish explicit convergence rates for diffusion processes.
First, we show that, under proper conditions on a sequence of discretizations, the
distance in some metric between the distributions of the diffusion at time t with
different starting points can be upper bounded by the limit of the distance between
the corresponding discretizations, when the discretization stepsize decreases towards
zero. Second, we design appropriate discretizations satisfying the necessary condi-
tions we obtain and which belong to the class of functional autoregressive models we
study. Therefore, under the same curvature conditions as in the discrete case, we get
quantitative convergence rates for diffusions by taking the limit in the bounds we
derived for the Euler-Maruyama discretizations. Finally, the rates we obtain scale
similarly with respect to the parameters of the problem under consideration to the
ones given in [28, 29] for the Kantorovitch-Rubinstein distance, and improve them in
the case of the total variation norm. Note that in diffusion case, earlier results were
derived in [13, 12, 74].
The paper is organized as follows. First, in Section 2.1, we present our main con-
vergence results for a class of functional autoregressive models. We then specialize
them to the Euler-Maruyama discretization of diffusions under various assumptions
on the drift function in Section 2.2. We derive sufficient conditions for the conver-
gence of diffusion processes with identity covariance matrix in Section 3.1, based on
a sequence of well-suited discretizations. In Section 3.2, we apply our results to the
continuous counterpart of the situations considered in Section 2.2. Some proofs and
derivations are postponed to Section 4. Finally technical and additional results are
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presented in appendix. They are not the main contribution and focus of this paper
but are nevertheless given for completeness.
Notations
Let A, B and C three sets with C ⊂ B and f : A → B, we set f←(C) = {x ∈
A : f(x) ∈ C}. Let d ∈ N? and 〈·, ·〉 be a scalar product over Rd, and ‖ · ‖ be the
corresponding norm. Let A ⊂ Rd and R ≥ 0, we denote diam(A) = sup(x,y)∈A ‖x−y‖
and ∆A,R = {(x, y) ∈ A : ‖x− y‖ ≤ R} ⊂ R2d and ∆A = ∆A,0 = {(x, x) : x ∈ A}.
In this paper, we consider that Rd is endowed with the topology of the norm ‖·‖.
B(Rd) denotes the Borel σ-field of Rd . Let U be an open set of Rd, n ∈ N? and set
Cn(U) be the set of the n-differentiable functions defined over U. Let f ∈ C1(U), we
denote by ∇f its gradient. Furthermore, if f ∈ C2(U) we denote ∇2f its Hessian
and ∆ its Laplacian. We also denote C(U) the set of continuous functions defined
over U. Let f : A → Rp with p ∈ N?. The function f is said to be L-Lipschitz with
L ≥ 0 if for any x, y ∈ A, ‖f(x)− f(y)‖ ≤ L ‖x− y‖.
Let X ∈ B(Rd), X is equipped with the trace of B(Rd) over X defined by X =
{A∩X : A ∈ B(Rd)}. Let (Y,Y) be some measurable space, we denote by F(X,Y) the
set of the X -measurable functions over X. For any f ∈ F(X,R) we define its essential
supremum by esssup(f) = inf{a ≥ 0 : λ(|f |← (a,+∞)) = 0}. Let M(X ) be the
set of finite signed measures over X and µ ∈ M(X ). For f ∈ F(X,R) a µ-integrable
function we denote by µ(f) the integral of f w.r.t. to µ. Let V ∈ F(Rd, [1,+∞)).
We define the V -norm for any f ∈ F(X,R) and the V -total variation norm for any
µ ∈M(X ) as follows
‖f‖V = esssup(|f | /V ) , ‖µ‖V = (1/2) sup
f∈F(X,R),‖f‖V ≤1
∣∣∣∣∫
Rd
f(x)dµ(x)
∣∣∣∣ .
In the case where V = 1 this norm is called the total variation norm of µ. Let µ, ν
be two probability measures over X , i.e. two elements of M(X ) such that µ(X) =
ν(X) = 1. A probability measure ζ over X⊗2 is said to be a transference plan between
µ and ν if for any A ∈ X , ζ(A × X ) = µ(A) and ζ(X × A) = ν(A). We denote by
T(µ, ν) the set of all transference plans between µ and ν. Let c ∈ F(X×X, [0,+∞)).
We define the Wasserstein metric/distance Wc(µ, ν) between µ and ν by
Wc(µ, ν) = inf
ζ∈T(µ,ν)
∫
X2
c(x, y)dζ(x, y) .
Note that the term Wasserstein metric/distance is an abuse of terminology since Wc
is only a real metric on a subspace of probability measures on X under additional
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conditions on c, e.g. if c is a metric on Rd, see [73, Definition 6.1]. If c(x, y) =
‖x− y‖p for p ≥ 1, the Wasserstein distance of order p is defined by Wp = W1/pc .
Assume that c(x, y) = 1∆cX(x, y)W (x, y) with W ∈ F(X × X, [0,+∞)) such that W
is symmetric, satisfies the triangle inequality, i.e. for any x, y, z ∈ X, W (x, z) ≤
W (x, y) + W (y, z), and for any x, y ∈ X, W (x, y) = 0 implies x = y. Then c is a
metric over X2 and the associated Wasserstein cost, denoted by Wc, is an extended
metric. Note that if W (x, y) = {V (x) + V (y)} /2 then Wc(µ, ν) = ‖µ − ν‖V , see
[19, Theorem 19.1.7].
Assume that µ  ν and denote by dµdν its Radon-Nikodyn derivative. We define
the Kullback-Leibler divergence, KL (µ|ν), between µ and ν, by
KL (µ|ν) =
∫
X
log
(
dµ
dν (x)
)
dµ(x) .
Let Z be a σ-field. We say that P : X × Z → [0,+∞) is a Markov kernel if
for any x ∈ X, P(x, ·) is a probability measure over Z and for any A ∈ Z, P(·,A) ∈
F(X, [0,+∞)). Let Y ∈ B(Rd) be equipped with Y the trace of B(Rd) over Y ,
P : X×Z and Q : Y×Z be two Markov kernels. We say that K : X×Y → Z⊗2 is
a Markov coupling kernel if for any (x, y) ∈ X× Y, K((x, y), ·) is a transference plan
between P(x, ·) and Q(y, ·).
2 Quantitative convergence bounds for a class of
functional autoregressive models
2.1 Main results
Let X ∈ B(Rd) endowed with the trace of B(Rd) on X denoted by X = {A∩X : A ∈
B(Rd)}. In this section we consider the Markov chain (Xk)k∈N defined by X0 ∈ X
and the following recursion for any k ∈ N
Xk+1 = Π (Tγ(Xk) +√γ Zk+1) , (1)
where {Tγ˜ : γ˜ ∈ (0, γ¯]} is a family of measurable functions from X to Rd with γ¯ > 0,
γ ∈ (0, γ¯] is a stepsize, (Zk)k∈N? is a family of i.i.d d-dimensional zero mean Gaussian
random variables with covariance identity and Π : Rd → X is a measurable function.
The Markov chain (Xk)k∈N defined by (1) is associated with the Markov kernel Rγ
defined on X × B(Rd) for any γ ∈ (0, γ¯], x ∈ Rd and A ∈ B(Rd) by
Rγ(x,A) = (2piγ)−d/2
∫
Π←(A)
exp
[
−(2γ)−1‖y − Tγ(x)‖2
]
dy . (2)
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Note that for any x ∈ X, Rγ(x,X) = 1 and therefore, Rγ given in (2) is also a Markov
kernel over X ×X .
In this section we state explicit convergence results for Rγ for some Wasserstein
distances and discuss the rates we obtain. These results rely on appropriate mi-
norization and Foster-Lyapunov drift conditions. We first derive the minorization
condition for the n-th iterate of Rγ. To do so, we consider a Markov coupling kernel
Kγ for Rγ for any γ ∈ (0, γ¯], i.e. for any x, y ∈ Rd, Kγ((x, y), ·) is a transference plan
between Rγ(x, ·) and Rγ(y, ·). Indeed, in that case, by [19, Theorem 19.1.6], we have
for any x, y ∈ X, γ ∈ (0, γ¯] and n ∈ N?,
‖δxRnγ − δyRnγ‖TV ≤ Knγ((x, y),∆cX) , (3)
where ∆X = {(x, x) : x ∈ X}. For any x, y, z ∈ Rd, γ ∈ (0, γ¯], define
e(x, y) =
E(x, y)/‖E(x, y)‖ if x 6= y0 otherwise , E(x, y) = Tγ(y)− Tγ(x) ,
and
Sγ(x, y, z) = Tγ(y) + (Id−2e(x, y)e(x, y)>)z ,
pγ(x, y, z) = 1 ∧ ϕγ(‖E(x, y)‖ − 〈e(x, y), z〉)
ϕγ(〈e(x, y), z〉) ,
where ϕγ is the one dimensional zero mean Gaussian distribution function with vari-
ance γ. Let (Uk)k∈N? be a sequence of i.i.d. uniform random variables on [0, 1] inde-
pendent of (Zk)k∈N? . Define the Markov chain (Xk, Yk)k∈N starting from (X0, Y0) ∈ X2
by the recursion: for any k ∈ N,
X˜k+1 = Tγ(Xk) +√γZk+1 ,
Y˜k+1 =
X˜k+1 if Tγ(Xk) = Tγ(Yk) ,Wk+1X˜k+1 + (1−Wk+1)Sγ(Xk, Yk,√γZk+1) otherwise ,
where Wk+1 = 1(−∞,0](Uk+1 − p(Xk, Yk,√γZk+1)) and finally set
(Xk+1, Yk+1) = (Π(X˜k+1),Π(Y˜k+1)) . (4)
The Markov chain (Xk, Yk)k∈N is associated with the Markov kernel Kγ on X2×X⊗2
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given for all γ ∈ (0, γ¯], x, y ∈ X and A ∈ X⊗2 by
Kγ((x, y),A) =
1∆Rd (Tγ(x), Tγ(y))
(2piγ)d/2
∫
Rd
1ΠA(x˜, x˜)e
−‖x˜−Tγ (x)‖
2
2γ dx˜
+
1∆c
Rd
(Tγ(x), Tγ(y))
(2piγ)d/2
[∫
Rd
1ΠA(x˜, x˜)pγ (x, y, x˜− Tγ(x)) e−
‖x˜−Tγ (x)‖2
2γ dx˜
+
∫
Rd
1ΠA (x˜,Sγ (x, y, x˜− Tγ(x))) {1− pγ (x, y, x˜− Tγ(x))} e−
‖x˜−Tγ (x)‖2
2γ dx˜
]
, (5)
where ΠA = (Π,Π)←(A) and ∆Rd =
{
(x˜, x˜) : x˜ ∈ Rd
}
. Note that marginally, by
definition, the distribution of Xk+1 given Xk is Rγ(Xk, ·). It is well-know (see e.g.
[8, Section 3.3]) that Y˜k+1 and Tγ(Yk) + √γZk+1 have the same distribution given
Yk, and therefore the distribution of Yk+1 given Yk is Rγ(Yk, ·). As a result, for any
γ ∈ (0, γ¯], x, y ∈ X, Kγ((x, y), ·) is a transference plan between Rγ(x, ·) and Rγ(y, ·).
As emphasized previously, based on (3), to study convergence of Rγ for γ ∈ (0, γ¯]
(in total variation or V -norm), we first give upper bounds for Knγ((x, y),∆cX) for any
x, y ∈ X and n ∈ N? under appropriate conditions on Tγ and Π.
A1. The function Π : Rd → X is non expansive: i.e. for any x, y ∈ Rd, ‖Π(x)− Π(y)‖ ≤
‖x− y‖.
Note that A1 is satisfied if Π is the proximal operator [2, Proposition 12.27]
associated with a convex lower semi-continuous function f : Rd → (−∞,+∞]. For
example, if f(x) = ∑di=1 |xi|, the associated proximal operator is the soft thresholding
operator [59, Section 6.5.2]. For f the convex indicator of a convex closed set C ⊂ Rd,
defined by f(x) = 0 for x ∈ C, f(x) = +∞ otherwise, the proximal operator is simply
the orthogonal projection onto C by [2, Example 12.21]:
ΠC(x) = arg min
y∈C
‖y − x‖ . (6)
First, the class of Markov chains defined by (1) contains Euler-Maruyama dis-
cretizations of diffusion processes with identity diffusion matrix and for which Π = Id.
Our results will be specified for this particular case in Section 2.2. Second, for the
applications that we have in mind, the use of Markov chains defined by (1) with
Π 6= Id satisfying A1, has been proposed based on optimization literature to sample
non-smooth log-concave densities [27, 7, 23, 3]. Finally, we will also make use of (1)
with Π = ΠKn , where ΠKn is defined by (6) with C← Kn, and (Kn)n∈N? is a sequence
of compact sets of Rd, to derive our results on diffusion processes in Section 3.2.
We now consider the following assumption on {Tγ˜ : γ˜ ∈ (0, γ¯]} where A ∈ B(R2d).
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A2 (A). There exists κ : (0, γ¯]→ R such that for any γ ∈ (0, γ¯], γκ(γ) ∈ (−1,+∞)
and for any (x, y) ∈ A ∩ X2
‖Tγ(x)− Tγ(y)‖2 ≤ (1 + γκ(γ))‖x− y‖2 . (7)
Further, one of the following conditions holds for any γ ∈ (0, γ¯]: (i) κ(γ) < 0;
(ii) κ(γ) ≤ 0; (iii) κ(γ) > 0.
Note that A2(X2)-(i) or A2(X2)-(ii) imply that for any γ ∈ (0, γ¯], Tγ is non-
expansive itself (see A1). For κ : (0, γ¯] → R and ` ∈ N?, γ ∈ (0, γ¯] such that
γκ(γ) ∈ (−1,+∞), define
Ξn(κ) = γ
n∑
k=1
(1 + γκ(γ))−k . (8)
The following theorem gives a generalization of a minorization condition on autore-
gressive models [25, Section 6].
Theorem 1. Let A ∈ B(R2d) and assume A1 and A2(A). Let (Xk, Yk)k∈N be defined
by (4) with (X0, Y0) = (x, y) ∈ A ∩ X2. Then for any n ∈ N?
P (Xn 6= Yn and for any k ∈ {1, . . . , n− 1}, (Xk, Yk) ∈ A)
≤ 1∆cX(x, y)
{
1− 2Φ
(
− ‖x− y‖
2Ξ1/2n (κ)
)}
,
where Φ is the cumulative distribution function of the standard normal distribution
on R.
Proof. The proof is a simple application of Theorem 30 in Appendix B.
Based on Theorem 1, since P (Xn 6= Yn) = Kn((x, y),∆cX) where (Xk, Yk)k∈N is
defined by (4) with (X0, Y0) = (x, y) ∈ X2, we can derive minorization conditions for
the Markov kernel Rnγ with n ∈ N? for any γ ∈ (0, γ¯] depending on the assumption
we make on κ in A2(X2). More precisely, these minorization conditions are derived
using K`d1/γeγ with ` ∈ N?. This is a requirement to obtain sharp bounds in the limit
γ → 0. Indeed, for any x, y ∈ X, based only on the results of Theorem 1, we get that
for any ` ∈ N?, limγ→0 ‖δxR`γ − δyR`γ‖TV ≤ 1, whereas the following lemma implies
that for any ` ∈ N?, limγ→0 ‖δxR`d1/γeγ − δyR`d1/γeγ ‖TV < 1.
Lemma 2. Let γ¯ > 0 and κ : (0, γ¯]→ R, with κ(γ)γ ∈ (−1,+∞) for any γ ∈ (0, γ¯].
We have for any γ ∈ (0, γ¯] such that κ(γ) 6= 0 and ` ∈ N?
Ξ`d1/γe(κ) = −κ−1(γ) {exp [−` d1/γe log {1 + γκ(γ)}]− 1} , (9)
where Ξ`d1/γe(κ) is defined by (8). In addition, for any ` ∈ N? and γ ∈ (0, γ¯]
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(a) Ξ`d1/γe(κ) ≥ α−(κ, γ, `) = −κ−1(γ) [exp(−`κ(γ))− 1] if for any γ ∈ (0, γ¯],
κ(γ) < 0 ;
(b) Ξ`d1/γe(κ) ≥ α0(κ, γ, `) = ` if for any γ ∈ (0, γ¯], κ(γ) ≤ 0 ;
(c) Ξ`d1/γe(κ) ≥ α+(κ, γ, `) = κ−1(γ)
[
1− exp
{
− `κ(γ)1 + γκ(γ)
}]
if for any γ ∈ (0, γ¯],
κ(γ) > 0.
Proof. The proof is postponed to Section 4.1.
Proposition 3. Let A ∈ B(R2d) and assume A1 and A2(A) hold. Let (Xk, Yk)k∈N
be defined by (4) with (X0, Y0) = (x, y) ∈ A∩X2. Then for any ` ∈ N∗ and γ ∈ (0, γ¯],
P
(
X`dγe 6= Y`dγe and for any k ∈ {1, . . . , n− 1}, (Xk, Yk) ∈ A2
)
≤ 1− 2Φ
(
−α−1/2(κ, γ, `)‖x− y‖/2
)
, (10)
where
(a) α = α− is given in Lemma 2-(a) if A2(A)-(i) holds ;
(b) α = α0 is given in Lemma 2-(b) if A2(A)-(ii) holds ;
(c) α = α+ is given in Lemma 2-(c) if A2(A)-(iii) holds.
Proof. The proof is a direct application of Theorem 1 and Lemma 2 with κ(γ) =
κ(γ).
Depending on the conditions imposed on κ defined in A2(X2), we obtain the fol-
lowing consequences of Proposition 3 which establish, either an explicit convergence
bound in total variation for Rγ, or a quantitative minorization condition satisfied by
this kernel.
Corollary 4. Assume A1 and A2(X2).
(a) If A2(X2)-(i) holds and κ− = supγ∈(0,γ¯] κ(γ) < 0. Then, for any γ ∈ (0, γ¯], Rγ
admits a unique invariant probability measure piγ and we have for any x ∈ Rd
and ` ∈ N?,
‖δxR`d1/γeγ − piγ‖TV
≤ 1− 2
∫
Rd
Φ
{
−(−κ−)1/2‖x− y‖/{2(exp(−`κ−)− 1)1/2}
}
dpiγ(y) .
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(b) If A2(X2)-(ii) holds and for any γ ∈ (0, γ¯], Rγ admits an invariant probability
measure piγ, then we have for any γ ∈ (0, γ¯], x ∈ Rd and ` ∈ N?,
‖δxR`d1/γeγ − piγ‖TV ≤ 1− 2
∫
Rd
Φ
{
−‖x− y‖/(2`1/2)
}
dpiγ(y) .
Proof. The proof is postponed to Section 4.2.
In other words, if Tγ is a contractive mapping, see A2(X2)-(i), then for x ∈ Rd
the convergence of (δxR`d1/γeγ )`∈N? to piγ in total variation is exponential in `1/2. If Tγ
is non expansive, see A2(X2)-(ii), and Rγ admits an invariant probability measure,
for x ∈ Rd, the convergence of (δxR`d1/γeγ )`∈N? to piγ in total variation is linear in
`1/2. In the case where Tγ is non expansive, see A2(X2)-(ii), or simply Lipschitz,
see A2(X2)-(iii) and no additional assumption is made, we do not directly obtain
contraction in total variation but only minorization conditions.
Corollary 5. Assume A1 and A2(X2). Then, for any γ ∈ (0, γ¯],
(a) if A2(X2)-(ii) holds, for any x, y ∈ X with ‖x− y‖ ≤ M with M ≥ 0 and
` ∈ N? with ` ≥ dM2e,
K`d1/γeγ ((x, y),∆cX) ≤ 1− 2Φ (−1/2) ; (11)
(b) if A2(X2)-(iii) holds, for any x, y ∈ X and ` ∈ N?,
K`d1/γeγ ((x, y),∆cX) ≤ 1− 2Φ
{
−(1 + γ¯)1/2(1 + κ+)1/2 ‖x− y‖ /2
}
, (12)
where κ+ = supγ∈(0,γ¯] κ(γ).
Proof. (a) The proof is a direct application of Proposition 3-(b), the fact that
(Xk, Yk) ∈ X2 for any k ∈ N and that Kγ is the Markov kernel associated with
(Xk, Yk)k∈N.
(b) Consider the case where A2(X2)-(iii) holds. Using that for any t ≥ 0, 1− e−t ≥
t/(t+ 1) we obtain that for any γ ∈ (0, γ¯] and ` ∈ N?
α+(κ, γ, `) ≥ `/(1 + (`+ γ¯)κ(γ)) ≥ (1 + (1 + γ¯)κ+)−1 ≥ (1 + γ¯)−1(1 + κ+)−1 ,
where α+ is given in Lemma 2-(c). Then, combining this result and Proposition 3-(c)
complete the proof.
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Under A2(X2)-(ii) or A2(X2)-(iii), to conclude that Rγ admits a unique invariant
probability measure piγ, for γ ∈ (0, γ¯], we need to impose some additional conditions.
In our application below, we are mainly interested in the case where Rγ satisfies
a geometric drift condition. Let (Y,Y) be a measurable space, λ ∈ (0, 1), A ≥ 0 and
V : Rd → [1,+∞) be a measurable function.
D 1 (Dd(V, λ,A,C)). A Markov kernel R on Y × Y satisfies the discrete Foster-
Lyapunov drift condition if for all y ∈ Y
RV (y) ≤ λV (y) + A1C(y) .
Note that this drift condition implies the existence of an invariant probability
measure if R is a Feller kernel and the level sets of V are compact, see [19, Theorem
12.3.3]. In the sequel, we implicitly assume that Rγ admits a unique invariant distri-
bution piγ for any γ ∈ (0, γ¯], and are interested in establishing a contraction for the
Wasserstein metric Wc associated with the cost
c : (x, y) 7→ 1∆cX(x, y)W (x, y) (13)
where W : X × X → [0,+∞) satisfies for any x, y, z ∈ X, W (x, y) = W (y, x),
W (x, z) ≤ W (x, y) + W (y, z) and W (x, y) = 0 implies that x = y. Note that
under these conditions on W , c defines an extended metric on Rd. Let µ, ν be two
probability measures over X , we highlight three cases.
• total variation: if W = 1 then Wc(µ, ν) = ‖µ− ν‖TV ;
• V -norm: ifW (x, y) = {V˜ (x)+V˜ (y)}/2 where V˜ : Rd → [1,+∞) is measurable
then Wc(µ, ν) = ‖µ− ν‖V˜ ;
• total variation + Kantorovitch-Rubinstein metric: if W (x, y) = 1 + ϑ ‖x− y‖
with ϑ > 0, then Wc(µ, ν) ≥ ‖µ− ν‖TV + ϑW1(µ, ν).
We now state convergence bounds for Markov kernels which satisfy one of the
conclusions of Corollary 5. Indeed, in order to deal with the two assumptionsA2(X2)-
(ii) and A2(X2)-(iii) together, we provide a general result regarding the contraction
of Rγ in the metric Wc for some function W on X2. This result is based on an
abstract condition on K˜γ1∆cX , which is satisfied under A2(X
2)-(ii) or A2(X2)-(iii) by
Corollary 5 with K˜γ ← Kγ, and a drift condition for K˜γ, where K˜γ is a Markov
coupling kernel for Rγ. Its proof is an application of Theorem 32 in Appendix C
which essentially follows from [19, Lemma 19.4.2], see also [20]. We recall that for
any M ≥ 0,
∆X,M = {(x, y) ∈ X : ‖x− y‖ ≤M} . (14)
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Theorem 6. Assume that there exists a measurable function W : X × X→ [1,+∞)
such that for any C ≥ 0,
diam
{
(x, y) ∈ X2 : W (x, y) ≤ C
}
< +∞ .
Assume in addition that there exist λ ∈ (0, 1), A ≥ 0 such that for any γ ∈ (0, γ¯],
there exists K˜γ, a Markov coupling kernel for Rγ, satisfying Dd(W,λγ, Aγ,X2). Fur-
ther, assume that there exists Ψ : (0, γ¯]×N?×R+ → [0, 1] such that for any γ ∈ (0, γ¯],
` ∈ N? and x, y ∈ X
K˜`d1/γeγ ((x, y),∆cX) ≤ 1−Ψ(γ, `, ‖x− y‖) , Ψ(γ, `, 0) = 1 ,
and for any M ≥ 0, inf
(x,y)∈∆X,M
Ψ(γ, `, ‖x− y‖) > 0 . (15)
Then the following results hold.
(a) For any γ ∈ (0, γ¯], Md ≥ diam ({(x, y) ∈ X2 : W (x, y) ≤ Kd}) with Kd =
2A(1 + γ¯){1 + log−1(1/λ)}, ` ∈ N?, x, y ∈ X and k ∈ N
Wc(δxRkγ , δyRkγ) ≤ Cγρb
k(`d1/γe)−1c
γ W (x, y) , (16)
where Wc is the Wasserstein metric associated with c defined by (13),
Cγ = 2[1 + Aγ][1 + cγ/{(1− ε¯d,1)(1− λγ)} ] ,
log(ργ) = {log(1− ε¯d,1) log(λγ)}/{log(1− ε¯d,1) + log(λγ)− log(cγ)} < 0 ,
Aγ = Aγ(1− λγ`d1/γe)/(1− λγ) , cγ = λγ`d1/γeAγ +Kd ,
ε¯d,1 = inf
γ∈(0,γ¯], (x,y)∈∆X,Md
Ψ(γ, `, ‖x− y‖) , λγ = (λγ`d1/γe + 1)/2 .
(b) For any γ ∈ (0, γ¯], Md ≥ diam ({(x, y) ∈ X2 : W (x, y) ≤ Kd}) with Kd =
2A(1 + γ¯){1 + log−1(1/λ)} and ` ∈ N?, it holds that
Cγ ≤ C¯1 , log(ργ) ≤ log(ρ¯1) ≤ 0 ,
C¯1 = 2[1 + A¯1][1 + c¯1
/{
(1− ε¯d,1)(1− λ¯1)
}
] ,
log(ρ¯1) =
{
log(1− ε¯d,1) log(λ¯1)
}/{
log(1− ε¯d,1) + log(λ¯1)− log(c¯1)
}
< 0 ,
A¯1 = A(1 + γ¯) min(`, 1 + log−1(1/λ)) , c¯1 = A¯1 +Kd , λ¯1 = (λ+ 1)/2 ,
(c) In addition, if γ¯ ≤ 1, − log(λ) ∈ [0, log(2)], A ≥ 1 and 0 < ε¯d,1 ≤ 1− e−1, then
log−1(1/ρ¯1) ≤ 12 log(2) log
[
6A
{
1 + log−1(1/λ)
}]/
(log(1/λ)ε¯d,γ¯) . (17)
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Proof. First, note that 1 − λt = − ∫ t0 log(λ)es log(λ)ds ≥ − log(λ) t et log(λ) for any
t ∈ (0, t¯], for t¯ > 0, and therefore
t/(1− λt) = t+ tλt/(1− λt) ≤ t¯+ log−1(λ−1) . (18)
(a) To establish (16), we apply an extension of [19, Theorem 19.4.1], given for com-
pleteness in Theorem 32. For any x, y ∈ X such that W (x, y) ≤ Kd we have
K˜`d1/γeγ ((x, y),∆cX) ≤ 1− ε¯d,1 .
Using that K˜γ satisfies Dd(W,λγ, Aγ,X2), we can apply Theorem 32 with M ←
Kd ≥ 2Aγ/(1− λγ) by (18), which completes the proof of (a).
(b) We now provide upper bounds for Cγ and ργ. These constants are non-decreasing
in cγ and λγ. Therefore it suffices to give upper bounds on cγ, εd,γ and λγ. The result
is then straightforward using that (1−λγ`d1/γe)/(1−λγ) ≤ ` d1/γe, γ(1−λγ`d1/γe)/(1−
λγ) ≤ γ¯ + log−1(1/λ) and λγ`d1/γe ≤ λ.
(c) By assumption on γ¯, λ and ε¯d,1 we have that log((1− ε¯d,1)−1) ≤ 1 and
log(λ¯−11 ) ≤ log(λ−1) ≤ log(2) , e ≤ 2(1 + 1/ log(2)) ≤ Kd ≤ c¯1 .
As a result, we obtain that log(λ¯−11 )/ log(c¯1) ≤ 1, log((1 − ε¯d,1)−1)/ log(c¯1) ≤ 1.
Therefore we have
log−1(1/ρ¯1) =
[
log(λ¯−11 ) + log((1− ε¯d,1)−1) + log(c¯1)
]
/
[
log(λ¯−11 ) log((1− ε¯d,1)−1)
]
≤ 3 log[6A(1 + log−1(1/λ))]/
[
log(λ¯−11 ) log((1− ε¯d,1)−1)
]
.
Using that log(1− t) ≤ −t for any t ∈ (0, 1] and the definition of λ¯1, we obtain that
log−1(ρ¯−11 ) ≤ 6ε¯−1d,1 (1− λ)−1 log[6A(1 + log−1(1/λ))] .
Finally, we get (17) using that for any t ∈ [0, log(2)], 1− e−t ≥ (2 log(2))−1t.
Note that Theorem 6-(c) gives an upper bound on the rate of convergence ρ1
in the worst case scenario for which the minorization constant ε¯d,1 is small and the
constant λ in Dd(V, λγ, Aγ,X2) is close to one.
The following theorem gives the same conclusion as Theorem 6 but the depen-
dency in the problem constants in the convergence bounds is different. We compare
these bounds at the end of this section. Note however that Theorem 7 requires a
stronger drift condition than Theorem 6.
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Theorem 7. Assume that there exist λ ∈ (0, 1), A ≥ 0, M˜d > 0, a measurable
function W : X × X→ [1,+∞) and for any γ ∈ (0, γ¯], K˜γ a Markov coupling kernel
for Rγ satisfying Dd(W,λγ, Aγ,∆X,M˜d), where ∆X,M˜d is defined by (14). Further,
assume that there exists Ψ : (0, γ¯] × N? × R+ → [0, 1] such that for any γ ∈ (0, γ¯],
` ∈ N? and x, y ∈ X, (15) is satisfied. Then the following results holds.
(a) For any γ ∈ (0, γ¯], x, y ∈ X and k ∈ N
Wc(δxRkγ , δyRkγ) ≤ λkγ/4[Dγ,1W (x, y) +Dγ,2] + C˜γ ρ˜kγ/4γ , (19)
where Wc is the Wasserstein metric associated with c defined by (13),
Dγ,1 = 1 + 4A[log(1/λ)λγ]−1 , Dγ,2 = Dγ,1
[
Aλ−γd1/γe`γ d1/γe `
]
,
C˜γ = 8A log−1(1/ρ˜γ)/ρ˜γγ ,
log(ρ˜γ) = {log(λ) log(1− ε˜d,γ)} / {− log(c˜γ) + log(1− ε˜d,γ)} ,
K˜d = sup
(x,y)∈∆X,M˜d
[W (x, y)] , c˜γ = K˜d + Aλ−γd1/γe`γ d1/γe ` ,
ε˜d,γ = inf
(x,y)∈∆X,M˜d
Ψ(γ, `, ‖x− y‖) .
(b) For any γ ∈ (0, γ¯] and ` ∈ N?, it holds that
Dγ,1 ≤ D¯1 = 1 + 4A log−1(1/λ)/λγ¯ , Dγ,2 ≤ D¯2 = D¯1Aλ−(1+γ¯)`(1 + γ¯)` ,
C˜γ ≤ C¯2 = 8A log−1(1/ρ¯2)/ρ¯γ¯2 ,
log(ρ˜γ) ≤ log(ρ¯2) = {log(λ) log(1− ε¯d,2)} / {− log(c¯2) + log(1− ε¯d,2)} ,
c¯2 = K˜d + Aλ−(1+γ¯)`(1 + γ¯)` ,
ε¯d,2 = inf
γ∈(0,γ¯], (x,y)∈∆X,M˜d
Ψ(γ, `, ‖x− y‖) .
(c) In addition, if γ¯ ≤ 1 and ε¯d,2 ≤ 1− e−1, then
log−1(ρ¯−12 ) ≤
[
1 + log(K˜d) + log(1 + 2A`) + 2` log(λ−1)
]/[
log(λ−1)ε¯d,2
]
.
Proof. (a) The proof of this theorem is an application of Theorem 27 in Appendix A.
Let γ ∈ (0, γ¯]. Consider d(x, y) = 1∆cX(x, y) which satisfies H 1. Then, since K˜γ
and Ψ satisfy Dd(W,λγ, Aγ,∆X,M˜d) and (15) respectively, H2(Kγ) and H3(Kγ) are
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satisfied. More precisely, for any γ ∈ (0, γ¯] let ε˜d,γ = inf(x,y)∈∆X,M˜d Ψ(γ, `, ‖x− y‖),
then H2(Kγ)-(i) is satisfied since for any x, y ∈ ∆X,M˜d ,
K˜d1/γe`γ 1∆cX(x, y) ≤
{
1− inf
(x,y)∈∆X,M˜d
Ψ(γ, `, ‖x− y‖)
}
1∆cX(x, y)
≤ (1− ε˜d,γ)1∆cX(x, y) .
H2(Kγ)-(ii) is satisfied since for any γ ∈ (0, γ¯] and x, y ∈ X, Kγ1∆cX(x, y) ≤ 1∆cX(x, y).
Finally, the conditions H 2(Kγ)-(iii) and H 3(Kγ) hold using Dd(W,λγ, Aγ,∆X,M˜d)
with W1 ← W , W2 ← Wd, λ1 = λ2 ← λγ, A1 = A2 ← Aγ, n0 ← ` d1/γe and
C ← ∆X,M˜d . Applying Theorem 27, we obtain that for any k ∈ N, γ ∈ (0, γ¯] and
x, y ∈ X
Wc(δxRkγ , δyRkγ)
≤ λkγW (x, y) + Aγ
[
ρ˜kγ/4γ rρ˜γγ (1 + 1∆cX(x, y)) + λ
kγ/4rλγΞ(x, y, ` d1/γe)
]
≤ λkγ/4W (x, y) + 2rρ˜γγAγρ˜kγ/4γ + Aγrλγλkγ/4Ξ(x, y, ` d1/γe)
≤ λkγ/4(1 + Aγrλγ )
[
W (x, y) + Aγλ−`d1/γeγ` d1/γe γ
]
+ 2rρ˜γγAγρ˜
kγ/4
γ ,
where
rρ˜γγ = 4 log
−1(1/ρ˜γ)/(γρ˜γγ) , rλγ = 4 log−1(1/λ)/(γλγ) .
This concludes the proof of (19).
(b) The proof is straightforward using that λγ ≥ λγ¯.
(c) First, by assumption on γ¯ and λ, we have λ−γd1/γe`γ d1/γe ` ≤ λ−(1+γ¯)`(1+γ¯)`. As
a result and using the fact that log(1−t) ≤ −t for any t ∈ (0, 1), log((1− ε¯d,2)−1) ≤ 1
and W (x, y) ≥ 1 for any x, y ∈ X, we obtain that
log−1(ρ¯−12 ) ≤ [log(λ−1) log((1− ε¯d,γ¯)−1)]−1 [1 + log(c¯2)]
≤
[
log(λ−1)ε¯d,2
]−1 [
1 + log(K˜d) + log(1 + 2A`λ−2`)
]
,
≤
[
log(λ−1)ε¯d,2
]−1 [
1 + log(K˜d) + log(1 + 2A`) + 2` log(λ−1)
]
,
which completes the proof.
First, note that in (19), the leading term, C˜γ ρ˜kγ/2γ , does not depend on x, y ∈ Y.
Indeed, the rate in front of the initial conditions W (x, y) is given by λγ/4 which is
smaller than ρ˜γ/4γ .
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Some remarks are in order here concerning the bounds obtained in Theorem 6-(c)
and Theorem 7-(c). Assume that ` = 1, we will see in Section 2.2 that the leading
term in the upper bound in Theorem 6-(c), respectively Theorem 7-(c), is given by
log(A)/(log(λ−1)ε¯d,1), respectively log(A)/(log(λ−1)ε¯d,2). In addition, in some of our
applications below, ε¯d,1 is smaller than ε¯d,2. Therefore, in these cases the bounds
provided in Theorem 7-(c) yield better rates than the ones in Theorem 6-(c). The
main difference between the two results is that in the proof of Theorem 6 a drift
condition on the iterated coupling kernel K˜d1/γeγ is required. However, even if such
drift conditions can be derived from a drift condition on K˜γ, the constants obtained
by this technique are not sharp in general. On the contrary, the proof of Theorem 7
uses the iterated minorization condition and a drift condition on the original coupling
K˜γ.
2.2 Application to the projected Euler-Maruyama discretiza-
tion
Here we consider the case in which the operator Tγ in (1) is given by the discretization
of a diffusion. For b : Rd → Rd, we study the projected Euler-Maruyama discretiza-
tion associated to the diffusion with drift function b and diffusion coefficient Id, i.e.
we consider the following assumption for X ⊂ Rd.
B1 (X). X is assumed to be a convex closed subset of Rd, Π = ΠX is the orthogonal
projection onto X defined in (6) and
Tγ(x) = x+ γb(x) for any γ > 0 and x ∈ X , (20)
where b : Rd → Rd is continuous.
Note that if X = Rd and Π = Id, then this scheme is the classical Euler-Maruyama
discretization of a diffusion with drift b and diffusion coefficient Id. The application
to the tamed Euler-Maruyama discretization of the results of Section 2.1 is given in
Appendix D. In what follows, we show the convergence in weighted total variation
for the projected Euler-Maruyama discretization and discuss the dependency of the
constants appearing in the bounds we obtain with respect to the properties we assume
on the drift b.
First, we show that some regularity/curvature conditions on the drift b imply
condition A2(X2) for Tγ given by (20). Let m ∈ R.
B2. There exists L ≥ 0 such that b is L-Lipschitz, i.e. for any x, y ∈ X, ‖b(x)−b(y)‖ ≤
L‖x− y‖ and b(0) = 0.
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B3 (m). For any x, y ∈ X,
〈b(x)− b(y), x− y〉 ≤ −m ‖x− y‖2 .
If there exists U ∈ C1(X,Rd) such that for any x ∈ X, b(x) = −∇U(x) and B3(m)
holds with m = 0, respectively m > 0 then U is convex, respectively strongly convex.
Note that B3(0) does not imply that Tγ given by (20) is non-expansive, therefore we
consider the following assumption.
B4. There exists mb > 0 such that for any x, y ∈ X,
〈b(x)− b(y), x− y〉 ≤ −mb‖b(x)− b(y)‖2 . (21)
Note that B4 implies that B2 with L = m−1b and B3(0) hold. In the case where
X = Rd and there exists U ∈ C1(Rd,R) such that for any x ∈ Rd, b(x) = −∇U(x),
[53, Theorem 2.1.5] implies that under B 2 and B 3(0), B 4 holds with mb = L−1.
Based on Proposition 8 and assuming B 1, we obtain the following results on the
Markov kernel Rγ defined by (2) with γ > 0.
Proposition 8. Assume B1(X) holds for X ⊂ Rd.
(a) If B2 and B3(m) hold with m ∈ R. Then (7) in A2(X2) holds for any γ > 0
with κ(γ) = −2m + L2γ. In particular, if m > 0 then A2(X2)-(i) holds for any
γ¯ < 2m/L2 and if m ≤ 0 then A2(X2)-(iii) holds for any γ¯ > 0 ;
(b) If B4 holds, then A2(X2)-(ii) holds with κ(γ) = 0 for any γ¯ ≤ 2mb.
Proof. See Section 4.3
Combining Proposition 8 and Proposition 3 and/or Corollary 4, we can draw the
following conclusions.
• If B2 and B3(m) hold with m > 0, then we obtain, by Proposition 8-(a), Proposi-
tion 3-(a) and Lemma 2-(a), that for any γ ∈ (0, 2m/L2) and ` ∈ N?, (10) holds with
α = α− given by
α−(κ, γ, `) = −exp(−`(−2m + L
2γ))− 1
−2m + L2γ .
In addition, Corollary 4-(a) implies that for any γ ∈ (0, 2m/L2] and x ∈ X, (δxRd1/γe`γ )`∈N
converges exponentially fast to its invariant probability measure piγ in total variation,
with a rate which does not depend on γ, but only on m and L.
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• Under B 4, combining Proposition 8-(b) and Corollary 5-(a) we obtain that on
any compact set K ⊂ X, Rd1/γe`γ satisfies the minorization condition (11) with uni-
versal constants for ` ≥ diam(K)2. In addition, if Rγ admits an invariant probabil-
ity measure piγ, then Corollary 4-(b) implies that for any γ ∈ (0, 2mb] and x ∈ X,
(δxRd1/γe`γ )`∈N converges linearly in `1/2 to piγ in total variation.
• In the case where B2 and B3(m) are satisfied with m ∈ R−, we obtain that for any
γ > 0 and ` ∈ N?, (10) holds with α = α+ given by
α+(κ, γ, `) = (−2m + L2γ)−1
{
1− exp
[
−`(−2m + L2γ)/(1 + γ(−2m + L2γ))
]}
≤ (−2m + L2γ)−1 ,
which implies that the bound given by Proposition 3-(c) does not go to 0 when ` goes
to infinity. Therefore we cannot directly conclude that the Markov chain converges
in total variation. However, by Proposition 8-(a), Corollary 5-(b) shows that for any
γ ∈ (0, γ¯] with γ¯ > 0, Rd1/γeγ satisfies the minorization condition (12), with constants
which only depend on m and L.
We consider in the sequel of this section several assumptions on the drift function b
which imply drift conditions on the Markov coupling kernel Kγ for Rγ with γ ∈ (0, γ¯].
These results in combination with Proposition 8 will allow us to use Theorem 6 or
Theorem 7. First, we consider conditions on b which imply that Rγ for γ ∈ (0, γ¯], is
geometrically convergent in a metric which dominates the total variation distance and
the Wasserstein distance of order 1. This result will be an application of Theorem 7
and the constants we end up with are independent of the dimension d. To do so,
we establish that there exists a Lyapunov function W for which Kγ satisfies for
γ ∈ (0, γ¯], Dd(W,λγ, Aγ,∆X,Md) where ∆X,Md is given by (14) and Md ≥ 0 which do
not depend on the dimension.
C1. There exist R1 > 0 and m+1 > 0 such that for any x, y ∈ X with ‖x− y‖ ≥ R1,
〈b(x)− b(y), x− y〉 ≤ −m+1 ‖x− y‖2 .
This assumption has been considered in [30, 28] and is sometimes referred to as
strong convexity of the drift b outside of the ball B(0, R1). For example, this condition
is met if b = −∇U , with U = U1 + U2 with U1, U2 ∈ C2(Rd,R), supRd ‖∇U1‖ < +∞
and U2 strongly convex. In the next proposition, we derive the announced drift for
W : X2 → [1,+∞) defined for any x, y ∈ X by
W1(x, y) = 1 + ‖x− y‖ /R1 . (22)
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Proposition 9. Assume B1(X) for X ⊂ Rd, B2, B3(m) for m ∈ R− and C1. Then
Kγ defined by (5) satisfies Dd(W1, λγ, Aγ,∆X,R1) for any γ ∈ (0, γ¯] where ∆X,R1 is
given by (14), γ¯ ∈ (0, 2m+1 /L2) and
λ = exp
[
−(m+1 /2− γ¯L2/4)
]
, A = m+1 − m . (23)
Proof. Let x, y ∈ X and set E = Tγ(y) − Tγ(x). If E = 0 then the proposition is
trivial, therefore we suppose that E 6= 0 and let e = E/ ‖E‖. Consider Z1, a d-
dimensional Gaussian random variable with zero mean and covariance identity. By
(5) and the fact that ΠX is non expansive, we have for any γ ∈ (0, γ¯]
Kγ ‖x− y‖ (24)
≤ E
[
(1− pγ(x, y,√γZ1))
∥∥∥(Tγ(x) +√γZ1)− (Tγ(y) +√γ(Id−2ee>)Z1)∥∥∥]
= E
[∥∥∥E− 2√γee>Z1∥∥∥ (1− pγ(x, y,√γZ1))]
=
∫
R
‖E− 2ze‖ {ϕγ(z)− (ϕγ(z) ∧ϕγ(‖E‖ − z))} dz
=
∫ ‖E‖/2
−∞
(‖E‖ − 2z) {ϕγ(z)−ϕγ(‖E‖ − z)} dz ≤ ‖E‖ ,
where we have used the change of variable z 7→ ‖E‖−z for the last line. Consider now
the case (x, y) ∈ ∆cX,R1 . By B2, C1, and since for any t ∈ [−1,+∞),
√
1 + t ≤ 1+t/2,
we have that
‖Tγ(x)−Tγ(y)‖ ≤ (1−2γm+1 +γ2L2)1/2 ‖x− y‖ ≤ (1−γm+1 +γ2L2/2) ‖x− y‖ . (25)
Combining (24) and (25) and since γ < 2m+1 /L2, we obtain that for any (x, y) ∈ ∆cX,R1 ,
KγW1(x, y) ≤ (1− γm+1 + γ2L2/2) ‖x− y‖ /R1 + 1
≤ (1− γm+1 /2 + γ2L2/4)(1 + ‖x− y‖ /R1) ≤ λγW1(x, y) . (26)
Similarly, we obtain using Proposition 8-(a) that for any (x, y) ∈ ∆X,R1
KγW1 ≤ (1− γm + γ2L2/2) ‖x− y‖ /R1 + 1
≤ (1− γm+1 /2 + γ2L2/4) ‖x− y‖ /R1 + 1 + γ
{
m+1 /2− m + γL2/4
}
≤ (1− γm+1 /2 + γ2L2/4)W1(x, y) + γ
[
m+1 − m
]
≤ λγW1(x, y) + Aγ . (27)
We conclude the proof upon combining (26) and (27).
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Theorem 10. Assume B1(X) for X ⊂ Rd, B2 and C1. Assume in addition either
B3(m) for m ∈ R− or B4. Then the conclusions of Theorem 7 hold with γ¯, λ and A
given by Proposition 9, W = W1 defined in (22), and for any γ ∈ (0, γ¯], ` ∈ N? and
t > 0,
under B3(m) ,Ψ(γ, `, t) = 2Φ{−t/(2Ξ1/2`d1/γe(κ))} , (28)
under B4 ,Ψ(γ, `, t) =
2Φ{−1/2} if ` ≥ dR1e
2 and t ≤ R1 ,
2Φ{−t/(2Ξ1/2`d1/γe(κ))} otherwise ,
(29)
where κ is given in Proposition 8-(a) and Ξ`d1/γe in (9).
Proof. We first assume that B3(m) holds. Let γ¯ ∈ (0, 2m+1 /L2). Using Proposition 9
we obtain that W1 given by (22) satisfies Dd(W1, λγ, Aγ,∆X,R1) for any γ ∈ (0, γ¯]
with λ and A given in (23). Using Theorem 1, Proposition 8-(a) and Lemma 2, we
have for any γ ∈ (0, γ¯], ` ∈ N? and x, y ∈ X
Kγ((x, y),∆cX) ≤ 1− 2Φ(−Ξ−1/2`d1/γe(κ) ‖x− y‖ /2) ,
where κ(γ) = −2m + γL2, which concludes the proof.
The proof under B4 follows the same lines upon noting that B4 implies that B
3(0) holds and using Proposition 8-(b) instead of Proposition 8-(a).
Let γ¯ ∈ (0,max(2m+1 /L2, 1)), ` ∈ N? specified below, λγ¯,a, ργ¯,a ∈ (0, 1) and
Dγ¯,1,a, Dγ¯,2,a, Cγ¯,a ≥ 0 the constants given by Theorem 10 such that for any k ∈ N,
γ ∈ (0, γ¯] and x, y ∈ X
Wc1(δxRkγ , δyRkγ) ≤ λkγ/4γ¯,a [Dγ¯,1,aW1(x, y) +Dγ¯,2,a] + Cγ¯,aρkγ/4γ¯,a , (30)
with c1(x, y) = 1∆cX(x, y)(1 + ‖x− y‖ /R1) for any x, y ∈ X. Note that using Theo-
rem 7-(b), we obtain that the following limits exist and do not depend on L D1,a = limγ¯→0Dγ¯,1,a , D2,a = limγ¯→0Dγ¯,2,a , Ca = limγ¯→0Cγ¯,a ,λa = limγ¯→0 λγ¯,a , ρa = limγ¯→0 ργ¯,a . (31)
We now give upper bounds on the rate ργ¯,a and ρa using Theorem 7-(c) depending
on the assumptions in Theorem 10.
(a) If B 4 holds, set ` = dR21e. Using that 2Φ(−1/2) ≤ 1 − e−1 and choosing m+1
sufficiently small such that the conditions of Theorem 7-(c) hold, we have
log−1(ρ−1γ¯,a) ≤
[
1 + log(2) + log
(
1 + 2(1 +R21)m+1
)
+2(1 +R21)(m+1 − γ¯L2/2)
]/[
(m+1 − γ¯L2/2)Φ{−1/2}
]
. (32)
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Taking the limit γ¯ → 0 in (32) and using that for any t ≥ 0, log(1 + t) ≤ t, we
get that
log−1(ρ−1a ) ≤ (1 + log(2))/(m+1 Φ {−1/2}) + 4(1 +R21)/Φ {−1/2} . (33)
The leading term in (33) is of order max(R21, 1/m+1 ), which corresponds to the one
identified in [30, Theorem 2.8] and is optimal, see [28, Remark 2.10].
(b) If B3(m) holds with m ∈ R−, set ` = 1. Choosing m+1 > 0 sufficiently small and
R1, |m| sufficiently large such that the conditions of Theorem 7-(c) hold, we have
log−1(ρ−1γ¯,a) ≤
[
1 + log(2) + log
(
1 + 2{m+1 − m}
)
+2(m+1 − γ¯L2/2)
]/[
(m+1 − γ¯L2/2)Φ{−Ξ−1/2d1/γ¯e(κ)R1/2}
]
.
Taking the limit γ¯ → 0 in this result and using (9), we get that
log−1(ρ−1a ) ≤
[
1 + log(2) + log(1 + 2{m+1 − m}) + 2m+1
]
/[
m+1 Φ{−(−m)1/2R1/(2− 2e2m)1/2}
]
. (34)
The leading term on the right hand side is then {Φ{−(−m)1/2R1/(2−2e2m)}}−1 which
is bounded by exp{mR21/(4(1 − e2m))}. Then, we can compare our result with [30,
Theorem 2.10, Equation (2.64)]. Denoting by ρE the rate obtained taking the limit
h→ 0 in [30, Theorem 2.10, Equation (2.64)], we get that
log−1(ρ−1E ) = ψ(m+1 , R1) exp(−c˜−10 mR21) ,
with ψ : R2 → R+ a rational function in both variables and c˜0 ≤ 0.00051. Therefore,
the leading term in log−1(ρ−1E ) is lower bounded by exp(1960mR21) whereas for m ≥ 1,
the leading term in the upper bound for log−1(ρ−1a ) given in (34) is exp(0.29mR21).
We now derive uniform ergodic convergence in V -norm under weaker conditions.
The following assumption enforces that the radial part of b decreases faster than a
linear function with slope −m+2 < 0.
C2. There exist R2 ≥ 0 and m+2 > 0 such that for any x ∈ B¯(0, R2)c ∩ X,
〈b(x), x〉 ≤ −m+2 ‖x‖2 .
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In the next proposition we derive a Foster-Lyapunov drift condition for W2 :
X2 → [1,+∞) defined for any x, y ∈ X by
W2(x, y) = 1 + ‖x‖2 + ‖y‖2 . (35)
Note that for any x, y ∈ X, W2(x, y) = {V (x) + V (y)} /2 with V (x) = 1 + ‖x‖2.
Proposition 11. Assume B 1(X) for X ⊂ Rd, B 2, B 3(m) for m ∈ R− and C
2. Then Kγ defined by (5) satisfies Dd(W2, λγ, Aγ,X2) for any γ ∈ (0, γ¯] where
γ¯ ∈ (0, 2m+2 /L2) and
λ = exp[−(2m+2 − γ¯L2)] , A = d+ 2R22(m+2 − m) + 2m+2 .
Proof. See Section 4.4.
Theorem 12. Assume B1(X) for X ⊂ Rd, B2 and C2. Assume in addition either
B3(m) for m ∈ R− or B4. Then the conclusions of Theorem 6 hold with W = W2
defined in (35), γ¯, λ and A given by Proposition 11,
Md = 2
√
2Kd with Kd = 2A(1 + γ¯)(1 + log−1(1/λ)) ,
and Ψ is given by (28) or (29).
Proof. The proof is postponed to Section 4.5.
Let γ¯ ∈ (0, 2m+2 /L2), ` ∈ N? specified below, ρ˜γ¯,b ∈ (0, 1) and C˜γ¯,b ≥ 0 the
constants given by Theorem 12 such that for any γ ∈ (0, γ¯], k ∈ N and x, y ∈ X
Wc2(δxRkγ , δyRkγ) ≤ C˜γ¯,bρ˜b
k(`d1/γe)−1c
γ¯,b W (x, y) ,
with c2(x, y) = 1∆cX(x, y)(1 + ‖x‖
2 + ‖y‖2) for any x, y ∈ X. Using the fact that
W2(x, y) = {V (x) + V (y)} /2, that bk/(` d1/γe)c ≥ kγ/(`(1+ γ¯))−1 , letting Cγ¯,b =
C˜γ¯,bρ˜
−1
γ¯,b/2 and ργ¯,b = ρ˜
1/(`(1+γ¯))
γ¯,b , we obtain that for any γ ∈ (0, γ¯], k ∈ N and x, y ∈ X
‖δxRkγ − δyRkγ‖V ≤ Cγ¯,bρkγγ¯,b{V (x) + V (y)} .
Note that by Theorem 6-(b), we obtain that the following limits exist and do not
depend on L
ρb = lim
γ¯→0 ργ¯,b , Cb = limγ¯→0Cγ¯,b . (36)
We now discuss the dependency of ρb with respect to the problem constants, depend-
ing on the sign of m, based on Theorem 6-(c).
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(a) If B4 holds, set ` = dM2de. Then, if we consider m+2 sufficiently small and m and
R2 sufficiently large such that the conditions of Theorem 6-(c) hold, we have
log−1(ρ−1b ) ≤ 12 log(2)
(
1 + 16{d+ 2m+2 (1 +R22)}{1 + 1/(2m+2 )}
)
× log
(
6{d+ 2m+2 (1 +R22)}{1 + 1/(2m+2 )}
) /[
m+2 Φ(−1/2)
]
. (37)
Note that the leading term on the right hand side of this equation is of order
max(d,R22/m+2 ).
(b) If B3(m) with m ∈ R−, set ` = 1. Then, if we consider m+2 sufficiently small and
m and R2 sufficiently large such that the conditions of Theorem 6-(c) hold, we have
log−1(ρ−1b ) ≤ 12 log(2) log (6Db)
/(
m+2 Φ
{
−2
[
−mDb/(1− e2m)
]1/2})
, (38)
with
Db = {d+ 2(m+2 − m)R22 + 2m+2 }{1 + 1/(2m+2 )} .
Note that the right hand side of (38) is exponential in md, mR22 and m/m+2 .
We now consider a condition which enforces weak curvature outside of a compact
set.
C3. There exist R3, a ≥ 0, k1, k2 > 0, such that for any x ∈ Rd
〈b(x), x〉 ≤ −k1‖x‖1B¯(0,R3)c(x)− k2‖b(x)‖2 + a/2 .
In the case where X = Rd, ΠX = Id and there exists U ∈ C1(Rd,R) such that B2
and B3(0) hold with b = −∇U and ∫Rd e−U(x)dx < +∞, then there exist R3, a ≥ 0
and k1 > 0 such that C 3 holds with k2 = (4L)−1, see [16, Proposition 5]. Define
V : X→ [1,+∞) for any x ∈ X by
V (x) = exp(m+3 φ(x)) , φ(x) =
√
1 + ‖x‖2 , m+3 ∈ (0, k1/2] .
We also define for any x, y ∈ X, W3(x, y) = {V (x) + V (y)} /2.
Proposition 13. Assume B1(X) for X ⊂ Rd and C3. Then for any γ ∈ (0, γ¯], Kγ
defined by (5) satisfies Dd(W3, λγ, Aγ,X2) where γ¯ ∈ (0, 2k2), R4 = max(1, R3, (d +
a)/k1) and
λ = e−(m
+
3 )2/2 ,
A = exp
[
γ¯(m+3 (d+ a) + (m+3 )2)/2 + m+3 (1 +R24)1/2
]
(m+3 (d+ a)/2 + (m+3 )2) .
(39)
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Proof. The proof is postponed to Section 4.6.
Theorem 14. Assume B1(X) for X ⊂ Rd, B2 and C3. Assume in addition either
B3(m) for m ∈ R− or B4. Then the conclusions of Theorem 6 hold with W = W3,
γ¯, λ and A given by Proposition 13,
Md = 2 log(2Kd)/m+3 with Kd = 2A(1 + γ¯)(1 + log−1(1/λ)) ,
and Ψ is given by (28) or (29).
Proof. The proof is postponed to Section 4.7.
The dependency of the rate given by Theorem 14 with respect to the constants
is discussed in Appendix E.
3 Quantitative convergence bounds for diffusions
3.1 Main results
In this section, we aim at deriving quantitative convergence bounds with respect
to some Wasserstein metrics for diffusion processes under regularity and curvature
assumptions on the drift b. Consider the following Stochastic Differential Equation
dXt = b(Xt)dt+ dBt , (40)
where (Bs)s≥0 is a d-dimensional Brownian motion and b : Rd → Rd is a continuous
drift. In the sequel we will always assume the following assumption.
L 1. There exists a unique strong solution of (40) for any starting point X0 = x,
with x ∈ Rd.
We define the semi-group (Pt)t≥0 for any A ∈ B(Rd), x ∈ Rd and t ≥ 0 by
Pt(x,A) = P (Xt ∈ A) where (Xt)t≥0 is the solution of (40) starting from X0 = x ∈
Rd. Consider the extended infinitesimal generator A associated with (Pt)t≥0 defined
for any f ∈ C2(Rd,R) by
Af = (1/2)∆f + 〈∇f, b〉 .
Let V ∈ C2(Rd, [1,+∞)), ζ ∈ R and B ≥ 0
D2 (Dc(V, ζ, B)). The extended infinitesimal generator A satisfies the continuous
Foster-Lyapunov drift condition if for all x ∈ Rd
AV (x) ≤ −ζV (x) +B .
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This assumption is the continuous counterpart of Dd(V, λ,A,Rd).
We now turn to establishing that (Pt)t≥0 converges for some Wasserstein metrics.
In order to prove these results we will rely on discretizations of the Stochastic Dif-
ferential Equation (40). If the hypotheses of Theorem 6 or Theorem 7 are satisfied,
these discretized processes are uniformly geometrically ergodic.
First, we draw a link between the continuous drift condition Dc(V, ζ, B) and the
discrete drift condition Dd(V, λ,A,Rd). The result and its proof are standard [51,
Theorem 2.1] but are given here for completeness. Denote by (Ft)t≥0 the filtration
associated to (Bt)t≥0 satisfying the usual conditions [39, Chapter I, Section 5]
Lemma 15. Let ζ ∈ R, B ≥ 0 and V ∈ C2(Rd, [1,+∞)) such that lim‖x‖→+∞ V (x) =
+∞. Assume L1 and Dc(V, ζ, B).
(a) If B = 0, then for any x ∈ Rd, (V (Xt)eζt)t≥0 is a (Ft)t≥0-supermartingale
where (Xt)t≥0 is the solution of (40) starting from X0 = x.
(b) For any t0 > 0, Pt0 satisfies Dd(V, exp(−ζt0), B(1− exp(−ζt0))/ζ,Rd).
Proof. The proof is given in Appendix F.
Consider a family of drifts
{
bγ,n : Rd → Rd : γ ∈ (0, γ¯] , n ∈ N
}
for some γ¯ > 0.
For all γ ∈ (0, γ¯] and n ∈ N, we denote by R˜γ,n the Markov kernel associated with
(1) where Tγ(x) = x + γbγ,n(x), X = Rd and Π = Id. We will show that under
the following assumptions the family {RdT/γeγ,n : Rd → Rd : γ ∈ (0, γ¯] , n ∈ N}
approximates PT for T ≥ 0 as γ → 0 and n→ +∞.
L 2. There exist β > 0 and C1 ≥ 0 such that for any γ ∈ (0, γ¯], n ∈ N, bγ,n ∈
C(Rd,Rd) and for any x ∈ Rd,
‖b(x)− bγ,n(x)‖2 ≤ C1γβ ‖b(x)‖2 .
The following assumption is mainly technical and is satisfied in our applications.
L 3. There exists εb > 0 such that sups∈[0,T ]
{
E
[
‖b(Xs)‖2(1+εb)
]}
< +∞, for any
x ∈ Rd and T ≥ 0, where (Xt)t≥0 is the solution of (40) starting from X0 = x.
By Lemma 15-(a), if Dc(V, ζ, 0) is satisfied with ζ ∈ R, it holds that for any
starting point x ∈ Rd, supt∈[0,T ] E [V (Xt)] ≤ e−ζTV (x), where (Xt)t≥0 is solution
of (40) starting from x. Therefore, if ‖b(x)‖2(1+εb) ≤ V (x) for any x ∈ Rd, L 3 is
satisfied.
25
Proposition 16. Let V : Rd → [1,+∞). Assume L 1, L 2 and L 3. In addition,
assume that for any n ∈ N, T ≥ 0 and x ∈ Rd
PTV 2(x) < +∞ , lim sup
m→+∞
R˜mT/m,nV 2(x) < +∞ . (41)
Then for any n ∈ N, T ≥ 0 and x ∈ Rd
lim
m→+∞ ‖δxPT − δxR˜
m
T/m,n‖V = 0 ,
where (Pt)t≥0 is the semigroup associated with (40) and for any γ ∈ (0, γ¯] and n ∈ N,
R˜γ,n is the Markov kernel associated with (1) where Tγ(x) = x+γbγ,n(x) and Π = Id.
Proof. Let T ≥ 0, x ∈ Rd, n ∈ N and m ∈ N? with T/m ≤ γ¯. Using [26, Lemma
24], we obtain
‖δxPT − δxR˜mT/m,n‖V
≤ (1/√2)
(
δxPTV 2(x) + δxR˜mT/m,nV 2(x)
)1/2
KL
(
δxPT |δxR˜mT/m,n
)1/2
.
Let M ≥ 0, n ∈ N? with n−1 < γ¯, x ∈ Rd and k ∈ N. Therefore by (41), we only
need to show that limm→+∞KL(δxPT |δxR˜mT/m,n) = 0. Consider the two processes
(Xt)t∈[0,T ] and (X˜t)t∈[0,T ] defined by (40) with X0 = X˜0 = x and
dX˜t = b˜T/m,n(t, (X˜s)s∈[0,T ])dt+ dBt , X˜0 = x ,
where for any (ws)s∈[0,T ] ∈ C([0, T ] ,Rd), t ∈ [0, T ],
b˜T/m,n(t, (ws)s∈[0,T ]) =
m−1∑
i=0
bT/m,n(wiT/n)1[iT/m,(i+1)T/m)(t) . (42)
Note for any i ∈ {0, . . . ,m}, the distribution of X˜iT/m is δxR˜iT/m,n. Using that b
and bT/m,n are continuous and that (Xt)t∈[0,T ] and (X˜t)t∈[0,T ] take their values in
C([0, T ] ,Rd), we obtain that
P
(∫ T
0
‖b(Xt)‖2dt < +∞
)
= 1 ,
P
(∫ T
0
‖b˜T/m,n(t, (X˜s)s∈[0,T ])‖2dt < +∞
)
= 1 ,
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and
P
(∫ T
0
‖b(Bt)‖2dt < +∞
)
= 1 ,
P
(∫ T
0
‖b˜T/m,n(t, (Bs)s∈[0,T ])‖2dt < +∞
)
= 1 ,
where (Bt)t∈[0,T ] is the d-dimensional Brownian motion associated with (40). There-
fore by [47, Theorem 7.7] the distributions of (Xt)t∈[0,T ] and (X˜t)t∈[0,T ], denoted by
µx and µ˜x respectively, are equivalent to the distribution of the Brownian motion
µxB starting at x. In addition, µx admits a Radon-Nikodyn density w.r.t. to µxB and
µxB admits a Radon-Nikodyn density w.r.t. to µ˜x, given µxB-almost surely for any
(wt)t∈[0,T ] ∈ C([0, T ] ,Rd) by
dµx
dµxB
((wt)t∈[0,T ]) = exp
(
(1/2)
∫ T
0
〈b(ws), dws〉 − (1/4)
∫ T
0
‖b(ws)‖2ds
)
,
dµxB
dµ˜x ((wt)t∈[0,T ]) = exp
(
−(1/2)
∫ T
0
〈b˜T/m,n(s, (wu)u∈[0,T ]), dws〉
+(1/4)
∫ T
0
‖b˜T/m,n(s, (wu)u∈[0,T ])‖2ds
)
.
Finally we obtain that µxB-almost surely for any (ws)s∈[0,T ] ∈ C([0, T ] ,Rd)
dµx
dµ˜x ((wt)t∈[0,T ]) = exp
(
(1/2)
∫ T
0
〈b(ws)− b˜T/m,n(s, (wu)u∈[0,T ]), dws〉
+(1/4)
∫ T
0
‖b˜T/m,n(s, (wu)u∈[0,T ])‖2 − ‖b(ws)‖2ds
)
. (43)
Now define for any (ws)s∈[0,T ] ∈ C([0, T ] ,Rd) and t ∈ [0, T ]
bT/m(t, (ws)s∈[0,T ]) =
m−1∑
i=0
b(wiT/m)1[iT/m,(i+1)T/m)(t) . (44)
Using (40), (42), (43), L2, and for any a1, a1 ∈ Rd, ‖a1 − a2‖2 ≤ 2(‖a1‖2 + ‖a2‖2),
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we obtain that
2KL
(
δxPT |δxR˜mT/m,n
)
≤ 2−1E
[∫ T
0
‖b(Xs)− b˜T/m,n(s, (Xu)u∈[0,T ])‖2ds
]
(45)
≤ E
[∫ T
0
‖b(Xs)− bT/m(s, (Xu)u∈[0,T ])‖2ds
]
+
m−1∑
i=0
E
[∫ (i+1)T/m
iT/m
‖b(XiT/m)− bT/m,n(XiT/m)‖2ds
]
≤ E
[∫ T
0
‖b(Xs)− bT/m(s, (Xu)u∈[0,T ])‖2ds
]
+ C1T 1+βm−β sup
s∈[0,T ]
E
[
‖b(Xs)‖2
]
.
It only remains to show that the first term goes to 0 as m → +∞. Note that since
(Xs)s∈[0,T ] is almost surely continuous and b is continuous on Rd, limm→+∞ ‖b(Xs)−
bT/m(s, (Xu)u∈[0,T ])‖2 = 0 for any s ∈ [0, T ] almost surely. Then, using the Lebesgue
dominated convergence theorem and the continuity of b, we obtain that for any
M ≥ 0,
lim
m→+∞E
[
1[0,M ]
(
sup
s∈[0,T ]
‖Xs‖
)∫ T
0
‖b(Xs)− bT/m(s, (Xu)u∈[0,T ])‖2ds
]
= 0 . (46)
On the other hand, using Hölder’s inequality and the definition of bT/m (44), we
obtain that for any M ≥ 0,
E
[
1(M,+∞)
(
sup
s∈[0,T ]
‖Xs‖
)∫ T
0
‖b(Xs)− bT/m(s, (Xs)s∈[0,T ])‖2ds
]
≤ 2
(
P
(
sup
s∈[0,T ]
‖Xs‖ > M
))εb/(1+εb)
∫ T
0
(
E1/(1+εb)
[
‖b(Xs)‖2(1+εb)
]
+ E1/(1+εb)
[∥∥∥bT/m(s, (Xu)u∈[0,T ])∥∥∥2(1+εb)]) ds
≤ 4T
(
P
(
sup
s∈[0,T ]
‖Xs‖ > M
))εb/(1+εb) (
sup
s∈[0,T ]
E
[
‖b(Xs)‖2(1+εb)
])1/(1+εb)
.
Combining this result, L3, and (46) in (45), we obtain that for any M ≥ 0,
lim sup
m→+∞
KL
(
δxPT |δxR˜mT/m,n
)
≤ 2T
(
P
(
sup
s∈[0,T ]
‖Xs‖ > M
))εb/(1+εb) (
sup
s∈[0,T ]
E
[
‖b(Xs)‖2(1+εb)
])1/(1+εb)
.
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Since (Xs)s∈[0,T ] is a.s. continuous, we get by the monotone convergence theorem and
L3, taking M → +∞, that limm→+∞KL(δxPT |δxR˜mT/m,n) = 0, which concludes the
proof.
If V = 1, Proposition 16 implies that limm→+∞ ‖δxPT − δxR˜mT/m,n‖TV = 0. Let
V : Rd → [1,+∞) and c : Rd × Rd → [1,+∞) such that for any x, y ∈ Rd,
c(x, y) ≤ {V (x) + V (y)} /2. Then, under the conditions of Proposition 16, we obtain
that for any T ≥ 0, n ∈ N and x, y ∈ Rd
Wc(δxPT , δyPT ) ≤ lim
m→+∞Wc(δxR˜
m
T/m,n, δyR˜mT/m,n) , (47)
Therefore, if for any T ≥ 0, Wc(δxR˜mT/m,n, δyR˜mT/m,n) can be bounded using Theo-
rem 6 or Theorem 7 uniformly inm, we obtain an explicit bound for Wc(δxPT , δyPT )
for any T ≥ 0. Then, this result easily implies non-asymptotic convergence bounds
of (Pt)t≥0 to its invariant measure if it exists. However, in our applications, global
Lipschitz regularity on bT/m,n : Rd → Rd is needed in order to apply Theorem 6
or Theorem 7 to R˜T/m,n for T ≥ 0, m ∈ N? and n ∈ N. To be able to deal with
the fact that bT/m,n is non necessarily globally Lipschitz, we consider an appropriate
sequence of projected Euler Maruyama schemes associated to a sequence of subsets
of Rd, (Kn)n∈N satisfying the following assumption.
L4. For any n ∈ N, Kn is convex and closed, and B¯(0, n) ⊂ Kn.
Consider for any γ ∈ (0, γ¯] and n ∈ N the Markov chain associated (1), where
for any x ∈ Rd, Tγ(x) = x + γbγ,n(x), X = Kn and Π = ΠKn , the projection on Kn.
The Markov kernel associated with this chain is denoted Rγ,n for any γ ∈ (0, γ¯] and
n ∈ N. Assuming only local Lipschitz regularity we can apply these theorems to the
projected version of the Markov chain associated with RT/m,n. Therefore we want
to replace R˜T/m,n by RT/m,n in (47). In order to do so we consider the following
assumption on the family of drifts {bγ,n ; γ ∈ (0, γ¯] , n ∈ N}.
L5. There exist A˜ > 0 and V˜ : Rd → [1,+∞) such that for any n ∈ N there exist
E˜n ≥ 0, ε˜n > 0 and γ¯n ∈ (0, γ¯] satisfying for any γ ∈ (0, γ¯n] and x ∈ Rd,
R˜γ,nV˜ (x) ≤ exp
[
log(A˜)γ(1 + E˜nγ ε˜n)
]
V˜ (x) , sup
x∈Rd
{
‖x‖ /V˜ (x)
}
≤ 1 ,
where for any γ ∈ (0, γ¯] and n ∈ N, R˜γ,n is the Markov kernel associated with (1)
where Tγ(x) = x+ γbγ,n(x) and Π = Id.
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Proposition 17. Let V : Rd → [1,+∞). Assume L 1, L 4, L 5 and that for any
T ≥ 0, x ∈ Rd
lim sup
n→+∞
lim sup
m→+∞
(
RmT/m,n + R˜mT/m,n
)
V 2(x) < +∞ .
Then for any T ≥ 0 and x ∈ Rd
lim
n→+∞ lim supm→+∞
‖δxRmkT/m,n − δxR˜mkT/m,n‖V = 0 ,
Proof. For any n ∈ N and γ ∈ (0, γ¯], we consider the synchronous Markov coupling
Qγ,n for Rγ,n and R˜γ,n defined for any (x, y) ∈ Rd × Rd and A ∈ B(Rd) by
Qγ,n((x, y),A) (48)
= 1(2piγ)d/2
∫
Rd
1(Id,ΠKn )←(A)(Tγ(x) +
√
γz, Tγ(y) +√γz)e−‖z‖2/2dz .
Let T ≥ 0, n ∈ N, m ∈ N? such that T/m ≤ γ¯. Consider (Xj, X˜j)j∈N a Markov chain
with Markov kernel QT/m,n and started from X0 = X˜0 = x for a fixed x ∈ Rd. Note
that by definition and L4, we have that for k < τ , Xk = X˜k where τ = inf{j ∈ N :
X˜j 6∈ B¯(0, n)} and using L5,
(
V˜ (X˜j) exp
[
−j log(A˜)(T/m)(1 + E˜n(T/m)ε˜n)
])
j∈N is
a positive supermartingale. Using (48), the Cauchy-Schwarz inequality, L5 and the
Doob maximal inequality for positive supermartingale [54, Proposition II-2-7], we
get for any x ∈ Rd
‖δxRmT/m,n − δxR˜mT/m,n‖V ≤ E
[
1∆c
Rd
(Xm, X˜m)(V (Xm) + V (X˜m))/2
]
≤ (1/2)P
(
sup
j∈{0,...,m}
∥∥∥X˜j∥∥∥ ≥ n
)(
E
[
V 2(Xm)
]1/2
+ E
[
V 2(X˜m)
]1/2)
≤ (1/2)P
(
sup
j∈{0,...,m}
V˜ (X˜j) ≥ n
)(
E
[
V 2(Xm)
]1/2
+ E
[
V 2(X˜m)
]1/2)
≤ (2n)−1 exp
[
log(A˜)(T/m)(1 + E˜n(T/m)εn)
]
V˜ (x)
×
(
(RmT/m,nV 2(x))1/2 + (R˜mT/m,nV 2(x))1/2
)
,
which concludes the proof upon taking m→ +∞ then n→ +∞.
Based on Proposition 16 and Proposition 17, we have the following result which
establishes a clear link between the convergence of the family of the projected Euler-
Maruyama scheme {Rγ,n : γ ∈ (0, γ¯] , n ∈ N} and the semigroup (Pt)t≥0 associated
with (40).
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Theorem 18. Let W : Rd×Rd → [1,+∞) and V : Rd → [1,+∞) satisfying for any
x, y ∈ Rd, sup(x,y)∈Rd×RdW (x, y) {V (x) + V (y)}−1 < +∞. Assume L1, L2, L3, L4
and L5. In addition, assume that for any T ≥ 0 and x ∈ Rd
PTV 2(x) < +∞ , lim sup
n→+∞
lim sup
m→+∞
(
RmT/m,n + R˜mT/m,n
)
V 2(x) < +∞ . (49)
Then,
Wc(δxPT , δyPT ) ≤ lim sup
n→+∞
lim sup
m→+∞
Wc(δxRmT/m,n, δyRmT/m,n) ,
where for any x, y ∈ Rd, c(x, y) = 1∆cX(x, y)W (x, y), (Pt)t≥0 is the semigroup asso-
ciated with (40) and for any γ ∈ (0, γ¯], n ∈ N, Rγ,n is the Markov kernel associated
with (1) where Tγ(x) = x+γbγ,n(x), X = Kn and Π = ΠKn, R˜γ,n is the Markov kernel
associated with (1) where Tγ(x) = x+ γbγ,n(x), X = Rd and Π = Id.
Proof. Let T ≥ 0, x, y ∈ Rd and
CV = 2 sup
(x,y)∈Rd×Rd
W (x, y) {V (x) + V (y)}−1 < +∞ .
We have the following inequality for any n ∈ N and m ∈ N? such that x, y ∈ Kn and
T/m ≤ γ¯
Wc(δxPT , δyPT ) ≤ CV ‖δxPT − δxR˜mT/m,n‖V
+ CV ‖δxRmT/m,n − δxR˜mT/m,n‖V + Wc(δxRmT/m,n, δyRmT/m,n)
+ CV ‖δyPT − δyR˜mT/m,n‖V + CV ‖δyRmT/m,n − δyR˜mT/m,n‖V ,
which concludes the proof upon combining Proposition 16 and Proposition 17.
3.2 Applications
In this section, we combine the results of Theorem 18 with the convergence bounds
for discrete processes derived in Section 2.2, in order to obtain convergence bounds
for continuous processes solution of (40). Consider the following condition on the
drift b.
B5. b is locally Lipschitz, i.e. for any M ≥ 0, there exists LM ≥ 0 such that for any
x, y ∈ B¯(0,M), ‖b(x)− b(y)‖ ≤ LM ‖x− y‖ and b(0) = 0.
If B 5 holds, by [39, Chapter 4, Theorem 2.3], (40) admits a unique solution
(Xt)t∈[0,+∞) with X0 = x ∈ Rd and let e = inf {s ≥ 0 : ‖Xs‖ = +∞}. In particular,
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the condition e = +∞ is met a.s. if we assume that b is sub-linear [39, Chapter 4,
Theorem 2.3] or the condition Dc(V, ζ, 0) holds with ζ ∈ R and lim‖x‖→+∞ V (x) =
+∞ [46, Theorem 3.5]. It will be the case in the examples that we consider in this
section as stated by the following result.
Theorem 19. Assume B3(m) for m ∈ R and B5, then L1 holds. In addition:
(a) if there exists εb > 0 and p ∈ N? such that supx∈Rd{‖b(x)‖2(1+εb) (1+‖x‖2p)−1} <
+∞ then L3 holds ;
(b) assume that C2 holds and supx∈Rd{‖b(x)‖2(1+εb) e−m
+
2 ‖x‖2} < +∞ for some εb > 0
satisfying then L3 holds.
Proof. The proof is postponed to Section 4.8.
We also show that under general conditions on b, PTV (x) < +∞ which is a
necessary condition in Theorem 18
Theorem 20. Assume L1 and that supx∈Rd〈b(x), x〉 < +∞. Then for any M ≥ 0,
there exists ζ ∈ R such that Dc(VM , ζ, 0) holds with VM(x) = exp [Mφ(x)] and
φ(x) = (1 + ‖x‖2)1/2. In particular, for any T,M ≥ 0, PTVM(x) < +∞.
Proof. The proof is postponed to Section 4.9.
We now aim to apply Theorem 18 to the diffusion process defined by (40) and
combine this result with bounds from Section 2.2. Theorem 19 gives conditions
upon which L1 and L3 hold. In addition, L4 is satisfied if we take for any n ∈ N,
Kn = B¯(0, n). Therefore, it only remains to: 1) find a family of drifts which satisfies
L2, L5 and (49) ; 2) take the limit when m→ +∞, i.e. when the discretization step
goes to zero, in the bounds found in Section 2.2. To this end, consider the following
families of drift {bγ,n : γ ∈ (0, γ¯] , n ∈ N} defined for any γ > 0, n ∈ N and x ∈ Rd
by
bγ,n(x) = ϕn(x)b(x) + (1− ϕn(x)) b(x)1 + γα ‖b(x)‖ , (50)
with α < 1/2 and ϕn ∈ C(Rd,R) such that for any n ∈ N and x ∈ Rd,
ϕn(x) ∈ [0, 1] and ϕn(x) =
1 if x ∈ B¯(0, n),0 if x ∈ B¯(0, n+ 1)c . (51)
An example of such a family is displayed in Figure 1.
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(a) (b)
Figure 1: In this figure we illustrate the approximation properties of the family
of drifts defined by (50). Let b(x) = |x|1.5 sin(x) and for any n ∈ N, ϕn(x) =
d(x, B¯(0,+1)c)2/(d(x, B¯(0, n))2 + d(x, B¯(0, n + 1)c)2). In both figures the original
drift is displayed in cyan and we fix α = 0.3. In (a), we fix n = 1, represented by
the black dashed lines, and observe the behavior of the drifts for different values of
γ > 0. In (b), we plot the drift for different γ > 0 and n ∈ N.
Theorem 21. Assume B3(m) for m ∈ R and B5, then
(a) L2 and L5 hold for the family {bγ,n : γ ∈ (0, γ¯] , n ∈ N} defined by (50) ;
(b) for any T,M ≥ 0 and x ∈ Rd
lim sup
n→+∞
lim sup
m→+∞
(
RmT/m,n + R˜mT/m,n
)
VM(x) < +∞ ,
with VM(x) = exp[Mφ(x)], φ(x) = (1 + ‖x‖2)1/2 and where for any γ ∈ (0, γ¯],
n ∈ N, Rγ,n is the Markov kernel associated with (1) where Tγ(x) = x+γbγ,n(x),
X = B¯(0, n) and Π = ΠB¯(0,n), R˜γ,n is the Markov kernel associated with (1)
where Tγ(x) = x+ γbγ,n(x), X = Rd and Π = Id.
Proof. The proof is postponed to Section 4.10.
We now have all the tools to apply Theorem 18. As in Section 2.2, we consider
three different curvature assumptions on the drift b and derive convergence of the
associated continuous process.
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Theorem 22. Assume either B3(m) for m ∈ R− or B4. Assume in addition B5, C
1 and supx∈Rd{‖b(x)‖2(1+εb) e−m
+
1 ‖x‖2} < +∞ for some εb > 0. Then, for any T ≥ 0,
and x, y ∈ Rd
Wc1(δxPT , δyPT ) ≤ λT/4a (D1,aW1(x, y) +D2,a) + CaρT/4a ,
with D1,a, D2,a, Ca ≥ 0, λa, ρa ∈ (0, 1) given by (31) and for any x, y ∈ Rd, c1(x, y) =
1∆cX(x, y)W1(x, y) with W1(x, y) = 1 + ‖x− y‖ /R1.
Proof. Let T ≥ 0. UsingB5, thatC1 impliesC2 and the fact that supx∈Rd{‖b(x)‖ e−m
+
1 ‖x‖} <
+∞, we obtain that L1 and L3 hold using Theorem 19. Let V (x) = exp[φ(x)], with
φ(x) = (1 + ‖x‖2)1/2. Using Theorem 20 we obtain that PTV 2(x) < +∞. Consider
for any n ∈ N, Kn = B¯(0, n) which satisfies L4. Applying Theorem 21 to the family
{bγ,n : γ ∈ (0, γ¯] , n ∈ N} defined by (50) we get that L 2, L 5 hold and for any
x ∈ Rd
lim sup
n→+∞
lim sup
m→+∞
(
RmT/m,n + R˜mT/m,n
)
V 2(x) < +∞ ,
with Rγ,n the Markov kernel associated with (1) where Tγ(x) = x + γbγ,n(x), X =
B¯(0, n) and Π = ΠB¯(0,n) and R˜γ,n the Markov kernel associated with (1) where
Tγ(x) = x+ γbγ,n(x), X = Rd and Π = Id. Hence, L1, L2, L3, L4 and L5 hold. We
have sup(x,y)∈Rd×RdW1(x, y) {V (x) + V (y)}−1 < +∞ and applying Theorem 18, we
obtain that for any x, y ∈ Rd
Wc1(δxPT , δyPT ) ≤ lim sup
n→+∞
lim sup
m→+∞
Wc1(δxRmT/m,n, δyRmT/m,n) .
Let n ∈ N andm ∈ N? such that x, y ∈ B¯(0, n) and T/m ≤ 2m+1 /L2n. SinceB1(B¯(0, n))
holds and B5 implies B2 on B¯(0, n), we can apply Theorem 10 and we get
Wc1(δxRmT/m,n, δyRmT/m,n)
≤ λT/4T/m,a(DT/m,1,aW1(x, y) +DT/m,2,a) + CT/m,aρT/4T/m,a ,
where DT/m,1,a, DT/m,2,a, CT/m,a, λT/m,a and ρT/m,a are given in (30). In addition,
these quantities admit limits D1,a, D2,a, Ca ≥ 0 and λa, ρa ∈ (0, 1) when m → +∞
which do not depend on Ln, hence on n, see (31).
The discussion on the dependency of ρa with respect to the parameters of the
problem conducted in Section 2.2 still holds. We distinguish the following cases,
assuming that the conditions of Theorem 7-(c) are satisfied.
34
(a) If B4 holds, we have
log−1(ρ−1a ) ≤ (1 + log(2))/(Φ{−1/2}m+1 ) + 4R21/Φ{−1/2} . (52)
The leading term in (52) is of order max(R21, 1/m+1 ), which corresponds to the
one identified in [30, Theorem 2.8] and is optimal, see [28, Remark 2.10].
(b) If B3(m) holds with m ∈ R−, we have
log−1(ρ−1a ) ≤
[
1 + log(2) + log(1 + 2{m+1 − m}) + 2m+1
]
/[
m+1 Φ{−(−m)1/2R1/(2− 2e2m)1/2}
]
.
For any t ≥ C with C ≥ 0 we have
Φ(−t)−1 ≤ √2pi(1 + C−2)tet2/2 . (53)
As a consequence if we also have R1 ≥ 2, 1 ≤ −m and using that for any
t ∈ (0, 1), − log(1− t) ≤ t as well as (53) we get that log−1(ρ−1a ) ≤ log−1(ρ−1max)
log−1(ρ−1max) = C
[
1 + log(1 + 2{m+1 − m}) + 2m+1
]
R1(−m)1/2
× exp
[
−mR21/(4− 4e2m)
]/[
m+1 (1− e2m)1/2
]
,
with C = 2(1 + log(2))
√
pi ≈ 6.00. Under the same assumption than Theo-
rem 22, [28, Equation (2.18)] identifies a convergence rate for the diffusion (40)
for the Wasserstein metric of order 1 given by
log−1(ρ−1E ) = 4
√
piR−11 (−m)−1/2(−1/m + 1/m+1 ) exp[−mR21/4] + 8/(R1m+1 )2 .
The rate ρmax we obtain is always smaller than ρE but taking the limit we get
that
lim
m→−∞
log(log(ρ−1max))
log(log(ρ−1E ))
= 1 .
Note in addition that [28, Lemma 2.9, Equation (2.18)] ensures a contraction
of (Pt)t≥0 for the Wasserstein distance of order 1 whereas our result ensures
the convergence of (Pt)t≥0 for the Wasserstein distance of order 1 as well as in
total variation.
Theorem 23. Assume either B3(m) for m ∈ R− or B4. Assume in addition B5, C
2 and supx∈Rd{‖b(x)‖2(1+εb) e−m
+
2 ‖x‖2} < +∞ for some εb > 0. Then for any T ≥ 0
and x, y ∈ Rd
‖δxPT − δyPT‖V ≤ CbρTb {V (x) + V (y)} ,
with Cb ≥ 0 and ρb ∈ (0, 1) given by (36) and for any x ∈ Rd, V (x) = 1 + ‖x‖2.
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Proof. The proof is identical to the one of Theorem 22 upon replacing Theorem 10
by Theorem 12.
The rates we obtain are identical to the ones derived taking the limit γ¯ → 0 in
Theorem 12. An upper bound on ρb depending on the curvature condition on b is
provided in (37) and (38).
Theorem 24. Assume either B3(m) for m ∈ R− or B4. Assume in addition B5, C
3 and supx∈Rd ‖b(x)‖2(1+εb) e−k1(1+‖x‖)1/2 < +∞ for some εb > 0. Then
‖δxPT − δyPT‖V ≤ CcρTc {V (x) + V (y)} ,
with Cc ≥ 0 and ρc ∈ (0, 1) given by Appendix E and for any x ∈ Rd, V (x) =
exp(m+3 (1 + ‖x‖2)1/2) and m3 ∈ (0, k1/4).
Proof. The proof is postponed to Section 4.11.
The rates we obtain are identical to the ones derived taking the limit γ¯ → 0 in
Theorem 14. An upper bound on ρc depending on the curvature condition on b is
given in Section 4.6.
4 Postponed Proofs
4.1 Proof of Lemma 2
Let ` ∈ N? and γ ∈ (0, γ¯]. First note that the following equalities hold if κ(γ) 6= 0
Ξ`d1/γe(κ) = γ
`d1/γe∑
i=1
(1 + γκ(γ))−i
= γ(1 + γκ(γ))−1 1− (1 + γκ(γ))
−`d1/γe
1− (1 + γκ(γ))−1
= −κ−1(γ)
{
[1 + γκ(γ)]−`d1/γe − 1
}
= −κ−1(γ) {exp [−` d1/γe log {1 + γκ(γ)}]− 1} . (54)
We now give a lower-bound on Ξ`d1/γe(κ) depending on the condition satisfied by
γ 7→ κ(γ).
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(a) Assume that for any γ˜ ∈ (0, γ¯] , κ(γ˜) < 0. Using that log(1 − t) ≤ −t for
t ∈ (0, 1), we obtain that
exp [−` d1/γe log {1 + γκ(γ)}] ≥ exp(−` d1/γe γκ(γ)) ≥ exp(−`κ(γ)) ,
which together with (54) concludes the proof for (a).
(b) Assume that for any γ˜ ∈ (0, γ¯], κ(γ˜) ≤ 0. Then,
Ξ`d1/γe(κ) = γ
`d1/γe∑
i=1
(1 + γκ(γ))−i ≥ γ d1/γe ` ≥ ` .
(c) Assume that for any γ˜ ∈ (0, γ¯] , κ(γ˜) > 0. Using that log(1 + t) ≥ t/(1 + t) for
t > 0, we obtain that
exp [−` d1/γe log {1 + γκ(γ)}] ≤ exp [−(`/γ) log {1 + γκ(γ)}]
≤ exp [−`κ(γ)/(1 + γκ(γ))] ,
which concludes the proof for (c).
4.2 Proof of Corollary 4
(a) Consider V : X → [1,+∞] given for any x ∈ X by V (x) = 1 + ‖x‖. Then since
A2(X2) with supγ∈(0,γ¯] κ(γ) ≤ κ− < 0 holds, using the triangle inequality and the
Cauchy-Schwarz inequality, we have for any γ ∈ (0, γ¯] and x ∈ X
RγV (x) ≤ ‖Tγ(x)‖+
√
γd ≤ (1 + κ−γ) ‖x‖+ ‖Tγ(0)‖+
√
γd+ 1 ≤ λV (x) + A ,
with λ ∈ (0, 1) and A ≥ 0. As a result, since for any γ ∈ (0, γ¯], Rγ is a Feller kernel
and the level sets of V are compact, Rγ admits a unique invariant probability measure
piγ for any γ ∈ (0, γ¯] by [19, Theorem 12.3.3]. Then the last result is a straightforward
consequence of Proposition 3-(a), (3) and the fact that for any ` ∈ N? and γ ∈ (0, γ¯],
α−(κ, γ, `) ≥ −(exp(−`κ−)− 1)/κ− since t 7→ (exp(`t)− 1)/t is increasing on R.
(b) This result is a direct consequence of Proposition 3-(b), (3) and the fact that Rγ
admits an invariant probability measure piγ.
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4.3 Proof of Proposition 8
(a) By B 2 and B 3(m) we have for any γ > 0 and x, y ∈ X, ‖Tγ(x)− Tγ(y)‖2 ≤
(1− 2γm + γ2L2) ‖x− y‖2 ≤ (1 + γκ(γ)) ‖x− y‖2, which concludes the proof.
(b) By (21), we have for any γ > 0 and x, y ∈ X, ‖Tγ(x)− Tγ(y)‖2 ≤ ‖x− y‖2 +
γ(−2mb + γ) ‖b(x)− b(y)‖2. Then if γ ≤ 2mb, ‖Tγ(x)− Tγ(y)‖2 ≤ ‖x− y‖2, which
concludes the proof.
4.4 Proof of Proposition 11
We preface the proof by a technical result.
Lemma 25. Let γ¯ > 0, such that for any γ ∈ (0, γ¯], Pγ is a Markov kernel and Qγ
is a Markov coupling kernel for Pγ. In addition, let V : X→ [1,+∞), λ ∈ (0, 1) and
A ≥ 0 such that for any γ ∈ (0, γ¯], Pγ satisfies Dd(V, λγ, Aγ,X) then Qγ satisfies
Dd(W,λγ, Aγ,X2), where for all x, y ∈ X, W (x, y) = {V (x) + V (y)} /2.
Proof. Let γ ∈ (0, γ¯] and x, y ∈ X. Since δ(x,y)Qγ is a transference plan between
δxPγ and δyPγ we have
QγW (x, y) = Qγ {V (x) + V (y)} /2 = PγV (x)/2 + PγV (y)/2 ≤ λγW (x, y) + Aγ .
Proof of Proposition 11. Let γ ∈ (0, γ¯] and x ∈ X. Using (1), B 2, B 3(m), C 2,
that the projection ΠX is non expansive and γ < 2m+2 /L2, we obtain the following
inequalities
RγV (x) ≤ 1 + ‖x+ γb(x)‖2 + γd
≤ 1 + ‖x‖2 + 2γ〈x, b(x)〉+ γ2 ‖b(x)‖2 + γd
≤ (1 + ‖x‖2)
[
1− γ(2m+2 − γ¯L2)
]
+ γ
(
d+ 2R22(m+2 − m)+ + 2m+2
)
,
which concludes the proof using Lemma 25.
4.5 Proof of Theorem 12
Let γ¯ ∈ (0, 2m+/L2). Using Proposition 11 we obtain that for any γ ∈ (0, γ¯], Kγ
satisfies Dd(W2, λγ, Aγ,X), with λ and A explicitly given by in Proposition 11. For
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any x, y ∈ X such that ‖x− y‖ ≥ Md, either V (x) ≥ 2Kd or V (y) ≥ 2Kd, and
therefore W2(x, y) > Kd. Note also that (15) is satisfied for any γ ∈ (0, γ¯] and
x, y ∈ X and Theorem 1 and Lemma 2. Therefore we can apply Theorem 6, which
concludes the proof.
4.6 Proof of Proposition 13
Let γ ∈ (0, γ¯]. Using the fact that ΠX is non expansive, the Log-Sobolev inequality,
the fact that pi is 1-Lipschitz, [4, Theorem 5.5] and the Jensen inequality we obtain
for any x ∈ Rd
RγV (x) ≤ exp
[
m+3 Rγφ(x) + γ(m+3 )2/2
]
≤ exp
[
m+3
√
1 + Rγ ‖x‖2 + γ(m+3 )2/2
]
≤ exp
[
m+3
√
1 + ‖Tγ(x)‖2 + γd+ γ(m+3 )2/2
]
. (55)
Let x ∈ Rd. The rest of the proof is divided in two parts.
(a) In the first case, ‖x‖ ≥ R4. Since ‖x‖ ≥ R3 and γ ≤ 2k2, we have using C3
‖Tγ(x)‖2 ≤ ‖x‖2−2γk1 ‖x‖+γ(γ−2k2) ‖b(x)‖2 +γa ≤ ‖x‖2−2γk1 ‖x‖+γa . (56)
Since ‖x‖ ≥ 1 we have 2 ‖x‖ ≥ φ(x) and therefore, using that ‖x‖ ≥ (d + a)/k1,
2k1 ‖x‖ ≥ 2m+3 φ(x) + d + a. This inequality, combined with the fact that for any
t ∈ (−1,+∞), √1 + t ≤ 1 + t/2, yields√
1 + ‖x‖2 + γ(−2k1 ‖x‖+ d+ a)− φ(x)
≤ γ(−2k1 ‖x‖+ d+ a)/(2φ(x)) ≤ −γm+3 . (57)
Combining (55), (56) and (57) we get
RγV (x) ≤ λγV (x) .
(b) In the second case ‖x‖ ≤ R4. We have the following inequality using C3 and
that γ ≤ 2k2
‖Tγ(x)‖2 ≤ ‖x‖2 + γ(γ − 2k2) ‖b(x)‖2 + γc ≤ ‖x‖2 + γa . (58)
Combining (55), (58) and the fact that for any t ∈ (−1,+∞), √1 + t ≤ 1 + t/2 we
get
RγV (x) ≤ exp
[
γm+3 (d+ a)/(2φ(x)) + γ(m+3 )2/2
]
V (x) (59)
≤ exp
[
γ(m+3 (d+ a) + (m+3 )2)/2
]
V (x) .
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Note that for any c1 ≥ c2 and t ∈ [0, t¯] we have the following inequality
ec1t ≤ ec2t + ec1 t¯(c1 − c2)t . (60)
Combining (59) and (60) we get
RγV (x) ≤ λγV (x) + exp
[
γ¯(m+3 (d+ a) + (m+3 )2)/2
]
Caγ ,
with Ca = (m+3 (d+a)/2 + (m+3 )2) exp(m+3 (1 +R24)1/2), which concludes the proof using
Lemma 25.
4.7 Proof of Theorem 14
Let γ¯ ∈ (0, 2k2]. Using Proposition 11 we obtain that for any γ ∈ (0, γ¯], Kγ satisfies
Dd(W3, λγ, Aγ,X), with λ and A explicitly given in Proposition 11. Let
Kd = 2A(1 + γ¯)(1 + log−1(1/λ)) and Md = 2 log(2Kd)/m+3 .
Note that for any x, y ∈ X such that ‖x− y‖ ≥ Md, either V (x) ≥ 2Kd or V (y) ≥
2Kd, and therefore W3(x, y) > Kd. The rest of the proof is similar to the one of
Theorem 12.
4.8 Proof of Theorem 19
Let p ∈ N? and V ∈ C2(Rd, [1,+∞)) be defined for any x ∈ Rd by V (x) = 1 + ‖x‖2p.
For any x ∈ Rd, ∇V (x) = 2p ‖x‖2(p−1) x and ∆V (x) = (4p(p − 1) + 2pd) ‖x‖2(p−1).
Therefore, using B3(m) and the definition of A we obtain that for any x ∈ Rd
AV (x) ≤ [2p(p− 1) + p(d− 2m)]V (x) . (61)
Hence, using (61) and [46, Theorem 3.5], we obtain that (Xt)t≥0 is defined for any
t ≥ 0, for any starting point X0 = x ∈ Rd.
(a) If there exists εb > 0 such that supx∈Rd ‖b(x)‖2(1+εb) (1 + ‖x‖2p)−1 < +∞, using
(61) and Lemma 15-(a) we obtain that L3 holds.
(b) If there exists εb > 0 such that supx∈Rd ‖b(x)‖2(1+εb) e−m
+
2 ‖x‖2 < +∞, and C
2 holds, then consider for any x ∈ Rd, V (x) = em+2 ‖x‖2 . We have for any x ∈ Rd,
∇V (x) = 2m+2 em
+
2 ‖x‖2x and ∆V (x) = 4m+22 em
+
2 ‖x‖2 ‖x‖2 +2m+2 em
+
2 ‖x‖2d. Therefore, using
C2 we have for any x ∈ B¯(0, R2)c
AV (x) ≤ m+2
[
d+ (4m+2 /2− 2m+2 ) ‖x‖2
]
V (x) ≤ m+2 dV (x) . (62)
Setting ζ = (m+2 d)∨supx∈B¯(0,R2)AV (x), we obtain that V satisfies Dc(V, ζ, 0). There-
fore using (62) and Lemma 15-(a) , we obtain that L3 holds.
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4.9 Proof of Theorem 20
We have for any x ∈ Rd,
∇φ(x) = x/φ(x) , ∇2φ(x) = Id /φ(x)− xx>/φ2(x) ,
and therefore since VM(x) = exp(Mφ(x)),
∇VM(x) = M∇φ(x)VM(x) ,
∇2VM(x) =
{
M2∇φ(x)(∇φ(x))> +M∇2φ(x)
}
VM(x) .
Therefore, for any x ∈ Rd,
(AVM(x))/VM(x)
≤
[
M2 ‖x‖2 /φ2(x) +M
{
d/φ(x)− ‖x‖2 /φ2(x)
}]/
2 +M sup
x∈Rd
〈b(x), x〉+ .
Hence, for any x ∈ Rd, AVM(x) ≤ ζVM(x) with ζ = M{supx∈Rd〈b(x), x〉+ + d/2} +
M2. We conclude using Lemma 15-(a) and the Doob maximal inequality.
4.10 Proof of Theorem 21
We preface the proof by a preliminary computation. Let n ∈ N, γ ∈ (0, γ¯], x ∈ Rd
and X = x+ γbγ,n(x) +
√
γZ, where Z is a d-dimensional Gaussian random variable
with zero mean and covariance identity. We have using B3(m) and (50)
E
[
‖X‖2
]
≤ ‖x‖2 − 2γmΦn(x) ‖x‖2 + γ2Φn(x)2 ‖b(x)‖2 + γd , (63)
with Φn(x) = ϕn(x) + (1−ϕn(x))(1 + γα ‖b(x)‖)−1. In addition by B5 and (51), we
have
Φn(x) ‖b(x)‖ ≤ Ln+1 ‖x‖+ γ−α . (64)
Combining (63) and (64) and since Φn(x) ≤ 1 by (51), we obtain
E
[
1 + ‖X‖2
]
≤ (1 + ‖x‖2)
[
1 + 2γ |m|+ 2γ2L2n+1
]
+ 2γ2−2α + γd . (65)
We are now able to complete the proof of Theorem 21.
(a) It is easy to check that L2 holds with β = 2α. It only remains to show that L5
holds. Consider for any x ∈ Rd, V˜ (x) = 1 + ‖x‖. By (65), for any γ ∈ (0, γ¯], n ∈ N
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and x ∈ Rd, we have using for any s ≥ R, 1 + s ≤ es we obtain
Rγ,nV˜ (x) ≤ V˜ (x)
[
1 + 2γ |m|+ 2γ2L2n+1 + 2γ2−2α + γd
]
≤ V˜ (x) exp
[
γ
{
2 |m|+ d+ 2γ1−2α(γ2αLn+1 + 1)
}]
≤ V˜ (x) exp
[
2γ {2 |m|+ d}
{
1 + γ1−2α(γ2αLn+1 + 1)
}]
.
As a result using that d ≥ 1, L5 holds upon taking A˜ = exp(4 |m|+ 2d), ε˜n = 1− 2α
and E˜n = 2(Ln+1γ¯2α + 1).
(b) Let M ≥ 0, n ∈ N and p ≥ 1. Using the Log-Sobolev inequality [4, Theorem
5.5], the fact that φ is 1-Lipschitz and that ΠB¯(0,n) is non expansive, as well as the
Jensen inequality we obtain for any γ ∈ (0, γ¯] and x ∈ Rd,
Rγ,nV pM(x) ≤ exp
[
pMR˜γ,nφ(x) + (pM)2γ/2
]
≤ exp
[
pM
√
R˜γ,nφ2(x) + (pM)2γ/2
]
.
Using (65) and that
√
1 + t ≤ 1 + t/2 for any t ∈ (−1,+∞) we get for any γ ∈ (0, γ¯]
and x ∈ B¯(0, n)
Rγ,nV pM(x)
≤ exp
[
pM
{
φ(x)2(1 + 2γ |m|+ 2γ2L2n+1) + 2γ2−2α + γd
}1/2
+ (pM)2γ/2
]
≤ exp
[
(1 + γ |m|+ γ2L2n+1)pMφ(x)
]
exp
[
(1 + pM)2
{
γ(d+ 1)/2 + γ2−2a
}]
≤ V p(1+C1γ+C2,nγ2)M (x) exp
[
p2C3γ
]
,
with C1 = |m|, C2,n = L2n+1 and C3 = (1 + M)2(d + 3)/2. By recursion, we obtain
that for any m,n ∈ N with m−1 ∈ (0, γ¯], T ≥ 0 and x ∈ B¯(0, n)
RmT/m,nVM(x)
≤ VM(x)am exp
TC3 m−1∑
j=0
(1 + TC1/m+ C2,n(T/m)2)2j/m

≤ VM(x)am exp
[
TC3(1 + TC1/m+ C2,n(T/m)2)2m
]
,
with am = (1+TC1/m+C2,n(T/m)2)m. Since limm→+∞(1+TC1/m+C2,n(T/m)2)tm =
exp(tTC1) for any t, T ≥ 0, we get that for any n ∈ N, T ≥ 0 and x ∈ B¯(0, n)
lim sup
m→+∞
RmT/m,nVM(x) ≤ exp(TC3 exp(2TC1))V exp(TC1)M (x) . (66)
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We conclude the proof upon remarking that the right-hand side quantity in (66) does
not depend on n and that the same inequality holds replacing RT/m,n by R˜T/m,n in
(66).
4.11 Proof of Theorem 24
Let T ≥ 0, and for any x ∈ Rd, V1(x) = exp(k1φ(x)) with φ(x) = (1+‖x‖2)1/2. Since
B3(m) holds we obtain using Theorem 19 that L1 holds. By C3, supx∈Rd〈x, b(x)〉 <
+∞, therefore there exists ζ ∈ R such that Dc(V1, ζ, 0) holds. Combining this
result with Lemma 15 and the fact that supx∈Rd ‖b(x)‖2(1+εb) e−k1φ(x) < +∞ for
εb > 0, we get that L 3 holds. Since for any x ∈ Rd, V 2(x) ≤ V1(x), we have
that PTV 2(x) < +∞. Consider for any n ∈ N, Kn = B¯(0, n) which satisfies L 4.
Using Theorem 21-(a) we get that L2 and L5 hold. Hence, L1, L2, L3, L4 and
L 5 are satisfied. In the proof of Proposition 13, see Section 4.6, we show, since
2m+3 ∈ (0, k1/2], that there exist λ ∈ (0, 1) and A ≥ 0 given by (84) upon replacing
m+3 by 2m+3 , such that Dd(V 2, λT/m, AT/m, B¯(0, n)) holds for RT/m,n and R˜T/m,n with
m,n ∈ N and m large enough and where Rγ,n is the Markov kernel associated with
(1) where Tγ(x) = x + γbγ,n(x), X = B¯(0, n) and Π = ΠB¯(0,n), R˜γ,n is the Markov
kernel associated with (1) where Tγ(x) = x + γbγ,n(x), X = Rd and Π = Id. We get
that for any x ∈ Rd
lim sup
n→+∞
lim sup
m→+∞
{
δxRmT/m,nV 2(x) + δyRmT/m,nV 2(x)
}
≤ 2V 2(x) + 2AT < +∞ ,
We can apply Theorem 18 and we obtain that for any x, y ∈ Rd
‖δxPT − δyPT‖V ≤ lim sup
n→+∞
lim sup
m→+∞
‖δxRmT/m,n − δyRmT/m,n‖V .
Since B1(B¯(0, n)) holds and B5 implies B2 on B¯(0, n), we can apply Theorem 14
and we get that for any m,n ∈ N with x, y ∈ B¯(0, n) and T/m ∈ (0, 2k2)
‖δxRmT/m,n − δyRmT/m,n‖V ≤ C1/m,cρT1/m,c {V (x) + V (y)} ,
where C1/m,c ≥ 0 and ρ1/m,c ∈ (0, 1), see Appendix E. We conclude upon noting that
C1/m,c and ρ1/m,c admit limits Cc and ρc when m→ +∞ which do not depend on n.
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A Quantitative bounds for geometric convergence
of Markov chains in Wasserstein distance
In this section, we establish new quantitative bounds for Markov chains in Wasser-
stein distance. We consider a Markov kernel P on the measurable space (Y,Y)
equipped with the bounded semi-metric d : Y × Y → R+, i.e. which satisfies the
following condition.
H1. For any x, y ∈ Y, d(x, y) ≤ 1, d(x, y) = d(y, x) and d(x, y) = 0 if and only if
x = y.
Let K be a Markov coupling kernel for P. We assume in this section the following
condition on K.
H2 (K). There exists C ∈ Y⊗2 such that
(i) there exist n0 ∈ N? and ε > 0 such that for any x, y ∈ C, Kn0d(x, y) ≤
(1− ε)d(x, y) ;
(ii) for any x, y ∈ Y, Kd(x, y) ≤ d(x, y) ;
(iii) there exist W1 : Y2 → [1,+∞) measurable, λ1 ∈ (0, 1) and A1 ≥ 0 such that K
satisfies Dd(W1, λ1, A1,C).
We consider the Markov chain (Xn,Yn)n∈N associated with the Markov kernel K
defined on the canonical space ((Y×Y)N, (Y⊗2)N) and denote by P(x,y) and E(x,y) the
corresponding probability distribution and expectation respectively when (X0,Y0) =
(x, y). Denote by (Gn)n∈N the canonical filtration associated with (Xn,Yn)n∈N. Note
that for any n ∈ N and x, y ∈ Y, under P(x,y), (Xn,Yn) is by definition a coupling of
δxPn and δyPn. The main result of this section is the following which by the previous
observation implies quantitative bounds on Wd(δxPn, δyPn).
Theorem 26. Let K be a Markov coupling kernel for P and assume H1 and H2(K).
Then for any n ∈ N and x, y ∈ Y,
E(x,y) [d(Xn,Yn)]
≤ min
[
ρn(MC,n0Ξ(x, y, n0) + d(x, y)), ρn/2(1 + d(x, y)) + λ
n/2
1 Ξ(x, y, n0)
]
,
where
Ξ(x, y, n0) = W1(x, y) + A1λ−n01 n0
log(ρ) = log(1− ε) log(λ1)/[− log(MC,n0) + log(1− ε)] ,
MC,n0 = sup
(x,y)∈C
Ξ(x, y, n0) = sup
(x,y)∈C
[W1(x, y)] + A1λ−n01 n0 .
(67)
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In Theorem 26, we obtain geometric contraction for P in bounded Wasserstein
metric Wd since d is assumed to be bounded. To obtain convergence associated with
unbounded Wasserstein metric associated with W2 : Y2 → [0,+∞), we consider the
next assumption which is a generalized drift condition linking W2 and the bounded
semi-metric d.
H3 (K). There exist W2 : Y2 → [0,+∞) measurable, λ2 ∈ (0, 1) and A2 ≥ 0 such
that for any x, y ∈ Y,
KW2(x, y) ≤ λ2W2(x, y) + A2d(x, y) .
In the special case where d(x, y) = 1∆cY(x, y), W2(x, y) = 1∆cY(x, y)W1(x, y) and
for any x ∈ Y, K((x, x),∆Y) = 1, we obtain that Dd(W1, λ1, A1,Y) implies H
3(K). The following result implies quantitative bounds on the Wasserstein distance
dW2(δxPn, δyPn) for any x, y ∈ Y and n ∈ N?.
Theorem 27. Let K be a Markov coupling kernel for P and assume H 1, H 2(K)
and H3(K). Then for any n ∈ N and x, y ∈ Y,
E(x,y) [W2(Xn,Yn)] ≤ λn2W2(x, y)
+ A2 min
[
ρ˜n/4rρ(d(x, y) + Ξ(x, y, n0)), ρ˜n/4rρ(1 + d(x, y)) + λ˜n/4rλΞ(x, y, n0)
]
,
where
ρ˜ = max(λ2, ρ) ∈ (0, 1) , λ˜ = max(λ1, λ2) ∈ (0, 1) ,
rρ = 4 log−1(1/ρ˜)/ρ˜ , rλ = 4 log−1(1/λ˜)/λ˜ ,
and Ξ(x, y, n0), MC,n0 and ρ are given in (67).
Theorem 26 and Theorem 27 share some connections with [68, Theorem 5], [37]
and [24] but hold under milder assumptions than the ones considered in these works.
Compared to [37] and [24], the main difference is that we allow here only a contrac-
tion for the n0-th iterate of the Markov chain (condition H2-(i)) which is necessary
if we want to use Theorem 1 to obtain sharp quantitative convergence bounds for
(1). Finally, [68, Theorem 5] also considers minorization condition for the the n0-th
iterate, however our results compared favourably for large n0. Indeed, Theorem 26
implies that the rate of convergence min(ρ, λ1) is of the form Cn−10 for C ≥ 0 inde-
pendent of n0. Applying [68, Theorem 5], we found a rate of convergence of the form
Cn−20 . Finally, a recent work [64] has established new results based on the technique
used in [37]. However, we were not able to apply them since they assume as in [37],
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a contraction for n0 = 1 which does not imply sharp bounds on the situations we
consider.
The rest of this section is devoted to the proof of Theorem 26 and Theorem 27.
Denote by θ : (Y × Y)N → (Y × Y)N the shift operator defined for any (xn, yn)n∈N ∈
(Y × Y)N by θ((xn, yn)n∈N) = (xn+1, yn+1)n∈N. Define by induction, for any m ∈ N,
the sequence of (Gn)n∈N-stopping times (T (m)C,n0)m∈N, with T (0)C,n0 = 0 and for anym ∈ N?
T
(m)
C,n0 = inf
{
k ≥ T (m−1)C,n0 + n0 : (Xk,Yk) ∈ C
}
= T (m−1)C,n0 + n0 + T˜C ◦ θT
(m−1)
C +n0
= T (1)C,n0 +
(m−1)∑
i=1
T
(1)
C,n0 ◦ θT
(i)
C,n0 ,
T˜C = inf {k ≥ 0 : (Xk,Yk) ∈ C} .
(68)
Note that (T (m)C,n0)m∈N? are the successive return times to C delayed by n0 − 1 and T˜C
is the first hitting time to C. We will use the following lemma which borrows from
[22] and [41, Lemma 3.1].
Lemma 28 ([22, Proposition 14]). Let K be a Markov coupling kernel for P and
assume H2(K)-(i)-(ii). Then for any n,m ∈ N, x, y ∈ Y,
E(x,y) [d(Xn,Yn)] ≤ (1− ε)md(x, y) + E(x,y)
[
d(Xn,Yn)1[n,+∞](T (m)C,n0)
]
.
Proof. Using H2(K)-(ii), we have that (d(Xn, Yn))n∈N is a (Gn)n∈N-supermartingale
and therefore using the strong Markov property and H 2(K)-(i) we obtain for any
m ∈ N and x, y ∈ Y that
E(x,y)
[
d(X
T
(m+1)
C,n0
,Y
T
(m+1)
C,n0
)
]
≤ E(x,y)
[
E
[
d(X
T
(m)
C,n0
+n0
,Y
T
(m)
C,n0
+n0
)
∣∣∣∣GT (m)C,n0
]]
≤ (1− ε)E(x,y)
[
d(X
T
(m)
C,n0
,Y
T
(m)
C,n0
)
]
. (69)
Therefore by recursion and using (69) we obtain that for any m ∈ N and x, y ∈ Y
E(x,y)
[
d(X
T
(m)
C,n0
,Y
T
(m)
C,n0
)
]
≤ (1− ε)md(x, y) . (70)
For any n,m ∈ N we have using (70) and that (d(Xn, Yn))n∈N is a supermartingale,
E(x,y) [d(Xn,Yn)] ≤ E(x,y)
[
d(X
n∧T (m)C,n0
,Y
n∧T (m)C,n0
)
]
≤ E(x,y)
[
d(X
T
(m)
C,n0
,Y
T
(m)
C,n0
)1[0,n](T (m)C,n0)
]
+ E(x,y)
[
d(Xn,Yn)1[n,+∞](T (m)C,n0)
]
≤ (1− ε)md(x, y) + E(x,y)
[
d(Xn,Yn)1[n,+∞](T (m)C,n0)
]
.
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By Lemma 28 and since d is bounded by 1, we need to obtain a bound on
P(x,y)(T (m)C,n0 ≥ n) for x, y ∈ Y and m,n ∈ N?. To this end, we will use the following
proposition which gives an upper bound on exponential moment of the hitting times
(T (m)C,n0)m∈N? .
Lemma 29. Let K be a Markov coupling kernel for P and assume H2(K)-(iii). Then
for any x, y ∈ Y and m ∈ N?,
E(x,y)
[
λ
−T (1)C,n0
1
]
≤ Ξ(x, y, n0) ,
E(x,y)
[
λ
−T (m)C,n0+T
(1)
C,n0
1
]
≤Mm−1C,n0 ,
E(x,y)
[
λ
−T (m)C,n0
1
]
≤ Ξ(x, y, n0)Mm−1C,n0 ,
where Ξ(x, y, n0) and MC,n0 are defined in (67).
Proof. We first show that for any x, y ∈ Y we have that P(x,y)(T˜C) < +∞. Let
x, y ∈ Y. For any n ∈ N we have using H2(K)-(iii) and the Markov property
E(x,y) [W1(Xn+1,Yn+1)|Gn] ≤ λ1W1(Xn,Yn) + A11C(Xn,Yn) .
Therefore applying the comparison theorem [19, Theorem 4.3.1] we get that
(1− λ1)E(x,y)
T˜C−1∑
k=0
W1(Xk,Yk)
+ E(x,y) [1[0,+∞)(T˜C)W (XT˜C ,YT˜C)] ≤ W (x, y) .
Since for any x˜, y˜ ∈ Y, 1 ≤ W1(x˜, y˜) < +∞ we obtain that (1 − λ1)E(x,y)[T˜C] ≤
W (x, y) which implies P(x,y)(T˜C) < +∞ since λ1 ∈ (0, 1). We now show the stated
result. Let x, y ∈ Y and (Sn)n∈N be defined for any n ∈ N by Sn = λ−n1 W1(Xn,Yn).
For any n ∈ N we have using H2(K)-(iii) and the Markov property
E [Sn+1|Gn] ≤ λ−n1 W1(Xn,Yn) + A1λ−(n+1)1 1C(Xn,Yn)
≤ Sn + A1λ−(n+1)1 1C(Xn,Yn) . (71)
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Using the Markov property, the definition of T (1)C,n0 given in (68), the comparison
theorem [19, Theorem 4.3.1], (71) and H2(K)-(iii) we obtain that
E(x,y)
[
S
T
(1)
C,n0
]
= E(x,y)
[
E(x,y)
[
S
T
(1)
C,n0
∣∣∣∣Gn0]] = E(x,y) [E(x,y) [Sn0+T˜C◦θn0 ∣∣∣Gn0]]
= E(x,y)
[
λ−n01 E(x,y)
[
W1(Xn0+T (1)C,n0
, Yn0+T (1)C,n0
)λ
−T (1)C,n0
1
∣∣∣∣∣Gn0
]]
≤ E(x,y)
[
λ−n01 E(Xn0 ,Yn0 )
[
ST˜C
]]
≤ E(x,y)
[
λ−n01 E(Xn0 ,Yn0 )
[
ST˜C1[0,+∞)(T˜C)
]]
≤ E(x,y)
λ−n01 E(Xn0 ,Yn0 )
S0 + A1 T˜C−1∑
k=0
λ
−(k+1)
1 1C(Xk, Yk)

≤ E(x,y)
[
λ−n01 W1(Xn0 , Yn0)
]
≤ W1(x, y) + A1λ−n01 n0 . (72)
Combining (72) and the fact that for any x, y ∈ Y, W1(x, y) ≥ 1, we obtain that
E(x,y)
[
λ
−T (1)C,n0
1
]
≤ W1(x, y) + A1λ−n01 n0 . (73)
We conclude by a straightforward recursion and using (73), the definition of T (m)C,n0
(68) for m ≥ 1, the strong Markov property and the fact that for any m ∈ N?,
(X
T
(m)
C,n0
, Y
T
(m)
C,n0
) ∈ C.
Proof of Theorem 26. Let x, y ∈ Y and n ∈ N. By Lemma 28, Lemma 29, H1, the
fact that MC,n0 ≥ 1 and the Markov inequality, we have for any m ∈ N,
E(x,y) [d(Xn,Yn)] ≤ (1− ε)md(x, y) + P(x,y)
[
T
(m)
C,n0 ≥ n
]
≤ (1− ε)md(x, y) + λn1 E(x,y)
[
λ
−T (m)C,n0
1
]
≤ (1− ε)md(x, y) + λn1MmC,n0Ξ(x, y, n0) ,
where Ξ(x, y, n0) is given in Theorem 26. Combining this result and Lemma 29, we
can conclude that E(x,y) [d(Xn,Yn)] ≤ ρn(MC,n0Ξ(x, y, n0) + d(x, y)) setting
m = dn log(λ1)/{log(1− ε)− log(MC,n0)}e .
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To show that E(x,y) [d(Xn,Yn)] ≤ ρn/2(1 + d(x, y)) + λn/21 Ξ(x, y, n0), first note that
Lemma 28 and H1 imply that for any m ∈ N,
E(x,y) [d(Xn,Yn)]
≤ (1− ε)md(x, y) + P(x,y)
[
T
(m)
C,n0 − T (1)C,n0 ≥ n/2
]
+ P(x,y)
[
T
(1)
C,n0 ≥ n/2
]
≤ (1− ε)md(x, y) + λn/21 E(x,y)
[
λ
−T (m)C,n0+T
(1)
C,n0
1
]
+ λn/21 E(x,y)
[
λ
−T (1)C,n0
1
]
,
where we have used the Markov inequality in the last line. Combining this re-
sult and Lemma 29, we can conclude that E(x,y) [d(Xn,Yn)] ≤ ρn/2(1 + d(x, y)) +
λ
n/2
1 Ξ(x, y, n0) setting
m = dn log(λ1)/{2 log(1− ε)− 2 log(MC,n0)}e .
Proof of Theorem 27. Let x, y ∈ Y and n ∈ N. Using H3(K), we obtain by recursion
E(x,y) [W2(Xn, Yn)] ≤ λn2W2(x, y) + A2
n−1∑
k=0
λn−1−k2 E(x,y) [d(Xk, Yk)] . (74)
Applying Theorem 26 we obtain
n−1∑
k=0
λn−1−k2 E(x,y) [d(Xk, Yk)]
≤
n−1∑
k=0
λn−1−k2 min
[
ρk(MC,n0Ξ(x, y, n0) + d(x, y)), ρk/2(1 + d(x, y)) + λk/2Ξ(x, y, n0)
]
≤ min
[
nρ˜n−1(d(x, y) + Ξ(x, y, n0)), nρ˜n/2−1(1 + d(x, y)) + nλ˜n/2−1Ξ(x, y, n0)
]
.
We conclude plugging this result in (74) and using that for any n ∈ N and t ∈ (0, 1),
ntn/2 ≤ 4 log−1(1/t)tn/4.
B Minorization conditions for functional autore-
gressive models
In this section, we extend and complete the results of [25, Section 6] on functional
autoregressive models. Let X ∈ B(Rd) equipped with its trace σ-field X = {A ∩ X :
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A ∈ B(Rd)}. In fact, we consider a slightly more general class of models than [25]
which is associated with non-homogeneous Markov chains (X(a)k )k∈N with state space
(X,X ) defined for k ≥ 0 by
X
(a)
k+1 = Π
(
Tk+1(X(a)k ) + σk+1Zk+1
)
,
where Π is a measurable function from Rd to X, (Tk)k≥1 is a sequence of measurable
functions from X to Rd, (σk)k≥1 is a sequence of positive real numbers and (Zk)k≥1 is
a sequence of i.i.d. d dimensional standard Gaussian random variables. We assume
that Π satisfies A1. We also assume some Lipschitz regularity on the operator Tk
for any k ∈ N?
AR1 (A). For all k ≥ 1 there exists $k ∈ R such that for all (x, y) ∈ A,
‖Tk(x)− Tk(y)‖2 ≤ (1 +$k) ‖x− y‖2 .
The sequence {X(a)k , k ∈ N} is an inhomogeneous Markov chain associated with
the family of Markov kernels (P (a)k )k≥1 on (Rd,B(Rd)) given for all x ∈ Rd and A ∈ Rd
by
P
(a)
k (x,A) =
1
(2piσ2k)d/2
∫
Π−1(A)
exp
(
−‖y − Tk(x)‖2 /(2σ2k)
)
dy .
We denote for all n ≥ 1 by Q(a)n the marginal distribution of X(a)n given by Q(a)n =
P
(a)
1 · · ·P (a)n . To obtain an upper bound of ‖δxQ(a)n − δyQ(a)n ‖TV for any x, y ∈ Rd,
n ∈ N?, we introduce a Markov coupling (X(a)k , Y (a)k )k∈N such that for any n ∈ N?,
the distribution of X(a)n and Y (a)n are δxQ(a)n and δxQ(a)n respectively, exactly as we
have introduced in the homogeneous setting the Markov coupling with kernel Kγ
defined by (5) for Rγ defined in (2). For completeness and readability, we recall the
construction of (X(a)k , Y
(a)
k )k∈N. For all k ∈ N? and x, y, z ∈ Rd, define
ek(x, y) =
Ek(x, y)/‖Ek(x, y)‖ if Ek(x, y) 6= 00 otherwise , Ek(x, y) = Tk(y)− Tk(x) ,
(75)
Sk(x, y, z) = Tk(y) + (Id−2ek(x, y)ek(x, y)>)z ,
pk(x, y, z) = 1 ∧
ϕσ2
k+1
(‖Ek(x, y)‖ − 〈ek(x, y), z〉)
ϕσ2
k+1
(〈ek(x, y), z〉) , (76)
where ϕσ2
k
is the one-dimensional zero mean Gaussian distribution function with
variance σ2k. Let (Uk)k∈N? be a sequence of i.i.d. uniform random variables on [0, 1]
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and define the Markov chain (X(a)k , Y
(a)
k )k∈N starting from (X
(a)
0 , Y
(a)
0 ) ∈ X2 by the
recursion: for any k ≥ 0
X˜
(a)
k+1 = Tk+1(X(a)k ) + σk+1Zk+1 ,
Y˜
(a)
k+1 =
X˜
(a)
k+1 if Tk+1(X(a)k ) = Tk+1(Y (a)k ) ;
W
(a)
k+1X˜
(a)
k+1 + (1−W (a)k+1)Sk+1(X(a)k , Y (a)k , σk+1Zk+1) otherwise ,
(77)
where W (a)k+1 = 1(−∞,0](Uk+1 − pk+1(X(a)k , Y (a)k , σk+1Zk+1)) and finally set
(X(a)k+1, Y
(a)
k+1) = (Π(X˜
(a)
k+1),Π(Y˜
(a)
k+1)) . (78)
For any k ∈ N?, marginally, the distribution of X(a)k+1 given X(a)k is P (a)k+1(X(a)k , ·),
and it is well-know (see e.g. [8, Section 3.3]) that Y˜ (a)k+1 and Tγ(Y (a)k ) + σk+1Zk+1
have the same distribution given Yk, and therefore the distribution of Yk+1 given
Yk is P (a)k+1(Yk, ·). As a result for any (x, y) ∈ X2 and n ∈ N?, (X(a)n , Y (a)n ) with
(X(a)0 , Y
(a)
0 ) = (x, y) is coupling between δxQ(a)n and δyQ(a)n . Therefore, we obtain
that ‖δxQ(a)n − δyQ(a)n ‖TV ≤ P(X(a)n 6= Y (a)n ). Therefore to get an upper bound on
‖δxQ(a)n − δyQ(a)n ‖TV, it is sufficient to obtain a bound on P(X(a)n 6= Y (a)n ) which is a
simple consequence of the following more general result.
Theorem 30. Let A ∈ B(R2d) and assume A1 and AR1(A). Let (X(a)k , Y (a)k )k∈N be
defined by (78), with (X(a)0 , Y
(a)
0 ) = (x, y) ∈ A. Then for any n ∈ N?,
P
[
X(a)n 6= Y (a)n and for any k ∈ {1, . . . , n− 1}, (X(a)k , Y (a)k ) ∈ A2
]
≤ 1∆cX(x, y)
{
1− 2Φ
(
− ‖x− y‖
2(Ξ(a)n )1/2
)}
,
where Φ is the cumulative distribution function of the standard normal distribution
on R and (Ξ(a)i )i≥1 is defined for all k ≥ 1 by Ξ(a)k =
∑k
i=1{σ2i /
∏i
j=1(1 +$j)}.
Proof. Let (F (a)k )k∈N be the filtration associated to (X(a)k , Y (a)k )k∈N. Denote for any
k ∈ N,
Ak =
k⋂
i=0
{(X(a)i , Y (a)i ) ∈ A} , A−1 = A0 ,
and for all k1, k2 ∈ N∗, k1 ≤ k2, Ξ(a)k1,k2 =
∑k2
i=k1{σ2i /
∏i
j=k1(1 + $j)}. Let n ≥ 1 and
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(x, y) ∈ A2. We show by backward induction that for all k ∈ {0, · · · , n− 1},
P({X(a)n 6= Y (a)n } ∩An−1) ≤ E
1∆cX(X(a)k , Y (a)k )1Ak−1
1− 2Φ
−
∥∥∥X(a)k − Y (a)k ∥∥∥
2
(
Ξ(a)k+1,n
)1/2


 .
(79)
Note that the inequality for k = 0 will conclude the proof. Using by (77) that
X˜(a)n = Y˜ (a)n if X
(a)
n−1 = Y
(a)
n−1 or Wn = 1(−∞,0](Un − pn(X(a)n−1, Y (a)n−1, σnZn)) = 1, where
pn is defined by (76), and (Un, Zn) are independent random variables independent of
F (a)n−1, we obtain on {X(a)n−1 6= Y (a)n−1}
E
[
1∆X(X˜(a)n , Y˜ (a)n )
∣∣∣F (a)n−1] = E [pn(X(a)n−1, Y (a)n−1, σnZn)∣∣∣F (a)n−1]
= 2Φ
{
−
∥∥∥(2σn)−1En(X(a)n−1, Y (a)n−1)∥∥∥} .
Since {X(a)n 6= Y (a)n } ⊂ {X˜(a)n 6= Y˜ (a)n } ⊂ {X(a)n−1 6= Y (a)n−1} by (78) and (77), we get
P
[
{X(a)n 6= Y (a)n } ∩An−1
]
≤ E
[
1∆cX(X
(a)
n−1, Y
(a)
n−1)1An−1E
[
1∆cX(X˜
(a)
n , Y˜
(a)
n )
∣∣∣F (a)n−1]]
= E
[
1∆cX(X
(a)
n−1, Y
(a)
n−1)1An−1
[
1− 2Φ
{
−
∥∥∥(2σn)−1En(X(a)n−1, Y (a)n−1)∥∥∥}]] ,
Using that (X(a)n−1, Y
(a)
n−1) ∈ A2 on An−1, AR1(A) and (75), we obtain that
‖En(X(a)n−1, Y (a)n−1)‖2 ≤ (1 +$n)‖X(a)n−1 − Y (a)n−1‖2 ,
showing (79) holds for k = n − 1 since An−2 ⊂ An−1. Assume that (79) holds for
k ∈ {1, . . . , n− 1}. On {X˜(a)k 6= Y˜ (a)k }, we have∥∥∥X˜(a)k − Y˜ (a)k ∥∥∥ = ∣∣∣− ∥∥∥Ek(X(a)k−1, Y (a)k−1)∥∥∥+ 2σkek(X(a)k−1, Y (a)k−1)TZk∣∣∣ ,
which implies by (78) and since Π is non expansive by A1
1∆cX(X
(a)
k , Y
(a)
k )
1− 2Φ
−
∥∥∥X(a)k − Y (a)k ∥∥∥
2(Ξ(a)k+1,n)1/2


≤ 1∆cX(X
(a)
k , Y
(a)
k )
1− 2Φ
−
∥∥∥X˜(a)k − Y˜ (a)k ∥∥∥
2(Ξ(a)k+1,n)1/2


≤ 1∆cX(X
(a)
k , Y
(a)
k )
1− 2Φ
−
∣∣∣2σkek(X(a)k−1, Y (a)k−1)TZk − ∥∥∥Ek(X(a)k−1, Y (a)k−1)∥∥∥∣∣∣
2(Ξ(a)k+1,n)1/2

 .
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Since Zk is independent of F (a)k , σkek(X(a)k−1, X(a)k−1)TZk is a real Gaussian random
variable with zero mean and variance σ2k. Therefore by [25, Lemma 20] and since
Ak−1 is F (a)k−1-measurable, we get
E
1∆cX(X(a)k , Y (a)k )1Ak−1
1− 2Φ
−
∥∥∥X(a)k − Y (a)k ∥∥∥
2(Ξ(a)k+1,n)1/2

∣∣∣∣∣∣F (a)k−1

≤ 1Ak−11∆cX(X
(a)
k−1, Y
(a)
k−1)
1− 2Φ
−
∥∥∥Ek(X(a)k−1, Y (a)k−1)∥∥∥
2
(
σk + Ξ(a)k+1,n
)1/2

 .
Using by A2(A) that ‖Ek(X(a)k−1, Y (a)k−1)‖2 ≤ (1 + $k−1)
∥∥∥X(a)k−1 − Y (a)k−1∥∥∥2 on Ak−1 and
Ak−2 ⊂ Ak−1 concludes the induction of (79).
C Quantitative convergence results based on [19,
20]
We start by recalling the following lemma from [19] which is inspired from the results
of [20].
Lemma 31 ([19, Lemma 19.4.2]). Let (Y,Y) be a measurable space and R be a
Markov kernel over (Y,Y). Let Q be a Markov coupling kernel for R. Assume there
exist C ∈ Y⊗2, M ≥ 0, a measurable function W : Y × Y → [1,+∞), λ ∈ (0, 1) and
c ≥ 0 such that for any x, y ∈ Y,
QW (x, y) ≤ λW (x, y)1Cc(x, y) + c1C(x, y) .
In addition, assume that there exists ε > 0 such that for any (x, y) ∈ C,
Q((x, y),∆cY) ≤ 1− ε ,
where ∆Y = {(y, y) : y ∈ Y}. Then there exist ρ ∈ (0, 1) and C ≥ 0 such that for
any x, y ∈ Y and n ∈ N?∫
Y×Y
1∆Y(x˜, y˜)W (x˜, y˜)Qn((x, y), d(x˜, y˜)) ≤ CρnW (x, y) ,
where
C = 2(1 + c/{(1− ε)(1− λ)}) ,
log(ρ) = {log(1− ε) log(λ)}/{log(1− ε) + log(λ)− log(c)} .
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Theorem 32. Let (Y,Y) be a measurable space and R be a Markov kernel over
(Y,Y). Let Q be a Markov coupling kernel of R. Assume that there exist λ ∈ (0, 1),
A ≥ 0 and a measurable function W : Y × Y → [1,+∞), such that Q satisfies
Dd(W,λ,A,Y). In addition, assume that there exist ` ∈ N?, ε > 0 and M ≥ 1 such
that for any (x, y) ∈ CM = {(x, y) ∈ Y × Y, W (x, y) ≤M},
Q`((x, y),∆cY) ≤ 1− ε , (80)
with ∆Y = {(x, y) ∈ Y2 : x = y} and M ≥ 2A/(1− λ). Then, there exist ρ ∈ (0, 1)
and C ≥ 0 such that for any n ∈ N and x, y ∈ Y
Wc(δxRn, δyRn) ≤ Cρbn/`cW (x, y) ,
with
C = 2(1 + A`)(1 + c`/{(1− ε)(1− λ`)}) ,
λ` = (λ` + 1)/2 , c` = λ`M + A` , A` = A(1− λ`)/(1− λ) ,
log(ρ`) = {log(1− ε) log(λ`)}/{log(1− ε) + log(λ`)− log(c`)} . (81)
Proof. We first show that for any (x, y) ∈ CM ,
Q`(x, y) ≤ λ`W (x, y)1CcM (x, y) + c`1CM (x, y) , (82)
in order to apply Lemma 31 to R` with the Markov coupling kernel Q`. By a
straightforward induction, for any x, y ∈ Y we have
Q`W (x, y) ≤ λ`W (x, y) + A(1− λ`)/(1− λ) . (83)
We distinguish two cases. If (x, y) /∈ CM , using that A/M ≥ (1− λ)/2 we have that
Q`W (x, y) ≤ λ`W (x, y) + A(1− λ`)W (x, y)/(M(1− λ)) ≤ 2−1(λ` + 1)W (x, y) .
If (x, y) ∈ CM , we have
Q`W (x, y) ≤ λ`M + A(1− λ`)/(1− λ) .
Therefore (82) holds. As a result and since by assumption we have (80), we can
apply Lemma 31 to R`. Then, we obtain that for any i ∈ N and x, y ∈ Y∫
Y×Y
1∆Y(x˜, y˜)W (x˜, y˜)Q`i((x, y), d(x˜, y˜)) ≤ C`ρ`i` W (x, y) ,
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with ρ` defined by (81) and C˜` = 2
{
1 + c` [(1− λ`)(1− ε)]−1
}
. In addition, using
(83), for any k ∈ {0, . . . , `−1} and x, y ∈ Y, QkW (x, y) ≤ (1+A`)W (x, y). Therefore,
for any n ∈ N, since n = in`+ kn with in = bn/`c and kn ∈ {0, . . . , `− 1}, we obtain
for any x, y ∈ Y that
Wc(δxRn, δyRn) ≤ C˜`ρ`in`
∫
Y×Y
1∆Y(x˜, y˜)W (x˜, y˜)Qkn((x, y), d(x˜, y˜))
≤ (1 + A`)C˜`ρbn/`c` W (x, y) ,
which concludes the proof.
D Tamed Euler-Maruyama discretization
In this subsection we consider the following assumption.
T1. X = Rd and Π = Id and
Tγ(x) = x+ γb(x)/(1 + γ ‖b(x)‖) for any γ > 0 and x ∈ Rd .
Here, we focus on drift b which is no longer assumed to be Lipschitz. Therefore,
the ergodicity results obtained in Section 2.2 no longer hold since the minorization
condition we derived relied heavily on one-sided Lipschitz condition or Lipschitz
regularity for b. We now consider the following assumption on b.
T2. There exists L˜, ˜`≥ 0 such that for any x, y ∈ Rd
‖b(x)− b(y)‖ ≤ L˜(1 + ‖x‖˜` + ‖y‖˜`) ‖x− y‖ .
In addition, assume that b(0) = 0 and M˜` = supx∈Rd (1+‖x‖
˜`)(1+‖b(x)‖)−1 < +∞.
Proposition 33. Assume T1 and T2 then A2(R2d)-(iii) holds with γ¯ > 0 and for
any γ ∈ (0, γ¯], κ(γ) = 2L˜γ + γL˜2γ where
L˜γ = 2γ−1M˜`(1 +M˜`)L˜ .
Proof. Let x, y ∈ Rd and assume that ‖x‖ ≥ ‖y‖. We have the following inequalities∥∥∥∥∥ b(x)1 + γ ‖b(x)‖ − b(y)1 + γ ‖b(y)‖
∥∥∥∥∥ ≤ ‖b(x)− b(y)‖1 + γ ‖b(x)‖ +
∣∣∣∣∣ ‖b(y)‖1 + γ ‖b(x)‖ − ‖b(y)‖1 + γ ‖b(y)‖
∣∣∣∣∣
≤ γ−12M ˜`˜L ‖x− y‖+ γ ‖b(y)‖ ‖b(x)− b(y)‖(1 + γ ‖b(x)‖)(1 + γ ‖b(y)‖)
≤ γ−1M˜`(1 +M˜`)L˜ ‖x− y‖ .
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The same inequality holds with ‖y‖ ≥ ‖x‖. Therefore, we have
‖Tγ(x)− Tγ(y)‖2 ≤
(
1 + 2γL˜γ + γ2L˜2γ
)
‖x− y‖2 ,
which concludes the proof.
Proposition 33 implies that the conclusions of Proposition 3-(c) hold. Note that
contrary to the conclusion of Proposition 8, we do not get that supγ∈(0,γ¯] κ(γ) < +∞.
Hence we have for any ˜`∈ N?, infγ∈(0,γ¯] α+(κ, γ, ˜`) = 0.
T3. There exist R˜ and m˜+ such that for any x ∈ B¯(0, R˜)c,
〈b(x), x〉 ≤ −m˜+‖x‖ ‖b(x)‖ .
Under T 2 and T 3 it is shown in [6] that there exists γ¯ > 0, λ ∈ (0, 1) and
A ≥ 0 such that for any γ ∈ (0, γ¯], Rγ satisfies Dd(V, λγ, Aγ,X) with V (x) =
exp(a(1 + ‖x‖2)1/2) for some fixed a.
Theorem 34. Assume T2 and T3 then there exists γ¯ > 0 such that for any γ ∈ (0, γ¯]
there exist Cγ ≥ 0 and ργ ∈ (0, 1) with for any γ ∈ (0, γ¯], x, y ∈ Rd and k ∈ N
‖δxRkγ − δyRkγ‖V ≤ Cγρkγγ {V (x) + V (y)} .
Proof. The proof is a direct application of Theorem 6-(a).
It is shown in [6, Theorem 4] that the following result holds: there exists V :
Rd → [1,+∞), γ¯ > 0, C,D ≥ 0 and ρ ∈ (0, 1) such that for any k ∈ N, γ ∈ (0, γ¯]
and x ∈ Rd
‖δxRkγ − pi‖V ≤ CρkγV (x) +D
√
γ ,
where pi is the invariant measure for the diffusion with drift b.
E Explicit rates and asymptotics in Theorem 14
We recall that b satisfies
〈b(x), x〉 ≤ −k1‖x‖1B¯(0,R3)c(x)− k2‖b(x)‖2 + a/2 ,
with k1, k2 > 0 and R3, a ≥ 0. Let W3(x, y) = (V (x) + V (y))/2 with V (x) =
exp[m+3
√
1 + ‖x‖2] and m+3 ∈ (0, k1/2]. Therefore, by Proposition 13, Kγ satisfies for
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any γ ∈ (0, γ¯], Dd(W3, λγ, Aγ,X2) where γ¯ ∈ (0, 2k2), R4 = max(1, R3, (d + a)/k1)
and
λ = e−(m
+
3 )2/2 , A = exp
[
γ¯(m+3 (d+ a) + (m+3 )2)/2 + m+3 (1 +R24)1/2
]
(m+3 (d+a)/2+(m+3 )2) .
(84)
We now discuss the rates given by Theorem 14. Let ρ˜γ¯,c ∈ (0, 1) and C˜γ¯,c ≥ 0 the
constants given by Theorem 14 such that for any γ ∈ (0, γ¯], k ∈ N and x, y ∈ X
Wc3(δxRkγ , δyRkγ) ≤ C˜γ¯,cρ˜b
k(`d1/γe)−1c
γ¯,c W (x, y) ,
with c3(x, y) = 1∆cX(x, y)(V (x) + V (y))/2. Using the fact that bk/(` d1/γe)c ≥
kγ/(`(1 + γ¯)) − 1, and letting Cγ¯,c = C˜γ¯ ρ˜−1γ¯,c/2 and ργ¯,c = ρ˜1/(`(1+γ¯))γ¯,c , we obtain that
for any γ ∈ (0, γ¯], k ∈ N and x, y ∈ X
‖δxRkγ − δyRkγ‖V ≤ Cγ¯,cρkγγ¯,c{V (x) + V (y)} .
Using Theorem 6-(b), we obtain that the following limits exist and do not depend
on L
ρc = lim
γ¯→0 ργ¯,c , Cc = limγ¯→0Cγ¯,c .
We now discuss the dependency of ρc with respect to the problem constants, depend-
ing on the sign of m, based on Theorem 6-(c). Let ϑ = m+3 exp
[
m+3 (1 +R24)
]
{(d +
a)/2 + m+3 }{1 + 2/(m+3 )2} and consider k1 ≤
√
8 log(2) and A ≥ 1:
(a) If B4 holds, let ` = dM2de and we have
log(ρc) ≤ 12 log(2) log(6ϑ)(1 + 4 log(4ϑ)/m+3 )/
[
(m+3 )2Φ{−1/2}
]
.
(b) If B3(m) with m ∈ R−, we set ` = 1 and we have
log(ρc) ≤ 12 log(2) log(6ϑ)
/[
(m+3 )2Φ{−(−m)1/2 log(4ϑ)/(2(m+3 )2(1− e2m))1/2}
]
.
Note that a similar result was already proven in [26, Theorem 10] but the scheme
of the proof was different as the authors compared the discretization scheme to the
associated diffusion process and used the contraction of the continuous process.
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F Proof of Lemma 15
(a) Let x ∈ Rd and let (Xt)t≥0 a solution of (40) starting from x. Define for any
k ∈ N?, τk = inf{t ≥ 0 : ‖Xt‖ ≥ k} and for any t ≥ 0, Mt = ∫ t0 〈∇V (Xs), dBs〉.
Using the Itô formula we obtain that for every t ≥ 0 and k ∈ N?
V (Xt∧τk)eζ(t∧τk) =
∫ t∧τk
0
[
eζ(t∧τk)AV (Xu) + ζeζuV (Xu)
]
du+ Mt∧τk + V (x)
= V (Xs∧τk)eζ(s∧τk) + Mt∧τk −Ms∧τk +
∫ t∧τk
s∧τk
[
eζ(t∧τk)AV (Xu) + ζeζuV (Xu)
]
du
≤ V (Xs∧τk)eζ(s∧τk) + Mt∧τk −Ms∧τk .
Therefore since for any k ∈ N?, (Mt∧τk)t≥0 is a (Ft)t≥0-martingale, we get for every
t ≥ s ≥ 0 and k ∈ N?
E
[
V (Xt∧τk)eζ(t∧τk)
∣∣∣Fs] ≤ V (Xs∧τk)eζ(s∧τk) ,
which concludes the proof of (a) taking k → +∞ and using Fatou’s lemma.
(b) Similarly as in (a) we have that (V (Xt)eζt−B(1− exp(−ζt))/ζ)t≥0 is a (Ft)t≥0-
supermartingale which concludes the proof of (a) upon taking the expectation of
V (Xt)eζt −B(1− exp(−ζt))/ζ.
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