In this article, we characterize the strength of reconstructed singularities and the artifacts in a reconstruction formula for limited data spherical Radon transform. Namely, assume that the data is only available on a subset Γ of a hyperplane in R n (n = 2, 3). We consider a reconstruction formula studied in some previous works, under the assumption that the data is only smoothen out to order k near the boundary. For the problem in two dimensional space and Γ is a line segment, we show that the artifacts, propagating along the circles centered at the end points of Γ, are k+ 1 2 orders smoother than the original singularities. For the problem in three dimensional space and Γ is a rectangle, we describe that the artifacts are generated either by rotating along a vertex or an edge of Γ. The artifacts obtained by rotation around a vertex are 2k + 1 orders smoother than the original singularity. Meanwhile, the artifacts obtained by rotation along an edge are k + 1 2 orders smoother than the original singularity. For both two and three dimensional problems, the visible singularities are reconstructed with the correct order. We, therefore, successfully quantify the geometric results obtained in [FQ14] .
Introduction
Let S ⊂ R n be the hyperplane S = {z = (0, z ) : z ∈ R n−1 }. We consider the following (restricted) spherical Radon transform Rf of a function f defined in R n Rf (z, t) = S(z,t) f (y)dσ(y), (z, t) ∈ S × (0, ∞).
Here, S(z, t) is the sphere centered at z of radius t, and dσ is its surface measure. This transform appears in several imaging modalities, such as 1 thermo/photoacoustic tomography [FPR04, FHR07, KK08] , ultrasound imaging [NL79, NL81] , SONAR [QRS11] , SAR [Che01, NC04, SU13] and inverse elasticity [BK78] .
In many applications, it is assumed that f is supported inside a half space Ω := R n + = {x : x 1 > 0}. 1 The reference list is highly incomplete. The interested reader is suggested to explore the literature for the comprehensive references to each imaging modality.
Then, f can be reconstructed from g = R(f ) by the filtered back projection formula (see, e.g., [BK78, NR10, Bel09]) f (x) = x 1 π n (R * PRf )(x).
Here, R * is the formal L 2 -conjugate of R R * (g)(x) = S g(z, |x − z|)dσ(z),
and P is the pseudo-differential operator of order n − 1:
P(h)(r) = R R + e i(τ 2 −r 2 )λ |λ| n−1 h(τ ) dτ dλ.
However, in real applications, the knowledge of Rf is only available on an closed bounded subset Γ ⊂ S with nontrivial interior (see, e.g., [XWAK09, QRS11] ). The following formula is proposed for the approximate construction in several works (see, e.g., [Ngu13, XWAK09] )
Here, χ ∈ C ∞ (Γ) and χ ≡ 0 on S \ Γ is the data cut-off function.
It has been commonly assumed that χ ∈ C ∞ (S). We prove in [Ngu13] that, under this assumption, T is a pseudo-differential operator with the principal symbol σ 0 (x, ξ) = χ(z), where z is the intersection of the line (x, ξ) through x along direction of ξ with the plane S. The assumption that χ is infinitely smooth is essential to apply the theory of pseudo-differential operator to analyze T . In particular, it implies W F (T f ) ⊂ W F (f ). The multiplication with such function χ is considered as the infinite smoothening. However, it is known to eliminate some singularities (image features) pointing near the boundary of Γ (see more discussion in [FQ14] and reference therein). Therefore, one might consider to use other kind of smoothening (e.g., of finite order 2 ) or no smoothening at all 3 . However, these choices are shown to generate the artifacts into the pictures (e.g., [HSZ08, BRJ + 11, PO04]). In order for the practitioner to make the correct choice, it is important to precisely analyze the effect of T under these situations. The recent work by J. Frikel and T. Quinto [FQ14] provides a nice geometric description for what happens 4 . In particular, they show that the visible singularities are reconstructed and the artifacts would occur in some specific pattern (see more discussion below). Our main goal is to characterize the strength of the reconstructed singularities and (and more importantly) the artifacts.
2 We say that χ is smoothening of order k if χ ∈ C k−1 across ∂Γ. 3 That is, χ ≡ 1 on Γ. 4 Their setting is a little bit different from ours. However, their results translate without major modifications.
It is worth mentioning that similar problem has been studied for the X-ray (or classical Radon) transform [Kat97, KR92, RK92, FQ13, Ngu14] . Although this article is the natural continuation of our previous work [Ngu14] , the technique developed here is quite different from there. Namely, in this article, for each type of singularity, we have make a correct choice of the oscillatory representation of T to work with. Moreover, the microlocal analytic arguments employed here are more sophisticated than there.
A different but related topic is to analyze the imaging scenarios when the associated canonical relation is not a local graph (see, e.g., [MT85, GU89, NS97, Nol00], just to name a few). The pioneering work by Greenleaf and Uhlmann [GU89, GU90] employs the theory of class I p, (see [MU79, GU81, AU85] ) to analyze such a situation appearing in the X-ray transform. The same technique has been exploited successfully in other situations (e.g., [FLU03, NC04, Fel05, FQ11, Esw12, FGN13, AFK + 13]). Although a direct use of such an idea does not seem to work in our situation, our approach is inspired by the same spirit. Namely, we analyze the microlocal behavior of the associated FIO (or more precisely its Schwartz kernel) on its intersecting Lagrangians.
For the case n = 2, using the argument as in [FQ14] , we show that the artifacts are generated by rotating the boundary singularities 5 along circles whose center is an end point of Γ (see Proposition 2.1 and Discussion 1). Moreover, using asymptotic arguments, we precisely analyze the strength of these artifacts. Namely, assume that χ vanishes to order k at the end points of Γ 6 . We prove that the artifacts are k + 1 2 orders smoother than the original singularities (see Theorem 2.2 and Discussion 2). We go further to analyze the problem in three dimensional space. We consider Γ to be the rectangle {0} × [−a, a] × [−b, b] and χ(z) = h 2 (z 2 )h 3 (z 3 ) vanishes on the edges of Γ to order k. We, using the arguments as in [FQ14] , show that the singularities propagate by rotating along either a vertex or an edge of Γ (see Proposition 3.1 and Discussion 3). Moreover, employing delicate asymptotic and microlocal analytic arguments, we prove that the artifacts generated by rotation around a vertex are 2k + 1 orders smoother than the original singularity, while those from rotation around an edge are k + 1 2 orders smoother than the original singularity (See Theorem 3.3 and Discussion 4). Finally, we mention that, for both two and three dimensional problems, all the visible singularities 7 are reconstructed with the correct order. This follows from a similar argument for full data problem in [Ngu13] (see Theorems 2.2 and 3.3).
The article is organized as follows. In Section 2 we consider the two dimensional problem. The three dimensional problem is studied in Section 3. Finally, some basic rules for wavefront set calculus is provided in Appendix.
Two dimensional problem
Let us consider the problem in the two dimensional space R 2 . Without loss of generalities, we assume that Γ = {(0, z 2 ) : −1 < z 2 < 1}. As mentioned in the introduction, we will analyze T when χ is not infinitely smooth at the points z ± = (0, ±1). For the notational simplicity, we will assume that χ vanishes to the same order k at z ± , although the analysis works equally well for the case χ vanishes to two different orders at these two points.
Let us define V ⊂ T * Ω \ 0 by
Its boundary ∂V and interior Int(V) are defined by
and
In the literature of spherical Radon transform, Int(V) is called the audible or visible zone since any singularity (x, ξ) ∈ W F (f ) Int(V) creates a corresponding singularity in the limited data g = Rf | Γ×R + (see, e.g., [LQ00] ). We also call ∂V and T * Ω \ V boundary and invisible zones respectively. A singularity (x, ξ) ∈ W F (f ) will be called visible, boundary, or invisible accordingly to the zone it belongs to.
We define the following canonical relations in
We notice that (x, ξ; y, η) ∈ Λ ± iff (y, η) is in the boundary zone and (x, ξ) is obtained from (y, η) by rotating around the corresponding boundary point z ± (see Figure 1 ).
The following result characterizes the wave front set of the Schwartz kernel µ of T 8
Proposition 2.1. We have
The proof of Proposition 2.1 follows from the standard calculus of wave front set (see, e.g., [Hör03] and Appendix). It was first presented in [FQ14] for the case Γ is half a circle. The argument applies to our situation without any major modifications. We present it here for the sake of completeness (and to motivate further discussion).
Proof. Let us denote by µ R the Schwartz kernel of R. We notice that R is an FIO with the phase function (see, e.g., [LQ00, Pal10, Ngu13])
For simplicity, we will identify S with R by the mapping
We have, considering µ R as a function of (z 2 , r, x),
Also considering χ(z) as a function of (z 2 , r, x), we have
Applying the product rule for wave front set (see Appendix), we obtain
where
Let µ * R be the Schwartz kernel for R * . We have
We notice that 9
Due to the composition rule for wave front set (see Appendix), we conclude that 10
Discussion 1. Let us denote by π R the right projection of the product space
We obtain from Proposition 2.1
The following effects of T on the wave front set of f can be deduced from Proposition 2.1 12 :
9 C t is the transpose relation of C: C t = {(y, η; x, ξ) : (x, ξ; y, η) ∈ C}. 10 Since P is a pseudo-differential operator, it does not expand or change the wave front set of a function. 11 That is πR(x, ξ; y, η) = (y, η). 12 The reader should be aware that (x, ξ) in the below discussion may play the role of (y, η) in the definition of Λ±.
is completely smoothened out by T (i.e., it is not reconstructed and it does not generate any artifact).
Therefore, (x, ξ) may be reconstructed but it does not generate any artifacts.
Therefore, (x, ξ) may generate artifacts by rotating around z + or z − , respectively.
The above obsevation is similar to [FQ14, Remark 4.1]. The arguments b) and c) above are not in the definite form since the inclusion in Proposition 2.1 may be proper (moreover, the behavior of µ on its wave front set is still unclear). However, they provide a nice heuristic description of the reconstruction of original singularities and the generation of artifacts. The following theorem will provide a tool to improve those observations:
where z is the intersection of the line (x, ξ) with S.
Here, the function h is defined by χ(z) = h(z 2 ).
Let us proceed to prove Theorem 2.2. To this end, we will write µ in the following form (see [Ngu13] )
The phase function of µ can be written as
Therefore,
We obtain
Let us decompose h into two parts
Here,
Let a ± denote the inner integral
The following lemma provides an important asymptotic behavior of a ± :
Here, r ± (x, y, λ) are classical symbols of order at most −1 when x 2 = y 2 .
Proof. The Lemma is proved by successive integration by parts. The detailed proof is left to the reader.
Proof of Theorem 2.2. Let us first prove the result on Λ ± \ ∆. An argument similar to the proof of Proposition 2.1 shows that
It now suffices to show that microlocally on Λ ± \ ∆, µ ± ∈ I −k− 1 2 (Λ ± \ ∆) and its principal symbol is
given the phase function φ ± (x, y, λ) = (|x − z ± | 2 − |y − z ± | 2 )λ.
Let us recall
Let (x * , ξ; y * , η) ∈ Λ + \ ∆. In a small neighborhood of (x * , y * ), we have x 2 = y 2 . Due to Lemma 2.3, we obtain near (x * , y * )
That is, |λ| b + (x, y, λ) is a symbol of order −k. We notice that Λ + is the canonical relation associated to the phase function of µ + . Therefore, microlocally near (x * , ξ; y * , η), µ ∈ I −k− 1 2 (Λ + \∆). Moreover, given the phase function φ ± (x, y, λ) = (|x − z ± | 2 − |y − z ± | 2 )λ, its principal symbol is 13
This finished the proof for µ + . The proof for µ − is similar. We, hence, have proved the property of µ on Λ ± \ ∆.
It now remains to compute the principal symbol of µ on ∆ \ (Λ + ∪ Λ − ). We recall the following formula of µ derived in [Ngu13] µ(x, y) = 1 (2π) 2 R 2 e i x−y,ξ − |x−y| 2 ξ 1 2 x 1 χ(z) dξ.
(2) 13 The number (2π) 3/2 is the normalization factor appears in the FIO with 4 + 1 variables
We note that σ 0 (x, ξ) := χ(z) is smooth microlocally near ∆ \ (Λ + ∪ Λ − ) and homogenous of degree 0 in ξ. Therefore, µ ∈ I 0 (∆ \ (Λ + ∪ Λ − )). Moreover, the principal symbol of µ is indeed σ 0 (x, ξ) (see, e.g., [Sog93, Theorem 3.2.1]).
Discussion 2. The following improvement of b) and c) in Discussion 1 are clear consequences of Theorem 2.2 14 :
, we obtain T f reconstructs (x, ξ) as long as χ(z) = 0. Moreover, the reconstructed singularity is of the same order as the original singularity.
Due to the microlocal property of µ on Λ ± \ ∆, (x, ξ) generates artifacts by rotating around the corresponding boundary point z ± . These artifacts are k + 1 2 orders smoother than the original singularity.
Theorem 2.2 provides a rigorous and quantitative justification for the heuristic argument obtained from Proposition 2.1. However, one question is still not addressed: whether a boundary singularity is reconstructed and, if yes, how strong is the reconstruction? The first part of the question has an easy affirmative answer since the the wave front set is closed. However, the answer for the second part is not trivial. We plan to address it in the future.
Three dimensional problem
Let us now consider n = 3. We assume that
where a, b > 0. We will analyze T when χ is not infinitely smooth at the boundary of Γ. For the sake of simplicity, we will assume that
where h 2 and h 3 are smooth on [−a, a] and [−b, b] and they both vanish to order k at ±a and ±b respectively.
Similarly to the case n = 2, we define
* Ω \ 0 : (x, ξ) intersects Γ}, and ∆ V = {(x, ξ; x, ξ) : (x, ξ) ∈ V}.
14 As in Discussion 1, (x, ξ) in below discussion may play the role of (y, η) in the definition of Λ±.
We also define the visible, boundary, and invisible zones by Int(V), ∂V, and T * Ω \ V respectively. Let us denote by z j , j = 1, . . . , 4, the vertices of Γ 
We will denote V z j = {(x, ξ) : (x, ξ) passes through the vertex z j }.
and V e j = {(x, ξ) : (x, ξ) intersects the edge e j of Γ not at a vertex}.
We note that
We will call V c and V e corner and edge zones respectively. Also, (x, ξ) ∈ W F (f ) is called a corner or edge singularity accordingly to the zone it belongs to. A boundary singularity, hence, is either a corner or edge singularity.
We denote by Λ j , j = 1, . . . , 4, the following canonical relation in T * Ω × T * Ω \ 0
x 2 = y 2 , |x − z| = |y − z|, z = (0, −a ≤ z 2 ≤ a, b)},
x 3 = y 3 , |x − z| = |y − z|, z = (0, −a, −b ≤ z 3 ≤ b)}, We notice that the canonical relation Λ j , j = 1, . . . , 4 is defined by the rotation around the vertex z j for all the element (y, η) ∈ V z j .
On the other hand, the canonical relation Λ j , j = 5, . . . , 8 is defined by the rotation around the edge e j (see Figure 2 ) of Γ for all (y, η) ∈ V e j .
The following result describes the wave front set of the Schwartz kernel µ of T Proposition 3.1. We have
Proof. The proof is similar to that of Proposition 3.1. The reader is referred to [FQ14] for detailed argument. We only sketch here the main idea.
We first notice that we can consider χ as a function of (z = (z 2 , z 3 ), r, x) ∈ R 2 × R + × Ω. Then its wave front set is described by χ
The rest follows from the calculus of wave front set of product and composition.
Remark 3.2. Assume that
for some j = 5, . . . , 8 and χ(z) vanishes around the point z = z * . We observe that the following elements in Λ j {(z * , r, η, 0;
are excluded from W F (χ). Applying the same argument as in the proof of Proposition 3.1, we obtain
This observation provides the micro-localization argument used later in the proof of Theorem 3.3.
Discussion 3. Let us describe some implications of Proposition 3.1. Let us denote by π R the left projection on the product space T * Ω × T * Ω. We have
The following arguments follow from Proposition 3.1 15 :
j=1 Λ j . Therefore, (x, ξ) may be reconstructed but it does not generate any artifact. c) If (x, ξ) ∈ W F (f ) is a corner singularity, then (x, ξ) ∈ π R (∆ V ) and (x, ξ) ∈ π R (Λ j ) for one index j = 1, · · · , 4. Therefore, (x, ξ) may be reconstructed, and it may also generate artifacts by rotation around the vertex z j .
d) If (x, ξ) ∈ W F (f ) is an edge singularity, then (x, ξ) ∈ π R (∆ V ) and (x, ξ) ∈ π R (Λ j ) for one index j = 5, · · · , 8. Therefore, (x, ξ) may be reconstructed and it may generate the artifacts by rotation around the edge e j .
The above observation is similar (although presented in a slightly different way) to [FQ14, Remark 4 .7]. The following theorem will provide more definite statement for b), c), and d):
Theorem 3.3. The following statements hold
15 The element (x, ξ) in the below discussion may play the role of (y, η) in the definition of Λj.
Proof. We also only consider k = 0 (i.e., h 2 (±a) = 0 and h 3 (±b) = 0). Other cases follow similarly. We will start our analysis with the following formula (see [Ngu13] )
Proof of a). To prove a), we recall that the formula (3) can be written as (see [Ngu13] )
Here, as always, z is the intersection of (x, ξ) and S. We note that σ 0 (x, ξ) := χ(z) is smooth microlocally near ∆ \ 8 j=1 Λ j and homogenous of degree 0 in ξ. Therefore, µ ∈ I 0 (∆ \ 8 j=1 Λ j ). Moreover, the principal symbol of µ is σ 0 (x, ξ) (see, e.g., [Sog93, Theorem 3.
2.1]).
Proof of b). Consider j = 1, . . . , 4 and (x * , ξ; y
We will analyze µ microlocally near (x * , ξ; y * , η).
Let us rewrite (3) as
That is,
On the set x 2 = y 2 , by integration by parts, we obtain
Therefore, by successive integration by parts,
Here and in what follows, O(x, y, λ −1 ) is a classical symbol of order at most −1.
Similarly, on the set x 3 = y 3 , we obtain
It is easy to observe that in a neighborhood of (x * , y * ), we have x 2 = y 2 and x 3 = y 3 . Therefore, near (x * , y * ), due to (6), (7), and (8)
Here, a k = h 2 (±a) h 3 (±b) = 0.
From the standard theory of FIO, we obtain near (x * , y * )
That is, (x * , ξ; y * , η) ∈ W F (µ j ) and (x * , ξ; y * , η) ∈ W F (µ k ) for k = j. Therefore, microlocally near (x * , ξ; y * , η), µ = µ j modulo a smooth function.
Due to (10), µ j ∈ I −1 (Λ j ) microlocally near (x * , ξ; y * , η), and so is µ. This finishes the proof for b).
Proof of c). We now prove c) for j = 5, 6. The case j = 7, 8 is similar. Let us consider
Then, there is z * = (0, −a < s 0 < a, ±b) such that
Let us pick a function g ∈ C ∞ 0 (−a, a) such that g(s) = h 2 (s) around the point s = s 0 . We then can write
where µ 1 , µ 2 are respectively the Schwartz kernel of
Using Remark 3.2, we obtain (since χ 2 vanishes near z * ) (x * , ξ; y * , η) ∈ W F (µ 2 ).
Therefore, in order to analyze µ microlocally at (x * , ξ; y * , η), it suffices to analyze µ 1 . Similarly to (6), we can write
We observe that in a neighborhood of (x * , y * ), we have x 3 = y 3 . Using (8), we obtain locally near (x * , y * )
and a k is a classical symbol of order 1.
We have
Let us consider the change of variables
whose Jacobian is J(λ, s) = −λ.
We then arrive to
is homogenous of order zero in ξ.
Since supp g ⊂ (−b, b), σ(x, ξ) ≡ 0 in a neighborhood of (x * , y * ) if |ξ 2 | ≥ C|ξ 1 | for some fixed constant C. Therefore,
is a classical symbol of order zero around (x * , y * ).
We notice that the canonical relations associated to the phase functions of γ 1 , γ 2 are Λ 5 , Λ 6 respectively. Applying the standard theory of FIO, we obtain that in a neighborhood of (x * , y * ), γ 1 ∈ I −1/2 (Λ 5 ) and γ 2 ∈ I −1/2 (Λ 6 ).
Therefore, µ 1 = γ 1 + γ 2 ∈ I − 1 2 (Λ j ) microlocally near (x * , ξ; y * , η), and hence so is µ. This finishes the proof of the Theorem 3.3. c') If (x, ξ) ∈ W F (f ) ∩ V z j is a corner singularity, then it generates artifacts by rotating around z j . Such a resulting artifact is 2k + 1 orders smoother than the original singularity at (x, ξ) if it cannot be obtained from (x, ξ) by a rotation around an edge.
d') If (x, ξ) ∈ W F (f )∩V e j is an edge singularity, then it generates artifacts by rotating around e j . These artifacts are k + 1 2 orders smoother than the original singularity.
We, however, still cannot precisely describe the reconstructions of the boundary singularities (as in two dimensional problem). Moreover, it is not clear how strong the artifact is if it is obtained from an original singularity by both a rotation around an edge and a vertex. These issues are left to a future research.
Remark 3.4. The calculation for principal symbol of µ on Λ j is quite straight forward. We leave it to the interested reader. It is natural to ask what happens if Γ has other shapes? This issue will be addressed in our up coming work [Ngu] .
Concluding remarks
2) Another direction of study is the investigate the full data problem when the observation surface S is not smooth (although enclosing the support of f ). This has practical application, since the rectangular geometry has been common used in practice.
3) The method developed in this article can be used to study the limited data problem in other integral transforms, such that elliptical and cylindrical transform.
It is also worth mentioning agin that questions raised in Discussions 2 and 4 are also interesting issues to investigate.
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A Appendix: Calculus of wave front set
We extract here some rules for calculus of wave front set from [Hör83] : 1) Propagation of wave front set under linear map: Let T be the linear transformation defined the Schwartz kernel µ ∈ D (X × Y ). Then,
Here, W F (µ) X = {(x, ξ) : (x, ξ; y, 0) ∈ W F (µ) for some y ∈ Y }.
For all the linear transformations in this article, W F (µ) X is trivial. Therefore,
This rule is used in Discussions 1,2,3,4 to explain the reconstruction of singularities (due to the wavefront set of µ on ∆) and generation of singularities (due the the wavefront set of µ on other Lagrangian manifolds).
2) Product rule: Let u, v be two distributions on the same space X. Then the product uv is well defined unless (x, ξ) ∈ W F (u) and (x, −ξ) ∈ W F (v) for some (x, ξ). Moreover, W F (uv) ⊂ {(x, ξ + η) : (x, ξ) ∈ W F (u) or ξ = 0, (x, η) ∈ W F (v) or η = 0}.
3) Composition rule: Let T 1 , T 2 be linear transformations defined by the Schwartz kernels µ 1 ∈ D (X × Y ), µ 2 ∈ D (Y × Z) and µ be the Schwartz kernel of T 1 • T 2 . Then,
For the applications in this article, the last two components are trivial. Therefore,
In particular, if C 1 = −C 1 and C 2 = −C 2 , then
This rule is used in the proof of Propositions 2.1 and 3.1.
