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Knots have been used for many purposes through the ages. The first to attempt
to classify knots was Peter Tait in 1876 in [34]. In his book of knots Tait succeded
to classify all unique knots up to and including 9 crossings, which are eighty-
four in total. Classification of bigger knots was not possible due to the size of
the knots. To classify bigger knots, so called knot invariants were needed. Knot
invariants are expressions that are identical for equivalent knots. Two knots are
considered equivalent if they can be obtained from each other through a number
of ‘smooth’ transformations in R3.
The first major development in classifying knots took place roughly 50 years
after Taits first attempt. In 1927, Reidemeister (and Alexander and Briggs inde-
pendently in 1926) described the equivalence of knots in terms of three moves
on diagrams [28]. These moves are called the Reidemeister moves, and they en-
abled the definition of (classical) knot invariants. To prove that an expression
was identical for equivalent knots, one only needed to prove the invariance of
the expression under the Reidemeister moves.
The most important classical knot invariant is the Alexander polynomial. The
Alexander polynomial can be calculated in a number of ways, and it was in-
vented by James Wadell Alexander II shortly after the introduction of the Reide-
meister moves in 1928 [1]. In his original paper, the polynomial is calculated by
considering the incidence matrix of a knot diagram. The Alexander polynomial
can also be calculated from the Seifert surface of the knot, or from the cyclic cover
of the knot complement to name a few options.
It was proven by Alexander that the Alexander polynomial satisfied a skein rela-
tion. A skein relation is a relation between a crossing and the sum of two trivial
strands horizontally and vertically positioned. To say that the Alexander poly-
nomials satisfies a skein relation means that it is invariant under replacing a
crossing with the sum of two knots with in the same place two trivial strands
horizontally and vertically positioned.
In the 1960s it was discovered by Conway that the Alexander polynomial could
also be computed by a skein relation and a value for the unknot, the circle em-
bedded in R3. These two identities together yield a variant of the Alexander
polynomial called the Conway-Alexander polynomial. In 1984 this construction
was applied by Vaughan Jones to define the Jones polynomial [16].
The Jones polynomial is the first example of a new class of knot invariants called
quantum invariants. Originally it was defined using Neumann algebras. It can




The class of quantum invariants consists of quantum group invariants, which are
obtained as solutions of the Knizhnik-Zamolodchikov equation (KZ-equation)
and by using finite dimensional representations of quantum groups. Another
class of quantum invariants is obtained through solutions of the Yang-Baxter
equation in statistical physics.
Shortly after the discovery of the Jones polynomial, other similar polynomials
were discovered, the most important of which are the HOMFLY-polynomial and
the n-colored Jones polynomial. The HOMFLY polynomial is a generalization
of the Jones polynomial in the sense that it considers Uq(sln)-representations in-
stead of Uq(sl2). The n-colored Jones invariant, as the name suggests, considers
n dimensional representations of Uq(sl2).
Quantum groups like Uq(sl2) are the central object in the construction of quan-
tum invariants. The first description of Uq(sl2) was due to Kulish and Sklyanin in
1981. The term quantum group was first presented by Drinfel’d in 1986 [7]. In his
paper he defines a quantum group as the dual space of the ‘quantized’ algebra of
functions on some (Lie) group G. Denote the commutative algebra of functions
on a Lie group G with F (G). If G represents the state space of a system, then
quantizing this system corresponds to quantizing F (G). This quantization can
be done in various ways, and will be denoted with Fh(G). The quantum group
corresponding to Fh(G) is defined by Drinfel’d as the dual space of Fh(G). Drin-
fel’d notes that the notion of a Hopf algebra and a quantum group are equivalent,
however the term quantum group naturally has a geometric meaning.
When defined this way, the Hopf algebraic structure of Uq(sl2) arises naturally
from the group multiplication of the Poisson Lie group SL(2). Concretely, the
group multiplication translates to an algebra homomorphism ∆ : F (G)→ F (G)⊗
F (G). Quantizing F (G) means turning the commutative algebra structure into
a non-commutative one. In the dual of F (G) this translates to a Hopf algebra
structure.
A great discovery in 1993 was the Kontsevich universal invariant. The discov-
ery of this universal invariant followed the construction of many new quantum
invariants in the 1980s and classified these invariants as the result of a single
construction. The Kontsevich invariant is derived from the universal KZ equa-
tion and uses weight systems in its construction. The Kontsevich invariant takes
values in the space of Jacobi diagrams, which are uni-trivalent graphs. Jacobi
diagrams are also referred to as loop diagrams, or Feynman diagrams.
Jacobi diagrams can be assigned a specific (simple) Lie algebra g and an irre-
ducible finite dimensional representation V to yield the quantum group invari-
ant (g, V). This assignment is called a weight system [25]. It was proven that this
provides a solution to the Yang-Baxter equation. Kohno and Drinfel’d proved
that the R-matrix obtained in this way is equivalent to the quantum R-matrix of
the quantum group Uq(g) corresponding to the Lie algebra g. So any quantum
invariant can be found by substituting a specific Lie algebra and representation
into the Jacobi diagrams of the Kontsevich universal invariant.
Using the Kontsevich invariant, we can obtain the n-colored Jones polynomial
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as an expansion of loop diagrams. In the second half of the 90s this expansion
was studied by Melvin and Morton for the Jones polynomial. They conjectured
that the Alexander polynomial arises in the loop expansion of the Jones polyno-
mial [24]. This conjecture was generalized by Lev Rozansky, and later proven
by Dror Bar-Natan in 1996 in [2]. It is conjectured in [35] that the polynomial
time knot invariants constructed from Uq(sl2) in [35] and [36] by Dror Bar-Natan
and Roland van der Veen coincide with 2-loop terms in the loop expansion of the
n-colored Jones polynomial. Concretely, by introducing a parameter ε such that
ε2 = 0 in the upper (or lower) triangular subalgebra of Uq(sl2), it is conjectured
that one obtains the 2-loop invariant as defined in [32] and studied by Ohtsuki in
[26]. One would expect for a similar conjecture to hold for higher loop polyno-
mial [35]. Furthermore, it could be expected that similar conjectures hold for the
loop expansion of the HOMFLY polynomial and the quantum group invariant
constructed in this thesis.
Overview
In the first chapter of this thesis the quantization of Lie bialgebras is studied.
In particular we quantize the Lie bialgebra slε3, which is derived from sl3 by
multiplying the comultiplication on the upper Borel subalgebra with a param-
eter ε. This provides a family of quantum groups that depend on a parameter
ε. Expanding this quantum group to ε, we get an approximation of the Uq(sl3)
quantum group. For clarity we work mostly in first order of ε. The first order
expansion in ε is constructed over the ring Rε = R[ε]/(ε2). This construction
yields several difficulties, which are the main subject of the first chapter.
We first define the concept of a Lie bialgebra, and introduce the example b±, the
lower- and upper Borel subalgebra of sl3 with a parameter ε, where ε2 = 0. We
proceed with the process of quantization of a Lie bialgebra as done in [6]. In this
way we obtain the dual Hopf algebras Uq(b±ε ). To these Hopf algebras, the Drin-
fel’d double construction is applied to obtain the quasitriangular Hopf algebra
Uq(slε3). We prove that this Hopf algebra is in fact a quasitriangular ribbon Hopf
algebra.
In the second chapter we provide a formalism to compute commutators of expo-
nentials. This is done by providing a map between a Hopf algebra and a commu-
tative ring. An Hopf algebra A over a ring R, topologically generated by a basis
B, corresponds to the commutative ring R[B]. It turns out that maps on Hopf al-
gebras can be translated to the ‘zipping’ of exponentials in B and dual generators
B∗. Zipping refers to the process of substituting a differential operator for the el-
ements of B, that act on the elements of B∗, or vice versa. However, contrary to
what one would expect, this construction does not yield a functor between cate-
gories as not all morphisms can be translated to the zipping of exponentials.
In the first and second section of chapter two, the zipping-process is defined and
convergence is proven for a certain subspace of Gaussian exponentials. In the
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third section we prove the existence of these tensors in the case of sl3, and an
implementation of the Drinfel’d double construction is given. This process is im-
plemented in Wolfram Mathematica, and can be found in appendix A.1.[39]
In the third chapter we construct the knot invariant Zε3 corresponding to Uq(sl
ε
3).
This is a construction that can be done for any quasitriangular ribbon Hopf alge-
bra, and is called the universal knot invariant for a quasitriangular ribbon Hopf
algebra A. In essence we put copies of the R-matrix of A on each crossing of
the knot, and we put the expression in a normal ordered form. There are some
details in this construction however, these are covered in the first section.
In the second section, as an example, we compute the Alexander-polynomial of
a knot by constructing its Seifert surface. In the third section, we prove the fac-
torization of the ε = 0 term of Zε3 into Alexander polynomials. We also prove
that the calculation of the Zε3 can be done in O(n
10) calculations, where n is the
number of crossings of a knot.
In chapter 4 we attempt the construction of a Uq(slεn) invariant using the quan-
tum Weyl group. Since Uq(slεn) is not semisimple, there are some difficulties
associated to this construction. The main goal of this chapter is to construct a set
of algebra automorphisms that can be associated to a quantum Weyl group. In
this construction, we mainly follow [29], and many details are the same in both
constructions.
In the first section we define the Lie bialgebra slεn and its corresponding quan-
tization Uq(slεn). In the second section we study the quantum Weyl group as-
sociated with Uq(slε2), and we give the corresponding algebra automorphism T.
In the third section, a general formula for the comultiplication of (non-simple)
generators is given. This formula is proven through the quantum Weyl-group
construction following [29]. This construction takes the second and third section
of chapter 4. In section 4.4 we provide a link with the first chapter through a
Wigner contraction on the usual Uq(sln) quantum group.
The construction of the quantum double Uq(slεn) is not implemented in Wolfram
Mathematica, although a general formula for the pairing of monomials is proven
in the first section, and we also provide a way to calculate the comultiplication
of the (non-)simple generators. This finishes the construction of the Uq(slεn) qu-
asitriangular Hopf algebra in theory. In practice it is necessary to calculate the
Hopf algebra (co)multiplication explicitly for the non-simple generators, in order
to implement the algebra in Mathematica.
A particular interesting result in this direction is given in section 4.4. We prove
that to calculate the comultiplication of Uq(slεn) modulo εk+1, one needs to work
modulo εn+k−1. This is a consequence of a particular transformation on the alge-
bra used in 4 to obtain the Uq(slεn) Hopf algebra as defined in chapter 1.
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Preliminaries
In this section, we mention some conventions that are used throughout this the-
sis. We prove most of these facts in appendix A.5. Let Rε = R[ε]/(ε2). In the first
and in the second chapter, the main examples are Lie and Hopf algebras over Rε.
A Lie algebra over the ring Rε is defined similarly as a Lie algebra over a field,
with the difference that a vector space over the ring Rε is defined to be a free
module over Rε. Any free module M over a ring is also flat, implying that exact
sequences are conserved under the tensor product ⊗Rε M. When M is free over
Rε, and we have an R-basis {m̃i}i∈I of M/εM, this basis can be extended to an
Rε-basis {mi}i∈I of M. We refer to a free Rε-module as a vector space over Rε.
If M is an Rε-module, then the dual of M is defined as M∗ = HomRε(M, Rε). It
is not in general true that the dual of a module is flat (or free). However, when
M is finitely generated as a module, then the dual is free as well. For the Lie al-
gebras we consider this will be the case. The underlying vector spaces are finite
dimensional.
If M is an infinite dimensional, free module over a ring, it is not true in general
that M∗ is free. However, in the cases we consider it will turn out to be the case.
We will have to prove this by providing a set that spans M∗ explicitly. Of course,
one also proves that this set is linearly independent over R.
The basis of M∗ is usually given by the dual R-basis elements φa of (M/εM)∗,
where φa(ea
′
) = δa,a′ , and ea is the R-basis of M/εM. One can extend φa to an Rε
basis when M∗ is free.
In the case of Hopf algebras, the modules we consider are equipped with the
Rε[[h]]-adic topology. Let h be an indeterminate, and consider a module M over
Rε[[h]]. The open sets around 0 ∈ M are generated by the sets Un = {hnx|x ∈
M}, for n ≥ 0. The collection {a + Un|a ∈ M, n ≥ 0} is a basis for the h-adic
topology on M. Continuous maps are h-linear maps.
We define an algebra on generators by considering the module of noncommu-
tative monomials, and dividing out by the (closure of the) ideal generated by
the algebra relations. Suppose we have a set B = {xi}i∈I , where I is finite. We
refer to xi as algebra generators, or generators. Consider the module Rε[{xi}]
of non-commutative polynomials in xi. Let I be the ideal generated by the rela-
tions f j(x1, · · · , xn) = 0. The algebra A generated by xi is defined as the quotient
A = Rε[{xi}]/ Ī, where Ī is the h-adic closure of I.
An Hopf algebra H is an algebra that is a coalgebra equipped with an antipode
S : H → H, which is an anti-homomorphism obeying certain compatibility con-
ditions. The Hopf structure is defined on the algebra-generators, and extending
the comultiplication, (co)unit and antipode as Rε[[h]] homomorphisms. Chari
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and Pressley in [6] refer to the Hopf-algebra as topologically generated by the
algebra generators. We use the same convention. The tensor product is assumed
to be completed in the h-adic topology whenever relevant. In the Lie-algebraic
setting the tensor product is the usual tensor product on finite dimensional vec-
tor spaces.
The dual of a coalgebra has a natural algebra structure. The converse is more
complicated, as (A⊗ A)∗ 6= A∗ ⊗ A∗, the map m∗ : A∗ → (A⊗ A)∗ dual to the
multiplication map m : A ⊗ A → A does not in general map to A∗ ⊗ A∗. The
Hopf dual is defined as the set A◦ = {a ∈ A∗|m∗(a) ∈ A∗ ⊗ A∗}.
The Hopf dual is different from the QUE-dual of a topological Hopf algebra, as
we will later see. The set A◦ can be interpreted as the set of all finite dimensional
representations when A◦ is a Hopf algebra over a field [6]. This interpretation
plays a role in the last chapter. When we say dual Hopf algebra, we will always
mean the QUE-dual, unless stated otherwise.
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1. An expansion of the Uq(sl3) quantum
group
Introduction
Hopf algebras are used to produce knot invariants such as the Jones polynomial
and the Alexander polynomial. In this chapter we will construct a quasitriangu-
lar Hopf algebra that is in some sense a deformed version of the quantum group
Uq(sl3). The knot invariant associated with this Hopf algebra is stronger than the
Alexander polynomial, and is computable in polynomial time. These facts will
be proven in a later chapter.
In order to arrive at the correct quasitriangular Hopf algebra, we first cover its
classical limit, the deformed sl3 Lie bialgebra. We proceed with quantizing these
Lie bialgebras. Finally we cover the quantum or Drinfel’d double construction
to obtain the deformed version of Uq(sl3).
We aim to quantize the algebras over the ring Rε = R[ε]/(ε2). Usually the quan-
tization and Drinfel’d double construction is done over a field. Most theorems
also hold for coordinate rings. The subject of this chapter, besides obtaining the
Uq(slε3) algebra, is the question ‘What is ε?’. There is no definite answer to this
question. One may choose between the possible perspectives we provide in this
thesis. Some perspectives do provide more information than others, however.
Most of the constructions presented here are covered in sources like [23] and [6].
It is advisable to consult these sources on the subject. The deformed Hopf al-
gebra presented here is based on the research by Van der Veen and Bar-Natan
in [35]. While [35] covers the Uq(slε2)-quantum group invariant, we cover the
Uq(slε3) quantum invariant. The construction is the same in essence. However,
we hope to gain insight in the problems arising in the quantization of sln.
1.1. Lie bialgebras
In this section we treat quasi-triangular Lie bialgebras. From a general Lie bialge-
bra it is possible to construct a quasitriangular Lie bialgebra through the classical
double construction. Using this construction, we turn the deformed lower Borel
sub Lie bialgebra of sl3 into a quasi-triangular Lie bialgebra. It is possible to
obtain the same Lie algebra relations through Wigner group contraction on the
upper Borel Lie subalgebra of gln. See appendix A.4 for more information.
By a vector space over a ring we mean a free module over a ring. In the case of
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the Lie algebras considered here, the modules are finitely generated. When we
say a Lie algebra or Lie bialgebra, we will mean a Lie (bi)algebra over a ring R.
R will be specified when necessary. A ring is always commutative with unit in
this thesis.
We will often work over the ring Rε = R[ε]/(ε2). A specific problem that arises
is the non-degeneracy of a bilinear pairing 〈, 〉 : M∗ ⊗ M → Rε, where M is a
free Rε module. In this and the next chapter, whenever we say that a pairing
is nondegenerate, we will mean that it is nondegenerate over R = Rε/εRε. In
other words, the map 〈, 〉 : M∗/εM∗ ⊗M/εM→ R is nondegenerate.
Since ε2 = 0, we can only pair in M∗ with expressions in M as an element in
M∗/εM and M/εM. In practice, this is what we will use the pairings in this
chapter for. As noted in the prelimenaries, we can extend an R-basis of a module
M/εM to an Rε-basis of M, where M is an Rε-module. The same is true for the
dual basis, since we consider finite dimensional modules in this section.
Definition 1.1.1. (Lie bialgebra) A Lie bialgebra (g, [, ], δ) is a vector space g over a
ring R together with a bilinear map [, ] : g ⊗ g → g (the bracket) and a linear map
δ : g→ g⊗ g (the cobracket) satisfying the following axioms:
1. [X, X] = 0 ∀X ∈ g,
2. [X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y]] = 0 for all X, Y, Z ∈ g,
3. τ ◦ δ(X) = −δ(X) ∀X ∈ g, where τ(A⊗ B) = (B⊗ A),
4. δ∗ : g∗ ⊗ g∗ → g∗ is a bracket on the dual Lie algebra g∗,
5. δ([X, Y]) = X.δ(Y)−Y.δ(X) for all X, Y ∈ g.
X.δ(Y) = (adX ⊗ 1 + 1⊗ adX)(δ(Y)), and adX(Y) = [X, Y] is the (left-)action of
the Lie algebra on itself, for all X, Y ∈ g. We introduce the Sweedler notation
δ(a) = ∑ a1 ⊗ a2 = a1 ⊗ a2, where we leave out the summation symbol, but
only indicate the entry in the tensor product. Let us define the Lie bialgebra
cohomology.
Definition 1.1.2. (Chevalley-Eilenburg complex) Let M be a g-module, where g is a Lie
algebra over a ring R. Set
Cn(g, M) := HomR(
n∧
g, M), n > 0,
and C0(g, M) := M, where
∧n g is the n-th exterior power of g. This is the Chevalley-
Eilenberg cochain complex.
The differential d on c ∈ Cn(g, M) is defined as




(−1)i+1xi.c(x1, · · · , x̂i, · · · , xn)+
∑
1≤i<j≤n+1
(−1)i+jc([xi, xj], x1, · · · , x̂i, · · · , x̂j, · · · , xn+1), (1.1)
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where x1, · · · , xn+1 ∈ g, and x.d is the module action of g on d ∈ M.
With this complex one can now define the cocycles and coboundaries.
Definition 1.1.3. (Lie bi algebra cohomology) Define the space of cocycles
Zp(g, M) := {c ∈ Cp(g, M)|dc = 0},
and the space of coboundaries
Bp(g, M) := {c ∈ Cp(g, M)|∃c′ ∈ Cp−1(g, M) s.t. dc′ = c}.
Then define the Lie algebra cohomology as Hp(g, M) := Zp(g, M)/Bp(g, M).
The condition δ([X, Y]) = X.δ(Y) − Y.δ(X) in the definition of a Lie bialgebra
states that δ is a 1-cocycle in the Lie algebra complex C∗(g, g⊗ g), with the adjoint
action of g on the tensor product module g⊗ g.
According to the definition, δ is a 1-cocycle, so we can look at the cases when δ is
a coboundary: δ(X) = X.r for some r ∈ g⊗ g and for all X ∈ g. A Lie bialgebra
where δ is a coboundary is called a coboundary Lie bialgebra. g is coboundary if
and only if r obeys (let r = ∑ r12 = ∑ r[1] ⊗ r[2]):
1. 2r+ = r12 + r21 is a invariant under the action of g.
2. [r12, r13] + [r12, r23] + [r13, r23] = 0.
Here [r12, s13] = ∑[r[1], s[1]]⊗ r[2] ⊗ s[2]. See proposition 8.1.3 in [23] for the proof
that (g, [, ], r) defines a coboundary Lie bialgebra if and only if the above con-
ditions hold. Conditon 2 is called the classical Yang-Baxter equation, and r is
called the classical r-matrix. If the Lie bialgebra structure arises from a classical
r-matrix, then we call the Lie bialgebra quasitriangular. The condition that 2r+ is
ad-invariant is usually not included in the definition of an r-matrix, but for sim-
plicity we will do so. Usually the following definition is taken for a triangular
Lie algebra. See for example [23], chapter 8.
Definition 1.1.4. Let g be a Lie algebra. Define the classical r-matrix as an element
r ∈ g⊗ g which obeys (r = ∑ r12 = ∑ r[1] ⊗ r[2]):
1. r12 + r21 is a invariant under the action of g.
2. [r12, r13] + [r12, r23] + [r13, r23] = 0.
Note that [r12, s13] = ∑[r[1], s[1]]⊗ r[2]⊗ s[3] and similarly when other indices over-
lap. Let us now proceed with the construction of quasitriangular Lie bialgebras
through the classical double construction. We remind the reader that a Lie al-
gebra in this thesis is always finite dimensional. When this is the case, the dual
space is well defined and is again a Lie bialgebra.
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Definition 1.1.5. The dual of a Lie bialgebra g over a ring R is the dual vector space
g∗ with bracket and cobracket and a R-linear pairing 〈, 〉 : g∗ ⊕ g → R satisfying the
axioms
〈[a, b], c〉 := 〈a⊗ b, δc〉 (1.2)
〈δa, c⊗ d〉 := 〈a, [c, d]〉, (1.3)
where a, b ∈ g∗, and c, d ∈ g. We extend the bracket to the tensor-product g∗ ⊗ g∗ ⊕
g⊗ g by 〈a⊗ b, c⊗ d〉 = 〈a, c〉〈b, d〉.
It is interesting to turn a dual pairing into an inner product (, ) : (g⊕ g∗)⊕ (g⊕
g∗) → R by defining (X, η) = 〈X, η〉 and (X, X) = (η, η) = 0 for X ∈ g and
η ∈ g∗. We record the following fact, see lemma 1.3.5 of [6].
Lemma 1.1.1. Let g, g∗ be Lie algebras with inner product (, ) on the space g ⊕ g∗.
Then g ⊕ g∗ has a Lie algebra structure with g and g∗ as Lie subalgebras, where the
inner product (, ) is invariant under the adjoint action of g and g∗ if and only if g is a
Lie bialgebra. Moreover, the Lie algebra structure is unique.
There is a natural candidate for this Lie bialgebra structure when g is a Lie bial-
gebra: the classical double. Before defining the quantum double, we cover some
examples. The following examples are the classical versions of the Uq(slε3) lower
and upper Borel subalgebras, as will become clear in the next section.
Example 1.1.1. Consider the Lie bialgebra (b−, [, ], δ) over the ring Rε = R[ε]/(ε2)
generated by the elements {b, a, z, y, x} as a Rε-module and the relations
[a, x] = −2x, [a, y] = y, [a, z] = −z (1.4)
[b, x] = x, [b, y] = −2y, [b, z] = −z (1.5)
[x, y] = z (1.6)
δ(x) = ε(x⊗ a− a⊗ x) (1.7)
δ(y) = ε(y⊗ b− b⊗ y) (1.8)
δ(z) = ε(z⊗ (a + b)− (a + b)⊗ z + 2x⊗ y− 2y⊗ x), (1.9)
and all other identies on generators zero. Concretely, we define the Lie algebra b− as the
Rε-module generated by b, a, z, y, x, divided out to the ideal generated by the algebra rela-
tions stated above. The algebra-relations are equal to the relations in the lower triangular
subalgebra of the Lie algebra sl3(R). The cobracket is the usual cobracket multiplied by
ε. Hence it satisfies the Lie bialgebra axioms.
The b− Lie bialgebra is a central object in this chapter. We might denote the














2 . Although b
− is not semisimple, as can be seen from
calculating the Killing form, where the diagonal block-matrix corresponding to
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(z, y, x) (using the order (b, a, z, y, x)) vanishes, the Killing form κ restricted to the
maximal toral subalgebra H of b− is nondegenerate over R. See appendix A.3 for
the definition of the Killing form.
The Killing form is not nondegenerate over Rε since the Killing form is bilinear
in ε. Formally, as remarked in the preliminaries, we can extend an R-basis to an
Rε-basis. So we can consider {b, a, z, y, x} as elements in b−/εb−. In this sense is
the Killing form nondegenerate. Note that the construction of the Killing form is
independent of ε.
In fact κ(a, a) = κ(b, b) = 6 and κ(a, b) = κ(b, a) = −3. This is due to the fact
that b− is derived from a semisimple Lie algebra. The following lemma holds.
Again, the remark is that the R-basis can be extended to an Rε-basis.
Lemma 1.1.2. Let φ ∈ H∗ and κ be the Killing form on H, the maximal toral subalgebra
of b−. Then there exists a unique tφ ∈ H such that φ(h) = κ(tφ, h).
This lemma allows us to identify H with H∗, and also enables us to define a
nondegenerate form on H∗ by transferring the Killing form. Since the set of
roots Φ ∈ H∗ consists of 3 roots α, β, α + β corresponding to the root-spaces
generated by x, y and z, respectively (the root-spaces corresponding to these
roots are nonzero), the set of roots Φ of b− is the same as the set of sl3. Moreover,
the Cartan matrix is the same as the Cartan matrix for sl3, which reads 2 −1 0−1 2 −1
0 −1 2
 . (1.10)
Another example of a Lie bialgebra is the lower Borel subalgebra of sl2.
Example 1.1.2. Let g be the algebra over R generated by A and X and the relations
[X, A] = X, [X, X] = 0, [A, A] = 0, (1.11)
δ(X) = X⊗ A− A⊗ X, (1.12)
δ(A) = 0. (1.13)
Let us check the axioms explicitly for this example. Clearly the first two Lie bialgebra
axioms are satisfied, as there are only two generators. By definition, the third axioms is
satisfied. If we use the formula for δ, the last axiom is equivalent to
δ([A, X]) = [A, X]⊗ A− A⊗ [A, X] = X⊗ A− A⊗ X.
Let us now calculate the dual of g, the generators of which are denoted by a and x and
are dual to A and X respectively. Using the properties of the dual pairing (g being finite
dimensional) we get
〈[a, x], X〉 = 〈a⊗ x, δ(X)〉 = 〈a⊗ x, X⊗ A− A⊗ X〉 (1.14)
= 〈a⊗ x,−A⊗ X〉 = −1. (1.15)
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Hence the algebra is generated by [a, x] = −x, and the other relations zero. In the same
way we get δ(x) = x⊗ a− a⊗ x. Checking the Jacobi identity, we see that δ∗ is indeed
a bracket on g∗, and hence g is a Lie-bi algebra. This last exercise is left to the reader.
Let us construct the dual (b−)∗ of b−. (b−)∗ is needed for the classical double
construction.
Example 1.1.3. The dual of b−, which we will call b+ suggestively, can be defined by
using a pairing 〈, 〉 : (b−)∗ ⊕ b− → k. If we extend the dual basis over R obtained
through this pairing Rε-linearly, we obtain the dual (b−)∗ that is generated by the dual
basis {X, Y, Z, A, B} ⊂ b+. Since b− is finite dimensional, so is its dual.
〈X, x〉 = 1, 〈Y, y〉 = 1, 〈Z, z〉 = 1, 〈A, a〉 = 1, 〈B, b〉 = 1, (1.16)
and relations between other generators zero. The generators of b+ satisfy the following
relations
[X, Y] = 2εZ, (1.17)
[X, A] = εX, [X, B] = 0, (1.18)
[Y, A] = 0, [Y, B] = εY, (1.19)
[Z, A] = εZ, [Z, B] = εZ, (1.20)
δ(A) = δ(B) = 0 (1.21)
δ(X) = X⊗ (2A− B)− (2A− B)⊗ X (1.22)
δ(Y) = Y⊗ (2B− A)− (2B− A)⊗Y (1.23)
δ(Z) = Z⊗ (A + B)− (A + B)⊗ Z + X⊗Y−Y⊗ X. (1.24)
The relations between generators that are not mentioned here are zero. It can be checked
that these relations indeed satisfy the pairing axioms in a similar fashion as the previous
example (in fact, there is only one relation that is different from the previous example,
namely [X, Y] = 2εZ). It follows that b+ is a Lie bialgebra. Note that b+ is constructed
in such a way that the generators are dual with respect to the pairing 〈, 〉. It is interesting
to see that this algebra is solvable.
Let us now define the classical double construction. For a proof that this structure
indeed defines a quasitriangular Lie bialgebra in the sense of definition 1.1.4 and
definition 1.1.1 see 8.2.1 in [23].
Definition 1.1.6. (classical double) Let g be a finite dimensional Lie bialgebra over a
ring R with Lie-dual g∗ (i.e. there exists a dual pairing obeying 1.16). The classical




[a⊕ b, c⊕ d]D = ([c, a] + ∑ c1〈c2, b〉 − a1〈a2, d〉)⊕ ([b, d] + ∑ b1〈c, b2〉 − d1〈a, d2〉)
(1.25)
δD(a⊕ b) = ∑(a1 ⊕ 0)⊗ (a2 ⊕ 0) + ∑(0⊕ b1)⊗ (0⊕ b2), (1.26)
rD = ∑
a
( f a ⊕ 0)⊗ (0⊕ ea). (1.27)
Here, a, c ∈ g∗ and b, d ∈ g. The elements f a ∈ g∗ form a basis dual to the basis
ea ∈ g. We use the Sweedler notation for δ(a) = ∑ a1 ⊗ a2, where we often forget the
summation symbol.
Note that g and (g∗)op are included in D(g) as sub Lie bialgebras. See Lemma
1.4.2 of [6] and lemma 1.1.1 for the connection between the classical double and
b− and (b−)∗.
Example 1.1.4. Let us construct the classical double of the upper Borel of sl2 from the
previous example. From the definition we get
[x⊕ 1, 1⊕ X] = a⊕ A (1.28)
[x⊕ 1, 1⊕ A] = −x (1.29)
[a⊕ 1, 1⊕ X] = −X, (1.30)
r = x⊕ X + a⊕ A. (1.31)
The r-matrix follows from the definition of the dual generators. The algebra relations
follow by direct calculation.
The classical double D(g) is a quasitriangular Lie bialgebra built on the vector
space (g)∗⊕ g with bracket, cobracket and r-matrix. Note that g∗ has the negated
(opposite) bracket in D(g). This specific Lie bialgebra structure is related to the
invariance of the inner product on g∗ ⊕ g under the adjoint action. See [23] chap-
ter 8.2 for example. Let us briefly describe what we mean.
Let 2r+ be the symmetric part of r ∈ D(g)⊗ D(g) as defined before. Since g is
finite dimensional, 2r+ can be interpreted as a map 2r+ : D(g)∗ → D(g). This
map is given by 2r+(ξ ⊕ φ) = 〈ξ ⊕ φ, r[1]〉r[2] + 〈ξ ⊕ φ, r[2]〉r[1]. Note that since
ea and f a are dual basis with respect to 〈, 〉 we get 2r+(ξ ⊕ φ) = φ⊕ ξ, so 2r+ is
an linear isomorphism (over R) with an inverse 2r−1+ : D(g) → D(g)∗ which is
invariant under the adjoint action because r is an r-matrix, so 2r+ = r12 + r21 is
invariant under the adjoint action of g. This implies that 2r+ gives rise to a Lie
algebra isomorphism between D(g) and D(g)∗.
Because we are not working over a field but over the ring Rε, the definition of
2r−1+ does not follow automaticaly from 2r+. However, as noted in the prelime-
naries, we can extend an R-basis to an Rε-basis. In this way we can define 2r−1+
to be the inverse of 2r+ as a map of R-modules and extend it to an Rε map. This
map is injective. We could also construct 2r−1+ by introducing ε as an invertible
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parameter. Since this changes nothing in the algebra-relations on generators, we
can take ε2 = 0 after defining 2r+.
This means that we can write 2r−1+ (φ⊕ ξ) = K(φ⊕ ξ, ·) for an adjoint-invariant
element K ∈ D(g)∗ ⊗ D(g)∗. Since K is a bilinear map this will define a bilinear
form. So in short, if r is quasitriangular, we can define a bilinear symmetric form
on D(g)⊗ D(g)∗ that is invariant under the adjoint action.
The question arises when is r quasitriangular. In particular, when is 2r+ ad-
invariant. It turns out that this is the case if we use the opposite multiplication
on g∗. Let φ ∈ g∗ and ξ ∈ g. We identify φ⊕ 0 = φ and 0⊕ ξ = ξ in the notation.
For the moment we denote δ(x) = x[1] ⊗ x[2].
adφ(r) = [φ, f a]D(g) ⊗ ea + f a ⊗ [φ, ea]D(g)
= [ f a, φ]⊗ ea − f a ⊗ φ[1]〈φ[2], ea〉 − f a ⊗ ea[1]〈φ, ea[2]〉
= f a ⊗ ea[1]〈φ, ea[2]〉 − f a ⊗ φ[1]〈φ[2], ea〉 − f a ⊗ ea[1]〈φ, ea[2]〉
= − f a ⊗ φ[1]〈φ[2], ea〉
= −φ[2] ⊗ φ[1] = δ(φ).
We used the properties of a Lie bialgebra pairing 1.1.5. The same result holds
for δ(ξ), only the minus signs change in + signs, since the product on g is the
multiplication on the double. However, this is exactly the right order to obtain
adξ(r) = δ(ξ). Since δ is anti-symmetric we see that adφ(2r+) = adξ(2r+) = 0.
It follows that the opposite multiplication is essential to obtain a coboundary Lie
bialgebra.
We denote this sub-Lie algebra with g∗op. One can take the dual of D(g), the dou-
ble construction this results in is called the co-double. The resulting Lie algebras
are equivalent in the sense that there exists an explicit Lie algebra isomorphism
relating the two.
Definition 1.1.7. Let g and g∗ be finite dimensional dual Lie algebras over a ring R.
Let a, d ∈ g∗ and b, c ∈ g. Define the Lie algebra pairing 〈, 〉D : D(g)× D(g)∗ → R :
〈a⊕ b, d⊕ c〉D = 〈a, c〉+ 〈d, b〉.
With this pairing it is possible to calculate the dual of a classical double D(g). To
this end we state the following lemma, which simplifies this task.
Lemma 1.1.3. Let a, d ∈ g∗ and b, c ∈ g. Then
〈[a, b]D, c〉D = 〈a, [b, c]〉, 〈a, [d, c]D∗〉D = 〈[d, a], c〉.
The bracket [,] denotes the bracket in g and g∗.
Proof. The proof is by direct verification, and can be found in [23] for example.
We use the fact that 〈, 〉 is a Lie bialgebra pairing, and the definition of [, ]D.
We proceed to use the classical double construction on b− and its dual. We are
using the co-double construction, which is the dual of the classical double. Let
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us first give the classical double D(b−), by combining examples 1.1.1 and 1.1.3,
where we put the opposite bracket on the b+ = (b−)∗ side. Only the trivial
relations and the relations of b− and b−∗ are left out. Remember that (b−)∗ has
the opposite bracket in D(b−). The bracket on b− is the usual bracket.
[X, b] = X, [X, a] = −2X, [X, z] = 2εy, [X, x] = 2A− B + εa, (1.32)
[Y, b] = −2Y, [Y, a] = Y, [Y, z] = −2εx, [Y, y] = 2B− A + εb, (1.33)
[Z, b] = −Z, [Z, a] = −Z, [Z, z] = A + B + εa + εb, [Z, y] = −X, [Z, x] = Y
(1.34)
[A, z] = −εz, [A, x] = −εx, [B, z] = −εz, [B, y] = −εy, (1.35)
rD = A⊗ a + B⊗ b + X⊗ x + Y⊗ y + Z⊗ z, (1.36)
Lemma 1.1.4. D(b−) is a quasitriangular Lie bialgebra, and is the classical double of
the Lie bialgebras b− and (b−)∗.
Proof. g = D(b−) is a quasitriangular Lie bialgebra by construction. The bracket-
relations follow by direct calculation from the definition, and can be checked
manually. Observe that the relations follow from group contraction on the stan-
dard gln structure. See for example 4.4.1 in [10]. See appendix A.4 for an example
of Wigner group contraction.
The axioms for the cobracket are satisfied by examples 1.1.1 and 1.1.3, together
with the definition of the cobracket on the classical double. The r-matrix follows
from the definition of the algebra relations of the classical double. The fact that
D(b−) is the double of b− and (b−)∗ can be seen from the uniqueness of the clas-
sical double (see lemma 1.1.1) and the fact that D(b−) contains b− and (b−)∗ as
Lie subalgebras. This finishes the proof.
The relations of the algebra D(b−)∗ are given by
[X, b] = X, [X, a] = −2X, [X, z] = −2εy, [X, x] = −2A + B− εa, (1.37)
[Y, b] = −2Y, [Y, a] = Y, [Y, z] = 2εx, [Y, y] = −2B + A− εb, (1.38)
[Z, b] = −Z, [Z, a] = −Z, [Z, z] = −A− B− εa− εb, [Z, y] = −X, [Z, x] = Y
(1.39)
[A, z] = εz, [A, x] = εx, [B, z] = εz, [B, y] = εy, (1.40)
rD = A⊗ a + B⊗ b + X⊗ x + Y⊗ y + Z⊗ z, (1.41)
and the bracket as defined above on the Lie subalgebras b±. In particular, b+ does
not have the opposite bracket in D(g)∗. The cobracket δ is negated on (b−)∗ ⊂
D(g)∗ (as Lie algebras), and stays the same on b−. The cobracket in general is
very complicated, and can be calculated by using the dual pairing. We will not
describe the cobracket of D(g)∗ explicitly.
Theorem 1.1.1. The algebra D(b−)∗ constructed above is a quasitriangular Lie bialge-
bra, and is the dual of D(b−). We refer to this Lie bialgebra as slε3.
18
Chapter 1. An expansion of the Uq(sl3) quantum group
Proof. The bracket of b± ⊂ D(g)∗ is calculated from the cobracket of D(g). By
construction of b+ = (b−)∗, it follows that the bracket on b± is the usual (non-
opposite) bracket. The other relations follow by using the ad-invariance of 〈, 〉 :
D(g)∗ × D(g) → Rε. This enables us to directly calculate the bracket of D(g)∗.
The fact that D(b−)∗ is dual to D(b−) follows from this calculation. We will do
one example with the generators X and z. In the classical double [X, z] = 2εy.
y pairs dually with Y, hence it follows by ad-invariance of the inner product 〈, 〉
that
〈X⊕ 1, [z⊕ 1, 1⊕Y]D∗〉D = 〈[z, X], Y〉
= 〈−2εy, Y〉
= −2ε.
So we can conclude that [Y, z] at least contains a term 2εx, since x is the only
generator that pairs nonzero with X. Since there are no generators in D(b−) that
commute with z to yield y except X, we can conclude that [Y, z] = 2εx. The
other relations follow in a similar fashion. On generators, the cobracket of D(g)∗
is negated on (b−)∗ ⊂ D(g)∗. From the pairing we can define the cobracket on
mixed terms. This will not be done explicitly, but it is also not necessary. We
conclude that D(g)∗ is a Lie bialgebra.
To obtain a quasitriangular Lie bialgebra we need to check that δ(u) = u · r for
all u ∈ D(g)∗, and moreover that 2r+ = r12 + r21 is a invariant under the ac-
tion of g, and [r12, r13] + [r12, r23] + [r13, r23] = 0. Define a = g∗cop, where g∗cop
refers to g∗ with the negated cobracket, then a∗op = g. This follows from the Lie
bialgebra pairing axioms. One can do the usual double construction on the Lie
bialgebra a to obtain a quasitriangular Lie bialgebra structure on g⊕ g∗cop with
classical r-matrix rD. By lemma 1.1.1 this Lie algebra structure is unique and co-
incides with the Lie algebra D(g)∗. The adjoint action on rD coincides in both
algebras. Moreover the cobracket of a∗op agrees with the cobracket on g by defi-
nition (and similarly for the dual), and hence the cobracket of D(g)∗ is identical
to the cobracket on D(a). So we see that D(g)∗ is indeed quasitriangular.
For completeness we also mention the definition of the universal enveloping al-
gebra of a Lie bialgebra. The universal enveloping algebra U(g) is the noncom-
mutative algebra generated by 1 and the elements of g. Formally, we have the
following definition. One can also define U(g) by a universal property, see for
example page 90 of [14]. The concept of a Hopf algebra will be defined in the
next section. In this definition we only define the relevant maps without proving
that they in fact define a Hopf algebra.
Definition 1.1.8. Let g be a finite dimensional Lie algebra over a ring R. Let Sn(g) =
n⊗
i=1





tensor products over R). Define the universal enveloping algebra U(g) as T(g) modulo
the relations [a, b] = a ⊗ b − b ⊗ a for all a, b ∈ g. Let a ∈ U(g). The coproduct
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∆ : U(g) → U(g)⊗U(g), counit ε : U(g) → R and antipode S : U(g) → U(g) are
given by
∆a = a⊗ 1 + 1⊗ a, εa = 0, Sa = −a,
where ∆, ε are extended as algebra maps, and S as an antialgebra map.
Note that this bialgebra is cocommutative, so we can take the R-matrix to be
trivial to make U(g) a quasitriangular Hopf-algebra, as we will see in the next
section. On a seperate note, observe that U(g⊕ h) = U(g)⊗U(h). This gives a
nice insight in the relation between the classical double and the Drinfel’d double,
which uses the tensor product instead of the sum. We have extended the bracket
of a Lie bialgebra g to U(g), and we have equipped U(g) with a Hopf algebra
structure, but we have not yet extended δ to U(g).
Definition 1.1.9. (Co-Poisson Hopf algebras) A co-Poisson Hopf algebra over a ring R
is a cocommutative Hopf algebra H with a skew symmetric R-module map δ : H →
H ⊗ H (the Poisson cobracket) satisfying
1. σ ◦ δ⊗ id ◦ δ = 0, where σ means summing over cyclic permutations of the tensor
product.
2. (∆⊗ id)δ = (id⊗ δ)∆ + σ23(δ⊗ id)∆, where σ23 means switching the second
and third factor.
3. For all a, b ∈ H, δ(ab) = δ(a)∆(b) + ∆(a)δ(b).
This definition is natural, as follows from the following proposition. This propo-
sition can be found as proposition 6.2.3 in [6]. Although we state the proposition
for a specific Lie algebra over the ring Rε, it is expected to hold for a general ring
of characteristic zero and a general Lie algebra, with a proof similar to the proof
in [6]. Of course we have the same proposition for the Lie bialgebras constructed
in example 1.1.2. The proof is identical, and we will not state this proposition
here, as it is only a formality.
Proposition 1.1.1. Let g = b± be the Lie bialgebra over the ring Rε as defined above.
Then the Lie cobracket extends uniquely to a Poisson cobracket δ on U(g), making U(g)
a co-Poisson Hopf algebra.
Conversely, if U(g) has a Poisson cobracket δ, then δ|g is a Lie cobracket on g.
Proof. First consider b+/εb+ as a Lie bialgebra. According to proposition 6.2.3
in [6] the cobracket extends uniquely to a Poisson bracket on U(b+/εb+). The
cobracket on b+/εb+ is also a cobracket when extended to b+. We obtain the
proposition for the ring Rε by considering the universal enveloping algebra of
the Lie algebra g = b+ over Rε. One can check that this yields the correct co-
bracket on the Lie algebra generators, trivially. The co-Poisson bracket obeys
the first axiom, as δ is antisymmetric. Since δ(1) = 0, the second axiom follows
straightforwardly. The last axiom follows from the fact that δ is 1-cocycle.
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Secondly, consider the Lie bialgebra b ⊂ sl3 of lower triangular matrices over
R. This extends uniquely to a co-Poisson Hopf algebra by proposition 6.2.3 in
[6]. Consider the map φ : b− → b by taking the cobracket δ on b− and for-
getting about ε. This map extends to the co-Poisson Hopf algebra U(b−), since
δ(ab) = δ(a)∆(b) + ∆(a)δ(b), and ∆ is trivial in U(b−). Suppose that δb− can-
not be extended uniquely to U(b−). The difference between the two extensions
is proportional to ε. Taking its image under φ, we get a contradiction with the
uniqueness of the cobracket on U(b). This proves the proposition.
In the following theorem and in later chapters we will use the language of roots
and root systems. In particular it is important to know that a Lie bialgebra is
characterised by its Cartan matrix (aij). The Cartan matrix has integer coeffi-
cients. For more information on this subject see for example [14]. The most
important notions are collected in appendix A.3. Remember that to each sim-
ple root one can associate a simple generator, as we showed before. Non-simple
roots are sums of simple roots, and to non simple roots one can associate non-
simple generators. We will denote the two roots of the Lie algebra sl3 with greek
letters α and β. More generally, we may write βi or αi for the roots of the Lie
algebra .
Root systems are interesting for the classification of semisimple Lie algebras.
They also provide a way of ordering the generators of a Lie algebra. We present a
general way in which these generators form a basis for the universal enveloping
algebra of a Lie algebra .
Theorem 1.1.2. Let g = b+ ⊕ b− be a Lie bialgebra over Rε with simple generators
X±i , H
±
i , i = 1, · · · , n, where n is the rank of b±. g is defined as the classical double of the
Lie bialgebras b±. b− is defined as the lower Borel subalgebra of sln, where the cobracket is
multiplied by ε, and b+ is defined as its dual. Then U(g) is spanned as a vector space by
the monomials (X+1 )
i1 · · ·X(+n )in(H+1 )l1 · · · (H+n )ln(H
−
1 )
j1 · · · (H−n )jn(X−1 )k1 · · · (X+)
kn
n .
This basis is called the PBW basis.
Proof. We first observe that U(g) = U(b+)⊗U(b−), so it is enough to prove that
the monomials in X± and H± span U(b±) respectively. Let us denote g as slεn.
First consider U(b−). The universal enveloping algebra of a semisimple Lie alge-
bra g has a countable basis called the Poincare-Birkhoff-Witt or PBW basis. This
theorem is proved in for example [14] in the case where g is a semisimple Lie
algebra over a field. slεn contains the lower triangular matrices b− ⊂ sln as a Lie
subalgebra over R. Since the commutation relations in b− do not contain ε, we
can use the theorem for semisimple Lie algebras by dividing out to εg. We con-
clude that U(b−) ⊂ U(slε3) has a PBW basis as well, and thereby also its dual has
a PBW basis.
Consider U(b+). One can easily see that U(b+) is spanned by commutative
monomials, since any expression can be rewritten using the Lie algebra relations
in b+. So U(b+) is free. The pairing is nondegenerate over R, and we can extend
the dual basis over R to an Rε-basis, since U(b+) is free. The dual basis is given
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by monomials in the generators dual to the generators of U(b−), which can be
checked on generators. We conclude that the dual basis of b+ forms a basis over
Rε that is identical to the monomials stated in the theorem.
For completeness we mention the Chevalley basis of a general Lie algebra over a
field k. A semisimple Lie algebra g over a field k with Cartan matrix aij generated
by a Chevalley basis Xi, Hi has the following relations.























The last relations are called the Serre relations. The Serre relations yield the com-




0, for i 6= j.
The non-simple generators can be defined in a nice way using the Weyl group.
The Weyl group is the space of reflections of the root-space and can be used to
define a set automorphisms denoted by Ti. For a semisimple Lie algebra, the
Ti are given by the adjoint action on non-Cartan elements and as the reflections
on Cartan subalgebra elements. The Ti are Lie algebra automorphisms and are
given by the following expressions.
Ti(X±i ) = −X
±





−aij(X±j ), i 6= j. (1.44)
This yields a braid group action on g [6]. These relations also define a set of
generators Xα for every root α with the property that [Xα, Xβ] = Xα+β.
We will later attempt to quantize this braid group action in the setting of slε3.
However, the described Ti fail to be algebra automorphisms when εk = 0. Non-
simple generators can still be defined using the Ti, but we have to be careful
when using the Ti further. See chapter 4 for a solution to this problem.
1.2. Hopf algebras
We proceed with the construction of a quasitriangular Hopf algebra based on
the Lie bialgebra constructed in the previous section. Let U(b−) be the universal
enveloping algebra of b− as a Hopf algebra. This turns U(b−) into a Hopf algebra
over Rε. The goal is to find a quantization of the universal enveloping algebra
of b−, such that the Lie bialgebra structure is incorperated in the Hopf algebra
structure. After the quantization we apply the Drinfel’d double construction to
find a new solution to the Yang-Baxter equation.
The definitions below are usually given over a field, but since we work over the
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ring Rε in this chapter (except when stated otherwise), we state the definitions
over a ring. We observe that the usual definitions hold over a ring as well [23]. As
remarked in the prelimenaries, when considering a free module M over the ring
Rε, we can extend any R-basis of M/εM to an Rε-basis of M. See [23], chapter
7, for the explicit proof of propositions 1.2.2 and 2.3.1. For the definition of the
Hopf cohomology, see [6]. We remind the reader of the fact that we refer to a
module over a ring R as a vector space over R. A ring is always commutative
with unit in this thesis. When we say Hopf algebra, we mean a Hopf algebra
over a ring R. Often, R will be implicit.
Definition 1.2.1. ((co)algebra) An algebra (H, m, 1) over a ring R is a vector space
(H,+, R) with a compatible multiplication m (also denoted as · or as the concatination
of two elements) and unit map 1 with the following properties. Let i, a ∈ R.
1. the multiplication m : H⊗H → H is an associative, bilinear map which preserves
the unit,
2. the unit map 1 : R→ H is a linear map with property · ◦ 1⊗ id(i⊗ a) = 1(i · a),
and · ◦ id⊗ 1(a⊗ i) = 1(i · a) for all a ∈ H, i ∈ k (or 1(1) = 1H).
A coalgebra (H, ∆, ε) over R is a vector space (H,+, R) with a compatible comultiplica-
tion ∆ and counit ε with the following properties. Let h ∈ H.
1. the comultiplication ∆ : H → H⊗ H is a linear, coassociative map, where coasso-
ciativity means ∆⊗ id ◦ ∆ = id⊗ ∆ ◦ ∆ and ∆(1H) = 1H ⊗ 1H,
2. the counit ε : H → R has property (id⊗ ε) ◦ ∆(h) = (ε⊗ id) ◦ ∆(h) = h (so
ε(1H) = 1).
We define a Hopf algebra as follows.
Definition 1.2.2. A Hopf algebra (H,+, m, 1, ∆, ε, S, R) over R is a vector space (H,+, R)
which is both an algebra (H, m, 1) and a coalgebra (H, ∆, ε), and is equipped with a lin-
ear antipode map S : H → H (which is an anti-homomorphism) obeying
1. ∆(gh) = ∆(g)∆(h),
2. ε(gh) = ε(g)ε(h),
3. m(S⊗ id) ◦ ∆ = m(id⊗ S) ◦ ∆ = 1 ◦ ε.
To construct a parallel between Lie bialgebras and Hopf algebras, let us define
the Hopf algebra cohomology using the following cochain complex.
Definition 1.2.3. (see p. 173 in [6]) Let H be a Hopf algebra. For i, j ≥ 1, define
Ci,j := HomR(H⊗i, H⊗j), and define d′i,j : C
i,j → Ci+1,j and d′′i,j : Ci,j → Ci,j+1 as
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follows (let γ ∈ Ci,j):




(−1)rγ(a1 ⊗ · · · ⊗ ar−1ar+1 ⊗ ar+2 ⊗ · · · ⊗ ai+1)
+ (−1)i+1γ(a1 ⊗ · · · ⊗ ai).∆(j)(ai+1),
(d′′γ)(a1 ⊗ · · · ⊗ ai) :=





(−1)r(id⊗r−1 ⊗ ∆⊗ id⊗j−r)(γ(a1 ⊗ · · · ⊗ ai))
+ (−1)j+1(γ⊗m(i))(∆1,i+1(a1)∆2,i+2(a2) · · ·∆i,2i(ai)).
in this definition, m(i) and ∆(j) are defined as follows
m(i)(a1 ⊗ · · · ⊗ ai) = a1 · · · · ai
∆(j)(a) = (id⊗ · · · ⊗ id⊗ ∆) · · · (id⊗ ∆)(∆(a)).
(apply the comultiplication j times).
The ∆i,j means sending the coproduct to the i-th and the j-th coordinate. The next
proposition follows by direct computation and can be found on p. 175 in [6].
Theorem 1.2.1. Let d′ and d′’ be as in the definition, then, d′ ◦ d′ = d′′ ◦ d′′ = d′ ◦
d′′ + d′′ ◦ d′ = 0.
Finally we can define the Hopf algebra cochain complex. The previous theorem
implies that the cohomologies are well defined.
Definition 1.2.4. Let H be a Hopf algebra, and let d′ and d′′ be as defined previously,
and set d = d′ij + (−1)id′′ij and Cn = ⊕i+j=n+1Cij. Then d : Cn → Cn+1 and (C, d) is
a cochain complex with cohomology groups H∗(H, H).
Define H∗alg(H, H) as the cohomology of the complex (C
·1, d′), and similarly define
H∗coalg(H, H) as the cohomology of the complex (C
1,·, d′′).
This cohomology will become important once we start studying deformations of
Hopf algebras, for example of the universal enveloping algebra of a Lie bialgebra
g. We can write down the cocycle conditions for this cochain complex. See ex-
ample 2.3.1 in [23]. [23] uses a simpler definition of the cochain complex, which
is equivalent, but is not well defined for n > 2.
Proposition 1.2.1. Let H be an Hopf algebra. Then a 1-cocycle is an invertible element
χ ∈ H such that
χ⊗ χ = ∆(χ).
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A 2-cocycle is an invertible element χ ∈ H ⊗ H such that
(1⊗ χ)(id⊗ ∆)χ = (χ⊗ 1)(∆⊗ id)χ.
Some Hopf algebras can be equipped with an R-matrix.
Definition 1.2.5. (Quasitriangular Hopf algebras) A Quasitriangular Hopf Algebra is
a pair (H,R), where H is a Hopf algebra andR ∈ H ⊗ H is invertible and obeys
1. (∆⊗ id)(R) = R12R23 and (id⊗ ∆)(R) = R13R12
2. τ ◦ ∆(h) = R∆(h)R−1, for all h ∈ H.
R = ∑R(1) ⊗R(2), andRij = ∑ 1⊗ · · · ⊗R(1) ⊗ 1 · · · ⊗R(2) ⊗ · · · ⊗ 1, withR(1)
andR(2) on the i-th, resp. j-th entry.
We see that the first condition of quasitriangularity is equivalent to the 2-cocycle
condition together with the requirement that for a cocycle χ (1⊗ χ)(id⊗ ∆)χ =
χ13.
A Hopf algebra is a bialgebra in particular, so it makes sense to look at both com-
mutativity and cocommutativity, since algebra and coalgebra structures are dual
to each other. An R-matrix measures the non cocommutativity of the comultipli-
cation.
Definition 1.2.6. ((Co-)commutative) A Hopf algebra is said to be commutative if it is
commutative as an algebra, and cocommutative if the coproduct ∆ obeys τ ◦ ∆ = ∆.
The R-matrix is used to solve the Yang-Baxter equation. The Yang-Baxter equata-
tion follows from the axioms for quasitriangularity. See chapter 2 of [23] for more
information.
Proposition 1.2.2. Let (H,R) be a quasitriangular Hopf algebra, then R solves the
equation: R12R13R23 = R23R13R12, called the (quantum) Yang-Baxter equation.
In order to use a Hopf algebra for constructing knot invariants, one needs to
have a ribbon element. This will be explained in chapter 3. Let us write R =
∑R(1) ⊗R(2). Then define u = ∑(SR(2))R(1) ∈ H, and v = Su = ∑R(1)SR(2).
The following proposition is proven in chapter 2 of [23].
Proposition 1.2.3. Let (H,R) be a quasitriangular Hopf algebra with antipode S. Then
S is invertible and S2(h) = uhu−1 for all h ∈ H, and S−2(h) = vhv−1.
We can now define the ribbon element.
Definition 1.2.7. (Ribbon element) A quasitriangular Hopf algebra is called a ribbon
Hopf algebra if the element uv has a central square root ν, called the ribbon element, such
that ν2 = vu, Sν = ν, εν = 1 and ∆ν = Q−1(ν⊗ ν), where Q = R21R.
Let us construct the main example Uq(slε3) in the next section.
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1.3. Quantizing a Lie bialgebra
In this example we follow the basic example in paragraph 6.4 in [6]. After quan-
tizing the b− subalgebra of sl3 (which technically is quantizing the Hopf algebra
structure on the enveloping algebra of b−), we construct an explicit set of gener-
ators.
In order to construct Uq(sl3), one usually quantizes b+ (or b−), and takes the
Drinfel’d double of this Hopf algebra and its dual with the opposite multiplica-
tion or comultiplication. After this procedure, the generators associated to the
simple roots on both sides are identified to construct Uq(sl3). With the introduc-
tion of ε, this identification is not possible.
Formally, when quantizing U(g), we introduce an indeterminate h (or h̄ in some
sections) to obtain Uh(g), which is isomorphic as an h-module to U(g)[[h]]. How-
ever, it is possible to leave h more implicit, and introduce q = eh, or in our case
q = e−εh. The Hopf algebra is denoted as Uq(g) in this case. The two notations
will mean the same thing in this thesis. This implies that it is always possible to
expand q in terms of h and ε.
Throughout this chapter we work over the ring Rε = R[ε]/(ε2). Since we are
considering free modules over Rε, we can use most of the results that hold for
Hopf and Lie bialgebras over a field. For future reference, the Drinfel’d double
construction yields a quasitriangular Hopf algebra for any commutative ring. [6]
Note that it is possible to do the quantization of slε3 for ε in R(ε), and afterwards
take the expansion in terms of ε. In this case, one has to prove that taking this
expansion is possible. The reason to take ε to be invertible is that this provides
an Hopf algebra isomorphism between Uq(slεn) and Uq(sln). See chapter 4 for
this approach.
Let us start with defining the h-adic topology for an indeterminate h. In this
section we consider Hopf algebras over a general ring R.
Definition 1.3.1. Let h be an indeterminate, and let H be an R[[h]]-module. Define the
basis of the neighbourhoods of 0 ∈ H as the sets Cn = {hnH|n ≥ 0}. Define the h-adic
topology to be the topology such that translations are continuous. In other words, the
sets {a + Cn}a∈H form a basis for the topology.
All Hopf algebra maps are continuous, meaning they are h-linear maps, by def-
inition. The following examples are equipped with the h-adic topology. Some
caution is advisable in this subject. In particular when taking the dual of an in-
finite dimensional Hopf algebra we will have to pay attention to the topology.
This will be addressed later in this section. Tensor products are assumed to be
completed in the h-adic topology.
Let us define what a quantized universal enveloping algebra is.
Definition 1.3.2. A deformation of a Hopf algebra (H, 1, m, ε, ∆, S) over a ring R is
a topological Hopf algebra (Hh, 1h, mh, εh, ∆h, Sh) over the ring R[[h]] of formal power
series in h over R, such that
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1. Hh is isomorphic to H[[h]] as a R[[h]] module.
2. mh = m mod h, ∆h = ∆ mod h.
Two Hopf algebra deformations are said to be equivalent if there is an isomorphism fh of
Hopf algebras over R[[h]] which is the identity (mod h).
Let us write ah = a + a1h + a2h2 + · · · for an element of Hh, where a = 0 mod h,
ai = 0 mod h. Here we use the isomorphism Hh→̃H[[h]]. Because mh and ∆h are
R[[h]]-module maps, they are determined by their values on elements of Hh for
which a1 = a2 = · · · = 0, ai ∈ H. Write
mh(a⊗ a′) = m(a⊗ a′) + m1(a⊗ a′)h + m2(a⊗ a′)h2 + · · · (1.45)
∆h(a) = ∆(a) + ∆1(a)h + ∆2(a)h2 + · · · (1.46)
The (co)associativity and algebra homomorphism conditions of the Hopf algebra
deformation are
mh(mh(a1 ⊗ a2)⊗ a3) = mh(a1 ⊗mh(a2 ⊗ a3))
(∆h ⊗ id)∆h(a) = (id⊗ ∆h)∆h(a)
∆h(mh(a1 ⊗ a2)) = (mh ⊗mh)∆13h (a1)∆24h (a2).
Modulo h2, this translates to the following proposition.
Proposition 1.3.1. A pair of R-module map (m1, ∆1) is a deformation mod h2 of a Hopf
algebra H if it satisfies
m1(a1a2 ⊗ a3) + m1(a1 ⊗ a2)a3 = a1m1(a2 ⊗ a3)
+ m1(a1 ⊗ a2a3)
(∆⊗ id)∆1(a) + (∆1 ⊗ id)∆(a) =
(id⊗ ∆)∆1(a) + (id⊗ ∆1)∆(a)
∆(m1(a1 ⊗ a2)) + ∆1(a1a2) = (m⊗m1 + m1 ⊗m)∆13(a1)∆24(a2)
+ ∆1(a1)∆(a2) + ∆(a1)∆1(a2).
More generally, a deformation mod hn+1 is a 2n-tuple (m1, · · · , mn, ∆1, · · · , ∆n)
which satisfies the (co)associativity and algebra homomorphism conditions (mod
hn+1). We now have the following classification of Hopf algebra deformations.
Theorem 1.3.1. Let H be a Hopf algebra. The following relations between Hopf algebra
cohomology and Hopf algebra relations hold:
1. there is a natural bijection between H2(H, H) and the set of equivalence classes of
deformation (mod h2) of H,
2. If H2(H, H) = 0, every deformation of H is trivial and
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3. If H3(H, H) = 0, every deformation (mod h2) of H extends to a genuine deforma-
tion of H.
Using this theorem we can state an important result in Hopf algebra deforma-
tion theory called the rigidity theorem. The theorem is formulated in terms of
reductive Lie algebras in [6]. Semisimple Lie algebras are reductive, see [14], and
we will skip the definition alltogether. For an Rε-module M, an R-basis of the
module M/εM can be extended to an Rε-basis of M. Using this basis we can
generalize the following theorem to a Hopf algebra over the ring Rε.
Theorem 1.3.2. Let g be a semisimple Lie algebra over a field of characteristic zero. Then
H∗2alg(U(g), U(g)) = 0. So every deformation of U(g) is isomorphic to U(g)[[h]] as an
algebra.
The example we work with is not semisimple, so we have to come up with a
workaround to use the rigidity theorem. The idea is to only look at the half of the
deformed slε3 which has a Lie algebra structure that agrees with sl3. Since we are
looking for an algebra isomorphism (or even an Isomorphism of Rε-modules) be-
tween Uh(b−) and U(b−)[[h]] (not an Hopf algebra isomorphism), we can simply
restrict the isomorphism between Uh(sl3) and U(sl3)[[h]] to Uh(b−). Of course
we will have to pay attention to Rε too.
Definition 1.3.3. (Quantized universal enveloping algebra (QUE)) A Hopf algebra de-
formation of the universal enveloping algebra U(g) of a Lie algebra g is called a quantized
universal enveloping algebra, or QUE algebra.
The isomorphism in the definition of a deformation of a Hopf algebra is an iso-
morphism of Rε[[h]]-modules, meaning that the isomorphism does not necessar-
ily respect the Hopf structure. In certain cases one can prove that (if g is semisim-
ple and is associated to a reductive algebraic group) every deformation of U(g) is
isomorphic to U(g)[[h]] as an algebra. This isomorphism is not an Hopf algebra
isomorphism. See Proposition 6.3.1 in [6].
Finally, the quantization of a Hopf algebra can be defined.
Definition 1.3.4. (Quantization of Hopf algebra) Let A be a cocommutative co-Poisson-
Hopf algebra over a ring R of characteristic zero, and let δ be its Poisson cobracket. A







where x ∈ A and a ∈ Ah such that x = a (mod h), and ∆op = τ ◦ ∆ is the opposite
cobracket.
A quantization of a Lie bialgebra (g, δ) is a quantization Uh(g) of its universal envelop-
ing algebra U(g) equipped with the co-Poisson-Hopf structure. Conversely, (g, δ) is
called the classical limit of the QUE algebra Uh(g).
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For more details see e.g. [23] and [6]. We will use both the notation Uq(g) with
q = ehε and Uh(g) in our examples. The difference is subtle and is pointed out
in for example [6]. The main difference is topological, as we pointed out before.
The Uh-notation has an explicit h-adic topology, while in the Uq notation this
topology is hidden. One concrete application of hiding the parameter h in q is
that one can specify q to a root of unity, for example. Since we are not concerned
with these properties, and always work with h explicitly present (and ε), we
will use both notations. For the main example we will use the notation Hε,n or
Uq(slε3), taking the notation from [36].
Before doing the main example, we will briefly state the usual quantization of
the lower Borel subalgebra of sl3. This example can be found in many sources,
for example [6]. In this example we introduce an invertible parameter γ.
Example 1.3.1. Let b− be the Lie bialgebra as in example 1.1.1, with an invertible inde-
terminate γ instead of ε. The following relations define the Hopf algebra Uh(b−). More-
over, it is the quantization of the Lie bialgebra b−. We use the generators {b, a, z, y, x},
and take the free noncommutative module over R(γ) in these generators. Define the
quantum commutator as [u, v]q = uv− qvu, and let q = e−γh for the duration of this
example. The algebra Uh(b−) is defined as the module of noncommutative polynomials
in {b, a, z, y, x} divided out to the iddeal generated by the following relations
[a, x] = −2x, [a, y] = y, [a, z] = −z (1.47)
[b, x] = x, [b, y] = −2y, [b, z] = −z (1.48)
[x, y]q = z, [x, z]q−1 = 0, [y, z]q = 0. (1.49)
This is the standard example with a parameter introduced, so it is obvious from litera-
ture that this algebra has a basis consisting of the ordered monomials in the generators.
This proves that the quotient is not empty, and that the multiplication defined here is
associative. The Hopf algebra structure is defined by the following identities
∆(b) = b⊗ 1 + 1⊗ b, ∆(a) = a⊗ 1 + 1⊗ a, (1.50)
∆(z) = z⊗ 1 + qa+b ⊗ z + (q−1 − q)qbx⊗ y,
∆(y) = y⊗ 1 + qb ⊗ y,
∆(x) = x⊗ 1 + qa ⊗ x,
S(a) = −a, S(b) = −b,
S(z) = −q2q−a−bz + q2(q−1 − q)q−a−byx,
S(y) = −q−by,
S(x) = −q−ax.
Let us check that ∆ is an algebra homomorphism. In fact, the only non-trivial relations
to check are [x, y]q, [x, z]q−1 and [y, z]q, as it is easy to see that [∆(x), ∆(a)] = [x, a]⊗
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1 + qa ⊗ [x, a] = ∆([x, a]), and similarly for the other relations.
[∆(x), ∆(y)]q = xy⊗ 1 + xqb ⊗ y + qay⊗ x + qa+b ⊗ xy
− qyx⊗ 1− qyqa ⊗ x− qqbx⊗ y− qqa+b ⊗ yx
= xy⊗ 1− qyx⊗ 1 + (q−1 − q)qbx⊗ y + qa+b ⊗ xy− qqa+b ⊗ yx
= z⊗ 1 + qa+b ⊗ z + (q−1 − q)qbx⊗ y.
Let us check [∆(x), ∆(z)]q−1 = 0, and leave [∆(y), ∆(z)]q = 0 to the reader, as this
follows in the same way.
[∆(x), ∆(z)]q−1 = [x, z]q−1 ⊗ 1 + q2a+b ⊗ [x, z]q−1 + qqa+bx⊗ z− qq−2qa+bx⊗ z
+ (q−1 − q−1)zqa ⊗ x + (q−1 − q)qa+bx⊗ xy− q(q−1 − q)qa+bx⊗ yx
= (q− q−1)qa+bx⊗ z + (q−1 − q)qa+bx⊗ z
= 0.
Let us show that ∆ is coassociative. Coassociativity on a and b is trivial. For coassocia-
tivity of ∆ on x and y, observe that qa is grouplike, so ∆(qa) = qa ⊗ qa. Let us explicitly
perform the calculation
Id⊗ ∆(∆(z)) = Id⊗ ∆(z⊗ 1 + qa+b ⊗ z + (q−1 − q)qbx⊗ y)
= z⊗ 1⊗ 1 + qa+b ⊗ z⊗ 1 + qa+b ⊗ qa+b ⊗ z
+ (q−1 − q)qa+b ⊗ qbx⊗ y + (q−1 − q)(qbx⊗ y⊗ 1 + qbx⊗ qb ⊗ y).
Performing a similar calculation for ∆ ⊗ Id(∆(z)), we see that coassociativity holds.
Note that qb is grouplike (similarly for qa+b). Plugging in ∆(z) and ∆(x), and using the
fact that ∆ is an algebra homomorphism, we obtain the desired result.
We check if the antipode is the involution inverse of the comultiplication. Denote the
multiplication as m1,2(u⊗ v) = uv. The indices 1 and 2 stand for the first and second
tensor entry. We will use the more general version later. We only check this explicitly for
z, the axiom is obvious for a and b, and is left to the reader in the case of x and y.
m1,2(S⊗ id(∆(z))) = m1,2(−q2q−a−bz⊗ 1 + q2(q−1 − q)q−a−byx⊗ 1 + q−a−b ⊗ z
− (1− q2)q−a−bx⊗ y)
= −q2q−a−bz + (q− q3)q−a−byx + q−a−bz
− (q− q3)q−a−byx− (1− q2)q−a−bz
= 0.
The antipode is continued as an anti-algebra homomorphism. This is by definition. The
counit axioms are also satisfied, as one can check for oneself. We can conclude that we
have a Hopf algebra.
We are quick to notice that this Hopf algebra does indeed have the right classical limit,
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and since this algebra is imbedded in Uq(sl3) there exists an isomorphism Uh(b−) →
U(b−)[[h]], by the rigidity theorem [6]. Hence we have obtained a quantization of the
Lie bialgebra b−. This finishes the example.
Quantizing a sub Lie bialgebra sl3
We now treat the quantization of the Lie bialgebra b− defined in example 1.1.1
for non-invertible ε. We follow the basic example 6.4 in [6]. The results of this
section are summarized in theorem 1.3.3.
Quantizing the b− subalgebra of the sl3 Lie algebra starts with constructing the
comultiplication ∆h which has the b− cobracket as classical limit. For a and b,
which have δ(a) = δ(b) = 0, the choice is ∆h(a) = a⊗ 1 + 1⊗ a, and the same
for b. This is the trivial Hopf algebra structure on U(b−). Note that U(b−) is a
graded algebra with deg(a, b) = 0 and deg(x, y) = 1. Hence deg(z) = 2. The
multiplication and comultiplication have to preserve the grading. We define a
grading on the tensor product by adding the grading of the factors. We can guess
∆h(x) = x⊗ f + g⊗ x.
Let ∆ denote the trivial comultiplication on U(b−). Since ∆h ≡ ∆(mod h), we get
f ∼= g ≡ 1 (mod h). We want ∆h to be an algebra homomorphism that is coas-
sociative. Working out the condition for coassociativity forces ∆h( f ) = f ⊗ f ,
and the same relation for g. Hence f and g have to be group-like (by defini-
tion). Note that ∆h : U(b−)[[h]] → U(b−)[[h]] ⊗ U(b−)[[h]], where the tensor
product is completed in the h-adic topology. This yields (U(b−) ⊗ U(b−))[[h]]
as the image of ∆h. It is a simple computation to show that all group like ele-
ments are of the form ehµH, where H ∈ h, an element of the Cartan subalgebra,
and µ ∈ R[[h]] [6]. Hence ∆h(x) = x ⊗ eνha + eµha ⊗ x. Since ∆h is an algebra
homomorphism, we may multiply x with a grouplike element to simplify the
expression to ∆h(x) = x ⊗ 1 + eµha ⊗ x. The definition of the quantization of a
Hopf algebra then gives ∆h(x) = x⊗ 1 + e−εha ⊗ x.
The definition of a Hopf algebra can be used to obtain the antipode of x. In the
same way the comultiplication of y can be deformed. Since the cobracket for a
and b is trivial we can easily quantize this cobracket with the trivial comultipli-
cation. As a result, the multiplication relations between a, b and x and a, b and
y equal the classical relations. We obtain the comultiplication and antipode re-
lations for x, y, a and b displayed in 1.57. The multiplication between x and y
needs to be altered in order for ∆h to be an algebra homomorphism.
Let us consider the Serre relations of the Lie bialgebra b−. In our case they need
to be slightly altered in order for ∆h to be an algebra homomorphism. The so
called quantum Serre relations are obtained, and we use these to calculate the
products between the non-simple algebra generators.
The classical Serre relations in the case of b− are given by [x, x, y] = 0 and
[y, y, x] = 0. This can be rewritten as X−i (X
−
j )






j = 0, where











i . Applying the comulti-
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plication
∆(y) = y⊗ 1 + e−εh(b) ⊗ y, (1.51)
∆(x) = x⊗ 1 + e−εh(a) ⊗ x (1.52)
to the left hand side, we get for b− (defining q = 1− ε = e−ε):
∆h(x2y + yx2) = ∆h(x)2∆h(y) + ∆h(y)∆h(x)2 (1.53)
= x2y⊗ 1 + (1 + q2)e−εhaxy⊗ x + e−2εhay⊗ x2 + q2e−εhbx2 ⊗ y
+ (1 + q2)qe−εh(a+b)x⊗ xy + e−εh(2a+b) ⊗ x2y + e−εh(2a+b) ⊗ yx2
+ yx2 ⊗ 1 + (1 + q2)qe−εhayx⊗ x + q2e−2εhay⊗ x2
+ e−εhbx2 ⊗ y + (1 + q2)e−εh(b+a)x⊗ yx.
Now we will use the classical Serre relation as ansatz. We assume x2y + yx2 =
Cxyx. We will compute C by applying ∆ on both sides. We apply ∆h to the right
handside now:
∆h(x)∆h(y)∆h(x) = xyx⊗ 1 + qe−εhbx2 ⊗ y + e−hεayx⊗ x + e−εh(a+b)x⊗ xy
(1.54)
+ q−1e−ahεxy⊗ x + q−1e−εh(a+b)x⊗ yx
+ q−1e−2εh(a)y⊗ x2 + e−εh(2a+b) ⊗ xyx.
We simplify by taking the exponentials up front. We do not know what C is,
but we assumed that x2y + yx2 = Cxyx holds for some C. This simplifies the
equation between 1.53 and 1.54. The terms involving triple products of x and y
on one side of the tensor product cancel out. We can compare the terms term by
term. Doing this, we note that C = q + q−1, and the following relation should
hold
x2y + yx2 = (q + q−1)xyx. (1.55)
This relation is called the quantum Serre relation, and is also derived in [6]. We
will use the convention [n]q =
1−q−2n
1−q−2 in this chapter, where we differ from [6] in a
factor qn, making future notations easier. Observe that 1−q
−2n
1−q−2 = (1 + q
−2 + · · ·+
q−2n+2), the geometric series. So the expansion in ε of [n]q is well defined, as the
singularity is removable. Using this convention, q + q−1 = q( 1−q
−4
1−q−2 ) = q[2]q. In
fact, this is generalizable, as we will see in chapter 4. For now we remember that
ε2 = 0, so the quantum Serre relation for us is equal to the classical Serre relation.
To obtain a complete set of generators corresponding to the elements of the root
system of b−, the Weyl group action is needed. In this case, the generators cor-
responding to the non-simple roots can be calculated by using the Weyl group
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action on Uh(g) (sometimes refered to as the quantum Weyl group). This action
respects the algebra structure, but not the co algebra structure and the antipode,
in the sense that the braid group acts via algebra automorphisms that are not
coalgebra maps, and hence the comultiplication on the non-simple generators
needs to be calculated differently. [6] is followed in this case (in particular chap-
ter 8.1 and 8.2). This procedure is described in the last chapter for the b+ subal-
gebra of sln for general n > 0 with Cartan-matrix aij.
Let us continue with defining the generator corresponding to the commutator of
x and y. This is the only generator of Uh(b−) corresponding to a non-simple root.
The fact that we can talk about root spaces and elements corresponding to roots
is a consequence of the fact that b− is a subalgebra of the semisimple Lie algebra
sl3, so we can use the sl3 root space and basis for the Borel subalgebra b−. This
was discussed in the first section of this chapter.
Let us define the following map on Uh(b−), for i 6= j X−1 = x and X
−
2 = y. This
map can be defined on Uq(slεn) as
Ti(X−j ) = ad−(X−i )
−aij (X−j ).
Here, ad is the adjoint action of the Hopf algebra on itself, see [23].
When εk = 0, Ti cannot be extended to yield a set of global automorphisms, see
chapter 4. For the non-Cartan elements X−i of Uq(b
−), Ti are automorphisms
over R[[ε]], however. So we can use the Ti to define non-simple generators.
We define the generator
z = Tα(y) = adx(y) = x(1)yS(x(2)),
using the Sweedler notation. The automorphisms Ti differ from the automor-
phisms defined in chapter 4 by a central factor. This factor is essential for the
Weyl property. We absorb this factor into z, as the Weyl property is trivial for sl3.
Note that we need the antipode of x to do this calculation, which can be com-
puted from ∆h(x). We obtain
z = xy− e−hεayehεax = xy− (1− ε)yx.
We used the multiplication relations between y and a and the antipode and co-
multiplication of x. Using the above calculated quantum Serre relation, together
with the definition of z, we get the following commutation relations.
[z, y] = hεzy, [z, x] = −hεzx.
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We can also calculate the comultiplication of z
∆h(z) =∆h(x)∆h(y)− (1− ε)∆h(y)∆h(x) (1.56)
=(x⊗ 1 + e−εh(a) ⊗ x)(y⊗ 1 + e−εh(b) ⊗ y)
− (1− ε)(y⊗ 1 + e−εh(b) ⊗ y)(x⊗ 1 + e−εh(a) ⊗ x)
=(xy− (1− ε)yx)⊗ 1 + e−ε(a+b) ⊗ (xy− (1− ε)yx)
+ eεe−εbx⊗ y + e−εay⊗ x− (1− ε)(eεe−εay⊗ x + e−εbx⊗ y)
=z⊗ 1 + e−ε(a+b) ⊗ z + 2εe−εbx⊗ y.
This ends the construction of Uq(b−) as a quantization of the Lie bialgebra b−.
Let us summarize the construction. Consider the Rε[[h]]-module M of noncom-
mutative polynomials in the generators {b, a, z, y, x}. Let I be the ideal of M
generated by the following relations, where [, ] stands for the commutator.
[b, z] = −z, [b, y] = −2y, [b, x] = x,
[a, z] = −z, [a, y] = y, [a, x] = −2x,
[z, y] = hεzy, [z, x] = −hεzx, [y, x] = −z + hεyx.
We consider the closure Ī of I in the h-adic topology on M. Define the algebra
Uh(b−) (also denoted as Uq(b−)) as M/ Ī. Furthermore, there are Rε[[h]]-algebra
homomorphisms ∆h : Uh(b−) → Uh(b−) ⊗ Uh(b−), ε : Uh(b−) → Rε[[h]] and
algebra anti-homomorphism S : Uh(b−) → Uh(b−) that define a Hopf algebra
structure on Uh(b−). These maps are defined by the following relations.
∆h(b) = b⊗ 1 + 1⊗ b, ∆h(a) = a⊗ 1 + 1⊗ a,
∆h(z) = z⊗ 1 + e−εh(a+b) ⊗ z + 2εhx⊗ y,
∆h(y) = y⊗ 1 + e−εh(b) ⊗ y,
∆h(x) = x⊗ 1 + e−εh(a) ⊗ x,
S(a) = −a, S(b) = −b,
S(z) = −(1− 2εh)ehε(a+b)z + 2εhyx,
S(y) = −ehε(b)y,
S(x) = −ehεax,
ε(u) = 0 if u 6= 1Uh(b−), ε(1Uh(b−)) = 1.
Theorem 1.3.3. The Hopf algebra Uq(b−) is a quantized universal enveloping algebra
with classical limit the Lie bialgebra b−.
Proof. By construction Uq(b−) we have the correct classical limits of the multipli-
cation and comultiplication. Furthermore, the (co)multiplication obeys the Hopf
algebra axioms by construction. The antipode can be easily computed from the
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(co)multiplication. By theorem 1.4.2, which will be proven separately, Uq(b−)
has a PBW basis. By sending monomials to monomials in U(b−)[[h]] we obtain
an Rε[[h]]-module isomorphism between Uq(b−) and U(b−)[[h]]. This finishes
the proof.
For clarification, we provide another proof of theorem 1.3.3. This proof relies on
example 1.3.1, and looks at a quotient of this algebra.
Proof. Observe that the relations presented here are exactly the same as the rela-
tions in example 1.3.1 with γ → ε and ε2 = 0. In particular, this yields a basis of
monomials of Uq(b−), which we will refer to as a PBW basis.
To prove that Uh(b−) ∼= U(b−)[[h]] as Rε[[h]]-modules, consider b− ⊂ sl3 as a
Lie algebra, ignoring the comultiplication. Observe that ε occurs only together
with h in Uh(b−) in the quantum Serre relations. Furthermore, we know that the
isomorphism between Uh(sl3) ∼= U(sl3)[[h]] is an isomorphism between R[[h]]-
modules. So we know that this isomorphism must be an isomorphism when we
replace h with h′ = hε and putting ε2 = 0, given that epsilon only occurs in
q = 1− εh mod ε2, which is invertible modulo ε2. In particular we know that the
constructed isomorphism must be the identity modulo h, so it sends monomials
of generators to monomials of generators of the Lie algebra b−. This finishes the
proof.
We wish to do the double construction with this algebra and write down the
universal R-matrix. We will do this in section 1.4.
1.4. The Uq(slε3) relations
In the previous section we obtained an Hopf algebra Uh(b−) or Uq(b−) that is a
quantization of U(b−). The explicit check of the Hopf algebra axioms is a lengthy
exercise. For this reason we present a Wolfram Mathematica implementation of
the Hopf algebra in the next chapter, and set up the required formalism. The
program can be found in the appendix A.1. The algebra relations are easier to
implement, these can be found in a seperate program in A.1. The interesting ax-
ioms to check manually are (co)associativity, that ∆ is an algebra homomorphism
and that the antipode is an anti-algebra homomorphism.
We work over the ring Rε[[h]] of formal power series of an indeterminate h. We
repeat theorem 1.3.3 for completeness.
Theorem 1.4.1. The following relations define a Hopf algebra Uq(b−) over Rε[[h]].
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Moreover, Uq(b−) is the quantization of the Lie bialgebra b−.
[b, z] = −z, [b, y] = −2y, [b, x] = x, (1.57)
[a, z] = −z, [a, y] = y, [a, x] = −2x,
[z, y] = hεzy, [z, x] = −hεzx, [y, x] = −z + hεyx
∆(b) = b⊗ 1 + 1⊗ b, ∆(a) = a⊗ 1 + 1⊗ a,
∆(z) = z⊗ 1 + e−εh(a+b) ⊗ z + 2εhx⊗ y,
∆(y) = y⊗ 1 + e−εh(b) ⊗ y,
∆(x) = x⊗ 1 + e−εh(a) ⊗ x,
S(a) = −a, S(b) = −b,
S(z) = −(1− 2εh)ehε(a+b)z + 2εhyx,
S(y) = −ehε(b)y,
S(x) = −ehεax
To obtain a deformation we need an algebra isomorphism between Uq(b−) and
U(b−)[[h]] as Rε[[h]]-modules, as stated in the proof of theorem 1.3.3. This iso-
morphism can be found by means of the rigidity theorems if ε is invertible. If ε is
not invertible, it is possible to construct a basis of monomials which can be send
to the classical PBW basis of U(b−)[[h]]. The algebra U(b−)[[h]] has the multipli-
cation of the universal enveloping algebra of U(b−), h-linearly extended. On the
other hand, if one has such an isomorphism, it is possible to directly construct
the q-PBW basis of Uq(slε3) by looking at the image of the classical PPBW basis.
This is how [6] proves the existence. We will provide a direct proof.
Theorem 1.4.2. The monomials bn1 an2 zn3 yn4 xn5 , ni ∈N form a basis of Uh(b−) as an
Rε[[h]]-module.
Proof. The proof is similar to the proof in [31], and it uses a Q-degree on Uh(b−).
It is enough to prove that bn1 an2 zn3 yn4 xn5 , ni ∈N form a basis of Uh(b−)/εUh(b−)
as an R[[h]]-module. We can then extend the monomials to a basis of Uh(b−) as
an Rε[[h]] module.
Let h be the Cartan subalgebra of b−. Via quantization we can associate to each
element in h an element in Uh(b−). Let us call this subalgebra H for the duration
of this proof. Firstly, define the elements Kλ = eεHλ , where λ ∈ Φ is a root of b−,
and Hλ the element in H corresponding to λ via lemma 1.1.2. Following [20], we
define an action of Kλ on Uq(b−) by conjugating:
Kλ pK−1λ = q
(λ,ρ)p. (1.58)
The root ρ is called the Q-degree of p. The Q-degree of p is well-defined since
(·, ·) is nondegenerate on H∗, so if p has Q-degree σ and ρ, then q(λ,ρ) = q(λ,σ) for
all λ ∈ H∗, and so σ = λ. Now the proof consists of two parts: (a) proving that
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the monomials span the vector space, and (b) proving linear independence. Part
(a) is proven by choosing a normal ordering, in our case (b, a, z, y, x), on Uh(b−).
It is always possible to write an expression in a normal ordered way in finitely
many steps. This is left to the reader. It can be proven by induction, see for ex-
ample [31] for the explicit calculations.
Part (b) is proven in 2 parts. Firstly, one can prove that a, b are linearly indepen-
dent in the same way lemma 12 is proven in chapter 6.1 of [20]. Let us scetch the
proof. The details can be found in [20]. As a first step we prove that xnx yny znz 6= 0
for n = (nx, ny, nz) ∈ N3. This is done by constructing an algebra homomor-
phism between Uq(slε2) to the ring of power series Rε[[h]][e, l, f , f
−1], and map-
ping x and y to a copy of Uq(slε2) in which they are nonzero. See proposition 3.1
in [20]. The factor of 1q−q−1 is only cosmetic in [20].
Suppose now ∑γ aγKγ = 0. We apply the adjoint action ad(∑γ aγKγ) to a mono-
mial znz yny xnx , ni ∈ N. We obtain ∑γ aγ + aγε(γ, ∑ niρi) = 0 for any ∑ niρi, as
znz yny xnx 6= 0. Since ρi span the root space of sl3, as noted earlier in this chapter,
we obtain that aγ = 0 for all γ ∈ Φ. Since ε2 = 0, this implies that monomials in
a and b are also linearly independent for different exponents of a and b.
The independence of x, y and z is proven by following [31], with induction to the
Q-degree. We know that monomials in a, b, x, y, z are nonzero. Assume that we
have a relation between monomials in x, y, z. By applying ∆, which conserves
Q-degree by construction, and using the linear independence of monomials in
a and b, we see that the terms in the relation have the same Q-degree. The case
where the Q-degree is equal to one of the simple roots is equivalent to the Uq(slε2)
case, for which we refer to the proof of proposition 6.4.7 in [6].
For the case where the Q-degree is a sum of roots αi, we can look at the Q-degree
in both factors after applying ∆. Consider the biggest i such that Eαi+··· (taking
the convention that x = Eα1 , y = Eα2 , z = Eα1+α2) occurs with a nonzero expo-
nent. Let n be the biggest common exponent of Eαi+···. After applying ∆, consider
the terms with Q-degree nαi left of ⊗. The relation obtained on the right of ⊗ in
this way is a (nonzero) multiple of the original relation, as is clear by a calculation
similar to the one in [31], and is of a strictly lower degree, hence the coefficients
of these terms are zero by the induction hypothesis. So ordered monomials in
x, y, z are linearly independent.
Finally, the linear independence of ordered monomials in b, a, z, y, x is proven by
following the proof of lemma 13 in chapter 6.1 of [20]. This is a similar argument
as before, by applying ∆ and combining the linear independence of monomials
in a, b and monomials in x, y, z. For the explicit proof of this lemma we refer to
[20].
Duality
In order to apply the Drinfel’d double construction we need the dual of Uh(b−).
To obtain the correct dual of Uh(b−), one has to take the dual of a smaller sub-
algebra called a quantized formal series Hopf algebra (QFSH-algebra for short).
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[6] The dual of a quantum formal series Hopf algebra is a quantized universal
enveloping algebra (QUE-algebra). Notice that it is also possible to define the
QUE-dual of a QUE algebra the other way around, by taking the QUE-algebra
corresponding to the Hopf algebra-dual of a QUE-algebra, which is a QFSH al-
gebra [7].
Before we introduce the notion of a quantized formal series Hopf algebra, let us
consider the dual of the universal enveloping algebra U(g) for a Lie algebra g.
The following can be found as example 4.1.16 in [6].
Let g be a Lie algebra over a ring R. Concretely, we have the ring Rε in mind.
We need R to have certain nice properties, such that R is obtained by extending
R with a finite number of algebraic elements. In this way, we can extend any
R-basis of a quotient module to an R-basis of the entire module, as is discussed
for Rε in the appendix A.5. We do not go into details here, as we will only be
concerned with Hopf algebras over a field or Hopf algebras over the ring Rε.
The Lie algebra g has a basis {x1, · · · xd}, so U(g) has a PBW basis consisting
of ordered monomials in xi. We number this basis by λ = (λ1, · · · , λd) ∈ Nd,




λ1!···λd ! . The universal enveloping algebra U(g) of g has the





Consider ξλ ∈ U(g)∗ defined by ξλ(xµ) = δλµ, then the multiplication m :
U(g)∗ ⊗U(g)∗ → U(g)∗ is defined by m(ξµ ⊗ ξν)(xλ) := ξµ ⊗ ξν(∆(xλ)). From
the definition we obtain the relation ξµξν = ξµ+ν (apply both sides to xλ ∈ U(g)).
Let Rε[[ξ1, · · · , ξd]] be the algebra of formal power series in indeterminates ξi. By
sending ξλ → ξλ11 · · · ξ
λd
d we obtain an isomorphism between U(g)
∗ → R[[ξ1, · · · , ξd]].
With the dual of U(g) in mind we state the following definition. We follow para-
graph 7 of [7]. The condition of a field, as is used in [7], is not essential. It is
essential that the ring R has the property that any R-basis can be extended to an
R-basis, together with other properties discussed in appendix A.5. We are con-
cerned with the ring Rε[[h]] mainly in this paragraph. For this reason, we do not
state the precise conditions on the ring R.
Definition 1.4.1. (QFSH-algebra) A quantum formal series Hopf algebra is a topolog-
ical Hopf algebra Bh over the ring R[[h]], where R is a ring, such that Bh is isomorphic
as a R[[h]]-module to R[[h]]I (equipped with the product topology) for some set I, and
Bh/hBh=̃R[[ξ1, ξ2, · · · ]] as a topological algebra.
The dual of the universal enveloping algebra is equipped with the weak topol-
ogy. An isomorphism of topological algebras should be continuous and have
a continuous inverse. To illustrate this definition, let us consider the following
example.
Example 1.4.1. We start with the lower Borel subalgebra Ah of Uq(sl2) over R, gen-
erated by {x, a} and the relations [a, x] = −2x, ∆(a) = a ⊗ 1 + 1 ⊗ a, ∆(x) =
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x ⊗ 1 + e−ha ⊗ x. If we define ã = ha and x̃ = hx, we obtain the algebra Bh with
relations [ã, x̃] = −2hx̃, ∆(ã) = ã⊗ 1 + 1⊗ ã, ∆(x̃) = x̃⊗ 1 + e−ã ⊗ x̃.
As a R[[h]]-module, Bh is isomorphic to R[[h]]I = Map(I, R[[h]]), where I = N×
N = N enumerates the PBW basis of Bh. The PBW basis of Bh is given by ordered




δnn′δmm′hn+m. Furthermore, Bh/hBh is commutative as an algebra, and hence Bh/hBh
is isomorphic to R[[x̃, ã]], as required. So Bh is a QFSH-algebra. See also [7] for this
example.
Generalizing the previous example, one can define a QFSH algebra inside any
QUE algebra [6].
Definition 1.4.2. Let Ah be any QUE algebra with cobracket ∆h. Define ∆n(a) :
Ah → A⊗nh as ∆n(a) = (id − µE)⊗n∆
(n)
h (a). Here ∆
(n) = · · · (∆ ⊗ 1 ⊗ 1)(∆ ⊗
1) · · · is the iterated cobracket with n-1 ∆s. Then define Bh = {a ∈ Ah|∆n(a) =
0 ( Mod hn ) for all n ≥ 1}.
The statement is that Bh is a QFSH subalgebra of Ah. For a proof, see proposition
8.3.3 in [6]. To prove the proposition, one proves that an element is in Bh if and
only if a monomial of total degree n has a prefactor that is divisable by hn. As we
have seen from the previous example, this proves that Bh is a QFSH-algebra.
Proposition 1.4.1. Let Bh ∈ Ah be as defined above, and let Ah be a QUE Hopf-algebra.
Then Bh is a QFSH-subalgebra of Ah.
We can prove the following proposition (see chapter 10 of [9] for the proof). It is
essentially a generalization from the classical case, where we could calculate the
dual of U(g) explicitly.
Proposition 1.4.2. Let H be a quantized universal enveloping algebra over a ring R.
Then the dual H∗ = HomR(H, R) of H is a QFSH algebra. Conversely, the dual of a
QFSH algebra is a QUE algebra.
With the dual of any QUE algebra H, we will mean the dual of the QFSH subalge-
bra Bh ⊂ H as definied in 1.4.2, which is a QUE algebra, and we will denote this
in the usual way, as H∗. We refer to this space as the QUE-dual of H. Sometimes
literature uses the reduced dual, or the Hopf dual H◦ of any finite or infinite di-
mensional Hopf algebra, meaning they take the subset of the dual for which the
comultiplication lands in the usual tensor product. Since this does not always
happen in the infinite dimensial case, this is a useful definition. We will not use
this definition here. We use the completed tensor product.
Let us describe the QFSH subalgebra of Uh(b−), in terms of its basis.
Proposition 1.4.3. Let a,b,x,y,z be the generators of Uh(b−) with relations 1.57. Then
the QFSH subalgebra of Uh(b−) as defined in 1.4.2 is topologically generated by ha, hb,
hx, hy and hz.
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Proof. The proof is a straightforward repetition of the proof of proposition 8.3.3
in [6].
We calculate the dual of the QFSH subalgebra of Uh(b−) by introducing X, Y, Z, A, B
as the linear functionals equal to one on hx = x̃, hy = ỹ, hz = z̃, ha = ã, hb = b̃
respectively, and zero on all other monomials of the form x̃n1 ỹn2 z̃n3 ãn4 b̃n5 . We
denote this evaluation as follows:
〈X, x̃〉 = 1, 〈Y, ỹ〉 = 1, 〈Z, z̃〉 = 1, 〈A, ã〉 = 1, 〈B, b̃〉 = 1. (1.59)
The pairing is extended as a Hopf algebra pairing, according to the following
definition. This defines a Hopf algebra structure on Uh(b−)∗. We will later show
that if Uh(b−) has an Rε, then so does Uh(b−)∗. This basis is given by noncom-
mutative monomials in {X, Y, Z, A, B}.
Definition 1.4.3. Let (H, ·, ∆, ε, 1) be a QUE Hopf algebra over the ring Rε with dual
(H∗, ·, ∆, ε, µ). Let a, b ∈ H∗ and c, d ∈ H. Denote by 〈, 〉 a bilinear map 〈, 〉 :
H∗ ⊗ H → Rε. The map 〈, 〉 is called a Hopf algebra pairing if it obeys
〈ab, c〉 = 〈a⊗ b, ∆c〉 (1.60)
〈∆a, c⊗ d〉 = 〈a, cd〉
〈1, c〉 = ε(c)
〈a, 1〉 = ε(a)
〈Sa, c〉 = 〈a, Sc〉.
We will refer to 〈, 〉 as nondegenerate if it is nondegenerate over R, interpreted as a
pairing on H∗/εH∗ ⊗ H/εH → R.
The space we use as the dual of Uh(b−) is the QUE-dual of Uh(b−). We use the
notation Uh(b−)∗. We write 1h , but this is informal notation for the topology on
the dual module. For example, if ξ is the dual basis element of x̃, then we may
write ξh as the dual element of x, informally. For this reason it is important to
keep track of the factors of h.
Only when applying the pairing to H∗ ⊗ H one has to be careful with the fac-
tors of 1h , since the pairing is only defined on the subspace H
∗ ⊗ Bh ⊂ H∗⊗̂H.
We defined the QUE-dual of Uq(b−) (which is Uq(b+)) to be the dual of the
QFSH-subalgebra of Uq(b−). So for an element that is not part of the QFSH-
subalgebra of Uq(b−) the pairing will not be defined. This problem is resolved
in the Drinfel’d double by applying the antipode to one side of the pairing, can-
celling the 1h term in the final expression for the product of the Drinfel’d double.
Constructing the Drinfel’d double will be the only application of the pairing on
Uh(b−)∗ ⊗Uh(b−).
Another point of care arises when applying the pairing on elements in Uh(b−)∗⊗̂Uh(b−).
The R-matrix we will construct later for example, can be written as an element in
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the completed tensor product of these algebras, when considered as Rε-modules.
Applying the pairing to the R-matrix diverges, as we will see later. Furthermore
define 〈a⊗ b, c⊗ d〉 := 〈a, c〉〈b, d〉.
Lemma 1.4.1. The following relations define a Hopf algebra Uh(b+) that is dual to the
Hopf algebra 1.57. Moreover, it is the quantization of the Lie bialgebra b+.
[Y, X] = −2εZ + εhXY, [Z, X] = −εhXZ, [A, X] = −εX, [B, X] = 0 (1.61)
[Z, Y] = εhYZ, [Y, A] = 0, [B, Y] = −εY,
[A, Z] = −εZ, [B, Z] = −εZ,
∆(X) = X⊗ eh(2A−B) + 1⊗ X,
∆(Y) = Y⊗ eh(2B−A) + 1⊗Y,
∆(Z) = Z⊗ eh(A+B) + 1⊗ Z + h(X⊗Yeh(2A−B))
∆(A) = A⊗ 1 + 1⊗ A, ∆(B) = B⊗ 1 + 1⊗ B,
S(X) = −Xe−h(2A−B), S(Y) = −Ye−h(2B−A),
S(Z) = −(1− 2hε)(Z− XYh)e−h(A+B), S(A) = −A, S(B) = −B.
Proof. By theorem 1.4.3, the module of noncommutative polynomials divided
out by the algebra relations has a basis of ordered polynomials, so the quotient
is nontrivial. To prove coassociativity, one repeats the calculation in the case of
Uq(b−). It is obvious that coassociativity holds. It also follows straightforwardly
that ∆ is an homomorphism. In this case we only need to check three relations,
effectively. The antipode and (co)unit axioms are straightforward to check on
generators. We leave this to the reader.
To prove duality, let u, u′ ∈ Uq(b+). We have to check that for all v, w ∈ Uq(b−),
〈∆(u), v ⊗ w〉 = 〈u, vw〉. We assume normal ordering {b, a, z, y, x} on Uq(b−).
Let n ≥ 0 be an integer.
〈X, xan〉 = 〈X, (a + 2)nx〉




Similarly, 〈X, bnx〉 = (−1)
n
h . By duality, we observe that these expressions are the
only terms that pair nonzero with X. On the other hand we have









We obtain 〈∆(X), x⊗ bman〉 = 〈X, xbman〉 for all positive m and n. As observed
before, these are the only monomials that pair nonzero with ∆(X), so we obtain
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〈∆(X), v⊗w〉 = 〈X, vw〉 for all v, w. By the same argument we obtain 〈∆(Y), v⊗
w〉 = 〈Y, vw〉. The argument for Z is a little bit more involved, as we have to
check the monomials containing x and y too. However, we observe
〈Z, xy〉 = 〈Z, z− (ε− 1)xy〉 = 1
h
= 〈hX⊗Y, x⊗ y〉 = 〈∆(Z), x⊗ y〉.
We have to prove that the same axiom holds for the comultiplication on Uq(b−).
This can be checked on generators in a similar way. We leave this to the reader,
as well as the counit and antipode pairing axioms. This proves that Uq(b+) is the
Hopf algebra dual of Uq(b−).
The fact that Uq(b+) is the quantization of b+ follows in the same way as 1.3.3,
by checking the classical limit of Uh(b+). By duality we have a PBW basis of
Uq(b+) (we will prove this explicitly in the next theorem), and hence we have an
isomorphism between Uq(b+) and U(b+)[[h]]. This proves the lemma.
The Hopf algebra obtained is the quantization of b+ (the dual of b− in the Lie
bialgebraic sense), which is why we call it Uh(b+). To proof the existence of an
algebra isomorphism between Uh(b+) and U(b+)[[h]] is difficult to do explicitly.
A proof for the case where ε is invertible that evades this problem can be seen in
prop. 4.8 to 4.11 in [9], however one should beware of the different conventions
used when computing the double. Roughly speaking, [9] first takes the dual and
then makes the space smaller, while we do the opposite. This is the same in the
end [7].
As we noted before, the usual finite dimensional highest weight representations
of Uq(slεn) do not exist if ε is not invertible. So the usual geometrical interpreta-
tion of the Hopf-dual of Uq(slεn) does not apply here. The geometrical interpreta-
tion as functions on a Poisson Lie group is probably lost. See [7] for a discussion
on this subject. Some definitions can be found in appendix A.2.
On Uh(b+) we choose the order {X, Y, Z, A, B}. By the definition of the pairing,
it is nondegenerate over R, so we have a PBW basis of monomials of generators.
Theorem 1.4.3. Let X, Y, Z, A, B be the elements of Uh(b−)∗ dual to the generators b,
a, z, y, x of Uh(b−). Then the monomials Xn1Yn2 Zn3 An4 Bn5 form a basis of Uh(b−)∗.
Proof. The fact that they span the space is easy, since we can rewrite any ex-
pression in a normal ordered way. This implies that Uq(b+) is free as a Rε[[h]]-
module. The pairing is nondegenerate over R, proving that the monomials are
linearly independent over R. As we prove in the appendix A.5, we can extend a
basis over R to a basis over Rε if the module is free, and hence we obtain an Rε
basis of Uq(b−)∗.
For future reference, let us calculate a basis for Uh(b−)∗, the elements of which
we require to pair to one with the basis elements of Uh(b−). We already have a
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basis for Uh(b−) and Uh(b−)∗, which consists of monomials of dual generators.
These monomials form a dual basis when normalized.
Proposition 1.4.4.




Proof. We use the comultiplication to prove the proposition, following the proof
of lemma 8.3.4 in [6]. Consider 〈Xn, x̃n′〉. Applying ∆ to the non-capital side for
n = 2 yields 〈X ⊗ X, (x̃ ⊗ 1 + e−εha ⊗ x̃)2〉 = 〈X ⊗ X, x̃e−εha ⊗ x̃ + e−εha x̃ ⊗ x̃〉.
The other terms pair to zero. Commuting x̃e−2εha = q2e−εha x̃ with q = e−εh yields





Now consider 〈Xn, x̃n′〉. We observe that n = n′. Applying ∆(n) to the non-capital
side gives ∆(n)(x̃)n = (x̃⊗ e−εha⊗· · ·⊗ e−εha + · · ·+ 1⊗ 1⊗· · ·⊗ x̃)n. Let us, like
[6], denote this expression with (a1 + · · ·+ an)n. Each term ai in this expression
has a commutator q2 with a term aj for i < j, since in each term there is precisely
on x̃. In the final expression, terms that contain a quadratic factor a2i can be
dropped from the expression, since this will pair to zero with X ⊗ X ⊗ · · · ⊗ X.
So we only consider permutations of ai1 ai2 · · · ain , where aik 6= ail if k 6= l, and
il = 1, 2, · · · n. Let us now perform an induction argument on n. For n = 2
we saw that the coefficient c2 of a1a2 equals 1 + q2 =
1−q4
h(1−q2) . Now assume that
cn = [n]q!. We consider the coefficient of the term a1a2 · · · an+1 in the expression
(a1 + · · ·+ an+1)n+1. We obtain the n + 1 case from the n case by adding a tensor
factor⊗e−εha to ai for i < n + 1, and taking an+1 = 1⊗ · · · ⊗ 1⊗ x̃. The argument
now follows from counting the factors of q. If in the first factor (a1 + · · ·+ an+1) in
(a1 + · · ·+ an+1)n+1 we pick an+1, then this term will contribute q2n to coefficient
of a1 · · · an+1 since we have to commute n factors of e−εa. In a similar way we
obtain a contribution of q2i−2 by choosing in the i-th factor an+1. Hence cn+1 =
(1 + q2 + · · ·+ q2n)cn = 1−q
2n+2
1−q2 cn. From this we obtain 〈X
n, x̃n
′〉 = δn,n′ [n]q!.
By performing a similar induction argument we get the desired results for a, b
and y. For 〈XlYm AoBp, bp′ao′ym′xl′〉 we now obtain that
〈XlYm AoBp, bp′ao′ym′xl′〉 = δl,l′δm,m′δm,m′δl,l′h−o−p−l−mo!p![m]q![l]q!,
by duality of x, y, a, b and X, Y, A, B. Observe that we apply ∆(l+m+o+p) to the
non capital side, and that the only terms that pair nonzero are of the form b ⊗
· · · ⊗ b⊗ a⊗ · · · ⊗ x, this allows for no mixing between the terms.
The only possibly troublesome generator is z, since ∆(z) = z ⊗ 1 + e−εh(a+b) ⊗
z + 2εhx⊗ y. We scetch the argument to prove that there occurs no mixing here.
One can prove this relation in general in a much more elegant way in the manner
of proposition 8.3.7 in [6]. This is done in the last chapter.
To prove that there occurs no mixing of terms, we observe that the number of x’s
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of ∆(z). To see this observe that the x ⊗ y term in ∆(z) has a factor of ε, and
ε[z, x] = ε[z, y] = 0. The only way to increase the number of z’s is by a term
εxy ⊗ y = εz ⊗ y occuring. For this we need a contribution from ∆(y). This
implies that an entry that pairs with a Y does not contain a y. The only way
to increase the number of ys is by the x ⊗ y term in ∆(z). Since we apply ∆ to
one entry only (it does not matter which order we take, due to coassociativity),
we observe that creating a z in one entry annihilates an y or an x in another
entry. So the term which originates from 2εhx ⊗ y in ∆(z) will necessarily pair
to zero with X ⊗ · · · ⊗ X ⊗ Y ⊗ · · · ⊗ B, as it can never yield a contribution to
b⊗ · · · ⊗ a⊗ · · · ⊗ z⊗ y⊗ · · · ⊗ x. This implies the result.
The Drinfel’d double
For the Drinfel’d double D(H), let H be any Hopf algebra with dual H∗. In the
infinite dimensional case, let H∗ be the QUE-dual of H. Consider the vector space
H∗ ⊗ H. Note that the tensor product is the completed tensor product, since the
comultiplication doesn’t map to the H∗ ⊗ H ⊗ H∗ ⊗ H in the infinite dimensial
case in general. See for example 4.1.16 of [6] for a discussion on this subject.
Definition 1.4.4. Let H be a Hopf algebra with QUE-dual H∗. The Drinfel’d dou-
ble D(H) (also called quantum double) is a quasitriangular Hopf algebra generated by
H, H∗op as Hopf subalgebras with the quasitriangular structureR = ∑a f a ⊗ ea, where
{ea} is the basis of H and { f a} its dual basis. D(H) is realised on the vector space
H∗ ⊗ H with product (a⊗ h)(b⊗ g) = ∑ b2a⊗ h2g〈Sh1, b1〉〈h3, b3〉, and the tensor-
product unit, counit and coproduct:
∆(h⊗ a) = ∑ a(1) ⊗ h(1) ⊗ a(2) ⊗ h(2)
That this definition yields a quasitriangular Hopf algebra is proven in the first
paragraph of chapter 7 of [23]. The proof over rings is exactly the same and is
not repeated here.
One can show that the antipode S provides an isomorphism between H∗op and
H∗cop, where cop stands for the opposite coproduct. See [23] or page 253 of [20].
Using this isomorphism, we get another version of D(H). We will use the mul-
tiplication more often than the comultiplication. So the latter definition is the
definition we will use, although both constructions are equivalent[6]. Again, the
definition is the same as in [23].
Definition 1.4.5. The quantum double D(H) in a form containing H, H∗cop as subal-
gebras, is a quasitriangular Hopf algebra generated by these subalgebras on the vector
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space H∗ ⊗ H together with the relations
R = ∑
a
f a ⊗ ea (1.62)
(h⊗ a)(g⊗ b) = ∑ a(2)b⊗ h(2)g〈h(3), S−1(b(1))〉〈h(1), b(3)〉 (1.63)
∆(h⊗ a) = ∑ a(2) ⊗ h(1) ⊗ a(1) ⊗ h(2). (1.64)
Here the antipode on H∗cop is the inverse of the antipode of H∗.
That this construction works was first proven by Drinfel’d. The theorem is that
the relations of D(H) define a quasitriangular Hopf algebra. For the proof we re-
fer to [23]. Let D(Uh(b−)) be the quantum double on the space Uq(b+)⊗Uq(b−).
We have the following theorem.
Theorem 1.4.4. Let Uq(b±) be the Hopf algebras as defined in the previous section,
with pairing 〈, 〉. Let D(Uh(b−)) be the quantum double on the space Uq(b+)⊗Uq(b−)
with (co)multiplication, antipode and (co)unit as defined above. Then D(Uh(b−)) is a






We might write Uq(slε3) instead of D(Uq(b
−)).
Proof. We calculated the dual of Uh(b−) before, and proved that Uh(b−) is indeed
a Hopf algebra. One can explicitly calculate the Drinfel’d double of Uq(b±). This
will be done in the next chapter. Observe that Drinfel’ds theorem remains true
in the case where a ring is used instead of a field [23].
It is a trivial matter to prove quasitriangularity. From theorem 1.4.3 it follows that
the monomials Xn1Yn2 Zn3 An4 Bn5 and bn5 an4 zn3 yn2 xn1 form a basis of respectively
Uq(b+) and Uq(b−). By construction the monomials are dual to each other, up
to a factor. This factor was computed in proposition 1.4.4. Hence by Drinfel’ds
theorem it follows thatR is an R-matrix.
For completeness we state the explicit algebra relations. We will calculate the
explicit algebra relations on generators in the next chapter, when we have devel-
oped the necessary tools. These relations might be calculated explicitly by hand.
However, since there are a lot of relations, and the possibility for errors is high,
it is better to use the computer.
Theorem 1.4.5. The following relations define, together with the antipode and the co-
bracket as defined on Uq(b−) and the opposite coproduct on Uq(b+) with the inverse
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antipode, the quasitriangular Hopf algebra Uq(slε3) with R-matrix R.
[X, Y] = 2εZ− εhXY, [Z, X] = −εhXZ, [X, A] = εX, [X, B] = 0, (1.65)
[X, b] = X, [X, a] = −2X, [X, z] = −2εy + εhXz,




− εae−h(2A−B) + 2εhXx,
[Y, Z] = −εhYZ, [Y, A] = 0, [Y, B] = εY, [Y, b] = −2Y, [Y, a] = Y,
[A, x] = εx, [A, y] = 0, [B, x] = 0, [B, y] = y, [A, z] = [B, z] = εz,
[Y, z] = 2εxe−h(2B−A) + εhYz, [Y, y] =
e−h(2B−A) − 1
h
− εbe−h(2B−A) + 2εhYy,




− εe−h(A+B)(a + b) + 2εhzZ,
[Z, y] = −X + hεZy,
[Z, x] = Ye−h(2A−B) + hε(Zx− (−1 + a)Ye−h(2A−B)),
[b, z] = −z, [b, y] = −2y, [b, x] = x, [a, z] = −z, [a, y] = y, [a, x] = −2x,






Here the antipode is as defined on the generators before, and is extended as an antihomo-
morphism. The comultiplication is reverted on the ‘capital’ side, and is extended as an
algebra homomorphism.
We need to be careful when doing calculations with the pairing. The pairing ax-
ioms will not hold in general for the comultiplication of the double, since it has
the opposite order. The relations agree nicely with the commutation relations
found in [35]. This was to be expected, given that they used the same construc-
tion, namely the cop-construction for the quantum double. It is possible to do
the op-construction of course, yielding a different set of commutation relations.
The classical limit of the relations here agrees nicely with the classical co-double
calculated in theorem 1.1.1.
It is more difficult to do the quantization of slε3 without treating the two Borel
subalgebras separately. The problem lies with the fact that slε3 is not semisimple,
so it is not possible to use the rigidity theorems as we did in theorem 1.3.3. This
seems the biggest issue, although other problems might arrise in the definition
of the R-matrix and finding the algebra relations in general. The basic example
in [6], chapter 6.4 gives insight in how to perform this quantization for sl2. This
is very tedious to do in our case.
We interpret the tensor product in the h-adically completed sense. The Hopf-
46
Chapter 1. An expansion of the Uq(sl3) quantum group
algebra Uh(b−) is graded, where the grading is inherited from U(b−). The grad-
ing on the b+ side is inhereted from the grading on the lowercase side, since the
coproduct by construction respects the grading.
1.5. R-matrix and ribbon element
As noted in the previous section, we have a basis of the both Borel subalgebras
which consists of monomials in the generators. To make these bases dual we
correct with the pairing of the monomials, calculated in the previous section.
Remember that we use the convention [n]q =
1−q−2n
1−q−2 .
〈XlYmZn AoBp, bpaoznymxl〉 = h−o−p−l−m−no!p![n]q![m]q![l]q!. (1.66)
With this identity it is easy to write down the formal R-matrix. The real trouble
is working with the R-matrix to calculate the knot invariant itself, and in this
activity we will find use for the ε introduced in the algebra. Without ε, so with
the ordinary sl3 quantum invariant, or even with the sl2 invariant this procedure
is exponential in the number of crossings of a knot. When εk = 0, the procedure
is polynomial time, which we will prove in the next chapter. We introduce a trick






In this identity, q = 1− hε, [n]q = 1−q
−2n
1−q−2 and [n]q! = [n]q[n− 1]q · · · [1]q. The fact
that this is an R-matrix follows from the Drinfel’d double construction.
The R-matrix can also be written with quantum exponentials, which are defined
as follows.





This expression is a formal power series in h. However, we observe that [n]q! =
n! mod h, giving the connection to the usual exponential. The R-matrix can be
written with ordered polynomials. In order to rewrite the R-matrix, we map
the expression to a commutative ring generated by the generators of the Hopf
algebra over the ring Rε[[h]]. The ordening is indicated, so that one can give
the inverse of this map to ordered monomials. In this ring, expressions become
much more compact.
Let us call such a map O(·|p) : O→ H, where O = Rε[[h]][X, Y, Z, A, B, b, a, z, y, x]
is the ring of (commutative) power series over Rε[[h]] with generators
{X, Y, Z, A, B, b, a, z, y, x}
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, and H = D(Uq(b−)) = Uq(slε3). p is a specific ordering. In our case p =
XYZABbazyx. O(T|p) sends an unordered expression T ∈ O to an ordered ex-







Likewise, we can rewriteR in terms of quantum exponentials
R = O(eAaeBbeXxq e
Yy
q eZzq |XYZABbazyx). (1.70)
This notation will become important in the following chapter, where commu-
tative rings will provide a nice way of calculating commutation relations. We
prove the following lemma for the implementation of the R-matrix in Mathemat-
ica. The formula is called the Faddeev-Quesne formula. The proof is due to D.
Zagier.




Proof. Let f : R→ R be a continuous function. Define the operator Dq−2( f )(x) =
f (q−2x)− f (x)
q−2x−x . Note that Dq−2 e
x












The second last equality follows by definition of [n]q.
Now suppose that a function f has Dq−2( f ) = f , then f (q−2x) = (q−2x − x +
1) f (x), or in other words log( f (q−2x)) = log(1− x(1− q−2)) + log( f (x)). Let
us assume that log( f (x)) can be expressed as a power series log( f (x)) = ∑ anxn,
then, using the expansion of log(1− x), we get q−2nan = − (1−q
−2)n
n + an. This
gives the desired result.




Proof. For the proof let us look at the n-th term (q
−2−1)nxn
n(1−q−2n) . Observe that (q
−2 −
1)n = (−2h)nγn + O(γn+1). Also, (1 − q−2n) ∼ γ + O(γ2). This proves the
lemma.
The Ribbon-element is calculated from the R-matrix. Let us write R = ∑R(1) ⊗
R(2). Then u = ∑R(2)S(R(1)), and v = S(u), where S is the antipode. uv is
a central element [23]. The Ribbon element ν is defined as the square root of
the product vu. If we assume that v is of the form uw2, for some w ∈ H, then
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ν2 = uuw2, and, since uv is central, ν = uw. So we can calculate the square root
of u−1v = w2 and multiply by u to obtain ν.
ν = O(e−hAa−hBb−e
h(−2A+B)hXx−eh(A−2B)Yy+e−h(A+B)h2XYz−eh(A+B)hZz(eh(A+B)−
axXεh̄2e2Bh̄−Ah̄ − aεh̄eAh̄+Bh̄ + aXYzεh̄3−











z2Z2εh̄3e−Ah̄−Bh̄ + eAh̄+Bh̄ + bXYzεh̄3−
bzZεh̄2 − 2xXyYεh̄3 + 2xyZεh̄2 − 5XYzεh̄3 + 6zZεh̄2)|p)
Remember the following notation: Rij = ∑ 1⊗ · · · ⊗ R(1) ⊗ · · · ⊗ R(2) ⊗ 1 · · · ⊗
1, where the R(1) and R(2) are on the i-th and the j-th position respectively. The
ribbon element is central and invertible, and it has the following properties.
ε(ν) = 1, ν2 = uS(u), S(ν) = ν, (1.71)
∆(ν) = (R21R12)−1(ν⊗ ν).
Remember that ε is the counit, and here u is as defined previously. Combining
the various results of the previous sections we now have the main theorem of
this chapter.
Theorem 1.5.1. The Hopf algebra Uq(slε3) together with R-matrix R and ribbon ele-
ment ν is a quasitriangular ribbon Hopf algebra that is the quantization of the quasitri-
angular Lie bialgebra slε3.
Proof. The only thing left to prove is that ν is the ribbon element corresponding
the the R-matrixR. This check is performed in Mathematica in the next chapter.
In the next chapter we will proceed with the implementation of this algebra in
Wolfram Mathematica. The main problem is of course commuting normal or-
dered exponentials.
Conclusion
In this chapter we started with constructing a quasitriangular Lie bialgebra slε3
through the classical double. We quantized this Lie algebra by quantizing the
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lower Borel subalgebra b− ⊂ slε3 and taking the Drinfel’d double of the resulting
Hopf algebra Uq(b−) to obtain the quasitriangular ribbon Hopf algebra Uq(slε3).
We succeeded in working over Rε, where ε2 = 0. We could also have quantized
this algebra starting from the b+ side. It is possible to do the same procedure ex-
plicitly for εk = 0, for any positive k. We calculated an example for invertible ε,
and it is clear that this algebra can be turned into a quasitriangular Hopf algebra.
In this algebra one can take the expansion up to any order of ε. This will be done
in chapter 4.
Since Uq(b−) has the same structure as the quantization of the lower Borel subal-
gebra in the usual sl3, we could prove a number of results, including the existence
of a PBW basis and the fact that Uq(b−) is a quantization of b−. As for the ques-
tion ‘what is ε?’, we showed that it can be viewed as part of the underlying ring.
This introduces a number of difficulties which we could work around. Overall it
seems a better strategy to work with an invertible epsilon, and afterwards prove
that one can take the expansion in ε up to any order in the calculations. In fact,
this is how we will approach the problem for constructing Uq(slεn) in chapter 4.
Interesting variations for future research would be to introduce a second param-
eter γ dual to ε. The knot invariant of this algebra is expected to yield a finite
type invariant, which is in some sense an expansion of the Uq(slε3) invariant. An
advantage to this knot invariant is that although it will be much weaker, it will
also be much faster to compute. One might even prove certain properties of
Uq(slε3), such as detection of mutants, this way.
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2. Perturbed Gaussians and their
applications
Introduction
In this chapter we describe an approach to do calculations in the quantum group
described in the previous chapter. The idea is to describe Hopf algebra maps
such as (co)multiplication as a single object, instead of a number of seperate re-
lations. This method has an advantage when computing the knot invariant, it
provides a formalism through which we can do computations in Wolfram Math-
ematica. Also, since the information of the Hopf algebra is contained in only
a few objects that can be checked with the computer, there are less errors to be
made. The goal is to prove that this construction is isomorphic to the construc-
tion given in the previous chapter. A key ingredient is the map O : O → H
introduced in the previous chapter for some ring O of commutative power series
and a Hopf algebra H. This operator gives a vector space isomorphism between
the commutative ring O and the Hopf algebra H. The essential theorem is the
PBW theorem that is proven in the previous chapter.
2.1. The tensor formalism
Let A and A′ be Hopf algebras over Rε[[h]], where Rε = R[ε]/(ε2). We write
Hom(A, A′) := HomRε[[h]](A, A
′) for the algebra homomorphisms between A
and A′. Let B ⊂ A be a finite subset of A that generates A. In other words, we
assume that A has a basis of ordered monomials in the elements of B. In the
previous chapter we saw that B = {X, Y, Z, A, B, b, a, z, y, x} generates Uq(slε3)
topologically.
Let V be the vector space over Rε[[h]] generated the (finite) basis B. Let V∗ be
the linear dual of V. As B is finite, this is well defined. We will refer to the basis
of V∗ dual to zi as z∗i . z
∗
i ∈ V∗ are not to be confused with the generators of the
dual Hopf algebra A∗. To make sure this confusion does not take place, when
we refer to the generators of the dual Hopf algebra A∗, we will write them with
capital letters Zi ∈ A∗. This will become important mainly in the second section,
where we will work with the Hopf algebra constructed in the previous chapter.
Consider the tensor algebra T(V) associated with V. T(V) is equipped with the
trivial product, which concatenates tensor products of elements of V. To make
this product commutative, let us divide out to the relation u⊗ v− v⊗ u, u, v ∈
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T(V). This new space is denoted as S(V), the symmetric tensor algebra of V. In
the same way one can construct S(V∗). Note that S(V) is isomorphic to the ring
of polynomials in the elements of S(V) ∼= Rε[[h]][B]. If B = {z1, · · · , zn}, then the
ring of polynomials in zi is also written as Rε[[h]][z1, · · · , zn] = P[z1, · · · , zn] =:
P[B]. Here P = Rε[[h]].
S(V) = P[B] can be equipped with the J-adic topology, where J is the ideal
(z1, · · · , zn) generated by the elements zi ∈ B. Then the J-adic topology has a
basis consisting of the sets x + Jn, x ∈ P[B], n ∈N. The sets Jn are the polynomi-
als of which the monomials have minimal degree n. In this topology, a sequence
{xn}n∈N is a cauchy sequence if for all n, there exists N > 0 such that for all
i, j > N, xi − xj ∈ Jn. This is equivalent to saying that xi and xj differ by a poly-
nomial which has monimials of minimal degree n, in the ring Rε[[h]][z1, · · · , zn].
To take the completion in the J-adic topology amounts to adding the limits of
Cauchy sequences to the space. These limits can have nonzero powers in an infi-
nite number of terms. So the completion of S(V) = P[B] is isomorphic to the ring
of formal power series in the generators B. We use the notation Ŝ(B∗) = P[[B∗]]
for the completion Ŝ(V∗) of S(V∗).
We will mainly use the ring of power series in zi ∈ B, and leave the symmetric
tensor algebra on the background. Instead of Rε[[h]][z1, · · · , zn] and Rε[[h]][[z1, · · · , zn]]
we may also write P[B] and P[[B]] respectively. Rε in P = Rε[[h]] has the discrete
topology, so exponentials in h exist only as formal power series in the ring Rε[[h]],
since Rε[[h]] has the h-adic topology.
On P[B], one can define the map O(·|p) : P[B] → A for an ordering p on A.
We state the definition of O for a general Hopf algebra A with PBW basis con-
sisting of monomials in z ∈ B. Whenever it is obvious what ordering p we use
we will leave it out of the notation, writing simply O(· · · ). When we write a
general Hopf algebra A, we have Uq(slε3) = D(Uh(b
−)) in mind, which was
constructed in the previous chapter, with B = {X, Y, Z, A, B, b, a, z, y, x}. By the
PBW theorem, we have an isomorphism of D(Uq(b−)) = Uq(slε3) ∼= P[B], as was
mentioned in the previous chapter.
Definition 2.1.1. Let B be a finite set with ordering p. Let A be a Hopf algebra with a
basis consisting of ordered monomials in elements of B. Define the map O(·|p) : P[B]→
A as the map that sends an unordered expression T ∈ P[B] to an expression T ∈ A in
which all monomials are ordered via ordering p on B.
We have the following proposition.
Proposition 2.1.1. O : P[B] → D(Uh(b−)) is an isomorphism of Rε[[h]] modules,
with B = {X, Y, Z, A, B, b, a, z, y, x}.
Proof. The proposition is obvious from the PBW theorem in chapter 1.
This proposition holds for O(·|p) : P[B] → Uq(slε3), and for any Hopf algebra
A with ‘nice’ properties in general. If we wish to extend O to multiple copies
of P[B], as we would for example do for the multiplication m : P[B1, B2] →
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P[B′], we have to specify on which indices O takes its input. Especially when
there are more copies than the algebra map takes input on, for example. This is
dependent on which entries we specify the algebra maps to take their input. As
a consequence, when writing down a map for which this could be ambiguous,
we have to specify the entries of its input.
Let J ⊂ N be a finite subset of N. We define the map OJ as the map O extended
to A⊗J and P[Bj]j∈J . We can define an inverse of O by forgetting the ordering of a
normal ordered expression Q ∈ A. For multiple indices, this is only well-defined
if we specify on which entries (index j ∈ J) the expression Q is put by O−1, so
we write O−1I , for some finite set indices I.
We want to use O to be able to calculate F : P[B] → P[B′] for any Hopf algebra
map F : A → A′ or on A⊗J in general. This happens by taking the pullback of F
under O. The notation for O−1J is a specification of the input of F when F acts on
A⊗J . In particular when composing multiple maps it is important to keep track
of the indices. We denote Ai := 1⊗ · · · ⊗ 1⊗ A⊗ 1⊗ · · · ⊗ 1 ⊂ AI , with a copy
of A only on entry i ∈ I.
Definition 2.1.2. Let Bi for each i ∈ J, where J is a finite index set, be a finite set





i · · · (zm)
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i , where (zj)i ∈ Bi. For a subset J′ ⊂ J, define OJ′ : P[Bi]i∈J →
A⊗J
′ ⊗ P[Bi]i∈J−J′ as O on each index j ∈ J′ and as the identity on j ∈ J − J′. Con-
versely, define O−1J′ as the map that is equal to O
−1 on A⊗J for each index j ∈ J′ and acts
as the identity on the other indices.
Concretely, for any map F we will have to specify its input data in terms of the
indices or tensor factor on which F takes its input. So instead of writing F, we
will write FIJ , where I and J are a finite set of entries corresponding to the domain
and codomain of F : A⊗I → A⊗J .
Definition 2.1.3. Let F : A⊗I → A⊗J be a map between tensor products of the algebra
A. Define the map F JI : P[Bi]i∈I → P[Bj]j∈J as O
−1
J ◦ F ◦OI : P[Bi]i∈I → P[Bj]j∈J .
There are no requirements for a general map F on multiple copies of A. We
distinguish cases. First we cover the one-dimensional case, where there is only
one copy on both sides: F : A → A′. This may be an homomorphism or an
antihomomorphism like the antipode. Later we will cover the cases where F has
A⊗J as a domain and A as codomain and vice versa.
Let a ∈ A, then we define F : P[B] → P[B′] using the PBW ordering on A. So
F : P[B] → P[B′] is denoted in the same way as F : A → A′, and is defined as
O−1 ◦ F ◦O. Since the input of F is assumed to be normal ordered, F : P[B] →
P[B′] corresponding to an algebra map F is automatically a ring-homomorphism
on P[B]. So F ∈ Hom(P[B], P[B′]). Hence we can define the following.
Definition 2.1.4. Let F ∈ Hom(P[B], P[B′]) and let B = {zi}i∈J′ , and B∗ = {z∗i }i∈J′ ,
where z∗i (zj) = δij. Define a map φ between Hom(P[B], P[B
′]) and P[B′][[B∗]] which
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maps F ∈ Hom(P[B], P[B′]) to tF := F(exp[∑i∈J′ z∗i zi]) =, z∗i ∈ B∗, zi ∈ B. We say
that tF is the tensor corresponding to F.
In this definition we denote elements of P[B′][[B∗]] as tF with a bold t. This is not
to be confused with the transposed matrix, which we will denote with the usual
t, and we write it as At for a matrix A. The map that one should have in mind is
the antipode.
Proposition 2.1.2. φ is well-defined.
Proof. Note that exp[∑ z∗i zi] ∈ S(B) ⊗ Ŝ(B∗) = P[B][[B∗]]. A homomorphism
F : P[B] → P[B′] yields a well defined map F : P[[B∗]][B] → P[[B∗]][B′], which
is the identity on P[[B∗]]. Since F is an homomorphism on P[B], F is specified by
its image on B. For any generator z ∈ B, F(z) is an element of P[B′]. F is linear in
the generators zi, and by definition acts trivially on B∗, so tF = exp[∑ z∗i F(zi)] ∈
P[B′][[B∗]]. In particular, the tensor exp[∑ z∗i zi] ∈ P[B′][[B∗]] corresponds to the
identity in Hom(P[B], P[B′]).
A more general version that is defined in the same way is where F : A → A′⊗I
is an algebra homomorphsim. Consider O−1I ◦ F ◦O : P[B] → P[B′i ]i∈I = P[B′I ].
We introduce the notation BI =
⋃
i∈I
Bi, where Bi = {zj}j∈Ji for all i ∈ I, for some
finite index set I. Then we can extend φ by the same definition.
Definition 2.1.5. Let F ∈ Hom(P[B], P[B′I ]) and let B = {zi}i∈J′ , and B∗ = {z∗i }i∈J′ ,
where z∗i (zj) = δij. Define φ : Hom(P[B], P[B
′
I ]) → P[B′I ][[B∗]] by sending F ∈
Hom(P[B], P[B′I ]) to
tFI := F(exp[ ∑
i∈J′
z∗i zi]).
Where F is an algebra map and is extended B∗-linearly to P[BI ][[B∗]], so tFI =
exp[ ∑
i∈J′
z∗i F(zi)] ∈ P[B′I ][[B∗]]. The map that one should have in mind is the
comultiplication in a Hopf algebra.
For a map F : A⊗I → A the calculation of tF is slightly more difficult, as there are
more generators to check. We explicitly use O in the definition of tF in this case.
Definition 2.1.6. Consider the isomorphism O : P[BI ] → A⊗I for finite I. Let Bi =
{zj}j∈J′i , J
′
i finite for all i ∈ I, and let B∗i = {z∗j }j∈J′i , where z
∗
l (zk) = δlk. For F :
A⊗I → A′, define FI := O−1 ◦ F ◦OI : P[BI ]→ P[B′]. Define φ : Hom(P[BI ], P[B′])→
P[B′][[B∗I ]] which maps F ∈ Hom(P[B], P[B′I ]) to tFI := F(exp[ ∑
j∈∪i∈I J′i
z∗j zj]) =
O−1 ◦ F ◦OI(exp[ ∑
j∈∪i∈I J′i
z∗j zj]).
Here P[[B]]⊗̂P[[B′]] ∼= P[[B, B′]], and in this sense we interpret P[[BI ]] for finite
I. We note that OI :
⊗
i∈I
P[Bi] = P[BI ] → A⊗I is an isomorphism. The tensor
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products are over P = Rε[[h]]. Usually the calculation of tFI something compli-
cated. The typical example is when F is the multiplication map. This will be the
most important instant of this construction. To illustrate the definition we will
cover two examples. Through these examples, one can develop some intuition
for what we are calculating later in the case of Uq(slε3).
Example 2.1.1. Let A be the coalgebra R[[z]] generated by the element z, and the map
∆ : A → A⊗ A, with ∆(z) = z⊗ 1 + 1⊗ z, and the usual counit sending z to 0 and
1 to 1 ∈ R. It is clear that this obeys the coalgebra axioms. We define the pullback of ∆
under O as ∆2,31 = O
−1
2,3 ◦ ∆ ◦O1, where O
−1
2,3(a⊗ b) = a2b3, and 1 is not written. So
∆2,31 (z1) = z2 + z3.
Following the above definitions we obtain t∆2,31 = e
z∗1 ∆
2,3
1 (z1) = ez
∗
1(z2+z3) ∈ R[[z∗1 ]][z2, z3].
Conversely, we can obtain ∆2,31 (z1) from
t∆2,31 by substituting z1 7→ ∂z∗1 in the expres-
sion z1t∆2,31 = z1e
z∗1(z2+z3) and putting z∗1 to zero after differentiating. We denote this
process as 〈z1t∆2,31 〉z1 , or 〈z1t∆
2,3
1 〉1 for short. The subscript indicates that the variables
zi with index 1 are substituted for a derivative ∂z∗1 , and that z
∗
i with subscript 1 are put
to zero. We obtain
〈z1t∆2,31 〉1 = (∂z∗1 e
z∗1(z2+z3))|z∗1=0 = z2 + z3.
This is the so called Feynman-trick, and can be generalized ∆2,31 (z
n
1), or even to expo-
nentials of z. Since z is grouplike, this is an easy exercise. When z is not grouplike, the
process will become more complicated.
Let us consider a more difficult example, the Uq(b+) ⊂ Uq(slε2). Instead of check-
ing the relations in Mathematica and using other tricks, as we will do in the next
section, one can see the correctness of the tensors and other identities used in the
implementation by directly performing the multiplication of Oi,j(tIditIdj), for ex-
ample. The following example is taken from [36].
Observe that it is (in theory) a straightforward but lengthy exercise to generalize
this example to Uq(slε3). In practice one runs into the problem of calculating the
commutator between ordered exponentials. This would correspond to the naive
way of multiplying R-matrices. For ε = 0 this can be done explicitly, but for
ε 6= 0 trails so far have been unsuccesful. One has to use some kind of Feynman-
trick, using differential operators to obtain these commutators. See [36] for more
information. In fact, this is where the zipping theorem originates.
Example 2.1.2. Consider the universal enveloping algebra A of the Lie algebra gener-
ated by x and a and the relation [x, a] = −x. This becomes an algebra when we take
the universal enveloping algebra, and we choose to ignore the underlying tensor-algebra
structure by just writing u⊗ v = uv ∈ R[x, a]. Consider multiplication m in A. We
wish to consider the description of m as a tensor tm. Let L be finite. Remember that in
R[x, a]⊗{i,j}∪L we label the variables with i and j to indicate in which tensor factor they
are. We write xi = 1⊗ · · · ⊗ x⊗ · · · ⊗ 1, with the x on the i-th tensor factor. We have
to add indices to tm to indicate on which tensor factor m is acting. We denote tmki,j for the
55
2.2. The ZIP-function
multiplication tensor of the multiplication map m : R[x, a]⊗{i,j}∪L → R[x, a]⊗{k}∪L. In
order to find tm, observe that A has a basis consisting of ordered monomials in x and a,
by the PBW theorem, so that we can define O−1. Now we can define tm as the pullback










































= exp((a∗i + a
∗
j )ak + (e
−a∗j x∗i + x
∗
j )xk).
We can now do some basic calculations with tm, like checking associativity, or calculating




tml1,k, for example. The concatination operation // is defined
as tF//tG := t(G ◦ F). This is the main subject of the next section. For calculating [x,a]
using tm, we proceed as follows. We start with the expression x ⊗ a ∈ A⊗ A, which
is in the ”wrong” order. We now map this to O−11,2(x ⊗ a) = a2x1 ∈ R[x1, a1, x2, a2],
which is a choice of convention for O−11,2 .
tmk1,2(a2x1) = 〈a2x1exp((a∗1 + a∗2)ak + (e−a
∗
2 x∗1 + x
∗
2)xk)〉1,2
= 〈a2exp(((a∗1 + a∗2)ak)e−a
∗
2 xk〉2 = −xk + akxk = (ak − 1)xk.
2.2. The ZIP-function
We proceed with translating the Hopf algebra structure to the tensor formalism,
including the (co)multiplication maps and the antipode. Composition of tensors
is the most important tool that is developed in this section. Furthermore, we will
prove that a certain space of perturbed Gaussian exponentials is closed under
composition. Care will have to be taken when attempting to interpret general
exponentials as maps on Hopf algebras. Some conditions will have to be put in
place.
We want to be able to calculate the composition tensor t(G ◦ F) = tF // tG =
exp[∑ z∗i G(F(zi))] from the two seperate tensors
tF, tG. In this section we will
define the concatination // of two tensors using the ZIP function. To do calcula-
tions we wish to specify how to compute tFII′//




In this section we consider an Hopf algebra A over the ring Rε, except when
noted otherwise, with topological generators B = {z1, · · · zn}. The ordered mono-
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mials in the elements of B form an Rε[[h]]-basis of A by definition. Further-
more we consider the vector space V linearly generated by the elements of B,
which is a finite dimensional vector space. We introduced the notation P[B] =
Rε[[h]][z1, · · · , zn] in the previous section. By the ordering operator we obtained
an isomorphism O : P[B]→ A, which uses the PBW basis of A of ordered mono-
mials in the elements of B. The algebra A = Uq(slε3) obeys the conditions. In par-
ticular it has a PBW basis, and a set of generators B = {X, Y, Z, A, B, b, a, z, y, x},
with an ordering.
This was generalized in the previous section to the case where multiple copies
of A are present by introducing indices through the map OI : P[BI ] → A⊗I .
This map provides an isomorphism of Rε-modules. By specifying on which ten-
sor factors a map acts it is possible to define the same maps on the space P[BI ].
Given a map F on P[BI ], we defined its corresponding tensor tFI . In this section
we continue with the concatination of such tensors.
Definition 2.2.1. Let V and V∗ be the vectorspaces generated by the finite sets B and
its dual B∗ respectively. Denote with 〈, 〉 the natural pairing on V and V∗ which eval-
uates the functionals of V∗ on elements of V. Consider the space S(V∗)⊗ S(V). Us-
ing the leibniz rule one can use this pairing to define a map 〈·〉 : S(V∗) ⊗ S(V) →
Rε[[h]] where we define 〈φ1 ⊗ · · · ⊗ φm ⊗ f1 ⊗ · · · ⊗ fn〉 = 〈φ1, 〈φ2, · · · 〈φm, f1 ⊗
· · · ⊗ fn〉 · · · 〉, and extend the map linearly. Here φi ∈ V∗ and fi ∈ V.
Note that V∗∗ = V. Using the isomorphism between S(V) and Rε[[h]][B] we
see that this pairing acts the same way as substituting the formal derivative ∂v∗
for v ∈ V since the pairing by definition obeys the Leibniz rule. To obtain a
pairing, we put v∗ to zero after differentiating. We see that the pairing is well
defined whenever the expression converges in Rε[[h]]. Since S(V∗) ⊗ S(V) ∼=
Rε[[h]][B, B∗], and this ring consists of finite polynomials, we see that this is al-
ways the case. We present the following alternative definition, which we will use
throughout this chapter. It is a more specific version of 〈〉 in which we can pair
specific generators of B. We refer to this function as the ZIP-function.
Definition 2.2.2. Consider the finite sets B and its dual B∗ respectively, and let φi ∈ B∗
and fi ∈ B. Define the ZIP-function as
〈·〉φi : P[B∗, B]→ Rε[[h]] : φ1 · · · φi · · · φm f1 · · · fn 7→ φ1 · · · ∂ fi · · · φn f1 · · · fn|φi=0,
sending φi 7→ ∂ fi , and acting as the identity on φj, for j 6= i and for all fi ∈ B, and
putting fi 7→ 0 after differentiating.
Let zs ⊂ B, let ζs = {x∗|x ∈ zs}, and let Q ∈ P[B∗, B]. To implicate dependence
on z ∈ B, ζ ∈ B∗ we write Q(z∗, z). The ZIP-function 〈〉ζs : P[B∗, B] → P[B∗, B] is
written as 〈〉ζi : Q(ζi, zi) 7→ Q(∂zi , zi)|zi=0. If ζs = {ζi}i=1,··· ,m, then we then define
〈〉ζs = 〈· · · 〈·〉ζ1 · · · 〉ζm .
This function is called the ZIP-function, and we may refer to applying the ZIP
function as zipping, or more general with the verb to zip. In this case, it is usually
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clear from the context on which variables the ZIP-function is applied. Observe
that the pairing 〈, 〉 is symmetric in the definition of V and V∗, so we can choose
to substitute b ∈ B or b∗ ∈ B∗ with a partial derivative. It is not clear that the
definition is independent of the order in which the zipping occurs. This will be
proven later in this section.
Consider the ring P[B][[B∗]], which is isomorphic to the subspace S(V)⊗ Ŝ(V∗).
An element w ∈ P[B][[B∗]] can be written as the limit of a sequence {wn} of
elements wn ∈ P[B][B∗]. In this way, the definition of 〈, 〉 can be extended to
P[B][[B∗]]. Note that the extension of the ZIP-function to P[B][[B∗]] is not always
well-defined.
For example we have for a polynomial P(x∗, x) = ∑ anmx∗nxm the formula
〈P(x∗, x)〉x = ∑ n!ann,
by simple calculation. This shows that 〈ezz∗〉z diverges as Rε is equipped with
the discrete topology in Rε[[h]]. Observe furthermore that we cannot complete
both P[B] and P[B∗], since for example e∂x∂y exy does not converge. Since Rε has
the discrete topology, 〈e∂x ex〉x does not converge either as a series in Rε.
However, Rε[[h]] is completed in the h-adic topology. So 〈e∂x ehx〉x = eh does con-





i ∈ P[B][[B∗]], while assuring convergence. While 〈ezi+z∗i +ziz∗i 〉
does not converge in P[B][[B∗]], 〈ehzi+hz∗i +hziz∗i 〉 does converge in P[B][[B∗]]. The
convergence follows in essence by the observation that












More generally, we introduce formal parameters ηi, yi, Θij ∈ P[[B′]], where i, j ∈
I, the index set labeling elements in B. B′ is some finite set, and P[[B′]] equipped
with the the J′-adic topology, where J′ = (B′) is an ideal generated by the el-
ements J′ = (z′1, · · · , z′m) of B′. For convergence we require that ηi, yi, Θij ∈
(z′1, · · · , z′m, h) ⊂ P[[B′]]. In practice, ηi,yi and Θij will be other variables, part
of a bigger space on which we can zip later. We now prove convergence of the
ZIP-function for a specific domain.
Proposition 2.2.1. Consider the ring P[[B′, B∗]][B], where B = {z1, · · · , zn} and B∗
its dual, and B′ is some finite set. P[[B′]] is equipped with the (B′)-adic topology, where
(B′) is the ideal generated by the elements of B′.Let (h, B′) be the ideal generated by B′
and h. Consider the subspace of exponentials
WB ={Q(B, B∗) exp[c + ∑ ηizi + yjz∗j + Θijz∗j zi]|Q ∈ P[B′, B, B∗],
c, η1, · · · , ηn, y1, · · · , yn, Θ11, · · · , Θnn ∈ (h, B′) ⊂ P[[B′]], det(1−Θ) 6= 0}.
Summation over indices appearing twice is assumed. Extend 〈〉 linearly in P[[B′]] to
the ring P[[B′, B∗]][B]. Let w ∈ WB, and let ζs = {z∗1 , · · · , z∗m} ⊂ B∗. Then 〈w〉ζs is
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convergent in P[[B′, B∗]][B].
Proof. Let w = Q(B, B∗) exp[c + ∑ ηizi + yjz∗j + Θijz
∗
j zi] ∈ WB. Without loss of
generality we can take ζs = B, and Q = 1, since we can obtain Q by differen-
tiating the exponential a finite number of times to yi and ηi. We will prove the
proposition by induction to the number of elements of B. We have to prove that
after one zip, the result is a power series in WB. Then the result will follow by
induction. Let us specify an order when zipping to B for now, as we do not know
yet if zipping is independent of the order of zipping.
The case where B = {z} will be proven in a seperate lemma. Let us state the
result here. The idea is to reduce the general case to the case where B = {z}.
Let us zip to z∗n ∈ ζs = {z∗1 , · · · , z∗n} = B∗, so we substitute z∗n 7→ ∂zn . The one
dimensional result is given by
〈exp[c + ηz + yz∗ + Θz∗z]〉{z} = det((1−Θ)−1)〈exp[c + η(1−Θ)−1(z + y)]〉{z}.
The last expression is clearly convergent in P[[B′, B∗]][B]. We now proceed with
the general case, where sums over i and j are from 1 to n, unless stated otherwise.
Let us take c = 0 without loss of generality.
〈 exp[∑
i,j









Θijz∗j zi + (ηn + ∑
j<n
Θnjz∗j )zn





Since we only zip to z∗n, the variables z∗i , i < n are unaffected by the zipping.
Hence we can take c = ∑i<n ηizi +∑j<n yjz∗j +∑i,j<n Θjiz
∗
j zi, η = ηn +∑j<n Θnjz
∗
j ,











η(zn + y)]〉zn .
To check that the result is an element of WB, we note that Θij is of a positive













As a coefficient of z∗j zi we now get (ΘnjΘin + Θij). Since Θij ∈ (B′, h) 6= P[[B′]],
and the ideal does not include 1 since none of the generators is invertible in
P[[B′]], we know that the matrix 1−Θij −ΘjnΘni is invertible. Note that 1−Θ
is invertible for any matrix Θ with Θij ∈ (B′, h) ⊂ P[[B′]]. We conclude that the
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result is indeed an element of WB. This concludes the proof of the proposition.
From now on, we restrict ourselfves to the space of formal power series spec-
ified in the proposition. We state a formula for the case where B = {z}. The
derivatives in this section should be interpreted as formal derivatives. This in-
terpretation makes sense as long as the variables are part of a formal power series
ring. In WB, the parameters and the elements of B only occur in the exponentials
in pairs or triples. This means that when taking a derivative of the exponential to
either an element of B or a parameter, the result will be an element of the formal
series ring. We use this property in the proofs in this section.
Lemma 2.2.1. Consider the ring P[[B′, B∗]][B], where B = {z} and B∗ its dual, and B′
is some finite set. P[[B′]] is equipped with the (B′)-adic topology, where (B′) is the ideal
generated by the elements of B′. Let (h, B′) be the ideal generated by B′ and h. Consider
the subspace of exponentials
Wz ={Q(z, z∗) exp[c + ∑ ηz + yz∗ + Θz∗z]|Q ∈ P[B′, z, z∗],
c, η, y, Θ ∈ (h, B′) ⊂ P[[B′]], (1−Θ) 6= 0}.
Let w ∈Wz. Then
〈Q(z, z∗) exp[c + ηz + yz∗ + Θz∗z]〉{z∗} =
(1−Θ)−1〈Q((1−Θ)−1(z + y), z∗) exp[c + η(1−Θ)−1(z + y)]〉{z∗}.
Proof. Let w = exp[∑ ηz + yz∗ + Θz∗z] ∈ Wz. The proof of the lemma is by
explicitly expanding 〈w〉z∗ . By differentiating to η, and z 7→ ∂η , we obtain the
case where Q is not equal to 1. We can put c = 0 as zipping acts trivially on ec.
We now proceed with the actual proof.





















































−1η(z + y)]〉z∗ .
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This finishes the proof.
Consider an Hopf algebra A over Rε[[h]] and a finite set I. As noted in the intro-
duction, A ∼= P[B], which is completed in the h-adi topology. One can generalize
the zip function to a finite tensor product P[[B′, B∗]][B]⊗I = P[[B′I , B
∗
I ]][BI ], for a
finite index set I and the completed tensor product. Since I is finite, convergence
is clear by the previous proposition. In fact it is essentially identical to the case
where we extend B. Only the map O is more complicated, as one has to keep
track of the multiple tensor factors by introducing additional indices. This has
been covered in the previous section.
For simplicity we will not write the tensor products explicitly, as P[[B]]⊗ P[[B′]] ∼=
P[[B, B′]] when B and B′ are finite and the tensor product is completed. We la-
bel elementary elements in B⊗I with an index i ∈ I to indicate the tensor fac-
tor on which they live. This is not to be confused with the labeling used ear-
lier for the elements of B. Implicit is the isomorphism between S(V)⊗I and
Rε[[h]][(zj)i|i ∈ I, (zj)i ∈ Bi]. In practice we will denote the topological gen-
erators of A without an index, but as B = {X, Y, Z, A, B, b, a, z, y, x} in the case of
Uq(slε3).
We proceed with the general case of the previous lemma, which is what is used
to calculate t(G ◦ F). We aim to calculate the ZIP-function explicitly, so we will
restrict the definition of 〈〉 to the space where we can explicitly calculate the con-
catination tF//tG = t(G ◦ F) of two tensors, as we did in the case where I = {1}.
The method we use to calculate explicit zippings on WB is called the zipping
formula. The theorem is true for any finite set B, given the conditions on WB,
independently of the underlying Hopf algebra.
Theorem 2.2.1. (The zipping-formula) Let B = {z1, · · · , zn}, and its dual B∗. Let
Q(z∗1 , · · · , z∗n, z1, · · · , zn) exp[c + ∑
i,j




〈Q(z∗1 , · · · , z∗n, z1, · · · , zn) exp[c + ∑
i,j
ηizi + yjz∗j + Θijz
∗
j zi]〉B∗ (2.1)
= det(Θ̃)〈Q(z∗1 , · · · , z∗n, ∑
k





ηiΘ̃ik(zk + yk)]〉B∗ .
Denote by Θ̃ the inverse of the matrix 1−Θ. Sums are from 1 to n unless stated other-
wise.
Proof. Let w = Q exp[· · · ] ∈ WB. Since Q is only a polynomial of finite degree,
we can reduce the theorem to the case where Q = 1. Like before, we also can
take c = 0 without loss of generality.
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Before attempting the general case, let us prove the simpler case
〈Q(z∗j , zi) exp[ηizi + yjz∗j ]〉zj = 〈Q(z∗j , (zi + yi)) exp[ηi(zi + yi)]〉zj .
We will prove this formula by replacing yi by h̄yi. Introducing h̄ yields
〈Q(z∗j , zi) exp[ηizi + h̄yjz∗j ]〉zj = 〈Q(z∗j , (zi + h̄yi)) exp[ηi(zi + h̄yi)]〉zj . (2.2)
Evaluating at h̄ = 0 gives an identity that is obviously true. We will now prove
that the identity holds when both sides are differentiated with respect to h̄. Inte-
grating to h̄ will then prove the identity.
First, for any power series Q(z), the operator eh̄y∂z has the effect of shifting the
argument of Q by h̄y:
eh̄y∂z Q(z) = Q(z + h̄y). (2.3)
One proves the statement for any polynomial of finite degree by a straightfor-
ward induction argument on the degree. Then the statement is also clear for
power series.
Now we can prove 2.2. Evaluating the left and right hand side of 2.2 at h̄ = 0, the
equality holds clearly, as observed before. Let us differentiate the left hand side
with respect to h̄:
∂h̄〈Q(z∗j , zi) exp[ηizi + h̄yjz∗j ]〉zj = 〈yjz∗j Q(z∗j , zi) exp[ηizi + h̄yjz∗j ]〉zj (2.4)
= 〈yjz∗j Q(z∗j , zi + h̄yi) exp[ηi(zi + h̄yi)]〉zj (2.5)
= ∂h̄〈Q(z∗j , zi + h̄yi) exp[ηi(zi + h̄yi)]〉zj . (2.6)
Where we use the definition of the ZIP-function in the second and third equality,
and 2.3 in the second equality. If we integrate 2.4 and 2.6 with respect to h̄ we get
2.2, since we already know that 2.2 holds at h̄ = 0.
Let us proceed with proving 2.1. We will prove it by differentiating to Θij, and
show that both sides obey the same differential equiations
∂Θij Ψ = ∂ηi ∂yj Ψ, (2.7)
and that both sides agree on Θij = 0. If we can prove this, then both sides
are actually the same, since this set of differential equations fully determine a
solution. To see this, note that Ψ is a power series in Θi,j and ηi and yj, so that both
the right and the left hand side is a power series. The set of equation becomes a
set of ordinary differential equations in the variables Θi,j.
One can also try to prove a more general shift lemma, however to prove this
lemma is much more cumbersome. It is insightful to prove the general shift
lemma for the case where Θ is a 1 × 1 or a 2 × 2 matrix and P is a degree 1
polynomial. This gives a nice insight in where the determinant originates. The 1-
dimensional case has been done in the previous lemma. The higher dimensional
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calculations are left as an exercise for the curious reader.
Firstly, for Θij = 0, 2.1 reduces to 2.2, and hence holds true. Let Θij be nonzero
such that the matrix 1−Θ is invertible. We obtain on the left hand side
∂Θij〈Q(z
∗





= 〈ziz∗j Q(z∗j , zi) exp[c + ηizi + yjz∗j + Θijz∗j zi]〉zj
= ∂ηi ∂yj〈Q(z∗j , zi) exp[c + ηizi + yjz∗j + Θijz∗j zi]〉zj . (2.9)
Let Aij = (1−Θ)ij be an invertible matrix. Since A−1ij =
Aadjji
det(A) , ∂Θij(det(A))Inn =
∂Θij(Ank A
adj
nk ) = ∂Θij(Ank)A
adj
nk = −Iin Ijk A
adj




ij , where A
adj
is the adjugate matrix, or the matrix with the determinants of the minors of A
(Aadjij is the determinant of the minor of A that arises by deleting the i-th row and
the j-th column and multiplying with a sign). We use the einstein summation
convention if the same index appears twice in different matrices. However, Inn
means the n, n-th entry of the identity matrix. Hence, if Ank is dependent on Θij,





Using this identity, on the right hand side of 2.1 we get using the product rule,
∂Θij(det((1−Θ))
−1· (2.10)
〈Q(z∗j , ((1−Θ)−1)i′k(zk + yk)) exp[c + ηi′((1−Θ)−1)ik(zk + yk)]〉zj)
= ∂Θij(det((1−Θ))
−1)·





det((1−Θ)) 〈(zk + yk)∂xi′ (Q(z
∗
j , xi′))|xi′=((1−Θ)−1)i′k(zk+yk)





′(zk + yk)Q(z∗j , ((1−Θ)−1)i′k(zk + yk))











det((1−Θ)) 〈(zk + yk)∂xi′ (Q(z
∗
j , xi′))|xi′=((1−Θ)−1)i′k(zk+yk)





′(zk + yk)Q(z∗j , ((1−Θ)−1)i′k(zk + yk))





j , ((1−Θ)−1)i′k(zk + yk)) (2.12)
exp[c + ηi′((1−Θ)−1)i′k(zk + yk)]〉zj .
To calculate the derivative of (1−Θ)−1 we used the identity A−1ij =
Aadjji
det(A) . The
third equality follows from the product rule. This finishes the proof of 2.1.
The theorem implies that the ZIP-function as defined above is actually indepen-
dent of the order in which we zip, so we can define the ZIP function for any set
ζs ⊂ B∗ as substituting and differentiating to the corresponding elements of B.
Corollary 2.2.1. Let B be a finite set of generators of a Hopf algebra A as above. Let WB
be the corresponding space of Gaussian exponentials in P[[B′, B∗]][B] for some finite set
B′. Let ζs ⊂ B∗, and let w ∈ WB. The ZIP-function 〈w〉ζs is independend of the order
on ζs.
We consistently chose to zip on elements of B∗ in this section, and completed B∗.
This was only a convention, as noted before. One might equally well choose to
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substitute partial derivatives for elements of B, and complete the ring of power
series in elements of B. When zipping to one set of variables this does not make
a difference. However, when one chooses to zip to elements of B′ afterwards for
example, convergence can be an issue. One has to make sure that the exponen-
tials that are being zipped on are convergent in the appropriate formal power
series ring. Especially in maps on more than one copy of the Hopf algebra, this
choice might make a difference.
In the next chapter we will have to specify which variables are completed as for-
mal power series. This will be indicated by the phrase ‘zipping to variables · · · ’,
where the polynomials in the variables · · · are then completed as power series.
It is then a matter of checking that the ZIP-function is defined in each case. This
mostly boils down to verification that the matrix Θ is invertible. Whenever this
will come up, it will be clearly stated.
Let B and B′ be finite as before, and let F ∈ hom(P[B], P[B′]). Let tF = φ(F)
as defined in the previous section. Define the map ψ : im(φ) ⊂ P[[B∗]][B′] →
Hom(P[B], P[B′]) by sending tF ∈ im(φ) to the map ψ(F) : z 7→ 〈zF〉B∗ where
z ∈ P[B]. Since tF ∈ im(φ) ⊂ P[[B∗]][B′] is of the form e∑i z∗i F(zi), we can apply
the zip-formula to see that 〈ztF〉B converges when z ∈ B. Note here that F(zi) ∈
P[B′], and that we only zip on the elements of B. When z ∈ P[B] convergence is
only clear when z = Q exp[c + ∑i yizi] ∈ P[B], where Q is a finite polynomial. In
this case ztF ∈WB, and we can use the above theorem.
More generally, when F : A → A⊗I is a map of algebras, φ is defined in the
same way. Convergence follows in the same way as the elementary case where
F : A → A. The most complicated case is when F : A⊗I → A. There is no way
to define a universal inverse of φ, since it depends on the conventions chosen
in OI which indices have to be zipped on. The process works in the same way,
but one has to consider the specific case at hand. This is what one needs to keep
track of when working with tensors in practice. For the following propositions
we restrict ourselves to the elementary case where F : A → A for simplicity. In
this case we label the generators of the image of F differently, and denote the
basis of A with B′ instead of B. This is to make sure that we do not zip on the
wrong set of generators.
Proposition 2.2.2. The composition ψ ◦ φ : Hom(P[B], P[B′]) → Hom(P[B], P[B′])
is the identity.
Proof. Both ψ and φ are continuous functions in the h-adic topology. The first be-
cause the pairing is continuous, and the second map is applying the homomor-
phism, which is clearly continuous. From the zipping formula and the definition
of the zip formula, we can write down the following formula for monomials of
generators. Since the composition ψ ◦ φ is continuous, and the ZIP function is
linear, we can then take the limit, so the formula will apply to elements in the
completion. One can apply the ZIP function on each generator zi sperately, and
since F is a homomorphism, without loss of generality we can prove the formula
for monomials of the form zni , where zi ∈ B. Note further that F(zi) ∈ P[B′] is
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independent of zi ∈ B.








= F(zi)n = F(zni ).
The following result follows by similar reasoning.
Proposition 2.2.3. (composition law) Let F : P[B]→ P[B′] and G : P[B′]→ P[B′′] be
homomorphisms, and let the sets B,B′ and B′′ be finite. Then whenever 〈φ(F)φ(G)〉B′∗
is convergent,
〈φ(F)φ(G)〉B′∗ = φ(G ◦ F). (2.13)
Proof. Because the ZIP function is a linear function on monomials of generators,
we can take the limit of a sequence of monomials to obtain the result in the com-
pletion in the h-adic topology. Let J be the set of indices of the elements in B′,
and I the index set for B. Since F and G are functions on power series, we can
take without loss of generality F(zk) = ∏j∈J(z′j)
nj , as we can write a general ho-
momorphism as a sum of these elementary functions. An essential observation
here is that we can indeed take the limit when considering infinite power series
such as the exponential.
Let us take F(zi) = fi(z′i)
mi , where fi is a constant, for all i ∈ I. The gen-
eral case follows in the same way, one only has to pick out the right term in




i ], and similarly
tG = exp[∑i∈I(z′i)
∗G(z′i)]. Since we can zip on one element of B
′ at the time, it is
enough to check
〈((z∗i )nF(zi)n)tG〉(z′i)∗ = (z
∗
i )
nG ◦ F(zni ).
This follows by a simple calculation.




















This finishes the proof.
We should note that when composing maps, one has to be careful with conver-
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gence of the zip-function. The composition of tensors does not always converge.
In particular, the spaces of Gaussian exponentials do not form a category. When-
ever care should be taken, we will clearly mention this. In most cases that we
encounter it is clear that the composition of tensors converges. We will however
have to prove that tF ∈ WB explicitly in these cases. When tF ∈ WB, it is clear
that composing tensors converges. This tactic will be used in the next section.
We cover a simple example of this method here, to introduce the reader to the
general setting in the next chapter. This example continues the examples of the
previous section.
We write tF JI //
tGKJ for the composition of tensors
tF and tG. When writing //,
it is implied that zipping takes place on the input J of G and the output J of F.
Convergence will have to be proven in this case, and the zipping takes place on
the corresponding elements of BI . The variables on which is being zipped are
left implicit, and will be clear from the tensors that are composed.
Example 2.2.1. Consider the set B = {x, y, z} and its dual B∗ = {x∗, y∗, z∗}, and let
R[[h]][[B∗1 , B
∗
2 ]][B1, B2, B3] be the polynomial ring in variables
{x1, y1, z1, x2, y2, z2, x3, y3, z3}
over the formal power series in an indeterminate h and the variables of B∗1 , B
∗
2 . In this
ring consider the element tZ = E[x∗1y
∗
2z3], where we introduce the notation e
x = E[x].




1 + x∗2) + y3(y∗1 + y∗2) + z3(x∗1y∗2 + z∗1 + z∗2)].
Let ζs = {x∗1 , y∗2}, naively. We wish to perform the following zip
〈(x1y2)E[z3x∗1y∗2]〉ζs.
However tZ is not of the form eΘzz
∗
, so we cannot apply the zipping theorem to this
expression at once. We are forced to zip to x∗ and y∗ separately. First we calculate
〈(x1y2)E[z3x∗1y∗2]〉x∗1 = (x1y2)E[z3∂x1 y
∗
2]|x1=0
= (x1 + y∗2z3)y2|x1=0
= y∗2z3y2.
Zipping to y∗2 now yields z3. In this calculation we used the zipping theorem on the
second line. For bigger expressions this takes a lot of computations. With a smart choice
of the zipping variables we might be able to zip a cubic term like tZ at once, using the
zipping theorem.
Observe that tZ ∈ R[[h]][[y1, y2, y3, x∗1 , x∗2 , z∗1 , z∗2 , z3]][y∗1 , y∗2 , x1, x2, x3, z1, z2]. In this
ring, let us take ζs = {y2, x∗1} ⊂ {y1, y2, y3, x∗1 , x∗2 , z∗1 , z∗2}. Now tZ is of the form
e∑ Θijz
∗
j zi . Concretely, we can take Θ12 = z3, and all other entries of Θ zero. Note that
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x∗1 ∈ ζs plays the role of the ‘starred’ variable and y∗2 plays the role of the ‘z’.











We can apply the zipping theorem to the formula, where we have to substitute ∑k(1−
Θ)−11k (xk) = (x1 + y
∗
2z3) for x1 in the polynomial in front of the exponential. This yields
〈(x1y2)E[z3x∗1y∗2]〉ζs = 1 · 〈((x1 + z3y∗2)y2)〉ζs
= z3
We are now ready to calculate more complicated examples, such as the multiplication of
ex and ey by using tm and zipping ex1+y2 tm to ζs = {y2, x∗1}. This is now a simple
application of the zipping theorem. This is left to the curious reader.
There is not much difference between the two ways of zipping in this exam-
ple. However, when the multiplication becomes more difficult, when we wish to
implement the R-matrix for example, it does matter much what choice of vari-
ables we make. There will be only a few correct choices in starred and unstarred
variables to make that will lead to convergent expressions. Moreover, as we il-
lustrated in the first half of the example, sometimes one can only zip in steps.
In the next section we will encounter a combination of these problems. As the
number of variables is increased, we will make a specific choice to which vari-
ables we zip, and we will have to zip to those variables in three steps. This way
of zipping is referred to as the three-way or three-stage zip. It is this method that
will enable us to implement the Uq(slε3) Hopf algebra in Mathematica. One must
not forget the essential role ε plays here. ε cuts of higher order terms that would
occur in the exponential otherwise. This allows us to use the zipping theorem in
calculating these zips.
2.3. The tensor formalism for Uq(slε3)
In this section we give the explicit tensors for the Uq(slε3) quantum group, and
prove that the formulas we use in the implementation in Mathematica are cor-
rect. We have proven that the Uq(b−) is a Hopf algebra in the previous chapter.
In the previous section we have proven the essential zip-theorem. In the imple-
mentation of this theorem in Mathematica, we check the axioms for the tensors
associated with the Uq(b−) algebra. We prove in this section that the given ten-
sors indeed correspond to the Uq(b−) algebra.
The tensors and algebra relations are calculated by implementing the Drinfel’d-
double construction in the tensor formalism. We define the tensors up to order ε.
We can obtain the order εk term from the usual Uq(b−) ⊂ Uq(sln) QUE algebra.
See chapter 1 and chapter 4.
We denote T ∈ WB, for B = {X, Y, Z, A, B, b, a, z, y, x} as E[L, Q, P], where P is
the term proportional to ε, which is finite, since we work over Rε[[h]]. L is the ε
independent part that only depends on A, B, b and a. Q is the ε independent part
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of T in the exponential that is not in L.
Instead of h, we may use h̄. To simplify the notation, we introduce A = exp[−hA],
and similarly for B. For the explicit tensor tdmkij for the multiplication in the quan-
tum double we refer to the appendix.
We should warn the reader that the starred variables in this section correspond
to the dual variables of elements of Uq(slε3), as to indicate on which entry a tensor
tF takes its input and output. This should not be confused with a choice for the
set of variables on which we zip.
In this section we use the three stage ZIP function. We first zip to the variables
{A∗, B∗, b, a}, then to {X, Y∗, y, x∗} and at last to {Z∗, z}. In this section we prove
that this choice, together with the stated expressions leads to a convergent im-
plementation of Uq(slε3) in the tensor-formalism.
Theorem 2.3.1. The quantum double multiplication dm of the Hopf algebra D(Uq(b−)),
where b− ⊂ slε3 is the lower borel sub Lie bialgebra, can be constructed as a tensor tdm





j + Ai A∗i + bjb∗ j + BiB∗i,















Moreover, the composition of tensors converges. In particular, the tensor tam corre-
sponds to multiplication on Uq(b−), tbm corresponds to multiplication on Uq(b−)∗, tR
corresponds to the R-matrix of Uq(slε3),
tR to its inverse and tP to the pairing between
Uq(b−) and Uq(b−)∗. taS is the inverse of the antipode on Uq(b−) and ta∆ and tb∆ are
the comultiplication on Uq(b−) and Uq(b+) respectively.
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The proof of this theorem consists of multiple steps, and will be the subject of
this section. We prove that the comutiplication and the antipode of the quantum
double can be obtained from the multiplication on Uq(b−) and Uq(b−)∗, the R-
matrix R, its inverse R−1 (also denoted as R to avoid confusion in the indices)
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and the pairing P in proposition 2.3.1.
We then provide an iterative formula (in orders of ε) to obtain the pairing and
the inverse R-matrix for any order of ε, in propositions 2.3.2 and 2.3.3. Note
that although we work modulo ε2, we will provide proofs for general order of ε,
whenever possible.
For the R-matrix we have an explicit formula due to the Faddeev-Quesne for-
mula, which was proven in the first chapter. We then check that the stated ten-
sors correspond to the pullback of the Hopf algebra maps, and that zipping on
the tensors converges. In particular proving that zipping on the pairing con-
verges is an important step in the proof of theorem 2.3.1.
Convergence of the above stated zip follows by explicitly checking that the ten-
sors are of the correct format. When we have proven that the zips converge in
the necessary compositions of tensors, we use the composition lemma in the pre-
vious section to compose tensors.
We start with providing formulas for the comultiplication and the antipode. In
lemma, we will provide the corresponding tensor identities, and prove that the
zipping of these identities indeed converges. This way we obtain ta∆, tb∆, taS
and tbS. The inverse of the antipode on Uq(b−) is computed in the same way as
the inverse R-matrix in a seperate proposition.
Proposition 2.3.1. (Comultiplication and antipode) Let u ∈ Uq(b−), v ∈ Uq(b+)
and w ∈ Uq(slε3). It is understood that R = ∑R(1) ⊗R(2) can be written without
summation sign. The following relations hold for Uq(slεn)
Sa(u) = R
(2)〈R(1), u〉,
Sb(v) = R(1)〈v, aS(R(2))〉
∆(u)a = R(2) ⊗R(2)〈R(1)R(1), u〉
∆(v)b = R(1) ⊗R(1)〈v,R(2)R(2)〉
Proof. Let S be the antipode in the double Uq(slε3). For the first identity, we
have R1,2 = S ⊗ Id(R). This result follows from the double construction with
the opposite comultiplication and the quasitriangularity axioms. Now we get
R(2)〈R(1), u〉 = R(2)〈bS(R(1)), u〉. S⊗ S(R) = R, so
R(2)〈bS(R(1)), u〉 = aS(R(2))〈bS(bS(R(1))), u〉 = aS(R(2)〈R(1), u〉.
Since R(1) and R(2) are the sums of dual bases with respect to the pairing by
construction of the R-matrix, we get the desired result. The results for bS follows
similarly.
For the formulas for a∆ and b∆ we use the quasitriangular property of the comul-
tiplication ∆ of Uq(slε3) ∆(R(1))⊗R(2) = R(1) ⊗R(1) ⊗ (R(2)R(2)). Applying
〈·, u〉 on both sides to the third factor yields the desired result. Again we use that
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the R-matrix is constructed by summing over dual bases of Uq(b±).
The inverse R-matrix, the pairing and the inverse of the antipode aS can be re-
cursively calculated from the zeroth order operation in ε, the R-matrix, the mul-
tiplication and the antipode on both sides of the double. In the case of the pairing
there is also a recursive formula, which we will prove here.
For a generator u ∈ Uq(b±), define ∆k as the expansion of ∆ in ε up to and includ-
ing the k-th order term. If v = u1 · · · un is a product of generators, not necessarily
in the PBW ordering, define ∆k(v) = ∆k(u1) · · ·∆k(un). Define ∆
(n)
k similarly
(∆(n) stands for ∆ applied n times).
Remember that 〈UV, u′v′〉 = 〈∆(UV), u′ ⊗ v′〉. Define the k-th order pairing as
〈U1 · · ·Un, u1 · · · un〉k = 〈∆
(n)
k (U1 · · ·Un), u1 ⊗ · · · ⊗ un〉
= 〈U1 ⊗ · · · ⊗Un, ∆(n)k (u1 · · · un)〉.
For n 6= n′, 〈U1 · · ·Un′ , u1 · · · un〉 = 0 by duality. Further observe that
〈∆(n)(U1 · · ·Un), ∆(n)(u1 · · · un)〉 = 〈U1 · · ·Un, u1 · · · un〉,
as there is only one term in m(n)1,···n(∆
(n)(U1 · · ·Un)) that has the correct order.
Proposition 2.3.2. Let Ui ∈ Uq(b+) and ui ∈ Uq(b−) for i = 1, · · · n and where we
take ε invertible for the moment (See chapter 1 or 4). Then
〈U1 · · ·Un, u1 · · · un〉 mod εk+1
=〈U1 · · ·Un, u1 · · · un〉0 + 〈U1 · · ·Un, u1 · · · un〉k−1
− 〈U1 · · ·Un,R(2)〉0〈R(1), u1 · · · un〉k−1 mod εk+1.
Proof. If we prove that 〈U1 · · ·Un,R(2)〉0〈R(1), u1 · · · un〉k−1 equals
〈U1 · · ·Un, u1 · · · un〉0 + 〈U1 · · ·Un, u1 · · · un〉k − 〈U1 · · ·Un, u1 · · · un〉k−1,
then we are finished. To prove this, observe that since R is the summation of




(n)(·)〉, for any order of k. Here V⊗n stands for the expres-
sion V split into n tensor factors. By coassociativity this is well-defined inside
the pairing.
To prove the formula, we look at the expression
〈U1 · · ·Un,R(2)〉0〈R(1), u1 · · · un〉k−1






k−1(u1 · · · un)〉 = 〈∆
(n)
0 (U1 · · ·Un), ∆
(n)
k−1(u1 · · · un)〉.
We notice that for n = 1 the relation holds trivially, since ∆0(Ui) = ∆(Ui), be-
cause in Uq(b+), there is no factor of ε present in ∆. For n > 1, we look at the
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ordering of ∆(n)0 (U1 · · ·Un) = ∆(n)(U1 · · ·Un) and we observe that the prefac-
tor of this expression mod εk equals the inverse-prefactor of ∆(n)k−1(u1 · · · un) =
∆(n)k−1(u1 · · · un) mod εk, since
〈∆(n)(U1 · · ·Un), ∆(n)k−1(u1 · · · un)〉 = 〈U1 · · ·Un, u1 · · · un〉mod ε
k.
So we are finished if we can prove that the prefactor of the εk term equals mi-
nus the k-th term of the prefactor of ∆(n)k (u1 · · · un). This follows by induction.
Assume this is true for n − 1 generators. Adding one generator on both sides,
which has to be dual on both sides, only is non-trivial in the case of Un = X,Y
or Z. Since there is only one correct order to put them, calculating the prefactor
of ∆(n)(U1 · · ·Un) (and similarly that of the ui side) now follows by commut-
ing exponentials qH past a number of Ui in other tensorfactors. Now observe
for any exponent p, where q = e−εh, we have (denoting qpk for the expansion













k! , which follows from Newtons binomial expansion
of (1− 1)k = 0. Furthermore observe that the commutation relations in Uq(b±)
between Cartan generators and X, Y, Z (respectively x, y, z) have a minus sign
compared to each other. By induction the result follows.
It is possible to prove this proposition more directly using the generating func-
tion of the pairing, which we will write as Pij. When writing multiplication, we
mean applying the zip function on the appropriate indices. One should take the
following proof only as a suggestion, since we are not allowed to zip the R-matrix
and the pairing on both indices.
The canonical R-matrix sums over the q-PBW basis of Uq(b−) and the dual basis
as R = ∑ f a ⊗ ea. In chapter 1 the R-matrix was constructed in such a way that
the monomials are normalized to pair to one: 〈 f a, ea〉 = 1. Pairing each term in
R then yields ∑N 1. This is remeniscent of certain quantum field theoretical tech-
niques. The difference between the k-th order and the k− 1-th order of (Pij)(Rij)
then is not equal to 0 as the following proof suggests, but it is presumably equal
to the zipping of the zeroth order in Pij, to match the expression in the proposi-
tion.
The zipping in the zeroth order of Pij is left unevaluated in the Mathematica im-
plementation, since this would diverge for the reasons mentioned above. We
could try to do the computation of (Pij)(Rij) here explicitly, but this would
amount to the proof given above. For this reason the following proof is only
a suggestion, meant to give an intuition for the result.
Proof. Suppose (Pij)k−1 = a−1 is the generating function of the pairing up to the
k− 1 th order in h. Let (R−1ij )k−1 = a be the R-matrix up to the k− 1-th order in h.
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Define the k-th order term of the R-matrix respectively the pairing as x = (Rij)k
and y = (Pij)k. Then mod hk+1, we have 1 = (a + x)(a−1 + y) = 1 + ay + xa−1,
since we work mod hk+1. So y = −a−1xa−1. Since x is divisable by hk, y =
−a−10 xa
−1
0 , where a0 stands for the zeroth order in h of a.
For the following proposition, which proves an iterative formula for the inverse
R-matrix, we use the technique of tensor generating functions legally, contrary
to the previous ‘proof’. The proof is taken from [36].
Proposition 2.3.3. Define Yn = R−1 mod hn+1. Then Yn+1 = 1−RijYn + Yn.
Proof. The proof is by induction. Suppose R−1ij = Yn mod hn+1, and that Yn+1 =
Yn + Zhn+1 mod hn+2. Let RijYn = 1 + Ehn+1 mod hn+2. We know that Rij =
1 mod h, so the zeroth order in h does not contribute to the product RijR−1ij =
1 = Rij(Yn + Zhn+1) mod hn+2 = (E + Z)hn+1 + 1 mod hn+2. So we conclude
that Z = −E, and Yn+1 = Yn− Ehn+1. This finishes the proof. Since ε occurs only
together with h in the expression for the R-matrix, it is clear that the proposition
also holds when working mod ε.
We can now proceed with the implementation of the zipping formula, and prov-
ing that it converges for the specific implementation of the quantum double we
use. This implementation uses the previous two propositions. See the appendix
for the implementation.
In the Mathematica file we use a specific implementation of the zipping theorem,
namely we zip in three stages. First we zip the Cartan Lie subalgebra, then we
zip the simple generators x, y, Y, X and at last we zip the non-simple z and Z. We
prove that this way of zipping called the three-stage zip converges in each step.
Theorem 2.3.2. (Miracle-theorem) The three-stage zip converges for all finite combina-
tions of the tensors tam, tbm, tR, tR and tdm.
Proof. The perturbation is finite, so the zipping of these terms converges by the
zipping theorem. To see that the zipping of exponentials without the perturba-
tion converges we inspect the exponentials of tam, tbm, tR, tR and tdm term by
term. The only terms for which it is not clear that they yield a result in WB for
B = {X, Y∗, y, x∗} or B = {Z∗, z} are the cubic terms.
The only non-perturbative cubic term arises in the tam tensor and the tRi,j tensor.
Both are essentially dual to each other. Note at first that in every non-perturbed
exponential of Uq(slε3) the x and the y are only present with an X and an Y in
front, respectively. Zipping the x∗i y
∗
j zk term to the variables x and y first yields
terms like CXi′Yj′ , for some i′ and j′, with a term C. Zipping exiyjzk is well-defined
in the three-stage zip because we choose B = {X, Y∗, y, x∗}, and so exiyizk is of the
form ebc
∗zk , b, c ∈ B.
Let us be more concrete, and look at the structure of the matrix Θ. We observe
that with the choice B = {X, Y∗, y, x∗}, there are never any diagonal terms in Θ
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when zipping any of the tensors tam, tbm, tR, tR and tdm. It is important to note
here that in one application of the zipping theorem, we only zip any tensor on
either its input or on its output. Moreover, remember that the lowercase gener-
ators on the input-entries are only present in the exponential with an uppercase
generator in front. An exception is z, but this results in another cubic term, as
mentioned before.
Observe that 1−Θ is always upper-diagonal (or lower-diagonal, depending on
the conventions and assuming normal ordering). This follows since the lower-
case multiplication tensor has a cubic term in the exponential, but the upper-
case multiplication tensor has not. Applying the zipping theorem for an up-
pertriangular matrix 1 − Θ with only 1’s on the diagonal yields a prefactor of
det(1 − Θ) = 1, which is non-singular. As mentioned before, the other cubic
term which is present in the inverse R-matrix has the same property that Θ is
upper-diagonal.
When combining both terms, it is important to mention that the upper- and low-
ercase starred variables are chosen such that for example X is a ‘starred’ vari-
able, while x is a non-starred variable. With this choice, 1−Θ remains of upper-
triangular shape.
So far, we have not mentioned the cubic terms present in tdm, but it can be seen
that these terms are in fact equivalent to the above case by zipping once. In this
case, we are again saved by the xX terms in the R-matrix, and the fact that these
are the only occurances of the non-starred lowercase variables. This finishes the
proof.
We have proven that zipping on the space spanned by the above tensors and all
finite zips is well-defined. The subspace of WB formed by these exponentials is
closed under zipping.
Corollary 2.3.1. If tT and tS are two tensors in the ring Rε[z1, · · · , zn][[h, z∗1 , · · · , z∗n]]
obtained from the tensors tam, tbm, tR, tR−1 and tdm by a finite number of zips, then
ZIPB′(tTtS) converges.
Proof. We know by the previous proposition that zipping converges on all ten-
sors arising from finite zips of these tensors, this implies the above result.
In the implementation of the quantum double, we need the pairing for the calcu-
lation of the multiplication in the double and for checking the pairing-axioms. It
is also used in the computation of the antipode and the comultiplication. After
the calculation of the double, the pairing is not used anymore.
To prove that the zipping of the pairing tensor with the appropriate tensors con-
verges, we explicitly check convergence for these relations. The double multipli-
cation is obtained from the multiplication on the the lower- and uppercase Borel
subalgebra, together with the pairing and the (inverse-)R-matrix. In this case we
will prove convergence as well.
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To circumvent the troubles with the pairing, it turrns out to be possible to define
the pairing from the R-matrix. See [36] for details. In particular theorem 8 of [36].
In this method, one implicitly defines the multiplication on the Drinfel’d double
by proving the existence of a dual element. Although this this would be a way
to circumvent the zipping of the pairing, it does not show that we may explicitly
compute the double multiplication in our implementation. As this is what we
are aiming for, we will explicitly prove convergence.
Proposition 2.3.4. (Pairing-zip) Let tPi,j be the tensor corresponding to the pairing on
the entries i and j. The zip of tPi,j along one of the indices i or j but not both i and j with
the tensors tam, tbm, tR, tR−1 is well defined.
Proof. We are zipping the pairing along the i or the j, but never along both in-
dices. Both multiplication tensors have two input strands and one output strand.
The input-variables correspond to starred variables, the output variables are
the non-starred variables in our convention. In the notation of the tensors, the
starred variables are not necessarily the variables on which is zipped. The non
starred variables correspond to elements of Uq(slε3). The R-matrix and its inverse
are elements of Uq(slε3)⊗Uq(slε3), where the exponent of the exponential is pro-
portional to h.
Any term in the perturbation is finite and the zip of this term with tP converges.
Looking at non-perturbative ε = 0 part, we note that we need to make a consis-
tent choice for which variables to zip to. Observe that the pairing tensor does not
contain non-perturbative cubic terms, so if we can make a consistent choice such
that we only have ziz∗j terms, we only need to prove that the given exponential
is a power series in Rε[[ 1h ]][[B
′, B∗]][B].
We know by the previous proposition that the zips excluding the pairing con-
verge, and that a consistent choice is made so that cubical terms in the exponen-
tials can also be zipped. To this end we choose {X, Y∗, y, x∗} in our implementa-
tion, as noted before. the tensors tam, tbm, tR or tR−1.
The convergence of a zip including the pairing and the tensor tam, tbm, tR or
tR−1, is clear from the fact that we only zip on one of the two indices in tPi,j. In
the case of the multiplication, it is clear that the exponents are not proportional
to h. In the case of the R-matrix we have to be more careful, as the exponents are
proportional to h. However, when zipping the pairing and the R-matrix on one
index, the result includes a term BB∗ or bb∗, where b, B ∈ B, depending on which
index is zipped. Independently of the choice of starred and non starred variables
this is proportional to an element of the formal power series ring Rε[[h]][[B∗]]. So
this choice is consistent with zipping the pairing on one index. This proves the
proposition.
Before providing the tensors for the comultiplication and the antipode, we have
to know that we are working with the correct multiplication tensors.
Proposition 2.3.5. tam and tbm are the pullback under O of multiplication on Uq(b−)
and Uq(b+) respectively.
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Proof. We verified both the associativity of the multiplication amki,j and bm
k
i,j in
Uq(b−) and Uq(b+) respectively. We verify the associativity of tam and tbm ten-
sors separately in Mathematica (see appendix A.1). The proposition can be seen
to be true for generators by explicitly using the zipping theorem in Mathematica.




and the same for bmki,j. But this implies the result.
Note that it is enough to check that tam and tbm agree on generators. Since sl3
has only one non-simple generator, z in our case, this follows directly from the
relation [x, y] = z and its q-equivalent. This finishes the proof.
For higher n it is necessary perform the check on monomials of higher order. The
same proposition is true for the R-matrix and its inverse.
Proposition 2.3.6. tR and tR are the pullback under O of the R-matrix and its inverse
of the quasitriangular Hopf algebra D(Uq(b−)) respectively.
Proof. The proof of the statement for the R-matrix is easy, as R is an element
of Uq(slε3)⊗Uq(slε3), and by the Fadeev-Quesne formula proven in the previous
chapter we obtain the given formula.
The expression for tR can be obtained by applying the iterative formula for Yn =
R−1 mod εn+1, Yn+1 = 1−RijYn + Yn. The ε2 = 0 case we are working with
then corresponds to Y1 = 1−RijY0 + Y0. We claim that Y0 ∈ Uq(slε3)⊗Uq(slε3) is
given by
Y0 = Oi,j(E{i,j}[−h̄aj Ai − h̄bjBi,−h̄XixjA2h̄i B−h̄i
+ h̄2XiYizjAh̄i B
h̄
i − h̄YiyjA−h̄i B
2h̄
i − h̄ZizjAh̄i Bh̄i ]).
Observe that in RijY0, entry-wise multiplication is implied. Multiplication here
is interpreted in the Hopf-algebraic sense. The multiplication of the R-matrix
and Y0 takes place entirely in Uq(b+)⊗Uq(b−) ⊂ Uq(slε3)⊗Uq(slε3), as we con-
structed the Drinfel’d double with the opposite comultiplication. We already
proved that the zipping of the corresponding tensors tam, tbm and tR converges.
We now observe that Y0 ∈WB as a tensor. To see this, first observe that A = e−hA
and 1 − hA act as the same element of Uq(b+). So we can replace the two in
the expression for O(Y0), and consequently in the corresponding tensor Y0. The
terms seem like higher order products of generators. However, when we first zip
to ζs = {A, B∗, b, a∗}, secondly to ζs = {X∗, Y, y∗, x} and at last to ζs = {Z∗, z}
we see that in each stage Y0 is of the appropriate form.
We check by zipping the tensors that Y0 is the zeroth order in ε of the inverse
R-matrix. We use the fact that tbm and tam are the pullback under O of the
multiplication in Uq(b± respectively. It then follows from the implementation
in Mathematica that tR is indeed the pullback ofR. This ends the proof.
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We can now construct the comultiplication and antipode tensors from the multi-
plication and R-matrix, and the pairing.
Proposition 2.3.7. ta∆, tb∆, taS and taS are the tensors corrsponding to respectively
the comultiplication on Uq(b−), Uq(b+), the antipode on Uq(b−) and the inverse of the







(tRj,1tRk,2) // (tam1,2→3) //tPi,3
taSi = taS|ε=0 − taSi|ε=0//taSi//taSi|ε=0
taSi = 〈tRi,jtPi,j〉j,










aja∗i + aka∗i + bjb∗i + bkb∗i, xjx∗i + xkx∗i + yjy∗i + yky∗i + zjz∗i
+ zkz∗i, 1 +
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∗
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Proof. For the tensors corresponding to the comultiplication, the pairing is only
zipped on one index. By the previous proposition this is well-defined. As for
the antipode, the same holds true. From the explicit form of taS we see that
taSi|ε=0//taSi//taSi|ε=0 is well-defined, and that the zipping converges.
The fact that the given tensors are the pullback of the comultiplication and the
(inverse) antipode follows by explicitly checking the Hopf algebra axioms in
Mathematica. We refer to the implementation Uq(slε3) in the appendix for this
calculation. We already proved that the multiplication tensors tam and tbm cor-
respond to multiplication in the Hopf algebras Uq(b±). Hence it follows that the
tensors given in this proposition must correspond to the comultiplication and
antipode in Uq(b±), as they agree on generators.
We now proceed with the pairing, the most problematic part of this section.
Proposition 2.3.8. tP is the pullback under O of the pairing between Uq(b±).
Proof. When pairing on generators, which is a straightforward application of
the zipping formula, we see that the pairing agrees on generators, and makes
Zi ∈ Uq(b+) and zi ∈ Uq(b−) dual.
What is left now is to prove that tP obeys the pairing axioms. This means prov-
ing that the zips necessary to check the pairing axioms in the tensor formalism
converge. Then we are finished, for the explicit check we refer to Mathematica.
The proof that the checking of the axioms converges in the tensor formalism boils
down to proving that for the expressions in WB for the appropriate set B have an
invertible 1 − Θ. This is an issue here as we are dealing with a formal power
series in Rε[[ 1h ]][B], the inverse of h.
The check that the zipping formula converges is equivalent to checking if the
prefactor in the final result is still dependent on 1h . This isequivalent to check-
ing that the exponents of the tensors that the pairing is zipped with are not
proportional to h, but to a constant in R ⊂ Rε. When the result of an (inter-
mediate) zip is not dependent on h, the power series are still well defined in
WB ⊂ Rε[[ 1h ]][[B∗]][B] since the exponent consists of pairs zz∗, where z∗ ∈ B∗.
However, the prefactor Θ might yield an uninvertible matrix 1− Θ in the fol-
lowing zips. This leads to divergences.
To show that the result of the zip in both inputs of the pairing tensor tP has in-
vertible 1− Θ, we do not have to zip, we only need to write down the tensors,
which is a product in the formal power series ring. By the previous propositions
we do have the explicit form of tam, tbm, ta∆, tb∆, taS and tbS and the inverse an-
tipodes. Moreover, we know that they are the pullback of the (co)multiplication
and antipodes on both halves of the Drinfel’d double Uq(slε3), remembering that
Uq(b+) has the opposite comultiplication. So if we prove convergence of the zip
we know that t is the pullback of the pairing, as it agrees on generators and it
obeys the pairing axioms. In this last observation we use O.
The pairing axioms that need to be checked are stated in the first chapter, and are
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as follows
〈ab, c〉 = 〈a⊗ b, ∆c〉
〈∆a, c⊗ d〉 = 〈a, cd〉
〈1, c〉 = ε(c)
〈a, 1〉 = ε(a)
〈Sa, c〉 = 〈a, Sc〉.
We write down the corresponding tensor identity with the appropriate indices
of the first relation 〈ab, c〉 = 〈a⊗ b, ∆c〉. The relations are checked in the Math-
ematica implementation. The check that the zip converges is then trivial, and
consists of checking the tensors stated above on their dependence of h. The other
relations are similar to the first one, and are left to the reader. The concrete ex-
pressions can be found in the Mathematica implementation in appendix A.1.
The terms we need to check are the cubic terms in tb∆ and tam of the form
h̄XjYk · · · . Terms like this are zipped twice (or three times in the case of the





pairing. We never encounter a term like XiXj in the exponent, so there are always
multiple terms in the pairing involved in zipping cubic terms.
























i . So we obtain a prefactor of
1
h in both cases. In
particular, 1−Θ is invertible for a suitable choice of variables in the three-stage
zip.





3 + b3b∗3, x3x∗3 + y3y∗3 + z3z∗3, 1]
. We obtain that zipping with t obeys the pairing axioms for a general expression
in Uq(slε3) by differentiating both sides, as usual.















2 + B2B∗2, X2X∗2 + Y2Y∗2 + Z2Z∗2, 1] tP1,4tP2,5〉{1,2,4,5}.
The other expressions are left to the reader to check. This finishes the proof.
We are now able to prove the main theorem of this chapter, theorem 2.3.1. The
proof combines the lemmas and propositions in this section.
Proof. (Theorem 2.3.1) The main problem is to check convergence of the zipping
of the pairing tP on both indices in the formula stated in the theorem. To prove
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convergence we once again look at the tensors that are taken as input. Since tP is
the pullback of the pairing, when the zip converges we immediately know that
the corresponding tensor tdm is the multiplication tensor on the Drinfel’d dou-
ble.
By Drinfel’ds theorem, we know that the multiplication on D(Uq(b−)) converges
in the h-adic completion. This implies that the 1h cancels. For the explicit proof
we refer to [23] for example, and we invite the reader to check this for them-
selves. The observation is that the antipode plays an essential role in canceling
the factors of 1h by introducing a minus sign.
We are looking for a similar fact here. A straightforward way out of this situation
is to calculate the explicit form of the input of the pairing in the tensor formal-
ism, and check the h-dependence, to make sure that the exponents in both inputs
are not proportional to h. We do not need to calculate this explicitly. We apply a








in the construction of tdm. We observe that the exponentials ta∆, tb∆ and taS
do not have a factor of h in the exponential apart from the terms involving
more than one ‘unstarred’ variable. These are zipped on more than once in
the three-way zip with the pairing, resulting in the appropriate factors of 1h .
The essential observation here is that we never encounter a term like XiXj in








also do not have a factor of
h in the exponentials. We provided the explicit form of the tensors corresponding
to the (co)multiplication, antipode, pairing and the (inverse) R-matrix by calcu-
lations in Mathematica in appendix A.1. We also proved that these tensors corre-
spond to the pullback under O. This finishes the proof of the main theorem.
As a corollary of the main theorem we obtain the multiplication relations of
Uq(slε3) stated at the end of the first chapter. These relations are obtained in the
Mathematica implementation by explicitly zipping tdm to generators. See the
appendix for details.
Conclusion
We defined and proved the convergence of a formalism that implements Feyn-
mans trick. In other words, following [36], we calculated the commutator be-
tween exponentials in an indirect way using the zipping theorem. This formal-
ism gives a correspondence between exponentials in the ring of formal power
series and the Hopf algebra maps. The zipping theorem enables us to implement
the quasitriangular Hopf algebra Uq(slε3) in an efficient way. We proved that
that the given tensors correspond under to the multiplication maps in Uq(b±),
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the pairing P and the R-matrix and its inverse. We proved furthermore that the
quantum double Uq(slε3) can be constructed using only these maps. We noted
that one should be careful when working with the pairing in the tensor formal-
ism, as this can lead to divergence. When one restricts to zipping P on one index
with any other tensor however, we proved that we are safe. When the pairing is
zipped to on both indices one has to check convergence explicitly.
A way to circumvent this problem is by defining the pairing P indirectly by solv-
ing a differential equation. See [36] for the argument. We noted however that
we still need to prove convergence of the zip function on single index zipping
of P. The observation that P zipped on both indices with R gives a divergence
means also that it is not directly possible to generalize the zipping formula to the
zipping of quadratic exponentials. It might be possible to find such a formula for
a subspace of these exponentials, but this is subject to future research.
A particular case of cubic zipping that is used in this chapter is the so called
three-stage zip. By splitting the zipping of the variables X and Y the zipping of
Z into two different stages, we managed to prove convergence for the zipping
of certain exponentials associated to the (co)multiplication and antipode in the
Hopf algebra Uq(slε3). In particular the cubic terms xyZ and XYz required a spe-
cial choice of the variables on which was to be zipped. The main reason for the
convergence of the three-stage zip on these terms is the fact that X and Y do not
occur together in one term inR and P. In other words, no mixing occurs. It is in-
teresting to see if we can define a specific subclass of tensors for which the three
stage zip converges, or in general understand the zipping of cubic terms better.
It is possible that the cubic terms can be put in the perturbation P of a tensor in
the case of certain solvable or nilpotent Lie algebras. A particular example of this
is of course the factor of ε, which is a way to construct a nilpotent subalgebra.
There might by a way to be able to zip cubic terms with losing slightly less infor-
mation by introducing another such factor. In particular this will be helpful for
reducing the computation time, but also for theoretical purposes it is valuable to
understand the cubic terms.
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3. A polynomial time sl3-knot invariant
Introduction
In this chapter we explain how to turn the quasi-triangular Hopf algebra Uq(slε3)
constructed in the first chapter into a knot invariant. We conclude with the proof
that the constructed knot invariant can be calculated in polynomial time using
the tensor formalism. The factorization of the knot invariant in Alexander poly-
nomials in zeroth order of epsilon is proven.
For the general form of the invariant in the sl2 case we refer to [35]. For Uq(slε3),
it remains an important open question if we can find a general expression for the
knot invariant. This means that one extracts the invariant part of the output of
the calculation of the knot invariant. This greatly reduces the length of the poly-
nomial for a knot K. This in turn will enable us to beter recognize the structure
of the knot invariant. Another important factor is the potential reduction of the
calculation time.
3.1. Knots diagrams and the Reidemeister theorem
We define the knot diagrams and we consider the usual embedddings of a knot
K in R3. We restrict ourselves to the class of framed knots. For an unframed
knot, one can always choose it to have writhe 0 and rotation number 0. If we use
this normalization it is possible to choose a canonical snarl diagram, as defined
in [35]. In this section we use the concept of framed knots, which enables us to
define the rotation number. A knot diagram in our convention is an rv-tangle
diagram in the language of [36]. We state the definition of (framed) knots.
Definition 3.1.1. A knot K is an equivalence class of a continuous (C∞) embedding of
i : S1 → R3. The equivalence class on the space of continuous embeddings is defined by
isotopies in R3.
This definition uses C∞-embeddings to exclude unrealistic posibilities such as
wild knots from the space of knots. We will not go into details, see for example
[4]. A knot is usually defined to be a piecewise linear embedding of the circle.
This provides a way to formalize operations on knot diagrams on an elementary
level. We skip this step and refer to [4] for an elementary treatment of the subject.
Let I = [0, 1] the unit interval. Instead of the embedding of S1, one can embed
S1 × I into R3. Note that it is not essential to take the interval I as [0, 1]. Instead,
one could also take this interval to be infinitesimally small. We wil consider I to
be infinitesimally small, say I = [0, δ], for δ > 0.
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Definition 3.1.2. A framed knot K is an equivalence class of a continuous embedding of
i : S1× I → R3. The equivalence class on the space of continuous embeddings is defined
by isotopies in R3.
Let us define the framing of a framed knot.
Definition 3.1.3. (Framing) Let K be a framed knot with boundary components K±.
The framing of K is defined as the linking number of the curves K±.
If one considers embeddings of S1 (or S1 × I) with an orientation along S1, one
obtains an oriented knot. In this chapter we use framed oriented knots.
Definition 3.1.4. Let J = {1, · · · , n} be a finite discrete index set, and fix 2n distinct
points xi, yi ∈ R3. A link is the equivalence class under isotopies of a continuous em-
bedding of the disjoint union φ : qi∈J Ii → R3 such that xi = φ(0) ∈ φ([0, 1]i) and
yi = φ(1) ∈ φ([0, 1]i).
Two knots or links K and K′ are called isotopic if there exists a smooth family of
homeomorphisms ht : R3 → R3 for t ∈ [0, 1] such that h0 is the identity on K and
h1(K) = K′.
The space of tangles will be most important in our discussion in this chapter, and
is closely related to the concept of long knots. The following definition is taken
from [25].
Definition 3.1.5. (Tangle) An (m, n)-tangle is a compact 1-manifold properly embed-
ded in R×R× I such that the boundary of the embedded 1-manifold is a set of m disinct
points in {0} ×R× {0} and a set of n disinct points in {0} ×R× {1}. To (m, n)-
tangles are said to be isotopic if there is an isotopy between the tangles that fixes the
boundary points. A framed tangle is a tangle with a framing on each component, idem
for an oriented tangle. A long knot is a (1, 1) tangle, where we exclude closed compo-
nents.
A knot can be obtained from a long knot by closing its endpoints. Conversely, we
can obtain a long knot from a knot by cutting S1 to obtain the interval I. This is
independend from the cutting point of the knot. A knot invariant is an invariant
if and only if it is an invariant of long knots, and the two invariants coincide
when the knot is cut, or the long knot is closed respectively. See [18], for the
context of classical knots, as we consider here.
More generally, it is not true that the closure of an (m, m) tangle without loops
is in one to one correspondence with the links of m components. There are n!
options to close an (n, n)-tangle. This is the reason that it is usually easier to
construct a knot invariant than a link invariant. In this chapter we construct
an invariant of framed oriented long knots. See also paragraph X.5 of [17], or
chapter 3 of [25] for more information.
Definition 3.1.6. A pre-knot diagram is defined to be a finite oriented four-valent graph
where each vertex is denoted as an over-crossing or an under crossing respectively. A
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Figure 3.1.: The possible crossings in a knot, up to rotation.
Figure 3.2.: The Reidemeister moves for a framed knot. From left to right the
Reidemeister I, II and III move.
labeling of a vertex as an over- and undercrossing is a labeling of the vertex with a ±1
and the labeling of two opposite opposite edges ending at the vertex as the underpass.
The remaining two edges are labeled as the overpass. We refer to two edges labeled as an
over- or underpass as on the same strand, or as a strand.
See figure 3.1 for the notation of an over and under-crossing.
The space of pre-knot diagrams will be subject to an equivalence relation. Two
pre-knot diagrams are equivalent if they can be obtained from each other by
applying a finite number of Reidemeister moves. The Reidemeister moves are
depicted in figure 3.2. We are using framed knots in our theory, so the Reide-
meister I move is different from the usual Reidemeister I move, in order to keep
the rotation-number of the knot-diagram constant. We refer to the usual (un-
framed) RI move as the Reidemeister I’ move. This move is depicted in figure
3.3.
Definition 3.1.7. (knot diagrams) A knot diagram is defined as the equivalence class of
a labeled pre-knot diagram under the Reidemeister moves. With labeled we mean each
edge is N-labeled. The number N of an edge E is referred to as the rotation number of E.
There is a similar definition of tangle diagrams, but we consider tangles without
framing, so there is no rotation number indicated on the strands. We fix the
ending and starting points in R2 as the projections of xi, yi ∈ R3. Two distinct
vertices in tangle diagrams are required to have a distinct height. The height of a
vertex is defined through the second projection π : R2 → R. This will be implicit
in our definition of tangle and knot diagrams. One can allways present a knot or
tangle in this way, see for example [17].
Definition 3.1.8. (tangle diagrams) A tangle diagram is defined as the equivalence class
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of a pre-knot diagram under the Reidemeister moves, where the Reidemeister I move is
replaced by the Reidemeister I’ move.
Figure 3.3.: The Reidemeister move I’
Given a framed knot K, we consider its projection on R2. We assume that the
knot is embedded in such a way that no two crossings align with respect to the
projection. The result can be presented as a knot diagram. For clarity, I is taken
to be infinitesimally small. In this case, we denote the framing of the knot as an
integer on the edges of the knot diagram of K, as the rotation number.
On the other hand, it is clear that a knot diagram F can be turned into a three
dimensional framed knot K(F). Given a knot diagram, we wish to prove two
knot diagrams are equivalent if and only if the corresponding knots are equiva-
lent. The Reidemeister theorem asserts this fact. A proof can be found in [25] for
example. As a result of this theorem, we can work with knot diagrams instead
of knots.
The same conventions hold in the case of a tangle, except that tangles do not
have a framing, and hence there is no need to label the edges.
Theorem 3.1.1. Two knot or tangle diagrams F and F’ are equivalent if and only if the
knots (or tangles) corresponding to F and F’ are equivalent under isotopies.
Let us be more clear about the about applying the Reidemeister moves to a knot
(or tangle) diagram. Any knot diagram can be obtained from elementary tan-
ngle diagrams. These elementary diagrams are shown in figure 3.4. The fifth
and sixth diagrams are refered to as caps, and the last two diagrams in figure
3.4 are referred to as cups. Since we consider finite diagrams, we can put an or-
Figure 3.4.: The elementary tangles
dening on the nontrivial elementary tangle diagrams where a knot diagram K is
constructed from. Concretely, we draw the diagrams in a way such that the cross-
ings, cups and caps are ordered vertically. This way of drawing a knot diagram
is referred to as a sliced knot diagram. See chapter 3 of [25]. On sliced diagrams,
the Reidemeister moves take a slightly different form. These moves are referred
to as the Turaev moves for oriented sliced diagrams, and are depicted in figure
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Figure 3.5.: The Turaev moves for a framed knot. The removal of trivial knots
from the diagram is excluded from the pictures, but is formally a
Turaev move. The last move is replaced by the Reidemeister I’ move
in case of a non-framed knot. The Turaev moves are numbered in left
to right, downward order as T − 1, · · · T − 7.
3.5. We have the following theorem for sliced diagrams. For the proof we refer
to [25].
Theorem 3.1.2. The knots are isotopic if and only if their corresponding two oriented
sliced knot diagrams are equivalent under the Turaev moves.
We wish to label the crossings in a knot-diagram with i ∈ {±1}. Let K be an
oriented framed long knot, so the diagram of K is oriented as a graph, where the
crossings are seen as vertices. To determine the sign of the crossing, we use the
convention of the left hand rule.
We draw a crossing as having a ninety degree angles between both strands. Place
the left hand thumb on the upper strand in the direction of the orientation, with
the palm of the hand pointed towards the paper. Align the index finger along
the lower strand of the crossing. If the index finger points in the direction of the
oriented strand, the crossing has sign +1, if it points in the opposite direction, it
has sign −1. Crossings with sign +1 are called over-crossings, −1 crossings are
refered to as under crossings. We can define the following.
Definition 3.1.9. (Writhe) We define the writhe of an oriented knot diagram of a knot
K as the difference between the number of over-crossings and the number of under-
crossings. We denote the writhe of K by writhe(K).
Lemma 3.1.1. writhe(K) is well-defined for a framed knot.
To prove this, we look at the admissable moves on knot diagrams, the Reide-
meister moves. We observe that the number of positive and negative crossings is
conserved under these moves for a framed knot.
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Definition 3.1.10. (mutants) Consider a knot diagram K, and consider a disc D in K
such that there are exactly four edges crossing the boundary of the disc. Let T be the tangle
in the disc D. Consider the operations S on the disc D where the four crossings (equally
spaced on the circle, w.l.o.g.) are mapped to each other. By applying these operations to
T we obtain a different tangle T’. A mutant of the knot K is a knot K′ where the tangle T
is replaced by a tangle T’ obtained from T by any of the operations S on D. We call K’ a
mutation of K.
Of course it does not matter which definition one takes in rotating the crossing.
We are now in a position to define a knot invariant for a knot K.
Definition 3.1.11. (knot invariant) Let S be a set. Let Z(K) ∈ S be an expression in S
corresponding to any knot K. Then Z(K) is called a knot invariant if for any two isotopic
knots K and K’, Z(K) = Z(K’).
Note that for a framed knot K, writhe(K) is a knot invariant where S = Z. Let us
now define the invariant corresponding to Uq(sl3). Defining a knot invariant is
equivalent to defining how to compute it. For the following considerations, we
follow chapter 4 of [25]. For a more concise treatment of knot invariants coming
from ribbon Hopf algebras we refer to this source, although there exist many
other books that treat the subject as well.
A quasitriangular ribbon Hopf algebra A is equipped with an R-matrix R, its
inverseR−1, multiplication m, comultiplication ∆, unit 1 and counit ε. Note that
ε is different from the parameter ε introduced in chapter 1. As introduced in
chapter 1, we have u = ∑ S(R(2))R(1), and v = S(u). Since A is a ribbon Hopf
algebra we have the square root ν of the element uv which is called the ribbon
element.
We introduce the graphical calculus for a ribbon Hopf algebra A. Consider a
framed oriented tangle diagram T. The graphical calculus is a way to denote
operations in A. For a rigorous introduction of the graphical calculus, see [25].
The idea is to label the strands of T expressions in A⊗S, where each strand stands
for a tensor factor. The concatination of strands as taking the product of the
boxed quantities in the order of the orientation of the strand.
The labels of the strands are written in coupons. An (n, m)-coupon (or box) is a
rectangle with n inputs and m outputs, and corresponds to a map A⊗{1,··· ,n} →
A⊗{1,··· ,m}. Multiplication with an element w ∈ A⊗S is considered as a map
A⊗S → A⊗S, and is denoted as a coupon with |S| in- and outputs. A strand with
no coupon (or box) is the unit of A.
Definition 3.1.12. An expression in the graphical calculus of A is a collection of (n, n)-
coupons, where n may be any positive integer, where the in- and outputs of the coupon
are connected by elementary oriented framed tangle diagrams. A graphical expression
with n strands is referred to as an n-ribbon graph.
Note that a ribbon graph without coupons is an oriented framed tangle diagram.
An example is depicted in figure 3.6. The graphical calculus is a way to denote
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Figure 3.6.: Graphical calculus for A. From left to right: R,R−1 and ∆op(x)R.
Figure 3.7.: Graphical Yang-Baxter equation.
multiplication on A⊗S. We denote the R-matrix of A as a crossing with sign ±1
forR±1 respectively. By the Reidemeister theorem, this is in fact well defined on
the equivalence classes of tangle diagrams, sinceR obeys the Yang-Baxter equa-
tion. For clarity, we may add a coupon containingR±1, to indicate multiplication
with the R-matrix.
The graphical language is useful to prove properties of A. One can for example
prove nicely that the Drinfel’d double is a quasi-triangular Hopf algebra. See
chapter 4.1 in [25]. We state the Yang-Baxter equation in this graphical language.
For more elaborate examples we refer to [25]. We may define operations on a
ribbon graph. We only state the most important operations. Obviously one may
multiply two n-ribbon graphs by putting the two diagrams together. To avoid
confusion, we label each of the 2n strands with a different integer, to indicate
which entries are multiplied. The multiplication of two n-ribbon graphs is re-
ferred to as the concatination of the strands.
The comultiplication in the Hopf algebra A is a map ∆ : A → A⊗ A. Its opera-
tion on an unlabeled strand, or a strand labeled with a grouplike element such as
uv−1, is doubling the strand. By the quasitriangularity axioms, when a crossing
occurs, doubling a strand results in two of the same crossings. This follows from
∆⊗ id(R) = R13R23.
Since the antipode id⊗ S inverts the R-matrix, we may define the action of S on a
strand as inverting the orientation of a strand. This is also well defined when the
strands are labeled with grouplike elements in A. Later in this chapter we will
use these operations to prove some properties of the knot invariant we are about
to define. We also note that it is customary in Hopf theory to denote calculations
in a graphical way, using these oberations. See for example [10].
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Figure 3.8.: Graphical depiction of ZA for a ribbon Hopf algebra A.
Let us consider a ribbon Hopf algebra A and a framed sliced oriented tangle T.
We will define the tangle invariant ZA(K) for any ribbon Hopf algebra A. This
yields a knot invariant. This is independent from the cutting of the knot, as the
knot consists of one strand. In general, this invariant is ill defined on links, as
it depends on the cutting point on the embedding of the copies of S1. We will
not attempt to construct a link invariant, but this an interesting topic for future
research.
Let S be the set labeling the strands of T. We define
ZA : {tangle diagrams}/∼ → A⊗S
as the map that takes tangle diagrams and assigns R to a positive crossing and
R−1 to a negative crossing. To a left oriented cap we assign the element C =
uν−1, and to the left oriented cup we assign multiplication with C = νu−1, the
product of the ribbon element ν with the inverse of u. The right oriented cup and
cap are left as they are, as are the single strands. Multiplication now takes place
according to the graphical calculus by concatinating (or glueing) the elementary
diagrams to each other in the order as they appeared in T. In algebraic terms,
when two strands are concatinated, multiplication takes place on the same copy
of A labeled according to the label of the strand in K. For clarity we may assign
seperate labels to each side of two concatinated strands. ZA is depicted in figure
3.8.
When considering a map F : {tangle diagrams}/∼ → {tangle diagrams}/∼
of tangle diagrams in |S| strands, we introduce ZA(F) : A⊗S → A⊗S as the
corresponding map on Hopf algebras. ZA(F)(ZA(T)) := ZA(F(T)). By the Rei-
demeister theorem (or Turaev’s theorem, depending on the diagrams under con-
sideration) this is well defined. We note furthermore that we may identify ZA(T)
with tZA(T) for any tangle T using the map O, since ZA(T) ∈ A⊗S. In what fol-
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lows, we leave the O out of the notation.
Usually, for a closed knot diagram we have to take the quotient of A⊗S with
the space of commutators in A. So for a framed oriented sliced knot diagram
K, ZA(K) ∈ A/J. Here J = {xy − yx|x, y ∈ A} is the vector space of all com-
mutators in A. We quotient out to J since there is a choice how to map each
elementary tangle to an element in A. In other words, if ZA(K) were not com-
mutative, this construction would be ill-defined. For a proof of this fact we refer
to [25], paragraph 4.2. However, we do not close the knot so we are safe.
Theorem 3.1.3. Let K be a framed oriented sliced knot, and let A be a ribbon Hopf
algebra. Then ZA(K) ∈ A is an isotopy invariant of the knot K. We refer to this invariant
as the universal A invariant of K, and write it as ZA(K).
We are now in a position to define the knot invariant for the case A = Uq(slε3).
Definition 3.1.13. Let K be a sliced framed oriented knot diagram. We define Zε3(K) =
ZUq(slε3)(K).
We now state the main theorem of this section.
Theorem 3.1.4. For any framed oriented long knot K, Zε3(K) is invariant under the
isotopies of K.
Proof. To prove this theorem, it is enough to prove invariance of Zε3(K) under the
Turaev moves, by the above discussion. These moves are checked explicitly in
Mathematica, and we refer to the implementation in appendix A.1.
We state the appropriate equations here for clarity. The equations are matched
to the diagrams in figure 3.5 by reading from left to right. We use the notation
introduced in earlier chapters, whereRij is the R-matrixR = ∑ R(1)⊗R(2) acting
on the i-th and j-th tensor factor by 1 ⊗ · · · ⊗ R(1) ⊗ 1 ⊗ · · · ⊗ R(2) ⊗ · · · ⊗ 1.
Similarly we write Ci for a copy of C on the i-th tensor factor (‘strand’). We









KK = 1 = KK.
The second equality can also be written as R(1)1 C1R12C1R
(2)
2 = 1⊗ 1, which is
equal to the corresponding Turaev move by the using graphical calculus. The
fourth identity can be rewritten in the same way.
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In appendix A.1 we number the Turaev moves as T − 1, · · · , T − 7, as indicated
in the picture. The equations checked there are the exact same equations written
down in this proof. Since we already know that the Hopf algebra structure of
Uq(slε3) is implemented in Mathematica in the program sl3invariant.nb as shown
in appendix A.1, we can directly conclude that Zε3(K) is indeed invariant under
the Turaev moves. This ends the proof.
3.2. Computing the Alexander polynomial
In this section, the Seifert surface S(K) of a knot diagram K is constructed, and
we compute its Alexander polynomial. The Alexander polynomial is computed
from the band representation of the Seifert surface. The idea is that we compute
the linking matrix of the generators of the fundamental group of S(K). For de-
tails we refer to [25] and [4]. We will follow page 17-22 of [25] and [4], page 107.
Let K be a framed oriented knot. To construct its Seifert surface, consider the
planar representation of K. In the knot diagram, we replace a crossing with two
untangled strands in the same direction. The result is a disjoint union of S1. We
consider the discs in R3 bound by these discs.
When a disc within a disc occurs, we elevate one of the two discs in the direction
perpendicular to the disc. Finally, connect the discs according to the crossings
present in the diagram of K. For a positive crossing we attach a band with a
positive half twist, and for a negative crossing in the diagram of K we attach the
discs with a negative half twist. The surface we obtain is the Seifert surface S(K)
of K.
Note that any Seifert surface can be expressed in a band form. This is called the
Figure 3.9.: The Seifert surface for the Trefoil knot.
band representation of the Seifert surface, see figure 3.10. This fact is proven by
considering one of the discs as the base of the band representation, and contract-
ing other discs to bands. Twists occuring will be denoted as curls in the band
representation. For a proof of this elementary fact, see [4], page 105.
We observe that the boundary of the Seifert surfact of a knot K is equal to K.
The boundary of the bands of the Seifert surface consists of two strands that are
linked together with linking number +1 or -1, depending on the convention cho-
sen. Moreover, the two strands always have opposite orientation, if we compare
them to the orientation of the band. This motivates the definition of the map B
in the next section.
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Figure 3.10.: Band representation for the Trefoil knot.
To calculate the Alexander polynomial ∆K of K, consider the fundamental group
π1(S) of S = S(K). We wish to compute the linking number of the generators of
π1(S). For simplicity we chose a basebpoint p of π1(S). Since S(K) is connected
the final result is independent of the coice of p. Let p be in the ‘base’ of S(K), i.e.
the rectengular part on which the bands are attached. Consider an orientation of
each generator ai ∈ π1(S). Here, i runs through the number of bands attached to
the base. For the Trefoil for example, i = 1, 2.
Considering this orientation, we define the numbers lij and rij. Consider two
bands Bi and Bj with orientation ai, aj ∈ π1(S), respectively. When Bi over-
crosses Bj from left to right, define lij = 1, else lij = 0. Similarly, when Bi over-
crosses Bj from right to left, define rij = 1. Then define the Seifert matrix V of
S by Vij = lij − rij. Finally, we define the Alexander polynomial ∆K(t) in the
indeterminate t as det(t−1/2VT − t1/2V). This normalization forces ∆K(t) to be
symmetric under t 7→ t−1. See [4] for details.
We calculate the Alexander polynomial for the Trefoil knot with the loops in fig-
ure 3.10. We see that a1 overcrosses a2 from right to left, a1 overcrosses a1 (itself)
from right to left and similarly, a2 overcorsses itself from right to left. We have
V11 = V22 = V12 = −1 and V21 = 0. Computing Alexander’s polynomial we get











= t−1 − 1 + t.
3.3. Multiplying R-matrices
When ε = 0, we know that the invariant connected to Uq(sl2) is the Alexan-
der polynomial [35]. The Uq(slε2,i) algebra relations are identical to the algebra
in [35], so we can connect the Uq(slε3) invariant to the Alexander polynomial as
well. Note that for ε = 0, and a knot K, Z03(K) is a polynomial in the variables
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S, T, ST [35].
Let K be a knot, and let G be the tangle associated to the band representation
of the Seifert surface. The tangle G is obtained from the Seifert surface, discon-
necting the bands from the central disc, and labeling them with indices 1 · · · 2g,




Bknin,jn as the op-
eration that turns G into the knot K. We can describe this operation as doubling
the strands 1, · · · , 2g, reversing the orientation on one of the strands and then
connecting the strands as they fit on the Seifert-surface to match the orientation







Proof. The proof follows from considering the action of ∆, S and m on tangle
diagrams. The action of multiplication on two given strands, as we already saw,
is that of concatinating the two strands. The comultiplication doubles a given
strand without changing its orientation. The antipode reverses the orientation of
a given strand. From the definition of a quasitriangular Hopf algebra, we know
thatR ∈ Uq(slε3)⊗Uq(slε3) obeys the Reidemeister moves. On knot diagrams we
define the action of multiplication with the R-matrix as a crossing.




in Uq(slε3). This finishes the proof.
In what follows, we denote tZε3(B)
k
i,j as
tBki,j for short, sometimes leaving out the
indices. We write down the following explicit form of tBkij. For convenience, a
∗
and b∗ have been put to zero. We will see that they do not play a role. We used
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Now we can prove the following. The proof is based on the proof in [36]. We
use the term mixing, which refers to the Uq(slε2,i) subalgebras of Uq(sl
ε
3) that are
invariant under certain algebra maps. This translates to the tensor-formalism
by looking at specific terms in the tensors that are used. To see this, we invite
the reader to inspect the zipping-formula closely. In particular, we observe that
terms like euu
∗
leave the Uq(slε2,i) subalgebras invariant.
Theorem 3.3.1. Let K be an oriented framed long knot. The knot invariant Z03(K) is
the product of inverse of the Alexander polynomial of K in the variables S, T and ST.
Proof. Let K be a knot, and let G be the tangle associated to the band representa-
tion of S(K). We have Zε3(K) = Z
ε
3(G)//
tB. We first prove that the invariant fac-
torizes into sl2 parts by showing that the only terms that contribute to Z03(G)//
tB
are the terms of the form E[0, uU, 1], where u = x, y, z, and U stands for the dual
(capital) generator.
By symmetry of the x, y, z terms occurring in tR and tdm and the absence of mix-
ing terms like xiYj in the non-perturbative part of the exponentials we will obtain
the factorization. Note that we connect all strands of G to one strand, since K is
a knot. Observe furthermore that we only need to consider Z03(G)//
tBki,j, the case
where G consists of two strands. By induction to the number of strands the the-
orem will follow for general G, with the same argument.
The second part is proving that each of the sl2 terms zips to the Alexander poly-
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nomial. This is done in a similar fashion, and is done explicitly in [36]. We will
not do this here explicitly, but refer to [36] for the argument.
We start with rewriting the multiplication tensor tdm and R-matrices with (note
ε = 0) s = 2A− B and t = 2B− A, where we observe that in tR and tR−1 = tR̄
the s and t only occur with an a or a b in front. Note that since the antipode S
is the convolution inverse of ∆, and S̄(p) = S(p) = −p for p an element of the
Cartan subalgebra, tBki,j has no terms that consist only of elements of the Cartan-
subalgebra. This follows from lemma 3.3.1, since S and S̄ are applied on the same
index of ∆. After multiplication the indices are changed to k, and the a and b drop
out. Observe that Z(G) only consists of products of R-matrices and trivial curls
(which are central elements).
In tR, we see that s and t only occur in combination with a and b respectively.
Hence we can set sn and tn for n = i, j to zero in tBki,j. That is, we put s and t with
the‘incoming’ indices i and j in tBki,j to zero. This is equivalent to setting S and
T to 1, since s and t will never occur from zipping a and b. This is because the
a and b dependence in the Cartan part of the exponential tZε=03 (B)
k
i,j drops out.
Since we take ε = 0, we can put a∗ and b∗ to zero in Z03(G) (which follows from
the format of tdm).
Now we look at the non-square terms in the R-matrices and the multiplication
tensor tdm. A calculation in Mathematica shows that before the zipping the only





j zk −Ykx∗i Z∗j + Xky∗i Z∗j . (3.2)
3.2 arises in tdm, and 3.1 arrises in tR−1. If we look at the last two terms 3.2, we
see that by symmetry of x and y occurring (and X and Y terms, as a result, since
these only occur together) in tR and tR−1 the two will cancel out. Here we use
that in the end we are left with one strand, i.e. one index. The first term of 3.2
and 3.1 are similar in the sense that after zipping, x∗i y
∗
j zk 7→ Xi′Yj′zk.
From tdm we can see that the cubic terms are unchanged by zipping with tB,
since X∗ only occurs with an x in tB, and similarly for Y. The only way these
terms could contribute is after zipping of tZ03(B)
k
i,j (without loss of generality we
can take i′ = i and j′ = j).
In tB, tR and tR−1, z∗ does not occur in combination with x and y. We once
again remind the reader that ε = 0 for the duration of this proof, so we only
consider the non-perturbative part of the exponentials. Similarly, xi does not
occur in combination with yj. So there is no mixing of the variables. The reader
is encuraged to check this for themselves using the Mathematica implementation
in the appendix. This finishes the proof.
The following theorem uses a rough upper bound for the number of variables
zipped. The proof follows [35] by looking the sizes of the matrices in the zipping
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theorem. We are using the three-stage zip and the zippinng theorem on 8 gener-
ators in total, in the most optimal implementation of Uq(slε3). The computational
complexity of calculating an m by m determinant is assumed to be m3. Invert-
ing the matrix is assumed to be of complexity m3. Differentiating a monomial of
degree m times is of complexity cm for some constant c. So differentiating a poly-
nomial of m′ terms will take O(m′) computations. There exist faster algorithms,
but we calculate an upper-bound. It is possible to generalize this argument to
the case εk = 0, see [36] for an argument in the sl2 case.
Theorem 3.3.2. The calculation of Zε3(K) for a knot K with n crossings has a computa-
tional complexity of at most O(n10).
Proof. Let K be a knot with n crossings. We will assume that it has rotation-
number 0 and writhe 0. This can be done by inserting curls after the last crossing,
which does not infect the final result, apart from a normalization of the Alexan-
der polynomial. Note that conjugating an element x in the Hopf algebra Uq(slε3)
with C equals S2(x). So putting the curls that occur in K after the final crossing
will only change the normalization with factors of q. Moreover, the curls cancel
out. Note that S2 multiplies the non-Cartan generators with a factor of q, so this
operation does not contribute to the upper bound. So we can assume that the
knot invariant is calculated by zipping over and under crossings and multiplica-
tion tensors.
We assume that the zipping is done at once for K, meaning there are n crossings
where each crossing has 2 indices to be concatinated. This follows from the rela-
tion between edges and vertices in any 4-valent graph. Furthermore we observe
that s and t are central, so we can take them to be coefficients, and leave them
out of the zipping. As a consequence we drop the index from ti, si and s∗i , t
∗
i .
The first step is zipping a, a∗, b∗, b. Consider a tensor of the form E = eL+QP,
where L stands for the Cartan-part, Q stands for rest of terms in the ε-independent
part. As we put s and t constant, the only contribution to L comes from tdm, and
is of the form uu∗. This is a diagonal matrix, so differentiating and computing
the inverse and determinant takes O(n2) operations. The contraction of the per-
turbation and differentiating takes O(n) operations, as in each monomial of P,
a, b have a degree of at most 2, and replacement of a with ∂a∗ also takes O(n)
computations.
The contraction of {X, Y, y∗, x∗} takes the most computations, as it has the most
generators that need to be contracted. Note that it is of the same complexity as
zipping Z, z∗. Only the prefactor differs because of the number of variables and
the number of monomials in P with the corresponding variables differ. Zipping
E to the variables {X, Y, x∗, y∗} computes the matrix q of Q by differentiating Q
with ∂u,u∗ and taking its inverse. This takes O(n4) computations, as there are∼ n
generators in Q.
To compute the contraction of P, we count the number of monomials in P with
the variables X, Y, y and x. Observe that there are 32n variables (counting the
indices and the fact that we are always contracting two different indices) and
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the degree of each monomial is 8 at most, looking at the multiplication tensor in
the quantum double. Now we get a total of at most (32n+88 ) ≤ (32n + 8)8 mono-
mials. Differentiating each monomial is of a constant complexity. However, for
contracting P we first need to substitute the variables by applying the zipping
theorem. As this is a vector of length 16n at worst, this takes O(n2) operations
at worst, since the substitution could depend on ∼ n variables. So we find that
zipping to {X, Y, x∗, y∗} takes O(n10) operations at most.
We observe that applying the zipping theorem multiple times is more efficient
than performing the zip for all variables at once (in the absence of cubic terms of
course). In particular since this reduces the size of the matrices we work with. In
this case we have 3 implementations of the zipping theorem, the contribution of
each we can add together. This finishes the proof.
Although in theory our computation is very efficient in terms of the number of
crossings, the biggest problem occurs when scaling the sl3 invariant to an slN
invariant. The number of variables m per strand (currently 8) will increase with
m = (N − 1)(N + 1), if we count the number of generators in slN , compensat-
ing for the central elements in the algebra, of which there are N − 1. Since we
have to compute the inverse of a matrix of size m times m by differentiating, this
takes ∼ m4 operations. Adding in the substitution in the zipping theorem which
takes m2 operations we get a complexity of O(m10) = O(N20) for an slN invari-
ant where all the variables are zipped in one implementation (in the assumed
absence of troublesome terms), and O(N22) if the zips are splitted into N dif-
ferent zips (one zip for each group of generators associated to a root-vector of a
particular length < N). So in terms of the number of crossings, the slN invariant
is less efficient as say the sl2 invariant, although not much less. But the problem
arises from the constant prefactor.
In the case of sl3 the prefactor arising from the number of generators in the
{X, Y, y∗, x∗}-zip can be estimated to be approximately ∼ 8(2 · 16)10. The fac-
tor of 4 arises from the number of operations it takes to differentiate each term
(with a degree of at most 2 in each generator). The factor 2 · 16 counts the num-
ber of generators. If we start with {X, Y, y, x} and the dual variables, we should
add in a factor of 4 since we are always contracting 2 indices, and each crossing
has two strands. For a small number of crossings we see that the contribution
from the number of generators per crossing is very big in comparison to the con-
tribution of n10 from the number of crossings. In total, we see that for slm this
prefactor will be roughly ∼ 410m10. In particular the factor of 4 contributes a lot
when m is small.
In conclusion, although the sl3 invariant computes as n10 where n is the number
of crossings, in practice, for n = 6, the prefactor will contribute a term n13, mak-
ing the effective complexity roughly O(n23) for small knots up to 6 crossings. For
knots up to 10 crossings this reduces to O(1020). For bigger knots, the contribu-
tion will be smaller still. Only for knots of ∼ 40 crossings, n10 ∼ 8(32)10.
We see that for the knots we are interested in the contribution of the number of
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generators and the size of tdm is more important than the number of crossings
in the knots. This makes the computations very slow. It is therefore necessary
to look at a way to reduce the number of monomials in the perturbation P by
for example introducing a second parameter γk = 0 on the b− side, to make the
algebra nilpotent. γ is equivalent to ε, it is only present on the “other side” of the
algerba Uq(slε3).
The effect will be that we compute terms of the expansion of Z3ε in terms of γ,
which are finite type invariants, which are less powerfull than the Zε3 invari-
ant. It may be expected however, that when computed to a sufficient order of
γ, these invariants will give enough information to for example prove that Zε3
distinguishes mutants.
Conclusion
Starting with the definition of knots, knots diagrams and the Alexander polyno-
mial we have proven that the invariant Z03 factorizes into Alexander polynomials.
We used the Seifert surface to prove this fact. An algebraic implementation of the
Seifert surface was used to compute the knot invariant. This was used, together
with the action of the (co)multiplication and antipode on knot diagrams.
The main result of this chapter is the theorem that we can compute Zε3 in polyno-
mial time, and in fact in O(n10) computations, where n is the number of crossings
in a given knot. The proof of this theorem was by considering the explicit zip-
ping of R-matrices corresponding to a knot diagram of a knot K. We concluded
wiith the observation that although this might seem a small cost, in practice this
cost is much larger. This is mainly because of the number of generators of sl3.
For a general sln invariant this complexity will increase with O(n12), where n is
the rank of the algebra Uq(sln).
More research is needed to bring this cost down. In particular the zipping of
R-matrices could possibly be improved upon, to bring down the O(n10) even
further. It seems unlikely that the cost of the number of generators can be re-
duced significantly, but this is the most important contribution to the complexity
of computing Zε3. In comparison, for a knot of 6 crossings, this factor contributs
roughly as O(n20). This is much larger than the O(n10) contribution of the zip-
ping of the R-matrices. One way to reduce this cost greatly is by cutting off the
multiplication in the quantum double. This can be done by introducing a second
parameter dual to γ for example. Although in practice this reduces the strength
of the knot invariant greatly, this seems to be the best bet to compute Zεn for big-
ger knots.
Another possibility would be to reduce the number of variables involved in the
zipping of the R-matrices. One way to do this, is to isolate the actual sl3 invariant
from the knot-polynomial Zε3(K) of a knot K. For example, in the sl2 case ane can
isolate this part from a long expression in a central element. It is concievable that
we can drop some zips by smartly zipping the R-matrices of a knot diagram and
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still obtain the ‘new part’ of the sl3 invariant. To obtain an idea of the general
form of Zε3(K) we need more data of course, but we can also look at the invari-
ance of parts of Zε3(K) under the q-Weyl group.
Another way to improve the computation speed would be to implement the com-
putation of the determinants involved in the zipping of knots in C++ for exam-
ple, or another efficient computer language. Since Mathematica is Python-based
it may not be as efficient in computing and handling large expressions. Imple-
menting the computation in C++ would also enable one to use larger computers
for the computation of the knot diagrams.
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Introduction
In this chapter we repeat the construction of Uq(slε3) of the first chapter for sln,
for general n. In the first section we quantize the upper Borel subalgebra of sln,
and we construct a basis by using the Weyl-group action. The Weyl group is
constructed for Uq(slε2) in section 4.2, after which we continue with constructing
the Weyl group for Uq(slεn). We assume that ε is invertible in this chapter. We
calculate the algebra relations up to any order of ε by taking the power series
expansion of an expression.
In this chapter we assume that ε is invertible, as in the non-invertible, εk = 0 case
the construction of the quantum Weyl group breaks down. It is not possible to
construct the usual highest weight representations when εk = 0. Taking ε invert-
ible provides an isomorphism between slεn and sln. The usual automorphisms Ti
that originate from the Weyl group are not algebra automorphisms when ε is not
invertible. When working over R(ε), the maps Ti turn out to be algebra auto-
morphisms.
In the last section we prove that one can define algebra maps T̃i from the auto-
morphisms Ti for non-invertible ε. However, the T̃i can only be applied to simple
generators times a factor of ε. This is familiar from chapter one, where we saw a
similar term εZ in the commutator.
A different set of symmetries has been found by Bar-Natan and Van der Veen
when εk = 0, or more generally for R[[ε]]. The set of symmetries for non-
invertible ε is isomorphic to the dihedral group Dn for slεn. See [37] for details.
It remains to be seen if this means that the invariants arising are stronger, as they
might have less symmetry, or if this means there are more hidden symmetries
that arise in the invariants. This symmetries only differs for n ≥ 4, as D3 = S3.
If ε ∈ R[[ε]], it has been noted that a quotient of an affine quantum group is
obtained, see [37] and [5]. The Dynkin diagrams of affine Lie algebras have a
circular form, so there are different symmetries than in the sln case. When εk = 0
in an affine Lie algebra in some sense, these symmetries survive. See [37] and [5]
for details.
The contents of this chapter is as follows. In the first section we provide the
general slεn Lie algebra relations and its quantization Uq(slεn) for invertible ε. The
construction of the Uq(slεn) is briefly covered. In the second section we cover
the finite dimensional representation theory for Uq(slε2) for invertible ε, and an
algebra automorphism is constructed. In the third section we proceed with the
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Uq(slεn) case in the same way, following [29]. In the last section we scetch the
connection between the Hopf algebras covered in this and the first chapter.
4.1. Quantizing a Lie subalgebra of sln





i = 1 · · · n, Cartan-matrix aij and the relations (we introduce ε in the b− side mul-
tiplication, as opposed to chapter 1)
[H−i , X
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−1H−i ), (adX±i )
1−aij(X±j ) = 0, (i 6= j), (4.2)


















δ(H±i ) = 0. (4.5)
In our convention, aii = 2, aij = −1 if i = j± 1 and else zero. We consider the
double of the Lie algebra of upper triangular matrices b+ ⊂ gln, so we will as-
sume that the Cartan matrix has rank n. As noted in chapter 1, the Cartan matrix
is well defined, even though the above algebra is not semisimple.
We observe furthermore that H±i generate the Cartan subalgebra h, the biggest
commutative subalgebra of g (which is the case for semisimple Lie algebra’s).
Define adX(Y) = [X, Y] as the adjoint action of g on itself. Putting ε = 1 and di-
viding out to H+i − H
−
i = 0 yields the usual sln Lie bialgebra. In this chapter we
consider the generalization of the classical double quasitriangular Lie bialgebra
calculated in chapter 1, although with ε present in the b− lower Borel subalgebra
commutation relations.
The simple roots αi : h+ → R(ε) are defined as the linear maps αi(H+j ) = aij,
and similarly for h− ⊂ h, with an additional factor of ε. Since ε is invertible, the
root space for h± are isomorphic and we may talk about the rootspace of slεn. As
we are concerned with the quantization of b+ in this section, we will use roots on
h+.
The fundamental reflections si : h → h are defined by si(h) = h− αi(h)H+i for
h ∈ h. The Weyl group of g is the subgroup of GL(h) generated by s1, · · · , sn−1.
The Lie algebra slεn is finite dimensional, so there is a unique element w of max-
imal length N. Write w = si1 · · · siN . Define the positive roots as the set ∆+ =
{αi1 , si1(αi2), · · · , si1(· · · siN−1(αiN )}. Note that each element occurs exactly once.
Although slεn is not semisimple, the Killing form is nondegenerate on the sub-
algebras h± ⊂ h generated by H±i . The reason is that the upper an lower Borel
subalgebras b± are embedded in sln. So the Cartan matrix and the root system
corresponding to the b± algebra is well defined.
For a Lie algebra g over a field, one can extend the fundamental reflections to
act on g instead of h ⊂ g, see [6], in which case we call the automorphism corre-
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sponding to si Ti. In the case of slεn, we have the following definition of Ti. This
definition is equivalent to the automorphisms Ti of sln, as one can check in for
example [6], or [14].
Proposition 4.1.1. Let slεn be the Lie algebra structure as specified above. The Ti defined
in the following way




j ) = ε
−1H−j − ε
−1aji H−i , Ti(H
−
j ) = εH
+
j − εaji H
+
i , (4.6)
Ti(X+j ) = (−aij)!
−1(adX+i )
−aij(X+j ), i 6= j (4.7)
Ti(X−j ) = (−1)
aij(−aij)!−1(adX−i )
−aij(X−j ), i 6= j. (4.8)
are Lie algebra automorphisms of slεn.
Proof. The only relations that change in the presence of ε are the commutator
[H−i , X
±











−1H−i ). Applying Ti and Tj on
both sides of the first identity, we observe that T respects the relation. Here we
make use of the Jacobi-identity to calculate commutators of commutators.
For the second identity, we observe that the right-hand side is invariant (modulo
a global minus sign) under Tj if i = j and if j 6= i we gain a term −aij(H+j +
ε−1H−j ) = H
+
j + ε
−1H−j , as aij = −1 if i 6= j. On the left hand side we ob-






j ]], which we can evaluate with applying the Ja-
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i ]]] yields a term H
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j + ε
−1H−j , and similarly






























With [H+i , X
±
j ] = ±aijX
±
j and the relations for H
−
i , this yields the required result.
This proves the theorem.
These automorphisms obey the braid group relations TiTjTi = TjTiTj for all i 6= j.
Proposition 4.1.2. Let the Ti be as defined above, and let aij be the Cartan matrix cor-
responding to sln. Then TiTjTi = TjTiTj for all i 6= j.
Proof. As aij only takes nonzero values if i and j differ at most 1, we only need to
check two non-trivial identities. The case for H±i can be reduced to the sln case
by counting the factors of ε on both sides and realizing Ti is linear in ε. We note
that independently of the index i, Ti switches the sign of H±. This is in fact the
only thing that is different from sln for the Cartan subalgebra, together with ε we
need to keep track of.
The case for X±i is the same for both b
±, and can be reduced to the usual case
by realizing that H+ acts in the same way as ε−1H−. We only need to count the
factors of ε that are introduced when checking the Weyl condition on X±j . This is
left as an exercise, as it follows by a straightforward calculation.
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We continue with constructing the quantization of the above slεn Lie bialgebra.
We first quantize the upper triangular matrices Lie subalgebra b+ of slεn. Consider
the subalgebra b+ generated by the simple root vectors X+i and H
+
i for all i =
1 · · · n− 1. remember that the cobracket on b+ is multiplied with ε:





The cobracket on the other positive root vectors is implicitly defined. To quan-
tize a Lie bialgebra, only the cobracket on the simple generators are needed. We
follow the usual construction of Uq(sl3) here to obtain a quantization of b+. See
chapter 6 and 8 of [6].
We are looking for a Hopf algebra with classical limit 4.9, so it is easiest to start
with quantizing the cobracket. Firstly, let us take the trivial Hopf algebra struc-
ture on the universal enveloping algebra U(b+), as introduced earlier. δ(H+i ) = 0
yields
∆h(H+i ) = H
+
i ⊗ 1 + 1⊗ H
+
i .
Continueing with X+i , we introduce a grading deg on b
+. Here deg(H+i ) = 0 and
X+i = 1. In order to obtain a graded algebra, we need the (co)multiplication to
preserve the grading, or at least not lowering the degree in the case of general
positive roots. To this end, let us follow [6] and guess





i ⊗ X+i , (4.10)





i ⊗ ehµH+i . Multiplying X+i with e−hνH
+
i thus yields
∆h(X+i ) = X
+
i ⊗ e
hµH+i + 1⊗ X+i ,
so we can take ν = 0 without loss of generality. We can use that the classical limit
of ∆h(X+i ) equals 4.9, so we can take µ = ε to obtain
∆h(X+i ) = X
+
i ⊗ e
hεH+i + 1⊗ X+i . (4.11)
∆h extends to an algebra homomorphism on the subalgebra generated by H+i and
X+i , since the H
+
i has trivial comultiplication. Consequently, the multiplication
(bracket) can be left unchanged. Hence we can directly write down the antipode
for H+i and X
+
i from the calculated comultiplication.








We extend ∆h to an algebra homomorphism on Uh(b+). Consider the classical
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1−aij−k = 0. (4.13)
For sln, 1− aij = 2 for all the nontrivial relations (the case i = j yields a vanish-
ing commutator for X+i and X
+
j ). Note that in the case of sl3, with the definition
[x, y] = z and X−1 = x, X
−
2 = y, gives [z, x] = 0.
In order for ∆h to be an algebra homomorphism, 4.13 needs to be altered. Re-
peating the calculation we did in chapter 1, the correct form of the quantum
Serre relations is obtained by replacing the binomial coefficients with quantum
binomial coefficients, with q = eεh = 1+ εh. For the calculation in the case of sln,














1−aij−k = 0. (4.14)
One of the ingredients for the proof that with these relations ∆h does indeed




−εhH+i = eεhaij X+j .
Together with the trivial counit, we have constructed the Hopf algebra structure
on Uq(b+).
Theorem 4.1.1. Uh(b+) is a quantization of the Lie bialgebra b+, for invertible and
non-invertible ε. Moreover, there exists an algebra isomorphism Uq(b+) ∼= U(b+)[[h]]
in both cases.
Proof. In order to prove that we have indeed found the quantization of b+, ob-
serve that multiplication and comultiplication in Uh(b+) have b+ as classical
limit. It is also necessary to find a R(ε)[[h]]-module isomorphism between Uh(b+)
and U(b+)[[h]]. Since ε is invertible, this is equivalent to the sln case. This equiv-
alence yields an R(ε)[[h]]-module isomorphism. Even stronger, we obtain an
algebra isomorphism between Uh(b+) and U(b+)[[h]], as there exists an algebra
isomorphism between Uh(sln) and U(sln)[[h]] by the rigidity theorem. See [6],
chapter 6.1.
The case where ε is not invertible can be obtained from the first case by expand-
ing the isomorphism in terms of ε. The fact that this can be done follows because
the ε only occurs together with the h in the algebra relations on the b+ side in the
q-Serre relations. This implies that the isomorphism Uh(b+) ∼= U(b+)[[h]] is also
defined over R[[ε, h]]. Moreover, ε is only present in q and q is invertible up to
any order of εk. We note that after expansion of q there is no factor of ε−1 present
in the relations of Uh(b+).
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To prove that in finite order of ε we still have isomorphisms of R[ε]/(εk)[[h]]-
modules, note that injectivity follows from comparing the terms in each order of
ε. The surjectivity follows in the same way. That we obtain an isomorphism of
algebras follows from linearity of the isomorphism over ε. So we have a quanti-
zation of the Lie bialgebra b+.
We are now in a position to construct a PBW basis for Uh(b+), while also calcu-
lating the dual of Uh(b+), the partial R-matrices and the comultiplication on the
PBW basis. These calculations are necessary in order to be able to write an algo-
ritm that can calculate the algebra relations for general n. We could start with the
dual basis to the simple roots X+i . Using these generators and the action of the
Weyl group, we can calculate the necessary partial R-matrices. Using those (and
their inverse), we can calculate the coproduct on basis elements associated with
any positive root. Then we can find the (co)multiplication properties of the dual
basis using the Hopf algebra pairing.
The action of the braid group can be defined straightforwardly on the algebra
Uh(n+) spanned by X+i in Uh(b
+) through the Hopf algebra right-adjoint action
Ad
Adx(y) = ∑ x(1)yS(x(2))
of Uh and U
cop
h , the opposite coalgebra. Define Ti(X
−








(X+j ). As we will see, for invertible ε it is possible to define
Ti on Uq(slεn). This will be covered in the next sections. For now we restrict
ourselves to Uq(n+). Note that we define the Ti slightly different here than we
will do in the next section. We leave out the central factor for cosmetic reasons.
We note that this has no effect on the expression for ∆(Xβ) we state here.
This action can be used to write down explicit generators of Uq(b+) for invertible
ε. If β = si1 si2 · · · sik−1(αik) ∈ ∆+, define X
±




there are no redundant reflections in the notation for β, this is well defined, and
yields generators X±β for each positive root. The fact that this is well defined
follows from the Weyl property for Ti. For the proof that Ti satisfy the Weyl
property we refer to the next two sections.
Denote X±β for the generators of Uq(sln) corresponding to the root β, and denote
H±i for the generators of the quantized Cartan subalgebra of Uq(sl
ε
3), for i =
1, · · · n. Let w be the longest root with decomposition w = si1 · · · siN . We denote
the positive roots by β1, · · · βN . Corresponding to this decomposition we have
the non-simple generators X±βi , where i = 1, · · · , N
Monomials in X+β and H
+
β form a basis of Uq(b
+). The folowing theorem is a
generalization of the theorem we saw in chapter 1, however the proof is easier
since we start with an algebra over R(ε).
Theorem 4.1.2. Let X+β and H
+
β be the generators corresponding to the positive roots
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pi form a basis of Uq(b+).
Proof. From the classical PBW theorem it follows that ordered monomials in X±β
constitute a linear basis of Uq(slεn). Now we use the fact that ε is invertible, so
that we have an isomorphism between Uq(slεn) and U(slεn)[[h]], by the rigidity
theorem.
This finishes the construction of Uq(b+). To obtain Uq(slεn) we need to calculate
the QUE-dual of Uq(b+), which we refer to as Uq(b−), consistent with chapter
1. Then one can form the quantum double of Uq(b±) to form Uq(slεn). We skip
this construction and state the relations of Uq(slεn). The proof that these relations
form a Hopf algebra can be found in many sources, since ε is invertible.
Notice that Uh(b+) is also well defined over R[[ε, h]] by expanding q. Over this
ring, it is possible to divide out to εk for some k. When we take the quantum
double of Uh(b+), we can no longer work over R[[ε]], due to the factor 1q−q−1
present. In the last section of this chapter we cover this issue.
Theorem 4.1.3. Let ε be invertible, and let q = eεh. The following relations
[X−i , H
−










































∆(X−i ) = X
−
i ⊗ e
hH−i /2 + e−hH
−
i /2 ⊗ X−i , ∆(X
+
i ) = X
+
i ⊗ e
εhH+i /2 + e−εhH
+
i /2 ⊗ X+i
∆(H±i ) = H
±




i ) = −e
εhX+i , S(X
−
i ) = −e
−hX−i , S(Hi) = −Hi,






















form a basis of Uq(slεn).
In general, the action of the Braid group is not compatible with the coproduct
when extended to the full Hopf algebra. This means that one has to compute
the action of the braid group, before one can compute the coproduct. There is
another option. One can express the coproduct of the generators in terms of the
R-matrices corresponding to the Uq(sl2)i subalgebras of Uq(sln). We refer these
R-matrices as partial R-matrices.
Let A = aij be the Cartan matrix. Define ζi = ∑(A−1)ijH−j . For simple roots αi,




i , ζi, one has
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t′〉 = δo,o′δt,t′h−o−to![t]q!. (4.15)
Where [s]q =
qs−q−s
q−q−1 and [n]q! = [n]q[n− 1]q · · · [1]q is the quantum factorial. We








k ⊗ (ζi)k(X−i )l
k![l]q!
. (4.16)
By the quantum double construction, this is the R-matrix for Uh(sl2) for the i-
th simple root. Using the braid group action, one can define the R-matrix for
general positive root βr = Ti1(· · · Tir−1(αir)) as follows. We note that the algebra
automorphisms Ti can be defined on Uq(slεn). The definition can be found in
section 4.3.
R̃h,βr = (Ti1 · · · Tir−1 ⊗ Ti1 · · · Tir−1)(R̃h,ir), (4.17)
R̃h,<βr = R̃h,βr−1 · · · R̃h,β1 . (4.18)
We have the following proposition, see section 4.3 for the proof.
Proposition 4.1.3. (Comultiplication) For any β ∈ ∆+,





εhH−β + 1⊗ X+β )R̃h,<β.
Note that if β = ∑i kiαi, then Hβ = ∑i diki Hi, where di = 1 are the Cartan integers,
where we restrict ourselves to sln.
So it is possible to quantize the algebra on the simple generators and know the
comultiplications on the non-simple generators. We turn the PBW basis consist-
ing of monomials in generators into a dual basis to obtain the R-matrix. To this
end, we define the following generators. Let A = aij be the Cartan matrix. Re-
member ζi = ∑(A−1)ijH−j . The following pairing for monomials in the dual



























The proof makes use of proposition 8.3.7 in [6].
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Proof. Let us scetch the proof of the general case. The proof is by induction,
using proposition 8.3.7 in [6] that is proven in section 4.2.1. We apply ∆ to the
non-capital side, after which we only need to count the tensor-products that pair
non-zero. Note that our algebra has the same pairing as the Uq(b±) dual pairing
in [6], except for the factor of ε, and the correction with q− q−1.
In particular, since ζi are dual to H+i , the basis of Uq(b
−) corresponds to the
{ζi, µβi} basis in [6]. The different conventions for the comultiplication of X
+
i
in [6] result in a factor of q1/2tr(tr−1) present in 8.3.7 in [6] that is absent here.
Looking at our Ri, in particular the prefactor Rni present in the sum, we get the
required result.
Now this construction is finished, we can write down the universal R-matrix
corresponding to Uq(slεn). The hardest part is calculating the PBW basis and
the corresponding dual, and the multiplication relations between the generators.
The quantum Serre relations together with the braid group action provide the
multiplication relations between the PBW generators.
4.2. Representation theory of Uq(slε2)
Let us proceed with calculating the comultiplication of the quantized Lie bialge-
bra Uq(slε2). Before we are able to properly calculate the comultiplication (in such
a way that is generalizable, anyway), we need to look at the finite dimensional
representations of Uq(slε2). In this section, we may write Uq(sl
ε
n), Uh(slεn) or Hn,ε
for the quantization of slεn.
First we note that if ε2 = 0, it is impossible to define the q-Weyl group in the way
it is usually done, since the finite dimensional highest weight representations
cannot be constructed. A solution to this problem is to work over the field R(ε),
and prove afterwards that all components of the desired identity lie in R[[ε]], so
that we can divide out to (ε2). For the remainder of this section we will work
over the field R(ε)[[h]].
If ε = 1, and one divides out to H+ − H− one gets Uq(sl2). This algebra is ob-
tained by taking the quantum double of the upper triangular matrix subalgebra,
with the Hopf structure calculated earlier. For a description of the representa-
tions of the regular Uh(sl2) see for example [6]. We will take the op quantum
double construction in this section, instead of the cop construction.
We consider the algebra Uq(slε2), also denoted as H2,ε for short, generated by
X+, X−, H+ and H− and the following relations. Note that we introduce ε in the
b+ multiplication relations. Moreover, our conventions match the conventions
used in [29]. In particular note the factor of 1q−q−1 in the commutator between
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X±.




− − q−ε−1 H+
q− q−1
Note that we scaled the generators X− by a factor of 1
(q−q−1) with respect to the
algebra in the first chapter. Substituting H+ = 2A − B and H− = a yields the
familiar algebra structure, where B is left out when considering only the Uq(slε2)
subalgebra. We take q = e−hε, which will be useful when constructing the uni-
versal R-matrix. This is a different from the previous section. Note that ε is
invertible.
Multiplying X− with q− q−1 yields an algebra over R[[ε]] (formally we also have
the parameter h, so it is an algebra over R[[ε, h]]). The final results of the con-
struction are valid for non-invertible ε over the ring R[[ε]], as discussed in the
last section of this chapter.
We can take H̃+ = ε−1H+ instead of H+. In this case, we have an algebra ho-
momorphism with the algebra in [29], by sending our H̃+ to Reshetikhin’s H, (as
well as sending our H− to H) and substituting q
1
2 for q. Uq(slε2) agrees with ex-
ample 3.2.1 in [23] in the same way. The comultiplication, antipode and R-matrix
are given by the following formulas.
∆(X−) = X− ⊗ eεhH−/2 + e−εhH−/2 ⊗ X−, ∆(X+) = X+ ⊗ ehH+/2 + e−hH+/2 ⊗ X+
(4.20)
∆(H±) = H± ⊗ 1 + 1⊗ H±, S(X+) = −ehX+, S(X−) = −e−εhX−, S(H) = −H.
We also introduce the q-commutator as
[A, B]q = qAB− q−1AB. (4.21)
In constructing the representations of Uq(slε2), we will follow [29] (see Reshetikhin’s
website for this paper). Denote the representation map by π : H2,ε → End(V),
where V is the 2-dimensional vector space generated by {e 1
2
, e− 12 }. We obtain
the following actions, denoted in matrix notation, where we use the order of the
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To prove this is a representation, one needs to prove that the maps given above
are indeed algebra homomorphisms. This is a straightforward exercise. Remem-
ber that we take q = e−εh. In the case of j = 12 we obtain the simplest case of [29],
if we identify H̃+ and H−.
Following [29], we can denote the representation in the following more general









[k]q ![n−k]q ! , as usual.
For a finite dimensional module V j of dimension 2j + 1 we get, where j is a posi-
tive integer or half integer and V j is generated by the basis vectors ejm, −j ≤ m ≤
j,
π j : Uh(slε2)→ End(V j) (4.23)
π j(X+)(ejm) = ([j−m]q[j + m + 1]q)1/2e
j
m+1 (4.24)
π j(X−)(ejm) = ([j + m]q[j−m + 1]q)1/2e
j
m−1 (4.25)
π j(H+)(ejm) = 2mεe
j
m (4.26)
π j(H−)(ejm) = 2me
j
m. (4.27)
Again, checking that this yields a representation is straightforwardly writing out
the relations 4.19. So 4.19 becomes a quasitriangular Hopf algebra with the fol-
lowing R-matrix. See [30], or [6], if you use the variables E = ehH
+/2X and
F = e−εhH
−/2Y, and identify ε−1H+ with H−. Note that the factor 1/2 in the
exponential comes from the pairing between H+ and H−. Ultimately this is due
to a different definition of the comultiplication, which is used in calculating the
pairing between monomials. We know that the R-matrix is defined as the uni-
versal R-matrix of the Drinfel’d double. Hence it must be of the form ∑ ea ⊗ f a,
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where e and f are dual bases. We obtain after a correction with a factor 12
R = exp(hH+ ⊗ H−/2)∑ Rn(h)(ehH





An application of the Hopf algebra automorphism S⊗ S to the R-matrix shows
that we obtain (note the plus instead of the minus sign in R̃n):
R = ∑ R̃n(h)(e−hH





An essential element we can construct with the R-matrix is the ribbon element,
or more importantly, the inverse of the ribbon element. See [23] for the precise
definition. In particular we can write ν = pu for the ribbon element, where
u = ∑R(2)S(R(1)), and p2 = u−1v, u−1 = ∑R(2)S2(R(1)), v = S(u). Using





The square root w of the inverse ribbon element is not a part of the algebra H2,ε
since it cannot be expressed in terms of X±. Writing these out in matrix notation
makes clear that π(X±) don’t generate the entire End(V j), except in the case of
j = 12 and j = 1, the standard representation of H2,ε. We will write out the action
of w in the representations V j later in this section, but it will be the case that w
sends a basis vector ejm to the vector e
j
−m. In matrix notation this is the element
with only non-zero entries on the ‘mirrored’ diagonal. Since this is true for any
m, π(w) cannot be written as a linear combination of (H±)b and (X±)a, a and
b positive integers, as any combination of these will yield non-zero off-diagonal
entries.
This means that we have to add w to the Hopf algebra. To prove that this makes
sense, we can use proposition 6.3.12 and example 6.3.13 of [23]. It turns out
that we obtain another Hopf algebra, called the quantum Weyl group ([6]), and
denoted by H2,ε, in some sense the completion of H2,ε[30]. Proposition 6.3.12 can
be used for Uq(slεn) as well, but one obtains a Weyl element associated with the
longest root in sln, so this lemma will be of less use there.
Proposition 4.2.1. Define the algebra automorphism T by
T(H+) = −εH−, T(εH−) = −H+, T(X±) = −q±1X∓,
and let ν−1 be the inverse of the Ribbon element. Then these data together with the
quasitriangular structureR on H2,ε define the Hopf algebra H2,ε, which is generated by
113
4.2. Representation theory of Uq(slε2)
H2,ε and w, obeying the relations
wgw−1 = T(g), w2 = ν, ∆(w) = R−1w⊗ w, ε(w) = 1, S(w) = we h2 (εH−+H+).
Here g ∈ H2,ε, and ε is the counit.
Before proving the proposition, let us note that if we take ε = 1, and we identify
H+ with H−, taking the sl2 limit, the antipode agrees with [30], remembering that
we have introduced a factor of 2 in our conventions. The conventions here agree
directly with [6], however they use an asymmetric comultiplication. The expres-
sions for T can be checked in representations by explicitly taking the square root
in representations of ν−1.
Proof. We check the conditions for proposition 6.3.12 in [23].
We have T2 = id and T⊗ T(R) = R21, which is a consequence of the expression
for R given before, and can be checked by explicit calculation. This means that
ν−1 has to obey
ν−1 is central, ∆(ν−1) = ((ν−1 ⊗ ν−1)R21R), T(ν−1) = ν−1.
The first two conditions are satisfied by definition of the ribbon element. See
prop. 2.1.8 in [23]. As noted before, ν−1 = p−2u−1. Also it is useful to ob-
serve T ◦ S = S−1 ◦ T. Taking the automorphism T of this expression, we get
T(p−2)T(u−1) = p2T(R(2)S2(R(1))) = p2R(1)S−2(R2) = p2v−1 = ν−1.
We have to prove that T defines an algebra map and an anti-coalgebra map, and
we have to prove thatR is a 2-cocycle. The last condition follows by definition of
a quasitriangular structure, as usual. The fact that T is an algebra automorphism
is checked by checking the algebra relations, as is the case with a anti-coalgebra
map. This is a straightforward exercise and is left to the reader. This shows that
our map T and the ribbon element obey the relations of proposition 6.3.12 in [23].
As a result we obtain a Hopf algebra H2,ε which is generated by H2,ε and w−1,
which obeys the following relations
wgw−1 = T(g), w2 = ν, ∆(w) = R−1w⊗ w, ε(w) = 1, S(w) = wuS(w−2)
We are left with the calculation of the antipode of the Weyl element.
For the calculation of the element p2 = u−1v we used the Mathematica imple-
mentation, for which we refer to the appendix. In the program we used the cop-
convention of the double construction instead of the op. Note that the antipode
S on Uq(b+) provides an isomorhpism between the two double constructions.
Under this isomorphism, the R-matrix R12 is taken to R−112 , see exercise 7.1.2 in
[23]. A simple calculation using proposition 2.1.8 in [23] shows that p is invariant
under this isomorphism.
Using similar arguments together with the general expression S(w) = wuS(w−2)
from proposition 6.3.12 in [23], we can show that in general the antipode of the
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Weyl group element is given by S(w) = wp−1. Observe that the w we use here
is the inverse of the w defined in [23], by definition. This ends the proof of the
proposition.
The T defined here for sl2 is not a braid group generator. However, this is not
important in the sl2 case since there is only one simple root. It is possible to make
T a braid group generator in the sln case by performing a simple transformation
on w. For this construction we will have to do more work.
Let us now calculate the action of the inverse ribbon element on a basis-vector ejm
of a module V j. We leave the representation-map π j out of the notation.









Observe that since X+ acts as a raising operator, only the terms with 0 ≤ n ≤
j − m act nonzero on ejm. Hence we obtain for such an n-term in the R-matrix,
















Remember that the module V j is generated by the highest weight vector ejj. Since
the inverse of of the ribbon element is central (see [23]), it is enough to check
equality on the highest weight vector. Then only the n = 0 term contributes, and




By Schur’s lemma the action of ν−1 is proportional to the identity. Note in partic-
ular the contribution from p−1. The following expression is a square root of ν−1,
and as it turns out the only one that meets the requirements of proposition 4.2.1.
It can be proven by direct calculation that it satisfies wgw−1 = T(g) and w2 = ν.




We have the following lemma.
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Lemma 4.2.1. Let w−1 be as in proposition 4.2.1. Then the action of w−1 in the highest




Proof. By definition, w is the non-central square root of the inverse ribbon ele-
ment ν−1. To calculate the action of w in the representation we have to know
which square-root we have to use, given that we are working with matrices, so
there are multiple options, a priori. We claim that the square root in the repre-
sentation is uniquely determined by two equations:
wgw−1 = T(g) and w2 = ν.
This is proved by looking at the action of ν in the representation, and is translated
into the following lemma, which will not be proven here, but can be proved
by looking at the Jordan decomposition of w(j), or by counting the degrees of
freedom, alternatively.
Lemma 4.2.2. Suppose w(j) is a 2j+1 by 2j+1 invertible matrix, and let xp(j) =
π(X+) and xm(j) = π(X−), the action of X± in the representation V j. Let λ be any
invertible element of the underlying ring. Then w(j) is uniquely defined by the following
two equations
w(j)2 = λId(j) (4.35)
w(j)xp(j)w(j)−1 = xm(j).
Here Id(j) is the 2j+1 times 2j+1 identity matrix.
Proof.
It is clear that the scuare root w given above satisfies
wgw−1 = T(g) and w2 = ν.
This finishes the proof.
We know the explicit action of w in any finite dimensional H2,ε module, and we
can compare it with other definitions. One can check that the given square root
of the inverse ribbon element yields the correct T, as stated in proposition 4.2.1.
Usually, w−1 is defined by its action on all finite representations V j of H2,ε, for ex-
ample in [29] and others. This is possible if H2,ε is semisimple as an algebra. An
algebra is said to be semisimple if the set of elements that act as zero in every ir-
reducible representation contains only zero. We know that H2,ε is not semisimple
however, since ε−1H+ − H− acts as zero in every representation. This element
exactly generates the ideal we need to divide out to, in order to get the Uq(sl2),
which is a semisimple algebra. The non-semisimplicity implies that w is well de-
fined up to terms H−, ε−1H+, which have the same action in any representation,
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if we would define w by its action in the representation. Of course, this is a con-
sequence of the fact that ε−1H+ − H− is central in H2,ε. This element will turn
out to be the term we gain in our final expression, with respect to the sln case.
The w defined here agrees, after the ‘semisimplification’ of H2,ε, with the quan-
tum Weyl element in [30], and is the inverse of the w defined in example 6.3.13
in [23], as mentioned before. This can be seen from the action of w in the repre-
sentation. Note that Uq(sl2) in [23] agrees with the conventions of [30].
4.3. Constructing the q-Weyl group of Uq(slεn)
We proceed with constructing quantum Weyl group of Uq(slεn), with Cartan ma-
trix aij of sln. We follow [30]. Note that the relations here agree with [21] and [30],
when we divide out to ε−1H+i − H
−
i . Before reading this section it is advised to
study [30] in full detail, since we copy a large part of his calculations.
This algebra is non semi-simple. The Weyl group elements used in the main part
of this section come from the H2,ε case, where we defined it to be the square root
of ν−1. Later in this section we introduce wi, where wi and wi are related by a
simple transformation with q−ε
−1 H+H− , like the Uq(sln) case [30]. It turns out to
be the case that the algebra automorphisms obtained this way will yield a braid
group representation.
Uq(slεn) is generated by {X±i , H
±
i } and the relations
[X−i , H
−











































∆(X−i ) = X
−
i ⊗ e
εhH−i /2 + e−εhH
−
i /2 ⊗ X−i , ∆(X
+
i ) = X
+
i ⊗ e
hH+i /2 + e−hH
+
i /2 ⊗ X+i
∆(H±i ) = H
±




i ) = −e
hX+i , S(X
−
i ) = −e
−εhX−i , S(Hi) = −Hi.
Where q = e−εh. Using proposition 4.2.1, we will write down the action of the
Weyl group in Uq(slεn) for each of the H2,ε subalgebras. The quantum Weyl ele-
ments are defined via the H2,ε submodules of the representations of Uq(slεn), for
each simple root αi, i = 1, · · · , rank(sln) = n− 1 of sln.
Uq(slεn) is a quasitriangular Hopf algebra, as has been noted in the first section of
this chapter. In this section we denote the R-matrix asR, and its inverse asR−1.
The notation R is reserved for other purposes. The same notation will be used
for the partial R-matrices of Uq(slε2).
In the notation of [30], let Vλ be a representation of Uq(slεn). We know that Vλ
are highest weight representations [6]. Uq(slεn) is generated by n − 1 copies of
the subalgebras H2,ε,i corresponding to the simple roots. In each of these copies
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we can find a corresponding Weyl element wi with proposition 4.2.1. We know
that Vλ factorizes into irreducable H2,ε-submodules V j. Checking this fact comes
down to checking relations on simple generators. This is equivalent to lemma 2
in [30], which proves that if V is an H2,ε,i module X±j (V) is still an H2,ε,i submod-
ule. In general we have, for V j irreducible H2,ε,i-submodules for the usual half








We define Wλj = Homk(V




(Hom(V j, Vλ)⊗V j)→ Vλ
is given by (· · · , 0, φj ⊗ e
j
m, 0, · · · ) 7→ φj(e
j
m), evaluation. Since the H2,ε,i modules
V j are irreducible submodules of Vλ, the homomorphisms φj ∈ Hom(V j, Vλ)
are, by Schurs lemma, the identity on V j, scaling the constant to 1 without loss
of generality.
Since Uq(slεn) is generated by the H2,ε,i subalgebras corresponding to simple roots,
we can assume that Im(φi) is a copy of Vi in Vλ as H2,ε,i-submodule, where
i = 1, · · · n− 1. The action of H±i on an element φ⊗ e
j
m is then given by H±i ◦ φ⊗




m), since [H±i , X
±
j ] = ∓(ε)(1±1)/2aijX
±
j ,
so the submodules V j ⊂ Vλ are invariant under the action of H±i . In general,
the submodules V j are not invariant under the action of X±j . This action is more
complicated, and although it yields another H2,ε-submodule, it may not be the
same submodule.





where Iwλj is the identity on W
λ
j . The (wi)j are then defined via proposition
4.2.1, where (wi)j acts on the H2,ε,i submodule V j by the action calculated in
lemma 4.2.1. Note that in the semisimple case, like in [30], this definition would
uniquely define wi. In the non-semisimple case we need to require that the Weyl
property holds for conjugation with wi. Then the wi become well-defined on the
Cartan subalgebra.
Let us calculate wi H+j w
−1
i from the definition of wi, by comparing the action on
irreducable modules. By the previous discussion we can check this for the factor-
ization of Vλ into H2,ε,i-submodules, the i corresponding to the simple roots. We
denote the vectors as enm, omitting the φ. In this case, let e
j
m ∈ Vn be any vector in
any irreducible H2,ε,j-submodule Vn ⊂ Vλ of highest weight n. Let i 6= j (in the
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case i = j we get the action from proposition 4.2.1), then Hj acts only nonzero if



















m) = (−aji + aijaii)εmenm = −mεenm.
From this we can conclude that wi H+j w
−1




H2,ε,i-modules. From proposition 4.2.1 we obtain the Tj(Hj) relations. Since the
algebra is not semisimple, we can always add a term Hi := ε−1H+i − H
−
i (and
idem for Hj) and get the same action in representations.
However, if we take the Tj(Hj) relations together with the requirement that TiTjTi =
TjTiTj we get the following relations. The proof is by straightforwardly checking
the Weyl-relation. We leave this to the reader. The requirement that the Weyl-
property holds could be seen as a definition of the action of wi on Hj, since it
uniquely determines this action.
Lemma 4.3.1.












i ) = −q
±1X∓i . (4.37)
For sln, aij = 2 if i = j, aij = −1 if i = j± 1 and zero else. By proposition 4.2.1 we
now have
Ti(e) = wiew−1i , ∆(wi) = R(i)
−1wi ⊗ wi, (4.38)
where R(i) is the partial R-matrix on the i-th H2,ε-subalgebra defined by 4.28.
Remember that the adjoint action of Uq(slεn) on itself is given by
ade( f ) = ∑ e(1) f S(e(2)).
We denote the adjoint action for short as ◦, in multiplicative notation. Using this
definition, we calculate wiX±j w
−1
i .
Let us define two sets of generators that make the comultiplication anti-symmetric,
and correspond to the two ways to write the R-matrix in the H2,ε case. Note that
our definitions agree with the definitions of [30].
Ei = qε
−1 H+i /2X+i , Fi = q
−H−i /2X−i , K
+
i = q
ε−1 H+i /2, K−i = q
H−i /2,
Ei = q−ε
−1 H+i /2X+i , Fi = q
H−i /2X−i .
Via the adjoint action we have an action of the q-Weyl element on these genera-
tors. We now have the following lemmas, the proof of which are equivalent to
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the proofs given in [30], except for a factor of two in the definitions of H± resp.
H in [30], after reducing the Cartan subalgebra. The reason we cannot directly
follow Reshetikhin and Kirrilov’s proof is that we have to introduce the +/- back
into the equations, so we have to check all the relations manually. It is insightful
to study this proof, and the proof of proposition 2.2.1 in chapter 4 of [21], which
are roughly the same. The proof of lemma 4.3.2 is by explicit calculation of the
adjoint action of the Weyl group element.
Lemma 4.3.2.
wi ◦ Ej = wiEj(K+i )
aij w−1i (4.39)




Proof. We will only scetch the proof here, since this proof is exactly the same as
the proof of lemma 1 in [30], where we are keeping track of H± and the different
factors 2. Note that we start with the expression 4.29 and let R−1 = S⊗ id(R).
Then we use R = S ⊗ S(R) to rewrite the adjoint action of wi on Ej and Fj.
After using the commutation relations, the final result is obtained by using the
fact that u−1 = ∑R2S2(R1), and uhu−1 = S2(h) for any h ∈ H − 2, ε, so that
u commutes with K±i . Note that w
−1 = (up)−1/2 = (up)−1w = u−1S(w). This
ends the proof.
Lemma 4.3.3. The sets Vij = {Ej, · · · , E
−aij
i ◦ Ej} and Vij = {Fj, · · · , F
−aij
i ◦ Fj} are
irreducible H2,ε,i-modules of weight −aij.
Proof. Lemma 4.3.3 can be concluded directly from the algebra relations. Since
we used the same conventions as [30], the relations are exactly the same. An
explicit isomorphism between both sets and Vaij is given by the maps




















Note that because ε−1H+ − H− acts as zero in V j, we can make multiple choices
for Vij and Vij that are isomorphic to V j. We will parametrize these choices by
the two parameters c±ij in the future, where c
±
ij stands for a central factor.
Lemma 4.3.4.
Eni ◦ Ej = (K+i )
−n(K+j )




j ]qaij/2 ]qaij/2+1 · · · ]q(aij+2n)/2−1 (4.41)
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Proof. The relations follow by induction to n from the algebra relations. We write
down the case for n = 1 here by using the definition of the adjoint action.


















The case for higher n follows in the same fashion. The second formula follows in
the same way, except we take the antipode on both sides afterwards. This proves
the lemma.
We can use the lemmas to calculate the algebra automorphisms associated with






∆(wi) = R(i)−1wi ⊗ wi, (4.43)
R(i) = qε−1(H−i ⊗H+i −H+i ⊗H−i )/4 ∑ Rn(h)(e−hH
+
i /2X+i )








Proof. This can be calculated by straightforward computation from proposition
4.2.1, where it is important to remember that q−ε
−1 H+H−/4 is not group-like, but
that a correction appears when taking the coproduct.
Note from the previous section that the partial R-matrix
R(i) = qε−1(H−i ⊗H+i −H+i ⊗H−i )/4 ∑
(1− q−2)n
[n]q!
Eni ⊗ Fni .
Since the E, F have an antisymmetric coproduct, it is this form in which we will
later recognize the algebra we are using, only with X, Y and Z instead of Ei and
lowercase letters instead of Fi. Denote algebra automorphisms of Uq(slεn) as
Ti(h) = w−1i hwi, ∀h ∈ Uq(sl
ε
n). (4.46)
We have the following formula, which is a direct consequence of the above lemma.
(DenoteR(i) = Ri).





The following theorem holds true and is proven by combining the above lem-
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mas, together with the action of wi in the irreducible modules. Note that the Ti
are denoted in the opposite way as T in proposition 4.2.1. Observe that in the
Uq(sln) case, Ti are the quantization of the classical Weyl group action [6] in the
sense that the action of Ti corresponds to the action of the simple reflections si
corresponding to the simple roots αi. Looking at the first order in h we obtain the
same fact. One can compare the Ti with the action of the simple reflections given
in the first section and convince oneself of this fact.
Theorem 4.3.1. The Ti as defined above are well-defined up to central factors cij depend-
ing on K±i,j. Moreover, the Ti are Uq(sl
ε
n) algebra automorphisms, given by








































−1)aij/2, i 6= j



















aij/2, i 6= j
and when aij = 0, Ti(X±j ) = X
±
j .
Proof. The main objective is to prove that conjugation with the Weyl element re-
spects the algebra structure. We will first prove that the Ti are of the form given
above. This follows directly from lemmas 4.3.3 and 4.3.2 together with the action
of wi. We can then rewrite E
−aij
i ◦ Ej with lemma 4.3.4, taking n = −aij, since wi
takes the lowest weight vector Ej in the module homomorphic to Vaij (and the
same for Fj) to the highest weight vector, which is E
−aij
i ◦ Ej, by the action of wi
in irreducible modules. This gives the desired relations for Ti applied on X± up
to a central factor depending on i and j, due to the non-semisimplicity. Making
this choice is equivalent to choosing a root of ν−1. This shows that the Ti are not
well defined, when defined from the quantum Weyl group, up to a central factor.
Once we choose a root of ν−1, we make a choice for cij. Concretely, this choice
corresponds to choosing isomorphisms φ and ψ in lemma 4.3.3.











Since we want Ti to be an algebra homomorphism, we get the requirement c+ij c
−
ij =
1 for all i and j, since cij is central (it consists of powers of ε−1H+i − H
−
i ). In par-
ticular, cij must be invertible.
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Hence we have the following relations.




























































aij/2, i 6= j.
Where we will write simply cij for c+ij . Comparing Ti with [30] we can conclude
that the Ti must be algebra-automorphisms, since (K−i )(K
+
i )
−1 is a central ele-
ment for all i = 1, · · · n− 1. The proof that Ti are automorphisms coincides then
with the proof in [30]. This concludes the proof.
From the lemmas in this section together with proposition 4.2.1 we obtain the
following fact. It can be proven by direct verification, when we remember that
aij = −1 for i 6= j, since we are working with the sln Cartan matrix. To prove it
for a general Cartan matrix, it is enough to consider rank 1 and 2 cases [6], [30].
Theorem 4.3.2. The cij in theorem 4.3.1 are group-like elements in Hi and Hj, with
Hi = ε−1H+i − H
−
i , i = 1, · · · n− 1.
Proof. We know that cij are invertible from the proof of the last theorem. Note
that for any invertible element c, we have ∆(c−1) = ∆(c)−1. Also, cij are central
elements, and live in the Cartan subalgebra of Uq(slεn). As a consequence, cij
must be a power-series in the elements ε−1H+i − H
−
i = Hi, since these are the
only central elements that are contained in the Cartan subalgebra. This follows
from the relations [(H+i )










We see that ∆(cij) must also be central, since ∆(Hi) = Hi ⊗ 1 + 1 ⊗ Hi. As a
consequence of this, ∆op(cij) = R−1∆(cij)R = ∆(cij). So if we can prove that
∆(cij) = (cij ⊗ cij)Ψ for some invertible 2-cocycle Ψ, then we know that Ψ is also
a central element, with Ψ21 = Ψ that lives in the tensor product of the Cartan-
subalgebra with itself, since the tensor algebra of the Cartan part of Uq(slεn) is
closed under taking the coproduct. That Ψ is a 2-cocycle means that 1⊗ Ψ(id⊗
∆)(Ψ) = Ψ⊗ 1(∆⊗ id)(Ψ).
Since the cij are invertible, let us write ∆(cij) = (cij ⊗ cij)Ψ. Since cij are central,
so is Ψ. Let us write Ψ = c⊗ c∆(c−1), where c = c−1ij depends on Hi for some
i without loss of generality. The fact that Ψ is central and symmetric and only
dependent on elements of the Cartan subalgebra follows from the properties of
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cij. We prove now that Ψ is a 2-cocycle.
1⊗Ψ(id⊗ ∆)(Ψ) = 1⊗ c⊗ c(1⊗ ∆(c−1))c⊗ ∆(c)id⊗ ∆(∆(c−1))
= 1⊗ c⊗ c(c⊗ ∆(cc−1))id⊗ ∆(∆(c−1))
= c⊗ c⊗ c(∆⊗ id)(∆(c−1))
= Ψ⊗ 1(∆⊗ id)(Ψ).
The second-last equality follows from coassociativity and homomorphism prop-
erty of ∆. The last equality follows from the definition of Ψ and the fact that ∆ is
a homomorphism.




i , for central
elements Hi and vectors k = (k1, · · · , kn−1) and l = (l1, · · · , ln−1), where n− 1
indicates the rank of aij. However, the case where Ψ is dependend on multiple
Hi can be reduced to the case of one variable.
The reason is that Ψ factorizes into terms corresponding to the simple roots. This
fact follows from requiring that Ψ is a 2-cocycle and the fact that Hni are linearly
independend for different i and n. This yields fk,l = ∏i f(0,··· ,ki ,0,··· ),(0,··· ,0,li ,0,··· ,0),
by comparing different terms and using a straightforward induction argument.
Conceptually, the general argument is equivalent to the case for two variables H1
and H2. This is left to the reader.
Let us note that we may take f0,0 = 1 without loss of generality, as the invertibil-
ity of cij implies that Ψ is invertible. This is the case if and only if f0 6= 0. So it is





Furthermore, we know that Ψ is symmetric, in the sense that when the tensor














We claim that k = 0 in the above expression. To see this it is enough to consider
the case where Ψ only depends on one central variable, say Hi, by the previous
discussion. By plugging in Ψ = ∑l,k∈N fk+l,l(Hki ⊗ 1 + 1⊗ Hki )(Hli ⊗ Hli ) into the
cocycle condition (putting Hi = H for simplicity) we get
∑
i,j,k,l≥0
fi+k,k f j+l,l(Hi+k ⊗ Hk ⊗ Hl + Hk ⊗ Hi+k ⊗ Hl)
(∆(H)j+l ⊗ 1 + ∆(H)l ⊗ H j)
= ∑
i,j,k,l≥0
fi+k,k f j+l,l(Hl ⊗ Hi+k ⊗ Hk + Hl ⊗ Hk ⊗ Hi+k)
(1⊗ ∆(H)j+l + H j ⊗ ∆(H)l).
Let us look at the prefactor of the term H ⊗ 1 ⊗ 1. Since we assumed f0,0 =
1, we get 2 f1,0 = 3 f1,0, so f1,0 = 0. We use here that ∆(H) = H ⊗ 1 + 1 ⊗
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H. In general, we get as a prefactor of Hm ⊗ 1⊗ 1 the equation 2 fn,0 = 3 fn,0 +
fn−1,0 f1,0 + fn−2,0 f2,0 + · · ·+ f1,0 fn−1,0. Assuming fi,0 = 0 for i < n as induction
hypothesis, we get fn,0 = 0. This proves the claim. So Ψ can only be a power





Without loss of generality we assume that Ψ depends only on Hi = H. We wish
to prove that Ψ = 1⊗ 1 if Ψ is an invertible, central, symmetric 2-cocycle that
is an element of the Cartan subalgebra. Then we are finished, since the only
elements that have a coproduct of the form ∆(c) = c⊗ c are elements c = eeH.
See for example lemma 6.4.1 in [6].
Let us now prove that Ψ = 1 ⊗ 1 if Ψ is an invertible, central, symmetric 2-
cocycle. We will do this by explicitly checking the 2-cocycle condition for Ψ =
∑n fnHn⊗Hn. From inserting the power series for Ψ into the 2-cocycle condition



















Hk+p ⊗ Hk+n−p ⊗ Hn.
We take f0 = 1 without loss of generality. By linear independence of the gen-
erators we can compare term by term. We claim that this relation is satisfied
only if Ψ = ∑n f1
Hn⊗Hn
n! . We have to prove that the equation above holds only if
fn+1 =
f n+11
n+1! . We observe that a given combination of exponents of the Hs appears
only once in the equation above. The base case follows from the k = 1 and n = 1,
p = 1-term: f 21 = 2 f2 f0. Suppose that for some l > 0 the formula holds. Then we
look at the terms with n = l such that Hk+p ⊗ Hk+n−p ⊗ Hn = Hl+1 ⊗ H ⊗ Hl .
This implies that k = 1 and p = l. Writing down the coefficient of this term we
immediately get fl+1 =
fl f1
l+1 , the desired result.
However, implementing fk = f ki /k! into the equation we see that (again compar-















We quickly realize that f1 6= 0 implies (n− p)!p! = n!, which is something that
people in highschool might wish is true, but fortunately for us, it is not. So f1 = 0.
But this means that cij is group-like.
Theorem 4.3.3. (Weyl property) Let the Ti be as in theorem 4.3.1, and let aij be the sln
Cartan matrix. Denote cij = cidj. Then dj = c2j for all j = 1, · · · n− 1 if and ony if for
all i, j = 1, · · · n− 1,
TiTjTi = TjTiTj. (4.49)
125
4.3. Constructing the q-Weyl group of Uq(slεn)
We call this property the Weyl-property. The Weyl-property implies that we can
use the Ti for defining Hopf algebra generators. In the case of sl3 there are only
two simple roots, so for a decomposition of the longest root vector into simple
roots w0 = si1 si2 si1 , where i1, i2 = 1, 2, i1 6= i2, there is a unique way to write
down the corresponding algebra generator: X±w0 = Ti1(Ti2(X
±
i1
)). Hence we do
not need the Weyl property for slε3.
In general this is not the case. In that case, for each reduced decomposition of the
longest classical Weyl group element, there exist multiple ways to write down
the corresponding root-vector in the Hopf algebra. We need the Weyl-property
in order for the construction of higher order generators to be well-defined. See
for example proposition 8.1.3 in [6] and proposition 5, chapter 4, paragraph 1.5
in [3]. In general, the quantum Weyl group construction depends on a choice of
the longest root decomposition. If the Weyl-property is not satisfied, then it is
impossible to know which order of Ti belongs to a given decomposition, so the
construction of higher order basis vectors is ill-defined. Let us prove the theorem.
Proof. First note that Tk(Tj(Xi)) is nonzero only if i = j or i = k, so we only need
to check one relation on the generators X+i (the Weyl-relation follows for X
−
i from
the X+i -relations, since the prefactors are inverted in this case). Secondly, if the
automorphisms have no central prefactor, then the proof that they obey the Weyl
property is similar to the proof in [30], by explicit verification. We leave this to the
reader, since the computations are exactly the same. It is only needed to follow
the additional central factors present in Ti as compared to the Ti with no central






in this proof for simplicity.
First note that cij are group-like by the previous theorem. Denote this central
factor by cij = cidj, where ci = e(ε
−1 H+i −H
−
i )l , for some l ∈ k, since cij is group-like.
Idem for di. We now prove
Ti(Tj(Ti(X+i ))) = Tj(Ti(Tj(X
+
i ))).












i ]q−1/2 . Applying Ti to this ex-
pression yields a central factor of c−1ij Ti(c
−1




















i ]q−1/2 . Applying Ti yields
Ti(cji)cij[[X+i , X
+
j ]q−1/2 , X
−
i ]q−1/2 ,
where Ti(cji) = Ti(cjdi) = dic−1i c
−1





didjc−1j . Note that applying Tj to the commutator gives no additional central fac-
tor, since both X+i and X
−













ji . We see that the left and right handside are equal if
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and only if dj = c2j .






obeys dj = c2j , since for i 6= j aij = −1 or aij = 0, in which case Weyl property
is trivially satisfied. So choosing cij = 1 is admissable. One might want to make
a different choice for the constant cij where ∆(z) is of a different form, more like
that of the semisimple case. To this end consider an element w̌i with the proper-
ties
∆(w̌i) = Ř(i)−1w̌i ⊗ w̌i, (4.50)
Ř(i) = ∑ Rn(h)(e−hH
+
i /2X+i )
n ⊗ (eεhH−i /2X−i )
n,
Ťi(h) = w̌−1i hw̌i,
such that there is no central term is present in the Ti as compared to the Ti in
[29]. This is possible if one introduces an abstract Weyl element obeying the
above properties, however it is not clear if such an element exists at all. We could
define the explicit automorphisms Ťi by requiring that under the identification
of ε−1H+ and H−, Ti = Ťi. In particular this means that





for some 2-cocycle Ři. Note that Ři is an element of Uq(slεn)⊗Uq(slεn), so we can
always write down this formula in the algebra Uq(slεn). Note that Ťi by construc-
tion correspond to a choice for cij, since we want Ťi to obey the Weyl-property.
We now prove the following fact.
Proposition 4.3.1. The automorphisms Ti as defined in theorem4.3.1 obey the Weyl
property and are of the form Ti(h) = w−1i hwi, where wi are defined as in lemma ??, if
and only if cij = 1.
Proof. Under the identification of ε−1H+ and H−, in Uq(sln), we have Ti = Ťi,
so Ψ = R−1i Ři is equal to 1⊗ 1 under this identification, by semisimplicity of
Uq(sln). We claim that Ψ is a central element.
We now use the fact that Ti(X+j ) = cijŤi(X
+
j ) for some group-like element cij if




i and idem for Ti it
follows that (noting that Ti and Ťi agree on H2,ε,i and on the Cartan subalgebra of
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Uq(slεn) = Hn,ε by definition, as this action was calculated from the H2,ε action)
(cij ⊗ cij)(Ti(X+j )⊗ Ti(e
H+j ) + Ti(e




H+j ) + Ti(e
−H+j )⊗ cijTi(X+j ))Ř
−1
i Ri
= cijTi(X+j )⊗ Ti(e
H+j ) + Ti(e
−H+j )⊗ cijTi(X+j ).




j ) ⊗ 1, by invertability of cij, and linear
independence of the terms involved. So cij = 1. It should be remarked that
We now prove the claim. Therefore look at a similar expression, ∆(Ti(X+i )). We
know that Ťi(X±i ) = Ti(X
±
i ). Furthermore Ψ/ ∼= 1 ⊗ 1, and Ri and Ři are
elements of Hε,2,i. Let Hi = ε−1H+i − H
−
i . Then Ψ must be a power series in





















i ⊗ X+i = e






This observation is generalizable to general power series in H± ⊗ H±, and holds
also for the opposite case. Moreover, we observe that





= ŘiTi ⊗ Ti(∆(X+i ))Ř
−1
i
= RiTi ⊗ Ti(∆(X+i ))R
−1
i .
Note that H± only introduce an aditional term when commutated with X+i , so




i /2 + eH
+
i /2⊗ X+i do not get mixed by commutat-
ing with Ψ, so by linear independence of the two terms in the coproduct we can
compare them term by term. Since the H± commute with each other and Ψ is a
power series in tensor products of H±i , we get the following identities
ΨX−i ⊗ 1Ψ
−1 = X−i ⊗ 1,
Ψ1⊗ X−i Ψ
−1 = 1⊗ X−i .
This means that Ψ commutes with X−i ⊗ 1 and 1⊗ X
+
i , and with the above ob-
servation this means that Ψ must be a power series in Hi ⊗ Hi. However, this
means that Ψ is central in Uq(slεn)⊗Uq(slεn). This ends the proof.
So there is no choice in cij if we want to have a quantum Weyl group. Such an
algebra would have the above mentioned property by construction, since ∆(wi)
is definend explicitly in the H2,ε case. Since we have an Hopf algebra we auto-
matically obtain for any generalization of H2,ε,
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We now have
∆(Ti(X+j )) = ∆(w
−1X+j wi)










i )/4 ∑ Rn(h)(e−hH
+
i /2X+i )





This is the result with which we can calculate the comultiplication for Uq(slεn)
for non-simple generators Ti(X±j ), corresponding to the roots αi + αj. Of course
this can be generalized to higher order generators for Uq(slεn). This is something
straightforward and will not be done here. An example of the more general
construction can be found in [6].
We rewrite the automorphisms Ti to apply them to the generators Ei and Fi with
non-symmetric comultiplication. This yields the algebra we use in chapter 1,
when S ⊗ id is applied to the quantum double. We rewrite the expressions in
theorem 4.3.1, with cij = 1.























Ti(Ei) = −Fi(K−i )
−1(K+i )
−1, Ti(Fi) = −(K−i )(K
+
i )Ei,
Ti(Ej) = (−1)aij [−aij]q!((K−i )
−1(K+i ))
−aij/2








[Fi, · · · , [Fi, Fj]qaij/2 ]qaij/2+1 · · · ]q−aij/2−1 , i 6= j.
In particular, this formula is also valid for non-invertible ε, when we remember
that q−εh. The terms present are elements of the ring of power-series of ε. This
allows for use in chapter 1.
To match the expressions with the algebra in chapter 1, note that we are using
a different convention for [n]q in the last two sections of this chapter, then the
factor (1− q−2)n is absorbed. The factor of q1/2n(n−1) is absorbed by the commu-
tating of the group-like factor eH
−/2⊗ eH−/2, with index i and j and the R-matrix.
Furthermore, we change the definition of q to eεh, and substitute H+1 7→ 2A− B
and H+2 7→ 2B − A. The change in q implies that we should keep track of all




After performing these substitutions, there is one fundamental difference be-
tween the Hopf algebra used in this chapter and the one used in chapter 1. The
Hopf algebra Uq(slεn) as defined in this chapter cannot be expanded modulo ε, as
can be seen from the factor ε−1 present in the commutator between X±. To solve
this problem, we have to scale the X− generator. This is the subject of the next
section.
Once the conventions are correct, we are well on our way to implementing Uq(slεn)
in the tensor formalism however. Especially when the program is more opti-
mized, this is a very interesting topic of research. Theoretically, it is also inter-
esting to be able to do calculations in Uq(slεn) for any n, and any order of ε, even
when the program is not much faster than it is now.
4.4. Epilogue




i , i = 1, · · · , n−
1 and the relations
[H−i , X
±




















i ), (adX±i )
1−aij(X±j ) = 0, (i 6= j), (4.52)


















δ(H±i ) = 0. (4.55)
aij is the usual sln Cartan matrix.
In glεn, ε is an invertible indeterminate. The Lie bialgebra glεn is a quasitriangular
Lie algebra that can be obtained through the classical double on the Lie bialge-





respectively. This procedure is described in many standard sources, and follows
the same procedure as described in chapter 1.
To obtain slεn from glεn, multiply H
−
i in the relations 4.51 and 4.52 with εε
−1. We
define εH−i =: H̃
−
i , in the spirit of the Wigner contraction described in appendix
A.4. When the redundant factors of ε−1 in ε−1[H̃−i , X
±
j ] = ±aijX
±
j are transferred
by multiplying both sides with ε, one obtains the familiar Lie algebra relations,
and the slightly different cobracket
[H̃−i , X
±















−1H̃−i ), (adX±i )
1−aij(X±j ) = 0, (i 6= j),
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We can multiply δ with any constant in R(ε), this will yield a cobracket on the
same Lie algebra. To this end, consider the b− Lie bialgebra where we multiply
δ with ε. We obtain


















j 〉 = aij. The algebra relations of b+ are defined
through the cobracket of b−, and so we obtain the relations (note that ε is invert-
ible, to obtain the Serre relation)
[H̃+i , X
+
j ] = +aijX
+
j , (adX+i )
1−aij(X+j ) = 0, (i 6= j).
The cobracket is defined through the Lie algebra relations of b− and takes the
form









Taking the classical double of b+ and b− we obtain the Lie bialgebra slεn with rela-
tions 4.1. As noted in the first section of this chapter, we have a set of Lie algebra
automorphisms Ti on slεn, which are defined with the adjoint action on slεn.
We can do a Wigner contraction on slεn by multiplying X
−
i ∈ slεn with εε−1 and
defining X̃−i := εX
−
i . This has no effect on the Lie algebra relations of b
± and the
cobracket of b±, as can be seen by multiplying the relations with ε on both sides.
It has an effect on the pairing between X̃+i and X̃
−
i , which yields ε.













relation should remind the reader of the definition of slεn in chapter one. For now,
let us denote this algebra as s̃lεn. In particular we observe that with these Lie bial-
gebra relations, it is possible to divide out to εk, as there are no explicit factors of
ε−1 present in the algebra relations of s̃lεn.
However, another effect of this Wigner contraction is that the bracket [, ] no
longer defines a set of automorphisms Ti of s̃l
ε
n. When writing out the require-
ment that Tj is a Lie algebra map for the [X̃+i , X̃
−
i ] relation, one finds that Tj is
an algebra map only when one multiplies with a factor εaij = ε−1 when Tj is
applied to X̃−i . So we have to define T̃j(X̃
−
i ) = ε
−1Tj(X̃−i ) when i = j± 1 and
T̃j(u) = Tj(u) else.
This means that the Lie algebra automorphisms T̃i of slεn, when defined on s̃l
ε
n
gain a factor ε−1 with respect to the Lie algebra automorphisms on slεn that are
used in this chapter. We note that in the definition of non-simple generators this
yields also a power of ε−1. In particular, for s̃lε3 this yields X̃
−
α1+α2
= T̃1(X̃−2 ) =
ε−1T1(X̃−2 ). Multiplying both sides wth ε now gives εX
−
α1+α2
= [X−1 , X
−
2 ], which
is the relation familiar from chapter one.
A complication from this specific Wigner contraction on slεn is that the automor-





gives a different factor of ε on both sides. Since the T̃i reduce to the usual auto-
morphisms on sln when ε is put to one, one can only compensate by introducing
a factor of εp in T̃i. However, one quickly sees that it is not possible to make such
a choice such that T̃i obey the Weyl property.
As has been noted before, in the case of sl3 this is not a problem, since there is a
unique way to decompose the reflection corresponding to the longest root. For
higher n > 3, one has to make a choice for a decomposition of the longest Weyl
group element and live with this. The result for different choices of decomposi-
tion yields different Lie algebras that are presumably isomorphic, although this
is not directly clear. This is an interesting subject of future study.
When one quantizes slεn, this yields the Hopf algebra Uq(slεn) of theorem 4.1.3.
The Hopf algebra Uq(s̃l
ε
3) can be obtained from Uq(slε3) by multiplying X
−
i with
q− q−1 1q−q−1 and defining X̃
−
i = (q− q−1)X
−
i . This scaling only infuenzes the re-
lations between X±i . The comultiplication, antipode and the other relations stay
the same.
Let Ti be as in equation 4.48 with cij = 1. As proved in the third section of
this chapter, Ti obey the Weyl property and are automorphisms of Uq(slε3) when
cij = 1. Note that ε was introduced on the b+ side in the previous sections. This
does not change the properties of the Ti, since the relation between the two alge-
bras is a scaling of H±i . We have encountered this fact in the classical case, and
the quantum case follows in exactly the same way.
If we wish to define automorphisms T̃i on Uq(s̃l
ε
n), we have to correct in the
same way as in the Lie algebra case, by introducing an additional factor of 1q−q−1






i ) for i = j ± 1 and
T̃j(u) = Tj(u) in any other case, for an elementary generator u ∈ Uq(s̃l
ε
n). In
exactly the same way as the classical T̃i failed to have the Weyl-property, so do
the quantum Weyl group automorphisms T̃i. This can be seen by applying T̃j to
X̃−i and counting the terms
1
q−q−1 that are introduced.
Equivalent to the classical case, when defining non-simple generators in s̃lεn, one
has to choose a decomposition of the longest Weyl group element. Moreover,
on the Uq(b−) ⊂ Uq(s̃l
ε
n) side, a number of factors
1
q−q−1 are introduced in the
definition of nonsimple generators. This yields relations like (q−1 − q)X̃−α1+α2 =
T1(X−2 ) in the case of Uq(s̃l
ε
3). Here, αi are the simple roots of s̃l
ε
3. This should re-
mind the reader of the relations in chapter 1, although the b± algebras switched
place there, among some other details. For a generator corresponding to a root of
length k = 1, · · · , n− 1, we obtain k− 1 factors of q− q−1. This yields T̃αi1 (· · · (T̃αik−1 ((q−
q−1)k−1X̃−αk−1) = (q− q
−1)k−1X̃−β , where β = αi1 + · · ·+ αik .
We can use the results of the previous section to obtain an expression of the co-
multiplication of nonsimple elements such as X̃−α1+α2 in Uq(s̃l
ε
3). In the case of
X̃−α1+α2 for example we get (q
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the notation of the previous section.
When we wish to consider Uq(s̃l
ε
n) over the ring Rεk = R[ε]/(ε
k+1), this implies
that we do not get a direct expression for ∆(X̃−α1+α2) for example, but only for
∆((q− q−1)X̃−α1+α2), since q− q
−1 = 2εh+ · · · , and ε is not invertible. So to obtain
the comultiplication of X̃−α1+α2 modulo ε
k+1, to take a specific example, we need
to consider Uq(s̃l
ε
3) over the ring Rεk+1 , since over Rεk (which is working mod
εk+1), terms proportional to εk+1 vanish. So working over Rεk would only give
us ∆(X̃−α1+α2) up to and including order ε





One sees that one can work mod εk+1 when k is even, as the ε2k term vanish in
the expansion of q− q−1.
This observation is particularly useful when attempting to construct a general
Uq(slε
k
n ) knot invariant. Using formula 4.48 of the previous section, we can ob-
tain expressions for the comultiplication of the non-simple generators. We have
to work modulo εk+n−1 to obtain the comultiplication of every non-simple gen-
erator, since for an element of maximal length n− 1, there are n− 2 factors of ε
introduced, yielding a prefactor of εk+n−2 for the comultiplication of the longest
Weyl group element generator. When computing the knot invariant itself, so for
the multiplication of R-matrices, one can then work modulo εk+1 again.
A particular surprise when specializing to εk = 0, is that the T̃i are not algebra
automorphisms of Uq(s̃l
ε
n), due to the noninvertible factor of q− q−1 present. In
particular, we cannot apply T̃i to a non-simple generator such as X̃−3 , but only to
(q− q−1)X̃−3 .
In general, the exact properties of Ti become more complicated as more factors
of ε are introduced in the definition of the generators associated with positive
non-simple roots. For s̃lε3 there is one non-invertible factor introduced when
working over εk = 0, but for s̃lεn there are n − 2 factors introduced in the def-
inition of the element corresponding to the longest classical Weyl element. So if
we wish to calculate the comultiplication of this generator in the first order of ε,
say X̃−β ∈ Uq(s̃l
ε
n), we have to work modulo εn.
This explains why the usual symmetries Uq(s̃l
ε
n) for invertible ε are not symme-
tries of Uq(s̃l
ε
n) for εk = 0. Some symmetries of s̃l
ε
n for non-invertible ε were
found by Roland van der Veen and Dror Bar-Natan in [37], the classical case.
We do not know if the symmetries in [37] provide a full discription of the sym-
metries of s̃lεn, or if there is a bigger set of hidden symmetries. This remains an
interesting topic of research. It is also interesting to find the explicit quantum
group analogue of the s̃lεn symmetries.
Conclusion
In this chapter we constructed Uq(b−) and Uq(slnε) from b+ ⊂ sln for invertible
ε. We observed that in the algebra relations ε occured only in q = eεh, and hence
133
4.4. Epilogue
one can take the expansion to the k-th order in ε for any k when the algebra gen-
erators are rescaled with a suitable factor of (q− q−1)m, for some positive m.
The fact that Uq(slεn) is not semisimple does not change the symmetries of Uq(slεn)
for invertible ε. They are equal to the symmetries of Uq(sln) for invertible epsilon.
In the last section we found that only when we specialize to εk = 0 for k > 0 we
lose most of the usual symmetries. It turns out that in this case, instead of Sn, we
obtain Dn as the group of automorphisms of Uq(slεn). See [37].
However, important equalities to calculate the comultiplication remain true when
ε is not invertible, and even when one specializes to εk = 0. The main purpuse
of the last sections of this chapter was to prove these formula for the coproduct
in terms of partial R-matrices. We observed that after rescaling, this formula can
be expanded in terms of ε, so that it is also valid for non invertible ε.
Using this formula, we constructed a dual PBW basis of Uq(slεn) in the first sec-
tion of this chapter and we gave the pairing between monomials. This enables
one to construct the universal R-matrix of Uq(slεn). We observed that when one
wants to know the coproduct (and antipode) of Uq(s̃l
ε
n) modulo εk+1, one has to
work modulo εk+n−1.
In the previous chapter we gave an upper bound for the computational com-
plexity of the Uq(slεn) invariant. In short, this provided the insight that for small
knots (i.e. less than say 20 crossings) the contribution of the number of crossings
is smaller than the contribution of rank of sln. It remains to be seen if this prob-
lem can be overcome. On the other hand, it is interesting to gain insight in the
symmetries of Uq(slεn) in the case where εk = 0. This may reduce the number of
computations one might have to do. This will also give insight in the quantum
invariants that are obtained.
A concrete topic of future research is the implementation of Uq(slεn) using the
comultiplication calculated in this chapter. As a first step, we wish to implement
these formulas for the case Uq(slε3), to be able to match the conventions we used
earlier with the ones used by [29] and [6] and others. Especially with the last sec-
tion in mind, this should be possible in the current implementation of Uq(slε3),
when one defines the (co)multiplication tensors for general order of ε. In the last
section we concluded that the higher n, the higher the order of ε one needs to
work over in order to obtain the full Hopf algebra structure. Once the Hopf al-
gebra structure has been found, one can restrict oneself to any (lower) order of ε




In this section we present the implementation of the zipping formalism used
to do calculations with the Hopf algebra Uq(slε3), and to calculate the quantum
double explicitly. The proof of the zipping theorem can be found in chapter 2.
The program labeled sl3invariant.nb is an implementation of this theorem. The
program sl3invariant.nb is based on the program sl2invariant.nb developed by
Bar-Natan and Van der Veen. This program can be found on
http : //drorbn.net/AcademicPensieve/Projects/SL2Invariant/index.html.
In sl2invariant.nb one can find an implementation of the invariant based on the
quantum group Uq(slε2). The knot invariant presented in this thesis is based on
the Uq(slε2) construction by Bar-Natan and Van der Veen.
The difference between sl2invariant.nb and sl3invariant.nb is the use of the three-
stage zip. This is an essential difference, since it provides a convergent imple-
mentation of the zipping theorem for the Uq(slε3) Hopf algebra. The proof that
this implementation is convergent can be found in chapter 2.
In this program we implement the quantum group Uq(sl3) constructed in chap-
ter 1. We check (co)associativity, if ∆ is a homomorphism, the pairing axioms,
the antipode axioms, associativity and the Turaev moves. The knot invariant is
computed for the Trefoil, the mirror Trefoil, the figure eight and the 6-3 knot in









































The double multiplication tensor
For the sake of completeness, we give the explicit formula for tdmkij. We denote
by a = exp[−a∗], and similarly for b. As we did before, A = exp[−A], and the
same convention holds for B.
tdmkij = E
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In this section we will describe the connection between Poisson-Lie groups and
Lie-bi algebras. A large part of this appendix is taken from the masterthesis “The
two dimensional Ising Model” by the author. In this appendix we will introduce
the notion of a Lie group, followed by the definition of a Poisson Lie group. We
follow the construction of Lee [22] and [6]. A general knowledge about smooth
manifolds is required.
Definition A.2.1. A Lie group is a smooth manifold G without boundary that is a group
with a smooth multiplication map m : G×G → G and a smooth inversion map i : G →
G. Let g, h ∈ G, then i(g) = g−1 is called the inverse of g and m(g,h)=gh. Denote with
Lg(h) = gh left translation and with Rg(h) = hg right translation.
Definition A.2.2. Let G and H be Lie groups, then a Lie group homomorphism F from
G to H is a map F : G → H that is a group homomorphism. It is called a Lie group
isomorphism if it is a diffeomorphism.
Definition A.2.3. Let M be a smooth manifold, and let TM be the tangent bundle of
M. A vectorfield X on M is a section of the map π : TM → M. THat is, X is a map
X : M→ TM, such that π ◦ X = IdM.
One can add vector fields pointwise. If (U, xi) is a chart of M, and p ∈ M, then
p→ ∂
∂xi |p is a vector field on U, which we will call the i-th coördinate vector field,
and it will be denoted by ∂/∂xi. A vector field X can be written out on chart as
a linear combination of coördinate vector fields, and this will be denoted with
X = Xi ∂
∂xi , where the summation symbol over i is omitted.
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Definition A.2.4. Let X and Y be smooth vector fields on a smooth manifold M. Let
f : M→ R be a smooth function. Then the Lie bracket of X and Y is given by [Y, X] f =
XY f −YX f .
Given a smooth function f : M → R, it is possible to apply X and Y to f to
obtain new smooth vector fields f X and f Y respectively. On the other hand, by
differentiation, a vector field can act on a function. To show that the Lie bracket is
well defined, one has to show that [X, Y] is again a vectorfield. This is equivalent
to showing that it obeys the product rule, which will be omitted here.
From now on we will mean with M a smooth manifold with Lie bracket [·, ·],
and with X, Y, Z smooth vectorfields on M. The space of smooth vector fields
on M is denoted by X (M) and the space of smooth functions on M is denoted
by C∞(M).
Proposition A.2.1. The Lie bracket satisfies the following identities:
(a) (linearity) Let a, b ∈ R. Then
[aX + bY, Z] = a[X, Z] + b[Y, Z]. (A.1)
(b) (anti-symmetry)
[X, Y] = −[Y, X] (A.2)
(c) (Jacobi identity)
[X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y]] = 0 (A.3)
(d) Let f , g ∈ C∞(M), then
[ f X, gY] = f g[X, Y] + ( f Xg)Y− (gY f )X. (A.4)
Definition A.2.5. Let V be a finite dimensional vector space, and denote with GL(V)
the group of invertible linear transformations on V, which is isomorphic to a Lie Group
GLn for some n. If G is a Lie group, then a finite dimensional representation of G is a Lie
group homomorphism from G to GL(V) seen as Lie group for some V. if a representation
ρ : G → GL(V) is injective, then the representation is said to be faithful.
Definition A.2.6. Let G be a Lie group. The Lie algebra of G is the set of all smooth
left-invariant vector fields, and it is denoted by Lie(G).
The Lie algebra of G is well defined because the Lie bracket of two left invariant
vector fields (invariant under Lg for all g) is again left invariant. It turns out that
Lie(G) is finite dimensional and that the dimension of Lie(G) is equal to dim(G).
[22] The representation of a Lie group yields a representation of the correspond-




Definition A.2.7. (Poisson Structure) Let M be a smooth manifold of finite dimension
m, and denote with C(M) the algebra of smooth real valued functions on M. A Poisson
structure on M is an R bilinear map {, } : C(M) × C(M) → C(M) (the Poisson
bracket) satisfying for all f1, f2, f3 ∈ C(M):
1. { f1, f2} = −{ f2, f1}
2. { f1, { f2, f3}}+ { f3, { f1, f2}}+ { f2, { f3, f1}} = 0
3. { f1 f2, f3} = { f1, f3} f2 + f1{ f2, f3}
One needs to consider maps between Poisson structures as well.
Definition A.2.8. (Poisson Maps) A smooth map F : M → N between Poisson mani-
folds is a Poisson map if it preserves the Poisson brackets of M and N: { f1, f2}M ◦ F =
{ f1 ◦ F, f2 ◦ F}N .
(Product Poisson structure) The Product Poisson structure is given by
{ f1(x, y), f2}M×N(x, y) = { f1(., y), f2(., y)}M(x) + { f1(x, .), f2(x, .)}N(y),
where f1, f2 ∈ C(M× N).
Finally we are able to define Poisson-Lie groups.
Definition A.2.9. A Poisson-Lie group G is a Lie group which also has a Poisson struc-
ture that is compatible with the Lie structure, i.e. the multiplication map µ : G×G → G
is a Poisson map. A homomorphism of Poisson Lie groups is a homomorphism of Lie
groups that is also a Poisson map.
Now let us go into the relation between Poisson-Lie groups and Lie bialgebras.
Theorem A.2.1. Define on a Poisson-Lie group G Ad(x)(y) = xyx−1 for all x, y ∈ G.
Then the tangent space at the unit element e of G is a Liealgebra g with Lie bracket
[X, Y] = Te Ad(X)(Y). Define the cobracket δ by the relation
〈X, d{ f1, f2}e〉 = 〈δ(X), (d f1)1 ⊗ (d f2)e〉.
Then (TeG, [, ], δ) is a Lie bialgebra.
The proof consists of checking the definitions. (See [6], page 25.) Note that if a
Lie algebra corresponding to a Lie group G (not necessarily a Poisson-Lie group)
is quasitriangular, i.e. if δ is a coboundary, then one can use the classical r-matrix
to define the Poisson bracket on G. See proposition 2.2.2 on page 61 of [6]. On
the other hand one can define from a classical r-matrix r ∈ g× g a corresponding
R-matrix R : G × G → G × G which is a solution of the quantum Yang Baxter
equation: R12R13R23 = R23R13R12. See page 67 of [6] for more details. Confus-
ingly,R is called a classical R-matrix in [6].
The dual of the universal enveloping algebra of a semisimple Lie algebra cor-
responds to the function algebra on its corresponding Poisson-Lie group. See
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chapter 7 of [6]. This is not the case for Uq(slε3), since this algebra is not semisim-
ple. Suppose this were the case, then the space of functions on the quantum
group Uq(slε3) would be spanned by the representation-matrices of finite dimen-
sional representations, and each function would be fully determined by its action
on finite dimensional representations. We know that this is not the case by look-
ing at central elements in Uq(slε3), so the dual of Uq(sl
ε
3) cannot correspond to the
function algebra of a Poisson-Lie group.
It would be interesting to consider the corresponding construction of F (G) with
a non-invertible term epsilon, and quantize it. This might give insight in Uq(slε3).
When we consider ε in the ring R[[ε]] it turns out to be equivalent to the quan-
tization of a quotient of an affine Lie algebra where the central extension is quo-
tiented out, see [37] and [5]. This suggests that a geometric interpretation of the
dual of Uq(slε3) over the ring R[[ε]] is possible.
A.3. Lie algebras and root systems
In this section we will give the definitions of a root system corresponding to a
Lie algebra. This appendix is taken from the master thesis “The two dimensional
Ising Model” by the author. It is not our aim to introduce the reader to Lie theory,
so we will only state a few definitions and results. For a good introduction in Lie
algebras and finite dimensional representation of Lie algebras, see for example
[14].
Definition A.3.1. (Lie algebra) Let L be a vector space over a commutative ring R, with
a bracket operation [·, ·] : L× L→ L with the following properties:
(L1) The bracket operation is bilinear.
(L2) [xx]=0 for all x ∈ L.
(L3) The Jacobi identity is satisfied: [x,[y,z]] + [y,[z,x]] + [z,[x,y]] = 0.
Then L is called a Lie algebra.
From now on, when we write L, we will always mean a Lie algebra L.
Definition A.3.2. A derivation of L is a linear map δ : L → L satisfying the product
rule: δ(ab) = aδ(b) + δ(a)b, for all a, b ∈ L. The collection of all derivation on L is
denoted by Der(L).
Since Der(L) ⊂ End(L), we can define a representation on L by sending an ele-
ment x ∈ L to its derivation ad(x) = [x, ·]. This representation (a representation
of a Lie algebra L is a linear map tp gl(L) respecting the bracket operation) is
called the adjoint representation, and plays an important role. Using this repre-
sentation, we can define a symmetric, bilinear form on L.
Definition A.3.3. (Killing Form) For x, y ∈ L, define the Killing form κ(x, y) =
Tr(ad(x)ad(y)), where Tr denotes the trace.
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A special class of Lie algebras are the so called semisimple Lie algebras. This
class has certain nice properties, which we will need.
Definition A.3.4. Let L(i) be the sequence obtained by L(0) = L and L(i+1) = [L(i), L(i)].
We call L sovable if L(n) = 0 for some n.
The unique maximal solvable ideal of L is called the radical of L and is denoted
by Rad(L). Its existence follows from the property that if I and J are solvable
ideals, then so is I + J.
Definition A.3.5. (semisimple Lie algebra) Let L be a Lie algebra such that rad(L)=0.
Then L is called semisimple.
For semisimple Lie algebras, the Killing form is nondegenerate (i.e. the adjoint
representation is faithful, i.e. 1 to 1). This is also true for a general faithful rep-
resentation φ of L. Define a symmetric, bilinear form β(x, y) = Tr(φ(x)φ(y)). If
φ is faithful and L is semisimple, then β is nondegenerate and associative. For a
proof of this, see [14].
It can be checked, by using the Jacobi identity, that the Killing form is invariant
under the adjoint action of L on itself, defined by ad : L× L→ L : (x, y) 7→ [x, y].
So the Killing form satisfies: κ(adx(y), adx(z)) = κ(y, z), for all x, y, z in L. It is
interesting to look at a general adjoint action invariant, bilinear form β. One can
define the Casimir element associated to this form the following way.
Definition A.3.6. (Casimir element) Let L be semisimple, with basis (x1, x2, · · · , xn).
Let β be an adjoint invariant bilinear form on L, and let (y1, · · · , yn) be the dual basis
with respect to this two form: δij = β(xi, yj). Then define the Casimir element associated





yi ⊗ xi ∈ U(L), (A.5)
where U(L) is the universal enveloping algebra of L.
The construction of the Casimir element can be generalized, at least in theory, for
any semisimple Lie algebra to higher degree Casimir elements. This might be
trivial in some cases, whereas in other cases it might not be.
Definition A.3.7. (generalized Casimir element) Let L be semisimple, and let (xα1), · · · , (xαn)
be bases of L. Define the multilinear form β(x1, · · · , xn) = Tr(ad(x1) · · · ad(xn)). Then
define the generalized casimir element cβ by
cβ = ∑
α1,···αn
xα1 ⊗ · · · ⊗ xαn
β(xα1 , · · · , xαn)
. (A.6)
The degrees for which these generalized Casimir elements exist minus one are
called the exponents of the Lie algebra. The next concept we want to define is
the Coxeter number. In order to define this concept, we need to introduce roots
and the Weyl group.
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Definition A.3.8. Let L be semisimple, and let κ be the killing form on L. Let H be the
maximal subalgebra of L consisting of elements x for which ad(x) is diagonalizable (such
an element x is called semisimple, and and algebra consisting of such elements is called
Toral). Let α, β ∈ H∗, such that Lα = {x ∈ L|[hx] = α(h)x for all h ∈ H} 6= 0 (such α
are called roots, the set of roots is denoted by Φ). Denote by Pα = {β ∈ H∗|(β, α) = 0}
the reflecting hyperplane of α (here (·, ·) denotes the Killing form transferred from H to
H∗, which we may do since the killing form is nondegenerate on H, see [14]), and define
σα(β) = β− 2(β,α)(α,α) .
As it turns out, the set Φ of all roots of L obeys the axioms of a root system.
Definition A.3.9. (Root system) A subset Φ of an euclidean space E is called a root
system in E if the following axioms are satisfied:
R1 Φ is finite, spans E and does not contain 0.
R2 If α ∈ Φ, then the only multiples of α contained in Φ are ±α.
R3 If α ∈ Φ, then σα leaves Φ invariant.
R4 If α, β ∈ Φ, then 2(β,α)
(α,α) = 〈α, β〉 ∈ Z.
Here, σα is defined similarly as the case in which E = H∗, since any Euclidian
space is equipped with a nondegenerate, positive definite symmetric, bilinear




We need the definition of simple roots.
Definition A.3.10. Let ∆ be a subset of a root system Φ of a Euclidian space E such
that
B1 ∆ is a basis of E,
B2 Each root can be written as a linear combination of elements of ∆, such that the
coefficients are all nonnegative or all nonpositive.
Then ∆ is called a base, and its elements are called simple roots.
Fix a base {α1, · · · , αr} for the roots of L, and let θ be the highest root of L, in
the sense that the sum of the coefficients ai, when θ is written out as a linear
combination of simple roots is maximized. The coeffients ai are called marks.
The coefficients a∨i , when θ is decomposed in terms of α
∨
i are called comarks.
With a base fixed for L, we can define the Cartan matrix as Ai j = κ(αi, α∨j ), where
i and j run between 1 and r. Now let us define the Weyl group.
Definition A.3.11. (Weyl group) Let Φ be a root system, and letW be the group gen-
erated the reflections σα, for α ∈ Φ. We callW the Weyl group of Φ.
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From the definition of a root system, it is clear that W permutes the roots, and
hence can be seen as a subgroup of the symmetric group on Φ. To define the
Coxeter element and the Coxeter number, we need a few more definitions.
Definition A.3.12. (Base) A subset ∆ ⊂ Φ is called a base if ∆ is a basis of Φ and if
each root β can be written as β = ∑ kαα with the integral coefficients kα all nonnegative
or nonpositive. The roots in ∆ are called simple roots. The reflections corresponding to
these roots are called simple reflections.
Now we can define the Coxeter element.
Definition A.3.13. (Coxeter element) Let Φ be a root system of a semisimple Lie algebra
L with a fixed base ∆ = (α1, · · · , αn). Then w = σα1 · · · σαn is called a Coxeter element
of L. The order of w is called the Coxeter number.
Note that one can define several Coxeter elements in given group, so it is im-
portant to prove that these elements have the same order. This will not be done
here, but the proof that all Coxeter elements are conjugate to each other can for
example be found in for example [14].
A.4. Wigner group contraction
In this appendix we describe the process of Wigner group contraction. In 1953
Wigner et al. came up with this method to transform Lie groups and their corre-
sponding Lie algebras into different Lie groups. This is accomplished by a con-
tinuous transformation with a function t(ε) on the generators of which the limit
ε→ 0 is taken. Wigner proved that this limit exists under certain conditions. We
follow [12]. We will use Wigner group contraction for the construction of the Lie
algebra slε=02 . This gives some inspiration for the origin of the parameter ε.
Let ε ∈ [0, 1], and let g, f be Lie algebras. Let tε : g→ f be a one to one Lie algebra
map for all ε 6= 0 such that t1 = id and det(t0) = 0. Let a, b, c ∈ g. Then we have
t−1ε [tε(a), tε(b)] = c.
We may now take the limit ε → 0. If this limit exists, this results in a Lie algebra
g′ for any ε ∈ [0, 1]. For ε = 0 the result is nonisomorphic to g, with bracket
[a, b] = limε→0et−1ε [tε(a), tε(b)]. In this case we call g′ the contraction of g, and
we say that g is contracted with respect to tε. Suppose we have a basis ai of g.
When the contraction of g exists, define the basis a′i of g
′ as a′i = tε(ai).
The following theorem is taken from [12], we will not prove it here.






Then g can be contracted with respect to h if and only if h is a Lie subalgebra of g.
Moreover, in this case h is a subalgebra of the contraction g′ of g, and h′ is a commutative
subalgebra of g′. In particular g′ is not semisimple.
We will now treat the example relevant for us, the case where g = gl2.
Example A.4.1. Define gl2 as the Lie algebra with generators {X, A, a, x} and the rela-
tions
[A, X] = X, [x, a] = x,
[a, X] = X, [x, A] = x,
[X, x] = A + a, [a, A] = 0.
Define the Lie algebra map tε as tε(a) = a, tε(x) = x on the subalgebra h, and as
tε(X) = εX, tε(A) = εA. We define the elements A′ = εA, X′ = εX, x′ = x, a′ = a.
Then we find the following relations for {X′, A′, a′, x′}:
[x′, a′] = [x, a] = x (A.8)
[x′, A′] = [x, εA] = εx′ (A.9)
[X′, A′] = [εX, εA] = −εX′ (A.10)
[X′, a′] = [εX, a] = X′ (A.11)
[X′, x′] = [εX, x] = ε(A + a) = A′ + εa′. (A.12)
In these relations we already recognize a subalgebra of the Lie algebra constructed in sec-
tion 1.1 of chapter 1, in the case where ε2 6= 0. This is also the slε2 algebra as constructed
in [35]. Since the elements {X, A} generate a subalgebra of gl2, by theorem A.4.1 we
can take the limit of ε→ 0. The result is the Lie algebra slε=02 .
It is possible to do the same thing for the sln case, covered in chapter 4. In this
case, one could start with the algebra of section 4.4.2 in [10] to obtain the quasi-
triangular Lie bialgebra covered in chapter 1, which one would need to quantize
in the manner of chapter 4. This is a straightforward exercise for the reader.
A.5. Rings
In this appendix we follow [19]. By a ring R we always mean a commutative
ring with identity 1 and of characteristic zero. The characteristic of a ring is the
smallest number such that 1n = 1 + 1 + · · ·+ 1 = 0.
An element r ∈ R is called a zero devisor of R if there exists a nonzero element
x ∈ R such that rx = 0. An element of R is called regular if it is not a zero devisor.
We define an integral domain as a ring without zero devisors.
An ideal I ⊂ R of R is a set I containing 0 such that I is closed under addition,
and such that if i ∈ I and r ∈ R, ir ∈ I. m is the maximal ideal m of a ring R if
m 6= R and if for any ideal I ⊂ R such that m ⊂ I, either I = m or I = R.
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Definition A.5.1. An ideal I ⊂ R is called a prime ideal if for any a, b ∈ R such that
ab ∈ I, a ∈ I or b ∈ I, and if I 6= R. Define the spectrum Spec(R) of R as the set of
prime ideals of R.
Denote by R[x1, · · · , xn] the ring of polynomials in n indeterminates with coeffi-
cients in R.
Definition A.5.2. Let k be a field, let S ⊂ k[x1, · · · , xn]. Define the affine variety
of S as Vkn(S) := {(ξ1, · · · , ξn) ∈ kn| f (ξ1, · · · , ξn) = 0 ∀ f ∈ S}. For X ∈ kn,
define the ideal of X as I(X) = Ik[x1,···xn](X) := { f ∈ k[x1, · · · xn]| f (ξ1, · · · , ξn) =
0 for all (ξ1, · · · , ξn) ∈ X}.
We can now define the coordinate ring of a set X ⊂ kn.
Definition A.5.3. Let X ⊂ kn be an affine variety. Define the coordinate ring of X as
k[X] := K[x1, · · · , xn]/I(X).
We define a module over a ring R as one defines a vector space over a field k.
Definition A.5.4. Let R be a ring. A (left-)module M over R is an abelian group (M,+)
together with an operation· : R×M→ M such that for r, s ∈ R and x, y ∈ M,
• r · (x + y) = r · x + r · y
• (r + s) · x = r · x + s · x
• (rs) · x = r · (s · x)
• 1R · x = x.
A module over R is called free if it has an R-basis. An R-basis of a module
M is a generating set of M that is linearly independent over R. Denote for a
subset S ⊂ M of an R-module M, (S) for the submodule of M generated by
S. By definition this is equal to the set of all linear combinations of S. If S =
{m1, cdotsmn}, we may write (S) = (m1, · · ·mn). In the same way we may define
an ideal (m1, · · ·mn) ⊂ R generated by the set {m1, · · ·mn} ⊂ R.





aixi|ai ∈ R}, and similarly for any finite number of indeterminates xi, i ∈ I.
Definition A.5.5. A ring R is called local if it has precisely one maximal ideal. R is
called Noetherian if for every strictly ascending chain of subideals Ii ⊂ M such that
Ii ⊂ Ii+1 there exists an integer n such that Ii = In for all i ≥ n.
If R is a local Noetherian ring with maximal ideal m, we can define the residual
class field K := R/m. Furthermore ifM is a set of sets, we define a chain inM
as a subset C ⊂ M that is totally ordered by inclusion. The length of a chain C is
defined as length(C) := |C| − 1 ∈N0 ∪ {−1, ∞}. We then define
length(M) := sup{length(C)|C is a chain inM}.
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Define the dimension of R as dim(R) = length(Spec(R)).
It turns out that dimK(m/m2) ≥ dim(R).
Definition A.5.6. A local ring R is called regular if dimK(m/m2) = dim(R).
For a ring R, we define an R-algebra A to be a ring A with a homomorphism
α : R→ A. So an R-algebra is a commutative, associative algebra with unit. For a
field k, an affine k-algebra is a finitely generated k-algebra. A k-algebra is finitely
generated if it is isomorphic to the ring k[x1, · · · , xn]/I, where I ⊂ k[x1, · · · , xn]
is an ideal. It is clear that Rε = R[ε]/(ε2) is an affine R-algebra.
Definition A.5.7. Let A be an algebra over a field k. Define the transcendence degree of
A as sup{|T||T ⊂ A is finite and algebraically independent}.
For a k-algebra A, we define a set a = {a1, · · · , an} to be algebraically indepen-
dent if for all f ∈ k[x1, · · · , xn], f (a) 6= 0. An example is the ring Rε. We see
that Rε has transcendence degree 0 over R, as ε2 = 0. Moreover, Rε is local, with
unique maximal ideal (ε) (observe that any regular element is invertible).
For affine k-algebras, dim(A) = trdeg(A). The proof can be found in e.g. [19],
chapter 5. So dim(Rε) = 0. However, in Rε, (ε) is the maximal ideal. Since
(ε)2 = 0, dimR((ε)/(ε)2) = dimR((ε)) = 1. So we see that Rε is not regular.
Definition A.5.8. Let M be an R-module and let m ∈ M. m is called a torsion element
of M if there exists a regular r ∈ R such that rm = 0. M is called torsion-free if 0 is the
only torsion element of M.
In the ring Rε, the set of regular elements is given by {r = a + εb ∈ Rε|a 6= 0}.
Let R be any ring, and let M be a free R-module. It is clear from the definition of
linear independence that M is torsion-free. Let M be a free R-module. Define the
dual M∗ of M as M∗ = HomR(M, R). Observe that M∗ has a natural R-module
structure. Let φ ∈ M∗ and r ∈ R, m ∈ M, then rφ(m) = φ(rm). Let r be a regular
element of R, rφ = 0 implies that φ(rm) = 0 for all m ∈ M. However, since r is
regular and M is torsion free, rm 6= 0 if m 6= 0. It is easy to show (by induction,
for example) that if R = K[X]/(Xn) for a field K and an integer n > 0, and if r is
regular, {rm|m ∈ M} = M. This implies that φ = 0. So M∗ is torsion free.
We continue with the discription of freeness and flatness of a module M over the
ring Rε.
Definition A.5.9. Let R be a ring, and let M1, M2, M be R-modules. Let fi : M1 →
M2 be an injective map. Define the map φ f : M1 ⊗ M → M2 ⊗ M : x ⊗ m 7→
f (x)⊗m. We call M flat if for any injective map f, φ f is injective.
A consequence of this definition is that if M1 → M2 → M3 is an exact sequence,
then M1 ⊗ M → M2 ⊗ M → M3 ⊗ M is also an exact sequence. We will now
prove that over Rε, the notions of flatness and freeness coincide.
Proposition A.5.1. Let M be an Rε-module. Then M is flat if and only if M is free.
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Before proving the proposition, observe that for modules over any ring it is true
that free modules are also flat. The converse is not always the case. When M is
finitely generated, the conditions of flatness and freeness are identical. We will
not prove these facts here. See for example [8], chapter 6. We will prove these
facts for the ring Rε here.
Proof. We first prove freeness =⇒ flatness for an Rε-module M. This is a well
known fact, but it is proven here nonetheless. Suppose that M has an Rε-basis
{mi}i∈I . Let K and L be two Rε-modules, let φ : K → L be an injective map, and
let k, k′ ∈ K, m ∈ M, and m 6= 0, k 6= 0. Let l ∈ L. Tensor products are over Rε.
We wish to prove that φ′ : K ⊗ M → L ⊗ M, k ⊗ m 7→ φ(k) ⊗ m is an injec-
tive map. Assume φ(k)⊗m = 0. We want to prove that φ(k) = 0. Let us write
m = ∑i cimi, to obtain φ(k)⊗m = 0 if and only if ∑i ciφ(k)⊗mi = 0. Since the mi
form a basis of M, we can define π−1 : L⊗M → L×M on elements of the form
l⊗mi by sending l⊗mi 7→ (l, mi) ∈ L×M. Now we define ψ : L×M→ K⊗M :
ψ(l, mi) = k′ ⊗mi, where k′ is chosen such that φ(k′) = φ(k). Since φ is injective,
k = k′, so this map is well-defined. We extend the map ψ ◦π−1 : L⊗M→ K⊗M,
which is only defined on the set {l⊗mi|l ∈ φ(K), i ∈ I} ⊂ L⊗M as a linear map.
By construction ψ ◦ π−1(φ(k) ⊗ m) = k ⊗ m, and φ′ ◦ ψ ◦ π−1(l ⊗ m) = l ⊗ m,
where l ⊗m ∈ φ′(K⊗M). This implies that φ′ is injective.
For the other implication, we assume that M is flat. We use the fact that any
module over a field (i.e. a vector space) is free. This can be proven by using the
maximal principle on a chain of linealry independent sets to construct a maxi-
mal linearly independent subset. Taking the union of all the sets in this chain
provides a maximal element in this chain. Its elements are linearly independent,
and it must span the vector space by maximality. We refer to other sources for
the extended proof.
Proceding with a flat Rε-module M, we observe that M/εM is an R-module.
Concretely, if (ε) ⊂ Rε is the ideal generated by ε, we observe that R = Rε(ε) . Tak-
ing the tensor product with M yields M/εM as an R-module.





− R = Rε
(ε)
→ 0.
g is given by a + εb 7→ a, and f is the inclusion. All spaces are considered as
Rε-modules. Since M is flat we can take the tensor product with ⊗Rε M to obtain





We can form another exact sequence Rε
·ε−→ Rε → Rε/(ε). This implies M
·ε−→
M → M/εM is exact, since M is flat. So εM = ker(M ε·−→ M), so we obtain an
injective map M/εM
h
↪−→ εM ⊂ M, that is also surjective. So M/εM ∼= εM.
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Suppose that {m̄i}i∈I is an R-basis of M/εM. Choose a set {mi}i∈I ⊂ M such that
π(mi) = m̄i for all i ∈ I. We claim that {mi}i∈I is an Rε-basis of M. To see that
{mi}i∈I spans M, we consider an element m ∈ M, then π(m) = ∑ cim̄i, where
ci ∈ R. Then we know that m = ∑ cimi + εn, for some εn ∈ ker(M
·ε−→ M) = εM.
Because there is an isomorphism M/εM ∼= εM, we can express n as a linear
combination n = ∑ εc̄imi, for c̄i ∈ R. This proves that {mi}i∈I spans M.
To prove linear independence of {mi}i∈I , we proceed in a similar fashion. Sup-
pose ∑
i∈I′
cimi = for ci ∈ Rε, where i runs over a finite set I′. We wish to prove that
ci = 0 for all i. We know that g(ci) = 0 for all i, as π(mi) is an R-basis of M/εM.
We interpret π(cimi) = π(ci ⊗ mi) = g(ci)⊗ mi. This implies that ci ∈ εM, so
ci = εdi for some di ∈ R. Denote m̄i = π(mi). Since εM ∼= M/εM through
multiplication with ε, we know that εm̄i form an R-basis of εM as an R-module.
Hence di = 0 for all i, and we have proven linear independence. This finishes the
proof.
As a concrete application we wish to extend an R-basis of M/εM to an Rε-basis
of M. We will use this construction in the thesis, for example in chapter 1.
Corollary A.5.1. Let M be a free (and flat) Rε-module. Let {m̃i}i∈I be an R-basis of
M/εM. Let {mi}i∈I be such that under the projection π : M→ M/εM, π(mi) = m̃i,
for all i ∈ I. Then {mi}i∈I is an Rε-basis of M.
This finishes the discussion of the ring Rε.
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Summary
The subject of this thesis is a certain set of quantum groups, and the knot invari-
ants arising from these quantum groups. A knot is an embedding of the circle
S1 into the three-dimensional space R3. Two knots are equivalent if they can be
transformed into each other in a continuous way. Such a transformation is called
an isotopy. A knot invariant is a map that maps a knot to a set S such that the
image is invariant under isotopies of knots. S can be any set. In our case S will
be the space of polynomials in two variables.
A quantum group is, contrary to what the name sugests, not a group. A quan-
tum group is a Hopf algebra that originates from the functions on a Lie group.
A Hopf algebra is a vector space equipped with a (co)product and a (co)unit and
an antipode. In particular, a Hopf algebra is an algebra with unit. The multipli-
cation in an algebra A can be seen as a map µ : A⊗ A → A. The dual space of
an algebra is a coalgebra (ignoring infinite dimensionality issues). A coalgebra
is a vector space equipped with a coproduct and a counit. The dual map of the
multiplication map is a map µ∗ : A∗ → A∗ ⊗ A∗, where the tensor product is
completed in the appropriate sense. This construction can be applied to the infi-
nite dimensional case by appropriately defining the dual space of A.
A Hopf algebra is both an algebra and a coalgebra which has an antipode S. S
plays the role of the inverse, but is only a convolution inverse of the coproduct.
This means that when Id ⊗ S (or S ⊗ id) is applied to the coproduct, and both
tensor factors are multiplied, this should yield zero. Like the inverse, S is an
anti-homomorphism. Some Hopf algebras can be equipped with a quasitriangu-
lar structure. These are the Hopf algebras that will be considered in this thesis. A
quasitriangular Hopf algebra enables us to define a knot invariant from the Hopf
algebra.
A quasitriangular structure R on a Hopf algebra H is called an R-matrix. An R-
matrix satisfies the Yang-Baxter equation. When we write R = ∑R1 ⊗R2, and
denoteRij for an element in H⊗n, i, j ≤ n, i 6= j, whereR1 is in the i-th factor and
R2 is in the j-th factor. The Yang-Baxter equation is then written as
R12R13R23 = R23R13R12.
A way to construct a quasitriangular Hopf algebra is given by the Drinfel’d dou-
ble construction. A standard example is given by the quantum group Uq(sl2).
From this example famous invariants such as the Jones polynomial and the Alexan-
der polynomial can be cosntructed. This algebra originates from functions on the
Lie group SL(2). The Uq(sl2) Hopf algebra can be considered as the quotient of
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the Drinfel’d double of a Hopf subalgebra Uq(b−) of Uq(sl2) and its dual Uq(b+).
It is possible to define a variation of the Uq(sl2) quantum group by deforming the
comultiplication on Uq(b−) with a parameter ε such that ε2 = 0. This deforma-
tion is equivalent to multiplying the Lie bialgebra cobracket of the Lie bialgebra
b− with ε, and quantizing this Lie bi algebra to obtain Uq(b−ε ). A quasitriangular
Hopf algebra can then be obtained by applying the Drinfel’d double construction
to Uq(b−ε ).
In this thesis, this construction is applied to the Lie bialgebra sl3 to obtain the
corresponding quantum group Uq(slε3). The knot invariant that is obtained from
this quasitriangular structure is studied and calculated for a few knots. For these
calculations, a new formalism is needed, and this formalism is introduced in this
thesis, along with the proof of convergence. In particular it is proven that the
knot invariant corresponding to Uq(slε3) can be calculated in polynomial time.
An attempt is made to generalize this construction to sln.
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Dit proefschrift gaat over zogenaamde kwantumgroepen en hun knoopinvari-
anten. Een knoop is een inbedding van de cirkel S1 in een driedemensionale
ruimte R3. We beschouwen twee knopen als equivalent als ze op een continue
wijze in elkaar vervormd kunnen worden. Zo’n continue vervorming tussen
twee knopen noemen we een isotopie. Een knoopinvariant is een afbeelding
van de ruimte van knopen naar een verzameling S, zodanig dat deze afbeelding
invariant is onder isotopieën. S kan van alles zijn, en in ons geval zal S een poly-
noomruimte zijn in twee variabelen.
Een kwantumgroep is in tegenstelling tot wat de naam doet vermoeden, geen
groep. Een kwantumgroep is een Hopf-algebra die afkomstig is van functies
op een Lie-groep. Een Hopf-algebra heeft een (co)vermenigvuldiging en een
(co)eenheidselement, en kan dus gezien worden als een algebra. Een vermenigvuldig-
ingsafbeelding op een algebra A is een afbeelding van het tensor product A⊗ A
naar A. De duale van een algebra A is een zogenaamde coalgebra. Een coalge-
bra is een vectorruimte uitgerust met een coproduct en een coeenheid. De duale
afbeelding van de vermenigvuldiging in A is dan een afbeelding van A∗ naar
A∗ ⊗ A∗, grof gezegd. Deze constructie geeft problemen als A oneindig dimen-
sionaal is. Dit kan opgelost worden door de completering van het tensor product
te beschouwen, en door de duale op een andere manier te construeren.
Een Hopf-algebra is dan een algebra en een coalgebra die uitgerust is met een
antipode S. De antipode speelt de rol van inverse, maar is dat net niet. De an-
tipode is de inverse van het coproduct, in de zin dat als beide tensor-factoren met
elkaar vermenigvuldigd worden nadat S⊗ id (of andersom) is toegepast op de
covermenigvuldiging ∆h, dit nul geeft.
In deze scriptie worden quasi-triangulaire Hopf-algebras beschouwd. Een qu-
asitriangulaire structuur voor een Hopf-algebra H wordt genoteerd met R, de
R-matrix. Een R-matrix voldoet aan de Yang-Baxter vergelijking. Een quasitri-
angulaire structuur op Hopf-algebras zorgt ervoor dat we een knoopinvariant
kunnen definieren met behulp van de Hopf-algebra.
Laat R = ∑R1 ⊗ R2, en noteer Ri,j voor een element in H⊗n, i, j ≤ n, i 6= j
waarbij R1 in de i-de factor staat en R2 in de j-de factor te vinden is. Dan is de
Yang-Baxter vergelijking geschreven als
R12R13R23 = R23R13R12.
Een manier om quasitriangulaire Hopf-algebras te construeren is de Drinfel’d
dubbel constructie, ook wel de quantum-dubbelconstructie genoemd.
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Een standaard voorbeeld waarmee bekende knoopinvarianten zoals het Alexan-
der en het Jones polynoom geconstrueerd kunnen worden is de kwantumgroep
Uq(sl2). Deze algebra is afkomstig van functies op de Lie groep SL(2). De Uq(sl2)
Hopf-algebra kan beschouwd worden als het quotient van de Drinfel’d dubbel
van een deel Hopf-algebra Uq(b−) en zijn duale Uq(b+).
Het is mogelijk om een variatie op de Uq(sl2) te definieren door de covermenigvuldig-
ing op Uq(b−) te vervormen met een parameter ε met de eigenschap ε2 = 0. Dit
is equivalent met het vermenigvuldigen van het co-haakje in de Lie bialgebra
b− en die te kwantiseren tot de Hopf-algebra Uq(b−ε ). Vervolgens verkrijgen we
een quasitriangulaire Hopf-algebra door de Drinfel’d dubbel constructie toe te
passen.
In dit proefschrift word deze constructie toegepast op de Lie algebra sl3, en de
daarmee corresponderende kwantumgroep Uq(sl3). De resulterende knoopin-
variant wordt bestudeerd en uitgerekend voor enkele knopen. Een belangrijk
resultaat is dat dit in polynomiale tijd in het aantal kruisingen van de knoop kan
plaatsvinden. Om de berekeningen uit te voeren, is het nodig om een formalisme
te gebruiken dat in dit proefschrift wordt ingevoerd. In het laatste hoofdstuk
wordt deze constructie veralgemeniseerd naar sln.
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