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HAUSDORFF DISTANCE OF UNIVOQUE SETS
YI CAI AND VILMOS KOMORNIK
Abstract. Expansions in non-integer bases have been investigated abundantly since
their introduction by Rényi. It was discovered by Erdős et al. that the sets of numbers
with a unique expansion have a much more complex structure than in the integer base
case. The present paper is devoted to the continuity properties of these maps with
respect to the Hausdorff metric.
Expansions in non-integer bases have been investigated abundantly since the pioneering
works of Rényi [16] and Parry [15]. It was discovered by Erdős et al. [6, 7] that the
sets of numbers with a unique expansion have a much more complex structure than
in the integer base case. The size, the topology and the Hausdorff dimension of these
sets, and their dependence on the base has been clarified by the work of many authors
[2, 12, 10, 11, 8, 3, 4, 13, 14, 9, 1], and leading to a number of unexpected results.
The present paper is devoted to the continuity properties of these maps with respect
to the Hausdorff metric. The topological results that we will use are contained in the
papers [3, 5] that can also serve as an introduction to many aspects of this theory.
Fix a positive integer M . By a sequence we mean an element c = (ci)
∞
i=1 of the set
{0, 1, . . . ,M}N. By defining the distance ρ((ci), (di)) of two different sequences as 2
−n if
cn 6= dn, and ci = di for all i < n, {0, 1, . . . ,M}
∞ becomes a metric space.
Given a real number q > 1, a sequence is called an expansion of a real number x in
base q over the alphabet {0, 1, . . . ,M} if
(ci)q :=
∞∑
i=1
ci
qi
= x.
We denote by Uq the set of real numbers having a unique expansion, and by U
′
q the set
of corresponding expansions (sequences). We recall the elementary relation
p < q =⇒ U ′p ⊂ U
′
q.
We are interested in the continuity properties of the maps q 7→ U ′q and q 7→ Uq where q
runs over the interval (1,∞) and the distances of the image sets are taken in Hausdorff’s
sense, i.e., dH(A,B) is the the infimum of the numbers r > 0 such that
A ⊂ ∪x∈BBr(x) and B ⊂ ∪x∈ABr(x);
here Br(x) denotes the open ball of radius r, centered at x. Let us observe that
(1) dH(A,B) = dH(A,B)
for any sets A,B ⊂ R and their closures A,B; this property remains valid in every metric
space.
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In order to state our theorem we need the sets U and V introduced in [7] and [11],
respectively. We denote by U the set of bases in which x = 1 has a unique expansion,
and by V the set of bases in which x = 1 has a unique doubly infinite expansion. Here a
sequence (ci) is called infinite if it has infinitely many nonzero digit, and doubly infinite
if it is infinite, and its reflection (ci) := (M − ci) is also infinite. We recall that
U $ U $ V = V ,
and that both sets V \ U and U \ U are countably infinite. If M = 1, then the smallest
element of V \ U is the Golden Ratio (≈ 1.61803) [11] and the smallest element of U is
the Komornik–Loreti constant (≈ 1.78723) [10]. An example of an element of U \ U is
the Tribonacci number (≈ 1.83929), i.e., the positive root of the equation q3 = q2+ q+1.
The purpose of this paper is to prove the following theorem:
Theorem 1.
(i) The functions q 7→ U ′q and q 7→ Uq are left continuous.
(ii) The functions q 7→ V ′q and q 7→ Vq are right continuous.
(iii) Each of the four functions is continuous at q ∈ (1,∞) if and only if q /∈ V \ U .
We start by studying the maps q 7→ U ′q and q 7→ V
′
q.
Lemma 2. The function q 7→ U ′q is left continuous.
Proof. For any set A of sequences and any integer n ≥ 1 we denote by Bn(A) the set of
initial words of length n of the sequences in A, i.e.,
Bn(A) := {c1 · · · cn : (ci) ∈ A} .
For the left continuity of the map at some given q ∈ (1,∞), it suffices to establish the
following property: For each integer n ≥ 1 there exists a pn < q such that Bn(U
′
pn
) =
Bn(U
′
q). If there exists a p < q such that U
′
p = U
′
q, then we may obviously choose pn := p
for every n.
We distinguish three cases. If q ∈ (1,∞) \ V, then, since V is closed, q has a neigh-
borhood (a, b) such that U ′p = U
′
q for all p ∈ (a, b). Indeed, we may choose the connected
component of (1,∞) \ V that contains q.
If q ∈ V \ U , then U ′p = U
′
q for all p ∈ (a, q] with a := max {r ∈ V : r < q} by [3,
Theorem 1.7].
If q ∈ U , then by the proof of [5, Lemma 3.12] and by Remark 3.13 following that proof
there exists for each n ≥ 1 a tn ∈ V \ U satisfying
(2) tn < q and α1(tn) · · ·αn(tn) = α1(q) · · ·αn(q).
Choose pn ∈ (tn, q) arbitrarily. If (ci) ∈ U
′
q \ U
′
pn
, then there exists a smallest integer
j ≥ 0 such that
cj < M and cj+1 · · · cj+n ≥ α1(q) · · ·αn(q)
or
cj > 0 and cj+1 · · · cj+n ≥ α1(q) · · ·αn(q).
In fact, we have equality here because (ci) ∈ U
′
q. Assume by symmetry that cj+1 · · · cj+n =
α1(q) · · ·αn(q), and define (di) := c1 · · · cjα(tn), then d1 · · · dj+n = c1 · · · cj+n and hence
d1 · · · dn = c1 · · · cn. We complete the proof by showing that (di) ∈ U
′
pn
.
We have to show that
(dk+i) < α(pn) whenever dk < M
2
and
(dk+i) > α(pn) whenever dk > 0.
For k < j this follows from the minimality of j by (2).
For k ≥ j this follows from the relation pn ∈ V:
(dk+i) = αk−j+i(tn)αk−j+i+1(tn) · · · ≤ α(tn) < α(pn)
and
(dk+i) = αk−j+i(tn)αk−j+i+1(tn) · · · ≥ α(tn) > α(pn). 
Lemma 3. The function q 7→ V ′q is right continuous.
Proof. Using the notations of the preceding proof, for the right continuity of the map at
some given q ∈ (1,∞) it suffices to establish the following property: For each integer
n ≥ 1 there exists a tn > q such that Bn(V
′
tn
) = Bn(V
′
q). If there exists a t > q such that
V ′t = V
′
q, then we may obviously choose tn := t for every n.
We distinguish four cases. The case q = M + 1 is obvious because if t ≥ M + 1, then
V ′t is the set of all infinite sequences and therefore Bn(V
′
t) contains all words of length n.
If q ∈ (1,∞) \ V, then, as in the proof of Lemma 2, q has a neighborhood (a, b) such
that (a, b) ∩ V = ∅, and therefore V ′t = U
′
t = U
′
q = V
′
q for all t ∈ (a, b).
If q ∈ V \ U , then V ′t = V
′
q for all t ∈ [q, b) with b := min {p ∈ V : p > q}.
Finally, let q ∈ U and q < M + 1. Assume for the moment that there exists an
rn ∈ U \ U such that
(3) rn > q and α1(rn) · · ·αn(rn) = α1(q) · · ·αn(q).
Given (ci) ∈ U
′
rn
\ U ′q arbitrarily, we consider the smallest integer j ≥ 0 such that
cj < M and cj+1 · · · cj+n ≥ α1(rn) · · ·αn(rn)
or
cj > 0 and cj+1 · · · cj+n ≥ α1(rn) · · ·αn(rn).
In fact, then we have equality because (ci) ∈ U
′
rn
.
Assume by symmetry that
cj+1 · · · cj+n = α1(rn) · · ·αn(rn),
and define (di) := c1 · · · cjα(q). Then d1 · · ·dj+n = c1 · · · cj+n and hence d1 · · · dn =
c1 · · · cn. We complete the proof by showing that (di) ∈ U
′
rn
.
We have to show that
(dk+i) < α(rn) whenever dk < M
and
(dk+i) > α(rn) whenever dk > 0.
For k < j this follows from the minimality of j by (3).
For k ≥ j this follows from the relation q ∈ V:
(dk+i) = αk−j+1(q)αk−j+2(q) · · · ≤ α(q) < α(rn)
and
(dk+i) = αk−j+1(q)αk−j+2(q) · · · ≥ α(q) > α(rn).
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It remains to prove the existence of rn. First we show that q is a right accumulation
point of U . For otherwise there exists a δ > 0 such that (q, q + δ) ∩ U = ∅. This means
that (q, q + δ) ⊂ (q0, q
∗
0) for some connected component (q0, q
∗
0) of (1,∞) \ U , and hence
q = q0 = 1 or q = q0 ∈ U \ U , contradicting our assumption that q ∈ U . Since U \ U
is dense in U , it follows that q is also a right accumulation point of U \ U . There exists
therefore a sequence (sk) ⊂ U \ U satisfying sk ց q. Then α(sk) converges pointwise to
β(q) (see [4]), and β(q) = α(q) because q ∈ U . Therefore, for every fixed n ≥ 1 there
exists a sufficiently large k such that α(sk) and α(q) have the same initial word of length
n. 
Remark 4. It would have been tempting to construct a suitable rn satisfying (3) as in the
proof of [5, Lemma 3.10], by writing α(q) = (αi) and taking
α(rn) :=
(
α1 · · ·αm α1 · · ·αm−1(αm − 1)α1 · · ·αm
)
∞
with a sufficiently large m satisfying αm > 0. However, we do not get a point satisfying
rn > q in general. For example, if M = 1 and (αi) = 1(10)
∞, then α(rn) < (αi) for every
m ≥ 2 satisfying αm = 1 by a simple computation because they start with the same word
of length m, but
αm+1(rn)αm+2(rn) = 00 < 01 = αm+1αm+2.
Corollary 5.
(i) If qn ր q, then U
′
qn
→ U ′q and V
′
qn
→ U ′q.
(ii) If qn ց q, then U
′
qn
→ V ′q and V
′
qn
→ V ′q.
Proof. The relations U ′qn → U
′
q and U
′
qn
→ V ′q are equivalent to Lemmas 2 and 3. The two
other relations hence follow because
p < r < s =⇒ U ′p ⊂ V
′
r ⊂ U
′
s and V
′
p ⊂ U
′
r ⊂ V
′
s
by the lexicographic characterizations of these sets [3]. 
Corollary 5 remains valid for Uq and Vq by the following result:
Lemma 6. For each fixed q > 1, the function (ci) 7→ (ci)q is (uniformly) continuous from
{0, 1, . . . ,M}N to R.
Proof. Consider two sequences c = (ci) and d = (di). If ρ((ci), (di)) < 2
−m, then
c1 · · · cm = d1 · · · dm, and the following estimate holds:
|(ci)q − (di)q| =
∣∣∣∣∣
∞∑
i=1
ci
qi
−
∞∑
i=1
di
qi
∣∣∣∣∣ =
∣∣∣∣∣
∞∑
i=m+1
ci − di
qi
∣∣∣∣∣ ≤
M
qm(q − 1)
.
Now for any given ε > 0, choose m ≥ 1 such that M
qm(q−1)
< ε, and then a δ > 0 such
that δ < 2−m. Then
ρ((ci), (di)) < δ =⇒ |(ci)q − (di)q| < ε. .
Now we are ready to prove our theorem.
Proof of Theorem 1. In view of the general property (1) of the Hausdorff distance, Corol-
lary 5 implies the following:
• the map q 7→ U ′q is left continuous, and it is right continuous at q if and only if
U ′q = V
′
q;
• the map q 7→ V ′q is right continuous, and it is left continuous at q if and only if
U ′q = V
′
q.
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Combining Corollary 5 and Lemma 6 we obtain the analogous results for the other two
maps:
• the map q 7→ Uq is left continuous, and it is right continuous at q if and only if
Uq = Vq;
• the map q 7→ Vq is right continuous, and it is left continuous at q if and only if
Uq = Vq.
We complete the proof of the theorem by proving the equivalence of the following three
properties:
U ′q = V
′
q, Uq = Vq and q /∈ V \ U .
We distinguish three cases.
If q /∈ V, then U ′q = V
′
q by [3, Theorem 1.5], and hence also Uq = Vq, so that U
′
q = V
′
q
and Uq = Vq.
If q ∈ U , then Uq = Vq by [3, Theorem 1.3 (i)] and therefore Uq = Vq. Moreover, the
proof of [3, Theorem 1.3 (i)] shows the stronger property U ′q = V
′
q, so that we have also
U ′q = V
′
q.
Finally, if q ∈ V \ U , then Uq and Vq are different closed sets by [3, Theorem 1.4 (i),
(ii)], and then U ′q and V
′
q are also different closed sets by Lemma 6, so that U
′
q 6= V
′
q and
Uq 6= Vq. 
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