ITU-T VCEG and ISO/IEC MPEG have undertaken a joint standardization activity on video coding called High Efficiency Video Coding (HEVC). This paper describes the transform coefficient coding in the HEVC Test Model (WD5) and the motivations driving the design. The coefficient coding description encompasses the scan patterns and the coding methods of the last significant coefficient, significance map and coefficient level. Special focus is given to the method for coding the last significant coefficient in the block.
A Call for Proposals was issued in January 2010 and the responses were reviewed at the first JCT-VC meeting in April 2010. The best performing responses were the basis of the initial HEVC Test Model under Consideration [1] . The first HEVC Test Model (HM 1.0) was formed in October 2010. Since then, it has undergone several iterations. This paper describes the transform coefficient coding from Working Draft 5 of the High-Efficiency Video Coding.
HEVC is a hybrid video codec that uses spatial and temporal prediction, transform of the prediction residual and entropy coding of the transform coefficients and prediction information. Frames are divided into largest coding units (LCUs), which can be further split in a quad-tree structure into coding units (CUs) up to size 8×8. CUs use either intra or inter prediction and are divided into prediction units (PU). For each PU, specific prediction parameters (i.e., intra prediction mode or motion data) are signaled. Another quad-tree partitions a PU residual into transform units (TU). The TU sizes range from 4×4 to 32×32. A coded block flag signals whether a TU has any significant (i.e., non-zero) coefficient.
When a TU contains significant coefficients, the residual coding process signals the location and level information for the non-zero coefficients in the transform block. This paper focuses on methods for coding this information, which consists of four parts: scanning (described in section III), last significant coefficient coding (section IV), significance map coding (section V), and coefficient level coding (section VI). Section II details the design principles considered during the development of the transform coefficient coding algorithms.
The paper describes the coding methods for square blocks. The methods for non-square blocks may undergo changes, but will, in all likelihood, use the same techniques as those used for square blocks.
II. TRANSFORM COEFFICIENT CODING DESIGN
HEVC uses the same context adaptive binary arithmetic coder (CABAC) as in H.264/AVC [2] . The binary arithmetic engine has two operating modes. The regular coding mode has a context modeling stage, where a probability model is selected depending on previously coded bins. Bin value and the associated model are used by the engine to code a bin. The context the model is updated following this.
The bypass coding mode uses no context since it assumes an equi-probable model. This mode is simpler and allows coding speedup, because bypass mode does not require context fetching and adaptation. If grouped together, multiple bypass bins can be coded in a single cycle.
The initial Test Model under Consideration extended many of the coefficient coding methods from H.264/AVC to the TU sizes of 16×16 and 32×32 [1] . To achieve better compression efficiency, neighborhood dependencies in the significance map context derivation and in coefficient level coding were introduced [3] .
This design was successively refined to make it more suitable for hardware and software implementations, while retaining most of the compression efficiency. Factors such as throughput, hardware area, ease of SIMD implementation and potential for parallelism and speculative coding played a key role in the design considerations. The key principles in the current design can be summarized as follows:
• Avoiding interleaving of syntax elements.
• Reducing dependency of context derivation of current bins with respect to the previously coded bins.
• Reducing the number of contexts: The number of contexts used for coefficient coding is a significant percentage of the total number of contexts used.
• Reducing the number of bins on average and worstcase scenario.
• Increasing the usage of bypass bins and grouping of bypass bins for higher throughput.
• Simplification of scans for hardware and SIMD implementation. 
III. SCANS
A scanning pattern converts a 2-D block into a 1-D array. HEVC uses a diagonal scan pattern instead of the zigzag scan used in H.264/AVC. Additionally, for small TUs in intra-coded blocks, horizontal and vertical scans are used depending on the intra prediction mode.
A. Scanning Patterns
The scan pattern for 4×4 and 8×8 blocks is a diagonal scan starting from the left side as shown in Fig. 1 . For larger TUs, the block is divided into 4×4 sub-blocks and the scan consists of a diagonal scan of the 4×4 sub-blocks and a diagonal scan within 4×4 sub-blocks as shown in Fig. 1 [4] .
The reason for dividing the 16×16 and 32×32 TUs into 4×4 sub-blocks is that the implementation complexity of diagonal scans for the entire TU is much higher compared to 4×4 subblock based scan, both for hardware and software (SIMD).
B. Scan Passes
Scans start with the last significant coefficient in a block and proceed to the DC coefficient in reverse scanning order. Up to five scanning passes are applied to a set of 16 consecutive coefficients in the scan order [5] . For the all TUs except 8×8, the set of 16 consecutive coefficients corresponds to a 4×4 sub-block. All scan passes follow the same pattern [6] and each pass codes different syntax elements:
1. Significance of the coefficient (zero/non-zero).
2. 'Larger than 1' flag indicating whether the absolute value of the coefficient level is greater than 1.
3. 'Larger than 2' flag.
4. Sign of the coefficient.
Remaining coefficient level (if value is larger than 2).
It should be noted that steps 2 -5 are not always necessary. Using this scheme, data processing is more localized and once a set is processed, the coefficient levels for the set can be reconstructed before proceeding to the next set. Also, the syntax elements are separated, helping speculative coding algorithms [7] . The bins in the first three passes are encoded in the regular mode, while the bins for passes 4 and 5 are bypass, so all the bypass bins in a set are grouped together [8] .
C. Mode Dependent Coefficient Scannnig
A new tool in HEVC that targets coding efficiency is the mode dependent coefficient scanning (MDCS) [9] . For intra coded blocks, the scanning order of a 4×4 and 8×8 TU is determined by the intra prediction mode. Each of the 35 intra modes uses one of the three possible scanning patterns: diagonal, horizontal or vertical. A look-up table maps the intra prediction mode to one of the scans.
This tool exploits the horizontal or vertical correlation of the residual depending on the intra prediction mode. For example, for horizontal prediction mode, transform coefficient energy is clustered in the first few columns, so a vertical scan results in less number of bins to be entropy coded. Similarly for the vertical prediction mode, a horizontal scan is beneficial. For the all-Intra configuration of the HEVC common conditions [10] , MDCS shows an average BD-rate gain of 1.4% across 20 sequences. Encoding and decoding times remain the same. Additional complexity comes from the necessity to support horizontal and vertical scans for the small TUs.
IV. LAST SIGNIFICANT COEFFICIENT
The significance map coding in H.264/AVC is carried out by interleaving a bin indicating the significance of the coefficient (significant_coeff_flag) and a bin indicating whether the coefficient is the last significant within the block (last_significant_coeff_flag) when the significant_coeff_flag equals 1. The drawback of this approach is that the decision regarding encoding of the last_significant_coeff_flag for a particular transform coefficient is dependent on the value of the significant_coeff_flag. This increases the complexity of speculative coding substantially [7] .
A. 2-D signaling of the last coefficient
In HEVC the coding of the significance flag is separated from the coding of the last significant flag. To achieve this, the position of the last significant coefficient in the TU is coded first, and then, the significant_coeff_flags are coded. The position of the last coefficient in the block is coded by explicitly signaling its (X, Y)-coordinates [11] . Coordinate 'X' indicates the column number and 'Y' the row number.
The coordinates are binarized in two parts. The first part represents an index to an interval. If the interval is greater than 1, a second part represents the offset within the interval. The first part has a truncated unary representation, and is coded in regular mode. The second part has a fixed length representation, and is coded in bypass mode [12] .
Let T be the TU size. The number of intervals is N+1,
. The truncated unary code for size N is used to code the interval index. The interval lengths for common positions are shared across all TU sizes and binarization is also shared (except when the unary code is truncated).
Let the interval index be i and let K represent the number of ones in the unary code for i. The subsequent b bits are the fixed length binary code specifying the offset within interval i, where
The most significant bits of this code are signaled first. The maximum length of the truncated unary code (and regular bins) for one component is 3, 5, 7, and 9 for TU sizes of 4, 8, 16, and 32, respectively. The maximum number of bins (regular and bypass) is 3, 6, 9 and 12, respectively. As an example, table 1 shows the binarization for TU 32×32.
At the decoder side, the magnitude of the last position, denoted by last_pos, can be derived from interval index i and offset as:
where mod(.) is the modulus after division operation and offset represents the value of the fixed length code and K corresponds to the number of ones in the unary code for i.
In order to group bypass bins, the truncated unary part of X coordinate is signaled, followed by the truncated unary of Y. After that, the fixed length codes for X and Y are signaled. Each X and Y coordinates, Y/UV component, and TU size has its specific set of contexts. Different bins within the truncated unary part share contexts in order to keep the number low. The total number of contexts for the last position is 72. Table 2 shows the context distribution for different bins for a given coordinate and component across all TU sizes.
B. Benefits
This method has no performance penalty with respect to the interleaved signaling of significance map and last flags [11] . At the same time it has the following advantages:
• In the worst-case, the number of bins for the last position is significantly reduced. For an N×N TU, the maximum number of bins with the H.264/AVC method is N*N-1. For example, in case of 32×32 TU, the worse-case is 1023 bins in regular mode, whereas in HEVC, the worst case is reduced to 24 bins, 6 of which are in coded in bypass mode. • On average, the total number of bins is reduced by more than 6% for all-intra and 3% for random access configurations in common conditions [10] .
• Use and grouping of bypass bins.
• Removal of interleaving facilitates speculative computation.
V. SIGNIFICANCE MAP
The first scan pass over the residual data codes the significance map, that is, whether a coefficient is non-zero. Since the last coefficient is already known to be significant, the significance map pass starts at the coefficient before the last coefficient in the scan order, and continues backwards until the DC component coefficient is reached.
For each coefficient, the significance flag is coded using a context model. For 4×4 and 8×8 TUs, contexts depend on the coefficient position within the TU. Coefficient positions are grouped according to the frequency [13] and the significance flags within a group are coded using the same context. Luma and chroma are treated differently, since chroma blocks require less modeling. Fig. 2 shows the context modeling for the 4×4 luma block.
The significance map coding for 16×16 and 32×32 TUs incorporates two new methods. The first one relates to the determination of the context using a causal neighborhood of 5 coefficients (in the reverse scan order) as shown in Fig. 3 . For coefficient marked with 'X' in the figure, the context depends on the sum of the significance of coefficients numbered from 1 to 5. The neighborhood is designed to allow determination of multiple contexts in parallel by avoiding dependency on the significance value for the previous coefficient in the scan order. For instance, there is no dependency with respect to coefficients on the same diagonal. Similarly (and not shown in Fig. 3 ), neighbor right below the one being coded (number 1) is not part of the neighborhood for coefficients at the top-left corner of a 4×4 sub-block or above the bottom-right corner. 'larger than 1' flag contexts 'larger than 2' flag contexts 0 1 or more larger than 1 0 Initial -no larger than 1
1 Initial -no trailing ones 1 1 larger than one 2 1 trailing one 2 2 or more larger than 1 3 2 or more trailing ones Regions 2 and 3 use identical neighborhoods for context determination, but with different sets of contexts for luma to account for the different statistics for the low and high frequencies [6] . For chroma blocks, the contexts for regions 2 and 3 are shared [13] . Region 1 is the DC component, which has a dedicated context. The 16×16 and 32×32 TUs share contexts to reduce the total number of contexts.
Another difference for significance map coding for 16×16 and 32×32 TUs is 2-level significance coding [14] . Prior to the significance pass, a flag is signaled for each 4×4 sub-block to indicate whether there are any non-zero coefficients in the subblock. If there are significant coefficients, the coding proceeds as described above. Otherwise, the sub-block is skipped and the process jumps to the next sub-block. The flag is not sent for the DC sub-block and for the sub-block with the last significant coefficient.
VI. COEFFICIENT LEVEL
Coefficient level coding in HEVC uses a similar method to H.264/AVC. Modifications are introduced to address large TUs [3] and bypass mode usage [15] .
For 'larger than 1' and 'larger than 2' flags (i.e., scan passes 2 and 3), the assigned context model depends on two factors. For each flag, a context set is selected depending on the number of coefficients with magnitude larger than one in the previous set of 16 coefficients and whether the DC coefficient is part of the set [6] . There are 6 different contexts sets, as shown in Table 3 . Each set has 4 context models for 'larger than 1' flag and 3 contexts for 'larger than 2' flag. The specific context within a context set is selected depending on the number of trailing ones and the number of coefficient levels larger than one in the current set of 16 coefficients. The total number of contexts for coefficient level is 84. Same logic and contexts are applied to all TU sizes.
A new development in HEVC level coding is the usage of Golomb-Rice codes [15] if a coefficient level is greater than 2 (i.e., scan pass 5). Bypass mode is used for these codes in order to increase throughput.
The escape value v is coded when coefficient level is larger than 2. The binarization process produces a variable length Golomb-Rice code such that v suffix th suffixLeng th prefixLeng = + << ) ( where the suffixLength is equal to the Golomb-Rice parameter (from 0 to 3) and the prefixLength is limited by the maximum value maxPrefixLength = {8, 10, 10, 8} that depends on the Golomb-Rice parameter. The maximum value coded for each parameter is 7, 20, 42 and 70, respectively. This maximum value is reserved to indicate that the value is too large for the Golomb-Rice code. In that case, the rest of the value is coded using the escape exponential-Golomb method of H.264/AVC.
