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Abstract
The immersion precipitation process makes most commercial polymeric membranes,
which enjoy widespread use in water filtration and purification. In this work, a
ternary Cahn-Hilliard formulation incorporating a Flory-Huggins homogeneous free
energy function is used to model both initial diffusion and the liquid-liquid demixing
stage of the immersion precipitation process, which determines much of the final
morphology of membranes.
Simulations start with a simple non-solvent/solvent/polymer ternary system with
periodic boundary conditions and uniform initial conditions with small random fluc-
tuations in 2D. Results in 2D demonstrate the effects of mobilities (Mij) and gradient
penalty coefficients (Kij) on phase separation behavior.
A two-layer polymer-solvent/non-solvent initial condition is then used to simu-
late actual membrane fabrication conditions. 2D simulation results demonstrate an
asymmetric structure of membrane morphology, which strongly agrees with the exper-
imental observation. A mass transfer boundary condition is developed to model the
interaction between the polymer solution and the coagulation bath more efficiently.
Simulation results show an asymmetric membrane with connected top layer. Then a
wide range of initial compositions are used in both the polymer solution and the co-
agulation bath, and the resulting morphology changes from isolated polymer droplets
to bi-continuous pattern to continuous polymer with isolated pores. A nonuniform
initial condition is proposed to model the evaporation of volatile solvent prior to im-
mersion, which results in different time scale of the onset of spinodal decomposition
and an asymmetric structure with different pore size in the membrane. Furthermore,
a simple one-factor model is used to capture the concentration dependence of the
polymer mobility in the low concentration range. Simulations with variable polymer
mobility show faster coarsening kinetics.
The membrane simulations are then extended to three dimensions. The 3D simu-
lations show similar morphology as 2D results: an asymmetric structure with a dense
layer on top of a porous bulk, but provide more information about the pore connec-
tivity. The coarsening mechanism study confirmed the merge of the layers into the
bulk membrane structure.
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Finally, ternary Cahn-Hilliard equations are coupled with the Navier-Stokes equa-
tions to include fluid flow driven by the interface curvature change during spinodal
decomposition in two dimensions. Different formulation of the Navier-Stokes equa-
tion are evaluated for computational efficiency. 2D simulation results show that fluid
flow destabilizes the top layer of membrane.
Thesis Supervisor: Adam C. Powell
Title: Thomas B. King Assistant Professor of Materials Engineering
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The Preface
In the summer of 2000, I was wondering what I should do after college. Go to graduate
schools? Or go to work? Finally, I end of with coming to MIT.
I never thought I would be Dr. Bo Zhou when I was kid. That was way too far
from a teenager’s imagination. Even today, I still could not believe that I actually
studied four and a half years at MIT and will get my Ph.D. degree in the near future
if there is nothing surprise happening. What I have learned during these years at
MIT is much more than just a doctoral dissertation. The skills to solve a problem
is definitely valuable, but the courage to face the problem and the persistence when
facing difficulties and frustrations are much more precious and beneficial to me.
After I got the offer from MIT and the visa of entering US, I was very excited
about the new life ahead. I was so busy with saying goodbyes to my best fiends and
dining with my relatives that I hardly had time to think about the difficulties I would
face.
After arrival at MIT, all the problems came: Language barrier, loneliness, culture
shock. I even was not aware there is something called culture shock until a German
girl was telling me that she had such a severe culture shock that she was sent to the
hospital. I was not sure how bad it could be for someone from Germany, but there
was definitely a severe culture shock for me even though I did not realize it at the
beginning. I had doubts about my choice of being so far away from home form time
to time, even today. But at the same time, I also appreciate the new things I have
learned and the horizon that MIT has broadened for me. No Pains, No Gains. After
years at MIT, I believe I could go any place I want and do anything I want to do.
At MIT, frustrations are everywhere. One of the most valuable skills I have
obtained is how to deal with frustrations. You could easily found many people around
who have done so much more than you. This fact is a double-blade sword. It could
make you strong if you know how to turn the peer pressure and frustrations into
positive driving forces. But it could also kill you. MIT is just such a place.
I was always afraid that I could be wrong during childhood, so I seldom raise my
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hand during the class. But at MIT, professors and classmates are so encouraging
that I realize being wrong is just the step before being right. Asking questions, even
stupid questions, is better than no questions.
Application fee for graduate school, forty dollars; tuition of Materials Science and
Engineering department, thirty thousands dollars; learning at MIT, priceless.
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Chapter 1
Introduction and Overview
1.1 Introduction to Membranes
This thesis work focuses on the study of the polymeric membrane formation using
computer simulations. To start with, an introduction to the membranes is necessary.
In the most general sense, a membrane is a selective barrier which separates two
phases and restricts the transport of various chemical species in a rather specific
manner. There are natural membranes (existing in biological cells) and synthetic
membranes. A membrane can be porous or nonporous, symmetric or asymmetric in
structure; it may be neutral, may carry positive or negative charges. Its thickness
may vary between less than 100nm to more than a centimeter. The pore sizes may
vary form 1nm to 50µm.
A wide variety of synthetic membranes have been developed for various applications[1,
2, 3], including filtration, gas separation, dialysis, desalination and others, in many
industries (e.g. Marine, Bio-pharmaceuticals, food and beverage, industrial manu-
facturing, water treatment). Each application imposes specific requirements on the
membrane material and membrane structure. For microfiltration and ultrafiltration
membranes, the porosity and pore sizes of the membrane determine the efficiency of
filtration. For gas separation, the selectivity and the permeability of the membrane
material determine the efficiency of the process. In terms of materials, membranes
could be made of polymers, ceramic, even metal [4]. The membrane structure is
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Figure 1-1: Membranes with different pore sizes and pore distributions.
described by the pore size, shape, distribution, charge and other features.
Here, we are particularly interested in the polymeric porous membranes, which
separate things by its pore size and pore distribution (See Figure 1-1). The polymeric
membranes with pore size > 50nm are used for microfiltration, the membranes with
pore size 1nm − 100nm are used for ultrafiltration and the membranes with pore
size about 1nm are used for nanofiltration. In terms of pore distribution, there
are symmetric membranes that have most of the pores with similar pore size and
asymmetric membranes that have a thin selective layer with small pores on the top
and a thick supporting layer with large pores underneath the top layer.
1.2 Membrane Formation
There are several ways to prepare polymeric membranes, such as sintering, stretching,
track-etching and phase inversion. The final morphology of the membranes obtained
will vary greatly, depending on the properties of the materials and the process con-
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ditions. The majority of polymeric membranes are prepared by controlled phase
inversion.
1.2.1 Phase Inversion Methods
In the phase inversion process, the homogeneous polymer solution decomposes into
two phases: one with a high polymer concentration, and one with a low polymer
concentration. The concentrated phase solidifies shortly after phase separation, and
forms the membrane. The performance of the resulting membrane depends largely
on the morphology formed during phase separation, and on subsequent (or almost
simultaneous) solidification. Phase inversion can be induced in several ways. But
there are the four main techniques for the preparation of polymeric membranes by
controlled phase separation[8, 9, 10, 11].
• Thermally induced phase separation (TIPS)
This method is based on the phenomenon that the solvent quality usually
decreases when the temperature is decreased. After demixing is induced by
quenching the system to a low temperature, the solvent is removed by extrac-
tion, evaporation or freeze drying.
• Air-casting of a polymer solution[12, 13]
In this process, the polymer is dissolved in a mixture of a volatile solvent and
a less volatile nonsolvent. During the evaporation of the solvent, the solubility
of the polymer decreases, and then phase separation can take place.
• Precipitation from the vapor phase
During this process, phase separation of the polymer solution is induced through
the penetration of nonsolvent vapor in the solution.
• Immersion precipitation
A polymer solution is cast as a thin film on a support or extruded through a
die, and is subsequently immersed in a nonsolvent bath. Precipitation can occur
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because the solvent in the polymer solution is exchanged for the nonsolvent.
The differences of the four techniques originate from differences in desolvation
mechanisms. Phase diagrams can predict whether or not the solution of a certain
polymer in a certain solvent is suitable for membrane formation. Binary or pseudobi-
nary phase diagrams showing the phase boundaries as a function of temperature and
composition provide information for the TIPS process, whereas ternary isothermal
phase diagrams are useful for the prediction of the phase transitions that could occur
when phase separation is induced according to one of the other methods.
1.2.2 Immersion Precipitation Process
Among these techniques, the immersion precipitation is the most efficient one because
it is operated in the room temperature and it does not have to deal with vapor phase.
The schematic representations of membrane formation by immersion precipitation in
the lab scale and industrial continuous scale are presented in Figure 1-2 and Figure
1-3, respectively.
In the immersion precipitation process, a homogeneous polymer solution is cast on
a suitable support and immersed in a coagulation bath containing a nonsolvent. The
nonsolvent begins to diffuse into the polymer solution and the solvent begins to diffuse
into coagulation bath due to their concentration gradient, bringing the composition
of the polymer solution into the miscibility gap of ternary phase diagram. Hence, the
polymer solution decomposes into two phases: a polymer-rich phase and a polymer-
poor phase (The schematic ternary phase diagram and the corresponding composition
of the polymer solution are shown in Figure 1-4). At a certain stage during phase
demixing, the polymer-rich phase solidifies into a solid matrix by crystallization or
vitrification, while the polymer-poor phase develops into the pores. The performance
of this membrane depends largely on the morphology formed during phase separation
and subsequent (or sometimes almost simultaneous) solidification. The thermody-
namic basis of the immersion precipitation method, which is the phase diagram of
the nonsolvent/solvent/polymer system, has been well developed[5, 6, 7]. However,
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the kinetics of the Immersion Precipitation process is still not fully understood yet.
Figure 1-2: Schematic depiction of the immersion precipitation process: P,polymer;
S,solvent; NS, nonsolvent.
1.3 Prior Experimental and Simulation Work on
Immersion Precipitation
In 1979, Cohen et al. [14] developed the first mass transfer model of immersion
precipitation. Since then, many improvements have been made in the past decades
[15, 16, 17, 18, 20, 21]. These models begin with basic diffusion equations and con-
tinuity equations for both the bath side and the film side. Using thermodynamics
of irreversible processes, the fluxes of the three components were related to spatial
gradients of the chemical potentials of the three components. The resulting set of
equations describes the composition of the film and the bath as a function of space
coordinates and time. Input parameters for the equations are thermodynamic and
kinetic properties. Crucial aspects of the mass transfer models are the boundary
conditions and the initial conditions necessary to solve the differential equations.
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Figure 1-3: Schematic depiction of the industrial immersion precipitation process.
Figure 1-4: Schematic nonsolvent/solvent/polymer ternary phase diagram. The poly-
mer solution start with the cyan point (where the solution is still homogeneous) and
move to the blue point due to the interdiffusion of the nonsolvent and the solvent.
Then the system separates into two phases (blue points on the binodal curve(red solid
line)). The red dash line is the spinodal curve.
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The most important assumptions are:
1. One dimensional diffusion in the homogeneous system. Hence, the gradient
energy term is neglected.
2. No convection occurs in the film side or the bath side.
3. Instantaneous equilibrium exists at the interface between the bath side and the
film side of the interface. This assumption implies that only nucleation and
growth could happen since the concentrations at the interface always sit on the
binodal.
4. No polymer dissolves in the coagulation bath.
Furthermore, Reuvers et al. demonstrated theoretically in 1987 that the mass transfer
processes associated with most membrane forming systems can be divided in two
categories: delayed demixing and instantaneous demixing [15, 16]. During the delayed
demixing process the composition of the entire solution remains in the homogeneous
region of the phase diagram for a certain time period. This time period is called
the delay time. During the delay time, the compositions in the polymer solution
gradually shift to higher nonsolvent concentrations until finally the demixing gap
is entered. The resulting membrane will have a relatively thick, dense skin, low
permeability and high selectivity, and can be used for pervaporation or gas separation.
For an instantaneously demixing system, the composition path crosses the binodal
immediately (delay time is zero). The membrane will have a thin skin layer over a
thick, highly porous support, which can be used for ultrafiltration or reserve osmosis
applications.
In 2001, Kim et al. used a mass transfer formalism as boundary condition instead
of instantaneous equilibrium and included convection flow in the coagulation bath
side[22]. This new boundary condition was especially valid in the condition that
the mass transfer rate is extremely rapid. They also predicted the mechanism of
demixing by comparing the time in the metastable region and critical nucleation.
They set critical nucleation to be 6ms for all the cases. However, critical nucleation
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time was dependent on composition of the system, the kinetic and thermodynamics
parameters.
There are very few in situ measurements of mass transfer and visualizations of the
phase separation processes reported in the literature. The most common procedure for
such analysis is to measure the light transmission through the polymer solution after
immersion. In 1991, Radovanovic et al. calculated and measured the delay time by
light transmission [23]. The growth of the phase separated region can be investigated
with optical microscopy [27, 28, 29]. The influence of the polymer concentration
on the growth rate of the precipitation front was investigated by Koenhen[30], who
found that growth rate decreased with increasing polymer concentration. The growth
rates of both macrovoids and the gel front were found to be a function of the square
root of time. No details of the phase separation processes could be detected. By
using very thin capillaries van de Witte et al. were able to assess the importance of
crystallization and liquid-liquid demixing for semicrystalline polymers[31].
In 1999, L.P. Cheng et al. investigated the effect of solidification on morphology
of membrane by experiments[21]. They studied the water/DMF/PVDF system with
various compositions. The crystalline character of PVDF gels and membranes were
examined by small angle light scattering, scanning electron microscopy (SEM) and
differential scanning calorimetry techniques. They concluded:
... as a [polymer] solution was immersed in water, liquid-liquid demixing
occurred first and dominated the precipitation process to yield an asym-
metric morphology being characterized by a skin and a cellular sublayer,
resembling ordinary amorphous membranes. If water was added to the
dope polymer solution before immersion to form an incipient dope, and if
the bath contained a high concentration of DMF, crystallization occurred
exclusively and the precipitated membrane demonstrated a uniform mi-
croporous structure packed by arrays of spherical crystallites.
Their work showed that the solidification has a crucial effect on the morphology of
membrane.
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Recent years have seen pioneering simulation work on phase separation. Caneba
[33] used the Cahn-Hilliard equation incorporating the Flory-Huggins free energy
model to simulate phase separation in the membrane, and implemented a simulation
with domain size of 5 micrometers in one dimension. Their results show the period-
icity of concentration profile after decomposition. Termonia [35] used Monte Carlo
simulation to study the effect of additives in the coagulant. Termonia concluded that
macrovoid formation can be eliminated by addition to the aqueous coagulant of: (i)
large amounts of polymer solvent (NMP), at the expense of a decrease in coagulation
rate; (ii) High concentrations of a salt (CaCl2) that is poorly miscible in the poly-
mer solvent, with no associated decrease in coagulation rate. Furthermore, Akthakul
provided the experimental evidence of spinodal decomposition in the polymeric mem-
brane formation in his recent paper [36], and used the Lattice Boltzmann method to
simulate the membrane formation [61]. The simulation results captured motion of the
interface between bath and film and morphology which is characteristic of spinodal
decomposition. However, the Lattice Boltzmann model has its intrinsic biases on the
diagonal direction due the grid design in 2D and is far from straightforward to extend
to 3D.
1.4 Motivation and Goals of This Research
According to “DMS99 Membrane and Separations Industry review” published by
Business Communication Company in July, 2000, membranes and separations have
become a multi-million dollar industry, growing at the rate of 10% to 20% per year.
However, making membranes is more of an art than a science. “Design for nearly all
applications has remained largely empirical, characterized by trial-and-error deter-
mination of the processing conditions needed to obtain the desired membrane struc-
ture and properties.” [62] Membrane manufacturers know the input materials and
the resulting membranes, but with little knowledge of how the membrane actually
forms and why the membrane has some particular morphology. As discussed in the
previous section, there are limited research results in the kinetics of the membrane
31
formation process. Most of the models developed to study the membrane formation
so far are one-dimensional and apply only to the time before phase demixing occurs;
a small number of studies cover phase separation while assuming the system has been
quenched into the miscibility gap. And no simulation of membrane formation in 3D
has been reported.
The goal of this research project is to develop a 3D phase field model which can
simulate the membrane formation from the initial condition to the phase separation
and provide a better understanding of how the phase separation is induced and how
the membrane actually forms a particular structure. This can help one to design
a desired membrane by controlling the experimental conditions or selecting certain
materials, and can also show the effect of process parameters on resulting structure.
This work also intends to develop a general modeling framework for using ternary
Cahn-Hilliard equations of a diffusion-induced spinodal decomposition with fluid flow,
and a phase field modeling software suite for membrane simulation, which can be
adopted by others for studying similar systems.
1.5 Thesis Overview
In this thesis work, a phase field model is developed to simulate the detailed formation
of the polymeric membrane structure in the immersion precipitation process. During
immersion precipitation, the membrane forms through liquid-liquid phase separation
first, and then solidifies to a solid membrane. This thesis focuses on the membrane
structure formed during the liquid-liquid demixing stage. Solidification is not con-
sidered here. A ternary Cahn-Hilliard formulation incorporating a Flory-Huggins
homogeneous free energy function is used as the basic governing equations.
The thesis is organized in the following matter. The theoretical backgrounds of
phase field modeling and the governing equations (Cahn-Hilliard equations) are dis-
cussed in a very detailed fashion in Chapter 2. Then the numerical implementation
of the theory and the software package, RheoPlast, which is developed specifically
for phase field modeling, are presented in Chapter 3. The study on a simple ternary
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nonsolvent/solvent/polymer system with periodic boundary conditions and uniform
initial condition in 2D are discussed in Chapter 4. In Chapter 5, a thorough study
of the membrane system with its unique two-layer initial condition is presented. The
study of different boundary conditions, kinetic parameters (such as mobilities) is also
discussed. A separate chapter (Chapter 6) is designated to membrane simulations
in 3D. The hydrodynamic effect of such a membrane system is simulated by cou-
pling the modified Navier-Stokes equations with Cahn-Hilliard equation is studied in
Chapter 7. Finally, the thesis work is concluded and future work is stated in Chapter
8. Furthermore, some detail derivations of governing equations and supplementary
materials are stated in appendices.
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Chapter 2
Theory and Governing Equations
2.1 Introduction to Phase Field
In modeling studies on immersion precipitation, it is common to separate the initial
diffusion and phase separation steps into two distinct processes since they appear to
be very different phenomena. During immersion, species diffuse and smooth out the
concentration differences. But during phase separation, species undergo “up-hill” dif-
fusion, resulting in larger concentration differences. Though they seems incompatible,
they share the same underlying principles, as they are both driven by minimizing the
free energy, which can be described by a phase field model.
Phase Field is a very promising methodology for modeling phase transformations
involving topological changes and material flux across interfaces. This methodology
is built on work involving kinetics of spinodal decomposition beginning with Cahn,
Hilliard and Allen from the 1950s through the 1970s [40, 41, 42], in which the interface
between separating phases is described as “diffuse” with non-zero thickness, instead of
sharp. Then the Phase Field has been used for two general purposes: to model systems
in which the diffuse nature of interfaces is essential to the problem, such as spinodal
decomposition and solute trapping during rapid phase boundary motion; and also
as a front tracking technique for modeling general multi-phase systems. In the past
fifteen years, researchers have used Phase Field to model phenomena from dendritic
solidification [43, 44, 45, 46], martensitic transformations [47] and grain growth [48]
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in metals and ceramics to the spinodal decomposition in polymer systems[33, 34, 38].
We generally speak of two types of phase field models. The first one, called
Cahn-Hilliard equation[40] is also referred as Model B or conserved Ginsberg-Landau
equation. In this case, the phase is uniquely determined by the value of a conserved
field variable, such as concentration. In the second, the Allen-Cahn equation, Model A
or the non-conserved Ginsberg-Landau equation, the phase is not uniquely determined
by concentration, temperature, pressure, etc., so we add one or more extra field
variable(s) sometimes called the order parameter such as grain orientation, which
determines the local phase. Cahn-Hilliard equations will be discussed in details in
the following chapter, and a brief introduction to the binary Allen-Cahn equation is
stated in Appendix B.
In this thesis, we applied the phase field method for the conserved variable, Cahn-
Hilliard equations, to the nonsolvent/solvent/polymer ternary system to model the
spinodal decomposition and the coarsening in the immersion precipitation process.
2.2 Ternary Cahn-Hilliard
As mentioned earlier, phase field modeling for conserved variables (e.g. concentration,
volume fraction) is based on Cahn-Hilliard equations, which are diffusion equations
with a diffuse interface concept from a gradient penalty term in the total free energy.
Since the polymeric membrane system is a ternary system, we are particularly inter-
ested in the ternary Cahn-Hilliard equations. It is very straightforward to extend to
multi-component Cahn-Hilliard from the ternary system.
For a heterogeneous ternary system, the free energy density (fh) can be expressed
as a Taylor expansion around the homogeneous free energy density (f) of the system
with zero gradients of two independent variables C1 and C2 as follows:
fh(C1,~0 +∇C1, C2,~0 +∇C2) (2.1)
= f(C1,∇C1 = ~0, C2,∇C2 = ~0) + ~L1 · ∇C1 + ~L2 · ∇C2
+
1
2
(∇C1K11∇C1 +∇C1K12∇C2 +∇C2K21∇C1 +∇C2K22∇C2) + ...
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~L1 =
∂f
∂(∂C1/∂xi)
(2.2)
~L2 =
∂f
∂(∂C2/∂xi)
(2.3)
K11 =
∂2f
∂(∂C1/∂xi)∂(∂C1/∂xj)
∣∣∣∣
∇C1=∇C2=0
(2.4)
K12 =
∂2f
∂(∂C1/∂xi)∂(∂C2/∂xj)
∣∣∣∣
∇C1=∇C2=0
(2.5)
K21 =
∂2f
∂(∂C2/∂xi)∂(∂C1/∂xj)
∣∣∣∣
∇C1=∇C2=0
(2.6)
K22 =
∂2f
∂(∂C2/∂xi)∂(∂C2/∂xj)
∣∣∣∣
∇C1=∇C2=0
(2.7)
Because mixed partials are equal, the K matrices are symmetric. If the homo-
geneous material has an inversion center (center of symmetry), the free energy can
not depend on the sign of the gradient and thus ~L = ~0. If the material is cubic or
isotropic, each K will be a diagonal matrix with equal scalar components Kij along
the diagonal. Neglecting higher order terms, Equation 2.2 is simplified to
fh(C1,~0 +∇C1, C2,~0 +∇C2) (2.8)
= f +
1
2
(K11∇C1 · ∇C1 + (K12 +K21)∇C1 · ∇C2 +K22∇C2 · ∇C2)
Here, Kij are the gradient energy coefficients, and f is the free energy density of a
homogeneous ternary polymer system (e.g. free energy per volume).
The total free energy in a ternary system according to Cahn-Hilliard is
F =
∫
V
fhdV (2.9)
=
∫
V
[
f +
1
2
∑
Kij(∇Ci · ∇Cj)
]
dV
=
∫
V
[
f +
1
2
(K11∇C1 · ∇C1 + (K12 +K21)∇C1 · ∇C2 +K22∇C2 · ∇C2)
]
dV
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The driving forces in the ternary system are the functional variance of F 1.
µi =
δF
δCi
=
∂fh
∂Ci
−∇ · ∂fh
∂∇Ci (2.10)
Similar to the diffusion equation but expressed in mobility-chemical potential form,
the general Cahn-Hilliard equation for species i is written as the following:
∂Ci
∂t
= ∇ · (
∑
j
Mij∇µj) (2.11)
Here, Mij is the mobility of species i due to the gradient of a generalized chemical
potential µj that is defined in Equation 2.10.
The diffusivity can be evaluated by comparing this with Fick’s law for diffusive
flux Ji = −
∑
j
Dij∇Cj, which gives:
Dij =Mij
∂2f
∂C2j
(2.12)
Diffusivity Dij is generally not constant according to Equation 2.12, even when Mij
is assumed to be constant. During the immersion stage, gradient penalty terms
contribute little to the total free energy with a positive Dij , such that Equation
2.11 technically reduces to the typical diffusion equation. However, during phase
separation when the system enters the spinodal region, ∂
2f
∂C2j
becomes negative and
the traditional diffusion equation is ill-posed. But the Cahn-Hilliard can describe the
“up-hill” diffusion very well because the fourth-order term has the effect of stabilizing
the shortest wavelengths. Therefore, one set of Cahn-Hilliard equations can model
both initial diffusion and phase separation in the immersion precipitation process.
In the following section, we apply this ternary Cahn-Hilliard to the polymeric
membrane system to model the initial diffusions and the induced liquid-liquid phase
separation of the immersion precipitation process, which allows us to understand how
the phase separation is induced and how the morphology evolves in the process.
1According to “Kinetic Processes in Materials” p279, footnote 5, if a functional could be written
as P [y] =
∫
V
Q[y[~r],∇y]dV , the variance of P is δP
δy
= ∂Q
∂y
−∇ · ∂Q
∂∇y
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2.3 Phase Field Model of the Ternary Polymeric
Membrane System
2.3.1 Governing Equations
Cahn-Hilliard
In the nonsolvent(n)/solvent(s)/polymer(p) ternary polymeric membrane system, there
are only two independent variables and it’s equivalent to choose any two out of the
three variables. We choose the polymer (ϕp) and the solvent (ϕs) in our simulations
in order to capture the mobility differences between the macromolecule and the small
molecule. Choosing the non-solvent (ϕn) with the right parameters will lead to the
same results. Therefore, the ternary Cahn-Hilliard equations are the following:
∂ϕs
∂t
= ∇ · (Mss∇µs +Msp∇µp)
∂ϕp
∂t
= ∇ · (Mps∇µs +Mpp∇µp)
(2.13)
where, ϕs is the volume fraction of the solvent and ϕp is the volume fraction of the
polymer. Mij are the mobilities and µj the generalized chemical potentials.
If the mobilities are constant, the Cahn-Hilliard equations are reduced to the
following:
∂ϕs
∂t
=Mss∇2µs +Msp∇2µp
∂ϕp
∂t
=Mps∇2µs +Mpp∇2µp
(2.14)
The generalized chemical potentials are the functional variance of the total free energy
F (See detail derivations of the generalized chemical potentials in Appendix D).
µs =
δF
δϕs
(2.15)
=
∂f
∂ϕs
− 1
2
∇ ·
[
Kss
∂(∇ϕs · ∇ϕs)
∂∇ϕs + (Ksp +Kps)
∂(∇ϕs · ∇ϕp)
∂∇ϕs +Kpp
∂(∇ϕp · ∇ϕp)
∂∇ϕs
]
=
δf
δϕs
−Kss∇2ϕs − 1
2
(Ksp +Kps)∇2ϕp
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µp =
δF
δϕp
(2.16)
=
δf
δϕp
− 1
2
∇ ·
[
Kss
∂(∇ϕs · ∇ϕs)
∂∇ϕp + (Ksp +Kps)
∂(∇ϕs · ∇ϕp)
∂∇ϕp +Kpp
∂(∇ϕp · ∇ϕp)
∂∇ϕp
]
=
δf
δϕp
−Kpp∇2ϕp − 1
2
(Ksp +Kps)∇2ϕs
Plugging in Equations 2.15 and 2.16 into Equations 2.14, we get
∂ϕs
∂t
= Mss∇2
(
δf
δϕs
−Kss∇2ϕs − 1
2
(Ksp +Kps)∇2ϕp
)
(2.17)
+Msp∇2
(
δf
δϕp
−Kpp∇2ϕp − 1
2
(Ksp +Kps)∇2ϕs
)
∂ϕp
∂t
= Mps∇2
(
δf
δϕs
−Kss∇2ϕs − 1
2
(Ksp +Kps)∇2ϕp
)
+Mpp∇2
(
δf
δϕp
−Kpp∇2ϕp − 1
2
(Ksp +Kps)∇2ϕs
)
After simple operations of the gradient sign, the ternary Cahn-Hilliard equations for
simulating the membrane formation finally become:
∂ϕs
∂t
= Mss
[
∇2
(
∂f
∂ϕs
)
−Kss∇2∇2ϕs − 1
2
(Ksp +Kps)∇2∇2ϕp
]
(2.18)
+Msp
[
∇2
(
∂f
∂ϕp
)
−Kpp∇2∇2ϕp − 1
2
(Ksp +Kps)∇2∇2ϕs
]
∂ϕp
∂t
= Mps
[
∇2
(
∂f
∂ϕs
)
−Kss∇2∇2ϕs − 1
2
(Ksp +Kps)∇2∇2ϕp
]
(2.19)
+Mpp
[
∇2
(
∂f
∂ϕp
)
−Kpp∇2∇2ϕp − 1
2
(Ksp +Kps)∇2∇2ϕs
]
Free Energy Model of Polymer Solutions
For such a ternary system, the free energy of mixing can be described by the Flory-
Huggins model [32] as follows:
∆G
RT
=
[
ϕnlnϕn + ϕslnϕs +
ϕp
mp
lnϕp + χnsϕnϕs + χspϕsϕp + χnpϕnϕp
]
×(nn+ns+mpnp)
(2.20)
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where, ∆G is the total free energy of demixing, ϕi and ni are the volume fraction and
mole number of component i, mp is the degree of polymerization, and the χij are the
Flory-Huggins interaction parameters.
Sometimes, free energy per “mole of sites” ( ∆Gv) is more convenient to use and
consistent with the volume fraction representation.
∆Gv
RT
=
∆G
nRT
=
∆G
(
∑
mini)RT
(2.21)
=
[
ϕnlnϕn + ϕslnϕs +
ϕp
mp
lnϕp + χnsϕnϕs + χspϕ2ϕp + χnpϕnϕp
]
Therefore, the homogeneous free energy density f , which is the free energy divided
by volume, equals to ∆Gv
vsite
.
f =
RT
vsite
Ψ (2.22)
where, vsite is the molar volume of the reference site in the Flory-Huggins lattice
model, ϕn = 1− ϕs − ϕp, and Ψ is the dimensionless free energy density as follows:
Ψ = ϕnlnϕn + ϕslnϕs +
ϕp
mp
lnϕp + χnsϕnϕs + χspϕsϕp + χnpϕnϕp (2.23)
2.3.2 Advantages and Assumptions of the Model
Compared to other models, the phase field model has several unique advantages:
• One set of equations can model both the initial diffusion and the phase separa-
tion in the immersion precipitation process;
• The model imposes no assumption that the polymer has to stay in the polymer
solution, while the free energy barrier and low polymer mobility automatically
prohibit the polymer from entering the coagulation bath;
• There is no assumption of the concentrations or chemical potentials at the in-
terface of the polymer solution and the coagulation bath, while most of previous
models need to specify the condition at that interface;
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• The partial differential equations are very straightforward to extend to three
dimensions.
The major assumptions made in the phase field model are as follows:
• The total free energy is a function of both concentrations and its gradients and
higher order terms are neglected in the Taylor expansion of the total free energy
density;
• There is no volume change due to mixing;
• The free energy does not depend on the sign of the gradient (i.e. there is an
inversion center in the system) and the system is isotropic;
• Mobilities only depend on the concentrations or constant;
• Flory-Huggins free energy model (mean-field lattice model) for the ternary sys-
tem is used.
2.3.3 Parameters Discussion
Gradient Penalty Coefficient Kij
The most important parameters are the gradient penalty coefficients (Kij), which are
defined as
Kij =
∂2F
∂(∇ϕi)∂(∇ϕj)
∣∣∣∣
∇ϕi=0˜,∇ϕj=0˜
(2.24)
However, practically they are very difficult to determine from experiments, and the
choices of these coefficients in prior literatures are quite ambiguous [33, 34, 49]. For all
our simulations, the cross gradient penalty coefficients (Ksp and Kps) were neglected
and Kss = Kpp were set with the same constant values estimated from the work of
Caneba [33] and tuned based our simulation resolution. More details aboutKss = Kpp
will be discussed in the later chapters.
Furthermore, Jacqmin’s [50] calculation of the equilibrium interface profile that
minimizes F of a binary system with a double-well shape free energy suggest that
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the interface thickness is proportional to the square root of the gradient penalty
coefficient. Simulations with different Kij will be discussed in the later chapter to
test this hypothesis in ternary.
Mobilities
In general, we treat mobilities as functions of the concentration, which means Mss =
Mss(ϕs(~r), ϕp(~r)) = Mss(~r) and Mpp = Mpp(ϕs(~r), ϕp(~r)) = Mpp(~r), although con-
stant mobilities are more often used in the literature and we also assume constant
mobilities for some of the simulations. With mobilities as a function of ϕs and ϕp,
Equation 2.13 becomes
∂ϕs
∂t
= ∇Mss · ∇µs +Mss∇2µs +∇Msp · ∇µp +Msp∇2µp
∂ϕp
∂t
= ∇Mps · ∇µs +Mps∇2µs +∇Mpp · ∇µp +Mpp∇2µp
(2.25)
The concentration dependence of the mobilities is very difficult to determine since
it is almost impossible to measure mobility directly. However, generally the mobility
is small in high concentration solution and large in low concentration solution.
2.3.4 Initial Conditions and Boundary Conditions
Initial Conditions
Three types initial conditions are used in the study: 1) uniform Initial Condition
with the format of ϕs+0.05 and ϕp+0.05 is used for the simple ternary system; 2)
two-layer initial condition (polymer solution layer + coagulation bath layer) with
uniform distributed concentration within each layer is used in most of membrane
simulations; 3) two-layer initial condition with nonuniform distributed concentration
(linear) within each layer is used in some of the membrane simulation to capture the
evaporation of volatile solvent.
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Boundary Condition
The Cahn-Hilliard equation is a fourth order partial differential equation, therefore it
needs two boundary conditions at each face. Considering the immersion precipitation
environment, three types of boundary conditions are used in simulations.
Periodic Boundary Condition
Periodic boundary condition is generally used for the simulation domain that is only
a small part of a large system. variables such as volume fractions and chemical
potentials repeat in each direction, using periodic boundary conditions.
Symmetric Boundary Condition
The polymer solution sits on a substrate, therefore the symmetric boundary is the
best for this interface. Mathematically, symmetric boundary condition means
∂ϕi
∂y
∣∣∣∣
y boundaries
= 0 (2.26)
∂µi
∂y
∣∣∣∣
y boundaries
= 0.
It can also be an approximation for the boundary condition at the top of y direction
in immersion precipitation.
Mass Transfer Boundary Condition
However, symmetric boundary condition on both y boundaries are not ideal for the
membrane simulation. Due to the computation resource limit, it is impossible to
simulation the entire membrane as shown in Figure 1-2. Since only a part of the
membrane could be simulated, a better boundary condition rather than symmetric
boundary condition would allow the model to accommodate more about the mem-
brane rather than the coagulation bath that plays the role of buffering. Here, a mass
transfer boundary condition is proposed for the top of the simulation domain (ymax)
and remain symmetric boundary condition for the bottom of the simulation domain
(ymin).
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The conservation equations could also be written as divergence of the flux.
∂ϕi
∂t
= −∇ · ~Ji = −∂Jix
∂x
− ∂Jiy
∂y
− ∂Jiz
∂z
(2.27)
In x and z direction, we use the same mobility / chemical potential format.
Jix = −Mii∂µi
∂x
−Mij ∂µj
∂x
(2.28)
Jiz = −Mii∂µi
∂z
−Mij ∂µj
∂z
(2.29)
However, at ymax, a mass transfer coefficient format J = k(ϕboundary − ϕbulk) is used
for flux Jy at the boundary line (the last line of y direction in the mesh). Furthermore,
assuming ϕbulk = 0, the fluxes in y direction are as follows:
Jy,s|ymax = kssϕs (2.30)
Jy,p|ymax = kssϕp (2.31)
At the same time, we use linear extrapolation at the boundary as the second boundary
condition for the fourth order partial differential equation:
∂2ϕi
∂y2
= 0. (2.32)
2.3.5 Dimensional Analysis
For computational efficiency and generality, the dimensionless form of the governing
equations is preferred. We choose characteristic length and time as L and t = L
i
Mpp<f ′′>
and characteristic chemical potentials as µs = µp =
RT
vsite
. The dimensionless space
coordinate and time are as follows:
r˜ =
r
L
(2.33)
t˜ =
t
t
=
t
L2
Mpp<f ′′>
=
t
L2vsite
MppRT<Ψ′′>
(2.34)
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where the length scale L is the width of the domain in 2D simulations. That width in
turn is chosen to be roughly ten to twenty times of the initial spinodal decomposition
wavelength, in order to efficiently approach the limit of an infinite system while using
periodic boundary conditions. t is defined as the characteristic diffusion time scale of
polymer (L2/ < Dpp >), as the polymer diffuses most slowly in the system. Choosing
the polymer-polymer diffusion constant to scale the time would allow us the capture
the controlling kinetics and accelerate the computation considerably by scaling terms
to the order of magnitude of one.
µ˜s =
µs
RT/vsite
=
∂Ψ
∂ϕs
− Kss
RTL2/vsite
∇˜2ϕs − 1
2
(Ksp +Kps)
RTL2/vsite
∇˜2ϕp (2.35)
=
∂Ψ
∂ϕs
−K−ss ∇˜2ϕs − 1
2
(K−sp+K−ps)∇˜2ϕp
µ˜p =
µp
RT/vsite
=
∂Ψ
∂ϕp
− Kpp
RTL2/vsite
∇˜2ϕp − 1
2
Kps +Ksp
RTL2/vsite
∇˜2ϕs (2.36)
=
∂Ψ
∂ϕp
−K−pp∇˜2ϕp − 1
2
(K−ps+K−sp)∇˜2ϕs
where,
Kss
L2RT/vsite
= K−ss
Ksp
L2RT/vsite
= K−sp
Kps
L2RT/vsite
= K−ps
Kpp
L2RT/vsite
= K−pp
(2.37)
Converting all the variables in Equations 2.14 to the dimensionless form, the governing
equations become
RTMpp<Ψ>
L2vsite
∂ϕs
∂t˜
=Mss
∇˜2
L2
[
µ˜s
(
RT
vsite
)]
+Msp
∇˜2
L2
[
µ˜p
(
RT
vsite
)]
RTMpp<Ψ>
L2vsite
∂ϕp
∂t˜
=Mps
∇˜2
L2
[
µ˜s
(
RT
vsite
)]
+Mpp
∇˜2
L2
[
µ˜p
(
RT
vsite
)] (2.38)
Simply the equations:
∂ϕs
∂t˜
= ∇˜ · (M−ss∇˜µ˜s +M−sp∇˜µ˜p)
∂ϕp
∂t˜
= ∇ · (M−ps∇˜µ˜s +M−pp∇˜µ˜p)
(2.39)
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where,
Mss
Mpp<Ψ′′>
=M−ss
Msp
Mpp<Ψ′′>
= M−sp
Mps
Mpp<Ψ′′>
=M−ps
1
<Ψ′′>
= M−pp
(2.40)
Plugging in the chemical potentials, the dimensionless equations become
∂ϕs
∂t˜
= M−ss
[
∇˜2( ∂ψ
∂ϕs
)−K−ss∇˜2∇˜2ϕs − 1
2
(K−sp+K−ps)∇˜2∇˜2ϕp
]
(2.41)
+M−sp
[
∇˜2( ∂ψ
∂ϕp
)−K−pp∇˜2∇˜2ϕp − 1
2
(K−ps+K−sp)∇˜2∇˜2ϕs
]
∂ϕp
∂t˜
= M−ps
[
∇˜2( ∂ψ
∂ϕs
)−K−ss∇˜2∇˜2ϕs − 1
2
(K−sp+K−ps)∇˜2∇˜2ϕp
]
(2.42)
+M−pp
[
∇˜2( ∂ψ
∂ϕp
)−K−pp∇˜2∇˜2ϕp − 1
2
(K−ps+K−sp)∇˜2∇˜2ϕs
]
According to Equations 2.12 and 2.22, < Dpp >= Mpp < f
′′ >= MppRT
vsite
< Ψ′′ >=
MppRT
vsite
< ∂
2Ψ
∂2ϕp
>, where < Ψ′′ > is the characteristic value of the second derivative
of the dimensionless homogeneous free energy density with respect to the polymer
volume fraction. Dimensionless free energy density Ψ is a function of ϕs and ϕp; the
value of its second derivative is not constant, so choosing a “characteristic value” is
not easy. In order to choose a value, we plotted Ψ′′ versus ϕp in the polymer/non-
solvent binary with constant Flory-Huggins parameter of 0.6, and the value of Ψ′′ is
centered around 0.5. Therefore, we took < Ψ′′ > as 0.5, and used this value for all
the simulation for simplicity and consistency.
2.4 Hydrodynamics in Polymeric Membrane Sys-
tem
Fluid flow is an inherent part of the immersion precipitation process. To capture the
hydrodynamic effects, the Navier-Stokes equations are coupled with previous Cahn-
Hilliard equations. The equations are coupled by the addition of convective terms
to the Cahn-Hilliard equations and include the driving forces reducing free energy at
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the Cahn-Hilliard diffuse interface in the Navier-Stokes equations.
2.4.1 Driving Force due to Hydrodynamics
Following the argument made by Jacqmin [50] for a binary system, the Cahn-Hilliard
free energy changes with time due to convection according to:
∂F
∂t
∣∣∣∣
convection
=
∫ [
δF
δϕs
∂ϕs
∂t
∣∣∣∣
convection
+
δF
δϕp
∂ϕp
∂t
∣∣∣∣
convection
]
dV (2.43)
The variation δF/δϕs was defined as µs above, and the rate of change of ϕs due to
convection is −∇· (~uϕs); similar relations hold for ϕp. Thus integration by parts and
the divergence theorem give:
∂F
∂t
∣∣∣∣
convection
= −
∫
[µs∇ · (~uϕs) + µp∇ · (~uϕp)] dV
= −
∫
boundary
[µs~uϕs + µp~uϕp] · nˆdA (2.44)
+
∫
[ϕs~u · ∇µs + ϕp~u · ∇µp] dV
The integral on the boundary vanishes due to the use of periodic and symmetry
boundary conditions. This rate of change Cahn-Hilliard free energy is equal and
opposite to the rate of change of kinetic energy due to diffuse surface tension force
per unit volume ~F , which is:
∂E
∂t
∣∣∣∣
kinetic
=
∫
~u · ~FdV (2.45)
Therefore, the surface tension forcing term must be given by:
~F = −
∑
i
ϕi∇µi (2.46)
As Jacqmin noted, when used in the velocity-pressure form of the Navier-Stokes
equations, an additional potential must be added to the pressure in order to satisfy
the incompressibility constraint.
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2.4.2 Velocity-Pressure Form of Navier-Stokes Equations with
Ternary Cahn-Hilliard
The resulting system consists of equations of continuity, motion, and transport, which
for an incompressible fluid with constant viscosity in velocity-pressure form are as
follows:
∇ · ~u = 0, (2.47)
∂~u
∂t
+ ~u · ∇~u = −∇p
ρ
+
1
ρ
∇ · [η (∇~u+ (∇~u)T )]+ ~F
ρ
, (2.48)
Dϕi
Dt
= ∇ · (
∑
i
Mij∇µj) (2.49)
where,
~F = −ϕs∇µs − ϕp∇µp (2.50)
Assuming incompressible flow, which means Dρ
Dt
= 0 or ∇ · ~u = 0), the viscous term
in Equation 2.48 becomes
∇ · [η (∇~u+ (∇~u)T )] = η [∇ · (∇~u+ (∇~u)T )] = η [∇2~u+∇(∇ · ~u)] = η∇2~u.
(2.51)
Then, the momentum equation is simplified to
∂~u
∂t
+ ~u · ∇~u = −∇p
ρ
+
1
ρ
η∇2~u+
~F
ρ
. (2.52)
Consistent with the characteristic length and time used in nondimensionalizing the
Cahn-Hilliard equations, the characteristic velocity (u) and pressure (Π) are chosen
as
u = L/t = L/
L2
< Dpp >
=Mpp < f
′′ > /L =Mpp
RT
vsite
< Ψ′′ > /L (2.53)
Π = ρu2 (2.54)
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Then dimensionless velocity and pressure are as follows:
u˜ =
u
u
=
uL
Mpp
RT
vsite
< Ψ′′ > (2.55)
p˜ =
p
Π
==
p
ρu2
(2.56)
While the dimensionless Cahn-Hilliard equations remain the same as before (Equa-
tions 2.42 and 2.43), but with the substantial derivative indicating convective trans-
port (Equation 2.49), the nondimensionalization of equation 2.47 is pretty simple:
L∇
(
~ut¯
L
)
= ∇˜ · ~˜u = 0. (2.57)
The equation of motion is not quite as straightforward, even with uniform density
(With nonuniform density, one could choose a reference density against which to
nondimensionalize the pressure and viscosity) The dimensionless form of the momen-
tum equation is as follows ( The detail derivation of the dimensionless equations are
stated in Appendix E):
D~˜u
Dt˜
= ∇˜p˜+ ηt¯
ρL2
∇˜ ·
[(
∇˜~˜u+ (∇˜~˜u)T
)]
+
t¯2
ρL2
RT
vsite
~˜F . (2.58)
where the dimensionless force ~˜F is defined as
~˜F = −ϕs∇˜µ˜s − ϕp∇˜µ˜p (2.59)
There are two groups of dimensionless numbers in Equation 2.58. The first group is
ηt¯
ρL2
in the front of the viscous term. Since L
2
t¯
=< Dpp >,
ηt¯
ρL2
= η
ρ<Dpp>
= ν
<Dpp>
represents the ratio of viscosity to diffusivity, which is Schmidt Number (Sc) by
definition. The second group is t¯
2
ρL2
RT
vsite
. Similarly, it could be rewritten as RTL
2
ρvsite<Dpp>
.
We define this as dimensionless Force Parameter (Fp). The final dimensionless form
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of Navier-Stokes equations is the following:
L∇
(
~ut¯
L
)
= ∇˜ · ~˜u = 0. (2.60)
D~˜u
Dt˜
= ∇˜p˜+ Sc∇˜2~˜u+ Fp ~˜F
where,
Sc =
ν
< Dpp >
(2.61)
Fp =
RTL2
ρvsite < Dpp >
(2.62)
Sometimes, this set of Navier-Stokes equations is not very numerically stable.
Replacing the continuity equation with the pressure equation can facilitate the com-
putation. The pressure equation is derived by taking the divergence of Equation
2.48:
∇2p = −ρ
∑
i,j
∂~ui
∂Xj
∂~uj
∂Xi
+∇ · ~F (2.63)
The dimensionless form of the Pressure equation, using the same characteristic length,
time, velocity and pressure, is as follows:
∇˜2p˜ = −
∑
i,j
∂~˜ui
∂X˜j
∂~˜uj
∂X˜i
+ Fp∇˜ · ~˜F (2.64)
where, the dimensionless force ~˜F , Sc and Fp are all the same as before.
2.4.3 Boundary Conditions and Initial Conditions
We set the velocity ~u = ~0 as the initial condition. We also set the initial pressure to
zero since the relative value of pressure is more interesting to us than the absolute
value.
In the x and z directions, periodic boundary conditions are used.
At the bottom boundary of y direction (ymin), the no-slip boundary condition is
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applied, i.e. ~u = 0. In 2D, ∂u
∂x
= ∂v
∂x
= 0 since u and v at the bottom surface are
uniformly zero. Furthermore, due to the continuity equation ∇ · ~u = ∂u
∂x
+ ∂v
∂y
= 0, ∂v
∂y
equals to zero as well.
At the top boundary of y direction (ymax), a symmetric boundary condition is
applied, i.e. ∂~u
∂y
= 0. The pressure is set to be constant.
Then the pressure equations at these boundaries are modified based on the as-
sumptions above if it is used (See details in Appendix F).
2.4.4 Velocity-Vorticity Form of Navier-Stokes Equations with
Ternary Cahn-Hilliard
Sometimes, the incompressible Navier-Stokes equations in velocity-pressure form are
very difficult to solve, because one must worry about spurious modes in the pressure.
There are ways around it, like staggered meshes in finite difference and Taylor-Hood
elements in finite elements. But there are alternate forms which don’t require such
tricks, including velocity-vorticity. For the velocity-vorticity formulation in Cartesian
coordinates, our variables will be u and v for x and y components of the velocity
vector, and ω for vorticity. The vorticity is defined as the curl of the velocity vector
as follows:
ω = ∇× ~u = ∂v
∂x
− ∂u
∂y
. (2.65)
The incompressible Navier-Stokes equations start with continuity:
∂u
∂x
+
∂v
∂y
= 0. (2.66)
If we differentiate that with respect to x, that becomes equivalent to
∂2u
∂x2
+
∂2v
∂x∂y
− ∂
2u
∂y2
+
∂2u
∂y2
= 0. (2.67)
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The two middle terms are ∂ω/∂y, so we can rewrite this as
∇2u+ ∂ω
∂y
= 0. (2.68)
We can also differentiate equation E.16 with respect to y, and through a similar
manipulation end up with
∇2v − ∂ω
∂x
= 0. (2.69)
and for a uniform-density uniform-viscosity fluid in 2D, the vorticity equation is
derived by subtracting the y-derivative of the momentum equation of u from the
x-derivative of the momentum equation equation of v (See detail derivation of the
vorticity equation in Appendix E). The resulting voracity equation is the following:
∂ω
∂t
+ ~u · ∇ω = ν∇2ω + ∇×
~F
ρ
. (2.70)
It is interesting to note that this form consists of two equations of continuity
and one of motion. The velocity-vorticity formulation is preferred for a couple of
reasons. It has the numerical advantage of no zeroes on the diagonal, and unlike
velocity-pressure whose “pressure equation”, which is zero divergence of velocity, has
no pressure in it. Also unlike velocity-pressure, it has no spurious modes in difference
equations with all of the variables computed at each node, so we do not need a
staggered mesh for stability.
The resulting system consists of equations of continuity, motion, and transport,
which for a uniform-density uniform-viscosity fluid in the velocity-vorticity form are
as follows:
∇2u+ ∂ω
∂y
= 0 (2.71)
∇2v − ∂ω
∂x
= 0 (2.72)
Dω
Dt
= ν∇2ω + ∇×
~F
ρ
. (2.73)
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Dϕi
Dt
= ∇ · (
∑
i
Mij∇µj) (2.74)
Here, ~u is the velocity vector, u and v are its x and y components, ρ is the density,
~F is the driving force of the fluid flow, i.e. interface curvature, D
Dt
is the substantial
derivative giving by ∂
∂t
+ ~u · ∇ and ω is the vorticity.
When Equations 2.71 - 2.73 are normalized by r˜ = r
L
, t˜ = L
2
Mpp<f ′′>
, u˜ = u
L/t
=
u
Mpp<f ′′>/L
and ω˜ = ω
ω
= ω1
t
,the resulting dimensionless equations are (See detail
derivation in Appendix E):
∇˜2u˜+ ∂ω˜
∂y˜
= 0 (2.75)
∇˜2v˜ − ∂ω˜
∂x˜
= 0
∂ω
∂t
+ ~˜u · ∇˜ω˜ = Sc ∇˜2ω˜ + Fp ∇˜ × ( ~˜F )
where, ~˜F is the dimensionless driving force of the fluid flow, Sc is the Schmidt number
and Fp is the dimensionless Force Parameter, which are the same as in the velocity-
pressure formulation.
The boundary conditions used in the velocity-vorticity form is periodic boundary
conditions for x and z directions and symmetric boundary conditions for y direction.
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Chapter 3
Numerical Implementation
As shown in the previous chapter, the governing equations for modeling the phase
separation in the polymeric ternary system comprise a set of coupled fourth order
non-linear partial differential equations (PDEs). In order to numerically solve them,
the PDEs have to be discretized into difference equations. Typical discretization
methods for non-linear PDEs are finite difference methods, finite volume methods,
finite element methods and boundary element methods. Whichever method is chosen,
the final result is the same, a system of nonlinear algebraic equations which can
be solved using linear algebra techniques and numerical methods. Our simulation
domain is a regular rectangle in 2D or cubic in 3D, therefore the finite difference
method requires the simplest mesh and serves the best to our application.
This section describes a procedure for discretizing a system of partial differen-
tial equations using finite different methods and the numerical procedure for solving
the them, including the grid used in the finite difference method and the difference
equations, are described in section 3.1. Parallel computing tools (PETSc) and the
software developed for phase field modeling are discussed in section 3.2.
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3.1 Finite Difference Methods and the Difference
Equations
3.1.1 The Grid and Finite Difference Methods
The finite difference method is used to discretize the partial differential equations.
The derivatives are taken using finite differences from the uniform grid. The grid
is indexed from the bottom left to the upper right corner, from left to right. We
use a uniform grid for ϕs, ϕp, pressure and vorticity. The same uniform grid is used
for velocity in the velocity-vorticity formulation and a staggered grid for velocity in
the velocity-pressure formulation because a regular grid will lead to a checkerboard
pressure field while satisfying all the governing equations. The uniform grid overlaid
with the staggered grid is shown in Figure 3-1, Figure 3-2 and Figure 3-3 for xy, yz
and xz planes, respectively. The pressure and volume fractions are at the grid points.
The velocity field is shifted half grid toward to the origin (i.e. for u, shift left; for v,
shift down; for w, shift toward to the reader). gxm and gym are sizes of the x and y
directions of the local array.
In finite differences, there are three ways to estimate the first derivative at the
grid point i for a variable Ci: 1) upwind difference
(
Ci+1−Ci
∆x
)
; 2) downwind difference
(
(
Ci−Ci−1
∆x
)
; 3) central difference
(
Ci+1−Ci−1
2∆x
)
or
(
Ci+1/2−Ci−1/2
∆x
)
, where ∆x is the
grid size. We will use the central difference to estimate the first derivatives for the
interior domain, and may use upwind or downwind difference at the boundary when
necessary. Following the central difference, the second derivative is estimated by(
( ∂C∂x )i+1/2−(
∂C
∂x )i−1/2
∆x
)
=
(
Ci−1−2Ci+Ci+1
∆x2
)
. It is worth notify that Equations 2.42 and
2.43 contain biharmonic (∇2∇2) terms; these are discretized by recursive application
of the central difference second derivative scheme above.
3.1.2 Difference Equations and the Numerical Procedure
In the ternary membrane system with fluid flow, there are six variables and six gov-
erning equations: two Cahn-Hilliard equations for the solvent (ϕs) and the polymer
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Figure 3-1: Staggered grid in x-y plane. gxm and gym are sizes of the x and y
directions of the local array.
Figure 3-2: Staggered Grid in y-z plane. gxm and gym are sizes of the x and y
directions of the local array.
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Figure 3-3: Staggered Grid in x-z plane. gxm and gym are sizes of the x and y
directions of the local array.
(ϕp) and three momentum equations for the velocity field (~u, which has u, v and w
as its x, y and z components) and one continuity equation (or pressure equation).
The grid size is nx×ny×nz and all variables are saved in one large column vector.
For each variable at the point r(ix, iy, iz) in the Cartesian coordinate, the index in the
column vector is i = [(iz×ny+ iy)×nx+ ix]×vars+var = [iz×ny×nx+ iy×nx+
ix]×vars+var. Here, vars is the total number of variables in the calculation and var
is the index of each variable (e.g. var = 0 for ϕs, var = 1 for ϕp). Using the central
finite differences described above, the set of non-linear PDEs are converted into a
system of non-linear algebraic equations, which are solved using a non-linear solver
based on the Newton-Raphson method. That numerical procedure results in a matrix
of linear algebraic equations, which are solved using an iterating procedure known
as Krylov-subspace method and Generalized Conjugate Residuals (GCR) method.
Instead of calculating the fourth derivative of the concentration, chemical potentials
are calculated as temporary variables and their second derivatives are used in the
governing difference equations. The Jacobian matrix needed for the linear solver is
58
estimated by the finite difference method as well. Providing an analytical Jacobian
matrix will significantly increase the solve performance. However, the analytical
Jacobian matrix for a system with six variables is not that simple.
Since a special boundary condition (mass transfer) is needed for the immersion
precipitation simulation, the governing equations are different in the interior simula-
tion domain from the ones at some boundaries. A boundary function for this purpose
is included in the solve to increase the flexibility of specifying certain boundary con-
ditions.
The governing difference equation of the polymer in the interior domain is shown
here as one example, while other difference equations are stated in Appendix F. Here,
gxm, gym are used as notation for the grid size in x and y directions(i.e. gxm = nx
and gym = ny) and gzm = nx× ny for conciseness.
The difference Cahn-Hilliard equation for ϕp in 3D is written as follows:
∂ϕp
∂t
= −~u · ∇ϕp +∇Mps · ∇µs +Mps∇2µs +∇Mpp · ∇µp +Mpp∇2µp (3.1)
= −u∂ϕp
∂x
− v∂ϕp
∂y
− w∂ϕp
∂z
+
∂Mps
∂x
∂µs
∂x
+
∂Mps
∂y
∂µs
∂y
+
∂Mps
∂z
∂µs
∂z
+Mps
(
∂2µs
∂x2
+
∂2µs
∂y2
+
∂2µs
∂z2
)
+
∂Mpp
∂x
∂µp
∂x
+
∂Mpp
∂y
∂µp
∂y
+
∂Mpp
∂z
∂µp
∂z
+Mpp
(
∂2µp
∂x2
+
∂2µp
∂y2
+
∂2µp
∂z2
)
= V Termp + PTermp + PTermp
V Termp = −u∂ϕp
∂x
− v∂ϕp
∂y
− w∂ϕp
∂z
(3.2)
= −
(
u(i) + u(i+ 1)
2
)(
ϕp(i+ 1)− ϕp(i− 1)
2∆x
)
−
(
v(i) + v(i+ gxm)
2
)(
ϕp(i+ gxm)− ϕp(i− gxm)
2∆y
)
−
(
w(i) + w(i+ gzm)
2
)(
ϕp(i+ gzm)− ϕp(i− gzm)
2∆z
)
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STermp =
∂Mps
∂x
∂µs
∂x
+
∂Mps
∂y
∂µs
∂y
+
∂Mps
∂z
∂µs
∂z
+Mps
(
∂2µs
∂x2
+
∂2µs
∂y2
+
∂2µs
∂z2
)
(3.3)
=
(
Mps(i+ 1)−Mps(i− 1)
2∆x
)(
µs(i+ 1)− µs(i− 1)
2∆x
)
+
(
Mps(i+ gxm)−Mps(i− gxm)
2∆y
)(
µs(i+ gxm)− µs(i− gxm)
2∆y
)
+
(
Mps(i+ gzm)−Mps(i− gzm)
2∆z
)(
µs(i+ gzm)− µs(i− gzm)
2∆z
)
+ Mps
[
ϕs,i+1 − 2ϕs,i + ϕs,i−1
(∆x)2
+
ϕs,i+gxm − ϕs,i + ϕs,i−gxm
(∆y)2
+
ϕs,i+gzm − 2ϕs,i + ϕs,i−gzm
(∆z)2
]
PTermp =
∂Mpp
∂x
∂µp
∂x
+
∂Mpp
∂y
∂µp
∂y
+
∂Mpp
∂z
∂µp
∂z
+Mpp
(
∂2µp
∂x2
+
∂2µp
∂y2
+
∂2µp
∂z2
)
(3.4)
=
(
Mpp(i+ 1)−Mpp(i− 1)
2∆x
)(
µp(i+ 1)− µp(i− 1)
2∆x
)
+
(
Mpp(i+ gxm)−Mpp(i− gxm)
2∆y
)(
µp(i+ gxm)− µp(i− gxm)
2∆y
)
+
(
Mpp(i+ gzm)−Mpp(i− gzm)
2∆z
)(
µp(i+ gzm)− µp(i− gzm)
2∆z
)
+ Mpp
[
ϕp,i+1 − 2ϕp,i + ϕp,i−1
(∆x)2
+
ϕp,i+gxm − ϕp,i + ϕp,i−gxm
(∆y)2
+
ϕp,i+gzm − 2ϕp,i + ϕp,i−gzm
(∆z)2
]
For periodic boundary conditions in x and z directions, the difference equations
at x and z boundaries remain the same. However, the governing equations at y
boundaries need to be modified.
At the bottom of y direction (ymin), symmetric boundary conditions used for
ϕs, ϕp, µs and µp, which are straightforward in finite differences:
ϕs,i−gxm = ϕs,i+gxm ϕp,i−gxm = ϕp,i+gxm (3.5)
µs,i−gxm = µs,i+gxm µp,i−gxm = µp,i+gxm
At the top of the y direction (ymax), mass transfer boundary conditions are
applied to ϕs and ϕp, and the second derivatives of µs and µp are neglected in the
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equations at ymax. The difference equations are stated in detail in Appendix F.
Symmetric boundary conditions for the velocity are applied at ymax. The symmetry
plane is between ymax and the grid below it. Due to the staggered grid, the equations
for u, v and w are slightly different to share the same symmetry plane as follows:
ui = ui−gxm (3.6)
vi+gxm = vi−gxm (3.7)
wi = wi−gxm. (3.8)
3.2 Parallel Computing and RheoPlast
Most of our simulations are quite computationally intense, especially the ones in three
dimensions. In stead of using a super computer, we ran the simulation parallel on
a cluster of regular high-performance computers, which is an efficient and less costly
alternative. In the parallel computing, the simulation domain is divided into small
parts with some data information of its adjacent neighbors. Each part is calculated
on one computer and the simulation results are merged together finally.
Our codes for simulations was written in C language, using PETSc (Portable, Ex-
tensible Toolkit for Scientific Computation)[51] as the library for parallel computing.
PETSc is a suite of data structures and routines for the scalable (parallel) solution
of scientific applications modeled by partial differential equations. It is developed by
a group of scientists at Argonne National Laboratory. It employs the MPI standard
for all message-passing communication. It provides convenient tools for distributed
storage of the data in high dimensions, the division of the global array (for variables)
into small local array calculated on each computer and the communication between
different local arrays through “ghost points”. It also provides powerful linear and non-
linear solvers for partial differential equations. PETSc has been widely used in many
research areas, including Nano-simulations, Biology, Fusion, Geo-sciences, Computa-
tional Fluid Dynamics. It also has codes in C++, Fortran and Python. More infor-
mation can be found on its website of http://www-unix.mcs.anl.gov/petsc/petsc-2/.
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Based on the data management objects and solvers of the PETSc suite with small
additions to aid in timestepping, we developed more systematic numerical tools for
Phase Field modeling, RheoPlast, which suits our own specific needs. RheoPlast
is designed to be modular and flexible, such that one can select on the command
line between various phase field energy functions, transport coupling terms, initial
and boundary conditions, in addition to the various parameters of the model. It con-
strains modules for modeling membrane formation, fluid mechanics, electro-chemistry,
with other applications under development. Adding a new module is straightforward
by following the documentation. More detail information is available on the Rheo-
Plast website (http://lyre.mit.edu/ powell/rheoplast.html). RheoPlast 0.5.0 has been
released to the public in 2004.
All of the simulations in the following chapters were run with RheoPlast. For
the membrane application, many parameters, including degree of polymerization,
mobilities, gradient penalty coefficients, initial compositions, boundary conditions,
can be specified through the command line. At each recorded time step, the simulation
data are saved in compressed format and with one file for each computer used in
parallel computing. Therefore, a visualization software called “tsview” or its improved
version “tsview-ng”, which is part of the Illuminator package (more information is
available on the website of http://lyre.mit.edu/ powell/illuminator/illuminator-doc-
0.9.0/), is used to uncompress the data and graph them in 2D and 3D.
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Chapter 4
Ternary Polymeric System
As introduced in Chapter 1, in the immersion precipitation process, the system in-
cludes three components: the nonsolvent, the solvent and the polymer. The nonsol-
vent and the solvent are typically small molecules. Water is the most common used
nonsolvent. There are several solvents, such as DMF (dimethylformamide), DMAc
(dimethylacetamide) and THF (tetrahydrofuran), available. The polymers usually
used for making membrane are PVDF (poly(vinylidene fluoride)), PSF (polysulfone),
nylon, CA (cellulose acetate) and others. Phase separation in immersion precipitation
is fundamentally governed by the thermodynamics of the nonsolvent/solvent/polymer
ternary system. In this chapter, the study of both thermodynamics and kinetics of a
ternary system is discussed.
4.1 Thermodynamics
If a homogeneous system separates into two phases, the equilibrium compositions of
the two phases are governed by the thermodynamics of the nonsolvent/solvent/polymer
ternary system. The system always tends to minimize its total free energy. As men-
tioned earlier in Chapter 2, we will use the Flory-Huggins model to describe the free
energy of this ternary system. There are more complicated free energy models avail-
able for polymer systems. However, the Flory-Huggins model is very useful because
of its simple form, and should be sufficient for our phase field modeling. The free
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energy function according to the Flory-Huggins model is as follows:
∆G
RT
= [ϕnlnϕn+ϕslnϕs+
ϕp
m
lnϕp+χnsϕnϕs+χspϕsϕp+χnpϕnϕp]× (nn+ns+mnp)
(4.1)
Sometimes, free energy per “mole of sites” (∆Gv) is more convenient and consis-
tent with the volume fraction representation in polymer system. Without special
clarification, we will use ∆Gv as the total free energy throughout this thesis.
∆Gv
RT
=
∆G
nRT
=
∆G
(
∑
mini)RT
(4.2)
= [ϕnlnϕn + ϕslnϕs +
ϕp
m
lnϕp + χnsϕnϕs + χspϕsϕp + χnpϕnϕp]
Here, subscript n is the nonsolvent, s is the solvent and p is the polymer. We will
use these notations throughout the scope of the thesis and assume the degree of
polymerization of the nonsolvent and the solvent are both to be one (e.g. mn = ms =
1) 1 and the polymer to be mp.
Figure 4-1 shows a typical free energy diagram of the nonsolvent/solvent/polymer
ternary system described by the Flory-Huggins model. As can be seen from Figure
4-1, there is a hump between the nonsolvent and the polymer, which means the
solution with the compositions in that range is unstable, while polymer-solvent and
nonsolvent-solvent are miscible pairs.
The free energy hump between the nonsolvent and the polymer causes the homo-
geneous system to separate into two phases, reducing the minimum total free energy
to its minimum. The compositions of equilibrium phases are determined by mini-
mizing the total free energy of mixing, which means the chemical potential of each
component in two phases should be equal:
µ
′
i = µ
′′
i (4.3)
1The solvent could be some organic molecule, whose molar volume could be much larger than
the nonsolvent molecule. However, since the solvent is still significantly smaller than the polymer
molecule, the assumption of ms = 1 is a reasonable approximation.
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Figure 4-1: Free Energy of the nonsolvent/solvent/polymer ternary system with χns =
0.2, χnp = 1, χsp = 0.3 and mp = 64.
where µ
′
i is the chemical potential of component i in phase I and µ
′′
i is the chemical
potential of component i in phase II. In the phase diagram, the binodal curve (also
called miscibility gap or coexistence curve) is the locus of the points of equilibrium
phases. Within the binodal, the system is unstable and separates into two phases
connected by the tie line, with the compositions on the binodal curve. The misci-
bility gap is further divided into a metastable region and an unstable region by the
spinodal curve,from the kinetics point of view. Within the spinodal, the system will
phase separate with any infinitesimal mount of concentration fluctuation; while in
the metastable region, the system will stay stable until there is a fluctuation large
enough to overcome the metastable energy barrier, such as a nuclei. The spinodal
curve is defined as ∂
2∆G
∂C2
= 0 in a binary system and GssGpp − G2sp = 0 in a ternary
system [7]. Here, Gij is interpreted as the derivative of ∆Gv with respect to ϕi and
ϕj. If χij is constant, then Gij is as follows:
Gss
RT
=
1
RT
∂2(∆Gv)
∂2ϕs
=
1
ϕs
+
1
ϕn
− 2χns (4.4)
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Gpp
RT
=
1
RT
∂2(∆Gv)
∂2ϕp
=
1
ϕn
+
1
mϕp
− 2χnp (4.5)
Gsp
RT
=
1
RT
∂2(∆Gv)
∂ϕs∂ϕp
=
1
ϕn
− χns − χnp + χsp (4.6)
If χij is also a function of ϕs and ϕp, then use the chain rule to extend the deriva-
tives. More details about the phase diagram in binary, ternary and multi-component
systems can be found in Appendix C.
4.2 Spinodal Decomposition in the Ternary Sys-
tem
In this section, the phase field model was applied on the nonsolvent/solvent/polymer
ternary system with the Flory-Huggins interaction parameters as χns = 0.2, χnp =
1, χsp = 0.3 and the degree of polymerization as mp = 64. The χij were chosen such
that there is a free energy barrier between the nonsolvent and the polymer in the
ternary free energy function, which causes phase separation (See Figure 4-1). The
spinodal curve of this ternary system calculated based on GssGpp−G2sp = 0 is shown
in Figure 4-2.
Simulations of spinodal decomposition in this ternary system were conducted in
2D. Neglecting the Ksp and Kps terms and assuming constant mobilities, the dimen-
sionless governing equations are given in Equation 2.42 and 2.43, which are reproduced
here:
∂ϕs
∂t˜
=M−ss
[
∇˜2
(
∂Ψ
∂ϕs
)
−K−ss∇˜2∇˜2ϕs
]
+M−sp
[
∇˜2
(
∂Ψ
∂ϕp
)
−K−pp∇˜2∇˜2ϕp
]
(4.7)
∂ϕp
∂t˜
=M−ps
[
∇˜2
(
∂Ψ
∂ϕs
)
−K−ss∇˜2∇˜2ϕs
]
+M−pp
[
∇˜2
(
∂Ψ
∂ϕp
)
−K−pp∇˜2∇˜2ϕp
]
(4.8)
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Figure 4-2: Phase diagram of the nonsolvent/solvent/polymer system with χns =
0.2, χnp = 1, χsp = 0.3 and mp = 64. The black dot represents the initial composition
of the polymer solution (ϕs = ϕp = 0.2).
with the following denotations:
Mss
Mpp<Ψ′′>
= M−ss
Kss
L2RT/vsite
= K−ss
Msp
Mpp<Ψ′′>
= M−sp
Ksp
L2RT/vsite
= K−sp
Mps
Mpp<Ψ′′>
= M−ps
Kps
L2RT/vsite
= K−ps
1
<Ψ′′>
= M−pp
Kpp
L2RT/vsite
= K−pp.
(4.9)
Two sets of dimensionless parameters M−ij and K−ij need to be determined.
M−pp is set to be 2 since < Ψ
′′ >= 0.5 as discussed in Chapter 2. M−sp and M−ps
are related the flux of one species due to a gradient in the other. For most of the
simulations, these are set to zero since the contribution of these cross terms is rel-
atively minor. M−ss is chosen to be 1000 times of M−pp to capture the relative
difference of the mobilities of the polymer and the small molecule since the diffusivity
of small molecules is typically 10−6cm2/s and the diffusivity of polymers is about
typically 10−9cm2/s[53, 21, 22, 20]. We assume that Kss = Kpp, and estimate their
value as 1.6 ∗ 10−11[m ·mole/N ] based on the work of Caneba [33]. After the non-
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dimensionalization, K−ss and K−pp are about 10
−4 to 10−5 depending the length
scale L, which is chosen to be roughly ten to twenty times the initial spinodal de-
composition wavelength. Converting the dimensionless results back to the real size is
straightforward if the parameters are known.
Another consideration is the simulation resolution. With the simulation domain
size defined as roughly ten times the initial decomposition wavelength, using fifteen
grid points per wavelength gives a resolution of 150 grid points across the domain.
Thus the grid dimensions are 150× 150 for fully periodic simulations, and 150× 300
for membrane simulations which are periodic in x but not y.
The system starts with the initial composition of ϕs = ϕp = 0.2 (therefore ϕn =
0.6) plus a random fluctuation of 0.005, which is within the spinodal curve of the
ternary phase diagram (See Figure 4-2). The instantaneous spinodal decomposition
is expected. Other parameters used in the simulation were M−pp = 2, M−ss =
2, M−sp =M−ps = 0 and K−ss = K−pp = 1.6 ∗ 10−5. Periodic boundary conditions
(BC) were applied in both x and y directions. The morphology evolution from the
simulation is shown in Figure 4-3.
A typical bi-continuous spinodal pattern is shown in the simulations results, which
is consistent with the theoretical prediction based on the thermodynamics of the
ternary system.
Figure 4-4 shows the concentration profile change of the polymer and the sol-
vent during the ternary spinodal decomposition, which gives more quantitative proof
of the phase separation. The polymer (ϕp) starts with uniform concentration with
small fluctuations, then goes through the “up-hill” diffusion where higher concentra-
tion “peaks” and lower concentration “valleys” are amplified toward the equilibrium
concentration driven by phase separation and coarsening.
4.3 Effects of Parameters
Furthermore, other simulations were run with different mobilities (Mij) and gradient
penalty coefficients (Kij) to study the effect of those two parameters on the morphol-
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(a) t˜ = 0 (b) t˜ = 0.001475
(c) t˜ = 0.002141 (d) t˜ = 0.020046
Figure 4-3: Spinodal decomposition in the non-solvent/solvent/polymer system with
χns = 0.2,χnp = 1,χsp = 0.3 and mp = 64. The figures show the polymer volume
fraction at each time, with blue as ϕp = 1 and red as ϕp = 0.
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Figure 4-4: Concentration profile changes of the polymer (red line) and the solvent
(black line) in ternary spinodal decomposition with χns = 0.2,χnp = 1,χsp = 0.3 and
mp = 64.
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ogy evolution and the kinetics of spinodal decomposition. The different mobilities
used in the simulation are listed in Table 4.1. The change of the polymer volume
Table 4.1: Mobilities used in ternary simulations
Case mp M−ss M−sp M−ps M−pp K−ss K−pp
1 64 2 0 0 2 1.6e− 05 1.6e− 05
2 64 20 0 0 2 1.6e− 05 1.6e− 05
3 64 200 0 0 2 1.6e− 05 1.6e− 05
4 64 2 0.5 0.5 2 1.6e− 05 1.6e− 05
5 64 200 20 10 2 1.6e− 05 1.6e− 05
fraction in case 1− 3 are shown in Figure 4-5, and those in case 1, 4− 5 are shown in
Figure 4-6.
Simulation results with changing Mij indicate that increasing M−ss has little
effect on the spinodal kinetics and the resulting morphology since the polymer has
much lower mobility, which controls when the phase separation can occur in the
system. While increasing M−sp and M−ps significantly slows the phase separation
down. The polymer and solvent volume fraction both start with 0.2, but they change
in the opposite fashion(See Figure 4-4). Therefore, the driving forces (i.e. chemical
potentials as defined in the paper) of the solvent and the polymer have the opposite
signs. Mps and Msp terms offset the contribution of Mpp and Mss terms, and drive
down-hill diffusion during the phase decomposition. So increasing Mps andMsp slows
down the kinetics. Picking a different solvent will result in different Msp and Mps,
but the chemical explanation of relationship between solvent selection and the cross
mobilities is beyond the scope of this thesis. But this simulation result suggests that
the solvent selection should take the effect to the cross mobilities into account, in
addition to other solvent properties such as solvent diffusivity.
The gradient penalty coefficients are also very important parameters but diffi-
cult to determine from analytical estimation. So we ran a series of simulations with
different Kij values to study their effects on the spinodal morphology. Simulation
results with different K−ij are shown in Figure 4-7. The wavelength in the spin-
odal pattern decreases as Kij increase. The Fourier transform was performed on the
simulated polymer concentration at the onset of phase separation, shown in Figure
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Figure 4-5: Morphologies of ternary spinodal decomposition with different mobilities
of the solvent at t˜ = 0.002. The polymer volume fraction shown here is the normalized
with respect to the maximum and minimum of each case. The blue represents the
maximum and the red represents the minimum. Increasing M−ss has little effect on
the spinodal kinetics and the resulting morphology since the polymer has much lower
mobility, which controls when the phase separation can occur in the system
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Figure 4-6: Morphologies of ternary spinodal decomposition with different mobilities
at t˜ = 0.002. The polymer volume fraction shown here is the normalized with respect
to the maximum and minimum of each case. The blue represents the maximum and
the red represents the minimum.
(a) K−pp = 1.6 ∗ 10−6 (b) K−pp = 1.6 ∗ 10−5
‘
(c) K−pp = 1.6 ∗ 10−4
Figure 4-7: Morphologies of ternary spinodal decomposition with different K−ij at
t˜ = 0.02. The polymer volume fraction is shown in the figures with the color map
that blue stands for ϕp = 1 and red stands for ϕp = 0.
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Figure 4-8: Fourier Transform of the polymer concentration at the onset of spinodal
decomposition with different penalty coefficients.
4-8. This shows that the dominant wavelengths are λ1 = 0.071 and λ2 = 0.200 at
K−pp = 1.6 ∗ 10−5 and 1.6 ∗ 10−4 respectively, while the 1.6 ∗ 10−6 case shows several
small peaks around 0.025 indicating insufficient resolution. From the simulations, the
ratio of wavelengths is determined by Fourier transform to be λ21 : λ
2
2 = 1 : 7.84,
with the wavelength at K−pp = 1.6 ∗ 10−6 showing a similar ratio to λ1, both of
which are not far from to the 1:10 predicted by Jacqmin that the interface thickness
is proportional to the square root of the gradient penalty coefficient [50]:
λ ∝  ∝
√∑
i,j
Kij . (4.10)
There are many attempts to link gradient penalty coefficients with experimental
observables [33, 34, 49], and the subject is still under debate. We prefer to relate
the gradient penalty coefficient to the interfacial energy because for a given interface
thickness, interfacial energy is an increasing function of K. Again, this is similar
to Jacqmin’s binary result relating the gradient penalty coefficient with interfacial
energy. And it indicates that in general, if finer features are desired, one should
choose a system with lower interfacial energy, and vice versa.
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4.4 Summary
In summary, the spinodal decomposition in a simple nonsolvent/solvent/polymer sys-
tem was modeled by Cahn-Hilliard equations. Flory-Huggins free energy model was
used and spinodal curve was calculated based GssGpp−G2sp = 0 for a ternary system
with χns = 0.2, χnp = 1, χsp = 0.3 and mp = 64. One simulations with with constant
mobilities and gradient penalty coefficients were run with periodic boundary condi-
tions and uniform initial conditions in 2D and the results showed typical spinodal
morphology.
Simulations with different Mij indicated that increasing M−ss has little effect on
the spinodal morphology and increasing M−sp and M−ps significantly slowed the
phase separation down. Different solvent-polymer system will result in different re-
sult in different Msp and Mps, but the chemical explanation of relationship between
solvent selection and the cross mobilities is beyond the scope of this thesis. This sim-
ulation result suggests that the solvent selection should take the effect to the cross
mobilities into account, in addition to other solvent properties such as solvent diffu-
sivity. Simulations with different gradient penalty coefficients Kij showed that the
dominant wavelength (or interface thickness) is roughly proportional to the square
root of
∑
i,j
Kij . We suggest to relate the gradient penalty coefficient to the interfa-
cial energy and if finer features are desired, one should choose a system with lower
interfacial energy, and vice versa.
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Chapter 5
Phase Field Modeling of the
Water/DMF/PVDF Membrane
System
In comparison to phase field modeling of the spinodal decomposition in a simple
ternary system discussed in the previous chapter, the model of immersion precipita-
tion in a membrane system is much more complicated. The governing equations used
for membrane simulations are the same as the ones used in ternary simulations (See
Equations 4.7 and 4.8). But the initial conditions and boundary conditions need to
be modified to suit the immersion precipitation process described in chapter 1. The
membrane is usually hundreds of micrometers thick, but the coagulation bath’s length
scale is usually tens of centimeters. The difference in length scales makes it difficult
to simulate the entire coagulation bath while keeping a high enough resolution to
simulate the membrane structure in the polymer solution, which is usually less than
10% of the coagulation bath. Such a model would not be computationally efficient
either. Therefore, the phase filed model will focus on the polymer solution part, while
modeling a small part of the coagulation bath that provides the correct immersion
precipitation environment. The mass transfer boundary condition discussed in chap-
ter 2 is a better boundary condition than the symmetric one, although both of them
were used in membrane simulations.
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Furthermore, the initial condition has to present the two layers (the coagulation
bath and the polymer solution shown in Figure 1-2) in the immersion precipitation
process, which imposes a large gradients of the solvent and the nonsolvent as the driv-
ing force of diffusion. The step-function shape initial concentration profile actually
resulted in interesting early-stage structure in the membrane formation, which will be
discussed later in the chapter. The Flory-Huggins parameters of membrane systems
are concentration dependent, rather than constant, which makes the equation more
complicated. Furthermore, the mobilities of the polymers and solvents are generally
concentration dependent rather than constant as well.
Among all the membrane systems, we focus here on the water/DMF/PVDF sys-
tem because of the popularity of the PVDF membranes and its accessibility of the
thermodynamics data. Here, water is the nonsolvent, DMF (dimethylformamide) is
the solvent, and PVDF (Poly(vinylidene fluoride)) is the polymer. The PVDF mem-
brane is one of the most widely used membranes for ultrafiltration and microfiltration.
The membrane exhibits an asymmetric structure containing a nonporous dense skin
and a porous bulk [37]. The PVDF membrane, in contrast to typical cellulosic mem-
branes, is hydrophobic and resistant to a wide variety of organic solvents as well as
most aqueous acids and bases.
In the following sections, the phase field model is applied to theWater/DMF/PVDF
membrane system and the simulation results both in 2D are discussed.
5.1 Thermodynamics of the Water/DMF/PVDF
system
The Flory-Huggins interaction parameters of the Water(n)/DMF(s)/PVDF(p) are
concentration dependent. According to Cheng’s paper in 1999 [21] , they have the
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following formulae:
χns =
(0.218− 0.276)
1− 0.622 ∗ ϕs
ϕn+ϕs
=
−0.058
1− 0.622 ∗ ϕs
1−ϕp
(5.1)
χnp = 3.5 (5.2)
χsp = −1 + 0.5 ∗ ϕp (5.3)
The spinodal curve is calculated by GssGpp − G2sp = 0, where Gij are defined in
Equations 4.4-4.6. Calculating the binodal curve of a ternary system with concentration-
dependent interaction parameters is very difficult, so we use simulations to estimate it.
A series of ternary simulations with different initial compositions within the spinodal
curve and periodic boundary conditions, which lead to instantaneous phase separa-
tion, were run to determined the binodal. Figure 5-1(a) shows the phase diagram
of the Water/DMF/PVDF system with mp = 5: the binodal is drawn based on the
equilibrium concentrations found in the series of ternary simulation results.
Using a degree of polymerization of 5 is too small for the polymer. However, in-
creasing mp significantly decreases the equilibrium concentration of the polymer-lean
phase and increases the simulation time (See Table 5.1). The equilibrium concen-
trations at different mp were estimated with simulations of spinodal decomposition,
using very small semi-implicit time steps and very small error tolerance to improve
the accuracy of the calculated results.
Table 5.1: Equilibrium concentration of the polymer-lean phase and computation
time of simulations with different mp.
mp Equilibrium ϕp of polymer-lean phase Semi-implicit ∆t Time to run t˜ = 0.1
5 5 ∗ 10−5 1 ∗ 10−8 11hr
10 4 ∗ 10−7 5 ∗ 10−10 89yr
15 6 ∗ 10−11 5 ∗ 10−14 106yr
20 3 ∗ 10−15 1 ∗ 10−17 109yr
In reality, the polymer used in making membranes probably has mp on the or-
der of 1, 000− 10, 000 monomer units and the polymer-lean phase (the pore) in the
membranes is nearly devoid of polymer during the formation because the equilibrium
concentration is vanishingly small. However, it’s not possible for the computer sim-
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(a) The phase diagram of the Water/DMF/PVDF sys-
tem with mp = 5: the calculated spinodal according to
Yilmaz and McHugh’s method[7] and the binodal drawn
based on the equilibrium concentration of the simulation
results.
(b) Calculated spinodal curves for different mp in
the PVDF system according to Yilmaz and McHugh’s
method [7].
Figure 5-1: Phase diagrams of the Water/DMF/PVDF system
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ulation to calculate the concentration accurately below 10−6 with the typical error
tolerance of 10−8 to 10−10. On the other hand, as can be seen from Figure 5-1(b), the
spinodal curves of larger degrees of polymerization (mp = 10, 30, 5000) are essentially
not too different from each other but closer to the nonsolvent-solvent axis as mp goes
up. In the area of the 0−50% solvent, which is also the composition range where most
of phase separation occurs in our simulations, the two “arms” of different spinodal
curves are almost the same. Although the kinetics and the membrane morphology
could be profoundly effected by the polymer degree of polymerization [19], its ma-
jor impact here is the change in the ternary free energy, the spinodal and binodal
curve described above due to the nature of the phase field model and Flory-Huggins
free energy formula. Therefore, mp is chosen to be 5 for all the PVDF simulations,
which is sufficient to capture the phase separation behavior in this polymer solution,
although considerably smaller than a real polymer molecule.
In summary, a ternary phase diagram of the Water/DMF/PVDF membrane sys-
tem is calculated based the Flory-Huggins free energy. The degree of polymerization
is chosen to be 5 for the simulations in order to optimize the trade off between the
computer efficiency and model accuracy.
5.2 Immersion Precipitation of PVDF Membranes
in 2D
To begin, a 2D simulation of the Water/DMF/PVDF system was run with mp = 5,
M−ss = 2000,M−pp = 2,M−sp = M−ps = 0 and K−ss = K−pp = 10
−4, K−sp =
K−ps = 0. Periodic boundary conditions were applied in the x direction and symmet-
ric boundary conditions were used in the y direction. Since no species should pass the
interface between the polymer solution and the supporting substrate, the symmetric
boundary condition is correct for the bottom of the simulation domain. However, the
top of the domain is actually somewhere in the coagulation bath since we only simu-
late part of the bath, instead of the interface between the coagulation bath and the
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air. Therefore, the symmetric boundary condition is no the most physically accurate.
Furthermore, in order to correctly present the immersion precipitation environment,
we have to use most (70%) of the simulation domain to model the coagulation bath.
Therefore, the polymer solution, where the membrane actually forms, only occupies
the bottom 30% of the simulation domain. The two-layer initial condition consists
of 1)the polymer solution layer: ϕp = 0.2 ± 0.005 and ϕs = 0.75 ± 0.005, uniformly
distributed, and 2)the coagulation bath: ϕp = 0.01 ± 0.005 and ϕs = 0.01 ± 0.005,
uniformly distributed. The ratio of x dimension to y dimension is 1:2, and the grid
size is 150× 300.
The morphology evolution (the change of the volume fraction of the polymer (ϕp)
with time) is shown in Figure 5-3, where blue stands for ϕp = 1 and red stands for ϕp =
0. The system begins with a two-layer initial condition, with the polymer solution
(polymer and solvent) in the bottom 30% and the coagulation bath (nonsolvent)
on the top. The solvent and the nonsolvent interdiffuse quickly. Figures 5-2(a) –
5-2(e) show the solvent diffusion in the early stage of the immersion precipitation
process, and indicate that the solvent frontier moves into the coagulation bath in the
simulation. At the same time, the polymer almost completely stays in the polymer
solution area: as can be seen in Figure 5-3, the coagulation bath always appears as
red (trivial polymer volume fraction). The polymer is not prohibited from entering
the coagulation bath in our model as it is in Cohen’s mass transfer model [14], but
it stays in the bottom layer due to the free energy barrier and its low mobility.
After some time of interdiffusion, the composition of the polymer solution enters the
spinodal curve as shown in Figure 5-4. Hence, phase separation begins at the top
of the polymer solution layer, and proceeds downward in a layered structure. With
time, spinodal decomposition takes place throughout the entire polymer solution, then
particles coarsen to continuously reduce the total free energy. The final morphology
of the PVDF membrane exhibits an asymmetric structure with a dense skin layer on
top of a porous support layer, which is in agreement with experimental observations.
Figure 5-4 shows the diffusion path evolution during the membrane formation.
The diffusion path is rendered by mapping all the compositions in the simulation
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domain onto the ternary phase diagram. Consistent with the morphology evolution, it
starts at two isolated points in the diagram (the two-layer initial condition) (Figure 5-
4(a)). Then some parts enter the spinodal curve (Figure 5-4(b)) and phase separation
starts at some point within the spinodal curve (Figure 5-4(c) and 5-4(d)). The solution
separates into two phases with a diffuse interface connecting them, which appears to
have more points sit on the binodal curve and some points in the binodal on the
diffusion path diagram (Figure 5-4(e)). The system then proceeds to the coarsening
stage (See Figure 5-4(f)). Figures 5-5(a) to 5-5(c) are the histograms of the polymer
volume fraction over the entire simulation domain, showing that most of grid points
have volume fraction of the polymer-lean phase since 70% of the simulation domain is
the coagulation bath that equilibrates with the polymer-rich phase. Figure 5-5(d) and
5-5(e) are the histograms in the polymer solution, showing more grid points shifted
to larger polymer volume fraction as time goes on. That indicates the system evolve
toward to the equilibrium volume fractions as spinodal decomposition continues. It is
worth noting the curvature of the diffusion path (Figure 5-2(f)) , which indicates that
the solvent segregates to the boundary between the polymer-rich and polymer-lean
phases in order to reduce the free energy of the system. The concentration histograms
of spinodal decomposition at different time are shown in 5-5.
In summary, a 2D simulation using the phase filed model was run for the wa-
ter/DMF/PVDF system, with periodic and symmetric boundary conditions in x and
y directions, respectively. A two-layer initial condition (polymer solution layer +
coagulation bath layer) was applied to model the immersion precipitation initial en-
vironment. The asymmetric structure of simulated membrane in 2D is qualitatively
similar to those observed in experiments.
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(a) t˜ = 0 (b) t˜ = 1 ∗ 10−7 (c) t˜ = 5.1 ∗ 10−6
(d) t˜ = 1.51 ∗ 10−5 (e) t˜ = 3.51 ∗ 10−5 (f) t˜ = 0.0004926
Figure 5-2: Morphology evolution (the change of the solvent volume fraction, ϕs)
in the early interdiffusion stage of the immersion precipitation process, where blue
stands for ϕs = 1 and red stands for ϕs = 0. Figure 5-2(f) is presented by the
normalized color map with blue for the maximum and red for the minimum in order
to increase the contrast because the solvent concentrations in two phases are very
close.
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(a) t˜ = 0 (b) t˜ = 5.1 ∗ 10−6 (c) t˜ = 8.01∗10−5 (d) t˜ = 9.01∗10−5
(e) t˜ = 0.0001051 (f) t˜ = 0.0001301 (g) t˜ = 0.0002301 (h) t˜ = 0.0004776
Figure 5-3: Morphology evolution (the change of the polymer volume fraction, ϕp)
during spinodal decomposition of the PVDF membrane system in 2D, where blue
stands for ϕp = 1 and red stands for ϕp = 0.
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(a) t˜ = 0 (b) t˜ = 5.1 ∗ 10−6
(c) t˜ = 3.01 ∗ 10−5 (d) t˜ = 8.01 ∗ 10−5
(e) t˜ = 0.0002301 (f) t˜ = 0.0004776
Figure 5-4: Diffusion path (the mapping of all the composition in the simulation
domain) during spinodal decomposition of the PVDF membrane system in 2D.
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Figure 5-5: Concentration Histogram of spinodal decomposition in the PVDF mem-
brane system. Figures 5-5(a) to 5-5(c) are the histograms in the entire simulation
domain at different time. Figure 5-5(d) and 5-5(e) are the histograms in the poly-
mer solution. As spinodal decomposition continues, the system evolve toward to the
equilibrium volume fractions.
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5.3 Layered Structure
As mentioned in previous section, a layered structure formed at the beginning of
the simulation, and almost disappeared due to the coarsening in the end. That
interesting phenomenon deserves further investigation. The literature shows that
some researchers also discovered similar layered structure in both experiments and
simulations. Allen and Cahn [54] found this to occur in two ordered phases separated
by a layer of disordered phase in an Al Alloy (Figure 5-6), and we believe this has the
same underlying principle as our layer morphology. Ramanarayan and Arinandanan
[55] performed simulations of spinodal decomposition in a polycrystalline material
and also found a similar layered structure near grain boundaries (Figure 5-7).
Figure 5-6: Two ordered phases separated by a layer of disordered phase in an Al
Alloy observed by Allen and Cahn [54].
It seems that the layered morphology is not that unusual in the phase field mod-
eling or the system where the phase field principle governs. However, what is the
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(a) Microstructural evolution in a polycrystalline alloy of
composition c0 = 0.5 in system Ia(m(c) = 1+0.5c
2) with
dc = 0.04. The times are indicated above the microstruc-
tures. Note the different grey scales in these figures.
(b) Microstructures at t = 100 from three different simu-
lations , showing the effect on the number of GB bands of
(γβ−γα) and initial noise. Systems in the left and middle
figures differ in the initial fluctuations, while those in the
middle and right figures differ in (γβ − γα). For clarity,
we show only 128 96 grids near a grain boundary, which
is at the top.
Figure 5-7: Layered structures in the simulations of spinodal decomposition in a
polycrystalline material by Ramanarayan and Arinandanan [55].
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intrinsic cause of this layered structure? We believe the layered structure is a result
of the interaction between the homogeneous and gradient energies driven by the pla-
nar interface between the polymer solution and coagulation bath, and is similar to the
“short-wavelength composition waves” described by Allen et al. in an iron-aluminum
system [54].
Compared to the ordinary diffusion equation, the Cahn-Hilliard equation has the
extra gradient energy terms (Kij terms), which are the fourth derivatives of the con-
centration or the second derivatives of the chemical potentials. When the initial
concentration has a step function shape (which is also the case in Ramanarayan’s
simulation), the “corners” of the step function curve provide large second derivatives
of concentration as indicated in Figure 5-8, leading to large positive chemical poten-
tials at the upper corner and large negative chemical potentials at the lower corner,
according to the chemical potential definition (Equations 2.15 and 2.16). According
to the Cahn-Hilliard equation (Equation 2.11), the species is driven toward where it
has smaller chemical potential, therefore the polymer diffuses away from the upper
corner in both directions, and toward the lower corner from both directions. That
diffusion causes chemical potential changes in the vicinity, which drives formation of
more layers, leading to the layered structure at the interface of the polymer solution
and the coagulation bath. That layered structure competes with the bulk spinodal
decomposition, and the morphology is controlled by the dominant kinetics at the
time.
Figure 5-9 shows the Fourier Transform results of the polymer volume fraction in
the polymer solution region of the simulation shown in Figure 5-3 at different times,
which confirms the above argument. The vertical strip in the middle of Figure 5-
9(a) corresponds the horizontal layer formed at the very beginning of the simulation,
while the other part remains homogeneous. Gradually, the spinodal decomposition
starts and the spinodal structure appears, which corresponds to the ring pattern in
Figures 5-9(b) and 5-9(c). As spinodal decomposition continues, the spinodal struc-
ture becomes more dominant (the intensity of the frequencies in the ring pattern
increases), while the layered structure becomes less obvious in the system (the inten-
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sity of frequencies in the vertical strip in the middle becomes relatively smaller). In an
experiment, if laser scattering is used to detect the layered structure, one should ex-
pect a dominant strip pattern that corresponds to the layers in the Fourier Transform
of the scattering results, with the relative intensity decreasing over time.
Two parameters were believed to have strong effect on the tendency to form
layers, and were thus evaluated using the model. First, increasing the initial random
fluctuation, which means decreasing the gradient in y direction relatively, decreases
the relative strength of the layered structure, and the number of layers should decrease
as well. This is demonstrated by the simulations with different initial fluctuations of
0.001, 0.0025 and 0.009. As is shown in Figures 5-10 to 5-12, the simulation with the
smallest initial fluctuation leads to the largest number of layers during the membrane
formation. That means if there are large random fluctuations in the system (e.g.
high temperature), the membrane system will likely form a spinodal morphology
more uniformly throughout the polymer solution without the formation of layers.
Second, decreasing the relative mobility of the solvent M−ss/M−pp should in-
crease the number of layers because the composition enters the spinodal region more
slowly due the slower motion of the solvent molecules. Therefore the spinodal struc-
ture formation is suppressed by the layered structure, which does not require the
bulk polymer solution to enter the spinodal curve. The simulated morphologies with
different ratio of M−ss/M−pp shown in Figures 5-13 to 5-18 provide the support to
this hypothesis. That means that a membrane system with a low relative solvent mo-
bility is more likely to exhibit a layered structure at the beginning of the membrane
formation.
In summary, simulations showed a layered structure in the early stage of the im-
mersion precipitation process. The number of layers varies with the initial fluctuation
and the ratio of the solvent mobility to the polymer mobility. In some cases, those
layers merged into bulk membranes due to the coarsening, while in others they re-
mained stable and equilibrated with the coagulation bath. Though such layers have
not yet to be observed experimentally, this work points out a method for experi-
mentally observing them as described above, and opens the possibility of producing
91
(a) Schematic initial concentration profile
(b) Schematic initial chemical potential
Figure 5-8: Schematic demonstration of the layers formation: The initial concentra-
tion profile causes the large second derivatives at the “corners”, which leads to the
large magnitude of chemical potentials. The species diffuse to smaller chemical po-
tential area according to the Cahn-Hilliard equations as the arrows indicate, which
forms the layers as the ripples shown in the concentration profile.
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(a) t˜ = 5.1 ∗ 10−6
(b) t˜ = 8.01 ∗ 10−5
(c) t˜ = 0.0002301
Figure 5-9: Fourier Transform of the polymer solution region from simulation results
shown in figure 5-3 at different times .
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(a) t˜ = 6.01 ∗ 10−5 (b) t˜ = 0.0001 (c) t˜ = 0.00012 (d) t˜ = 0.00014
‘
Figure 5-10: The evolution of the polymer volume fraction with initial fluctuation of
0.001, where blue stands for ϕp = 1 and red stands for ϕp = 0.
(a) t˜ = 6.01 ∗ 10−5 (b) t˜ = 8.01 ∗ 10−5 (c) t˜ = 0.0001 (d) t˜ = 0.00014
Figure 5-11: The evolution of the polymer volume fraction with initial fluctuation of
0.0025, where blue stands for ϕp = 1 and red stands for ϕp = 0.
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(a) t˜ = 6.01 ∗ 10−5 (b) t˜ = 8.01 ∗ 10−5 (c) [t˜ = 0.0001 (d) [t˜ = 0.00012
Figure 5-12: The evolution of the polymer volume fraction with initial fluctuation of
0.009, where blue stands for ϕp = 1 and red stands for ϕp = 0.
(a) t˜ = 0.0005451 (b) t˜ = 0.0007951 (c) t˜ = 0.0012951 (d) t˜ = 0.0084451
Figure 5-13: The simulated morphology with M−ss/M−pp = 20000, where the blue
stands for the maximum of ϕp and red stands for the minimum of of ϕp for a better
contrast at each time step.
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(a) t˜ = 0.0001051 (b) t˜ = 0.0001301 (c) t˜ = 0.001551 (d) t˜ = 0.0003301
Figure 5-14: The simulated morphology with M−ss/M−pp = 2000, where the blue
stands for the maximum of ϕp and red stands for the minimum of of ϕp for a better
contrast at each time step.
(a) t˜ = 1.51 ∗ 10−5 (b) t˜ = 3.01 ∗ 10−5 (c) t˜ = 4.51 ∗ 10−5 (d) t˜ = 6.51 ∗ 10−5
Figure 5-15: The simulated morphology with M−ss/M−pp = 200, where the blue
stands for the maximum of ϕp and red stands for the minimum of of ϕp for a better
contrast at each time step.
96
(a) t˜ = 1.01 ∗ 10−5 (b) t˜ = 2.01 ∗ 10−5 (c) t˜ = 3.51 ∗ 10−5 (d) t˜ = 4.51 ∗ 10−5
Figure 5-16: The simulated morphology with M−ss/M−pp = 100, where the blue
stands for the maximum of ϕp and red stands for the minimum of of ϕp for a better
contrast at each time step.
(a) t˜ = 0.0001301 (b) t˜ = 0.0002801 (c) t˜ = 0.0004801 (d) t˜ = 0.0007301
Figure 5-17: The simulated morphology with M−ss/M−pp = 40, where the blue
stands for the maximum of ϕp and red stands for the minimum of of ϕp for a better
contrast at each time step.
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(a) t˜ = 5.1 ∗ 10−6 (b) t˜ = 1.26 ∗ 10−5 (c) t˜ = 1.51 ∗ 10−5 (d) t˜ = 2.76 ∗ 10−5
Figure 5-18: The simulated morphology withM−ss/M−pp = 4, where the blue stands
for the maximum of ϕp and red stands for the minimum of of ϕp for a better contrast
at each time step.
in-situ multi-layer membranes in the liquid phase.
5.4 Mass Transfer Boundary Condition
All of the previous simulations use symmetric boundary conditions in y direction,
which requires the model to allocate more grid points to the polymer solution part,
since we need a large coagulation bath to provide enough nonsolvent and enough space
for the solvent diffusion. This section will discuss the mass transfer boundary condi-
tion developed for better usage of the simulation domain while keeping a reasonably
good representation of the immersion precipitation environment. The mass transfer
boundary condition allows the model to use most part of the simulation domain on
the polymer solution part, where membranes actually form.
We abbreviate the bottom of the simulation domain as ymin and the top of the
domain as ymax. At ymin, we still use the symmetric boundary condition to represent
the substrate, which supports the polymer solution. At ymax, the flux of the species
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in y direction is presented using a mass transfer coefficient:
Ji,y = k(ϕi,boundary − ϕi,bulk). (5.4)
Since the solvent and polymer concentrations in the far end of the coagulation bath
are very low, ϕs,bulk and ϕp,bulk are both set to be zero. So the fluxes of the solvent
and the polymer at ymax are as follows:
Jy,s|ymax = kssϕs (5.5)
Jy,p|ymax = kppϕp (5.6)
We name it mass transfer boundary condition, as mentioned before in Chapter 2.
Using this mass transfer boundary removes the need for a large coagulation bath,
because our boundary in y direction could be anywhere in the coagulation bath as
long as the flux is estimated correctly. Theoretically, the flux could be calculated from
the concentration change (Ji,y = Di
∂ϕi
∂y
∣∣∣
‘ymax
in general sense or Ji,y = Mi
∂µi
∂y
∣∣∣
ymax
in a Cahn-Hilliard formulation) and therefore estimate the mass transfer coefficients,
kss and kpp. These two coefficients should change over time. Generally speaking,
they are larger at the beginning since the gradient starts large and becomes smaller
in the later stage. Practically, the rigorous estimation from the concentration profile
history is not feasible for two reasons: 1) the experimental resources to measure the
concentration change in the immersion precipitation are not available; 2) calculating
the mass transfer coefficients from a simulated concentration profile based on approx-
imations is not terribly useful. Therefore, we set kss and kpp as unity in most of the
simulations.
A simulation with new mass transfer boundary condition was run with the fol-
lowing parameters: mp = 5, M−ss = 2000,M−pp = 2,M−sp = M−ps = 0, K−ss =
K−pp = 10
−4, K−sp = K−ps = 0 and kss = kpp = 1. The initial composition is
ϕp = 0.2 ± 0.005 and ϕs = 0.75 ± 0.005 in the polymer solution layer (the bottom
70%) and ϕp = 0.01± 0.005 and ϕs = 0.01± 0.005 in the coagulation bath (the top
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30%). The ratio of x dimension to y dimension is 1:2, and the grid size is 150× 300.
The change of the polymer volume fraction in the membrane formation and its
the diffusion path are displayed in Figures 5-19 and 5-20, respectively. The simulated
morphology evolution is very similar to the simulation results show an asymmetric
membrane morphology, which is similar to the simulation with the symmetry bound-
ary conditions, but with much more of the domain showing the membrane structure.
The penetration of the nonsolvent is very clear, as is motion of the frontier of the
spinodal decomposition toward the bottom. And the histograms of the polymer vol-
ume fraction (Figure 5-21) confirm that the system evolves toward the equilibrium
volume fractions as spinodal decomposition continues. Since the coagulation bath is
only 30% of the simulation domain, a small value of kss will reduce the amount of
the nonsolvent available within the decomposition time. Therefore, the penetration
into the spinodal curve is much less than the previous simulations which used 70% of
the domain for the coagulation bath. Phase separation takes place at a point much
closer to the critical point, which leads to different equilibrium concentrations (See
Figure 5-19). Furthermore, with long enough time for coarsening, the top dense layer
finally connects with the bulk membrane structure. In contrast, in the simulations
with symmetric boundary condition, the top layer remains disconnected because the
solvent, which cannot leave the simulation domain, stabilizes that layer. Therefore,
the mass transfer boundary condition is a more reasonable approximation used for
membrane simulations.
Simulations with different solvent mass transfer coefficient (kss = 10, 100, 1000 and
105) were run, while keeping other parameters the same. Increasing the solvent mass
transfer coefficient (kss) caused the diffusion path shifted toward the nonsolvent-
polymer axis, but the system is only moderately sensitive to this parameter. The
simulations with (kss = 1, 10 and 100) resulted in very similar membrane structures
and equilibrium volume fraction. Only when kss increases significantly to 1000 and
105 does it have an obvious impact on the membrane morphology and the diffusion
path.
The change of the polymer volume fraction in the membrane formation and its
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(a) t˜ = 0 (b) t˜ = 0.0001505 (c) t˜ = 0.0004005 (d) t˜ = 0.0005005
(e) t˜ = 0.0006255. (f) t˜ = 0.0007255 (g) t˜ = 0.0012755 (h) t˜ = 0.0033505
Figure 5-19: The simulated morphology with the mass transfer boundary condition
at ymax with kss = 1 and kpp = 1, where blue stands for ϕp = 1 and red stands for
ϕp = 0 in the color map.
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(a) t˜ = 0 (b) t˜ = 5 ∗ 10−7
(c) t˜ = 5.05 ∗ 10−5 (d) t˜ = 0.0001755
(e) t˜ = 0.0011755 (f) t˜ = 0.0011755
Figure 5-20: The diffusion path evolution (the mapping of all the composition in the
simulation domain) during spinodal decomposition of the PVDF membrane system
with mass transfer boundary condition with kss = 1 and kpp = 1 in 2D.
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(a) t˜ = 0.0004255
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(b) t˜ = 0.0011755
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(c) t˜ = 0.0033505
Figure 5-21: Concentration Histogram of spinodal decomposition in the PVDF mem-
brane system. As spinodal decomposition continues, the system evolve toward to the
equilibrium volume fractions.
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diffusion path for the simulation with kss = 1000 and 10
5 are displayed in Figures
5-22 to Figure 5-25, respectively. As kss increases, the system penetrates more deeply
into the spinodal curve. Solvent diffusion is the driving force to quench the ternary
system into the spinodal curve. With a larger solvent mass transfer coefficient at
the boundary, the solvent leaves the system faster, bringing the system into the
spinodal curve faster and more deeply. Consequently, the place in the ternary phase
diagram where the system starts spinodal decomposition varies with different kss (See
Figure 5-20,5-22 and 5-24), which leads to larger equilibrium polymer concentration
in the polymer-rich phase with larger solvent mass transfer coefficient. Furthermore,
according the lever rule, the fraction (percentage) of phase I is proportional to the
ratio of the distance between phase II and the starting point of the phase separation to
the distance between phase I and phase II on the ternary phase diagram. Therefore,
when spinodal decomposition occurs closer to the critical point, there is more polymer-
rich phase, which corresponds to the small kss case. As can seen from Figure 5-
20, the membrane appears as a bi-continuous structure with the polymer-rich phase
dominant. Then it changes to the bi-continuous pattern with about almost equivalent
amount of two phases at kss = 1000. Finally, it changes to a membrane structure
with isolated polymer-rich phase droplets when kss increases to 10
5.
Furthermore, the diffusion path in Figure 5-24 continued moving toward to the
nonsolvent-polymer axis over time during the coarsening stage because the solvent
diffused out from the boundary. Therefore, over a long enough time, the simulated
morphology continues to shift from polymer-rich dominance to polymer-lean domi-
nance, as described above. In reality, of some point in this process, the system will
solidify through either vitrification or crystallization, and lock in the pores structure
at that point. This liquid-liquid model is therefore limited in its ability to predict the
final solid membrane microstructure.
In summary, the mass transfer boundary condition provides a more efficient way
to model the coagulation bath. The top layer finally connects to the bulk mem-
brane structure with long enough coarsening, while in the simulations with symmetric
boundary condition, the top layer remains disconnected because the solvent, which
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cannot leave the simulation domain, stabilizes that layer.
However, the coefficients are hard to estimate from either experiments or numer-
ical estimation with accuracy. The equilibrium concentrations and the membrane
structure do change with different kss. So we recommend using the equilibrium con-
centration from the experiment to calibrate this parameter, and use the mass transfer
coefficients that give you similar equilibrium concentrations in the model.
5.5 Effect of Initial Composition
The effect of the initial composition is studied in this section. We ‘changed the initial
composition in two fashions: 1) shift the initial composition in the phase diagram
while keeping it uniformly distributed in the polymer solution or the coagulation bath;
2) use the nonuniform initial composition in the polymer solution. The simulation
results are discussed in the following subsections.
5.5.1 Uniform Initial Composition in Polymer Solution
The initial composition was first varied in the polymer solution to study its effect on
membrane morphology.
First, two series of simulations were performed with different initial compositions
in the polymer solution; those initial compositions are listed in Table 5.2, while the ini-
tial composition in the coagulation bath for all simulations was ϕp,bath = 0.01, ϕs,bath =
0.01 and ϕn,bath = 0.98. The first series (Cases 1-4) varied ϕp and ϕs in the polymer
solution, while keeping ϕn constant. The second series (Cases 1,5-7) varied ϕs and
ϕn in the polymer solution, while keeping ϕp constant.
The simulated morphologies resulting from different initial conditions are shown
in Figure 5-26. The blue points on the phase diagram present the different initial con-
ditions of the simulations in the first series. As can be seen from Figure 5-26, when
increasing the polymer volume fraction, the resulting morphology changes from iso-
lated polymer droplets to bi-continuous pattern to continuous polymer with isolated
pores. The second series is indicated by the magenta points on the phase diagram
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(a) t˜ = 0 (b) t˜ = 0.0001505 (c) t˜ = 0.0002505 (d) t˜ = 0.0003505
(e) t˜ = 0.0004505 (f) t˜ = 0.0005505 (g) t˜ = 0.0007505 (h) t˜ = 0.0010005
Figure 5-22: The simulated morphology with the mass transfer boundary condition
at ymax with kss = 1000, where blue stands for ϕp = 1 and red stands for ϕp = 0 in
the color map.
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(a) t˜ = 1 ∗ 10−7 (b) t˜ = 1.05 ∗ 10−5
(c) t˜ = 5.05 ∗ 10−5 (d) t˜ = 0.0001005
(e) t˜ = 0.0002005 (f) t˜ = 0.0010005
Figure 5-23: The diffusion path evolution (the mapping of all the composition in the
simulation domain) during spinodal decomposition of the PVDF membrane system
with mass transfer boundary condition at ymax with kss = 1000 in 2D.
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(a) t˜ = 0 (b) t˜ = 5.05 ∗ 10−5 (c) t˜ = 0.0001005 (d) t˜ = 0.0001505
(e) t˜ = 0.0001905 (f) t˜ = 0.0002105 (g) t˜ = 0.0002305 (h) t˜ = 0.0002805
Figure 5-24: The simulated morphology with the mass transfer boundary condition
at ymax with kss = 10
5, where blue stands for ϕp = 1 and red stands for ϕp = 0 in
the color map.
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(a) t˜ = 5 ∗ 10−7 (b) t˜ = 3.05 ∗ 10−5 (c) t˜ = 5.05 ∗ 10−5
(d) t˜ = 7.05 ∗ 10−5 (e) t˜ = 0.0001005 (f) t˜ = 0.0001505
(g) t˜ = 0.0002155 (h) t˜ = 0.0002455 (i) t˜ = 0.0002805
Figure 5-25: The diffusion path evolution (the mapping of all the composition in the
simulation domain) during spinodal decomposition of the PVDF membrane system
with mass transfer boundary condition at ymax with kss = 10
5in 2D.
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Table 5.2: Different initial compositions in the polymer solution used in simulations.
Case ϕp,solution ϕs,solution ϕn,solution
1 0.20 0.75 0.05
2 0.30 0.65 0.05
3 0.35 0.60 0.05
4 0.40 0.55 0.05
5 0.20 0.60 0.20
6 0.20 0.50 0.30
7 0.20 0.35 0.45
that lie in the horizontal line for the initial conditions of each simulation in Figure
5-26. Morphology actually does not change significantly when the volume fraction
of the solvent decreases, although the final equilibrium concentrations are different.
This leads to the conclusion that the polymer volume fraction dominates the mor-
phology of membrane since it determines where the system enters the spinodal and
the proportion of the two phases.
We also ran some simulations of different initial polymer/solvent ratio in polymer
solution (ϕs = 0.55 and ϕp = 0.4) with the new mass transfer boundary condition,
while keeping the nonsolvent fraction constant. The simulated morphology and the
diffusion path are shown in Figure 5-27 and Figure 5-28. The membrane morphology
resulting from this initial composition appears to show isolated pores (polymer-rich
phase dominant), instead of a bi-continuous pattern of two phases in Figure 5-19.
The onset of phase separation is much later than the simulation with ϕs = 0.75 and
ϕp = 0.25. In the case of ϕp = 0.4, a significant portion of the polymer solution enters
the metastable region between the spinodal and the binodal curve due to the initial
position on the phase diagram (See the diffusion path in Figure 5-28), which signifi-
cantly delays the onset of phase separation, while in the case of ϕp = 0.2 the system
enters into spinodal region immediately due to the solvent/nonsolvent interdiffusion.
Kools [26] reported that the delay time detected by light transmission experiments in
the PSF membrane system increases with increasing polymer concentration (See Fig-
ure 5-29), which agrees with our simulation perdition. This delayed demixing results
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Figure 5-26: Effect of changing initial compositions in the polymer solution on PVDF
membrane morphology. The membrane morphology is presented by the normalized
ϕp with blue as the maximum and red as the minimum to improve contrast. The
points in the ternary diagram indicate the initial conditions of the corresponding
simulation results.
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in a relatively thick and dense skin, while the instantaneous demixing in the simula-
tion with initial composition of ϕp = 0.2 results in a thin layer over a porous support.
This is consistent with the model prediction by Reuvers and Smolders [15, 16] and the
experiment results (Figure 5-30) by Radovanovic [24] and Kools [26]. But although
Reuvers [15, 16] argues that in the delayed demixing case such structures form by
nucleation and growth using the mass transfer model, our simulations show that spin-
odal decomposition is also consistent with experimental observations. If the initial
composition is close to the critical point, the system will experience instantaneous
demixing; if the initial composition is further away from critical point, the system
must pass through the broad metastable region before entering the spinodal region,
and the system will experience delayed demixing.
5.5.2 Nonuniform Initial Composition in Polymer Solution
During the preparation of the polymer solution, some volatile solvent evaporates,
leading to a nonuniform initial composition of the solvent and the polymer. Three
simulations with linear-distributed volume fractions changing with different ranges
were run to study the effect of the solvent evaporation. The simulation parameters
and the grid size kept the same, except the initial composition in the polymer solution.
The membrane morphology evolution (the change of the polymer volume fraction)
of the simulation with the initial composition of ϕs = 0.70, ϕp = 0.25 at the top
of the polymer solution and ϕs = 0.75, ϕs = 0.20 at the bottom is displayed in
Figure 5-31. Comparing with the simulation with uniform initial composition of
ϕs = 0.75, ϕs = 0.2 (Figure 5-19), the phase separation is delayed at the top area of
the polymer solution. Therefore, the phase separation occurs almost throughout the
domain at the same time.
The membrane morphology evolutions of the simulations with the initial composi-
tion of ϕs = 0.65− 0.75, ϕp = 0.30− 0.20 and ϕs = 0.55− 0.75, ϕp = 0.40− 0.20 from
the top to the bottom of the polymer solution are displayed in Figure 5-32 and 5-33,
respectively. As can be seen from those figures, the phase separation at the top area
of the polymer solution is further delayed as the variation of the initial composition
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(a) t˜ = 0 (b) t˜ = 0.0008755 (c) t˜ = 0.0015005 (d) t˜ = 0.0021505
(e) t˜ = 0.0024505 (f) t˜ = 0.0027505 (g) t˜ = 0.0040505 (h) t˜ = 0.0080505
Figure 5-27: The simulated morphology with the mass transfer boundary condition
and initial composition of ϕp = 0.4 and ϕs = 0.55 in the polymer solution, where
blue stands for ϕp = 1 and red stands for ϕp = 0 in the color map.
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(a) t˜ = 0 (b) t˜ = 5 ∗ 10−7
(c) t˜ = 5.05 ∗ 10−5 (d) t˜ = 0.0004005
(e) t˜ = 0.0006255 (f) t˜ = 0.0010005
Figure 5-28: The diffusion path evolution (the mapping of all the composition in the
simulation domain) during spinodal decomposition of the PVDF membrane system
with mass transfer boundary condition initial composition of ϕp = 0.4 and ϕs = 0.55
in the polymer solution.
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Figure 5-29: Light transmission curves representing membrane formation using PSf-
NMP solutions with (a) 15w% (b) 25w% during coagulation in various water-IPA
mixtures. Different symbols in the figures show the ratio between water and IPA. The
delay time is evidently longer with higher polymer concentration, which is consistent
with our simulation prediction [26].
increases, therefore, the bottom part starts the phase separation first, which is very
different from the spinodal decomposition dynamics shown in previous simulations.
The final membrane morphologies show a thicker selective layer as the variation of the
volume fractions increases in the polymer solution, i.e. more solvent evaporates from
the solution before it is immersed into the coagulation bath. Yamasaki studied the
effect of solvent evaporation on the PSF membrane morphology and performance by
changing the evaporation time and temperature [25]. Figure 5-34 shows the skin layer
thickness with different evaporation time at different temperatures. The experimen-
tal observations conclude same trend as our simulation results: when more solvent
evaporates from the polymer solution before the immersion, the resulting membrane
has a thicker skin layer.
The simulations with nonuniform initial composition are similar to superposing
many simulations with uniform initial composition with different values. As discussed
in the previous section, the ratio of the polymer to the solvent is much larger at the
top than it is at the bottom. Similar to the simulation presented in Figure 5-27, the
top part of the polymer solution enters the metastable region due to the interdiffusion,
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(a) ϕp = 0.24 (b) ϕp = 0.12
(c) ϕp changing from 10w% to 25w%
Figure 5-30: Micrographs of PSF membranes with different polymer concentration
in the casting solution: Figure 5-30(a) and 5-30(b) are membranes made with initial
polymer volume fraction as 0.24 and 0.12 by Radovanovic [24]; Figure 5-30(c) are
PSF membrane with different initial polymer wight fraction immersed in IPA nonsol-
vent. With a higher initial polymer concentration, the membrane in both experiments
exhibit in a much thicker dense top layer.
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while the bottom part of the simulation has starts the spinodal decomposition (See the
diffusion path of the simulation with initial composition of ϕs = 0.55−0.75, ϕp = 0.4−
0.2 in Figure 5-35). The different kinetics at different parts of the polymer solution due
to the nonuniform initial composition result in an asymmetric membrane morphology:
elongated pores at the bottom and the small pores (or nonporous membrane) at the
top.
5.5.3 Uniform Initial Composition in Coagulation Bath
Third, initial compositions in the coagulation bath were varied as listed in Table
5.3, while the initial composition in the polymer solution for all simulations was
ϕp,solution = 0.20, ϕs,solution = 0.75 and ϕn,solution = 0.05.
Table 5.3: Different initial compositions in the coagulation bath used in simulations.
Case ϕp,bath ϕs,bath ϕn,bath
1 0.01 0.01 0.98
2 0.01 0.05 0.94
3 0.01 0.10 0.89
4 0.01 0.20 0.79
5 0.01 0.30 0.69
6 0.01 0.40 0.59
The simulated morphologies (ϕp) are shown in Figure 5-36 with the normalized
color representation. The points in the figure represent the initial conditions of the
simulations. The morphology changes from isolated droplets to bi-continuous pattern
when increasing the solvent volume fraction in the coagulation bath since it changes
the composition in the spinodal where phase separation begins. This also reduces the
gradient of the solvent, which delays the onset of phase separation. Experiments of
PVDF/DMF polymer solution immersion in water and “soft bath” (water + DMF)
by Cheng observed the precipitation process slows down in the soft bath compared
with the water bath [21].
In summary, a wide range of initial compositions were used in both the polymer so-
lution and the coagulation bath. The resulting morphologies varied from polymer-rich
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(a) t˜ = 0 (b) t˜ = 0.0003005 (c) t˜ = 0.0004005 (d) t˜ = 0.0005005
(e) t˜ = 0.0006005 (f) t˜ = 0.0007005 (g) t˜ = 0.0008005 (h) t˜ = 0.0010205
Figure 5-31: The simulated morphology with nonuniform initial condition (ϕs =
0.70− 0.75, ϕp = 0.25− 0.20), considering the solvent evaporation, where blue stands
for ϕp = 1 and red stands for ϕp = 0 in the color map.
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(a) t˜ = 0 (b) t˜ = 0.0004005 (c) t˜ = 0.0005005 (d) t˜ = 0.0006005
(e) t˜ = 0.0008005 (f) t˜ = 0.0010005 (g) t˜ = 0.0013505 (h) t˜ = 0.0020005
Figure 5-32: The simulated morphology with nonuniform initial condition (ϕs =
0.65− 0.75, ϕp = 0.30− 0.20), considering the solvent evaporation, where blue stands
for ϕp = 1 and red stands for ϕp = 0 in the color map.
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(a) t˜ = 0 (b) t˜ = 0.0002505 (c) t˜ = 0.0004005 (d) t˜ = 0.0006905
(e) t˜ = 0.0011905 (f) t˜ = 0.0019905 (g) t˜ = 0.0040705 (h) t˜ = 0.0054205
Figure 5-33: The simulated morphology with nonuniform initial condition (ϕs =
0.55− 0.75, ϕp = 0.40− 0.20), considering the solvent evaporation, where blue stands
for ϕp = 1 and red stands for ϕp = 0 in the color map.
120
Figure 5-34: Skin layer thickness vs. evaporation time by Yamasaki [25]. The thick-
ness of the skin layer in the membrane at higher evaporation temperature or with
longer evaporation time increases, which agrees with our simulation prediction (Fig-
ures 5-31, 5-32 and 5-35)
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(a) t˜ = 0 (b) t˜ = 5 ∗ 10−7
(c) t˜ = 2.05 ∗ 10−5 (d) t˜ = 6.05 ∗ 10−5
(e) t˜ = 0.0002005 (f) t˜ = 0.0063705
Figure 5-35: The diffusion path of the simulation with nonuniform initial condition
(ϕs = 0.55− 0.75, ϕp = 0.40− 0.20), where blue stands for ϕp = 1 and red stands for
ϕp = 0 in the color map.
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Figure 5-36: Effect of changing initial compositions in the coagulation bath on PVDF
membrane morphology. The membrane morphology is presented by the normalized
ϕp with blue as the maximum and red as the minimum. The points in the ternary
diagram indicate the initial conditions of the corresponding simulation results.
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phase (membrane) dominant to polymer-lean phase (pore) dominant, from isolated
droplets to bi-continuous pattern. The effect of composition will be much smaller in
reality because the degree of the polymerization is much larger and the critical point
of the binodal curve is much closer to the nonsolvent-solvent axis. Because the aver-
age volume fraction of the polymer used in membrane formation is about 0.1− 0.15,
the system always enters the binodal above the critical point on the ternary phase
diagram. The polymer-rich phase is also the dominant phase (which is the mem-
brane matrix), while the morphologies still can be control to vary from droplets to
bi-continuous pattern.
The simulation results with different initial composition in the polymer solution,
using the mass transfer boundary condition, demonstrate the delayed demixing in the
membrane formation. In the simulation with higher initial polymer concentration,
which is further away from critical point on the ternary phase diagram, the system
must pass through the broad metastable region before entering the spinodal region,
and the system will experience delayed demixing. The simulation results not only
demonstrate the thicker top layer, which was observed in the experiments, but also
predict the isolated pores morphology, compared with a bi-continuous pattern with
lower initial polymer concentration. Although Reuvers [15, 16] argues that in the
delayed demixing case such structures form by nucleation and growth, our simulations
show that spinodal decomposition can also leads to the delayed demixing and with
simulated morphology consistent with experimental observations.
The nonuniform initial condition results in different time scales of the onset of
spinodal decomposition because the top part of the polymer solution, which has
higher ratio of the polymer to the solvent, stays in the metastable region for a period
of time, while the bottom part enters the spinodal curve immediately. The result-
ing morphology shows an asymmetric structure with elongated pores at the bottom
and small pores (or nonporous membrane) at the top, and the top layer thickness
increases when more solvent evaporates before the polymer solution is immersed into
the coagulation bath. This corresponds to longer evaporation time or higher evapo-
ration temperature during the treatment of the polymer solution, or choosing more a
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volatile solvent.
5.6 Effect of Variable Polymer Mobility
We assumed constant mobilities in all previous simulations (the diffusion coefficients
are not constant as explained in chapter 2. However, it is well known that the polymer
mobility is concentration dependent. Study of the polymer diffusivity shows that the
polymer moves faster in low concentration and and slowly in high concentration and
its diffusivity follows a power-law function of composition, with different exponents in
different composition ranges due to difference behavior when the polymer molecules
overlaps or entangles in the concentrated solution [57, 58] (See Figure 5-38). Be-
cause the polymer mobility in our model, like its diffusivity, represents the tendency
for polymer molecules to move in response to a property gradient, we assume its
concentration dependence is similar to that of the polymer diffusivity.
However, it is difficult to construct a continuous function for the polymer mobility
which captures both the concentration dependence in each range and the exponent
change across the entire concentration range. Since the polymer volume fraction in
our simulations primarily stays in the range of 0−0.5, we will assume that the polymer
solution follows the power-law in the low concentration range, with an exponent of
−0.5. Therefore, we use a one-factor power-law model for the polymer mobility,
which follows the experimental observation [57] and theoretic prediction [58] in low
concentration range with the following mathematical form:
Mpp =M0(ϕp + 0.05)
a (5.7)
where, M0 is a constant, 0.05 is a small number that prevents Mpp goes to infinity
when ϕp = 0, and a is a negative parameter that determines the concentration de-
pendence. Figure 5-38 shows the polymer mobility curve across the concentration
(volume fraction) range.
The simulated membrane morphology evolution (the change of the polymer vol-
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(a) Concentration dependence of diffusion co-
efficient in good solvent [59, 60]. Dz is the
Zimm diffusion coefficient of the chain and φ∗
is the overlap concentration.
(b) Logarithmic plots against concentration of
DPS for different range [57]
Figure 5-37: The concentration dependence of polymer diffusivity measured in exper-
iments.
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Figure 5-38: The simple one-factor mobility model (Mpp =M0(ϕp + 0.05)
a).
(a) t˜ = 0.0004505 (b) t˜ = 0.0005905 (c) t˜ = 0.0009905 (d) t˜ = 0.0032405
Figure 5-39: The simulated morphology with variable mobility M0 = 1, a = −0.5,
where blue stands for ϕp = 1 and red stands for ϕp = 0 in the color map.
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(a) t˜ = 0.0001505 (b) t˜ = 0.0002505 (c) t˜ = 0.0003505 (d) t˜ = 0.0005105
Figure 5-40: The simulated morphology with variable mobility M0 = 1, a = −1,
where blue stands for ϕp = 1 and red stands for ϕp = 0 in the color map.
ume fraction) with M0 = 1, a = −0.5 is shown in Figure 5-39. M0 is chosen to
be 1 to give average mobility similar to the constant mobility used in the previous
simulations for comparison. The simulation shows the limited impact by using the
variable polymer mobility with a = −0.5. Therefore, the exponent is changed to −1,
leading to a larger variation of the polymer mobility, the simulation results (Figure
5-40) showed a few large pores at the top area since to the faster coarsening caused by
larger polymer mobility in polymer-lean phase. This might be the cause of macrovoid
formation in the membrane.
5.7 Summary
In this chapter, the phase field model is applied to the membrane system, using
Water/DMF/PVDF as the specific example.
First, a ternary phase diagram of the Water/DMF/PVDF membrane system was
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calculated based the Flory-Huggins free energy. The degree of polymerization is
chosen as 5 for simulation in general to optimize the trade off between the computer
efficiency and model accuracy.
One simulation using the phase filed model was run for the Water/DMF/PVDF
system, with periodic and symmetric boundary conditions in x and y directions,
respectively. A two-layer initial condition (polymer solution layer + coagulation bath
layer) was used to model the actual immersion precipitation initial environment.
The asymmetric structures of simulated membranes in 2D were qualitatively similar
to those observed in experiments. Furthermore, our simulation showed a layered
structure in the early stage of the immersion precipitation process. The number of
layers varies with the initial fluctuation and the ratio of the solvent mobility to the
polymer mobility. In some cases, those layers merged with bulk membranes due to the
coarsening, while in others it remained stable and equilibrated with the coagulation
bath. Though such layers have not yet to be observed experimentally, this work points
out a method for experimentally observing them as described earlier, and opens the
possibility of producing in-situ multi-layer membranes in the liquid phase.
Next, a mass transfer boundary condition was presented to model the coagulation
bath more efficiently. The top layer finally connects to the bulk membrane structure
with long enough coarsening, while in the simulations with symmetric boundary con-
dition, the top layer remains disconnected because the solvent, which cannot leave
the simulation domain, stabilizes that layer. However, the coefficients are hard to
estimate from either experiments or numerical estimation with accuracy. The equi-
librium concentrations and the membrane structure do change with different kss. So
we recommend using the equilibrium concentration from the experiment to calibrate
this parameter, and use the mass transfer coefficients that give you similar equilibrium
concentrations in the model.
Then, a wide range of initial compositions were used in both the polymer solution
and the coagulation bath. The resulting morphologies varied from polymer-rich phase
(membrane) dominant to polymer-lean phase (pore) dominant, from isolated droplets
to bi-continuous pattern. The effect of composition will be much smaller in reality
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because the degree of the polymerization is much larger and the critical point of the
binodal curve is much closer to the nonsolvent-solvent axis. Because the average
volume fraction of the polymer used in membrane formation is about 0.1 − 0.15,
the system always enters the binodal above the critical point on the ternary phase
diagram. The polymer-rich phase is also the dominant phase (which is the membrane
matrix), while the morphologies still can be control to vary from droplets to bi-
continuous pattern.
The simulation results with different initial composition in the polymer solution,
using the mass transfer boundary condition, demonstrate the delayed demixing in the
membrane formation. In the simulation with higher initial polymer concentration,
which is further away from critical point on the ternary phase diagram, the system
must pass through the broad metastable region before entering the spinodal region,
and the system will experience delayed demixing. The simulation results not only
demonstrate the thicker top layer, which was observed in the experiments, but also
predict the isolated pores morphology, compared with a bi-continuous pattern with
lower initial polymer concentration. Although Reuvers [15, 16] argues that in the
delayed demixing case such structures form by nucleation and growth, our simulations
show that spinodal decomposition can also leads to the delayed demixing and with
simulated morphology consistent with experimental observations.
The nonuniform initial condition results in different time scales of the onset of
spinodal decomposition because the top part of the polymer solution, which has
higher ratio of the polymer to the solvent, stays in the metastable region for a period
of time, while the bottom part enters the spinodal curve immediately. The resulting
morphology shows an asymmetric structure with large pores at the bottom and small
pores (or nonporous membrane) at the top, and the top layer thickness increases when
more solvent evaporates before the polymer solution is immersed into the coagulation
bath. This corresponds to longer evaporation time or higher evaporation temperature
during the treatment of the polymer solution, or choosing more a volatile solvent.
Finally, a simple one-factor model was proposed to capture the concentration
dependence of the polymer mobility qualitatively. Simulations with variable mobilities
130
shows faster coarsening kinetics and large pores at top area of the membranes.
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Chapter 6
3D Simulations of PVDF
membrane
All of the previous simulations were in two dimensions. However, there is no mem-
brane in reality is two-dimensional. Two-dimensional modeling has limitations in
many examples, such as morphological development of a solid dendrite and a two-
phase fluid under shear, as shown in Powell’s paper in 2002 [63]. Only three-dimensional
simulations can present the real membrane structure and capture some features of
the morphology that two-dimensional results can not do, such as the connectivity
between pores.
Because it is based on partial differential equations, the phase field model is very
straightforward to extend to three-dimensions. In this chapter, 3D simulation results
will be presented.
6.1 3D Simulation with Symmetric Boundary Con-
dition
One three-dimensional simulation of the Water/DMF/PVDF system was run with
mp = 5, M−ss = 2000,M−pp = 2,M−sp = M−ps = 0 and K−ss = K−pp =
10−4, K−sp = K−ps = 0 in 2D. Periodic boundary conditions were applied in the
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x and z direction and symmetric boundary conditions were used in the y direction.
The two-layer initial condition used the bottom 30% of the simulation domain as the
polymer solution (ϕp = 0.2 ± 0.005 and ϕs = 0.75 ± 0.005) and the top 70% as the
coagulation bath (ϕp = 0.01± 0.005 and ϕs = 0.01± 0.005). The ratio of x, y and z
dimensions is 0.45 : 1 : 0.45, and the grid size is 90× 200× 90.
The formation of the PVDF membrane (the time evolution of ϕp) in 3D is shown
in Figure 6-1, which shows four contours of the polymer volume fraction at 0.2(red),
0.4(yellow), 0.6(green) and 0.8(cyan) that is approximately the equilibrium concen-
tration of the polymer rich phase. Like the 2D results, the system begins with a
homogeneous polymer solution (red contour, ϕp = 0.2), then phase separation takes
place form the top with a layered structure at the beginning, followed by spinodal
structure formation throughout the entire polymer solution area, and finally coarsen-
ing increases the domain sizes. Some of the layered structure merged into the bulk
polymer membrane underneath it. The final simulated morphology also shows an
asymmetric structure with a dense layer on top of a porous bulk, but with a qualita-
tive difference compared with 2D results: in 3D both polymer-rich and polymer-lean
phases are continuous, which is not possible in two dimensions.
Coarsening Pattern
In order to understand the pattern of opening and coalescing of pores during mem-
brane formation, the enlarged figures of the morphologies in the polymer solution
during the coarsening stage are shown in Figure 6-2. Attachments from the bottom
to the third layer open holes in that layer, then this process repeats with the second
layer, which then merges together with the third layer as they coarsen. Finally, those
two layers all merge into the bulk membrane at the bottom, while the top layer seems
to be stable all the time. The coarsening is observed qualitatively from the morphol-
ogy change, while quantitative study of the coarsening size increase over time needs
finer grids.
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(a) t˜ = 0 (b) t˜ = 7.002∗10−5 (c) t˜ = 9.052∗10−5
(d) t˜ = 0.00019502 (e) t˜ = 0.00034502 (f) t˜ = 0.00060302
Figure 6-1: 3D morphology evolution (ϕp) of PVDF membrane: contours of ϕp at 0.2
(red), 0.4 (yellow), 0.6 (green), 0.8 (cyan).
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(a) t˜ = 0.00014502 (b) t˜ = 0.00024502
(c) t˜ = 0.0003450 (d) t˜ = 0.00060302
Figure 6-2: Coarsening pattern in PVDF membrane: contours of ϕp at 0.2 (red), 0.4
(yellow), 0.6 (green), 0.8 (cyan).
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Qualitative Comparison with Experimental Results
Figure 6-3 shows the comparison between the simulation results with the experi-
mental results given by Cheng et al [21]. As it can be seen from Figure 6-3, the
simulation results show an asymmetric membrane structure: a non-porous selective
layer (or micro-porous layer which contains pores with much smaller size compared
to supporting layer) at the top and the macro-porous supporting layer at the bottom.
Furthermore, the simulated morphology of the bottom surface shows qualitative sim-
ilarity in pore morphology and pore distribution compared with the SEM micrograph
(Figure 6-3(c)).
6.2 3D with Mass Transfer Boundary Condition
The mass transfer boundary was also applied in 3D simulations. One simulation was
run using the mass transfer boundary condition at the top of the polymer solution
with kss = kpp = 1, and using the symmetric boundary condition at the bottom. All
the other parameters, boundary conditions and initial conditions remain the same as
the 3D simulation with the symmetric boundary discussed in the previous section.
The grid size is 30× 75 × 30 and the ratio of x,y and z dimensions is 0.3 : 1.5 : 0.3,
which is much smaller than the previous 3D simulation because of the difficulty of
convergence with the mass transfer boundary condition.
The simulated membrane morphology evolution (change of the polymer volume
fraction) is shown in Figure 6-4, with four contours of ϕp at 0.1 (red), 0.2 (yellow), 0.3
(green), 0.4 (cyan). And the diffusion path evolution of this 3D simulation is shown
in Figure 6-5. The system starts with uniformly distributed ϕp = 0.2 (yellow) in the
polymer solution, then phase separation begins at the top and continues throughout
the entire domain. A major difference between this simulation and the 3D simulation
with symmetric boundary conditions is that the layered structure that appears in the
very early stage quickly merges into the bulk spinodal structure. That merger happens
even before the bottom of the polymer solution started phase separation, while that
happened at much later time in the previous 3D simulation. This is because of the
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(a) Cross Section (b) Top Surface (c) Bottom Surface
(d) Simulated 3D morphology of the PVDF
membrane
(e) The simulated morphol-
ogy of the bottom surface.
Blue: membrane; Red: pores.
Figure 6-3: Comparison of the simulation results with experimental results: Figure
(a)-(c)are the SEM Photomicrographs of PVDF membrane prepared by immersion
precipitation from the paper of Cheng et al. [21]. Figure (d) and (e) are the simulation
results.
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small grid size used in the simulation. Because the random fluctuation is relatively
larger in a coarser grid used in this 3D simulation than the previous ones, the layered
structure was dominated by the spinodal morphology, which is consistent with the
cases with larger fluctuations presented in chapter 5. However, the mass transfer
boundary condition makes make the system of difference equations harder to solve,
increasing grid size in 3D greatly increases the simulation time and the difficulty of
convergence.
The 3D simulation with variable mobility of the polymer, using the one-factor
simple model with M0 = 1, a = −1, was run with the mass transfer boundary condi-
tion as well. The 3D simulation shows similar result as the 2D one: the polymer-lean
phase coarsens faster due to the higher mobility, which leads large pores at the top
part of the membrane where phase separation takes place first.
6.3 Summary
In this chapter, the membrane simulations were extended to three dimensions. The 3D
simulation with symmetric boundary condition showed an asymmetric structure with
a dense layer on top of a porous bulk. The coarsening mechanism was studied and
the merge of the layers into the bulk membrane structure was confirmed. Qualitative
comparison of the simulation and the experimental results shows promising similarity,
although the model still has a few rough approximations.
The 3D simulation with mass transfer boundary condition showed similar results
as 2D ones. However, since the new mass transfer boundary condition makes the
equation system stiffer, the grid size in 3D is limited and the small grid size caused
the uneven top surface.
Furthermore, 3D visualization is quite difficult for the membrane. Contour plots
were used here, but a better 3D visualization tool is desired.
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(a)
t˜ = 0
(b)
t˜ = 0.00025
(c) t˜ =
0.00035
(d)
t˜ = 0.00045
(e)
t˜ = 0.00055
(f)
t˜ = 0.00060
(g)
t˜ = 0.00135
(h)
t˜ = 0.00185
(i)
t˜ = 0.00335
(j)
t˜ = 0.01065
Figure 6-4: The PVDF membrane morphology with mass transfer boundary condi-
tion: contours of ϕp at 0.1 (red), 0.2 (yellow), 0.3 (green), 0.4 (cyan).
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(a) t˜ = 0 (b) t˜ = 1.04 ∗ 10−5
(c) t˜ = 5.04 ∗ 10−5 (d) t˜ = 0.00015
(e) t˜ = 0.00025 (f) t˜ = 0.001065
Figure 6-5: The diffusion path of PVDF simulation in 3D with mass transfer boundary
condition.
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Chapter 7
Hydrodynamics in Membrane
Formation
Fluid flow driven by the interfacial curvature due to phase separation is intrinsic to
the membrane formation process, and has an significant effect on the kinetics of the
immersion precipitation process and the membrane morphology. To capture such
effects, the Navier-Stokes equations are coupled with the Cahn-Hilliard equations by
adding of convective terms to the Cahn-Hilliard equations and including the driving
forces reducing free energy at the Cahn-Hilliard diffuse interface in the Navier-Stokes
equations (details discussed in Section 2.4).
Two formats of the Navier-Stokes equations were used in simulations: 1) Velocity-
Vorticity formulation and 2) Velocity-Pressure formulation. The vorticity formulation
uses regular grid and has good computational efficiency and stability in 2D, but is
hard to extend to 3D. The velocity-pressure formulation needs a staggered mesh for
stability and is generally less robust, but it is straightforward to extend it to 3D.
In both formulations, the final dimensionless equations contain two dimensionless
groups: 1) Schmidt number Sc = η
ρ<Dpp>
and 2) dimensionless force parameter Fp =
RTL2
ρ vsite<Dpp>2
, where η is the viscosity, ρ is the density and < Dpp > is the average
polymer diffusivity. The Schmidt number values the competition between viscous
and diffusion time scale. The Force Parameter measures the relative importance of
the surface tension and fluid flow in the system. The Schmidt number estimated
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from the typical magnitude of density, diffusivity and viscosity is about 106 and the
dimensionless Force Parameter is about 1021 (See Appendix E), which are too large
for the calculation to converge. Simulations used smaller Sc and Fp to study their
effects.
7.1 Velocity-Vorticity Formulation
We start with the velocity-vorticity formulation first. Using the governing equations
(Equations 2.42, 2.43 and 2.75), a 2D simulation was run with the Schmidt number
of 103 and the dimensionless force parameter of 109, and with other parameters as
before (mp = 5, M−ss = 2000,M−pp = 2,M−sp = M−ps = 0, K−ss = K−pp =
10−4, K−sp = K−ps = 0). Periodic boundary conditions were applied in the x direc-
tion and symmetric boundary conditions were applied in the y direction. A two-layer
initial condition was used for the solvent and the polymer: 1)the polymer solution
layer (30%) : ϕp = 0.2 ± 0.005 and ϕs = 0.75 ± 0.005 and 2)the coagulation bath
(70%): ϕp = 0.01± 0.005 and ϕs = 0.01± 0.005, uniformly distributed. The x and y
velocities and vorticity were all set to zero at the beginning. The ratio of x dimension
to y dimension is 1:2, and the grid size is 150× 300.
The simulation results are shown in Figure 7-1. The resulting membrane morphol-
ogy evolution is similar to the case without fluid flow presented in Section 5.2, except
that the top layer breaks up at some stage of coarsening. Figure 7-2 shows the ve-
locity distribution during the simulation, with colors representing flow direction and
intensity indicating velocity magnitude. As can be seen from Figure 7-2, circulation
flows occur at the interface between the polymer solution and the coagulation bath
first, and follow the spinodal decomposition moving downward, then appear through-
out the entire polymer solution layer. Circulation flow with smaller size dissipates
faster, therefore, the size of the circulation flow of the velocity increases with time.
The maximum velocity magnitude continues to increase as long as interface curvature
continues to accelerate it. Finally, strong flows around the interface tear apart the
top layer during coarsening. This indicates that fluid flow destabilizes the top layer.
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Other simulations with fluid flow were run with various values of Sc and Fp. The
results are shown in Figure 7-3. The resulting morphologies in Figure 7-3 indicate
that the top layer is unstable with smaller Sc and larger Fp. When the Schmidt
number is larger, the viscosity is larger, therefore, flow is slower and the top layer
is more stable. Increasing the dimensionless force parameter (Fp) implies increasing
the surface tension, which drives the flow. This leads to more vigorous flow, which
breaks up the top layer.
Furthermore, the data available suggest that the ratio of the Schmidt number to
the force parameter determines the stability of the top layer: when that ratio is at
or above above 10−5, it is stable; when at or below 10−6, it is unstable. This ratio is
related to the capillary number given by
Ca =
ηU
σ
(7.1)
where σ is the surface tension and U the characteristic velocity, though there is no
distinct characteristic velocity in this system.
7.2 Velocity-Pressure Formulation
The pressure-velocity formulation was also used for simulations. Using the governing
equations (Equations 2.42, 2.43 and 2.60), a simulation was run with a Schmidt
number of 106 and dimensionless force parameter of 106 in 2D. Periodic boundary
conditions were applied in the x direction. Symmetric boundary conditions were
used for velocity, and mass transfer boundary conditions used for the solvent and
the polymer at the top boundary. Pressure was set to zero at both boundaries in
y direction. A two-layer initial condition was used for the solvent and the polymer:
1)the polymer solution layer (70%) : ϕp = 0.2 ± 0.005 and ϕs = 0.75 ± 0.005 and
2)the coagulation bath (30%): ϕp = 0.01 ± 0.005 and ϕs = 0.01 ± 0.005, uniformly
distributed. The x and y velocities and pressure were all set to zero at the beginning.
The ratio of x dimension to y dimension is 1:2, but the grid size is 75× 150, smaller
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than the vorticity formulation due to the slow convergence of the velocity-pressure
Navier-Stokes equations.
The simulation result is shown in 7-4, which exhibits similar membrane structure
to the simulation without fluid flow. This is probably because the Force Parameter
is not large enough to make a significant difference. Simulations with Sc = 103, Fp =
103 and Sc = 5 × 104, Fp = 5 × 104 were also run and they both showed similar
asymmetric morphologies. All of those simulations with small Sc and Fp resulted in
a membrane structure with a stable top layer, which is consistent with the morphology
map shown in Figure 7-4. However, 106 is already largest value of these parameters
which exhibited reasonable convergence using the velocity-pressure form of the Navier-
Stokes equations. Therefore, the velocity-vorticity form is highly recommended for
2D simulations.
Furthermore, a 2D simulation with variable polymer mobility using the one-factor
simple model (M0 = 1, a = −1) was run with Sc = 106 and Fp = 106. The resulting
morphology agrees with fast coarsening of the polymer-lean phase as discussed in
chapter 5, where variable mobility was used without without fluid flow.
As mentioned earlier, the vorticity formulation becomes much more complicated in
3D and very different from the vorticity equation in 2D because the vorticity ω = ∇×~u
is a vector in 3D. In contrast, extending the velocity-pressure formulation to 3D only
requires adding the z component of the velocity vector, which in turn requires very
little modification of the governing equations and the codes for solving them. But the
convergence of the calculation with velocity-pressure formulation is quite slow when
using finite difference method to estimate the Jacobian. An analytical Jacobian for the
solve would improve the computation performance significantly, although calculating
the analytical Jacobian for such a system is quite tedious.
7.3 Summary
Simulations with hydrodynamic effects showed that fluid flow destabilizes the top
layer of membranes, with larger surface tension and smaller viscosity making the top
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layer more unstable. The velocity-vorticity formulation is preferred above velocity-
pressure for 2D simulations because no special mesh is needed and the resulting
difference equations are easier to solve. However, velocity-pressure is easier to extend
to 3D.
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(a) t˜ = 0 (b) t˜ = 8.01 ∗ 10−5 (c) t˜ = 0.0001051
(d) t˜ = 0.0001301 (e) t˜ = 0.0002301 (f) t˜ = 0.0004051
Figure 7-1: Morphology evolution (ϕp) of PVDF membrane with hydrodynamic ef-
fects in 2D, using the velocity-vorticity formulation. Blue and red represent the
normalized maximum and minimum of ϕp, respectively.
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(a) t˜ = 3.01 ∗ 10−5,
Max. Magnitude=7.5
(b) t˜ = 8.01 ∗ 10−5,
Max. magnitude=245.7
(c) t˜ = 0.0001051,
Max. magnitude=578.3
(d) t˜ = 0.0001301,
Max. magnitude=969.0
(e) t˜ = 0.0002301,
Max. magnitude=786.1
(f) t˜ = 0.0004051,
Max. magnitude=646.5
Figure 7-2: Velocity change (~u) of PVDF membrane in 2D, with colors represent-
ing flow direction (yellow: up; green: right; blue: down; red: left) and normalized
intensity as velocity magnitude. 149
Figure 7-3: Morphologies (ϕp) of PVDF membrane with different values of Sc and
Fp. The x axis is Sc, and the y axis is the dimensionless force parameter, Fp. Blue
stands for ϕp = 1 and red stands for ϕp = 0.
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(a) t˜ = 0 (b) t˜ = 0.0002604 (c) t˜ = 0.0004604
(d) t˜ = 0.0005604 (e) t˜ = 0.0007604 (f) t˜ = 0.0009604
Figure 7-4: Morphology evolution (ϕp) of PVDF membrane with hydrodynamic ef-
fects in 2D, using the velocity-pressure formulation. Blue and red represent the
normalized maximum and minimum of ϕp, respectively.
151
152
Chapter 8
Conclusion
8.1 Research Accomplishments
A phase field model using ternary Cahn-Hilliard equations and Flory-Huggins homo-
geneous free energy function was proposed to simulate the membrane formation by
immersion precipitation. This model has been used to simulate:
• Spinodal decomposition of a ternary system quenched into the miscibility gap
in two dimensions;
• PVDF membrane formation with two-layer initial condition with symmetric
boundary conditions or mass transfer boundary condition in 2D;
• Initial composition study including uniform and non-uniform initial composi-
tion;
• 3D membrane simulations;
• Membrane simulations with fluid flow driven by interfacial curvature during
spinodal decomposition.
Findings of each of these classes of simulations are as follows.
Ternary spinodal decomposition simulations with different Mij indicated that in-
creasing M−ss has little effect on the spinodal morphology and increasing M−sp and
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M−ps significantly slowed down the phase separation. This indicates that the polymer
diffusivity is a much more important factor determining the membrane morphology
than the solvent diffusivity. Picking a different solvent will result in different Msp
and Mps, but the chemical explanation of relationship between solvent selection and
the cross mobilities is beyond the scope of this thesis. These results suggest that the
solvent selection should take into account the effect of cross mobilities as well as diffu-
sivities. Simulations with different gradient penalty coefficients Kij showed that the
dominant wavelength (or interface thickness) is roughly proportional to the square
root of
∑
i,j
Kij. Because of the relationship between gradient penalty coefficient and
interfacial energy, this suggests that if finer features are desired, one should choose a
system with lower interfacial energy, and vice versa.
The model of membrane formation is the first phase field model to use the im-
mersion precipitation initial environment, and describes structure evolution from the
initial diffusion through phase separation and coarsening. The asymmetric struc-
tures of simulated membranes in 2D are qualitatively similar to those observed in
experiments.
These simulations showed a layered structure in the early stage of the immersion
precipitation process. The number of layers varied with the initial fluctuation and
the ratio of the solvent mobility to the polymer mobility. In some cases, those layers
merged with bulk membranes due to the coarsening, while in others they remained
stable and equilibrated with the coagulation bath. Though such layers have yet
to be observed experimentally, this work points out possible methods for observing
this phenomenon by using laser or X-ray scattering: due to the different diffraction
patterns caused by the layered structure and the bulk spinodal morphology, measured
scattering patterns might provide evidence for or against the presence of layers in the
real system.
A mass transfer boundary condition for the membrane model was presented to
model the coagulation bath more efficiently. When this boundary condition is used,
the top layer eventually connects to the bulk membrane structure, while in the sim-
ulations with symmetric boundary conditions, the top layer remains disconnected
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because the solvent, which cannot leave the simulation domain, stabilizes that layer.
However, the mass transfer coefficients are hard to estimate from either experiments or
numerical models with accuracy. The equilibrium concentrations and the membrane
structure do change with different kss. Therefore we recommend using the equilib-
rium concentration from the experiment to calibrate this parameter, and use the mass
transfer coefficients that give similar equilibrium concentrations in the model.
A wide range of initial compositions was used for the membrane model in both the
polymer solution and the coagulation bath. The resulting morphologies varied from
polymer-rich phase (membrane) dominant to polymer-lean phase (pore) dominant,
from isolated droplets to bi-continuous pattern. The effect of composition will be
much smaller in reality because the degree of the polymerization is much larger and
the critical point of the binodal curve is much closer to the nonsolvent-solvent axis.
Because the average volume fraction of the polymer used in membrane formation is
about 0.1 − 0.15, the system always enters the binodal above the critical point on
the ternary phase diagram. So the polymer-rich phase in reality is always dominant
(which is the membrane matrix), while the morphologies still can be controlled to
vary from isolated pores to a bi-continuous pattern.
Membrane simulation results with different initial compositions in the polymer so-
lution, using the mass transfer boundary condition, demonstrate the delayed demixing
in the membrane formation. In simulations with higher initial polymer concentration,
further away from critical point on the ternary phase diagram, the composition must
pass through the broad metastable region before entering the spinodal region, and
the system will experience delayed demixing. The simulation results not only demon-
strate the thicker top layer, which was observed in the experiments, but also predict
the isolated pore morphology, compared with a bi-continuous pattern with lower ini-
tial polymer concentration. Although Reuvers [15, 16] argues that in the delayed
demixing case such structures form by nucleation and growth, our simulations show
that spinodal decomposition can also lead to longer demixing time and produce sim-
ulated morphology consistent with experimental observations.
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In membrane casting, solvent evaporation prior to immersion leads to the nonuni-
form initial condition. The model shows that this results in different time scales of
the onset of spinodal decomposition because the top part of the polymer solution,
which has higher ratio of the polymer to the solvent, stays in the metastable region
for a period of time, while the bottom part enters the spinodal curve immediately.
The resulting morphology shows an asymmetric structure with elongated pores at the
bottom and small pores (or nonporous membrane) at the top, and the top layer thick-
ness increases when more solvent evaporates before the polymer solution is immersed
into the coagulation bath. This corresponds to longer evaporation time or higher
evaporation temperature during the treatment of the polymer solution, or choosing
more a volatile solvent, and experiments run under such conditions produce structures
similar to the simulation results.
A simple one-factor model was proposed to qualitatively capture the concentration
dependence of the polymer mobility. Simulations with variable mobility show faster
coarsening kinetics and larger pores in the upper region of the membranes.
Next, the membrane simulations were extended to three dimensions in order to
capture the true connectivity of a bicontinuous membrane. The 3D simulation with
symmetric boundary condition showed an asymmetric structure with a dense top
layer separate from a porous bulk. The coarsening mechanism study confirmed the
merge of the all layers except the top one into the bulk membrane structure. A 3D
simulation with a mass transfer boundary condition showed similar results to the 2D
simulations with this boundary condition, such as an attached top layer. However,
the small grid size used for that simulation caused an uneven top surface.
Finally, fluid flow driven by the membrane formation was incorporated into the
model, which is very important but often neglected in the previous modeling work
due to the difficulty of solving the equations. For this purpose, Jacqmin’s work
on binary phase field hydrodynamics was extended for the first time to a ternary
system. Simulations with hydrodynamic effects showed that fluid flow destabilizes
the top layer of membrane, with larger surface tension and smaller viscosity making
the top layer more unstable. For 2D simulations, the velocity-vorticity formulation
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is preferred to velocity-pressure, because no special mesh is needed and the resulting
difference equations are easier to solve. This indicates that membranes made from
low viscosity polymers are less likely to exhibit dense top layers.
In conclusion, the phase field model proposed here is very powerful, with the
capability to simulate multiple kinetics phenomena such as diffusion and phase sep-
aration by using one set of ternary Chan-Hilliard equations. The simulation results
are very promising in terms of providing a deeper understanding of the immersion
precipitation process and theoretical guidance for experimental design. The model
can be easily used in other membrane systems beside the PVDF membrane, given
the thermodynamics parameters.
The RheoPlast phase field code developed during this research study has been
released to the public, providing other researchers and membrane manufacturers with
a convenient means of repeating these ternary phase field simulations, and customizing
them to suit their needs.
8.2 Discussion and Future Work
The model captures many of the physical phenomena involved in this process, and can
explain some of the physical features present during membrane formation. However,
its assumptions impose limits on its predictive capability and accuracy.
First, our model is limited to liquid-liquid system now. It does not capture the
feature that the polymer-rich phase will solidify when the polymer volume fraction in-
creases and therefore lock in the porous membrane structure. Extending the model to
include solidification mechanisms, such as vitrification and crystallization will make
the model much more powerful. Vitrification can be modeled simply by making the
viscosity depend on composition. However, crystallization will require coupling with
other techniques such as Allen-Cahn equations for non-conserved variables includ-
ing degree of crystallinity, and will need to track crystal orientation and polymer
conformation.
Second, the model assumes uniform solvent mobility and viscosities, though propos-
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ing a simple model for the polymer mobility, while both solvent mobility and viscosi-
ties in real systems could have a strong dependence on the concentrations. When
variable solvent mobility is included, we expect to see slower solvent/non-solvent ex-
change after formation of dense selection layer because the high-concentration poly-
mer will present a barrier to diffusion of the small molecules. And as mentioned
above, for glass-forming polymers, variable viscosity can lock in the structure at a
certain stage of coarsening due to vitrification at high polymer concentration.
Third, different degrees of membrane compaction have been observed in differ-
ent systems and casting conditions [11]. The simulation by Akthakul using Lattice
Boltzmann method also showed evident membrane compaction [61]. However, in
the simulation results given here, we see very little compaction (less than 5% of the
polymer solution thickness).
Fourth, the simulation results with larger polymer volume fraction raise the debate
of the phase separation mechanism. This study only considers the spinodal decom-
position mechanism, and shows that it can explain features observed in experiments.
Extending the model to include nucleation will require using an equation, such as the
Johnson-Mehl-Avrami equation, to estimate the homogeneous nucleation rate in the
metastable region, and introducing such nuclei into the system.
It is hard to rigorously compare model results with experimental work since no
model can capture all conditions of the experiments and no experiment can follow
exactly the parameters set in the model. For example, the gradient penalty coeffi-
cients, which determine the particle size, are very hard to measure. Therefore, at this
stage the model can be compared with experiments and predict physical behavior
only in a qualitative sense. Development of the model continues toward the goal of a
quantitatively accurate predictive tool.
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Appendix A
Symbol List
The following is the list of symbols used in the thesis:
Dij Diffusivity of species i in the matrix of species j
E Energy
f Homogeneous free energy density
fh Heterogeneous free energy density
F Total free energy in Cahn-Hilliard
~F Force per unit volume
Fp Dimensionless force parameter
∆G Free Energy of Mixing in Flory-Huggins
∆Gv Free Energy of Mixing per mole of sites in Flory-Huggins
k Boltzmann Constant(1.83× 10−23J/K)
Kij Gradient penalty coefficient
mi Degree of polymerization of component i
Mij Mobility of species i due to a gradient in variational derivative with
respect to species j
ni Number of moles of component i
Ni Number of molecule of component i
N Total number of sites
n Total mole of sites
R Gas constant (8.314J/K/mole)
Sc Schmidt number
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T Temperature
u Velocity in x direction
v Velocity in y direction
vsite Molar volume of the reference site (m
3/mole)
V Total volume
w Velocity in z direction
λ Dominant wavelength
µi Chemical potential of component i
µ
′
i Chemical potential of component i in phase I
µ
′′
i Chemical potential of component i in phase II
ϕi Volume fraction of component i
ω Vorticity
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Appendix B
Binary Cahn-Hilliard and
Allen-Cahn
The detail derivations of binary Allen-Cahn equation (for non-conserved variables)
are presented in this appendix.
Allen-Cahn systems employ one or more order parameter field variables to deter-
mine the phase, commonly labeled φ, hence the term “phase field”. The free energy
density ftot again is typically given in terms of φ and its gradient, and again expanding
to second order with symmetry and isotropy this gives an expression as follows:
F =
∫
Ω
(
2
2
|∇φ|2 + f(φ)
)
dV. (B.1)
Once again f(φ) is the homogeneous free energy density, typically with local minima
at φ = 0 and φ = 1.
The system evolves toward to minimum free energy, there fore the driving force
is expressed as the variational derivative of F with respect to φ:
δF
δφ
= −2∇2φ+ f ′(φ). (B.2)
Because φ is not conserved, instead of setting the flux proportional to the varia-
tional derivative, the local rate of the phase field variable φ is just directly proportional
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to this variational derivative:
∂φ
∂t
= −Mφ δF
δφ
=Mφ
(
2∇2φ− f ′(φ)) , (B.3)
where, 2 is the gradient penalty coefficient. This equation is known as the Allen-Cahn
equation or the non-conserved Ginsberg-Landau equation.
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Appendix C
Thermodynamics of Polymer
Solutions
The thermodynamics of polymer solutions, including the Flory-Huggins free energy,
spinodal and binodal curve in binary, ternary and multi-component systems is dis-
cussed in details in this appendix.
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C.1 Binary System
Free Energy
A typical binary polymer solution consists of solvent(s) and polymer(p). The free
energy of such a binary system is
∆G
RT
= [ϕslnϕs +
ϕp
m
lnϕp + χspϕsϕp]× (ns +mnp). (C.1)
Sometimes, ∆Gv free energy per “mole of sites” is more convenient to use.
∆Gv
RT
=
∆G
nRT
=
∆G
(
∑
mini)RT
= [ϕslnϕs +
ϕp
m
lnϕp + χspϕsϕp] (C.2)
∆Gv can be regarded as free energy density because total volume of the system is
promotional to total sites N .
Chemical Potential
∆µp
RT
=
1
RT
∂(∆G)
∂np
=
1
m
ln(ϕp)− ln(1− ϕp)m+ χsp(1− 2ϕp) +m− 1 (C.3)
∆µs
RT
=
1
RT
∂(∆G)
∂ns
= ln(ϕs)− 1
m
ln(1− ϕs) + χsp(1− 2ϕs)−m+ 1 (C.4)
Spinodal
Geometrically, the spinodal equation is the following:
∂2(∆Gv)
∂2ϕp
= 0. (C.5)
Plugging in C.2, the resulting spinodal curve is as follows:
χsp =
1
2
(
1
mϕp
+
1
1− ϕp ). (C.6)
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Critical Point
Geometrically, critical point is defined as follows:
∂3(∆Gv)
∂3ϕp
= 0. (C.7)
Plugging in C.2, the critical point becomes:
χsp,critical =
1
2
(
1√
m
+ 1)2 (C.8)
Binodal
The binodal is calculated based on the equality of chemical potentials in two phases,
mathematically expressed as µ′p = µ
′′
p.
Therefore, the binodal curve is determined by the following two equations:

1
m
ln(
ϕ′p
ϕ′′p
)− ln( 1−ϕ′p
1−ϕ′′p
)− 2χsp(ϕ′p − ϕ′′p) = 0
ln(
1−ϕ′p
1−ϕ′′p
)χsp(ϕ
′
p − ϕ′′p)(ϕ′p + ϕ′′p) + (1− 1m)(ϕ′p − ϕ′′p) = 0
(C.9)
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C.2 Ternary System
A typical ternary system consists of nonsolvent (1), solvent(2) and polymer(3). Fur-
thermore, we consider a typical nonsolvent/solvent/polymer solution withm1 = m2 =
1 and m3 = m.
Free Energy
The free energy of the ternary system according to Flory-Huggins theory is as follows:
∆G
RT
= [ϕ1lnϕ1+ϕ2lnϕ2+
ϕ3
m
lnϕ3+χ12ϕ1ϕ2+χ23ϕ2ϕ3+χ13ϕ1ϕ3]× (n1+n2+mn3)
(C.10)
Sometimes, ∆Gv free energy per “mole of sites” is more convenient to use.
∆Gv
RT
=
∆G
nRT
=
∆G
(
∑
mini)RT
= [ϕ1lnϕ1+ϕ2lnϕ2+
ϕ3
m
lnϕ3+χ12ϕ1ϕ2+χ23ϕ2ϕ3+χ13ϕ1ϕ3]
(C.11)
Chemical Potential
The chemical potentials of each component is as follows:
∆µ1
RT
=
1
RT
∂(∆G)
∂n1
= ϕ22χ12 + ϕ
2
3χ13 + ϕ3
(
1− 1
m
+ ϕ2(χ12 + χ13 − χ23)
)
+ ln(ϕ1)
(C.12)
∆µ2
RT
=
1
RT
∂(∆G)
∂n2
= (ϕ2 − 1)2χ12 + ϕ23χ13 −
ϕ3
m
(C.13)
+ ϕ3 (1 + (ϕ2 − 1)(χ12 + χ13) + χ23 − ϕ2χ23) + ln(ϕ2)
∆µ3
RT
=
1
RT
∂(∆G)
∂n3
= 1− ϕ3 +m(−1 + χ13 + ϕ23χ13) (C.14)
+ m [ϕ3(1− 2χ13 + ϕ2(χ12 + χ13 − χ23)) + ϕ2 (χ12(ϕ2 − 1)− χ13 + χ23)] + ln(ϕ3)
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Spinodal
Geometrically, the spinodal equation is defined as follows:
G22G33 −G223 = 0 (C.15)
Gij is interpreted as the derivative of ∆G with respect to ϕi and ϕj.
G22
RT
=
1
RT
∂2(∆G)
∂2ϕ2
=
1
ϕ2
+
1
ϕ1
− 2χ12 = 1
ψ1
+
1
ψ2
(C.16)
G33
RT
=
1
RT
∂2(∆G)
∂2ϕ3
=
1
ϕ1
+
1
mϕ3
− 2χ13 = 1
ψ1
+
1
ψ3
(C.17)
G23
RT
=
1
RT
∂2(∆G)
∂ϕ2∂ϕ3
=
1
ϕ1
− χ12 − χ13 + χ23 = 1
ψ1
(C.18)
In these equations, ψi are defined as follows:
ψi =
miϕi
1− 2χimiϕi (C.19)
ϕi =
ψi
mi(1 + 2χiψi)
(C.20)
χ1 =
1
2
(χ12 + χ13 − χ23) (C.21)
χ2 =
1
2
(χ12 + χ23 − χ13) (C.22)
χ3 =
1
2
(χ23 + χ13 − χ12) (C.23)
Then, the spinodal goes to
ψ1 + ψ2 + ψ3 = 0 (C.24)
or
ϕ1 + ϕ2 +mϕ3 − 2 [(χ1 + χ2)ϕ1ϕ2 + (χ2 + χ3)mϕ2ϕ3 + (χ1 + χ3)mϕ1ϕ3](C.25)
+m(4
∑
χiχj)ϕ1ϕ2ϕ3 = 0
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Critical Point
The critical point is calculated by solving the following three equations:
ψ1 + ψ2 + ψ3 = 0
ψ1(1 + 2χ1ψ1)
2 + ψ2(1 + 2χ2ψ2)
2 +mψ3(1 + 2χ3ψ3)
2 = 0
ϕ1 + ϕ2 + ϕ3 = 1
(C.26)
Binodal
Similarly, the binodal is defined by solving the following three equations:
∆µ′1 = ∆µ
′′
1
∆µ′2 = ∆µ
′′
2
∆µ′3 = ∆µ
′′
3
(C.27)
And substitute ϕ′1 and ϕ
′
2 by the following relations: ϕ′′1 + ϕ′′2 + ϕ′′3 = 1ϕ′1 + ϕ′2 + ϕ′3 = 1 (C.28)
Substitute the expression of chemical potential into the set of equations, the binodal
equations become
(ϕ′2)
2χ12 + (ϕ
′
3)
2χ13 + ϕ
′
3
(
1− 1
m
+ ϕ′2(χ12 + χ13 − χ23)
)
+ ln(ϕ′1)
= (ϕ′′2)
2χ12 + (ϕ
′′
3)
2χ13 + ϕ
′′
3
(
1− 1
m
+ ϕ′′2(χ12 + χ13 − χ23)
)
+ ln(ϕ′′1)
(C.29)
(ϕ′2 − 1)2χ12 + (ϕ′3)2χ13 − ϕ
′
3
m
+ ϕ′3 (1 + (ϕ
′
2 − 1)(χ12 + χ13) + χ23 − ϕ′2χ23) + ln(ϕ′2)
= (ϕ′′2 − 1)2χ12 + (ϕ′′3)2χ13 − ϕ
′′
3
m
+ ϕ′′3 (1 + (ϕ
′′
2 − 1)(χ12 + χ13) + χ23 − ϕ′′2χ23) + ln(ϕ′′2)
(C.30)
1− ϕ′3 +m [−1 + χ13 + (ϕ′3)2χ13 + ϕ′3 (1− 2χ13 + ϕ′2(χ12 + χ13 − χ23))]
+m [ϕ′2 ((ϕ
′
2 − 1)χ12 − χ13 + χ23)] + ln(ϕ′3)
= 1− ϕ′′3 +m [−1 + χ13 + (ϕ′′3)2χ13 + ϕ′′3 (1− 2χ13 + ϕ′′2(χ12 + χ13 − χ23))]
+m [ϕ′′2 ((ϕ
′′
2 − 1)χ12 − χ13 + χ23)] + ln(ϕ′′3)
(C.31)
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ϕ′1 + ϕ
′
2 + ϕ
′
3 = 1 (C.32)
ϕ′′1 + ϕ
′′
2 + ϕ
′′
3 = 1 (C.33)
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C.3 Multi-component System
Free Energy
Extending to the multi-component system, the free energy is as follows:
∆G
RT
=
{∑ ϕi
mi
lnϕi +
∑
χijϕiϕj
}∑
mini (C.34)
and free energy per “mole of sites” ( ∆Gv ) is as follows:
∆Gv
RT
=
∆G
nRT
=
∆G
(
∑
mini)RT
=
∑ ϕi
mi
lnϕi +
∑
χijϕiϕj (C.35)
Chemical Potential
∆µi
RT
=
1
RT
∂(∆G)
∂ni
= ln(ϕi)+1−mi
∑
j
ϕj
mj
+mi
∑
j 6=i
(χijϕj)−mi
∑
(χijϕiϕj) (C.36)
Spinodal
The spinodal curve is defined as follows:
∑
ψi = 0 (C.37)
where, ψi is defined by
ψi =
miϕi
1− 2χimiϕi . (C.38)
Therefore, the spinodal can be written as
∑
miϕi − 2
∑
mimj(χi + χj)ϕIϕj +
∏
mi(4
∑
χiχj)
∏
ϕi = 0 (C.39)
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Critical Points
The critical point can be calculated by the following equations:
∑
ψi = 0∑
miψi(1 + 2χiψi)
2 = 0∑
ϕi = 1
(C.40)
Binodal
Generally, Binodal is calculated by a set of equations like the following:
∆µ′i = ∆µ
′′
i∑
ϕ′i = 1∑
ϕ′′i = 1
(C.41)
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Appendix D
Generalized Chemical Potential
In phase field, the diving force is the generalized chemical potential, which is defined
as the functional variance of F . In this chapter, a detail derivation of the generalized
chemical potentials used in Cahn-Hilliard equations is discussed.
According to “Kinetic Processes in Materials” p279, footnote 5, if a functional
could be written as P [y] =
∫
V
Q[y[~r],∇y]dV , the variance of P is δP
δy
= ∂Q
∂y
−∇ · ∂Q
∂∇y
.
So the generalized chemical potential is the following:
µi =
δF
δCi
=
δF
δCi
=
∂fh
∂Ci
−∇ · ∂fh
∂∇Ci (D.1)
Using the formula above, µs and µp are as follows:
µs =
δF
δϕs
(D.2)
=
∂f
∂ϕs
− 1
2
∇ · [Kss∂(∇ϕs · ∇ϕs)
∂∇ϕs + (Ksp +Kps)
∂(∇ϕs · ∇ϕp)
∂∇ϕs +Kpp
∂(∇ϕp · ∇ϕp)
∂∇ϕs ]
µp =
δF
δϕp
(D.3)
=
δf
δϕp
− 1
2
∇ · [Kss∂(∇ϕs · ∇ϕs)
∂∇ϕp + (Ksp +Kps)
∂(∇ϕs · ∇ϕp)
∂∇ϕp +Kpp
∂(∇ϕp · ∇ϕp)
∂∇ϕp ]
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The identity of vector manipulation for ∇(~a ·~b) is the following:
∇(~a ·~b) = ~a · ∇~b+~b · ∇~a+ ~a× (∇×~b) +~b× (∇× ~a) = (∇~a) ·~b+ (∇~b) · ~a (D.4)
Therefore, the similar relation also holds for the gradient operator on the direction
of ~a.
∇~a(~a ·~b) = ~a ·∇~a~b+~b ·∇~a~a+~a× (∇~a×~b)+~b× (∇~a×~a) = (∇~a~a) ·~b+(∇~a~b) ·~a (D.5)
Using the identity above (Equation D.5), we get
∂(∇ϕs · ∇ϕs)
∂∇ϕs (D.6)
= ∇∇ϕs(∇ϕs · ∇ϕs)
= (∇∇ϕs∇ϕs) · ∇ϕs + (∇∇ϕs∇ϕs) · ∇ϕs
= I · ∇ϕs + I · ∇ϕs
= 2∇ϕs
∂(∇ϕs · ∇ϕp)
∂∇ϕs (D.7)
= ∇∇ϕs(∇ϕs · ∇ϕp)
= (∇∇ϕs∇ϕs) · ∇ϕp + (∇∇ϕs∇ϕp) · ∇ϕs
= I · ∇ϕp + 0 · ∇ϕs
= ∇ϕp
∂(∇ϕp · ∇ϕs)
∂∇ϕs (D.8)
= ∇∇ϕs(∇ϕp · ∇ϕs)
= (∇∇ϕs∇ϕp) · ∇ϕs + (∇∇ϕs∇ϕs) · ∇ϕp
= 0 · ∇ϕs + I · ∇ϕp
= ∇ϕp
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∂(∇ϕp · ∇ϕp)
∇ϕs (D.9)
= ∇∇ϕs(∇ϕp · ∇ϕp)
= (∇∇ϕs∇ϕp) · ∇ϕp + (∇∇ϕs∇ϕp) · ∇ϕp
= 0 · ∇ϕp + 0 · ∇ϕp
= ~0
∂(∇ϕs · ∇ϕs)
∂∇ϕp (D.10)
= ∇∇ϕp(∇ϕs · ∇ϕs)
= (∇∇ϕp∇ϕs) · ∇ϕs + (∇∇ϕp∇ϕs) · ∇ϕs
= 0 · ∇ϕs + 0 · ∇ϕs
= 0
∂(∇ϕs · ∇ϕp)
∂∇ϕp (D.11)
= ∇∇ϕp(∇ϕs · ∇ϕp)
= (∇∇ϕp∇ϕs) · ∇ϕp + (∇∇ϕp∇ϕp) · ∇ϕs
= 0 · ∇ϕp + I · ∇ϕs
= ∇ϕs
∂(∇ϕp · ∇ϕs)
∂∇ϕp (D.12)
= ∇∇ϕp(∇ϕp · ∇ϕs)
= (∇∇ϕp∇ϕp) · ∇ϕs + (∇∇ϕp∇ϕs) · ∇ϕp
= I · ∇ϕs + 0 · ∇ϕp
= ∇ϕs
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∂(∇ϕp · ∇ϕp)
∇ϕp (D.13)
= ∇∇ϕp(∇ϕp · ∇ϕp)
= (∇∇ϕp∇ϕp) · ∇ϕp + (∇∇ϕp∇ϕp) · ∇ϕp
= I · ∇ϕp + I · ∇ϕp
= 2∇ϕp
Using Equations D.6 – D.13, the generalized chemical potentials become
µs =
δF
δϕs
(D.14)
=
δf
δϕs
− 1
2
∇ · [Kss(2∇ϕs) +Ksp∇ϕp +Kps∇ϕp +Kpp~0]
=
δf
δϕs
−Kss∇2ϕs − 1
2
(Ksp +Kps)∇2ϕp
µp =
δF
δϕp
(D.15)
=
δf
δϕp
− 1
2
∇ · [Kpp(2∇ϕp) +Ksp∇ϕs +Kps∇ϕs +Kss~0]
=
δf
δϕp
−Kpp∇2ϕp − 1
2
(Ksp +Kps)∇2ϕs
In conclusion, the generalized chemical potentials for a ternary system are as
follows:
µs =
δF
δϕs
(D.16)
=
δf
δϕs
−Kss∇2ϕs − 1
2
(Ksp +Kps)∇2ϕp
µp =
δF
δϕp
(D.17)
=
δf
δϕp
−Kpp∇2ϕp − 1
2
(Ksp +Kps)∇2ϕs
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Appendix E
Navier-Stokes Equations and the
Dimensionless Analysis
This appendix discusses the Navier-Stokes equations in both velocity-pressure form
and velocity-vorticity format and the dimensionless analysis of those equations in
details.
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E.1 Velocity-Pressure Formulation and the Dimen-
sionless Analysis
The velocity-pressure formulation of the Navier-Stokes is as follows:
∇ · ~u = 0 (E.1)
∂~u
∂t
+ ~u · ∇~u = −∇p
ρ
+
1
ρ
∇ · [η (∇~u+ (∇~u)T )]+ ~F
ρ
Assuming incompressible flow (Dρ
Dt
= 0 or∇·~u = 0), the viscous term can be simplified
as follows: ∇ · [η (∇~u+ (∇~u)T )] = η [∇ · (∇~u+ (∇~u)T )] = η [∇2~u+∇(∇ · ~u)] =
η∇2~u. Then, the momentum equation becomes
∂~u
∂t
+ ~u · ∇~u = −∇p
ρ
+
1
ρ
η∇2~u+
~F
ρ
. (E.2)
As stated in chapter 2, the characteristic length, time, chemical potential, velocity
and pressure are chosen as L, t = L
i
Mpp<f ′′>
, µs = µp =
RT
vsite
and u = L/t = L/ L
2
<Dpp>
=
Mpp < f
′′ > /L = Mpp
RT
vsite
< Ψ′′ > /L, Π = ρu2. Therefore, the dimensionless
variables are as follows:
r˜ =
r
L
(E.3)
t˜ =
t
t
=
t
L2
Mpp<f ′′>
=
t
L2vsite
MppRT<Ψ′′>
u˜ =
u
u
=
uL
Mpp
RT
vsite
< Ψ′′ >
p˜ =
p
Π
==
p
ρu2
The nondimensionalization of the continuity equation is pretty simple:
L∇
(
~ut¯
L
)
= ∇˜ · ~˜u = 0. (E.4)
The equation of motion is not quite as straightforward, even with uniform density
(With nonuniform density, one could choose a reference density against which to
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nondimensionalize the pressure and viscosity.):
D~˜u
Dt˜
=
t¯2
L
D~u
Dt
(E.5)
=
t¯2
L2
L∇p
ρ
+
t¯
ρL2
L∇ · [ηt¯ (∇~u+ (∇~u)T )]+ t¯2
L
~F
ρ
where, the force term is written as the following (according to Equations 2.15 and
2.16):
~F = −ϕs∇µs − ϕp∇µp
= −ϕs∇[ δf
δϕs
−Kss∇2ϕs − 1
2
(Ksp +Kps)∇2ϕp] (E.6)
−ϕp∇[ δf
δϕp
−Kpp∇2ϕp − 1
2
(Ksp +Kps)∇2ϕs]
Using Equation E.3, the force term can be rewritten as follows:
t¯2
L
~F
ρ
=
t¯2
ρL
[−ϕs∇[ δf
δϕs
−Kss∇2ϕs − 1
2
(Ksp +Kps)∇2ϕp] ] (E.7)
+
t¯2
ρL
[−ϕp∇[ δf
δϕp
−Kpp∇2ϕp − 1
2
(Ksp +Kps)∇2ϕs] ]
= − t¯
2
ρL
[
ϕs
L
∇˜(RT
vsite
∂Ψ
∂ϕs
− Kss
L2
∇˜2ϕs − 1
2
(Ksp +Kps)
L2
∇˜2ϕp)]
− t¯
2
ρL
[
ϕp
L
∇˜(RT
vsite
∂Ψ
∂ϕp
− Kpp
L2
∇˜2ϕp − 1
2
(Kps +Ksp)
L2
∇˜2ϕs)]
= − t¯
2
ρL2
RT
vsite
[ϕs∇˜( ∂Ψ
∂ϕs
− Kss
RTL2/vsite
∇˜2ϕs − 1
2
(Ksp +Kps)
RTL2/vsite
∇˜2ϕp)]
− t¯
2
ρL2
RT
vsite
[ϕp∇˜( ∂Ψ
∂ϕp
− Kpp
RTL2/vsite
∇˜2ϕp − 1
2
(Kps +Ksp)
RTL2/vsite
∇˜2ϕs)]
Since
Kij
RTL2/vsite
= K−ij, the force term becomes:
t¯2
L
~F
ρ
= − t¯
2
ρL2
RT
vsite
[ϕs∇˜( ∂Ψ
∂ϕs
−K−ss∇˜2ϕs − 1
2
(K−sp+K−ps)∇˜2ϕp)] (E.8)
− t¯
2
ρL2
RT
vsite
[ϕp∇˜( ∂Ψ
∂ϕp
−K−pp∇˜2ϕp − 1
2
(K−ps+K−sp)∇˜2ϕs)]
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Furthermore, according to the dimensionless chemical potentials (Equations 2.35 and
2.36), the force term is further simplified to the following dimensionless form:
t¯2
L
~F
ρ
=
t¯2
ρL2
RT
vsite
[−ϕs∇˜µ˜s − ϕp∇˜µ˜p] = t¯
2
ρL2
RT
vsite
~˜F (E.9)
where, the dimensionless force ~˜F is defined as
~˜F = −ϕs∇˜µ˜s − ϕp∇˜µ˜p (E.10)
Therefore, the equation of motion E.6 becomes
D~˜u
Dt˜
= ∇˜p˜+ ηt¯
ρL2
∇˜2~˜u+ t¯
2
ρL2
RT
vsite
~˜F . (E.11)
There are tow groups of dimensionless numbers in Equation E.11. The first group is
ηt¯
ρL2
in the front of the viscous term. Recall that L
2
t¯
=< Dpp >. So,
ηt¯
ρL2
= η
ρ<Dpp>
=
ν
<Dpp>
represents the ratio viscosity and diffusivity, which is Schmidt Number (Sc) by
definition. The second group is t¯
2
ρL2
RT
vsite
. Similarly, it could be rewritten as RTL
2
ρvsite<Dpp>
.
We define this as dimensionless Force Parameter (Fp). The final dimensionless form
of the equation of motion is the following:
D~˜u
Dt˜
= ∇˜p˜+ Sc∇˜2~˜u+ Fp ~˜F (E.12)
where,
Sc =
ν
< Dpp >
(E.13)
Fp =
RTL2
ρvsite < Dpp >
(E.14)
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E.2 Vorticity-Velocity Formula of Navier-Stokes Equa-
tions
The incompressible Navier-Stokes equations in velocity-pressure form are very diffi-
cult to solve, because one must worry about spurious modes in the pressure. Sure,
there are ways around it, like staggered meshes in finite difference and Taylor-Hood
elements in finite elements. But there are alternate forms which don’t require such
tricks, including velocity-vorticity, which is particularly useful in this phase field code
because the vorticity gives the rotation rate for the order parameter vector and the
elastic strain tensor.
For the velocity-vorticity formulation in Cartesian coordinates, the variables will
be u and v for x and y components of the velocity vector, and ω for vorticity defined
by
ω = ∇× ~u = ∂v
∂x
− ∂u
∂y
. (E.15)
Assuming incompressible Newtonian flow and neglecting bulk viscosity coefficient
( τ = ∇~V +[∇~V ]T ), the incompressible Navier-Stokes equations start with continuity:
∂u
∂x
+
∂v
∂y
= 0. (E.16)
If we differentiate that with respect to x, that becomes equivalent to
∂2u
∂x2
+
∂2v
∂x∂y
− ∂
2u
∂y2
+
∂2u
∂y2
= 0. (E.17)
The two middle terms are ∂ω/∂y, so we can rewrite this as
∇2u+ ∂ω
∂y
= 0. (E.18)
We can also differentiate equation E.16 with respect to y, and through a similar
manipulation end up with
∇2v − ∂ω
∂x
= 0. (E.19)
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Next we turn to the incompressible equations of motion in x and y direction:
ρ
(
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
)
= −∂p
∂x
+
∂
∂x
(
2η
∂u
∂x
)
+
∂
∂y
(
η
[
∂u
∂y
+
∂v
∂x
])
+ Fx, (E.20)
ρ
(
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
)
= −∂p
∂y
+
∂
∂x
(
η
[
∂u
∂y
+
∂v
∂x
])
+
∂
∂y
(
2η
∂v
∂y
)
+ Fy. (E.21)
The vorticity equation is derived by subtracting the y-derivative of equation E.20
from the x-derivative of equation E.21. The LHS (left hand side) of the vorticity
equation is the following:
= ρ
(
∂2v
∂x∂t
+
∂u
∂x
∂v
∂x
+ u
∂2v
∂x2
+
∂v
∂x
∂v
∂y
+ v
∂2v
∂x∂y
)
+
∂ρ
∂x
(
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
)
− ρ
(
∂2u
∂y∂t
+
∂u
∂y
∂u
∂x
+ u
∂2u
∂x∂y
+
∂v
∂y
∂u
∂y
+ v
∂2u
∂y2
)
− ∂ρ
∂y
(
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
)
= ρ
(
∂ω
∂t
+ ω
∂u
∂x
+ u
∂ω
∂x
+ ω
∂v
∂y
+ v
∂ω
∂y
)
+∇ρ×
(
∂~u
∂t
+ ~u · ∇~u
)
(E.22)
where ~u represents the velocity vector (u, v). Since the pressure terms cancelled, the
RHS (right hand side) of the vorticity equation is as follows
RHS = A+
(
∂Fy
∂x
− ∂Fx
∂y
)
(E.23)
where,
A =
∂2
∂x2
(
η
[
∂u
∂y
+
∂v
∂x
])
+
∂2
∂x∂y
(
2η
∂v
∂y
)
− ∂
2
∂y∂x
(
2η
∂u
∂x
)
− ∂
2
∂y2
(
η
[
∂u
∂y
+
∂v
∂x
])
=
∂2η
∂x2
(
∂u
∂y
+
∂v
∂x
)
+
∂2η
∂y2
(
2
∂v
∂y
− ∂u
∂x
)
+
∂2η
∂x∂y
(
−∂u
∂y
− ∂v
∂x
)
+
∂η
∂x
(
2
∂2v
∂x2
+ 2
∂2v
∂y2
)
+
∂η
∂y
(
−2∂
2u
∂x2
− 2∂
2u
∂y2
)
+ η
(
∂3v
∂x3
+
∂3v
∂x∂y2
− ∂
3u
∂x2∂y
− ∂
3u
∂y3
)
= A1 + A2 + A3 (E.24)
Those terms at the right hand side of the vorticity equation are reorganized into three
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groups:
A1 =
∂2η
∂x2
(
∂u
∂y
+
∂v
∂x
)
+
∂2η
∂y2
(
2
∂v
∂y
− ∂u
∂x
)
+
∂2η
∂x∂y
(
−∂u
∂y
− ∂v
∂x
)
(E.25)
A2 =
∂η
∂x
(
2
∂2v
∂x2
+ 2
∂2v
∂y2
)
+
∂η
∂y
(
−2∂
2u
∂x2
− 2∂
2u
∂y2
)
(E.26)
A3 = η
(
∂3v
∂x3
+
∂3v
∂x∂y2
− ∂
3u
∂x2∂y
− ∂
3u
∂y3
)
(E.27)
(E.28)
Substituting ∂v
∂x
− ∂u
∂y
as ω as the vorticity definition in 2D, three groups can be
rewritten in the following way.
Using the following definition and identity:
τ = ∇~V + [∇~V ]T (E.29)
=
 2∂u∂x ∂u∂y + ∂v∂x
∂u
∂y
+ ∂v
∂x
2∂v
∂y
 ,
B = τ · ∇η =
 2∂u∂x ∂u∂y + ∂v∂x
∂u
∂y
+ ∂v
∂x
2∂v
∂y
  ∂η∂x
∂η
∂y
 (E.30)
=
 2∂u∂x ∂η∂x + ∂u∂y ∂η∂y + ∂v∂x ∂η∂y
∂u
∂y
∂η
∂x
+ ∂v
∂x
∂η
∂x
+ 2∂v
∂y
∂η
∂y
 ,
∇× (τ · ∇η) = ∇×B = ∂By
∂x
− ∂Bx
∂y
(E.31)
=
∂
∂x
(
2
∂u
∂x
∂η
∂x
+
∂u
∂y
∂η
∂y
+
∂v
∂x
∂η
∂y
)
− ∂
∂y
(
∂u
∂y
∂η
∂x
+
∂v
∂x
∂η
∂x
+ 2
∂v
∂y
∂η
∂y
)
=
∂u
∂y
(
∂2η
∂x2
− ∂
2η
∂y2
)
+
∂v
∂x
(
∂2η
∂x2
− ∂
2η
∂y2
)
+
∂2η
∂x∂y
(
∂v
∂y
− ∂u
∂x
)
− ∂
2u
∂x∂y
∂η
∂x
+
∂2v
∂x∂y
∂η
∂y
+
∂2v
∂x2
∂η
∂x
− ∂
2u
∂y2
∂η
∂y
= A1 +
∂η
∂x
∂
∂x
[
∂v
∂x∂x
− ∂u
∂y
]
+
∂η
∂y
∂
∂y
[
∂v
∂x∂x
− ∂u
∂y
]
= A1 +∇η · ∇ω,
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A1 can be expressed as follows:
A1 = ∇× (τ · ∇η)−∇η · ∇ω (E.32)
By adding the continuity equation (∇·~v = ∂u
∂x
+ ∂v
∂y
= 0) in some step in the following
derivation, it can be proved that
2∇η · ∇ω = 2∇η · ∇ω + 0 (E.33)
= 2∇η · ∇ω + 2∂η
∂x
∂
∂y
(∇ · ~v)− 2∂η
∂y
∂
∂x
(∇ · ~v)
= 2
∂η
∂x
∂
∂x
(
∂v
∂x
− ∂u
∂y
)
+ 2
∂η
∂y
∂
∂y
(
∂v
∂x
− ∂u
∂y
)
+ 2
∂η
∂x
∂
∂y
(
∂u
∂x
+
∂v
∂y
)
− 2∂η
∂y
∂
∂x
(
∂u
∂x
+
∂v
∂y
)
=
∂2η
∂x2
(
∂u
∂y
+
∂v
∂x
)
+
∂2η
∂y2
(
2
∂v
∂y
− ∂u
∂x
)
+
∂2η
∂x∂y
(
−∂u
∂y
− ∂v
∂x
)
− 2∂η
∂x
(
∂2u
∂x∂y
)
+ 2
∂η
∂y
(
∂2v
∂x∂y
)
+ 2
∂η
∂x
(
∂2u
∂x∂y
)
− 2∂η
∂y
(
∂2v
∂x∂y
)
=
∂2η
∂x2
(
∂u
∂y
+
∂v
∂x
)
+
∂2η
∂y2
(
2
∂v
∂y
− ∂u
∂x
)
+
∂2η
∂x∂y
(
−∂u
∂y
− ∂v
∂x
)
= A2.
A3 is relatively simple. It can be rewritten as follows:
A3 = η
[
∂3v
∂x3
+
∂3v
∂x∂y2
− ∂
3u
∂x2∂y
− ∂
3u
∂y3
]
= η∇2ω (E.34)
Finally, the RHS (right hand side) of the vorticity equation can be written as follows:
RHS = ∇× (τ · ∇η)−∇η · ∇ω + 2∇η · ∇ω + η∇2ω +
(
∂Fy
∂x
− ∂Fx
∂y
)
= ∇× (τ · ∇η) +∇η · ∇ω + η∇2ω +
(
∂Fy
∂x
− ∂Fx
∂y
)
(E.35)
In conclusion, the vorticity-velocity formula of Navier-Stokes equations are the
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following:
∇2u+ ∂ω
∂y
= 0. (E.36)
∇2v − ∂ω
∂x
= 0. (E.37)
ρ
(
∂ω
∂t
+ ω
∂u
∂x
+ u
∂ω
∂x
+ ω
∂v
∂y
+ v
∂ω
∂y
)
+∇ρ×
(
∂~u
∂t
+ ~u · ∇~u
)
(E.38)
= η∇2ω +∇η · ∇ω +∇× (τ · ∇η) +
(
∂Fy
∂x
− ∂Fx
∂y
)
If it is an incompressible flow with constant viscosity, Equation E.38 reduces to
Dω
Dt
= ν∇2ω + ∇×
~F
ρ
. (E.39)
Using the same set of scale plus ω˜ = ω
ω
= ω1
t
, the dimensionless velocity-pressure
Navier-Stokes equations are as follows:
∇˜2u˜+ ∂ω˜
∂y˜
= 0 (E.40)
∇˜2v˜ − ∂ω˜
∂x˜
= 0 (E.41)
∂ω
∂t
+ ~˜u · ∇˜ω˜ = Sc ∇˜2ω˜ + Fp ∇˜ × ( ~˜F ) (E.42)
where, ~˜F is the dimensionless driving force(Equation E.10) and Sc is the Schmidt
Number and Fp is a dimensionless Force Parameter (Equations E.13 and E.14). The
detail derivation of Equation is shown below.
∂ω
∂t
+ ~u · ∇ω = ν∇2ω + ∇×
~F
ρ
(E.43)
ω
t
∂ω˜
∂t˜
+
uω
L
~˜u · ∇˜ω˜ = νω
L2
∇˜2ω˜ + 1
Lρ
∇˜ × ~F
1
t
2
∂ω
∂t
+
1
t
2 ~˜u · ∇˜ω˜ =
νω
L2
∇˜2ω˜ + 1
Lρ
∇˜ × ~F
∂ω
∂t
+ ~˜u · ∇˜ω˜ = t
2
νω
L2
∇˜2ω˜ + t
2
Lρ
∇˜ × ~F
∂ω
∂t
+ ~˜u · ∇˜ω˜ = Sc ∇˜2ω˜ + Fp ∇˜ × ~˜F
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E.3 Estimation of the Dimensionless Groups
Using the following typical magnitude of temperature, density, diffusivity, size of the
water molecule and viscosity:
• T = 300K,
• ρ = 1g/cm3 = 1000kg/m3,
• < Dpp >= 10−9cm2/s = 10−13m2/s,
• vsite = vwater = 18cm3/mole = 18 ∗ 10−6m3/mole,
• RT/vsite = RTvsite = 8.314∗30018∗10−6 = 1.3857 ∗ 108Joule/m3,
• η = 1mps · s = 10−3ps · s,
the Schmidt number is estimated as follows:
Sc =
η
ρ < Dpp >
=
10−3
103 ∗ 10−13 = 10
7. (E.44)
From the SEM image of PVDF membranes captured during the early phase separation
stage in Akthakul’s paper in 2002[36], the pore size in PVDF is average about 100nm,
which is half of one spinodal wavelength. There are averagely ten two twenty times
of the initial spinodal decomposition wavelength in the simulations. Therefore, the
simulation domain is about L = 2µm − 4µm. Take the average value, L = 3µm,
therefore, the dimensionless Force Parameter is estimated as follows:
Fp =
RTL2
ρvsite < Dpp >
=
8.314 ∗ 300 ∗ (3 ∗ 10−6)2
1000 ∗ 18 ∗ 10−6 ∗ (10−13)2 = 1.2471 ∗ 10
21. (E.45)
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Appendix F
Difference Equations
This appendix presents the discretized governing equations for each variable in the
interior domain using central finite difference methods in details. The difference equa-
tion at the boundary needs modification according to the specific boundary condition.
The grid size is nx×ny×nz and all variables are saved in one large column vector.
For each variable at any point x(ix, iy, iz) in the Cartesian coordinate, the index in
the column vector is i = [(iz×ny+ iy)×nx+ ix]× vars+ var = [iz×ny×nx+ iy×
nx+ ix]× vars+ var. Here, gxm, gym are used as notation for the grid size in x and
y directions(gxm = nx and gym = ny) and gzm = nx× ny for equation conciseness.
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F.1 Difference Equation s in the Interior Domain
The Solvent (ϕs)
The Cahn-Hilliard equation for ϕs written in detail in 3D is
∂ϕs
∂t
= −~u · ∇ϕs +∇Mss · ∇µs +Mss∇2µs +∇Mss · ∇µp +Msp∇2µp (F.1)
= −u∂ϕs
∂x
− v∂ϕs
∂y
− w∂ϕs
∂z
+
∂Mss
∂x
∂µs
∂x
+
∂Mss
∂y
∂µs
∂y
+
∂Mss
∂z
∂µs
∂z
+Mss
(
∂2µs
∂x2
+
∂2µs
∂y2
+
∂2µs
∂z2
)
+
∂Msp
∂x
∂µp
∂x
+
∂Msp
∂y
∂µp
∂y
+
∂Msp
∂z
∂µp
∂z
+Msp
(
∂2µp
∂x2
+
∂2µp
∂y2
+
∂2µp
∂z2
)
= V Terms + STerms + PTerms
Here,
V Terms = −u∂ϕs
∂x
− v∂ϕs
∂y
− w∂ϕs
∂z
(F.2)
= −
(
u(i) + u(i+ 1)
2
)(
ϕs(i+ 1)− ϕs(i− 1)
2∆x
)
−
(
v(i) + v(i+ gxm)
2
)(
ϕs(i+ gxm)− ϕs(i− gxm)
2∆y
)
−
(
w(i) + w(i+ gzm)
2
)(
ϕs(i+ gzm)− ϕs(i− gzm)
2∆z
)
STerms =
∂Mss
∂x
∂µs
∂x
+
∂Mss
∂y
∂µs
∂y
+
∂Mss
∂z
∂µs
∂z
+Mss
(
∂2µs
∂x2
+
∂2µs
∂y2
+
∂2µs
∂z2
)
(F.3)
=
(
Mss(i+ 1)−Mss(i− 1)
2∆x
)(
µs(i+ 1)− µs(i− 1)
2∆x
)
+
(
Mss(i+ gxm)−Mss(i− gxm)
2∆y
)(
µs(i+ gxm)− µs(i− gxm)
2∆y
)
+
(
Mss(i+ gzm)−Mss(i− gzm)
2∆z
)(
µs(i+ gzm)− µs(i− gzm)
2∆z
)
+ Mss
[
ϕs,i+1 − 2ϕs,i + ϕs,i−1
(∆x)2
+
ϕs,i+gxm − ϕs,i + ϕs,i−gxm
(∆y)2
+
ϕs,i+gzm − 2ϕs,i + ϕs,i−gzm
(∆z)2
]
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PTerms =
∂Msp
∂x
∂µp
∂x
+
∂Msp
∂y
∂µp
∂y
+
∂Msp
∂z
∂µp
∂z
+Msp
(
∂2µp
∂x2
+
∂2µp
∂y2
+
∂2µp
∂z2
)
(F.4)
=
(
Msp(i+ 1)−Msp(i− 1)
2∆x
)(
µp(i+ 1)− µp(i− 1)
2∆x
)
+
(
Msp(i+ gxm)−Msp(i− gxm)
2∆y
)(
µp(i+ gxm)− µp(i− gxm)
2∆y
)
+
(
Msp(i+ gzm)−Msp(i− gzm)
2∆z
)(
µp(i+ gzm)− µp(i− gzm)
2∆z
)
+ Msp
[
ϕp,i+1 − 2ϕp,i + ϕp,i−1
(∆x)2
+
ϕp,i+gxm − ϕp,i + ϕp,i−gxm
(∆y)2
+
ϕp,i+gzm − 2ϕp,i + ϕp,i−gzm
(∆z)2
]
The Polymer (ϕp)
The Cahn-Hilliard equation for ϕp written in detail in 3D is
∂ϕp
∂t
= −~u · ∇ϕp +∇Mps · ∇µs +Mps∇2µs +∇Mpp · ∇µp +Mpp∇2µp (F.5)
= −u∂ϕp
∂x
− v∂ϕp
∂y
− w∂ϕp
∂z
+
∂Mps
∂x
∂µs
∂x
+
∂Mps
∂y
∂µs
∂y
+
∂Mps
∂z
∂µs
∂z
+Mps
(
∂2µs
∂x2
+
∂2µs
∂y2
+
∂2µs
∂z2
)
+
∂Mpp
∂x
∂µp
∂x
+
∂Mpp
∂y
∂µp
∂y
+
∂Mpp
∂z
∂µp
∂z
+Mpp
(
∂2µp
∂x2
+
∂2µp
∂y2
+
∂2µp
∂z2
)
= V Termp + PTermp + PTermp
V Termp = −u∂ϕp
∂x
− v∂ϕp
∂y
− w∂ϕp
∂z
(F.6)
= −
(
u(i) + u(i+ 1)
2
)(
ϕp(i+ 1)− ϕp(i− 1)
2∆x
)
−
(
v(i) + v(i+ gxm)
2
)(
ϕp(i+ gxm)− ϕp(i− gxm)
2∆y
)
−
(
w(i) + w(i+ gzm)
2
)(
ϕp(i+ gzm)− ϕp(i− gzm)
2∆z
)
191
STermp =
∂Mps
∂x
∂µs
∂x
+
∂Mps
∂y
∂µs
∂y
+
∂Mps
∂z
∂µs
∂z
+Mps
(
∂2µs
∂x2
+
∂2µs
∂y2
+
∂2µs
∂z2
)
(F.7)
=
(
Mps(i+ 1)−Mps(i− 1)
2∆x
)(
µs(i+ 1)− µs(i− 1)
2∆x
)
+
(
Mps(i+ gxm)−Mps(i− gxm)
2∆y
)(
µs(i+ gxm)− µs(i− gxm)
2∆y
)
+
(
Mps(i+ gzm)−Mps(i− gzm)
2∆z
)(
µs(i+ gzm)− µs(i− gzm)
2∆z
)
+ Mps
[
ϕs,i+1 − 2ϕs,i + ϕs,i−1
(∆x)2
+
ϕs,i+gxm − ϕs,i + ϕs,i−gxm
(∆y)2
+
ϕs,i+gzm − 2ϕs,i + ϕs,i−gzm
(∆z)2
]
PTermp =
∂Mpp
∂x
∂µp
∂x
+
∂Mpp
∂y
∂µp
∂y
+
∂Mpp
∂z
∂µp
∂z
+Mpp
(
∂2µp
∂x2
+
∂2µp
∂y2
+
∂2µp
∂z2
)
(F.8)
=
(
Mpp(i+ 1)−Mpp(i− 1)
2∆x
)(
µp(i+ 1)− µp(i− 1)
2∆x
)
+
(
Mpp(i+ gxm)−Mpp(i− gxm)
2∆y
)(
µp(i+ gxm)− µp(i− gxm)
2∆y
)
+
(
Mpp(i+ gzm)−Mpp(i− gzm)
2∆z
)(
µp(i+ gzm)− µp(i− gzm)
2∆z
)
+ Mpp
[
ϕp,i+1 − 2ϕp,i + ϕp,i−1
(∆x)2
+
ϕp,i+gxm − ϕp,i + ϕp,i−gxm
(∆y)2
+
ϕp,i+gzm − 2ϕp,i + ϕp,i−gzm
(∆z)2
]
The Generalized Chemical Potentials (µs and µp)
µs =
δF
δϕs
=
δf
δϕs
−Kss∇2ϕs − 1
2
(Ksp +Kps)∇2ϕp (F.9)
=
δf
δϕs
−Kss
(
∂2ϕs
∂x2
+
∂2ϕs
∂y2
+
∂2ϕs
∂z2
)
− 1
2
(Ksp +Kps)
(
∂2ϕp
∂x2
+
∂2ϕp
∂y2
+
∂2ϕp
∂z2
)
=
δf
δϕs
(i)−Kss
[
ϕs(i+ 1)− 2ϕs(i) + ϕs(i− 1)
(∆x)2
]
− Kss
[
ϕs(i+ gxm)− 2ϕs(i) + ϕs(i− gxm)
(∆y)2
+
ϕs(i+ gzm)− 2ϕs(i) + ϕs(i− gzm)
(∆z)2
]
− 1
2
(Ksp +Kps)
[
ϕp(i+ 1)− 2ϕp(i) + ϕp(i− 1)
(∆x)2
+
ϕp(i+ gxm)− 2ϕp(i) + ϕp(i− gxm)
(∆y)2
]
− 1
2
(Ksp +Kps)
[
ϕp(i+ gzm)− 2ϕp(i) + ϕp(i− gzm)
(∆z)2
]
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µp =
δF
δϕp
=
δf
δϕp
−Kpp∇2ϕp − 1
2
(Ksp +Kps)∇2ϕs (F.10)
=
δf
δϕp
−Kpp
(
∂2ϕp
∂x2
+
∂2ϕp
∂y2
+
∂2ϕp
∂z2
)
− 1
2
(Ksp +Kps)
(
∂2ϕs
∂x2
+
∂2ϕs
∂y2
+
∂2ϕs
∂z2
)
=
δf
δϕp
(i)−Kpp
[
ϕp(i+ 1)− 2ϕp(i) + ϕp(i− 1)
(∆x)2
]
− Kpp
[
ϕp(i+ gxm)− 2ϕp(i) + ϕp(i− gxm)
(∆y)2
+
ϕp(i+ gzm)− 2ϕp(i) + ϕp(i− gzm)
(∆z)2
]
− 1
2
(Ksp +Kps)
[
ϕs(i+ 1)− 2ϕs(i) + ϕs(i− 1)
(∆x)2
+
ϕs(i+ gxm)− 2ϕs(i) + ϕs(i− gxm)
(∆y)2
]
− 1
2
(Ksp +Kps)
[
ϕs(i+ gzm)− 2ϕs(i) + ϕs(i− gzm)
(∆z)2
]
The Velocity ~u(u, v, w)
The momentum equations in x, y and z directions are as follows:
∂u
∂t
= −u∂u
∂x
− v∂u
∂y
− w∂u
∂z
− 1
ρ
∂p
∂x
+ ν
[
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
]
− 1
ρ
[
ϕs
∂µs
∂x
+ ϕp
∂µp
∂x
]
= Convecu + Pressu + V iscousu + Forceu
∂v
∂t
= −u∂v
∂x
− v∂v
∂y
− w∂v
∂z
− 1
ρ
∂p
∂y
+ ν
[
∂2v
∂x2
+
∂2v
∂y2
+
∂2v
∂z2
]
− 1
ρ
[
ϕs
∂µs
∂y
+ ϕp
∂µp
∂y
]
= Convecv + Pressv + V iscousv + Forcev
∂w
∂t
= −u∂w
∂x
− v∂w
∂y
− w∂w
∂z
− 1
ρ
∂p
∂z
+ ν
[
∂2w
∂x2
+
∂2w
∂y2
+
∂2w
∂z2
]
− 1
ρ
[
ϕs
∂µs
∂z
+ ϕp
∂µp
∂z
]
= Convecw + Pressw + V iscousw + Forcew
(F.11)
Using the staggered grid, the difference equation of u-equation at point i is as follows:
Convecu = −u∂u
∂x
− v∂u
∂y
− w∂u
∂z
(F.12)
= −ui
(
ui+1 − ui−1
2∆x
)
−
(
vi + vi−1 + vi+gxm + vi+gxm−1
4
)(
ui+gxm − ui−gxm
2∆y
)
−
(
wi + wi−1 + vi+gzm + vi+gzm−1
4
)(
ui+gzm − ui−gzm
2∆z
)
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Pressu = −1
ρ
∂p
∂x
= −1
ρ
(
pi − pi−1
∆x
)
(F.13)
V iscousu = ν
[
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
]
(F.14)
= ν
[
ui+1 − 2ui + ui−1
(∆x)2
+
ui+gxm − 2ui + ui−gxm
(∆y)2
+
ui+gzm − 2ui + ui−gzm
(∆z)2
]
Forceu = −1
ρ
[
ϕs
∂µs
∂x
+ ϕp
∂µp
∂x
]
(F.15)
= −1
ρ
[(
ϕs,i + ϕs,i−1
2
)(
µs,i − µs,i−1
∆x
)
+
(
ϕp,i + ϕp,i−1
2
)(
µp,i − µp,i−1
∆x
)]
Putting all terms together, the difference equation for u is the following:
∂u
∂t
= Convecu + Pressu + V iscousu +DivFoceu (F.16)
= −ui
(
ui+1 − ui−1
2∆x
)
−
(
vi + vi−1 + vi+gxm + vi+gxm−1
4
)(
ui+gxm − ui−gxm
2∆y
)
−
(
wi + wi−1 + wi+gzm + wi+gzm−1
4
)(
ui+gzm − ui−gzm
2∆z
)
− 1
ρ
(
pi − pi−1
∆x
)
+ν
[
ui+1 − 2ui + ui−1
(∆x)2
+
ui+gxm − 2ui + ui−gxm
(∆y)2
+
ui+gzm − 2ui + ui−gzm
(∆z)2
]
−1
ρ
[(
ϕs,i + ϕs,i−1
2
)(
µs,i − µs,i−1
∆x
)
+
(
ϕp,i + ϕp,i−1
2
)(
µp,i − µp,i−1
∆x
)]
Similarly, difference equations for v and w are as follows:
∂v
∂t
= Convecv + Pressv + V iscousv +DivFocev (F.17)
= −
(
ui + ui+1 + ui−gxm + ui−gxm+1
4
)(
vi+1 − vi−1
2∆x
)
− vi
(
vi+gxm − vi−gxm
2∆y
)
−
(
wi + wi−gxm + wi+gzm + wi+gzm−gxm
4
)(
vi+gzm − vi−gzm
2∆z
)
− 1
ρ
(
pi − pi−gxm
∆y
)
+ν
[
vi+1 − 2vi + vi−1
(∆x)2
+
vi+gxm − 2vi + vi−gxm
(∆y)2
+
vi+gzm − 2vi + vi−gzm
(∆z)2
]
−1
ρ
[(
ϕs,i + ϕs,i−gxm
2
)(
µs,i − µs,i−gxm
∆y
)
+
(
ϕp,i + ϕp,i−gxm
2
)(
µp,i − µp,i−gxm
∆y
)]
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∂w
∂t
= Convecw + Pressw + V iscousw +DivFocew (F.18)
= −
(
ui + ui+1 + ui−gzm + vi−gzm+1
4
)(
wi+1 − wi−1
2∆x
)
−
(
vi + vi+gxm + vi−gzm + vi−gzm+gxm
4
)(
wi+gxm − wi−gxm
2∆y
)
−wi
(
wi+gzm − wi−gzm
2∆z
)
− 1
ρ
(
pi − pi−gzm
∆z
)
+ν
[
wi+1 − 2wi + wi−1
(∆x)2
+
wi+gxm − 2wi + wi−gxm
(∆y)2
+
wi+gzm − 2wi + wi−gzm
(∆z)2
]
−1
ρ
[(
ϕs,i + ϕs,i−gzm
2
)(
µs,i − µs,i−gzm
∆z
)
+
(
ϕp,i + ϕp,i−gzm
2
)(
µp,i − µp,i−gzm
∆z
)]
The Pressure
For the variable pressure, either continuity equation or the pressure equation can be
used. The continuity equation written in details is
0 = ∇ · ~u (F.19)
=
∂u
∂x
+
∂v
∂y
+
∂w
∂z
=
ui+1 − ui−1
2∆x
+
vi+1 − vi−1
2∆y
+
wi+1 − wi−1
2∆z
The pressure equation written in details is
0 = −∇2p− ρ
∑
i,j
∂~ui
∂Xj
∂~uj
∂Xi
+∇ · ~F (F.20)
= −
(
∂2p
∂x2
+
∂2p
∂y2
+
∂2p
∂z2
)
−ρ
[(
∂u
∂x
)2
+
(
∂v
∂y
)2
+
(
∂w
∂z
)2
+ 2
(
∂u
∂y
∂v
∂x
+
∂v
∂z
∂w
∂y
+
∂w
∂x
∂u
∂z
)]
−
(
∂ϕs
∂x
∂µs
∂x
+
∂ϕs
∂y
∂µs
∂y
+
∂ϕs
∂z
∂µs
∂z
)
− ϕs
(
∂2µs
∂x2
+
∂2µs
∂y2
+
∂2µs
∂z2
)
−
(
∂ϕp
∂x
∂µp
∂x
+
∂ϕp
∂y
∂µp
∂y
+
∂ϕp
∂z
∂µp
∂z
)
− ϕp
(
∂2µp
∂x2
+
∂2µp
∂y2
+
∂2µp
∂z2
)
= GradP +GradV +DivF
195
GradP = −∇2p (F.21)
= −
[
pi+1 − 2pi + pi−1
(∆x)2
+
pi+gxm − 2pi + pi−gxm
(∆y)2
+
pi+gzm − 2pi + pi−gzm
(∆z)2
]
GradV = −ρ
∑
i,j
∂~ui
∂Xj
∂~uj
∂Xi
(F.22)
= −ρ
[(
ui+1 − ui
∆x
)2
+
(
vi+gxm − vi
∆y
)2
+
(
wi+gzm − wi
∆z
)2]
− 2ρ
[(
ui+gxm+ui+gxm+1
2
− ui−gxm+ui−gxm+1
2
2∆y
)(
vi+1+vi+gxm+1
2
− vi−1+vi+gxm−1
2
2∆x
)]
− 2ρ
[(
vi+gzm+vi+gzm+gxm
2
− vi−gzm+vi−gzm+gxm
2
2∆z
)(
wi+gxm+wi+gxm+gzm
2
− wi−gxm+wi−gxm+gzm
2
2∆y
)]
− 2ρ
[(
wi+1+wi+1+gzm
2
− wi−1+wi−1+gzm
2
2∆x
)(
ui+gzm+ui+gzm+1
2
− ui−gzm+ui−gzm+1
2
2∆z
)]
DivF = ∇ · ~F (F.23)
= −
(
ϕs,i+1 − ϕs,i−1
2∆x
)(
µs,i+1 − µs,i−1
2∆x
)
−
(
ϕs,i+gxm − ϕs,i−gxm
2∆y
)(
µs,i+gxm − µs,i−gxm
2∆y
)
−
(
ϕs,i+gzm − ϕs,i−gzm
2∆z
)(
µs,i+gzm − µs,i−gzm
2∆z
)
− ϕs
[
µs,i+1 − 2µs,i + µs,i−1
(∆x)2
+
µs,i+gxm − 2µs,i + µs,i−gxm
(∆y)2
+
µs,i+gzm − 2µs,i + µs,i−gzm
(∆z)2
]
−
(
ϕp,i+1 − ϕp,i−1
2∆x
)(
µp,i+1 − µp,i−1
2∆x
)
−
(
ϕp,i+gxm − ϕp,i−gxm
2∆y
)(
µp,i+gxm − µp,i−gxm
2∆y
)
−
(
ϕp,i+gzm − ϕp,i−gzm
2∆z
)(
µp,i+gzm − µp,i−gzm
2∆z
)
− ϕp
[
µp,i+1 − 2µp,i + µp,i−1
(∆x)2
+
µp,i+gxm − 2µp,i + µp,i−gxm
(∆y)2
+
µp,i+gzm − 2µp,i + µp,i−gzm
(∆z)2
]
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F.2 Difference Equations at Boundaries
The Solvent (ϕs) at Boundaries
At ymin, using the symmetric boundary condition:
ϕs,i−gxm = ϕs,i+gxm (F.24)
µs,i−gxm = µs,i+gxm
the governing equation of the solvent becomes:
∂ϕs
∂t
= −
(
u(i) + u(i+ 1)
2
)(
ϕs(i+ 1)− ϕs(i− 1)
2∆‘x
)
(F.25)
−
(
w(i) + w(i+ gzm)
2
)(
ϕs(i+ gzm)− ϕs(i− gzm)
2∆z
)
+
(
Mss(i+ 1)−Mss(i− 1)
2∆x
)(
µs(i+ 1)− µs(i− 1)
2∆x
)
+
(
Mss(i+ gzm)−Mss(i− gzm)
2∆z
)(
µs(i+ gzm)− µs(i− gzm)
2∆z
)
+ Mss
[
ϕs,i+1 − 2ϕs,i + ϕs,i−1
(∆x)2
+
ϕs,i+gxm − ϕs,i + ϕs,i+gxm
(∆y)2
+
ϕs,i+gzm − 2ϕs,i + ϕs,i−gzm
(∆z)2
]
+
(
Msp(i+ 1)−Msp(i− 1)
2∆x
)(
µp(i+ 1)− µp(i− 1)
2∆x
)
+
(
Msp(i+ gzm)−Msp(i− gzm)
2∆z
)(
µp(i+ gzm)− µp(i− gzm)
2∆z
)
+ Msp
[
ϕp,i+1 − 2ϕp,i + ϕp,i−1
(∆x)2
+
ϕp,i+gxm − ϕp,i + ϕp,i+gxm
(∆y)2
+
ϕp,i+gzm − 2ϕp,i + ϕp,i−gzm
(∆z)2
]
At ymax, the flux (Jsy) in y direction at point i and i−gxm are calculated as follows:
Jsy(i) = kssϕs (F.26)
Jsy(i− gxm) =
[
−Mss∂µs
∂y
−Msp∂µp
∂y
]
|i−gxm (F.27)
= −Mss(i− gxm)
[
µs(i)− µs(i− 2gxm)
2∆y
]
−Msp(i− gxm)
[
µp(i)− µp(i− 2gxm)
2∆y
]
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−∂Jsy
∂y
= −Jsy(i)− Jsy(i− gxm)
∆y
=
Jsy(i− gxm)− Jsy(i)
∆y
(F.28)
= −Mss(i− gxm)
[
µs(i)− µs(i− 2gxm)
2(∆y)2
]
−Msp(i− gxm)
[
µp(i)− µp(i− 2gxm)
2(∆y)2
]
− 1
∆y
kssϕs
Since the symmetric boundary condition is used for the velocity field, ~u(i+ gxm) =
~u(i). Therefore, for V Terms and V termp, the x and z components are the same
as before, but in y components, v(i+gxm)+v(i)
2
= v(i). Furthermore, the downwind
difference is used to estimate ∂ϕ2
∂y
, it equals to
ϕs,i−ϕs,i−gxm
∆y
, which is equivalent to
linear extrapolation (zero second derivative assumption).
(−~u · ∇ϕs) |ymax = −
(
u(i) + u(i+ 1)
2
)(
ϕs(i+ 1)− ϕs(i− 1)
2∆x
)
(F.29)
− v(i)
(
ϕs(i)− ϕs(i− gxm)
∆y
)
−
(
w(i) + w(i+ gzm)
2
)(
ϕs(i+ gzm)− ϕs(i− gzm)
2∆z
)
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Therefore, the governing equations for boundary point i become
∂ϕs
∂t
= −~u · ∇ϕs −∇ · ~Js (F.30)
= (−~u · ∇ϕs) |ymax − ∂Jsy
∂y
+
∂Mss
∂x
∂µs
∂x
+
∂Mss
∂z
∂µs
∂z
+Mss
(
∂2µs
∂x2
+
∂2µs
∂z2
)
+
∂Msp
∂x
∂µp
∂x
+
∂Msp
∂z
∂µp
∂z
+Mps
(
∂2µp
∂x2
+
∂2µp
∂z2
)
= −
(
u(i) + u(i+ 1)
2
)(
ϕs(i+ 1)− ϕs(i− 1)
2∆x
)
− v(i)
(
ϕs(i)− ϕs(i− gxm)
∆y
)
−
(
w(i) + w(i+ gzm)
2
)(
ϕs(i+ gzm)− ϕs(i− gzm)
2∆z
)
− Mss(i− gxm)
[
µs(i)− µs(i− 2gxm)
2(∆y)2
]
−Msp(i− gxm)
[
µp(i)− µp(i− 2gxm)
2(∆y)2
]
− 1
∆y
kssϕs
+
(
Mss(i+ 1)−Mss(i− 1)
2∆x
)(
µs(i+ 1)− µs(i− 1)
2∆x
)
+
(
Mss(i+ gzm)−Mss(i− gzm)
2∆z
)(
µs(i+ gzm)− µs(i− gzm)
2∆z
)
+ Mss
[
ϕs,i+1 − 2ϕs,i + ϕs,i−1
(∆x)2
+
ϕs,i+gzm − 2ϕs,i + ϕs,i−gzm
(∆z)2
]
+
(
Msp(i+ 1)−Msp(i− 1)
2∆x
)(
µp(i+ 1)− µp(i− 1)
2∆x
)
+
(
Msp(i+ gzm)−Msp(i− gzm)
2∆z
)(
µp(i+ gzm)− µp(i− gzm)
2∆z
)
+ Msp
[
ϕp,i+1 − 2ϕp,i + ϕp,i−1
(∆x)2
+
ϕp,i+gzm − 2ϕp,i + ϕp,i−gzm
(∆z)2
]
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The Polymer (ϕp) at Boundaries
At ymin,using the symmetric boundary condition:
ϕp,i−gxm = ϕp,i+gxm (F.31)
µp,i−gxm = µp,i+gxm
the governing equation of the solvent becomes:
∂ϕp
∂t
= −
(
u(i) + u(i+ 1)
2
)(
ϕp(i+ 1)− ϕp(i− 1)
2∆x
)
(F.32)
−
(
w(i) + w(i+ gzm)
2
)(
ϕp(i+ gzm)− ϕp(i− gzm)
2∆z
)
+
(
Mps(i+ 1)−Mps(i− 1)
2∆x
)(
µs(i+ 1)− µs(i− 1)
2∆x
)
+
(
Mps(i+ gzm)−Mps(i− gzm)
2∆z
)(
µs(i+ gzm)− µs(i− gzm)
2∆z
)
+ Mps
[
ϕs,i+1 − 2ϕs,i + ϕs,i−1
(∆x)2
+
ϕs,i+gxm − ϕs,i + ϕs,i+gxm
(∆y)2
+
ϕs,i+gzm − 2ϕs,i + ϕs,i−gzm
(∆z)2
]
+
(
Mpp(i+ 1)−Mpp(i− 1)
2∆x
)(
µp(i+ 1)− µp(i− 1)
2∆x
)
+
(
Mpp(i+ gzm)−Mpp(i− gzm)
2∆z
)(
µp(i+ gzm)− µp(i− gzm)
2∆z
)
+ Mpp
[
ϕp,i+1 − 2ϕp,i + ϕp,i−1
(∆x)2
+
ϕp,i+gxm − ϕp,i + ϕp,i+gxm
(∆y)2
+
ϕp,i+gzm − 2ϕp,i + ϕp,i−gzm
(∆z)2
]
At ymax, the preliminary boundary condition applied on ϕp as well. Therefore,
Jpy(i) = kppϕp (F.33)
Jpy(i− gxm) =
[
−Mps∂µs
∂y
−Mpp∂µp
∂y
]
|i−gxm
= −Mps(i− gxm)
[
µs(i)− µs(i− 2gxm)
2∆y
]
−Mpp(i− gxm)
[
µp(i)− µp(i− 2gxm)
2∆y
]
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−∂Jpy
∂y
= −Jpy(i)− Jpy(i− gxm)
∆y
=
Jpy(i− gxm)− Jy(i)
∆y
(F.34)
= −Mps(i− gxm)
[
µs(i)− µs(i− 2gxm)
2(∆y)2
]
−Mpp(i− gxm)
[
µp(i)− µp(i− 2gxm)
2(∆y)2
]
− 1
∆y
kppϕp
(−~u · ∇ϕp) |ymax = −
(
u(i) + u(i+ 1)
2
)(
ϕp(i+ 1)− ϕp(i− 1)
2∆x
)
(F.35)
−v(i)
(
ϕp(i)− ϕp(i− gxm)
∆y
)
−
(
w(i) + w(i+ gzm)
2
)(
ϕp(i+ gzm)− ϕp(i− gzm)
2∆z
)
Therefore, the governing equations for boundary point i become
∂ϕp
∂t
= −~u · ∇ϕp −∇ · ~Jp (F.36)
= (−~u · ∇ϕp) |ymax − ∂Jpy
∂y
= −
(
u(i) + u(i+ 1)
2
)(
ϕp(i+ 1)− ϕp(i− 1)
2∆x
)
− v(i)
(
ϕp(i)− ϕp(i− gxm)
∆y
)
−
(
w(i) + w(i+ gzm)
2
)(
ϕp(i+ gzm)− ϕp(i− gzm)
2∆z
)
− Mps(i− gxm)
[
µs(i)− µs(i− 2gxm)
2(∆y)2
]
−Mpp(i− gxm)
[
µp(i)− µp(i− 2gxm)
2(∆y)2
]
− 1
∆y
kppϕp
+
(
Mps(i+ 1)−Mps(i− 1)
2∆x
)(
µs(i+ 1)− µs(i− 1)
2∆x
)
+
(
Mps(i+ gzm)−Mps(i− gzm)
2∆z
)(
µs(i+ gzm)− µs(i− gzm)
2∆z
)
+ Mps
[
ϕs,i+1 − 2ϕs,i + ϕs,i−1
(∆x)2
+
ϕs,i+gzm − 2ϕs,i + ϕs,i−gzm
(∆z)2
]
+
(
Mpp(i+ 1)−Mpp(i− 1)
2∆x
)(
µp(i+ 1)− µp(i− 1)
2∆x
)
+
(
Mpp(i+ gzm)−Mpp(i− gzm)
2∆z
)(
µp(i+ gzm)− µp(i− gzm)
2∆z
)
+ Mpp
[
ϕp,i+1 − 2ϕp,i + ϕp,i−1
(∆x)2
+
ϕp,i+gzm − 2ϕp,i + ϕp,i−gzm
(∆z)2
]
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The Velocity ~u(u, v, w) at Boundaries
At ymin, no-slip boundary conditions are used for the velocity vector:
ui = 0 (F.37)
vi = 0 (F.38)
wi = 0 (F.39)
At ymax, symmetric boundary conditions are applied. The symmetry plane is
between ymax and the grid below it. For u and w, the equation become very simple.
ui = ui−gxm (F.40)
wi = wi−gxm (F.41)
For v , the equations are more complicated. Compared to the governing equations
used in the interior domain, all the terms remain the same except 1) ∂
∂y
in the con-
vection term goes to zero; 2) the second derivative in y direction in the viscous term,
where vi+gxm = vi−gxm. Therefore, the governing equations at ymax are
∂v
∂t
= Convecv + Pressv + V iscousv +DivFocev (F.42)
= −
(
ui + ui+1 + ui−gxm + ui−gxm+1
4
)(
vi+1 − vi−1
2∆x
)
−
(
wi + wi−gxm + wi+gzm + wi+gzm−gxm
4
)(
vi+gzm − vi−gzm
2∆z
)
− 1
ρ
(
pi − pi−gxm
∆y
)
+ν
[
vi+1 − 2vi + vi−1
(∆x)2
+
vi−gxm − 2vi + vi−gxm
(∆y)2
+
vi+gzm − 2vi + vi−gzm
(∆z)2
]
−1
ρ
[(
ϕs,i + ϕs,i−gxm
2
)(
µs,i − µs,i−gxm
∆y
)
+
(
ϕp,i + ϕp,i−gxm
2
)(
µp,i − µp,i−gxm
∆y
)]
The Pressure p at Boundaries
If the pressure equation is used in the Navier-Stokes equations instead of the conti-
nuity equation, the boundary equation for the pressure is generally set up by taking
boundary conditions of other variables into account and reduced from the pressure
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equation used for the interior domain.
At ymin, ∂~u
∂x
= ∂~u
∂z
= 0, which leads to ∂v
∂y
= 0 due to the continuity equation. The
symmetric boundary conditions used for ϕs and ϕp at ymin in difference form are as
follows:
ϕs,i−gxm = ϕs,i+gxm ϕp,i−gxm = ϕp,i+gxm (F.43)
µs,i−gxm = µs,i+gxm µp,i−gxm = µp,i+gxm. (F.44)
Furthermore, we neglect the second derivative of the pressure in y direction at the
ymin, i.e. ∂
2p
∂y2
= 0. Therefore, the pressure equation as the ymin is reduced to the
following:
0 =
[
−∇2p− ρ
∑
i,j
∂~ui
∂Xj
∂~uj
∂Xi
+∇ · ~F
∣∣∣∣∣
ymin
(F.45)
= −
(
∂2p
∂x2
+
∂2p
∂z2
)
−
(
∂ϕs
∂x
∂µs
∂x
+
∂ϕs
∂z
∂µs
∂z
)
− ϕs
(
∂2µs
∂x2
+
∂2µs
∂y2
+
∂2µs
∂z2
)
−
(
∂ϕp
∂x
∂µp
∂x
+
∂ϕp
∂z
∂µp
∂z
)
− ϕp
(
∂2µp
∂x2
+
∂2µp
∂y2
+
∂2µp
∂z2
)
=
[
pi+1 − 2pi + pi−1
(∆x)2
+
pi+gzm − 2pi + pi−gzm
(∆z)2
]
−
(
ϕs,i+1 − ϕs,i−1
2∆x
)(
µs,i+1 − µs,i−1
2∆x
)
−
(
ϕs,i+gzm − ϕs,i−gzm
2∆z
)(
µs,i+gzm − µs,i−gzm
2∆z
)
− ϕs
[
µs,i+1 − 2µs,i + µs,i−1
(∆x)2
+
µs,i+gxm − 2µs,i + µs,i+gxm
(∆y)2
+
µs,i+gzm − 2µs,i + µs,i−gzm
(∆z)2
]
−
(
ϕp,i+1 − ϕp,i−1
2∆x
)(
µp,i+1 − µp,i−1
2∆x
)
−
(
ϕp,i+gzm − ϕp,i−gzm
2∆z
)(
µp,i+gzm − µp,i−gzm
2∆z
)
− ϕp
[
µp,i+1 − 2µp,i + µp,i−1
(∆x)2
+
µp,i+gxm − 2µp,i + µp,i+gxm
(∆y)2
+
µp,i+gzm − 2µp,i + µp,i−gzm
(∆z)2
]
At ymax, symmetric boundary conditions in y direction are applied, i.e.∂~u
∂y
= 0.
We used downwind difference to estimate the first derivative of ϕs, ϕp, µs and µp
at ymin. For example, ∂ϕs
∂y
=
ϕs,i−ϕs,i−gxm
∆y
. Once again, we neglect all the second
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derivatives in y direction at the ymin, i.e. ∂
2p
∂y2
= 0 and ∂
2µs
∂y2
= ∂
2µp
∂y2
= 0.
Therefore, the pressure equation as the ymin is reduced to the following:
0 =
[
−∇2p− ρ
∑
i,j
∂~ui
∂Xj
∂~uj
∂Xi
+∇ · ~F
∣∣∣∣∣
ymax
(F.46)
= −
(
∂2p
∂x2
+
∂2p
∂z2
)
−ρ
[(
∂u
∂x
)2
+
(
∂w
∂z
)2
+ 2
(
∂w
∂x
∂u
∂z
)]
−
(
∂ϕs
∂x
∂µs
∂x
+
∂ϕs
∂y
∂µs
∂y
+
∂ϕs
∂z
∂µs
∂z
)
− ϕs
(
∂2µs
∂x2
+
∂2µs
∂z2
)
−
(
∂ϕp
∂x
∂µp
∂x
+
∂ϕp
∂y
∂µp
∂y
+
∂ϕp
∂z
∂µp
∂z
)
− ϕp
(
∂2µp
∂x2
+
∂2µp
∂z2
)
=
[
pi+1 − 2pi + pi−1
(∆x)2
+
pi+gzm − 2pi + pi−gzm
(∆z)2
]
− ρ
(
ui+1 − ui
∆x
)2
− ρ
(
wi+gzm − wi
∆z
)2
− 2ρ
[(
wi+1+wi+1+gzm
2
− wi−1+wi−1+gzm
2
2∆x
)(
ui+gzm+ui+gzm+1
2
− ui−gzm+ui−gzm+1
2
2∆z
)]
−
(
ϕs,i+1 − ϕs,i−1
2∆x
)(
µs,i+1 − µs,i−1
2∆x
)
−
(
ϕs,i − ϕs,i−gxm
∆y
)(
µs,i − µs,i−gxm
∆y
)
−
(
ϕs,i+gzm − ϕs,i−gzm
2∆z
)(
µs,i+gzm − µs,i−gzm
2∆z
)
− ϕs
[
µs,i+1 − 2µs,i + µs,i−1
(∆x)2
+
µs,i+gzm − 2µs,i + µs,i−gzm
(∆z)2
]
−
(
ϕp,i+1 − ϕp,i−1
2∆x
)(
µp,i+1 − µp,i−1
2∆x
)
−
(
ϕp,i − ϕp,i−gxm
∆y
)(
µp,i − µp,i−gxm
∆y
)
−
(
ϕp,i+gzm − ϕp,i−gzm
2∆z
)(
µp,i+gzm − µp,i−gzm
2∆z
)
− ϕp
[
µp,i+1 − 2µp,i + µp,i−1
(∆x)2
+
µp,i+gzm − 2µp,i + µp,i−gzm
(∆z)2
]
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