Random walks associated to beta-shifts by Li, Bing et al.
ar
X
iv
:1
91
0.
13
00
6v
1 
 [m
ath
.D
S]
  2
8 O
ct 
20
19
RANDOM WALKS ASSOCIATED TO BETA-SHIFTS
BING LI, YAO-QIANG LI, AND TUOMAS SAHLSTEN
Abstract. We study the dynamics of a simple random walk on subshifts defined by the
beta transformation and apply it to find concrete formulae for the Hausdorff dimension of
digit frequency sets for β > 1 that solves βm+1 − βm − 1 = 0 generalising the work of Fan
and Zhu. We also give examples of β where this approach fails.
1. Introduction
Let Σ = {0, 1}N be the full shift and let Σ∗ be the set all finite words. Then any closed
shift invariant subset of Σ is called a subshift. For any subshift of Σ we can always write
them as a set ΣW for some subset W ⊂ Σ∗ by removing all the sequences from Σ containing
substrings fromW. The set W is called the collection of all forbidden words. If W is finite,
then ΣW is called a subshift of finite type.
The main example in this paper we consider is the subshift Σβ ⊂ Σ defined by the possible
β-expansions w1w2 . . . to
x =
∞∑
j=1
wjβ
−j
of real numbers x, for β > 1, where the digits wj ∈ {0, 1} are obtained by the natural
filtration of [0, 1] defined by the β-transformation Tβ(x) = βx mod 1 on [0, 1]. For example
in the case β is the Golden ratio, then Σβ = Σ{11} with forbidden word 11. These expansions
were introduced by Rényi [16] in 1957 and they have since been of wide interest throughout
metric number theory and fractal geometry, and in analog-to-digital signal conversions in
the study beta-encoders [19].
The algebraic properties of the number β link deeply to the dynamical properties of the
subshift Σβ , for example, a classical result of Parry [14] says is that Σβ is a subshift of finite
type if and only if β is a simple number, that is, 1 has a finite β-expansion. In this paper
we will study further dynamical characterisations of Σβ from the point of view of random
walks on the finite words Σ∗β associated to Σβ .
Let W be any set of forbidden words of the full shift Σ. Given 0 < p < 1, there is a
natural biased random walk Xn = ω1ω2 . . . ωn on Σ
∗ for random variables ω1, ω2, · · · ∈ {0, 1}
defined as follows. If Xn−1 = w ∈ Σn−1W , where w1 /∈ W, then the probability of ωn = 0 is
p and ωn = 1 by 1 − p respectively. If w1 ∈ W, then the probability of ωn = 0 is 1. The
random walk (Xn) defines a probability distribution µp supported on the subshift ΣW by
setting
µp[w] := P(X|w| = w)
for all w ∈ Σ∗ and cylinder [w]. Then µp[0] = p, µp[1] = 1 − p, and if w1 /∈ W, we have
µp[w0] = pµp[w] and µp[w1] = (1 − p)µp[w]. If w1 ∈ W, we have µp[w0] = µp[w]. Then µp
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defines a natural probability measure νp = πβµp on [0, 1] under the natural projection
π(w) =
∞∑
j=1
wjβ
−j.
In the case of β-shift Σβ, we notice that the measure µp could be considered some what
natural construction of a Bernoulli type measure for Σβ, but in general µp does fail to be,
for example, Tβ invariant under the β transformation Tβ. However, what we see that having
a type of quasi-Bernoulli is closely related to the algebraic properties of β:
Theorem 1.1. Let β > 1 and Σβ the associated subshift. Then the measure µp is quasi-
shift-invariant, that is, the shift action preserve the µp null sets. Moreover, the following
are equivalent
(1) β is simple number, that is, the β-expansion of 1 is finite;
(2) µp is quasi-Bernoulli, that is, there is a constant C > 0 such that
C−1µp[w]µp[v] ≤ µp[wv] ≤ Cµp[w]µp[v]
for all admissible w, v ∈ Σ∗ with wv admissible.
(3) µp is strongly quasi-invariant with respect to the shift.
When the β is simple, by the strong quasi-invariance, there exists a unique ergodic probability
measure on Σβ equivalent to µp.
This could be considered as an analogue of Parry’s characterisation [14] of subshift of
finite type with β being simple, and indeed we will use this as an ingredient of the proof.
This work was initiated from the question to establish concrete formulae for the Hausdorff
dimensions of the sets of real numbers with specified digit frequencies associated to β-
expansions, and for this purpose Theorem 1.1 becomes useful. Here we define the level
sets
Fp :=
{
x ∈ [0, 1) : lim
n→∞
♯{1 ≤ k ≤ n : εk(x, β) = 0}
n
= p
}
,
F p :=
{
x ∈ [0, 1) : lim
n→∞
♯{1 ≤ k ≤ n : εk(x, β) = 0}
n
= p
}
,
F p :=
{
x ∈ [0, 1) : lim
n→∞
♯{1 ≤ k ≤ n : εk(x, β) = 0}
n
= p
}
where ε1(x, β)ε2(x, β) · · · εk(x, β) · · · is the β-expansion of x. A well-known result associated
to the digit frequencies is the result of Fan and Zhu [9], who prove that
dimH Fp =
p log p− (2p− 1) log(2p− 1)− (1− p) log(1− p)
log β
where β =
√
5+1
2
is the golden ratio and 1
2
≤ p ≤ 1.
We employ the random walks on Σ∗β above to extend the work [9] to more general numbers
and obtain the following extension:
Theorem 1.2. For 1 < β < 2 such that ε(1, β) = 10m10∞ with some m ∈ {0, 1, 2, 3, · · · },
the following exact formulas of the Hausdorff dimension of Fp, F p and F p hold:
(1) If 0 ≤ p < m+1
m+2
, then Fp = F p = F p = ∅ and dimH Fp = dimH F p = dimH F p = 0.
(2) If m+1
m+2
≤ p ≤ 1, then dimH Fp = dimH F p = dimH F p
=
(mp−m+ p) log(mp−m+ p)− (mp−m+ 2p− 1) log(mp−m+ 2p− 1)− (1− p) log(1− p)
log β
.
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For calculating the Hausdorff dimension of the level set Fp, there is a variation formula
in [15] says that we only need to calculate the measure-theoretic entropy of Tβ with respect
to the invariant probability Borel measure with maximal entropy taking value p on [0, 1
β
)
(see also [11, Proposition 4.2]). The following two examples show that if we assume that β
has the form assumed in Theorem 1.2, then mp, the Tβ-ergodic invariant probability Borel
measure we study in Section 4, is a measure with maximal entropy:
Example 1.3. Let β ∈ (1, 2) such that ε(1, β) = 10m10∞ with some m ∈ {0, 1, 2, 3, · · · } .
Then for any p ∈ (0, 1), we have
hmp(Tβ) = sup
{
hν(Tβ) : ν is a Tβ-invariant [0, 1) and ν[0,
1
β
) = mp[0,
1
β
)
}
.
However, if we do not assume that β has the form assumed in Theorem 1.2, then there
exists β ∈ (1, 2) such that mp will never be the measure with maximal entropy:
Example 1.4. Let β ∈ (1, 2) such that ε(1, β) = 1110∞. Then for any p ∈ (0, 1), we have
hmp(Tβ) < sup
{
hν(Tβ) : ν is a Tβ-invariant on [0, 1) and ν[0,
1
β
) = mp[0,
1
β
)
}
.
See Section 7 for proofs of these examples. As a future problem it would be interesting to
see how the random walk we use could be used to characterise further arithmetic properties
of β, and also if one can prove similar results for other β transformations like the intermediate
Tβ,α(x) = βx+ α mod 1.
The article is organised as follows. In Section 2 we give some notations and preliminar-
ies about the beta-shifts and their properties. In Section 3 we define the digit frequency
parameters and establish some key properties of them using the structure of the beta-shift.
In Section 4 we prove the dynamical properties of the random walk Xn on Σ
∗
β. In Sections
5 and 6 we prove local dimension bounds for µp and Hausdorff dimension bounds for the
digit frequency sets. Finally, in Section 7 we prove the Examples 1.3 and 1.4.
2. Notation and preliminaries
Throughout this paper, we use N to denote the positive integer set {1, 2, 3, 4, · · · } and
N≥0 to denote the non-negative integer set {0, 1, 2, 3, · · · }.
In this section, we assume β > 1. We will give some basic notations and recall some
necessary preliminary work.
Similar to [4], we consider the β-transformation Tβ : [0, 1]→ [0, 1) given by
Tβ(x) := βx− ⌊βx⌋ for x ∈ [0, 1]
where ⌊βx⌋ denotes the integer part of βx. Let
Aβ :=
{ {0, 1, · · · , β − 1} if β ∈ N
{0, 1, · · · , ⌊β⌋} if β /∈ N
and for any n ∈ N, x ∈ [0, 1], we define
εn(x, β) := ⌊βT n−1β (x)⌋ ∈ Aβ.
Then we can write
x =
∞∑
n=1
εn(x, β)
βn
and call the sequence ε(x, β) := ε1(x, β)ε2(x, β) · · · εn(x, β) · · · the β-expansion of x.
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We use ε1ε2 · · · εn · · · to denote ε(1, β) = ε1(1, β)ε2(1, β) · · ·εn(1, β) · · · for abbreviation
in this paper. We say that ε(1, β) is infinite if there are infinitely many n ∈ N such that
εn 6= 0. Conversely, if there exists M ∈ N such that j > M implies εj = 0, we say that
ε(1, β) is finite and call β a simple beta-number. If additionally εM 6= 0, we say that ε(1, β)
is finite with length M .
The modified β-expansion of 1 is very useful for showing the admissibility of a sequence
(see for example Lemma 2.3). It is defined by
ε∗(1, β) :=
{
ε(1, β) if ε(1, β) is infinite;
(ε1 · · · εM−1(εM − 1))∞ if ε(1, β) is finite with length M.
No matter whether ε(1, β) is finite or not, we denote ε∗(1, β) = ε∗1(1, β)ε
∗
2(1, β) · · ·ε∗n(1, β) · · ·
by ε∗1ε
∗
2 · · · ε∗n · · · for abbreviation.
For a finite word w, we use |w| to denote its length. On the other hand, we write
w|k := w1w2 · · ·wk to be the prefix of w with length k for w ∈ ANβ or w ∈ Anβ where n ≥ k.
Let σ : ANβ → ANβ be the shift
σ(w1w2 · · · ) = w2w3 · · · for w ∈ ANβ .
We define the usual metric d on ANβ by
d(w, v) := β− inf{k≥0:wk+1 6=vk+1} for any w, v ∈ ANβ .
Then σ is continuous.
Definition 2.1 (Admissibility). A sequence w ∈ ANβ is called admissible if there exists
x ∈ [0, 1) such that εi(x, β) = wi for all i ∈ N. We denote the set of all admissible sequences
by Σβ . A word w ∈ Anβ is called admissible if there exists x ∈ [0, 1) such that εi(x, β) = wi
for i = 1, · · · , n. We denote the set of all admissible words with length n by Σnβ and write
Σ∗β :=
∞⋃
n=1
Σnβ.
Remark 2.2. It is not difficult to check w|n ∈ Σnβ and wn+1wn+2 · · · ∈ Σβ for any n ∈ N and
w ∈ Σβ by definition.
Lemma 2.3 (Parry’s criterion [14]). Let w ∈ ANβ . Then w is admissible (that is, w ∈ Σβ)
if and only if
σk(w) ≺ ε∗(1, β) for all k ≥ 0
where ≺ means the lexicographic order smaller in ANβ .
Noting that σβ(Σβ) = Σβ, we use σβ : Σβ → Σβ to denote the restriction of σ on Σβ and
then (Σβ , σβ) is a dynamical system.
The continuous projection map πβ : Σβ → [0, 1) defined by
πβ(w) =
w1
β
+
w2
β2
+ · · ·+ wn
βn
+ · · · for w ∈ Σβ
is bijective with ε(·, β) : [0, 1)→ Σβ as its inverse.
Definition 2.4 (Cylinder). Let w ∈ Σ∗β . We call
[w] := {v ∈ Σβ : vi = wi for all 1 ≤ i ≤ |w|}
the cylinder in Σβ generated by w and
I(w) := πβ([w])
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the cylinder in [0, 1) generated by w. For any x ∈ [0, 1), the cylinder of order n containing
x is denoted by
In(x) := I(ε1(x, β)ε2(x, β) · · · εn(x, β)).
Definition 2.5 (Full words and cylinders). Let w ∈ Σnβ. If T nβ I(w) = [0, 1), we call the
word w and the cylinders [w], I(w) full.
Lemma 2.6 ([1, 8, 13]). Let w1 · · ·wn ∈ Σ∗β with wn 6= 0. Then for any 0 ≤ w′n < wn,
w1 · · ·wn−1w′n is full.
Proposition 2.7 ([12]). Let w ∈ Σnβ. Then the following are equivalent.
(1) The word w is full, i.e., T nβ I(w) = [0, 1).
(2) |I(w)| = β−n.
(3) The sequence ww′ is admissible for any w′ ∈ Σβ.
(4) The word ww′ is admissible for any w′ ∈ Σ∗β.
(5) The word wε∗1 · · · ε∗k is admissible for any k ≥ 1.
(6) σn[w] = Σβ.
Proposition 2.8 ([12]). Let w,w′ ∈ Σ∗β be full and |w| = n ∈ N. Then
(1) the word ww′ is full (see also [1]);
(2) the word σk(w) := wk+1 · · ·wn is full for any 1 ≤ k < n ;
(3) the digit wn < ⌊β⌋ if β /∈ N. In particular, wn = 0 if 1 < β < 2.
Proposition 2.9 ([12]). (1) Any truncation of ε(1, β) is not full (if it is admissible). That
is, ε(1, β)|k is not full for any k ∈ N (if it is admissible).
(2) Let k ∈ N. Then ε∗(1, β)|k is full if and only if ε(1, β) is finite with length M which
exactly divides k, i.e., M |k.
Proposition 2.10 ([12]). Let w ∈ Σnβ. Then w is not full if and only if it ends with a prefix
of ε(1, β). That is, when ε(1, β) is infinite (finite with length M), there exists 1 ≤ s ≤ n (
1 ≤ s ≤ min{M − 1, n} respectively) such that w = w1 · · ·wn−sε1 · · · εs.
For n ∈ N, we use ln(β) to denote the number of 0s following ε∗n(1, β) as in [13], i.e.,
ln(β) := sup{k ≥ 1 : ε∗n+j(1, β) = 0 for all 1 ≤ j ≤ k}
where by convention sup∅ := 0. The set of β > 1 such that the length of the strings of 0s
in ε∗(1, β) is bounded is denoted by
A0 := {β > 1 : {ln(β)}n≥1 is bounded}.
Proposition 2.11 ([13]). Let β > 1. Then β ∈ A0 if and only if there exists a constant
c > 0 such that for all x ∈ [0, 1) and n ≥ 1,
c · 1
βn
≤ |In(x)| ≤ 1
βn
Proposition 2.12 ([1] Covering properties). Let β > 1. For any x ∈ [0, 1) and any positive
integer n, the ball B(x, β−n) intersected with [0, 1) can be covered by at most 4(n+1) cylinders
of order n.
Definition 2.13 (Absolute continuity and equivalence). Let µ and ν be measures on a
measurable space (X,F). We say that µ is absolutely continuous with respect to ν and
denote it by µ ≪ ν if ν(A) = 0 implies µ(A) = 0 for any A ∈ F . Moreover, if µ ≪ ν and
ν ≪ µ we say that µ and ν are equivalent and denote it by µ ∼ ν.
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By the structure of cylinders, the following lemma follows from a similar proof of Lemma
1. (i) in [17].
Lemma 2.14. Any cylinder (in Σβ or [0, 1)) can be written as a countable disjoint union
of full cylinders.
In order to extend some properties from a small family to a larger one in some proofs in
Section 4, we recall the following two well-known theorems as basic knowledge of measure
theory. For more details, see for examples [2] and [3].
Theorem 2.15 (Monotone class theorem). Let A be an algebra and M(A) be the smallest
monotone class containing A. Then M(A) is precisely the σ-algebra generated by A, i.e.,
σ(A) = M(A).
Theorem 2.16 (Dynkin’s π-λ theorem). Let C be a π-system and G be a λ-system with
C ⊂ G. Then the σ-algebra generated by C is contained in G, i.e., σ(C) ⊂ G.
The following approximation lemma follows from Theorem 0.1 and Theorem 0.7 in [18].
Lemma 2.17. Let (X,B, µ) be a probability space, C be a semi-algebra which generates the
σ-algebra B and A be the algebra generated by C. Then
(1) A = CΣf := {
⋃n
i=1Ci : C1, · · · , Cn ∈ C are disjoint, n ∈ N};
(2) for each ε > 0 and each B ∈ B, there is some A ∈ A with µ(A△B) < ε.
3. Digit frequency parameters
Let 1 < β ≤ 2. Write
N0(w) := {k ≥ 0 : wk+1 = 0 and w1w2 . . . wk1 is admissible} for any w ∈ Σβ,
N0(w) := {0 ≤ k < |w| : wk+1 = 0 and w1w2 . . . wk1 is admissible} for any w ∈ Σ∗β ,
N1(w) := {k ≥ 1 : wk = 1} for any w ∈ Σβ,
N1(w) := {1 ≤ k ≤ |w| : wk = 1} for any w ∈ Σ∗β
and let
N0(w) := ♯N0(w), N1(w) := ♯N1(w) for any w ∈ Σ∗β or Σβ,
N0(x, n) := N0(ε(x, β)|n), N1(x, n) := N1(ε(x, β)|n) for any x ∈ [0, 1)
where ♯N means the cardinality of the set N .
Remark 3.1. Noting that N1(w) is just the number of the digit 1 appearing in w, it is
immediate from the definition that if w,w′ ∈ Σ∗β such that ww′ ∈ Σ∗β , then
N1(ww
′) = N1(w) +N1(w′).
Denote the first position where w and ε∗(1, β) are different by
m(w) := min{k ≥ 1 : wk < ε∗k} for w ∈ Σβ
and m(w) := m(w0∞) for w ∈ Σ∗β .
For any w ∈ Σβ, combing the facts w ≺ ε∗(1, β), ε∗(1, β)|n ∈ Σ∗β , ∀n ∈ N and Lemma 2.6,
we know that there exists k ∈ N such that w|k is full. Therefore we can write
τ(w) := min{k ≥ 1 : w|k is full} for any w ∈ Σβ,
and τ(w) := τ(w0∞) for any w ∈ Σ∗β.
For any w ∈ Σ∗β , regarding w|0 as the empty word which is full, we write
τ ′(w) := max{0 ≤ k ≤ |w| : w|k is full}.
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Lemma 3.2. Let β > 1. For any w ∈ Σβ ∪ Σ∗β, we have
τ(w) =
{
m(w) if ε(1, β) is infinite;
min{m(w),M} if ε(1, β) is finite with length M.
Proof. For any w ∈ Σβ ∪ Σ∗β. Let k = m(w). Then w|k = ε∗1 · · · ε∗k−1wk and wk < ε∗k. (When
w ∈ Σ∗β and k > |w|, we regard w|k = w1 · · ·wk as w1 · · ·w|w|0k−|w|). By ε∗1 · · · ε∗k−1ε∗k ∈ Σ∗β
and Lemma 2.6, w|k is full.
(1) When ε(1, β) is infinite, for any 1 ≤ i ≤ k− 1, we have w|i = ε∗(1, β)|i = ε(1, β)|i which
is not full by Proposition 2.9. Therefore τ(w) = k = m(w).
(2) when ε(1, β) = ε1 · · · εM0∞ with εM 6= 0:
1© If k ≤ M , then for any 1 ≤ i ≤ k − 1 < M , we have w|i = ε∗(1, β)|i which is not full by
Proposition 2.9. Therefore τ(w) = k = m(w).
2© If k > M , then w|M = ε∗(1, β)|M is full by Proposition 2.9. For any 1 ≤ i ≤ M − 1, we
have w|i = ε∗(1, β)|i which is not full by Proposition 2.9. Therefore τ(w) = M . 
Lemma 3.3. Let β > 1 and w ∈ Σβ. Then
(1) there exists a strictly increasing sequence (nj)j≥1 such that w|nj is full for any j ∈ N;
(2) N0(w) = +∞ if 1 < β ≤ 2.
Proof.
(1) Let k1 := m(w), n1 := k1, kj := m(σ
nj−1w) and nj := nj−1 + kj for any j ≥ 2. Then
nj is strictly increasing. By ε
∗
1 · · · ε∗k1−1ε∗k1 ∈ Σ∗β, wn1 < ε∗k1 and Lemma 2.6, we know that
w1 · · ·wn1−1wn1 = ε∗1 · · · ε∗k1−1wn1 is full. Similarly for any j ≥ 2, by ε∗1 · · · ε∗kj−1ε∗kj ∈ Σ∗β,
wnj < ε
∗
kj
and Lemma 2.6, we know that wnj−1+1 · · ·wnj−1wnj = ε∗1 · · · ε∗kj−1wnj is full.
Therefore, by Proposition 2.8 (1), w|nj is full for any j ∈ N.
(2) Noting that 1 < β ≤ 2, by wnj < ε∗kj , we get wnj = 0, ε∗kj = 1 for any j ∈ N. Thus
w1 · · ·wnj−11 = ε∗1 · · · ε∗k1−1wn1 · · · · · · ε∗1 · · · ε∗kj−1−1wnj−1ε∗1 · · · ε∗kj−1ε∗kj ∈ Σ∗β
for any j ∈ N by Proposition 2.8 (1) and Proposition 2.7 (5). Therefore N0(w) = +∞. 
Lemma 3.4. Let 1 < β ≤ 2, w,w′ ∈ Σ∗β with ww′ ∈ Σ∗β. Then
(1) N0(w) ≤ N0(ww′) ≤ N0(w) +N0(w′);
(2) when w is full, we have N0(ww
′) = N0(w) +N0(w′);
(3) when ε(1, β) = ε1 · · · εM0∞ with εM 6= 0, we have N0(ww′) ≥ N0(w) +N0(w′)−M .
Proof. Let a = |w|, b = |w′| and then ww′ = w1 · · ·waw′1 · · ·w′b.
(1) 1© N0(w) ≤ N0(ww′) follows from N0(w) ⊂ N0(ww′).
2© Prove N0(ww′) ≤ N0(w) +N0(w′).
i) We prove N0(ww′) ⊂ N0(w) ∪ (N0(w′) + a) first. Let k ∈ N0(ww′).
If 0 ≤ k < a, then wk+1 = 0 and w1 · · ·wk1 ∈ Σ∗β . We get k ∈ N0(w).
If a ≤ k < a + b, then w′k−a+1 = 0 and w1 · · ·waw′1 · · ·w′k−a1 ∈ Σ∗β. It follows from
w′1 · · ·w′k−a1 ∈ Σ∗β that k − a ∈ N0(w′) and k ∈ N0(w′) + a.
ii) Combining N0(w) ∩ (N0(w′) + a) = ∅, ♯(N0(w′) + a) = ♯N0(w′) and i), we get
N0(ww
′) ≤ N0(w) +N0(w′).
(2) We need to prove N0(ww
′) ≥ N0(w)+N0(w′). By ♯N0(w′) = ♯(N0(w′)+a), it suffices to
prove N0(ww′) ⊃ N0(w) ∪ (N0(w′) + a). For each k ∈ N0(w), obviously k ∈ N0(ww′). On
the other hand, if k ∈ (N0(w′)+a), then k−a ∈ N0(w′), w′k−a+1 = 0 and w′1 · · ·w′k−a1 ∈ Σ∗β.
Since w is full, by Proposition 2.7, we get ww′1 · · ·w′k−a1 ∈ Σ∗β and then k ∈ N0(ww′).
(3) 1© Firstly, we divide ww′ into three segments.
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i) Let k0 := τ
′(w), then 0 ≤ k0 ≤ a. If k0 = a, w is full. Then the conclusion follows
from (2) immediately. Therefore we assumes 0 ≤ k0 < a in the following proof. Let
u(1) := w1 · · ·wk0 be full and |u(1)| = k0. (When k0 = 0, we regard u(1) as the empty
word and N0(u
(1)) := 0.)
ii) Consider wk0+1 · · ·waw′1 · · ·w′b ∈ Σ∗β (the admissibility follows from ww′ ∈ Σ∗β).
Let k1 := τ(wk0+1 · · ·waw′1 · · ·w′b) ≥ 1. By the definition of k0 = τ ′(w) and Propo-
sition 2.8, we get k1 > a − k0. In the following, we assume k1 ≤ a − k0 + b
first. The case k1 > a − k0 + b will be considered at the end of the proof. Let
u(2) := wk0+1 · · ·waw′1 · · ·w′k0+k1−a, then |u(2)| = k1.
iii) Let u(3) := w′k0+k1−a+1 · · ·w′b. (When k0 + k1 − a = b, we regard u(3) as the empty
word and N0(u
(3)) := 0.)
Up to now, we write ww′ = u(1)u(2)u(3).
w1 · · ·wk0︸ ︷︷ ︸
|u(1)|=k0
wk0+1 · · ·waw′1 · · ·w′k0+k1−a︸ ︷︷ ︸
|u(2)|=k1
w′k0+k1−a+1 · · ·w′b︸ ︷︷ ︸
|u(3)|
2© Estimate N0(ww′), N0(w) and N0(w′).
i) N0(ww
′) = N0(u(1)u(2)u(3))
u(1) full
======
by (2)
N0(u
(1))+N0(u
(2)u(3))
u(2) full
======
by (2)
N0(u
(1))+N0(u
(2))+
N0(u
(3)).
ii) N0(w)
u(1) full
======
by (2)
N0(u
(1)) +N0(wk0+1 · · ·wa)
by (1)
≤ N0(u(1)) +N0(u(2)).
iii) N0(w
′)
by (1)
≤ N0(w′1 · · ·w′k0+k1−a)+N0(u(3)) ≤M +N0(u(3)) where the last inequality
follows from
N0(w
′
1 · · ·w′k0+k1−a) ≤ k0 + k1 − a ≤ k1 = τ(wk0+1 · · ·waw′1 · · ·w′b)
by Lemma 3.2
≤ M
Combining i), ii) and iii), we get N0(ww
′) ≥ N0(w) +N0(w′)−M .
To end the proof, it suffices to consider the case k1 > a − k0 + b below. We define u(1)
as before and define u(2) := wk0+1 · · ·waw′1 · · ·w′b which is not full. Then |u(2)| = a− k0 + b.
We do not define u(3).
1© Prove N0(u(2)) = 0.
By contradiction, we suppose N0(u
(2)) 6= 0, then there exists k ∈ N0(u(2)), 0 ≤ k < a−k0+b
such that u
(2)
k+1 = 0 and u
(2)
1 · · ·u(2)k 1 ∈ Σ∗β . By Lemma 2.6, u(2)1 · · ·u(2)k+1 is full which contra-
dict τ(u(2)) = k1 > a− k0 + b.
2© Estimate N0(ww′), N0(w) and N0(w′).
i) N0(ww
′) = N0(u(1)u(2))
u(1) full
======
by (2)
N0(u
(1)) +N0(u
(2))
by 1©
===== N0(u
(1)).
ii) N0(w)
u(1) full
======
by (2)
N0(u
(1))+N0(wk0+1 · · ·wa) = N0(u(1)) where the last equality follows
from N0(wk0+1 · · ·wa) ≤ N0(u(2)) = 0.
iii) N0(w
′) ≤ b ≤ |u(2)| = a− k0 + b < k1 = τ(u(2))
by Lemma 3.2
≤ M .
Combining i), ii) and iii), we get N0(ww
′) ≥ N0(w) +N0(w′)−M . 
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4. Dynamical properties of the random walk on Σ∗β
Recall that the random walk (Xn) in Σ
∗
β defines a probability distribution µp supported
on the subshift Σβ by setting
µp[w] := P(X|w| = w)
for all w ∈ Σ∗ and cylinder [w], which then satisfies
µp[0] = p, µp[1] = 1− p,
and if w1 /∈ W, we have
µp[w0] = pµp[w] and µp[w1] = (1− p)µp[w].
If w1 ∈ W, we have
µp[w0] = µp[w].
Then µp defines a natural probability measure νp = πβµp on [0, 1] under the natural projec-
tion
π(w) =
∞∑
j=1
wjβ
−j.
Remark 4.1. (1) By the definition of µp and νp, we have
νp(I(w)) = µp[w] = p
N0(w)(1− p)N1(w) for any w ∈ Σ∗β;
νp(I(w|n)) = µp[w|n] = pN0(w|n)(1− p)N1(w|n) for any w ∈ Σβ, n ∈ N;
νp(In(x)) = µp[ε(x, β)|n] = pN0(x,n)(1− p)N1(x,n) for any x ∈ [0, 1), n ∈ N.
(2) For any w ∈ Σβ, as n → +∞, by Lemma 3.3 (2) we get N0(w|n) → +∞ and then
µp[w|n]→ 0.
Proposition 4.2. The measures µp, σ
k
βµp, νp and T
k
β νp have no atoms. That is, µp({w}) =
σkβµp({w}) = νp({x}) = T kβ νp({x}) = 0 for any single point w ∈ Σβ, x ∈ [0, 1) and k ∈ N.
Proof. It follows immediately from µp[w|n]→ 0, ♯σ−kβ {w} ≤ 2k, ♯π−1β {x} = 1 and ♯T−kβ {x} ≤
2k for any w ∈ Σβ and x ∈ [0, 1). 
Definition 4.3 (Invariance and ergodicity). Let (X,F , µ, T ) be a measure-preserving dy-
namical system, that is, (X,F , µ) is a probability space and µ is T -invariant, i.e., Tµ = µ.
We say that the probability measure µ is ergodic with respect to T if for every A ∈ F
satisfying T−1A = A (such a set is called T -invariant), we have µ(A) = 0 or 1. We also say
that (X,F , µ, T ) is ergodic.
Note that µp is not σβ-invariant and νp is not Tβ-invariant. For example, if β =
1+
√
5
2
is
the golden ratio, then we have
Σ∗β = {w ∈
∞⋃
n=1
{0, 1}n : 11 does not appear in w}.
Hence
µp[1] = 1− p, but µp(σ−1β [1]) = µp[01] = p(1− p).
Correspondingly,
νp[
1
β
, 1) = 1− p, but νp(T−1β [
1
β
, 1)) = p(1− p).
We recall the notion of quasi-invariance.
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Definition 4.4 (Quasi-invariance). Let (X,F , µ) be a measure space and T be a measurable
transformation on it. Then
(1) µ is quasi-invariant with respect to the transformation T if µ and its image measure
Tµ are mutually absolutely continuous (i.e. equivalent), that is,
µ≪ Tµ≪ µ (i.e. Tµ ∼ µ);
(2) µ is strongly quasi-invariant with respect to the transformation T if there exists a
constant C > 0 such that
C−1µ(A) ≤ T kµ(A) ≤ Cµ(A)
for any k ∈ N and A ∈ F . We also say µ is C-strongly quasi-invariant if we know
such a C.
Definition 4.5 (Quasi-Bernoulli). A measure µ on (Σβ,B(Σβ)) is called quasi-Bernoulli if
there exists a constant C > 0 such that
C−1µ[w]µ[w′] ≤ µ[ww′] ≤ Cµ[w]µ[w′]
for every pair w,w′ ∈ Σ∗β satisfying ww′ ∈ Σ∗β .
Theorem 4.6. Let 1 < β ≤ 2 and 0 < p < 1. Then
(1) µp is quasi-invariant with respect to σβ;
(2) ε(1, β) is finite if and only if µp is quasi-Bernoulli;
(3) ε(1, β) is finite if and only if µp is strongly quasi-invariant with respect to σβ.
The proof of this is based on the following lemma.
Lemma 4.7. Let 1 < β ≤ 2, 0 < p < 1 and w,w′ ∈ Σ∗β with ww′ ∈ Σ∗β. Then
(1)
µp[w] ≥ µp[ww′] ≥ µp[w]µp[w′];
(2) when w is full, we have
µp[ww
′] = µp[w]µp[w
′];
(3) if additionally ε(1, β) = ε1 · · · εM0∞ with εM 6= 0, then
µp[ww
′] ≤ p−Mµp[w]µp[w′].
In particular, µp is quasi-Bernoulli.
Proof. It follows from Remark 4.1, Lemma 3.4 and N1(ww
′) = N1(w) + N1(w′) for any
ww′ ∈ Σ∗β . 
Proof of Theorem 4.6.
(1) 1© Prove µp ≪ σβµp.
Let A ∈ B(Σβ) with σβµp(A) = 0. It suffices to prove µp(A) = 0. For any ε > 0, by
µp(σ
−1
β A) = inf{
∑
n
µp[w
(n)] : w(n) ∈ Σ∗β, σ−1β A ⊂
⋃
n
[w(n)]} = 0,
there exists {w(n)} ⊂ Σ∗β such that
σ−1β A ⊂
⋃
n
[w(n)] and
∑
n
µp[w
(n)] < ε.
RANDOM WALKS ASSOCIATED TO BETA-SHIFTS 11
Since ε can be small enough such that µp[0] = p and µp[1] = 1 − p > ε, we can assume
an := |w(n)| ≥ 2 for any n without loss of generality. By the fact that σβ is surjective, we
get
A = σβ(σ
−1
β A) ⊂ σβ(
⋃
n
[w(n)]) ⊂
⋃
n
σβ[w
(n)] =
⋃
n
σβ [w
(n)
1 w
(n)
2 · · ·w(n)an ] ⊂
⋃
n
[w
(n)
2 · · ·w(n)an ].
Therefore
µp(A) ≤
∑
n
µp[w
(n)
2 · · ·w(n)an ]
≤ 1
min{p, 1− p}
∑
n
µp[w
(n)
1 ]µp[w
(n)
2 · · ·w(n)an ]
≤ 1
min{p, 1− p}
∑
n
µp[w
(n)]
<
ε
min{p, 1− p}
for any ε > 0.
2© Prove σβµp ≪ µp.
Let B ∈ B(Σβ) with µp(B) = 0. It suffices to prove σβµp(B) = 0. For any m ∈ N≥2, we
define Bm := B \ [ε∗2 · · · ε∗m].
i) Prove that σβµp(Bm) increase to σβµp(B).
a© If ε(1, β) is finite, then ε∗2ε∗3ε∗4 · · · /∈ Σβ, [ε∗2 · · · ε∗m] decrease to ∅, Bm increase to
B and σβµp(Bm) increase to σβµp(B).
b© If ε(1, β) is infinite, then ε∗2ε∗3ε∗4 · · · = ε2ε3ε4 · · · = ε(Tβ1, β) ∈ Σβ , [ε∗2 · · · ε∗m]
decrease to {ε∗2ε∗3ε∗4 · · · } (a single point set), Bm increase to (B \ {ε∗2ε∗3ε∗4 · · · }) and
σβµp(Bm) increase to σβµp(B\{ε∗2ε∗3ε∗4 · · · }). Since σβµp has no atom (by Proposition
4.2), we get σβµp(Bm) increase to σβµp(B).
ii) In order to get σβµp(B) = 0, by i) it suffices to prove that for any m ∈ N≥2,
σβµp(Bm) = 0.
Fix m ∈ N≥2. By µp(Bm) ≤ µp(B) = 0, we get
inf
{∑
n
µp[w
(n)] : w(n) ∈ Σ∗β , Bm ⊂
⋃
n
[w(n)]
}
= 0.
For any ε > 0, there exists {w(n)}n∈N ′ ⊂ Σ∗β with
Bm ⊂
⋃
n∈N ′
[w(n)] such that
∑
n∈N ′
µp[w
(n)] < ε
where N ′ is an index set with cardinality at most countable. Since ε can be small
enough such that
δm := min{µp[w] : w ∈ Σ∗β, |w| ≤ m− 1} > ε,
we can assume an := |w(n)| ≥ m for all n ∈ N ′. Let
N := {n ∈ N ′ : w(n)|m−1 6= ε∗2 · · · ε∗m} ⊂ N ′.
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By the fact that for any n ∈ N , [w(n)] ∩ [ε∗2 · · · ε∗m] = ∅ and for any n ∈ N ′ \ N ,
[w(n)] ⊂ [ε∗2 · · · ε∗m], we get
Bm = Bm \ [ε∗2 · · · ε∗m] ⊂
⋃
n∈N ′
(
[w(n)] \ [ε∗2 · · · ε∗m]
)
=
( ⋃
n∈N
(
[w(n)] \ [ε∗2 · · · ε∗m]
))⋃( ⋃
n∈N ′\N
(
[w(n)] \ [ε∗2 · · · ε∗m]
))
=
⋃
n∈N
[w(n)]
and then σ−1β Bm ⊂
⋃
n∈N σ
−1
β [w
(n)]. Let
N0 := {n ∈ N : 1w(n) /∈ Σ∗β} and N1 := {n ∈ N : 1w(n) ∈ Σ∗β}.
Then for any n ∈ N0, σ−1β [w(n)] = [0w(n)] and for any n ∈ N1, σ−1β [w(n)] = [0w(n)] ∪
[1w(n)]. Thus
σ−1β Bm ⊂
( ⋃
n∈N
[0w(n)]
)⋃( ⋃
n∈N1
[1w(n)]
)
and
µp(σ
−1
β Bm) ≤
∑
n∈N
µp[0w
(n)] +
∑
n∈N1
µp[1w
(n)] =: J1 + J2
where by Lemma 4.7 (2),
J1 =
∑
n∈N
pµp[w
(n)] ≤ p
∑
n∈N ′
µp[w
(n)] < pε.
Now we estimate the upper bounded of T2.
For each n ∈ N1 ⊂ N , by 1w(n)1 · · ·w(n)m−1 6= ε∗1ε∗2 · · · ε∗m, there exists 1 ≤ kn ≤ m − 1
such that 1 = ε∗1, w
(n)
1 = ε
∗
2, · · ·w(n)kn−1 = ε∗kn and w
(n)
kn
< ε∗kn+1. Since ε
∗
1 · · · ε∗knε∗kn+1 ∈
Σ∗β, by Lemma 2.6 and Proposition 2.8 (2), we know that both 1w
(n)
1 · · ·w(n)kn and
w
(n)
1 · · ·w(n)kn are full. It follows from Lemma 4.7 (2) that
µp[1w
(n)] = µp[1w
(n)
1 · · ·w(n)kn ]µp[w
(n)
kn+1
· · ·w(n)an ]
and
µp[w
(n)] = µp[w
(n)
1 · · ·w(n)kn ]µp[w(n)kn+1 · · ·w(n)an ].
Let
Cm := max
{µp[1w]
µp[w]
: w ∈ Σ∗β with 1w ∈ Σ∗β and 1 ≤ |w| ≤ m− 1
}
<∞.
By kn ≤ m− 1, we get µp[1w(n)] ≤ Cmµp[w(n)] for any n ∈ N1. This implies
J2 =
∑
n∈N1
µp[1w
(n)] ≤ Cm
∑
n∈N1
µp[w
(n)] ≤ Cm
∑
n∈N ′
µp[w
(n)] < Cmε.
Therefore µp(σ
−1
β Bm) < (p+Cm)ε for any 0 < ε < δm. We conclude that σβµp(Bm) =
0.
(2) ⇒ follows from Lemma 4.7.
⇐ (By contradiction) Assume that ε(1, β) = ε1ε2ε3 · · · is infinite. By ε2ε3 · · · = ε(Tβ1, β) ∈
Σβ and Lemma 3.3 (2), we get N0(ε2ε3 · · · ) = +∞. Then for any N ∈ N, there exists n ∈ N
such that N0(ε2ε3 · · · εn) ≥ N . Let w := ε1 = 1 and w′ := ε2ε3 · · · εn. Then ww′ = ε1 · · · εn
and obviously
N0(ww
′) = 0 = 0 +N −N ≤ N0(w) +N0(w′)−N.
RANDOM WALKS ASSOCIATED TO BETA-SHIFTS 13
By Remark 4.1 (1) and N1(ww
′) = N1(w) +N1(w′), we get
µp[ww
′] ≥ p−Nµp[w]µp[w′].
Since for any N ∈ N, there exists w,w′ which satisfy the above inequality and p−N can be
arbitrary large, we know that µp is not quasi-Bernoulli.
(3) ⇐ (By contradiction) Assume that ε(1, β) = ε1ε2ε3 · · · is infinite. By ε2ε3 · · · =
ε(Tβ1, β) ∈ Σβ and Lemma 3.3 (2), we get N0(ε2ε3 · · · ) = +∞. Then for any N ∈ N, there
exists n ∈ N such that N0(ε2ε3 · · · εn) ≥ N . Let w := ε2 · · · εn. Then
σβµp[w] = µp[0w] + µp[1w] ≥ µp[ε1ε2 · · · εn] = pN0(ε1···εn)(1− p)N1(ε1···εn) = (1− p)N1(ε1···εn)
and
µp[w] = p
N0(w)(1− p)N1(w) ≤ pN (1− p)N1(ε1···εn).
Thus
σβµp[w] ≥ (1− p)p−Nµp[w].
Since for any N ∈ N, there exists w which satisfy the above inequality and (1− p)p−N can
be arbitrary large, we know that µp is not strongly quasi-invariant.
⇒ Let ε(1, β) = ε1 · · · εM0∞ with εM 6= 0 and c = p−M > 0.
1© Prove c−1µp[w] ≤ σkβµp[w] ≤ cµp[w] for all k ∈ N and w ∈ Σ∗β .
Notice that
σ−kβ [w] =
⋃
u1···ukw∈Σ∗β
[u1 · · ·ukw]
is a disjoint union.
i) Estimate the upper bound of σkβµp[w]:
µpσ
−k
β [w] =
∑
u1···ukw∈Σ∗β
µp[u1 · · ·ukw]
a©
≤
∑
u1···ukw∈Σ∗β
p−Mµp[u1 · · ·uk]µp[w]
≤ p−M
∑
u1···uk∈Σ∗β
µp[u1 · · ·uk]µp[w]
= p−Mµp[w].
where a© follows from Lemma 4.7.
ii) Estimate the lower bound of σkβµp[w]:
µpσ
−k
β [w] =
∑
u1···ukwΣ∗β
µp[u1 · · ·ukw] ≥
∑
u1···uk−M0MΣ∗β
µp[u1 · · ·k−M 0Mw].
(Without loss of generality, we assume k ≥M . Otherwise, we consider 0kw instead of
u1 · · ·uk−M0Mw). By Proposition 2.10, u1 · · ·uk−m0M is full for any u1 · · ·uk−m ∈ Σ∗β.
Then by Proposition 2.7 (4), we get
u1 · · ·uk−M0Mw ∈ Σ∗β ⇐⇒ u1 · · ·uk−M ∈ Σ∗β .
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Therefore
µpσ
−k
β [w] ≥
∑
u1···uk−M∈Σ∗β
µp[u1 · · ·uk−M0Mw]
b©
=
∑
u1···uk−M∈Σ∗β
µp[u1 · · ·uk−M0M ]µp[w]
c©
≥
∑
u1···uk−M∈Σ∗β
µp[u1 · · ·uk−M ]pMµp[w]
= pMµp[w]
where b© and c© follow from Lemma 4.7 (2) and (1) respectively.
2© Prove c−1µp(B) ≤ σkβµp(B) ≤ cµp(B) for all k ∈ N and B ∈ B(Σβ).
Let C := {[w] : w ∈ Σ∗β} ∪ {∅}, CΣf := {
⋃n
i=1Ci : C1, · · · , Cn ∈ C are disjoint, n ∈ N} and
G := {B ∈ B(Σβ) : c−1µp(B) ≤ σkβµp(B) ≤ cµp(B) for all k ∈ N}.
Then C is a semi-algebra, CΣf is the algebra generated by C (by Theorem 2.17 (1)) and G is
a monotone class. Since in 1© we have already C ⊂ G, it is obvious that CΣf ⊂ G ⊂ B(Σβ).
By Monotone Class Theorem (Theorem 2.15), we get G = B(Σβ). 
By Theorem 4.6, we get the following.
Corollary 4.8. Let 1 < β ≤ 2 and 0 < p < 1. Then
(1) νp is quasi-invariant with respect to Tβ;
(2) ε(1, β) is finite if and only if νp is strongly quasi-invariant with respect to Tβ.
Theorem 4.9. Let 1 < β ≤ 2 and 0 < p < 1. If ε(1, β) is finite, then there exists a unique
Tβ-ergodic probability measure mp on ([0, 1),B[0, 1)) equivalent to νp, where mp is defined
by
mp(B) := lim
n→∞
1
n
n−1∑
k=0
T kβ νp(B) for B ∈ B[0, 1).
The proof of this is based on the following lemmas.
Lemma 4.10 ([5]). Let (X,B, µ) be a probability space and T be a measurable transformation
on X satisfying µ(T−1E) = 0 whenever E ∈ B with µ(E) = 0. If there exists a constant M
such that for any E ∈ B and any n ≥ 1,
1
n
n−1∑
k=0
µ(T−kE) ≤ Mµ(E),
then for any real integrable function f on X, the limit
lim
n→∞
1
n
n−1∑
k=0
f(T kx)
exists for µ-almost every x ∈ X.
Lemma 4.11. Let 1 < β ≤ 2 and 0 < p < 1.
(1) If B ∈ B(Σβ) with σ−1β B = B, then µp(B) = 0 or 1.
(2) If B ∈ B[0, 1) with T−1β B = B, then νp(B) = 0 or 1.
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Proof.
(1) Let F := {w ∈ Σ∗β : w is full}.
1© Let w ∈ F with |w| = n. We prove µp([w]∩σ−nβ A) = µp[w]µp(A) for any A ∈ B(Σβ)
as below.
Since w is full and [ww′] = [w] ∩ σ−nβ [w′] for any w′ ∈ Σ∗β, we get
µp([w] ∩ σ−nβ [w′]) = µp[ww′]
by Lemma 4.7 (2)
============ µp[w]µp[w
′].
Let C := {[w′] : w′ ∈ Σ∗β} ∪ {∅} and G := {A ∈ B(Σβ) : µp([w] ∩ σ−nβ A) =
µp[w]µp(A)}. Then we have already got C ⊂ G ⊂ B(Σβ). Since C is a π-system,
G is a λ-system and C generates B(Σβ), by Dynkin’s π-λ Theorem 2.16, we get
G = B(Σβ).
2© We use Bc to denote the complement of B in Σβ. For any δ > 0, by Lemma 2.17 and
Lemma 2.14, there exists a countable disjoint union of full cylinders Eδ =
⋃
i[w
(i)]
with {w(i)} ⊂ F such that µp(Bc△Eδ) < δ.
3© Let B ∈ B(Σβ) with σ−1β B = B. Then B = σ−nβ B and by 1© we get
µp(B ∩ [w]) = µp(σ−nβ B ∩ [w]) = µp(B)µp[w]
for any w ∈ F . Thus
µp(B ∩ Eδ) = µp(B ∩
⋃
i
[w(i)]) =
∑
i
µp(B ∩ [w(i)]) =
∑
i
µp(B)µp[w
(i)] = µp(B)µp(Eδ).
Let a = µp((B ∪ Eδ)c), b = µp(B ∩ Eδ), c = µp(B \Eδ) and d = µp(Eδ \B). Then
b = (b+ c)(b+ d), a + b < δ (by 2©) and a+ b+ c+ d = 1.
By
(b+ c)(a + d− δ) ≤ (b+ c)(b+ d) = b < δ,
we get
(b+ c)(a+ d) < (1 + b+ c)δ ≤ 2δ
which implies µp(B)µp(B
c) ≤ 2δ for any δ > 0. Therefore µp(B) = 0 or µp(Bc) = 0.
(2) follows from (1). In fact, let B ∈ B[0, 1) with T−1β B = B. By σ−1β π−1β B = π−1β T−1β B =
π−1β B ∈ B(Σβ) and (1), we get µp(π−1β B) = 0 or 1, i.e., νp(B) = 0 or 1. 
Proof of Theorem 4.9.
(1) For any n ∈ N and B ∈ B[0, 1), define
mnp (B) :=
1
n
n−1∑
k=0
νp(T
−k
β B).
Then mnp is a probability measure on ([0, 1),B[0, 1)). By Corollary 4.8, there exists c > 0
such that
c−1νp(B) ≤ mnp (B) ≤ cνp(B) for any B ∈ B[0, 1) and n ∈ N. (4.1)
(2) For any B ∈ B[0, 1), prove that limn→∞mnp (B) exists. In fact,
lim
n→∞
mnp (B) = lim
n→∞
1
n
n−1∑
k=0
ˆ
1T−kβ B
dνp = lim
n→∞
ˆ
1
n
n−1∑
k=0
1B(T
k
βx)dνp(x)
=
ˆ
lim
n→∞
1
n
n−1∑
k=0
1B(T
k
βx)dνp(x).
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The last equality follows from Dominate Convergence Theorem where the νp-a.e. existence
of lim
n→∞
1
n
n−1∑
k=0
1B(T
k
βx) follows from Lemma 4.10, the strongly quasi-invariance of νp and (1).
(3) For any B ∈ B[0, 1), define mp(B) := limn→∞mnp (B). Then mp is a probability measure
on ([0, 1),B[0, 1)).
(4) mp ∼ νp on B[0, 1) follows from (4.1) and the definition of mp.
(5) Prove that mp is Tβ-invariant.
For any B ∈ B[0, 1) and n ∈ N, we have
mnp (T
−1
β B) =
1
n
n∑
k=1
νp(T
−k
β B) =
n+ 1
n
mn+1p (B)−
νp(B)
n
.
As n→∞, we get mp(T−1β B) = mp(B).
(6) Prove that ([0, 1),B[0, 1), mp, Tβ) is ergodic.
Let B ∈ B[0, 1) such that T−1β B = B. Then by Lemma 4.11 (2), we get νp(B) = 0 or
νp(B
c) = 0 which implies mp(B) = 0 or mp(B
c) = 0 since mp ∼ νp. Noting that mp is
Tβ-invariant, we know that mp is ergodic with respect to Tβ .
(7) Prove that such mp is unique on B[0, 1).
Let m′p be a Tβ-ergodic probability measure on ([0, 1),B[0, 1)) equivalent to νp. Then for
any B ∈ B[0, 1), by the Birkhoff Ergodic Theorem, we get
mp(B) =
ˆ
1Bdmp = lim
n→∞
1
n
n−1∑
k=0
1B(T
k
β x) for mp-a.e. x ∈ [0, 1)
and
m′p(B) =
ˆ
1Bdm
′
p = lim
n→∞
1
n
n−1∑
k=0
1B(T
k
βx) for m
′
p-a.e. x ∈ [0, 1).
Since mp ∼ νp ∼ m′p, there exists x ∈ [0, 1) such that mp(B) = limn→∞ 1n
∑n−1
k=0 1B(T
k
βx) =
m′p(B). 
5. Modified lower local dimension related to β-expansions
Let ν be a finite measure on Rn. The lower local dimension of ν at x ∈ Rn is defined by
dimlocν(x) := lim
r→0
log ν(B(x, r))
log r
,
where B(x, r) is the closed ball centered on x with radius r. Theoretically, we can use the
lower local dimension to estimate the upper and lower bounds of the Hausdorff dimension
(see [6] for definition) by the following proposition.
Proposition 5.1 ([7] Proposition 2.3). Let s ≥ 0, E ⊂ Rn be a Borel set and ν be a finite
Borel measure on Rn.
(1) If dimlocν(x) ≤ s for all x ∈ E then dimH E ≤ s.
(2) If dimlocν(x) ≥ s for all x ∈ E and ν(E) > 0 then dimH E ≥ s.
But in the definition of the lower local dimension, the Bernoulli-type measure of a ball
νp(B(x, r)) is difficult to estimate. Therefore, we use the measure of a cylinder ν(In(x))
instead of νp(B(x, r)) to define the modified lower local dimension related to β-expansions
of a measure at a point.
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Definition 5.2. Let β > 1 and ν be a finite measure on [0, 1). The modified lower local
dimension of ν at x ∈ [0, 1) is defined by
dimβlocν(x) := lim
n→∞
log ν(In(x))
log |In(x)|
where In(x) is the cylinder of order n containing x.
Combining Proposition 5.1 (1) and the following proposition, we can estimate the upper
bound of the Hausdorff dimension by the modified lower local dimension.
Proposition 5.3. Let β > 1 and ν be a finite measure on [0, 1). Then for any x ∈ [0, 1),
dimβloc(ν, x) ≥ dimloc(ν, x).
Proof. For any x ∈ [0, 1) and n ∈ N. Let rn := |In(x)|, then In(x) ⊂ B(x, rn), ν(In(x)) ≤
ν(B(x, rn)) and − log ν(In(x)) ≥ − log ν(B(x, rn)). We get
− log ν(In(x))
− log |In(x)| ≥
− log ν(B(x, rn))
− log rn .
Therefore
lim
n→∞
log ν(In(x))
log |In(x)| ≥ limn→∞
log ν(B(x, rn))
log rn
≥ dimlocν(x).

Remark 5.4. The reverse inequality in Proposition 5.3, i.e., dimβloc(ν, x) ≤ dimloc(ν, x) is not
always true. For example, let β be the golden ratio (
√
5 + 1)/2, x = β−1 and ν = νp be
the (p, 1 − p) Bernoulli-type measure with 0 < p < 1/2. For any n ∈ N, let rn = |In(x)|
and Jn be the left consecutive cylinder of In(x) with the same order n. When n ≥ 2, we
have rn = β
−n ≥ |Jn| and B(x, rn) ⊃ Jn. Then νp(B(x, rn)) ≥ νp(Jn) ≥ p(1 − p)n−1 and
νp(In(x)) = (1− p)pn−2 which implies
dimβlocνp(x) = lim
n→∞
log(1− p)pn−2
log β−n
=
− log p
log β
and
dimlocνp(x) ≤ lim
n→∞
log νp(B(x, rn))
log rn
≤ lim
n→∞
log p(1− p)n−1
log β−n
=
− log(1− p)
log β
.
When 0 < p < 1/2, we have dimβloc(νp, x) > dimloc(νp, x).
Though the reverse inequality in Proposition 5.3 is not always true, we are going to
establish the following theorem for estimating both of the upper and lower bounds of the
Hausdorff dimension by the modified lower local dimension of a finite measure.
Theorem 5.5. Let β > 1, s ≥ 0, E ⊂ [0, 1) be a Borel set and ν be a finite Borel measure
on [0, 1).
(1) If dimβlocν(x) ≤ s for all x ∈ E, then dimH E ≤ s.
(2) If dimβlocν(x) ≥ s for all x ∈ E and ν(E) > 0, then dimH E ≥ s.
Proof. (1) follows from Proposition 5.1 (1) and Proposition 5.3.
(2) follows from the following Lemma 5.7. In fact, if s = 0, dimH E ≥ s is obvious. If
s > 0, let 0 < t < s. For any x ∈ E, by lim
n→∞
log ν(In(x))
log |In(x)| ≥ s > t, there exists N ∈ N such
that any n > N implies log ν(In(x))
log |In(x)| > t and ν(In(x)) < |In(x)|t. So limn→∞
ν(In(x))
|In(x)|t ≤ 1 < 2.
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For any 0 < ε < t, by Lemma 5.7, we get Ht−ε(E) > 0 (where Hs(E) denotes the classical
s-dimension Hausdorff measure of a set E.) and then dimH E ≥ t − ε. So dimH E ≥ t for
any t < s. Therefore dimH E ≥ s. 
Remark 5.6. The statement (2) in Theorem 5.5 obviously implies the Proposition 1.3 in [1]
which is called the modified mass distribution principle.
Lemma 5.7. Let β > 1, s > 0, c > 0, E ⊂ [0, 1) be a Borel set and ν be a finite Borel
measure on [0, 1). If lim
n→∞
ν(In(x))
|In(x)|s < c for all x ∈ E, then for any 0 < ε < s, Hs−ε(E) ≥
c−1ν(E).
Proof. It follows immediately from Lemma 5.9 and Lemma 5.8. 
For establishing this lemma, we need the followings.
Let β > 1, s ≥ 0 and E ⊂ [0, 1). For any δ > 0, we define
Hs,βδ (E) := inf
{∑
k
|Jk|s : |Jk| ≤ δ, E ⊂
⋃
k
Jk, {Jk} are countable cylinders
}
.
It is increasing as δ ց 0. We call Hs,β(E) := limδ→0Hs,βδ (E) the s-dimension Hausdorff
measure of E related to the cylinder net of β.
Lemma 5.8. Let β > 1, s > 0 and E ⊂ [0, 1). Then for any 0 < ε < s, Hs,β(E) ≤ Hs−ε(E).
Proof. Fix 0 < ε < s.
(1) Choose δ0 > 0 as below.
Since β(n+1)ε → ∞ much faster than 8βsn → ∞ as n → ∞, there exists n0 ∈ N such that
for any n > n0, 8β
sn ≤ β(n+1)ε. By − log δ
log β
− 1 → ∞ as δ → 0+, there exists δ0 > 0 small
enough such that − log δ0
logβ
−1 > n0. Then for any n > − log δ0log β −1, we will have 8βsn ≤ β(n+1)ε.
(2) In order to arrive at the conclusion, it suffices to prove for any 0 < δ < δ0, Hs,ββδ (E) ≤
Hs−εδ (E).
Fix 0 < δ < δ0. Let {Ui} be a δ-cover of E, i.e., 0 < |Ui| ≤ δ and E ⊂ ∪iUi. Then for
each Ui, there exists ni ∈ N such that β−ni−1 < |Ui| ≤ β−ni. By Proposition 2.12, Ui can be
covered by at most 8ni cylinders Ii,1, Ii,2, · · · , Ii,8ni of order ni. Noting that
|Ii,j| ≤ β−ni < β|Ui| ≤ βδ and E ⊂
⋃
i
8ni⋃
j=1
Ii,j,
we get
Hs,ββδ (E) ≤
∑
i
8ni∑
j=1
|Ii,j|s ≤
∑
i
8ni
βnis
(⋆)
≤
∑
i
1
β(ni+1)(s−ε)
<
∑
i
|Ui|s−ε.
Taking inf on the right, we conclude that Hs,ββδ (E) ≤ Hs−εδ (E).
( (⋆) is because 1
βni+1
< |Ui| < δ0 implies ni > − log δ0log β − 1 and then 8niβs ≤ β(ni+1)ε.) 
Lemma 5.9. Let β > 1, s ≥ 0, c > 0, E ⊂ [0, 1) be a Borel set and ν be a finite Borel
measure on [0, 1). If limn→∞
ν(In(x))
|In(x)|s < c for all x ∈ E, then Hs,β(E) ≥ c−1ν(E).
Proof. For any δ > 0, let Eδ := {x ∈ E : |In(x)| < δ implies ν(In(x)) < c|In(x)|s}.
(1) Prove that when δ ց 0, Eδ ր E as below.
1© If 0 < δ2 < δ1, then obviously Eδ2 ⊃ Eδ1 .
2© It suffices to prove E = ⋃δ>0 Eδ.
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⊃ follows from E ⊃ Eδ, ∀δ > 0.
⊂ Let x ∈ E. By lim
n→∞
ν(In(x))
|In(x)|s < c, there exists Nx ∈ N such that any n > Nx will
have ν(In(x)) < c|In(x)|s. Let δx = |INx(x)|, then |In(x)| < δx will imply n > Nx and
ν(In(x)) < c|In(x)|s. Therefore x ∈ Eδx ⊂
⋃
δ>0 Eδ.
(2) Fix δ > 0. Let {Jk}k∈K be countable cylinders such that |Jk| < δ and
⋃
k∈K Jk ⊃ E ⊃ Eδ.
Let K ′ = {k ∈ K : Jk ∩ Eδ 6= ∅}. For any k ∈ K ′, there exists xk ∈ Jk ∪ Eδ. By the
definition of Eδ, we get ν(Jk) < c|Jk|s. So
ν(Eδ) ≤ ν(
⋃
k∈K ′
Jk) ≤
∑
k∈K ′
ν(Jk) <
∑
k∈K ′
c|Jk|s ≤ c
∑
k∈K
|Jk|s.
Taking inf on the right, we get ν(Eδ) ≤ cHs,βδ (E) ≤ cHs,β(E). Let δ → 0 on the left, by
Eδ ր E, we conclude that ν(E) ≤ cHs,β(E). 
6. Hausdorff dimension of some level sets
We apply the Bernoulli-type measures and the modified lower local dimension related
to β-expansions to give some new results on the Hausdorff dimension of level sets in this
section.
For 1 < β ≤ 2 and 0 ≤ p ≤ 1, consider the following level sets
Fp :=
{
x ∈ [0, 1) : lim
n→∞
♯{1 ≤ k ≤ n : εk(x, β) = 0}
n
= p
}
,
F p :=
{
x ∈ [0, 1) : lim
n→∞
♯{1 ≤ k ≤ n : εk(x, β) = 0}
n
= p
}
,
F p :=
{
x ∈ [0, 1) : lim
n→∞
♯{1 ≤ k ≤ n : εk(x, β) = 0}
n
= p
}
.
Obviously, Fp = F p ∩ F p.
Theorem 6.1 (Upper bound of the Hausdorff dimension of level sets). Let 1 < β ≤ 2 and
0 ≤ p ≤ 1. Then
dimH Fp ≤ min{dimH F p, dimH F p} ≤ max{dimH F p, dimH F p} ≤
−p log p− (1− p) log(1− p)
log β
.
In particular, dimH F0 = dimH F 0 = dimH F 0 = dimH F1 = dimH F 1 = dimH F 1 = 0.
Proof. First, we consider 0 < p < 1.
For any x ∈ [0, 1) and n ∈ N, it follows from νp(In(x)) = pN0(x,n)(1− p)N1(x,n) that
− log νp(In(x)) = N0(x, n)(− log p) +N1(x, n)(− log(1− p))
≤ (n−N1(x, n))(− log p) +N1(x, n)(− log(1− p)).
By |In(x)| ≤ β−n, we get
− log νp(In(x))
− log |In(x)| ≤
(1− N1(x,n)
n
)(− log p) + N1(x,n)
n
(− log(1− p))
log β
. (6.1)
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(1) For any x ∈ F p, it follows from lim
n→∞
(1− N1(x,n)
n
) = p and lim
n→∞
N1(x,n)
n
= 1− p that
lim
n→∞
log νp(In(x))
log |In(x)| ≤
lim
n→∞
(1− N1(x,n)
n
)(− log p) + lim
n→∞
N1(x,n)
n
(− log(1− p))
log β
=
−p log p− (1− p) log(1− p)
log β
.
By Theorem 5.5 (1), we get
dimH F p ≤
−p log p− (1− p) log(1− p)
log β
.
(2) For any x ∈ F p, it follows from lim
n→∞
(1− N1(x,n)
n
) = p and limn→∞
N1(x,n)
n
= 1− p that
lim
n→∞
log νp(In(x))
log |In(x)| ≤
lim
n→∞
(1− N1(x,n)
n
)(− log p) + lim
n→∞
N1(x,n)
n
(− log(1− p))
log β
=
−p log p− (1− p) log(1− p)
log β
.
By Theorem 5.5 (1), we get
dimH F p ≤ −p log p− (1− p) log(1− p)
log β
.
Therefore, by Fp = F p ∩ F p, we get
dimH Fp ≤ min{dimH F p, dimH F p} ≤ max{dimH F p, dimH F p} ≤
−p log p− (1− p) log(1− p)
log β
.
Before proving dimH F0 = dimH F 0 = dimH F 0 = dimH F1 = dimH F 1 = dimH F 1 = 0,
we establish the following.
Lemma 6.2. Let 1 < β ≤ 2 and 0 < p < 1.
(1) Let
F≤p :=
{
x ∈ [0, 1) : lim
n→∞
♯{1 ≤ k ≤ n : εk(x, β) = 0}
n
≤ p
}
.
Then
dimH F≤p ≤
−p log p− log(1− p)
log β
.
(2) Let
F≥p :=
{
x ∈ [0, 1) : lim
n→∞
♯{1 ≤ k ≤ n : εk(x, β) = 0}
n
≥ p
}
.
Then
dimH F≥p ≤ − log p− (1− p) log(1− p)
log β
.
Proof. (1) For any x ∈ F≤p, it follows from (6.1), lim
n→∞
(1 − N1(x,n)
n
) ≤ p and N1(x,n)
n
≤ 1
(∀n ∈ N) that
lim
n→∞
log νp(In(x))
log |In(x)| ≤
−p log p− log(1− p)
log β
.
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By Theorem 5.5 (1), we get
dimH F≤p ≤
−p log p− log(1− p)
log β
.
(2) For any x ∈ F≥p, it follows from (6.1), lim
n→∞
N1(x,n)
n
≤ 1 − p and 1 − N1(x,n)
n
≤ 1
(∀n ∈ N) that
lim
n→∞
log νp(In(x))
log |In(x)| ≤
− log p− (1− p) log(1− p)
log β
.
By Theorem 5.5 (1), we get
dimH F≥p ≤ − log p− (1− p) log(1− p)
log β
.

Now we prove dimH F0 = dimH F 0 = dimH F 0 = dimH F1 = dimH F 1 = dimH F 1 = 0.
(1) For any 0 < p < 1, F0 = F 0 ⊂ F 0 ⊂ F≤p implies dimH F0 = dimH F 0 ≤ dimH F 0 ≤
dimH F≤p. Let p→ 0, by Lemma 6.2 (1), we get dimH F0 = dimH F 0 = dimH F 0 = 0.
(2) For any 0 < p < 1, F1 = F 1 ⊂ F 1 ⊂ F≥p implies dimH F1 = dimH F 1 ≤ dimH F 1 ≤
dimH F≥p. Let p→ 0, by Lemma 6.2 (2), we get dimH F1 = dimH F 1 = dimH F 1 = 0. 
We give the Hausdorff dimensions of these three kinds of level sets for a class of β.
Theorem 6.3. Let 1 < β < 2, m ∈ N≥0 such that ε(1, β) = 10m10∞.
(1) If 0 ≤ p < m+1
m+2
, then Fp = F p = F p = ∅ and dimH Fp = dimH F p = dimH F p = 0.
(2) If m+1
m+2
≤ p ≤ 1, then dimH Fp = dimH F p = dimH F p
=
(mp−m+ p) log(mp−m+ p)− (mp−m+ 2p− 1) log(mp−m+ 2p− 1)− (1− p) log(1− p)
log β
.
In particular, dimH Fm+1
m+2
= dimH F m+1
m+2
= dimH F m+1
m+2
= dimH F1 = dimH F 1 = dimH F 1 =
0.
Remark 6.4. Take m = 0 in Theorem 6.3. We get the well-known result (see for example
[9])
dimH Fp =
p log p− (2p− 1) log(2p− 1)− (1− p) log(1− p)
log β
where β =
√
5+1
2
is the golden ratio and 1
2
≤ p ≤ 1.
Proof of Theorem 6.3.
(1) For any x ∈ [0, 1), by Lemma 2.3, each digit 1 in ε(x, β) must be followed by at least
(m+ 1) consecutive 0s. Thus
lim
n→∞
N1(x, n)
n
≤ 1
m+ 2
and then lim
n→∞
♯{1 ≤ k ≤ n : εk(x, β) = 0}
n
≥ m+ 1
m+ 2
for any x ∈ [0, 1). If 0 ≤ p < m+1
m+2
, we get Fp = F p = F p = ∅.
(2) 1© First, we consider m+1
m+2
< p < 1.
For any x ∈ [1, 0) and n ∈ N, by Proposition 2.11, we get
1
n log β − log c ≤
1
− log |In(x)| ≤
1
n log β
.
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Let q := mp−m+2p−1
mp−m+p . Then 0 < q < 1 since
m+1
m+2
< p < 1. Let νq be the (q, 1− q) Bernoulli
measure on [0, 1). It follows from
− log νq(In(x)) = N0(x, n)(− log q) +N1(x, n)(− log(1− q))
that
N0(x,n)
n
(− log q) + N1(x,n)
n
(− log(1− q))
log β − log c
n
≤ log νq(In(x))
log |In(x)| ≤
N0(x,n)
n
(− log q) + N1(x,n)
n
(− log(1− q))
log β
.
(6.2)
Taking limn→∞, we get
dimβlocνq(x) = lim
n→∞
N0(x,n)
n
(− log q) + N1(x,n)
n
(− log(1− q))
log β
.
i) Prove dimH F p ≤ (1−(m+2)(1−p))(− log q)+(1−p)(− log(1−q))log β .
For any x ∈ F p, we have lim
n→∞
N1(x,n)
n
= 1− p and then by Lemma 6.5, lim
n→∞
N0(x,n)
n
=
1− (m+ 2)(1− p). Thus
dimβlocνq(x) ≤
lim
n→∞
N0(x,n)
n
(− log q) + lim
n→∞
N1(x,n)
n
(− log(1− q))
log β
=
(1− (m+ 2)(1− p))(− log q) + (1− p)(− log(1− q))
log β
.
Then we apply Theorem 5.5 (1).
ii) Prove dimH F p ≤ (1−(m+2)(1−p))(− log q)+(1−p)(− log(1−q))log β .
For any x ∈ F p, we have lim
n→∞
N1(x,n)
n
= 1− p and then by Lemma 6.5, lim
n→∞
N0(x,n)
n
=
1− (m+ 2)(1− p). Thus
dimβlocνq(x) ≤
lim
n→∞
N0(x,n)
n
(− log q) + lim
n→∞
N1(x,n)
n
(− log(1− q))
log β
=
(1− (m+ 2)(1− p))(− log q) + (1− p)(− log(1− q))
log β
.
Then we apply Theorem 5.5 (1).
iii) Prove dimH Fp ≥ (1−(m+2)(1−p))(− log q)+(1−p)(− log(1−q))log β .
For any x ∈ Fp, we have limn→∞ N1(x,n)n = 1−p and then by Lemma 6.5, limn→∞ N0(x,n)n =
1− (m+ 2)(1− p). Thus
dimβlocνq(x) =
(1− (m+ 2)(1− p))(− log q) + (1− p)(− log(1− q))
log β
.
By Theorem 5.5 (2), it suffices to prove νq(Fp) = 1 > 0.
By εk(x, β) = 0⇔ ⌊βT k−1β x⌋ = 0⇔ 0 ≤ T k−1β x ≤ 1β ⇔ 1[0, 1β )(T
k−1
β x) = 1, we get
1
n
♯{1 ≤ k ≤ n : εk(x, β) = 0} = 1
n
n∑
k=1
1[0, 1
β
)(T
k−1
β x).
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Since ([0, 1),B[0, 1), mq, Tβ) is ergodic and the indicator function 1[0, 1
β
) ismq-integrable,
it follows from the Birkhoff Ergodic Theorem that
lim
n→∞
1
n
n∑
k=1
1[0, 1
β
)(T
k−1
β x) =
ˆ
1[0, 1
β
)dmq = mq[0,
1
β
)
by
========
Lemma 6.6
m(1 − q) + 1
(m+ 1)(1− q) + 1
by the
======
def. of q
p
for mq-a.e. x ∈ [0, 1). Therefore mq(Fp) = 1. By mq ∼ νq, we get νq(Fp) = 1 > 0.
Combining i), ii) iii) and Fp = F p ∩ F p, we get
dimH Fp = dimH F p = dimH F p =
(1− (m+ 2)(1− p))(− log q) + (1− p)(− log(1− q))
log β
.
We draw the conclusion by q = mp−m+2p−1
mp−m+p .
2© For p = 1, it follows from Theorem 6.1 that dimH F1 = dimH F 1 = dimH F 1 = 0.
3© Prove dimH Fm+1
m+2
= dimH F m+1
m+2
= dimH F m+1
m+2
= 0.
By lim
n→∞
♯{1≤k≤n:εk(x,β)=0}
n
≥ m+1
m+2
for any x ∈ [0, 1) in (1), we get Fm+1
m+2
= F m+1
m+2
. Since
Fm+1
m+2
⊂ F m+1
m+2
, it suffices to prove dimF m+1
m+2
= 0.
For m+1
m+2
< p < 1, let q := mp−m+2p−1
mp−m+p . Then 0 < q < 1. For any x ∈ F≤p (see Lemma 6.2
(1) for definition), we have lim
n→∞
N1(x,n)
n
≥ 1 − p and then by Lemma 6.5, limn→∞ N0(x,n)n ≤
1− (m+ 2)(1− p). It follows from N1(x,n)
n
≤ 1 (∀n ∈ N) and (6.2) that
lim
n→∞
log νq(In(x))
log |In(x)| ≤ −
(1− (m+ 2)(1− p)) log q + log(1− q)
log β
for any x ∈ F≤p. By Theorem 5.5 (1) and the definition of q, we get
dimH F≤p ≤ −
(mp−m+ 2p− 1) log(mp−m+ 2p − 1)− (mp−m+ 2p− 1) log(mp−m+ p) + log(1− q)
log β
.
For any m+1
m+2
< p < 1, F m+1
m+2
⊂ F≤p implies dimH F m+1
m+2
≤ dimH F≤p. Let p → m+1m+2 , then
q → 0 and we get dimH F m+1
m+2
= 0. 
Lemma 6.5. Let 1 < β < 2 and m ∈ N≥0 such that ε(1, β) = 10m10∞. Then for any
x ∈ [0, 1) and n ≥ m+ 2, we have n ≤ N0(x, n) + (m+ 2)N1(x, n) ≤ n +m+ 1.
Proof. Let w ∈ Σnβ . It suffices to prove n
(1)
≤ N0(w) + (m+ 2)N1(w)
(2)
≤ n+m+ 1.
(1) Write
N10(w) := {2 ≤ k ≤ n : wk−1wk = 10}, N100(w) := {3 ≤ k ≤ n : wk−2wk−1wk = 100},
· · · , N10m+1(w) := {m+ 2 ≤ k ≤ n : wk−m−1 · · ·wk = 10m+1}
and let
N10(w) := ♯N10(w), N100(w) := ♯N100(w), · · · , N10m+1(w) := ♯N10m+1(w).
Noting that by Proposition 2.10, u0m+1 is full for any u ∈ Σ∗β and then u0m+11 is admissible,
we get
{1 ≤ k ≤ n : wk = 0} = (N0(w) + 1) ∪N10(w) ∪ N100(w) ∪ · · · ∪ N10m+1
which is a disjoint union. Thus
♯{1 ≤ k ≤ n : wk = 0} = N0(w) +N10(w) +N100(w) + · · ·+N10m+1(w)
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and then
n = N0(w) +N10(w) +N100(w) + · · ·+N10m+1(w) +N1(w).
By N10(w), N100(w), · · · , N10m+1(w) ≤ N1(w), we get n ≤ N0(w) + (m+ 2)N1(w).
(2) If N1(w) = 0, the conclusion is obvious. If N1(w) ≥ 1, except for the last digit 1 in w,
by Lemma 2.3, the other 1s must be followed by at least (m+1) consecutive 0s, and non of
these 0s can be replaced by 1 to get an admissible word. Therefore
N1(w) + (m+ 1)(N1(w)− 1) +N0(w) ≤ n, i.e., N0(w) + (m+ 2)N1(w) ≤ n+m+ 1.

Lemma 6.6. Let 1 < β < 2, m ∈ N≥0 such that ε(1, β) = 10m10∞ and 0 < p < 1. Then
mp[0,
1
β
) =
m(1− p) + 1
(m+ 1)(1− p) + 1
where mp is given by Theorem 4.9.
Proof. Notice that mp[0,
1
β
) = 1−mp[ 1β , 1) where
mp[
1
β
, 1) = lim
n→∞
1
n
n−1∑
k=0
νpT
−k
β [
1
β
, 1) = lim
n→∞
1
n
n−1∑
k=0
µpσ
−k
β [1]
by Theorem 4.9. For any k ∈ N≥0, let
ak := µpσ
−k
β [1] =
∑
u1···uk1∈Σ∗β
µp[u1 · · ·uk1]
and
bk := µpσ
−k
β [0
m+1] =
∑
u1···uk0m+1∈Σ∗β
µp[u1 · · ·uk0m+1].
By Theorem 4.9, the limits
a := lim
n→∞
1
n
n−1∑
k=0
ak and b := lim
n→∞
1
n
n−1∑
k=0
bk
exist.
(1) Prove a = (1− p)b. Write
bk+1 =
∑
u1···uk00m+1∈Σ∗β
µp[u1 · · ·uk00m+1] +
∑
u1···uk10m+1∈Σ∗β
µp[u1 · · ·uk10m+1]
=
∑
u1···uk0m+1∈Σ∗β
µp[u1 · · ·uk0m+10] +
∑
u1···uk1∈Σ∗β
µp[u1 · · ·uk10m+1].
On the one hand, by Proposition 2.10, u1 · · ·uk0m+1 is full and then u1 · · ·uk0m+11 ∈ Σ∗β.
On the other hand, by Lemma 2.3, for any 0 ≤ s ≤ m, u1 · · ·uk10s10m−s /∈ Σ∗β and then
[u1 · · ·uk10m+1] = [u1 · · ·uk1]. Thus, it follows from the definition of µp that
bk+1 = p
∑
u1···uk0m+1∈Σ∗β
µp[u1 · · ·uk0m+1] +
∑
u1···uk1∈Σ∗β
µp[u1 · · ·uk1] = pbk + ak.
Let n→∞ in
1
n
n−1∑
k=0
bk+1 = p · 1
n
n−1∑
k=0
bk +
1
n
n−1∑
k=0
ak.
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We get b = pb+ a.
(2) Prove b+ (m+ 1)a = 1. It follows from( ⋃
u1···uk0m+1∈Σ∗β
[u1 · · ·uk0m+1]
)
∪
( ⋃
u1···uk1∈Σ∗β
[u1 · · ·uk1]
)
∪
( ⋃
u1···uk+11∈Σ∗β
[u1 · · ·uk+11]
)
∪ · · · ∪
( ⋃
u1···uk+m1∈Σ∗β
[u1 · · ·uk+m1]
)
=
( ⋃
u1···uk0m+1∈Σ∗β
[u1 · · ·uk0m+1]
)
∪
( ⋃
u1···uk10m∈Σ∗β
[u1 · · ·uk10m]
)
∪
( ⋃
u1···uk+110m−1∈Σ∗β
[u1 · · ·uk+110m−1]
)
∪ · · · ∪
( ⋃
u1···uk+m1∈Σ∗β
[u1 · · ·uk+m1]
)
= Σβ
that bk + ak + ak+1 + · · ·+ ak+m = 1. Let n→∞ in
1
n
n−1∑
k=0
bk +
1
n
n−1∑
k=0
ak +
1
n
n−1∑
k=0
ak+1 + · · ·+ 1
n
n−1∑
k=0
ak+m = 1.
We get b+ a + a+ · · ·+ a = 1.
(3) It follows from (1) and (2) that a = 1−p
(m+1)(1−p)+1 . Therefore
mp[0,
1
β
) = 1− a = m(1− p) + 1
(m+ 1)(1− p) + 1 .

7. Proofs of the examples
Let Mσ(Σβ) be the set of σ-invariant probability Borel measure on (Σβ ,B(Σβ)) and
MTβ([0, 1)) be the set of Tβ-invariant probability Borel measure on ([0, 1),B[0, 1)). We
need the following.
Definition 7.1 (k-step Markov measure). Let k ∈ N and µ ∈ Mσ(Σβ). We call µ a
k-step Markov measure if there exists an 1 × 2k probability vector p = (p(i1···ik))i1,··· ,ik=0,1
(i.e.,
∑
i1,··· ,ik=0,1 p(i1···ik) = 1 and p(i1···ik) ≥ 0 for all i1, · · · , ik ∈ {0, 1}) and a 2k × 2k
stochastic matrix P = (P(i1···ik)(j1···jk))i1,··· ,ik,j1,··· ,jk=0,1 (i.e.,
∑
j1,··· ,jk=0,1 P(i1···ik)(j1···jk) = 1 for
all i1, · · · , ik ∈ {0, 1} and P(i1···ik)(j1···jk) ≥ 0 for all i1, · · · , ik, j1, · · · , jk ∈ {0, 1}) with pP = p
such that
µ[i1 · · · ik] = p(i1···ik)
for all i1, · · · , ik ∈ {0, 1} and
µ[i1 · · · in] = p(i1···ik)P(i1···ik)(i2···ik+1)P(i2···ik+1)(i3···ik+2) · · ·P(in−k···in−1)(in−k+1···in)
for all i1, · · · , in ∈ {0, 1} and n > k.
We prove the following useful lemma for self-contained (see also [10, Observation 6.2.7]).
Lemma 7.2. Let k ≥ 1 and µ ∈ Mσ(Σβ). If
µ[w1 · · ·wn+k+1]
µ[w1 · · ·wn+k] =
µ[wn+1 · · ·wn+k+1]
µ[wn+1 · · ·wn+k] (7.1)
for all w1 · · ·wn+k+1 ∈ Σn+k+1β and n ≥ 1, then µ is a k-step Markov measure.
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Proof. For any i1, · · · , ik ∈ {0, 1}, let p(i1···ik) := µ[i1 · · · ik]. Then p = (p(i1···ik))i1,··· ,ik=0,1 is a
1× 2k probability vector. We define a 2k × 2k stochastic matrix
P = (P(i1···ik)(j2···jk+1))i1,··· ,ik,j2,··· ,jk+1=0,1
as follows.
i) If there exists integer t with 2 ≤ t ≤ k such that it 6= jt, let
P(i1i2···ik)(j2···jkjk+1) := 0;
ii) If µ[i1 · · · ik] 6= 0, let
P(i1···ik)(i2···ik+1) :=
µ[i1 · · · ik+1]
µ[i1 · · · ik] for ik+1 = 0, 1;
iii) If µ[i1 · · · ik] = 0, let
P(i1···ik)(i2···ik0) := 1 and P(i1···ik)(i2···ik1) := 0.
Then
∑
j2,··· ,jk+1=0,1 P(i1···ik)(j2···jk+1) = 1 for all i1, · · · , ik ∈ {0, 1} and pP = p. Since for all
s ≥ 1 and i1, · · · , is+k ∈ {0, 1} we have
µ[i1 · · · ik+s] = µ[i1 · · · ik]µ[i1 · · · ik+1]
µ[i1 · · · ik]
µ[i1i2 · · · ik+2]
µ[i1i2 · · · ik+1] · · ·
µ[i1 · · · is · · · is+k]
µ[i1 · · · is · · · is+k−1]
by
=====
(7.1)
µ[i1 · · · ik]µ[i1 · · · ik+1]
µ[i1 · · · ik]
µ[i2 · · · ik+2]
µ[i2 · · · ik+1] · · ·
µ[is · · · is+k]
µ[is · · · is+k−1]
= p(i1···ik)P(i1···ik)(i2···ik+1)P(i2···ik+1)(i3···ik+2) · · ·P(is···is+k−1)(is+1···is+k),
by definition we know that µ is a k-step Markov measure. 
Proof of Example 1.3. Let p ∈ (0, 1) and λ := lim
n→∞
1
n
∑n−1
k=0 µp ◦ σ−k. Then λ is σ-invariant
and mp = λ ◦ π−1β . It suffices to prove
hλ(σ) = sup
{
hµ(σ) : µ ∈Mσ(Σβ) and µ[0] = λ[0]
}
.
Let a := λ[0]. By [11, Theorem 1.2 and Proposition 4.2], it suffices to prove that λ is a
unique (m+ 1)-step Markov measure (see [10, 11] for definition) inMσ(Σβ) taking value a
on [0].
(1) Prove the uniqueness. Noting that
10k1 /∈ Σ∗β for all 0 ≤ k ≤ m, (7.2)
we get σ−i[1] = [0i1] for all 0 ≤ i ≤ m+ 1. Let µ ∈Mσ(Σβ) with µ[0] = a. Then we have
µ[0i1] = µ[1] = 1− a for all 0 ≤ i ≤ m+ 1.
For i, j ∈ {0, 1, · · · , m+ 1}, by (7.2) we get [0i10j] = [0i1]. Thus
µ[0i10j] = µ[0i1] = 1− a for all 0 ≤ i, j ≤ m+ 1.
For k ∈ {1, · · · , m+ 2}, also by (7.2) we get Σβ = [0k] ∪
⋃k−1
i=0 [0
i10k−i−1], which implies
µ[0k] = 1−
k−1∑
i=0
µ[0i10k−i−1] = 1− k(1− a) = ka− k + 1.
The above calculation means that all the measures in Mσ(Σβ) taking value a on [0] are
the same on all the cylinders with order no larger than m+ 2. Since (m+ 1)-step Markov
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measures only depend on their values on the cylinders with order no larger than m+2, the
uniqueness of λ follows.
(2) Prove that λ is an (m + 1)-step Markov measure. Let k := m + 1. By Lemma 7.2, it
suffices to check (7.1).
1© For any n ≥ 1 and w1 · · ·wn+k+1 ∈ Σn+k+1β , prove
µp[w1 · · ·wn+k+1]
µp[w1 · · ·wn+k] =
µp[wn+1 · · ·wn+k+1]
µp[wn+1 · · ·wn+k] .
In fact, this follows from
pN0(w1···wn+k+1) · (1− p)N1(w1···wn+k+1)
pN0(w1···wn+k) · (1− p)N1(w1···wn+k) = p
N0(w1···wn+k+1)−N0(w1···wn+k) · (1− p)N1(wn+k+1)
(⋆)
= pN0(wn+1···wn+k+1)−N0(wn+1···wn+k) · (1− p)N1(wn+k+1)
=
pN0(wn+1···wn+k+1) · (1− p)N1(wn+1···wn+k+1)
pN0(wn+1···wn+k) · (1− p)N1(wn+1···wn+k) ,
where (⋆) can be proved as follows. If wn+k+1 = 1, then (⋆) is obviously true. If wn+k+1 = 0,
then
N0(w1 · · ·wn+k+1)−N0(w1 · · ·wn+k) =
{
1 if w1 · · ·wn+k1 ∈ Σ∗β
0 if w1 · · ·wn+k1 /∈ Σ∗β
and
N0(wn+1 · · ·wn+k+1)−N0(wn+1 · · ·wn+k) =
{
1 if wn+1 · · ·wn+k1 ∈ Σ∗β
0 if wn+1 · · ·wn+k1 /∈ Σ∗β .
By w1 · · ·wn+k ∈ Σ∗β and ε(1, β) = 10k−110∞, we know
w1 · · ·wn+k1 ∈ Σ∗β ⇔ wn+1 · · ·wn+k = 0k ⇔ wn+1 · · ·wn+k1 ∈ Σ∗β .
Thus N0(w1 · · ·wn+k+1)−N0(w1 · · ·wn+k) = N0(wn+1 · · ·wn+k+1)−N0(wn+1 · · ·wn+k).
2© For any n ≥ 1 and w1 · · ·wn+k+1 ∈ Σn+k+1β , prove
µp ◦ σ−1[w1 · · ·wn+k+1]
µp ◦ σ−1[w1 · · ·wn+k] =
µp ◦ σ−1[wn+1 · · ·wn+k+1]
µp ◦ σ−1[wn+1 · · ·wn+k] =
µp[wn+1 · · ·wn+k+1]
µp[wn+1 · · ·wn+k] .
By w1 · · ·wn+k+1 ∈ Σ∗β and ε(1, β) = 10k−110∞, we get
1w1 · · ·wn+k+1 ∈ Σ∗β ⇔ w1 · · ·wk = 0k ⇔ 1w1 · · ·wn+k ∈ Σ∗β ,
which implies
µp ◦ σ−1[w1 · · ·wn+k+1]
µp ◦ σ−1[w1 · · ·wn+k] =
{
µp[0w1···wn+k+1]+µp[1w1···wn+k+1]
µp[0w1···wn+k]+µp[1w1···wn+k] if 1w1 · · ·wn+k+1 ∈ Σ∗β
µp[0w1···wn+k+1]
µp[0w1···wn+k] if 1w1 · · ·wn+k+1 /∈ Σ∗β
by 1©
=====
µp[wn+1 · · ·wn+k+1]
µp[wn+1 · · ·wn+k] .
By w1 · · ·wn+k+1 ∈ Σ∗β and ε(1, β) = 10k−110∞, we get
1wn+1 · · ·wn+k+1 ∈ Σ∗β ⇔ wn+1 · · ·wn+k = 0k ⇔ 1wn+1 · · ·wn+k ∈ Σ∗β ,
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which implies
µp ◦ σ−1[wn+1 · · ·wn+k+1]
µp ◦ σ−1[wn+1 · · ·wn+k] =
{
µp[0wn+1···wn+k+1]+µp[1wn+1···wn+k+1]
µp[0wn+1···wn+k]+µp[1wn+1···wn+k] if 1wn+1 · · ·wn+k+1 ∈ Σ∗β
µp[0wn+1···wn+k+1]
µp[0wn+1···wn+k] if 1wn+1 · · ·wn+k+1 /∈ Σ∗β
by 1©
=====
µp[wn+1 · · ·wn+k+1]
µp[wn+1 · · ·wn+k] .
3© Repeat the above process. By induction, we can get that for any j ≥ 0, n ≥ 1 and
w1 · · ·wn+k+1 ∈ Σn+k+1β , we have
µp ◦ σ−j[w1 · · ·wn+k+1]
µp ◦ σ−j[w1 · · ·wn+k] =
µp ◦ σ−j[wn+1 · · ·wn+k+1]
µp ◦ σ−j[wn+1 · · ·wn+k] =
µp[wn+1 · · ·wn+k+1]
µp[wn+1 · · ·wn+k] ,
and then
λ[w1 · · ·wn+k+1]
λ[w1 · · ·wn+k] =
lim
s→∞
1
s
∑s−1
j=0 µp ◦ σ−j [w1 · · ·wn+k+1]
lim
s→∞
1
s
∑s−1
j=0 µp ◦ σ−j [w1 · · ·wn+k]
= lim
s→∞
∑s−1
j=0 µp ◦ σ−j [w1 · · ·wn+k+1]∑s−1
j=0 µp ◦ σ−j[w1 · · ·wn+k]
=
µp[wn+1 · · ·wn+k+1]
µp[wn+1 · · ·wn+k]
= lim
s→∞
∑s−1
j=0 µp ◦ σ−j [wn+1 · · ·wn+k+1]∑s−1
j=0 µp ◦ σ−j[wn+1 · · ·wn+k]
=
lim
s→∞
1
s
∑s−1
j=0 µp ◦ σ−j [wn+1 · · ·wn+k+1]
lim
s→∞
1
s
∑s−1
j=0 µp ◦ σ−j [wn+1 · · ·wn+k]
=
λ[wn+1 · · ·wn+k+1]
λ[wn+1 · · ·wn+k] .
Therefore λ satisfies (7.1). 
Proof of Example 1.4. Let p ∈ (0, 1) and λ := lim
n→∞
1
n
∑n−1
k=0 µp ◦ σ−k. Then λ is σ-invariant
and mp = λ ◦ π−1β . It suffices to prove
hλ(σ) < sup
{
hµ(σ) : µ ∈Mσ(Σβ) and µ[0] = λ[0]
}
.
By the fact that P := {[0], [1]} is a partition generator of B(Σβ), we know hλ(σ) = hλ(σ,P).
Since Hλ(P
∣∣∨n
k=1 σ
−kP) decreases as n increases, by [17, Theorem 4.14] we get
hλ(σ) ≤ Hλ
(
P
∣∣∣ 2∨
k=1
σ−kP
)
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where
Hλ
(
P
∣∣∣σ−1P∨ σ−2P) = Hλ(P∣∣∣σ−1(P∨σ−1P))
= −
∑
P∈P,Q∈P ∨σ−1P
λ(P ∩ σ−1Q) log λ(P ∩ σ
−1Q)
λ(σ−1Q)
= −
∑
i1,i2,i3∈{0,1}
λ[i1i2i3] log
λ[i1i2i3]
λ(σ−1[i2i3])
=
∑
i1,i2,i3∈{0,1}
λ[i1i2i3] log λ[i2i3]−
∑
i1,i2,i3∈{0,1}
λ[i1i2i3] log λ[i1i2i3]
=
∑
i2,i3∈{0,1}
λ[i2i3] log λ[i2i3]−
∑
i1,i2,i3∈{0,1}
λ[i1i2i3] log λ[i1i2i3]
=
∑
i1,i2∈{0,1}
λ[i1i2] log λ[i1i2]−
∑
i1,i2,i3∈{0,1}
λ[i1i2i3] log λ[i1i2i3]
=
∑
i1,i2,i3∈{0,1}
λ[i1i2i3] log λ[i1i2]−
∑
i1,i2,i3∈{0,1}
λ[i1i2i3] log λ[i1i2i3]
= −
∑
i1,i2,i3∈{0,1}
λ[i1i2i3] log
λ[i1i2i3]
λ[i1i2]
,
where 0 log 0 is regarded as 0. It follows from [111] = ∅ that [110] = [11] and
hλ(σ) ≤ −
∑
i1,i2,i3∈{0,1}
i1i2 6=11
λ[i1i2i3] log
λ[i1i2i3]
λ[i1i2]
= −
∑
i1,i3∈{0,1}
λ[i10i3] log
λ[i10i3]
λ[i10]
− λ[010] log λ[010]
λ[01]
− λ[011] log λ[011]
λ[01]
.
For i3 ∈ {0, 1}, we have
− λ[00i3] log λ[00i3]
λ[00]
− λ[10i3] log λ[10i3]
λ[10]
=λ[0]
(λ[00]
λ[0]
(− λ[00i3]
λ[00]
log
λ[00i3]
λ[00]
)
+
λ[10]
λ[0]
(− λ[10i3]
λ[10]
log
λ[10i3]
λ[10]
))
≤− λ[0i3] log λ[0i3]
λ[0]
where the last inequality follows from Lemma 7.3. Thus
hλ(σ) ≤ −λ[00] log λ[00]
λ[0]
− λ[01] log λ[01]
λ[0]
− λ[010] log λ[010]
λ[01]
− λ[011] log λ[011]
λ[01]
. (7.3)
Since λ is a σ-invariant probability measure, we have λ[0] + λ[1] = 1, λ[00] + λ[01] = λ[0],
λ[01] + λ[11] = λ[1], λ[010] + λ[011] = λ[01] and λ[011] + λ[111] = λ[11] where λ[111] = 0.
Let a := λ[0] and b := λ[01]. Then by a simple calculation we get
λ[00] = a− b, λ[010] = 2b+ a− 1 and λ[011] = 1− a− b.
It follows from (7.3) that
hλ(σ) ≤ a log a− (a− b) log(a− b)− (1− a− b) log(1− a− b)− (2b+ a− 1) log(2b+ a− 1).
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By Lemma 7.4, we know a = p
1−(1−p)3 ≥ 13 . For x ∈ [1−a2 ,min{a, 1 − a}], we define the
function
fa(x) := a log a− (a−x) log(a−x)− (1−a−x) log(1−a−x)− (2x+a−1) log(2x+a−1).
Then hλ(σ) ≤ fa(b). By calculating the derivative, it is straightforward to see that fa is
strictly increasing on [1− a
2
,
3− 4a+√−8a2 + 12a− 3
6
]
and strictly decreasing on[3− 4a+√−8a2 + 12a− 3
6
,min{a, 1− a}
]
.
By Lemma 7.4, it is not difficult to check b 6= 3−4a+
√−8a2+12a−3
6
. Thus hλ(σ) < max fa(x).
By [11, Proposition 4.2 and Remark 1.4], we have
max fa(x) = sup
{
hµ(σ) : µ ∈Mσ(Σβ), µ[0] = a
}
.
Therefore
hλ(σ) < sup
{
hµ(σ) : µ ∈Mσ(Σβ) and µ[0] = a
}
.

The following lemma follows immediately from the convexity of the function x log x.
Lemma 7.3. Let ϕ : [0,∞)→ R be defined by
ϕ(x) =
{
0 if x = 0;
−x log x if x > 0.
Then for all x, y ∈ [0,∞) and a, b ≥ 0 with a + b = 1,
aϕ(x) + bϕ(y) ≤ ϕ(ax+ by).
The equality holds if and only if x = y, a = 0 or b = 0.
Lemma 7.4. Let β ∈ (1, 2) be a pseudo-golden ratio, i.e., ε(1, β) = 1m0∞ for some m ∈ N≥2
and 0 < p < 1. Then
mp[0,
1
β
) =
p
1− (1− p)m and mp[
1
β
+ · · ·+ 1
βm−1
, 1) =
p(1− p)m−1
1− (1− p)m .
Proof.
(1) By Theorem 4.9, we get
mp[0,
1
β
) = lim
n→∞
1
n
n−1∑
k=0
νpT
−k
β [0,
1
β
) = lim
n→∞
1
n
n−1∑
k=0
µpσ
−k
β [0].
For any k ≥ 0, it follows from
Σ∗β = {w ∈
∞⋃
n=1
{0, 1}n : 1m does not appear in w}
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that
Σβ =
⋃
u1···uk+m∈Σ∗β
[u1 · · ·uk+m]
=
( ⋃
u1···uk+m−1∈Σ∗β
[u1 · · ·uk+m−10]
)
∪
( ⋃
u1···uk+m−2∈Σ∗β
[u1 · · ·uk+m−201]
)
∪
( ⋃
u1···uk+m−3∈Σ∗β
[u1 · · ·uk+m−3012]
)
∪ · · · ∪
( ⋃
u1···uk∈Σ∗β
[u1 · · ·uk01m−1]
)
and then
1 = µpσ
−(k+m−1)
β [0] +
∑
u1···uk+m−2∈Σ∗β
µp[u1 · · ·uk+m−201]
+
∑
u1···uk+m−3∈Σ∗β
µp[u1 · · ·uk+m−3012] + · · ·+
∑
u1···uk∈Σ∗β
µp[u1 · · ·uk01m−1]
= µpσ
−(k+m−1)
β [0] + (1− p)
∑
u1···uk+m−2∈Σ∗β
µp[u1 · · ·uk+m−20]
+(1− p)2
∑
u1···uk+m−3∈Σ∗β
µp[u1 · · ·uk+m−30] + · · ·+ (1− p)m−1
∑
u1···uk∈Σ∗β
µp[u1 · · ·uk]
= µpσ
−(k+m−1)
β [0] + (1− p)µpσ−(k+m−2)β [0] + · · ·+ (1− p)m−1µpσ−kβ [0]
Thus
1
n
n−1∑
k=0
µpσ
−(k+m−1)
β [0] + (1− p)
1
n
n−1∑
k=0
µpσ
−(k+m−2)
β [0] + · · ·+ (1− p)m−1
1
n
n−1∑
k=0
µpσ
−k
β [0] = 1.
Taking n→∞, we get
mp[0,
1
β
) + (1− p)mp[0, 1
β
) + · · ·+ (1− p)m−1mp[0, 1
β
) = 1.
Therefore mp[0,
1
β
) = p
1−(1−p)m .
(2) By Theorem 4.9, we get
mp[
1
β
+ · · ·+ 1
βm−1
, 1) = lim
n→∞
1
n
n−1∑
k=0
νpT
−k
β [
1
β
+ · · ·+ 1
βm−1
, 1) = lim
n→∞
1
n
n−1∑
k=0
µpσ
−k
β [1
m−1].
For any k ≥ 0, it follows from
σ
−(k+1)
β [1
m−1] =
⋃
u1···ukuk+11m−1∈Σ∗β
[u1 · · ·ukuk+11m−1] =
⋃
u1···uk∈Σ∗β
[u1 · · ·uk01m−1]
that
µpσ
−(k+1)
β [1
m−1] =
∑
u1···uk∈Σ∗β
µp[u1 · · ·uk01m−1]
= (1− p)m−1
∑
u1···uk∈Σ∗β
µp[u1 · · ·uk0]
= (1− p)m−1µpσ−kβ [0].
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Thus
1
n
n−1∑
k=0
µpσ
−(k+1)
β [1
m−1] =
1
n
n−1∑
k=0
(1− p)m−1µpσ−kβ [0].
Taking n→∞, we get
mp[
1
β
+ · · ·+ 1
βm−1
, 1) = (1− p)m−1mp[0, 1
β
) =
p(1− p)m−1
1− (1− p)m .
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