Abstract. We consider polynomial vector fields of the form
where Xm = Xm(x, y) and Ym = Ym(x, y) are homogenous polynomials of degree m. It is well-known that X has a center at the origin if and only if X has an analytic first integral of the form
where H j = H j (x, y) is a homogenous polynomial of degree j.
The classical center-focus problem already studied by H. Poincaré consists in distinguishing when the origin of X is either a center or a focus. In this paper we study the inverse center-focus problem. In particular for a given analytic function H defined in a neighborhood of the origin we want to determine the homogenous polynomials X m and Y m in such a way that H is a first integral of X and consequently the origin of X will be a center. Moreover, we study the case when
where Υ j is a convenient homogenous polynomial of degree j for j ≥ 1. The solution of the inverse center problem for polynomial differential systems with homogenous nonlinearities, provides a new mechanism to study the center problem, which is equivalent to Liapunov's Theorem and Reeb's criterion.
Introduction
Let
be the real planar polynomial vector field associated to the real planar polynomial differential system
(1)ẋ = P (x, y),ẏ = Q(x, y),
where the dot denotes derivative with respect to an independent variable here called the time t, and P and Q are real coprime polynomials in R[x, y]. We say that polynomial differential system (1) has degree m = max {degP, degQ}.
In what follows we assume that origin O := (0, 0) is a singular or equilibrium point, i.e. P (0, 0) = Q(0, 0) = 0.
The equilibrium point O is a center if there exists an open neighborhood U of O where all the orbits contained in U \ {O} are periodic.
Assume that the origin of the polynomial differential system (1) is a center. It is well-known that, after a linear change of variables and a constant scaling of the time variable (if necessary), system (1) can be written in one of the next three forms:
(2)ẋ = −y + X(x, y),ẏ = x + Y (x, y), x = y + X(x, y),ẏ = Y (x, y), x = X(x, y),ẏ = Y (x, y), where X(x, y) and Y (x, y) are polynomials without constant and linear terms defined in a neighborhood of the origin. Then the origin O of the polynomial differential system 1 is called linear type, nilpotent or degenerate if after a linear change of variables and a scaling of the time it can be written as the first, second and third system of (2), respectively.
We shall study the differential system of the linear type [2, 16, 20, 21, 22] ).
The necessary and sufficient condition for O to be a center for analytic vector fields was obtained by Liapunov (see for instance [12, 9] ) and Poincaré for the polynomial vector fields. has a center at the origin if and only if it has a first integral of the form
where X j , Y j and H j are homogenous polynomials of degree j.
Now we shall recall the Reeb's criterion for solving the center problem.
We need the following definitions and concept. The definition of integrating factor is standard and well-known, we recall here the definition of inverse integrating factor of system (1) . A function V = V (x, y) is an inverse integrating factor of system (1) in an open subset U ⊂ R 2 if V ∈ C 1 (U ), V ̸ ≡ 0 in U and
) .
The first integral F associated to the inverse integrating factor V is given by the line integral
We note that {V = 0} is formed by orbits of system (1) . The function 1/V defines an integrating factor in U \{V = 0} of system (1) which allows to compute a first integral for system (1) in U \{V = 0}.
We consider now the relation between the existence of a center and the existence of an integrating factor, for analytic vector fields. The main result is given by the following theorem which is equivalent to Theorem 1.
Theorem 2 (Reeb 's criterion [18] ). The analytic differential system (4) has a center at the origin if and only if there is a local nonzero analytic integrating factor of the form V = 1 + h.o.t. in a neighborhood of the origin.
Consequently, to show that a singular point is a center we have two basic mechanisms: the Poincaré-Liapunov's Theorem and the Reeb's criterion.
The main objective of the present paper is to propose a new mechanism to solve the center problem for systems (3) . We shall analyze the center problem from the inverse point of view (see for instance [10, 19] ). Indeed given an analytic function H of the form (5) we shall determine the homogenous polynomials X m and Y m in (3) in such a way that the function H is a first integral of the differential system (3).
Preliminary results
In the proofs of the main results that we proposed in this paper it plays an important role the following results .
The proof of the next result can be found in particular in [16] .
Theorem 3. For system (4) there exists a formal power series
where W j = W j (x, y) is a homogenous polynomial of degree j such that
where v j are the Poincaré-Liapunov constants. This derivative is calculated on the solutions of system (4).
Clearly if the constants v j = 0 for j ∈ N then there exists a first integral
where H j is a homogenous polynomial of degree j. Consequently the origin is a center. If there exist a first non-zero Liapunov constant v j , then in view of the relation
the origin is a stable focus if v j < 0 and unstable if v j > 0.
As usual the Poisson bracket of the functions f (x, y) and g(x, y) is defined as {f, g} := ∂f ∂x ∂g ∂y − ∂f ∂y ∂g ∂x .
We will need the following result.
Proposition 4.
The following relation holds
Proof. Indeed, if we change x = cos t, y = sin t then it is easy to show that
Hence, ∫ 2π 0 {H 2 , Ψ}| x=cos t, y=sin t dt = Ψ(cos t, sin t)| t=2π t=0 = 0.
The following result due to Liapunov (see Theorem 1, page 276 of [12] ).
Theorem 5. If all the roots λ 1 , . . . , λ n of the equation
are such that the relation
is not vanishing for arbitrary non-negative integers m 1 , . . . , m n linked by the expression m = m 1 + . . . + m n ̸ = 0.
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Then for arbitrary given homogenous polynomial U = U (x 1 , . . . , x n ) of degree m there exists a unique homogenous polynomial V = V (x 1 , . . . , x n ) of degree m which is a solution of the equation
In particular, for n = 2 the partial differential equation
has a unique solution V if and only if
A simple consequence of Theorem 5 is the following result.
Corollary 6. Let U = U (x, y) be a homogenous polynomial of degree m. The linear partial differential equation (7) has a unique homogenous polynomial solution V of degree m if m is odd; and if V is a homogenous polynomial solution when m is even, then any other homogenous polynomial solution is of the form V + c(x 2 + y 2 ) m/2 with c ∈ R. Moreover, for m even these solutions exist if and only if ∫ 2π 0 U (x, y)| x=cos t, y=sin t dt = 0.
Statement of the main results
The main results are divided in three subsections 3.1. Differential system (3) with local analytic first integral of the form H = (x 2 + y 2 )/2 + h.o.t.. We state and solve the following inverse problem of the center for differential system (3). Problem 1 Determine the polynomial planar vector fields of degree m
where X m = X m (x, y) and Y m = Y m (x, y) are homogenous polynomial of degree m, for which the given analytic function (5) is a local analytic first integral. The inverse problem 1 has been solved in the following main theorem which provide the expressions of the polynomial differential systems (3) in function of its first integral (5).
Theorem 7.
A polynomial differential system (3) associated to polynomial vector field X has the function (5) as a local analytic first integral if and only if the system can be written as
where g m−1 = g m−1 (x, y) is an arbitrary homogenous polynomial of degree m − 1 and the infinite numbers of the following partial differential equations hold
where
i.e. the polynomial vector field X has the first integral (5) if and only if it can be written as X = −y ∂ ∂x + x ∂ ∂y + X m , where the vector field X m satisfies (9).
Theorem 8. Differential system (3) has a center at the origin if and only if it can be written as
where H is an analytic functions such that
and Λ = Λ(x, y) is an analytic function in the neighborhood of the origin satisfying the partial differential equation
} x=cos t,y=sin t dt = 0. Moreover, this theorem is equivalent to Theorem 7, i.e. differential system (8) coincides with differential system (10), (11) and condition (9) coincides with condition (11), (12) . 
We note that statement (b) of Corollary 9 follows from Theorem 2 of [8] .
Remark 10.
(a) From Theorem 7 it follows that a polynomial differential system (3) has a center at the origin if and only if it can be written into the form (8) with the complementary conditions (9). Consequently we have a new mechanism to solve the center problem for polynomial differential systems of the form (3) which is equivalent to the Poincaré-Liapunov's Theorem and to the Reeb's criterion.
(b) From Theorem 8 it follows the equivalence between Reeb's criterion and Theorem 7, but the criterion which we propose provides a complementary information of the structure of the differential system (3) having a center and the structure of its integrating factor and the integral form of the first integral H.
(c) We note that the Poincaré-Liapunov first integral given in (5) for systems (3) is computed in (11).
(d) Given a system (3) we can determine the homogeneous polynomials H m+1 and g m−1 which appear in (8) . Now solving with respect to the function Λ the linear partial differential equation of first order (12), if we get an analytic solution defined in a neighborhood of the origin, then we have solved the center problem for systems (3).
The proofs of the results of the subsection 3.1 are given in section 4.
3.2. Differential system (3) with local analytic first integral of the form
. We say that differential system (1) has a weak center at the origin if this system has a local analytic first integral of the form
where Υ j is a convenient homogenous polynomial of degree j.
The interest for this type of centers becomes in particular from the fact that any linear type center is locally a weak center (see Remark 22) .
In the study of weak centers plays a fundamental role the following polynomial differential system of degree m
where Φ = Φ(x, y) and φ = φ(x, y) are convenient polynomials of degree at most m − 1. It is easy to observe that the singular points of this differential system are on the intersection of the curves
Thus, by Bezout Theorem, the maximum number of singular points of system (14) is (m − 1) 2 + 1. In particular if Φ = 0 then the only critical point is the origin.
The aim of the following results is to study the existence of the weak centers for polynomial differential systems with homogenous nonlinearities. Proposition 11. Assume that the polynomial differential system (3) has a center at the origin of coordinates. Then this center is a weak center if and only if this system can be written as
where g m−1 = g m−1 (x, y) and Υ m−1 = Υ m−1 (x, y) are homogenous polynomials of degree m − 1, i.e. system (3) can be written as system (14) with Φ and φ such that
Now we introduce the following concepts that we need further. Let R[x, y] be the ring of all real polynomials in the variables x and y, and let
where K = K(x, y) is a polynomial of degree at most m − 1, which is called the cofactor of g = 0. If the polynomial g is irreducible in R[x, y], then we say that the invariant algebraic curve g = 0 is irreducible, and that its degree is the degree of the polynomial g. A first integral F of the polynomial vector field (16) is called
r (x, y), where G, h, g 1 , ..., g r , g, h are polynomials and λ 1 , . . . , λ r are complex constants. For more details on the so-called Darboux theory of integrability see for instance Chapter 8 of [6] .
We introduce the following definition. We say that polynomial vector field X of degree m is quasi-Darboux integrable if there exist r polynomial partial integrals g 1 , . . . , g r and s non-polynomial partial integrals
is a convenient polynomials of degree m − 1, for j = 1, . . . , s such that the function
s , where λ 1 , . . . , λ r , κ 1 , . . . , κ s , are complex constants, is a first integral. We observe that a generalization of the Darboux theory was developed in the paper [7] , which evidently contain the above definition, but for our aim we shall use the definition of quasi-Darboux integrable.
Conjecture 12. Differential system (15) with a weak center at the origin is quasiDarboux integrable.
This conjecture is supported by several facts which we give below.
Example 13. Polynomial differential system with weak center at the origiṅ
is quasi-Darboux integrable.
Indeed, this system has the following polynomial partial integrals
such thaṫ
It is easy to show that the analytic in
is a partial integral such thatḟ = −4xyg 3 f. Consequently we have the first integral F = H 2 √ f which has the Taylor expansion at the origin F = H 2 (1 + h.o.t.).
Theorem 14. Polynomial differential system (15) under the assumption
if m is odd, 0 if m is even, i.e., the polynomial differential system
is a homogenous polynomial of degree m and β and ν are constants, is quasi-Darboux integrable. Moreover a first integral F is given in the following.
(
The algebraic curves H 2 = 0 and 1
The algebraic curves
are invariant curves with cofactors 2β{H 2 , g m−1 } and
In the cases (c) and (d) H
) 2/(m−1) .
The algebraic curves H 2 = 0 and
The algebraic curve H 2 = 0 and the non-polynomial curve defined in R 2 \{0} by
are invariant curves with cofactors 2{H 2 , g m−1 }/(m + 1) and
Remark 15. We observe that the function Ω :
log H 2 is an analytic in R 2 \{0}, which in polar coordinates be-
log r, and satisfies
We recall that the singular point of system (1) located at the origin is an isochronous center if all the periodic solutions in a neighborhood of the origin has the same period.
A center O of system (1) is a uniform isochronous center if the equality xẏ−yẋ = κ(x 2 + y 2 ) holds for a nonzero constant κ; or equivalently in polar coordinates (r, θ) such that x = r cos θ, y = r sin θ, we have thatθ = κ (see for instance [11] ).
Proposition 16.
A polynomial differential system (3) has a uniform isochronous center at the origin if and only if this system can be written as (17) with θ(H 2 ) = 0 and β = 1/(m + 1), i.e.
is a homogenous polynomial of degree m − 1. Moreover, this system has the first integral
which has the following Taylor expansion
at the origin the coordinates Consequently the uniform center (18) is a weak center.
This proposition has the following corollary.
Corollary 17. The solutions of (18) in polar coordinates (r, θ) are
, where C is an arbitrary constant.
Note that Proposition 16 characterizes the form of the polynomial uniform isochronous centers with homogeneous nonlinearities and improves previous results of Conti [4] .
Remark 18. Differential system (17) with β = 1/(m + 1) and m odd, i.e.
has one singular point if ν > 0 and at most (m − 1)
2 ) (m−1)/2 which are on the circle x 2 + y 2 = a 2 . Moreover, its first integral
is non-analytic at the origin.
Other particular cases of differential systems with isochronous centers are the systems which satisfy the Cauchy-Riemann conditions (see for instance [4] ).
Proposition 19 (Cauchy-Riemann condition for a center). Let O be a center of (1). Then O is isochronous center if P and Q satisfy the Cauchy-Riemann equations
A center of system (1) for which (19) holds is called a holomorphic center, which is an isochronous center, see for more details [13, 14] .
Proposition 20. A differential system (3) with a center at the origin has a holomorphic isochronous center at the origin if and only if it can be written as (17) with β = 1/(2m) i.e.,
where ν is a constant. Moreover, differential system (20) has the first integral
and has the following expansion at the origin F := H = H 2 (1 + h.o.t.). Thus the holomorphic isochronous center is a weak center.
Proposition 20 characterizes the holomorphic isochronous centers for the polynomial differential systems with homogenous nonlinearities.
The following result goes back to Poincaré and Liapunov see [15, 12, 17] .
Theorem 21 (Poincaré normal form of a nondegenerate center). For a polynomial differential system (4), there exists a local analytic change of coordinates
and an analytic function Ψ = Ψ(u 2 + v 2 ) such that the coordinate change (23) transforms system (4) into the form
where H = 1 2
. Without loss of generality we can assume that Ψ(0, 0) = 0.
Remark 22. From Propositions 16 and 20 it follows that all the uniform isochronous centers and all the holomorphic isochronous centers for polynomial differential systems with homogenous nonlinerities are always weak centers.
It is important to observe that there is not a relation between isochronous centers and weak centers, i.e. there exist isochronous centers which are not weak centers and weak centers which are not isochronous centers.
Finally we remark that any linear type center after an analytic change of variables is locally a weak center Indeed from (24) it follows that there exists a local first integral
Proposition 23. A polynomial differential system (14) with a first integral of the form F = (x 2 + y 2 )Ω(x, y) where Ω(0, 0) = 1/2, after the local analytic change of coordinates
in a neighborhood of the origin becomes
which has the local first integral
is the inverse transformation of (25).
The next corollary follows from (26) and from the definition of isochronous center.
Corollary 24. A polynomial differential system (26) has an isochronous center at the origin if and only if
Remark 25. The useful of Corollary 24 is very limited. The problem is that, although u and v are given by explicitly simple functions of x and y, this is not necessarily the case for the inverse change of coordinates, i.e. it may be impossible to give a simple expression of x and y as function of u and v. Since the function 1 +Φ(u, v) in (26) is first obtained in (x, y)-coordinates, it may be difficult in the practice to apply Corollary 24.
In view of the relation u v = y x it follows that if we pass to the polar coordinates u = R cos ϑ, v = R sin ϑ, x = r cos θ, y = r sin θ, then tan ϑ = tan θ and consequentlyθ =θ.
From Remark 25 and Proposition 11 we get the following corollary.
Corollary 26. A polynomial differential system (15) has an isochronous center at the origin if and only if
Another important subclass of differential systems (3) with a weak center is formed by the differential systems satisfying the so called weak condition for a center (see for instance [1] ).
Proposition 27 (Weak condition of the center for polynomial differential systems (3)). The origin is a center of a polynomial differential system (3) if there exists µ ∈ R such that
and either m = 2k is even; or m = 2k − 1 is odd and µ ̸ = 2k; or m = 2k − 1 is odd, µ = 2k and (13) holds.
In [5] the author proved that if µ = 2m then system (3) has the rational first integral
Proposition 27 can be improved as follow.
Theorem 28. If a polynomial differential system (3) satisfies (27) and (13), then it has a weak center at the origin and can be written in the form (17) with β = λ/2, i.e.
(28)ẋ
2 {F, y} where λ = 2/µ, being µ the constant with appears in (27). The first integral F is such that
, if m is even.
if m is even
if m is odd.
Moreover the weak center at the origin of system (28) is (i) isochronous if λ = 1/m and (29)
(ii) a uniform isochronous if Θ(H 2 ) = 0 and λ = 2/(m + 1) and (iii) a holomorphic isochronous if λ = 1/m and g m−1 satisfies (21).
From Proposition 28 it follows the next result due to Devlin [5] , note that
, and doing the Taylor expansion of the function
with respect to the variable C in a neighborhood of zero, we get condition (b) of the next corollary. 
The results of subsection 3.2 are proved in section 5.
3.3. Polynomial vector fields with homogenous nonlinearities having a focus at the origin. We state the following inverse problem.
Problem 30. Determine the polynomial planar vector fields
where X m = X m (x, y) and Y m = Y m (x, y) are homogenous polynomials of degree m, for which
, and W j = W j (x, y) is a homogenous polynomial of degree j, v j is a Liapunov constant, and not all the v j are zero.
The solution of Problem 30 is given in the following propositions.
Proposition 31. Consider the polynomial vector field
∂ ∂y where X 2k−2 and Y 2k−2 are homogenous polynomials of degree m = 2k − 2 for which (30) holds for a given function W. Then the polynomial differential system associated to X is
where W 2 = 1 2 (x 2 + y 2 ) and g 2k−3 = g 2k−3 (x, y) is an arbitrary homogenous polynomial of degree 2k − 3, satisfying (32)
Remark 32. A polynomial differential system with homogenous nonlinearities having a center at the origin can be written as system (8), consequently this system gives a necessary condition in order to have a linear type center, but this condition is not sufficient. Indeed from Proposition 31 it follows that the system with a focus at the origin can be written as (31) which is equivalent to (8), but not all systems (31) satisfy the conditions (9) for providing a center. In particular it is well known (see [2] ) that any quadratic differential system with a center or a focus at the origin can be written as the systems
or equivalently (see (8) for m = 2) in to the forṁ
with
So this proves that the systems of the form (8) not always has a center at the origin.
Proposition 33. Consider the polynomial vector field
where X 2k−1 = X 2k−1 (x, y) and Y 2k−1 = Y 2k−1 (x, y) for k ≥ 2 are homogenous polynomials of degree 2k − 1 for which (30) holds for a given function W . Then the polynomial differential system associated to X is
where g 2k−2 = g 2k−2 (x, y) is a homogenous polynomial of degree 2k − 2, satisfying
where ν j is a constant for j = 1, . . . , k − 1,.
Corollary 34. The Liapunov constants for a polynomial vector field of degree m associated to differential system (31) or (34) can be computing as follows.
where j ≥ k − 1, if m = 2k − 2, and
The results of this subsection are proved in section 6.
The Proofs of Subsection 3.1
Proof of Theorem 7 . Consider a general polynomial vector field of degree m that we write as
where X j and Y j for j = 0, 1, . . . , m are homogenous polynomials of degree j. Since the analytic first integral H starts with H 2 = (x 2 + y 2 )/2, without loss of generality this implies that X 0 (x, y) = Y 0 (x, y) = 0, X 1 (x, y) = −y and Y 1 (x, y) = x. Hence the following infinite number of equations follow 
The first equation of (38) can be rewritten as follows
Solving it with respect to X 2 and Y 2 we obtain
where g 1 = g 1 (x, y) is an arbitrary homogenous polynomial of degree one. By substituting these polynomials into the second equation of (38) we get
By solving this equation with respect to X 3 and Y 3 we have
where g 2 = g 2 (x, y) is an arbitrary homogenous polynomial of degree two. By continuing this process we obtain
where g j = g j (x, y) is an arbitrary homogenous polynomial of degree j. In particular if X j = Y j = 0 for 1 < j ≤ m − 1 then for simplicity we assume that (39) H k = 0 for 3 ≤ k ≤ m and g j = 0 for 1 < j < m − 1.
Consequently X m and Y m becomes
By inserting the previous relations in the remain equations we get the conditions (9) . Thus the proof of the theorem follows.
Proof of Theorem 8. Now we assume that conditions (9) hold, and we shall prove that they imply condition (11) . Condition (9) in view of (39) becomes
where a k is a constant.
For simplicity we assume that
Consequently for m + 1 ≤ k ≤ 2m − 1 from (9) we get
Again, for simplicity we assume that
After some computations from the first equation of (40) we get that
where λ 2m−2 = λ 2m−2 (x, y) is an arbitrary homogenous polynomial of degree 2m − 2, which we choose in such a way that
∂ y∂ x . Hence λ 2m−2 must be a solution of the first order partial differential equation
In view of Corollary 6 this equation has a solution if and only if
After the integration (41) we obtain
where γ is an oriented curve. Analogously from the last equation of (40) we get (43)
where λ 3m−3 = λ 3m−3 (x, y) is an arbitrary homogenous polynomial of degree 3m−3 which we choose in such a way that After the integration (41) we obtain
By continuing this process and for simplicity we assume that
From the equation
and in view of (43), after some computations we deduce that
where λ 4m−4 = λ 4m−4 (x, y) is an arbitrary homogenous polynomial of degree 4m−4 which we choose in such a way that After the integration (41) we obtain
By continuing this process we finally get that the function H is such that
where Λ = λ 2m−2 + λ 3m−3 + . . . . Here we use the expansion at the neighborhoods of the origin
.
In view of (42), (44), (45),. . . , we get
In short condition (12) holds. Now we prove that from (11) it follows (9) . Indeed, we suppose that the functions
have the following expansion at the neighborhood of the origin
where H j and Λ j are homogenous polynomial of degree j. Consequently from (11) we obtain
From the m − 3 first equations it follows that ∂H j ∂x = xΛ j−2 , ∂H j ∂y = yΛ j−2 , for j = 3, . . . , m.
Thus {H 2 , H j } = 0. For simplicity we assume that H j = 0, for 3 ≤ j ≤ m. Consequently Λ j = 0, 1 ≤ j ≤ m − 2. From the m + 1 equation it follows that Λ m−1 = 0. By inserting in the next equations we get that dH m+j = Λ m+j−2 dH 2 for j = 2, . . . , m − 1. Again for simplicity we assume that H m+j = 0 and consequently Λ m+j−2 = 0 for j = 2, . . . , m − 1. Thus the rest of equations becomes
Again we assume that H 2m+j = 0 and Λ 2m+j−2 = 0 for j = 1, . . . , m − 2.
Hence we get that
From the equations
Thus we deduce the equation (9) for k = m + 1, i.e. X m (H m+1 ) + {H 2 , H 2m } = 0. On the other hand from the equations
it follows that
, H 2 } and using (46) we get that
hence we get equation (9) for k = 2m, i.e. X m (H 2m ) + {H 2 , H 3m−1 } = 0.
By continuing this process we finally obtain the relations (9) . The equivalence between differential system (8) and the equations (10) and (11) is easy to show. In short the theorem is proved.
Proof of Corollary 9. The proof of statement (a) follows from the proof of Theorem 8. Indeed, by considering that
Hence, if m = 2n + 1 then
Thus H(−x, −y) = H(x, y), consequently the phase portrait of the differential system in this case is symmetric with respect to the origin. By considering that the origin is a center, then if the the differential system has more centers its number is odd.
The proof of statement (b) follows from the proof of Theorem 8. Indeed, in this case differential system can be written as (8) . Hence
In view of Proposition 4 we get that (13) holds. Thus the corollary is proved.
The Proofs of Subsection 3.2
Proof of Proposition 11 . Assume that polynomial differential equations (3) has a center at the origin, then they can be written as (8) . On the other hand by considering that the center is a weak center, then we get that H m+1 = H 2 Υ m−1 . Hencė
here we apply the relation
Analogously we deduce the expression forẏ. Hence, by comparing with (14) we obtain that
This completes the proof of the proposition.
Proof of Theorem 14. We shall study the following four cases:
For the case (i) by introducing the homogenous polynomial of degree m − 1 such that
, and by considering that {H 2 , V } = 0, we obtain that the differential system (17) becomesẋ
Hence we obtain thaṫ
Thus
respectively. Hence, the system has the Darboux first integral
Hence we deduce the first integrals F of statements (a) and (b). The Taylor expansion at the origin is F := H = H 2 (1 + h.o.t.). Consequently the origin is a weak center in this cases.
The case when β = 1/2 by introducing the homogenous polynomial of degree m − 1 such that
if m is odd, we get that differential system (17) becomeṡ
thus we deduce thaṫ
This prove statements (c) and (d) For the case when β = 0 differential system (17) becomeṡ
consequently F = H 2 is a first integral. This prove statement (e).
For the case when β = 1/(m + 1) we get that differential system (17) becomes
After the integration this linear system we get
where C is an arbitrary constant. Hence we get
After some computation we deduce that the first integral is
) 2/(m−1) if m is even,
It is easy to show that the curve H 2 = 0 and
log H 2 = 0 if m is odd are invariant curves of differential system (47). Indeed, the following relation holds
Clearly that {H 2 , G} = m − 1 m + 1 {H 2 , g m−1 }, thus this cofactor is a polynomial of degree m − 1. This prove statements (f) and (g).
Proof of Proposition 16. It is well known that if the origin is a center of (3), then this center is uniform if and only iḟ
where φ = φ(x, y) is a homogenous polynomial of degree m − 1. Thus in view of Proposition 11 the uniform center is a particular case of a weak center (15) with
Hence we easily get (18) and comparing with (17) it follows that Θ(H 2 ) = 0, and β = 1 m + 1 .
Hence the first integral F becomes (see case (f) of Theorem 14)
The Taylor expansion at the origin is
. This completes the proof of the proposition. 
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Hence (
here we apply the relation x ∂H ∂x
Thus we have
Therefore (48) follows. Hence we get that
if m is odd,
if m is even.
Analogously to the proof of Proposition 11 we deduce differential system (20) . By comparing with (17) we get that β = 1 2m . Consequently the from Theorem 14 case (b) we get the first integral (22) . In short the proposition is proved.
Proof of Proposition 23. By Proposition 11 if a differential system (3) has the first integral F = (x 2 + y 2 )Ω, then it can be written as system (14) . Consequentlẏ H 2 = 2H 2 φ. On the other hand from the conditionḞ = 0 we geṫ
analogously we deduce thatv = −(1 +Φ)(u, v) u.
Proof of Corollary 26 . From (15) it follows that
which in polar coordinates (r, θ) becomeṡ
hence it is easy to obtain the proof of the corollary.
Proof of Corollary 26. From (15) Hence we easily obtain the proof of the corollary.
Proof of Theorem 28. Since (27) and (13) hold, by Proposition 27 system has a center at the origin. Consequently, by Theorem 7 it can be written as
It is easy to prove that relation (27) can be written as
where F is a first integral which we determine below.
From (49) follows that
where λ = 2/µ. Thus in view of Corollary 6 we get that
if m is odd, where ν ∈ R.
From this differential system we obtain the expression (28) for differential system (3) which satisfies the condition (13) and (27). Now we show that differential system (28) is integrable. Indeed from equations (28) and (17) it follows that β = λ 2 . Hence, from Theorem 14 after some computations we get the proof of statements (a), (b), (c) and (d) of Theorem 28. The second condition (13) of the center given in Proposition 27 in this case takes the form
Now we shall prove statement (i). Indeed if in (28) we take λ = 1/m, then the differential system becomeṡ Hence ζ = CΨ± √ C 2 Ψ 2 + C. Therefore, from the equationφ = 1 + G m−1 (r cos φ, r sin φ) = 1 + ζΨ(φ), we get
thus (29) holds. This completes the proof of statement (i). Now we prove statement (ii). If Θ(H 2 ) = 0, and λ = 2/(m + 1) then differential system (50) becomeṡ
Thus xẏ − yẋ = x 2 + y 2 . So the center is a uniform isochronous center.
Finally we prove statement (iii). If λ = 1/m then differential system (28) can be written as (20) . If g m−1 is a homogenous polynomial of degree m − 1 which satisfies (21) , then from Corollary 20 the proof follows.
The Proofs of Subsection 3.3
Proof of Proposition 31. From (6) it follows that
First we solve Problem 30 for m = 2. Thus X j = Y j = 0 for j > 2. The first equation of (51) can be rewritten as follows
where g 1 = g 1 (x, y) is an arbitrary homogenous polynomial of degree one. By substituting these polynomials into the rest of equations of (52) for j = 1, 2, . . . we get
, W 2 }. Now we solve Problem 30 for m = 3. Thus X 2 = Y 2 = X j = Y j = 0 for j > 3. From the second equation of (51) we deduce that
where g 2 = g 2 (x, y) is an arbitrary homogenous polynomial of degree two. Inserting in the rest of the equations of (51) we get for j = 1, 2, . . . that
Now we solve Problem 30 for m > 3. Thus X j = Y j = 0 for 2 ≤ j < m and j > m. First we study the case when m = 2k − 2 ≥ 4. From (51) it follows that (52)
Consequently in view of Proposition 4, from (52) we get that
X m and Y m becomes
Substituting in the remaining equations of (52) we get the differential equations (32). Thus the proof of the proposition follows.
Proof of Proposition 33. From (6) it follows that (53)
Consequently in view of Proposition 4, from (53) we get that
. . , k − 1, and X 2k−1 and Y 2k−1 becomes
Substituting in the rest of equations of (53) we get the differential equations (35). Thus the proof of the proposition follows.
Proof of Corollary 34 . It is easy to obtain from (32) and (35), by considering Proposition 4. Indeed, from (32) it follows that
consequently, by considering Corollary 6 we get Analogously, from (35) we obtain (37). Thus the corollary is proved.
6.1. Classification of quadratic and cubic planar differential system with a weak center. For nondegenerate quadratic center (see for instance [2] ) and cubic center (see for instance [16, 22] ) the center problem has been solved in terms of algebraic equalities satisfied by the coefficients. Proof. Indeed, differential system (33) can be rewritten as (14) if and only if (60) λ 4 + λ 6 + 3λ 3 = 0, λ 5 + 4λ 2 = 0.
Consequently system (33) becomeṡ x = −y(1 + λ 2 x − λ 6 y) − x(λ 3 x + λ 2 y), y = x(1 + λ 2 x − λ 6 y) − y(λ 3 x + λ 2 y),
In view of (54) and taking into account the condition (60) we get λ 4 = λ 2 = λ 5 = 0 and λ 6 = −3λ 3 , then we obtain the differential system (55); λ 5 = λ 2 = 0, and λ 4 + λ 6 + 3λ 3 = 0, then we obtain the differential system (56); λ 3 = λ 6 , λ 5 = −4λ 2 , and λ 4 = −4λ 3 , then we obtain the differential system (57); λ 5 = λ 2 = 0, λ 4 + 5(λ 3 − λ 6 ) = 0 and λ 6 (λ 3 − 2λ 6 ) = 0, then we have either λ 5 = λ 2 = λ 6 = 0, λ 4 + 5λ 3 = 0, or λ 5 = λ 2 = 0, λ 3 = 2λ 6 and λ 4 + 5λ 6 = 0. Therefore we get the differential system (58) or (59). In short, the theorem is proved.
Remark 37. In the paper [3] the classification of isochronous quadratic centers is given. From this classification there are only two isochronous centers which are weak centers, that can be obtained from equation (56) for λ 3 = λ 6 = −1, and λ 3 = −1, λ 6 = 0. These systems arė 
respectively.
