Abstract. The solutions of the nonlinear Schrödinger equation are of great importance for ab initio calculations. It can be shown that such solutions conserve a countable number of quantities, the simplest being the local norm square conservation law. Numerical solutions of high quality, especially for long time intervals, must necessarily obey these conservation laws. In this work we first give the conservation laws that can be calculated by means of Lie theory and then critically compare the quality of different finite difference methods that have been proposed in geometric integration with respect to conservation laws. We find that finite difference schemes derived by writing the Schrö-dinger equation as an (artificial) Hamiltonian system do not necessarily conserve important physical quantities better than other methods.
Introduction The wave equation, or the time-dependent Schrödinger equation, i
∂ψ(r, t) ∂t = − 2 2m ∇ 2 ψ(r, t) + V 0 · ψ(r, t), describes the non-relativistic quantum mechanical properties for particles without spin. Here a particle of mass m moves in a field represented by the potential energy function V 0 . After scaling the t and r coordinates, the one-dimensional Schrödinger equation takes the form iu t + u xx + 2uV 1 (t, x, u) = 0 where V 1 (t, x, u) denotes the potential. In the case of the Schrödinger equation with cubic nonlinearity in one space dimension, the potential is of the form V 1 (t, x, u) = |u| 2 + V (t, x) where V (t, x) is an arbitrary real valued function. Hence we consider numerical solutions of the initial-boundary value problem u : [0, T ] × [0, 1] → C, ∆(t, x, u) := iu t + u xx + 2αu |u| 2 + V (t, x) = 0, (1.1)
In Section 2 we calculate conservation laws by means of Lie Theory and Noether's Theorem [7] [8] [9] . After defining three finite difference schemes in Section 3, we discuss the numerical results for a recurrence solution in Section 4.
Conservation laws
To employ Lie theory and find the conservation laws we define v := ℜu and w := ℑu and have ℜ∆ = −w t + v xx + 2αv v 2 + w 2 + V (t, x) , ℑ∆ = v t + w xx + 2αw v 2 + w 2 + V (t, x) .
We can write the system as the first-order variational problem L(u) := L(t, x, v, w, v (1) , w (1) )dtdx with the Lagrangian
Hence we find for the Euler-Lagrange equations that E v (L) = ℜ∆ and E w (L) = ℑ∆ where E v and E w are Euler operators. A vector field
Here Div(τ, ξ) is the total divergence Div(τ, ξ) = D t τ + D x ξ. In order to check this condition we use the relevantly prolonged operator
and solve (2.1) by equating the coefficients of the derivatives of the dependent variables to zero. We find that τ , ξ, ϕ, and ψ must satisfy the symmetry conditions
Physical meaning
Var. symmetry Conserved density and
The outside potential V (t, x) appears only in the last equation. We note that v = w∂ v −v∂ w is a symmetry for arbitrary α and arbitrary outside potentials. Furthermore v = ∂ t is a symmetry provided that the outside potential is time-independent, i.e.,
2 ∂ w are symmetries provided that the outside potential is space-independent, i.e., V x = 0. In both cases α = 0 can be arbitrary.
Considering the case of a constant outside potential, V ∈ R, we arrive at the symmetries
v that form a four-dimensional Lie algebra. After defining v i to be the symmetry with c i = 1 and c j = 0, j ∈ {1, 2, 3, 4}\{i}, its commutator table is
We now use Noether's Theorem [8] to determine the conservation laws. In the case of a first-order variational problem the components of a conservation law Div P = 0 are in general given by [9] 
In the case of an evolution equation with appropriate boundary conditions we find that the integral Ω P 1 dx of the conserved density P 1 is constant with respect to time on solutions of the pde system. The variational symmetries and their conserved density are summarized in Table 2.1. As for the physical interpretation, the rotation v 1 = w∂ v −v∂ w corresponds to charge conservation, the translation v 2 = ∂ x corresponds to momentum conservation, and the translation v 3 = ∂ t corresponds to energy conservation, as usual in physical systems. It is clear from (2.2) that energy conservation arises from the symmetry v = ∂ t of an evolution equation in general.
Three finite difference schemes
We compare the following three finite difference schemes. The first scheme, [H], proceeds by writing the equation as a Hamiltonian system in canonical form in a straightforward manner [6] . The second method, [P] , is based on the Ablowitz-Ladik model and a transformation to canonical form [1, [4] [5] [6] . For the first two methods we use the 6th order Gauß collocation method as the symplectic scheme. The third method, [RK] , is a state-of-the-art Runge-Kutta method of order 6.
Hamiltonian form.
Depending on how the nonlinear term in (1) is discretized, one can write the system in Hamiltonian form in straightforward manner (u → u k ) or one arrives at the Ablowitz-Ladik model (2u
Discretizing the derivatives with respect to the space variable first in an equidistant manner, we obtain the equations
After splitting u k into real and imaginary parts by u k =: v k + iw k and introducing the notation v := (v 1 , . . . , v N ) and w := (w 1 , . . . , w N ), we define the Hamiltonian
and obtain the system vẇ = 0
Poisson form.
We now discretize the nonlinear term using 2u → u k−1 + u k+1 and obtain
in the new variables w k , k ∈ {1, . . . , N }. Again we split u k into real and imaginary parts via u k =: v k + iw k and introduce the notation v := (v 1 , . . . , v N ) and w := (w 1 , . . . , w N ), which yields
The entries of the diagonal matrix D are
This system is a Poisson system. The transformation to canonical form is not unique and depends on V (or generally on V 1 ), since d k depends on the potential. However the transformation to canonical form should be global, i.e., it should be identical for all time steps; otherwise poor performance for increasing time must be expected [5] . Hence we assume in the following that V (t, x) = V (x) not depending on t.
In order to find a transformation to canonical form we employ the Darboux-Lie
Theorem [6] . We set σ(x) := ln(1+x) x and τ (x) := e x −1
x . We use the transformation
with its inverse
After this transformation the system is in canonical form and the new Hamiltonian H in the variables p and q reads
3.3. Runge-Kutta method of order 6. The third method, [RK] , is a stateof-the-art non-symplectic method that the symplectic schemes have to be compared with. We use the Hamiltonian form from Section 3.1 and a first-same-as-last embedded pair of explicit Runge-Kutta methods of order 6 including automatic time-step control. Although automatic time-step control is not easily achieved with symplectic integrators [5] , it is an important feature of state-of-the-art (non-symplectic) methods.
Numerical results
In this section, we set V := 0 because of the restriction imposed by method [P]. (a) shows the relative changes of C 1 (t) and C 3 (t) compared to the initial value, and (b) shows the absolute change in C 2 (t) which is zero initially. dom" behavior after t ≈ 6 and t ≈ 4, respectively. Fig. 4 The time evolution of the conservation laws C 1 , C 2 , and C 3 on the interval t ∈ [0, 10] for all three solutions is shown in figures 4.9, 4.10, and 4.11. In the cases of C 1 and C 2 , the relative changes with respect to the initial value are plotted, and in the case of C 3 the absolute change is depicted. The situation for method [P] is very different from the other two methods. There are fluctuations in the relative values of C 1 up to ≈ 5% where C 1 is too large and fluctuations in the relative values of C 3 with many peaks over 10% and one peak reaching 70%. These fluctuations start immediately. At the same time, the absolute deviation of C 2 is less than 2 · 10 −12 . Thus C 2 here is the only quantity of all three methods that is preserved to almost round-off accuracy. Considering all three conservation laws, method [P] is not advantageous compared to the other two methods. 
It is seen that each of the three methods obeys one conservation law well (nearly exactly in the case of C 2 by [P]), but fails on the rest of the conservation laws.
Conclusion
Interpreting the numerical results, we observe the following. Although method [P] is the most advanced method from a theoretical point of view, its conservation properties are not better than those of the other two methods. Probability and energy are not conserved by [P] and oscillations start immediately; on the other hand, momentum is conserved. The error in energy conservation reaches more than 70% at one point (cf. Fig. 4.10) . A serious disadvantage of method [P] is that it cannot be applied to soliton solutions, because this would imply a division by zero (see the derivation of the scheme in Section 3.2).
Methods Tracking the conservation laws is a good way of assessing the numerical quality of a solution. It is found that a fd scheme derived by writing the Schrödinger equation as an (artificial) Hamiltonian system does not necessarily conserve important (physical) quantities better than other methods; in fact, this scheme performs worst in the sense that oscillations start immediately. This is due to the fact that the Hamiltonian form is arbitrary. Although the Hamiltonian is conserved by the symplectic integrators, other physical quantities are not necessarily conserved and the Hamiltonian does not generally carry a physical meaning in contrast to the conservation laws derived by Lie theory.
