Abstract. Frequent Pattern Mining (FPM) is a very powerful paradigm for mining informative and useful patterns in massive, complex datasets. In this paper we propose the Data Mining Template Library, a collection of generic containers and algorithms for FPM, as well as persistency and database management classes. DMTL provides a systematic solution to a whole class of common FPM tasks like itemset, sequence, tree and graph mining. DMTL is extensible, scalable, and high-performance for rapid response on massive datasets. Our experiments show that DMTL is competitive with special purpose algorithms designed for a particular pattern type, especially as database sizes increase.
Introduction
Frequent Pattern Mining (FPM) is a very powerful paradigm which encompasses an entire class of data mining tasks. The specific tasks encompassed by FPM include the mining of increasingly complex and informative patterns, in complex structured and unstructured relational datasets, such as: Itemsets or co-occurrences [1] (transactional, unordered data), Sequences [2, 29] (temporal or positional data, as in text mining, bioinformatics), Tree patterns [30, 3] (XML/semistructured data), and Graph patterns [12, 16, 26, 27] (complex relational data, bioinformatics). Figure 1 shows examples of these different types of patterns; in a generic sense a pattern denotes links/relationships between several objects of interest. The objects are denoted as nodes, and the links as edges. Patterns can have multiple labels, denoting various attributes, on both the nodes and edges.
The current practice in frequent pattern mining basically falls into the paradigm of incremental algorithm improvement and solutions to very specific problems. While there exist tools like MLC++ [15] , which provides a collection of algorithms for classification, and Weka [25] , which is a general purpose Java library of different data mining algorithms including itemset mining, these systems do not have an unifying theme or framework, there is little database support, and scalability to massive datasets is questionable. Moreover, these tools are not designed for handling complex pattern types like trees and graphs.
Our work seeks to address all of the above limitations. In this paper we describe Data Mining Template Library (DMTL), a generic collection of algorithms and persistent data structures, which follow a generic programming paradigm [4] . DMTL provides a systematic solution for the whole class of pattern mining tasks in massive, relational datasets. The main contributions of DMTL are as follows: -Isolation of generic containers which hold various pattern types from the actual mining algorithms which operate upon them. We define generic data structures to handle various pattern types like itemsets, sequences, trees and graphs, and outline the design and implementation of generic data mining algorithms for FPM, such as depth-first and breadth-first search. -Persistent data structures for supporting efficient pattern frequency computations using a tightly coupled database (DBMS) approach. -Native support for both vertical and horizontal database formats for highly efficient mining. -Developing the motivation to look for unifying themes such as right-most pattern extension and depth-first search in FPM algorithms. We believe this shall facilitate the design of a single generic algorithm applicable across a wide spectrum of patterns.
One of the main attractions of a generic paradigm is that the generic algorithms for mining are guaranteed to work for any pattern type. Each pattern is characterized by inherent properties that it satisfies, and the generic algorithm exploits these properties to perform the mining task efficiently. We conduct several experiments to show the scalability and efficiency of DMTL for different pattern types like itemsets, sequences, trees and graphs. Our results indicate that DMTL is competitive with the special purpose algorithms designed for a particular pattern type, especially with increasing database sizes.
Preliminaries
The problem of mining frequent patterns can be stated as follows: Let N = {x 1 , x 2 , . . . , x nv } be a set of n v distinct nodes or vertices. A pair of nodes (x i , x j ) is called en edge. Let L = {l 1 , l 2 , . . . , l n l }, be a set of n l distinct labels. Let L n : N → L, be a node labeling function that maps a node to its label L n (x i ) = l i , and let L e : N × N → L be an edge labeling function, that maps an edge to its label L e (x i , x j ) = l k .
It is intuitive to represent a pattern P as a graph (P V , P E ), with labeled vertex set P V ⊆ N and labeled edge set
The number of nodes in a pattern P is called its size. A pattern of size k is called a k-pattern, and the class of frequent k-patterns is referred to as F k . In some applications P is a symmetric relation, i.e., (x i , x j ) ≡ (x j , x i ) (undirected edges), while in other applications P is anti-symmetric, i.e., (x i , x j ) ≡ (x j , x i ) (directed edges). A path in P is a set of distinct nodes {x i0 , x i1 , x in }, such that (x ij , x ij+1 ) in an edge in P E for all j = 0 · · · n − 1. The number of edges gives the length of the path. If x i and x j are connected by a path of length n we denote it as x i < n x j . Thus the edge (x i , x j ) can also be written as x i < 0 x j .
Given two patterns P and Q, we say that P is a subpattern of Q (or Q is a super-pattern of P ), denoted P Q if and only if there exists a 1-1 mapping f from nodes in P to nodes in Q, such that for all
In some cases we are interested in embedded subpatterns. P is an embedded subpattern
A database D is just a collection (a multi-set) of patterns. A database pattern is also called an object. (oid) . An object has a unique identifier, given by the function O(
The number of objects in D is given as |D|.
The absolute support of a pattern P in a database D is defined as the number of objects in D that contain P , given as π
|D| . A pattern is frequent if its support is more than some user-specified minimum threshold, i.e., if π(P, D) ≥ π min . A frequent pattern is maximal if it is not a subpattern of any other frequent pattern. A frequent pattern is closed if it has no super-pattern with the same support. The frequent pattern mining problem is to enumerate all the patterns that satisfy the user-specified π min frequency requirement (and any other userspecified conditions).
The main observation in FPM is that the sub-pattern relation defines a partial order on the set of patterns. If P Q, we say that P is more general than Q, or Q is more specific than P . The second observation used is that if Q is a frequent pattern, then all sub-patterns P Q are also frequent. More important is the converse, i.e. if P is infrequent and P Q then Q shall also be infrequent (follows from the anti-monotonicity of frequency). The different FPM algorithms differ in the manner in with they search the pattern space.
FPM Instances
Some common types of patterns include itemsets, sequences, trees, and graphs, as shown in Figure 1 . In fact, every pattern can be modeled as a graph; the nodes (x i ) are shown under each circle and the node labels (L n (x i )) are shown inside the circle, whereas edge labels have been omitted. In an itemset [1] no two nodes have the same label.
There are several possible formulation of the itemset pattern: i) vertex-only: An itemset pattern P is just a of vertices, i.e., P V = V and P E = ∅, this is shown in Figure 1 , ii) linear: in another formulation the itemset is defined as P V = V , and
A third alternative is to represent itemset P as a clique, i.e., P V = V and
In sequence mining [2] , a sequence is modeled as an ordered list of itemsets, and thus the different nodes in a sequence can have the same label. We can model a sequence pattern P as being made up of a sequence of n itemsets P i , i = 1, · · · n, using the linear formulation (as shown in Figure 1) ; note that using the vertex-only formulation is problematic, since it results in a disconnected pattern. Thus P has a vertex set made up of n disjoint subsets
The edge set P E contains all the edges within P i (consecutive and undirected), and it also contains a directed edge for every pair of consecutive itemsets, i.e., from the last node of P i to the first node of P i+1 . In tree mining [30, 3] , typically rooted, ordered and labeled trees are considered. Thus a tree pattern P consists of the vertex set P V = {r, x 1 , x 2 , · · ·}, where r is a special node called root. A tree pattern must satisfy all tree properties, namely i) the root has no parent, i.e., (x i , r) ∈ P E for any x i ∈ P V , ii) the edges are directed, i.e., if (x i , x j ) ∈ P E , then (x j , x i ) ∈ P E ), iii) a node has only one parent, i.e., if (x i , x j ) ∈ P E , then (x k , x j ) ∈ P E for any x k = x i , iv) the tree is connected, i.e., for all x i ∈ P V , there exists a path from the root r to x i , and v) tree has no cycles. Furthermore for ordered trees the order of a nodes' children matters. This means that there is an ordering of edges in P E , such that (x i , x j ) comes before (x i , x k ) in P E only if x j is before x k in the ordering of x i 's children. Embedded trees can be defined by following the definition of embedded patterns introduced earlier.
Finally, by definition a pattern can model any general graph, as well as any special constraints that might appear in graph mining [12, 16, 26] , such as connected graphs, or induced subgraphs. It is also possible to model other patterns such as DAGs (directed acyclic graphs). DMTL currently supports pattern mining of i) itemsets, ii) sequences, iii) embedded, rooted trees with ordered edges and iv) induced, undirected graphs with no single loops or multiple edges. As we shall soon see, the toolkit can be extended to incorporate mining of other user defined patterns as well.
Database Format
In a typical FPM task, the database is in the horizontal format i.e. a set of transactions, where each transaction is an object of the pattern type being mined [1] . Recently, vertical database formats have been proposed for mining itemsets, sequences and trees [28, 29, 30] . The vertical format is the more attractive alternative since it enables fast computation of supports by avoiding repeated database accesses. It does so by associating an entity called Vertical Attribute Table, VAT with each pattern. For an itemset, the VAT is the list of tids in which it is contained; VATs for sequences and trees are more complex and are described later. There currently does not exist a vertical scheme for graphs; the introduction of a new and efficient VAT scheme for graphs is one of our main contributions. DMTL introduces two modes of persistency: i) the collection of frequent patterns itself may be too large to fit in main memory, and hence persistent containers are provided to hold them, and ii) persistent storage and access to VATs. Both these modes of persistency are entirely transparent to the user.
DMTL: Data Structures and Algorithms
The C++ Standard Template Library (STL) provides efficient, generic implementations of widely used algorithms and data structures, which tremendously aid effective programming. Like STL, DMTL is a collection of generic data mining algorithms and data structures. In addition, DMTL provides persistent data and index structures for efficiently mining any type of pattern or model of interest. The user can mine custom pattern types, by simply defining the new pattern types, but the user need not implement a new algorithm -the generic DMTL algorithms can be used to mine them. Since the mined models and patterns are persistent and indexed, this means the mining can be done efficiently over massive databases, and mined results can be retrieved later from the persistent store.
Following the ideology of generic programming, DMTL provides a standardized, general, and efficient implementation of frequent pattern mining tasks by isolating the concept of data structures or containers, as they are called in generic programming, from algorithms. DMTL provides container classes for representing different patterns (such as itemsets and sequences) and collection of patterns, containers for database objects (horizontal and vertical), and containers for temporary mining results. These container classes support persistency when required.
Generic algorithms, on the other hand are independent of the container and can be applied on any valid container. These include algorithms for performing intersections of the vertical lists [28, 29, 30] for itemsets, sequences or other patterns. Generic algorithms are also provided for mining itemsets, sequences and trees [1, 20, 28, 29] , as well as for finding the maximal or closed patterns [11, 31] . Finally DMTL provides support for the database management functionality, pre-processing support for mapping data in different formats to DMTL's native formats, as well as for data transformation (such as discretization of continuous values). It should be noted that some of the algorithms designed for the C++ STL were inherently generic i.e. independent of the underlying datatype or container (e.g. sort). However devising a generic algorithm for FPM was a significant design challenge; we present it in Figure 3 .
In this section we focus on the containers and algorithms for mining. In later sections we discuss the database support in DMTL as well as support for preprocessing and post-processing. Figure 2 shows the different DMTL container classes for PMT (the Pattern Mining Toolkit) and the relationship among them. At the lowest level are the different kinds of pattern-types one might be interested in mining. A pattern is a generic container instantiated for one of the pattern-types. There are several pattern family types (such as pvector, plist, etc.) which together with a persistency manager class make up different pattern family classes. More details on each class appears below.
Containers
Pattern. In DMTL a pattern is a generic container, which can be instantiated as an itemset, sequence, tree or a graph, specified as Pattern<class P> by means of a template argument called Pattern-Type (P). A generic pattern is simply a Pattern-Type whose frequency we need to determine in a larger collection or database of patterns of the same type.
Pattern-Type. A pattern type is the specific pattern to be mined, e.g. itemset, and in that sense is not a generic container. DMTL has the itemset, sequence, tree and graph pattern-types defined internally; however the users are free to define their own pattern types, so long as the user defined class provides implementations for the methods required by the generic containers and algorithms. We shall later show how a new pattern type may be added to the library.
Pattern Family. In addition to the basic pattern classes, most pattern mining algorithms operate on a collection of patterns. The pattern family is a generic container PatternFamily <class PatFamType> to store groups of patterns, specified by the template parameter PatFamType. PatFamType represents a persistent class provided by DMTL, that provides seamless access to the members, whether they be in memory or on disk.
Pattern Family Type. This class provides the required persistency in storage and retrieval of patterns. DMTL provides several pattern family types to store groups of patterns. Each such class is templatized on the pattern-type (P) and a persistency manager class PM. An example is pvector <class P, class PM>, a persistent vector class. It has the same semantics as a STL vector with added memory management and persistency. Another class is plist<P,PM>. Instead of organizing the patterns in a linear structure like a vector or list, another persistent family type DMTL class, partial-order <P,PM>, organizes the patterns according to the sub-pattern/super-pattern relationship. While pvector and partial-order provide the same interface, certain operations will be more efficient in one class than the other. For example, inserts and deletions are cheaper for plists, while the maximality and closed testing functions will be cheaper for partial-orders, since the patterns are already organized according to sub/superpattern relation.
Persistency Manager for Patterns
An important aspect of DMTL is to provide a user-specified level of persistency for all DMTL classes. To support large-scale data mining, DMTL provides automatic support for out-of-core computations, i.e., memory buffer management, via the persistency manager class PM. The PatternFamilyType class uses the persistency manager (PM) to support the buffer management for patterns. The details of implementation are hidden from PatternFamily; all generic algorithms continue to work regardless of whether the family is (partially) in memory or on disk. The interface of a persistent container (like pvector) is similar to that of a volatile container (like STL vector), hence encapsulating the implementation behind the common interface. More details on the persistency manager will be given later.
Generic Mining Algorithms
The pattern mining task can be viewed as a search over the pattern space looking for those patterns that match the minimum support constraint. For instance in itemset mining, the search space is the set of all possible subsets of items. Within DMTL we attempt to provide a unifying framework for the wide range of mining algorithms that exist today. Figure 3 shows the pseudo-code for the generic mining algorithm, which was devised by combining the unifying aspects of mining itemsets, sequences, trees and graphs [28, 29, 30, 26] . Note that mining F 2 (i.e., level-2) often creates performance and memory bottleneck in FPM tasks, hence we employ a preemptive horizontal scan to accumulate estimated supports of level-2 patterns (line 3). This is an optimization intended for level-2 only, and we use the vertical approach thereon. The extend routine outlines the important tasks for mining any pattern: i) systematic candidate generation (line 8), ii) isomorphism checking (line 9) and iii) support counting which we accomplish through the vertical approach (lines 10-11). Partitioning frequent patterns into equivalence classes leads to a F k ×F k candidate generation i.e. an F k+1 candidate is generated by joining two F k sized patterns. It should also be noted that for graphs g ∈ F k implies g has k edges (not k nodes). Some of the salient features of our algorithm's design are:
Search Strategy. Several variants exist, depth-first search (DFS) and breadthfirst search (BFS) being the primary ones. BFS has the advantage of providing better pruning of candidates but suffers from the cost of storing all of a given level's frequent patterns in memory. Recent algorithms for mining complex patterns like trees and graphs have focused on the DFS approach, hence it is the preferred choice for our toolkit as well. Nevertheless, support for BFS mining of itemsets and sequences is provided.
Vertical Mining. It has been shown that efficient vertical mining typically outperforms the horizontal approaches [28, 29, 30] . The vertical approach accomplishes fast support counting by intersection of VATs, thereby avoiding repeated database accesses. Section 4 gives details of the support we provide for vertical as well as horizontal mining.
Right-Most Extension. Recent algorithms towards solving tree and graph mining [30, 26] have focused on an approach of right-most extension i.e. a new node is added to the pattern only on the right most path from the root. This method has been shown to exhaustively enumerate all candidates for trees and graphs, and we believe that it can be augmented to work for itemsets and sequences as well. Though in the current framework the extension strategy is an internal component of each pattern's specialized routine, part of the proposed future work is devising a completely generic pattern mining algorithm, leveraging aspects such as right most extension and depth-first search which are common across a wide range of patterns. We believe that developing the motivation to look for such unifying themes in pattern mining is one of the key contributions of this toolkit. DMTL provides generic algorithms encapsulating these search strategies; by their definition these algorithms can work on any type of pattern: Itemset, Sequence, Tree or Graph. An example is the generic algorithm DFS-Mine<class PatFamType> (PatternFamily<PatFamType> &pf, DB &db, ...), which mines the frequent patterns using a depth-first search (DFS) [28, 29] . The DFS algorithm in turn relies on other generic subroutines for creating equivalence classes, for generating candidates, and for support counting. There is also a generic BFS-Mine that performs Breadth-First Search [1, 20] Figure 3 seeks to illustrate the major steps of DFS-Mine, our equivalence classbased vertical mining algorithm. The toolkit employs templates to provide for efficient compile time polymorphism based on the pattern type: the underlying algorithm stays the same but each distinct pattern has its specialized implementation of the key steps. For instance, the isomorphism check in line 9 is necessary only for graphs, and is omitted for other simpler patterns. Isomorphism checking is achieved through the canonical code member of each pattern. Each graph has a canonical code representation, and an ordering is defined on the code such that among all isomorphic graphs only one has the the least canonical code; all other graphs shall be discarded at line 9. DMTL applies the DFS minimal code of gSpan [26] but is not constrained by the choice of the canonical code. It is also to be noted that the equivalence class partitioning is omitted for graphs since F k ×F 1 candidate generation does not lend itself easily to equivalence partitions.
Candidate Generation
We now provide a brief review of our extension routine ( ) for the four primary pattern types, details of the VAT intersection follow later.
Itemset: Itemset join is the simplest and DMTL employs a vertical mining approach based on [28] . The join operation is defined on two itemsets P x and P y, belonging to the same equivalence class, [P ], which yields P xy ∈ [P x ].
Sequence: An equivalence class of sequences can comprise members which are sequence atoms (P → X) or event atoms (P Y ). As described in [29] , a join of two sequences within the same equivalence class [P ] can lead to one of three possibilities -i) joining P B with P D yields P BD (join of two event atoms); ii) join of P B with P → A results in P B → A (join of event atom with sequence atom) and iii) join of two sequence atoms, P → A with P → F leads to three outcomes: an event atom P → AF and two sequence atoms, P → A → F and P → F → A.
Tree: An equivalence class of trees comprises members which share the common prefix, but differing in the last node of the tree and the position where it is attached to the prefix. Hence members of the same equivalence class [P ] may be denoted as pairs of (last node, position). A join of (x, i) with (y, j) leads to the following possibilities: i) if i = j add (y, j) and (y, n i )) to [P x ], where n i is the depth-first number of node x; ii) if i > j the new candidate is (y, j) in class [P x ]; and iii) no candidates are possible when i < j. We refer the reader to [30] for elaboration on the prefix based representation scheme used for trees.
Graph:
To assist in systematic candidate generation and isomorphism testing, DMTL uses the ordering of vertex and edge labels to generate graphs from a core tree structure [26] . An F k × F 1 join on graphs is a complex operation; at each such extension a new edge is added to the given graph. Two types of edge extensions are defined: a back edge which introduces a cycle, and a forward edge which adds a new node to the graph. See [26] for more details.
Isomorphism Checking
Since a graph encompasses other simpler patterns (itemset, sequence, tree) we define the isomorphism problem for graphs: a graph p is isomorphic to q if there exists a mapping M :
and (x i , x j ) ∈ p e iff (M (x i ), M(x j )) ∈ q e . It has been shown that for itemsets, sequences and ordered trees the isomorphism checking may be averted by intelligent candidate generation, e.g., for the case of itemsets, AB and BA are isomorphic, but the algorithm can avoid generating BA by joining an itemset P i only with a lexicographically greater itemset P j (where both belong to the equivalence class [P ]). Such schemes exist for sequences and ordered trees as well, but more complex patterns like unordered trees, free trees, directed acyclic graphs (DAGs) and generic graphs shall require some form of isomorphism testing.
Isomorphism Checking in Graphs:
We follow the scheme outlined in [26] to achieve isomorphism checking for graphs. Based on a linear order on vertex and edge labels, a unique depth-first traversal is defined for any given graph. Each vertex in the graph is assigned a depth-first id, which is its order in the depth-first traversal. Each edge is represented by a 5-tuple (i, j, l i , l ij , l j ) where i is the DFS id of the first vertex of the edge and j of the second one, and l i , l ij and l j are labels of the first vertex, the edge and second vertex respectively. Isomorphism checking is accomplished by defining an order on such 5-tuples.
DMTL: Persistency and Database Support
DMTL employs a back-end storage manager that provides the persistency and indexing support for both the patterns and the database. It supports DMTL by seamlessly providing support for memory management, data layout, highperformance I/O, as well as tight integration with database management systems (DBMS). It supports multiple back-end storage schemes including flat files, embedded databases, and relational or object-relational DBMS. DMTL also provides persistent pattern management facilities, i.e., mined patterns can themselves be stored in a pattern database for retrieval and interactive exploration. DMTL provides native database support for both the horizontal [1] and vertical [28, 29, 30] data formats. It is also worth noting that since in many cases the database contains the same kind of objects as the patterns to be extracted (i.e., the database can be viewed as a pattern family), the same database functionality used for horizontal format can be used for providing persistency for pattern families. It is relatively straightforward to store a horizontal format object, and by extension, a family of such patterns, in any object-relational database. Thus the persistency manager for pattern families can handle both the original database and the patterns that are generated while mining. DMTL provides the required buffer management so that the algorithms continue to work regardless of whether the database/patterns are in memory or on disk.
Vertical Attribute Tables
To provide native database support for objects in the vertical format, DMTL adopts a fine grained data model, where records are stored as Vertical Attribute Tables (VATs) . Given a database of objects, where each object is characterized by a set of properties or attributes, a VAT is essentially the collection of objects that share the same values for the attributes. For example, for a relational table, cars, with the two attributes, color and brand, a VAT for the property color=red stores all the transaction identifiers of cars whose color is red. The main advantage of VATs is that they allow for optimizations of query intensive applications like data mining where only a subset of the attributes need to be processed during each query. As was mentioned earlier these kinds of vertical representations have proved to be useful in many data mining tasks [28, 29, 30] . In DMTL there is one VAT per pattern-type. Depending on the pattern type being mined the vat-type class may be different. Accordingly, their intersection (line 10, Figure 3 ) shall vary as well:
Itemset. For an itemset the VAT is simply a vector <tid>, where each tid may be stored as an int. VAT intersection in this case is straight forward, new pat.vat = {t|t ∈ P i .vat and t ∈ P j .vat}, where new pat = P i P j .
Sequence. The VAT for a sequence is defined as a vector<pair<tid, vector <time-stamp>>>. In this case the intersection has to take into account the type of extension under consideration (refer to the section on sequence extension). The intersection operation is a simple intersection of tid-lists for a join of two event atoms, but requires comparison of the timestamps when doing sequence joins. For instance, when computing the VAT intersection for P → A → F from its subsequences P → A and P → F , one needs to match the tid and ensure that the time-stamp of A in that tid is less than that of F .
Tree. Define triple to be (tid, scope, match-label), then the VAT for a tree pattern is a vector<triple>. The tid identifies a tree in the input database; scope is an interval [l,u] which denotes the range of DFS ids which lie embedded under the last depth-first node of the tree, and match-label is a list of DFS positions at which the current tree is embedded in that tree of the database. Intersection of tree VATs is an involved operation, comprising in-scope and out-scope tests corresponding to the two types of tree extensions described earlier [30] .
Graph. The VAT for a graph is defined as a vector<edge vat> where an edge vat is defined as vector<tid, vids> where vids is a vector <pair<int, int>>. A graph may be viewed as a collection of edges; following this approach an edge vat is in essence the VAT for an edge of a graph. It stores the tid of the graph in which the edge is present, and a collection of pair of vertex idseach pair denoting an occurrence of the edge in that graph. Intersection of graph VATs is complicated due to isomorphism checking, and the details are beyond the scope of this paper.
DMTL provides support for creating VATs during the mining process, i.e., during algorithms execution, as well as support for updating VATs (add and delete operations). In DMTL VATs can be either persistent or non-persistent. Finally DMTL uses indexes for a collection of VATs for efficient retrieval based on a given attribute-value, or a given pattern.
Storage and Persistency Manager
The database support for VATs and for the horizontal family of patterns is provided by DMTL in terms of the following classes, which are illustrated in Figure 4 . Vat-type is a class describing the vat-type that composes the body of a VAT, for instance int for itemsets and pair<int,time> for sequences. VAT<class V> is the class that represents VATs. This class is composed of a collection of records of vat-type V. Storage<class PM> is the generic persistencymanager class that implements the physical persistency for VATs and other classes. The class PM provides the actual implementations of the generic operations required by Storage. For example, PM metakit and PM gigabase are two actual implementations of the Storage class in terms of different DBMS like Metakit [24] , a persistent C++ library that natively supports the vertical format, and Gigabase [14] , an object-relational database. Other implementations can easily be added as long as they provide the required functionality. MetaTable<class V, class PM> represents a collection of VATs. It stores a list of VAT pointers and the adequate data structures to handle efficient search for a specific VAT in the collection. It also provides physical storage for VATs. It is templatized on the vat-type V and on the Storage implementation PM. In the figure the H refers to a pattern and B its corresponding VAT. The Storage class provides for efficient lookup of a particular VAT object given the header. DB<class V, class PM> is the database class which holds a collection of Metatables. This is the main user interface to VATs and constitutes the database class DB referred to in previous sections. It supports VAT operations such as intersection, as well as the operations for data import and export. The DB class is a doubly templated class where both the vat-type and the storage implementation need to be specified. An example instantiation of a DB class for itemset patterns would therefore be DB<int,PM metakit> or DB<int, PM gigabase>. DB has as data members an object of type Buffer<V> and a collection of MetaTables<V,PM>. Buffer<class V> provides a fixed-size main-memory buffer to which VATs are written and from which VATs are accessed, used for buffer management to provide seamless support for main-memory and out-of-core VATs (of type V). When a VAT body is requested from the DB class, the buffer is searched first. If the body is not already present there, it is retrieved from disk, by accessing the Metatable containing the requested VAT. If there is not enough space to store the new VAT in the buffer, the buffer manager will (transparently) replace an existing VAT with the new one. A similar interface is used to provide access to patterns in a persistent family or the horizontal database.
Extensibility of DMTL
DMTL provides a highly extensible yet potent framework for frequent pattern mining. We provide this flexibility via two central distinctions built into the library by design.
Containers and Algorithms. DMTL makes a clear delineation between patterns and the containers used to store them, and the underlying mining algorithm. This enables us to introduce the concept of a generic pattern mining algorithm, e.g., dfs mine. The algorithms presented are the first step towards that end, and in our conclusions we outline the future challenges. We believe the benefits of a generic framework are at least two-fold: firstly, it provides a single platform for the field of frequent pattern mining and facilitates re-use of mining techniques and methodologies among various patterns, and secondly it may yield insight into discovering algorithms for newer patterns, e.g. DAGs.
Front-End and Back-End. We provide an explicit demarcation between the roles played by the containers and methods used by the actual mining algorithms (called the front-end operations) and those employed by the database to provide its functionality (back-end operations). FPM algorithms so far have mainly focused on a highly integrated approach between the front-end operations and back-end procedures. Though such an approach leads to efficient mining algorithms, it compromises on their extensibility and scalability. For instance, there is little support for persistency, buffer management, or even adding new DBMSs. DMTL addresses this issue by demonstrating a clean way of seamlessly integrating new pattern types, buffer management techniques or even support for a new DBMS. Furthermore, such a framework also enables us to define distinctly the roles played by its various components, especially in the vertical mining approach, e.g., a pattern need not be aware of its VAT representation at all, and this appeals intuitively too. A pattern is characterized completely by its definition only, and its VAT is an entity defined by us in order to achieve vertical mining.
This concept is again depicted cleanly in our toolkit -the pattern is aware of only the high-level methods add vat() and get vat(); it is not restricted by the specific VAT representation used. This design enables DMTL to provide extensibility in three key ways.
Adding a New Pattern-Type. Due to the inherent distinction between containers and algorithms, a new pattern type can be added to DMTL in a clean fashion. We demonstrate how it may be extended for unordered, rooted trees [17] . The order of a node's children is relevant in ordered trees, while it is not so in unordered trees. We observe that DMTL already provides tree mining, hence much of the infrastructure may be re-used. The only significant modification required is isomorphism checking. Hence the user can define an unordered tree class, utree, similar to the in-built tree class. utree should provide an implementation for its canonical code member, which our algorithm shall use to determine isomorphism. In addition, a vertical representation (VAT) needs to be provided for utree. Since utree is essentially a tree itself, it may utilize tree's vat body but needs to provide its distinct implementation of VAT intersection.
In this instance, due to its similarity to tree, utree could utilize many of the common algorithms and routines. We acknowledge that this may not always be the case; nevertheless for a new pattern-type, the user needs to define specialized implementations of the main containers, viz., utree and utree vat and their methods, but can reuse the toolkit's infrastructure for vertical/horizontal and DFS/BFS mining, as well as buffering and persistency. This way all algorithms are guaranteed to work with any pattern as long as certain basic operations are defined.
Buffering Scheme. The Buffer class provides memory management of patterns and VATs. A new buffer manager may be put in place simply by defining an appropriate new class, say NFU Buffer employing a not frequently used strategy. NFU Buffer should define methods such as add vat(vat body&) which shall implement the appropriate buffering of VATs. No other modification to the toolkit is necessary.
DBMS Support. The back-end DBMS and buffer manager are interleaved to provide seamless retrieval and storage of patterns and VATs. The buffer manager fetches data as required from the DBMS, and writes out excess patterns/VATs to the DBMS as the buffering strategy may dictate. In order to provide support for a new DBMS, appropriate methods shall have to be defined, which the toolkit would invoke through templatization of the DB class. Again, the design ensures that this new DBMS can be cleanly integrated into the toolkit.
Experiments
Templates provide a clean means of implementing our concepts of genericity of containers and algorithms; hence DMTL is implemented using the C++ Standard Template Library [4] . We present some experimental results on the time taken by DMTL to perform different types of pattern mining. We used the IBM synthetic database generator [1] for itemset and sequence mining, the tree generator from [30] for tree mining and the graph generator by [16] , with sizes ranging from 10K to 500K (or 0.5 million) objects. The experiment were run on a Pentium4 2.8Ghz Processor with 6GB of memory, running Linux. Figure 5 shows the DMTL mining time versus the specialized algorithms for itemset mining (Eclat [28] ), sequences (Spade [29] ), trees (TreeMiner [30] ) and graphs (gSpan [26] ). For the DMTL algorithms, we show the time with different persistency managers/databases: flat-file (Flat), metakit backend (Metakit) and the gigabase backend (Gigabase). The left hand column shows the effect of minimum support on the mining time for the various patterns, and the column on the right hand size shows the effect of increasing database sizes on these algorithms. Figures 5(a) and 5(b) contrast performance of DMTL with Eclat over varying supports and database sizes, respectively. As can be seen in, Figure 5 (b), DMTL(Metakit) is as fast as the specialized algorithm for larger database sizes. Tree mining in DMTL (figures 5(e) and 5(f) ) substantially outperforms TreeMiner; we attribute this to the initial overhead that TreeMiner incurs by reading the database in horizontal format, and then converting it into the vertical one. We have accomplished high optimization of the mining algorithm for itemsets and trees; proposed future work is to utilize similar enhancements for sequences and graphs. For graph and sequence patterns, we find that DMTL is at most, within a factor of 10 as compared to specialized algorithms and often much closer ( Figure 5(d) ). Overall, the timings demonstrate that the performance and scalability benefits of DMTL are clearly evident with large databases. For itemsets, another experiments (not shown here) reported that Eclat breaks for a database with 5 million records, while DMTL terminated in 23.5s with complete results.
Future Work: Generic Closed Patterns
Our current DMTL prototype allows the mining of all frequent patterns. However, in the future we also plan to implement generic mining of other pattern spaces such as maximal patterns, and closed patterns. Informally, a maximal frequent pattern is a pattern which is not contained in another longer frequent pattern, whereas a closed frequent patterns is not contained in a longer frequent pattern which has the same frequency. We are especially interested in closed patterns since they form a lossless representation for the set of all frequent patterns.
Mining closed patterns has a direct connection with the elegant mathematical framework of formal concept analysis (FCA) [9] , especially in the context of closed itemset mining. Using notions from FCA one can define a closure operator [9] between the item (N ) and transaction (O) subset spaces, which allows one to define a closed itemset lattice. This in turn provides significant insight into the structure of the closed itemset space, and has lead to the development of efficient algorithms. Initial use of closed itemsets for association rules was studied in [32, 18] . Since then many algorithms for mining all the closed sets have been proposed, such as Charm [31] , Closet [19] , Closet+ [22] Closure [8] , Mafia [6] and Pascal [5] . More recent algorithms have been studied in [10] . Recently, there has also been a surge of interest in mining other kinds of closed patterns such as closed sequences [23] , closed trees [21, 7] and closed graphs [27] . For trees and graphs patterns there is currently no good understanding on how to construct the closure operator, and to leverage that to develop more efficient algorithms. The methods cited above use the intuitive notion of closed patterns (i.e., having no super-pattern with the same support) for mining. Recently, for ordered data or sequences, a closure operator has been proposed [13] . In our future work, we would like to develop the theory of a generic closure operator for any pattern and we will also develop generic data structures (e.g., partial-order pattern family) and algorithms to efficiently mine the set of all closed patterns.
Conclusions
In this paper we describe the design and implementation of the DMTL prototype for important FPM tasks, namely mining frequent itemsets, sequences, trees, and graphs. Following the ideology of generic programming, DMTL provides a standardized, general, and efficient implementation of frequent pattern mining tasks by isolating the concept of data structures or containers, from algorithms. DMTL provides container classes for representing different patterns, collection of patterns, and containers for database objects (horizontal and vertical). Generic algorithms, on the other hand are independent of the container and can be applied on any valid pattern. These include algorithms for candidate generation, isomorphism testing, VAT intersections, etc.
The generic paradigm of DMTL is a first-of-its-kind in data mining, and we plan to use insights gained to extend DMTL to other common mining tasks like classification, clustering, deviation detection, and so on. Eventually, DMTL will house the tightly-integrated and optimized primitive, generic operations, which serve as the building blocks of more complex mining algorithms. The primitive operations will serve all steps of the mining process, i.e., pre-processing of data, mining algorithms, and post-processing of patterns/models. Finally, we plan to release DMTL as part of open-source, and the feedback we receive will help drive more useful enhancements. We also hope that DMTL will provide a common platform for developing new algorithms, and that it will foster comparison among the multitude of existing algorithms.
