The Session Initiation Protocol (SIP) 
Introduction
Converged networks in the context of this paper refer to the deployment of rich services, merging both fixed and mobile networks. This allows for better Quality of Service (QoS), charging mechanisms and integration of services as compared to conventional fixed or mobile networks individually [1] . These services include Voice over Internet Protocol (VoIP), Push-to-Talk, Click-to-Dial, online gaming or an integration of these services. Most of these multimedia services are based on the Session Initiation protocol (SIP) [2] which is an IETF standardised protocol for session management and control over the Internet. SIP allows clients to invite other clients into a session; it then negotiates control information, terminal capabilities and media channels to be used in the session, then the clients can be connected directly via the Internet Protocol (IP). Therefore, SIP is mainly used to locate session participants in multimedia communications [3] . This is invariably achieved by using centralised SIP servers for storing, routing and manipulating signalling information.
One of the limitations of this centralised approach is scalability; more servers and resources need to be added to the SIP network as the number of clients increases, causing an increase in complexity [4] . Another such limitation of centralised SIP servers is redundancy, especially in times of major disasters in which the centralised infrastructure could potentially act as a single point of failure [5] . Most importantly, especially in relation to this paper, the potential for restricted flexibility and additional costs involved in the deployment of SIP based applications and services in smaller and adhoc environments such as end-users homes, small and medium enterprises, conferences, temporary posts and outdoor/field operations. These applications currently require the deployment of servers and additional support components in order to benefit from the advantages of SIP.
To overcome these centralised limitations of SIP, there has been a variety of approaches in using a decentralised or peer-to-peer (P2P) approach such as: SOSIMPLE [6] ; P2P Internet telephony using SIP [4] ; SIPDHT [7] ; NimX [8] ; and P2P-SIP [9] to mention a few. Most of these approaches aim to use SIP over a highly scalable distributed overlay network allowing all the SIP resource lookups and locations to be carried by the underlying distributed overlay network. These approaches allow the SIP network to scale to a high number of users with limited centralisation as long as the overlay network fully converges or stabilises. Theoretically high efficiency levels of scalability of overlay networks have already been demonstrated in existing distributed and P2P file sharing networks [10] .
In this paper however, we investigate further the extent of efficiencies in both: (i) scalability and; (ii) redundancy properties of P2P-SIP when used with CHORD [11] .
In particular, investigating these properties in an environment in which the underlying P2P overlay network never fully stabilises or converges such as in highly volatile environments. The instability could be as a result of peers constantly leaving and joining the P2P-SIP overlay due to various mobility factors such as handovers, fluctuating connections and loss of wireless signals. This can lead to a varying level of churn in the system of which we are particularly interested in the effects on the scalability and redundancy properties on P2P-SIP overlays.
Our aim in this paper is to carry out various scalability and redundancy tests on a P2P-SIP system under highly volatile conditions with less emphasis on the underlying P2P overlay technology. Although we are aware the underlying overlay may affect the overall performance, we have chosen to study and analyse P2P-SIP at a higher level. Based on this, we used Telecom Italia's implementation of P2P-SIP known as SIPDHT [7] , which is based on the integration of SIP and a highly scalable and redundant structured p2p overlay network known as CHORD The results from our experimental studies using this implementation configuration shows that P2P-SIP systems in mobile environments are highly scalable even with high numbers of peers, in accordance with the accompanying theoretical proposals and propositions of the underlying systems. But more interestingly, we also show that as the number of peers in the system increases, the signalling overheads per peer in the overlay tends to decrease which in returns significantly reduces the overall bandwidth consumed by the P2P-SIP system as a whole. Our results also show how the performance of the system (i.e. amount of bandwidth consumed) is affected by the varying levels of churn and the distribution of keys in the hash tables in the P2P-SIP system. Section 2 provides a brief overview on the current research and commercial developments in P2P-SIP and also on the current status of the P2P-SIP IETF working group. Section 3, describes our test bed, experiments and results. In section 4 we discuss the outcomes of the experiments and recommendations. Finally in section 5 we provide conclusions and directions for future work.
Related Work
As described earlier, P2P-SIP implementations rely on the underlying P2P network in order locate SIP resources with little or no centralised systems. At the moment, there are various commercial and research interests in the development of P2P-SIP services not as a total replacement for the existing SIP system infrastructure but as an additional service or extension to further enhance the functionality of conventional SIP. Although, most of the research efforts in developing P2P-SIP are currently concentrated in the P2P-SIP IETF working group [9] , there were two main proposals that served as the foundation of the research and commercial deployments.
The first proposal is the Self Organising SIP for Instant Messaging and Leveraging Extension (SOSIMPLE) [6] developed at The College of William and Mary. This platform reuses technologies such as VoIP clients, network infrastructures, and open source protocol stacks. Their implementation is based on the integration of SIP [2] and SIMPLE [12] messages with P2P algorithms such as CHORD [11] replacing the basic SIP server functionality. Just like other P2P-SIP implementations, it aims to avoid the traditional centralized architecture found in SIP and replace servers with a peer-to-peer overlay network, allowing nodes to act as User Agents (UA) and also perform key functions that would conventionally belong to SIP servers i.e. proxy and registration. This approach allows for conventional SIP messages like REGISTER and INVITE to be used. Instead of proposing a new protocol, SOSIMPLE redefines the header of SIP messages to allow SIP messages to carry P2P traffic in compliance to the IETF standards for SIP. This also allows for backward compatibility and interoperability with other existing implementations.
The second approach was proposed by Columbia University and is known as the P2P Internet Telephony Using SIP [4] , which is based on a hierarchical approach using conventional SIP and different forms of Distribute Hash Tables (DHT) . Compared to the SOSIMPLE implementation, this does not assume that all nodes have enough resources to implement a DHT. This approach selects super nodes based on high capacity of resources (bandwidth, CPU, memory) and availability (uptime, public address) allowing ordinary nodes to connect to the overlay network via the super nodes. The use of super nodes has been known to be exploited and used in commercial implementations like Skype [13] (for P2P VoIP and multimedia communications) and Joost [14] (for multimedia streaming).
In order to consolidate the various implementations of P2P-SIP and also allow for interoperability between these systems, the P2P-SIP IETF working group was setup. It defines P2P-SIP Overlays as a collection of P2P-SIP peers in which the P2P network provides the location server functionality and also provides the transport function for the exchange of SIP messages between nodes [9] . The working group also recommends that P2P-SIP runs a distributed database algorithm which allows data to be stored and retrieved from different nodes in the overlay. Each peer can provide individual service and the overlay can also provide a collective service to all peers in the overlay. The IETF working group has also defined P2P-SIP entities which are meant hold only the client role, i.e. they do not have to contribute any service to the overlay network. These should be considered as a specialisation (or subset) of ordinary peers. P2P-SIP peers and clients can also be coupled with conventional SIP functionalities, allowing them to be functional in both conventional SIP and P2P-SIP networks. Currently various internet drafts have been proposed to the IETF in order to justify the standardization of the P2P-SIP protocol but as yet none of these drafts has been standardized. More information about the current drafts can be found on the IETF P2P-SIP WG website [9] .
In this paper we focus on carrying out a performance analysis on the early implementations of the IETF P2P-SIP protocols especially in the context of highly volatile environments in which the underlying P2P network never seems to converge due to peers continually joining and leaving the overlay. The reason for doing this is to best simulate what we believe a 'practical' network doing, i.e. taking theoretical design into a pseudo-practical simulation to assess behaviour. Hitherto, we are not aware of other publicly available research in this area and we hope that these initial results will provide more insight into the scalability and redundancy properties of P2P-SIP in mobile environments and also provide a foundational building block in the development of services in mobile environments.
Experimental Tests and Analysis
To further investigate the characteristics and behaviour of P2P-SIP in mobile environments we carried out various tests and analyses that allowed us to monitor, capture and evaluate various parameters such as the amount of packets exchanged between peers, the amount of signalling generated, and the amount bandwidth consumed by individual peers participating in P2P-SIP overlay as a whole. In this section we describe the implementation of the test bed which allowed us to run a number of peers in a controlled environment. We also present the results and analysis of the simulations.
Test Bed Implementation
There are various implementations of P2P-SIP as described in Section 1 but only a few of these implementations are open-source and publicly available. In our test bed we used Telecom Italia's SIPDHT [7] implementation because it is currently one of the most mature open-source implementations of P2P-SIP available. Furthermore, SIPDHT uses CHORD [11] as the underlying structured P2P algorithm and Nokia's open source Sofia SIP stack [15] for SIP signalling. Even though SIPDHT is no longer supported by its developers, due to the release of its second version, SIPDHT2 which is built on Content Addressable Network (CAN) [16] , we found the first version to be more stable, easily extendable to accommodate some modifications we made to it in order to scale beyond the default. In order to deploy a large amount of nodes easily and across multiple infrastructures we developed a parallelised algorithm as shown in Table 1 . The algorithm allows for a rapid generation of peers based on the available resources on the infrastructure. The main advantage of this approach is that each peer generated is allocated a certain amount of resources based on the parameters set in the algorithm. These parameters allow node properties for both mobile and fixed nodes to be simulated. Another advantage of this algorithm is that it allows various tests and applications to be run on a large scale and at same time allowing various monitoring data to be captured. We used tcdump [17] for capturing and monitoring events on the test bed because it provides an avenue to extract rich forms of data while analysing the captured information.
The algorithm described was implemented and deployed over a high performance computing infrastructure made up 12 Intel Quadcore high end nodes with each node having an individual 2GB of RAM, 250GB of disk space and then an external attached RAID storage of 6TB using Network File System. We chose to use such a high end infrastructure because it will enable our test bed run applications that can span to over a millions nodes. Parallel communication between individual nodes is based on the Sun Grid Engine (SGE) [18] which allowed to us to provide a platform for distributed and parallel processing. In order to validate our test bed over 120 tests were carried out ranging from interconnectivity tests to inter process communications.
P2P-SIP in Mobile Environments
Once the test bed was setup and validated, we carried out various tests to simulate the behaviour of P2P-SIP in mobile and high volatile environments investigating how the overlay behaves and reacts to peer joins and leaves which is a common issue in mobile networks. We carried two tests in which the first test is based on nodes just leaving the system and then allowing the system to fully converge. However, in the second test peers continually joined and left the system whilst never allowing the overlay to fully converge.
Test 1: P2P-SIP in an environment in which peers constantly leave the overlay over a constant period of time allowing the overlay to converge.

Aim:
The aim of this test is to study the characteristics of the p2p-sip overlays in a mobile environment during periods in which nodes continually leave the system over a constant time. An increasing number of nodes were forced to leave the overlay within ten seconds.
Setup:
The testbed was set up to generate nodes sets ranging between 10 nodes to 200 nodes. For each node set (for example an overlay with 40 nodes), an incremental amount of nodes were killed over 10 seconds (i.e one node was killed after 10 seconds, then two nodes over 10 ten seconds and so on until 10 nodes were killed over 10 seconds.). Each scenario was simulated 10 times in order to minimise errors and the average data over each scenario was collected
Results:
The stacked graph shown in Figure 1 describes the effect of an increasing number of peers leaving the overlay over a constant period of ten seconds. It shows a consistent behaviour in the amount of packets generated over 10 seconds. This behaviour is similar to the characteristics of the underlying p2p protocol CHORD. Figure 1 also shows that the amount of signalling packets generated tends to scale favourably even with higher numbers of peers i.e generating a lower amount of packets as the number of peers leaving the system increases. This we have discovered is heavily dependent on the number of entries in the node finger tables. A key finding from this test was that with a higher number of peers in the overlay; a lesser fraction of the overlay is actually updated. This behaviour was consistent across all tests and reveals a scalability trait in P2P-SIP. Also from the stacked graph in Figure 1 , we can show that that for higher numbers of peers in the system, for example, at 200 peers, when a single peer leaves the overlay more signalling is generated when compared with a higher number (i.e 10 peers) leaving the same system. Although this may appear detrimental with a lower number of peers leaving the overlay, as the number of peers leaving the system increases the signalling is greatly reduced
Test 2: P2P-SIP in an environment in which peers constantly join and leave the overlay over a constant period of time without allowing the overlay to converge
Aim: The aim of these tests is to study and understand what happens in the overlay when continuous peer join and leaves never allow the system to converge (stabilise).
Setup:
In order to emulate this type of environment, P2P-SIP overlays were again generated using 10 and 200 peers. Once the overlay was fully converged, varying churn rates were introduced into the system. The peers in the overlay were constantly forced to leave and join the overlay over a fixed period of 300 seconds. For example for a churn rate of 40%, 20% of the peers are continually forced to leave the overlay while another 20% are forced to join at an incremental interval of 30s until a total time of 300 seconds is reached. The time specified for each scenario was fixed at 300 seconds throughout all the experiments. All experiments for each scenario were carried out 10 times to minimise any effects of errors.
Results:
The results for these experiments are shown in Figures 2, 3 and 4 . Based on the results collected for the overall system during the tests, Figure  2 shows a consistent pattern between of all the values of the churn rates used. The maximum amount of bandwidth consumed tends to peak at a particular point and then decrease rapidly. We believe this attribute demonstrated shows that at higher churn rates the bandwidth consumed by the system is lower. Although logically, more signalling packets are expected to be generated with higher numbers of peers, from Figure 2 we can see that at 10% churn rate for 20 nodes causes 2122 signalling packets which in returns consumes a bandwidth of 40.42 Kbits/s compared to 200 peers which generated 4093 packets using a bandwidth of 78.78Kbits/s.
Even though the amount of packets generated and bandwidth consumed in 200 peers is far higher than that of the 10 peers, the graph in Figure 2 shows that the relative bandwidth is in fact, dropping. To help understand the behaviour and the drop on the bandwidth, Figure 3 shows the amount of signalling generated by each peer in the overlay. We plotted the graph of the bandwidth consumed by individual peers which shows that each peer in the overlay actually consumes less bandwidth as the number of nodes increases (Figure 3 ). Moreover from the graph in Figure 3 , it can be seen that on individual nodes the amount of bandwidth generated reduces as the churn increases and this could be due to various factors. One of these factors is based on the finger tables. Our supposition is that with a higher number of peers in the overlay, only a small fraction of the ring is affected by any join or leave updates which in turn leads to a reduced level of signalling. Another factor that could be responsible for this attribute is based on the key space or identifier chord circle [11] in which each space in the ring allocated a fixed key, so when a node leaves the ring and the same node or a new node returns, it returns to the same space in the identifier circle or key space previously vacated. In this situation, the peer's neighbours may not have noticed that the peer had previously left the overlay for a while and therefore, no extra overhead signalling is generated to make up for this disappearance. In order to further confirm these attributes demonstrated by the P2P-SIP overlay, we plotted of the average bandwidth in the overlay versus the churn rates, this is shown in Figure 4 . Paradoxically perhaps, but this graph again confirms that the amount of bandwidth generated is actually reduced as churn rate increases.
Discussion and Recommendations
Based on the results and graphs in Section 3, we can confirm that under this configuration of P2P-SIP using SIPDHT (with CHORD), the protocol appears to scale well in mobile and volatile environments. Although there are higher amounts of signalling that are generated versus a centralised system, we believe the network operator / service provider could calculate the cost of these signalling overheads and compare them with the cost of running and maintaining centralised resources for conventional SIP. We also believe the network operator / service provider can take advantages of P2P-SIP systems and provide a Web 2.0 array of services in which different peers develop new services and even host these services.
The P2P-SIP architecture is still not fully matured and various issues still need to be considered such as security (which peers can be trusted?) etc. However, these are issues outside the scope of this paper as we have focussed specifically on understanding it behaviour under stressful conditions. Overall, our experimental results and analysis show that in highly volatile environments the system as described performs well. In particular, the amount of signalling generated tends to increase initially and then reduces sharply, to a point whereby the system stabilises. This point of stablisation appears to be at a constant bandwidth that can be predicted. This prediction will be the subject of further work.
Conclusion
P2P-SIP allows multimedia sessions to be generated, modified or terminated in a distributed approach with little or no centralised authorities. In this paper we have outlined ongoing research and commercial interests in P2P-SIP also looking at its standardisations process at the IETF. We carried out various experiments to study the performance of P2P-SIP in a highly volatile environment since SIP is used for session signalling in converged networks which provides access to both fixed and mobile end-users. Our results show that in the presence of mobile and volatile factors, P2P-SIP with SIPDHT tends to scale quite well even though it generates more signalling than conventional SIP. The overall -per nodeconsumed bandwidths also tended towards a download slope allowing the overlay to scale quite well.
Finally we believe P2P-SIP will provide various advantages, such as in the development of new services and the use of rich multimedia applications in smaller and adhoc environments like homes, small and medium enterprises, conferences, temporary posts and outdoor/field operations
