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Resumo
Esse artigo tem como objetivo apresentar uma semaˆntica de vizinhanc¸a para
uma lo´gica modal, a saber, a lo´gica proposicional do plaus´ıvel. Por ser uma lo´gica
de cara´ter modal subnormal, na˜o admite uma semaˆntica de Kripke. Contudo, os
autores apresentam neste que as semaˆnticas de vizinhanc¸a, alcanc¸am uma semaˆntica
relacional para a lo´gica proposicional do plaus´ıvel.
Palavras Chave: lo´gica modal, lo´gica proposicional do plaus´ıvel, semaˆnticas de
vizinhanc¸a
Introduc¸a˜o
Na˜o se tem muito claro quais sa˜o os objetos espec´ıficos de estudo da lo´gica.
Mas, alguns autores ainda tentam explicitar,pelo menos, quais foram e esta˜o sendo
estudados.
Desse modo, segundo [21], os temas lo´gicos podem agrupar-se da seguinte ma-
neira:
(i) problemas relacionados com o estudo das infereˆncias va´lidas e a ana´lise dos
conceitos de demonstrac¸a˜o e definic¸a˜o;
(ii) problemas que hoje chamamos de semaˆnticos, ligados a` ana´lise dos conceitos
de significado e verdade;
(iii) ana´lise dos paradoxos lo´gicos que se apresentam em diferentes ambientes
teo´ricos;
(iv) estudo de alguns conceitos, que segundo [21], podem ser denominados de
cr´ıticos. Estes, por sua vez, visam a tratar dos conceitos de quantidade, nu´meros,
infinito e etc.
Estas ideias foram apresentadas em 1976, por [21], e por outros autores. Pore´m,
nos parece uma caracterizac¸a˜o ainda atual.
Sabemos que, tradicionalmente os sistemas lo´gicos seguem em suma as assertivas
(i) e (ii). Pois, ao se conceber um sistema lo´gico e´ necessa´rio que exista uma
determinada sinta´tica e uma determinada interpretac¸a˜o semaˆntica.
Agora, cabe-nos aqui a seguinte pergunta: o tratamento dado pela lo´gica proposi-
cional cla´ssica, com seus conectivos, na˜o possuem um cara´ter simplista do racioc´ınio
humano?
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Neste caso, nos referimos a um cara´ter simplista no sentido em que obviamente
existem outras formas de racioc´ınio ale´m dessas?
Esta pergunta e, claramente algumas outras, que motivaram a ideia das chama-
das lo´gicas modais. Estas, por sua vez, inserem um novo operador na˜o definido a`
partir dos operadores cla´ssicos.
De modo a entendermos quais foram as motivac¸o˜es para a formalizac¸a˜o de tais
lo´gicas, apresentamos neste artigo um particular sistema modal, muito difundido na
literatura, a saber, o sistema S5. Este apresenta dois novos operadores, necessa´rio,
e dualmente ♦, poss´ıvel, ja´ que mostraremos que ♦A↔ ¬¬A.
E mais, baseando-nos na tradic¸a˜o dos estudos dos sistemas lo´gicos, trataremos
de uma de suas respectivas semaˆnticas, a saber, semaˆntica de Kripke ou semaˆntica
dos mundos poss´ıveis. E, portanto, a adequac¸a˜o e/ou equivaleˆncia entre essas duas
abordagens.
Apresentaremos tambe´m uma outra lo´gica modal, a lo´gica proposicional do
plaus´ıvel. E, novamente, apresentamos uma interpretac¸a˜o semaˆntica, a partir do
contexto alge´brico, e demonstramos sua adequac¸a˜o.
Agora, o que pode nos passar e´ o seguinte: na˜o ha´, para esta lo´gica particular,
uma semaˆntica diferente desta apresentada no contexto alge´brico e que seja, por
exemplo, similar com as semaˆnticas de Kripke?
E´ exatamente esta a motivac¸a˜o do presente artigo. Portanto, como elemento
original deste, apresentamos uma semaˆntica relacional, para a lo´gica proposicional
do plaus´ıvel. Para tanto, faremos esta apresentac¸a˜o, usando os operadores modais
do sistema S5, mostrando sua equivaleˆncia dedutiva com a lo´gica proposicional do
plaus´ıvel e, ao final demonstramos a equivaleˆncia entre os dois sistemas, axioma´tico
e relacional.
1 Sistema S5 e os Mundos Poss´ıveis
Nessa sec¸a˜o, apresentaremos primeiro algumas formalizac¸o˜es ba´sicas das ideias
dos mundos poss´ıveis e, apo´s isso, mostraremos uma construc¸a˜o para o conhecido
sistema S5.
Sabemos que o sistema S5 e´ determinado semanticamente pelas ideias de Leibniz
de necessidade e possibilidade, dadas por:
Definic¸a˜o 1.0.1 Uma proposic¸a˜o e´ necessa´ria se e´ va´lida em todos os mundos
poss´ıveis, e e´ poss´ıvel se e´ va´lida para algum mundo poss´ıvel.
Mas ainda na˜o vimos o que sa˜o mundos poss´ıveis. Assim, nos pro´ximos subitens,
desenvolveremos algumas ideias semaˆnticas, por meio de uma definic¸a˜o de verdade
em um mundo poss´ıvel, num modelo para uma linguagem de necessidade e possibi-
lidade. Isto e´, apresentaremos semanticamente o sistema S5 em termos da noc¸a˜o de
verdade e, apo´s isso, sintaticamente por meio de um sistema dedutivo.
Mas antes, e´ necessa´rio que apresentemos a linguagem da qual trataremos a
seguir.
Definic¸a˜o 1.0.2 O conjunto de fo´rmulas, For(S5), e´ dado por uma extensa˜o con-
servativa da definic¸a˜o de fo´rmulas para a lo´gica proposicional cla´ssica com o acre´scimo
das seguintes cla´usulas:
(i)Se A e´ uma fo´rmula, enta˜o ♦A e A tambe´m sa˜o fo´rmulas;
(ii) O conjunto das fo´rmulas para S5 e´ gerado apenas por essas cla´usulas.
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1.1 Verdade e os Mundos Poss´ıveis
De acordo com a ideia de Leibniz, mencionada acima, podemos dizer linguisti-
camente o seguinte.
Definic¸a˜o 1.1.1 Uma sentenc¸a da forma A, necessariamente A, e´ verdadeira se,
e somente se, A e´ verdadeira em todo mundo poss´ıvel. A sentenc¸a ♦A,possivelmente
A, e´ verdadeira se, e somente se, A e´ verdadeira em algum mundo poss´ıvel.
Claramente, esta e´ uma definic¸a˜o que traduz a mesma ideia de Leibniz, apresen-
tada anteriormente, mas devemos notar que, nesse caso, estamos ja´ considerando as
sentenc¸as A e ♦A.
Ambas as definic¸o˜es nos passam a ideia de uma colec¸a˜o de mundos poss´ıveis,
em que sentenc¸as de uma determinada linguagem podem ser verdadeiras ou falsas,
dependendo do mundo em que estejam.
Desse modo, nosso objetivo e´ construir um modelo que capture tais ideias. Fa-
remos tal construc¸a˜o considerando o seguinte:
(i) Seja (P0, P1, P2, ...) uma sequeˆncia infinita de conjuntos de mundos poss´ıveis,
tais que a condic¸a˜o abaixo esteja satisfeita: - Para cada nu´mero natural n, do
conjunto de mundos poss´ıveis Pn, destacamos apenas os mundos poss´ıveis em que
a varia´vel atoˆmica pn, e´ verdadeira.
Mais claramente, segundo a ideia acima, a sequeˆncia infinita de conjuntos de
mundos poss´ıveis interpreta cada varia´vel atoˆmica ao estipular em quais mundos
poss´ıveis aquela varia´vel e´ verdadeira, ou seja, a varia´vel atoˆmica pn e´ verdadeira
num mundo poss´ıvel α se, e somente se, α esta´ no conjunto Pn. Colocando tais
ideias numa linguagem formal, segue a seguinte definic¸a˜o.
Definic¸a˜o 1.1.2 Um modelo e´ um par < W,P >, em que:
(i) W e´ um conjunto de mundos poss´ıveis;
(ii) P e´ uma abreviac¸a˜o da sequeˆncia infinita (P0, P1, P2, ...) de subconjuntos de W.
Definic¸a˜o 1.1.3 Seja A uma fo´rmula de For(S5) e α e´ um mundo poss´ıvel do
modelo M =< W,P >. A fo´rmula A e´ va´lida em M, quando A e´ verdadeiro no
mundo α de W. Notac¸a˜o: |=Mα A.
Desse modo, as condic¸o˜es para que as fo´rmulas sejam va´lidas sa˜o enunciadas da
seguinte forma:
(1) |=Mα pn see α ∈ Pn, para n = 0, 1, 2, ...;
(2) |=Mα ⊤;
(3) 2Mα ⊥;
(4) |=Mα ¬A see 2
M
α A;
(5) |=Mα A ∧B see |=
M
α A e |=
M
α B;
(6) |=Mα A ∨B see |=
M
α A ou |=
M
α B ou ambos;
(7) |=Mα A→ B see se |=
M
α A, enta˜o |=
M
α B;
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(8) |=Mα A↔ B see |=
M
α A see |=
M
α B;
(9) |=Mα A see ∀β ∈M, |=
M
β A;
(10) |=Mα ♦A see ∃β ∈ M, |=
M
β A.
A partir de agora, tomaremos a seguinte definic¸a˜o para simplificar as notac¸o˜es.
Definic¸a˜o 1.1.4 Dizemos que A e´ va´lida, o que e´ denotado por |= A, se para todo
modelo M e qualquer mundo poss´ıvel α de M, temos que |=Mα A.
Postas essas considerac¸o˜es, abaixo apenas apresentaremos alguns resultados sa-
bidamente va´lidos. A cada resultado corresponde uma determinada denominac¸a˜o
que sera´ apresentada precedendo o esquema de fo´rmula.
Proposic¸a˜o 1.1.1 O esquema T : A→ A e´ va´lido em M.
Proposic¸a˜o 1.1.2 O esquema 5 : ♦A→ ♦A e´ va´lido em M.
Proposic¸a˜o 1.1.3 O esquema K : (A→ B)→ (A→ B e´ va´lido em M.
O pro´ximo resultado se refere a` regra de necessitac¸a˜o.[
Proposic¸a˜o 1.1.4 Se |= A, enta˜o |= A.
Ja´, o pro´ximo item, refere-se a` uma definic¸a˜o do operador ♦ em termos dos
operadores  e ¬, denotada por Df♦ : ♦A ↔ ¬¬A. Mais especificamente, esta
corresponde a` definic¸a˜o dual do operador ♦.
Proposic¸a˜o 1.1.5 O esquema Df♦ : ♦A↔ ¬¬A e´ va´lido em M.
Abaixo, alguns resultados muito importantes. O primeiro relaciona as tautolo-
gias com os modelosM. E, o segundo garante a validade da regra deModusPonens.
Proposic¸a˜o 1.1.6 Se A e´ uma tautologia, enta˜o |= A.
Proposic¸a˜o 1.1.7 Se |= A→ B e |= A, enta˜o |= B.
1.2 Sistema Axioma´tico para S5
Nessa sec¸a˜o apresentaremos uma versa˜o axioma´tica do Sistema S5.
Definic¸a˜o 1.2.1 o Sistema S5 e´ uma extensa˜o conservativa da lo´gica proposicional
cla´ssica pelo acre´scimo dos seguintes itens:
- O alfabeto e´ obtido pelo acre´scimo dos operadores  e ♦, na˜o definidos a` partir
dos outros operadores;
- Os axiomas de S5 e´ determinado pelos seguintes esquemas de axiomas:
(i) Axiomas da lo´gica proposicional cla´ssica;
(ii) T : A→ A;
(iii) 5 : ♦A→ ♦A;
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(iv) K : (A→ B)→ (A→ B);
(v) Df♦ : ♦A↔ ¬¬A.
E pelas seguintes regras de deduc¸a˜o:
(vi) RN :⊢ A/ ⊢ A;
(vii) MP : A→ B,A/B.
Ale´m disso, definimos o seguinte neste sistema.
Definic¸a˜o 1.2.2 Um teorema e´ uma sentenc¸a que pode ser obtida a partir dos
axiomas e das regras de infereˆncia.
Abaixo, apenas apresentaremos alguns resultados que sa˜o sabidamente va´lidos
e que tambe´m podem ser encarados como regras de deduc¸a˜o no sistema S5.
Proposic¸a˜o 1.2.1 Para n ≥ 0, vale RPL : A1 → A2 → A3 → ...→ An/A.
Proposic¸a˜o 1.2.2 O esquema T♦ : A→ ♦A e´ um teorema de S5.
Proposic¸a˜o 1.2.3 O esquema D : A→ ♦A e´ um teorema de S5.
Proposic¸a˜o 1.2.4 O esquema B : A→ ♦A e´ um teorema de S5.
Proposic¸a˜o 1.2.5 A regra RM :⊢ A→ B/ ⊢ A→ B pode ser obtida em S5.
Proposic¸a˜o 1.2.6 A regra RE :⊢ A↔ B/ ⊢ A↔ B pode ser obtida em S5.
E por fim, uma definic¸a˜o dual de , a` partir de lozenge e neg.
Proposic¸a˜o 1.2.7 O esquema Df : A↔ ¬♦¬A e´ um teorema de S5.
E mais alguns resultados.
Proposic¸a˜o 1.2.8 O esquema B♦ : ♦A→ A e´ um teorema de S5.
Proposic¸a˜o 1.2.9 O esquema 5♦ : ♦A→ A e´ um teorema de S5.
Proposic¸a˜o 1.2.10 O esquema 4 : A→ A e´ um teorema de S5.
Proposic¸a˜o 1.2.11 O esquema 4♦ : ♦♦A→ ♦A e´ um teorema de S5.
Proposic¸a˜o 1.2.12 Para todo n ≥ 0 a regra RK : (A1 ∧ A2 ∧ A3 ∧ ... ∧ An) →
A/(A1 ∧ ... ∧An)→ A pode ser obtida em S5.
Notemos que um caso particular de RK recebe uma denominac¸a˜o diferenciada,
o caso em que n = 0, claramente e´ a regra RN. Um outro caso particular de RK
que recebe uma denominac¸a˜o diferenciada e´ o caso em que n = 2 e a denominac¸a˜o
e´ RR. E tambe´m alguns resultados que adve´m imediatamente destes sa˜o:
(i) N : ⊤, resultado imediato de RN;
(ii) M.(A ∧B)→ (A ∧B), imediatamente de RM;
(iii) C.(A ∧B → (A ∧B), prove´m imediatamente de RR.
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1.3 Adequac¸a˜o para S5
Nesta sec¸a˜o mostraremos uma adequac¸a˜o entre o sistema apresentado acima,
S5, e as semaˆnticas de Kripke.
Definic¸a˜o 1.3.1 Dizemos que um conjunto de fo´rmulas Γ da linguagem L(¬,∧) da
lo´gica proposicional cla´ssica e´ dito completo ou maximalmente consistente quando
para toda fo´rmula A de L, ou ocorre A ou ocorre ¬A em Γ.
Definic¸a˜o 1.3.2 Dada uma lo´gica modal L, dizemos que um conjunto de fo´rmulas
Γ e´ L∧ inconsistente se para B1, ..., Bn ∈ Γ e ⊢L ¬(B1 ∧ ... ∧ Bn). Caso contra´rio,
Γ e´ dito L∧ consistente.
Definic¸a˜o 1.3.3 Um modelo de Kripke para uma lo´gica modal L e´ uma terna da
seguinte forma M =< W,R, e >, em que:
- W e´ o conjunto de todos os mundos poss´ıveis;
- R e´ uma relac¸a˜o bina´ria, denominada de relac¸a˜o de acessibilidade, entre ele-
mentos de W;
- e e´ uma valorac¸a˜o tal que e: W → P(V ar(L)).
Quando uma fo´rmula A de L e´ va´lida num mundo w ∈ W , denotaremos por
Mw A.
Definic¸a˜o 1.3.4 Uma fo´rmula de L e´ va´lida se a mesma e´ va´lida em todo mundo
w de M.
Dessa maneira, apresentamos uma interpretac¸a˜o semaˆntica para o sistema S5.
Esta semaˆntica e´ constitu´ıda por elementos que chamamos de mundos poss´ıveis, por
uma relac¸a˜o bina´ria definida entre esses elementos e uma valorac¸a˜o. Esta semaˆntica
e´ conhecida como Semaˆntica de Kripke.
Para mostrarmos o que queremos adotaremos, neste trabalho, o que chamamos
de modelo canoˆnico para a referida semaˆntica, um caso particular. Mais especi-
ficamente, consideraremos uma estrutura um pouco diferente daquela apresentada
acima.
Definic¸a˜o 1.3.5 Um modelo canoˆnico para uma lo´gica modal L e´ uma terna da
seguinte forma M =< WL, RL, eL >, em que:
- WL e´ o conjunto de todos os conjuntos Γ de fo´rmulas, que sa˜o L completos;
- RL e´ uma relac¸a˜o tal que: dados Γ, ∆ um conjunto de fo´rmulas de WL: ΓRL∆
see para toda fo´rmula A, se A ∈ Γ, enta˜o A ∈ ∆;
- eL e´ uma valorac¸a˜o tal que: eL(Γ) = {p : p ∈ Γ}.
Agora, as condic¸o˜es para que as fo´rmulas sejam va´lidas nessa estrutura sa˜o enun-
ciadas da seguinte forma:
(i) As condic¸o˜es de (1) a (8) enunciadas nas sec¸o˜es anteriores do presente artigo,
acrescidas das seguintes condic¸o˜es:
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(9)∗ |=M A see ∀z ∈ M tal que wRLz, |=
M
z A;
(10)∗ |=M ♦A see ∃z ∈ M tal que wRLz, |=
M
z A.
Definic¸a˜o 1.3.6 Dizemos que uma classe de frames C e´ correta para uma lo´gica
modal L quando: ⊢L A ⇒ ∀M ∈ C, M  A.
Definic¸a˜o 1.3.7 Uma classe de frames C e´ completa para uma lo´gica modal L
quando: ∀M ∈ C, M  A ⇒ ⊢L A.
Definic¸a˜o 1.3.8 Dizemos que uma relac¸a˜o R e´ uma relac¸a˜o de equivaleˆncia quando
as duas condic¸o˜es abaixo sa˜o satisfeitas:
(i) R e´ reflexiva, i.e., para todo α, αRα;
(ii) R e´ euclidiana, i.e., para todo alpha, β e γ, se αRβ e αRγ, enta˜o βRγ.
Segundo [8] a relac¸a˜o dada num modelo para S5 e´ reflexiva e euclidiana, respec-
tivamente, quando:
(i) R e´ reflexiva see |=Mα AA→ A;
(ii) R e´ euclidiana see |=Mα ♦A→ ♦A.
Desse modo, basta mostrarmos estes itens.
Proposic¸a˜o 1.3.1 Sa˜o va´lidas as seguintes sentenc¸as:
(i) |=Mα AA→ A;
(ii) |=Mα AA→ A.
Proposic¸a˜o 1.3.2 A classe de frames que tem uma relac¸a˜o de equivaleˆncia sa˜o
corretas para S5.
Proposic¸a˜o 1.3.3 Se Γ e´ L∧ consistente, enta˜o Γ ∪ {¬A} ou Γ ∪ {A} e´ L∧ con-
sistente. Assim, se Γ e´ L∧ consistente e completo, enta˜o para cada fo´rmula A, ou
A ou ¬A esta´ em Γ.
Proposic¸a˜o 1.3.4 Se Ω e´ L∧ consistente, enta˜o existe Γ tal que, Ω ⊆ Γ e Γ e´ L∧
consistente e completo.
Proposic¸a˜o 1.3.5 Se Γ e´ L∧ consistente e completo, enta˜o:
(i) Teo(L) ⊆ Γ e Γ e´ fechado para a regra modus ponens;
(ii) Se A ⊢LPC B, enta˜o: se A ∈ Γ, enta˜o B ∈ Γ e se ¬B ∈ Γ, enta˜o
¬A ∈ Γ.
Notar que Teo(L) sa˜o os teoremas da lo´gica proposicional cla´ssica.
Voltemos aos modelos canoˆnicos.
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Proposic¸a˜o 1.3.6 Seja Γ ∈ WL tal que para todo Ω ∈ WL, com ΓRLΩ, implica
B ∈ Ω. Enta˜o, B ∈ Γ.
Proposic¸a˜o 1.3.7 As duas sentenc¸as abaixo sa˜o verdadeiras:
(i) < WL, RL, eL,Γ > |= A ⇔ A ∈ Γ;
(ii) ⊢L A ⇔ < WL, RL, eL > |= A.
Desses resultados segue o queremos.
Proposic¸a˜o 1.3.8 Adequac¸a˜o das Semaˆnticas de Kripke As classes de frames que
possuem uma relac¸a˜o de equivaleˆncia sa˜o modelos adequados para o sistema S5.
2 A motivac¸a˜o quantificacional
A formalizac¸a˜o lo´gica quantificacional dos espac¸os pseudo-topolo´gicos surgiu em
[13] como uma extensa˜o da lo´gica cla´ssica de primeira ordem com igualdade L. Para
detalhes sobre L ver [7] ou [11]. Foi denominada por Gra´cio de lo´gica do plaus´ıvel
e denotada por L(P ).
Dada L, a lo´gica estendida L(P ) e´ determinada pelos seguintes acre´scimos:
- a linguagem L de L(P ) conta com um novo s´ımbolo de quantificador P e sen-
tenc¸as do tipo Pxϕ(x) sa˜o bem formadas em L(P ).
- axiomas espec´ıficos do quantificador P :
(A1) Pxϕ(x) ∧ Pxψ(x)→ Px(ϕ(x) ∧ Pxψ(x))
(A2) Pxϕ(x) ∧ Pxψ(x)→ Px(ϕ(x) ∨ Pxψ(x))
(A3) ∀xϕ(x)→ Pxϕ(x)
(A4) Pxϕ(x)→ ∃xϕ(x)
(A5) ∀x(ϕ(x)→ ψ(x))→ (Pxϕ(x)→ Pxψ(x))
(A6) Pxϕ(x)→ Pyϕ(y), se y e´ livre para x em ϕ(x).
- regradas de deduc¸a˜o:
(MP) Modus Ponens: ϕ,ϕ→ ψ ⊢ ψ
(Gen) Generalizac¸a˜o: ϕ ⊢ ∀xϕ(x).
Os demais conceitos sinta´ticos usuais como sentenc¸a, demonstrac¸a˜o, teorema,
deduc¸a˜o, consisteˆncia e outros sa˜o definidos do modo padra˜o.
As estruturas adequadas para L(P ), denominadas por Gra´cio de estrutura do
plaus´ıvel, tambe´m sa˜o extenso˜es das estruturas de primeira ordem A.
Assim dada uma estrutura A, consideremos que o seu domı´nio e´ denotado por
A. Uma estrutura do plaus´ıvel, denotada por AΩ, e´ determinada a partir A pelo
acre´scimo de um espac¸o pseudo-topolo´gico Ω sobre o universo A.
A interpretac¸a˜o dos s´ımbolos de relac¸a˜o, func¸a˜o e constante e´ a mesma de L com
relac¸a˜o a` A.
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Definic¸a˜o 2.0.9 A satisfac¸a˜o de uma sentenc¸a do tipo Pxϕ(x) em AΩ e definida
indutivamente por:
- se ϕ e´ uma fo´rmula cujas varia´veis livres esta˜o em {x} ∪ {y1, ..., yn} e a =
(a1, ..., an) e´ uma sequeˆncia de elementos de A, enta˜o:
AΩ  Pxϕ[x, a]⇔ {b ∈ A : AΩ  [b, a]} ∈ Ω.
Da maneira usual, para a sentenc¸a Pxϕ(x):
AΩ  Pxϕ(x)⇔ {a ∈ A : AΩ  ϕ(a)} ∈ Ω.
As outras noc¸o˜es semaˆnticas como modelo, validade, implicac¸a˜o lo´gica, entre
outras, sa˜o apropriadamente adaptadas a partir da interpretac¸a˜o de L em A.
Gra´cio [13] provou que as estruturas do plaus´ıvel sa˜o modelos corretos e com-
pletos para L(P ).
2.1 Uma formalizac¸a˜o axioma´tica e proposicional
Apresentamos a versa˜o proposicional da lo´gica do plaus´ıvel, conforme [10], que
procura formalizar os aspectos de um espac¸o pseudo-topolo´gico no contexto lo´gico
proposicional, sem a presenc¸a dos quantificadores, inclusive o do plaus´ıvel, que e´
substitu´ıdo por um operador una´rio.
Esta lo´gica sera´ denotada por L(∇). Como mencionado, ela estende a lo´gica pro-
posicional cla´ssica (LPC) na linguagem L(¬,∧,∨,→) com o acre´scimo do operador
una´rio ∇, donde obtermos a linguagem proposicional L(¬,∧,∨,→,∇).
A lo´gica fica determinada pelo seguinte:
- Axiomas:
(Ax0) LPC
(Ax1) (∇ϕ ∧ ∇ψ)→ ∇(ϕ ∧ ψ)
(Ax2) ∇(ϕ ∨ ¬ϕ)
(Ax3) ∇ϕ→ ϕ.
- Regras de deduc¸a˜o:
(MP ) Modus Ponens
(R∇) ⊢ ϕ→ ψ / ⊢ ∇ϕ→ ∇ψ.
A intuic¸a˜o para este operador de plaus´ıvel e´ de algo que pode ser explicado
numa teoria sem provocar inconsisteˆncia. Assim, o plaus´ıvel na˜o se assemelha ao
poss´ıvel, pois podemos ter: “e´ poss´ıvel que chova amanha˜” e “e´ poss´ıvel que na˜o
chova amanha˜”, pore´m “na˜o e´ poss´ıvel que chova e na˜o chova amanha˜”.
O conceito esta´ vinculado, por exemplo, com a existeˆncia de uma demonstrac¸a˜o
de um fato numa teoria consistente. Assim, na˜o pode haver uma prova de ϕ e uma
outra de ¬ϕ.
Diante disso, ϕ e ψ sa˜o plaus´ıveis se, e somente se, ϕ ∧ ψ e´ plaus´ıvel. Toda
tautologia e´ plaus´ıvel e se ϕ e´ plaus´ıvel, enta˜o vale a proposic¸a˜o ϕ. A regra (R∇)
diz que se ha´ uma prova de ϕ→ ψ e ϕ e´ plaus´ıvel, enta˜o tambe´m ψ e´ plaus´ıvel.
Pode ser demonstrado o seguinte.
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Proposic¸a˜o 2.1.1 (i) ⊢ ¬∇⊥
(ii) ⊢ ∇ϕ→ ∇(ϕ ∨ ψ)
(iii) ⊢ ϕ⇒ ⊢ ∇ϕ
(iv) ⊢ ϕ→ ¬∇¬ϕ
(v) ⊢ ∇ϕ→ ¬∇¬ϕ
(vi) ⊢ ∇¬ϕ→ ¬∇ϕ.
Proposic¸a˜o 2.1.2 ∇ϕ→ ∇(ϕ ∨ ψ)⇔ (∇ϕ ∨ ∇ψ)→ ∇(ϕ ∨ ψ).
Demonstrac¸a˜o: (⇒) Da hipo´tese, ∇ϕ → ∇(ϕ ∨ ψ) e ∇ψ → ∇(ϕ ∨ ψ). Da´ı,
(∇ϕ ∨ ∇ψ) → ∇(ϕ ∨ ψ). (⇐) Como ∇ϕ → (∇ϕ ∨ ∇ψ), enta˜o segue da hipo´tese
que ∇ϕ→ ∇(ϕ ∨ ψ).
2.2 A´lgebras dos espac¸os pseudo-topolo´gicos
Agora, apresentamos a a´lgebra do plaus´ıvel, que correspondem a` versa˜o alge´brica
da lo´gica da sec¸a˜o anterior, conforme [10].
Definic¸a˜o 2.2.1 A´lgebra do Plaus´ıvel e´ uma estrutura P = (P, 0, 1,∧,∨,∼, ♯), em
que (P, 0, 1,∧,∨,∼) e´ uma a´lgebra de Boole e ♯ e´ o operador do plaus´ıvel, sujeito a:
(a1) ♯a ∧ ♯b ≤ ♯(a ∧ b)
(a2) ♯a ≤ ♯(a ∨ b)
(a3) ♯a ≤ a
(a4) ♯1 = 1.
Definic¸a˜o 2.2.2 Um elemento a ∈ P e´ plaus´ıvel a 6= 0 e ♯a = a.
Embora ♯0 = 0, por definic¸a˜o, 0 na˜o e´ plaus´ıvel.
Proposic¸a˜o 2.2.1 Se P = (P, 0, 1,∧,∨,∼, ♯) e´ uma a´lgebra do plaus´ıvel e a, b ∈ P ,
enta˜o:
(i) ♯a ≤ ♯(a ∨ b)
(ii) a ≤ b⇒ ♯a ≤ ♯b
(iii) ♯a ∨ ♯b ≤ ♯(a ∨ b).
Proposic¸a˜o 2.2.2 Para cada a´lgebra do plaus´ıvel P = (P, 0, 1,∧,∨,∼, ♯) existe um
monomorfismo h de P num espac¸o pseudo-topolo´gico de conjuntos definidos em
P(P(P )).
Em [10] ha´ uma demonstrac¸a˜o da adequac¸a˜o de L(∇) com relac¸a˜o a`s a´lgebras
do plaus´ıvel P.
A interpretac¸a˜o de L(∇) numa pseudo-topologia (E,Ω) e´ uma func¸a˜o v com as
seguintes caracter´ısticas:
As sentenc¸as universais que valem para todos os indiv´ıduos, sa˜o agora tomadas
pelas tautologias, que sa˜o interpretados no universo E da pseudo-topologia.
Se ϕ e ψ esta˜o Ω e, portanto, sa˜o ub´ıquos, enta˜o o mesmo vale ϕ ∧ ψ.
Se ϕ ou ψ esta´ Ω, enta˜o o mesmo vale ϕ ∨ ψ. Esta condic¸a˜o implica que se
ϕ,ψ ∈ Ω, enta˜o ϕ ∨ ψ ∈ Ω, mas e´ um pouco mais ba´sica. Aqui esta´ uma variac¸a˜o
entre os dois sistemas.
Se ϕ e ψ sa˜o equivalentes, enta˜o uma delas esta´ numa pseudo-topologia se, e
somente se, tambe´m a outra esta´.
A interpretac¸a˜o de ⊥ na˜o pode estar Ω. Para tanto, usamos o axioma (Ax3)
∇⊥ → ⊥ que implica esta condic¸a˜o no contexto proposicional. Mas tambe´m tem
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mais exigeˆncia que (E4).
Talvez possamos, em algum momento, refinar estas variac¸o˜es, mas por ora assu-
mamos a lo´gica L(∇).
3 Semaˆntica Relacional para a Lo´gica Propo-
sicional do Plaus´ıvel
Nessa parte do presente artigo apresentaremos uma semaˆntica relacional para a
lo´gica proposicional do plaus´ıvel, e tambe´m apresentaremos a adequac¸a˜o entre esta
estrutura semaˆntica relacional e a axioma´tica, introduzida anteriormente.
Para isto, consideremos a seguinte lo´gica proposicional modal.
Definic¸a˜o 3.0.3 A lo´gica proposicional modal do plaus´ıvel, LP(), e´ uma lo´gica
modal que estende conservativamente a lo´gica proposicional cla´ssica pelo acre´scimo
do operador de necessidade, , com os seguintes axiomas e regras espec´ıficos para
este operador:
C : A ∧B → (A ∧B)
H : A ∨B → (A ∨B)
T : A→ A
N : ⊤
E a regra de infereˆncia:
RE :⊢ A↔ B/ ⊢ A↔ B
Com esta caracterizac¸a˜o mostraremos, agora, que este sistema e a lo´gica propo-
sicional do plaus´ıvel sa˜o dedutivamente equivalentes.
Proposic¸a˜o 3.0.3 Os sistemas LP() e L(∇) sa˜o dedutivamente equivalentes. De-
monstrac¸a˜o: Por abstrac¸a˜o e´ imediato que os esquemas de axiomas (Ax1) e C,
(Ax3) e T, (Ax4) e N, sa˜o equivalentes, respectivamente. Ja´ para H, sabemos que
∇A → ∇(A ∨ B) e´ equivalente a` ∇A ∨ ∇B → ∇(A ∨B) e, assim, obtemos que os
esquemas de axiomas sa˜o equivalentes. Desse modo, falta-nos mostrar que as regras
de infereˆncia (R∇) e RE sa˜o equivalentes. Este resultado segue, tambe´m imedi-
atamente, por abstrac¸a˜o. Portanto, os sistemas LP() e L(∇) sa˜o dedutivamente
equivalentes.
A seguir apresentaremos um modelo que sera´ uma frame para L(∇), via LP().
Definic¸a˜o 3.0.4 Um modelo relacional M para a lo´gica proposicional do plaus´ıvel
e´ uma terna M =< W,S, V >, em que:
- W e´ um conjunto na˜o-vazio de mundos poss´ıveis;
- S uma func¸a˜o que associa cada α ∈ W um conjunto de subconjuntos de W,
i.e., S(α) ⊆ P(U), de tal modo que satisfaz as seguintes condic¸o˜es:
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(c) X ∈ S(α) e Y ∈ S(α) ⇒ X ∩ Y ∈ S(α);
(h) X ∈ S(α) ou Y ∈ S(α) ⇒ X ∪ Y ∈ S(α);
(t) X ∈ S(α) ⇒ α ∈ X;
(n) W ∈ S(α);
- V e´ uma valorac¸a˜o em U, i.e., uma func¸a˜o do conjunto das fo´rmulas atoˆmicas
em P(U).
Agora, temos de definir condic¸o˜es para que as fo´rmulas sejam va´lidas nesta nova
estrutura.
Definic¸a˜o 3.0.5 Seja M um modelo e α ∈ W . Uma fo´rmula A e´ verdadeira no
mundo α, o que sera´ denotado por |=Mα A, quando:
- as condic¸o˜es para os operadores cla´ssicos seguem como definido anteriormente
para o sistema S5;
E acrescentamos o seguinte:
- |=Mα pi ⇔ α ∈ V (pi), se pi e´ uma varia´vel proposicional;
- |=Mα A ⇔ ‖ A ‖
M∈ S(α), em que ‖ A ‖M= {α ∈W : |=Mα A};
O conjunto ‖ A ‖M sera´ denominado por conjunto verdade de A em M.
Em alguns momentos, quando na˜o causar estranheza, denotaremos o conjunto
verdade apenas por ‖ A ‖.
Definic¸a˜o 3.0.6 Uma fo´rmula A e´ va´lida num modelo M, quando e´ verdadeira
para todo α ∈W . A fo´rmula A e´ va´lida se e´ verdadeira em todo modelo M.
Denotaremos que uma fo´rmula A e´ va´lida num modelo M por |=M A, e que A
e´ va´lida apenas por |= A.
Definic¸a˜o 3.0.7 Se Γ e´ um conjunto de fo´rmulas eM e´ um modelo, enta˜o dizemos
que |=M Γ see |=M Γ, para cada A ∈ Γ.
Definic¸a˜o 3.0.8 Seja Γ ∪ {A} um conjunto de fo´rmulas. Dizemos que Γ implica
A, ou que A e´ uma consequ¨eˆncia global semaˆntica de Γ, quando para todo modelo
M, temos: |=M Γ ⇒ |=M A.
Denotaremos uma consequ¨eˆncia global semaˆntica por: Γ |= A.
Agora, precisamos de um resultado a ser demonstrado.
Proposic¸a˜o 3.0.4 Seja M um L(∇)-modelo e A e B fo´rmulas quaisquer. Enta˜o:
(i) ‖ ¬A ‖ = − ‖ A ‖;
(ii) ‖ A ∧B ‖ = ‖ A ‖ ∩ ‖ B ‖;
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(iii) ‖ A ∨B ‖ = ‖ A ‖ ∪ ‖ B ‖;
(iv) ‖ A→ B ‖ = − ‖ A ‖ ∪ ‖ B ‖;
(v) ‖ A↔ B ‖ = (− ‖ A ‖ ∪ ‖ B ‖) ∩ (− ‖ B ‖ ∪ ‖ A ‖);
(vi) ‖ A ‖ = {α ∈W : ‖ A ‖∈ S(α)}.
Observac¸a˜o: o conjunto, − ‖ A ‖, equivale ao conjunto W− ‖ A ‖, isto e´, e´ o
complemento de ‖ A ‖ relativo a` W.
Demonstrac¸a˜o: As condic¸o˜es de (i) a (v) seguem imediatamente do cara´ter Boo-
leano da lo´gica cla´ssica e da teoria dos conjuntos. Dessa maneira, basta mostrarmos
a condic¸a˜o (vi). Por definic¸a˜o, α |= A see α ∈ ‖ A ‖. E isto significa, portanto,
que {α ∈W : ‖ A ‖ ∈ S(α)} = ‖ A ‖.
E assim, mostraremos abaixo parte do que queremos. A saber, a correc¸a˜o da
lo´gica LP() relativa a` M.
Proposic¸a˜o 3.0.5 (Correc¸a˜o) Γ ⊢ A ⇒ Γ |= A.
Demonstrac¸a˜o: ConsideremosM um L(∇)-modelo e fac¸amos a demonstrac¸a˜o por
induc¸a˜o sobre o comprimento da deduc¸a˜o.
- Para n = 1, temos que A pertence a` Γ ou A e´ um axioma. Desse modo, fac¸amos
em duas partes:
(i) Se A ∈ Γ ou A e´ um axioma do ca´lculo proposicional cla´ssico, nada temos a
demonstrar;
(ii) Agora, se A e´ um dos axiomas modais, enta˜o:
(C) Seja α ∈W , tal que |=Mα A∧B. Da´ı, por definic¸a˜o, temos que |=
M
α A
e |=Mα B e, assim, segue que, ‖ A ‖ ∈ S(α) e ‖ B ‖ ∈ S(α). Pela condic¸a˜o (c)
obtemos ‖ A ‖ ∩ ‖ B ‖ ∈ S(α) e, por definic¸a˜o, ‖ A ∧ B ‖ ∈ S(α). Desse modo,
|=Mα (A ∧B). Portanto, C vale.
(H) Seja α ∈W , tal que |=Mα A∨B. Da´ı, por definic¸a˜o, temos que |=
M
α A
ou |=Mα B e, assim, segue que, ‖ A ‖ ∈ S(α) ou ‖ B ‖ ∈ S(α). Pela condic¸a˜o (h)
obtemos ‖ A ‖ ∪ ‖ B ‖ ∈ S(α) e, por definic¸a˜o, ‖ A ∨ B ‖ ∈ S(α). Desse modo,
|=Mα (A ∨B). Portanto, H vale.
(T) Seja α ∈ W , tal que |=Mα A. Dessa maneira, por definic¸a˜o, ‖ A ‖ ∈ S(α)
e, pela condic¸a˜o (t), obtemos que α ∈ ‖ A ‖. Como isto equivale a` |=Mα A segue,
portanto, que T e´ va´lido.
- Agora, tomemos como hipo´tese de induc¸a˜o que: Γ ⊢ An ⇒ Γ |= An, para todo
n ≤ k.
Assim, ha´ treˆs possibilidades para o passo seguinte, k + 1, da induc¸a˜o:
(i) Ak+1 e´ uma premissa;
(ii) Ak + 1 e´ um esquema de axiomas;
(iii) Ak + 1 e´ deduzida a partir das regras MP ou RE;
Para os itens (i) e (ii), nada temos a demonstrar, pois estes itens ficam como
na base da induc¸a˜o. E mais, para a regra MP, sabemos que a mesma preserva a
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validade. Desse modo, falta-nos analisar a regra RE.
(RE) Consideremos a regra RE e suponhamos que ⊢ A ↔ B. Desse modo, pela
Hipo´tese de Induc¸a˜o, segue que |= A↔ B. Logo, A e B sa˜o equivalentes e, obtemos
que, ‖ A ‖ = ‖ B ‖. Da´ı, para todo α ∈ W , ‖ A ‖ ∈ S(α) see ‖ B ‖ ∈ S(α).
Assim, |=Mα A see |=
M
α B. Por definic¸a˜o, temos |=
M
α A↔ B. Portanto, RE
preserva a validade.
Agora, daremos algumas definic¸o˜es e mostraremos alguns resultados para, por
fim, demonstrarmos a completude de nosso sistema, relativo a` semaˆntica M.
Definic¸a˜o 3.0.9 Um conjunto de fo´rmulas ∆ e´ maximalmente consistente quando
∆ e´ consistente e nenhuma extensa˜o conservativa de ∆ e´ consistente.
A demonstrac¸a˜o do resultado abaixo pode ser encontrado em [6].
Proposic¸a˜o 3.0.6 (Lindenbaum) Todo conjunto maximalmente consistente Γ pode
ser estendido a` um conjunto maximalmente consistente ∆.
Assim como a demonstrac¸a˜o da completude se deu para o S5, aqui passaremos
a considerar os modelos canoˆnicos. Consideremos, enta˜o, o conjunto de todos os
conjuntos L(∇)-Maximalmente Consistente, que sera´ denotado por χ.
Definic¸a˜o 3.0.10 O conjunto de demonstrac¸o˜es de A e´ o conjunto |A| = {Γ ∈ χ :
A ∈ Γ}.
Proposic¸a˜o 3.0.7 Sejam A e B fo´rmulas quaisquer. Enta˜o:
(i) |¬A| = −|A|;
(ii) |A ∧B| = |A| ∩ |B|;
(iii) |A ∨B| = |A| ∪ |B|;
(iv) |A→ B| = −|A| ∪ |B|;
(v) |A↔ B| = (−|A| ∪ |B|) ∩ (−|B| ∪ |A|);
(vi) |A| ⊆ |B| ⇔⊢ A→ B;
(vii) |A| = |B| ⇔⊢ A↔ B.
Definic¸a˜o 3.0.11 A estruturaM =< W,S, V > e´ um modelo canoˆnico para L(∇),
quando satisfaz as seguintes condic¸o˜es:
- W = χ;
- |A| ∈ S(Γ)⇔ A ∈ Γ, para todo Γ ∈W ;
- V (pi) = |pi|, para toda varia´vel proposicional pi.
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Proposic¸a˜o 3.0.8 Seja M um modelo canoˆnico. Enta˜o, para toda fo´rmula A e
todo Γ ∈W , Γ |=M A⇔ A ∈ Γ.
Demonstrac¸a˜o: Faremos por induc¸a˜o sobre a complexidade das fo´rmulas de Γ,
para o conjunto de operadores {¬,∧,}.
(i) Para o caso em que A ≡ pi, para cada i ∈ N. Temos que Γ |=
M pi see
Γ ∈ V (pi) see Γ ∈ |pi|. Por construc¸a˜o de |pi|, Γ e´ um conjunto em |pi| see pi ∈ Γ.
(ii) Para o caso em que A ≡ ¬B : Γ |=M ¬B see Γ 2M B. Pela hipo´tese
de induc¸a˜o, temos que B /∈ Γ, e como Γ e´ maximalmente consistente, segue que
¬B ∈ Gamma e, portanto, A ∈ Γ.
(iii) Para A ≡ B ∧ C : Γ |=M B ∧ C see Γ |=M B e Γ |=M C. Assim, por
hipo´tese de induc¸a˜o, B,C ∈ Γ. Pela lo´gica proposicional cla´ssica, B ∧ C ∈ Γ e,
portanto, A ∈ Γ.
(iv) Para A ≡ B : Γ |=M B ‖ B ‖ ∈ S(Γ). Desse modo, pela hipo´tese de
induc¸a˜o, para todo Ω ∈ W , temos que Ω |=M B see B ∈ Ω, isto e´, ‖ B ‖ = |B|.
Assim, ‖ B ‖ ∈ S(Γ) see |B| ∈ S(Γ). Agora, por definic¸a˜o de S(Γ), |B| ∈ S(Γ) see
B ∈ Γ e, assim, A ∈ Γ.
E agora, mais algumas definic¸o˜es.
Definic¸a˜o 3.0.12 Chamamos a estrutura M⌋ de menor modelo canoˆnico quando
o conjunto S(Γ) conte´m apenas conjuntos de demonstrac¸o˜es.
Definic¸a˜o 3.0.13 A suplementac¸a˜o de M⌋ e´ o modelo M⌋+ =< W,S+, V >, com
a seguinte condic¸a˜o adicional para S+. Para todo Γ ∈W e todo X ⊆W :
X ∈ S+(Γ)⇔ ∃Y ∈ S+(Γ) tal que Y ⊆ X.
O conjunto S+(Γ) descrito acima pode ser facilmente reescrito da seguinte ma-
neira S+(Γ) = {X ⊆ W : |A| ⊆ X, para algum A ∈ Γ}. Assim, claramente,
S(Γ) ⊆ S+(Γ). Agora, falta-nos mostrar que esta suplementac¸a˜o e´ um modelo
canoˆnico para L(∇).
Proposic¸a˜o 3.0.9 M⌋+ e´ um modelo canoˆnico para L(∇).
Demonstrac¸a˜o: Seja M⌋ o menor modelo canoˆnico de L(∇). Para mostrarmos
o que queremos, basta que verifiquemos a seguinte equivaleˆncia: para todo A e todo
Γ ∈W, |A| ∈ S+(Γ)⇔ A ∈ Γ.
(⇒) Como hipo´tese, seja |A| ∈ S+(Γ). Da´ı, para algum Y ∈ S(Γ), temos que
Y ⊆ |A|. Como M⌋ e´ o menor modelo canoˆnico, enta˜o Y = |B|, para algum B.
Desse modo, |B| ⊆ |A| e B ∈ Γ. Assim, pelos resultados anteriores, segue que
⊢ A→ B e, agora, por RE temos que, ⊢ A→ B. Portanto, A ∈ Γ.
(⇐) Como hipo´tese, agora, consideremos A ∈ Γ. Da´ı, |A| ∈ S(Γ), e como
S(Γ) ⊆ S+(Γ), vem que |A| ∈ S+(Γ).
Proposic¸a˜o 3.0.10 Seja M⌋ o menor modelo canoˆnico para L(∇) e M⌋+ sua su-
plementac¸a˜o. Enta˜o as condic¸o˜es (c), (h), (t) e (n) sa˜o va´lidas em M⌋+.
Demonstrac¸a˜o: Pelo resultado anterior, segue que M⌋+ e´ um modelo canoˆnico
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para L(∇). Assim, basta verificarmos as condic¸o˜es listadas.
- Para (c): Sejam Γ ∈ W e X e Y subconjuntos de W tais que X ∈ S+(Γ) e
Y ∈ S+(Γ). Pela definic¸a˜o de S+(Γ), segue que existe Z ⊆ X tal que Z ∈ S(Γ) e
tambe´m que existe U ⊆ Y tal que U ∈ S(Γ). Assim, pela condic¸a˜o (c), segue que
Z ∩ U ∈ S(Γ) e, novamente pela definic¸a˜o de S+(Γ), vem que X ∩ Y ∈ S+(Γ).
Portanto, (c) se mante´m em M⌋+.
- Para (h): Sejam Γ ∈ W e X e Y subconjuntos de W tais que X ∈ S+(Γ) ou
Y ∈ S+(Γ). Por definic¸a˜o de S+(Γ), segue que existe Z ⊆ X tal que Z ∈ S(Γ)
ou que existe U ⊆ Y tal que U ∈ S(Γ). Assim, pela condic¸a˜o (h), segue que
Z ∪U ∈ S(Γ) e, pela definic¸a˜o de S+(Γ), X ∪Y ∈ S+(Γ). Portanto, (h) se mante´m
em M⌋+.
- Para (t): Sejam Γ ∈ W e X subconjunto de W tal que X ∈ S+(Γ). Pela
definic¸a˜o de S+(Γ), existe Y ⊆ X tal que Y ∈ S(Γ). Assim, por (t), Γ ∈ Y e como
Y ⊆ X, enta˜o Γ ∈ X. Portanto, (t) se mante´m em M⌋+.
- Para (n): Queremos mostrar que W ∈ S+(Γ). Para isso, consideremos um
conjunto de fo´rmulas Γ ∈W e que, de fato, W ⊆W . Desde que W = χ, e Γ ∈W ,
para algum A ∈ Γ, temos que A ∈ Γ, e da´ı, |A| ∈ W . Desse modo, pela definic¸a˜o
de S+(Γ), segue que W ∈ S+(Γ). Portanto, (n) se mante´m em M⌋+.
Agora, mais uma definic¸a˜o e mostraremos o que queremos.
Definic¸a˜o 3.0.14 Seja M⌋ o menor modelo canoˆnico e M⌋+ sua suplementac¸a˜o.
O modelo M⌋+
Γ
=< WΓ, SΓ, VΓ > sera´ denominado suplementado para Γ quando as
seguintes condic¸o˜es sa˜o va´lidas na estrutura:
- WΓ = {Σ ∈ χ : Γ ⊆ Σ};
- Para todo Σ ∈ WΓ e todo X ⊆ WΓ,X ∈ SΓ ⇔ para algum Y ∈ S
+(Σ),
X = Y ∩WΓ;
- VΓ(pi) = {Σ ∈ χ : pi ∈ Σ e Γ ∈ Σ}, para toda varia´vel proposicional pi.
Intuitivamente, a estrutura acima e´ obtida excluindo de M⌋+ todos os conjun-
tos maximalmente consistentes que na˜o conte´m Γ. Dessa forma,M⌋+
Γ
e´ um modelo
canoˆnico e, portanto, as condic¸o˜es (c), (h), (t) e (n) continuam va´lidas nesta estru-
tura. E mais, constru´ıdo dessa forma, para todo Σ ∈WΓ,Γ ⊆ Σ, segue que Σ |=
K Γ,
com K =M⌋+
Γ
e, portanto, |=K Γ.
Agora, finalmente, mostraremos com o aux´ılio destas estruturas a completude.
Proposic¸a˜o 3.0.11 (Completude) Se Γ |= A, enta˜o Γ ⊢ A.
Demonstrac¸a˜o: Fac¸amos pela rec´ıproca da contra´ria. Assim, assumamos que Γ 0
A. Desse modo, obtemos que Γ 0 ¬¬A e, enta˜o, que Γ ∪ {¬A} e´ consistente. Da´ı,
pelo Teorema de Lindenbaum, existe um conjunto maximalmente consistente, ∆,
que estende Γ ∪ {¬A}, i.e., Γ ∪ {¬A} ⊆ ∆, com ¬A ∈ ∆ e A /∈ ∆. Agora, ∆ e´
um conjunto maximalmente consistente em L(∇) e Γ ⊆ ∆. Logo, considerando a
estrutura M⌋+
Γ
, temos que ∆ e´ um conjunto tal que para o modelo M⌋+
Γ
a fo´rmula
A falha. Dessa maneira, 2K A, para K =M⌋+
Γ
e, portanto, 2 A.
Portanto, o presente trabalho apresenta uma semaˆntica de vizinhanc¸a que e´
equivalente a` versa˜o axioma´tica da lo´gica proposicional do plaus´ıvel.
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Considerac¸o˜es finais
O presente trabalho mostra uma semaˆntica relacional para a lo´gica proposicio-
nal do plaus´ıvel. Inicialmente, precisamos considerar um novo sistema modal, o qual
denotamos por LP(), e denominamos de lo´gica proposicional modal do plaus´ıvel,
de maneira que as ideias intuitivas do operador do plaus´ıvel, ∇, pudessem ser cap-
turadas pelo operador de necessidade, . Isto e´, mostramos a equivaleˆncia dedutiva
entre essas duas abordagens, para podermos tratar com conceitos da literatura sobre
este u´ltimo operador.
Feito isso, passamos a pensar sobre as semaˆnticas de Kripke. No entanto, as
semaˆnticas de Kripke usuais sa˜o aplicadas em lo´gicas modais normais, ou seja,
aquelas em que o axioma K se verifica. Dado que a lo´gica proposicional do plaus´ıvel
e´ uma lo´gica subnormal, precisamos de um outro ambiente para obtermos uma
semaˆntica de cara´ter relacional.
E assim optamos pelas semaˆnticas relacionais ou de vizinhanc¸a. Pois as mesmas
tratam de certa forma dos mundos poss´ıveis e, no nosso caso, de algumas relac¸o˜es
especiais impostas nas definic¸o˜es dos modelos que investigamos.
Assim, para determinarmos quais seriam as relac¸o˜es impostas, acabamos por
olhar para os axiomas e obtivemos algumas relac¸o˜es que de algum modo os espe-
lhassem. Ao apresentarmos tais relac¸o˜es, mostramos a correc¸a˜o do sistema lo´gico
com esta nova semaˆntica.
Ja´ para mostrarmos a completude tivemos que seguir um caminho que e´ usual na
literatura. Passamos a considerar os conjuntos maximalmente consistentes. E mais,
usamos de um resultado, do ponto de vista teo´rico, muito forte que e´ o teorema de
Lindenbaum. Consideramos ser este um resultado extremamente interessante, pois
ele e´, de algum modo, equivalente ao axioma da escolha.
Portanto, podemos dizer que o presente artigo pretendia mostrar uma nova
semaˆntica para a lo´gica proposicional do plaus´ıvel e este objetivo foi alcanc¸ado.
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