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Abstract 
Economic evaluation conducted in terms of cost per Quality Adjusted Life Year (QALY) provides 
information that decision makers find useful in many parts of the world. Ideally, clinical studies 
designed to assess the effectiveness of health technologies would include outcome measures that are 
directly linked to health utility in order to calculate QALYs. Often this does not happen and, even 
where it does, clinical studies may be insufficient for a cost-utility assessment. Mapping can solve this 
problem. It uses an additional dataset to estimate the relationship between outcomes measured in 
clinical studies and health utility. This bridges the evidence gap between available evidence on the 
effect of a health technology in one metric and the requirement for decision makers to express it in a 
different one (QALYs). In 2014, ISPOR established a Good Practices for Outcome Research Task 
Force for mapping studies. This Task Force Report provides recommendations to analysts undertaking 
mapping studies, those that use the results in cost utility analysis, and those that need to critically 
review such studies. The recommendations cover all areas of mapping practice:  the selection of 
datasets for the mapping estimation, model selection and performance assessment, reporting 
standards, and the use of results including the appropriate reflection of variability and uncertainty.  
This report is unique because it takes an international perspective, is comprehensive in its coverage of 
the aspects of mapping practice, and reflects the current state of the art.   
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BACKGROUND TO THE ISPOR TASK FORCE  
In June 2014, the ISPOR Health Science Policy Council recommended to the ISPOR Board of 
Directors that the ISPOR Mapping to Estimate Health State Utility Values from Non-Preference 
Based Outcomes Measures for Cost per QALY Economic Analysis Good Practices Task Force be 
established. The Board of Directors approved the task force the same month. The task force members 
and primary reviewers were selected on the basis of their expertise in fundamental or applied utility 
research, or economic modeling, or their understanding of quality appraisal of utility estimates during 
health technology assessments. Considerable effort was made to ensure international representation of 
health care systems in selecting task force members and primary reviewers. A list of leadership group 
members is available via the task IRUFH¶VWebpage. The task force identified the need to improve the 
accuracy, quality, and usefulness of mapping analyses by developing guidance on how to conduct, 
DVVHVVDQGXVHWKHUHVXOWVRI³PDSSLQJ´VWXGLHV They developed the outline, reviewed section drafts, 
and draft reports via e-mail, teleconference, and in person at the ISPOR European Congress in 
Amsterdam. All task force members, as well as primary reviewers, provided feedback either as oral 
comments or as written comments. The draft task force report was reviewed several times: once by 
the primary reviewer group of experts and twice by the Mapping to Estimate Health State Utility 
Values from Non-Preference Based Outcomes Measures for Cost per QALY Economic Analysis 
Review Group. Comments were also received during two forum presentations: at the ISPOR 
European Congresses in 2014 and 2015. All comments received during the review processes and 
presentations were considered, discussed, and addressed as appropriate in revised drafts of the report. 
We gratefully acknowledge our reviewers for their contribution to the task force consensus 
development process and to the quality of this ISPOR task force report. All written comments are 
available by request to: taskforce@ispor.org. The task force report and Webpage also may be 
accessed from the ISPOR homepage(http://www.ispor.org) via the purple Research Tools menu, 
ISPOR Good Practices for Outcomes Research, heading: Preference-Based Methods; Health State 
Utilities ± Mapping for Cost per QALY Economic Analysis  
 
INTRODUCTION  
The assessment of health-related quality of life is critical in the evaluation of health care technologies 
DQGVHUYLFHVDQGLQUHJXODWRU\DQGUHLPEXUVHPHQWGHFLVLRQV³3UHIHUHQFH-EDVHGPHDVXUHV´3%0V
play a central role in these evaluations. They allow patients to describe the impact of ill health and 
have an associated ³XWLOLW\´VFRUH (or tariff) for each of those health state descriptions where a value of 
1 represents full health, 0 represents the value of dead, and negative values (if defined by the PBM) 
represent states worse than death. These utility scores can then be used for the calculation of Quality 
Adjusted Life Years (QALYs)1, which are an outcome metric for health benefit used in many health 
economic evaluations. 
 
The most widely-used PBMs are generic: applicable to a wide range of diseases, patients and 
interventions. Examples include the EQ-5D2, SF-6D3, a derivative of the SF-36 instrument, and the 
Health Utilities Index (HUI)4. Many national guidelines for economic evaluation suggest or require 
the use of these generic instruments, such as England and Wales5 , Spain6, France7, Thailand, Finland, 
Sweden, Poland, New Zealand8, Canada, Colombia and The Netherlands.  Some recommend the use 
of a particular instrument, usually the EQ-5D9.  
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In many situations, clinical studies do not include a PBM. Often they will include one or more of the 
many patient-reported outcome measures (PROMs) which are not full PBMs because they do not 
have an associated, preference-based scoring system. Thus they do not permit construction of a 
QALY measure. Studies typically will also include physical outcomes (not patient-reported) which 
are PHDVXUHG ³REMHFWLYHO\´ WKDW LV, without the interpretation of or report by the patient. In the 
absence of a PBM outcome, researchers will QHHGWRGHULYHWKH³PLVVLQJ´3%0 in order to estimate 
QALYs from these studies.  In these circumstances the question is whether it is possible, and if so 
how, to predict the value that a PBM would have taken had this been collected, given what we know 
about the observed clinical outcome(s) and allowing for the mediating effect of the individual 
characteristics of study participants.  ³0DSSLQJ´attempts to answer this question and, in so doing, 
bridges the gap that often exists between available evidence on the effect of a health technology in 
one metric and the requirement for decision makers to express it in a different one (QALYs). It can 
also be used to provide a means of converting outcomes in one PBM to a different PBM. 
 
³0DSSLQJ´PDNHVXVHRIDQRWKHUGDWDVHWwhich may be observational rather than experimental. This 
dataset must have the same outcomes that are measured in the relevant clinical study/studies, and the 
SDWLHQWV¶UHVSRQVHVWRDVWDQGDUG3%0LQVWUXPHQWThis external dataset is used to estimate a statistical 
relationship between the two types of outcome measure. Combining the estimated statistical 
relationship together with the outcome data from the trial allows an estimate of the effect of the 
treatment in health utility terms and subsequently may be used to calculate QALYs. The practice of 
fitting a statistical model to health utility data has variously been referred to DVµµPDSSLQJ¶¶µµFURVV-
walking¶¶ DQG µµWUDQVIHU WR XWLOLW\¶¶10. ³0DSSLQJ´ KDV HQWHUHG LQWR FRPPRQ XVDJH VR LV XVHG
throughout this report.  
 
In the context of economic evaluation, the evidence gap which gives rise to the need for mapping is 
commonly encountered. For example, Kearns et al (2013)11 reviewed 79 recent NICE Technology 
Appraisals and found that mapping models were used in almost a quarter of cases. These included 
mapping from the Psoriasis Area Severity Index (PASI) in patients with psoriasis, from the Functional 
Assessment of Cancer Therapy ± General (FACT-G) in patients with cervical cancer, and from the 
Patient Assessment of Constipation ± Symptoms (PAC-SYM) and Patient Assessment of Constipation 
± Quality of Life (PAC-QOL) in women with chronic constipation, inter alia. The need for mapping 
may arise because of a failure to include a PBM in the relevant clinical studies (as described above), 
or because those studies are not sufficient alone to provide the utility information to estimate cost-
effectiveness. There could be a requirement for extrapolation beyond the range of health states 
observed in clinical studies or a requirement to synthesize evidence from several clinical studies, not 
all of which include evidence on PBMs. Thus, mapping is an issue both for economic evaluation 
alongside trial data analysis without PBMs as well as for many economic modeling studies. And 
because studies that have been conducted historically will remain part of the evidence base as 
comparators for the evaluation of new technologies, mapping is likely to remain a requirement for 
some time, even when good practices for utility estimation are followed in contemporary clinical 
studies12. 
 
The current practice of mapping includes substantial variation in methods which are known to lead to 
differences in cost-effectiveness estimates13,14. The purpose of this Task Force report is to set out good 
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practices for outcomes research that are relevant for the conduct of mapping studies for use in all 
types of QALY-based economic evaluation. The recommendations also have broader relevance to all 
situations where analysts wish to estimate preference-based outcomes as a function of any other 
variables, for example, where utilities are used as measures of provider performance15. 
Recommendations cover all areas of mapping practice:  the selection of datasets for the mapping 
estimation, model selection and performance assessment, reporting standards, and the use of results 
including the appropriate reflection of variability and uncertainty. Summary tables are provided at the 
end of each section. Such recommendations are critical in the face of inconsistent current practices, 
substantial variation in results between approaches and the risk of bias in several methods. Whilst 
other recommendations have been made16,17, this document is unique because it takes an international 
perspective, is comprehensive in its coverage of the aspects of mapping practice, and reflects the 
current state of the art.   
 
PRE-MODELING CONSIDERATIONS 
Prior to undertaking a statistical analysis for the purpose of mapping, the analyst must consider a 
number of different factors relating to the proposed and potential uses of the mapping itself, 
summarized in Table 1. These uses create requirements for the dataset(s) in which the statistical 
analyses will be undertaken and tested. 
 
Understanding the evidence gap 
Mapping is almost always undertaken with some pre-defined purpose and in many of those cases this 
is to inform a specific cost-effectiveness analysis (CEA).  Clear understanding of the evidence gap to 
be addressed requires an assessment of relevant existing utility evidence, the requirements of the 
decision-making body that will assess the results of the analysis and the CEA in which the results are 
to be used. For example, does the decision-maker specify that utilities should be based on a specific 
PBM? These factors help to inform the analytical choices which ensure unbiased estimates in the cost-
effectiveness study. There will be requirements to appropriately reflect uncertainty and, additionally 
in some situations, the variability of estimates (for example, if simulating individual patients in a cost-
effectiveness model). 
 
The needs of the CEA, in terms of which health states or profiles require utility evidence, will help 
JXLGHWKHDQDO\VW¶VFKRLFHRIPHWKRGVDQGGDWDVHWVWKDWFDQEHH[SHFWHGWRSHUIRUPDSSURSULDWHO\IRU
these specific needs. Where the analysis is to be used to populate a decision analytic model, one needs 
to consider what health states are reflected in that model ± how are they defined and how do those 
definitions relate to both the clinical outcome measure or measures of relevance and the target PBM? 
If there is little overlap between the clinical outcomes and the PBM then mapping is unlikely to be 
successful. A descriptive comparison of the content of the different outcome measures, including the 
suggested PBM, is a useful starting point. This will highlight the specific facets of health each 
instrument measures. It is not a requirement for the PBM and clinical outcomes to address the same 
symptoms or functional (dis)abilities in order for mapping to be an appropriate approach but they do 
need to measure the same underlying concepts.   
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Many models, such as transition state models, will typically define a relatively small number of 
discrete health states. Other situations may require a combination of health states that can be derived 
in part from a mapping study and in part from other evidence. For example, the model may 
differentiate health states based on a disease outcome measure and the therapy patients are receiving, 
or the adverse events they experience, or their comorbidities. In some situations a mapping study may 
inform us only about the relationship between a disease specific outcome measure, whereas other 
clinical studies may be used to provide information on the utility impact from adverse events. 
Mapping and other existing evidence can provide a range of options for addressing these evidence 
gaps.      
 
Mapping outcomes to the utilities of a PBM is usually done with regression analyses. At one end of 
the spectrum, there are rare occasions where regression models can be avoided entirely simply by 
taking the mean and variance of the utility value for patients with the relevant health criteria. This 
simple approach is entirely legitimate if there is a single summary measure of disease to explain 
utility with no additional covariates that are considered important and there are sufficient observations 
of patients within each category. However, it should be noted that this may limit the generalizability 
of the mapping to other CEAs where these conditions do not hold. 
 
Regression-type analyses do become a requirement once additional covariate and/or extrapolation 
outside the range of the observed data are required, as is often the case. This might be because there 
are multiple disease specific outcome measures that reflect different dimensions of disease that 
collectively are used to estimate health utility. Or it could be because the analyst wishes to incorporate 
the effect of socio-demographics on health utility. For instance, age is likely to be a relevant variable 
in many situations as it will be related to health and quality of life. Another reason to consider 
regression models for mapping is the possibility of the need to extrapolate beyond the range of disease 
severity observed in the data. Whilst extrapolation beyond the range of the data is best avoided in any 
situation, this is not always feasible. Mapping studies are frequently based on datasets that do not 
include the full range of patient disease severity, particularly when these datasets are from randomized 
controlled trials with exclusion criteria for comorbidities and other aspects of severity. This contrasts 
with the needs of decision models, particularly those for patients with chronic conditions, which may 
PRGHOSDWLHQWV¶OLIHWLPHVDQGWKXVspan the entire feasible spectrum of disease.  
 
It is well established that some methods for such regression analyses exhibit bias, the extent of which 
is in part dependent on the target utility measure.  More details are provided in ³Modeling And Data 
Analysis´ below, but it can be noted at this point that bias is typically greatest at the extremes of 
disease severity ± for patients in severe ill-health these approaches overestimate their true health 
utility and for those in good health they underestimate health utility18. With this in mind the analyst 
must assess the requirements of the CEA. For instance, what is the range of disease to be addressed by 
the decision model?  This judgment should not only be made against the characteristics of candidate 
patients at the point in the patient pathway where the technology of interest is being assessed (model 
baseline), but should be informed by the range of future health states to be covered in the model.  
Since this may cover a long term extrapolation encompassing patients experiencing diverse pathways 
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including disease progression, therapy response and disease remission, a very wide range of disease 
severity can sometimes be covered. 
 
Data for mapping 
Similar considerations influence the requirements for datasets in which the mapping function is to be 
estimated. Additional requirements are that, obviously, candidate datasets must come from studies of 
individuals completing both the relevant clinical outcome measure(s) and the target PBM 
simultaneously. There is no reason why randomized studies would be more desirable for mapping 
studies. Indeed, as alluded to above, randomized studies often have less diverse patients than other 
study types in terms of disease severity because of strict inclusion and exclusion criteria and limited 
follow up. Observational studies may be more likely to be drawn from representative patient groups, 
have larger sample sizes and can be conducted at relatively low cost. Where there is more than one 
candidate dataset then consideration should be given to the additional data fields the different studies 
include which may facilitate more precise estimates of the target PBM as well as the sample size, 
generalizability of the patient population and any potential biases in the study designs. However, this 
needs to be balanced with the use of those values in subsequent CEAs. The availability of information 
RQUHVSRQGHQWV¶DJH, for example, is likely to improve model fit and ought to be incorporated into a 
CEA. Datasets may be combined where common covariates exist and differences between patients 
and study designs are not expected to influence the relationship between covariates and PBM. 
 
Uncertainty in the estimates should be minimized. This is facilitated in part by the use of datasets with 
larger numbers of observations and by avoiding extrapolation beyond the range of the data when 
feasible. Matching the range of disease severity in the dataset with the population of the CEA is 
important, but the range of other patient characteristics used as covariates in the mapping model is 
also relevant. 
 
Finally, the analyst needs to be aware of any potential biases in the dataset. Biases in this situation 
refers to those factors ZKLFKLQIOXHQFHDSDWLHQW¶VUHSRUWHGKHDOWKXWLOLW\RWKHUWKDQWKURXJKDQLPSDFW
on the clinical outcome measure(s) used as explanatory variables. For instance, in some situations the 
types of therapies patients are receiving may exert some bias, for example, where those therapies are 
associated with adverse events unrelated to the clinical outcome being measured in the mapping 
dataset.  
 
MODELING AND DATA ANALYSIS 
 
Selection of the statistical model 
Utility measures tend to exhibit a number of non-normal distributional characteristics. These measures 
can be considered a type of limited dependent variable at both the top and bottom of their ranges: by 
GHILQLWLRQDYDOXHRILVWKHPD[LPXPYDOXHWKDWFDQEHDFKLHYHGDQGLVFRQVLGHUHGHTXDOWR³IXOO
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KHDOWK´7KHUHLVDORZHUOLmit which varies by instrument, or by country-specific tariff, sometimes 
UHIHUUHGWRDVWKH³SLWV´VWDWH. Note that these limits LQXWLOLWLHVDUHQRWWKHVDPHDV³FHQVRULQJ´ 
 
Additional aspects of the distribution of utilities that influence the statistical model choice are the 
presence of large spikes in the distribution (W\SLFDOO\DWWKH³IXOOKHDOWK´XSSHUERXQG), skewness, 
multimodality and gaps in the range of feasible values. Figure 1 displays examples of the distribution 
of EQ5D-3L (UK tariff) from a range of different disease areas. The extent to which these features are 
present varies according to the instrument and scoring algorithm of the PBM that is the target for the 
mapping study, and the nature of the patient group. The presence of any of these features makes the 
application of simple statistical regression methods challenging and this is compounded when several 
of these features are simultaneously present.  
 
There is considerable evidence that these distributional features result in systematic bias when linear 
regression methods are used to analyze the EQ-5D-3L instrument, the most commonly studied patient 
reported outcome in the mapping literature19,20,21. Similar findings have been shown to apply to 
models like the Tobit21 (designed to deal with limited dependent variables), two-part models22 (which 
attempt to address the mass of observations seen at full health) and censored least absolute deviations 
models23,24. A common finding in those reports is that expected health utility associated with mild 
health states is underestimated whilst utility for more severe health states is overestimated. When 
mapping studies with these biases are used in economic evaluations, clinically effective therapies 
appear less cost-effective than they truly are. Studies have shown that the magnitude of this bias is not 
trivial13,14. 
 
Recent work compares the performance of different statistical methods for mapping. One set of 
methods estimate the summary utility score directly. Amongst these direct methods, there is some 
empirical evidence to support the performance of two approaches: the limited dependent variable 
mixture model approach21,14 and the beta-based regression approaches19,25. Both reflect the inherent 
limited nature of any utility score with the former also reflecting the other key characteristics of the 
utility distribution described above.       
   
Alternatively, indirect methods estimate utilities as part of a two-stage procedure26. These methods 
have also demonstrated improvements over standard methods in some settings14,27,28,29. In the first 
stage, a so-FDOOHG³UHVSRQVHPDSSLQJ´PRGHOXVHVDVHULHVRIHLWKHUGHSHQGHQWRULQGHSHQGHQW
separate regression functions to estimate the level on each separate domain of the descriptive system 
of the target PBM. Models suitable for ordered categorical data should be used for this first stage and 
the correlation between dimension responses incorporated29. It is then straightforward to calculate the 
expected utility score as stage 2 of the procedure based on the probabilities assigned to each of the 
health states in the descriptive system and their associated utilities. This separation allows the analyst 
to apply any utility tariff to the models estimated in stage 1, according to their requirements. 
However, it should be noted that the appropriateness of the model and its fit is specific to the tariff in 
which it has been tested. Furthermore, response mapping models require sufficient observations in 
each of the levels of the descriptive system. Without this, the model(s) cannot be estimated.  
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We do not advocate any specific set of methods as the performance of different methods will vary 
according to the characteristics of the target utility measure, the disease and patient population in 
question, the nature of the explanatory clinical variables and the form of intended use in the CEA. We 
therefore suggest that it is wise to use a model type for which there is existing empirical evidence of 
good performance, and that respects the key features of the target utility measure, particularly the 
limited range of feasible utility values that can be taken in order to avoid problems in implementing 
results in a cost-effectiveness model.  
 
Obviously, mapping does require analysts to adhere to good practice for statistical analysis in general. 
Below, we highlight some aspects of good practice that relate in particular to mapping.  For instance, 
a plot of the distribution of the target utility measure provides a starting point for considering 
potentially appropriate modeling methods for direct analysis of the utility index. Analysts should use 
models that have theoretical plausibility, whose key assumptions hold, and that have a body of 
existing empirical evidence supporting their validity in the mapping literature. The use of models that 
do not meet these criteria requires additional justification and the results should be subject to 
additional scrutiny. This additional justification can be in the form of evidence that demonstrates that 
the mapping does not suffer from bias in the particular application, or that the nature of that bias is not 
an issue given the use of the mapping in CEA. For example, if the analyst intends to populate a cohort 
decision model where only a small number of health states are defined and these health states are not 
located at the extremes of poor/good health, then bias from the mapping may have a negligible effect 
on estimated cost-effectiveness. However, it is difficult to assess the impact of any potential bias a 
priori.  
 
In most situations it will be extremely important to utilize mapping methods that meet the criteria set 
out above. This is because the extent and impact of biased estimates on cost-effectiveness will be 
significant and predictions outside the feasible utility range could be made.  For example, model-
based CEAs where health states  are at the extremes of disease severity, individual patient simulation 
models, or analyses based on individual level data such as CEAs conducted alongside a single clinical 
trial will all be at risk of substantially biased cost-effectiveness estimates if inappropriate mapping 
methods are applied.  
 
We note that some model types will require iterative estimation methods. It is imperative that the 
analyst ensures proper convergence of the estimation algorithm, whether undertaken in a classical30 or 
Bayesian31 framework. 
 
It is also typical for candidate datasets to comprise multiple observations from the same individuals 
over time. In general, one should seek to make use of all observations. Multilevel models can be used 
to reflect the correlations between these observations. At a minimum, clustered standard errors should 
be calculated. Where there are reasons to believe that there has been a break in the relationship 
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between the covariates and the PBM then separate models should be estimated and the stability of the 
parameters tested.  
 
The selection of covariates 
In most situations, the dataset in which the mapping is to be performed will contain information on a 
range of potential explanatory variables. The primary decision for the analyst concerns the choice of 
non-preference-based measure that will serve as the key link between the clinical effectiveness data 
and the preference-based one. In many situations, the non-preference-based measure will be obvious 
because it will be the primary outcome measure used in clinical studies, or the sole quality of life 
instrument amongst the secondary outcomes. However, often those measures are formed of individual 
questions, which in turn can be reported either as dimension scores or a single summary score. 
Typically, there will be greater explanatory power from a regression model that uses disaggregated 
information from an outcome measure as explanatory variables. However, not only does this increase 
the number of explanatory variables but it may not provide the link to clinical evidence in a form that 
is widely usable (see, for example, Longworth et al32 who modelled the 36 individual question 
responses to the EORTC instrument). This can be illustrated using the example of Rheumatoid 
Arthritis (RA). Typically, cost-effectiveness studies make use of the Health Assessment Questionnaire 
(HAQ) mapped to a preference-based instrument33. The HAQ is a summary score of functional 
impairment that ranges from 0-3 derived from 8 sub-sections each of which is comprised of 2 or 3 
individual questions. Whilst the analyst may find a better performing model if using the individual 
item or dimension scores as explanatory variables, as opposed to the single 0-3 summary score, this 
should not be the sole criteria for covariate choice (see, for example, Bansback et al34). Where the 
mapping function is to be used to estimate health utility from individual questions or component 
scores, as might be the case in an economic evaluation conducted alongside a clinical trial, such an 
approach will be useful. However, decision models that synthesize data from several clinical studies 
will typically rely on the published results which will report only the summary score.  
 
In other settings, the analyst may have a choice of one or more disease specific outcomes. In 
Ankylosing Spondylitis (AS) for example, clinical studies typically report both BASDAI and BASFI 
outcomes measures of disease activity and functional impairment. The conceptual overlap with a 
preference-based instrument may be improved by the inclusion of multiple instruments and, hence, 
model fit.  
 
Covariates can also be sociodemographic, disease characteristics and treatments. It is good practice to 
include covariates in order to avoid mis-specification of the model (resulting in the effects of the 
omitted variable being allocated to the error term and biased estimates for the coefficients). This 
remains the case even though the economic evaluation may not be designed to directly use each of 
these explanatory variables. The analyst can still use the mapping and simply set the value of the 
explanatory variable to that appropriate to their setting. This is preferable to omitting the explanatory 
variable. Of course, judgment is required here in order to avoid the inclusion of covariates that are 
highly correlated in the interest of developing a parsimonious mapping model.  
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Covariates should be theoretically justified a priori and reported in a manner that permits analysts to 
use results whether the covariate in question is used directly in their specific CEA or not. For instance, 
for most uses of mapping functions in CEA, the inclusion of age as a covariate is required and should 
be retained in preferred models even if not statistically significant.  This allows any effect of ageing, 
independent of that which is captured as part of the clinical outcome measure(s), to be properly 
reflected. Where the mapping is intended for use in a CEA alongside a trial, covariates common to 
both the mapping dataset and the trial can be used to improve the generalizability of one to the other.  
 
REPORTING OF MAPPING STUDIES 
Mapping studies often form an important element of evidence submitted to decision-making Health 
Technology Assessment (HTA), pricing or reimbursement authorities. The findings must, therefore, 
be reported in a manner that allows a full assessment of the quality and relevance of the mapping by 
those that do not have access to the individual level data. In addition to this transparency requirement, 
it will be helpful to other analysts that sufficient information is reported to use the results in their own 
CEAs.  
 
The dataset 
Where more than one dataset could feasibly be used for mapping, provide a qualitative account of the 
selection rationale, at a minimum. Describe the key features and design of the study. The 
characteristics of the sample used in the estimation dataset must be provided fully. All variables used 
in the mapping models, as well as those that are potentially important clinical, symptomatic, 
demographic of other PROMS, should be described in terms of a measure of central tendency and 
distribution. Special attention should be given to the full distribution of patient observations at the 
extremes of disease severity, as described by the disease specific measures to be used as explanatory 
variables. This gives an indication of the extent to which the sample overlaps with the patients that are 
the focus of any CEA and, therefore, the extent of extrapolation required beyond the observed data.  
 
Full information must be provided about the methods for sampling patients, both in the study as a 
whole and those sub-samples selected for use in the mapping study. 
 
Many studies will include multiple observations from the same individuals over time. In this situation, 
it is important to report the pattern of those multiple, longitudinal observations and any features of the 
patients that change over those observations. For instance, if the follow-up period is substantial, then 
age is an important variable that will vary substantially from baseline. The number of available 
observations will differ according to the combination of covariates selected and this can lead to 
substantial differences between any final analysis and the description of the entire study sample. This 
also has implications for the ability to compare between models using measures of fit or penalized 
likelihood statistics.  
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Justification of statistical model type 
As outlined above, there are numerous statistical challenges inherent in the analysis of utility data 
arising from its distributional features. The analyst should seek to select and justify their choice of 
method(s) a priori with reference to existing literature that has tested alternative methods using the 
target preference-based measure in question, examination of the distributional features in the 
estimation dataset, and the proposed use of the mapping function in any future cost-effectiveness 
study. 
 
An algebraic description of the model is transparent, concise, unambiguous, and ensures results can be 
used correctly by any competent analyst. Non-standard models, that have not been described 
elsewhere, must always contain such a description. An example of a predicted value from the 
mapping regression for some set of covariates should be reported. In some publications, additional 
software that calculates predictions for user defined inputs has been provided27,35. 
 
Justification for covariates used and how specified 
Datasets used for mapping will typically offer the analysts a broad range of potential explanatory 
variables. These cover disease specific outcome measures, which often may be scored either as 
multiple components or summary index scores, of which there may be more than one, clinical 
measures, symptom specific information and demographics inter alia. A theoretical justification 
should be given for the inclusion of all variables within the set to be examined in the statistical 
analyses. It is instructive to provide an account of the dimensions of quality of life covered in the 
disease specific outcome(s) and contrast them with those covered by the target utility-based measure.   
   
The methods used to move from a potentially large set of explanatory variables to a preferred model 
that is likely to include a smaller number, and in a particular form, must be detailed. There are many 
ways in which such regression models can be determined11.     
 
Results driving model selection and performance 
Theoretical justification for the selection of model type(s) should be provided drawing on previous 
literature and the specific features of the mapping to be performed, with a particular focus on the 
target utility measure. Regression models make assumptions which should be explicitly 
acknowledged and tested or assessed for plausibility. The proposed use of the mapping, if known, 
should also be discussed. Relevant aspects include the range of disease for which the results will be 
used, the manner in which uncertainty is to be considered and whether the analysis requires only 
expected utility values conditional on covariates (as is typically the case in a cohort decision model) 
or if simulated data is required (as in a trial-based analysis or patient-level simulation model).  
 
Results must be reported in a manner that provides transparency: readers of the results must be made 
aware of the process of selecting a preferred model(s) from the set of feasible ones and they must be 
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provided with sufficient information to judge the validity of that process. This means that they need to 
be able to fully assess the performance of the preferred model(s) (and will require details on at least 
some aspects of performance of the less preferred models).  Judgements are required at each stage of 
the model building process: reporting needs to highlight these judgements and their rationale. 
Sufficient information should be supplied to allow readers to be able to use the results of the mapping 
model in future cost±effectiveness studies. 
 
One aspect of performance that is particularly important is model fit ± the extent to which modelled 
values coincide with those observed in the data. Movement to a preferred model should not 
mechanistically follow some rule-based on overall fit. Specific judgement will be required and this 
will be context specific; for example, whether or not to include a particular covariate. Detailed 
information on model fit is required, however, for the final preferred model(s). Summary measures of 
fit like the R2 are of very limited value here, particularly when presented in isolation, and provide 
little information of the validity of the mapping for use in subsequent CEA. The degree of between 
patient variability is inherently high in quality of life data, given the (warranted) subjective nature of 
quality of life. This results in relatively low R2 statistics. Penalized likelihood statistics, such as the 
Akaike Information Criteria and Bayesian Information Criteria (AIC/BIC), provide a more 
appropriate means for comparisons of specifications within model types. Other summary measures of 
fit such as the Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) have typically 
been applied in the mapping literature. These measures have their origins in the field of forecasting. It 
should, therefore, be recognized that these measures can appear very insensitive when applied in the 
mapping field because of the limited range of the dependent utility variable and the degree of 
variability inherent in patient outcome data. Any measure of model fit should be reported both for 
entire sample and for specific data ranges, defined in terms of the clinical explanatory variable(s). A 
plot of mean predicted and mean observed utility values conditional on the clinical variable helps to 
identify the existence and location of any systematic bias (see, for example, Wailoo et al.35) and where 
that bias occurs.  
 
The fit of a model should not be assessed solely by reference to the point estimates of the predicted 
values compared to the data. It should also consider the uncertainty around those predictions and the 
model outputs once patient variability is included, as described below.    
 
Reporting of results 
All coefficient values must be reported to a sufficient number of decimal places to permit accurate 
estimation. Rescaling and centering covariates around their sample mean can facilitate this. 
Uncertainty in the estimated coefficients and associated correlation is imperative to allow the 
reflection of parameter uncertainty in the CEA ± the covariance matrix should therefore be routinely 
reported36 to allow probabilistic sensitivity analysis (PSA) to be undertaken. In addition to parameter 
uncertainty, the use of a mapping function to impute data at the individual level (for example, when 
conducting an analysis alongside a clinical trial) requires that the individual level variation is also 
reflected. In real world data, it is obvious that individuals with identical observable characteristics do 
not report identical health utility values. If mapping regression models are used simply to impute the 
same conditional expected value for these individuals, that individual level unexplained variability has 
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been ignored and misrepresents both the clinical study and the results of the mapping. Information on 
the assumed degree and form of this variability is contained in the mapping regression error term(s) 
distribution and can be used as the basis for simulation methods that reflect this. Therefore, it is also 
essential that details of the error terms are reported routinely. With the availability of on-line 
materials, published mapping studies have no reason not to include these important items of 
information.     
 
The guidance above relating to model selection suggests that one ought not select a model that is 
capable of producing estimates that lie outside the feasible range for the utility scale. But if such a 
model has been selected then when sampling from the mapping function, either for uncertainty or 
variability analysis, the frequency with which these samples lie outside the feasible range must be 
reported. It must also be reported how such unfeasible values were subsequently used or amended in 
the CEA. When a mapping is produced without any specific CEA in mind, it can still be useful to 
report the results of a simulated dataset from the model. This can help inform future CEAs and also 
forms a means of comparing the distribution of the data simulated from the model to the distribution 
of the original data (and can thus be used as part of the model selection process).  
 
Empirical Validation 
As with other statistical models, validation of the mapping model is relevant. Much of the guidance 
reported here is based on this requirement. The description of the dataset and the decision problem in 
which it is to be used, the process of model building and the performance of the final preferred model 
± each of these elements provides information on validation. To what extent can we have confidence 
WKDWWKHPRGHO¶VSUHGLFWLRQV are accurate within the relevant patient group and to what extent might 
they be relevant in other similar patient groups? Existing UK guidelines on mapping recommend 
empirical validation16 in this respect, described as estimation of the model in two datasets, either from 
two separate studies (external validation) or from splitting a single dataset (internal validation). 
Numerous other methods can be used for internal validation (for example, using bootstrapping-based 
approaches). In many situations, these empirical validation techniques will simply not be an option 
because there is only one candidate dataset of insufficient sample size to contemplate splitting.   
 
Where any of these validation methods could feasibly be undertaken, there remains uncertainty about 
which of the available range of methods are most appropriate in the mapping setting and the 
additional value of the information these analyses provide. Sample splitting imposes the additional 
penalty of reduced sample size for estimation. For these reasons, we believe it would be premature to 
recommend empirical validation be conducted for all mapping studies. This is consistent with 
approaches undertaken for other regression-derived inputs to CEA. 
 
Validation of alternative methodological approaches to the analysis of utility data can be achieved 
through repeated head-to-head testing in real-world and simulated datasets from different disease 
areas. However, routine multi-sample validation methods are not required for standard applied 
mapping studies because of the limitations noted above.  
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THE USE OF RESULTS FROM MAPPING MODELS 
 
Selection of a mapping model for a cost-effectiveness study 
Analysts may often need to select an existing mapping, perhaps from the published literature, to 
populate their cost-effectiveness model. In some situations, there may be no existing mapping that 
matches the population of interest. This might be because the precise characteristics of the patients do 
not match in terms of demographics, stage or severity of disease. In other situations, it may be a more 
fundamental disparity such as the mapping being based on patients with a different disease. For 
example, the EORTC QLQ30 is a PROM used with patients with any type of tumor. Mappings have 
been estimated based on samples of patients with breast cancer37. Judgements about the suitability of a 
mapping study in a CEA should be based on an assessment of the differences between the patients or 
diseases in question. Are these differences likely to make the relationship between the mapping 
covariates and the target PBM non-generalizable?    
 
Predicted values 
The primary use of mapping for economic evaluation is to predict the mean health state utility value 
for a set of explanatory variables; in other words, the expected value conditional on covariates. If the 
guidance presented here has been followed, then a full understanding of the model specification and 
the estimated coefficients will have been provided and it will be obvious how to derive the required 
expected values. It may also be helpful for the mapping study to report the expected utility value and 
standard error for a given set of covariates for future reference. Some published studies go further and 
provide pre-programmed spreadsheet calculators as supplementary files27,35.  
 
Variability 
A full specification of the statistical model and its estimated results, including error term(s) 
distribution(s), provides the required information to allow an analyst to reflect individual level 
variability. At its simplest, this may comprise a single normally distributed error term with mean zero 
and variance as reported. It is, therefore, straightforward to sample from the relevant conditional 
distribution to reflect variability around any required health state/patient characteristics. 
 
Uncertainty 
PSA is the standard accepted method for reflecting parameter uncertainty in health economic models. 
Monte Carlo simulation can be used to sample from the relevant joint distribution for regression 
model inputs, including mapping studies, provided the model specification, coefficient and variance-
covariance estimates are reported.  
 
CONCLUSIONS   
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Whilst the inclusion of appropriate preference-based measures in clinical studies is always 
recommended (see ISPOR Good Practice Guide Wolowacz S, et. al11 for guidance on this issue), this 
will not always be feasible or sufficient for the needs of economic evaluation. Mapping is, therefore, 
needed to allow analysts to bridge the gap between clinical evidence and the evidence required for 
economic evaluation. Provided that mapping analyses are undertaken appropriately, reported 
transparently and their results used appropriately, decision makers can be confident in the validity of 
estimates obtained in this manner.    
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