We describe a lower bound for the critical value of the supremum of a Chi-Square process. This bound can be approximated using an RQMC simulation. We compare numerically this bound with the upper bound given by Davies, only suitable for a regular Chi-Square process. In a second part, we focus on a non regular Chi-Square process: the Ornstein-Uhlenbeck Chi-Square process. Recently, Rabier et al. (2009) have shown that this process has an application in genetics: it is the limiting process of the likelihood ratio test process related to the test of a gene on an interval representing a chromosome. Using results from Delong (Commun Stat Theory Method A10(20):2197-2213, 1981, we propose a theoretical formula for the supremum of such a process and we compare it in particular with our simulated lower bound.
The Davies Upper Bound
In the article of Davies (1987) , the focus is on hypothesis testing when a nuisance parameter t is present only under an alternative. So, t is meaningless under the null hypothesis. If t were known, the natural way to perform the test is to consider t = t . However, as it is only known that t belongs to the interval [L, U], Davies suggests the use of the test statistic:
where S(t) denotes the test statistic at t. Davies also considers the case:
where the V i (t) are independent for each t and distributed as a standardized Normal under the null hypothesis. The process S(.) is called a Chi-Square process with d degrees of freedom. The main result of Davies (1987) is the following formula:
where
is the Gamma function and χ 2 d is a random variable which follows a Chi-Square with d degrees of freedom. We refer to Davies (1987) to obtain the general expression of the quantity E ( η(t) ). The author specifies that formula 3 is suitable when the processes V i (.) have a derivative with a finite number of jumps.
In what follows, we will call Davies upper bound the right side of formula 3. We will focus only on Chi-Square processes S(.) where the V i (.) are independent and identically distributed (a particular case of formula 2).
Computation of the Discretized Lower Bound

Introduction
In this section, we present a lower bound for the critical value of the supremum of a Chi-Square process. This is a lower bound because we discretize the process. The probabilities needed for the lower bounds can then be explicitly written as multivariate normal integrals, which can be approximated with simulation methods.
The time interval [L, U] for the process is discretized using t i = L + i(U − L)/m for i = 1, 2, . . . , m. h will be the stepsize of discretization: h = (U − L)/m. Then we define A to be the m × m covariance matrix for the discretized process, with entries a ij = r(t i − t j ). If we also define X to be an d × m matrix, with columns x j , for j = 1, . . . , m, the integrals that are needed for computation of the lower bound are
