This paper describes the design of Space Vector Modulation strategy for a 4-leg Matrix Converter. In the chosen modulation technique the input and output current/voltage spaces are used separately to allow control over both the output voltage and input current. The paper presents results verifying the operation of the Space Vector modulation technique.
I. Introduction
Space Vector Modulation (SVM) of a 4-leg inverter is used to provide 3-phase, plus a neutral connection for the load, utilising a 3-dimensional set of space vectors to describe the output voltage space [1, 2, 3] . This enables the inverter to provide any set of output line-to-neutral voltages, balanced or unbalanced, that may be required. This 3-dimensional αβγ space is used with the current 3-leg matrix converter SVM technique [4] , and adapted to create a way of controlling the modulation of the 4-leg matrix converter so it too can generate any set of output line-to-neutral voltages, but while also controlling the phase of the input current waveform. Fig. 1 shows a diagram of a 4-leg matrix converter attached to a generator, the idea being that the converter can be used to provide any type of power supply required from a mobile generator, whether it be a 3-phase load or 1,2 or 3 sets of single-phase loads.
The complete mobile generator system is shown in Fig. 2 for providing a standalone field power supply. In this system a variable speed generator that allows operation over a wide engine RPM without compromising AC output power quality. The power converter, output waveform control and output filter have been designed to give an supply of 208VAC line-line with an output frequency range of 50 Hz to 400Hz [5] . 
II. Space Vector Modulation
All Space Vector Modulation (SVM) techniques use a set of vectors that are defined as instantaneous space-vectors of the voltage and currents at the input and output of the converter. These vectors are created by the various different switching states that the converter is capable of generating.
For the standard 3x3 matrix converter there are 27 (3 3 ) switching states [4] . However with the extra output leg this obviously extends the total number of switching states of the converter to 81 (3 4 ), all of which are shown in Table 1 . As was seen before, not all of these switching states are useful as some produce a moving, or rotating vector. A rotating vector is one that is non-stationary in the αβγ space. As these are moving vectors, they are not fixed in magnitude or direction, and we are therefore unable to easily utilise them. These are shown in Table 1 a  b  c  n  Van  Vbn  Vcn  IA  IB  IC   Switching   A  A  A  A  0  0  0  0  0  0   State   B  B  B  B  0  0  0  0  0  0   Number   C  C  C  C  0  0  0  0  0  0   + 1  A  B  B  B  V A B  0  0  I a  -I a  0  -1  B  A  A  A  -VAB  0  0  -Ia  Ia  0  + 2  B  C  C  C  V B C  0  0  0  I a  -I a  -2  C  B  B  B  -VBC  0  0  0  -Ia  Ia  +3  C  A  A  A  VCA  0  0  -Ia  0  Ia  -3  A  C  C  C  -VCA  0  0  Ia  0 Table 1 it can be seen that, after discarding the switching states that create the rotating vectors, we are left with 45 useful states, of which 3 are zero vectors. Now, as can be seen in Table 1 , the switching states that produce stationary non-zero vectors are labelled in pairs, positive and negative. This has been because either switching state can be used to generate the required output space vector, purely depending on the sign of the input voltage. Taking +1, and -1 for example, with V ab positive the switching state +1 can be used, but with V ab negative the switching state -1 can be used to generate precisely the same output.
Knowing this symmetry helps us, as it increases the possible number of switching states that can be used to generate any output voltage vector.
With a matrix converter, control over the input current and output voltage space-vectors can be effectively decoupled from one another, allowing the output voltage to be generated independently from the input, and the input current phase to be controlled irrespective of the output voltage [4] .
With this split between input and output, we therefore need to be able to define each vector space individually. As such, the input, having only 3-phases, is tranformed into the well known hexagonal form in αβ space, with it's 6 switching vectors, just as seen when utilising the SVM technique for the 3x3 matrix converter [4] , noting that the vector space for the input current is rotated π/6 about the origin when compared to the voltage vector space, as shown in Fig. 3(b) . While the output, having 4-phases, is transformed into a 3-dimensional (αβγ) space, with 14 switching vectors describing a volume [1, 2, 3] . Fig. 3 shows us all these vector spaces, and upon closer inspection it can be demonstrated that this volume in Fig. 3(c) is a superset of the 2-dimensional case in Fig 3(a) when viewed along the γ-axis.
The darker shaded areas in both parts (a) and (c) of Fig. 3 show the smallest bounded area/volume for each case, triangle and tetrahedron, with the lighter shaded area in Fig. 3(b) being that prism formed when the volume is viewed down the γ-axis, and one sector is highlighted. These prisms are made from 4 tetrahedrons, the smallest bounded volume, and each aligned on top of each other in the γ-axis dimension [1] .
So, with the input space requiring 6 switching vectors, and the output requiring 14 switching vectors, and remembering the inherent symmetry of the vectors and switching states, it can be seen that for each stationary input space vector there are 7 (42/6) associated switching state pairs, giving 14 possible switching states in total. Likewise, for each stationary output space vector there are 3 (42/14) associated switching state pairs, giving a total of 6 possible switching states.
For any set of input voltages, and a given set of output demand voltages, the corresponding input and output sectors can be ascertained. As we are controlling the input current for a unity power factor, the input current vector will always follow that of the input voltage vector. Knowing this, it allows the easy determination of the input current sector for any set of input voltages [4] .
Then, the output voltage sector needs to be calculated, but unfortunately there is no simple mathematical formula that will solve it easily. Therefore the output demand voltage sector is determined using the following method [3] .
Firstly, the output demand voltage is likewise transformed from the normal output voltage space into the 3-dimensional αβγ space by using the following vector transform:-
This then produces a vector within the 3 dimensional space shown in Fig. 3(c) . As stated above, this 3-dimensional volume can be seen to be made up from 6 prisms, with each prism being made up of 4 tetrahedrons. With the output voltage in αβγ space, it is thus easy to calculate which of these 6 prisms the voltage vector resides in. Once this is calculated, the exact sector (tetrahedron) which the voltage vector lies within needs to be found. Fortunately, this process is easily possible by comparing the signs of the output demand voltages in 'abc' space, with the polarities of the non-zero switching vectors of the 4 tetrahedrons(sectors) within the prism, with the correct output voltage sector being the one whose signs match [3] .
Now that both the input and output sectors are known, then these can be used to define the required switching states. This is achieved by comparing the two sets of switching states, one set generated from the stationary input vectors bounding the input current sector, and a similar set for the output voltage sector.
For example, looking at Fig. 3 , with the input current in sector 1 as highlighted in Fig. 3(b) , and the output voltage in highlighted sector in Fig. 3(c) One thing to be noted, is that for the input and output sectors there are 2 fixed input space-vectors and 3 fixed output space-vectors created by using these 6 switching states, which gives 2 switching states per output spacevector and 3 switching states per input space-vector. These are such that for each output vector, it's two switching states correspond to each of the 2 input vectors, and as follows from that, the 3 switching states for each input vector correspond to each of the 3 output vectors. This can be seen clearly in Fig. 4 . And for the input current, looking at Fig. 4(a) it is possible to write down a set of equations [4] such that the input current is in phase with the input voltage:-(6) (7) (8) and overall:- (9) where V o are the output voltage vectors, i i the input current vectors and δ the duty ratios for the 6 switching states, while β i is the input current phase angle, measured from the centre line of the sector and Ki is the input current sector.
If we look at equations (6) to (8) we can see that they are made up of pairs of switching state input currents (eg i I and i II ), and that these pairs are each associated with a different output voltage vector as can be seen in equations (3) to (5) . Now, for each voltage vector, the two associated switching states produce a current of the same magnitude, therefore the above equations (6) algebraically, and so an alternative vector method has been used, using the formula for calculating the intersection between a line and a plane:- (12) where P 1 and P 2 are known points on the line, P 3 is a known point on the plane, n is the normal vector to the plane and u is variable.
By taking one face of the tetrahedron in Fig. 4(b) as a plane, say OV 2 V 3 , the normal to the plane can be found by calculating the cross product of the two vectors V 2 and V 3 , while letting P 3 equal any point on the plane, O, V 2 or V 3 can be used. Then having P 1 equal the demand voltage, and P 2 -P 1 equal the vector V 1 , it is trivial to then calculate u, the magnitude of V 1 required to generate the output voltage. Once one of the magnitudes is known, it is then a simple task to either repeat this process for the remaining 2 vectors, or to fall back to more conventional techniques to calculate the required magnitudes. Now these magnitudes are known, it is possible to then go ahead and calculate the duty ratios for each of the 6 switching states.
III. Simulation
Once the duty ratios for the 6 switching states are known, it is then a simple matter to design a basic switching strategy to allow the Space Vector Modulation strategy to be tested. Like for the 3x3 metrix converter, a switching strategy can be used that allows only one output phase to change at a time. Taking the example from above, the 6 switching states, +1, -3, -4, +6, +13, -15, can be arranged as shown in Table 2 . One resulting switching pattern, using 3 zero state per half period, is shown in Fig. 5 , noting that the second half period is the reverse of the one shown. The initial results of the simulations are shown below in Figs. 6 to 8, with Fig. 6 showing the unfiltered line-toneutral output voltage and spectra, Fig. 7 showing the unfiltered input current waveforms and associated spectra, and Fig. 8 showing the phase relationship between the input line voltage and current.
As can be seen in these preliminary results, the modulation strategy performs as expected, with it able to generate the 3 separate line-to-neutral voltages, while also controlling the input current so as to be in phase with the input voltage. 
IV. Conclusion
This paper has described a Space Vector Modulation technique for a Matrix Converter with four output legs. This novel modulation technique is used for the control of a Matrix Converter for a field power supply application where the supply is from an isolated generator. Simulation results have shown that the proposed technique will provide the required output waveforms.
