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ALMOST GLOBAL EXISTENCE FOR EXTERIOR NEUMANN PROBLEMS
OF SEMILINEAR WAVE EQUATIONS IN 2D
SOICHIRO KATAYAMA, HIDEO KUBO, AND SANDRA LUCENTE
Abstract. The aim of this article is to prove an “almost” global existence result for some
semilinear wave equations in the plane outside a bounded convex obstacle with the Neumann
boundary condition.
1. Introduction
Let O be an open bounded convex domain with smooth boundary in R2 and put Ω := R2 \O.
Let ∂ν denote the outer normal derivative on ∂Ω.
We consider the mixed problem for semilinear wave equations in Ω with the Neumann boundary
condition:
(∂2t −∆)u = G(∂tu,∇xu), (t, x) ∈ (0,∞)× Ω,
∂νu(t, x) = 0, (t, x) ∈ (0,∞)× ∂Ω,
u(0, x) = φ(x), x ∈ Ω,
∂tu(0, x) = ψ(x), x ∈ Ω,
(1.1)
where φ and ψ are C∞-functions compactly supported in Ω, and G : R3 → R is a nonlinear
function. We will study the case of the cubic nonlinearity with small initial data and obtain an
estimate from below for the lifespan of the solution in terms of the size of the initial data. Here
by the expression “small initial data” we mean that there exist m ∈ N, s ∈ R and a small number
ε > 0 such that
‖φ‖Hm+1,s(Ω) + ‖ψ‖Hm,s(Ω) ≤ ε,
where the weighted Sobolev space Hm,s(Ω) is endowed with the norm
‖ϕ‖2Hm,s(Ω) :=
∑
|α|≤m
∫
Ω
(1 + |x|2)s|∂αxϕ(x)|2dx. (1.2)
A large amount of works has been devoted to the study of the mixed problem for nonlinear wave
equations in an exterior domain Ω ⊂ Rn for n ≥ 3, mostly with the Dirichlet boundary condition.
To our knowledge very few results deal with the global existence or the lifespan estimate for the
exterior mixed problems of nonlinear wave equations in 2D; in [SSW11] the global existence for
the case of the Dirichlet boundary condition and the nonlinear terms depending only on u is
considered; in [K12] one of the authors obtained an almost global existence result for small initial
data under the assumptions that |G(∂u)| ≃ (∂u)3, the obstacle is star-shaped and the boundary
condition is of the Dirichlet type (see Remark 1.4 below for the detail).
Here we will treat the problem with the Neumann boundary condition in 2D and obtain an
analogous result to [K12]. However, because we have a weaker decay property for the solution to
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the Neumann exterior problem of linear wave equations in 2D (see Secchi and Shibata [SS03]),
we will obtain a slightly worse lifespan estimate than in the Dirichlet case.
For simplicity, we assume that the nonlinear function G in (1.1) is a homogeneous polynomial
of cubic order. Equivalently, writing ∂u = (∂tu,∇xu), this means that
G(∂u) =
∑
0≤α≤β≤γ≤2
gα,β,γ(∂αu)(∂βu)(∂γu) (1.3)
with gα,β,γ ∈ R and (∂0, ∂1, ∂2) := (∂t, ∂x1 , ∂x2).
As usual, to consider smooth solutions to the mixed problem, we need some compatibility
conditions (see [KK08]). Note that, for a nonnegative integer k and a smooth function u = u(t, x)
on [0, T ) × Ω, we have
∂kt (G(∂u)) = G
(k)[u, ∂tu, . . . , ∂
k+1
t u], (1.4)
where for C1 functions (p0, p1, . . . , pk+1) we put
G(k)[p0, p1, . . . , pk+1] =
∑
k1+k2+k3=k
g0,0,0pk1+1pk2+1pk3+1 +
∑
k1+k2+k3=k
2∑
γ=1
g0,0,γpk1+1pk2+1(∂γpk3)
+
∑
k1+k2+k3=k
∑
1≤β≤γ≤2
g0,β,γpk1+1(∂βpk2)(∂γpk3)
+
∑
k1+k2+k3=k
∑
1≤α≤β≤γ≤2
gα,β,γ(∂αpk1)(∂βpk2)(∂γpk3).
Definition 1.1. To the mixed problem (1.1) we can associate the recurrence sequence {vj}j∈N∗
with vj : Ω→ R such that
v0 = φ,
v1 = ψ,
vj = ∆vj−2 +G
(j−2)[v0, v1, . . . , vj−1], j ≥ 2,
where N∗ denotes the set of nonnegative integers and G(k) is defined as above (cf. (1.4)). We say
that (φ,ψ,G) satisfies the compatibility condition of infinite order in Ω for (1.1) if φ,ψ ∈ C∞(Ω),
and one has
∂νvj(x) = 0, x ∈ ∂Ω
for all j ∈ N∗.
Our aim is to prove the following result.
Theorem 1.1. Let O be a convex obstacle. Consider the semilinear mixed problem (1.1) with
given compactly supported initial data (φ,ψ) ∈ C∞(Ω)×C∞(Ω) and a given nonlinear term G(∂u)
which is a homogeneous polynomial of cubic order as in (1.3). Assume that (φ,ψ,G) satisfies the
compatibility condition of infinite order in Ω for (1.1).
Under these assumptions, there exist ε0 > 0, m ∈ N, s ∈ R such that, if ε ∈ (0, ε0] and
‖φ‖Hm+1,s(Ω) + ‖ψ‖Hm,s(Ω) ≤ ε, (1.5)
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then the mixed problem (1.1) admits a unique solution u ∈ C∞([0, Tε)× Ω) with
Tε ≥ exp(Cε−1), (1.6)
where C > 0 is a suitable constant which is uniform with respect to ε ∈ (0, ε0].
Remark 1.2. The only point where we require that the obstacle O is convex is to gain the local
energy decay (see Lemma 7.5 below). In general one can treat the obstacles for which Lemma 7.5
holds. Unfortunately, for the Neumann problems in 2D, up to our knowledge it is not known if
there exists non-convex obstacles satisfying such a local energy decay.
Remark 1.3. One can ask if it is possible to gain a global existence result maintaining our
assumption on the growth of G. In general the answer to this question is negative since the
blow-up in finite time occurs for F = (∂tu)
3 when n = 2. Indeed, it was proved in [G93] that for
any R > 0 we can find initial data such that the blow-up for the corresponding Cauchy problem
occurs in the region |x| > t+R. This result shows the blow-up for the exterior problem with any
boundary condition if we choose sufficiently large R, because the solution in |x| > t + R is not
affected by the obstacle and the boundary condition, thanks to the finite propagation property
(see [KK12] for the corresponding discussion in 3D).
In order to look for global solutions one could investigate the exterior problem with suitable
nonlinearity satisfying the so-called null condition.
Remark 1.4. If we consider the Cauchy problem in R2, or the Dirichlet problem in a domain
exterior to a star-shaped obstacle in 2D, an analogous result to Theorem 1.1 holds with
Tε ≥ exp(Cε−2), (1.7)
and this lifespan estimate is known to be sharp (see [G93] for the Cauchy problem and [K12] for the
Dirichlet problem). One loss of the logarithmic factor in the decay estimates causes this difference
between the lifespan estimates (1.6) and (1.7) (see Theorem 2.1 and Remark 7.1 below). It is an
interesting problem whether our lower bound (1.6) is sharp or not for the Neumann problem.
2. Preliminaries
In this section we introduce some notation which will be used throughout this paper and some
basic lemmas for the proof of Theorem 1.1.
Throughout the paper we shall assume 0 ∈ O so that we have |x| ≥ c0 for x ∈ Ω for some
positive constant c0. We shall also assume that O ⊂ B1, where Br stands for an open ball with
radius r centered at the origin of R2. Thus a function v = v(x) on Ω vanishing for |x| ≤ 1 can be
naturally regarded as a function on R2.
2.1. Notation. Let us start with some standard notation.
• We put 〈y〉 :=√1 + |y|2 for y ∈ Rd with d ∈ N.
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• Let A = A(y) and B = B(y) be two positive functions of some variable y, such as y = (t, x)
or y = x, on suitable domains. We write A . B if there exists a positive constant C such
that A(y) ≤ CB(y) for all y in the intersection of the domains of A and B.
• The L2(Ω) norm is denoted by ‖ · ‖L2
Ω
, while the norm ‖ · ‖L2 without any other index
stands for ‖ · ‖L2(R2). Similar notation will be used for the L∞ norms.
• For a time-space depending function u satisfying u(t, ·) ∈ X for 0 ≤ t < T with a Banach
space X, we put ‖u‖L∞
T
X := sup0≤t<T ‖u(t, ·)‖X . For the brevity of the description, we
sometimes use the expression ‖h(s, y)‖L∞t L∞Ω with dummy variables (s, y) for a function
h on [0, t)× Ω, which means sup0≤s<t ‖h(s, ·)‖L∞Ω .
• For m ∈ N and s ∈ R, by Hm,s(Ω) we denote the weighted Sobolev space with norm
defined by (1.2). Moreover Hm(Ω) and Hm(R2) are the standard Sobolev spaces.
• We denote by C∞0 (Ω) the set of smooth functions defined on Ω which vanish outside BR
for some R > 1.
Let ν ∈ R. We put
wν(t, x) = 〈x〉−1/2〈t− |x|〉−ν + 〈t+ |x|〉−1/2〈t− |x|〉−1/2.
This weight function wν will be used repeatedly in the a priori estimates of the solution u to
(1.1). We shall often use the following inequality
wν(t, x) . 〈t+ |x|〉−1/2(min{〈x〉, 〈t − |x|〉})−1/2, ν ≥ 1/2. (2.1)
For ν, κ > 0 we put
Wν,κ(t, x) = 〈t+ |x|〉ν (min{〈x〉, 〈t − |x|〉})κ .
Finally, for a ≥ 1 we set
Ωa = Ω ∩Ba.
Since O ⊂ B1, we see that Ωa 6= ∅ for any a ≥ 1.
2.2. Vector fields associated with the wave operator. We introduce the vector fields :
Γ0 := ∂0 = ∂t, Γ1 := ∂1 = ∂x1 , Γ2 := ∂2 = ∂x2 , Γ3 := Λ := x1∂2 − x2∂1.
Denoting [A,B] := AB −BA, we have
[Γi, ∂
2
t −∆] = 0, i = 0, . . . , 3, (2.2)
and also
[Γi,Γj] = 0, i, j = 0, 1, 2,
[Γ0,Γ3] = 0,
[Γ1,Γ3] = Γ2,
[Γ2,Γ3] = −Γ1.
Hence, for i, j = 0, 1, 2, 3, we have [Γi,Γj] =
∑3
k=0 c
k
ij Γk with suitable constants c
k
ij . Moreover,
for i = 0, 1, 2 and j = 0, 1, 2, 3 we also have [∂i,Γj ] =
∑2
k=1 d
k
ij∂k with suitable constants d
k
ij .
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We put ∂ = (∂0, ∂1, ∂2), ∂x = (∂1, ∂2), Γ = (Γ0,Γ1,Γ2,Γ3) = (∂,Λ) and Γ˜ = (Γ1,Γ2,Γ3) =
(∂x,Λ) = (∇x,Λ). The standard multi-index notation will be used for these sets of vector fields,
such as ∂α = ∂α00 ∂
α1
1 ∂
α2
2 with α = (α0, α1, α2) and Γ
γ = Γγ00 · · ·Γγ33 with γ = (γ0, . . . , γ3).
For ρ ≥ 0, k ∈ N and functions v0 = v0(x) and v1 = v1(x), we put
Aρ,k[v0, v1] :=
∑
|γ|≤k
(‖〈·〉ρΓ˜γv0‖L∞
Ω
+ ‖〈·〉ρΓ˜γ∇xv0‖L∞
Ω
+ ‖〈·〉ρΓ˜γv1‖L∞
Ω
)
;
Bρ,k[v0, v1] :=
∑
|γ|≤k
(‖〈·〉ρΓ˜γv0‖L∞ + ‖〈·〉ρΓ˜γ∇xv0‖L∞ + ‖〈·〉ρΓ˜γv1‖L∞).
These quantities will be used to control the influence of the initial data to the L∞ norms of the
solution.
Using the vector fields in Γ˜, we obtain the following Sobolev-type inequality.
Lemma 2.1. Let v ∈ C20 (Ω). Then we have
sup
x∈Ω
|x|1/2|v(x)| .
∑
|α|+β≤2
β 6=2
‖∂αxΛβv‖L2(Ω).
Proof. It is well known that for w ∈ C20 (R2) we have
|x|1/2|w(x)| .
∑
|α|+β≤2
β 6=2
‖∂αxΛβw‖L2(R2), x ∈ R2 (2.3)
(see Klainerman [Kl85] for the proof).
Let χ = χ(x) be a nonnegative smooth function satisfying χ(x) ≡ 0 for |x| ≤ 1 and χ(x) ≡ 1
for |x| ≥ 2. If we rewrite v as v = χv + (1− χ)v, then we have χv ∈ C∞0 (R2) and (2.3) leads to
sup
x∈Ω
|x|1/2|v(x)| .
∑
|α|+β≤2
β 6=2
‖∂αxΛβ(χv)‖L2(R2) + ‖(1− χ)v‖L∞(Ω).
By using the Sobolev embedding to estimate the last term, we arrive at
sup
x∈Ω
|x|1/2|v(x)| .
∑
|α|+β≤2
β 6=2
‖∂αxΛβv‖L2(Ω) +
∑
|α|≤2
‖∂αx v‖L2(Ω).
This completes the proof. 
2.3. Elliptic estimates. The following elliptic estimates will be used in the energy estimates.
Lemma 2.2. Let R > 1, m be an integer with m ≥ 2 and v ∈ Hm(Ω) such that ∂νv = 0 on ∂Ω.
Then we have
‖∂αx v‖L2(Ω) . ‖∆v‖H|α|−2(Ω) + ‖v‖H|α|−1(ΩR+1) (2.4)
for 2 ≤ |α| ≤ m.
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Proof. Let χ be a C∞0 (R
n) function such that χ(x) ≡ 1 for |x| ≤ R and χ(x) ≡ 0 for |x| ≥ R+1.
We set v1 = χv and v2 = (1− χ)v, so that v = v1 + v2.
If we put h = ∆v1, the function v1 solves the elliptic problem ∆v1 = h on ΩR+1,∂νv1 = 0 on ∂Ω,
v1 = 0 on ∂BR+1.
From Theorem 15.2 of [ADN59], we have
‖v1‖Hl(ΩR+1) . ‖h‖Hl−2(ΩR+1) + ‖v1‖L2(ΩR+1) = ‖∆v1‖Hl−2(ΩR+1) + ‖v1‖L2(ΩR+1) (2.5)
for l ≥ 2. Hence
‖∂αx v1‖L2(Ω) . ‖∆v‖H|α|−2(ΩR+1) + ‖∇v‖H|α|−2(ΩR+1) + ‖v‖H|α|−2(ΩR+1)
. ‖∆v‖H|α|−2(ΩR+1) + ‖v‖H|α|−1(ΩR+1)
Now we consider v2. Note that v2 can be regarded as a function in R
2 and we can write
‖∂αx v2‖L2(Ω) = ‖∂αx v2‖L2(R2). Let us recall that ‖∂βxw‖L2(Rn) . ‖∆w‖L2(Rn) for any w ∈ H2(Rn)
and |β| = 2. Writing α = β + γ with |β| = 2 and |γ| = |α| − 2, we have
‖∂αx v2‖L2(Ω) . ‖∆∂γxv2‖L2(R2) . ‖∆v2‖H|α|−2(R2)
. ‖∆v‖H|α|−2(Ω) + ‖v‖H|α|−1(ΩR+1).
Combining this inequality with the estimate for v1, we find (2.4). 
2.4. Decay estimates for the linear wave equation with Neumann boundary condition.
Given T > 0, we consider the mixed problem
(∂2t −∆)u = f, (t, x) ∈ (0, T ) × Ω,
∂νu(t, x) = 0, (t, x) ∈ (0, T ) × ∂Ω,
u(0, x) = u0(x), x ∈ Ω,
(∂tu)(0, x) = u1(x), x ∈ Ω.
(2.6)
It is known that for u0 ∈ H2(Ω), u1 ∈ H1(Ω) and f ∈ C1
(
[0, T );L2(Ω)
)
, the mixed problem (2.6)
admits a unique solution
u ∈
2⋂
j=0
Cj([0, T );H2−j(Ω)),
provided that (u0, u1, f) satisfies the compatibility condition of order 0, that is to say,
∂νu0(x) = 0, x ∈ ∂Ω (2.7)
(see [I68] for instance). Under these assumptions for ~u0 := (u0, u1), the solution u of (2.6) will
be denoted by S[~u0, f ](t, x). We set K[~u0](t, x) for the solution of (2.6) with f ≡ 0 and L[f ](t, x)
for the solution of (2.6) with ~u0 ≡ (0, 0); in other words we put
K[~u0](t, x) := S[~u0, 0](t, x), L[f ](t, x) := S[(0, 0), f ](t, x)
so that we get
S[~u0, f ](t, x) = K[~u0](t, x) + L[f ](t, x),
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where K[ ~u0] and L[f ] are well defined because both of (u0, u1, 0) and (0, 0, f) satisfy the compati-
bility condition of order 0. In order to obtain a smooth solution to (2.6), we need the compatibility
condition of infinite order.
Definition 2.1. Suppose that u0, u1 and f are smooth. Define uj for j ≥ 2 inductively by
uj(x) = ∆uj−2(x) + (∂
j−2
t f)(0, x), j ≥ 2.
We say that (u0, u1, f) satisfies the compatibility condition of infinite order in Ω for (2.6), if one
has
∂νuj = 0 on ∂Ω
for any nonnegative integer j.
We say that (u0, u1, f) ∈ X(T ) if the following three conditions are satisfied:
• (u0, u1) ∈ C∞0 (Ω)× C∞0 (Ω),
• f ∈ C∞([0, T ) × Ω); moreover, f(t, ·) ∈ C∞0 (Ω) for any t ∈ [0, T ),
• (u0, u1, f) satisfies the compatibility condition of infinite order.
It is known that if (u0, u1, f) ∈ X(T ), then we have S[~u0, f ] ∈ C∞
(
[0, T ) × Ω) (see [I68] for
instance).
The following decay estimates play important roles in our proof of the main theorem.
Theorem 2.1. Let O be a convex set and k be a nonnegative integer. Suppose that Ξ = (~u0, f) =
(u0, u1, f) ∈ X(T ).
(i) Let µ > 0. Then we have∑
|δ|≤k
|ΓδS[Ξ](t, x)| . A2+µ,3+k[~u0] + log(e+ t)
∑
|δ|≤3+k
‖|y|1/2W1,1+µ(s, y)Γδf(s, y)‖L∞t L∞Ω (2.8)
for (t, x) ∈ [0, T ) × Ω.
(ii) Let 0 < η < 1/2 and µ > 0. Then we have
w−1(1/2)−η(t, x)
∑
|δ|≤k
|Γδ∂S[Ξ](t, x)| .
. A2+µ,k+4[~u0] + log2(e+ t+ |x|)
∑
|δ|≤k+4
‖|y|1/2W1,1(s, y)Γδf(s, y)‖L∞t L∞Ω , (2.9)
w−11/2(t, x)
∑
|δ|≤k
|Γδ∂S[Ξ](t, x)| .
. A2+µ,k+4[~u0] + log2(e+ t+ |x|)
∑
|δ|≤k+4
‖|y|1/2W1,1+µ(s, y)Γδf(s, y)‖L∞t L∞Ω (2.10)
for (t, x) ∈ [0, T ) × Ω.
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(iii) Let 0 < η < 1 and µ > 0. Then we have
w−11−η(t, x)
∑
|δ|≤k
|Γδ∂∂tS[Ξ](t, x)| .
. A2+µ,k+5[~u0] + log2(e+ t+ |x|)
∑
|δ|≤k+5
‖|y|1/2W1,1(s, y)Γδf(s, y)‖L∞t L∞Ω (2.11)
for (t, x) ∈ [0, T ) × Ω.
We will prove Theorem 2.1 in Section 7 below, by using the so-called cut-off method to combine
the corresponding decay estimates for the Cauchy problem with the local energy decay.
3. The abstract argument for the proof of the main theorem
Since the local existence of smooth solutions for the mixed problem (1.1) has been shown by
[SN89] (see also the Appendix), what we need to do for showing the large time existence of
the solution is to derive suitable a priori estimates: following [SN89], we need the control of
‖u(t)‖H9(Ω) + ‖∂tu(t)‖H8(Ω) for the solution u.
Let u be the local solution of (1.1), assuming (1.5) holds for large m ∈ N and s > 0. Let
T ∗ be the supremum of T such that (1.1) admits a (unique) classical solution in [0, T ) × Ω. For
0 < T ≤ T ∗, a small η > 0, and nonnegative integers H and K we define
EH,K(T ) ≡
∑
|γ|≤H−1
‖w−11/2Γγ∂u‖L∞T L∞Ω +
∑
1≤j+|α|≤K
‖∂jt ∂αxu‖L∞
T
L2
Ω
+
∑
|δ|≤K−2
‖ 〈s〉−1/2 Γδ∂u(s, y)‖L∞
T
L2
Ω
+
∑
|δ|≤K−8
‖ 〈s〉−(1/4)−η Γδ∂u(s, y)‖L∞
T
L2
Ω
+
∑
|δ|≤K−14
‖ 〈s〉−2η Γδ∂u(s, y)‖L∞
T
L2
Ω
+
∑
|δ|≤K−20
‖Γδ∂u‖L∞
T
L2
Ω
.
We neglect the first sum when H = 0. Similarly we neglect summations taken over the empty
set as K varies. We also put
EH,K(0) = lim
T→0+
EH,K(T ).
Observe that EH,K(0) can be determined only by φ, ψ and G and that we have
EH,K(0) . ‖φ‖Hm+1,s(Ω) + ‖ψ‖Hm,s(Ω)
for suitably large m ∈ N and s > 0 depending on H and K. From (1.5) for such m ∈ N and
s > 0, we see that EH,K(0) is finite. The previous inequality can be obtained combining the
embedding Hr(Ω) →֒ L∞(Ω) for r > 1 with the trivial inequality |Γ3f | ≤ 〈x〉|∂1f |+ 〈x〉|∂2f | and
the equivalence between
∑
|α|≤m ‖〈·〉s∂αx f‖L2Ω and ‖〈·〉
sf‖Hm(Ω). In order to optimize m or s it
is possible to use sharpest embedding theorem in weighted Sobolev spaces proved for example in
[GL04].
Our goal is to show the following claim.
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Claim 3.1. We can take suitable H and K and sufficiently large m and s, so that there exist
positive numbers C1, P and Q and a strictly increasing continuous function R : [0,∞) → [0,∞)
with R(0) = 0 such that if EH,K(T ) ≤ 1, then
EH,K(T ) ≤ C1ε+R
(EPH,K(T ) logQ(e+ T )) (ε+ EH,K(T )), (3.1)
provided that (1.5) holds with ε ≤ 1. Here C1, P , Q and R are independent of ε and T .
Let us explain how from (3.1) we can gain the lifespan estimate. Suppose that the above
claim is true. If we assume (1.5) for some m and s which are sufficiently large, then, as we have
mentioned, there exists C∗ > 0 such that EH,K(0) < 2C∗ε. We may assume C∗ ≥ max{C1, 1}.
We set ε0 = min{(2C∗)−1, 1} and suppose that 0 < ε ≤ ε0, so that we have ε ≤ 1 and 2C∗ε ≤ 1.
We put
T∗(ε) := sup {T ∈ [0, T ∗) : EH,K(T ) ≤ 2C∗ε} .
In particular, for any T ≤ T∗(ε), we have EH,K(T ) ≤ 1. From (3.1) with T = T∗(ε), we get
EH,K (T∗(ε)) ≤ C∗ε+R
(
(2C∗ε)
P logQ (e+ T∗(ε))
)
(3C∗ε).
We are going to prove
R ((2C∗ε)P logQ (e+ T ∗)) > 1
4
(3.2)
by contradiction. Suppose that T ∗ satisfies
R ((2C∗ε)P logQ (e+ T ∗)) ≤ 1
4
. (3.3)
Since T∗(ε) ≤ T ∗, and R is an increasing function, we obtain
EH,K (T∗(ε)) ≤ 7
4
C∗ε < 2C∗ε.
Therefore we get T∗(ε) = T
∗, because otherwise the continuity of EH,K(T ) implies that there
exists T˜ > T∗(ε) satisfying EH,K(T˜ ) ≤ 2C∗ε, which contradicts the definition of T∗(ε). However,
if T∗(ε) = T
∗, and H,K are sufficiently large, we can prove
‖u‖L∞
T∗
H9(Ω) + ‖∂tu‖L∞
T∗
H8(Ω) . ε+ (1 + T
∗)EH,K(T ∗) (3.4)
= ε+ (1 + T∗(ε))EH,K (T∗(ε)) . ε+ (1 + T∗(ε))2C∗ε,
and we can extend the solution beyond the time T ∗ by the local existence theorem, which con-
tradicts the definition of T ∗. Therefore (3.3) is not true, and we obtain (3.2). This means that,
for any ε ≤ ε0, there exists C˜ > 0 such that
T ∗ > exp{C˜ǫ−P/Q}. (3.5)
It remains to show (3.4). It is evident that
‖u‖L∞
T∗
H9(Ω) + ‖∂tu‖L∞
T∗
H8(Ω) . ‖u‖L∞
T∗
L2
Ω
+ E0,9(T ∗).
In order to estimate ‖u‖L∞
T∗
L2
Ω
we will use the expression
u(t, x) = u(0, x) +
∫ t
0
∂tu(τ, x)d τ,
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which leads to
‖u‖L∞
T∗
L2
Ω
. ε+ T ∗E0,1(T ∗).
As a conclusion, we obtain (1.6), once we can show that Claim 3.1 is true with P = Q = 1.
This will be done in the next three sections.
4. Energy estimates for the standard derivatives
In this section we are going to estimate ‖∂jt ∂αxu‖L∞
T
L2
Ω
for j + |α| ≥ 1. In the first subsection,
we consider the case where j ≥ 0 and |α| = 1. This can be done directly through the standard
energy inequalities. In the second subsection, the case where j ≥ 1 and |α| ≥ 2 will be treated
with the help of the elliptic estimate, Lemma 2.2. In the third subsection, we consider the case
where j = 0 and |α| ≥ 2. Lemma 2.2 will be used again, but this time we need the estimate
of ‖u‖L∞
T
L2(ΩR+1) for some R > 0, which is not included in the definition of EH,K(T ). Since we
are considering the 2D Neumann problem, it seems difficult to use some embedding theorem to
estimate ‖u‖L∞
T
L2(ΩR+1) by ‖∇xu‖L∞T Hk(Ω) with some positive integer k. Instead, we will employ
the L∞ estimate, Theorem 2.1, for this purpose.
4.1. On the energy estimates for the derivatives in time. First we set
E(v; t) =
1
2
∫
Ω
{|∂tv(t, x)|2 + |∇xv(t, x)|2}dx
for a smooth function v = v(t, x).
Let j be a nonnegative integer. Since ∂t commutes with the restriction of the function to ∂Ω,
we have ∂ν∂
j
tu(t, x) = 0 for all (t, x) ∈ (0, T ) × ∂Ω. Therefore, by the standard energy method,
we find
d
dt
E(∂jt u; t) =
∫
Ω
∂jt (G(∂u))(t, x) ∂
j+1
t u(t, x)dx.
Recalling the definition of EH,K(T ), for j + |α| ≥ 1 we have
|∂jt∇αxu(t, x)| ≤ w1/2(t, x)Ej+|α|,0(T ), x ∈ Ω, t ∈ [0, T ). (4.1)
Applying (4.1) and the Leibniz rule we find
d
dt
E(∂jt u; t) . ‖w1/2(t)‖2L∞
Ω
E2[j/2]+1,0(T )
j∑
h=0
∫
Ω
|∂ht ∂u(t, x)| |∂j+1t u(t, x)|dx.
It is also clear that if j + |α| ≥ 1, one has
‖∂jt ∂αxu(t)‖L2
Ω
≤ E0,j+|α|(T ), t ∈ [0, T ).
This gives
d
dt
E(∂jt u; t) . ‖w1/2(t)‖2L∞
Ω
E2[j/2]+1,0(T )E20,j+1(T ).
Since EH,K(T ) is increasing in H and K, we get
d
dt
E(∂jt u; t) . ‖w1/2(t)‖2L∞
Ω
E4[j/2]+1,j+1(T ).
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As a trivial consequence of (2.1), we find w1/2(t, x) ≤ 〈t〉−1/2, so that
d
dt
E(∂jt u; t) . 〈t〉−1E4[j/2]+1,j+1(T ).
After integration this gives
j∑
l=0
‖∂l+1t u(t)‖L2
Ω
+
j∑
l=0
‖∂lt∇xu(t)‖L2
Ω
. Ej+1(0) + E2j+1(T ) log1/2(e+ t) (4.2)
for any j ≥ 0 and t ∈ [0, T ), where
Es(T ) = E[(s−1)/2]+1,s(T )
for any integer s ≥ 0.
4.2. On the energy estimates for the space-time derivatives. Since the spatial derivatives
do not preserve the Neumann boundary condition, we need to use elliptic regularity results.
We shall show that for j ≥ 1 and k ≥ 0 it holds∑
|α|=k
‖∂jt ∂αxu(t)‖L2
Ω
. Ej+k(0) + E2j+k(T ) log1/2(e+ T ) + E3j+k−1(T ) (4.3)
with Es(T ) = E[(s−1)/2]+1,s(T ) as before.
It is clear that (4.3) follows from (4.2) when j ≥ 1 and k = 0, 1.
Next we suppose that (4.3) holds for j ≥ 1 and k ≤ l with some positive integer l. Let |α| = l+1
and j ≥ 1. Since |α| ≥ 2, we apply to ∂jt u the elliptic estimate (Lemma 2.2) and we obtain
‖∂αx ∂jtu(t)‖ . ‖∆∂jt u(t)‖Hl−1(Ω) + ‖∂jt u(t)‖Hl(Ω).
By (4.3) for k ≤ l, we see that the second term has the desired bound. On the other hand, using
the fact that u is a solution to (1.1), for the first term we have
‖∆∂jt u(t)‖Hl−1(Ω) . ‖∂j+2t u(t)‖Hl−1(Ω) + ‖∂jt (G(∂u))(t)‖Hl−1(Ω).
Since (j +2)+ (l− 1) = j + l+1, it follows from (4.3) for k = l− 1 with j replaced by j +2 that
‖∂j+2t u(t)‖Hl−1(Ω) . Ej+l+1(0) + E2j+l+1(T ) log1/2(e+ T ) + E3j+l(T ),
which is the desired bound. Finally, observing that w1/2(t, x) ≤ 1, we get
‖∂jtG(∂u)(t)‖Hl−1(Ω) .
∑
1≤|β|≤[(j+l−1)/2]+1
‖∂βu(t)‖2L∞
Ω
∑
1≤|γ|≤j+l
‖∂γu(t)‖L2
Ω
. E3j+l(T ).
Combining these estimates, we obtain (4.3) for j ≥ 1 and k = l + 1. This completes the proof of
(4.3) for j ≥ 1 and k ≥ 0.
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4.3. On the energy estimates for the space derivatives. Our aim here is to estimate
‖∂αxu‖L∞
T
L2
Ω
for |α| = k ≥ 1. The estimate for k = 1 is included in (4.2). Let us consider
the case |α| = k ≥ 2. Let us fix R > 1. The elliptic estimate (2.4) gives∑
|α|=k
‖∂αx u‖L∞
T
L2
Ω
. ‖∆u‖L∞
T
Hk−2(Ω) + ‖u‖L∞
T
Hk−1(ΩR+1)
. ‖∂2t u‖L∞
T
Hk−2(Ω) + ‖G(∂u)‖L∞
T
Hk−2(Ω) + ‖u‖L∞
T
Hk−1(ΩR+1).
The first term can be estimated by (4.3) and we get
‖∂2t u‖L∞
T
Hk−2(Ω) . Ek(0) + E2k (T ) log1/2(e+ T ) + E3k−1(T ).
For the second term, we obtain the following inequality as before:
‖G(∂u)‖L∞
T
Hk−2(Ω) . E3k−1(T ).
As for the third term, we get
‖u‖L∞
T
Hk−1(ΩR+1)
.
∑
1≤|β|≤k−1
‖∂βxu‖L∞T L2(ΩR+1) + ‖u‖L∞T L2(ΩR+1)
.
∑
1≤|β|≤k−1
‖∂βxu‖L∞
T
L2
Ω
+ ‖u‖L∞
T
L∞(ΩR+1).
Now we fix µ ∈ (0, 1/2) and use (2.8) with k = 0 to obtain
‖u‖L∞
T
L∞
Ω
.A2+µ,3[φ,ψ] + log(e+ T )
∑
|δ|≤3
∥∥∥〈y〉1/2W1,1+µ(s, y)Γδ (G(∂u)) (s, y)∥∥∥
L∞
T
L∞
Ω
. (4.4)
By using (2.1), for any s ∈ [0, T ) we have∑
|δ|≤3
|ΓδG(∂u)(s, y)| . 〈s + |y|〉−3/2 (min{〈y〉, 〈|y| − s〉})−3/2 E34,0(T ).
This implies ∑
|δ|≤3
∥∥∥|y|1/2W1,1+µ(s, y)Γδ (G(∂u)) (s, y)∥∥∥
L∞
T
L∞
Ω
. E34,0(T ),
and (4.4) gives
‖u‖L∞
T
L∞
Ω
. A2+µ,3[φ,ψ] + E34,0(T ) log(e+ T ). (4.5)
Summing up the estimates above, for |α| = k ≥ 2, we get∑
|α|=k
‖∂αxu‖L∞
T
L2
Ω
≤A2+µ,3[φ,ψ] + Ek(0) + E2k (T ) log1/2(e+ T ) + E3k−1(T ) + E34,0 log(e+ T )
+
∑
1≤|α|≤k−1
‖∂αxu‖L∞
T
L2
Ω
.
Finally we inductively obtain∑
|α|=k
‖∂αxu‖L∞
T
L2
Ω
≤ A2+µ,3[φ,ψ] + Ek(0) + E2k(T ) log1/2(e+ T ) + E3k−1(T ) + E34,0(T ) log(e+ T )
for k ≥ 1.
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4.4. Conclusion for the energy estimates of the standard derivatives. If m and s are
sufficiently large, (1.5) and the Sobolev embedding theorem lead to
A2+µ,3[φ,ψ] + EK(0) . ‖φ‖Hm+1,s(Ω) + ‖ψ‖Hm,s(Ω) . ε.
Summing up the estimates in this section, we get∑
1≤j+|α|≤K
‖∂jt ∂αxu‖L∞T L2Ω . ε+ E
2
K(T ) log
1/2(e+ T ) + E3K(T ) log(e+ T ) (4.6)
for each K ≥ 7.
5. On the energy estimates for the generalized derivatives
Throughout this section and the next one, we suppose that K is sufficiently large, and we
assume that EK(T ) ≤ 1.
5.1. Direct energy estimates for the generalized derivatives. Let |δ| ≤ K − 2. Recalling
(2.2), it follows that
d
dt
E(Γδu; t) =
∫
Ω
ΓδG(∂u)(t, x) ∂tΓ
δu(t, x)dx
+
∫
∂Ω
ν · ∇xΓδu(t, x) ∂tΓδu(t, x)dS =: Iδ(t) + IIδ(t), (5.1)
where ν = ν(x) is the unit outer normal vector at x ∈ ∂Ω and dS is the surface measure on ∂Ω.
Since G(∂u) is a homogeneous polynomial of order three, we can say that
|ΓδG(∂u) ∂tΓδu| .
∑
|δ1|≤[|δ|/2]
|Γδ1∂u|2
∑
|δ2|≤|δ|
|Γδ2∂u(t, x)|2. (5.2)
Applying the Ho¨lder inequality and taking the L∞ norm of the first factor, we arrive at
|Iδ(t)| . 〈t〉−1E2[|δ|/2]+1,0(T ) 〈t〉 E20,K(T ) . E4K(T ), (5.3)
since |δ| ≤ K − 2.
Now we treat the boundary term, by means of the trace theorem. Since ∂Ω ⊂ B1, the norms of
the generalized derivatives on ∂Ω are equivalent to the norms of the standard derivatives. Hence
for all t ∈ (0, T ) we have
|IIδ(t)| .
∑
1≤|γ|+k≤|δ|+1
‖∂kt ∂γxu(t)‖2L2(∂Ω).
Moreover, by the trace theorem and (4.6), we see that
|IIδ(t)| .
∑
1≤|γ|+k≤|δ|+2
‖∂kt ∂γxu(t)‖2L2
Ω
.
(
ε+R0(EK(T ) log1/2(e+ T ))EK(T )
)2
,
because of the assumption |δ| ≤ K − 2. Here we put
R0(s) = s+ s2.
14 S. KATAYAMA, H. KUBO, AND S. LUCENTE
Summarizing the above estimates, for any K ≥ 7 and |δ| ≤ K − 2, it holds
d
dt
E(Γδu; t) .
(
ε+R0(EK(T ) log1/2(e+ T ))EK(T )
)2
+ E4K(T )
.
(
ε+R0(EK(T ) log1/2(e+ T ))EK(T )
)2
.
For the last inequality, we recall that EK(T ) ≤ 1. After integration, this gives∑
|δ|≤K−2
‖Γδ∂u(t)‖L2
Ω
. EK(0) + t1/2
(
ε+R0(EK(T ) log1/2(e+ T ))EK(T )
)
. 〈t〉1/2
(
ε+R0(EK(T ) log1/2(e+ T ))EK(T )
)
. (5.4)
5.2. Refinement of the energy estimates for the generalized derivatives. Let 1 ≤ |δ| ≤
K − 8. Since ∂Ω is a bounded set, it follows from (5.1) that
|IIδ(t)| .‖Γδ∂tu(t)‖L2(∂Ω)
∑
|γ|≤|δ|
‖Γγ∇xu(t)‖L2(∂Ω)
.
∑
1≤|γ|≤δ
‖∂γ∂tu(t)‖L∞(∂Ω)
∑
|γ|≤|δ|
‖∂γ∇xu(t)‖L∞(∂Ω).
Since we have |x| ≤ 1 for x ∈ ∂Ω, we get 〈|x| + t〉 ≃ 〈t〉 ≃ 〈|x| − t〉 for x ∈ ∂Ω. In particular
we get supx∈∂Ωwν(t, x) . 〈t〉−ν for 0 < ν ≤ 1. We fix sufficiently small and positive constants
0 < η < 1/4 and µ > 0. Applying the pointwise estimates (2.9) and (2.11) in Theorem 2.1, we
get
|IIδ(t)| . 〈t〉−(3/2)+η log4(e+ t)
(
A22+µ,|δ|+4[φ,ψ] +A2|δ|+4(t)
)
,
where
As(t) =
∑
|γ|≤s
∥∥∥ |y|1/2W1,1(s, y)Γγ (G(∂u)) (s, y)∥∥∥
L∞t L
∞
Ω
.
If m and s are sufficiently large, by the Sobolev embedding theorem we have A2+µ,|δ|+4[φ,ψ] . ε
and we obtain
|IIδ(t)| . 〈t〉−(3/2)+η log4(e+ t)
(
ε2 +A2|δ|+4(t)
)
. (5.5)
In order to estimate A|δ|+4(t), we argue as in (5.2), so that∑
|γ|≤|δ|+4
|ΓγG(∂u)(s, y)| . w21/2(s, y)E2[(|δ|+4)/2]+1,0(T )
∑
|γ′|≤|δ|+4
|Γγ′∂u(s, y)|.
Now using (2.1) and applying Lemma 2.1 to estimate |Γγ′∂u|, we obtain∑
|γ|≤|δ|+4
|ΓγG(∂u)(s, y)| . |y|−1/2W−11,1 (s, y)E2[(|δ|+4)/2]+1,0(T )
∑
|γ|≤|δ|+6
‖Γγ∂u(s, ·)‖L2
Ω
,
which yields
A|δ|+4(t) . E2K(T )
∑
|γ|≤|δ|+6
‖Γγ∂u(s, y)‖L∞t L2Ω (5.6)
because we have [(|δ| + 4)/2] ≤ [(K − 1)/2] for |δ| ≤ K − 8. Observing that∑
|γ|≤|δ|+6
‖Γγ∂u(s, y)‖L∞t L2Ω . 〈t〉
1/2 EK(T )
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for |δ| ≤ K − 8, we see from (5.5) and (5.6) that
|IIδ(t)| . 〈t〉−(1/2)+2η
(
ε2 + E6K(T )
)
.
Moreover for |δ| ≤ K − 8 the inequality (5.3) can be improved as
|Iδ(t)| . 〈t〉−1E2[|δ|/2]+1,0(T )
(
〈t〉1/4+η E0,K(T )
)2
. 〈t〉−(1/2)+2ηE4K(T ).
Coming back to (5.1), one can conclude from the assumption EK(T ) ≤ 1 that∑
1≤|δ|≤K−8
‖Γδ∂u(t)‖L2
Ω
. EK(0) + 〈t〉(1/4)+η
(
ε+ E2K(T )
)
. 〈t〉(1/4)+η (ε+ E2K(T )) . (5.7)
Next step is to improve this estimate for lower |δ| in order to avoid the polynomial growth in
t. Let 1 ≤ |δ| ≤ K − 14. From (5.6) and the definition of EK(T ) we get
A|δ|+4(t) . E3K(T ) 〈t〉(1/4)+η .
From (5.5), it follows that
|IIδ(t)| . 〈t〉−(3/2)+η log4(e+ t)
(
ε2 + 〈t〉(1/2)+2ηE6K(T )
)
. 〈t〉−1+4η (ε2 + E6K(T )) .
On the other hand, for |δ| ≤ K − 14 it holds
|Iδ(t)| . 〈t〉−1E2[|δ|/2]+1,0(T )
(
〈t〉2η E0,K(T )
)2
. 〈t〉−1+4ηE4K(T ).
Summing up these estimates and integrating (5.1), we get∑
1≤|δ|≤K−14
‖Γδ∂u(t)‖L2
Ω
. 〈t〉2η (ε+ E2K(T )) . (5.8)
We repeat the above procedure once again with 1 ≤ |δ| ≤ K − 20. Being |δ| + 6 ≤ K − 14,
from (5.6) we have A|δ|+4(t) . 〈t〉2η E3K(T ). In turn this implies
|IIδ(t)| . 〈t〉−(3/2)+η log4(e+ t)
(
ε2 + 〈t〉4ηE6K(T )
)
. 〈t〉−(3/2)+6η (ε2 + E6K(T )) .
In this case Iδ(t) ≤ 〈t〉−1E4K(T ). After integration we get∑
1≤|δ|≤K−20
‖Γδ∂u(t)‖L2
Ω
. EK(0) + E2K(T ) log1/2(e+ t) + ε+ E3K(T )
. ε+ E2K(T ) log1/2(e+ t). (5.9)
This estimate is the best we can obtain with our methods due to the estimate of Iδ(t).
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6. Boundedness for the L∞ norm and the conclusion of the proof of Theorem 1.1
Summarizing (4.6), (5.4), (5.7), (5.8), (5.9) we have
E0,K(T ) . ε+R0(E[(K−1)/2]+1,K(T ) log1/2(e+ T ))E[(K−1)/2]+1,K(T ) (6.1)
with K ≥ 20 and R0(s) = s + s2. If EH,0(T ) with H = [(K − 1)/2] + 1 has the same bound of
E0,K(T ) given in (6.1), then we conclude that the estimate (3.1) in the Claim 3.1 holds for P = 1
and Q = 1/2, and hence T ∗ ≥ exp(C˜ǫ−2). However, R0 (and hence Q) will be changed due to
the following argument. Such a modification yields a worse estimate for the lifespan.
Since we assume φ,ψ ∈ C∞0 (Ω), there is a positive constant M such that |x| ≤ t + M in
suppu(t, ·) for t ≥ 0. Hence we have log(e+ t+ |x|) . log(e+ t) in suppu(t, ·).
From (5.6) and the definition of EK(T ), it follows that A|δ|+4(t) . E3K(T ) for K ≥ 26 and
|δ| ≤ K − 26. Let µ > 0. Then we have A2+µ,K−22[φ,ψ] . ε if m and s are sufficiently large. For
fixed 0 < η < 1/2, by (2.9), we obtain∑
|γ|≤K−26
|Γγ∂u(t, x)| . B(ε, t)w(1/2)−η(t, x)
where
B(ε, t) := ε+ log2(e+ t)E3K(T ).
Using this estimate, we obtain∑
|γ|≤K−26
|ΓγG(∂u)(t, x)| . w21/2(t, x)E2[(K−1)/2]+1,0(T )w(1/2)−η(t, x)B(ε, t).
Since |y|1/2w1/2−η . 1, this implies
A|δ|+4(t) . E2K(T )B(ε, t)
for any |δ|+ 4 ≤ K − 26. Therefore, (2.10) in Theorem 2.1 yields∑
|γ|≤K−30
|Γγ∂u(t, x)| . (ε+ B(ε, t)E2K(T ) log2(e+ t))w1/2(t, x).
For K ≥ 61 we have [(K − 1)/2] + 1 ≤ K − 30, and we conclude that∑
|γ|≤[(K−1)/2]+1
‖w−11/2Γγ∂u‖L∞T L∞Ω . ε+ B(ε, t)E2K(T ) log2(e+ T ). (6.2)
Finally, we combine (6.1) and (6.2) to obtain
EK(T ) .ε+ (ε+ EK(T ))×
×
(
EK(T ) log1/2(e+ T ) + E2K(T ) log2(e+ T ) + E4K(T ) log4(e+ T )
)
.
In order to find
EK(T ) ≤ C1ε+R
(EPK(T ) logQ(e+ T )) (ε+ EK(T ))
with as larger P/Q as possible, we take
R(τ) := C2(τ + τ2 + τ4)
and P = Q = 1. Recalling the discussion in Section 3, we obtain Theorem 1.1.
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7. Proof of pointwise estimates
In this section, we go back to the Neumann problem (2.6) and will prove Theorem 2.1 by
combining the decay estimates for the Cauchy problem in R2 and the local energy decay estimate
through the cut-off argument.
7.1. Decomposition of solutions. Recall the definitions of X(T ) and S[~u0, f ](t, x), K[~u0](t, x),
L[f ](t, x) in Subsection 2.4. In the same manner, the solution of the Cauchy problem
(∂2t −∆)v = g (t, x) ∈ (0, T ) ×R2,
v(0, x) = v0(x), x ∈ R2,
(∂tv)(0, x) = v1(x), x ∈ R2,
(7.1)
will be denoted by S0[~v0, g](t, x) with ~v0 = (v0, v1). Then we have
S0[~v0, g](t, x) = K0[~v0](t, x) + L0[f ](t, x),
whereK0[~v0](t, x) and L0[g](t, x) are the solutions of (7.1) with g = 0 and ~v0 = (0, 0), respectively.
In other words, K0[~v0](t, x) = S0[~v0, 0](t, x) and L0[g](t, x) = S0[(0, 0), g](t, x).
Now we proceed to introduce the cut-off argument. For a > 0, we denote by ψa a smooth
radially symmetric function on R2 satisfying{
ψa(x) = 0, |x| ≤ a,
ψa(x) = 1, |x| ≥ a+ 1.
(7.2)
Lemma 7.1. Fix a ≥ 1. Let (u0, u1, f) ∈ X(T ). Assume that for any t ∈ (0, T ) one has
supp f(t, ·) ⊂ Ωt+a and suppu0 ⊂ Ωa, suppu1 ⊂ Ωa.
Then we have
S[~u0, f ](t, x) = ψa(x)S0[ψ2a~u0, ψ2af ](t, x) +
4∑
i=1
Si[~u0, f ](t, x), (7.3)
where
S1[~u0, f ](t, x) = (1− ψ2a(x))L[ [ψa,−∆]S0[ψ2a~u0, ψ2af ]](t, x), (7.4)
S2[~u0, f ](t, x) = −L0[ [ψ2a,−∆]L[ [ψa,−∆]S0[ψ2a~u0, ψ2af ]]](t, x), (7.5)
S3[~u0, f ](t, x) = (1− ψ3a(x))S[(1 − ψ2a)~u0, (1 − ψ2a)f ](t, x), (7.6)
S4[~u0, f ](t, x) = −L0[ [ψ3a,−∆]S[(1− ψ2a)~u0, (1 − ψ2a)f ]](t, x). (7.7)
For the proof, we refer to [K07].
Observe that the first term on the right-hands side of (7.3) can be evaluated by applying the
decay estimates for the whole space case. In contrast, the local energy decay estimates for the
mixed problem work well in estimating Sj[~u0, f ] for 1 ≤ j ≤ 4, because we always have some
localized factor in front of the operators L, S and in their arguments.
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7.2. Known estimates for the 2D linear Cauchy problem. In this subsection we recall the
decay estimates for solutions of homogeneous wave equation. Since ΛK0[v0, v1] = K0[Λv0,Λv1]
by (2.2), we find that Proposition 2.1 of [Ku93] leads to the following.
Lemma 7.2. Let m ∈ N. For any (v0, v1) ∈ C∞0 (R2)× C∞0 (R2), it holds that
〈t+ |x|〉1/2 log−1
(
e+
〈t+ |x|〉
〈t− |x|〉
) ∑
|β|≤m
|ΓβK0[v0, v1](t, x)| . B3/2,m[v0, v1]. (7.8)
Under the same assumption, for any µ > 0 we have
〈t+ |x|〉1/2〈t− |x|〉1/2
∑
|β|≤m
|ΓβK0[v0, v1](t, x)| . B2+µ,m[v0, v1]. (7.9)
For κ ≥ 1 and τ ≥ 0, we define
Ψκ(τ) :=
{
1, κ > 1,
log(e+ τ), κ = 1.
The following two lemmas are proved for m = 0 in [D03]. For the general case, see [K12].
Lemma 7.3. Let κ ≥ 1 and m ∈ N. Then we have∑
|δ|≤m
|ΓδL0[g](t, x)| . Ψκ(t+ |x|)
∑
|δ|≤m
‖〈y〉1/2W1/2,κ(s, y)Γδg(s, y)‖L∞t L∞ , (7.10)
and
〈t+ |x|〉1/2 log−1
(
e+
〈t+ |x|〉
〈t− |x|〉
) ∑
|δ|≤m
|ΓδL0[g](t, x)| .
. Ψκ(t+ |x|)
∑
|δ|≤m
‖〈y〉1/2W1,κ(s, y)Γδg(s, y)‖L∞t L∞ (7.11)
for any (t, x) ∈ [0, T ) × R2.
Lemma 7.4. Let 0 < σ < 3/2, κ > 1, µ ≥ 0, 0 < η < 1 and m ∈ N. Then, for any
(t, x) ∈ [0, T )× R2, one has∑
|δ|≤m
|Γδ∂L0[g](t, x)| .
. wσ(t, x)Ψµ+1(t+ |x|)
∑
|δ|≤m+1
‖〈y〉1/2+κ〈s+ |y|〉σ+µΓδg(s, y)‖L∞t L∞ , (7.12)∑
|δ|≤m
|Γδ∂L0[g](t, x)| .
. w1−η(t, x) log(e+ t+ |x|)
∑
|δ|≤m+1
‖〈y〉1/2W1,1(s, y)Γδg(s, y)‖L∞t L∞ . (7.13)
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7.3. The local energy decay estimates. We come back to the linear problem (2.6). Let Xa(T )
be the set of all (u0, u1, f) ∈ X(T ) such that
u0(x) = u1(x) = 0 for |x| ≥ a, (7.14)
f(t, x) = 0 for |x| ≥ a, t ∈ [0, T ). (7.15)
The following local energy decay will be used in the proof of the pointwise estimate.
Lemma 7.5. Assume that O is convex. Let a, b > 1, γ ∈ (0, 1] and m ∈ N. If Ξ = (u0, u1, f) ∈
Xa(T ), then for any t ∈ [0, T ) one has∑
|α|≤m
〈t〉γ ‖∂αS[Ξ](t)‖L2(Ωb) .
. ‖u0‖Hm(Ω) + ‖u1‖Hm−1(Ω) + log(e+ t)
∑
|α|≤m−1
‖ 〈s〉γ (∂αf)(s, y)‖L∞t L2Ω . (7.16)
Proof. For a, b > 1, it is known that there exists a positive constant C = C(a, b) such that∫
Ωb
(|∂tK[~φ0](t, x)|2 + |∇xK[~φ0](t, x)|2+|K[~φ0](t, x)|2) dx .
. 〈t〉−2
(
‖φ0‖2H1(Ω) + ‖φ1‖2L2(Ω)
)
(7.17)
for any ~φ0 = (φ0, φ1) ∈ H2(Ω) ×H1(Ω) satisfying φ0(x) = φ1(x) ≡ 0 for |x| ≥ a and satisfying
also the compatibility condition of order 0, that is to say, ∂νφ0(x) = 0 for x ∈ ∂Ω (see for instance
Lemma 2.1 of [SS03]; see also Morawetz [M75] and Vainberg [V75]).
Now let (u0, u1, f) ∈ Xa(T ) with some a > 1. Let uj for j ≥ 2 be defined as in Definition 2.1.
Then, by Duhamel’s principle, it follows that
∂jtS[(u0, u1, f)](t, x)
= K[(uj , uj+1)](t, x) +
∫ t
0
K
[(
0, (∂jt f)(s)
)]
(t− s, x)ds (7.18)
for any nonnegative integer j ∈ N∗ and any (t, x) ∈ [0, T )×Ω. Observe that (uj , uj+1, 0) satisfies
the compatibility condition of order 0, because (u0, u1, f) ∈ X(T ) implies ∂νuj = 0 on ∂Ω; the
compatibility condition of order 0 is also trivially satisfied for
(
0, (∂jsf)(s), 0
)
for all s ≥ 0.
Therefore, by (7.17) we have∑
|α|≤1
‖∂αK[uj , uj+1](t)‖L2(Ωb) . 〈t〉−1
(‖uj‖H1(Ω) + ‖uj+1‖L2(Ω))
. 〈t〉−1 (‖u0‖Hj+1(Ω) + ‖u1‖Hj(Ω) + j−1∑
k=0
‖(∂kt f)(0)‖L2(Ω)
)
and∑
|α|≤1
∫ t
0
‖∂αK[(0, (∂jt f)(s))](t− s)‖L2(Ωb)ds .
∫ t
0
〈t− s〉−1 ‖(∂jt f)(s)‖L2(Ω)ds
. 〈t〉−γ log(e+ t) sup
0≤s≤t
〈s〉γ ‖(∂jt f)(s)‖L2(Ω)
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for any γ ∈ (0, 1]. In conclusion for any j ∈ N∗, we have∑
|α|≤1
‖∂α∂jtS[(u0, u1, f)](t)‖L2(Ωb) .
. 〈t〉−γ (‖u0‖Hj+1(Ω) + ‖u1‖Hj(Ω) + j∑
k=0
log(e+ t) sup
0≤s≤t
〈s〉γ ‖(∂kt f)(s)‖L2(Ω)
)
. (7.19)
In order to evaluate ∂αS[Ξ] for 2 ≤ |α| ≤ m, we have only to combine (7.19) with a variant of
(2.4) :
‖ϕ‖Hm(Ωb) . ‖∆xϕ‖Hm−2(Ωb′ ) + ‖ϕ‖Hm−1(Ωb′ ), (7.20)
where 1 < b < b′ and ϕ ∈ Hm(Ω) with m ≥ 2; we can easily obtain (7.20) from (2.4) by cutting
off ϕ for |x| ≥ b′.
In order to complete the proof, one has to apply this inequality recalling the equation ∆S[Ξ] =
∂2t S[Ξ]− f . Invoking (7.19), we finally get the basic estimate (7.17). 
7.4. Proof of Theorem 2.1. The following lemma is the main tool for the proof of Theorem 2.1.
Lemma 7.6. Let O be a convex set. Let a, b > 1, 0 < ρ ≤ 1, m ∈ N∗ and κ ≥ 1.
(i) Suppose that χ is a smooth function on R2 satisfying suppχ ⊂ Bb. If Ξ = (u0, u1, f) ∈ Xa(T ),
then
〈t〉ρ
∑
|δ|≤m
|Γδ(χS[Ξ])(t, x)| .
. ‖u0‖Hm+2(Ω) + ‖u1‖Hm+1(Ω) + log(e+ t)
∑
|β|≤m+1
‖〈s〉ρ∂βf(s, y)‖L∞t L∞(Ωa) (7.21)
for (t, x) ∈ [0, T ) × Ω.
(ii) Let g ∈ C∞([0, T ) × R2) such that supp g(t, ·) ⊂ Ba \B1 for any t ∈ [0, T ). Then∑
|δ|≤m
|ΓδL0[g](t, x)| .
∑
|β|≤m
‖〈s〉1/2∂βg(s, y)‖L∞t L∞(Ωa), (7.22)
and for any 0 ≤ η < ρ we have
w−1ρ−η(t, x)
∑
|δ|≤m
|Γδ∂L0[g](t, x)| . Ψη+1(t+ |x|)
∑
|β|≤m+1
‖〈s〉ρ∂βg(s, y)‖L∞t L∞(Ωa). (7.23)
for (t, x) ∈ [0, T ) × Ω.
(iii) Let (v0, v1, g) ∈ C∞(R2)× C∞(R2)×C∞([0, T )×R2). If v0 = v1 = g(t, ·) = 0 for any x ∈ B1
and t ∈ [0, T ), then
〈t〉1/2
∑
|β|≤m
|ΓβS0[v0, v1, g](t, x)| .
. A3/2,m[v0, v1] + Ψκ(t+ |x|)
∑
|β|≤m
‖〈y〉1/2W1,κ(s, y)Γβg(s, y)‖L∞t L∞(Ω) (7.24)
for (t, x) ∈ [0, T ) × Ωb.
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Proof. First we note that for any smooth function h : [0, T )×Ω→ R such that supph(t, ·) ⊂ BR
for any t ∈ [0, T ) and suitable R > 1, it holds that∑
|β|≤m
|Γβh(t, x)| .
∑
|β|≤m
|∂βh(t, x)|. (7.25)
Clearly the same estimate holds for h : [0, T )× R2 → R.
We start with the proof of (7.21). Let Ξ ∈ Xa(T ) and 0 < ρ ≤ 1. For (t, x) ∈ [0, T ) × Ω,
combining (7.25) with the standard Sobolev inequality and then applying the local energy decay
(7.16), we get
〈t〉ρ
∑
|β|≤m
|Γβ(χS[Ξ])(t, x)| . 〈t〉ρ
∑
|β|≤m+2
‖∂βS[Ξ](t)‖L2(Ωb)
. ‖u0‖Hm+2(Ω) + ‖u1‖Hm+1(Ω) + log(e+ t)
∑
|β|≤m+1
‖ 〈s〉ρ ∂βf(s, y)‖L∞t L2Ω .
Since supp f(t, ·) ⊂ Ωa implies ‖∂βf(s)‖L2(Ω) . ‖∂βf(s)‖L∞(Ωa), we obtain (7.21).
Next we prove (7.22) by the aid of the decay estimates for the linear Cauchy problem. By
(7.10) for some κ > 1, we find∑
|δ|≤m
|ΓδL0[g](t, x)| .
∑
|δ|≤m
‖〈y〉1/2W1/2,κ(s, y)Γδg(s, y)‖L∞t L∞ .
Using the assumption supp g(t, ·) ⊂ Ba \B1 ⊂ Ωa, we gain (7.22).
Similarly, if we use (7.12) (with σ being replaced by ρ− η and µ by η), instead of (7.10), then
we get (7.23).
Finally we prove (7.24) by using (7.8) and (7.11). It follows that
〈t+ |x|〉1/2 log
(
e+
〈t+ |x|〉
〈t− |x|〉
) ∑
|β|≤m
|ΓβS0[~v0, g](t, x)| .
. B3/2,m[~v0] + Ψκ(t+ |x|)
∑
|β|≤m
‖〈y〉1/2W1,κ(s, y)Γβg(s, y)‖L∞t L∞
for (t, x) ∈ [0, T )×R2. Observe that the logarithmic term on the left-hand side is equivalent to a
constant when x ∈ Ωb. Thus we get (7.24), because our assumption ensures that support of data
and supp g(t, ·) are contained in Ω. This completes the proof. 
Now we are in a position to prove Theorem 2.1.
Proof of Theorem 2.1. According to Lemma 7.1 with a = 1, we can write
S[Ξ](t, x) = ψ1(x)S0[ψ2Ξ](t, x) +
4∑
i=1
Si[Ξ](t, x) (7.26)
for (t, x) ∈ [0, T ) × Ω, where ψa is defined by (7.2) and Si[Ξ] for 1 ≤ i ≤ 4 are defined by
(7.4)–(7.7) with a = 1. It is easy to check that
[ψa,−∆]h(t, x) = h(t, x)∆ψa(x) + 2∇x h(t, x) · ∇x ψa(x) (7.27)
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for (t, x) ∈ [0, T ) ×Ω, a ≥ 1 and any smooth function h. Note that this identity implies
(0, 0, [ψa,−∆]h) ∈ Xa+1(T ) (7.28)
because supp∇xψa ∪ supp∆ψa ⊂ Ba+1 \Ba.
First we prove (2.8). Applying (7.8) and (7.11), we have
〈t+ |x|〉1/2 log−1
(
e+
〈t+ |x|〉
〈t− |x|〉
) ∑
|δ|≤k
∣∣∣ΓδS0[ψ2Ξ](t, x)∣∣∣ .
. B3/2,k[ψ2~u0] +
∑
|δ|≤k
‖〈y〉1/2W1,1+µ(s, y)Γδ(ψ2f)(s, y)‖L∞t L∞
. A3/2,k[~u0] +
∑
|δ|≤k
‖|y|1/2W1,1+µ(s, y)Γδf(s, y)‖L∞t L∞Ω ,
so that
〈t+ |x|〉1/2 log−1
(
e+
〈t+ |x|〉
〈t− |x|〉
) ∑
|δ|≤k
∣∣∣Γδ(ψ1(x)S0[ψ2Ξ](t, x))∣∣∣ .
. A3/2,k[~u0] +
∑
|δ|≤k
‖|y|1/2W1,1+µ(s, y)Γδf(s, y)‖L∞t L∞Ω . (7.29)
Now we write
S1[Ξ] = (1− ψ2)L[[ψ1,−∆]K0[ψ2~u0]] + (1− ψ2)L[[ψ1,−∆]L0[ψ2f ]] =: S1,1[Ξ] + S1,2[Ξ].
We can apply (7.21) to estimate S1,2[Ξ], because we have L[h] = S[0, 0, h] and supp(1−ψ2) ⊂ B3
and because (7.28) guarantees (0, 0, [ψ1,−∆]L0[ψ2f ]) ∈ X2. Therefore we get
〈t〉1/2
∑
|δ|≤k
|ΓδS1,2[Ξ](t, x)| . log(e+ t)
∑
|β|≤k+1
∥∥〈s〉1/2∂β([ψ1,−∆]L0[ψ2f ])(s, x)∥∥L∞t L∞(Ω2)
. log(e+ t)
∑
|β|≤k+2
‖〈s〉1/2∂βL0[ψ2f ](s, x)‖L∞t L∞(Ω2),
where we have used (7.27) to obtain the second line. Recalling that L0[h] = S0[0, 0, h] and noting
that ψ2f(t, x) = 0 if |x| ≤ 2, we can use (7.24) to obtain
〈t〉1/2
∑
|δ|≤k
|ΓδS1,2[Ξ](t, x)| . log(e+ t)
∑
|β|≤k+2
‖|y|1/2W1,1+µ(s, y)Γβf(s, y)‖L∞t L∞Ω (7.30)
for (t, x) ∈ [0, T ) ×Ω.
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In order to estimate S1,1[Ξ], we combine the Sobolev embedding and the local energy decay
estimate (7.16) with γ = 1. Then we get∑
|δ|≤k
|ΓδS1,1[Ξ](t, x)| . ‖(1 − ψ2)L[[ψ1,−∆]K0[ψ2~u0]](t, ·)‖H2+k(Ω)
. ‖S[0, 0, [ψ1 ,−∆]K0[ψ2~u0]](t, ·)‖H2+k(Ω3)
. 〈t〉−1 log(e+ t)
∑
|δ|≤k+1
‖〈s〉∂δ([ψ1,−∆]K0[ψ2~u0])(s, y)‖L∞t L2Ω
. 〈t〉−1 log(e+ t)
∑
|β|≤k+2
‖〈s〉∂βK0[ψ2~u0](s, y)‖L∞t L∞(Ω2).
Then we use (7.9); recalling that we are in a bounded y-domain, for any µ > 0 we get
〈t〉1/2 〈t+ |x|〉1/2 log−1(e+ t)
∑
|δ|≤k
|ΓδS1,1[Ξ](t, x)| . B2+µ,2+k[ψ2~u0] . A2+µ,2+k[~u0] (7.31)
for any (t, x) ∈ [0, T )× Ω.
Now we proceed estimating S3[Ξ]. Because (1 − ψ2)Ξ ∈ X3(T ) for any Ξ ∈ X(T ), taking
ρ = 1− µ in (7.21) we get
〈t〉1/2
∑
|δ|≤k
|ΓδS3[Ξ](t, x)| . (7.32)
. 〈t〉−1/2+µ
(
‖u0‖Hk+2(Ω3) + ‖u1‖Hk+1(Ω3) + log(e+ t)
∑
|β|≤k+1
‖〈s〉1−µ∂βf(s, y)‖L∞t L∞(Ω3)
)
for (t, x) ∈ [0, T ) ×Ω.
By using the trivial inequality 〈s〉1−µ . |y|1/2W1,1(s, y) in [0, T ) × Ω3, from (7.30), (7.31) and
(7.32) we can conclude that
〈t〉1/2
∑
|δ|≤k
|ΓδS1[Ξ]|+ 〈t〉1/2
∑
|δ|≤k
|ΓδS3[Ξ]| .
. 〈t〉−(1/2)+µA2+µ,2+k[~u0] + log(e+ t)
∑
|β|≤2+k
‖|y|1/2W1,1+µ(s, y)Γβf(s, y)‖L∞t L∞Ω . (7.33)
Finally we consider the terms S2[Ξ], S4[Ξ]. Let us set gj [Ξ] = (∂
2
t − ∆)Sj [Ξ] for j = 2, 4.
Recalling the definition of L0, we find
g2[Ξ] = −[ψ2,−∆]L
[
[ψ1,−∆]S0[ψ2Ξ]
]
;
g4[Ξ] = −[ψ3,−∆]S[(1− ψ2)Ξ].
Having in mind (7.27) we can say that g2 and g4 have the same structures as S1 and S3, but they
contain one more derivative. Therefore, arguing similarly to the derivation of (7.33), we arrive at
〈t〉1/2
∑
|δ|≤k
|Γδg2[Ξ]|+ 〈t〉1/2
∑
|δ|≤k
|Γδg4[Ξ]| .
. 〈t〉−(1/2)+µA2+µ,3+k[~u0] + log(e+ t)
∑
|β|≤3+k
‖|y|1/2W1,1+µ(s, y)Γβf(s, y)‖L∞t L∞Ω . (7.34)
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On the other hand, we have Si[Ξ] = L0[gi] for i = 2, 4. Thus, since g2 and g4 are supported on
B4 \B2, we are in a position to apply (7.22) and we get∑
|δ|≤k
(
|ΓδS2[Ξ]|+ |ΓδS4[Ξ]|
)
(t, x) .
. A2+µ,3+k[~u0] + log(e+ t)
∑
|β|≤3+k
‖|y|1/2W1,1+µ(s, y)Γβf(s, y)‖L∞t L∞Ω . (7.35)
Now (2.8) follows from (7.29), (7.33) and (7.35).
Next we prove (2.10). Trivially one has∑
|δ|≤k
|Γδ∂(ψ1(x)S0[ψ2Ξ](t, x))| .
.
∑
|δ|≤k
|Γδ∂S0[ψ2Ξ](t, x)|+
∑
|δ|≤k
|Γδ∇xψ1(x)||ΓδS0[ψ2Ξ](t, x)|.
Since in Ω one has |y| ≃ 〈y〉, by (7.9) and (7.13) with η = 1/2, we see that∑
|δ|≤k
|Γδ∂S0[ψ2Ξ](t, x)| . 〈t+ |x|〉−1/2 〈t− |x|〉−1/2A2+µ,k+1[~u0] +
+w1/2(t, x) log(e+ t+ |x|)
∑
|δ|≤k+1
‖|y|1/2W1,1(s, y)Γδf(s, y)‖L∞t L∞Ω .
On the other hand, by (7.8) and (7.11) with κ = 1, we have
〈t+ |x|〉1/2 log−1
(
e+
〈t+ |x|〉
〈t− |x|〉
) ∑
|δ|≤k
∣∣∣ΓδS0[ψ2Ξ](t, x)∣∣∣ .
. A3/2,k[~u0] + log(e+ t+ |x|)
∑
|δ|≤k
‖|y|1/2W1,1(s, y)Γδf(s, y)‖L∞t L∞Ω .
Since the logarithmic term on the left-hand side does not appear when x ∈ Ω2, we get
w−11/2(t, x)
∑
|δ|≤k
∣∣∣Γδ∂(ψ1(x)S0[ψ2Ξ])(t, x)∣∣∣
. A2+µ,k+1[~u0] + log(e+ t+ |x|)
∑
|δ|≤k+1
‖|y|1/2W1,1(s, y)Γδf(s, y)‖L∞t L∞Ω . (7.36)
Therefore, ∂(ψ1S0[ψ2Ξ]) has the desired bound.
Let us recall that |x| is bounded in suppS1[Ξ](t, ·) ∪ suppS3[Ξ](t, ·). In particular we get
w−11/2(t, x) . 〈t〉1/2. From (7.33) we deduce∑
|δ|≤k
w−11/2(t, x)
(
|Γδ∂S1[Ξ](t, x)|+ |Γδ∂S3[Ξ](t, x)|
)
.
. A2+µ,3+k[~u0] + log(e+ t)
∑
|β|≤3+k
‖|y|1/2W1,1+µ(s, y)Γβf(s, y)‖L∞t L∞Ω . (7.37)
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As for S4[Ξ], we use a similar estimate to (7.32) with k replaced by k + 1, that is
〈t〉1−µ
∑
|δ|≤k+1
|Γδg4[Ξ](t, x)| .
. A2+µ,k+4[~u0] + log(e+ t)
∑
|β|≤k+3
‖|y|1/2W1,1+µ(s, y)Γβf(s, y)‖L∞t L∞Ω . (7.38)
Applying (7.23) with ρ = 1− µ and η = µ (0 < µ ≤ 1/4), we find that∑
|δ|≤k
w−11−2µ(t, x)|Γδ∂S4[Ξ]|(t, x) .
. A2+µ,k+4[~u0] + log(e+ t)
∑
|β|≤k+3
‖|y|1/2W1,1+µ(s, y)Γβf(s, y)‖L∞t L∞Ω . (7.39)
For treating S2[Ξ], we decompose g2[Ξ] into g2,1[Ξ] and g2,2[Ξ] as was done for evaluating S1[Ξ].
Then L0[g2,1] can be estimated as S4[Ξ]. On the other hand, using (7.23) with ρ = 1/2 and η = 0
for L0[g2,2], we arrive at∑
|δ|≤k
w−11/2(t, x)|Γδ∂S2[Ξ]|(t, x) .
. A2+µ,4+k[~u0] + log2(e+ t+ |x|)
∑
|β|≤4+k
‖|y|1/2W1,1+µ(s, y)Γβf(s, y)‖L∞t L∞Ω . (7.40)
Thus we obtain (2.10) from (7.36), (7.37), (7.39), and (7.40).
In order to show (2.9), we remark that w1/2 ≤ w(1/2)−η so that in (7.36) we can replace w1/2
with w1/2−η . Moreover, (7.37) and (7.38) hold with µ = 0 if we replace log(e+ t) by log
2(e+ t),
thanks to (7.24) with κ = 1. Therefore, the application of (7.23) with ρ = 1/2 and 0 < η < 1/2
leads to (7.39) with w−11/2 replaced by w
−1
(1/2)−η and µ = 0 in the second term of the right-hand
side. Hence we get (2.9).
Finally, we prove (2.11). We put η′ = η/2. By (7.9) and (7.13), we see that∑
|δ|≤k+1
|Γδ∂t(ψ1(x)S0[ψ2Ξ](t, x))| .
∑
|δ|≤k+1
|Γδ∂tS0[ψ2Ξ](t, x)| .
. 〈t+ |x|〉−1/2 〈t− |x|〉−1/2A2+µ,k+2[~u0] +
+w1−η′(t, x) log(e+ t+ |x|)
∑
|δ|≤k+2
‖|y|1/2W1,1(s, y)Γδf(s, y)‖L∞t L∞Ω .
Therefore, ∂t
(
ψ1S0[ψ2Ξ]
)
has the desired bound because w1−η′ ≤ w1−η .
Combining this estimate with (7.21), we obtain the estimate for S1[Ξ]. Indeed, for 0 < η < 1
we have
〈t〉1−η′
∑
|δ|≤k+1
|Γδ∂tS1[Ξ](t, x)| . log(e+ t)
∑
|β|≤k+2
∥∥〈s〉1−η′∂β∂t([ψ1,−∆]S0[ψ2Ξ])(s, y)∥∥L∞t L∞(Ω2).
Recalling (7.27), we can use the estimate of ∂t(ψ1S0[ψ2Ξ]) adding two derivatives. In conclusion,
we have
〈t〉1−η′
∑
|δ|≤k+1
|Γδ∂tS1[Ξ](t, x)| . Θµ,k+4(t)
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for (t, x) ∈ [0, T ) ×Ω, where
Θµ,m(t) := A2+µ,m[~u0] + log2(e+ t)
∑
|δ|≤m
‖|y|1/2W1,1(s, y)Γδf(s, y)‖L∞t L∞Ω .
Since we have (1− ψ2)Ξ ∈ X3(T ) for any Ξ ∈ X(T ), by using (7.21) with ρ = 1− η′ we have
〈t〉1−η′
∑
|δ|≤k+1
|Γδ∂tS3[Ξ](t, x)| . Θµ,k+3(t).
In order to treat S2[Ξ] and S4[Ξ], we set gj [Ξ] = (∂
2
t −∆)Sj[Ξ] for j = 2, 4 as before. Going
similar lines to the estimates for S1[Ξ] and S3[Ξ], with a derivative more, we can reach at
〈t〉1−η′
∑
|δ|≤k+1
|Γδ∂tg2[Ξ]|+ 〈t〉1−η′
∑
|δ|≤k+1
|Γδ∂tg4[Ξ]| . Θµ,k+5(t).
Let us recall that g2 and g4 are supported on B4 \B2 and ∂tSi[Ξ] = L0[∂tgi] for i = 2, 4. We are
in a position to apply (7.23) (with ρ = 1− η′, and η replaced by η′) and obtain
w−11−η(t, x)
∑
|δ|≤k
∑
i=2,4
|Γδ∂∂tSi[Ξ](t, x)| .
∑
i=2,4
∑
|δ|≤k+1
‖ 〈s〉1−η′ ∂β∂tgi(s, y)‖L∞t L∞(Ω4) . Θµ,k+5(t).
The proof of Theorem 2.1 is complete. 
Remark 7.1. The main difference between the Dirichlet and the Neumann boundary cases is
in the logarithmic loss in the local energy decay estimate (7.16). Due to this term, comparing
our result with the one in [K12], we see that the estimates for S2[Ξ] and S4[Ξ] are worse in the
Neumann case.
Appendix: A local existence theorem of smooth solutions
Here we sketch a proof of the following local existence theorem for the semilinear case (for the
general case, see [SN89]). We underline that the convexity assumption for the obstacle is not
necessary for the local existence result.
Theorem A.1. Let O be a bounded obstacle with C∞ boundary and Ω = R2 \ O. For any φ,
ψ ∈ C∞0 (Ω) satisfying the compatibility condition of infinite order and
‖φ‖H5(Ω) + ‖ψ‖H4(Ω) ≤ R, (A.1)
there exists a positive constant T = T (R) such that the mixed problem (1.1) admits a unique
solution u ∈ C∞([0, T )× Ω). Here T is a constant depending only on R.
For nonnegative integer s, we put
Y sT :=
s⋂
j=0
Cj([0, T ];Hs−j(Ω)),
and
‖h‖Y s
T
:=
s∑
j=0
sup
t∈[0,T ]
‖∂jt h(t, ·)‖Hs−j (Ω).
Let vj for j ≥ 0 be given as in Definition 1.1. First we show the following result.
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Lemma A.1. Let m ≥ 2. Suppose that (φ, ψ) ∈ Hm+2(Ω)×Hm+1(Ω) satisfies the compatibility
condition of order m+ 1, that is to say, ∂νvj |∂Ω = 0 for j ∈ {0, 1, . . . ,m+ 1}, and
‖φ‖Hm+2(Ω) + ‖ψ‖Hm+1(Ω) ≤M. (A.2)
Then1, there exists a positive constant T = T (m,M) such that the mixed problem (1.1) admits a
unique solution u ∈ Y m+2T . Here T is a constant depending only on m and M .
Proof. To begin with, we note that the Sobolev embedding theorem implies∑
|β|≤[(m+1)/2]+1
‖∂βh(t, ·)‖L∞
Ω
.
∑
|β|≤[(m+1)/2]+3
‖∂βh(t, ·)‖L2
Ω
≤
∑
|β|≤m+2
‖∂βh(t, ·)‖L2
Ω
(A.3)
for m ≥ 2.
We show the existence of u by constructing an approximate sequence
{
u(n)
} ⊂ Y m+2T , and
proving its convergence for suitably small T > 0. Throughout this proof, CM denotes a positive
constant depending on M , but being independent of T . In order to keep the compatibility
condition, we need to choose an appropriate function for the first step: for a moment, we suppose
that we can choose a function u(0) ∈ Y m+2T satisfying (∂jt u(0))(0, x) = vj for all j ∈ {0, 1, . . . ,m+
2}. For n ≥ 1 we inductively define u(n) as
u(n) = S
[
φ,ψ,G
(
∂u(n−1)
)]
. (A.4)
We have to check that u(n) is well defined. Let v
(n)
0 := φ, v
(n)
1 := ψ, and v
(n)
j := ∆v
(n)
j−2 +
∂j−2t (G(∂u
(n−1))
∣∣
t=0
for j ≥ 2. Suppose that u(n−1) ∈ Y m+2T with (∂jt u(n−1))(0) = vj for 0 ≤ j ≤
m + 2. Then we can see that v
(n)
j = vj for 0 ≤ j ≤ m + 2, and consequently the compatibility
condition of order m + 1 is satisfied for the equation of u(n). Since (A.3) implies G(∂u(n−1)) ∈
Y m+1T , the linear theory (see [I68]) shows that u
(n) ∈ Y m+2T . Therefore, by induction with respect
to n, we see that {u(n)} ⊂ Y m+2T is well defined, and that (∂jt u(n))(0) = v(n)j = vj for 0 ≤ j ≤ m+2
and n ≥ 0.
Now we are going to explain how to construct u(0). We can show that vj ∈ Hm+2−j(Ω) for
0 ≤ j ≤ m + 2 by its definition and (A.3). By the well-known extension theorem, there is
Vj ∈ Hm+2−j(R2) such that Vj |Ω = vj and ‖Vj‖Hm+2−j (R2) . ‖vj‖Hm+2−j(Ω). Let (akl)0≤k,l≤m+2
be the inverse matrix of (ik(l + 1)k)0≤k,l≤m+2, where i =
√−1. We put
V̂ (t, ξ) =
m+2∑
k,l=0
exp(i(k + 1) 〈ξ〉 t)aklV̂l(ξ) 〈ξ〉−l ,
where V̂l is the Fourier transform of Vl. We set u
(0)(t) = V (t)|Ω with the inverse Fourier transform
V (t) of V̂ (t). Now we can show that u(0)(t) has the desired property, and ‖u(0)‖Ym+2
T
≤ CM (see
[SN89] where this kind of function is used to reduce the problem to the case of zero-data).
1The assumption on initial data here is just for simplicity, and we can prove the same result for initial data with
compatibility condition of order m in fact.
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Now we are in a position to show that u(n) converges to a local solution of (1.1) on [0, T ] with
appropriately chosen T . For simplicity of description, we put
|||h(t)|||k =
m+2−k∑
j=0
‖∂jt h(t)‖Hk(Ω)
for 0 ≤ k ≤ m+2. Note that we have ‖h‖Y m+2
T
. supt∈[0,T ]
∑m+2
k=0 |||h(t)|||k. We also set Gn(t, x) =
G
(
∂u(n)(t, x)
)
for n ≥ 0. Combining the elementary inequality
‖h(t)‖L2
Ω
≤ ‖h(0)‖L2
Ω
+
∫ t
0
‖(∂th)(τ)‖L2
Ω
dτ
with the standard energy inequality for ∂jt u
(n) with 0 ≤ j ≤ m+ 1, we get
|||u(n)(t)|||0 + |||u(n)(t)|||1 ≤ (1 + T )
CM + C m+1∑
j=0
∫ t
0
‖(∂jtGn−1)(τ)‖L2
Ω
dτ
 .
Writing
∆∂βu(n)(t, x) = ∂2t ∂
βu(n) − (∂βGn−1)(0, x) −
∫ t
0
(∂t∂
βGn−1)(τ, x)dτ
for a multi-index β and using the elliptic estimate, given in Lemma 2.2, we have
|||u(n)(t)|||k ≤ C
|||u(n)(t)|||k−2 + |||u(n)(t)|||k−1 + CM + ∑
|α|≤k−1
∫ t
0
‖(∂αGn−1)(τ)‖L2
Ω
dτ

for 2 ≤ k ≤ m+ 2. By induction we get control of |||u(n)(t)|||k for 0 ≤ k ≤ m+ 2, and obtain
m+2∑
k=0
|||u(n)(t)|||k ≤ (1 + T )
CM + C ∑
|α|≤m+1
∫ t
0
‖(∂αGn−1)(τ)‖L2
Ω
dτ
 . (A.5)
It follows from (A.3) that∑
|α|≤m+1
‖(∂αGn−1)(τ)‖L2
Ω
≤ C‖u(n−1)‖3
Ym+2
T
, 0 ≤ τ ≤ T, (A.6)
and (A.5) implies ‖u(n)‖Ym+2
T
≤ (1 + T )
(
CM + CT‖u(n−1)‖3Ym+2
T
)
for n ≥ 1. From this, if
we take appropriate constants NM and TM which can be determined by M , we can show that
‖u(n)‖Ym+2
T
≤ NM for all n ≥ 0, provided that T ≤ TM . In the same manner, we can also show
that there is some T ′M (≤ TM ) such that
‖u(n+1) − u(n)‖Ym+2
T
≤ 1
2
‖u(n) − u(n−1)‖Ym+2
T
for all n ≥ 1, provided that T ≤ T ′M . Now we see that if T ≤ T ′M , then {u(n)} is a Cauchy
sequence in Y m+2T , and there is u ∈ Y m+2T such that limn→∞ ‖u(n) − u‖Y m+2
T
= 0. It is not
difficult to see that this u is the desired solution to (1.1).
Uniqueness can be easily obtained by the energy inequality. 
Theorem A.1 is a corollary of Lemma A.1.
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Proof of Theorem A.1. The assumption on the initial data guarantees that for each m ≥ 3, there
is a positive constant Mm such that ‖φ‖Hm+2(Ω) + ‖ψ‖Hm+1(Ω) ≤ Mm. Hence, by Lemma A.1,
there is Tm = T (m,Mm) > 0 such that (1.1) admits a unique solution u ∈ Y m+2Tm . Note that we
may take T3 = T (3, R). We put
C0 := ‖u‖Y 3+2
T3
. (A.7)
Our aim is to prove that (1.1) admits a solution u ∈ ⋂m≥3 Y m+2T3 . Then the Sobolev embedding
theorem implies that u ∈ C∞ ([0, T3]× Ω), which is the desired result. For this purpose, we are
going to prove the following a priori estimate: for each m ≥ 3, if u ∈ Y m+2T is a solution to (1.1)
with some T ∈ (0, T3], then there is a positive constant Cm, which is independent of T , such that
‖u(t)‖Y m+2
T
≤ Cm. (A.8)
Once we obtain this estimate, by applying Lemma A.1 repeatedly, we can see that u ∈ Y m+2T3 for
each m ≥ 3, which concludes the proof of Theorem A.1.
Now we show (A.8) by induction. For m = 3 (A.8) follows immediately from (A.7). Suppose
that we have (A.8) for some m = l ≥ 3. If we put
|||h(t)|||k =
l+3−k∑
j=0
‖∂jt h(t)‖Hk(Ω),
then, similarly to (A.5), we obtain
l+3∑
k=0
|||u(t)|||k ≤ (1 + T3)
C + C ∑
|α|≤l+2
∫ t
0
∥∥(∂α(G(∂u(τ)))∥∥
L2
Ω
dτ
 .
Since [(m+ 1)/2] + 3 ≤ m+ 1 for m ≥ 4, we have∑
|β|≤[(m+1)/2]+1
‖∂βh(t, ·)‖L∞
Ω
≤ C
∑
|β|≤m+1
‖∂βh(t, ·)‖L2
Ω
, m ≥ 4, (A.9)
in place of (A.3). Combining this estimate for m = l + 1 with the inductive assumption, we get∑
|α|≤l+2
∥∥∂α(G(∂u(τ)))∥∥
L2
Ω
≤ CC2l
l+3∑
k=0
|||u(τ)|||k ,
which yields
l+3∑
k=0
|||u(t)|||k ≤ (1 + T3)
(
C + CC2l
∫ t
0
l+3∑
k=0
|||u(τ)|||kdτ
)
.
Now the Gronwall Lemma implies
∑l+3
k=0 |||u(t)|||k ≤ C(1 + T3) exp
(
CC2l (1 + T3)T3
)
=: Cl+1 for
0 ≤ t ≤ T (≤ T3), which implies ‖u‖Y l+3
T
≤ Cl+1 for 0 ≤ T ≤ T3. This completes the proof of
(A.8). 
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