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Abstract
We analyze theoretically the generalization properties of multi-class data classiﬁcation techniques that are based on iteratively
partitioning the data points by hyperplanes. A special case is that in which the data points of different classes are separated by a
number of parallel hyperplanes, and we investigate the algorithmics of ﬁnding a suitable partitioning in this case.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Suppose that we have been given some data points inRn, eachwith a classiﬁcation, whichwe shall assume to be a non-negative
integer in some range [k] = {0, 1, . . . , k} where k ∈ N. The data points, together with their classiﬁcations will be denoted D.
An extension of D is a function f : Rn → [k] such that f agrees with D; that is, if x is one of the data points given in D then
f (x) = j if and only if x is classiﬁed with label j in D (for any j ∈ [k]). A common aim in machine learning and data mining
is to ﬁnd an extension of f which will, in a sense to be made precise, be a good ‘generalization’ of the data. By this we mean
that we should like it to be the case that for most points that are not in D, the extension f classiﬁes y correctly. We might also
consider partial extensions, by which we mean functions that agree with a large proportion—though not necessarily all—of the
classiﬁcations of the points in D.
There are clearly very many extensions of a given data set. We shall analyze the performance of methods based on the use
of threshold decision lists and (a special subclass of these) multivalued multithreshold functions. Such methods arise when the
data points are iteratively separated by hyperplanes. In quantifying the performance of such methods, we employ a probabilistic
framework that has been used extensively in the modeling of machine learning; see the books [5,6,41,42], for example.
Section 2 describes the classiﬁcation techniques that are the focus of this paper. Section 3 discusses how generalization error
can be modeled, and presents the results, with the proofs given in Section 4. Section 5 discusses algorithmic issues for ﬁnding
multivalued multithreshold functions, and raises some open questions.
2. Threshold decision lists
2.1. Decision lists
We start by describing binary-valued decision lists, introduced by Rivest [36]. Suppose that G is any set of functions from
some set X to {0, 1}. We shall usually suppose (for the sake of simplicity) that G contains the identically-1 function. A function
f : X → {0, 1} is said to be a decision list based on G if for some positive integer r, there are functions f1, f2, . . . , fr ∈ G and
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bits c1, c2, . . . , cr ∈ {0, 1} such that f acts as follows. Given an example y, we ﬁrst evaluate f1(y). If f1(y)= 1, we assign value
c1 to f (y); if not, we evaluate f2(y), and if f2(y) = 1 we set f (y) = c2, otherwise we evaluate f3(y), etc. If y fails to satisfy
any fi then f (y) is given the default value 0. The evaluation of a decision list f can therefore be thought of as a sequence of ‘if
then else’ commands, as follows:
if f1(y)= 1 then set f (y)= c1
else if f2(y)= 1 then set f (y)= c2
. . .
. . .
else if fr (y)= 1 then set f (y)= cr
else set f (y)= 0.
Clearly (as in [10]) this deﬁnition can be extended to the case in which the labels ci are in [k] for some k ∈ N, in which case
we obtain multivalued decision lists based on G. We also permit the default output to be chosen from among all elements of [k]
in this case (rather than having it necessarily equal 0). We deﬁne k-DL(G), the class of [k]-valued decision lists based on G, to
be the set of ﬁnite sequences
f = (f1, c1), (f2, c2), . . . , (fr , cr ), d
such that fi ∈ G, ci ∈ [k] for 1 i r and d (the default value) is in [k]. The values of f are deﬁned by f (y) = cj where
j =min{i : fi(y)= 1}, or d if there are no j such that fj (y)= 1. We call each fj a test (or, following Krause [20], a query) and
the pair (fj , cj ) a term of the decision list.
2.2. Threshold functions and threshold decision lists
A function t : Rn → {0, 1} is a threshold function if there are w ∈ Rn and  ∈ R such that
t (x)=
{
1 if 〈w, x〉 ,
0 if 〈w, x〉< ,
where 〈w, x〉 is the standard inner product of w and x. In other words, t (x) = sgn(〈w, x〉 − ), where sgn(z) = 1 if z 0 and
sgn(z)= 0 if z< 0. Given such w and , we say that t is represented by [w, ] and we write t ← [w, ]. The vector w is known
as the weight-vector, and  is known as the threshold.
We now consider the class of decision lists in which the tests are threshold functions, and in which the domain is Rn. We shall
call such decision lists ([k]-valued) threshold decision lists, but they have (for the binary classiﬁcation case, k = 1) also been
called neural decision lists [24] and linear decision lists [40]. Formally, a threshold decision list
f = (f1, c1), (f2, c2), . . . , (fr , cr ), d
has each fi : Rn → {0, 1} of the form fi(x) = sgn(〈wi, x〉 − i ) for some wi ∈ Rn and i ∈ R. The value of f on y ∈ Rn is
f (y)= cj if j =min{i : fi(y)= 1} exists, or it is the default value d otherwise (that is, if there are no j such that fj (y)= 1).
A geometrical motivation for the use of threshold decision lists can be provided. Suppose we are given some data points in
Rn, each one of which is labeled with some member of [k]. We can use a hyperplane to separate off a set of points all having
the same classiﬁcation label. These points can then be removed from consideration and the procedure iterated until no points
remain. This procedure is similar in nature to one of Jeroslow [18] (for the binary case k= 1), but at each stage in his procedure,
only examples with label 1 may be ‘chopped off’ (and one cannot choose instead to chop off a set of points with label 0).
We may regard the chopping procedure as a means of constructing a threshold decision list extension of the data set. If, at
stage i of the procedure, the hyperplane with equation
∑n
i=1iyi =  chops off points all having label j, and these lie on the
side of the hyperplane with equation
∑n
i=1iyi > , then we take as the ith term of the threshold decision list the pair (fi , j),
where fi ← [, ]; otherwise take the ith term to be (gi , j), where gi ← [−,−]. (We may assume that no point lies on any
of the deﬁning hyperplanes.) Therefore, given any data set D (without contradictory labels), there will always be some threshold
decision list extension of D. It may be that one needs to use long threshold decision lists to create an extension, in which case
it might be worth considering shorter threshold decision lists which are partial extensions (thereby using a tradeoff between
decision list length and goodness-of-ﬁt to the dataset).
In the binary classiﬁcation case (k=1), if this construction is applied to the sequence of hyperplanes resulting from the Jeroslow
method, a restricted form of decision list results, namely one in which all terms are of the form (fi , 1). But such a decision list is
quite simply the disjunction f1 ∨ f2 ∨ · · · , where ∨means ‘or’. For Boolean functions, the problem of decomposing a function
into the disjunction of threshold functions has been considered by Hammer et al. [17] and Zuev and Lipkin [44]. Hammer et al.
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deﬁned the threshold number of a Boolean function to be the minimum s such that f is a disjunction of s threshold functions, and
they showed that there is an increasing function with threshold number
(
n
n/2
)
/n. (A function is increasing if, when f (x)= 1
and xi = 0, then f (x + ei) = 1 too, where ei is the unit basis vector with ith entry equal to 1 and all other entries equal to 0.)
Zuev and Lipkin showed that almost all increasing functions have this order of threshold number, and that almost all Boolean
functions have a threshold number that is (2n/2) and O(2n ln n/n).
We give one example for illustration. This example is perhaps a little artiﬁcial as a model of a real dataset, but it involves one
of the most commonly-considered Boolean functions, and also demonstrates fairly strikingly the advantages to be gained by the
threshold decision list approach over the Jeroslow approach.
Example. Suppose the data set D consists of all points of {0, 1}n, labeled according to their parity, so the (binary) classiﬁcation
is 1 precisely when the point has an odd number of ones. We ﬁrst ﬁnd a hyperplane such that all points on one side of the plane
are either positive (labeled 1) or negative (labeled 0). It is clear that all we can do at this ﬁrst stage is chop off one of the points
since the nearest neighbors of any given point have the opposite classiﬁcation. Let us suppose that we decide to chop off the
origin. We may take as the ﬁrst hyperplane the plane with equation y1 + y2 + · · · + yn = 1/2. We then ignore the origin and
consider the remaining points. We can next chop off all neighbors of the origin, all the points which have precisely one entry
equal to 1. All of these are positive points and the hyperplaney1+ y2 + · · · + yn= 3/2 will separate them from the other points.
These points are then deleted from consideration. We may continue in this manner. The procedure iterates n times, and at stage i
in the procedure we ‘chop off’ all data points having precisely (i−1) ones, by using the hyperplane y1+y2+· · ·+yn= i−1/2,
for example. (These hyperplanes are in fact all parallel, but this is not in general possible.)
The decision lists arising from the chopping procedure are more general than disjunctions of threshold functions and may
provide a more compact representation of the data. (That is, since fewer hyperplanes might be used, the decision list could be
smaller.) Indeed, Jeroslow’s method requires 2n−1 iterations in the parity-based example just given, since at each stage it can
only ‘chop off’ one positive point, whereas, as we have seen, the threshold decision list approach needs only n iterations.
The chopping procedure described above suggests that the use of threshold decision lists is fairly natural, if one is to take an
iterative approach to data classiﬁcation. There are other methods which similarly make use of such an iterative approach, by
classifying some points of the data set, removing these from consideration, and proceeding iteratively. Magasarian’s multisurface
method [23] (MSM) for binary classiﬁcation also has this character. At each stage, it ﬁnds two parallel hyperplanes (as close
together as possible) such that the points not enclosed between the two planes all have the same classiﬁcation. It then removes
these points and repeats. We can see that the MSM method may be regarded as constructing a decision list, where the base
functions G are the indicator functions of the sets that are complements of the regions lying between two parallel hyperplanes.
The chopping procedure as we have described it is in some ways merely a device to help us see that threshold decision lists
have a fairly natural geometric interpretation. But the practicalities for the binary classiﬁcation case have been investigated by
Marchand and Golea [24] and Marchand et al. [25], who derive a greedy heuristic for constructing a sequence of ‘chops’. This
relies on an incremental heuristic for the NP-hard problem of ﬁnding at each stage a hyperplane that chops off as many remaining
points as possible (all of the same classiﬁcation).
2.3. Multithreshold functions
We noted in the example given above that the hyperplanes of the resulting threshold decision list were parallel. By demanding
that the hyperplanes are parallel, we obtain a special subclass of threshold decision lists, known as the multithreshold functions.
These have been considered, for the binary classiﬁcation case, in a number of papers, such as [13,34,39], for instance.
We deﬁne a [k]-valued s-threshold function f to be a [k]-valued function that is representable by a threshold decision list of
length s with the test hyperplanes parallel to each other. We say that f has s levels. Any such function is deﬁned by s parallel
hyperplanes, which divide Rn into s + 1 regions. The function assigns points in the same region the same classiﬁcation from
[k]. Equivalently (following an observation of Bohossion and Bruck for the binary classiﬁcation case [13]), f is a [k]-valued
s-threshold function if there is a weight-vector w = (w1, w2, . . . , wn) such that f (x) = F
(∑n
i=1wixi
)
, where the function
F : R→ [k] is piecewise constant with at most s+ 1 pieces. Without any loss, we may suppose that the classiﬁcations assigned
to points in neighboring regions are different (for, otherwise, at least one of the planes is redundant). A special case is that of
binary classiﬁcation (k= 1), in which we may therefore assume that the classiﬁcations alternate between 0 and 1 as we traverse
the regions in the direction of the normal vector common to the hyperplanes.
This method of classiﬁcation is reasonably powerful. For example, for binary classiﬁcation, Bohossian and Bruck observed
that any Boolean function is a 2n-level threshold function, an appropriate weight-vector beingw= (2n−1, 2n−2, . . . , 2, 1). (For
that reason, they paid particular attention to the question of whether a function can be computed by a multithreshold function
where the number of levels is polynomial.)
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Later in the paper, we shall want to consider a special type of [k]-valued k-threshold function, in which, as we traverse the
regions in one of the two directions normal to the planes, the classiﬁcations take, in order, the values 0, 1, 2, . . . , k. We shall
refer to such functions as monotonic multithreshold functions (and sometimes use the abbreviation k-MMTF). One reason for
being interested in monotonic multithreshold functions is that they can be regarded as discretized (or ﬁnite-precision) versions
of monotonic neural network activation functions. Generally, the activity of a neuron in an artiﬁcial neural network is described
by an activation function,  (usually an increasing function mapping into [0, 1]) and if the inputs to the neuron are denoted
x1, x2, . . . , xn, then its output is given by


 n∑
i=1
wixi + w0

 ,
where w0, w1, . . . , wn are variable parameters or weights, indicating synaptic connection strengths. For instance, an important
example of an activation function is the standard sigmoid, (z) = 1/(1 + e−z). Assuming  is increasing, to ‘discretize’ such
activity, we might replace  by a monotonic piecewise-constant function f : Rn → K , where K is a ﬁnite subset of [0, 1].
Explicitly, suppose |K| = k + 1 and that the values of z at which f jumps are z1, z2, . . . , zk . Then the multithreshold function
with weights w1, . . . , wn and thresholds z1 − w0, z2 − w0, . . . , zk − w0 coincides with f if the values in K are transformed
monotonically to {0, 1, . . . , k}. Generally, in a data classiﬁcation problem where the classiﬁcation labels belong to a ﬁnite set
{0, 1, . . . , k}, it could be appropriate to use monotonic multithreshold functions if it is thought that the classiﬁcation ought to
depend monotonically on a weighted sum of the components of the data points.
Note that f is a [k]-valued monotonic multithreshold function if there are weights w1, w2, . . . , wn and thresholds 1
2 · · · k such that, for x = (x1, x2, . . . , xn) ∈ Rn, f (x) is the least r ∈ [k] such that
∑n
i=1wixi r , if such an r exists;
and f (x)= 0 otherwise.
Monotonic multithreshold functions have also proven to be of interest in multiple-valued logic. Obradovic´ and Parberry [33],
and Ngom et al. [28–30] examined special types of multithreshold functions, where the domain of the functions was taken to
be [k]n, rather than Rn as here. That is, they considered the (k + 1)-ary functions [33] or (k + 1)-valued logic functions [29]
corresponding to k-valued multithreshold functions.
3. Generalization from random data
Recall that an extension of a labeled data set D is a function f agreeing with the classiﬁcations of the points in D, and that a
partial extension is one agreeing with some (in practice, a large proportion) of the classiﬁcations in D. If a particularly simple
type of extension (or a good partial extension) to a fairly large data set can be found we might expect, given the success of this
simple function in explaining the large data set, that this extension will perform well on ‘most’ unseen data. (This is, in some
senses, an instance of the ‘Occam’s razor’ principle: we trust a simple explanation of the data.) Issues such as these have been
well-studied in ‘computational learning theory’ and ‘statistical learning theory’. (See [5,42], for instance.) To formalize the ideas
somewhat, we assume that the types of extension which can be produced all belong to a particular class, H, of functions, known
as the hypothesis space. The choice of hypothesis space might reﬂect either our belief about the mechanism by which the data
points are labeled (for example, by some deterministic target concept of a particular type) or our intention only to accept simple
types of explanation of the data, even if these do not match the data exactly.
We shall apply some probabilistic techniques to analyze the performance of threshold decision list classiﬁcation of random
data. These methods have been used in learning theory (see [6,12,42]) and originated in the work of Vapnik and Chervonenkis
[43]. Following a form of the PAC model of computational learning theory, we assume that the labeled data points (x, b) (where
x ∈ Rn and b ∈ [k]) have been generated randomly (perhaps from some larger corpus of data) according to a ﬁxed probability
distribution P on Z = Rn × [k]. (Note that this includes as a special case the situation in which x is drawn according to a ﬁxed
distribution  on Rn and the label b is then given by b = t (x) where t is some ﬁxed function from Rn to [k].) Thus, if there
are m data points in D, we may regard the data set D as a vector in Zm, drawn randomly according to the product probability
distribution Pm. (This suggests that we must attach some ordering to the points, and clearly there is some ambiguity as to how
to do this, but this will not turn out to be a problem for the analysis of this paper.) Given any function f ∈ H , we measure how
well f extends the data set D through its sample error
erD(f )= 1|D| |{(x, b) ∈ D : f (x) = b}| .
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This is the proportion of points of D incorrectly classiﬁed by f. We quantify how well f performs on further examples by means
of its error
er(f )= P ({(x, b) ∈ Z : f (x) = b}) ,
the probability that a randomly drawn labeled data point would be incorrectly classiﬁed by f.
What we would wish for is some guarantee that the sample error erD(f ) is a good approximation to the error er(f ) for all f,
so that an f with small sample error will likely have small error and therefore be a good model of the data labels. The following
result provides such a guarantee for threshold decision lists and multithreshold functions of a ﬁxed length s.
Theorem 1. Suppose that s, n and k are ﬁxed positive integers and that D is a data set of m labeled points (x, b) ofZ=Rn×[k],
each generated at random according to a ﬁxed probability distribution P on Z. Let  be any positive number less than one. Then
the following statements each hold with probability at least 1−  (where the probability is with respect to Pm, over the random
choice of D):
(1) If f is a [k]-valued threshold decision list with s terms, then the error er(f ) of f and its sample error on D, erD(f ) are such
that er(f )< 3 erD(f )+ 1, where
1 = 4
m
(
(s + 1) ln(2k + 2)+ ns ln
(
2em
n
)
+ ln
(
4

))
.
(2) If f is a [k]-valued s-level threshold function, then er(f )< 3 erD(f )+ 2, where
2 = 4
m
(
(s + 1) ln(k + 1)+ (n+ s − 1) ln
(
2ems
n+ s − 1
)
+ ln
(
4

))
.
The following variation of this result, in which s is not prescribed in advance, is more useful, since one does not necessarily
know a priori how many terms a suitable threshold decision list will have.
Theorem 2. Suppose that n and k are ﬁxed positive integers and that D is a data set of m labeled points (x, b) of Z=Rn× [k],
each generated at random according to a ﬁxed probability distribution P on Z. Let  be any positive number less than one. Then
the following statements each hold with probability at least 1− :
(1) If f is a [k]-valued threshold decision list, then er(f )< 3 erD(f )+ ′1, where
′1 =
4
m
(
(s + 1) ln(2k + 2)+ ns ln
(
2em
n
)
+ ln
(
7s2

))
,
where s is the number of terms of f.
(2) If f is a [k]-valued multithreshold function, then er(f )< 3 erD(f )+ ′2, where
′2 =
4
m
(
(s + 1) ln(k + 1)+ (n+ s − 1) ln
(
2ems
n+ s − 1
)
+ ln
(
7s2

))
,
where s is the number of levels of f.
4. Proofs of the generalization error bounds
4.1. Bounding the error
To use results from statistical learning theory, we ﬁrst need to deﬁne the growth function of a set of functionsHmapping from
X = Rn to {0, 1}. Let H : N→ N be given by
H (m)=max{|H |S | : S ⊆ X, |S| =m},
where H |S denotes H restricted to domain S and |H |S |, its cardinality, is thus the number of different ways in which the points
of S can (as a group) be classiﬁed by functions in H. Note thatH (m) 2m for all m. The functionH is known as the growth
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function ofH. To obtain a sample complexity bound for the case in which the functions map into [k] for k 2, we use the graphs
of the functions [12,27]. For h ∈ H , let Gh, the graph of h, be the function from Rn × [k] to {0, 1} deﬁned by
Gh(x, y)= 1⇐⇒ h(x)= y (for(x, y) ∈ Rn × [k])
and let GH = {Gh : h ∈ H }, the graph space of H. The key probability result we employ is the following bound, which follows
from a result due to Vapnik [41].
Theorem 3. Suppose that H is a set of functions from X to [k] where k ∈ N and suppose that P is a probability measure on
Z =X × [k]. Then, for any 	 ∈ (0, 1),
Pm
({
D ∈ Zm : ∀f ∈ H, er(f )− erD(f )√
er(f )
< 	
})
> 1− 4GH (2m) e−m	
2/4.
Thus, we can obtain (probabilistic) bounds on the error er(f ) of a (partial) extension from a classHwhen we know something
about the growth function of GH .
One consequence of this is the following general result.
Theorem 4. Suppose H is some set of functions from a domain X into [k], where k ∈ N. Suppose D is a data set of m labeled
points (x, b) of Z=X×[k], each generated at random according to a ﬁxed probability distribution P on Z. Let  be any positive
number less than one. Then the following holds with probability at least 1− : for all f ∈ H ,
er(f )< 3 erD(f )+ 4
m
(
ln(GH (2m))+ ln
(
4

))
.
Proof. Theorem 3 shows that, with probability at least 1− , for all f ∈ H, er(f )< erD(f )+ 

√
er(f ), where

=
√
4
m
(
ln(GH (2m))+ ln
(
4

))
.
(We note that if 	 is chosen to equal 
, then the expression on the right-hand side of the inequality of Theorem 3 equals 1− .)
Now, this means
er(f )− 
√er(f )− erD(f )< 0
which, regarding this as a quadratic inequality in the nonnegative quantity
√
er(f ), implies that
√
er(f )<


2
+
√

2 + 4 erD(f )
2
and so
er(f )<
(


2
+
√

2 + 4 erD(f )
2
)2
= 

2
4
+ 1
4
(
2 + 4 erD(f ))+ 
2
√

2 + 4 erD(f )
 

2
2
+ erD(f )+ 12 (

2 + 4 erD(f ))
= 
2 + 3 erD(f ),
as required. 
Thus, if the growth function is suitably small, the error er(f )will (probably) be close to 3 times the sample error. It is possible
to replace 3 by any number greater than 1, as the following result (following [5]) shows.
Theorem 5. Suppose > 0. Then, with the same notations as in Theorem 4, the following holds with probability at least 1− :
for all f ∈ H ,
er(f )< (1+ ) erD(f )+
(
1+ 1

)
4
m
(
ln(GH (2m))+ ln
(
4

))
.
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Proof. As noted in the proof of Theorem 4, we have, by Theorem 3, that if

=
√
4
m
(
ln(GH (2m))+ ln
(
4

))
then, with probability at least 1 − , for all f ∈ H , er(f )< erD(f ) + 

√
er(f ). Suppose, then, that this holds. If er(f )<
(1+ 1/)2
2, then
er(f )< erD(f )+ 

√
er(f )< erD(f )+ 

√
(1+ 1/)2
2< erD(f )+ (1+ 1/)
2.
If, on the other hand, er(f ) (1+ 1/)2
2, then 
 (/(+ 1))√er(f ) and so
er(f )<erD(f )+ 

√
er(f )
 erD(f )+ + 1
√
er(f )
√
er(f )
= erD(f )+ + 1 er(f ),
so that er(f )< (1+ ) erD(f ). In any case, therefore,
er(f )< (1+ ) erD(f )+ (1+ 1/)
2,
as required. 
A slightly weaker form of Theorem 4 follows on taking = 2. For the sake of simplicity, we have used Theorem 4 to derive
the results in Section 3, but variants of those results (with choices of  other than 2) will follow on using Theorem 5.
It is possible, using a result of Vapnik and Chervonenkis [43], to obtain a result of the form: with probability at least 1 − ,
for all f ∈ H ,
er(f )< erD(f )+
√
8
m
(
ln(GH (2m))+ ln
(
4

))
.
(Such results, for binary classiﬁcation by threshold decision lists, can be found in [3].) However, although this has no constant
greater than 1 multiplying the sample error, the additional term is larger than in the bounds given above, since it is the square
root of a number which (for large m) is less than 1. The bounds of the type presented here are therefore more useful when the
sample error is small.
4.2. Growth function bounds
We now bound the growth functions of the graph spaces corresponding to the classes of interest. These results improve and
extend results presented in [3] for the binary classiﬁcation case.We start with general threshold decision lists.We consider the set
of [k]-valued threshold decision lists on Rn with some number s of terms. (So, the length of the list is s.) We have the following
bound.
Theorem 6. Let H be the set of [k]-valued threshold decision lists on Rn with s terms, where n, s ∈ N. Then
GH (m) (k + 1)s+1s!
(
2N
s
)
,
where N =∑ni=0 (m−1i ).
Proof. Let S be any given set of m points in Rn. Suppose we have two decision lists
f = (f1, c1), . . . , (fs, cs), df , g = (g1, d1), . . . , (gs, ds), dg
in H, where each fi and gj belong to G, the set of threshold functions on Rn, and the labels ci , dj and default values df , dg
belong to [k]. Certainly, if (i) df = dg and cj = dj for each j, and (ii) fj (x)= gj (x) for all x ∈ S, then f and g are equal on S.
(There are, of course, other ways in which f and g could agree on their classiﬁcations of the points of S, but for the purposes of
upper-bounding the growth function, it sufﬁces to account for only some of the possible ways in which such agreement might
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occur. It is possible that better upper bounds could be obtained by a ﬁner analysis that would take into account other ways in
which two functions on H would classify S in the same way.) For ﬁxed j, the condition in (ii) is an equivalence relation among
functions in K, and the number of equivalence classes is |G|S | where G is the set of threshold functions. This is bounded by
G(m), which, it is well-known [5,12,14], is bounded above as follows:
G(m) 2
n∑
i=0
(
m− 1
i
)
= 2N,
where N is as in the statement of the theorem. We can assume, without loss of generality, that no test is repeated in a threshold
decision list (since the second occurrence of the test would be redundant, the examples that ‘pass’ it already having been
classiﬁed). Thus, |GH |S |, which is no more than |H |S |, can be upper bounded by the number of threshold decision lists formed
from some choice of s distinct functions chosen from a set of 2N distinct representatives of the equivalence classes. There are(
2N
s
)
ways of choosing the tests for the list, (k + 1)s ways of choosing corresponding labels, (k + 1) choices for the default
value, and s! ways of ordering the resulting tests into a decision list. Hence
|GH |S | (k + 1)s(k + 1)s!
(
2N
s
)
,
as stated. 
For the binary classiﬁcation case, there is a useful connection between certain types of decision list and threshold functions.A
decision list deﬁned on {0, 1}n is a 1-decision list if the Boolean function in each test is given by a single literal. (So, for each i,
there is some li such that either fi(y)=1 if and only if yli =1, or fi(y)=1 if and only if yli =0.) Then, it is known [16] (see also
[2,7]) that any 1-decision list is a threshold function. Analogously, any (binary) threshold decision list is a threshold function of
threshold functions [1]. But such a function is computable by a two-layer threshold network, a simple and well-studied type of
artiﬁcial neural network. (A similar observation was made by Marchand et al. [24,25].) So another way of bounding the growth
function of threshold decision lists in the binary case is to use some known bounds [5,9] for the growth functions of linear
threshold networks. This gives a similar, though slightly looser, upper bound.
To bound the growth function of the subclass consisting of [k]-valued s-threshold functions, we use a result from [4], which
shows that the number of ways in which a set S ofm points can be partitioned by s parallel hyperplanes is at most
∑n+s−1
i=0
( sm
i
)
.
(For ﬁxed n and s, this bound is tight to within a constant, as a function of m.) Noting that we assume adjacent regions to have
different classiﬁcations, to each such partition there exist at most (k + 1)ks s-level threshold functions (deﬁned on the domain
restricted to S) and we therefore have the following bound.
Theorem 7. Let H be the set of [k]-valued s-threshold functions on Rn. Then
H (m) (k + 1)ks
n+s−1∑
i=0
( sm
i
)
.
4.3. Proofs of the generalization bounds
Theorems 1 and 2 follow from Theorem 4 together with the growth function bounds just obtained and a useful approximation,
which is as follows: for positive integers u, v, if u v then
∑v
i=0
(u
i
)
<(eu/v)v. (See [5,12], for example, for a proof of this.)
This inequality then implies that if H is the set of [k]-valued threshold decision lists of length s on Rn, ifm>n, and if N denotes∑n
i=0
(
m−1
i
)
, then
GH (m) (k + 1)s+1s!
(
2N
s
)
<(k + 1)s+1(2N)s
< (2k + 2)s+1
((
e(m− 1)
n
)n)s
< (2k + 2)s+1
( em
n
)ns
.
Similarly, if H is the set of [k]-values s-threshold functions on Rn, then for m n+ s,
GH (m) (k + 1)ks
n+s−1∑
i=0
( sm
i
)
<(k + 1)s+1
(
ems
n+ s − 1
)n+s−1
.
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Theorem 1follows immediately from these approximations and Theorem 4, noting that the two bounds given in Theorem 1 are
trivially true if m n and m<n+ s, respectively (for in these cases, the probability bounds are larger than 1).
To obtain Theorem 2 we use a well-known technique often found in discussions of ‘structural risk minimization’ and model
selection. (See [5,15,21,38,41], for instance.) We indicate how to obtain the ﬁrst part of Theorem 2 (the proof of the second part
being very similar).
For s ∈ N, let Hs denote the set of [k]-valued threshold decision lists of length at most s. We know, by Theorem 1 that, with
probability at least 1− , er(f )< 3 erD(f )+ 1 for all f ∈ H , where
1 = 1(m, s, )= 4
m
(
(s + 1) ln(2k + 2)+ ns ln
(
2em
n
)
+ ln
(
4

))
.
Now let (ps)∞s=1 be any sequence of positive numbers such that
∑∞
s=1ps = 1. Then, the probability that there is some f ∈ Hs
with er(f ) 3 erD(f )+ 1(m, s, ps) is less than ps. Therefore,
Pm({D ∈ Zm : ∃ s ∈ N ∃ f ∈ Hs such that er(f ) 3 erD(f )+ 1(m, s, ps)})

∞∑
s=1
ps= . (1)
The ﬁrst part of Theorem 2 follows on taking ps = 6/(2s2). (It should be clear that other choices can be made, such as
ps = 1/2s+1, for example. The type of sequence chosen can reﬂect a prior belief about the likelihood of there being a ‘small’
partial extension with low error, or can be thought of as a choice of penalty for having chosen a classiﬁer involving a large
number of hyperplanes.)
5. Consistent hypothesis ﬁnders for multithreshold functions
The generalization results presented above provide guarantees on the generalization performance of multithreshold functions
that extend, or ﬁt, the dataset well. In this section we consider how one might obtain a mulithreshold function ﬁtting the data,
given that one exists.
5.1. Finding consistent monotonic multithreshold functions
A consistent hypothesis ﬁnder for a set of functions is an algorithm that, on being presented with a set of points, each labeled
with the value of some (unknown) function from the class, will produce some function in the class that is an extension of
the dataset; that is, a function that achieves the same classiﬁcations on the points. In this section, for the class of monotonic
multithreshold functions (for any ﬁxed k), we present two consistent hypothesis ﬁnders: one is based on linear programming,
and the other is an ‘incremental’ method arising from a procedure suggested by Obradovic´ and Parberry [33].
Suppose we are given a sequence (x1, x2, . . . , xm) of m points of Rn, each of which has been labeled with the corresponding
values t (xi) of some [k]-valued monotonic multithreshold function (k-MMTF) t, giving us a sample
D = ((x1, t (x1)), . . . , (xm, t (xm))
of t. Without knowing precisely the target function t, we might want to construct a k-MMTF consistent with t on the sample;
that is, to produce a k-MMTF h such that h(xi)= t (xi) for i = 1, 2, . . . , m.
5.2. Using linear programming
Recall that f is a [k]-valued monotonic multithreshold function if there are weights w1, w2, . . . , wn and thresholds 1
2 · · · k such that, for x = (x1, x2, . . . , xn) ∈ Rn, if we deﬁne S = {0} ∪ {r :
∑n
i=1wixi r }, then f (x) = min S, the
least element of S. We refer to w = (w1, w2, . . . , wn) as a weight vector and = (1, . . . , k) as a realizable threshold vector
(where the word realizable indicates that 1 2 · · · k).
One approach to ﬁnding a k-MMTF consistent with a sample D of points labeled by a k-MMTF is to use linear programming.
Suppose that, in the sample,mi points have classiﬁcation i (for 0 i k) and denote these points by x(i)1 , x
(i)
2 , . . . , x
(i)
mi . Consider
the following linear program, in which there are n + k + 1 real variables: wi for 1 i n, j for 1 j k, and y. Here,
w = (w1, w2, . . . , wn) and, for a, b ∈ Rn,〈a, b〉 denotes the inner product aT b =
∑n
i=1aibi .
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Maximize y subject to:
〈w, x(r)
j
〉 − r − y 0 (r = 1, 2, . . . , k, j = 1, 2, . . . , mr ),
s+1 − 〈w, x(s)j 〉 − y 0 (s = 0, 1, . . . , k − 1, j = 1, 2, . . . , ms),
wt − 1 (t = 1, 2, . . . , n),
−wt − 1 (t = 1, 2, . . . , n),
u − 1 (u= 1, 2, . . . , k),
−u − 1 (u= 1, 2, . . . , k),
y 0.
There are at most 2m+ 2n+ 2k constraints in total. Given that the sample is labeled according to the values of some k-MMTF
t, the program is feasible and has a positive solution. Note that the ﬁrst two sets of inequalities require a weight vector w and
threshold vector  such that the resulting k-MMTF correctly classiﬁes the xi and such that, additionally, the inner products ‘clear’
the required threshold by at least the amount y. Now, all of this is possible for some positive y, given the existence of t and the
ﬁniteness of D. Furthermore, the remaining constraints make the feasible region bounded, and, by scaling weight and threshold
vectors, if necessary, it can be seen that t has a realizable weight vector and threshold vector satisfying these bounds. By solving
this linear program, a consistent k-MMTF can therefore be obtained, and so we have a consistent hypothesis ﬁnder. This method
can be made to run in polynomial time in the logarithmic cost model by using, for instance, Karmarkar’s algorithm [19]. In
particular, if (as in [29,33]) the sample points xi are restricted to domain [k]n, then the running time of the algorithm is bounded
by a polynomial in m(n+ 1), the size of the sample.
5.3. An incremental procedure
Obradovic´ and Parberry [33] proposed an incremental algorithm for ‘learning’ k-MMTFs on the basis of a given sample of
such a function. A slightly modiﬁed version of this algorithm was presented in [29]. These algorithms are generalizations of the
well-known and well-studied perceptron learning algorithm (details of which may be found in [5,37]), which corresponds to the
special case in which k = 1.
The algorithm in [33] maintains a current weight vector w = (w1, w2, . . . , wn) and threshold vector  = (1, 2, . . . , k),
where 1 2 · · · k . Together, these represent a current hypothesis MMTF h. On presentation of an example x ∈ [k]n
together with its classiﬁcation t (x), if h(x)= t (x) the algorithm does nothing, whereas if h(x) = t (x) then the algorithm slightly
altersw and one of the i . The algorithm is, in this sense, incremental. Obradovic´ and Parberry established a result along the lines
of the classical ‘perceptron convergence theorem’, by proving that on any (possibly inﬁnite) sequence of examples from [k]n,
each classiﬁed by some k-MMTF, t, there is an absolute bound on the number of mistakes (and hence updates) the algorithm
can make (this bound depending on t). To prove this, they invoked the classical result for the perceptron.
As a consequence of the ﬁniteness result ofObradovic´ andParberry, the incremental procedure can be used to construct a consis-
tent hypothesis ﬁnder in the casewhere all the examples belong to [k]n. For, given aﬁnite sampleD=((x1, t (x1), . . . , (xm, t (xm)),
we can cycle through these labeled examples repeatedly until no further updates will occur, at which point the current hypothesis
must be consistent with the sample. We will give a direct proof that, more generally, this procedure for ﬁnding a consistent
k-MMTF works when the examples can be in Rn and are not restricted to be in [k]n (which, as already mentioned, was the focus
in [29,33]). First, we describe the consistent hypothesis ﬁnder in pseudo-code.
Algorithm L: Incremental k-MMTF consistent hypothesis ﬁnder
Input: A sample D = ((x1, t (x1), . . . , (xm, t (xm)) of some k-MMTF t.
Output: Weights w1, . . . wn and thresholds 1, . . . , k .
for all i, set wi : =0
for all l, set l : =0
repeat until no updates needed in a complete cycle through D
for i : =1 to m do
let h be the current hypothesis, represented by w and 
if v = h(xi) = t (xi) then
let = t (xi)− h(xi)= t (xi)− v
if < 0 then
update weights and thresholds as follows
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v ← v + 1
l ← l for l = v (i.e., no change)
w ← w − xi
if > 0 then
update weights and thresholds as follows
v+1 ← v+1 − 1
l ← l for l = v + 1 (i.e., no change)
w ← w + xi
return w1, w2, . . . , wn and 1, . . . , k .
end
The k-MMTF corresponding to theweights and thresholds output by the algorithm is called the output hypothesis of the algorithm,
and is denoted L(D).
Ngom et al. [29] considered a slight variant of the procedure suggested by Obradovic´ and Parberry. (The problem they
consideredwas slightlymore general too: theywere interested in incrementally learning ‘permutably homogeneous perceptrons’,
of which k-MMTFs are a special type.) Following their variation of [33], an alternative consistent hypothesis ﬁnder can be devised
that has the following update rule:
if v = h(xi) = t (xi) then
let = t (xi)− h(xi)= t (xi)− v
if < 0 then
update the weights and thresholds as follows
v ← v + = v − ||
l ← l for l = v (i.e., no change)
w ← w − xi = w + ||xi
if > 0 then
update the weights and thresholds as follows
v+1 ← v+1 − 
l ← l for l = v + 1 (i.e., no change)
w ← w + xi
Thus, in this case, the extent by which the weights and thresholds are changed depends on how far h(xi) is from t (xi) and
not merely on the ‘sign’ of the difference. A further possible modiﬁcation is to have a ‘learning rate’ (possibly changing in time)
multiplying the additive changes.
Obradovic´ and Parberry [33] also investigated the performance of an alternative procedure in which weights and thresholds
are updated multiplicatively rather than additively, following Littlestone’s ‘Winnow’ generalization of the standard perceptron
learning algorithm [22]. (Indeed, this is the primary focus of their paper.) They show that this multiplicative algorithm is in
many cases better than the additive one, in that the bound on the number of updates required can be signiﬁcantly smaller. This
multiplicative algorithm can also, in an analogous way, be turned into a consistent hypothesis ﬁnder.
We now give a direct proof that the incremental consistent hypothesis ﬁnder works.
Theorem 8. Given any sample D of a k-MMTF, the incremental consistent hypothesis ﬁnder for k-MLTs will terminate to
produce an output hypothesis L(D) consistent with D. Furthermore, if the examples xi in the sample satisfy ‖ xi ‖ R and if
the k-MMTF t by which the sample points are labeled is represented by weight vectorW and threshold vectorwith the property
that ‖ W‖2+ ‖ ‖2 = 1 and no xi lies on any of the k hyperplanes deﬁned by W and , then the total number of updates (and
hence cycles) required by L is at most (R2 + 1)/
2 where

=min{|〈W, xi〉 −l | : 1 im, 1 l k}> 0.
Proof. The proof is a variant of the proof of the perceptron convergence theorem [5,31,32,37]. Clearly, since the sample is
ﬁnite, there will be a weight vectorW and a threshold vector representing t such that no point of the sample lies on any of the
k hyperplanes (because there is ﬂexibility to perturb the thresholds). By scaling the weights and thresholds if necessary, we can
further assume that ‖ W‖2+ ‖ ‖2 = 1. LetW and  be a ﬁxed choice of such vectors. Denote by w(u) and (u) the weight
and threshold vectors after u updates have been made, and let the components of these be wi(u) and l (u). (Note that w(0) and
(0) are the all-zero vectors.) For some x in the sample, the uth update rule takes the form
w(u)=w(u− 1)+ x,
l (u)=l (u− 1)− .
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Here,  is 1 or −1, according to whether t (x)>h(x) or t (x)<h(x), respectively; and l is, correspondingly, v + 1 or v, where
v = h(x) and h is the current hypothesis (represented by w(u− 1) and (u− 1)). Let N(u) be deﬁned as
N(u)= 〈(W,), (w(u), (u))〉 = 〈W,w(u)〉 + 〈, (u)〉.
Then,
N(u)−N(u− 1)= 〈W, x〉 −l= (〈W, x〉 −l ).
Now, if  = 1, then l = v + 1 and, since v = h(x)< t(x), we have t (x) v + 1 and so 〈W, x〉v+1 + 
, as a consequence
of which (〈W, x〉 − v+1) 
. If, however,  = −1, then l = v and t (x)<h(x) = v, so that 〈W, x〉<v − 
 and hence
(〈W, x〉 −v) 
. In both cases, therefore, N(u)−N(u− 1) 
. It follows that N(u)N(0)+ 
u= 
u.
Now let
L(u)= ‖ (w(u), (u))‖2= ‖ w(u)‖2+ ‖ (u)‖2.
From the fact thatN(u)=〈W,w(u)〉+〈, (u)〉 u
, together with the Cauchy–Schwarz inequality and the fact that ‖ (W,) ‖
=1, we have
L(u)= ‖ w(u)‖2+ ‖ (u)‖2
= ‖ (w(u), (u))‖2
= ‖ (w(u), (u))‖2 ‖ (W,)‖2
 (〈(w(u), (u)), (W,)〉)2
= (N(u))2
 (
u)2.
But, if el denotes the vector with lth entry equal to 1 and all other entries 0, then
L(u)= ‖ w(u)‖2+ ‖ (u)‖2
= ‖ w(u− 1)+ x‖2+ ‖ (u− 1)− el‖2
= ‖ w(u− 1)‖2+ ‖ (u− 1)‖2 + 2 ‖ x‖2 + 2 + 2〈w(u− 1), x〉 − 2〈(u− 1), el〉
 L(u− 1)+ (R2 + 1)+ 2 (〈w(u− 1), x〉 − l (u− 1)) .
Because of the update rule, either v = h(x)> t(x), in which case
< 0, l = v and 〈w(u− 1), x〉 v(u− 1);
or v = h(x)< t(x), and
> 0, l = v + 1 and 〈w(u− 1), x〉< v+1(u− 1).
So, in both cases,  (〈w(u− 1), x〉 − l (u− 1)) 0, and hence
L(u)L(u− 1)+ (R2 + 1)
and so L(u)L(0)+ (R2 + 1)u= (R2 + 1)u. It follows that
(
u)2L(u) (R2 + 1)u
and so u (R2 + 1)/
2, completing the proof. 
Note that the upper bound given in Theorem 8 on the number of updates depends both on t and on the precise points in the
sample (through the dependence on 
). For the standard perceptron (the case k= 1), the case in which only Boolean points (that
is, points of {0, 1}n) have been considered has been of particular interest historically. A counterpart to this in the case k > 1 is to
consider only points of [k]n (as in [29,33]). With this restriction to a ﬁnite domain, for a given t, the parameter 
 can of course
be bounded below independently of the sample. Thus, one can bound the number of updates (and hence cycles) independently
of the sample. It is, however, well-known (in the case k = 1) that this bound can be exponential in n; see [8,26], for instance.
This consistent hypothesis ﬁnder has an appealing on-line, incremental character, but (unlike the method based on linear
programming) it is not efﬁcient. Even when the sample points are restricted to {0, 1}n, the time taken to produce a consistent
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hypothesis will not generally be polynomial inm(n+ 1), the size of the input. For, when k= 1, the algorithm is equivalent to the
consistent hypothesis ﬁnder based on the standard perceptron learning algorithm, and this is known not to be efﬁcient [8]. (There
is a Boolean threshold function t and a set S of n+ 1 examples with the property that the only threshold function consistent with
t on S is t itself and, moreover, the ratio of the largest to the smallest weight in any weight vector representing t is exponential
in n. On presentation of the sample corresponding to S and t, the algorithm will necessarily make an exponential number of
updates to achieve the exponential separation between the largest and smallest weights for most choices of initial weights and
thresholds.)
5.4. Some open questions in the non-monotonic case
We now consider the problem of ﬁnding consistent hypotheses for the general class of multithreshold functions, where
monotonicity cannot be assumed.We focus on the binary classiﬁcation case (the general [k]-valued case being at least as difﬁcult
in the absence of monotonicity). The fact that, in this case (as noted earlier), the classiﬁcations alternate between 0 and 1, rather
than take, successively, the values 0 to kmakes it difﬁcult to adapt the linear programming and incremental approaches to ﬁnding
consistent multithreshold functions. Here, we raise two open questions: ﬁrst, whether a procedure based on a technique proposed
by Takiyama [39] is effective; and, secondly, whether there is any efﬁcient means of ﬁnding a consistent hypothesis, in the
restricted problem where all examples are assumed to be binary vectors.
5.4.1. An incremental method based on a procedure of Takiyama
An incremental ‘learning’ algorithm was proposed by Takiyama [39]. Although he cites some experimental success with the
method, no analysis of its general effectiveness was undertaken. The presentation of the method in [39] is very complex, but
the procedure can be described much more simply. We describe here the modiﬁcation of Takiyama’s method that would be
applicable to cycling through a ﬁnite sample (in the hope of creating a consistent hypothesis). Suppose that a sample D for
some binary-valued multithreshold function t is given. Then the procedure can be described as follows. The numbers a(u) for
u ∈ N constitute some prescribed sequence of positive ‘learning rates’, and the variable u indexes the updates made by the
algorithm.
Input: Sample D = ((x1, t (x1), . . . , (xm, t (xm)) of some {0, 1}-valued
k-threshold function t.
Output: Weights w1, . . . , wn and thresholds 1 2 · · · k
for all i, choose wi randomly
for all l, choose l randomly, satisfying 1 · · · k
repeat until no updates needed in a complete cycle through D
for i : =1 to m do
let h be the current hypothesis, represented by w and 
if h(xi) = t (xi) then
if 〈w, x〉 (1 + 2)/2, then let v = 1
if 〈w, x〉 (k−1 + k)/2, then let v = k
otherwise let v ∈ {2, 3, . . . , k − 1} be such that
(v−1 + v)/2< 〈w, x〉 (v + v+1)/2
if 〈w, x〉 v then
update weights and thresholds as follows
v ← v + a(u)
l ← l forl = v (i.e., no change)
w ← w − a(u)xi
if 〈w, x〉< v then
update weights and thresholds as follows
v ← v − a(u)
l ← l forl = v (i.e., no change)
w ← w + a(u)xi
return w1, w2, . . . , wn and 1, . . . , k .
end
Thus, given an example xi misclassiﬁed by the current hypothesis (represented by w and ), the procedure shifts the threshold
v nearest in value to 〈w, xi〉 and alters the weight vector w, so as to make the quantity 〈w, xi〉 − v decrease or increase, as
appropriate.
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For k 2, the proof of Theorem 8 apparently cannot be adapted to show that this procedure terminates (because the fact that
h(x) = t (x) does not imply either that 〈w, x〉 is too large or that it is too small). We therefore raise the following open question:
Question: Does this procedure terminate for some choice of sequence (a(u))∞u=1? That is, is it a consistent hypothesis ﬁnder?
5.4.2. Computational complexity of ﬁnding a consistent hypothesis
Let us suppose that the domain is restricted to {0, 1}n, so that we are considering the Boolean k-threshold functions (simply
referred to as Boolean threshold functions in the case k = 1). Even if the incremental method described above is indeed, in this
case, a consistent hypothesis ﬁnder, it is not an efﬁcient one, in the sense that the running time will not generally be polynomial
inm(n+1), the size of the input. That this is the case follows from the observation that when k=1, the procedure is equivalent to
the consistent hypothesis ﬁnder based on the standard perceptron algorithm, and, as already noted, this is not a polynomial-time
algorithm.
The question arises therefore whether there can be some other efﬁcient consistent hypothesis ﬁnder for the class of Boolean
k-threshold functions. In the case k=1, there is. For, in this case the consistent hypothesis ﬁnder based on linear programming is
a consistent hypothesis ﬁnder for Boolean threshold functions, and is known to be efﬁcient (by using, for example, Karmarkar’s
algorithm [19], as noted in [12]).
More speciﬁcally, consider the case k = 2 (and, again, Boolean domain {0, 1}n). Corresponding to the problem of ﬁnding a
consistent hypothesis, we have the following ‘consistency problem’:
TWO PARALLEL PLANE SEPARABILITY
Instance: S+ ⊆ {0, 1}n and S− ⊆ {0, 1}n.
Question:Are there two parallel hyperplanes such that all points of S+ lie between the hyperplanes and all points of S− do
not?
Assuming P = NP, if this is an NP-complete problem, then there can certainly be no efﬁcient consistent hypothesis ﬁnder
for 2-threshold functions. Furthermore, since a class of Boolean functions is learnable in the standard PAC model of learning
if and only if the corresponding consistency problem is in RP (as shown in [35], for example), unless TWO PARALLEL PLANE
SEPARABILITY is in RP, there can be no efﬁcient PAC learning algorithm for Boolean 2-threshold functions (unless P = RP).
We therefore raise the following question:
Question: Is TWO PARALLEL PLANE SEPARABILITY NP-complete?
That the answer to this question could be ‘yes’might be suggested by the fact that the consistency problem for the intersection
of two halfspaces is NP-complete [11] (though, here, of course, the halfspaces need not necessarily be deﬁned by parallel
hyperplanes). On the other hand, for the case of single-plane separability, as already noted, the consistency problem can be
solved in polynomial time.
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