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ABSTRACT
Image segmentation is a fundamental problem in medical im-
age analysis. In recent years, deep neural networks achieve
impressive performances on many medical image segmenta-
tion tasks by supervised learning on large manually annotated
data. However, expert annotations on big medical datasets are
tedious, expensive or sometimes unavailable. Weakly super-
vised learning could reduce the effort for annotation but still
required certain amounts of expertise. Recently, deep learning
shows a potential to produce more accurate predictions than
the original erroneous labels. Inspired by this, we introduce
a very weakly supervised learning method, for cystic lesion
detection and segmentation in lung CT images, without any
manual annotation. Our method works in a self-learning man-
ner, where segmentation generated in previous steps (first by
unsupervised segmentation then by neural networks) is used
as ground truth for the next level of network learning. Ex-
periments on a cystic lung lesion dataset show that the deep
learning could perform better than the initial unsupervised an-
notation, and progressively improve itself after self-learning.
Index Terms— Convolutional neural networks, weakly
supervised learning, medical image segmentation, graph cuts
1. INTRODUCTION
Image segmentation is a fundamental problem in medical
image analysis. Classic segmentation algorithms [1] are usu-
ally formulated as optimization problems relying on cues
from low-level image features. In recent years, deep learning
has made much progress on image segmentation tasks (e.g.,
FCN [2], HED [3]), achieved dominant performances on
many medical image segmentation benchmarks, e.g., UNet
[4] is competitive enough for many applications. The suc-
cess of deep learning based segmentation requires supervised
learning on large manually annotated data. However, expert
annotations on big medical datasets are expensive to obtain
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Fig. 1. Examples of the cystic lung lesions with different
severity levels in CT image and their manual annotation (red).
or even unavailable. For example, manual annotation of hun-
dreds of cysts in CT volume dataset (examples shown in Fig.
1) is not feasible for a recent large-sized clinical study of
lymphangioleiomyomatosis (LAM) [5].
To alleviate the annotation burden, researchers exploit
weakly supervised methods for deep learning based segmen-
tation. One direction is to reduce the effort (e.g., time, exper-
tise) for annotation. By combining FCN and active learning,
50% training data is needed to train a model with comparable
performance as training on all data [6]. Another direction
applies image-level annotation by incorporating FCN in a
multiple instance learning framework [7]. However, expertise
from physicians are still needed, such as assigning image-
level annotations and estimating the lesion size.
Recently, deep learning has shown a potential to beat the
teacher (i.e., perform better than the training data labels) [8, 9]
or even self-learn to be an expert without human knowledge
in AlphaGo Zero [10]. Specifically, for some classification
[8] and semantic segmentation [9] tasks, when provided with
data labels with certain amount of errors, deep learning could
produce lower errors than the original erroneous labels. In
addition, with assisting by domain-specific algorithm (e.g.,
Monte Carlo tree search in Go game [10]; GrabCut in image
segmentation [9]), training samples/labels can be generated
to iteratively or recursively update the neural network param-
eters to achieve better performance.
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Fig. 2. Learning to segment medical images without manual annotation. Segmentation networks (level 1 – level n) are
recursively trained with the previous network segmentation as training labels.
In this paper, we propose a very weakly supervised ap-
proach for LAM cyst detection and segmentation. As shown
in Fig. 1, the detection and segmentation of cysts is a chal-
lenging task due to the large number of cysts, greatly varia-
tion of cyst sizes, severe touching of cysts, inconsistent image
quality, and image noise and motion artifact, etc. Moreover, it
is infeasible to obtain manual segmentation on LAM studies.
Our method, differs from weakly supervised methods, can
automatically learn from medical images without any man-
ual pixel- [6], sparse- [9], or image-level [7] annotation and
without pre-training a segmentation network on other labeled
datasets [9]. Starting from classic segmentation techniques,
specifically unsupervised K-means clustering with spatial in-
formation followed by graph cuts [11] refinement, the initial
annotation is generated and serves as labels for a segmenta-
tion network (UNet [4] in this paper) learning. New networks
are then recursively trained with the previous network pre-
dictions as training labels. An improved segmentation net-
work could be trained under two hypotheses: 1) deep learning
might generate better predictions than the training data labels
[8], and 2) better training data labels produce better predic-
tions [10]. Note that the value of K in K-means clustering is
the only value provided to the framework.
2. METHODS
Given a medical image dataset without manual annotation,
our method works in a self-learning manner (Fig. 2), where
the previously generated (first by unsupervised segmentation
then by segmentation networks) pixel-level annotations serve
as inputs for the next level of network learning.
2.1. Unsupervised Segmentation
K-means clustering is an unsupervised segmentation ap-
proach. By involving pixel intensity, average and median
pixel intensities of a local window into a feature space, a spa-
tial K-means [12] classifies the image by grouping similar
pixels in the feature space into clusters. The number of clus-
ters K needs to be manually set in different applications. For
the cyst segmentation in CT images, we set K = 3 to obtain
three clusters. c1, c2, and c3 are the cluster centers, indicating
cyst, lung tissue, and others, respectively.
With c1, c2, and c3, we construct a three-terminal graph
with the energy function consisting of a data term and a pixel
continuity term as in [11]. The data term is assigned as the
squared intensity differences between pixels and the cluster
centers; The pixel continuity term is 0 when two neighboring
pixels values are the same, and δ otherwise (δ = 0.003 through
empirical evaluation on our data). Then, max-flow algorithm
[11] is used to optimize the energy function, and the global
optimal pixel labels are obtained.
2.2. Segmentation Network
After obtaining the initial annotation for all the images in the
dataset by using spatial K-means graph cuts, UNet is used as
the network architecture to learn a better segmentor because
of its efficiency and accuracy for medical image segmentation
[4]. UNet is constituted of four layers of contraction (pooling)
and four layers of expansion (up-convolution). Skip connec-
tions from contracting path to expansive path strengthen con-
text information in higher resolution layers.
During UNet training, the inputs are raw CT images with
original resolution, and the outputs are 1-channel annotations
(cross-entropy loss is utilized). The training focuses on dis-
tinguishing between cysts and lung tissues and ignoring back-
ground labels. One critical problem in training UNet for med-
ical images is that the label/class distribution can be highly
imbalanced, e.g., much more positive samples than negative
or vice versa. In our experiments, we use the distribution of
cysts and lung tissues in the image to balance the positive and
negative classes in loss function as in [3]. We also avoid sam-
pling empty CT slices (no cyst in the slice) in the training.
2.3. Recursive Learning
The trained UNet will become its own teacher – it is applied
to segment all the CT images in training set to generate a new
set of pixel-level cyst labels, which will be used as the new
ground truth to train a next level UNet. The network parame-
ters of the previous UNet are transferred to initialize the next
network, and a lower learning rate is used to train the next
network. The self-learning terminates when the similarity be-
tween successive segmentation is larger than a threshold.
3. EXPERIMENTAL METHODS
In this study, we evaluated our method on a LAM dataset. A
total of 183 CT volumes from patients with LAM in a natural
history protocol were studied. High resolution CT scans of
the chest were obtained. The scans contained 9-13 slices and
the slice thickness ranged from 1 to 1.25 mm at 3-cm inter-
vals. Each CT slice is with 512×512 pixels.
The UNet is implemented using Caffe [13]. We train the
UNet model from scratch. Three UNet models are trained
progressively in the recursive framework, named as UNet-
level1, UNet-level2, and UNet-level3, respectively. The ini-
tial learning rate is 1×10−7 for UNet-level1 and decreases by
a factor of 10 for every next level thanks to transfer learn-
ing from previous level. Each UNet-level is trained for 50k
iterations. Mini-batch of 1 image since it provides better per-
formance (than 5, 10, etc.) in a preliminary experiment. The
proposed method is tested on a DELL TOWER 7910 work-
station with 2.40 GHz Xeon E5-2620 v3 CPU, 32 GB RAM,
and a Nvidia TITAN X Pascal GPU of 12 GB of memory.
Our model is trained on 166 CT volumes. The remaining
17 volumes including 5 mild, 6 moderate, and 6 severe cases
are left out as unseen testing data. To evaluate the segmen-
tation performance, a medical student manually detect and
segment one slice from each of the 17 testing volumes. The
manual segmentation was tedious that it took 4 working days.
Quantification metrics include Dice coefficient and absolute
difference of cyst scores (ADCS). Cyst score is defined as the
percentage of lung region occupied by cysts, which is a criti-
cal clinical factor in LAM assessment [5].
It’s worth mentioning that differing from traditional con-
cept of training set, our model does not learn from any manual
annotation from the 166 training data (which is not available),
therefore, these data can also be seen as testing data for per-
formance evaluation. Six images (from 6 CT volumes) with
large ADCS between unsupervised segmentation results and
UNet results are additionally selected from the 166 dataset.
Manual segmentation is then conducted on these slices for
evaluation of the progressive improvement of our framework.
In addition, we compare our method with the cyst segmen-
tation method in [5] where semi-automated thresholding fol-
lowed by some postprocessing techniques were used.
4. RESULTS
Table 1 shows the performance on unseen images. 15 out of
the 17 images are with good image quality while 2 are noisy.
Table 1. Performance comparison on 17 unseen CT images.
SK-GC: spatial K-means graph cuts; ADCS: absolute differ-
ence of cyst scores. Bold indicates the best results.
Dice (%) ADCS (%)
Semi-automated [5] 62.64 8.34
SK-GC (teacher) 74.67 3.71
UNet-LV.1 (student) 75.41 3.65
UNet-LV.2 (student) 75.87 3.38
UNet-LV.3 (student) 74.94 4.56
Table 2. Performance comparison on 6 CT images with large
ADCS between SK-GC and UNet from learning set. SK-GC:
spatial K-means graph cuts; ADCS: absolute difference of
cyst scores. Bold indicates the best results.
Dice (%) ADCS (%)
Semi-automated [5] 79.05 5.19
SK-GC (teacher) 70.39 11.25
UNet-LV.1 (student) 82.25 2.89
UNet-LV.2 (student) 82.65 1.98
UNet-LV.3 (student) 81.93 3.42
Student (i.e., UNet) learning could achieve higher segmen-
tation accuracy than its teacher (i.e., spatial K-means graph
cut, SK-GC), but the self-improvement seems to stop at level
3. The same trends could be observed in Table 2, where the
performance on images from the learning set is shown. In
these 6 CT images with large ADCS between SK-GC and
UNet, compared to manual annotation, UNet learning per-
forms substantially better than SK-GC. The lower Dice of
UNet in Table 1 compared to which in Table 2 is mainly
caused by the lower Dice values from the 5 mild cases, where
both SK-GC and UNet have Dice values around 60%. Our
proposed self-learning method is also more accurate than the
semi-automated method [5].
Three examples in Fig. 3 show how the proposed strategy
recursively improves the segmentation performance itself.
Given inaccurate segmentation provided by SK-GC, one level
of UNet learning (UNet-LV.1) can already correct most over-
segmentation and undersegmentation of cysts, thus achieve
both higher sensitivity and higher specificity. Higher levels of
UNet tend to obtain more accurate cyst boundaries especially
for the overlapping cysts. The whole training process takes
about 17 hours and testing is 0.13 sec./slice.
5. CONCLUSIONS
We report the first results of very weakly supervised learning
to detect and segment cysts in lung CT images without man-
ual annotation. By first learning from classic unsupervised
segmentation, deep learning shows its potential to perform
even better after a few levels of self-learning. In future work,
we will extend this method to segment other medical images.
CT slice SK-GC UNet-LV.1 UNet-LV.2 Manual annotation
Fig. 3. Three examples (2 good image quality and 1 noisy) show segmentation results obtained by SK-GC, UNet-level1 and
UNet-level2, given manual annotation as reference. UNet-level3 is not shown due to space constraint.
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