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L’Association pour la
recherche sur le cancer
Otherwise known as … l’ARC
(pronounced ‘lark’).
What is it famous for? Being one of
France’s largest medical research
charities and the best known, as far
as the French public is concerned,
because of its strong media presence.
Does it have much money to give away?
L’ARC’s income in 1999 was
FFr317 million (£32 million), three
quarters of which went into funding
research. Although this might not
seem a lot, l’ARC — together with
the other major French cancer
charity, La Ligue Nationale Contre le
Cancer (LNCC) — has an important
role in plugging the gaps left by the
stagnant budgets of CNRS and
INSERM, France’s public research
agencies. Indeed, there are few
biomedical scientists in France who
have not benefited from l’ARC
funding at one time or another.
So it’s not all ‘cancer research’ then?
L’ARC is considered very progressive
and is known for its willingness to
fund basic research that might seem
far-removed from the cancer patient.
To give an idea of l’ARC’s breadth of
coverage, this journal published 15
research articles that originated from
French labs last year; 11 of these, with
subject material ranging from neuron
specification in frogs to blastomere
fate in the zebrafish, acknowledged
l’ARC for part-funding.
What else does l’ARC spend its money
on? Last year, 410 stipends for
graduate students and postdocs were
disbursed by l’ARC to the tune of
FFr50.6 million (£5.2 million). These
stipends, or bourses, are hard to come
by in France and l’ARC’s support in
this area is seen as a lifeline,
particularly as French graduate
students almost invariably take four
years to complete their doctoral
studies, and government support
lasts only three years.
Where does the money come from?
L’ARC raises almost all its money
from public donations and legacies,
relying heavily on its media
presence. The charity is firmly
associated in the public mind with
the founder of l’ARC, Jacques
Crozemarie (or Crozy as he is
familiarly known), who until recently
made regular televised appeals (in a
white lab coat, although he has never
been a physician or scientist).
Advertisements in the press have
been accompanied by signed
photographs of Crozy.
How did l’ARC begin? L’ARC’s
forerunner, created in 1962 by
Crozemarie, was the fund-raising
body for the Institut Gustave-Roussy
and several other cancer research labs
based in the Paris suburb of Villejuif.
It became a national charity in 1979
and since then has been the subject
of some well-publicised controversies.
Why is it in the news? Crozemarie is
alleged to have embezzled
FFr300 million (£30.6 million) of the
charity’s funds. He appeared in court
in June — along with 25
others — accused of diverting the
funds into Swiss bank accounts
through an elaborate scheme of false
and inflated invoices. The scandal,
which was made public in December
1994, has been described by the
French media as “the biggest racket
involving a charity this century.” In
1993, before its name fell into
disrepute, l’ARC’s income was
FFr581.2 million (£59.3 million). But
according to France’s national audit
commission, which has been
investigating the charity’s accounts,
less than one-third of l’ARC’s income
was spent funding research in 1993.
Public generosity towards medical
charities in general dropped sharply
when the scandal broke. 
Has l’ARC recovered? The installation
of Michael Lucas — the former head
of the watchdog body that exposed
the financial irregularities of the
charity — as the new president of
l’ARC in 1996 and a purge of l’ARC’s
administrative council, seem to have
helped rebuild public confidence, if
the steady increase in donations is
anything to go by.
What will happen to Crozemarie? He
could face imprisonment for up to
five years but his fate hangs in the
balance as the French judiciary, like
the rest of the country, grinds to a
halt for the summer holidays.
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At one level we can say that we know
exactly what human memory
is — the learning of new information
involves changes in the synaptic
connections between neurons
specialised for the storage of
information. This is known from in
vivo studies of simple invertebrates
and there is no reason to suppose
that these fundamental mechanisms
do not also apply to humans. We also
know which regions of the brain are
specialized for memory and that
various neurotransmitters are
involved in memory, notably
acetylcholine, the neurotransmitter
known to be massively depleted in
Alzheimer’s disease.
But how does this anatomical and
physiological knowledge enable us to
understand the different types of
memory, or how any given piece of
knowledge is derived from a
particular combination of synaptic
connections? Quite simply we have
no idea at present and for this reason
we have to think of memory at two
levels: biological and psychological.
Eventually, the two sources of
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knowledge might merge into a single
account of memory but at present
the gap between the two areas of
research is enormous.
Neuroanatomy of human memory
Damage to two main regions of the
brain can cause severe loss of
memory, or amnesia. The first of
these is the hippocampal formation
(see Figure 1). Operations in which
its structures have been removed to
cure epilepsy cause amnesia. More
convincingly, patients who have
suffered small strokes affecting only
the hippocampal formation
experience severe amnesia.
A second brain region concerned
with memory is the diencephalon.
Haemorrhaging in the diencephalon
(in Korsakoff’s Syndrome) results in
dramatic loss of memory; strokes in
this region can also have the same
effect. The hippocampus has a large
efferent pathway, known as the
fornix, which terminates in the
mamillary bodies. Lesions of the
fornix have also caused significant
loss of memory.
The various structures mentioned
so far are all part of a circuit known as
the limbic system (Figure 1). The fact
that damage to any of the structures
can cause amnesia has led many to
propose that memory is mediated by a
‘circuit’ in which, rather like an
electrical circuit, damage anywhere
will have the same effect.
A psychological model of memory
Although there are some
disagreements as to the psychological
basis of memory, there is broad
agreement on a ‘modal’ model for
memory. The model is essentially
based on information processing,
where memory is conceived of as a
series of ‘stores’ between which
information flows. Three types of
basic store are identified: sensory
store, short-term store (STS), and
long-term store (LTS) (see Figure 2).
(These terms should not be confused
with the commonly used phrases,
‘short-term memory’ and ‘long-term
memory’, which memory theorists
avoid because they are used very
imprecisely to indicate periods of
time over which information is held.
In contrast, STS and LTS refer to
hypothetical brain structures with
assumed properties. ‘Working
memory’ is another term that often
crops up — for the purpose of this
article working memory is best
considered to be a more detailed
aspect of STS.)
The sensory store provides
short-lived storage of the perceptual
input — visual information, known
as ‘iconic memory’, is thought to last
about half a second, whereas auditory
information, ‘echoic memory’, lasts
several seconds. Information then
passes into STS; this represents the
locus of conscious mental activity in
which incoming information interacts
with previously stored knowledge to
direct a response.
Previously stored knowledge
resides in LTS. Information enters
via a process known as ‘encoding’
and, once in LTS, is accessed by a
process called ‘retrieval’. STS has a
very limited capacity — this is
indicated by the digit-span test in
which subjects are required to repeat
back a series of random digits
immediately. Adults typically
manage about seven digits before
they start making mistakes. In
addition the information in STS is
actively stored, rather like the
memory of a calculator, and can be
lost if there is some form of
distraction. Information in LTS is
thought to be passively stored
because it has undergone the
process of ‘consolidation’ in which
new memories come to be
represented in terms of new patterns
of synaptic interconnections.
Biological evidence
Patients with amnesia provide good
evidence for the distinction between
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Figure 1
The limbic system of the brain. The
hippocampal formation comprises the
hippocampus itself (which has four fields, CA1
to CA4) and associated structures including
the dentate gyrus (pink) and the entorhinal
cortex (blue). These structures all lie within the
medial temporal lobe of the cerebral cortex.
The other areas concerned with memory lie in
an area called the diencephalon, these are the
mamillary bodies, the dorso-medial nucleus of
the thalamus and the mamillothalamic tract.
The fornix links the hippocampus and the
mamillary bodies. The circuitry of the limbic
system is completed by projections from the
dorso-medial nucleus to the pre-frontal cortex,
from which efferent pathways return to the
hippocampal formation. (Brain diagram
adapted with permission from Bloom FE,
Lazerson A: Brain, Mind and Behavior, 2nd
edn. New York: WH Freeman; 1988.)
Spinal cord
Mamillary
body
Pre-frontal
cortex
Fornix
Thalamus
CA4
Hippocampal formation  Current Biology
CA3CA2
CA1
STS and LTS . Their performance in
the digit-span test, which requires
only STS, is normal but performance
in the story recall test, with its
demands on LTS is very poor.
Similar effects can be demonstrated
in normal people given the drug
scopolamine, which impairs action of
acetylcholine; patients given
scopolamine perform normally on
digit-span but have markedly
impaired story recall.
Biological evidence also bears on
the distinction between encoding and
retrieval. Amnesia takes two basic
forms: ‘anterograde’, in which there is
an inability to remember new
information, and ‘retrograde’, in
which the patient fails to remember
information acquired before their
brain injury. If encoding and retrieval
were linked in some essential way we
would expect these two forms of
amnesia to be correlated with one
another but they are not, suggesting
independent mechanisms. Data from
normal humans also support this. The
drug imipramine when given to
normal volunteers impairs the
learning of new information but does
not interfere with retrieving
information learned before the drug
was administered.
The nature of LTS
LTS has been described as if it were
some single, large structure
containing all our stored knowledge.
In fact, there is abundant evidence
that LTS has different independent
components. There is a proposed
division between so-called
‘procedural’ and ‘declarative’
memory. Procedural memory is
defined as information we possess
but which we cannot describe
verbally. Procedural memory is
typified by skills such as typing, and
playing a musical instrument. Thus
when a typist is asked how to type
the word ‘caterpillar’ he or she will
make the finger movements to
provide the answer.
It is important to note that
procedural memory is not a single
entity; rather, a number of memory
skills have a procedural quality. We
know this because comparisons of
people’s ability on different forms
of procedural memory task do not
correlate — which they should if
procedural memory were a single
structure.
Declarative memory represents all
knowledge that can be consciously
accessed and expressed symbolically
through speech and writing. There is
a lively debate as to whether
declarative memory is a single system
or whether it has two separate
components: ‘semantic
memory’ — our knowledge of
language, concepts or facts — and
‘episodic memory’ — our personal
autobiographical knowledge of the
past. Two lines of evidence bear on
this issue: evidence from the
relatively new field of functional
neuroimaging (see green box) and the
breakdown of LTS in human amnesia.
Amnesia and LTS
Studies of amnesic patients have
shown that they perform well on
various tests of procedural memory.
Thus, as well as showing the
preservation of existing skills,
amnesic patients have also been
shown to acquire new skills (for
example, typing). The perceptual
learning of amnesic patients — the
ability to analyse and identify new
visual forms — also seems to be
normal. As amnesia is typically
caused by damage to the limbic and
frontal lobe structures, this evidence
strongly indicates that memory
systems with procedural
characteristics are not mediated by
structures in the limbic system.
By contrast, declarative memory
is impaired in amnesic patients; they
have immense problems retaining
any form of factual or event-based
knowledge. The limbic and frontal
structures must therefore be directly
concerned with declarative memory.
But what about the finer
distinction between episodic and
semantic declarative memory? It is
well known that amnesic patients fail
to acquire new vocabulary (the much
studied amnesic patient HM has
learned only six new words since his
temporal operation in 1953) as well
as failing to remember ongoing
personal events. This seems to
support the idea of a single
declarative memory system. But it
might be that episodic memory helps
us to acquire new semantic memory.
For example, your recall of the word
‘hippocampus’ might depend on your
remembering reading this article.
Crucial evidence in this debate
has centred on the nature of
retrograde amnesia. Various
researchers have claimed that
retrograde amnesia is principally a
failure of episodic memory. Although
it is true that memory for episodes is
severely impaired in amnesia there is
now good evidence that the semantic
type of memory is also affected.
Thus, retrograde amnesia results in a
failure to recognise people from the
past and failure to define words and
concepts introduced before the brain
injury. Interestingly both these kinds
of impairment become more severe
for information acquired closer to the
brain injury — a phenomenon
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Figure 2
The current modal model for memory, in which information flows between a series of stores.
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known as the ‘temporal gradient’.
Explanation of this phenomenon
remains a mystery although some
have suggested that it reflects the
time-course of consolidation. The
fact that temporal gradients can
extend back 20 years makes this a
difficult explanation to accept.
The roles of different structures
Limbic and frontal structures are
best thought of as mediating
declarative memory but what role do
these different structures play in the
process of memory? The
hippocampus is divided into four
‘fields’ and one of these, CA1,
receives inputs from all parts of the
prefrontal cortex. Moreover, neurons
in CA1 have a very high degree of
interconnectivity. Memory for an
event is thought to represent the
integration of different aspects of
information and, although there is no
direct proof, it is thought that CA1
provides the anatomical basis and
that other parts of the hippocampal
formation ‘fix’ a particular event and
then mediate storage of that event in
the temporal cortex.
Far less is known about the
function of diencephalic structures in
memory but one idea is that these
are involved in encoding information
which enables the time-based
characteristics of a memory to be
established. The frontal lobes are
generally thought to be involved in
more ‘strategic’ aspects of memory.
These strategic processes involve the
operations used to determine what
aspects of an event are encoded and
those that control how memories are
retrieved. Thus, studies of patients
with frontal lesions have shown that
their free recall of information is
often poor but improves dramatically
with prompting. Also their learning
processes often reveal a failure to
attend to the most relevant aspects of
an event. There is also evidence that
the pre-frontal cortex is crucial for
determining the truth of memories
because, quite often in frontal lobe
damage, patients suffer from ‘illusory
memory’ or ‘confabulation’ in which
they tend to remember things that
have not actually happened.
It should be obvious that the
study of human memory is complex,
not least because the problems can
be approached on two
fundamentally different levels —
the biological and the psychological.
There is progress in both these
domains but it will be a long time
before they come together to
provide a single explanation of
human memory.
Key references
Baddeley AD: The Psychology of Human
Memory. Hove: Psychology Press; 1997.
Baddeley AD: Essentials of Human Memory.
Hove: Psychology Press; 1999.
Parkin AJ: The hippocampus is the key. Curr
Biol 1996, 6:1583-1585.
Parkin AJ: Memory and Amnesia: an
Introduction. Hove: Psychology Press; 1997.
Parkin AJ: Novelty, association and the brain
Curr Biol 1997, 7:R768-R769.
Squire LR: Memory and Brain. New York:
Oxford University Press; 1987.
Address: Experimental Psychology, University
of Sussex, Brighton BN1 9QG, UK.
Correspondence
A latrophilin/CL-1-like
GPS domain in
polycystin-1
C.P. Ponting*,
K. Hofmann† and
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Autosomal dominant polycystic
kidney disease (ADPKD) is a
common inherited disorder
(incidence of 1 in 1,000), the cardinal
manifestations of which are renal and
liver cysts and intracranial aneurysm.
The gene defective in the most
common and severest form of
ADPKD, PKD1, is broadly expressed
and encodes a 4,302 amino acid
plasma-membrane protein,
polycystin-1 (PKD1) [1–3]. Despite
detailed knowledge of the domain
architecture for the majority of the
PKD1 sequence (Figure 1), little is
known of PKD1 function.
Identification of PKD1 mutations has
been hampered by the presence of
numerous PKD1 homologues
elsewhere on chromosome 16 [2] and
in vitro expression of full-length
PKD1 is yet to be reported.
Here, we report the identification
of three previously unrecognised
domains in PKD1 that are likely to
possess distinct carbohydrate-, lipid-
and protein-binding functions. These
domains were identified using PSI-
BLAST database searches [4,5] with
an expect-value (E-value) inclusion
threshold of E < 0.01. Independent
evidence was provided using a
generalised profile analysis method
[6], in which the significances of
findings were better than p < 0.01 in
Magazine R585
In functional neuroimaging, a range of
different techniques are used to indicate
which parts of the brain are receiving
most blood flow and are, hence, most
active. Normal people are given memory
tasks while undergoing functional
neuroimaging. Such studies have
confirmed much of what was already
known about the neuroanatomical basis
of memory but the evidence has also
thrown up some new issues and
addressed some controversies.
First, neuroimaging studies have
indicated different patterns of activation
when people are answering questions
about episodic and semantic memory —
contradicting the evidence from
amnesia. Studies have also highlighted
the role of the frontal lobes of the brain
in encoding and retrieval, although the
original view that the left frontal region
mediated encoding and the right
mediated retrieval is now in some doubt.
A more robust finding is the
demonstration of frontal lobe involvement
in the setting up of new links between
objects (known as ‘association’) and the
hippocampal involvement in detecting
that an object is novel (‘stimulus novelty’).
Most interesting, perhaps, has been the
discovery that a little-known parietal lobe
structure, the right precuneus, is active
during retrieval — a finding that is
stimulating various ideas about how
the various elements of a memory might
be brought together during the process
of retrieval.
Functional neuroimaging
