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The flux of ultra-high energy cosmic rays has been measured with unprecedented precision at
the Pierre Auger Observatory. We report an update of the all-sky flux of cosmic rays above
3×1017 eV obtained by combining four independent data sets. These measurements are based
on data from the surface detector arrays (divided into two sets according to the shower zenith
angle), from a nested, denser, detector array, and hybrid events measured simultaneously with
both the fluorescence detector and the surface detector array. The spectral features are presented
in detail and the systematic uncertainties are addressed. The huge amount of data collected to date,
with a total exposure exceeding 50,000 km2 sr yr, together with the wide range of sky observed
(in declination from −90◦ to 45◦) also allow us to measure the energy spectrum from different
regions of the sky. We present the results of the search for a dependence of the measured flux on
the declination of the incoming directions.
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1. Introduction
Over a century after their discovery, the measurement of the energy spectrum of ultra-high en-
ergy cosmic rays (UHECRs) remains as one of the main issues within the field, being fundamental
to the unveiling of the origin of these particles and understanding their propagation. The Pierre
Auger Observatory [1, 2] has collected high-quality data for more than 10 years, which has already
led to a measurement of the flux of UHECRs above 3×1017 eV with unprecedented statistics. Two
relevant spectral features have been established beyond doubt: the hardening in the spectrum at
about 5×1018 eV (the ankle), and a strong suppression of the flux at the highest energies. The ac-
curate measurement of the spectrum, combined with results from the study of the mass composition
and of the distribution of the arrival directions of the primaries over the sky, presents a challenge
for astrophysical modelling of origin and propagation of UHECRs [3].
The energy spectrum can also be exploited to study the distribution of cosmic-ray sources by
searching for a flux variation with declination (δ ) of the incoming directions. This study is of
particular interest to the discussion of the difference seen in the suppression region between the
spectra measured by Auger and by the Telescope Array (TA) experiment [4], which, despite being
still compatible within the quoted systematic uncertainties of both experiments, is not understood
so far. We also expect to find a δ -dependence of the measured flux compatible with the hint of a
dipole anisotropy for cosmic rays with energies above 8×1018 eV recently reported in [5, 6].
This paper deals with the energy spectrum of UHECRs obtained by combining the measure-
ments of the surface detector array (SD) and the fluorescence detector (FD). The SD, spread over an
area of 3000 km2, is composed of a baseline array of 1600 water-Cherenkov detectors separated by
1500 m in a hexagonal grid, and a smaller nested array of 49 additional detectors spaced by 750 m
covering an area of 24 km2. The FD comprises 27 telescopes at 5 perimeter buildings viewing the
atmosphere over the array. The hybrid technique developed exploits the large aperture of the SD,
operating continuously, as well as the calorimetric measurement of the shower energy deposited in
the atmosphere obtained with the FD which, by contrast, has duty cycle limited to clear moonless
nights (13%). This allows energy-spectrum measurements weakly reliant upon shower simulations.
2. Measurements of the cosmic-ray energy
The FD allows the measurement of the electromagnetic energy released by the shower in the at-
mosphere as a function of the atmospheric depth, dE/dX . The total primary energy is then derived
by integrating this longitudinal profile over the X-range and adding an estimate of the so-called “in-
visible energy” carried into the ground by high-energy muons and neutrinos. The shower-energy
estimated with the FD, EFD, has a total systematic uncertainty of 14% [7]. The hybrid measure-
ment is based on the selection and reconstruction of showers observed by the FD in coincidence
with at least one SD station, which enables an accurate determination of the shower geometry and
consequently of the energy of the primary particle. To ensure good energy reconstruction, only
events that satisfy strict quality criteria are accepted [8].
The SD samples the shower particles that reach the ground. The intensities of the signals
registered in the stations of the SD are used to quantify the shower size and the impact point of the
shower axis on the ground. The reconstruction technique used depends upon the zenith angle (θ )
10
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SD-1500 m SD-750 m Hybrid
vertical inclined
Data-taking period 01/2004–12/2014 01/2004–12/2013 08/2008–12/2014 11/2005–12/2013
Exposure [km2 sr yr] 42500±1300 10900±300 150±5 1500±20 at 1019 eV
Zenith angle [deg] 0-60 60-80 0-55 0-60
Threshold energy 3×1018 eV 4×1018 eV 3×1017 eV 1018 eV
Number of events 102901 15614 61130 9346
Number of hybrid events 1731 255 469
Energy scale (A) (0.1871 ± 0.004) EeV (5.71±0.09) EeV (12.87± 0.63) PeV
Energy scale (B) 1.023 ±0.006 1.01±0.02 1.013±0.013
Energy resolution [%] 15.3±0.4 19±1 13±1
Table 1: Summary of the experimental parameters describing the different data sets used to measure the
energy spectrum at the Pierre Auger Observatory.
of the incoming direction which defines the amount of atmosphere traversed by the shower, and
therefore the level of attenuation of the shower components. We distinguish between cosmic-ray
showers with θ<60◦, defined as vertical events, and those with 60◦<θ<80◦, defined as inclined.
For vertical events, the energy estimator is the observed signal S(ropt) at an optimal distance
ropt from the shower axis [2]. The energy estimators are S(1000) and S(450) for the 1500 m and
750 m arrays respectively. For a given energy, the value of S(ropt) decreases with θ , due to the
attenuation of the shower particles in the atmosphere and geometrical effects. The Constant Inten-
sity Cut method is used to correct the energy estimator S(1000) (S(450)) for the θ -dependence and
estimate the signal S38 (S35) that the shower would have produced at the median zenith angle of 38◦
(35◦). Inclined events are reconstructed using a different procedure [9] since muons dominate the
SD signals, developing asymmetric footprints at ground due to the geomagnetic field. The energy
estimator, N19, is defined as the normalisation of the muon content of a particular event relative to a
reference 2D muon distribution at ground, derived from simulated proton showers with an energy
of 1019 eV for a given arrival direction. N19 is thus independent of the zenith angle. To ensure a
good reconstruction, only events well-contained in the SD array are selected. This fiducial trigger
requires that the detector with the highest signal is enclosed in a hexagon of 6 active stations.
The absolute calibration of the SD is inferred from a high-quality subset of hybrid events used
to calibrate the SD energy estimators with the calorimetric energies measured with the FD (full
details in [9, 10, 11]). Only events with energies in the range of full efficiency of the SD (see values
in Table 1) are used in the calibration. Here we update the SD energy scale using hybrid data up to
31 Dec 2013, increasing the data samples by about 20% with respect to those used previously. The
correlations between the different SD energy estimators and EFD are well described by a simple
power-law function EFD = A(Sˆ)B with Sˆ= S38, S35 or N19. We fit this function to the selected data
using a tailored maximum-likelihood method [12] (see Fig. 1). The best-fit parameters are given
in Table 1. Although statistical uncertainties of the calibration constants A and B affect the SD
energy scale, their contribution is small (at the few % level), decreasing as the number of events
increases. The main contribution to the systematic uncertainty in the SD energy scale comes from
the uncertainties on EFD that are correlated between different showers. This means that the SD
shares the uncertainty of the FD energy scale of 14%.
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Figure 1: Correlation between the energy estimators
(see text) and the energy FD energy. S38 and S35 are
given in units of Vertical Equivalent Muon or VEM,
corresponding to the signal produced by a vertical
muon traversing the detector through its center. Since
N19 is a scaling factor it is dimensionless.
The resolution in the SD energy is
computed from the distribution of the ratio
A(Sˆ)B/EFD for the hybrid events used for the
calibration, assuming a fixed FD energy res-
olution of 7.6%. The resulting average reso-
lutions are reported in Table 1.
3. Energy spectrum
The final step in measuring the energy
spectrum is a precise determination of the ex-
posure for the observations. Above the en-
ergy for full detector efficiency, the calcula-
tion of the SD exposure is based solely on the
determination of the geometrical aperture of
the array for the corresponding zenith-angle
interval and of the observation time. The
choice of a fiducial trigger based on active
hexagons allows one to exploit the regularity of the array, and to compute the aperture simply as
the sum of the areas of all active hexagons. The calculation of the hybrid exposure is more com-
plex. It relies on a detailed time-dependent Monte Carlo (MC) simulation which exactly reproduces
the data taking conditions and includes the response of the Hybrid detector [8]. The result is an
exposure growing with shower energy above the threshold energy of 1018 eV.
A correction must be applied to the measured flux to account for the effect of the finite resolu-
tion in the energy determination, responsible for bin-to-bin event migration. For a steeply-falling
spectrum, upward movements of reconstructed energies into a given bin are not compensated by
movements from the opposite direction. The net effect is that the measured spectrum is shifted to-
wards higher energies with respect to the true one. For the hybrid measurement, this is corrected by
calculating the exposure as a function of the reconstructed energy instead of the input energy in the
MC. For the SD measurements, a forward-folding approach is applied. MC simulations are used
to generate a bin-to-bin migration matrix that accounts for all the resolution effects and physical
fluctuations in shower development. The matrix is then used to find a flux parameterisation that
fits the measured data when forward-folded, using a binned-maximum likelihood approach assum-
ing Poisson statistics. The forward-folded spectrum is finally divided by the input flux to obtain
the correction factor which is in turn applied to the measured binned spectrum to obtain the true
spectrum. This correction is slightly energy dependent but is below 15% over all of the E-range.
Here we present an update of the measurements of the energy spectrum derived from vertical
SD data sets recorded by both the 750 m and 1500 m arrays up to 31 Dec 2014, and hybrid data up
to 31 Dec 2013. Moreover, we report the spectrum derived from inclined events recorded by the
1500 m array up to 31 Dec 2013, recently published in [13]. Values of the corresponding exposures
are given in Table 1, together with other experimental parameters describing the data. Note that
the exposure for the vertical SD-750 m data set is double the value reported previously in [14].
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Figure 2: Left: energy spectra derived from SD and hybrid data recorded at the Pierre Auger Observa-
tory. The error bars represent statistical uncertainties. The upper limits correspond to the 84% C.L. Right:
fractional difference between the Auger spectra and a reference spectrum with an index of 3.26.
However, the number of hybrid events does not reflect the increase of exposure accumulated in
2013 due to the adoption of more stringent selection criteria from [8].
The four independent measurements of the energy spectrum of cosmic rays are shown in Fig. 2.
The differential fluxes are also displayed as fractional differences with respect to a reference spec-
trum with an index of 3.26 1. The comparison shows that all spectra are in agreement within
uncertainties. The four independent measurements of the energy spectrum of cosmic rays are then
combined using a method that takes into account the systematic uncertainties of the individual
measurements. The systematic uncertainties of the SD-1500 vertical and inclined fluxes are 5.8%
and 5%, respectively. The one of the SD-750 m flux decreases from 14% at 1017.5 eV to less
than 7% above 1018.5 eV. Similarly, the hybrid flux’s uncertainty decreases from 10% at 1018 eV
to less than 6% above 1019 eV. In this procedure, the flux normalisations are used as additional
constraints to derive the flux scaling factors needed to match them: (5.7± 0.2)% for the vertical
spectrum, (−0.1± 0.8)% for the inclined spectrum, (1.8± 4.3)% for the SD-750 m spectrum and
(−5.8±2.4)% for the hybrid spectrum.
The characteristic features of the combined energy spectrum, shown in Fig 3, have been
quantified by fitting a model that describes a spectrum by a power-law below the ankle J(E) =
J0 (E/Eankle)−γ1 and a power-law with a smooth suppression at the highest energies:
J(E) = J0
(
E
Eankle
)−γ2 [
1+
(
Eankle
Es
)∆γ] [
1+
(
E
Es
)∆γ]−1
. (3.1)
Here, γ1 and γ2 are the spectral indices below and above the ankle energy Eankle, respectively, Es is
the energy at which the differential flux falls to one-half of the value of the power-law extrapolation
from the intermediate region, ∆γ gives the increment of the spectral index beyond the suppression
region, and J0 is the normalisation of the flux, taken as the value of the flux at E = Eankle. The
1Reference spectrum: Jref = 2.51×1042 (E/eV)−3.26 eV−1 km−2 sr−1 yr−1, fitted to the SD-1500 m vertical differ-
ential flux in the energy bin corresponding to log10(E/eV) = 18.55 (bin width of 0.1), which contains 29371 events.
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Figure 3: The combined energy spectrum of cosmic-rays as measured by the Auger Observatory, fitted with
a flux model (see text). Only statistical uncertainties are shown. The systematic uncertainty on the energy
scale is 14%. The number of events is given above the points, which are positioned at the mean value of
log10(E/eV). The upper limits correspond to the 84% C.L.
result of the best fit is shown in Fig. 3 and the corresponding parameters are presented in Table 2,
quoting both statistical and systematic uncertainties.
J0 [eV−1km−2sr−1yr−1] Eankle [EeV] Es [EeV] γ1 γ2 ∆γ
(3.30±0.15±0.20)×10−19 4.82±0.07±0.8 42.09±1.7±7.61 3.29±0.02±0.05 2.60±0.02±0.1 3.14±0.2±0.4
Table 2: Best-fit parameters, with statistical and systematic uncertainties, for the combined energy spectrum
measured at the Pierre Auger Observatory.
The combined spectrum shows a flattening above the ankle, Eankle = 4.8×1018 eV, up to the
onset of the flux suppression. This suppression is clearly established with a significance of more
than 20σ (the null hypothesis that the power law above the ankle continues beyond the suppression
point can be rejected with such confidence). The spectral index in the region of the suppression is
less certain due the low number of events and large systematic uncertainties.
A spectral observable in the GZK [15, 16] region that can be used to discriminate between
different UHECR source-composition models is the energy E1/2 at which the integral spectrum
drops by a factor of two below what would be expected with no cutoff. The corresponding value
derived from the Auger data, computed as the integral of the parameterisation given by eq. (3.1)
with the parameters reported in Table 2, is E1/2 = (2.47±0.01+0.82−0.34(sys))×1019 eV. This result, for
instance, differs at the level of 3.4σ from the value of ≈ 5.3×1019 eV predicted in [17] under the
assumption that the sources of UHECRs are uniformly distributed over the universe and that they
accelerate protons only. Note that, in reality, sources are discrete and in the GZK region the shape
of the spectrum will be dominated by the distribution of sources around us (see [18] for example).
4. Declination-dependence of the energy spectrum
Given the location of the Auger Observatory at a latitude −35.2◦, events arriving with θ<60◦
cover a wide range of declinations from −90◦ to +25◦, corresponding to a sky fraction of 71%,
14
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Figure 4: Left: The SD vertical energy spectrum in different declination bins. Right: the ratio of the fluxes
of cosmic rays arriving from southern (δ<− 29.47◦) and northern (δ>− 29.47◦) directions derived from
vertical events compared to the expectation from the dipolar modulation of the flux measured with Auger
data with θ < 80◦ in the energy ranges 4 < E < 8 EeV and E > 8 EeV [5, 6]. The shaded boxes correspond
to the propagation of the statistical uncertainties in the amplitude of the reconstructed North-South dipole
component.
and therefore become an excellent data set to search for declination dependence of the measured
energy spectrum. Although the inclusion of inclined events would extend the declination range to
+45◦, only vertical showers with energy above 3×1018 eV are considered for this first analysis.
To search for a variation with declination of the cosmic-ray flux, it is important to carefully
account for spurious effects that can modulate the flux that arise from experimental, atmospheric
and geomagnetic effects. We take into account these effects following the same procedure adopted
to study the large angular scale distribution of arrival directions of cosmic rays recorded at the
Auger Observatory [19, 5]. Firstly, the observed part of the sky is divided into four δ -bands each
with approximately the same exposure. The sub-spectra are shown in the left panel of Fig. 4. Given
the small relative differences found between them and the all-sky spectrum (<5% at energies below
Es and <13% above), there is no significant indication of a dependence on δ . As a consequence,
the difference seen at the highest energies (suppression region) between the spectra measured by
the Auger and TA Observatories [4] can not be explained by a δ -dependence of the measured flux,
unless the flux measured by TA is substantially larger above declination +25◦ than below.
Recent studies of the distribution of arrival directions of both vertical and inclined events
above 4×1018 eV recorded up to 31 Dec 2013 at the Auger Observatory [5, 6] have reinforced
the hint of a dipole anisotropy. After performing two Rayleigh analyses in the right ascension
and azimuth angles in two different energy bins, the observed amplitude in right ascension above
8×1018 eV suggests a large-scale anisotropy with a significance exceeding 4σ (lower statistical
significance for events with energies between 4 and 8 EeV). The reconstructed dipole points to
(α,δ ) = (95◦±13◦,−39◦±13◦) in the higher energy range, and (α,δ ) = (15◦±115◦,−81◦±17◦)
in the lower. Here we investigate if this hint is also observable in the measured flux. For this
purpose, the observed sky is divided only into two bands of declination. Then the ratio of the
corresponding sub-spectra is computed and compared to the expectation from this dipole anisotropy
15
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as shown in the right panel of Fig. 4, demonstrating good agreement between both results.
5. Summary
The energy spectrum above 3×1017 eV has been measured with unprecedented precision and
statistics using the data collected by the Auger Observatory for more than 10 years. The results can
be described by a power-law spectrum with spectral index 2.6 above 4.8×1018 eV and clearly show
a steepening of the cosmic-ray flux above an energy around 4.2×1019 eV. The dominant systematic
uncertainty of the spectrum stems from the overall uncertainty in the energy scale of 14%.
Differences between the recent Auger and TA spectra have motivated the search for a declina-
tion dependence of the flux of cosmic rays. No significant variation in the flux measured with the
SD in four declination bands were found that could account for the discrepancy between spectra
measured from different hemispheres. The differences found between the measurements in two
separate declination bands are compatible with the variations expected from a dipolar modulation
of the flux.
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We present the results of a search for small to intermediate scale anisotropies in the distribution of
arrival directions of ultra-high energy cosmic rays recorded at the Pierre Auger Observatory. The
data set, gathered in ten years of operation, includes arrival directions with zenith angles up to
80◦, and is about three times larger than that used in earlier studies. We update the test based on
correlations with active galactic nuclei (AGNs) from the Véron-Cetty and Véron catalog, which
does not yield a significant indication of anisotropy with the present data set. We perform a blind
search for localized excess fluxes and for self-clustering of arrival directions at angular scales
up to 30◦ and for different energy thresholds between 40 EeV and 80 EeV. We also examine
the correlation of arrival directions with relatively nearby galaxies in the 2MRS catalog, AGNs
detected by Swift-BAT,and a sample of radio galaxies with jets and with the Centaurus A galaxy.
None of the searches shows a statistically significant evidence of anisotropy. The two largest
departures from isotropy that were found have a post-trial probability ≈ 1.4%. One is for cosmic
rays with energy above 58 EeV that arrive within 15◦ of the direction toward Centaurus A. The
other is for arrival directions within 18◦ of Swift-BAT AGNs closer than 130 Mpc and brighter
than 1044 erg/s, with the same energy threshold.
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Search for anisotropies at the highest energies with the Pierre Auger Observatory Julien Aublin
1. Introduction
The determination of the origin of the very high energy cosmic rays is a difficult task, mostly
because of the very small value of their flux at Earth, together with the fact that they experience
magnetic deflections during propagation. Nevertheless, the distribution of arrival directions might
contain crucial information about the cosmic ray sources, provided that their distribution is not
uniform and that the deflections are small enough. Such conditions could be fulfilled by low-Z
cosmic rays with energies above ∼ 40 EeV: the suppression of the flux that is observed [1] in the
energy spectrum is compatible with a GZK [2] mechanism, thus potentially limiting the distance
from which a source can contribute. Independently of the origin of this flux suppression, the recent
upper-limits on the primary cosmic ray photon flux [3] severely constrain top-down models, thus
favoring an astrophysical origin for the sources of cosmic rays.
The present paper describes the latest analysis of the distribution of arrival directions of cosmic
rays with energies above 40 EeV detected at the Pierre Auger Observatory in 10 years of operation,
with a total exposure of about 66,000 km2 sr yr. After a brief description of the data set, we first
present an update of the correlation analysis performed with the AGNs from the Véron-Cetty and
Véron catalog [4]. The result of this test does not confirm the initial evidence of anisotropy that
was observed [5] for cosmic rays with energies above 57 EeV. Consequently, we searched for the
presence of a possible anisotropy in the distribution of arrival directions for events with energies
above 40 EeV, applying different types of tests.
In section 2 we first analyze the distribution of arrival directions in the data set without using
any external information such as a catalog of candidate sources. This search of intrinsic anisotropy
is performed with the auto-correlation method, together with a search for excess of events in circu-
lar windows over the whole exposed sky.
In section 3, we study the cross-correlation between the cosmic ray arrival directions and the
position of candidate sources extracted from catalogs. We describe the cross-correlation analysis
performed with the 2MRS catalog of galaxies detected in IR, the 70 months Swift-BAT catalog
of AGNs detected in X-rays, and with a catalog of radio galaxies. We describe in addition the
analysis of the distribution of events around the direction of the Cen A galaxy. The details of all
these analyses together with the list of arrival directions and energies of the events can be consulted
in [6].
Data set The data set used in the present analysis consists of 602 events with energy above
40 EeV measured by the Surface Detector (SD) of the Pierre Auger Observatory between the 1st
January 2004 and the 31st March 2014. The Pierre Auger Observatory is a 3000 km2 array of
water-Cherenkov detectors with 1.5 km spacing, overlooked by 24 fluorescence telescopes located
on its periphery. A recent and detailed description of the detector can be found in [7].
The total data set is the combination of 454 events with zenith angle θ < 60◦ (vertical events)
and 148 events with 60◦ < θ ◦ < 80◦ (inclined events). The extension of the zenith angle range,
compared to previous anisotropy searches that were limited to vertical events, has two important
advantages: a 30% increase of statistics and a higher fraction of the sky covered, ranging from
−90◦ to +45◦ in declination.
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The properties of the signal measured at ground being zenith angle dependent, the selection
and reconstruction procedures are different for vertical and inclined events. The vertical events
are selected if the water-Cherenkov detector that measured the highest signal is surrounded by at
least four other operational detectors in the closest range. In addition, the reconstructed shower
core position at ground must lie within a triangle of contiguous operational detectors. This event
selection ensures an accurate event reconstruction and increases the number of vertical events by
14% with respect to the previous selection used in our analyses. The selection of inclined events
requires the presence of 5 operational detectors around the one with the highest signal.
For both data sets, the detection and selection efficiency is 100% for the energies considered
here, the exposure is therefore determined only by the geometry of the array and amounts to 51,753
and 14,699 km2 sr yr for the vertical and inclined samples respectively.
The angular resolution, defined as the 68% containment radius around the true arrival direc-
tion, is better than 0.9◦ above 10 EeV [8], where a high number of detectors participate in an event.
The ground estimator for the energy determination is different for vertical and inclined events: the
vertical reconstruction uses the fitted signal at 1000 m from the shower axis whereas the inclined re-
construction estimates the muon content relative to a simulated proton shower with energy 1019 eV.
In both cases, the final energy estimation uses the cross-calibration with the Fluorescence Detector
(FD) that provide a quasi-calorimetric measurement. The statistical uncertainty in the energy deter-
mination is better than 12% above 10 EeV [9] and the systematic uncertainty in the absolute energy
scale is 14%. As a consequence of the recent update of the absolute energy scale [10], the energy
threshold of 55 EeV used in our previous publication [11] now corresponds to approximately 53
EeV.
Note on the anisotropy test with the VCV catalog The Véron-Cetty and Véron catalog of active
galactic nuclei [4] has been previously used to search for correlation with potential cosmic ray
extragalactic sources. The number of CR events with E > Eth that arrive within an angular distance
Ψ of an AGN with redshift z < zmax is measured and compared to isotropic expectations. After
an initial scan over the parameters with vertical events collected between the 1st January 2004
and the 26th May 2006, the most significant excess was found for Eth = 57 EeV, Ψ = 3.1◦ and a
maximum redshift corresponding to a distance of 75 Mpc. This set of parameters has been used on
subsequent independent data, leading to a correlation fraction of 61% with a 1.7×10−3 probability
of happening by chance [5]. The analysis has been performed with increased statistics, leading
to a much lower (38+7−6)% correlation fraction [11]. An update of this analysis with the present
vertical data set described previously yields a correlation fraction of (28.1+3.8−3.6) %, which is only
2 standard deviations above the isotropic expectation of 21%. We conclude that the present level
of the correlation fraction does not provide a significant indication of anisotropy.
2. Intrinsic anisotropy tests
Search for a localized excess flux over the exposed sky We searched for an excess in the arrival
directions of cosmic rays by counting the number of events that fall inside circular windows of
varying radius Ψ from 1◦ to 30◦ in 1◦ steps. The centers of those windows cover the whole exposed
sky and are located on a regular 1◦×1◦ grid. An energy threshold Eth is applied to the events, and
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is varied between 40 EeV and 80 EeV with 1 EeV steps. The number nobs of observed events
is compared to that expected from an isotropic flux nexp: the isotropic value nexp is estimated by
numerically integrating the geometric exposure function in the corresponding angular window. For
each window we compute the binomial probability p of observing by chance in an isotropic flux a
greater or equal number of events than that found in the data. A scan using the combined vertical
and inclined data set was performed on the parameters Ψ and Eth, leading to a minimum probability
of p= 5.9×10−6 for an excess of nobs/nexp = 14/3.23 with Eth = 54 EeV and Ψ= 12◦.
The Li-Ma significance [12] of event excesses with E ≥ 54 EeV in windows of 12◦ radius
is shown in Figure 1 (left). The highest significance region (4.3σ ) is found to be close to the
Super-Galactic Plane and to the CenA radiogalaxy. To quantify the significance of this excess, we
simulated 10,000 isotropic data sets with the same number of events and applied the full parameter
scan described above. In 69% of isotropic simulations an excess with p smaller than 5.9× 10−6
can be found, hence indicating that the data are compatible with isotropic expectations.
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Figure 1: Left: map in galactic coordinates of the Li-Ma significances of excesses in 12◦-radius windows
for the events with E ≥ 54 EeV. Also indicated are the Super-Galactic Plane (dashed line) and Centaurus A
(white star). Right: Fraction f obtained in the autocorrelation of events versus ψ and Eth, white cross
indicating the minimum.
The autocorrelation of events The angular auto-correlation analysis is a simple method to test
for self clustering in the arrival directions distribution. The principle is to count the number of
pairs of events Np(ψ,Eth), above a given energy threshold Eth that are within a certain angular
distance ψ . Using the full data set, we performed a scan in energy threshold from 40 EeV up
to 80 EeV and in angle from 1◦ to 30 ◦ in which we compare the number of pairs Np(ψ,Eth)
measured in data to the isotropic expectation. The result of the scan is shown in Figure 1 (right),
where the fraction f (ψ,Eth) of isotropic simulations that have a higher or equal number of pairs
than the data is represented. The minimum of this fraction is found at fmin = 0.027, for ψ = 1.5◦
and Eth = 42 EeV, where 30 pairs are expected on average and 41 are observed. To quantify the
significance of this minimum, we computed the penalized fraction P of isotropic data sets that lead
to a lower or equal value of fmin under a similar scan. The resulting value P' 70 % indicates that
the auto-correlation function is compatible with isotropic expectations.
3. Search for cross-correlations with astrophysical sources
We investigate in this section the possible correlation between the arrival directions of cosmic
rays with the position of nearby extra-galactic sources (for additional searches of correlation with
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the Galactic and Super-galactic planes see [6]). We used three complementary catalogs that have an
almost uniform coverage and that are complete above a given luminosity: namely the 2MRS catalog
of galaxies [13], the Swift-BAT [14] X-ray catalog of AGNs, and a catalog of radio galaxies with
jets compiled in [15].
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Figure 2: Left: Cross-correlation of events with the AGNs in the catalog of radio galaxies with jets. Values
of fmin and P are shown as a function of the maximum distance D to the AGNs considered. Right: Results
of the scan in ψ and Eth for the value D= 90 Mpc corresponding to the (second) minimum in the left plot.
The 2MRS catalog maps the local distribution of galaxies detected in the infrared domain,
which could be associated with the location of gamma-ray bursts and newborn pulsars. The catalog
is 97.6% complete above magnitudes brighter than Ks = 11.75 and contains more than 37,000
galaxies within 200 Mpc and about 16,000 galaxies within 100 Mpc.
The Swift-BAT catalog contains 1210 sources detected in X-rays after 70 months of operation,
among which 705 are identified as AGNs and have a measured redshift. The catalog is complete
for 90% of the sky above an X-ray flux of 13.4× 10−12 erg cm−2 s−1 in the 14-195 keV range.
This cut in flux selects 296 AGN-like galaxies within 200 Mpc and 160 within 100 Mpc.
The radio galaxy catalog that we use is a compilation from the 1.4 GHz NRAO VLA Sky
Survey [16] and the 843 MHz Sydney University Molonglo Sky Survey [17] produced by Van
Velzen et al. [15]. The catalog is quasi-complete for fluxes above 213 mJy at 1.4 GHz and 289 mJy
at 843 MHz, and contains 205 radio galaxies with jets within 200 Mpc, and 56 within 100 Mpc.
The overlap between the Swift-BAT and the radio galaxies catalog is only 5%, the majority of the
Swift-BAT galaxies being of spiral type whereas the radio galaxies are mostly elliptical.
As a first approach, we use these catalogs in a cross-correlation analysis where all the ob-
jects with the above flux limits are selected. This selection corresponds to the assumption that all
sources contribute to the cosmic ray flux in the proportion of their apparent luminosity. In a sec-
ond approach, we select only the brightest sources from the catalogs by applying a cut in intrinsic
luminosity which is motivated by the expectation that the maximum energy Emax achieved by the
cosmic rays could be related to the intrinsic electromagnetic bolometric luminosity L of the ob-
ject (E2max ∝L ). In that case, we test the assumption that only the brightest sources can produce a
cosmic ray flux above an energy threshold Eth.
Cross-correlation with flux-limited catalogs The cross-correlation analysis is similar to the
auto-correlation method, and consists in counting the number of pairs of a given angular separation
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Objects Eth Ψ D Lmin fmin P
[EeV] [◦] [Mpc] [erg/s]
2MRS Galaxies 52 9 90 - 1.5×10−3 24%
Swift AGNs 58 1 80 - 6×10−5 6%
Radio galaxies 72 4.75 90 - 2×10−4 8%
Swift AGNs 58 18 130 1044 2×10−6 1.3%
Radio galaxies 72 4.75 90 1039.33 5.1×10−5 11%
Centaurus A 58 15 - - 2×10−4 1.4%
Table 1: Summary of the parameters of the minima found in the cross-correlation analyses.
between cosmic ray events and objects in a sources catalog. To find an excess, we compare the
number of pairs with the expectation of an isotropic simulation. We scan over the energy threshold
Eth of the events from 40 EeV up to 80 EeV and in angular scale Ψ between 1◦ and 30◦. For the
sources in the catalogs, we impose a maximum distance cut D, that can vary from 10 Mpc up to
200 Mpc in 10 Mpc steps.
For each value of D, we compute the fraction f (ψ,Eth) of isotropic simulations having an
equal or higher number of pairs than the data, and search for its minimum fmin. We calculate the
associated post-trial probability P as the fraction of isotropic realizations that lead to a lower or
equal value of fmin under a similar scan on Eth and Ψ.
The evolution of fmin and P as a function of the maximum distance D is shown in Figure 2
(left) for the radio galaxies catalog. The absolute minimum is fmin = 2× 10−4 with a penalized
value of P = 1.4% obtained for a distance D = 10 Mpc. The only object in that distance range is
Cen A , the closest radio galaxy located at 4.2 Mpc. As we discuss the correlation with Cen A in
a separate section, we describe here only the second minimum of fmin = 4× 10−4 and P = 3.4%
that occur for D= 90 Mpc. The result of the scan in energy and angular radius for D= 90 Mpc is
shown in Figure 2 (right). The minimum (indicated by a white cross) corresponds to Eth = 72 EeV
and Ψ= 4.75◦, where 13 pairs are observed in data and 3.2 are expected in average from isotropy.
The penalized probability P of getting a lower or equal value of P = 1.4% (that is the absolute
minimum of the scan) when repeating the same scan in distance D with isotropic samples isP = 8
%.
The same analysis is applied for the 2MRS and Swift-BAT catalogs, and the results are sum-
marized in table 1. The penalized probabilitiesP are of the order of a few percent, indicating that
no significant excess is observed in this cross-correlation test.
Cross-correlation with bright AGNs We describe here the results of an additional scan on the
minimum luminosity Lmin of the sources in the catalogs. The cross-correlation analysis was ap-
plied on the Swift-BAT AGNs where we used the luminosityLX measured in the X-ray band, and
for the radio galaxies with the radio luminosityLR computed at 1.1 GHz. For Swift-BAT we scan
fromLX = 1042 erg/s up to 1044 erg/s, while for the radio galaxies we scan fromLR = 1039 erg/s
up to 1041 erg/s, considering three logarithmic steps per decade, for a total of 7 luminosity values
in each case. These values are designed to cover most of the luminosity range of the AGNs that are
present in the catalogs.
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Figure 3: Left: Map in galactic coordinates showing the events (black dots) with E ≥ 58 EeV together with
the Swift AGNs brighter than 1044 erg/s and closer than 130 Mpc, indicated with circles of 18◦ radius. Right:
cumulative number of events around the Cen A radio galaxy, for the threshold Eth = 58 EeV, exploring the
whole angular range.
The analysis procedure is similar to what was described in the previous section: we search for
the minimum of the fraction f (ψ,Eth) of isotropic simulations having an equal or higher number
of pairs than the data, for each value of D and Lmin. The resulting parameters that correspond to
the minimum are included in table 1.
For Swift-BAT bright AGNs, the minimum fmin = 2×10−6 is obtained for D= 130 Mpc and
L > 1044 erg/s, with a threshold energy of Eth = 58 EeV and an angular radius Ψ= 18◦. For those
parameters, 62 pairs are observed between 155 cosmic rays and 10 AGNs (withLX >Lmin) while
32.8 are expected from isotropy. A sky map is shown in Figure 3 (left) representing these events
and AGNs in galactic coordinates. The penalized probability to find in isotropic simulations fmin
values lower or equal than 2×10−6 under the same scan on (Ψ,Eth,Lmin,D) isP ' 1.3%.
For the radio galaxies, two equivalent minima are found when scanning in luminosity, both for
a maximum distance D= 90 Mpc. The first one is obtained for a luminosity Lmin = 1039.33 erg/s,
with (Eth = 72 EeV, Ψ = 4.75◦), and corresponds to a fraction fmin = 5.1× 10−5. For those pa-
rameters, 13 pairs are observed while 2.4 are expected from isotropy. The second minimum has
Lmin = 1040 erg/s, for (Eth = 58 EeV, Ψ= 12◦), with a fraction fmin = 5.6×10−5. The penalized
probability corresponding to the first minimum is found to beP ' 11%.
The Cen A region At a distance of only 4 Mpc, Cen A is the closest radio-loud active galaxy,
being a natural candidate source for the acceleration of high energy cosmic rays. We also note that
the Centaurus cluster, which contains of a large number of galaxies, lies at a distance of 50 Mpc
and is approximately in the same direction as Cen A. We thus searched for a correlation between
the cosmic ray arrival directions and the location of Cen A, counting the number of events within
an angular radius Ψ between 1◦ and 30◦ for an energy threshold Eth ranging from 40 EeV up to 80
EeV. The significance of a potential excess is evaluated by computing the fraction f of isotropic
simulations that give a higher or equal number of events than the data.
The minimum of this fraction is found to be fmin = 2×10−4 for Eth = 58 EeV and Ψ = 15◦,
where 14 events are observed while 4.5 are expected. The right panel of Figure 3 shows the number
of events with E > 58 EeV as a function of the angular distance from Cen A for the whole angular
range, indicating also the 68, 95 and 99.7% intervals obtained with isotropic simulations. The
penalized probability to find a smaller fmin value in isotropic simulations under the same scan is
P ' 1.4%.
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4. Discussion
The distribution of arrival directions of cosmic rays detected by the Pierre Auger Observatory
in 10 years of operation has been studied by several complementary methods. An update of the
fraction of events with E > 53 EeV correlating with AGNs from the VCV catalog has been per-
formed, leading to a value of (28.1+3.8−3.6) %, which is only 2 standard deviations above the isotropic
expectation of 21%.
We then searched for intrinsic anisotropies in the distribution of arrival directions of cosmic
rays with energies above 40 EeV by computing the angular auto-correlation function and by looking
at potential excesses in circular windows all across the exposed sky. Both tests give results that are
compatible with isotropic expectations.
The cross-correlation with nearby (within 200 Mpc) sources from three complementary as-
trophysical catalogs has been performed, together with a specific analysis of the arrival directions
around the Cen A radio galaxy. The results are summarized in table 1. The penalized probabilities
P accounting for the scan on parameters are of the order of a few percent, and can reach the 1%
level when selecting only the brightest AGNs of the Swift-BAT catalog or with the Cen A radio
galaxy. We note that all minima, despite being not statistically significant, occur for a value of the
maximum distance D' 80−90 Mpc.
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The large-scale distribution of arrival directions of high-energy cosmic rays carries major clues to
understanding their origin. The Pierre Auger Collaboration have implemented different analyses
to search for dipolar and quadrupolar anisotropies in different energy ranges spanning four orders
of magnitude. A common phase ≈ 270◦ of the first harmonic modulation in right-ascension was
found in adjacent energy intervals below 1 EeV, and another common phase ≈ 100◦ above 4
EeV. A constancy of phase measurements in ordered energy intervals originating from a genuine
anisotropy is expected to appear with a smaller number of events than those needed to achieve
significant amplitudes. This led us to design a prescribed test aimed at establishing whether
this consistency in phases is real at 99% CL. The test required a total independent exposure of
21,000 km2 sr yr. We report on the status of this prescription. We also report the results of the
search for a dipole anisotropy for cosmic rays with energies above 4 EeV using events with zenith
angles between 60◦ and 80◦. Compared to previous analyses of events with zenith angles smaller
than 60◦, this extension increases the size of the data set by 30%, and enlarges the fraction of
exposed sky from 71% to 85%. The largest departure from isotropy is found in the energy range
above 8 EeV, with an amplitude for the first harmonic in right ascension r1 = (4.4±1.0)×10−2,
that has a chance probability P(≥ r1) = 6.4×10−5, reinforcing the hint previously reported with
vertical events alone.
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1. Introduction
Establishing the energy at which the flux of extragalactic Cosmic Rays (CRs) starts to dom-
inate the flux of Galactic ones would provide an important step forward in understanding the de-
mands that must be placed upon their accelerators in the Galaxy, and the origin of ultra-high energy
CRs. To this aim, the large-scale distribution of arrival directions of CRs as a function of their en-
ergy is a relevant tool to study generic signatures of anisotropies in the framework of Galactic
scenarios around 1 EeV, and extragalactic ones at the highest energies.
The Pierre Auger Observatory [1] provides the largest number of events ever collected to
scrutinise such anisotropies in this energy range. The Observatory combines two techniques to
detect the extensive air showers resulting from the interaction of CRs with the atmosphere. The
longitudinal development of the air showers is measured by fluorescence detectors, while the lateral
distribution of the secondary particles at ground level is measured by the Surface Detector Array
(SD). Two arrays of SDs are operating: an arrangement of water Cherenkov detectors separated
by 1500 m distributed over an area of 3000 km2, reaching full detection efficiency at 3×1018 eV,
and an array with detectors separated by 750 m distributed over an area of 23.5 km2, reaching full
detection efficiency at 3×1017 eV.
The different analysis methods used in determining the amplitude and phase of the modulation
in Right Ascension (RA) in different energy bins are described in section 2. Using data from both
the 750 m array and the 1500 m array up to the end of 2014, we present in section 3 the updated
status of a prescribed test on the phases of the first harmonic modulation in RA previously reported
in [2]. Studies of the flux modulation in declination and in RA from the analysis of events with
zenith angles smaller than 60◦ have been reported in [3, 4]. By including events with zenith angles
between 60◦ and 80◦, an increase of 30% in the number of events is obtained [5]. In section 4, we
present the results of the reconstructed dipolar modulations in RA and in declination above 4 EeV
for this data set. Finally, the complete picture of large-scale anisotropy studies over four decades
in energy using the Pierre Auger Observatory data is presented in the last section.
2. Harmonic analysis in right ascension
Harmonic analysis of the RA distribution is a classical tool for picking up and for charac-
terising any modulation in this coordinate system [6]. The low amplitudes of the first harmonic
modulation expected from the limits set in many historic studies, motivate a careful consideration
of possible spurious modulations that arise from experimental or atmospheric effects. In particular,
due to the steepness of the energy spectrum, even small changes in the energy estimator as a func-
tion of time or the local angular coordinates would distort significantly the counting rate of events
above a given energy.
Atmospheric conditions are known to affect the observed shower size for a given primary en-
ergy. For a larger (smaller) pressure, an air shower will be at a more (less) advanced stage of devel-
opment when it arrives at the ground since the column density traversed would be larger (smaller).
Also the air density affects the Molière radius and hence the lateral profile of the showers. These
atmospheric effects are accounted for by correcting the energy estimator of the events according to
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the weather conditions at the time each event was recorded [7]. Such corrections guarantee that the
observed event rate with time is controlled by the instantaneous exposure only.
Rayleigh analysis. For a directional exposure ω(α), where α is the RA, the flux Φ(α) can be
decomposed in terms of a harmonic expansion from the observed distribution of arrival directions
dN/dα as:
Φ(α) =
1
ω(α)
dN
dα
= aα0 +∑
n>0
aαn cosnα+∑
n>0
bαn sinnα. (2.1)
The first harmonic coefficients (n = 1) in RA are enough to reconstruct the equatorial dipole com-
ponent under the hypothesis that contributions from higher-order multipoles are negligible, while
the second harmonic coefficients (n= 2) are sensitive to the quadrupole component (and to eventual
higher-order multipoles). The Fourier coefficients of the flux can be estimated as:
aαn =
2
N˜
N
∑
i=1
wi cos(nαi) , bαn =
2
N˜
N
∑
i=1
wi sin(nαi), (2.2)
where the sums run over the number of events N in the energy range considered, and the nor-
malization factor is N˜ = ∑Ni=1 wi. The factors wi account for the variations in the operating size
of the array as a function of time that lead to small modulations in the exposure. Their determi-
nation is optimised within the energy range where the study is performed and is detailed in the
following sections. The amplitude can then be expressed as rn =
√
(aαn )2+(bαn )2, and the phase
as φn = 1/n arctan(bαn /aαn ). In case of an underlying isotropy, the amplitude follows a Rayleigh
distribution while the phase follows a uniform distribution. The probability P(≥ rn) that an am-
plitude equal to or larger than rn arises from an isotropic distribution can be approximated by the
cumulative distribution function of the Rayleigh distribution P(≥ rn) = exp(−N˜r2n/4).
East-West analysis. Alternatively to modelling the event rate and controlling the variations
of the exposure with time, the modulation of the flux in RA can be revealed using the East-West
(E-W) method, though it is less sensitive than the Rayleigh analysis by a factor ' 2.5 [8]. The
counting rate of the events observed in either the Eastern or the Western half field of view of the
array is subjected to variations during a sidereal day that can be either due to experimental effects
and/or to real variations in the primary CR flux from different parts of the sky. Systematic effects
of experimental origin are independent of the incoming direction so that they can be removed by
subtracting the counting rates of events coming from each of the sectors. On the other hand, in
the presence of a genuine equatorial dipole, the difference in the E-W counting rate would show
modulations that are expected to be related to those of the genuine dipole. More specifically, the
amplitude rEW , and phase φEW can be calculated from the arrival times of N events using the
standard first harmonic analysis, slightly modified to account for the subtraction of the Western
sector to the Eastern one [8]. The amplitude of the first harmonic, r1, and the phase, φ1, of the
RA modulation determined with the Rayleigh formalism are related to rEW and φEW through the
relations r1 = rEW pi〈cosδ 〉/2〈sinθ〉, and φ1 = φEW +pi/2 [8], where 〈cosδ 〉 is the mean value of
the cosine of the declinations of events, and θ is the zenith angle.
Reconstruction of the equatorial dipole component. In the case of an underlying pure
dipole, the relationship between r1 and the projection of the dipole on the Earth equatorial plane
d⊥, which is the quantity of interest to compare the results of different experiments, depends on
the latitude of the observatory and on the range of zenith angles considered. To first order, the
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relationship reads d⊥ ' r1/〈cosδ 〉, with 〈cosδ 〉 ' 0.78 for events with zenith angles below 60◦ at
the Auger Observatory [9].
3. Phase of the first harmonic from ' 10 PeV to the highest energies
Harmonic analyses in RA have been previously reported in [2] and [9]. Although no significant
departure from isotropy was revealed in the amplitude, notable features concerning the evolution
of the phases with energy from 1016 eV up to the highest energies were pointed out. In this section,
we report on the status of these features with independent data.
In [9], a Rayleigh analysis of the data collected at the 1500 m array above 1 EeV was pre-
sented in detail. In this analysis, the weight factors wi make use of the number of active cells
ncell(t) (number of active detectors surrounded by six active neighbours) constantly monitored at
the Observatory. The total number of active cells, Ncell, as a function of the sidereal time α0 (mea-
sured by the right ascension of the zenith at the center of the array) and its relative variations, ∆Ncell,
are obtained as Ncell(α0) =∑ j ncell(α0+ j.Tsid) and ∆Ncell(α0) =
Ncell(α0)
〈Ncell〉 , where Tsid is the duration
of the sidereal day, and 〈Ncell〉= T−1sid
∫ Tsid
0 dα0Ncell(α0). The weighting factor for each event is thus
derived as wi = ∆N−1cell(α
i
0). Below 1 EeV, additional spurious modulations of the event rate arise
from the variation of the detection efficiency with time (through the impact of weather effects). For
this reason, amplitudes and phases are derived from the E-W method. In [2], amplitudes and phases
as obtained from the data collected at the 750 m array were also derived using the E-W method.
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Figure 1: Left: Status of the prescription on phases for the 750 m array data using the E-W method, the
prescribed test on phases (Φ= 263◦) is shown with a dashed line. Right: Status of the prescription on phases
for the 1500 m array data, the prescribed test on phases is shown with a dashed line.
Applying these particular analysis methods to data prior to 25 June 2011, a constant phase was
observed around≈ 270◦ for energies below 1 EeV, while a change of phase to≈ 100◦ was observed
at higher energies. This may be indicative of a real anisotropy, since a constancy of phases in
ordered energy bins is expected to appear with a smaller number of events than necessary for the
amplitudes to stand significantly above the background noise [9, 10]. Since the phases were not
defined a priori, a prescribed test was set to establish with data posterior to 25 June 2011 whether
this effect is real at 99% CL. Once an additional exposure of 21,000 km2 sr yr is reached for the
1500 m array, a positive anisotropy signal will be claimed with a global threshold of 1% upon the
realization of one or two predefined conditions. The conditions require an alignment of phases
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detected by a likelihood ratio test with a chance probability less than 0.5% around a predefined
phase value, assuming a signal amplitude of 0.5% for the 750 m array data and an amplitude
comparable to the mean noise for the 1500 m array data over the whole energy range. From the
date when the prescription started up to the end of 2014, the 750 m array has reached an exposure
of 124 km2 sr yr, while the 1500 m array has accumulated an exposure of 19,100 km2 sr yr. The
phases measured in each energy bin are shown in figure 1 for the 750 m array (left panel) and
for the 1500 m array (right panel). At almost the end of the prescribed test, the phases do not
appear aligned around the predefined values. The current p-values obtained from the likelihood
test that the hypothesis of isotropy can account for the observations with no need of the alternative
hypothesis are 40% for the 750 m array and 7% for the 1500 m array. Below 1 EeV, the phase
alignment observed with data prior to June 2011 was suggestive of an overall signal amplitude
at the percent level or so around 1017 eV. For lower amplitudes, such as 0.5% for instance, the
current sensitivity of the analysis method to pick up a genuine alignment with a threshold of 0.5%
is only ' 50%. Many more events and an improved sensitivity in the analysis method are thus
required to reveal the large-scale structure of arrival directions in this energy range. On the other
hand, the test making use of the 1500 m array data is challenged by the observed phase between
2×1018 eV and 4×1018 eV which value stands significantly far from the prescribed phase. Since
the corresponding amplitude (2.5×10−3) is lower than the mean noise (6.7×10−3) expected from
statistical fluctuations, the measurement of the phase in this energy bin is quite uncertain.
The final status of the prescribed test will be given once an additional exposure of 1,900
km2 sr yr is reached. This is expected from data recorded up to mid-2015.
4. Dipole search above 4 EeV
The Pierre Auger Collaboration have reported studies of the flux modulation in RA [2, 9] as
well as in both declination and right ascension [3, 4] from the analysis of events with zenith angles
smaller than 60◦. Another study recently reported in [5] has been performed by including for the
first time inclined events with zenith angles between 60◦ and 80◦, enabling the extension of the cov-
ered sky from 71% to 85%. Large-scale angular modulations of the flux are studied by performing
two Rayleigh analyses, one on the right ascension in the same manner as presented in section 2,
and the other on the azimuth distribution, by replacing the expression of the Fourier coefficients
given as a function of α in eqn. 2.2 by the azimuth angles ϕ , the latter being sensitive to modu-
lations in declination. The analysis has been performed in the two same energy bins as previous
reports in this energy range. In the lower energy bin, between 4 and 8 EeV, harmonic coefficients
are consistent with zero within their uncertainties, and there is no evidence for departures from
isotropy in the right ascension distribution. In the highest energy bin where all events with energies
greater than 8 EeV are gathered, the first harmonic has an amplitude r1 = (4.4±1.0)×10−2, that
has a chance probability P(≥ r1) = 6.4×10−5. The phase φ1 points to 95◦±13◦. The amplitude of
the second harmonic is less significant, with a 2% probability of arising by chance. The azimuthal
distribution - after having accounted for the modulation induced by the tilt of the array and the
geomagnetic effect - is expected to be uniform for energies above full efficiency for an isotropic
distribution of CRs. The Fourier coefficients retrieved from the distribution in azimuth thus give
information on the dipolar component along the Earth’s rotation axis, dz. The largest departure
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from isotropy appears for the bφ1 Fourier coefficient in both energy bins. The negative values found
indicate a dipolar component dz pointing to the south, although with low statistical significance
(4< E < 8 EeV: 2.4%, E > 8 EeV: 1.5% probability).
The reconstruction of the dipole components from the Rayleigh analysis has been done for
the case where only a dipole contribution to large-scale anisotropies is relevant, and for the case
where a possible quadrupole contribution is present. In the first case, the equatorial component d⊥
is retrieved in the same manner as given in section 2, while the dipole component along the Earth
rotation axis is retrieved through dz = b
φ
1/(cos `obs〈sinθ〉), where `obs denotes the latitude of the
Observatory. The total dipole amplitude for the higher energy bin is 0.073 ± 0.015 pointing to
(α,δ ) = (95◦±13◦,−39◦±13◦). In the second case, a combination of a dipole plus a quadrupole
was considered. It was found that the dipole is consistent with results from the first case with larger
uncertainties, and the quadrupole components are not significant. The exposure-weighted average
of the differential flux smoothed in angular windows of 45◦ radius in equatorial coordinates is
shown in figure 2 1 for the two energy bins considered. The maximum flux difference in the lower
energy bin is just 8%, while for the highest energy bin, it reaches 21%.
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Figure 2: Sky map in equatorial coordinates of flux, in km−2 yr−1 sr−1 units, smoothed in angular windows
of 45◦ radius, for observed events with energies 4< E <8 EeV (left) and E >8 EeV (right).
5. Conclusion
Different approaches have been explored by the Pierre Auger Collaboration to reveal large-
scale anisotropies imprinted on the CR arrival directions. These analyses take advantage of the
large number of events provided by the two arrays, even below full detection efficiency. Using the
cumulative data sets, a summary of these analyses is given in table 1 and figure 3.
Upper limits on amplitudes are reported in the right panel of figure 3. In the two energy
intervals where the p-values for the amplitudes are 1.5× 10−4 and 6.4× 10−5 (between 1 and
2 EeV, and for the integral bin above 8 EeV (mean energy of 14.5 EeV) respectively, amplitudes
are also shown. The observed amplitude above 8 EeV suggests that a large-scale anisotropy is
imprinted on the CR arrival directions of extragalactic CRs towards ' 95◦ in right ascension. It
is interesting to note that this phase is roughly in the opposite direction to the one suggested in
1A rectification of the analogous figure published in [5] is shown here. Figure 3 in [5] had the flux incorrectly
normalised to the exposure limited to events with zenith angles smaller than 60◦ (37,142 km2 sr yr) while here it is
correctly normalised to the total exposure including events with zenith angles between 60◦ and 80◦ (48,029 km2 sr yr).
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Figure 3: Left: Measured phases of the first harmonic modulation in RA. Right: Upper limits of the dipole
equatorial component. Amplitudes are also reported in the two energy bins when the corresponding p-value
expected from isotropy is below 10−3.
∆E [EeV] N d⊥±∆d⊥ [%] φ ±∆φ [◦] P(> d⊥) [%] dUL⊥ [%]
750 m [E-W] 0.015−0.03 32,244 6.4±3.8 319±42 25 14.5
750 m [E-W] 0.03−0.06 393,846 1.4±0.9 169±46 30 3.3
750 m [E-W] 0.06−0.12 581,313 0.5±0.6 353±71 73 2.0
750 m [E-W] 0.12−0.25 268,728 1.4±0.8 310±43 27 3.1
750 m [E-W] 0.25−0.5 68,782 2.8±1.5 325±39 20 6.0
750 m [E-W] 0.5−1 14,324 7.2±3.3 233±31 10 14.5
1500 m [E-W] 0.25−0.5 918,247 0.58±0.45 245±54 45 1.5
1500 m [E-W] 0.5−1 1,464,390 0.65±0.33 279±36 15 1.3
1500 m [R] 1−2 738,683 0.90±0.2 326±14 1.5×10−2 -
1500 m [R] 2−4 196,992 0.60±0.38 325±48 45 1.45
1500 m [R,*] 4−8 50,417 0.40±0.80 15±103 88 4.0
1500 m [R,*] > 8 19,797 5.7±1.3 95±13 6.4×10−3 -
Table 1: Summary of the harmonic analysis in different energy intervals in terms of the equatorial com-
ponent of the dipole. In the left column, [E-W] and [R] stand for the selected methods used to obtain the
results, East-West or Rayleigh respectively. Data used are from 01/01/04 to 31/12/14, except for the two last
bins indicated with [R,*], where events with zenith angles larger than 60◦ are included and where the ending
date is 31/12/13, as reported in [5].
the summary phase plot shown in the left panel for CRs with energies below 1 EeV and which
is in the general direction of the Galactic Centre. An interesting possibility to explain the low
amplitudes over the wide energy range would thus be that a progressive cross-over might be taking
place between a component of Galactic origin and another one of extragalactic origin. The global
dipole anisotropy is then the sum of two vectors with opposite directions, providing then a natural
mechanism to reduce significantly the amplitude of the vector describing the arrival directions of
the whole population of CRs. Continued scrutiny of the large-scale distribution of arrival directions
of CRs with increased sensitivity will provide further insights to reveal the origin of CRs in this
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energy range.
The measured dipolar anisotropy at the few % level above 8 EeV could result from the diffusive
propagation of extragalactic cosmic rays in the extragalactic turbulent magnetic field. This could
happen if the amplitude of the field is large and/or if the cosmic rays have a component with large
electric charge [13]. A large-scale anisotropy is also expected in the case that magnetic deflections
are small if the cosmic ray sources are distributed similarly to the matter in the universe, due to the
fact that in our local neighbourhood, matter is distributed inhomogeneously.
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Energy-dependent patterns in the arrival directions of cosmic rays are expected from deflections
in galactic and extragalactic magnetic fields. We report on searches for such patterns in the data
of the surface detector of the Pierre Auger Observatory at energies above E = 5EeV in regions
within approximately 15◦ around events with energy E > 60EeV. No significant patterns are
found with this analysis which can be used to constrain parameters in propagation scenarios.
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1. Introduction
The sources of ultra-high energy cosmic rays (UHECR) have not been identified so far, pre-
sumably because of the deflection of the charged cosmic rays in the galactic and extragalactic
magnetic fields. However, from such deflections the distribution of UHECRs arrival directions
may show energy-dependent patterns. In particular, a circular ‘blurring’ of the sources is expected
from deflection in turbulent magnetic fields, while energy-dependent linear structures are expected
from deflection in coherent magnetic fields. To search for such patterns in the data collected with
the Pierre Auger Observatory [1], we investigate the local Regions Of Interest (ROI) around cos-
mic rays with E ≥ 60EeV. We analyzed the cosmic rays with energies above E = 5 EeV arriving
within an angular separation of 0.25 rad using two independent methods [2]. In one method we
study energy-energy correlations between pairs of cosmic rays depending on their angular separa-
tion from the center of the region. This method is sensitive to the circular patterns expected from
particle deflection in turbulent magnetic fields [3, 4]. In the second method we decompose the di-
rectional energy distribution of the cosmic rays along its principal axes. This method is sensitive to
clusters of cosmic rays as well as to linear patterns expected from deflections in coherent magnetic
fields [5, 6].
2. Methods
2.1 Energy-Energy Correlations
The Energy-energy correlation Ωi j is calculated for every pair of UHECRs i j within a ROI
using
Ωi j =
(Ei−〈E(αi)〉)(E j−〈E(α j)〉)
Ei E j
(2.1)
where Ei is the energy of the UHECR i with the angular separation αi to the center of the ROI
and 〈Ei(αi)〉 is the average energy of all UHECRs at the angular separation αi from the center
of the ROI. A pair of cosmic rays i j can contribute positively or negatively to the distribution of
Ωi j. If one particle has an energy above the corresponding average energy and the other below the
corresponding average energy, the contribution is negative. A pair with both energies being below
average as well as a pair with both being above average contribute positively. If there is a pattern
in the energy distribution there are more positive correlations than expected from isotropically
distributed cosmic rays.
2.2 Principal Axes
The system of principal axes of the energy distribution ~nk=1,2,3 is calculated by successive
maximization of the quantity
Tk = max
~nk
(
∑i |ω−1i ~pi ·~nk|
∑i |ω−1i ~pi|
)
(2.2)
with respect to the axes~nk starting with k = 1. Here ~pi is the momentum and ωi the exposure of the
detector [7] in the direction of particle i. The resulting values of Tk=1,2,3 quantify the strength of the
collimation of the particle momenta along each of the three axes~nk=1,2,3 of the principal system.
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Figure 1: Measurement of the (a) energy-energy correlation Ω and (b-d) observables T1,2,3 with the Pierre
Auger Observatory (red squares and error bars). The measurements are compared to distributions without
patterns in the arrival directions of UHECRs (filled distributions).
The first principal axis ~n1 is the radial unit vector ~er pointing to the local barycenter of the
energy distribution. The T1 value is thus a measure for the energy-weighted strength of clustering
of the events. It is T1 = 1 for no dispersion of the particles in the region, whereas for an isotropic
distribution of UHECRs in a region the expectation value is determined by the size of the region [6].
The second and third principal axes ~n2 and ~n3 can be written as linear combination of the
unit vectors ~eφ and ~eθ . The T2 value becomes maximal if ~n2 is aligned with a linear distribution
of UHECR arrival directions and can be thus used as a generalized multiplet analysis. It thus
points along threadlike structures in the energy distribution of UHECRs. As the ~n2 axis is chosen
perpendicular to ~n1 and ~n2 it has no additional physical meaning. However, the T3 value contains
information as it denotes the collimation strength perpendicular to the~n2 axis.
3. Results
We measured the EEC and T1,2,3 distributions using 30,664 events recorded with the surface
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detector of the Pierre Auger Observatory above 5 EeV. For the selected events we further required
that the zenith angle of the events is smaller than 60◦ and that the detector stations surrounding the
station with the highest signal are active [8] to obtain a sample with minimum potential biases. Of
the selected events, 70 have an energy E ≥ 60EeV and are at least 0.25 rad inside the field of view
of the Pierre Auger Observatory. These events mark the ROIs used in this analysis.
In Figure 1 the distributions of the EEC and the T1,2,3 observables are shown together with
the distributions expected from isotropic arrival directions of UHECRs. The measured distribu-
tions of all four observables reveal no local patterns in the arrival directions of UHECRs. The
goodness-of-fit of the measurements compared to expected distributions without structure in the
arrival directions of UHECRs using a χ2 test, yields p-values which are all above p = 0.2 except
for the T3 distribution with p(T3) = 0.01. However, this low p-value results from a lack of signal-
like regions in the data which are expected to broaden the distribution, and thus does not indicate
significant patterns.
Figure 2: Map of principal axes of the directional energy distribution using a Hammer projection and
galactic coordinates. The red shaded areas represent the regions of interest. Black lines denote the second
principal axes ~n2 and black dots mark the positions of axes ~n1. The blue shading indicates the exposure of
the Pierre Auger Observatory; the dashed line marks the extent of its field of view.
In addition to the scalar distributions, the direction of the second principal axes ~n2 can be
displayed as the map shown in figure 2. If the axes are non-trivial, this map displays the directions
of deflection of UEHCR in coherent cosmic magnetic fields. In simulation studies it was shown
that the distribution of principal axes can contain information, even though the T1,2,3 scalar values
are compatible with isotropy [6]. We tested the reproducibility of the axes in subsets of the data
by splitting the dataset into 12 independent subsets by chance and analyzing the variance of the
directions in the subsets. We found no reproducibility of the axes in this analysis.
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4. Discussion and Conclusions
The non observation of significant patterns can be used to exclude all scenarios that predict
otherwise. To illustrate the required procedure we simulated a simple model for extragalactic prop-
agation of protons based on parameterizations as implemented in version 1.2 of the PARSEC soft-
ware [9]. In particular we assume here, that the UHECRs originate from isotropically distributed
point sources with equal luminosity and that the root-mean-square of the deflections of UHECRs
with energies E from a source in distance D can be parametrized as δRMS = CE
√
D
E . The calcula-
tions further account for energy losses of the UHECRs from interaction with extragalactic-photon
backgrounds, effects from the expansion of the universe, and the deflection in the galactic magnetic
field using the model proposed by Jansson and Farrar [10, 11].
We scanned the density of point sources and the strength of the deflection in the extragalactic
magnetic field CE in this scenario and derived a combined limit on both parameters using the CLS
method [12]. Within this simplified scenario, we found that the deflection in the extragalactic
magnetic field has to be larger than CE = 10−120 ◦Mpc−1/2 EeV for source densities smaller than
10−3 Mpc−3. For protons with an energy E = 10EeV from a source at 16 Mpc this translates to
a required strength of the deflection in extragalactic space of more than 4◦ if the source density is
smaller than 10−3 Mpc−3 and more than 25◦ if the source density is smaller than 10−4 Mpc−3.
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For the first time the Pierre Auger Collaboration presents 〈Xmax〉 and σ(Xmax) measurements
covering nearly three decades of energy. In this analysis we include new Xmax data obtained
with the High Elevation Auger Telescopes (HEAT) enhancement. The HEAT telescopes cover
a field of view ranging from 30◦ to 60◦ of elevation and are located next to one of the standard
fluorescence detector sites (Coihueco). The combination of the HEAT and Coihueco telescopes
covers a field of view from ∼2◦ up to ∼60◦ of elevation. Thus, the combination can sample the
longitudinal profile of nearby lower energy showers, allowing us to extend the energy range down
to 1017 eV.
The 34th International Cosmic Ray Conference
30 July – 6 August, 2015
The Hague, The Netherlands
∗Speaker.
© Copyright owned by the author(s) under the terms of the Creative Commons Attribution-NonCommercial-ShareAlike Licence. http://www.auger.org
Xmax measurements above 1017 eV Alessio Porcelli
azimuth [deg]
e
le
v
a
ti
o
n
 
[d
e
g
]
0
10
20
30
40
50
60
120130140150160170180190
CO
HEAT
]2slant depth [g/cm
400 500 600 700 800 900 1000 1100 1200
)]
2
d
E
/d
X
 [
P
e
V
/(
g
/c
m
0
0.1
0.2
0.3
0.4
0.5
/Ndf= 89.7/1072χ
CO
HEAT
Figure 1: Example of a HeCo event with an energy of (3.7± 0.1)× 1017 eV. Left: the camera view, the
timing of the pixel pulses is color-coded (early = blue, late = red). Right: the measured longitudinal profile
(black dots — HEAT, blue dots — Coihueco) with the Gaisser-Hillas fit (red line). The red point in both
panels indicates the Xmax position.
1. Introduction
The knowledge of the composition of cosmic rays in the energy range of 0.1 to 1 EeV is a key
ingredient to identify a possible transition from galactic to extra-galactic sources and for under-
standing the nature of the energy spectrum features (ankle at ≈ 4 EeV and cut-off at ≈ 40 EeV).
The depth at which the number of secondary air-shower particles reaches its maximum, Xmax,
is one of the most robust observables for studying the mass composition [1]. Experimentally, the
longitudinal profile of the shower development can be measured using fluorescence light emitted
by molecules of atmospheric nitrogen excited by Extensive Air Shower (EAS) particles. At the
Pierre Auger Observatory, which is continuously taking data since 01.2004, such measurements are
performed using the fluorescence detector (FD) consisting of 24 telescopes placed at 4 locations
and, since 06.2010, using the High Elevation Auger Telescopes (HEAT). With these telescopes the
Field of View (FoV) of the Coihueco (CO) site is expanded from 2÷30◦ up to 2÷60◦ of elevation,
which allows one to observe nearby low energy showers (E < 1017.8 eV). In Figure 1 an example of
a low energy event in the enlarged FoV is shown: the track on the camera (left) and the longitudinal
profile with the Gaisser-Hillas fit (right).
The determination of the primary composition with FD data is performed using the charac-
teristics of measured Xmax distributions of EAS. The first two moments of the Xmax distribution
(〈Xmax〉 and σ(Xmax)) are related to the first two moments of the distribution of the logarithm of
masses of primary particles (lnA and σ(lnA)) [2]:
〈Xmax〉= 〈Xmax〉p + fE〈lnA〉 (1.1)
σ2(Xmax) = 〈σ2sh〉+ f 2E σ2(lnA). (1.2)
〈Xmax〉p and 〈σ2sh〉 are the mean Xmax for protons and the composition-averaged shower-to-shower
fluctuations1, and fE is a parameter depending on details of hadronic interactions, properly
parametrized from the interaction models for energies ≥ 1017 eV.
1〈σ2sh〉= ∑i fiσ2i (Xmax) where fi is the relative fraction of mass Ai
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Figure 2: Xmax difference between CO and HEAT (in downward mode) in MC simulation (red histogram)
and data (blue dots).
In this paper, nearly two years of calibrated HEAT data, from 01.06.2010 to 15.08.2012, are
used to extend the previous measurement of the Xmax moments [1] from 1017.8 eV down to 1017 eV.
2. Data analysis
The analysis presented in this paper is based on two datasets. The data collected by the stan-
dard FD telescopes during the period from 01.12.2004 to 31.12.2012 (published in [1]), and the
data collected with HEAT and Coihueco telescopes (HeCo) during the period from 01.06.2010 to
15.08.2012.
HEAT can be operated in upward and downward modes. The downward mode is when the
telescopes are oriented such that their elevation angle extends up to 30◦ (same as the standard Auger
telescopes). The upward mode is when they cover an elevation angle ranging from 30◦ to 60◦ (this
is the HEAT standard operation mode). The HEAT downward mode is used for systematic cross
checks, because it allows one to observe the same showers in coincidence with telescopes from the
Coihueco site. In Figure 2 the Xmax difference between CO and HEAT in downward mode is shown.
Data (blue dots) and simulations (red lines) are in agreement, which implies a good knowledge of
the detector.
The standard FD dataset contains events with energies above 1017.8 eV and the HeCo one
contains events with energies above 1017.0 eV. HeCo runs out of statistics at energies beyond
E < 1018.3 eV. In order to combine two statistically independent datasets, we have removed from
the standard FD dataset all Coihueco events with energies below E < 1018.3 eV and recorded during
the HeCo period (from 01.06.2010 to 15.08.2012). This cut has reduced the standard FD data by
only 1377 events (out of 19759 events).
2.1 Data selection
The analysis is based on hybrid events, i.e. on events with geometries reconstructed using
information on arrival times of both light in the cameras of FD telescopes and of the shower front
at ground as measured by the ground station closest to the shower axis. We selected data recorded
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Figure 3: Xmax resolution (left) and systematic uncertainties in the Xmax scale (right) as functions of energy.
during stable running conditions and good atmospheric conditions [1]. In addition to these selection
criteria a set of fiducial FoV cuts are applied to reduce to the minimum the detector effects in the
sampled Xmax distributions (as explained in Section 2.2).
For the HeCo dataset, specific corrections to 〈Xmax〉 and σ(Xmax) are applied to reduce residual
biases, especially for the lower energy bins (E < 1017.5 eV).
2.2 FoV selection criteria
A shower is reconstructed accurately only if its Xmax is within the FoV. Shallow or deep events
are more likely to have their Xmax values outside the FoV and have larger chances to be excluded
from the analysis. In general, at the lower energies where the showers are closer to the telescopes,
the limited FoV biases the sample towards lighter composition (i.e. towards deeper Xmax values).
For data satisfying the selection criteria explained in Section 2.1, a fiducial FoV is derived.
This fiducial range is characterized by the lower Xlow and upper Xup boundaries. These parameters
define the slant depth range where Xmax of each event would be reconstructed with a resolution bet-
ter than 40 g cm−2. To have higher quality events, the Xmax value must fall inside these boundaries.
Furthermore, if the values of Xlow and Xup are not within certain limits (i.e. Xlow and Xup should
enclose the bulk of the Xmax distribution), the event is also excluded.
The processes to calculate Xlow and Xup parameters, and the limits on them, are explained in
detail in [1].
2.3 Estimating the Xmax moments
After the application of all selection criteria, the moments of the Xmax distribution are esti-
mated as described in [1]. Reconstruction and residual acceptance biases are estimated through
simulations and corrected for. The observed width of the distribution is corrected by subtracting
the detector resolution (Figure 3, left) in quadrature to obtain σ(Xmax).
The systematic uncertainty in the Xmax scale is displayed in Figure 3 (right). At low energies it
is dominated by uncertainties of the analysis procedure, at high energies atmospheric uncertainties
give as well a significant contribution.
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Figure 4: The mean (left) and standard deviation (right) of measured Xmax distributions of the two indepen-
dent datasets: HeCo (blue circles) and the standard FD (red squares).
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Figure 5: The mean (left) and the standard deviation (right) of the measured Xmax distributions (combining
HeCo and standard datasets) as a function of energy compared to air-shower simulations for proton and iron
primaries.
2.4 Results and Interpretation
In Figure 4 the Xmax moments estimated using HeCo and the standard FD datasets are com-
pared. While 〈Xmax〉 differs by ∼ 7 g cm−2 between datasets (within the uncorrelated systematics
of the two analyses), the second moments σ(Xmax) are found to be in a good agreement. For the
combination of the datasets the HeCO 〈Xmax〉 is shifted by +7 g cm−2 and the resulting 〈Xmax〉 and
σ(Xmax) are shown in Figure 5.
Between 1017.0 and 1018.3 eV 〈Xmax〉 increases by around 85 g cm−2 per decade of energy
(Figure 5, left). This value, being larger than the one expected for a constant mass composition
(∼ 60 g cm−2/decade), indicates that the mean primary mass is getting lighter. Around≈ 1018.3 eV
the observed rate of change of 〈Xmax〉 becomes significantly smaller (∼ 26 g cm−2/decade) indi-
cating that the composition is becoming heavier. The fluctuations of Xmax (Figure 5, right) start to
decrease at around the same energy ≈ 1018.3 eV.
The mean value of lnA and its variance σ2(lnA), determined from Equations (1.1) and (1.2),
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Figure 6: The mean (left) and the variance (right) of lnA estimated from data with EPOS-LHC (up) and
QGSJetII-04 (down).
are shown in Figure 6. For the parameters 〈Xmax〉p, fE and 〈σ2sh〉, EPOS-LHC and QGSJetII-04
hadronic interaction models are used.
For both models the similar trends with energy for 〈lnA〉 and σ2(lnA) are observed. The
primary mass is decreasing reaching the minimal values at around 1018.3 eV and starts to increase
for the higher energies. The spread of the masses is almost constant till ≈ 1018.3 eV and then starts
to decrease, together with the behavior of 〈lnA〉 that might be an indication that the relative fraction
of protons becomes smaller for the energies above ≈ 1018.3 eV (see [3]).
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1. Introduction
The determination of the mass composition of ultra-high-energy cosmic rays (UHECRs) is
one of the most challenging problems for extensive air-shower (EAS) experiments; for a recent
review, see [1]. Parameters of hadronic interactions at these energies are only loosely constrained
by accelerator data and thus the evolution of the behavior of EAS properties with energy can in
general be interpreted in terms of both changes of the primary mass and/or of the characteristics
of the particle interactions. One way to try to resolve this ambiguity is to find shower parameters
or their combinations that rely on more general aspects of EAS physics and are thus relatively
insensitive to the uncertainties in the properties of the hadronic interactions.
In particular, in [2] it was proposed to use the correlation between the depth of the shower
maximum Xmax and the number of muons Nµ of the EAS for the determination of the degree of
purity of the beam, i.e., whether it is composed of several or just one nuclear species. In the
present work we adapt this idea to the conditions of the Pierre Auger Observatory [3]. In place of
Nµ we use the total signal in water-Cherenkov detectors at 1000 meters from the core, S(1000),
a substantial fraction of which is due to muons: from 40% to 90% for zenith angles from 20◦
to 60◦ [4]. We show that the correlation (Xmax, S(1000)) for pure primary beams for all current
interaction models turns out to be close to zero or positive, while for well-mixed compositions with
a large spread of masses it becomes negative (see [2]). Thus the correlation coefficient can be used
to determine the dispersion, σ(lnA), of primary masses, given by σ(lnA) =
√
〈ln2 A〉−〈lnA〉2
where 〈lnA〉= ∑i fi lnAi and 〈ln2 A〉= ∑i fi ln2 Ai with fi being the relative fraction of mass Ai.
An estimation of the degree of purity of the primary beam in the energy range lg(E/eV) =
18.5− 19.0 is of particular interest as a test of the ‘dip’ scenario [5]. In this scenario the break
in the energy spectrum at around lg(E/eV) = 18.7 results from electron-positron pair-production
by extragalactic protons interacting with the cosmic microwave background. The ‘dip’ is well
pronounced only if the fraction of heavier nuclei at the acceleration site is . 15% (see [6] and
references therein).
2. Data and simulations
The analysis is based on the same hybrid events as used in [7] recorded by both fluorescence
(FD) and surface detectors (SD) of the Pierre Auger Observatory during the period from 01.01.2004
to 31.12.2012. The procedure of data selection, described in [7], guarantees that only high quality
events are included in the analysis and that the mass composition of the selected sample is unbiased.
The use of the signal in ground stations requires an additional application of the fiducial trigger
cut [8] (the station with the highest signal should have at least 5 working neighbour stations), and
exclusion of events with stations having saturated signal traces. The final data set for energies
lg(E/eV) = 18.5−19.0 and zenith angles θ = 0◦−65◦ contains 1376 events.
Monte-Carlo (MC) simulations are performed with CORSIKA [9] for high-energy interaction
models QGSJetII-04 [10], Epos-LHC[11] and Sibyll 2.1 [12]. FLUKA [13] is used to treat low
energy interactions. For CORSIKA events, full detector simulation and reconstruction procedures
with the Auger Offline software [14] are performed, and the event selection follows that applied to
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Figure 1: Scatter plot of X∗max vs S∗(1000) for protons and iron of Epos-LHC from full detector simulations
(left) and for data (right) for lg(E/eV) = 18.5−19.0.
data. After selection, the proton samples for all models contain ' 104 showers; for heavier nuclei
the samples vary from 5 ·103 to 104 showers.
Since S(1000) and Xmax of an air shower depend on the energy and, in the case of S(1000), also
on the zenith angle, we scale S(1000) and Xmax to a reference energy and zenith angle. In this way,
a decorrelation between the observables from combining different energies and zenith angles in the
data set is avoided. We scale S(1000) to 38◦ and 10 EeV using the calibration curves from [15]
and Xmax to 10 EeV using an elongation rate of 58 g cm−2/decade. These scaled quantities will
be marked with an asterisk: X∗max, S∗(1000). Fig. 1 (right panel) shows the correlation between
X∗max and S∗(1000) observed in data. Also shown, for illustration purposes, are the simulations for
proton and iron primaries with Epos-LHC.
3. Method and results
As a measure of the correlation between X∗max and S∗(1000) we take the ranking coefficient
rG introduced by Gideon and Hollister in [16]. All events are ranked in both X∗max and S∗(1000),
and the measured values of these observables are replaced by ranks for calculating the correlation.
Further, the values of ranks are not used directly to calculate rG, but rather the general statistical
dependence between X∗max and S∗(1000) is estimated counting numbers of events with ranks devi-
ating from the expectations for perfect correlation and anti-correlation. With respect to the classical
Pearson and Spearman coefficients, rG provides a more robust estimate of the correlation [16, 17].
In particular, rG is less sensitive to the removal of the most influential events or to outliers. We
also note that the difference between correlation coefficients found in data and MC simulations for
pure beams gets larger using Pearson and Spearman coefficients (or a number of other correlation
coefficients considered in [17]) compared to using rG so that the choice of rG can be also viewed
as conservative. The statistical uncertainty of rG is determined using dedicated simulations and for
the sample of size N it is σstat(rG)≈ 0.9/
√
N.
In Table 1 we present the rG values for data and for the simulations for pure beams. Compared
to data, where the correlation is significantly negative rG(X∗max, S∗(1000)) =−0.125±0.024(stat),
the smallest difference is found for Epos-LHC protons and it is around 5σstat. Pre-LHC versions
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Table 1: rG(X∗max, S∗(1000)) for data and for MC simulations of pure beams (preliminary). Statistical
uncertainties on the MC values are σstat ≈ 0.01.
data −0.125±0.024(stat)
Epos-LHC QGSJetII-04 Sibyll 2.1
p 0.00 0.08 0.07
He 0.08 0.15 0.15
O 0.09 0.15 0.14
Fe 0.08 0.12 0.12
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Figure 2: Dependence of the correlation coefficients rG on σ(lnA) for Epos-LHC (left), QGSJetII-04 (right).
Each MC point corresponds to a mixture with different fractions of protons, helium, oxygen and iron, the
relative fractions change with 0.1 steps (4 points for pure beams are grouped at σ(lnA) = 0). The shaded
band shows the 1σstat interval for data. Vertical dotted lines indicate the range of σ(lnA) in simulations
compatible with the observed correlation in data.
of Epos and QGSJetII produce values of correlations similar to Epos-LHC and QGSJetII-04. The
differences between data and simulations are larger for pure beams other than protons. Using
Pearson and Spearman coefficients one gets the same or slightly more positive values for pure
beams as with rG, and more negative correlation for data: r(Pearson) = −0.210± 0.038(stat);
r(Spearman) = −0.199± 0.027(stat). This result shows that the composition in the considered
energy range is not pure but mixed.
Fig. 2 presents the dependence of the correlation rG(X∗max, S∗(1000)) on the dispersion of
primary masses σ(lnA). Each MC point in this plot represents a mixture containing different
fractions of protons, helium, oxygen and iron. The relative fractions fi of each species change with
0.1 steps between different mixtures. There are four points corresponding to beams of pure p, He,
O, and Fe, grouped on the left side at σ(lnA) = 0; of these, the proton beam has the smallest rG (cf.
Table 1). The maximum possible value of σ(lnA)' 2.01 corresponds to the 0.5 p – 0.5 Fe mix.
The value of the correlation in data, indicated with the shaded band, is compatible with the
MC samples with dispersions of primary masses σ(lnA) & 1. The conclusions on σ(lnA) are
similar for all models considered (for Sibyll 2.1 one gets almost identical results to QGSJetII-04,
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cf. Table 1) and thus is weakly sensitive to the uncertainties in the description of the high-energy
hadronic interactions.
The robustness of the presented approach makes it suitable for testing the self-consistency of
the hadronic interaction models. For example, using the fractions of primary nuclei obtained from
the fits of Auger Xmax distributions [18] for QGSJetII-04 and Sibyll 2.1, which in the lg(E/eV) =
18.5−19.0 energy range are close to 0.5 p−0.5He (σ(lnA)≈ 0.7), one gets rG≈ 0.07−0.09. The
incompatibility of this value with the results of the present correlation analysis may be an indication
of deficiencies in these two interaction models. The composition found in [18] from Xmax fits with
Epos-LHC is close to ≈ 0.35 p− 0.30He− 0.35O mix (σ(lnA) ≈ 1.17), and the corresponding
correlation rG =−0.084 is within 2σ from the rG value in data.
4. Uncertainties
A number of standard tests were performed for estimation of the robustness of the obtained
results. These checks include analysis of data recorded in various time periods and by different
FD telescopes, separation of data in several angular ranges, and study of rG in smaller energy bins.
Results were consistent in all cases.
The ranking correlation coefficients are invariant with respect to any transformations not af-
fecting ranks of the events. Thus rG is insensitive to the systematic effects on X∗max or S∗(1000) that
might lead to shift or multiplication of these observables by a constant value. In particular we have
checked that the recent changes in Auger energy and Xmax scales [19, 7] do not change the observed
correlation. The same insensitivity of rG was observed with respect to the application of various
FD selection cuts which have been used in our publications from 2010 [20] until 2014 [7]. Finally,
we introduced arbitrary energy and zenith angle dependent biases in X∗max (up to 10 g cm−2) and
S∗(1000) (up to 10%) and this changed rG by' 0.01. We take that value as a conservative estimate
of the systematic error on rG.
We checked whether moderate changes of hadronic interaction parameters could make the
value of rG predicted for a pure proton composition consistent with observations. Using the ap-
proach described in [21] we performed simulations with Epos-LHC modifying the cross-section,
multiplicity, elasticity and pion charge ratio in proton –air interactions by a factor f19 = 1.5, i.e.
increasing them by a factor linearly growing with lgE from 1.0 at 1015 eV to 1.5 at 1019 eV with
respect to the nominal values [21]. CONEX [22] with 3D option was used for approximate estima-
tion of the signal in Auger stations at 1000 meters from the core. It turned out that rG is practically
insensitive to the modifications of these interaction parameters decreasing only by ∆rG . 0.03. The
change in rG due the increase of cross-section, still being small compared to the difference between
data and pure proton expectations, is found to be zenith angle dependent and it would also lead to
zenith angle dependent (and thus contradictory) conclusions on σ(lnA). Such a scenario is con-
strained additionally by other Auger findings (e.g. regarding the proton-air cross section derived
for lg(E/eV) = 17.8−18.5 [23, 24]), making it implausible as an explanation of our observations.
A possible under-production of muons by the current interaction models [25, 26, 27] could lead
to changes in the ordering of events in the (X∗max, S∗(1000)) plane due to the presence of events with
largely varying muon fractions of S∗(1000). We performed a number of studies using CORSIKA
showers and showers fully reconstructed with Offline with the numbers of muons increased by the
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factors ranging from 1.1 to 1.9 and we have found that for the muon scaling by a factor ≈ 1.3, as
suggested by data for Epos-LHC [25, 26], the rG value decreseas by . 0.03.
5. Summary
The observed correlation rG(X∗max, S∗(1000)) between depth of shower maximum and total
signal at 1000 meters from the core differs significantly from the correlations for any pure beam
for simulations with Epos-LHC, QGSJetII-04 and Sibyll 2.1. The result is invariant with respect to
additive and multiplicative scale transformations of the two variables and to any other transforma-
tions of Xmax and S(1000) which leave ranks of events unchanged, and hence is robust against many
possible experimental systematic uncertainties. Several modifications of hadronic interactions were
studied. The conclusions remain robust also with regard to hadronic uncertainties, unless hadronic
interactions at these energies behave very differently than in conventional, LHC-tuned event gen-
erators. The results are compatible with a mixed primary composition around the ‘ankle’ with the
dispersion of masses 1.0. σ(lnA). 1.7 and question the ‘dip’ scenario.
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ultra-relativistic magnetic monopoles in the sample of air showers with profiles measured by the
fluorescence detector of the Pierre Auger Observatory. No candidate was found to satisfy our se-
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1. Introduction
In 1931, Dirac showed that the existence of magnetic monopoles would explain the quanti-
zation of the electric charge from the relation between the unit of electric charge e and the unit
of magnetic charge gM = Ne/2α [1], where α is the fine-structure constant and N is an integer.
In addition, it would bring Maxwell’s equations to a complete symmetry. Within the framework
of Grand Unified Theories (GUT), supermassive magnetic monopoles (M ≈ 1026 eV/c2) may be
produced in the early Universe as intrinsically stable topological defects at the phase transition
corresponding to the spontaneous symmetry breaking of the unified fundamental interactions [2].
Lower mass monopoles may come from later phase transitions at lower energy scales. These par-
ticles may be present in the Universe today as a relic of these transitions. Experimental searches
for magnetic monopoles are based on their velocity-dependent interactions with matter, with a
wide range of velocities allowed for GUT monopoles. Supermassive GUT magnetic monopoles
should be gravitationally bound to the Galaxy (or to the Sun and Earth) with non-relativistic virial
velocities [2]. Lighter magnetic monopoles can reach relativistic velocities through acceleration
in coherent domains of the galactic and intergalactic magnetic fields, as well as in the vicinity of
astrophysical objects (e.g. neutron stars) [3]. Kinetic energies of the order of 1025 eV have been
predicted [4], which result in ultra-relativistic velocities for intermediate mass monopoles (IMMs,
M ∼ 1011−1020 eV/c2).
There is a long history of experimental searches for magnetic monopoles with a variety of
experiments such as MACRO [5], Amanda [6], Baikal [7], SLIM [8], RICE [9], ANITA [10]
and IceCube [11]. The strongest upper limit on the flux of non-relativistic magnetic monopoles
(β = v/c < 0.5) comes from the MACRO experiment at ≈ 1.5 · 10−16 (cm2 sr s)−1 (90% C.L.)
[5]. At relativistic velocities (β ≈ 0.9), the IceCube Observatory has placed the best limit at 10−19
(cm2 sr s)−1 [11]. The best limit on the flux of ultra-relativistic IMM (Lorentz factor γ ≥ 1010) is
reported by the ANITA-II experiment at 10−19 (cm2 sr s)−1 [10].
The Pierre Auger Observatory is the largest detector to observe ultra-high energy cosmic rays
currently in operation [12] located in the southern hemisphere in central Argentina, just north
east of the town of Malargüe (69◦W, 35◦S, 1400 m a.s.l.), and covers a ground area of 3,000
km2. The Pierre Auger Observatory consists of a surface detector array (SD) of 1660 individual
water-Cherenkov surface detectors [13] overlooked by a fluorescence detector (FD) of 24 individ-
ual fluorescence telescopes grouped in units of 6 at four locations [14]. Since the FD steadily
observes UHECRs using a huge target volume in the atmosphere with high precision measure-
ments, it would be a suitable detector to search for signals generated from ultra-relativistic IMMs.
Therefore, we search for ultra-relativistic IMMs with data collected by the FD between 01.12.2004
and 31.12.2012.
2. Air Shower Simulations for the IMM Search
Electromagnetic interactions of magnetic monopoles have been extensively investigated [15].
The electromagnetic energy loss of a magnetic monopole in air is shown in Figure 1(a) as a func-
tion of its Lorentz factor. Collisional energy loss of a magnetic monopole is the dominant con-
tribution for γ ≤ 104. At higher Lorentz factors, pair production and photonuclear interactions
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Figure 1: (a) Energy loss of a magnetic monopole in air as a function of its Lorentz factor γ . (b) Longitudinal
profile of the energy deposited by an ultra-relativistic IMM of Emon = 1025 eV, γ = 1011 and zenith angle of
70◦ (red solid line). The profile of an UHECR proton shower of energy 1020 eV is shown as a black solid
line.
become the main cause of energy loss. Bremsstrahlung is highly suppressed by the large monopole
mass. An ultra-relativistic IMM would deposit a large amount of energy in its passage through the
Earth’s atmosphere, comparable to that of an UHECR. For example, an IMM with γ = 1011 loses
≈ 400 PeV/(g/cm2) (cf. Figure 1(a)), which sums up to ≈ 1020.5 eV when integrated over an atmo-
spheric depth of ≈ 1000 g/cm2. This energy will be dissipated by the IMM through production of
secondary showers along its path.
The longitudinal profile of the energy deposited by an ultra-relativistic IMM of Emon = 1025 eV,
γ = 1011 and zenith angle of 70◦ is shown in Figure 1(b). When compared with a standard UHECR
proton shower of energy 1020 eV (black solid line in Figure 1(b)), the IMM shower presents a much
larger energy deposit and deeper development, due to the superposition of many showers uniformly
produced by the IMM along its path in the atmosphere. This distinctive feature will be used in our
analysis, which is based on the shower development measured by the FD and SD events.
Monte Carlo samples of ultra-relativistic IMM were simulated for Lorentz factors in the range
γ = 108− 1012 at a fixed monopole energy Emon of 1025 eV. While we used a fixed Emon in the
simulations, the results can be readily applied to a much larger range of monopole energies, since
in the ultra-relativistic regime of this search the monopole energy loss does not depend on Emon but
rather on γ . To estimate the background from UHECRs, we simulated proton showers with energy
Ep between 1018 eV and 1021 eV by three different models, QGSJetII-04, Sibyll 2.1 and Epos-LHC.
We used three different models to account for uncertainties in the hadronic interactions. Events
were simulated according to an E−1p energy spectrum, to ensure sufficient Monte Carlo statistics
at the highest energy, and then appropriately weighted to reproduce the energy spectrum measured
by the Pierre Auger Observatory [16]. For both the IMM and UHECR simulations, we used the
CORSIKA package [17] to generate an isotropic distribution of showers above the horizon, and the
Auger Offline software [18] to produce the corresponding FD and SD events.
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Event selection criteria # events (%)
Reconstructed events 376084 —
Zenith angle < 60◦ 360159 95.8
Distance from nearest SD<1500 m 359467 99.8
Number of FD pixels > 5 321293 89.4
Slant depth interval > 200 g/cm2 205165 63.9
Gaps in profile < 20% 199625 97.3
profile fit χ2/ndf < 2.5 197293 98.8
dE/dX |Xup > 3.0 PeV/(g/cm2) 6812 3.5
Xmax > Xup 352 5.2
Xup > 1080 g/cm2 or dE/dX |Xup > 150 PeV/(g/cm2) 0 0.0
Table 1: Event selection criteria and unblinded result. The number of events passing each selection criteria
is reported, together with the corresponding fraction.
3. Event Selection
Before shower selection, only time periods with a good status of FD telescopes and a high
quality calibration of the gains of PMTs are selected using information in Auger databases. Ad-
ditional cuts are applied to assure good atmospheric conditions due to aerosols and clouds. A
further set of selection criteria was applied to ensure good quality showers as summarized in Ta-
ble 1. Those criteria for IMM selection were established from Monte Carlo simulations described
in Section 2.
The important parameters for the IMM search are the slant depth at the upper field-of-view
boundary, Xup, and the energy deposited at Xup, dE/dX |Xup. The requirement dE/dX |Xup >3.0
PeV/(g/cm2) is equivalent to an energy threshold of ≈ 1018.5 eV, where the SD is fully efficient.
When Xmax > Xup is required, the number of proton backgrounds is drastically reduced and become
constrained in a much smaller region, as shown in Figure 2(a). On the other hand, the reconstructed
Xmax will always be outside the FD field of view for ultra-relativistic IMM showers, independently
of the shower’s Xup. This is apparent in Figure 2(b), where the correlation of dE/dX |Xup with Xup
is shown for ultra-relativistic IMM simulated events. The background from UHECRs is almost
eliminated by excluding an appropriate region of the (Xup, dE/dX |Xup) plane. We optimized the
selection to achieve less than 0.1 background events expected in the data set of this search. The
final requirement, Xup > 1080 g/cm2 or dE/dX |Xup > 150 PeV/(g/cm2), is shown in Figure 2 as a
dashed box, and results in an expected background of 0.07 events in the search period data set.
4. Data Analysis and Results
The search for ultra-relativistic IMM was performed following a blind procedure. The se-
lection criteria described in Section 3 were optimized using Monte Carlo simulations and a small
fraction (10%) of the data. Then, the selection was applied to the full sample of data collected
between 01.12.2004 and 31.12.2012. The number of events passing each of the selection criteria is
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Figure 2: (a) Correlation of dE/dX |Xup with Xup for simulated UHECR proton showers passing the quality
selection criteria. The color-coded scale indicates the number of events expected in the search period data set.
Only events outside the dashed box are kept in the final selection for ultra-relativistic IMM. (b) Correlation
of dE/dX |Xup with Xup for simulated ultra-relativistic IMM of energy 1025 eV with Lorentz factor γ = 1011.
The color-coded scale indicates the number of events expected in the search period data set assuming a flux
of 10−20 (cm2 sr s)−1. Only events outside the dashed box are kept in the final selection for ultra-relativistic
IMM.
reported in Table 1. The correlation of dE/dX |Xup with Xup for events passing the shower quality
criteria and Xmax > Xup is shown in Figure 3(a).
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Figure 3: (a) Correlation of dE/dX |Xup with Xup for the data sample passing the shower quality selection
criteria and Xmax > Xup. The color-coded scale indicates the number of events. No event is found outside
the dashed box in the final selection for ultra-relativistic IMM. (b) 90% C.L. upper limits on the flux of
ultra-relativistic IMM: this work (black solid line); Parker bound (blue dashed line) [19]; SLIM (sky blue
dashed line) [8], MACRO (green solid line) [5], IceCube (blue solid line) [11], RICE (pink dotted line) [9]
and ANITA-II (red line) [10]. The MACRO and SLIM limits above γ = 109 were weakened by a factor of
two to account for the IMM attenuation through Earth.
Given the null result of the search, a 90% C.L. upper limit on the flux of ultra-relativistic IMM
was derived. The flux Φ of ultra-relativistic IMM of Lorentz factor γ is given by Φ(γ) = k/E (γ)
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with a value k = 2.44 (the Feldman-Cousins upper limit [20] for zero candidates and zero back-
ground events because the background events are conservatively assumed to be 0 instead of 0.07
expected events described in Section 3). The exposure, E (γ), determined by Time Dependent
Detector Simulation [21], which makes use of slow control information and atmospheric measure-
ments recorded during the data taking with considering the efficiency in IMM detection under the
event selection criteria. The systematic uncertainty of the limit originating from the uncertainty of
the exposure and dE/dX |Xup cut is 21%. The propagation of uncertainties from the event statistics
and systematics would lead to limit that is worse by a factor of 1.05 [22]. Here we follow a con-
servative approach and account for the systematics without propagation. We increase the limit by a
factor f = 1+n×0.21, where n = 1.28 corresponds to 90% C.L. value. The corresponding upper
limits for different Lorentz factors are shown in Figure 3(b), together with results from previous
experiments. Our result represents the best limit on ultra-relativistic IMM for γ ≥ 109, with a factor
of ten improvement with respect to previous experiments for γ ≥ 1010.
5. Conclusions
We have reported an analysis procedure and an event selection to search for signals produced
by ultra-relativistic IMMs with FD of the Pierre Auger Observatory. Using this analysis, there is
no candidate for IMMs signal in the data collected by the FD from 2004 to 2012. Therefore, we
have evaluated a flux limit of Φ90%C.L. ∼ 10−20 (cm2 s sr)−1 for log10(γ)≥ 10 which is a order of
magnitude stronger than all previous published experimental limits.
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Ultra-high energy neutrinos and photons, with energies above 1 EeV and 10 EeV respectively, can
be detected with the Surface Detector array (SD) of the Pierre Auger Observatory. Downward-
going neutrinos of all flavours interacting in the atmosphere at zenith angles θ > 60◦, upward-
going tau neutrinos (“Earth-skimming”), as well as photons in the zenith range 30◦− 60◦ can
be identified through the broad time-structure of the signals expected to be induced in the SD
stations. An additional signature for photon-induced air showers is the steeper lateral distribution
of secondary particles at ground with respect to the nucleonic showers.
Stringent limits are set to the diffuse flux of ultra-high energy (UHE) neutrinos and photons, using
data collected between 2004 and mid-2013, under the hypothesis of an E−2 spectrum for signal
primaries.
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1. Introduction
Searches for ultra-high energy (UHE) photons and neutrinos are amongst the methods used to
unravel the mystery of the origin of cosmic rays of the highest energy. Protons and nuclei inter-
acting with the universal low energy photon background (CMB) are expected to produce a flux of
UHE photons that can propagate for a few tens of Mpc without being absorbed and neutrinos (from
the decay of charged pions, muons and neutrons) that can travel to the observer with no interaction
or deflection. The expected cosmogenic fluxes depend on the composition and maximum energy of
CRs at the sources and the emissivity, distribution and cosmological evolution of the acceleration
sites. Thus, observing UHE photons or neutrinos, can pose constraints on the UHECR origin and
properties of the sources.
The Surface Detector array (SD) of the Pierre Auger Observatory covers ∼3,000 km2 with a trian-
gular grid of water-Cherenkov Detectors (WCD) [1] providing a very large exposure for the search
of UHE neutrinos and photons. We report here upper limits to the diffuse fluxes obtained with the
analysis of data collected between 2004 and mid-2013.
2. Search method
SD observables for the searches of neutrino and photons are identified on the base of the ex-
pected physical differences between signal and background, quantified using simulations of air
showers initiated by signal particles. The background of showers induced by nuclei is not sim-
ulated, instead a fraction of the data set is used as a training sample to define the selection for
candidate signal events. The search sample consists of the remaining events.
2.1 UHE neutrinos
The search for neutrinos exploits the extremely small cross-section of the signal particles. At
large zenith angles (θ >60◦) the thickness of the atmosphere traversed is large enough to absorb
almost completely the electromagnetic component of showers initiated by nucleons or even pho-
tons, leaving their signal dominated by muons. Showers initiated by neutrinos very deep in the
atmosphere, on the other hand, have a considerable amount of the electromagnetic component re-
maining (“young” showers). Two types of neutrino-induced showers are sought:
(1) Earth-Skimming (ES) showers ( 90◦ < θ < 95◦, induced by ντ travelling upward with respect
to the vertical at the ground) can skim the crust of the Earth and interact close to the surface, pro-
ducing a τ lepton which can decay in flight in the atmosphere close to the SD. At 1018 eV the mean
decay length of the τ lepton is ∼50 km.
(2) Downward-Going (DG) showers (60◦ < θ < 90◦) initiated by neutrinos of all flavours inter-
acting in the atmosphere close to the SD through neutral current or charged current interactions, as
well as showers produced by ντ interacting in the mountains surrounding the observatory.
The ν-nucleon interactions for DG neutrinos in the atmosphere are simulated with HERWIG [2];
the τ propagation in Earth and in the atmosphere with TAUOLA [3] (with ν-nucleon cross-section
from [4]); the subsequent air shower is simulated with AIRES [5]. To identify neutrinos we search
for very inclined “young” showers. Signatures of inclined showers are: large ratio length/width
(L/W) of the major/minor axis of the ellipse encompassing the footprint of the shower (Fig. 1 (i))
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Figure 1: The footprint of an inclined event (i) on
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sent trigger times from early to late, circle areas are
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Figure 2: Distributions of 〈AoP〉 (the variable
used to identify neutrinos in the ES selection for
data after 01/06/2010) after applying the inclined
shower selection. The distributions for data in the
training period (full grey histogram) and search pe-
riod (black histogram) are normalised to the same
number of events. The blue histogram shows the
simulated ES ντ events. The vertical line repre-
sents the cut on 〈AoP〉 above which an event is re-
garded as a neutrino candidate. An exponential fit
to the tail of the distribution of training data is also
shown as a red dashed line - see text for details.
and the distribution of apparent speeds of the trigger time between stations being required to have
an average value close to the speed of light and a small RMS. Large values of the Area-over-Peak
ratio (AoP, Fig. 1 (ii)) in the time traces indicate a large contribution of the electromagnetic compo-
nent. For all the channels the observable used to identify neutrinos is generally based on the AoP of
stations: the full selection strategy is described in [6]. The region for neutrino candidates is defined
using a training data sample (∼20% of the whole data set). From the distribution of the data in the
training set, the range of the separation variable in which 1 event is expected in 50 yr on the full
SD array is defined. Any event in this range is considered as a neutrino candidate. Fig. 2 illustrates
the exponential fit of the tail of the data distribution for the ES channel, using the average AoP of
early stations as the discriminating variable [6]. The results on the search sample are also shown.
2.2 Photons (Eγ >10 EeV)
Showers induced by photons are characterised by a lower content of muons and larger aver-
age depth of maximum longitudinal development (Xmax) than showers initiated by nuclei with the
same energy. This is due to the radiation length being more than two orders of magnitude smaller
than the mean free path for photo-nuclear interaction, causing a reduced transfer of energy to the
hadron/muon channel, and to the development of the shower being delayed by the typically small
multiplicity of electromagnetic interactions. The Landau-Pomeranchuk-Migdal (LPM) effect be-
comes important beyond 10 EeV. At Eγ >50 EeV - for the site of the Pierre Auger Observatory -
photons can also convert in the geomagnetic field producing a pre-shower [7], with the probability
63
Auger neutrino and photon limits Carla Bleve
of this occurring increasing with energy and depending on the arrival direction with respect to the
field. The resulting air-shower is, in this case, a superposition of cascades initiated by lower energy
electrons and photons with smaller 〈Xmax〉 and larger ratio of muonic to electromagnetic content,
at ground level, than showers induced by non-converted photons of the same energy [8].
The effects of pre-shower and LPM are both included in the simulations of photon showers used for
this analysis, generated with an energy spectrum E−1. Air showers are simulated with CORSIKA
[9] (including PRESHOWER [10]), with QGSjetII.03 [11] as hadronic generator.
Photons are searched for in the 30◦ < θ < 60◦ zenith range1, the reconstruction of the energy-
related observable S(1000), the signal in VEM (vertical equivalent muons) at 1000 m from the
shower axis, is the same as for the SD spectrum analysis [12], where the function used to fit the
lateral distribution of the signal (LDF) has a shape parameterised to describe the bulk of Auger
data. The conversion of (S(1000),θ ) to energy is specific for the photon search. An iterative pro-
cedure similar to the one described in [13] is used, assuming the universality of S(1000)/Eα as a
function of DX = Xobs−Xmax (DX is the difference in atmospheric depth between the observation
level and the shower Xmax, used as an indicator of the shower age, i.e. stage of development of
the cascade). To avoid analysing showers not fully developed, we require Xmax to be no more than
50 g cm−2 below the ground level (DX > −50 g cm−2). The universal profile is described with a
Gaisser-Hillas function whose parameters, together with α , are calibrated with photon simulations.
The reduced muon content of photon showers with respect to data (∼ 15% compared to protons at
10 EeV, for QGSjetII.03) produces a steeper lateral distribution of the signal observed in WCDs at
ground level. At large distances from the axis, photon showers produce typically smaller signals
than expected from the data LDF (Fig. 3 (i)). We thus define an event observable measuring the
departure from the average data LDF as the logarithm of the average deviation of the station signal
from the event LDF: LLDF = log10( 1N ∑i Si/LDF(ri)) where i runs over the stations with radial
distance from the shower axis ri > 1000 m, Si is the total signal of the i-th station, LDF(ri) is the
signal value at distance ri according to the LDF fit. LLDF is expected to be negative for photons.
The spread in the arrival time of secondary particles in individual stations can be measured defin-
ing the risetime as the difference between the 50% and 10% time quantiles of the FADC time
trace (Fig. 1 (ii) on page 63). The risetime is not only increased by a larger contribution of the
electromagnetic component, it also increases when the difference in depth between Xmax and the
observation level becomes smaller, for geometrical reasons. Being sensitive to both the deeper
Xmax and limited muon content of photon showers, the risetime is a suitable variable for the search
of photons. The raw risetime is corrected for azimuthal asymmetry effects (i.e. difference between
earlier and later triggering stations in an inclined event) obtaining t1/2. The correction is based
on the average effect observed in data. A “Data Benchmark” is produced to describe the average
risetime of data. Sampling fluctuations, σt1/2 , are also estimated from the data, using the difference
of the measurements of station doublets (a station in the regular SD grid plus a second station off-
grid deployed close to it) or station pairs (two stations in the same event with similar distance from
the axis and total signal). For each station, δi = (t i1/2− tBench1/2 )/σ it1/2 measures the deviation of the
corrected risetime of the station from the data benchmark in units of expected standard deviation
1The 〈Xmax〉 of photons at 10 EeV is already ∼ 100 g cm−2 larger than the atmospheric vertical depth at the
site. Selecting a minimum zenith of 30◦ (observation depth '1020 g cm−2) guarantees that most UHE photon-induced
showers are fully developed at the depth of observation.
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Figure 3: A shower induced by a photon of
∼20 EeV simulated with a zenith angle of 45◦:
(i) the lateral distribution of signals in the WCDs
is steeper than the LDF obtained from data (solid
line) and (ii) the risetime of selected stations is
larger than the average data benchmark (solid
line) - see text for details.
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Figure 4: Principal component analysis for the
photon search. The training data sample and a
set of simulated photons, not undergoing pre-
showering, are used to find the principal com-
ponent (black line), i.e. the linear combination
of g∆ and gLLDF that maximises the separation
of the two sets. The principal component is used
as separation variable for the photon search.
(Fig. 3 (ii)). For photon searches an event observable ∆ = (∑i δi)/N is defined, where the sum
runs over stations with S > 6 VEM, and radial distance in the range 600-2000 m. A minimum of
4 selected stations is required. ∆ is expected to average ∼0 for data and to be significantly positive
for air showers initiated by photons.
The observables LLDF and ∆ are redefined to obtain a distribution with mean zero and standard de-
viation 1 for photon showers. Taking x= LLDF or x=∆, we define: gx= (x− x¯γ(Eγ ,θ))/σγ(Eγ ,θ).
The resulting distribution is shown in Fig. 4 for the training data set (grey) consisting of 2% of data,
and photon simulations (red). Only events with reconstructed photon energy > 10 EeV, and photons
not converting in the geomagnetic field are considered2. A Principal Component Analysis (PCA)
on the training data set and unweighted photon simulations defines the first component, used for the
selection of photon candidate events (Fig. 4). Its distribution is shown in Fig. 5 for the search data
set (98% of data collected between 01/01/2004 and 15/05/2013) and photon simulations weighted
to an E−2 spectrum. The photon candidate cut is defined, with an “a priori” choice, to be the value
of the median of the weighted distribution of non-pre-showering photon simulations. Any event
with principal component larger than the median cut value is considered as a photon candidate.
3. Results
After application of the selection criteria to the data, no event collected between 01/01/2004
and 20/06/2013 is selected with the neutrino cuts, while 4 events survive the photon cuts in the pe-
2The distribution of the observables is different for photons pre-showering or not, as a consequence of the differences
in 〈Xmax〉 and ratio of muonic to electromagnetic signal at ground. Non-preshowering photons initiate cascades from
the interaction of a primary photon with the atmosphere and they are the larger subset in the energy range considered
(relative contributions are visible in Fig. 5).
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Figure 5: Photon search: distributions of the principal component for events in the search sample (black)
photons non pre-showering (red) and pre-showering (blue) for three different energy thresholds. Photon
simulations are weighted to an E−2 spectrum and the median of the non pre-showering photon distribution
is defined as the photon candidate cut (vertical line). The photon distribution is normalised to the number of
data. Only 4, 2, 0 events survive the selection.
riod between 01/01/2004 and 15/05/2013. The corresponding exposure is determined by applica-
tion of the same criteria to simulated showers induced by signal primaries. Assuming a differential
flux dN(E) = k ·E−2 for both neutrinos and photons, upper limits to their flux are derived.
3.1 Limits to the flux of neutrinos
An upper limit on the value of k is obtained at a confidence level CL:
kCLν =
NCLν∫
Eν E
−2
ν Etot(Eν)dEν
(3.1)
where NCLν is the upper limit at confidence level CL to the number of neutrino events, assuming
conservatively that no background event is expected. NCLν is determined from the number of can-
didates using a semi-Bayesian extension [14] of the Feldman-Cousins approach [15] to include the
uncertainties in the calculation of the exposure Etot(Eν) combined for all the search channels. The
relative contribution of the selection channels to the total expected event rate is ES:DG∼0.84:0.16,
under the hypothesis νe : νµ : ντ = 1 : 1 : 1. Details of the neutrino exposure calculation and values
as a function of Eν are reported in [6]. The single-flavour limit to the normalisation factor of the
diffuse flux of neutrinos is:
k90%ν < 6.4×10−9 GeV cm−2 s−1 sr−1 (3.2)
for Eν = 0.1−25 EeV, defined as the energy range containing symmetrically 90% of the expected
events for an E−2ν flux. An extensive study of systematic uncertainties is included [6].
The SD of the Auger Observatory is the first air shower array to set a limit below the Waxman-
Bahcall bound [19]. As shown in Fig. 6, cosmogenic ν models that assume a pure primary proton
composition at the sources for strong evolution (FRII-type) of the sources [17] and constrained by
the GeV observations of Fermi-LAT [16] are disfavoured. The current Auger limit is approaching
the fluxes predicted under a range of assumptions for the composition of the primary flux, source
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28] and cosmogenic photon models [27, 17].
evolution and model for the transition from galactic to extragalactic cosmic-rays [18]. A 10-fold
increase in the exposure will be needed to reach the most optimistic predictions in case of a pure
iron composition at sources, out of the range of the current configuration of the observatory.
3.2 Limits to the integrated photon flux
The upper limits on the integral flux of photons, for Eγ > E0, are defined as:
FCLγ (Eγ > E0) =
NCLγ
〈E 〉 (3.3)
where Eγ is assigned according to the photon energy reconstruction; NCLγ is the Feldman-Cousins
upper limit to the number of photon events computed at a confidence level CL in the hypothesis of
no background event expected; 〈E 〉 is the spectrum-weighted average exposure in the energy range
Eγ > E0. In the period of data taking considered, the value of 〈E 〉 is 5200, 6800, 6300 km2 sr yr,
for Eγ >10, 20, 40 EeV respectively. The limits to the integral flux are:
F95%γ (Eγ > 10, 20, 40 EeV)< 1.9, 1.0, 0.49×10−3 km−2 yr−1 sr−1. (3.4)
The limits to the diffuse flux of photons obtained with the Auger Observatory are the most stringent
currently available above 1 EeV (Fig. 7). Top-down models of photon production from the decay
of heavy primordial particles [27, 28] are strongly disfavoured. Preliminary limits derived in this
work for Eγ > 10 EeV start constraining the most optimistic predictions of cosmogenic photon
fluxes in the assumption of a pure proton composition at the sources [27]. Cosmogenic models
using a primary spectral index of -2 and maximum energy of 1021 eV at the sources [17] predict an
integrated photon flux above 10 EeV ∼4 times lower than the current limits in the case of proton
primaries, ∼2 orders of magnitude lower if iron nuclei are injected at the sources.
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The azimuthal asymmetry in the risetime of signals in Auger surface detector stations is a source
of information on shower development. The azimuthal asymmetry is due to a combination of the
longitudinal evolution of the shower and geometrical effects related to the angles of incidence of
the particles into the detectors. The magnitude of the effect depends upon the zenith angle and
state of development of the shower and thus provides a novel observable sensitive to the mass
composition of cosmic rays above 3× 1018 eV. By comparing measurements with predictions
from shower simulations, we find for both of our adopted models of hadronic physics (QGSJetII-
04 and Epos-LHC) an indication that the mean cosmic-ray mass increases with energy, as has
been inferred from other studies. However the absolute values derived for the mass are dependent
on the shower model and on the range of distance from the shower core selected. Thus the method
has uncovered further deficiencies in our understanding of shower modelling that must be resolved
before the mass composition can be inferred from (secθ)max.
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1. Introduction
The measurement of the mass composition of ultra-high energy (UHE) cosmic rays (E & 1018
eV) is one of the greatest challenges in this field, not only due to the large fluctuations result-
ing from the stochastic nature of the extensive air-shower (EAS) development but also because it
is necessary to make assumptions about the hadronic physics in regions of phase space not cov-
ered by measurements at accelerators. The Pierre Auger Observatory [1] uses two complementary
techniques for the detection of EAS from UHE cosmic rays: a Fluorescence Detector (FD) that di-
rectly registers their longitudinal development and a Surface Detector Array (SD) that samples the
shower tail by means of water-Cherenkov detectors. Although the FD provides a well-established
technique for mass composition via the direct measurement of the depth of shower maximum, Xmax
[2, 3], its duty cicle is < 13%. Therefore different techniques using the SD, which operates∼ 100%
of time, are being developed [4, 5, 6]. This paper is focused on an SD observable that is related
to the azimuthal asymmetry found in the risetime of the signals with respect to the direction of the
incoming air-shower. This asymmetry in its turn is related to the stage of the shower development
and, as will be shown, has the potential to give alternative insights into the matching of data to
mass and hadronic models.
2. Concept of azimuthal asymmetry in the risetime
The Auger water-Cherenkov detectors measure the spread in arrival times of the signals pro-
duced by the different components of an EAS. The risetime t1/2, defined as the time of increase
from 10% to 50% of the total integrated signal, is a useful parameter in composition studies. While
in vertical showers the SD signals show a perfect circular symmetry around the polar angle ζ in the
shower plane, in inclined showers, particles reaching late detectors (pi/2 < ζ <−pi/2, see Fig. 1)
traverse longer atmospheric paths than those arriving to early detectors (−pi/2 < ζ < pi/2). Con-
sequently for inclined showers, both the magnitude and risetime of the signals depend on ζ . The
method described here uses the above-mentioned azimuthal asymmetry.
The observed azimuthal asymmetry is due to two effects. On the one hand, a contribution
comes from the quenching of the electromagnetic signal. Since the particles that reach late detec-
tors traverse longer atmospheric paths, we expect a bigger attenuation of electrons and photons as
compared to early detectors. On the other hand, there are also contributions to the asymmetry from
geometrical effects. In this case, not only is the electromagnetic component important, but muons
also play a role. Although track length and solid angle effects are compensated by the near-cubical
design of the detectors, the angular distributions of muons impinging on the detectors are differ-
ent, as late detectors record more muons emitted closer to the shower axis. Geometrical effects
predominate at low zenith angles, while for showers with θ > 30◦ attenuation effects are the main
contribution.
The azimuthal asymmetry of the t1/2 depends on the distance to the core r in the plane of the
shower front, since the larger is r the larger is the difference in atmospheric paths between early
and late stations. In addition this asymmetry depends on the zenith angle of the shower, θ . No
asymmetry is expected for vertical showers: it grows with θ and finally this trend reaches a point
where the EM component is quenched due to the longer atmospheric path travelled and the shower
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Figure 1: Schematic view of the shower geometry with the notation used in this paper. The incoming
direction of the primary particle defines two regions: early (−pi/2 < ζ < pi/2) and late (pi/2 < ζ <−pi/2).
Note the different amount of atmosphere traversed by the particles reaching the detectors in each region.
is mainly composed of penetrating muons. As will be demonstrated, for a given primary energy
E, the time asymmetry dependence upon secθ shows a maximum which is sensitive to the average
primary mass.
3. Azimuthal asymmetry analysis using Auger data
For the present analysis we have used data collected with the SD of the Pierre Auger Obser-
vatory from 01.01.04 to 29.10.14 with E > 3× 1018 eV and θ < 62◦ to assure 100% detection
efficiency, and with θ > 30◦ where the contribution of the attenuation to the azimuthal asymme-
try dominates over other sources. These events are required to satisfy the standard trigger levels
described in [7]. Additionally, quality cuts at station level have been applied: the recorded signal
must be larger than 10 VEM (1 VEM is the signal produced by a vertical and central through-going
muon) to assure 100% probability for single-detector triggering, and stations are required to be at
a core distance 500 < r < 2000 m to assure an accurate determination of t1/2. After application of
these cuts a total of 191534 signals from 54584 events remain.
The first step in the analysis is to measure the azimuthal asymmetry of the t1/2 for fixed E and
θ values. This measurement cannot be done on a shower-by-shower basis because it is not possible
to sample the whole range of the polar angle, from early to late regions, in a single event. Thus, a
statistical approach is applied to characterize the azimuthal asymmetry of t1/2 using all the stations
from the events at a given E and θ . To this end we use the variable t1/2/r since in this way the
risetime information of all stations within given E and θ bins can be used, independently of the core
distance, to compute an average 〈t1/2/r〉 value as a function of ζ . Since the asymmetry depends on
r, the analysis has been carried out independently for two r-intervals, i.e., 500 - 1000 m and 1000
- 2000 m each containing a similar number of signals and events. As an example, we show in the
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Figure 2: Asymmetry plots (dependence of 〈t1/2/r〉 vs the polar angle in the shower plane ζ ) for different
cases. Left panel: for log(E/eV ) = 19.2−19.5 in the 500 - 1000 m interval at different θ bins. Right panel:
for log(E/eV ) = 19.0− 19.2 in the two chosen core distance intervals with θ = 51◦; results of the fitted
parameters (see text) are shown for each r-interval.
left panel of Fig. 2 〈t1/2/r〉 vs ζ for 19.2 < log(E/eV )< 19.5 and eight θ values. For each θ band
the data are fitted to the function 〈t1/2/r〉 = a+bcosζ + ccos2 ζ . The asymmetry with respect to
ζ is evident and the ratio b/(a+ c), the so-called asymmetry factor, will be used to quantify the
asymmetry. In right panel of Fig. 2 〈t1/2/r〉 vs ζ is displayed for both core distance intervals for
showers with log(E/eV ) = 19.0− 19.2 and θ = 51◦. As can be observed, the amplitude of the
asymmetry for 500 - 1000 m is smaller. This is due to the fact that, close to the core, there is a
higher electromagnetic contribution to the risetime and a smaller difference in the paths travelled
by the particles.
Next, this asymmetry factor is represented as a function of atmospheric depth, measured by
secθ . For each energy interval, b/(a+ c) vs ln(secθ) is fitted to a Gaussian function to obtain its
maximum. An example is shown in Fig. 3 for the same energy bin in each r-interval. The value
of secθ for which the asymmetry parameter maximizes, (secθ)max, will be used as the observable
for mass composition. Once the value of (secθ)max for each energy bin has been obtained in each
core distance interval, we can study the evolution of the dependence of (secθ)max on the primary
energy. In Fig. 4 the result for both r-intervals is shown. As expected, for a given energy, (secθ)max
is larger in the interval 500 - 1000 m than in the 1000 - 2000 m one since closer to the core the
asymmetry is smaller, and thus, the zenith angle at which the muon component starts to dominate
(and the asymmetry starts to decrease) is higher. Note that, in principle, this dependence on the
radial interval should not limit the capability of the asymmetry method for mass analysis provided
that Monte Carlo simulations follow the same behavior. This will be discussed in section 4.
A first estimation of the systematic uncertainty of (secθ)max has been carried out for both
core distance intervals. For that, we have taken into account the effect of the uncertainty in the
reconstruction of the shower core, in the risetime and also the effect of the energy scale uncertainty,
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as well as the use of different parameterizations in the dependency of the risetime with r and
different algorithms to integrate the signal. Additionally, we have developed different cross-checks
on the stability of the results, considering potential bias due to the selection cuts in the signal
intensity and in the zenith interval, studying the dependence of the lateral width of the shower
(in particular of the electromagnetic component) on pressure and temperature, and checking the
possible effect of ageing of the SD detectors on the results. Considering all these sources we obtain
a systematic uncertainty of ±0.013 and ±0.017 in units of (secθ)max for the 500 - 1000 m and
1000 - 2000 m core distance ranges respectively.
4. Discussion
The mass analysis has to rely on comparison with theoretical predictions using updated models
of hadronic interactions extrapolated to these energies. To this end, a sample of Monte Carlo (MC)
events generated with the CORSIKA [8] code have been produced using the Epos-LHC [9] and
QGSJetII-04 [10] hadronic models for proton and iron primaries. A total of 77000 events (38500
of each primary) have been produced for each interaction model. The log(E/eV) values ranged
from 18.00 to 20.25 in bins of 0.25 with eleven discrete θ values between 18◦ and 63◦.
In Fig. 5 the (secθ)max measurements as a function of energy are shown and compared with
predictions made using the Epos-LHC and QGSJetII-04 models for proton and iron primaries. The
dependence on energy is small and it is difficult to draw strong conclusions as rather contrasting
predictions follow from the two models. However in both cases there is an indication that the mean
mass increases slowly with energy in line with other Auger studies [2, 5].
A further illustration of the dependence of the conclusions on the choice of model is shown
in Fig. 6 where the variations of 〈lnA〉 with energy, deduced from Fig. 5, are summarised and
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Figure 6: 〈lnA〉 vs E as predicted by Epos-LHC and QGSJetII-04. Results from the time asymmetry method
in both r-intervals are compared with those from the elongation curve [2] and the MPD method [5].
compared with the values of 〈lnA〉 found from the measurements of the depth of shower maxi-
mum (Xmax) made with the fluorescence detectors [2] and using the muon production depth (MPD)
technique [5].
Several inferences can be drawn from these plots. Within the uncertainties, the values of
〈lnA〉 derived from the Epos-LHC model are consistent for the two distance ranges. However
for QGSJetII-04 model this consistency is not so evident. We note that the MPD studies are of
a parameter that is solely dependent on the muon content of the shower while the Xmax observa-
tions are dominated by the electromagnetic component. As explained above, the complex nature
of the zenith angle behavior of the time-asymmetry is a reflection of the contributions of both
components. Thus, while the Epos-LHC is favoured over QGSJetII-04, neither model provides an
accurate description of muons in air-showers. A similar conclusion has been drawn from the study
of inclined showers made at the Pierre Auger Observatory [11] from which it was deduced that
showers contain more muons than predicted by Epos-LHC model. Indeed no model provides a
completely satisfactory description of the wide range of data using the Auger Observatory.
5. Conclusions
The azimuthal dependence of the t1/2 values obtained from the FADC traces registered by the
SD detector of the Pierre Auger Observatory has been used to obtain a mass sensitive parameter,
(secθ)max. Recent hadronic interaction models have been used to compute the 〈lnA〉 predictions
of the method described here and compare the results with those obtained from Xmax and the MPD
method. The results show a hint of a slow increase of the mean mass with energy in agreement with
other studies. However, model-dependent discrepancies between data and Monte Carlo results on
both core distance intervals have been found, and therefore, further deficiencies in our understand-
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ing of shower modelling have to be resolved before the mass composition can be inferred from
(secθ)max.
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1. Introduction
The spectrum and arrival directions of Ultra High Energy Cosmic Rays (UHECRs) have been
recently measured with unprecedented precision [1, 2]. However, the origin of these particles is
still not well understood and remains one of the greatest priorities of the field. Establishing their
composition is a crucial step to discriminate between different acceleration and propagation sce-
narios. Information about the composition of the primary cosmic rays has been obtained using the
Fluorescence Detector (FD) of the Pierre Auger Observatory. The FD allows the measurement of
the depth at which the electromagnetic component of the air shower reaches its maximum number
of particles, Xmax [3]. However, the interpretation of these measurements is hampered by uncertain-
ties of the hadronic interaction models, which extrapolate interaction details from measurements
in the accelerators domain to much higher energies and to different kinematic regions which are
difficult to separate from the effect of the primary composition. Moreover, the FD data suffer from
small statistics due to the low FD duty cycle (∼15%).
The design of the Pierre Auger Observatory includes also a Surface Detector (SD) consisting of
an array of water-Cherenkov detectors [4]. Different methods, which are also sensitive to primary
composition, have been developed exploiting the 100% duty cycle of the SD. Among them, the
study of the muon content at the ground [5] and the study of the atmospheric depth at which the
muon production rate reaches a maximum in air showers [6].
Muon measurements are sensitive to the details of the hadronic component of the air shower
and provide a handle to study the mass composition independently of Xmax. The hybrid nature of
the Auger observatory provides redundancy which allows for the combination of different mea-
surements sensitive to the primary mass to place constraints on hadronic interaction models.
2. Measurement of muon number
Recently we developed techniques to reconstruct inclined showers [7, 8] that can be used to
extract the muon content of air showers. They rely on the fact that the electromagnetic component
of inclined showers is largely absorbed in the atmosphere before reaching the ground. Once the
shower direction is obtained using the arrival times of the SD signals, it has been shown that the
number of muons per unit area at the ground level, ρµ(θ ,φ ;x,y), has a shape which is practically
independent of energy, composition or hadronic interaction model [9, 10]. As a result it can be
expressed:
ρµ = N19ρµ,19(θ ,φ ;x− xc,y− yc), (2.1)
where ρµ,19 are the reference functions for the number densities of muons, expressed in terms of
position in a plane (x,y) relative to the shower core (xc,yc) and N19 is a scale factor. The reference
distributions for each arrival direction are conventionally obtained from proton simulations at 1019
eV using the QGSJETII-03 model for hadronic interactions.
The fitted value of N19 gives the number of muons per unit area relative to the reference density.
The total number of muons can be estimated as Nestµ = N19Nµ,19 where Nµ,19 is the surface integral
of the ρµ,19. For example, at the mean zenith angle of the data set, 〈θdata〉 = 67◦, N19 = 1 would
correspond to about 1.5×107 muons at the ground with energies above 0.3 GeV.
The procedure has been extensively tested with simulations comparing N19 to the true ratio
RMCµ = Nµ/Nµ,19, computed as the total number of muons in the simulated shower relative to the
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Figure 1: Left) 〈Rµ〉 vs. primary energy, compared to air shower simulations. Right) 〈ln Rµ〉 vs. 〈Xmax〉.
Representative primary masses are indicated by open symbols. [5]
total number of muons in the reference model. The average difference between N19 and RMCµ for
proton or iron simulated using QGSJET01, QGSJETII-04 and EPOS-LHC is always below 5%.
To get an unbiased estimator, N19 is corrected for the average bias of all the simulations. In the
following the corrected estimator is called Rµ . By combining the uncertainty of the reference
model with that of the simulated response of the SD stations to muons, we conservatively estimate
the systematic uncertainty of Rµ to be 11%.
The method is applied to hybrid events with zenith angles 62◦ < θ < 80◦ for which a simul-
taneous measurement of muon number with SD and of shower energy with FD is possible. Strict
selection criteria are applied to get a high quality sample: the events must be well contained, i.e.
the station closest to the fitted core and its six adjacent stations need all to be active, and only
events with energy above 4×1018 eV are taken to ensure a 100% SD trigger probability. Quality
cuts are applied for the FD to ensure an accurate reconstruction of the arrival direction and of the
longitudinal profile, minimizing composition bias [11]. Out of 29722 hybrid events recorded from
1 January 2004 to 1 January 2013, 174 are accepted after quality cuts.
The relative number of muons Rµ is correlated to the shower energy by a power law
Rµ = a(E/1019 eV)b (2.2)
with parameters
a= 〈lnRµ〉(1019 eV) = (1.841±0.029±0.324 (sys.))
b= d〈lnRµ〉/d lnE = (1.029±0.024±0.03 (sys.))
(2.3)
The a parameter represents the average muon content at 1019 eV while b is the logarithmic gain of
muons with increasing energy.
The systematic uncertainties are estimated from the dispersion of the different models and
compositions studied with simulated events, from variations of the quality cuts on the FD and of
fitting methods applied. They are dominated by the uncertainties on the energy scale (∼14%) [11].
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The average values of Rµ , divided by the energy, are plotted for five energy bins in Fig. 1(left).
Data points are compared to simulations for proton and iron showers, performed with QGSJETII-
04 and EPOS-LHC hadronic models at 〈θdata〉 = 67◦. The predictions for protons and iron nuclei
are well separated, illustrating the power of 〈Rµ〉 as a composition estimator. The measured muon
number is higher than that expected in pure iron showers, a result not in agreement with studies
based on the depth of shower maximum [12] which points to an average logarithmic mass 〈lnA〉
being between proton and iron in this energy range.
The tension between the Xmax and Rµ measurements with respect to the expectations from
different models is shown in Fig. 1 (right) which displays Auger data at 1019 eV compared to
the predictions for different hadronic models and primary masses. The expectations for 〈lnRµ〉
and d〈lnRµ〉/dlnE are compared to our measurement in Fig. 2. For QGSJETII-03, QGSJETII-04
and EPOS-LHC, 〈lnRµ〉 and d〈lnRµ〉/dlnE are calculated for three different compositions: pure
proton, pure iron and a composition with an average value of the logarithmic mass, lnA, as obtained
from the measurement of Xmax [3]. The QGSJET01 model was not considered in that reference so
that an estimate of lnA was made using the data [12] and some simple assumptions [5]. These
values of lnA in turn correspond to a mean value of lnRµ . Assuming the generalized Heitler model
of hadronic air [5], it is possible to convert the estimated 〈lnA〉 into a prediction of the logarithmic
muon content which can in turn be related to 〈Rµ〉.
When we consider the values of lnA deduced from Xmax, the measured values of Rµ indicate
that the mean number of muons in the simulations have a deficit of 30% to 80 +17−20 (sys.) % at
1019 eV depending on the model. The measurement of the logarithmic gain is slightly higher than
the prediction but the discrepancy is smaller than for Rµ for all the models. Assuming that the
logarithmic gain of real showers is well reproduced by simulations, which is supported by the fact
that the four models agree on this parameter, the measured value disfavors a pure composition
hypothesis. Deviations from a constant proton (iron) composition are observed at the level of 2.2
(2.6) σ .
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Different independent methods [13, 14] for vertical showers with θ < 60◦ have been used to
derive the fraction of the signal due to muons at 1000 m from the shower core with the SD array.
In [13] the different features of the temporal distribution of the EM and muonic signals measured
with the SD array are exploited to obtain information about the muon number. In [14] hybrid
events are exploited: for each of them, a set of simulated proton and iron showers matching their
longitudinal profile is produced using different hadronic interaction models. They show that the
total and muonic signals are not well reproduced by the shower simulations using the most recent
hadronic interaction models. Within uncertainties they are compatible with the results described
above for the study of inclined showers.
3. Measurement of muon production depth
The time structure of the muon component reaching the ground can be exploited to obtain the
distribution of muon production distances along the shower axis. Following a phenomenological
model for muon time distributions in Extensive Air Showers (EASs) developed in [15] [16], the
muon production height z of muons recorded at the ground at distance r from the core and arriving
at time t can be written as
z' 1
2
(
r2
c(t−〈tε〉) − c(t−〈tε〉)
)
+∆−〈zpi〉 (3.1)
where tg ' t−〈tε〉 is the geometric delay, due to deviation of muon trajectories with respect to the
shower axis, tε is the kinematic delay, due to the subluminal muon velocities, ∆ = r tanθ cosξ is
the distance from the ground impact point to the shower plane and 〈zpi〉 takes into account the decay
length of the parent pion.
Since SD stations do not allow to measure the energy carried by each single muon, the kine-
matic delay cannot be directly measured and needs to be parameterized. A modeling of the muon
energy distributions was then exploited to this aim [15].
By means of Eq. (3.1), a mapping between z and t at the ground is thus provided. The
muon production depth (MPD) Xµ , i.e. the total amount of traversed matter in g/cm2, is obtained
integrating the atmospheric density over the range of production distances. The MPD distribution
is derived adding all MPDs recorded in each of the SD stations of the event. A fit to the MPD
distribution with a Gaisser-Hillas function allows us to derive the muonic shower maximum Xµmax,
i.e. the point in the shower development where the maximum number of muons is produced.
The reconstruction of the MPD distribution requires the removal of the EM contribution to
the total signal. Only a residual EM contamination is contributing to the total signal at zenith
angle around 60◦. Since the EM signals are smaller and broader than muonic ones, a cut for
Sthreshold = 15% of the maximum (peak) of the recorded signal guarantees an efficient reduction of
the background and muon fractions above 85%, regardless of the energy and mass of the primary
particle.
Besides, the FADC sampling frequency (40 MHz) gives rise to an uncertainty in the z recon-
struction that decreases with r2 and increases with Xµ . To keep the distortion of the reconstructed
MPD small, a cut in core distance, rcut, is thus mandatory. An optimal value rcut = 1700 m was
derived from Monte Carlo simulations.
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Another issue to be taken into account is that the light propagation inside the detector and the
electronic response smears the muon arrival times. To compensate for this detector effect, a time
offset tshift is subtracted to each time bin. The offset value depends on Sthreshold: a value of 73 ns is
derived from simulations.
The mean bias [Xµmax(rec.)−Xµmax(true)] stays within 10 g/cm2, for all energies, masses and
hadronic models used in simulations. The resolution, given by the standard deviation of the same
distribution, ranges from 100 (80) g/cm2 to about 50 g/cm2 for increasing energy and proton (iron)
showers. The improvement of the resolution with the energy is a direct consequence of the increase
in the number of sampled muons.
The SD data of Pierre Auger Observatory between 1 January 2004 and 31 December 2012 have
been used in this analysis. The selected events must satisfy the T5 trigger condition, which requires
that the detector with the highest signal has all six closest neighbours operating. We considered
events with zenith angle in the range [55◦, 65◦] and energy greater than 20 EeV, the latter allowing
the reconstruction of the MPD distribution. Furthermore, the relative uncertainty δXµmax/X
µ
max must
be small enough to guarantee the accuracy in the estimation of Xµmax. Monte Carlo studies show
that the chosen cuts introduce a negligible composition bias, smaller than 2 g/cm2. 481 events out
of 500 meet the required quality cuts.
The total systematic uncertainty on Xµmax amounts to ≈17 g/cm2, which corresponds to about
25% of the proton-iron separation. The most relevant contributions come from reconstruction,
differences in the hadronic interaction models, unknown primary mass and seasonal effects. A
systematic underestimation by≈4.5 g/cm2 in the Xµmax determination has been found due to random
accidental signals and has been corrected for.
Finally, we discovered that our simulations introduced an underestimation of the muon delay
with respect to the arrival time of the shower front [17]. The effect is due to the resampling proce-
dure, which is needed to be applied to showers simulated with a thinning method [18]. The latter
is mandatory in the EASs simulations, since full simulations require large amounts of CPU time
and disk space. A procedure to undo the thinning is thus necessary to have a fair representation
of the signals collected by the water-Cherenkov detectors. The strategy consists in the estimation
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of the local distribution of particles at the position of the detectors by averages over extended ar-
eas around this position. We found that the value chosen for the sampling area was not optimal
and introduced an underestimation of the muon delay. While in [6] the bias due to the resampling
procedure was assumed to be negligible, recent simulation studies have shown that this effect is
significant, making the total bias on Xµmax reconstruction 24 g/cm2. This bias is corrected for in
simulations in order to obtain an unbiased analysis. However this correction has to be accounted
for in the data (i.e. all measured Xµmax values must be reduced by an amount equal to the estimated
bias).
The evolution of the measured Xµmax with energy is shown in Fig. 3. Data are grouped in
five energy bins of width 0.1 in log10(E/eV), except for the last bin, which contains all events
with energy above log10(E/eV) = 19.7 (E = 50 EeV). The interpretation of data in terms of mass
composition requires a comparison with air shower simulations. As shown in Fig. 3, the two
models predict a similar evolution of Xµmax for proton and iron but a considerable difference in
its absolute value. While Auger data are bracketed by QGSJETII-04, they fall below the EPOS-
LHC prediction for iron, thus demonstrating the power of the MPD analysis to constrain hadronic
interaction models [19].
Xmax and X
µ
max are both correlated with the primary mass [20, 21]. Both observables can thus
be converted into 〈lnA〉 using the same interaction model.
The results of this conversion for two different hadronic models are shown in Fig. 4. With
QGSJETII-04, we obtain compatible values for lnA within 1.5σ , while in the case of EPOS-LHC
the results from 〈Xµmax〉 indicate primaries heavier than iron and the measurements are incompatible
at a level of at least 6σ . It should be noted however that QGSJETII-04 has problems to describe
in a consistent way the first two moments of the lnA distribution obtained from the Xmax values
measured with the FD [3].
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4. Conclusions
Two different analyses of the muon component have been described. By measuring the total
muon content of UHE inclined showers, we observe a muon deficit in the simulations. Our data
strongly disfavor light composition at 1019 eV.
The arrival time of muons at the ground was used to reconstruct the muon production depth
distribution on an event-by-event basis. This analysis has established a new approach to study the
longitudinal development of the hadronic component of EASs. The current level of systematic
uncertainties does not allow to draw conclusions on composition. However, the described mea-
surements, in correlation with the information from the EM shower profile, set valuable constraints
on the most recent LHC-tuned interaction models, QGSJETII-04 and EPOS-LHC. In particular, we
found that none of the interaction models provides a consistent description of both the electromag-
netic and muonic shower profiles as measured by the Pierre Auger Observatory.
References
[1] I. Valiño, for the Pierre Auger Collaboration, Proc. 34th ICRC, Den Haag, Netherlands (2015).
[2] The Pierre Auger Collaboration, Astropart. Phys. 34 (2010) 314–326, [arXiv:1009.1855].
[3] The Pierre Auger Collaboration, Phys. Rev. D 90 12 (2014) 122005, [arXiv:1409.4809].
[4] The Pierre Auger Collaboration, accepted for publication in Nucl. Instrum. Meth. A (2015), [arXiv:1502.01323].
[5] The Pierre Auger Collaboration, Phys. Rev. D 91 (2015) 032003, [arXiv:1408.1421].
[6] The Pierre Auger Collaboration, Phys. Rev. D 90 (2014) 012012, [arXiv:1407.5919].
[7] The Pierre Auger Collaboration, JCAP (2014), [arXiv:1407.3214].
[8] M. Ave, R.A. Vazquez, E. Zas, J.A. Hinton, and A.A. Watson, Astropart. Phys. 14 (2000) 109,
[arXiv:astro-ph/0003011].
[9] M. Ave et al., Astropart. Phys. 14 (2000) 91–107, [arXiv:0011490].
[10] H.P. Dembinski et al., Astropart. Phys. 34 (2010) 128–138, [arXiv:0904.2372].
[11] V. Verzi, for the Pierre Auger Collaboration, Proc. 33rd ICRC, Rio de Janeiro, Brazil (2013), [arXiv:1307.5059].
[12] A. Letessier-Selvon, for the Pierre Auger Collaboration, Proc. 33rd ICRC, Rio de Janeiro, Brazil (2013),
[arXiv:1310.4620].
[13] B. Kégl, for the Pierre Auger Collaboration, Proc. 33rd ICRC, Rio de Janeiro, Brazil (2013), [arXiv:1307.5059].
[14] G.R. Farrar, for the Pierre Auger Collaboration, Proc. 33rd ICRC, Rio de Janeiro, Brazil (2013),
[arXiv:1307.5059].
[15] L. Cazon, R.A. Vazquez, A.A. Watson, and E. Zas, Astropart. Phys. 21 (2004) 71, [arXiv:0412338].
[16] L. Cazon, R. Conceicao, M. Pimenta, and E. Santos, Astropart. Phys. 36 (2012) 211, [arXiv:1201.5294].
[17] The Pierre Auger Collaboration, Erratum submitted to Phys. Rev. D, [arXiv:1407.5919].
[18] P. Billoir, Astropart. Phys. 30 (2008) 270.
[19] T. Pierog, Proc. 34th ICRC, Den Haag, Netherlands (2015).
[20] The Pierre Auger Collaboration, JCAP 02 (2013) 026, [arXiv:1301.6637].
[21] S. Andringa, L. Cazon, R. Conceicao, and M. Pimenta, Astropart. Phys. 35 (2012) 821, [arXiv:1301.0507].
85
Extension of the measurement of the proton-air
cross section with the Pierre Auger Observatory
Ralf Ulrich∗a for the Pierre Auger Collaborationb
aKarlsruhe Institute of Technology, Germany
bObservatorio Pierre Auger, Av. San Martín Norte 304, 5613 Malargüe, Argentina
E-mail: auger_spokespersons@fnal.gov
Full author list: http://www.auger.org/archive/authors_2015_06.html
With hybrid data of the Pierre Auger Observatory it is possible to measure the cross section of
proton-air collisions at energies far beyond the reach of the LHC. Since the first measurement
by the Pierre Auger Collaboration the event statistics has increased significantly. The proton-air
cross section is now estimated in the two energy intervals in lg(E/eV) from 17.8 to 18 and from 18
to 18.5. These energies are chosen so that they maximise the available event statistics and at the
same time lie in the region most compatible with a significant primary proton fraction. Of these
data, only the 20% of most proton-like events are considered for the measurement. Furthermore,
with a new generation of hadronic interaction models which have been tuned to LHC data, the
model-dependent uncertainties of the measurement are re-visited.
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1. Introduction
The cross section of cosmic ray protons with air is derived from data collected with the Pierre
Auger Observatory [1] at energies far beyond the reach of human-made particle accelerators. The
evolution of the hadronic cross section with energy is a fundamental property of nature and can still
not be calculated from first principles of the theory of quantum chromodynamics. The measurement
of general particle-collision properties at ultra-high energies is a tool for the search of new physics.
In this paper the extension of the measurement of the proton-air cross section of the Pierre
Auger Collaboration at 57 TeV [2] is presented. The technique has been kept identical. Signif-
icantly more data has become available and, due to improved external input, several sources of
systematic uncertainty are re-visited. The 20% most deeply penetrating showers are used for the
analysis in order to reduce the impact of primary cosmic ray nuclei heavier than protons. Since the
measurement is sensitive only to the cross section of interactions that produce secondary particles,
the quasi-elastic excitation of the target nuclei is not included in the measured cross section. The
observable cross section is, thus, defined as σprod = σinel−σq−el. Hybrid events are selected with a
uniform acceptance over the full phase-space of the measurement.
The number of hybrid events available for the measurement has increased in total by a factor of
about four. The range in primary energies is increased and the result is presented in the two regions
1017.8− 1018 eV and 1018− 1018.5 eV. The reason to chose this limited energy region is driven by
the fact that in this interval the data of the Pierre Auger Observatory is compatible with a very
high content of primary protons [3]. Besides the fact of more events and thus a smaller statistical
uncertainty, also the systematic uncertainties are re-visited. Most importantly the impact of the first
models tuned to LHC data (EPOS-LHC [4] and QGSJetII.4 [5]) on the analysis is demonstrated in
respect to the same models before they were tuned to LHC data (EPOS-1.99 [6] and QGSJetII.3
[7]). The SIBYLL 2.1 [8] model is kept as a constant reference. A new release of SIBYLL, which
will also be tuned with LHC data, will eventually complete this study and will be done as soon as
the model becomes available for air shower simulations.
2. Experiment, data and simulations
The Pierre Auger Observatory currently has the largest aperture for the detection of ultra-
high energy cosmic ray particles in the energy range from just above the second knee up to the
highest accessible energies. The observatory is located near the town of Malargüe in Argentina and
consists of two major components: Firstly, the surface detector, build by 1660 autonomous water-
Cherenkov stations, is spread over a surface area of 3000km2 on a triangular grid with 1.5 km
spacing. Secondly, five fluorescence telescope sites are overlooking the surface detector with a
total of 27 Schmidt-optics telescopes. Light is focused by spherical mirrors of 12 m2 area and
3.7 m radius on cameras build of 440 PMTs. The 24 telescopes with a field of view ranging from
1.5 to 30 degree in elevation are used for this analysis.
Hybrid data contains information from the fluorescence telescopes as well as from at least one
surface detector station. This includes events below the trigger threshold of the surface detector by
initiating the readout based on the trigger from the fluorescence telescopes. The reconstruction of
hybrid events uses the timing from the surface detector to precisely determine the geometry of the
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shower. The light collected by the telescopes is corrected for all known effects to yield the energy
deposit profile along the shower axis in the atmosphere [9]. The slant depth along the shower axis
where the maximum energy deposit is observed, Xmax, is the main observable of this study.
The dataset used for the measurement comprises events collected from Dec 2004 to Dec 2012.
Simulations of air showers are performed with the CONEX simulation program [10]. In these sim-
ulations the initial part of the air shower cascade is simulated in full 3D Monte Carlo mode, and as
soon as secondary particle energies drop below 0.001E0, where E0 is the primary cosmic ray en-
ergy, the simulation is completed with cascade equations. Hadronic interactions can be simulated
with different event generators. For this purpose EPOS-LHC and QGSJetII.4, which both have
been tuned to LHC data up to
√
s = 8TeV, as well as SIBYLL 2.1, which has not yet been tuned
to LHC data, are used. The impact of the extrapolation of the description of hadronic interactions
in air showers on the analysis is estimated based on these different models, and ad-hoc modifi-
cations of them. Each model comprises a set of different but self-consistent phenomenological
and theoretical assumptions to describe hadronic interactions. EPOS is build from a parton-based
Gribov-Regge theory with energy-conservation considered during the multiple-pomeron exchange.
Many features of hadronic interactions like diffraction and remnant fragmentation are added in a
phenomenological approach. QGSJetII is driven by the theory of multi-Pomeron amplitues calcu-
lated to all orders. This yields a theoretically clean description of diffraction up to high masses.
SIBYLL is a minijet model combined with a Glauber calculation, where diffraction is added in
phenomenological way. It is a big advantage to use a set of models which are internally so different
in nature. It allows us to derive an estimate of the systematic uncertainties related to details of the
description of hadronic interactions on the proton-air cross section measurement.
The limited acceptance caused by the field-of-view of the telescope detectors as well as by
the absorption of light in the atmosphere is taken into account as described in Ref. [11]. In this
way a measurement of the complete Xmax-distribution is obtained free of acceptance effects. This
is achieved by accepting showers only when the range in slant depth along the shower axis, where
the shower can be detected with an expected Xmax-resolution of better than 40 g/cm2, does fully
comprise the Xmax-interval required for the measurement. Furthermore, the resolution of the detec-
tor is taken into account by folding the Monte Carlo simulations with the parameterisation given in
Ref. [11].
3. Analysis strategy and event selection
The analysis consists of two subsequent parts. The first step is the dedicated measurement of
the observable Λη , which is a measure of the attenuation length of air showers in the atmosphere.
The advantage of this well defined and dedicated measurement of Λη is that this observable can
be eventually used also in a different context, and it can be re-evaluated at any later time with new
air shower simulation models. The second analysis part is related to the conversion of Λη into
the proton-air cross section σp−air. This depends on the simulation of air showers and hadronic
interactions therein.
The total number of high-quality hybrid events in the data sample used for the measurement
is 39360. Event quality cuts are applied as described in Ref. [11]. The depth of the maximum
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Table 1: Measurement of Λη and σp−air in the two energy regions. Statistical uncertainties are quoted in the
same line, while systematic uncertainties are listed explicitly.
1017.8−1018 eV 1018−1018.5 eV
Number of high-quality hybrid events 18090 21270
Determination of the 20% tail range
Range of 99.8% central Xmax-values (g/cm2) 556.6−1009.7 573.3−1030.1
Fiducial selection of 99.8% central range, events 1818 2807
Start of 20% tail range, Xη ,start (g/cm2) 762.2 782.4
Fiducial selection of 20% tail range, number of events 4847 6906
Λη determination
Number of events in tail range 1196 1384
Power-law slope of energy distribution −0.65±0.31 1.85±0.28
Average energy (eV) 1017.90 1018.22
Corresponding√spp (TeV) 38.7 55.5
Energy scale uncertainty on√spp (TeV) 2.5 3.6
Λη (g/cm2) 60.7±2.1 57.4±1.8
Λη , systematic uncertainties (g/cm2) 1.6 1.6
σp−air determination
EPOS-LHC (mb) 466.1 494.1
QGSJetII.04 (mb) 458.7 487.9
SIBYLL 2.1 (mb) 447.8 475.3
Central value, all models (mb) 457.5±17.8 485.8±15.8
σp−air uncertainties
Λη , systematic uncertainties (mb) 13.5 14.1
Hadronic interaction models (mb) 10 10
Energy scale uncertainty, ∆E/E = 14% (mb) 2.1 1.3
Conversion of Λη to σp−air (mb) 7 7
Photons (mb) 4.7 4.2
Helium, 25% (mb) -17.2 -15.8
Total systematic uncertainty on σp−air (mb) +19/-25 +19/-25
energy deposit, Xmax, can be reconstructed with a resolution of 25.0± 1.1 g/cm2 at 1017.8 eV and
18.6±1.1 g/cm2 at 1018.5 eV. This includes uncertainties e.g. from the atmospheric density profile.
The available data sample is divided into two energy intervals, one ranging from 1017.8 to
1018 eV and the other from 1018 to 1018.5 eV with 18090 and 21270 events, respectively. All steps
and results of the analysis are summarized in Tab. 1.
4. Measurement of Λη
In both energy ranges selected for the measurement the Xmax-range is determined indepen-
dently in a two step procedure. First, the Xmax-interval containing the 99.8% most central events
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Figure 1: The Xmax-distributions in the two energy intervals. The result of the unbinned log-likelihood fit to
derive Λη is shown in the range of the tail fit.
is identified, and only showers with an unbiased Xmax measurement within this range are consid-
ered. This provides the best possible estimate of the shape of the whole Xmax-distribution, but with
a significant cost in terms of available event statistics. This distribution is used to determine the
Xmax-intervals containing the 20% most deeply penetrating showers.
Given this Xmax-interval, the event selection is updated by only requiring an unbiased Xmax-
measurement in the tail region of the distribution. This step increases the available statistics for the
measurement of Λη by a factor of about three. At this stage the Xmax-distributions exist containing
the unbiased tail from Xη ,start = 762.2g/cm2 to Xη ,end = 1009.7g/cm2 for the 1017.8−1018 eV range
and Xη ,start = 782.4g/cm2 to Xη ,end = 1030.1g/cm2 for the 1018−1018.5 eV range. The upper end
of the fit-range, chosen to exclude 0.1% of all available showers, also reduces the sensitivity to any
possible primary photon contribution.
Due to the nature of the analysis, where the exponential tail of a distribution is measured,
it is crucial to consider the Poissonian fluctuations of the data. This is achieved by numerically
optimizing the following unbinned log-likelihood function for the Λη parameter
logL=
Nevts
∑
i=1
log p(Xmax,i;Λη) with (4.1)
p(Xmax;Λη) =
[
Λη
(
e−Xη ,start/Λη − e−Xη ,end/Λη
)]−1
e−Xmax/Λη . (4.2)
The statistical uncertainty of the result is determined using the values of Λη where the likelihood
exceeds logLmin+0.5. For simulated showers the default choice of Xη ,end = ∞ is used, which an-
alytically yields the optimal result Λopt,MCη = ∑Nevtsi=0 (Xmax,i−Xη ,start)/Nevts, and the uncertainty can
be derived from error propagation. The fit-range as well as the result is shown in Fig. 1.
The stability of the measurement of Λη from data is tested by subdividing the data sample
according to the zenith angle and to the distance of showers. The event selection cuts are changed
within their experimental uncertainties. The observed variation of Λη are consistent with statis-
tical fluctuations. The standard deviation of these various observed deviations is considered as a
systematic uncertainty for the measurement of Λη .
5. Determination of σp−air
The value of σp−air is derived from the comparison of ΛMCη , as calculated from full Monte
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Carlo simulations of air showers, with the measured value of Λη . Air showers are generated with
the same energy distribution as found in data as well as smeared with the Xmax and energy resolu-
tion of the Pierre Auger Observatory. By default, none of the hadronic interaction models used for
the air shower simulations is able to reproduce the measurement. For the purpose of the proton-air
cross section measurement we exploit the fact that only the extrapolation of σp−air can significantly
affect ΛMCη . It is an important feature of this analysis that a change of σp−air is not just consid-
ered for the first interaction of the cosmic ray primary particle in the atmosphere, but also for all
subsequent hadronic interactions at lower energies in a self-consistent way. For this purpose the
energy-dependent scaling factor [12]
F(E, f19) = 1+( f19−1) log(E/Ethr)log(1019 eV/Ethr) (5.1)
is used, where f19 is the value of the scaling at 1019 eV and Ethr is the threshold above which
F(E, f19) 6= 1. EPOS-LHC and QGSJetII.04 are both tuned up to cross sections measured by the
TOTEM experiment at
√
s= 8TeV [13], while SIBYLL 2.1 is tuned to Tevatron at
√
s= 1.96TeV.
The latter corresponds to primary cosmic ray protons of Ecr ≈ 1016.5 eV and the former to Ecr ≈
1015 eV. Thus, for EPOS-LHC and QGSJetII.04 Ethr = 1016.5 eV and for SIBYLL 2.1 Ethr = 1015 eV
is used. The results obtained with these simulations are shown in Fig. 2 and are used to convert the
measured Λη into values of σp−air. The results for EPOS-LHC, QGSJetII.04 and SIBYLL 2.1 are
summarized in Tab. 1. The central value for all three models is 457.5 mb at 1017.9 eV and 485.8 mb
at 1018.2 eV. The model uncertainty is estimated to be 10 mb for both energies. As long as the
LHC-tuned SIBYLL model is not available, SIBYLL 2.1 is used as the third model in order to es-
timate the model dependence of the analysis approach. The modelling of interactions in air shower
cascades is still a process with significant inherent uncertainties. Many phenomenological assump-
tions and parameters are part of any interaction model. The physics of diffraction, fragmentation,
inelastic intermediate states, nuclear effects, QCD saturation, etc. are all described at different
levels using different, but self-consistent, approaches in these models. It is not known whether by
using these three different interaction models the true range of uncertainties of the modelling of
hadronic interactions in air showers is covered. Thus, additional studies are done to investigate
this. Characteristic features of hadronic interactions that are known to be particularly important
for the air shower development have been studied independently. The secondary multiplicity, the
inelasticity, the pion charge-ratio, as well as a separate scaling of the σpi−air have been modified
inside the models to determine the impact on ΛMCη . Of those parameters, only the elasticity is found
to have a potential relevance. The current level of systematic uncertainties of σprodp−air of 10mb corre-
sponds to altering the elasticity by about 10 %. Furthermore, the extreme assumption that the cross
section of pions with air is modified in a different way as for protons with air by a factor two, is
also checked. The effect on σprodp−air analysis is < 1% and is, thus, negligible.
For the conversion of Λη to σp−air also other parameters are important. Scaling the simulated
showers by the energy scale uncertainty of the Pierre Auger Observatory of 14% leads to a dif-
ferent conversion as well as changing the Xmax- and energy-resolution. Varying these within their
precision yields an overal effect on σprodp−air of less than 7 mb for both energy regions.
While the composition of primary cosmic rays in the energy range under investigation is com-
patible with being dominated by protons, a contamination with Helium cannot be excluded. In
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Figure 2: Conversion of Λη to σp−air. The simulations includes all detector resolution effects, while the data
is corrected for acceptance effects. The solid and dashed lines show the Λη measurement and its projection
to σp−air as derived using the average of all models.
earlier studies it was shown that primary particles heavier than Helium have only negligible impact
on the analysis. The consequence of helium on the result is studied with simulations by produc-
ing samples of mixed proton-helium composition and testing the response of the analysis. There
are indications that the helium content in the used data is not larger than on the order of 25% [3],
which is also the number used in the past for this purpose. The impact of 25% helium on the cross
section result is thus considered as systematic uncertainty towards smaller values of σp−air. The
contamination with primary photons is excluded to be larger than 0.5% in the energy range under
investigation [14] and the impact on the cross section is added as systematic uncertainty towards
larger values of σp−air.
6. Results and summary
An updated measurement of the proton-air cross section with hybrid data of the Pierre Auger
Observatory is presented. The result is shown in Fig. 3 and compared to previous measurements and
model predictions. With respect to the previous measurement, the number of events is increased
by about a factor of four. The measured value of Λη = 57.4± 1.8g/cm2 in the energy range
1018− 1018.5 eV is within 0.5 standard-deviations from the previous measurement. The statistical
uncertainty of the measurement is consistent with a scaling by 1/
√
N.
New hadronic interaction models, EPOS-LHC and QGSJetII.04, which are tuned to LHC data,
are used for the conversion of Λη to σ
prod
p−air. It is interesting to note, that the difference between
these two models has changed by almost a factor of two with respect to the models prior to tuning
to LHC data (EPOS-1.99 and QGSJetII.03). However, currently we keep also the SIBYLL 2.1
model as part of the analysis in order to get a more diverse estimation of the underlying modeling
uncertainties. Since SIBYLL has not changed with respect to the previous analysis and both EPOS-
LHC as well as QGSJetII.04 consitently predict larger values of σp−air, the use of SIBYLL 2.1 leads
to a slightly smaller central value of the final measurement and, even more relevant, a larger model-
dependence. This will be revisited as soon as the next version of SIBYLL, also tuned to the LHC
data, will be released for air shower simulations. It is a very interesting question, whether the trend
observed with EPOS and QGSJetII continues and the overal model-dependence is further reduced.
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Figure 3: The σp−air-measurement compared to previous data and model predictions. For references see [2]
and [15].
For the present measurement the data is split in two energy intervals. The data is consistent
with a rising cross section with energy, however, the statistical precision is not yet sufficient to
make a statement on the functional form.
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In addition to the standard Xmax and energy, the longitudinal profiles of extensive air showers
contain some more interesting information. For energies above 1017.8 eV, we present the aver-
age profiles as a function of atmospheric depth measured for the first time at the Pierre Auger
Observatory. The profile shapes for different energy ranges are all well reproduced by a Gaisser-
Hillas function within the range studied. A detailed analysis of the systematic uncertainties is
performed using data and a full detector simulation, and the results are compared with predictions
of hadronic interaction models for different primaries.
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1. Introduction
Ultra High Energy Cosmic Rays (UHECRs) are the most energetic particles in the universe.
The study of the cascades resulting from their interaction with the atmosphere nuclei gives us the
only glimpse into hadronic interaction properties at these energies, more than an order of magnitude
above those attained in man-made colliders.
While the atmospheric depth of shower maximum has long been used as a composition vari-
able, the shape of the profile has remained largely untested.
In this paper we will present the first measurement of the average longitudinal profile in atmo-
spheric depth (it has been previously been measured in age by HiRes/MIA and HiRes-II collabora-
tions) for energies above 1017.8 eV. With the unprecedented statistics and experimental resolution
of the Pierre Auger Observatory [1] at the highest energies, we can study the shower development
in data, check the consistency of the reconstruction method, and also make a comparison with
expectations from hadronic interaction models.
2. Event reconstruction
The Pierre Auger Observatory is a hybrid detector, consisting of a 3000 km2 Surface Detector
array (SD) overlooked by the Fluorescence Detector (FD). The FD consists of four sites with 6
telescopes each and a fifth site with 3 telescopes (HEAT). The field of view of each telescope spans
30◦ in azimuth and ranges from 1.5◦ to 30◦ in elevation (except for HEAT, where the elevation can
be switched also to span 30◦ to 60◦). In this analysis we have not used information from HEAT.
In addition to both detectors, there are also atmosphere monitoring tools which measure aerosol
content, clouds and the temperature and density height profile.
The first step in the profile reconstruction is the determination of the shower geometry. Firstly,
the SDP plane spanned by the pointing directions of pixels in the shower image is calculated. The
shower axis within this plane is obtained using the timing information of each pixel, as well as the
timing of the closest SD station (hybrid reconstruction). The opening angle in the perpendicular
direction to the SDP (ζ ) used for light integration is calculated by maximizing the signal to back-
ground ratio on an event-by-event basis. The light at the emission point is calculated taking into
account the atmospheric characteristics measured autonomously.
Only the fluorescence component is proportional to the energy deposit in the shower volume
considered, while Cherenkov light is dependent on the total number of particles above the emis-
sion energy threshold. Therefore, the complete profile has to be known for the calculation of the
Cherenkov component. To extrapolate the directly observed profile to the earlier stages of devel-
opment we use the Gaisser-Hillas (GH) function [2]
fGH(X) =
(
dE
dX
)
max
(
X−X0
Xmax−X0
) Xmax−X0
λ
exp
(Xmax−X
λ
)
(2.1)
which has four parameters: the maximum energy deposit,(dE/dX)max, the depth at which this
maximum is reached, Xmax, and shape parameters X0 and λ . Given the shower geometry w.r.t. the
telescope, both the fluorescence and Cherenkov components can be simultaneously determined [3].
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3. Average Longitudinal Shower Profile
The maximum energy deposit of the longitudinal profile, (dE/dX)max, is proportional to the
energy of the primary particle and varies three orders of magnitude in the energy range studied in
this work. Xmax is characteristic of the primary mass, but also varies greatly within each primary
group , mainly due to the stochastic nature of shower development and X1, the depth at which the
first interaction occurs.
To separate the information on these two parameters ((dE/dX)max and Xmax) from the profile
shape, which is the focus of this work, we first divide each measured shower profile by its fitted
(dE/dX)max, rescaling all showers to have maxima at 1. Then, we shift the X axis, translating
the atmospheric depth by Xmax, i.e., X ′ ≡ X −Xmax, thus centering all profiles at zero. In previous
analysis, done by the Hires/MIA [4] and HiRes-II Collaborations [5], the X axis was scaled using
shower age (s = 3X/(X + 2Xmax)), and the resulting profiles were found to be compatible with a
gaussian having RMS equal to σage. This width, however, is convolved with (and dominated by)
the Xmax value1, hence in this work we choose to translate the profiles in atmospheric depth as it
keeps the measured event-by-event shape unchanged.
We can write the Gaisser-Hillas function with these normalized variables, as a function of
parameters R and L [6]:
(
dE
dX
)′
= exp
(
−1
2
[
X ′
L
]2) ∞
∏
n=3
exp
(
−R
n−2
n
[
−X
′
L
]n)
=
(
1+R
X ′
L
)R−2
exp
(
− X
′
RL
) (3.1)
where (dE/dX)′ = (dE/dX)/(dE/dX)max, R =
√
λ/|X ′0| and L =
√|X ′0|λ (note that X ′0 ≡ X0−
Xmax). We choose these parameters because they are much less correlated than X0 and λ and have a
more clear meaning: looking at equation (3.1) we see the GH function is a Gaussian with standard
deviation L, multiplied by a term that distorts it, with the asymmetry governed by R (i.e., if R = 0,
the function is a Gaussian). An equivalent parametrization as a function of the Full Width at Half
Maximum, fFWHM, and asymmetry, f , has been reached independently [8].
The motivation for measuring the average profile shape is two-fold. First, it gives us a tool
to control the quality of our reconstruction, and also to cross-check whether the assumption that
showers are well described by a Gaisser-Hillas function is valid. Secondly, the profile shape carries
information about the high energy hadronic interactions at the top of the atmosphere [7]. While
the differences in R and L between proton and iron, or between different high energy hadronic
models, are much smaller than those in Xmax, these variables give an independent measurement of
the properties of the primary and its interacton in the atmosphere.
1We can write s = 1+ 2X
′
3Xmax−X ′ . If we say the RMS in age corresponds X
′ = ±L and invert the equation, we get
an approximation for L as a function of Xmax and σage: Lσ = 3Xmaxσage (
√
(1+σ2age)− 1). This agrees with the true L
within 0.5% at all energies. Re-writing this expression for σage and making the derivatives w.r.t. L and Xmax we find that(
∂σage
∂L ∆L
)
/
(
∂σage
∂Xmax ∆Xmax
)
= Xmax∆LL∆Xmax
≈ 1/6, so the majority of the separation in σage comes from Xmax
96
Average longitudinal shower profile Francisco Diogo
)
m
a
x
(dE
/dX
)/(
dE
/dX
 [g/cm^2]maxX - X
-600 -400 -200 0 200 400 600 800
0
0.2
0.4
0.6
0.8
1
(E/eV) < 18.0
10
17.8 < log
N = 6805
-600 -400 -200 0 200 400 600 800
0
0.2
0.4
0.6
0.8
1
(E/eV) < 18.2
10
18.0 < log
N = 4505
-600 -400 -200 0 200 400 600 800
0
0.2
0.4
0.6
0.8
1
(E/eV) < 18.5
10
18.2 < log
N = 3467
-600 -400 -200 0 200 400 600 800
0
0.2
0.4
0.6
0.8
1
(E/eV) < 18.8
10
18.5 < log
N = 1296
-600 -400 -200 0 200 400 600 800
0
0.2
0.4
0.6
0.8
1
(E/eV) < 19.2
10
18.8 < log
N = 635
-600 -400 -200 0 200 400 600 800
0
0.2
0.4
0.6
0.8
1
(E/eV) > 19.2
10
log
N = 187
Figure 1: Average profiles for all the energy bins used in this work. The statistical error is shown as a black
line and an estimation of the systematic uncertainty bin-by-bin as a gray area. Reconstructed profiles for
MC are show in blue (proton) and re (iron). The high energy model used is QGSJETII03.
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Figure 2: Left: Average profiles for energies between 1018.8 and 1019.2 eV. Data is shown in black, proton
and iron reconstruction in blue and red respectively. The grey points represents the fraction of the total
Cherenkov (direct and scattered) contribution in each bin. In the bottom plot is the ratio of reconstructed
MC profiles over the generated ones for proton (blue) and iron (red). Right: The same profiles as on the left
but only the fitting range is shown and the Gaisser-Hillas fit superimposed. The residuals of the fit to the
data profile are shown in the bottom.
4. Data selection and Monte Carlo validation
The event selection used here is based on the most recent Auger Collaboration Xmax analysis
paper ([9]). The cuts used include requiring no clouds and an existing aerosol measurement, as
well as a good hybrid geometry reconstruction. On the shower profile very strict cuts are made:
at least 300 g/cm2 must be observed, including the Xmax depth, for which the expected resolution
must be below 40 g/cm2. A fiducial field of view is defined to guarantee the 〈Xmax〉measurement is
unbiased w.r.t. composition. Also, to minimize the amount of Cherenkov light, the minimum angle
between a pixel pointing vector and the shower axis has to be larger than 20◦. In this work, two
additional cuts were used. One of the telescopes was excluded due to alignment problems, detected
as significant time residuals found for showers crossing more than one telescope. Events in which
more than 25% of the triggered pixels had large time residuals (greater than 3σ ) from the geometry
fit, were also not used. In the first cut we lose approximately 3% of the events (479), while in the
second only 8 events were excluded.
In total 15782 events were selected, and we divide them in 6 energy bins. The shower profiles
are constructed in 10 g/cm2 bins in X ′, in which each energy deposit is accumulated with a weight
corresponding to the inverse of its squared error. The profiles for all energies are shown in figure
1. Each average profile is then fitted with function (3.1).
This method was validated with a full detector simulation for energies between 1017 and
1020 eV with proton and iron as primary particles. Comparing simulated and reconstructed av-
erage showers an excellent agreement was found for X ′ >−300 g/cm2, but reconstruction deviated
increasingly below it (see figure 2 (left) for the energy bin around 1019 eV). Above Xmax, showers
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Figure 3: L (left) and R (right) as a function of energy. The data is shown in black, with the vertical line
representing the statistical error and the brackets the systematic uncertainty. Hadronic interaction models are
shown each with its color (see legend), with full lines being proton predictions and dashed lines iron ones.
lose most of the primary information (in [6], when trying to maximize proton-iron separation using
only simulations, 100 g/cm2 was chosen as upper fit limit) and the fluorescence light fraction falls
rapidly (figure 2 (right)). Hence, the fit limits were chosen to be −300 to +200 g/cm2 since it al-
lows having a statistical error smaller than the proton/iron separation at all energies while keeping
the minimum fluorescence fraction around 80%.
The reconstructed and simulated profiles are then fitted with equation (3.1) leaving all param-
eters unconstrained2. The fitted values for the shape parameters agree well between simulation and
reconstruction for all energies above 1018 eV, with a larger difference for the first energy bin (1017.8
to 1018 eV). The average bias is corrected and half the proton-iron difference value is added to the
reconstruction systematic uncertainty in Table 1.
5. Systematic uncertainties
The atmospheric conditions play a crucial role in the propagation of the light, so several sys-
tematic uncertainties related to it were studied: cloud effects, uncertainties of the overall aerosol
content as well as its height dependence, the effect of excluding the outermost 1.5◦ at the border
of the camera from the fit and differences found when separating data by the seasons of the year.
Since all these effects tend to change mostly either the beginning (clouds) or the end (aerosols) of
the profile, they contribute strongly to the systematic uncertainty of the asymmetry (R) . We also
considered the uncertainties in the determination of the fraction of measured light that corresponds
to fluorescence, direct or scattered (Mie or Rayleigh) Cherenkov light and multiple scattering. This
includes changing the fluorescence and Cherenkov yield value within its experimental uncertainty
in the reconstruction, accounting or not for the multiple scattering corrections, and separating data
according to the fluorescence fraction on the event. Among these, the largest effect found was that
2In addition to R and L, also the normalization and the maximum are allowed to vary around 1 and 0 respectively,
since in data we have smearing and small energy dependent bias. Values in data are always within the MC predictions,
i.e., <0.5% for normalization and less than 1 g/cm2 for maximum
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showers with fluorescence fraction lower than the average (around 90%) are approximately 4 g/cm2
larger in width, L. The shape parameters for the individual shower, X0 and λ are constrained with a
value measured in the data, so we changed these constraints by 1σ in the reconstruction. We tested
for systematic effects of the telescope alignment by studying the telescope-to-telescope differences
of the reconstructed shape. Also, a dependence of L and R on the zenith angle or distance from
Xmax to the telescope was studied, but found to be relatively small in comparison to the previous
ones. The uncertainty from the proton-iron difference in the reconstruction bias correction and the
uncertainty of the energy scale of 14% [10] are also small.
R L [g/cm2]
Atmosphere 0.053 3.6
Light components & fit 0.011 4.0
Telescope 0.023 3.2
Geometry 0.018 2.0
Bias corr. & Energy 0.007 0.6
Total 0.063 6.3
Statistical 0.019 1.8
Table 1: Breakdown of systematic uncertainties for R and L. Uncertatinties are energy dependent and
asymmetric so that only the largest value is reported.
6. Results
The fit of data profiles to the Gaisser-Hillas function (3.1) is shown in figure 2 (right). The
fitted function follows data points through the whole depth range used in this work, [−300,+200]
g/cm2, with residuals always within the statistical uncertainty. The overall reduced χ2 is below
1.5 for all energies, showing that the analysis of the average shape of profiles in terms of the R
and L parameters in equation (3.1) is an accurate description. The results of L and R as a function
of energy are shown in figure 3. The width, L, in data agrees well with the predicted values for
all models, and its energy evolution is consistent with a linear increase with log10[E/eV]. The
asymmetry, R, is compatible with models. In the data there is an increase with energy not predicted
by them, although it is contained within the systematic uncertainty of the measurement.
It is also interesting to see the results in the (R,L) plane for a fixed energy (Figure 4). In these
plots we can also represent all possible composition scenarios (as a combination of proton, He, N
and Fe) for a given energy and make use of our knowledge about the correlation between R and
L. In Figure 4 (left), for a low energy bin, we can see the average value in data is in the area
occupied by most models for a light composition, while at 1019 eV (figure 4 (right)) it is within
the predictions for heavier primaries. However, they are still fully compatible with all composition
scenarios on 2σ level, so the objective of future work is to decrease the systematic uncertainty and
derive further constraints on predictions of hadronic models.
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Figure 4: L vs R for the energy bin 1018 to 1018.2 eV (left) and from 1018.8 to 1019.2 eV (right). The inner
dark grey ellipse shows the fitted value for data and its statistical error, and the outer light grey area the
systematic uncertainty. For each hadronic model all combinations of proton, helium, nitrogen and iron were
simulated and are represented by its respective colored area. Pure proton is, for each model, on the upper
left side and the transition to iron goes gradually to the lower right one.
7. Conclusion and Outlook
In this work, the average shape of the longitudinal profile of the air showers in the Pierre
Auger Observatory was measured. We first validated the method in a full detector simulation of
proton and iron primaries, which showed that reconstructed and simulated profiles are in very good
agreement for all energies above 1017.8 eV. We have shown that average profiles of the data are
well described by a Gaisser-Hillas function through the entire fitting range chosen. We estimated
the systematic uncertainties contributing to our measurement, and concluded that the atmospheric
description and the Cherenkov contribution are the main factors that affect the asymmetry and the
width of the profile, respectively. The two shape parameters, R and L, resulting from this fit were
compared with model predictions, being fully compatible with them.
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1. Introduction and motivation
More than half a century after their first detection, the origin of ultra-high energy cosmic
rays (UHECRs), particles (mostly protons and other nuclei) reaching the Earth with energies over
1018 eV up to 1020 eV and beyond, is still unknown. Nevertheless, a general consensus has emerged
that the most energetic cosmic rays are extragalactic, with the transition between galactic and ex-
tragalactic cosmic rays taking place somewhere between 1017 and a few times 1018 eV. The flux
of cosmic rays above 1018 eV is of the order of 1 km−2 yr−1. Therefore, very large arrays of par-
ticle detectors are needed to study them; the largest such array is the Pierre Auger Observatory in
Argentina [1]. The propagation of such particles across cosmological distances can affect their ob-
served energy spectrum and mass composition in nontrivial ways. For this purpose several Monte
Carlo codes have been developed, including CRPropa [2, 3, 4] and SimProp [5, 6, 7].
While the energy of single UHECR events can now be estimated with relatively good preci-
sion, it is impossible to determine the mass of UHECRs on an event-by-event basis. The distribu-
tion of parameters such as Xmax, the atmospheric depth at which an air shower reaches the maximum
particle number, can be used to statistically estimate the mass distribution of UHECRs [8, 9].
In this work, we attempt to simultaneously reproduce both the Auger spectrum [10] and
Xmax [11] data with a simplified model of UHECR sources, characterized by: identical sources
homogeneously distributed in a comoving volume; injection consisting only of 1H, 4He, 14N and
56Fe nuclei, which are approximately equally spaced in lnA; power-law spectrum with rigidity-
dependent broken exponential cutoff,
dNinj,i
dE
=
{
J0 pi (E/E0)
−γ , E/Zi < Rcut
J0 pi (E/E0)
−γ exp(1−E/ZiRcut) , E/Zi > Rcut (1.1)
where J0 is a normalization factor, E0 = 1018 eV, Ai and Zi are the mass number and atomic number
of the i-th injected nuclide and with normalized element fractions ∑i pi = 1. Such a simple model
cannot reproduce measured data over their entire energy range [12]. For this reason we only fit data
at energies above the ankle (E ≥ 1018.7 eV) and make no hypotheses about the nature of possible
extra components accounting for the rest of the sub-ankle UHECR spectrum. For examples of such
hypotheses made by different authors see e.g. [13, 14, 15].
MC code σphotodisint. EBL model
SPG SimProp PSB Gilmore 2012
SPD SimProp PSB Domínguez 2011
STG SimProp TALYS Gilmore 2012
CTG CRPropa TALYS Gilmore 2012
CTD CRPropa TALYS Domínguez 2011
CGD CRPropa Geant4 Domínguez 2011
Table 1: The various propagation models we used
(see Ref. [16] and references therein for details)
The propagated fluxes can be strongly
sensitive to poorly known quantities such
as the height of the far infrared peak in
the extragalactic background light (EBL)
spectrum and the cross sections for pho-
todisintegration of nuclei ejecting α-
particles, as well as on approximations
made in simulation codes [16]. In this
work we use both SimProp and CRPropa
each with several different settings to
quantify the effect of such differences on
our fit (see Table 1). Other EBL models such as Kneiske 2004 [17] or Stecker 2005 [18, 19] give
similar results.
104
Combined fit of Pierre Auger spectrum and composition data Armando di Matteo
2. Fit results and physical parameters
The data we attempt to fit consist of 15 measurements of the UHECR energy spectrum in
log10(E/eV) bins of width 0.1 from 18.7 to 20.2 [10], and 110 non-zero measurements of the Xmax
distribution in log10(E/eV) bins of width 0.1 from 18.7 to 19.5 plus one of width 0.5 from 19.5
to 20.0 and Xmax bins of width 20 g/cm2 [11]. We approximate the probability distribution of each
point of the spectrum as a Gaussian with the standard deviation corresponding to the measurement
statistical uncertainty, whereas for the Xmax distributions we use a multinomial distribution over
the Xmax bins for each energy bin, where the mass distributions at the Earth from the simulation
outputs are converted to the Xmax distributions via a Gumbel parameterization [20] based on the
EPOS-LHC [21] model of UHECR-air interactions.
The free parameters of the fit are: the injection normalization factor J0, the injection spectral
index γ , the cutoff rigidity Rcut, and the element fractions at injection (three free parameters pH,
pHe, pN; the fourth is bound by pFe = 1− pH− pHe− pN). In total, we have 125 non-zero data
points and 6 free parameters.
Using the propagation model listed as SPG in Table 1, we find the best fit at γ = 0.94+0.09−0.10,
Rcut = 1018.67±0.03 V, with a deviance1 (generalized χ2) per degree of freedom Dmin/n= 178.5/119.2
To assess the statistical significance of this, we repeated the fit using 104 mock data sets for the
spectrum and Xmax distributions generated according to the best-fit model and the same statistic as
the real data, and found that Dmin exceeds 178.5 for p = 2.6% of the mock data sets, indicating a
slightly statistically significant deviation of the data from the model. The normalization J0 we find
corresponds to a total emissivityL0 = 5.15×1044 erg/Mpc3/yr, and those for the single elements
LHe = 0.289L0,LN = 0.656L0, andLFe = 0.055L0.
In Fig. 1 we show the deviance of our fit as a function of (γ,Rcut), where for each point of
the profile likelihood plane the values of the remaining paramenters (J0 and pi) are chosen so as
to minimize the deviance (marginalized). The best fit can be seen to be part of a long ‘valley’
extending to lower values of γ and Rcut approximately along the shown curve. There also is a
second local minimum at γ ≈ 2, but it is much worse than the global minimun (D2−D1 = 56.5,
corresponding to a 7.5σ exclusion; p = 5× 10−4 from mock data sets), mainly due to predicted
Xmax distributions at most energies that are broader than observed.
The corresponding simulated spectra and the mean and variance of the simulated Xmax distri-
butions are shown in the left panels of Fig. 2 for the best fit and in the right panels for the local
minimum at γ ≈ 2.
3. Systematic uncertainty due to the propagation
Certain assumptions about the processes affecting the propagation of UHECRs can result in
substantially different spectra at the Earth for a given spectrum at injection [16]. To study the effect
1The deviance is defined as D =−2ln(L/Lsat), where L is the likelihood of the model considered and Lsat is that of
a hypothetical model perfectly reproducing the data. It coincides with the usual χ2 statistic for Gaussian likelihoods.
2The uncertainties given for γ and Rcut correspond to the intervals where D ≤ Dmin +1 (68% confidence). For the
fit with propagation model SPG, the correctness of errors has been checked with a posteriori errors obtained from mock
data sets, which were also used for the uncertainties on pi given in Fig. 1.
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Figure 1: Left:
√
D−Dmin where D is the profile deviance as a function of (γ,Rcut) and Dmin is the best-fit
deviance. Each coloured area corresponds to 1σ , 2σ , ... confidence intervals. The inset shows the values of
D along the dotted curve. Right: best-fit and second local minimum parameters for model SPG.
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Figure 2: Top: simulated energy spectrum of UHECRs (multiplied by E3) at the top of the Earth’s atmo-
sphere with the best-fit parameters (left) and the local minimum at γ ≈ 2 (right) for model SPG, along with
Auger data points [10]. Partial spectra are grouped according to the mass number as follows: A = 1 (red),
2≤ A≤ 4 (grey), 5≤ A≤ 26 (green), 27≤ A (blue), total (brown). Bottom: average and standard deviation
of the Xmax distribution as predicted (assuming EPOS-LHC UHECR-air interactions) for the model predic-
tions in the two scenarios (brown), pure 1H (red), 4He (grey), 14N (green) and 56Fe (blue). Only the energy
range where the brown lines are solid is included in the fit.
of this on our results, we repeated the fit described in the previous section for each of the various
propagation models listed in Table 1. The results are shown in Table 2.
From Fig. 3, it can be seen that the relationship between γ and Rcut and the position of the
second local minimum are very similar from one model to another, but the position of the best fit
within the ‘valley’ and the height of the ‘ridge’ between the two local minima are strongly model-
dependent. Furthermore, propagation models with lower photodisintegration rates3 tend to result
in better fits to the Auger data, except at very low values of γ and Rcut.
3The Domínguez EBL model has a stronger far infrared peak than the Gilmore model, and TALYS predicts sizeable
106
Combined fit of Pierre Auger spectrum and composition data Armando di Matteo
γ (1st min) log10(Rcut/V) D
D(J)
D(Xmax)
SPG +0.94+0.09−0.10 18.67±0.03 178.5 18.8159.8
SPD −0.45±0.41 18.27+0.07−0.06 193.4 21.1172.3
STG +0.69+0.07−0.06 18.60±0.01 176.9 19.5157.4
CTG +0.73+0.07−0.06 18.58±0.01 195.3 33.6161.7
CTD −1.06+0.29−0.22 18.19+0.04−0.02 192.3 21.2171.1
CGD −1.29+0.38∗ 18.18+0.06−0.04 192.5 19.2173.3∗This interval extends all the way down to −1.5,
the lowest value of γ we considered.
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Table 2: Best-fit parameters and 68% uncertainties for the various propagation models we used (see Table 1).
In the right panel local minima at γ ≈ 2 are also shown. The dotted line is the same as in Fig. 1.
 150
 200
 250
 300
 350
 400
 450
 500
 550
 600
 650
-1.5 -1 -0.5  0  0.5  1  1.5  2  2.5
D
m
in
γ
SPG
SPD
STG
CTG
CTD
CDG
 100
 200
 300
 400
 500
 600
 700
 800
 18.5  19  19.5  20  20.5
D
m
in
log10(Rcut/V)
Figure 3: D for each value of γ (first panel) and Rcut (second panel) for each propagation model, where the
other parameters are chosen so as to minimize D
4. Effect of systematic uncertainties of the measurements
To study the effect of the systematic uncertainty of the energy scale of the Pierre Auger Ob-
servatory, we repeated the fit using the propagation model A shifting the energy of all measured
data points by±14%, corresponding the systematic uncertainty of the energy scale, and/or shifting
the Xmax scale by the systematical uncertainties.4. The resulting best fit parameters are shown in
Table 3 and the relationships between the parameters and the deviance are shown in Fig. 4.
Except at very high values of Rcut, the fit is improved by shifting the energies downwards and
worsened by shifting them upwards. This effect is largely due to the data points in the measured
spectrum around 1019.8 eV, being shifted towards or away from the descent in the simulated prop-
agated nitrogen spectrum due to photodisintegration interactions. As for the Xmax scale, lowering
it in higher values of γ and Rcut and vice versa. Furthermore, lowering the Xmax scale improves the
fit and raising it worsens it.
cross sections for certain photodisintegration channels (largely in excess of the available measurements) which are
neglected altogether in PSB.
4The systematical uncertainties on Xmax are asymmetric and slightly dependent on energy, ranging from 6.9 to
9.4 g/cm2. See Table IV in Ref. [11] for details.
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γ nominal
log10(Rcut/V) −14% energy +14%
D D(J)D(Xmax) scale
+1.32+0.05−0.07 +1.35±0.05 +1.39+0.05−0.04
−1σsyst 18.68+0.05−0.04 18.73±0.02 18.78±0.01
157.4 9.0148.4 172.1
18.4
153.7 203.5
46.5
157.0
nominal +0.90+0.10−0.15 +0.94
+0.09
−0.10 +0.98
+0.10
−0.11
Xmax 18.64+0.03−0.04 18.67±0.03 18.70±0.03
scale 165.5 9.3156.1 178.5
18.8
159.8 214.9
50.4
164.5
≤−1.50 ≤−1.50 −1.34+0.31∗
+1σsyst ≤ 18.22 ≤ 18.24 18.28+0.05−0.08
≤ 207.0 ≤ 217.2 256.0 55.7200.4∗This interval extends all the way down to −1.5,
the lowest value of γ we considered.
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Table 3: Same as in Table 2, using propagation model SPG and shifting the Auger energy and/or Xmax scales
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Figure 4: Same as in Fig. 3, using propagation model SPG and shifting the Auger energy and/or Xmax scales
5. Effect of UHECR-air interaction models
γ (1st min) log10(Rcut/V) D
D(J)
D(Xmax)
E +0.94+0.09−0.10 18.67±0.03 178.5 18.8159.8
S ≤−1.50 ≤ 18.27 ≤ 256.8
Q ≤−1.50 ≤ 18.28 ≤ 344.3∗
∗At least in the γ range we considered, this minimum
is actually worse than that at γ ≈ 2 for this model.
Table 4: Same as Table 2, using propagation model
SPG and various UHECR-air interaction models
(E: EPOS-LHC, S: Sibyll 2.1, Q: QGSJet II-04)
In order to study the effect of different
models of UHECR-air interactions, we re-
peated our fit with propagation model SPG
using Sibyll 2.1 [22] and QGSJet II-04 [23]
instead of EPOS-LHC. The results are shown
in Table 4 and in Fig. 5.
The use of Sibyll 2.1, and to an even
larger extent QGSJet II-04, worsens the fit at
all considered values of γ and Rcut; in addi-
tion, the low-γ minimum is pushed down to
values of γ outside the range we considered,
and with QGSJet II-04 the high-γ local minimum is better than at least the visible portion of the
low-γ one.
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Figure 5: Same as in Fig. 3, using propagation model SPG and various UHECR-air interaction models
(E: EPOS-LHC, S: Sibyll 2.1, Q: QGSJet II-04)
6. Conclusions
When interpreted with a simple model of UHECR injection, the Auger data are best fitted by
very hard (γ . 1) injection spectra and the flux is mostly limited by the maximum energy at the
sources. The local minimum with γ ≈ 2 and large maximum rigidity, which is more in line with
standard models of cosmic ray acceleration, predicts wider distributions of UHECR masses at each
energy than observed in the data. This conclusion is robust with respect to all the model variations
we considered, but the position of the best fit is strongly sensitive to the details of the propagation,
though in all cases it is in the same curved strip of the (γ,Rcut) plane. The uncertainty due to our
ignorance of details of the propagation are much larger than that due to the statistical uncertainty
of measured data.
As for the goodness of fit, it is better for models of UHECR propagation with lower photodisin-
tegration rates (Gilmore 2012 EBL model, PSB cross sections) than with higher rates (Domínguez
2011 EBL model, TALYS cross sections), better for models of UHECR-air interactions predicting
deeper showers (EPOS-LHC) than shallower ones (QGSJet II-04), and better for the cases when
the Auger energy and Xmax scale are assumed to be lower than the nominal ones.
Other possible ways of improving the agreement with measured data, such as considering
more injection masses, considering non-uniform source distributions, or more complicated injec-
tion spectra, are outside the scope of this work.
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1. Introduction
In the interplanetary medium, the transport of high-energy/non-thermal charged particles with
Larmor radius comparable to or smaller than the Heliosphere size, is sensitive to solar magnetic
activity, mainly due to its effects (on various space-time scales) on several heliospheric properties.
While many of these effects have been studied since the 1960’s, mainly using neutron mon-
itors, during the last decade several new particle detectors (such as muon telescopes or the low
energy modes of some high energy observatories) have also begun helping us to better understand
the physical processes in the heliosphere that affect the propagation of these energetic particles.
In particular, the solar modulation of galactic cosmic rays (GCRs) on time-scales from minutes
to several days, has been studied recently using the flux of secondary particles detected by the
surface detector array (SD) of the Pierre Auger Observatory [1, 2, 3]. These studies quantified the
sensitivity of GCRs to specific transient interplanetary structures for different energies [4].
The Pierre Auger Observatory [5] is located at Malargüe, Argentina (69.3o W, 35.3o S, 1400
m a.s.l.), and was designed for the study of cosmic rays (CRs) at the highest energies. Its SD array
consists of 1660 water-Cherenkov detectors (WCD), arranged in a triangular grid with a spacing of
1500 m, distributed over an area of 3000 km2.
Measurements of low-energy cosmic rays (primary energies from∼ 10 GeV to a few TeV [3])
can be performed at the Pierre Auger Observatory by exploiting two different low energy modes
implemented at the Observatory. These produce complementary sets of data [4]: the Scaler and
Histogram modes. The Scaler Mode is a particle counter mode. It was implemented in all the
detectors of the SD array and these data are recorded for every station every second, reaching
typical counting rates of ∼ 1.8×108 counts per minute. From September 2005, it has recorded the
number of signals detected above a very low threshold of 3 ADC counts above the station baseline
and with an upper cut of 20 ADC counts. This range of ADC counts corresponds to a deposited
energy Ed (in the detector volume) between ≈ 15 MeV and ≈ 100 MeV [2].
The Histogram mode comes from measuring the properties of pulse signals produced by the
particles interacting with the water volume. In particular, one-minute histograms are built at each
SD station from the peak of each signal (peak histograms), and from the total charge deposited at
the photomultiplier tubes (PMTs) of the detectors (charge histograms), which is proportional to the
deposited energy within the detector volume [6]. Thus, after a calibration process considering the
energy deposited Ed by a central and vertical muon (equivalent to a signal of 1 VEM, for vertical
equivalent muon), it is possible to construct histograms of deposited energy up to∼ 1 GeV. The use
of histogram data allows us to study the variation of the counting rates in different energy-deposit
bins, corresponding to different CR primary energies [4]. There are two particular ranges that will
be analyzed in the present paper: one comparable to deposited energies of the scaler mode (Ed
between 60 MeV and 120 MeV), and one associated with energies deposited by single muons near
the range associated with vertical incidence (Ed between 200 MeV and 280 MeV).
Both Scaler and Histogram modes are complementary in some sense, and so it is also possible
to make a cross-check of the two kinds of data for making consistency tests.
By using the data described above, we have studied so far [1, 2, 4, 3] transient phenomena
of solar origin such as, for instance, Forbush decreases produced by Interplanetary Coronal Mass
Ejections and the daily modulation of the counting rate. In this paper, for the first time, we exploit
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these data to study CR variations over time-scales close to that of one solar cycle. The data used in
the following span an 8-year period from January 2006 to December 2013.
In section 2 we describe the general data treatment and selection criteria applied to Scaler and
Histogram data. In section 2.1, we present the corrections that we apply to the data to take into
account the long-term variations of the response of the water-Cherenkov detector to particles. This
correction is followed by a data rejection, described in section 2.2, and then we describe (2.3) how
we account for atmospheric effects (mainly due to pressure) on the rate of observed particles. Then,
in Sections 3 and 4, we show the behavior of the corrected counting rate at different energies and
over 8 years, and compare them with neutron-monitor data, giving a discussion and our conclusions
for this paper.
2. Data Treatment
It is well established that the so called Area over Peak (AoP) signals characterize the long-term
(years) variations of the response of a WCD to particles (see for example [7, 5] and cited references
therein). This AoP is a proxy for the impulse response of the detector to individual muons, and is
defined as the ratio of the deposited charge (VEMq) to the peak (VEMp) of the pulses associated to
the passage of vertical muons trough the water volume:
AoP =
VEMq
VEMp
. (2.1)
As the signals given by extensive air shower detected in the WCD are calibrated in terms of
the instantaneous value of the charge corresponding to the VEM [6], these variations do not affect
the standard data reconstruction and analysis. Even so, since the data of the low energy modes are
based on the detector response to secondary particles produced during the interaction of CRs with
the atmosphere, the AoP variation with time could affect the rates measured in those modes and so
has to be corrected when long-term solar modulation effects (such as the eleven year solar cycle)
are to be studied.
In this section we explore the effect of the AoP evolution as a function of time on the scaler
rate and histograms at the individual station level, and then implement a procedure to correct the
long-term behaviour for this effect.
The main interest of this work is to analyze the corrected data from the two modes (Scalers
and Histograms) and to find the physical long-term flux of atmospheric secondaries as measured
by the entire array. To do this, we introduce a particular data analysis process at the individual
detector level.
The high statistics of the array allow us to introduce restrictive filters to guarantee the quality
of the data we include in this study. We only include data that satisfy the following conditions:
1) the three PMTs of the detector must be operative (this information is obtained by counting the
number of working PMTs in the monitoring data as a function of time), 2) the average number
of operative detectors must be: 2.a) for scalers: larger than than 600 within 5 minutes intervals;
2.b) for histograms: larger than 150 within 15 minutes intervals; and 3) for histogram data we
include an additional criterion: we only use histograms whose first local maximum (the so called
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Figure 1: Two dimensional histogram showing the correlations between the Scaler rates Sid and AoPid
at individual WCD station data. Left panel: using scaler data averaged over 5-day time windows. Right
panel: we show the rate, for the band where the muon content is dominant, for charge histograms at 15-min
resolution level. This band is shown as an example; for the rest of the energy channels, the correlations have
different slopes but similar structures, as shown in figure 2. The bin widths in AoP and the normalized rates
are respectively 0.04 and 0.014. The dashed red lines represent the linear fits obtained from equation (2.2).
electromagnetic peak) is located at values of deposited energies larger than 20 MeV. Histograms
that do not fulfill this condition are very few but have typically noisier rates and are discarded.
2.1 Area over Peak correction
In the following section we present corrections by looking for linear correlations between AoP
and count rates (scaler and histograms) at the individual SD level.
A strong correlation is found when the data from the whole array are considered, as can be
seen in Figure 1. These data show that detectors with large AoP values also have large scaler rates.
This can be understood since large AoP implies a better response of the detector to individual
particles. From the Scaler point of view, larger pulses implies that more pulses will reach the
counting threshold to be recorded.
In the following notation, it is understood that Sid is the scaler rate of the WCD station
with identification number id, and that it is normalized by the whole array temporal average
Sphys = 〈〈Sphysid (t)〉∀id〉∀t, such that Sid = Sphysid /Sphys, where the superindex phys refers to mag-
nitudes in physical units. Similarly, we will assume that the histograms rates Hid,e are normalized
by the whole array time average at each energy band Ed indexed with e, denoted by H
phys
e =
〈〈H physid,e (t)〉∀id〉∀t, such that Hid,e = H physid,e /Hphyse . The deposited energy band rates have been pro-
cessed in uniform intervals of 20 MeV in the range Ed = (0− 1000)MeV; so that energy indices
are e= 0,1,2, ...49. To account for the AoP effect we fit a linear regression:
Sid = mS,AoPAoPid +bS,AoP
Hid,e = mH,AoPe AoPid +b
H,AoP, (2.2)
obtaining slopes with statistical errors of the order of 1% for scalers and histograms for the
2006–2013 period. The values of mS,AoP and mH,AoPe are shown in the left panel of Figure 2.
The dependence of mH,AoPe on energy is closely related to the long-term evolution of the charge
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histograms. An example of the linear fits for the energy range channel between 220 MeV and
240 MeV is shown in the right side of Figure 1.
To perform a first-order correction in the individual scalers (Sid) and histograms (Hid,e), we
apply a linear detrend on the individual AoPid as follows:
Scorr/AoPid (t) = Sid(t)−mS,AoP(AoPid(t)−AoP)
Hcorr/AoPid,e (t) = Hid,e(t)−mH,AoPe (AoPid(t)−AoP), (2.3)
where Scorr/AoPid and H
corr/AoP
id,e are the rates corrected for the AoP modulation. The global average
over the considered detectors and the whole time period is given by AoP= 〈〈AoPid(t)〉∀id〉∀t. The
number of detectors included in the average calculation is not necessarily the whole array, as the
detectors must pass the filters mentioned earlier in this section. The average term has been added in
order to conserve the mean values: 〈〈Scorr/AoPid (t)〉∀id〉∀t = 1, and similarly 〈〈Hcorr/AoPid,e (t)〉∀id〉∀t = 1.
2.2 Data rejection method
Once we have obtained the mean value for the AoP corrected scalers and bands-of-histogram
rates, we need to take into account those outlier values that do not fit within this correction. To
do this, we introduce the following data rejection method: we discard all the scalers Scorr/AoPid (t)
outside 2.5σ(t) from the mean value 〈Sid(t)〉∀id, where σ(t) is the standard deviation determined
from the set of data of the entire array in a 5 minute window centered at time t.
At this point, we note that when averaging over the entire array, the data are still noisy for some
time intervals where the number of detectors contributing data is low. Thus, we include additional
filtering criteria, to both the Scaler and Histogram rates:
1. for each time bin, using a moving window centered average with a sliding window of 4-
months length, we determine the mean and the standard deviation σN of the number of
working detectors as a function of time. Those periods where the instantaneous number
of detectors is not within ±1σN respect to that mean value are discarded; and
2. the instantaneous 〈AoPid(t)〉∀id value must be inside ±3.3σ(t) with respect to the mean of
the 4-months period.
2.3 Pressure correction
To obtain the physical signal we still have to correct for the atmospheric pressure effect in
the flux. This effect is evidenced as the usual anticorrelation, and the linear parameters can be
obtained from the fit of a linear function for the flux as the function of atmospheric pressure. The
corresponding slopes for the scalers rates, mS,press, and for the histograms bands, mH,presse , can be
seen in the right panel of Figure 2. After applying this correction we finally obtain the AoP and
pressure corrected rates 〈Scorr/AoPid (t)〉corr/press∀id , 〈Hcorr/AoPid,e (t)〉corr/press∀id , that will be described in the
next section.
For discussions hereafter, we will use the abbreviated notation H˜ physe =H
phys
e ×〈Hcorr/AoPid,e (t)〉corr/press∀id ,
which refers to histogram rates corrected by AoP and barometric effects, with physical units at each
energy band e.
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Figure 2: Left: slopes mH,AoPe (black dotted lines) from fits to the correlations between charge histogram
counts and AoP as shown in Figure 1. Units are in percentage per AoP unit, and the errors are of the order
of 1%. In the inset the corresponding unique value for scalers mS,AoP is shown. Right: slopes mS,press and
mH,presse (black dotted lines) from fits to correlations between histogram rates and atmospheric pressure. As
in the left pannel, in the inset the corresponding slope for the Scaler rate with pressure is shown. In both
cases, red and blue bands correspond to the Hsc and Hµ rates, defined in section 3.
3. Results and Discussion
In left panel of Figure 3 we show the long-term pressure-corrected Scaler rates. Grey and
black curves show data without and with AoP correction, respectively.
Some differences between the rate of muons and the rate of neutrons (e.g. observed by Neutron
Monitors) are known, e.g. due to local atmospheric effects and associated primary energies [8] and
because of the different production rates during the shower. However, in the left panel of Figure 3,
we present a comparison of observations of the Pierre Auger Scaler mode with data from different
neutron monitors (McMurdo, Kiel, and Athens), which have different rigidity cut-offs because
of their different geographic locations. Notice that the AoP-corrected Scalers present a global
maximum near the middle of 2009, in agreement with the time when neutron monitors observe the
maximum flux of GCRs associated with the minimum of solar activity, toward the beginning of the
solar cycle 24. As expected, the amplitude of the GCR modulation at different stations decreases
monotonically as the geomagnetic rigidity cutoff of each site increases. It should be noted that
the rigidity cutoff at Malargüe (Rc = 9.8 GV) is well below the characteristic energy of GCRs flux
observed with the Scaler mode at Pierre Auger Observatory, which has a median value estimated
as ∼ 90 GeV (see [3]).
To explore the effects of the solar modulation in different energy ranges, we consider two
different channels of deposited energy: low and high energy.
The low energy channel is obtained from integrating the histograms between 60 MeV and
120 MeV of deposited energy, which is related to the scaler trigger bounds and comes from Hsc(t)=
∑5e=3 H˜
phys
e (t)/∑5e=3H
phys
e . For this channel we consider limits at Ed =(60-120) MeV because, for
energies Ed . 60 MeV, the rate could be affected by the trigger system of the detector.
The high energy channel is related to the second peak of the charge histograms, where vertical
muons become the predominant component.It is obtained fromHµ(t)=∑13e=10 H˜
phys
e (t)/∑13e=10H
phys
e ,
corresponding to Ed =(200-280) MeV.
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Figure 3: Left panel: Long-term of pressure-corrected Scalers with AoP correction (black dots) and without
AoP correction (gray line), compared with different NMs (inset shows geomagnetic rigidity cut-off). The
lower Auger amplitude of the solar cycle modulation is consistent with the decreasing trend for high rigidity
NMs. Right panel: time profiles for Hsc (red) and Hµ (blue); both normalized by their time average. In
black, the same scaler profile as in left panel. The three profiles show a global peak at the solar minimum
period. Note that the global peak at lower energies is stronger than at higher energies, as expected.
The long-term profiles for Hsc and Hµ are shown in the right panel of Figure 3. In this figure
it is also possible to see a global maximum flux of particles near the middle of 2009, at the same
time as in the Scalers.
Furthermore, we find that, as expected, the peak at lower energies (Hsc) is stronger than at
higher energies (Hµ ). Superposed to the rates of scalers and histograms, there is a pronounced
annual modulation, that appears stronger in the Histogram data. This is a negative temperature
effect (anticorrelation between the rate and the temperature), an effect that has been previously
reported for muon detectors [9, 8]. The increase of the temperature causes a decrease of the air
density, and consequently an increase of the volume of the atmosphere; therefore, charged pions
are produced higher in the atmosphere and more muons will decay before reaching the detector
level.
4. Summary and Conclusions
Summarizing, in the right panel of Figure 3 we present for the first time the long-term (8-
years) behaviour for Scalers, for Hsc(t), and for Hµ(t), measured by the low energy modes of
the Pierre Auger Observatory, where the solar cycle (modulation associated with interplanetary
physical mechanisms) and the daily modulation (associated with atmospheric physical processes)
can be observed for the different energy bands of these modes.
The period observed corresponds to the last, very weak, period of solar activity, with a conse-
quent interest of being associated with the lowest interplanetary effects on GCRs, ever recorded.
Other detectors that can provide such a long recording period, as the one presented here,
are neutron monitors. However, the rates that we present correspond to higher energies than the
ones observed using neutron monitors (which also are counters that do not distinguish different
energies). Then, our observations can help to better understand the effects of different fundamental
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processes (as drift effects or turbulent diffusion) affecting the GCR transport in the heliosphere, for
different primary energies.
Furthermore, these low energy mode data (e.g. Scalers, Hsc, and Hµ ) provided by the Pierre
Auger Observatory, give the flux of low energy GCRs with the highest statistical significance due
to its huge total collecting area from more than 1600 detectors.
Thus, we have presented measurements of scaler and muon fluxes at unprecedented statistical
confidence, covering the most interesting period of recent solar cycles. The low energy (scaler and
muon) modes of the Pierre Auger Observatory can extend the range of rigidities that are routinely
studied using NMs.
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The Auger Engineering Radio Array, an extension of the Pierre Auger Observatory with antennas
in the MHz range, requires to monitor the atmospheric conditions, which have a large influence
on the radio emission of air showers. In particular, amplified signals up to an order of magnitude
have been detected as an affect of thunderstorms. For a more detailed investigation and more
generally, for detecting thunderstorms, a new lightning detection system has been installed at
the Pierre Auger Observatory in Argentina. In addition, an electric-field mill measures the field
strength on ground level at the antenna array. With these measurements, data periods affected
by thunderstorms can be identified. Additionally, a lightning trigger for the water-Cherenkov
detectors was developed to read out individual stations when a lightning was detected nearby.
With these data, a possible correlation between the formation of lightning and cosmic rays can be
investigated even at low energies of about 1015 eV. The structure and functionality of the lightning
detection are described and first data analyses are shown.
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1. Introduction
The Pierre Auger Observatory [1], located in the Province of Mendoza, Argentina, is the
world’s largest cosmic-ray observatory. The objectives of the observatory are to probe the origin
and characteristics of cosmic rays above 1017 eV and to study the interactions of the most energetic
particles observed in nature. The observatory is a hybrid system, a combination of a large surface
detector (SD) and a fluorescence detector (FD). The SD is composed of 1660 water-Cherenkov
stations placed on a triangular grid with nearest neighbors separated by 1500 m. It is spread over
an area of ∼ 3000 km2 and overlooked by 27 air fluorescence telescopes, as indicated in Fig. 1.
In 2006, the Pierre Auger Collaboration started an R&D program for radio-detection of air
showers [2]. With the Auger Engineering Radio Array (AERA) [3] first important results for
the understanding of the radio emission process could be provided [4]. A strong enhancement
of the detected amplitude in case of thunderstorms has been reported before [5, 6]. Therefore,
radio detection requires the monitoring of the environmental electric field (E-field) condition to
identify data periods affected by thunderstorms. This can be done using an E-field mill. In case
of lightnings, the measured E-field values change within a second by several kV. Algorithms to
analyse the time-sequence of the E-field data are used to identify different environmental conditions
like thunderstorm and lightning strikes [7]. The E-field mill is limited in time-precision to a one-
second sampling. Moreover, it offers no space information except for the position of the E-field
mill, and its sensitivity is limited to distances of a few tens of kilometer.
2. Lightning detector
The StormTracker from Boltek1 is a lightning detection device which consists of a PCI card
and an external antenna connected via an Ethernet cable. This device is able to detect lightning
Figure 1: The Pierre Auger Observatory. Each dot corresponds to one of the 1660 surface detector stations.
The four fluorescence detector enclosures are shown, each with the 30◦× 30◦ field of view of its six tele-
scopes. The five lightning detector stations are located at the four fluorescence buildings and at the campus
in Malargüe. From [1].
1http://www.boltek.com/product/stormpci-long-range-detection-kit
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Figure 2: Example of the trace of a lightning event as detected with the Boltek StormTracker. The strong
deviation from null indicates a lightning. The full length of the trace is 64 µs.
strikes within a radius of 1000 km. It detects radio signals in the kHz region (ca. 10 to 90 kHz)
which are initiated by lightnings.
The PCI card is mounted in a small, low-power consumption PC providing the PCI-port. The
data acquisition has been programmed interfacing the Boltek Linux development kit2. This al-
lows direct access to the PCI-card and the readout of the full sampling trace measured for the
two polarization directions North-South (NS) and East-West (EW). Each input is sampled with 8
MHz. The trace contains 512 samples in a 125 ns binning for a full length of 64 µs. The card
uses a threshold-trigger to generate events. An example of the two traces corresponding to the two
antenna polarizations is shown in Fig. 2.
An estimation of the direction of the lightning is done by each single detector via the fraction
of the signal amplitude in both polarization directions. The distance itself is estimated from the
amplitude, assuming an average lightning intensity and the amplitude to scale as the square of the
distance. Traces with a frequency higher than 90 kHz are rejected as noise.
In addition to the simple position reconstruction using the polarization and amplitude of one
lightning detection station (LDS) as shown in Fig. 3, the position of the lightning can be determined
also from the timing information of several stations measuring the same lightning event. This
coincident measurement of several stations significantly reduces the background of transient pulses
mainly originating from locations close to one detector station. The necessary absolute time for
the measured events is obtained by a GPS module (ublox LEA-6T3, see Fig. 4). The GPS module
receives directly the trigger information from the StormTracker card via a cable. The corresponding
exact absolute time can be readout from the LDS via USB.
Five LDS have been deployed at the Pierre Auger Observatory, one at the Campus in Malargüe
(MG), and the other ones at each of the Fluorescence Detector buildings indicated in Fig. 1: Los
Leones (LL), Los Morados (LM), Coihueco (CO) and Loma Amarilla (LA).
2previously available at http://www.boltek.com
3www.u-blox.com/de/gps-mouldes/u-blox-6-timing-module/lea-6t.html
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Figure 3: Left: Example of the data measured with one LDS (LL) for one day with a thunderstorm mainly
east of Los Leones (16th October 2014). Right: Rates of the LDS and the reconstructed events (note the
separate scale on the right).
Figure 4: Picture of the GPS module integrated in the LDS and triggered by the lightning detection card.
3. Reconstruction of lightning events
The position of a lightning strike can be reconstructed using the absolute timing information
of several stations. Considering i LDS, the determination of time and place is overconstrained. It is
estimated by fitting the time and place assuming the propagation with speed of light to the stations.
Actually, the quantity minimized is the deviation w.r.t. one LDS, here LDS 0 is selected arbitrarily,
which is compatible with minimizing to the mean time, using:
ti = t +
√
(xi− x)2 +(yi− y)2/c. (3.1)
The distance from each detector to the lightning position si is described as:
si(x,y) =
√
(xi− x)2 +(yi− y)2 = s0(x,y)+(ti− t0) · c. (3.2)
Rearranging equation 3.2 yields s0,i, the distance of the lightning event from detector 0 calculated
using data from detector i:
s0,i(x,y) =
√
(xi− x)2 +(yi− y)2− (ti− t0) · c (3.3)
Without any measurement uncertainties, s0,i is the same for all detectors. Since measurements do
have uncertainties, the position of the lightning is estimated by minimization of
P(x′,y′) = min
(
∑
i6= j
(s0,i(x′,y′)− s0, j(x′,y′))2
)
. (3.4)
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Figure 5: Example of a lightning event measured in four LDS (left). Smaller pre-peaks might exceed the
threshold at a station resulting in a different reference time of the trace. The same event after shifting to
maximize the cross-correlation product (right).
Important for the estimation of the lightning time and position is the exact reference time at
the station. Here, a simple time of threshold is not sufficient, since lightnings often show several
pulses (see example in Fig. 5), and depending on the distance, a pre-pulse can exceed the threshold
while at other LDS a later pulse might be the first superating the threshold, giving different times of
references for the lighting estimation. Therefore, the time of reference is estimated by maximizing
the cross-correlation product, CC(offset), of the full traces:
CC(offset) = max
(
∑
j
(S0, j ·Si, j+offset)
)
(3.5)
∆ti = offset ·125ns. (3.6)
The starting-time of each detector is corrected by adding the time offset ∆ti to the start-time of the
trace for the ith LDS. The resulting optimal shifted traces are also shown in Fig. 5. In this way, the
optimal time estimation for the different LDS independent of the amplitude of the lightning-signal
is achieved.
4. Estimation of the reconstruction accuracy
To test the accuracy of the reconstruction method we simulated lightning events. The timing
of single stations is smeared by a Gaussian distribution with a width of 30 ns corresponding to
the absolute timing uncertainty of the GPS. The events are then reconstructed using the same al-
gorithm. The positions of the LDS are given by the buildings of the fluorescence detectors of the
Pierre Auger Observatory and the campus building. These positions are not optimally distributed,
so we expect regions and directions with better and worse accuracy. In Fig. 6, the average distance
between the simulated and the reconstructed position is shown for the simulated positions. Espe-
cially outside of the array, the estimation of the direction and distance are clearly different, making
a polar representation more useful, as given in Fig. 7. As can be seen, the accuracy is usually about
2.5% in distance and 0.06◦ in direction. For lightning strikes over the Pierre Auger Observatory,
the position is determined typically better than 100 m.
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Figure 6: Average distance in meter between the simulated and the reconstructed position at the simulated
position on the ground for simulated lightning events smeared according to the absolute time accuracy of the
GPS modules. The four LDS used in this simulation are indicated by the white circles, which give a scale
for the size of the observatory in this plot.
5. Comparison with WWLLN data
The WorldWide Lightning Location network (WWLLN) provides realtime locations of cloud-
to-ground lightning discharges [8]. Currently, more than 50 sensors [9] around the globe detect
spherical activity in the VLF band. The accuracy of the network was originally determined to be
about 30 km [10], and has been improved to 10 km for regions with higher sensor density. For a
test of the lightning detection system at the Pierre Auger Observatory, one month of WWLLN data
with lightnings occurring within 1000 km of the array center have been provided by the WWLLN.
For the matching candidates, the difference in distance and direction are given in Fig. 8.
6. Prospects for cosmic ray measurement
The additional lightning detector system at the Pierre Auger Observatory offers the possibility
to study a correlation of lightnings with cosmic-ray showers. This has been an active research
field in the last decade. The passage of highly localized distributions of electrons and positrons
can create a region with high fractal ion conductivity in the thundercloud, which may enhance the
probability to initiate the ground discharge. With the lightning system described in the previous
sections, we have an accurate measurement of lightnings that can be combined with the cosmic ray
measurement of the Pierre Auger Observatory at the same location.
The triggering of the surface detector of the Pierre Auger Observatory is based on a coinci-
dence of three individual surface detector stations, since this is the minimal required measurement
for a reconstruction of an air shower. Alternatively, even a single station is read out in case of a
trigger based on the fluorescence detector measurement for a hybrid reconstruction. Due to the
spacing of 1.5 km between the surface detectors, the energy threshold for air shower measure-
ments is 3×1018 eV for zenith angles smaller than 60◦. Lightnings are by far more frequent than
cosmic-ray showers with energies above 1018.5 eV. Therefore, a correlation has to be searched for
air shower below energies of 1018.5 eV, where the shower is too small to hit more than one surface
detector. The idea is to use the lightning detection to trigger the read out of individual surface
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Figure 7: Reconstruction resolution for simulated lightning events smeared according to the absolute time
accuracy of the GPS modules. Shown is the difference between reconstructed and simulated direction (top-
left) and distance (top-right) to the array center vs the azimuth of the direction, as well as the difference in
the distance vs the distance (bottom). The error-bars indicate the spread of the underlying distributions.
detector stations, in analogy of the hybrid trigger initiated by the fluorescence detector. Yet, the
bandwidth to read out additional events is limited. The trigger-condition for the read out of a single
station has to be restricted to a maximum window in time and space around the lightning detection
that still can be transmitted by the communication system without disturbing the standard operation
of the surface detector.
In addition, AERA itself is capable to measure lightning strikes with high precision due to
the higher sampling rate. The operation of AERA to record lightnings is difficult in parallel to the
normal cosmic ray detection, though.
7. Summary
The radio detection of air showers requires the measurement of the environmental electric
field using a E-field mill. This allows to identify data periods affected by thunderstorms. An
additional lightning detection system has been installed at the Pierre Auger Observatory to enhance
the spatial and time resolution of detected lightnings. Their reconstruction is optimized using
the cross-correlation of the measured signals, achieving typically 2.5% resolution in distance and
0.06◦ in direction. This offers possible correlation studies between lightnings and cosmic rays. By
providing a lightning trigger information to the data acquisition system of the surface detector, the
threshold for a coincident detection of lightning and cosmic ray will be further reduced.
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Figure 8: Comparison between the position measured with the lightning detection system installed at the
Pierre Auger Observatory with the one given by the WWLLN for a sample of lightnings in October 2014.
The error-bars indicate the spread of the underlying distributions.
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The Fluorescence Detector (FD) at the Pierre Auger Observatory measures the intensity of the
scattered light from laser tracks generated by the Central Laser Facility (CLF) and the eXtreme
Laser Facility (XLF) to monitor and estimate the vertical aerosol optical depth (τ(z, t)). This
measurement is needed to obtain unbiased and reliable FD measurements of the arrival direction
and energy of the primary cosmic ray, and the depth of the maximum shower development. The
CLF was upgraded substantially in 2013 with the addition of a solid state laser, new generation
GPS, a robotic beam calibration system, better thermal and dust isolation, and improved software.
The upgrade also included a back-scatter Raman LIDAR to measure τ(z, t). The new features and
applications of the upgraded instrument are described. These include the laser energy calibration
and the atmospheric monitoring measurements. The first τ(z, t) results and comparisons after the
upgrade are presented using different methods. The first method compares the FD hourly response
to the scattered light from the CLF (or XLF) against a reference hourly profile measured during a
clear night where zero aerosol contents are assumed. The second method simulates FD responses
with different atmospheric parameters and selects the parameters that provide the best fit to the
actual FD response. A third method uses the new Raman LIDAR receiver in-situ to measure the
back-scatter light from the CLF laser. The results show a good data agreement for the first and
second methods using FD stations located at the same distance from the facilities. Preliminary
results of τ(z, t) using the Raman LIDAR are presented as well.
The 34th International Cosmic Ray Conference
30 July – 6 August, 2015
The Hague, The Netherlands
∗Speaker.
c© Copyright owned by the author(s) under the terms of the Creative Commons Attribution-NonCommercial-ShareAlike Licence. http://www.auger.org
The Upgraded CLF Carlos Medina-Hernandez
1. Introduction
The Pierre Auger Observatory, located in Malargüe, Argentina, explores the nature and origin
of Ultra High Energy Cosmic Rays (UHECRs) with energies above 1018 eV [1]. The observatory
(Figure 1) combines a Fluorescence Detector (FD) and a Surface Detector array (SD) in a hybrid
technique. The FD consists of 27 telescopes arranged at four sites along the perimeter of the
observatory [2]. The SD is a collection of 1660 water-Cherenkov detectors, placed on a triangular
grid with a separation of 1.5 km and covering an area of 3000 km2. Two laser facilities are located
near the center of the SD array. Each facility is nearly equidistant from three of the four FD stations.
Figure 1: The configuration of the Pierre Auger Observatory.
UHECRs entering the atmosphere induce Extensive Air Showers (EASs). The FD uses the
atmosphere as a giant calorimeter in which an EAS deposits most of its energy. The reliability
of the reconstruction of any EAS requires an accurate description of the atmospheric conditions
at the time of detection. The atmospheric description includes the measurement of the vertical
aerosol optical depth for different heights and times τ(z, t) during FD operations. For this purpose,
the FD records tracks from the laser pulses generated by the Central Laser Facility (CLF) and the
eXtreme Laser Facility (XLF). The CLF and XLF have been operational since 2004 and 2008,
respectively. In early 2013, the CLF was upgraded with a Raman LIDAR receiver that measures
τ(z, t) independently.
2. The CLF and XLF
The CLF and XLF systems [3] generate 7 ns laser pulses at a nominal energy of 5 mJ and
355 nm wavelength, near the prominent 357 nm band of ultraviolet fluorescence in the air [4]. The
laser tracks are distinguished from regular air shower events, via GPS timing identification. For
atmospheric monitoring during FD operations, the CLF and XLF fire sets of 50 laser pulses, every
15 minutes, in the vertical direction. Other laser pulses are also fired between the atmospheric
laser sets. For example, steered shots are directed toward astronomical objects of interest. The FD
response to the scattered light from the fixed vertical laser-pulses at each FD site can be compared
either with similar measurements recorded during a night free of aerosols, or with simulations of
data under different aerosols conditions. These comparisons are used to calculate τ(z, t).
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Both laser facilities are controlled by Single Board Computers (SBC) that can be operated and
programmed remotely. These facilities are powered by solar panels that charge a battery bank.
Local data produced during a run are transferred daily to a remote server.
2.1 The upgraded CLF
After nearly a decade of service, the CLF [5] was substantially upgraded during the first half
of 2013 (Figure 2):
• A back-scatter Raman LIDAR receiver was installed.
• The original flash lamp pumped laser was replaced by a solid state laser.
• A newer GPS clock system improves the timing resolution from 100 to 20 ns.
• The original 20 ft shipping container was replaced by a newer 40 ft unit with tighter doors
and better insulation. A 2000 liter thermal reservoir coupled to the optical table was added
to reduce thermal variations.
• The better sealed container features a separate room for the laser system to reduce the dust
accumulation. This is important because dust accumulation on optical components increases
the systematic uncertainty of laser energy delivered into the sky.
• A robotic system for automatic energy and polarization calibrations was added.
Figure 2: (Left) Replacing the old CLF container. (Right) The CLF after the upgrade was completed.
2.2 The energy and polarization calibration system
The relative energy of every laser shot is measured by a monitoring energy probe that collects
a small percentage of the total laser shot energy (Emonitoring). A second probe is temporarily po-
sitioned over the beam, for absolute energy calibrations (Ecalibration). A Calibration Factor (CF) is
calculated by averaging the ratio of the calibration and monitoring probes for 13 shots:
CF =
1
13
·
13
∑
i=1
(
Ecalibration
Emonitoring
)
. (2.1)
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The calibration system provides CF measurements as frequently as needed for vertical and
steered modes (Figure 3). The system also includes a second energy probe for cross calibrations.
An identical calibration system was installed in the XLF at the time of its construction.
Figure 3: The calibration stage. (Left) A schematic diagram of the calibration system components on the
optical table. (Right) The calibration system as fabricated.
Before the upgrade, absolute calibrations were performed manually at time intervals that
ranged from a couple of months to one year. The available CF measurements were linearly fit
to provide a calibration function for different epochs. Epochs correspond to dates where the hard-
ware was changed or the optics were cleaned. The calibration function is corrected to account for
the amount of light captured by the probe that is not delivered into the sky, because of scattering off
dust that had accumulated on the tilted mirror. The CF distributions before and after the upgrade
(Figure 4) demonstrate the improvement in the stability of the laser energy delivered to the sky and
the frequency of the CF measurements.
Figure 4: (Left, pre-ugrade) CF are shown in circles. Black lines represent fit functions including cor-
rections and blue lines represent epochs. (Right, post-upgrade) CF are measured every day. Calibration
functions and fits are no longer required.
A laser beam without net polarization is preferred because the atmospheric scattering is sym-
metric to the beam axis. To achieve this, the CLF uses polarization randomizers. The calibration
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system measures the net polarization, by rotating a polarization beam-splittering cube in front of
the calibration probes, and by measuring the CF . The data points are fit to the function:
P0 +(P1 · sin(θ +P2)). (2.2)
The energy variations due to polarization for 6 months of data are presented in Figure 5 (left).
The fitting function is presented in Figure 5 (right) in polar coordinates and overlapping a circle
of radius P0 that represents a beam without polarization. The maximum deviation of the fitted line
from the circle at angles facing the four FD sites is no larger than 1%.
Figure 5: (Left) Six months of polarization calibration data. Blue points represent energy measurements at
eight different rotation angles of the polarization analyzer. The red line represents the fit function. (Right)
Data and fit line are presented in polar coordinates. The black circle of radius P0 represents a beam without
net polarization. The four green stars represent the directions toward the four FD sites.
2.3 The Raman LIDAR
The Raman LIDAR measures the back-scatter light from the laser to obtain τ(z, t) indepen-
dently [6]. The system has three channels: one for elastic scattering, one for Raman scattering off
N2 molecules, and one for Raman scattering off water vapor (Figure 6).
Figure 6: (Left) A picture of the Raman LIDAR optical components. (Right) Examples of hourly τ(z, t)
during a clear and a typical night with aerosols.
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The low cross section of Raman scattering requires a relatively long laser exposure to reduce
statistical uncertainties. The Raman LIDAR runs take about 24 minutes. Shorter and longer runs
can also be programmed. The Raman LIDAR has been running nightly before and after every FD
shift since November 2013. To increase the number of τ(z, t) measurements, an additional run was
added in the middle of the FD shift beginning November 2014. During this additional Raman run,
the FD bays overlooking the CLF are closed to avoid saturating the FD photomultipliers.
3. Measurements and comparisons
The τ(z, t) profiles are calculated using a Data Normalized (DN) method. This method com-
pares the FD response averaged over 200 laser shots (1 hour) with the FD response to 200 laser
shots recorded during a clear, aerosol free, reference hour. Each average is normalized to the laser
energy on a shot-by-shot basis. The ratio is used to obtain τ(z, t) with a 400 m and a 1 h resolution.
The reference hour is selected by scanning the highest hourly FD response during a one-year pe-
riod. Most reference hours are found during winter periods. A FD response comparison between
the 2014 reference hour (found on July 7th) and a typical aerosol-content-hour is shown in Figure
7 (left). The τ(z, t) output of this comparison using the DN analysis is shown in Figure 7 (right).
Figure 7: (Left) The green line represents the FD response in an hour with typical aerosol content and the red
line represents extremely low aerosol content. (Right) The black traces represent τ(z, t) and its uncertainties
for an hour with typical aerosol content. The red traces are the fitted values.
The DN analysis uses the CLF for FD sites Los Leones, Los Morados and Coihueco, and
uses the XLF for the FD site Loma Amarilla. This ensures that the scattered photons travel similar
distances from the laser source to the FD sites. The following analysis will focus on results obtained
with the upgraded CLF.
A comparison of τ(z = 3km) values obtained with the DN analysis at the same hour is
presented in Figure 8 (left-center). The DN method presents good correlation for the FD sites
Coihueco and Los Morados located at similar distances from the laser source. Similar results are
found at different altitudes. Most outlying points are caused by scattering from clouds.
τ(z, t) can be obtained using a second method called Laser Simulation (LS) analysis. This
method compares the observed FD response to a set of simulated responses that are generated with
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different atmospheric parameters. The best fit to the actual FD response is selected. The LS method
is used to fill in values of τ(z, t) in the database that for various reasons are not obtained with the
DN method. The details of the DN and the LS methods are described in [7]. A good correlation
between the two methods using the CLF after the upgrade is observed (Figure 8(right)). The level
of consistency between the two methods is the same as it was before the upgrade [8]. The τ(z, t)
values from both analyses are merged and registered into the observatory database for use in the
reconstruction analysis of cosmic ray events [7].
Figure 8: (Left and center) τ(z = 3km) correlations in 2014 between the CLF and XLF using the DN
analysis. (Right) τ(z = 3km) correlations in 2014 between the DN and the LS analysis using the CLF.
A preliminary analysis of the Raman LIDAR measurements was used to obtain monthly av-
erages of τ(z, t) at different heights. An example of the τ(z = 3km) monthly average is presented
in Figure 9. The data include one measurements of τ(z, t) every night during 2014. Seasonal
variations in the aerosol optical depth are observed.
Figure 9: Preliminary monthly τ(z = 3km) averages measured with the Raman LIDAR. The error bars
represent one sigma of statistical uncertainties.
Statistical uncertainties in the Raman LIDAR measurements are due to the small Raman cross
section in combination with the limited laser exposure (24 minutes or less). Systematic uncertain-
ties are being evaluated. This includes an examination of multiple scattering effects, an examination
of the aerosol content during the reference hour and the use of a longer Raman run.
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4. Conclusions
The CLF has been upgraded to improve performance and add capabilities. The Raman LIDAR
at the CLF is the first of its kind used for atmospheric measurements of τ(z, t) in an UHECR
experiment. The DN analysis provides consistent results for equidistant FD telescopes. The DN
analysis results are consistent with the LS analysis. The Raman LIDAR has been used to measure
τ(z, t) every night for a full year. A preliminary analysis of the Raman LIDAR has been used to
obtain averaged monthly values of τ(z, t). Ongoing studies will continue to evaluate the systematic
uncertainties and possible physics implications.
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The data collected with the Pierre Auger Observatory have led to a number of surprising discov-
eries. While a strong suppression of the particle flux at the highest energies has been established
unambiguously, the dominant physics processes related to this suppression could not be identified.
Within the energy range covered by fluorescence detector observations with sufficient statistics,
an unexpected change of the depth of maximum distribution is found. Using LHC-tuned interac-
tion models these observations can be understood as a correlated change of the fluxes of different
mass groups. On the other hand, they could also indicate a change of hadronic interactions above
the energy of the ankle. Complementing the water Cherenkov detectors of the surface array with
scintillator detectors will, mainly through the determination of the muonic shower component,
extend the composition sensitivity of the Auger Observatory into the flux suppression region.
The upgrade of the Auger Observatory will allow us to estimate the primary mass of the highest
energy cosmic rays on a shower-by-shower basis. In addition to measuring the mass composi-
tion the upgrade will open the possibility to search for light primaries at the highest energies,
to perform composition-selected anisotropy studies, and to search for new phenomena includ-
ing unexpected changes of hadronic interactions. After introducing the physics motivation for
upgrading the Auger Observatory the planned detector upgrade is presented. In the second part
of the contribution the expected performance and improved physics sensitivity of the upgraded
Auger Observatory are discussed.
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1. Introduction
Measurements of the Auger Observatory [1] have dramatically advanced our understanding of
ultra-high energy cosmic rays (UHECRs). Particularly exciting is the observed behavior of the
depth of shower maximum with energy, which changes in an unexpected, non-trivial way. Around
3×1018 eV it shows a distinct change of slope with energy, and the shower-to-shower variance
decreases [2]. Interpreted with the leading LHC-tuned shower models, this implies a gradual shift
to a heavier composition [3]. A number of fundamentally different astrophysical model scenarios
have been developed to describe this evolution, see, for example, [4–8]. The high degree of isotropy
observed in numerous tests of the small-scale angular distribution of UHECRs above 4×1019 eV is
remarkable [9], challenging original expectations that assumed only a few cosmic ray sources with
a light composition at the highest energies. Interestingly, the largest departures from isotropy are
observed for cosmic rays with E > 5.8×1019 eV in ∼20◦ sky windows [9, 10].
Due to a duty cycle of ∼15% of the fluorescence telescopes, the data on the depth of shower
maximum extend only up to the flux suppression region, i.e., 4×1019 eV. Obtaining more infor-
mation on the composition of cosmic rays at higher energies is of central importance for making
further progress in understanding UHECRs. Care must be taken, since precision Auger measure-
ments of shower properties, strongly constrained by the hybrid data, have revealed inconsistencies
within present shower models, opening the possibility that the unexpected behavior is due to new
hadronic interaction physics at energy scales beyond the reach of the LHC.
The aim of the upgrade of the Auger Observatory, collectively dubbed AugerPrime, is to pro-
vide additional measurements of composition-sensitive observables to allow us to address the fol-
lowing questions: (i) Elucidate the mass composition and the origin of the flux suppression at the
highest energies, i.e., the differentiation between the energy loss effects due to propagation, and
the maximum energy of particles injected by astrophysical sources. (ii) Search for a flux contribu-
tion of protons up to the highest energies. We aim to reach a sensitivity to a contribution as small
as 10% in the flux suppression region. The measurement of the fraction of protons is the deci-
sive ingredient for estimating the physics potential of existing and future cosmic ray, neutrino, and
gamma-ray detectors; thus prospects for proton astronomy with future detectors will be clarified.
Moreover, the flux of secondary gamma rays and neutrinos due to proton energy loss processes
will be predicted. (iii) Study extensive air showers and hadronic multiparticle production. This
will include the exploration of fundamental particle physics at energies beyond those accessible
at terrestrial accelerators, and the derivation of constraints on new physics phenomena, such as
Lorentz invariance violation or extra dimensions.
The needed composition-sensitive information can be obtained by upgrading the Auger Ob-
servatory. In Sec. 2 a brief overview of the planned hardware upgrades is given, focusing on new
scintillation detectors. The expected physics performance reached with the upgraded Observatory
is illustrated in Sec. 3 using detailed simulations of different composition scenarios.
2. Planned upgrade
The key element of the upgrade will be the installation of a new detector consisting of a plastic
scintillator plane above each of the existing water-Cherenkov detectors (WCD). This scintillation
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Figure 1: Left panel: 3D view of a SSD mounted on a WCD. A double roof, with the upper layer being
corrugated aluminum (here shown partially cut away for clarity), is used to reduce the temperature variations.
Right panel: MIP histogram taken with a 2m2 prototype installed in the Auger array. The data correspond
to one minute of data taking and are well reproduced by the detector simulation based on Geant 4.
detector will provide a complementary measurement of the shower particles: they will be sampled
with two detectors having different responses to muons and electromagnetic particles, allowing the
reconstruction of the different components. The design of the surface scintillator detectors (SSD)
is simple, reliable and they can be easily deployed over the full 3000 km2 area of the overall Auger
Surface Detector (SD). An SSD unit will consist of a box of 3.8m×1.3m, housing two scintillator
modules, each covering an area of 1.9m2, see Fig. 1 (left). The 1cm thick scintillators are read
out by wavelength-shifting fibers guiding the light of the two modules to a PMT. The deviations
from a uniform detector response over the area of the scintillator are smaller than 5%. The SSD is
triggered by the larger WCD, resulting in a clean separation of the MIP signal from the background,
see Fig. 1 (right). An engineering array of 10 detectors will be installed at the Auger site in 2016.
The SD stations will be upgraded with new electronics that will process both WCD and SSD
signals. Use of the new electronics also aims to increase the data quality (with faster sampling
of ADC traces, better timing accuracy, increased dynamic range), to enhance the local trigger and
processing capabilities (with a more powerful local station processor and FPGA) and to improve
calibration and monitoring capabilities of the surface detector stations. The signals of the WCDs
and SSDs will be sampled synchronously at a rate of 120MHz (previously 40MHz) and the GPS
timing accuracy will be better than 5ns. The dynamic range of the WCDs will be enhanced by a
factor of 32 due to the new electronics and an additional small 1′′ PMT that will be inserted in one
of the filling ports. First prototypes of the new electronics have been built and are being tested.
Both the SSDs and the electronics upgrade can be easily deployed, and will have only minimal
impact on the continuous data taking of the Observatory.
A network of underground muon detectors, part of the AMIGA [1,11] system, is now being de-
ployed in the existing SD infill area of 23.5km2. This will provide important direct measurements
of the shower muon content and its time structure, while serving as verification and fine-tuning of
the methods used to extract muon information with the SSD and WCD measurements.
In parallel with the SD upgrade, the operation mode of the Fluorescence Detector (FD) [12]
will be changed to extend measurements into periods with higher night sky background. This will
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allow an increase of about 50% in the current duty cycle of the FD.
3. Expected physics performance
In the following we consider different levels of complexity of the information derived from
shower data. We first discuss the reconstruction of the muonic shower component, then show the
discrimination power for different primary particles, and finally analyze Monte Carlo generated
event samples to test the sensitivity to different physics scenarios. As a generic measure of dis-
crimination power for separating primary i and j using the corresponding observables Si and S j
(with the RMS σ ) we use the merit factor
fMF =
|〈Si〉−〈S j〉|√
σ(Si)2+σ(S j)2
. (3.1)
3.1 Event based observables
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Figure 2: Left panel: Reconstruction bias (solid symbols) and resolution (open symbols) of the muonic
signal contribution for individual detector stations, as a function of distance r from the shower core. The
results for proton and iron showers are shown in red and blue, respectively. Right panel: Number of muons
Nµ reconstructed for individual showers using shower universality, compared with the true Nµ as a function
of energy for different primary species. Error bars represent the RMS of the distributions.
The least model-dependent and most direct composition-sensitive observable that can be ob-
tained from the upgraded detector array is the number of muons (or, equivalent to it, the muonic
signal in the WCD) in individual detector stations. Thanks to the signal responses in the SSD
(SSSD) and the WCD (SWCD) to particles of the electromagnetic and muonic shower components,
it is possible to derive the muonic signal Sµ,WCD on a station-by-station basis, as described in [13],
from
Sµ,WCD = aSWCD + bSSSD, (3.2)
where the signals are measured in units of the response to a vertical equivalent muon (VEM) or
minimum ionizing particle (MIP), respectively. The factors a and b are derived from detector simu-
lation and have only a very weak dependence on the primary composition and lateral distance from
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the shower core. Restricted by the limited size of an individual detector station, this method is sub-
ject to large fluctuations and is only well suited for deriving mean muon numbers, see Fig. 2 (left).
The performance of the reconstruction of the muonic signal is considerably improved by fitting
a lateral distribution function (LDF) to the signals. Eq. 3.2 is then applied to the LDF values for the
WCD and SSD to calculate the muonic signal at an 800m core distance, Sµ(800). Reconstruction
resolutions of the muonic signal of, for example, σ [Sµ(800)]/〈Sµ(800)〉 ≈ 22% for protons and
σ [Sµ(800)]/〈Sµ(800)〉 ≈ 14% for iron are reached at E ≈ 1019.8 eV and θ = 38◦. Using Sµ(800)
as a composition estimator, the obtained merit factors for distinguishing between proton and iron
primaries are above 1.5 at high shower energies (E > 1019.5 eV) and small zenith angles.
An analysis based on shower universality (see [14] and references therein), or a sophisticated
multivariate analysis, allows one to correlate the detector signals at different lateral distances and
also takes advantage of the arrival time (shower front curvature) and temporal structure of the
signal measured in the detectors. We are working on developing a reconstruction using all these
observables. Some first results are given in the following, but it should be kept in mind that the
corresponding merit factors should be considered as lower limits to what will be reached after
having a better understanding of the detectors. The universality-based reconstruction provides, in
addition to the shower energy, the depth of shower maximum (mainly from the curvature of the
shower front and the steepness of the lateral distribution) and the number of muons relative to the
prediction of a reference model. The bias of the Xmax reconstruction is below 15 g/cm2 with a
resolution improving from 40 g/cm2 at 1019 eV to 25 g/cm2 at 1020 eV. The corresponding results
for the muon number reconstruction are shown in Fig. 2 (right). Of interest is also the energy
resolution for the reconstruction which is about 10% at 1019 eV down to 7% at 1020 eV. Examples
of merit factors obtained by combining the two observables are 1.54 (proton-iron), 0.41 (proton-
helium), and 0.64 (nitrogen-iron), all calculated for 1019.6 eV, zenith angles θ < 60◦ and using
QGSJet II.04.
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Figure 3: Benchmark spectra chosen as representations of a maximum-rigidity scenario [4] (left panel) and
one photo-disintegration scenario (right panel). The index of the injection energy spectrum at the sources is
about −1 (−2) for the maximum-rigidity (photo-disintegration) scenario – for details see [15]. The colors
for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron – red.
3.2 Application to physics goals
Without knowing what composition to expect in the GZK suppression region it is difficult
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to demonstrate the potential of AugerPrime. Therefore, we have chosen two physics motivated
benchmark models [15] fitted to the Auger flux [16] and composition data [3] for E > 1018.7 eV,
see Fig. 3, to illustrate the discrimination power of the additional information. Mock data sets
were generated for these scenarios with a statistics corresponding to 7 years of data taking with
AugerPrime. Only SD data are used in the reconstruction.
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Figure 4: Reconstructed mean depth of shower maximum Xmax (left) and its fluctuations (center), and the
mean number of muons at 38◦ (right) using only SD data. Shown are the two scenarios: (1) maximum-
rigidity model; (2) photo-disintegration model. The σ(Xmax) contains the intrinsic air-shower fluctuations
and the detector resolution. The number of muons is given relative to that expected for an equal mix of
p-He-CNO-Fe as primary particles.
The mean Xmax, σ(Xmax), and the relative muon number Rµ are shown in Fig. 4. The σ(Xmax)
contains the intrinsic air-shower fluctuations and the reconstruction resolution. While the mean
Xmax, σ(Xmax) and Rµ are very similar up to 1019.2 eV, the energy range that is well covered by
data of the fluorescence telescopes [2], the models predict significantly different extrapolations
into the GZK suppression region. This difference is well reproduced with the reconstructed Xmax,
σ(Xmax) and Rµ and the two scenarios can be distinguished with high significance and statistics.
As a next step we want to illustrate the increased sensitivity of AugerPrime with a more spe-
cific example. We use the arrival directions of the 454 measured events with θ < 60◦ and energy
higher than 4×1019 eV (see [9]) and randomly assign each event an Xmax value according to model
1 (maximum-rigidity scenario). To implement a 10% proton contribution we assigned 10% of the
events a proton-like Xmax. Half of these randomly chosen, proton-like events were given arrival
directions that correlate with AGNs with a distance of less than 100Mpc of the Swift-BAT cata-
log [17] within 3◦. The other half were chosen with larger angular distances. By construction, this
artificial data set reproduces many arrival direction features found in the Auger data while at the
same time having a model-predicted mass composition.
Analyzing this data set without using any composition information, a correlation with the
AGNs of the Swift-BAT catalog is found at a level similar to that reported in [9]. The improve-
ment of the sensitivity in finding the correlation with AGNs in this data set is shown in Fig. 5 for
E > 4×1019 eV. The left panel gives the result of the complete data set and the right panel that of a
proton-enriched sample. The proton-enriched sample is obtained by selecting events with a recon-
structed Xmax greater than 770g/cm2 at 1019 eV, adjusted to the event energies with an elongation
rate of 55g/cm2 per decade. While the correlation of the arrival directions with that of AGNs in
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Figure 5: Angular correlation of cosmic rays of the modified Auger data set with AGNs of the Swift-
BAT catalog [17]. Shown are distributions of relative excesses of pairs of events as a function of angular
separation between them, for the complete data set (454 events, left) and the proton-enriched selection (128
events, right).
the Swift-BAT catalog is not significant for the complete data set, a correlation well in excess of
3σ can be found for the proton-enriched samples.
In addition to these studies, the availability of muon information on an event-by-event basis
allows for many ways of studying features of hadronic interactions. For example, the correlation
between the number of muons and the depth of shower maximum can be used to study general
features of muon production, including the search for exotic interaction scenarios at very high
energy [18].
4. Conclusions
The Auger upgrade promises high-quality future data, and real scope for new physics uses
of existing events. With operation planned from 2018 until 2024, event statistics will more than
double compared with the existing Auger data set, with the critical added advantage that every
event will now have mass information. This will allow us to address some of the most pressing
questions in UHECR physics, including that of the origin of the flux suppression, the prospects of
light particle astronomy and secondary particle fluxes, and the possibility of new particle physics
at extreme energies.
Obtaining additional composition-sensitive information will not only help to better reconstruct
the properties of the primary particles at the highest energies, but also improve the measurements
in the important energy range just above the ankle. Furthermore, measurements with the new
detectors will help to reduce systematic uncertainties related to modeling hadronic showers and
to limitations of reconstruction algorithms. This improved knowledge of air-shower physics will
likely then also allow a re-analysis of existing data – for improved energy assignments, for mass
composition studies, and for photon and neutrino searches.
Finally it should be mentioned that the addition of scintillator detectors across the entire Ob-
servatory will also make possible direct comparisons of Auger measurements with those of the
surface detectors of the Telescope Array experiment. This will strengthen the already productive
cooperation between the two Collaborations, which has an aim of understanding the highest energy
cosmic ray flux across the entire sky.
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The AMIGA enhancement (Auger Muons and Infill for the Ground Array) of the Pierre Auger
Observatory consists of a 23.5 km2 infill area where air shower particles are sampled by water-
Cherenkov detectors at the surface and by 30 m2 scintillation counters buried 2.3 m underground.
The Engineering Array of AMIGA, completed since February 2015, includes 37 scintillator mod-
ules (290 m2) in a hexagonal layout. In this work, the muon counting performance of the scintil-
lation detectors is analysed over the first 20 months of operation. Parametrisations of the detector
counting resolution and the lateral trigger probability are presented. Finally, preliminary results
on the observed muon lateral distribution function (LDF) are discussed.
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1. Introduction
The Pierre Auger Observatory [1], located in the province of Mendoza in Argentina, is a
hybrid detector covering 3000 km2 with 1660 surface stations (the surface detector, SD) and 27
fluorescence telescopes (the Fluorescence Detector, FD). The SD stations are separated by 1.5 km,
while the telescopes are split in four buildings at the edge of the surface array, and point towards
the atmosphere and the centre of the array. Currently, the Auger Observatory is being upgraded
and AMIGA is one of the enhancement projects [2].
AMIGA consists of 61 detector pairs, each composed of a surface water-Cherenkov detector
(SD infill) and a buried 30 m2 Muon Counter (MC). The AMIGA MCs are arranged on a 750 m tri-
angular grid to directly measure the muon content of showers with primary energies≥ 3×1017 eV.
The complete AMIGA array will cover an area of 23.5 km2 providing sufficient statistics given the
higher rate of the sub-EeV showers. Important results on cosmic ray physics by means of muon de-
tection techniques have been obtained previously by the Haverah Park [3], Akeno [4], Yakutsk [5]
and AGASA experiments [6] and more recently by the KASCADE [7] and KASCADE-Grande [8]
experiments.
The Engineering Array of AMIGA, called the Unitary Cell (UC), is a hexagon in the Obser-
vatory infill area (750 m spacing) with 2.3 m-deep buried MCs at each hexagon vertex and at its
centre (see Fig. 1). It has been completed since February 2015. Each of these 7 MCs is com-
posed of 4 scintillation modules (SM), of either 2 × 5 m2 or 2 × 10 m2 area, comprising 64
plastic scintillation bars sealed in a PVC casing, containing wavelength-shifting optical fibres, a
64 multianode photomultiplier tube, and acquisition electronics. The light produced in these bars
is collected and propagated along the fibres which couple to the multi-pixel PMTs. Segmenta-
tion was selected since it permits the AMIGA counter electronics to just count pulses above a
given threshold (see Sec. 3), without a detailed study of signal structure or peak amplitude/charge.
ekits
SiPMs
SM (-2.3m)
SM (-1.3m)
SD Station
750m
KTPC
Figure 1: AMIGA Unitary Cell as of February 2015. The 5 m2
detectors at the KT and PC positions have been used for this anal-
ysis.
In two UC positions, twin detec-
tors are deployed consisting of four
extra SMs at the KT position iden-
tified in Fig. 1 and three 10 m2 ex-
tra ones at the PC position. At
the latter, there are also two ex-
tra 10 m2 SMs deployed at 1.3 m
depth. There is a SM with 4 SiPMs
installed so that in total there are 37
deployed and working SMs.
In this work we analyse the
data set from the first two years
of UC operation. We evaluate the
response of the twin position at
KT to assess the muon counting
resolution of the MCs, and get a
parametrisation that allows us to establish the counting uncertainty of single events. We find the
scaling between the muon number at a reference distance from the shower core and the energy
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of the primary cosmic ray, and we study the lateral distribution function (LDF) of the observed
muons and obtain an effective value for its slope. This value can be used for single event fitting,
leaving only the relevant composition-sensitive observable of the LDF, i.e. the number of muons at
an optimal distance from the shower axis, to be determined from the fit.
2. Design Considerations
Having described the scintillator modules it is worth briefly describing the path followed by the
light travelling through the optical fibre until the signal is processed by the Central Data Acquisition
System (CDAS) at the Observatory campus. The 64 optical fibres are matched to a 64-pixel PMT
through a custom-tailored optical alignment device. The PMT chosen is the Hamamatsu ultra bi-
alkaline H8804-200MOD, a H7546 type PMT but with a different casing and an increased quantum
efficiency peaking around 350 nm.
The electronics of the MCs is split into two components, the underground electronics installed
in each buried module and a reduced electronics at the surface. Both are powered by solar panels.
The underground electronics includes the PMT, the front-end, digital, slow control, and power
distribution boards and a data transmission unit. The surface electronics comprises an interface
with the SD electronics (to get the trigger from the SD and to transfer muon data), the wireless
communication to CDAS, the network switch, and the power regulator. The analogue front-end
holds the pre-amplifiers and discriminators which are remotely set to an adjustable fraction of
the average Single Photo Electron (SPE) amplitude of each PMT pixel. Thus, PMT pulses are
converted into a train of digital 0’s and 1’s corresponding to the presence or absence of a signal
above the aforementioned threshold. One bit per channel is saved in the front-end memory forming
a 64-bit string. This conversion is performed in 3.125 ns time bins by a field-programmable gate
array (FPGA). The memory consists of two circular buffers that store 2048 bins of 64 bits. These bit
trains are stored following an SD trigger, recovered and transmitted upon a request from the CDAS.
The MC event acquisition is synchronised at the lowest (hardware) level to the surface stations
through a dedicated triggering line. The MC electronics maintains synchronisation, through a
time-tagging scheme, mostly implemented in the FPGA. An event data trigger request, received by
the surface radio, is sent from the surface to the underground microcontroller through an Ethernet
line. The FPGA searches for the requested event and retrieves data. A counting strategy searches
offline for the muon traces by inspecting the individual SPE signatures. As the vast majority of
contaminating events produce only a sole SPE, by requiring at least a 1X1 string (with X either a
1 or a 0) for a muon footprint, accidentals are removed. Consequently, most of the accidental data,
such as crosstalk or thermal photoelectrons are discarded. Muons are counted in time windows of
25 ns, the duration corresponding to the detector dead time given by the width of the muon pulse
due to the scintillator and fibre decay times (for details on counting techniques and performance
see [9]).
3. Calibration Routine and Data Set
Due to the one-bit electronics technique, the discriminator levels, set relative to the mean pixel
SPE amplitude, play a major role. Setting them too high will cause a loss of counting efficiency
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Figure 2: Background-radiation rates as a function of threshold, measured at KT for a 5 m2 module. Also
shown are fits to the plateau regions in red (dotted line at 5% below the maxima). (Left) PMTs were biased
at 1000 V as of March 2015. (Right) PMTs were biased at 960 V in the previous period, the full line showing
the 100 mV threshold fixed for all channels in the data set analysed in this work.
since the digital output of the discriminator might be too short for the 3.125 ns sampling period.
Too low thresholds might produce two or three adjacent positive digital samples (i.e. 1’s) for a SPE.
The aim of the one-bit background-radiation calibration is to identify a feature (e.g. a plateau) in
the behaviour of the rates as a function of the SPE threshold. Setting each individual threshold
on its plateau will render a fully efficient detection system. The calibration induces the MCs to
self-trigger which is not performed in the usual air-shower detection mode when the counters make
use of their accompanying SD trigger.
In Fig. 2 (left panel) we show a typical distribution of the background-radiation rate from a
single channel of a 5 m2 module measured with its PMT biased at 1000 V. Each PMT was char-
acterised prior to deployment with a mounted opto-electronics device. A plateau-like structure is
clearly apparent within the range from 80-190 mV (i.e. ∼25% to 45% of the SPE). In stable oper-
ational mode, the pixel calibration is performed either to any given plateau maximum rate or to a
SPE fraction level measured in the field in real time.
During the period that preceded the implementation of this calibration procedure, the UC was
deployed and operated to validate the muon detector design. The voltage at which the deployed
SMs were operated was 960 V and with a uniform discrimination level of 100 mV set for every
channel of every module. We performed a calibration run at 960 V to evaluate how these fixed pa-
rameters (high voltage and threshold level) are reflected in the quality of data. There is a counting
efficiency loss as thresholds move away from the plateaus and this loss occurs more rapidly in the
10 m2 modules. The loss of efficiency arises from the fact that as we inspect SPEs with higher
thresholds some are rejected since either they fall short of the threshold of the digital discriminator
or the digital signal is too short for the 3.125 ns sampling period. So both types of modules are in
principle affected by this efficiency loss, but the loss is more pronounced for the 10 m2 module due
to the reduced number of SPEs coming from the far end [10]. Also the plateau regions become nar-
rower with lower PMT bias voltages, more evidently so for the 10 m2 modules. A uniform 100 mV
threshold was found to be essentially working for the 5 m2 modules in the data acquisition period
mentioned above, shown in Fig. 2 (right panel). Therefore we will restrict the analysis presented
in this work only to these modules. The complete data set considered in this work comprises all
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the cosmic ray events recorded during the first 20 months of the UC operation from March 2013,
during the period previous to the implementation of the calibration routines. In this period six 5 m2
modules were operational: four in KT and two in PC. The UC has modules of two different sizes
to study the counting efficiency and the saturation range with respect to the shower core position.
AMIGA is designed to work with 30 m2 MCs divided in three 10 m2 modules. We combined the
information of 2×5 m2 modules for each event, to analyse the muon counts for 10 m2 of detection
area. We added muon counts from the 5 m2 SMs at the KT South twin position, at the KT North
twin, and at the PC South twin. In this way we performed our analyses over three independent
10 m2 detection areas. The infill stations provide the geometry and energy reconstruction of the
cosmic showers, 1235 events with zenith angle up to 45◦, with energies higher than 1017 eV. Sta-
tions at least at 200 m away from the shower core were considered. The reconstruction algorithm
for the events triggering the infill array is based on the code for the regular surface detector array.
After selecting the signals which are generated by air showers, the direction and the energy of the
primary cosmic ray are deduced from the timing information and from the total recorded signal in
the stations [1].
4. Detector Resolution
As done to study the accuracy of the SD stations [11], the twin detectors can be used to study
the fluctuations of the measured signals and preliminary results for the MC counting accuracy have
been reported [10]. Having two detectors measuring basically the same spot on the shower allows
us to estimate the signal fluctuation by analysing the difference of their signals for a given event.
Considering that the separation between twin detectors is ∼20 m, only AMIGA signals at least
200 m away from the shower axis are considered. In this way we can assume that both detectors
are measuring samples coming from the same muon density.
The linear correlation between KT-North and KT-South is shown in Fig. 3 (left panel), where
only events with at least 1 muon over a 10 m2 area are considered. From the slope of the linear
fit of 1.05± 0.02, we can consider that the detectors respond in the same way for each event, a
hypothesis needed to determine the resolution based on these data.
For each event we construct the resolution estimator ∆ based on the sample variance and mean,
define as follows: ∆2 =
(
σ/N
)2, where σ2 and N are the variance and mean estimators respectively
calculated from the number of measured muons by each twin.
We extract the mean value of ∆2 within bins of average number of muons. In Fig. 3 (right
panel), the values obtained from each ∆2 bin are displayed as a function of the muon count. For an
ideal Poisson counter, the resolution should be ∆2poisson = N
−1
µ . The blue line is the fit of our model
to the data. The muon detector resembles the ideal behaviour in this range of signals. From this
analysis we can establish the counting uncertainty as a function of the number of counted muons
as ∆2
(
Nµ
)
= (0.8±0.2)/N(0.9±0.1)µ .
5. Muon Lateral Distribution
For studying the lateral distribution of muons we choose a KASCADE-Grande-like LDF [8],
since we are also counting muons over 10 m2 areas and the energy range of both experiments
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Figure 3: (Left) Muon counting comparison between twin counters at KT for events with θ ≤ 45◦,
log(E/eV) ≥ 17.0, at least 200 m from the shower core, and at least 1 muon over the 10 m2 area con-
sidered. (Right) Parametrisation of the muon counting resolution. The fitted model is displayed by the blue
line.
overlaps. This is given by
Nµ (r,E) = N0 (E) · fµ (r)/ fµ (r0)
fµ (x) =
( x
r?
)−α (
1+
x
r?
)−β (
1+
( x
10 · r?
)2)−γ (5.1)
where α = 1, γ = 1.85 and r? = 150 m are fixed parameters from Monte Carlo simulations.
N0 (E) = Nµ (r0 = 450m,E) is the number of muons at the optimal distance from the shower axis.
At r0, the fluctuations of the LDF fit are minimised, this distance being mostly determined by the
spacing between the detectors [12]. We analyse the data set for getting an effective value for the
slope β instead of using a simulation-driven result, leaving only the composition-sensitive param-
eter N0 to be fitted for each event.
The method of finding an effective β has two iterations. Firstly, we determine N0 (E), i.e. we
study the relation between the number of muons at the optimal distance and the energy. Secondly,
we use this relation to normalise each event and, in this way, we are able to fit fµ (r) of eq. 5.1 to
all the events together and get an effective value of β as a result.
The relation between N0 and E is derived from a subset of events for which the highest SD
signal is found within the UC. We defined a Lateral Trigger Probability (LTP) for the muon de-
tector, and demand LTP ≥ 90% at 450 m from the shower core, which implies an energy cut of
E > 1017.3 eV. Above this energy threshold the trigger efficiency of the infill is ≥ 90%. We define
the LTP at different core distances in the range of 200-1000 m. Trigger probabilities are also ob-
tained within energy bins. For a fixed energy range, we calculate in distance range the ratio of the
number of muon counters with at least 1 count to the total number of muon counters that received
an SD trigger. Uncertainties in the trigger probability are given by the binomial error. As already
mentioned, we are only considering three independent 10 m2 muon-detection areas as muon coun-
ters in this work (see Sec. 3). In Fig. 4 (left panel) the muon trigger probability is shown for several
energy ranges as a function of the distance to the shower axis.
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Figure 4: (Left) Muon counter lateral trigger probability as a function of distance from the shower core, for
different energy ranges in log(E/eV). (Right) Determination of N0 (E) with 100 selected events from muon
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Figure 5: (Left) Muon lateral distribution for normalised data; an effective value for the slope β is found
and can be use for individual event fits. (Right) As a preliminary result, an LDF fit fixing β is shown for a
1018.3 eV event, where only N0 remains as a free parameter.
The events shown in Fig. 4 (right panel) are fitted with the function,
N0 (E) = A ·
(
E
1017.5 eV
)k
(5.2)
where A = (5.43± 0.66)m−2 and k = 0.82± 0.21. A general maximum-likelihood approach de-
veloped in [13] is maximised to obtain the parameters. It is encouraging to note that the value of
the scaling exponent k is in agreement within statistical uncertainties with the one found by Akeno
for the conversion between the number of muons and the energy [4].
To determine an effective value for β we take a subset of events above the infill full efficiency,
i.e. 1017.5 eV, and those muon detectors within a core distance for which their LTP ≥ 90%. Each
of the 389 inputs of this subset is normalised to N0 (E) of eq. 5.2 thus eliminating the energy
dependence. In Fig. 5 (left panel) the normalised number of muons is shown as a function to the
shower axis. The subset is fitted with fµ (r) of eq. 5.1 leading to an effective value of β = 1.3±0.1
to be used for individual events. In Fig. 5 (right panel) we show an example of the application of
this value of β on a single event fitting. The event has E = 1018.3 eV, and only N0 remains as a free
parameter.
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6. Summary
The Unitary Cell of AMIGA has been completed since February 2015. It includes 37 scin-
tillator modules in a hexagonal layout. In this work, we analysed the muon data over the first 20
months of operation.
We showed a method for finding a parametrisation of the muon counting resolution, to be used
on an event by event basis, i.e. ∆2
(
Nµ
)
= (0.8±0.2)/N(0.9±0.1)µ . The scintillation module response
resembles that of a Poisson counter.
Estimating the muon lateral trigger probability, we selected a fair sample for the parametrisa-
tion of the number of muons over 10 m2 at the optimal distance for the shower axis, as a function of
the energy of the primary cosmic ray particle. This relation allows us to normalise the muon data
in order to obtain an LDF fit performed on an energy-independent data set. This method led us to
a value for the slope β = 1.3±0.1 to be used for single event fitting.
Future work is needed that includes a more detailed comparison with results from previous
experiments cited in the introduction. Such analysis will have to deal with the different conditions
in which these results were found: different muon energy threshold, different lateral distribution
and optimal distances, and different shielding.
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At the Auger Engineering Radio Array (AERA) of the Pierre Auger Observatory, we have devel-
oped a new method to measure the total amount of energy that is transferred from the primary
cosmic ray into radio emission. We find that this radiation energy is an estimator of the cosmic
ray energy. It scales quadratically with the cosmic ray energy, as expected for coherent emission.
We measure 15.8 MeV of radiation energy for a 1 EeV air shower arriving perpendicular to the
geomagnetic field at the Auger site, in the frequency band of the detector from 30 to 80 MHz.
These observations are compared to the data of the surface detector of the Observatory, which
provide well-calibrated energies and arrival directions of the cosmic rays. We find energy reso-
lutions of the radio reconstruction of 22% for the complete data set, and 17% for a high-quality
subset containing only events with at least five stations with signal.
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1. Introduction
The detection of ultra-high energy cosmic rays via short radio pulses that are emitted during
the air shower development has become an active field of research in recent years [1, 2, 3, 4, 5, 6, 7].
One advantage of this technique is a detection of cosmic rays that is sensitive to the particle type at
close to a 100% duty cycle. The potential for a large scale radio detector is currently being explored
in several experiments.
Much progress has been achieved in the understanding of the radio emission process. The
dominant process is the geomagnetic emission that is due to the deflection of charged shower
particles in the Earth’s magnetic field which is polarized in the direction of the Lorentz force that
acts on the shower particles [1, 3, 8]. The second component is polarized radially with respect to the
axis of the air shower and results from the negative charge excess in the shower front [9, 10, 11, 12].
Its relative strength is on average 14% at the Auger site for an air shower arriving perpendicular
to the geomagnetic field [13]. The constructive and destructive interference of the two emission
processes lead to a radial asymmetry of the lateral signal distribution function (LDF) [14, 15, 16]
that can be modeled with a two-dimensional LDF [17, 18].
The Auger Engineering Radio Array (AERA) [19] at the Pierre Auger Observatory [20] is
the world’s largest cosmic ray radio detector. In its latest stage of expansion, it consists of 153
radio detector stations that cover an area of approximately 17 km2. AERA can take advantage of
the fluorescence and surface detectors (SD) of the Pierre Auger Observatory that provide well-
calibrated energies and arrival directions of the cosmic rays. The radio detector (RD) stations of
AERA are located in an area of denser detector spacing of the SD array. This region, with SD
station spacing of 0.75 km, allows the detection of cosmic ray energies down to about 0.1 EeV.
2. Data selection and event reconstruction
In this work we are using RD and SD data recorded between April 2011 and March 2013
when AERA was operating in its first phase. In this phase, AERA consisted of 24 antenna stations
with a spacing of 144 m. The stations are equipped with logarithmic-periodic dipole antennas and
measure over a frequency range of 30 to 80 MHz [21]. We use only events that have been measured
by the radio and surface detectors in coincidence.
The raw data are reconstructed using the software framework Offline of the Pierre Auger
Collaboration [22, 23]. We correct for the influence of the analog signal chain using the abso-
lute calibration of the AERA station and reconstruct a three-dimensional electric field by using
the direction of the shower and applying the simulated antenna response [21]. An example of a
reconstructed electric field trace ~E(t) is shown in Fig. 1.
We determine the energy density u of the incoming electromagnetic radio pulse at each radio
station by calculating the time integral over the absolute value of the Poynting vector. We add up
the square of the magnitude of the electric field trace in a time-window of 200 ns ([t1, t2]) around
the pulse maximum. The pulse maximum has been determined from the Hilbert envelope of the
trace. We subtract the contribution of background noise (determined in the noise window [t3, t4])
under the assumption that the main contribution is white noise. The energy density u, in units of
153
radio energy content of air showers Christian Glaser
420 440 460 480 500
time [ns]
−1000
−500
0
500
1000
el
ec
tr
ic
fie
ld
[µ
V
/
m
]
pulse maximum east-west
north-south
vertical
Hilbert envelope
Figure 1: Reconstructed electric field trace of one of the measured cosmic ray radio events. An upsampling
by a factor of five was applied. The shown Hilbert envelope (dashed line) is the square root of the quadratic
sum of the Hilbert envelopes of the three polarization components.
eV/m2, is given by
u = ε0c
(
∆t
t2
∑
t1
|~E(ti)|2−∆t t2− t1t4− t3
t4
∑
t3
|~E(ti)|2
)
, (2.1)
where ε0 is the vacuum permittivity, c is the speed of light in vacuum, ∆t is the size of one time bin.
To approximate the uncertainty the noise level is used. In addition, the amplification of the signal
chain adds 5% uncertainty in u that is added in quadrature.
We apply quality cuts on the data of the surface detector [24]. The most important cuts are
that the core position be surrounded by a hexagon of active stations and that the zenith angle of
the incoming direction be less than 55◦. Furthermore, we require that the reconstructed incoming
direction from the radio and the surface detectors agree within 20◦, that the event not be recorded
during thunderstorms and we impose a cut on the measured polarization to efficiently reject noise
pulses. 134 events remain after all cuts.
3. Radiation energy and energy estimator
To reconstruct the radiation energy, i.e., the energy that has been transferred from the cosmic
ray into radiation in the 30 to 80 MHz regime, the energy density – measured at the individual
radio stations – is interpolated spatially and integrated. We use a two-dimensional lateral signal
distribution function that describes all main features seen in simulated and measured cosmic ray
radio events [17]. We parametrize the function with four free parameters, namely the amplitude
A, the slope parameter σ and the particle core position~rcore. The remaining constants C0−C4 are
estimated from Monte Carlo simulations for the AERA site (see Tab. 1). Thus we find
u(~r) = A
[
exp
(
−(~r+C1~e~v×~B−~rcore)2
σ2
)
−C0 exp
(
−(~r+C2~e~v×~B−~rcore)2
(C3eC4σ )2
)]
. (3.1)
All coordinates are in the shower plane and~r denotes the station position. ~e~v×~B is the unit vector
pointing into the polarization direction of the geomagnetic emission. The LDF is fitted to the data
154
radio energy content of air showers Christian Glaser
−400 −200 0 200 400
position in ~v× ~B [m]
−400
−300
−200
−100
0
100
200
300
400
po
si
tio
n
in
~ v
×
(~ v
×
~ B
)
[m
]
data
sub-threshold
core (SD)
0
8
16
24
32
40
48
56
64
72
en
er
gy
de
ns
ity
u
[e
V
/
m
2 ]
0
20
40
60
80
en
er
gy
de
ns
ity
u
[e
V
/m
2 ]
fit
data
sub-threshold
0 50 100 150 200 250 300 350 400
distance to RD shower axis [m]
−1
0
1
u−
fit
σ
u
Figure 2: Lateral signal distribution of an air shower with an energy of 0.65 EeV and arriving at a zenith
angle of 21◦ and from 31◦ east of north. Left: Two dimensional distribution of the RD energy density in
the shower plane. The coordinate origin is the RD shower core. The star indicates the SD core position.
Circles and squares mark the positions of the radio stations. The color shows the measured energy den-
sity. Stations with signal below threshold are marked with gray squares. The background map shows the
LDF parametrization. Right: One-dimensional projection of the LDF. Blue squares show the measured en-
ergy density and gray squares denote the sub-threshold stations. Gray circles denote the value of the LDF
parametrization at the position of the measurement. The radial fall-off of the LDF along a line connecting
the radio core position with each station position is shown as gray curves. Also shown are the residuals in
units of the uncertainty of the measurement.
using a chi-square minimization. In case of low station multiplicity, the particle core position is
taken from the SD reconstruction, which enables us to also use events with signals in only three or
four radio stations. After a quality cut on the LDF fit, 126 events remain. An example of one air
shower of our data set is shown in Fig. 2.
The radiation energy is the spatial integral of the LDF and will be given in units of eV. To obtain
a cosmic ray energy estimator we correct for the different emission strengths at different angles α
between the shower axis and the magnetic field by dividing the radiation energy by sin2α:
Sradio =
1
sin2α
∫
R2
u(~r)d2~r =
Api
sin2α
(
σ2−C0C23 e2C4σ
)
, (3.2)
where R2 denotes the shower plane. The formula is valid for values of α > 10◦. For smaller
values of α the geomagnetic emission is not the dominant contribution and the sin2α correction
becomes invalid. However, due to the reduced emission strength the number of detections for
arrival directions within 10◦ of the geomagnetic axis is suppressed. In our data set all events have
arrival directions further away from the magnetic field axis.
The dominant event by event uncertainties of the energy estimator are the uncertainty of the
LDF fit, the antenna response pattern (10%) and the temperature dependence of the amplifiers
(8%) that is not yet corrected for. The average fit uncertainty of Sradio is 46% and reduces to 24%
in case of events with five or more stations with signal. The absolute scale uncertainty of the
energy estimator is dominated by the absolute scale uncertainty of the antenna response pattern
(25%) [21] and the analog signal chain (12%) and amounts to 28%. All uncertainties are added
in quadrature. Please note that as the energy estimator scales quadratically with the cosmic ray
155
radio energy content of air showers Christian Glaser
1017 1018 1019
ESD [eV]
105
106
107
108
109
S r
ad
io
[e
V
]
Figure 3: Correlation between the radio energy estimator Sradio and the cosmic ray energy measured with
the surface detector. Green filled circles denote air showers where the core position has been determined
in the radio LDF fit, i.e., all air showers with at least five stations with signal. Open circles denote events
with less than five stations with signal which use the SD core position. The black line is the best fit of the
calibration function.
energy, the resulting uncertainty of the cosmic ray energy will be only half of the uncertainty of the
energy estimator.
The energy estimator Sradio is calibrated using air showers measured with AERA and the sur-
face detector in coincidence. Sradio shows a clear correlation with the cosmic ray energy measured
by the surface detector (cf. Fig. 3). The calibration function Sradio = A× 107 eV(ESD/1018 eV)B
is obtained by maximizing a likelihood function that takes all measurement uncertainties, detec-
tor efficiencies and the steeply falling energy spectrum into account. This method was previously
used in [25, 26] and is documented in [27]. The result of the calibration fit is A = 1.58±0.07 and
B = 1.98±0.04. For a high quality subset of events with at least five radio stations with signal (47
events) the fit gives a compatible result of A = 1.60±0.08 and B = 1.99±0.05.
To estimate the energy resolution of AERA we subtract the known SD energy resolution from
the scatter around the calibration curve, assuming that the energy estimators of the SD and RD are
uncorrelated for a fixed cosmic ray energy. We find a resolution of 22% for the full data set and
17% for the high quality set. We also compare the observed and the expected scatter that can be
calculated from the likelihood function and the uncertainties of the SD energy estimator and Sradio
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discussed above and we find that the observed scatter is compatible with our expectation. As the
radio energy estimator is calibrated with SD data, we inherit the systematic uncertainty of the SD
energy scale. It is 14% at energies ≥ 1018 eV [28] and increases to 16% at 1017.5 eV.
4. The energy content of extensive air showers in the radio frequency range of 30 to
80 MHz
We can generalize our results to other locations by normalizing the calibration function to the
local magnetic field. Then, we can predict the radiation energy in the frequency range of 30 to
80 MHz by
E30−80MHz = (15.8±0.7(stat)±6.7(sys))MeV
(
sinα
E
1018 eV
BEarth
0.24G
)2
, (4.1)
where E is the cosmic ray energy, BEarth denotes the local magnetic field strength and 0.24 G is
the magnetic field strength at the AERA site. We found that it is sufficient to correct only for
the dominant geomagnetic emission process. However, this formula will become invalid for radio
detectors at high altitudes because the amount of radiation energy decreases as – depending on the
zenith angle – a significant part of the air shower is clipped away at the ground.
The direct measurement of the radiation energy holds further potential for a precise determina-
tion of the cosmic ray energy scale. Radio emission originates only from the electromagnetic part
of an air shower. Therefore, the radiation energy can be predicted by Monte Carlo simulations from
first principles [16, 29], as the emission arises from the acceleration/deceleration of charges which
is described by classical electrodynamics [30]. In addition, no relevant propagation uncertainties
arise as the atmosphere is transparent for radio emission. Then, in turn, the energy scale of the
radio detector can be propagated to the other detection techniques.
5. Conclusions
We have presented a direct measurement of the radiation energy of an extensive air shower
in the 30 to 80 MHz regime. The AERA radio stations are well calibrated which enables the
reconstruction of the energy density of the radio pulse at each detector position. The radiation
energy is then the integral of the two-dimensional lateral signal distribution function that is fitted to
the data. We measure 15.8 MeV of radiation energy for a 1 EeV cosmic ray arriving perpendicular
to the local magnetic field.
As a cosmic ray energy estimator we use this radiation energy corrected for different emission
strengths at different angles between the shower axis and the geomagnetic field. We calibrate the
energy estimator using the reconstructed energy from the surface detector of the Pierre Auger Ob-
servatory and find that the radio energy estimator scales quadratically with the cosmic ray energy.
We analyze the scatter around the calibration and find an energy resolution of the radio detector of
22%. The resolution improves to 17% for a high quality subset of the data where only events with
at least five radio stations with signal are used.
We generalize our result by normalizing the calibration function to the local magnetic field
strength at the Auger site. This leads to a universal prediction of the radiation energy that can be
used at any location.
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Table 1: Parameters C0 - C4 of Eq. (3.1). C3 = 16.25m and C4 = 0.0079m−1. The zenith angle dependent
values used to predict the emission pattern are given for zenith angle bins up to 60◦.
zenith angle C0 C1[m] C2 [m]
0◦−10◦ 0.41 8.0±0.3 −21.2±0.4
10◦−20◦ 0.41 10.0±0.4 −23.1±0.4
20◦−30◦ 0.41 12.0±0.3 −25.5±0.3
30◦−40◦ 0.41 20.0±0.4 −32.0±0.6
40◦−50◦ 0.46 25.1±0.9 −34.5±0.7
50◦−60◦ 0.71 27.3±1.0 −9.8±1.5
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The Pierre Auger Observatory operates a hybrid detector composed of a Fluorescence Detector
and a Surface Detector array. Water-Cherenkov detectors (WCD) are the building blocks of the
array and as such play a key role in the detection of secondary particles at the ground. A good
knowledge of the detector response is of paramount importance to lower systematic uncertain-
ties and thus to increase the capability of the experiment in determining the muon content of the
extensive air showers with a higher precision. In this work we report on a detailed study of the
detector response to single muons as a function of their trajectories in the WCD. A dedicated
Resistive Plate Chambers (RPC) hodoscope was built and installed around one of the detectors.
The hodoscope is formed by two stand-alone low gas flux segmented RPC detectors with the test
water-Cherenkov detector placed in between. The segmentation of the RPC detectors is of the
order of 10 cm. The hodoscope is used to trigger and select single muon events in different ge-
ometries. The signal recorded in the water-Cherenkov detector and performance estimators were
studied as a function of the trajectories of the muons and compared with a dedicated simulation.
An agreement at the percent level was found, showing that the simulation correctly describes the
tank response.
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1. Introduction
The water-Cherenkov detector (WCD) is the main building block of the Surface Detector (SD)
of the Pierre Auger Observatory. The WCD samples the shower charged particles that arrive at
ground [1]. Through the number of particles that reach each SD station and their arrival times it
is possible to infer the nature and arrival direction of the primary cosmic ray which initiated the
extensive air shower (EAS). Moreover, using sophisticated analyses that explore the WCD response
to different shower components, it is also possible to assess the EAS muon content, an important
quantity to evaluate our current understanding of the shower description. Naturally, these analyses
require a deep understanding of the detectors.
In this work, which extends the measurements performed in Orsay with a test WCD equipped
with scintillators [2], we aim to improve the understanding of the parameters governing the light
propagation inside the WCD, namely the light reflection and absorption. For that, a hodoscope was
mounted, enabling the selection of particular particle trajectories inside the WCD.
The detailed information from these measurements can be used to fine-tune the simulation of
the detector and contribute to a reduction of the present systematic uncertainties deriving from the
optical properties of the WCD.
2. Description of the experimental apparatus
The SD [1] is composed of an array of WCD which are molded plastic containers (tanks) with
a sealed liner filled with purified water. The inner side of the liner is surfaced with Tyvekr to reflect
the light generated in the water by the Cherenkov effect of the crossing relativistic particles. At its
top, three PMTs are installed by means of transparent plastic windows. A detailed description of
the WCD can be found in [3]. The Gianni Navarra detector, the focus of this work, is a test WCD
located in the Malargüe central campus and thus disconnected from the actual SD.
Resistive Plate Chambers (RPCs) are gaseous detectors capable of achieving very high detec-
tion efficiency and high timing accuracy. The RPCs are made of a sensitive gas volume, where
the primary ionization and avalanche multiplication occurs, and by a signal pickup module. The
pickup is segmented into 64 pads
(∼15×19 cm2 each), allowing the estimation of the active re-
gion. A review of RPCs and their principle of operation can be found in [4, 5]. The detectors used
in the hodoscope are a result of a specific development of RPCs for the Pierre Auger Observatory
[6, 7] that was focused on the operation of autonomous stations equipped with RPCs. As such it
was necessary to develop RPCs with low gas consumption and simple electronics to meet stringent
requirements on price and power consumption.
The hodoscope is formed by two stand alone low gas flux RPC detectors with the testing
WCD placed in between. A photograph of the setup is shown in fig. 1. The readout of the
RPCs is segmented into small pads, which allows for an accurate reconstruction of the individual
muon trajectories. The hodoscope is used to trigger and select single trajectory events in different
geometries. Both RPCs are installed in moveable structures allowing for different configurations
and hence probing different regions of angles of incidence.
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3. Data Acquisition system
The data acquisition (DAQ) system of the setup has two main components: the WCD DAQ and
the hodoscope DAQ. The WCD DAQ uses the standard Surface Detector Electronics (SDE) [8].
The Gianni Navarra station is not included in the standard array and is, as such, not connected to the
Central Data Acquisition System. Instead, the control and readout of the electronics is performed
through a direct link to the console. The largest part of the event data consists of the traces of the
three photomultipliers. Occasionally the station records calibration histograms that are computed
internally using a dedicated self-trigger. These calibration data consist in the set of the distributions
of the baseline and of the charge amplitude of single particles.
The hodoscope electronics is based on a prototype discrete electronics system (PREC) devel-
oped for the readout of the RPCs. The system uses an architecture with front-end boards and one
motherboard. In the Front End (FE), the signal from each pad is amplified and then a simple thresh-
old is applied to perform a 1-bit digitization. These signals are then fed into a purely digital moth-
erboard comprising 14 FPGAs (Field-Programmable Gate Array) organized in a mother-daughters
configuration. The communication between the mother FPGA and a PC is accomplished with an
USB connection. For each acquired pad this scheme allows us to record whether there was a signal
above the imposed threshold in a window of 1 µs before the WCD trigger.
Two types of trigger systems are used: the WCD-based trigger and the hodoscope-based trig-
ger. The WCD-based trigger uses the SDE triggering system lowering the threshold to 0.2 VEM to
catch signals as low as possible. A VEM is defined as the most probable value for the signal from
a center going vertical muon. This SDE trigger was then fed to the PREC system to record the data
from the hodoscope. Data synchronization was achieved by means of a global identifier generated
by the WCD electronics and communicated to the PREC using auxiliary digital data lines. Upon a
trigger, the PREC electronics saves the data for all the pads.
To increase the rate of events with particles crossing both the hodoscope and the WCD, a new
triggering scheme was set up, based on the hodoscope signals and implemented in the motherboard.
In short, one FPGA from the motherboard looks for a pattern where at least one pad on the top RPC
and at least one pad on the bottom RPC were activated in a time window of 40 ns. The generated
trigger is then sent internally into all FPGAs of the motherboard and also to the WCD, causing it
to acquire the trace of the PMTs and to generate the event identifier.
4. Dedicated simulation
To assess the results obtained with the hodoscope, a dedicated simulation was developed. This
simulation tries to reproduce the conditions at which the measurements were performed, accounting
for geometrical and detector efficiencies.
In order to use a realistic set of events, CORSIKA simulations of the atmospheric particles
were run for the Malargüe site. The expected primary cosmic ray fluxes in the range energy
log(E/eV) ∈ [11,15] and an isotropic arrival direction were considered in the simulation.
The resulting energy distribution is shown in fig. 1. The all-particle distribution is displayed
by the black curve while the different components of the distribution are shown by the filled his-
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tograms. It can be seen that the low energy region is dominated by photons while above a few GeV,
only muons contribute.
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Figure 1: Left: photograph of the muon hodoscope setup at the Gianni Navarra WCD. Right: atmospheric
particle energy spectrum used to produce the dedicated simulation.
The simulated atmospheric particles are then injected into a simulation of the WCD+RPC
setup using GEANT4. A detailed description of the RPC structure was implemented by taking
advantage of the GEANT4 capabilities to describe complex geometries and the physical properties
of the materials (fig. 2).
Figure 2: Left: view of one of the RPC configurations as implemented in GEANT4. Middle and right: top
view of configuration 1 and 2 respectively (see text for details).
The particle tracking in the WCD, the Cherenkov light generation and propagation is per-
formed exactly in the same way as in the standard simulation of the WCD in the Auger Offline
software [9]. The tracking in the RPCs enables the recording of the incoming particle position,
direction and the time, as well as the ionizing energy deposited in the gas, which is then used to
generate charge pulses. The electronic signals are then effectively simulated by a parameterisation.
5. Acquired Data and Analysis
The data presented in this work correspond to three experimental campaigns: in campaign 1
the WCD trigger was used and the RPC were almost on top of one another allowing to study zenith
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angles in∼ [0◦,40◦] ; in campaign 2 the RPCs were moved to cover zenith angles in∼ [20◦,55◦]; in
campaign 3 the later RPC configuration was kept and the hodoscope-based trigger was used. The
number of collected events in each campaign was, respectively, 1.2×103, 2.3×103 and 3.5×105.
The RPC data were analyzed with the goal of determining the trajectory of single atmospheric
muons passing through the hodoscope by reconstructing the muon zenith and azimuth angles, as
well as the muon tracklength (L) inside the WCD water. A three-step analysis was developed for
this purpose.
Firstly, noisy and dead RPC pads were identified and removed from the analysis. In fig. 3 the
selected pads for the data analysis, for the third data collection campaign, are shown.
X-column
1 2 3 4 5 6 7 8
Y-
ro
w
1
2
3
4
5
6
7
8
58 60 62 64
49 50 52 54 56
42 46 48
33 34 35 38 39 40
26 29 30 31 32
17 19 20 21 22 23
16
1 6
Bottom RPC
X-column
1 2 3 4 5 6 7 8
Y-
ro
w
1
2
3
4
5
6
7
8
1 9 17 25 33 41 49 57
2 10 18 26 34 42 50 58
3 11 19 27 35 43 51 59
4 12 20 28 36 44 52 60
5 13 21 29 37 45 53 61
6 14 22 30 38 46 54 62
7 15 23 31 39 47 55 63
8 16 24 32 40 48 56 64
Top RPC
X [m]
-2 -1.5
-1 -0.5
0 0.5 1
1.5 2
Y [m]
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Z 
[m
]
-1
-0.5
0
0.5
1
1.5
2
Figure 3: Left and middle: scheme of the bottom and top RPC pads in experimental campaign 3. The pads
with readout instrumentation are numbered and those that passed the selection cuts are shown in orange.
Right: schematic view of a muon track going through the hodoscope mounted on the Gianni Navarra WCD.
The second step of the data analysis is the event selection. Since the goal of this work is to
study the WCD response as a function of the muon trajectory, the interesting events are those in
which a single muon triggers the WCD and both RPCs. The event selection criteria are therefore
to require one and only one hit in the top RPC and one and only one hit in the bottom RPC. This
defines the "single-hit" selection. The contamination of the sample by random coincidences was
studied and found to be only of a few percent, thus having a negligible impact on the results.
In the third step the muon trajectory, shown schematically in fig. 3 (right), is reconstructed
from the positions of the hit pads.
The direction of the traversing particles is calculated from the center of the two activated pads.
Since each pad has a finite area
(∼15×19 cm2) an uncertainty is introduced in the estimation of the
geometry which is the solid angle subtended by the two pads. The resulting hodoscope resolution
in terms of tracklength, zenith angle and azimuth angle is of the order of a centimeter, 1◦ and 2◦,
respectively for near vertical trajectories.
Finally, the baseline, peak time-bin, current and charge for high gain traces of individual PMTs
and for the total trace were estimated using standard analysis methods [10] of the Pierre Auger
Collaboration. These quantities were studied as a function of the muon trajectory.
The WCD calibration data were used to make the conversion from charge (in integrated ADC
counts) to signal in VEM units. The muon peak was fitted by adjusting Gaussian functions to the
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calibration data to determine the position of the maximum and therefore to obtain the calibration
constants, relating the charge in integrated ADC counts with the maximum of the muon peak
that corresponds to 1.04 VEM [10]. While in campaigns 1 and 2 the calibration histograms were
available and the above mentioned calibration procedure was followed, in campaign 3 they were
not. In this case, the data were rescaled to the simulation value for L ∈ [1.25,1.3] m.
6. Preliminary Results
The measured total signal distribution (charge distribution) upon applying the VEM calibration
procedure is shown in fig. 4 (left). The red histogram is the signal distribution for all recorded
events while the black one is the distribution after the single-hit selection cut.
Figure 4: Left: charge distribution in data, before and after selecting single hit events; Right: charge
distributions for single hit events in data and simulation. The number of simulated events was normalized to
the number of acquired events.
As a consequence of this cut, the electromagnetic component of the atmospheric particle flux
is severely reduced. This leads to the disappearance of the first, low energy, peak shown in this plot,
confirming the selection of muons. The events with high charge are characterized by having large
tracklengths or/and high multiplicity. As the RPCs configuration limits the maximum tracklength,
and the required multiplicity of the cut is 1, the tail at the right of this plot is also reduced.
In fig. 4 (right), a comparison between data and simulation is shown for the total signal dis-
tribution requiring single hit events. It can be seen that the histograms have a good qualitative
agreement with both peaks close to 1VEM.
Further insight on the details of the WCD response can be gained by studying the dependency
of the signal as a function of the muon tracklength (L) in the WCD. Fig. 5 shows the average trace
for different ranges of L, showing as expected an increase of the signal amplitude with tracklength.
In fig. 6 the dependency of the signal with L is shown. Data are plotted in black and simulation
in blue. As expected, the signal increases as a function of the tracklength in the WCD. The experi-
mental data are in agreement with the simulation to the few percent level. Moreover, the geometry
of the selected tracks introduces some structures that are well described by the simulation.
7. Summary and Prospects
In this work, we reported on the hodoscope system installed at the Gianni Navarra WCD for
the detailed study of the detector response to individual muons traversing the WCD. We focus on
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Figure 5: Average trace (PMTs 2 and 3) for a few selected tracklength intervals.
the setup, the simulation and the results from the first collected data. The system is comprised of a
hodoscope realized with RPCs that is able to tag single muon events and to estimate the trajectory,
namely the tracklength in the WCD, with an accuracy of a few cm. A dedicated simulation was
developed to take into account not only the geometry of the setup but also a realistic flux of atmo-
spheric particles. The signal evolution with the tracklength behaves as expected when compared to
the simulation. A maximum deviation of ∼2% was found for the acquired data, showing that the
simulation correctly describes the tank response.
In the future we foresee making several upgrades to the setup in order to stabilize and enhance
its acquisition capabilities. The most important upgrade will be a change in the mechanical setup
that will allow us to rotate the RPCs and increase the limit in the zenith angle up to almost 90◦.
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Figure 6: Peak of the charge distribution as a function of the muon tracklength in the WCD water, for the
total PMT signal (top left) and for individual PMTs in campaign 3. Data were rescaled to the simulation
value for L ∈ [1.25,1.3] m. The ratio between simulation and data is also shown at the bottom.
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The quality of the physics results, derived from the analysis of the data collected at the Pierre
Auger Observatory depends heavily on the calibration and monitoring of the components of the
detectors. It is crucial to maintain a database containing complete information on the absolute
calibration of all photomultipliers and their time evolution. The low rate of the physics events
implies that the analysis will have to be made over a long period of operation. This requirement
imposes a very organized and reliable data storage and data management strategy, in order to
guarantee  correct  data  preservation  and  high  data  quality.  The  Fluorescence  Detector  (FD)
consists of 27 telescopes with about 12,000 phototubes which have to be calibrated periodically.
A special absolute calibration system is used. It is based on a calibrated light source with a
diffusive  screen,  uniformly  illuminating  photomultipliers  of  the  camera.  This  absolute
calibration is performed every few years, as its use is not compatible with the operation of the
detector. To monitor the stability and the time behavior, another light source system operates
every night of data taking. This relative calibration procedure yields more than 2×104 raw files
each  year,  about  1  TByte/year.  In  this  paper  we  describe  a  new  web-interfaced  database
architecture  to  manage,  store,  produce  and  analyse  FD  calibration  data.  It  contains  the
configuration  and  operating  parameters  of  the  detectors  at  each  instant  and  other  relevant
functional parameters that are needed for the analysis or to monitor possible instabilities, used
for the early discovery of malfunctioning components. Based on over 10 years of operation, we
present  results  on  the  long  term performance  of  FD and  its  dependence  on  environmental
variables. We also report on a check of the absolute calibration values by analysing the signals
left by stars traversing the FD field of view. 
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1. Introduction
The quality of the physics results, derived from the analysis of the data collected at the Pierre
Auger  Observatory depends  heavily on the  calibration and monitoring of  the  components  of  the
detectors. The low rate of the physics events implies that the analysis will have to be made over a long
period of operation. This requirement imposes a very organized and reliable data storage and data
management  strategy, in  order  to  guarantee  correct  data  preservation  and  high  data  quality. The
Fluorescence Detector (FD) consists of 27 telescopes with about 12,000 phototubes which have to be
calibrated periodically [1]. The 27 telescopes are located in five different sites, i.e. Los Leones, Los
Morados,  Lama  Amarilla,  Coihueco  and  HEAT.  The  absolute  calibration  (Drum  constants)  is
performed every few years, as its use is not compatible with the operation of the detector [2]. To
monitor the stability and the time behaviour, another light source system operates (Led Control Unit,
LCU) every night of data taking [1,2]. In this paper we present the structure and the performance of
the Fluorescence Detector Database (FD-DB).
2. The Fluorescence Detector Database Architecture
2.1 The Data Base Structure
The structure of the FD-DB prototype is shown in Fig.1. It consists of nine different databases,
each  one  containing  structurally  homogeneous  data.  We have  chosen  this  structure  in  order  to
optimize the management (updating, checks and display) of the data and reduce the load for the SQL
Manager  and improve the efficiency of  the  analysis  applications,  which operate  on data  that  are
essentially  homogenous.  Special  care  was  taken  to  optimize  the  queries  involving  data  that  are
resident in different databases. The data stored in each database are:
• Global:  Security data: user, password and access level. DB Manager Data: type and time of
operation, user executing operation, path of log file and status of the operations.
• PMTS: Production and acceptance test on all PMTs. Configuration of the 440 PMTs of each
telescope, i.e. the position identified by its absolute geographical address, the serial number
and the  HV class.  The  history  of  the  configuration  of  the  440  PMTs of  each  telescope.
Information on maintenance actions performed on the telescopes: type of action (i.e. cleaning
of the mirrors and filters, breakdown of some components and subsequent replacement etc.),
and GPS time. 
• DB_Mirrors:  Positions  and  reflectivity  of  the  mirrors  at  different  wavelengths  for  each
camera.
• RelCal: The time response of each PMT to the relative calibration operation (A, B and C
type), the absolute geographical address, its value and error and the GPS time. Information on
the time stability of the light sources (LED and Xe lamp), i.e. value, error and GPS time. 
• AbsCal: The nightly time response of each PMT to the absolute calibration, i.e. the absolute
geographical address of the PMT, its response value and error and the time in GPS. Values
calculated from RelCal values, LCU correction and Drum constants.
• FDCalib: The selected nightly time response of each PMT to the absolute calibration, i.e. the
absolute geographical address of the PMT, its response value and error and the time in GPS.
This is the database used in the reconstruction  of the air shower detected by FD.
• Aux: Drum constants, telescope reference correction, reference night identification [2].
• Catalogue: The absolute path of the relative calibration raw files. 
Fig. 1: The structure of FD-DB.
• SlowControl: The time response of each PMT to exposure to the background sky light during
data taking, i.e. the absolute geographical address of the PMT, its value and error and the GPS
time. The time response of an external sensor to the background sky light during data taking,
i.e. its value with error and GPS time. The time evolution of the status of the components of
each detector:  shutters open/close and GPS time,  curtains open/close and GPS time,  high
voltage on/off and GPS time. The high voltage value with error and GPS time. The GPS time
of sunset, sunrise, moonset, moonrise, twilight start and end time for each day.
2.2 The Data structure
In order to monitor the status and the correct operation of the Fluorescence Detector, we perform
several systematic measurements which are stored in FD-DB. Most of these data are time dependent
so it is easy to find a common structure to collect, store and manage them. This introduces some
complexity in the management and in the data presentation. It is possible to divide these data into two
classes:
Constants:  Production and acceptance test  of  the PMT’s,  characteristics of the mirrors,  HV
classes and all the other construction parameters. For this kind of data, a static architecture has been
created as none of these is supposed to change or just minor maintenance variations are foreseen (i.e.
the rare event of replacement of a PMT which is malfunctioning).
Time-dependent: absolute, relative calibration and LCU values, building/calibration-condition
monitoring  quantities  (i.e.  internal  temperature,  sky  light,  etc.).  The  large  amount  of  these  data,
diversity of sources and the possibility to add new datasets has forced us to adopt a more flexible
structure. We have fixed all the common values, like location, bay, calibration run number or GPS
time, and used them as unique keys, to have easier access and readability for the graphic interfaces,
that we use to show or find relations between different observables.
The total number of records produced every year turns out to be about 50 million. By far the largest
amount of data comes from critical, time-dependent quantities. 
2.3 Data Updating and Consistency
      We perform different procedures to put data into the DB, depending on sources, data type and
datasets. Cross checks have been made on all raw data since the beginning to ensure data reliability
and consistency and to find possible failures in the data taking process. 
Relative Calibration Data:  We analyse the relative calibration raw files data to generate
Relative Calibration constants. On the raw files some consistency filters are applied (calibration type,
missing  records,  file  size,  record  values).  The  files  are  then  parsed  and  the  relative  calibration
constants are stored into FD-DB tables with different flags, depending on the outcome of the analysis.
This procedure is automated and it is performed via the web interface, Fig. 2.
Fig. 2: The automated procedure for the production  of Relative Calibration.
Nightly  Absolute  Calibration  Data:   We  generate  the  Nightly  Absolute  Calibrations
Constants.  Some consistency filters are applied (missing records LCU values, record values).  The
values are stored into FD-DB tables with different flags, depending on the outcome of the analysis.
This procedure is automated and it is performed via the web interface. The structure of this procedure
is similar to those described above.
Other Data: The first step is to download data from web pages or archives managed by the
Auger collaboration groups involved in the different activities of the experiment (i.e. Slow Control,
hardware  status,  etc.).  In  some  case  a  data  reduction  procedure  is  applied.  An  example  is  the
background sky light.  The measurement of this parameter is collected every five minutes, as it is
important for monitoring the data acquisition and alerting against system malfunctioning; but such a
frequent sampling rate is not useful (and would be a waste of disk space) for the off-line analysis. At
present we have pre-processed background files,  extracting a mean background sky light over an
adjustable and reasonable time period and storing only this value.
Except for the production procedure, the other datasets follow basically the same logical flow.
Because of the different origins of data, they are both in text file or SQL format. The main reason of
this is that the difficulty of building an effective distributed database has an incentive at selecting the
best-suited ad-hoc solution, without struggling for harmonization and standardization. For the purpose
of the present activity, we have used different tools to perform reliability cross checks. These can be
summarized as follows: missing data; out of range data; orphan records (i.e. records without or with
wrong connection keys); data without physical meaning. It is not always possible to recover these
problems by a simple remedy action. In this case, the “wrong” data are either removed during the
upload process,  discarding  them,  or  marked  by  associating  to  them error  codes,  that  allow their
filtering at “query-level” by means of static or statistic filters (i.e. fixed range, standard deviation,
etc.). We have decided to pre-process data in this preliminary phase to avoid filling database with too
much information that is useful for on-line and real time system monitoring, but is completely useless
and heavy for time behaviour analysis or long time displaying.
3. Web Graphical Interface
Associated to the FD-DB a Web graphical interface has been developed for a fast  and easy
access to the stored information. The structure of this interface is shown in Fig. 3.
Fig. 3: The structure of the Web Graphical Interface.
FDPMTS: This section provides an intuitive interface to get information about FD telescope
parameters. It is divided in two sections, the Mirror section containing information on the position and
reflectivity of each single element of the mirrors and the Telescope section containing information on
the PMTs and associated electronics. In the Telescope  section there are two global views that display
the installation status and high-voltage classes. It is foreseen to choose mirror and single PMT to have
a detailed report on the PMTs position, production parameters, operation time and history and two
graphs displaying the time evolution of Absolute and Relative Calibrations. 
CalibrationConstants:  This section provides some graphical representations of the Selected
Absolute Calibration data. It is possible to have a global view where all the telescopes are displayed in
the same page.  It  is  also possible  to display a  single  telescope page where,  at  a given time,  the
absolute calibration data are presented on the telescope picture with colour code and on an values
histogram. For each pixel, a graph of the time dependence is also available. This section contains also
a useful analysis tool where it is possible to create images of each camera applying filters on pixel
position or values. This option gives the possibility of identifying malfunctioning sectors or single
pixels. This is very helpful to debug the raw data. Fig. 4a shows the page containing information on
the data of the Absolute Calibration done on 26 July 2014 for Los Leones Telescope 4. The space
distribution over the camera and the histogram showing the distribution of the measured values are
presented.
CalibrationDisplay: This is the most powerful and complex database interface. It contains the
display, the production tools and the analysis tools for the Relative and Absolute Calibration data.
Most of these features are public but some, like data manipulation and DB management are password
protected. This interface contains a summary page that shows all the calibrations performed on each
telescope with statistics on production progress and failures. It is possible to have details on a single
calibration,  an  analysis  section  that  provides  time  plot  of  calibration  values,  data  fitting,  data
manipulation, a Bad night page that contains analysis tools for “warning” and “bad” configurations,  a
telescope functioning monitor where several parameters are displayed as camera temperature, shutters
status, sky light background and astronomical data and DB management section where some loading,
checking and data handling utilities are stored. Fig. 4b shows the page containing information on the
time behaviour (2004-2015) of the mean value (averaged over all pixels) of the Absolute Calibration
data and the internal temperature values for Coihueco telescope 5. 
Fig. 4: a) Some information on the 26 July 2014 Absolute Calibration for telescope 4 of Los Leones
and b) The time evolution of the Relative Calibration and Temperature for telescope 5 of Coihueco.
Fig. 5: The Relative Calibrations performed on 21 August 2014 on Coihueco Telescope 2 (in orange)
and the prediction of RC model (in blue).  Tmir(t) is the internal temperature and  VBG(t) is the sky
background. 
4. Data Base Functionality and Performance
We show the results of some studies performed on the data stored in FD-DB. The aim is to
show the functionality of the database in realistic situations of use. The analysis requires the display,
handling and elaboration of a large amount of data. We have set as a condition that they should be
performed online and in real time. These are strong requirements, which indicates a good functionality
of FD-DB.
4.1 Short Time Response of the Fluorescence Detector
This study could be done only after having developed a powerful DB system coupled with a
graphical high-level real-time interface. The graphical interface allows visualization and handling of
all data describing the physical observables which are relevant for the calibrations. A module that
allows numerical solutions of differential equations is associated to the database. It turns out that the
time behaviour of the response of the telescopes as measured by the Relative Calibration is  very
complex.  To understand the time behaviour we have constructed a model for short time behaviour
assuming  that  the  cameras  behave  as  a  RC circuit.  In  Fig.  5  the  qualitative  agreement  between
Relative Calibration Data and the model is shown. This is a strong evidence for a temperature and sky
exposure dependence of the short time response of the FD. 
4.2 Long Time Response of the Fluorescence Detector
Based on over 10 years of operation in Fig. 6 we show the long term time behaviour of the
average absolute calibration, done over the 440 pixels, for Los Leones telescope 4. This analysis is
systematically  performed  on  all  the  telescopes  with  the  scope  of  monitoring  their  stability. The
behaviour of the telescope is characterized by an initial drift (2004-2007) and by seasonal oscillation,
due to dependence of the response on temperature and light exposure, see Fig. 7. This long term
analysis has been used to optimise the procedure of data-taking improving the stability of the detector
and its expected time-life.
Fig. 6: The long term behaviour of the average, over the 440 pixels, of the absolute calibration for Los
Leones telescope 4 based over 10 years of operation.
Fig. 7: a) The mean over month of average absolute calibration (in blue) and the mean over month of
sky background (in black) in the 2004-2015 years.  b)  The absolute calibration – sky background
correlation.
Fig. 8: a) The flux measured and the one simulated without inclusion of the aerosol scattering in the
atmosphere model; b) The result after the fitting procedure in which only the aerosol optical depth and
a normalization factor are free to vary. Best fit result is shown and residuals after fitting.
More strict prescriptions were systematically adopted at the beginning of 2009. Due to this the
response of the telescopes is stable in the 2008-2015 period.
5. Check of the absolute calibration using stars traversing the FD field of view
In  order  to  provide  an  independent  verification  of  the  FD  absolute  calibration  status,  a
procedure has been developed based on the signals generated by reference stars crossing the field of
view of the FD. Without requiring any dedicated hardware device, and without any interference with
normal telescope operations, the method provides a simple way to verify the long-term stability of FD
[3].  The absolute  calibration of a telescope can be verified by observations of  non-variable  stars
whose absolutely calibrated spectral distribution is known. The primary reference star for absolute
astronomical  photometry is  Vega (α  Lyr),  which has  repeatedly been calibrated against  terrestrial
standard sources [4], however, in the southern hemisphere Sirius (α CMa) is preferred to Vega since it
can be observed at higher elevation angles and then with lower atmospheric attenuation. Both of these
sources have recently been observed by the Space Telescope Imaging Spectrograph on board the
Hubble Space Telescope with a spectral resolution of 0.25 nm and a stated absolute uncertainty of 1%.
The FD telescopes have a field of view of 30◦x30◦ and point to the sky at an elevation angle of ≈ 15◦
degrees and covering, with adjacent field of view, a total of 180 ◦ in azimuthal range. The three HEAT
(High Elevation Auger Telescopes) telescopes point to the sky at an elevation angle of ≈ 45 ◦ and are
located at  the Coihueco site.  Given the position and orientation of the FD telescopes,  any star  is
usually detected during the same night by two or more FD telescopes in overlapping or adjacent field
of view; as example, Sirius crosses the field of view of three different FD telescopes, one of Loma
Amarilla, and the other two of Coihueco site but pointing to the sky at different elevation angles. As a
first step, we compare on a Langley plot (Fig. 8a), the star flux measured from the FD data to the star
flux simulated without including the aerosol scattering in the atmosphere model as can be seen a
part of the undulation in the curves corresponding to the star transit between adjacent pixels, the slope
of  the  measured  flux  is  much higher  than  the  slope  of  the  simulated  curve,  thus  indicating  the
necessity to add a significant amount of aerosol absorption in the atmosphere model. Assuming the
aerosol  optical  depth  is  independent  from  wavelength,  it  can  be  shown  that  the  ratio  between
measured and simulated data is expected to be an exponential function exp (−τ aer X  ) as effectively
observed. By fitting the ratio between measured and simulated flux we obtain the value of aerosol
optical depth to be added to the atmosphere model and a multiplicative scaling factor to correct the
normalization a new simulated curve is  then computed and the procedure is  eventually repeated,
adjusting the two parameters until a good match between the simulated measured values is obtained.
The final result  of  the iterative fitting process, showing the perfect match between measured and
simulated  curves,  Fig.  8b,  where  also  the  best  fit  parameters  are  indicated.  In  this  case,
notwithstanding the quite high amount of aerosol scattering, the scaling factor is consistent, within a
few % of statistical uncertainty, with a unitary value, thus indicating the excellent calibration status of
this telescope. 
6. Conclusion
We  have  described  the  architecture  of  FD-DB  and  all  relevant  data  stored.  The  FD-DB
architecture is  at  present still  evolving and will be evolving in the future. The modular structure
allows implementation of new and at present unforeseen features. The graphical interface is a very
useful tool for the presentation of the data and for the study of the time dependence of the different
parameters  and  their  correlations.  We have  demonstrated  that  star  signal  extracted  from the  FD
background data can be used to verify the FD absolute calibration. The method described is based on
the capability of the FD to be sensitive to signals left by stars traversing the telescope field of view.
Using the known absolutely calibrated spectra of reference stars,  we compared expected value of
photon flux to what the detector actually measures, correcting for the influence of the atmospheric
transmission. We confirmed that the absolute calibration used for the FD telescopes does not have
large systematic errors and is correct within its estimated error.
References
[1] The Pierre Auger Collaboration, The Fluorescence Detector of the Pierre Auger Observatory,
Nucl. Instrum. Meth. A 620 (2010) 227.
[2] J.T. Brack et al.,  Absolute photometric calibration of large aperture optical system, 
Astropart. Phys. 20 (2004) 653.
[3] A. Segreto et al.,  Calibration and performance of the UVscope instrument, 
32nd International Cosmic Ray Conference, Beijing, China (2011) 3, 129.
[4]  M.C. Maccarone et al., Performance and applications of the UVscope instrument, 
Nucl. Instrum. Meth. A 659 (2011) 569– 578. 
Status and Prospects of the Auger Engineering
Radio Array
Johannes Schulz∗a for the Pierre Auger Collaborationb
aDepartment of Astrophysics/IMAPP, Radboud University, Nijmegen, The Netherlands
bObservatorio Pierre Auger, Av. San Martín Norte 304, 5613 Malargüe, Argentina
E-mail: auger_spokespersons@fnal.gov
Full author list: http://www.auger.org/archive/authors_2015_06.html
The Auger Engineering Radio Array (AERA) is an extension of the Pierre Auger Observatory. It
is used to detect radio emission from extensive air showers in the 30 - 80 MHz frequency band.
A focus of interest is the dependence of the radio emission on shower parameters such as the
energy and the atmospheric depth of the shower maximum. After three phases of deployment,
AERA now consists of 153 autonomous radio stations with different spacings, covering an area
of about 17 km2. The size, station spacings, and geographic location at the same site or near other
Auger extensions, are all targeted at cosmic ray energies above 1017 eV. The array allows us to
explore different technical schemes to measure the radio emission as well as to cross calibrate our
measurements with the established baseline detectors of the Auger Observatory. We present the
most recent technological developments and selected experimental results obtained with AERA.
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1. Introduction
The subject of radio detection of extensive air showers has developed rapidly over the last years
[1]. The performance, in terms of energy and composition measurements, is quickly approaching
a competitive level compared to the air-fluorescence technique [2, 3]. In terms of duty cycle,
however, the radio technique is advantageous as the operation is only limited in case of strong
atmospheric electric fields (e.g., during thunderstorms) which significantly affect the radio emission
processes [4]. Therefore a duty cycle close to 100% can be obtained which is approximately seven
times higher than that for air-fluorescence measurements that can only take place during clear
moonless nights.
By acquiring detailed information about the polarization of the radio pulses [5], an understanding
of the two fundamental emission mechanisms, geomagnetic and charge excess emission, has been
established. Together with the convergence between predictions of Monte Carlo simulation codes
and the radio measurements [3], significant improvements were achieved in the parametrization
of the lateral energy density distribution function [6, 7]. The shape of the radio wave front has
been found to be hyperbolic [8, 9] and the shape of the measured pulses is also the subject of
intense research [10]. With these developments, parameters which are sensitive to the air shower
development (often characterized by the atmospheric depth of maximum shower development:
Xmax) and to the properties of the initial cosmic ray have been identified. Their cross calibrations
with established detection techniques can only be performed with hybrid detector systems.
The Auger Engineering Radio Array is dedicated to multi-hybrid detections of cosmic rays at the
Pierre Auger Observatory [11]. It is conveniently co-located within the low-energy enhancement
AMIGA and the high elevation fluorescence telescopes (HEAT). AMIGA is an infill region of the
surface detector array (SD) with a spacing of 750 m and six associated muon counters. HEAT is
an extension of the fluorescence detector (FD) which has an elevated field of view. All together,
four different detection techniques are used to detect the same showers which allows us to perform
multi detector cross calibrations and analyses. In addition, the systems can trigger each other.
This constellation provides unique and optimal conditions for cross calibrations, further technical
developments and pathfinder studies for future large scale experiments.
2. The Auger Engineering Radio Array
The AERA project has been carried out in three phases. AERA24, an array of 24 radio de-
tection stations (RDS) was deployed in September 2010 to prove the feasibility of radio+particle
hybrid air shower measurements, to develop the techniques to reconstruct air shower parameters
from the radio data and to investigate the radio emission mechanisms [2, 5]. In a second stage,
leading to AERA124, 100 RDS were deployed with a modified design in May 2013. With different
grid sizes (144 m, 250 m, 375 m), multiple improved hardware and trigger concepts and an in-
strumented area of 6 km2, AERA124 detected several thousand events per year. In the third stage,
AERA153 covers about 17 km2 since April 2015, with 375 m and 750 m spacing between the ad-
ditional RDS. The targets of this extension are mainly horizontal showers (> 60◦ zenith angle) with
large scale radio footprints. The layout of AERA including all three stages is shown in figure 1
together with the other co-located detector systems.
The AERA24 stations are equipped with two logarithmic-periodic dipole antennas (LPDA) [12],
oriented in magnetic North-South and East-West directions. The signals are amplified and filtered
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Figure 1: Schematic overview of the Auger Engineering Radio Array and part of the surface detector array
and AMIGA. One site of the fluorescence detector and the HEAT extension are also indicated with their field
of view. The reference beacon for timing calibration is located at the FD site.
before they are introduced into a filter-amplifier and digitization chain. There, they are band pass
filtered between 30-80 MHz, digitized and further processed by a field programmable gate array
(FPGA) and a central processing unit (CPU). This chain exists in various forms to test and opti-
mize the technical realization of different detection strategies. For AERA24, two versions were
deployed focusing on different triggering methods. One has a sampling rate of 180 MHz and fea-
tures a 4 GB ring buffer which allows for external triggering by other detectors of the Pierre Auger
Observatory. The other has a sampling rate of 200 MHz and is designed for self-triggering. In
case of self-triggering, a first trigger decision can be made in the FPGA. This trigger information
is then forwarded to the CPU where further processing and signal verification are done. Remaining
triggers are GPS time stamped and sent to the central radio data acquisition system where all time
stamps of triggered stations are processed. In case of coincidences between RDS, the data are read
out, formed into an event and saved to disk. Data from externally triggered stations are directly
saved to disk for offline analyses. The communication and data transfer of AERA24 is handled via
optical fiber connections. The antenna type used for the new stations of AERA124 and AERA153
is an active bowtie antenna also called "butterfly" [13, 12]. This antenna is highly sensitive towards
the ground which enhances the antenna gain. The general layout of the digitizing chain is similar
to the one used in AERA24. In total, 89 butterfly RDS are equipped with deeply buffering hard-
ware and 40 butterfly RDS are employing internal triggering only. This internal trigger is based on
radio self-triggering and on small scintillation counters in the electronics compartment of the radio
station itself. The 40 internally triggered stations (see fig. 1) are currently not included in the data
set presented here. Due to the increased size of the array, wireless links were introduced for the
new stations. All 153 stations operate autonomously employing solar power systems.
The AERA data are merged with data from the other detector systems and subsequently analyzed
with the software package Offline including the dedicated extension for radio [14]. During the event
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Figure 2: Skyplot of AERA+SD hybrid data. The
star indicates the direction of the geomagnetic field.
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Figure 3: Energy distribution of AERA+SD hybrid
data measured with the surface detector array.
reconstruction, the signals are corrected for the radio detector response and the time-dependent
electric-field strength vector is calculated for further analyses. Shower parameters reconstructed
with data from the other detector systems can be used as input during reconstruction.
Great efforts were made to calibrate the different AERA stations to determine absolute signal re-
sponse and relative timing. All components of the analog signal processing chain were calibrated
individually before deployment. For the antennas, detailed electromagnetic simulations were per-
formed and various airborne calibration campaigns were carried out on site to calibrate the direc-
tion and frequency-dependent responses. The relative timing of the AERA stations is continuously
monitored via their phase offset by measuring sine waves from a reference beacon [15]. The beacon
is installed at the closest FD site and emits four precisely defined sine wave signals. Furthermore,
signals from commercial aircrafts detected by the AERA stations are used to determine the timing.
In combination, a precise timing calibration of about 2 ns is possible, whereas the station built-in
GPS clocks exhibit drifts of tens of nanoseconds. Without precise timing information, analyses
to determine the direction of the shower axis, interferometric approaches to enhance the detector
sensitivity and analyses based on the radio wavefront would not be feasible.
3. Data Set
With AERA we have recorded a large radio data set of extensive air showers. Until the second
of March 2015, more than 5500 air showers were detected by three or more antenna stations in
coincidence with the surface detector array (AERA+SD hybrid events). The reconstructed arrival
directions and the energy distribution as measured by the SD are shown in figures 2 and 3. During
reconstruction a low level cut is made on a successfully reconstructed shower axis in agreement
with the SD reconstruction within 20◦. Most of the air showers are detected with 3 radio stations,
but there are also air showers which are detected by more than 40 signal stations. During the sta-
ble operation phase of AERA24, about 50 air showers were recorded with three or more RDS per
month which has increased to about 250 air showers per month for AERA124 after a short com-
missioning phase. In addition, 324 air showers were simultaneously detected with the fluorescence
detector (AERA+SD+FD hybrid events). For these events, Xmax is within the FD field of view and
the measured profile allowed for an FD-based energy reconstruction. We also detected air showers
in coincidence with the AMIGA muon counters. The data set contains 509 AERA+SD+AMIGA
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Figure 4: An extensive air shower detected with four different detector systems simultaneously. Top left:
Radio footprint projected into the shower plane represented by the energy density measured with AERA124
and the fitted parametrization of the lateral distribution function (LDF) (background color). Top right: Lon-
gitudinal shower development measured with the fluorescence detector. Bottom left: Footprint of the air
shower as measured with the muon counter of AMIGA. Bottom right: Particle signal in the surface detector
stations including the classical one dimensional LDF fit.
hybrid events and 51 AERA+SD+FD+AMIGA hybrid events. An event display of a quadruple
detection is shown in figure 4. For about 5% of the data set, increased atmospheric electric fields
have been measured. These data will be treated separately in upcoming analyses.
4. Status and Prospects on Multi-Hybrid Analyses
The three main properties of a cosmic ray are arrival direction, energy and particle type. AERA
shows a sensitivity to all of these parameters which are discussed in the following.
The direction of the cosmic ray is taken from the axis of the air shower. This axis can be re-
constructed by minimizing the difference between measured time at the RDS positions and the
predicted time assuming a wavefront model and varying the shower geometry. A good first order
approximation of the wavefront is a plane wave. Studies on the angular resolution of AERA are
ongoing and only a comparison to the reconstructed axis from the SD can be given. The mean
deviation between the two is 1.5◦ and the distribution can be fitted by a Rayleigh function with
σ=0.45◦.
The energy of the cosmic ray can be reconstructed from the radio signals by reconstructing the
energy emitted in the measured radiation. Therefore, the electric field traces are converted into the
energy density of the electromagnetic wave via the Poynting vector. The measured energy density
at all positions of the signal stations is fitted with a two dimensional lateral distribution function [6].
The spatial integral over this LDF gives the energy in 30-80 MHz radiation. The radiated energy is
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Figure 5: Reconstructed Xmax value based on the fit quality of a set of CoREAS [16] simulations. Left:
The two dimensional radio lateral distribution function. It displays the best fitting simulation (small circles)
interpolated in the shower plane (background color map) as fitted to the energy densities measured by the
AERA stations (colored circle), sub-threshold stations are additionally marked by a "+". Right: Distribution
of reduced χ2 values for the Xmax value of the individual simulations. The purple line is a parabolic fit to
the distribution and the minimum is taken as the value of Xmax. The vertical lines indicate the reconstructed
Xmax values from radio and FD together with the statistical uncertainties.
calibrated against the energy reconstructed by the SD. With this method, a resolution of 22% is ob-
tained for a low station multiplicity (<5 signal RDS) data set and 17% for a high station multiplicity
set (>5 signal RDS), both based on AERA24 measurements [2]. The radiation energy is subject of
ongoing work as it can be predicted by Monte Carlo simulations without being strongly influenced
by the uncertainties of the hadronic interaction models. Therefore the energy scale of cosmic rays
can be studied based on classical electrodynamics. Four main studies targeting the reconstruction
of Xmax are being carried out on the AERA+SD+FD hybrid data set. They are aiming at radio
parameters and their calibration against the FD measurements or using those as comparison.
1. The width of the two dimensional LDF [7]. The further the emission region is away from the
observer position, the larger the projection of the emission pattern gets.
2. The shape of the radio wavefront [9, 17]. The precise appearance of the hyperbolic front is
determined by the distance of the observer to the endpoint of the emission region. The closer this
endpoint is to the observer, the more conical the wavefront gets.
3. The signal pulse shape [10]. Depending on the path length differences for radiation from early
and late parts of the air shower, the pulses broaden if the emission region is closer to the observer.
4. The fourth study is targeting a combination of the parameters mentioned above by investigating
the agreement between measurement and individual simulations of a set with various Xmax values
customized for the measured direction and energy. Therefore, the method used in [3] is modified to
be applicable to the AERA+SD hybrid data. Figure 5 displays an air shower radio footprint and the
best fitting simulation. The simulations are performed with CoREAS [16] using antenna positions
oriented on the displayed star pattern. The output is interpolated and fitted to the data by varying
the core position and the overall scaling. Simulations with different Xmax values result in different
χ2 values for the fit. The distribution of χ2 values as a function of the Monte Carlo Xmax values is
fitted with a parabola and the minimum is taken as the value of the reconstructed Xmax.
Another interesting target for hybrid analyses are horizontal air showers as complementary infor-
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Figure 6: Event display for a horizontal shower measured with AERA153. Left: Array plot, where the
crosses indicate radio antenna stations and the circles indicate surface detector stations. The size of the
circle is scaled with the measured particle signal. The color indicates the signal timing. The reconstructed
direction based on the surface detector data is indicated by the line together with the core position (ellipse).
Right: LDF in terms of maximum amplitude as function of the distance to the air shower axis.
mation can be obtained from radio and particle detectors. As horizontal air showers experience
a larger column density of atmosphere before reaching the observer, the electromagnetic part of
the shower is already absorbed and only the muonic component is detected by particle detectors.
The radiation produced in the air shower is not absorbed however and can be detected. Therefore,
the muonic and the electromagnetic parts of the shower can be measured independently by radio
and particle detectors. Furthermore, horizontal air showers are interesting as they have large radio
footprints due to the large distance to the radio source and projection effects on ground. Therefore,
inclined air showers can still be detected with a rather sparse radio detector array allowing for large
scale observatories and high statistics, even at the highest energies. The extension performed from
AERA124 to AERA153 is dedicated to measuring horizontal showers. An event display of an air
shower detected with AERA153 is shown in figure 6. 44 RDS have measured a significant signal
for this air shower with an energy of 1.3×1018 eV and a zenith angle of 78◦.
5. Conclusions
At the Pierre Auger Observatory radio emission from air showers is routinely measured si-
multaneously with other shower observables. With the data of AERA124 already recorded, high
statistics radio data are now available in coincidence with the surface detector array. More than 300
air showers are also measured with the fluorescence detector. Combined, these data form the base
for analyses targeting arrival direction, energy, and composition of the cosmic rays. The direction
reconstruction is in good agreement with the surface detector reconstruction. We also developed
a method for the energy reconstruction based on the measured energy density with a resolution of
17%. Based on this method, the determination of the cosmic ray energy scale from first principles
comes within reach. The mass determination is a target of intense research and various composi-
tion sensitive parameters have been identified. The experimental calibration of these parameters is
carried out against fluorescence detector data. Horizontal air showers are targeted with the third
stage of AERA and events with more than 50 signal stations have already been detected.
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1. Introduction
The Pierre Auger Observatory [1] in Argentina is the largest cosmic-ray experiment in the
world and in operation since 2004. Results from this observatory have shown that the spectrum of
cosmic rays exhibits a suppression at about 50 EeV [2, 3]; that events with an energy larger than
50 EeV show largest departure from anisotropy [4, 5]; and that data are consistent with a gradual
increase of the average mass of cosmic rays for energies above 59 EeV, at least [6]. Presently, the
Observatory is initiating a program of upgrades to achieve a better mass sensitivity at the highest
energies [7]. At the same time, the Telescope Array Collaboration, with an experiment located in
the Northern Hemisphere, has also seen the suppression, but the composition inferred is interpreted
as being in agreement with light mass primaries, and a large hotspot in the distribution of the
arrival direction of the highest energy cosmic rays has been observed [8, 9, 10]. In coming years
the Telescope Array will be enlarged in area by a factor of four to study this hotspot with better
statistics.
The findings of these two experiments define already some requirements for a next generation
experiment: (i) To acquire sufficient statistics for the highest energies, a sensitive area of several
tens of thousands of square kilometers is necessary. (ii) If it is true that a mixed composition around
the suppression energy exists, an improved sensitivity to the elemental composition is required.
(iii) Due to substantial structural differences with direction in the mass distribution of the nearby
Universe, the full sky needs to be investigated with equally high quality. A comprehensive R&D
study is needed to fulfill these requirements for the design of such a next generation cosmic-ray
experiment.
First ideas are evaluated within the global cosmic-ray community towards such an observa-
tory, i.e., GCOS, the "Global COSmic-ray observatory", is in discussion, where approximately
90,000km2 shall be instrumented. GCOS will be organized in several arrays in a few countries of
the Southern and Northern Hemisphere, respectively. These arrays need autonomous detectors with
sophisticated features and monitoring modes to operate for ca. 30 years in a maintenance-free way.
GCOS will have synergies with the high-energy neutrino detectors IceCube, KM3NeT and the
gamma observatory CTA for complementary measurements needed to perform multi-messenger
particle astronomy. A realization of GCOS at some time within the next decade needs efforts to
commence immediately, including the development of new detection technologies. The AugerNext
project as well as the intermediate step of upgrades of the Pierre Auger Observatory and of the
Telescope Array experiment are preparatory work in this direction. AugerNext contributes to this
process with the aim of performing innovative research studies, primarily at the Pierre Auger Ob-
servatory, in order to prepare a proposal fulfilling the aforementioned demands.
AugerNext is a project which was supported by 9 European funding agencies for three years
from the end of 2011 to the end of 2014. The AStroParticle ERAnet (ASPERA) was a network of
national European government agencies responsible for Astroparticle Physics [11] funded by the
European Community. One element of ASPERA was to organize targeted R&D and design studies
in view of the realization of future astroparticle infrastructures identified in the ASPERA/APPEC1
Roadmap (available at [11]), where the proposals should demonstrate a clear added value to the ap-
plicants’ partnership over and above what could be achieved individually. Within the Pierre Auger
1APPEC is the interest group of the Astroparticle Physics European Consortium [12].
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Figure 1: Schematic view of the detection of extensive air showers with a Pierre Auger Observatory-like
experiment and the connection of the work packages proposed in the AugerNext project.
Collaboration a consortium was formed to propose studies for a next-generation cosmic-ray exper-
iment and the utilization of new innovative detection methods. AugerNext aims to significantly
strengthen R&D efforts in specific areas. Fig.1 sketches the topics explored in the context of the
existing Pierre Auger Observatory located in Argentina. These topics were chosen by available ex-
pertise of the consortium partners and are defined as work packages where specific five-year goals
have been formulated, all of a highly innovative character. The work will be continued by support
on an institutional level as best as possible.
2. The work packages and results so far
(A) Investigation of MHz radio emission in air showers The general goal for the 5 year project
was to establish the detection method as a hybrid or even standalone technique, and in particular
to estimate the resolution and sensitivities of the technique to energy, mass, and arrival direction of
the cosmic ray. The hope is that radio can replace the fluorescence detection technique with similar
reconstruction quality on primary parameters, but with significantly higher duty cycle. Within the
AugerNext project specific topics have been worked on:
1. A hybrid demonstrator was set up (i.e., surface detector including integrated radio antenna)
for common trigger and combined analysis of the complementary information at individual
surface detectors. This approach named EASIER [13] could reveal lateral distributions of
the radio signal with a very large distance between the antennas and could give the proof-of-
concept for the particle-radio hybrid technique.
2. The Auger Engineering Radio Array (AERA) at the Pierre Auger Observatory has been
set up in order to investigate the radio signal from air showers in detail [16]. The radio
emission gives information complementary to particle detectors as the pure electromagnetic
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Figure 2: Map of the Auger Engineering Radio Arrays. AERA consists of 153 antenna stations and covers
an area of 17km2 (left panel). Right: lateral distribution of the radio signal of one of the high-energy events
measured by AERA in comparisons with detailed simulations for proton or iron primaries (CoREAS [14] in
this case, but ZHAires [15] leads to similar results). This shows that even complicated emission patterns are
understood and reproduced by the sophisticated simulations.
component is selected. Self-trigger has been proven, but is difficult due to radio frequency
interference (RFI) faking the radio shower signal. The hardware used in AERA (Fig. 2) was
and is still being optimized for large-scale applications, where further cost reduction is an
important issue. Radio detectors can be built in a cost effective way, but this depends on two
main aspects, the cost of an individual radio detector station and the needed density of these
sensors. A caveat of the radio technique lies in the relatively small footprint of the detectable
signal for vertically arriving air showers. However, the footprint increases drastically when
more inclined events are measured.
3. The AERA array was extended to be sensitive also to horizontally arriving air showers. With
radio the electromagnetic component can still be measured for those showers, where particle
detectors see the muon component only.
The data of AERA and other radio experiments in combination with sophisticated simulation
tools have led to a deep understanding of the radio emission in air showers [17]. Recent data
analyses [18] have shown that, with the radio signal, a very good angular resolution as well as an
energy resolution of better than 20% can be reached. In addition, the lateral distribution and the
form of the wavefront of the radio signal are sensitive to the longitudinal shower development. This
allows the determination of the position of the shower maximum and, therefore, a reconstruction of
the elemental composition. AERA, covering the largest area and highest energies in radio hybrid
experiments can investigate the emission mechanisms via detailed polarization measurements. Two
radio emission mechanisms, the geomagnetic and the Askaryan effects, contribute mainly to the
radio signal from air showers. For individual showers AERA can determine the contribution of the
Askaryan mechanism to the total signal to 14% [19] on average for the measured events.
(B) Detection of the microwave emission in air showers P. W. Gorham et al. [20] proposed
in 2008 the possible observation of extensive air showers in the microwave band. This idea was
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motivated by the observation of a signal in the 1.5-6 GHz band during the passage of an electron
beam in an anechoic chamber. This recorded signal was interpreted as molecular Bremsstrahlung
radiation (MBR), i.e., an emission produced by low-energy electrons scattering on the atmospheric
molecules. Radio emission produced by this mechanism presents interesting features: it is expected
to be isotropic and unpolarized, with a very low natural background. If true, its main advantage is
the possibility of instrumenting a large area with 100% duty cycle with a negligibly small atmo-
spheric attenuation, using relatively cheap equipment.
One defined five-year goal in AugerNext concerned the question of whether this technique
provides the possibility of measuring the primary parameters of high-energy cosmic rays.
1. A hybrid demonstrator called EASIER was set up (i.e., Auger tanks including integrated horn
antennas). A few events have been detected [21], and a detailed analysis has been performed
of a possible contribution to the measured signals by the molecular bremsstrahlung effect.
2. A non-imaging detection system, called CROME, was externally triggered by the KASCADE-
Grande detector. The CROME setup was well-suited for the detection of pulses of a few
nanoseconds duration as expected for cosmic-ray showers. For more than 30 air-shower
events a signal in the Gigahertz range could be identified in coincidence with KASCADE-
Grande. The cores of these showers are distributed in a ring around the detectors, hinting
to an emission which is boosted in the forward direction (Fig. 3). Applying simulations de-
veloped for the MHz frequency range was able to confirm the pattern and the polarization
of the measured radiation. An isotropic, unpolarized component of the signal (which would
hint to the predicted molecular Bremsstrahlung radiation) is still not excluded, but definitely
smaller than expected by Gorham et al. in 2008. Therefore, the measurement of the Giga-
hertz emission in air showers seems not to give a reasonable alternative to the fluorescence
measurement for large-scale cosmic-ray experiments [22]. The setup measuring simulta-
neously in the L-band could not detect a shower signal, mainly due to the increased noise
background in this frequency band [23].
3. The feasibility of detecting extensive air showers (EAS) by a radar technique has been in-
vestigated. It is based on the observation of the radio waves scattered off the short-lived
plasma produced in the atmosphere by the high-energy particles of the shower. Simulations
show that the signal received by the detector is strongly dependent on the geometry of the
detection system. Moreover, the strength of the received signal depends on the frequency of
the emitted radar wave. The crucial point is to choose the optimum combination of the radar
system parameters. Based on the first results, however, no high sensitivity will be reached
by any reasonable equipment [24].
4. The aim of FDWave is to develop a microwave telescope equipped with a matrix of radio
receivers looking to a different part of the sky. The idea is to install GHz sensors in two
fluorescence telescopes (FD) of the Auger Observatory. The optimal antenna that could be
placed in the FD camera is a Low Noise Block working in the Ku band (11GHz). A de-
tailed simulation of the detector equipped with this radio sensors shows that a good effective
aperture of the telescope can be attained. Of course the feasibility of this new detection
technique depends on the emission intensity and the degree of coherence of the underlying
process. The latter has been studied by the AMY experiment using the 510MeV electron
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Figure 3: Left: Distribution of the cores of the detected events by CROME relative to antenna positions.
The underlying color distribution is the footprint of the C-band (3.4-4.0 GHz) of an iron-induced cosmic-ray
shower predicted by a CoREAS simulation [22]. Right: Quantum efficiencies measured in the laboratory as
a function of wavelength for different types of photomultiplier tubes [26].
beam at the Beam Test Facility of Frascati INFN National Laboratories. The MBR has been
studied in a wide frequency range, between 1 and 20 GHz, within a huge (2m x 2m x 4m)
anechoic Faraday chamber. Contrary to what has been reported in [20], the signal has been
found very prompt in time like the Cherenkov radiation and it has been demonstrated that
the observed coherence is caused by the particular time structure of the LINAC beam [25].
A preliminary analysis of the AMY data shows that the intensity of the observed signal is
significantly less than the one reported in [20].
(C) Improvement of photo sensors There are structured activities worldwide to improve photo
detectors. These concern vacuum photomultiplier tubes as well as the development of silicon pho-
tomultipliers (SiPM). One objective in this overall package is the development of a new generation
of focal planes for cosmic-ray air-fluorescence and Cherenkov imaging, achieving better light de-
tection efficiency and a better spatial and angular resolution. Therefore, within AugerNext we want
to test the latest developments, in order to study their capability for a next-generation experiment.
1. After many years of not very significant advances in quality parameters of vacuum photomul-
tiplier tubes, important progress has been made very recently with photo cathodes becoming
available with improved quantum efficiencies. Super-bialkali (SBA) photo cathodes reach
quantum efficiencies (QE) of about 35%, while ultra-bialkali (UBA) ones reach QEs of even
up to 43% (Fig. 3, right panel). The aim is to gain experience with devices in real environ-
ments and to cooperate with manufacturers for improving their overall characteristics. High
quantum efficiency PMTs are tested at the Pierre Auger Observatory in both fluorescence
telescopes and surface detectors [26].
2. A SiPM focal-plane element for the FD (FAMOUS, see Fig. 4) was designed, and a first
prototype built and tested, as a prototype fluorescence telescope with a special light collect-
ing optical system of Winston cones to increase the sensitive area [27]. The experience in
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Figure 4: From left to right: photo of the compact FAMOUS prototype camera with the Fresnel lense and
of the installation of a 7-pixel camera to FAMOUS, the overall photo of the RPC engineering prototype and
a detail of the RPC structure.
photodetection with SiPMs is also the basis of tests aiming at the potential implementation
of those devices as a new readout system for the upgraded detectors.
(D) Generalization of the data communication system A crucial aspect in large arrays is the
data transfer. An advanced technique has to be developed or adapted from commercial applications
(e.g., mobile phone technique). Autonomous detector stations in large-scale air-shower arrays will
be part of a distributed sensor network connecting all local stations to a central data-storage unit.
Within the project we have developed new strategies for data communication systems with flexible
application possibilities for large-scale remote-detector arrays. We compared different approaches
in both custom-made in-house or commercially-provided systems to reach a general, worldwide
applicable remote-controlled communication system. In particular:
1. One investigation focused on the adoption of a commercial, self-healing communication sys-
tems implemented in AERA. We procured a commercial system of 160 radio-communication
antennas. They have been installed and tested for their performance with respect to data rates
and systems reliability. A high-bandwidth 802.11n commercial wireless system in the 5.8
GHz frequency band from Ubiquiti is used [28]. The system has shown within AERA that
it provides a stable operation and with some additional investment can easily be scaled to
larger applications.
2. Detailed simulation studies are performed to develop suitable network topologies. Due to
the structure of the communications network which interconnects the detectors of a large
observatory, a mesh topology has been considered and a gossip-type communication protocol
has been analyzed. The performances are analyzed and compared with the ones obtained
from the measurements.
3. A new, custom-made communication system in the 2 GHz range was developed which can
transfer data over distances of 3 to 6 km with low power consumption. A long-term test was
performed to investigate the stability, availability, failure rates, external pollution signals, etc,
as well as to optimize the required signal strength at the sender and the receiver. The system
was working, but was ultimately abandoned due to the success of the cheaper commercial
system.
(E) Studies for a hybrid muon detector The objective in this work package is to show that
muon detectors based on the Resistive Plate Chamber (RPC) technique (see Fig. 4) can operate
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under field conditions, i.e., demanding a low energy budget, low cost per unit area, and mechanical
toughness. In particular, we want to explore the capabilities to measure new shower observables,
or to improve the resolution of actual observables, namely sensitivity to the details of the hadronic
cascade through muons. RPCs are fast and have a very good time resolution which could nicely
be used to reconstruct single particle tracks and the longitudinal evolution of muons in a shower.
In a hybrid operation with SD tanks this can considerably improve the composition sensitivity of a
future detector. Within AugerNext we produced and tested with a first prototype the capability and
robustness of RPC-based detectors for large-scale applications. We showed that RPCs can serve
as a large, cheap, and robust timing detector. A first prototype (including readout electronics) is
deployed in Argentina, where the data is presently being analyzed [29].
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The scale and scope of the physics studied at the Pierre Auger Observatory continue to offer sig-
nificant opportunities for original outreach work. Education, outreach and public relations of the
Auger Collaboration are coordinated in a dedicated task whose goals are to encourage and support
a wide range of efforts that link schools and the public with the Auger scientists and the science
of cosmic rays, particle physics, and associated technologies. We focus on the impact of the Col-
laboration in Mendoza Province, Argentina and beyond. The Auger Visitor Center in Malargüe
has hosted over 95,000 visitors since 2001, and a fifth Collaboration-sponsored science fair was
held on the Observatory campus in November 2014. The Rural Schools Program, which is run
by Observatory staff and which brings cosmic-ray science and infrastructure improvements to re-
mote schools, continues to broaden its reach. Numerous online resources, video documentaries,
and animations of extensive air showers have been created for wide public release. Increasingly,
collaborators draw on these resources to develop Auger related displays and outreach events at
their institutions and in public settings to disseminate the science and successes of the Observa-
tory worldwide. We also highlight education and outreach activities associated with the planned
upgrade of the Observatory’s detector systems and future physics goals.
The 34th International Cosmic Ray Conference
30 July – 6 August, 2015
The Hague, The Netherlands
∗Speaker.
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1. Introduction
Education and public outreach (EPO) have been an integral part of the Pierre Auger Observatory
since its inception. The collaboration’s EPO activities are organized in a separate Education and
Outreach Task that was established in 1997. With the Observatory headquarters located in the
remote city of Malargüe, population 28,000, early outreach activities, which included public talks,
visits to schools, and courses for science teachers and students, were aimed at familiarizing the
local population with the science of the Observatory and the presence of the large Collaboration
of international scientists in the isolated communities and countryside of Mendoza Province. As
an example of the Observatory’s integration into local traditions, the Collaboration has participated
in the annual Malargüe Day parade since 2001 with collaborators marching behind a large Auger
banner (see Fig. 1). Close contact with the community fosters a sense of ownership and being a
part of our scientific mission. The Observatory’s EPO efforts have been documented in previous
ICRC contributions [1, 2]. We report here highlights of recent activities, as well as plans for future
activities related to the upgrade of the Observatory.
Figure 1: Auger collaborators participating in the November 2014 Malargüe Day parade.
2. The Auger Visitor Center in Malargüe
The Auger Visitor Center (VC), located in the central office complex in Malargüe, continues to be
a popular attraction. Through February 22, 2015, the VC has hosted 93,475 visitors. Fig. 2 shows
the integrated number of visitors since Nov. 2001. The noticeable increase of visitors since 2008
occurred after the opening of a nearby planetarium [3] in August of that year. The VC is managed
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by a small staff led by an Observatory employee; they share the task of giving presentations and
tours to visitors and school groups. The upgrade of the Observatory provides an opportunity to
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Figure 2: The integrated number of visitors logged at the Auger Visitor Center since 2001.
modernize the local visitor center, and thereby re-inviting people who have seen the Observatory in
the past to relive this experience. It shows a genuine interest of the Collaboration to communicate
with the people from Malargüe about the science and tools of the Observatory. The modernization
of the center will enable visitors to tour the exhibit on their own. Audio and video displays explain
the Observatory. Several objects and 3D models will help to understand the different topics. At
the same time, the setup of the VC will be flexible enough to allow for lectures to complete school
classes. A possible new layout is shown in Fig. 3.
3. The Rural Schools Program and Education Fund
The Rural Schools Program, initiated by the Observatory staff who volunteer their time, continues
to bring information about the Observatory and needed infrastructure improvements directly to
remote schools that otherwise have difficulty exposing their students to the Observatory. The Rural
Schools Program is supported by an Education Fund managed by the Observatory staff who collect
voluntary financial contributions from collaborating institutions and individuals.
4. The 2014 Auger Science Fair
The Observatory hosted its fifth biannual Science Fair in the Assembly Building on November 19-
21, 2014, as shown in Fig. 4. Thirty-three student teams from all over Mendoza Province, with
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Figure 3: Impression of a possible upgraded Auger Visitor Center in Malargüe.
ages ranging from primary school through high school, presented research projects in the areas of
natural science, exact science, and technology. More than 30 Auger collaborators, from different
nationalities, and a few invitees served as judges for the student projects. Prizes were awarded to
the top teams in several categories in the closing ceremony on November 21. The November 2014
Science Fair owes its success to the Observatory staff, the collaborators who served as judges, the
Municipality of Malargüe, the participating teachers and students, and special mention goes to the
lead local organizers: Miguel Herrera, Fabian Amaya, and Alicia Piastrellini.
Figure 4: Left: A photo of the 2014 Science Fair. Right: The participants of the Fair.
196
Auger Outreach Charles Timmermans
5. Public Event Display and Data for Outreach Purposes
The Auger public event display allows the general public to see what information is recorded from
an incoming air shower, and grasp the steps involved into obtaining information on the incoming
cosmic ray creating this air shower. Until now, 1 % of the data has been available for outreach
purposes [4]. However, the Collaboration has committed to increasing this fraction to 10 % of the
data without an upper limit on the event energy. This widens the target group for outreach purposes
to include even university students for whom statistical tools and analysis packages such as VISPA
[5, 6, 7, 8] are available to handle substantial amounts of data. At the same time, high school
students are able to make online selections on the events they would like to see or use for their
own purposes thereby reducing the data volume while increasing the number of interesting events
substantially with respect to the current situation.
6. Selected Outreach Activities Outside Malargüe
6.1 VISPA
With the VISPA internet platform [5, 6, 7, 8], physics analysis can be performed in a web
browser without the need of any software installation. On the start page of the VISPA platform,
an overview of different physic examples is presented as shown in the screenshot of Fig. 5. The
examples can directly be executed and the analysis code can be modified or extended by the user.
Figure 5: Left: Examples using the Auger public data set. Right: Simulations using the CRPropa package.
In the analysis of the Auger public data set, the energy distribution and the arrival directions
of cosmic rays at the highest energies are visualized. Furthermore, the propagation of cosmic rays
through the universe can be simulated using the CRPropa software package [9]. It reveals that the
propagation of UHECRs is essential to understand the data distributions and to find the sources of
cosmic rays.
6.2 Outreach Activities in Argentina
The Pierre Auger Observatory has played a prominent role in temporary exhibits in Mendoza
(La Brújula, "The Compass" [10]) and Technopolis in Buenos Aires [11]. These exhibits attract
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in total several million visitors, and are important events in Argentina that promote science for the
general public. In addition to these temporary exhibits, the Observatory is permanently present in
the planetarium in Buenos Aires [12], as can be seen in Fig. 6.
Figure 6: Permanent setup of the Pierre Auger Observatory at the planetarium in Buenos Aires.
6.3 Outreach Activities in Romania
The popular European Space Expo, an initiative of the European Commission, made a stop in
Craiova, Romania, April 19-27, 2014 [13], and attracted over 50,000 visitors. The Expo highlights
numerous European space programs using interactive touch-screen displays and attractive signage,
providing information on space science to the general public in an accessible way. Auger Col-
laborators from the Institute of Space Science (ISS) in Bucharest have given several presentations
about the Pierre Auger Observatory during the Expo’s visit, as shown in Fig. 7. Furthermore, this
group provided a featured speaker who discussed the Pierre Auger Observatory during the Euro-
pean Researchers Night [14] which takes place each year simultaneously in many European cities.
The September 24, 2014, event in Bucharest was held in a public park and attracted hundreds of
people.
During the ISS open house event of 2015 [15], which targets young students and teachers who
want to learn about the Institute’s scientific and education programs, the Pierre Auger Observatory
was prominently featured by our collaborators.
These activities have led to several interviews on radio and television about the Observatory
and the upgrade plans for the Observatory [16, 17], reaching wide audiences throughout the coun-
try. The ISS group recently released an informative YouTube video [18] about the Central Raman
Lidar Facility at the Observatory.
7. Conclusions
The Pierre Auger Observatory continues to provide unique education and outreach opportuni-
ties which expose people of all ages to the excitement of astroparticle physics. Its Visitor Center,
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Figure 7: Romanian collaborator P. Gina Isar speaking about the Pierre Auger Observatory at the European
Space Expo in Craiova in April 2014.
Rural Schools Program, and Science Fairs have great local impact near Malargüe, while collab-
orators around the world ensure that the Observatory’s science and successes have international
reach. The planned upgrade of the Observatory provides an excellent opportunity to modernize the
Visitor Center and discuss the physics of the upgrade on the internet and in outreach events around
the globe.
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