Machine learning algorithms aim at minimizing the number of false decisions and increasing the accuracy of predictions. However, the high predictive power of advanced algorithms comes at the costs of transparency. State-of-the-art methods, such as neural networks and ensemble methods, often result in highly complex models that offer little transparency. We propose shallow model trees as a way to combine simple and highly transparent predictive models for higher predictive power without losing the transparency of the original models. We present a novel split criterion for model trees that allows for significantly higher predictive power than state-ofthe-art model trees while maintaining the same level of simplicity. This novel approach finds split points which allow the underlying simple models to make better predictions on the corresponding data. In addition, we introduce multiple mechanisms to increase the transparency of the resulting trees.
Introduction
With recent advances in Machine Learning and increasing computational power, automated predictive and decision making systems become widely used and influence peoples lives in many aspects. Applications include personal assistance, advertisement, scoring solutions, fraud prevention and recommendation systems.
Predictive models are influencing our daily lives more and more, thus creating an increasing interest in understandable and transparent predictive models. This interest is opposed by the interest in highly accurate systems. Complex systems, such as neural networks or ensemble models, have shown superior predictive power for a wide range of applications and datasets. This high predictive power comes at the costs of transparency.
Here, an intransparent model is not the same as a model that is non-deterministic or non-understandable in its parts. Taking tree ensembles, such as random forests or gradient boosted trees, as an example: each decision tree consists of a small set of rules that are easy to understand by humans. By combining multiple trees, the importance of each single rule for the whole model becomes intransparent.
As a consequence, the choice of a predictive model for a specific task includes a trade-off between simplicity and Copyright c 2019, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. transparency on one side and complexity and higher predictive power on the other side. If the task is mainly driven by the quality of the prediction, complex state-of-the-art models are best suited. Yet, many applications require a certain level of transparency. This can be driven by regulatory constraints, but also by the user's wish for transparency. A recent study shows that model developers often feel the pressure to use transparent models (Veale, Van Kleek, and Binns 2018) , even if more accurate models are available. This leads to simple models, such as linear or logistic regression, where more complex models would have much higher predictive power. In other cases, transparency is not required, but optional. An economic pressure towards models with higher accuracy may lead to low transparency in many important applications. For all these reasons, improving the accuracy of simple models can help to preserve transparency and improve predictions.
In this work, we present shallow model trees as a way to gain high predictive power with a highly transparent model. A model tree is similar to a decision tree. It consists of a set of rules that form a tree structure. Each leaf contains a simple predictive model. Thus, a model tree is a collection of simple models combined with a set of rules to select a model for each input sample. Shallow model trees consist only of few models and rules. Our experiments show that even a model stump, which uses two simple models, can significantly improve the predictive power, when compared to using only a singe simple model. Figure 1 shows a schematic explanation of a model stump. The strength of the influence of features is used to explain a simple linear model. The model stump consists of two such models. Both are connected by single rule in the root node.
Our Contribution
The main contributions of this work are:
1. We propose shallow model trees as a way to combine transparency with high predictive power. Figure 1 : Example explanation of a model stump. The explanation consists of a simple rule in the root node and the influence strength of features in each of the leaf node models. This example is taken from the preprocessed Bankruptsy dateset (see evaluation section) and the features such as X13 refer to it.
trees.
The rest of the paper is organized as follows: In Section 2, we give a brief overview of related work. Section 3 introduces our novel method for creating model tree and gives the theoretical background. Section 4 extends this method for further improvements of the predictive power. In Section 5, we show on various datasets the effectiveness of our method for classification and regression problems. Eventually, Section 6 summerizes this works and gives an outlook and further research.
Related Work
Transparency and Explainability The recent developments of more and more complex predictive models causes an increasing interest in transparency and explainability of predictions. Du et al. present a survey of different explainability approaches (Du, Liu, and Hu 2018) . They distinguish between model-wise and prediction-wise explainability. The former one aims to interpret a predictive model as a whole, while the latter one explains single preditions.
Mimic learning is one way to explain a predictive model as a whole. The idea is to approximate a complex model by a simpler, transparent model. Earlier works include approaches that use decision trees as simple models for mimic learning (Bastani, Kim, and Bastani 2017; Vandewiele et al. 2016) . Although model trees can be used as an alternative to decision trees for mimic learning, this is out of scope for this work and not covered by our experiments. Another approach for model-wise explainability is to measure the feature importance (Altmann et al. 2010; Hastie, Tibshirani, and Friedman 2009) .
Prediction-wise explainability does not provide an overall explanation, but concentrates on single samples. One approach towards that goal is to use gradients or Taylor approximations at the given sample point (Kasneci and Gottron 2016; Bach et al. 2015) . Other approaches distort the input to measure the effects of different features on the input (Fong and Vedaldi 2017; Robnik-ikonja and Kononenko 2008; Zintgraf et al. 2017) While most of the above work explains existing models, there is also a body of research on explainability by model design. One can argue that mimic learning falls into this category, depending on whether the newly created simple model is used for explanation purposes only or whether it serves as a replacement for the more complex model. Other approaches include constraints to derive simple models (Freitas 2014) and regularized representations (Zhang, Wu, and Zhu 2018) . By using shallow model trees, this work also deals with explainability by model design. In difference to other approaches, our approach does not add constraints and restrictions to a complex model (except the preference of shallow trees), but rather uses a simple model, which is already highly explainable, and increases its predictive power to make it more attractive for real-world applications.
For a more comprehensive survey on explainability and transparency, we refer to (Du, Liu, and Hu 2018) .
Tree-Based prediction Tree-Based models are a widely used class of predictors. A basic form are decision trees (Safavian and Landgrebe 1991; Quinlan 1993; Hastie, Tibshirani, and Friedman 2009) , which can be used for both, regression and classification. Decision trees are highly transparent and explainable as long as they are restricted in depth.
A way to increase the predictive power of decision trees is to use ensembles of trees, such as random forests (Breiman 2001) or gradient boosted trees (Chen and Guestrin 2016) . Again, the increase of predictive power comes at the costs of explainability.
Another class of tree-based predictors are model trees. These are similar to decision trees with the difference that each node contains a simple predictive model instead of a fixed value. The M5 model tree algorithm (Quinlan and others 1992; Wang and Witten 1997) for regression is constructed by using decision tree construction rules and and is followed by the training of linear models in the nodes. Similarly, the logistic model tree (Landwehr, Hall, and Frank 2005) is based on decision tree construction rules for classification trees. The improvement is an iterative training of logistic regression models in the nodes. This allows to warmstart the training of child-nodes, using the trained parent nodes. In difference to existing model tree approaches, our approach does not use existing decision tree constructions methods, but uses a method that is optimized for model trees, which results in improved predictive power.
Model Tree Construction
The idea of model trees has already been around for several years. In this section, we introduce a novel way to construct model trees. This allows for significantly higher predictive power than state-of-the-art model trees without increasing the number of nodes.
In the following, we briefly introduce current model tree algorithms (in 3.1). We then introduce the idea of our Algorithm 1 Training Model Trees
end if 11: end function method (in 3.2). Subsequently, we present the theoretical background of our method (in 3.3). In the end of this section, we present an efficient way to compute the novel split criterion (in 3.4).
Model Tree Algorithms
Model trees have many aspects in common with decision trees, with the major difference that leaf nodes do not contain prediction values, but predictive models instead. Analogously to ensemble methods, we refer to these predictive models as weak models.
Typically, a model tree is constructed by creating a decision tree and training weak models in the leafs (Quinlan and others 1992) . Algorithm 1 shows a basic version of recursively constructing a model tree. We refer to the literature (Hastie, Tibshirani, and Friedman 2009) for further details, such as the definition of candidate splits and the gain computation, as well as improvements, such as pruning, smoothing or handling missing data.
Similar to (Landwehr, Hall, and Frank 2005) , in the depicted algorithm weak models are trained in all nodes of the tree. This is not required for model trees, but helpful for our novel method.
Toward a better split criterion for model trees
Current model tree construction uses the decision tree construction algorithms with the extension that weak models are trained in the nodes. Model trees even use the same loss/gain measure as decision trees, e.g. squared error for regression and cross entropy / information gain for classification (Quinlan and others 1992; Landwehr, Hall, and Frank 2005) .
These loss/gain measures are optimized for decision trees. Although such decision tree measures have been shown to yield good results for model trees, a model-tree-specific gain/loss measure can significantly improve the predictive power of the resulting trees. An example can be seen in Fig. 2 . The cross-entropy measure results in a split that separates both classes in a best-possible way, but gets nearly no improvement from models in the leafs (Fig. 2(b) ). A better split for model trees would take into account the weak models and makes the classes separable by the weak models instead of directly separating them in the best possible way (Fig. 2(c) ).
Symbol Description
Parameter that minimizes the loss on sample thats from S G S Gain of a split into S andS = I\S. Based on this observation, the major part of this work is a novel gain/loss measure that results in improved model tree predictions without the need to increase the number of nodes. Hence, our work focuses on a novel definition of gain and an effective computation thereof. By doing so, improve the predictive power without changing the interpretability of a shallow model trees.
Gradient-Based Split Criterion
We greedily construct the model tree, similar to Algorithm 1. The major novelty is the way to measure the gain of a potential split of a node. In the following, we present the theoretical background of our method and derive the split criterion. A compact survey of symbols and terms used can be found in Tab. 1.
Training a weak model Let M θ be the class of weak models with parameters θ. We allow for any weak model can be trained by (stochastic) gradient descent. Nevertheless, with transparency in mind, we recommend to use simple models such as linear or logistic regression.
Given a sequence (x i , y i ) i=1,...,n of training samples, a loss function L : R × R → R and a set I ⊆ {1, . . . , n} of samples that correspond to a certain node 1 , then training a weak model results in M θ I with
Optimal split We represent a split of a node by the subset S ⊂ I of samples that go into the left child node (S = I\S is the complement that goes into the right child node). The gain of the split S can then be defined as the reduction of the loss by using weak models in the child nodes instead of using one model in the parent node:
Using this gain, the optimal split can be found by computing the gain for each possible split and taking the split with the maximal gain. This requires computing θ S and θS that is training weak models for all possible child nodes. This is computationally intractable. For this reason, we present in the following a method to approximate the gain.
Gain Approximation When optimizing for θ S , one can warm-start the gradient descent by using θ I as an initial value (Landwehr, Hall, and Frank 2005) . This will reduce the number of required gradient descent steps and speed up the learning. A rough estimation of θ S is then already given by a single gradient descent step:
This estimation works better for simple models, which typically require less gradient descent steps then complex models. This approximation can efficiently be computed (as we will describe in 3.4), but we still have to apply for each set S the model M θ S to all samples in S in order to compute the loss L θ S (S). Doing so would still be computationally intractable. For this reason, we simplify the computation of the loss using a Taylor approximation around θ I :
Finally, we get an approximation of the loss:
Using this approximation, the gain of all possible split points can be computed and the split with the maximal approximated gain can be used in the tree construction. Here, λ is just a scaling factor and can w.l.o.g. be set to 1. In the following, we will show an efficient way to this approximation.
Implementation
The split measure (6) requires to compute the L2 norm of the gradients in both split sets S andS. This has to be done for every candidate split S. Although feasible, the computation is expensive. The gain-computation for all splits is based on the same sample-wise gradients
These only need to be computed once per node. For continuous features, every split candidate is given by a column c and a threshold t, which leads to S = {i ∈ I|x i,c ≤ t}. By sorting along a column c, the split measure (6) can efficiently be updated. Algorithm 2 shows an efficient way to compute the split criterion by updating the sum of the gradients. This can then be used as an implementation for lines 5 and 6 in Algorithm 1. This can even be improved further by using the fact that θ I is optimized on I. This means that the gradient g I is approximately zero (otherwise, θ I is not optimized). As a consequence, gS = −g S .
Renormalization
The previous section introduced the gradient-based split criterion. Due to the approximations used, the split quality measure directly depends on the gradient. Unfortunately, the gradients are often not translation invariant. This means that shifting the feature values can change the optimal split point (in terms of criterion (4)).
With the goal of an improved, translation invariant version of approximation (4), we renormalize the training data.
Algorithm 2 Gradient-Based Split Finding Require: Index Set I, Optimized Parameters θ I , Training
Data (x i , y i ) i∈I 1: c Opt , t Opt , gain Opt ← −1 2: g i ← ∇ θ I L (y i , M θ I (x i )) 3: g I ← i∈I g i 4: g S ← (0, 0, . . . , 0) T 5: for Column c = 1, . . . , m do 6: Sort g i and x i according to column x ·,c 7:
for Split Point t k along column c do 8: Here, the renormalization only takes into account the training data from set S. As a consequence, the renormalization is done for each potential split individually.
A basic approach would be to renormalize the features for S andS, compute the gradients on these normalized features and then compute the loss according to (5) . Computing all gradients anew for each potential split is intractable. Furthermore, the weak model of the parent node is trained on differently normalized features. Hence, the gradient computation is not straight-forward.
In the following, we present the mathematical background of the renormalization. This includes the computation of gradients when the weak model of the parent node is trained on differently normalized features. The theory leads to a computationally more efficient way to compute the gradients from renormalized features. Subsequently, we present the explicit computation for linear models, such as linear and logistic regression, in combination with linear renormalizations, such as z-normalization and min-max-normalization.
Theory Given a potential split S ⊂ I, the corresponding training features x i can be normalized, e.g. by using a znormalization. In the most general form, the normalization is a transformation T S : x i →x i from original feature space into a normalized feature space. We further restrict T S to be compatible with the model, i.e. for each parameter θ, there must be a parameterθ with
Using this property, the lossL on the transformed space can be written as:
Analogously to (5), the loss can be approximated using gradients in the normalized feature space:
For simple models, such as linear or logistic regression, Equation (10) often gives better approximations of the gain than (5). For such models, normalizing the features speeds up the gradient descent convergence and leads to better approximations after one step. Still, normalizing and computing the gradients for each step individually is computationally infeasible. Rewriting the gradients can help to find a faster computation:
This means that the gradient can be computed as before once per node. It just requires a correction using the derivative ∂θ I ∂θ I . Note that this derivative has to be computed for each potential split set anew.
In the linear case, this can be done efficiently:
Linear Case Linear models have the form
with a function f : R → R. For linear regression, f is the identity, while for logistic regression f is the logistic function.
Linear normalizations can be written as
where A is a diagonal matrix, e.g. for z-normalization, A contains the inverse standard deviations of all features. Based on (8) and (12), one also gets:
The partial derivative can then be written as:
For z-normalization, A and c depend on mean and the standard deviation. For min-max normalization, A and c depend on minimum and maximum. Both cases can efficiently be updated when computing the sum of the gradients (see also Algorithm 2 for updating computations).
Example In order to demonstrate the improvement from renormalizing the data, we computed the split gain along the two axes of the previous example. Figure 3 shows three different methods to compute the gain. It can be seen that cross entropy finds the best split on the y-axis while the presented gradient-based method finds a better point on the x-axis. Still, the ideal point (in terms of the loss of the resulting model tree) can be found using the renormalization technique.
Evaluation
The previous sections introduced our novel method to create model trees. In this section, we will evaluate the effectiveness of this novel method on multiple datasets. The experiments cover both classification and regression.
Datasets
For the experiments, we used the multiple datasets. These datasets include financial and medical datasets, where decisions can have a high impact and, hence, transparent predictions are required. The datasets are listed in the following:
The Bankruptsy dataset 2 (Zikeba, Tomczak, and Tomczak 2016) contains attributes about companies. The target variable is the binary information whether a company became insolvent within a given time frame. The dataset is split into five parts, corresponding to time-frames of 1 to 5 years. Due to outliers, we used a quantil normalization of the features. This explains the slightly different results, compared to the original source. The Breast-Cancer dataset 3 is used to predict whether breast cancer is magilant or benign. The Census dataset 4 consists of US census data. It is used to predict whether a person earns more than $50.000 per year. The Credit Card dataset 5 (Yeh and Lien 2009 ) consist credit card information, including the information whether a person defaults on the credit card. This default flag is used as target variable. The Olympics dataset 6 consists of statistics about participants of the Olympic games. For our experiments, we try to predict whether a athlete wins a medal. The Houses dataset 7 contains features of sold houses in king county, USA as well as the house sale prices. We use the logarithm of the price as target variable for regression. The Weather dataset 8 contains weather observations. We perform two regression experiments. One case predicts the temperature. In this case, we remove the apparent temperature from the features. The other case uses the attribute "visibility" as target variable. The number of samples and attributes of these datasets are displayed in Tab. 2.
Methods
For our experiments, we compare the performance of different methods with each other. As a baseline, we use the weak classifier: Logistic Regression (LogReg) for classification and Linear Regression (LinReg) for regression. As a reference complex model, we use XGBoost (XGB) (Chen and Guestrin 2016 robust towards the choice of hyper parameters. Furthermore, we use model trees with state-of-the-art split criteria. These are mean-square-error(MT-MSE) for regression and the entropy-based information gain (MT-E) for classification. All these methods are compared with two versions of our model trees. The original version from Section 3 (MT-G) and the version using renormalization (MT-GR). With transparency and shallow trees in mind, we restrict all model trees to a fixed depth of 1, 2, or 3. In our experiments, we evaluate the effect of using different maximal depth limits.
Experiments
For our experiments, we performed 4-fold cross validation and averaged the 4 performance measurements.
Classification We use the area under the roc-curve (auc) as measure for classification. In case of imbalanced datasets, this is a better measure than accuracy. The classification results are shown in Tab. 3 (a).
It can be seen that the gradient-based model trees with renormalization provide the best results, often even a model stump (depth = 1) results in significantly higher auc than logistic regression. The exception is the census dataset that can sufficiently be modeled by logistic regression. Additional splits in models trees only create slight overfitting effects.
In two cases, model trees even out-perform XGBoost. Although this shows the predictive power of model trees on these datasets, Regression We evaluate the regression experiments using the r 2 -measure. The results are shown in Tab. 3 (b). Our results show that the renormalized version of our splitting criterion consistently creates the best results and each new level of depth increases the predictive power.
Conclusion
Starting with the motivation to find a transparent model with high predictive power, our work concentrated on shallow model trees. While state-of-the-art model trees are highly transparent, their predictive power bears potential for improvement. In this work, we presented a novel way to create model trees, which is both theoretically justified and efficient to implement. Furthermore, our experiments showed a significant improvement compared to state-of-theart model trees. Given a high requirement of transparency, our gradient-based model trees are powerful method for automated predictive and decision making systems.
Based on this work, we aim for further improvements of this method. This includes ways to enhance the explainability, e.g. by preferring round numbers as split points. Another follow-up research will concentrate on linear combinations of features for splitting. The approach of this work allows for gradient-descent optimization of such "linear split points". Although linear split points reduce the explainability of a model, we will evaluate how effective such an approach is and whether it can be used to split categorical features into two subsets by using a linear split of a one-hot-encoded feature.
