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This paper provides a theoretical framework of deriving the forward and backward Feynman-Kac
equations for the distribution of functionals of the path of a particle undergoing both diffusion and
chemical reaction. Very general forms of the equations are obtained. Once given the diffusion type
and reaction rate, a specific forward or backward Feynman-Kac equation can be obtained. The listed
in the paper include the ones for normal/anomalous diffusions and reactions with linear/nonlinear
rates. Using the derived equations, we also study the occupation time in half-space, the first passage
time to a fixed boundary, and the occupation time in half-space with absorbing or reflecting boundary
conditions.
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I. INTRODUCTION
Diffusion is the net movement of particles from a region
of high concentration to a region of low concentration. It
is called normal diffusion if the ensemble mean squared
displacement of the diffusing particles scales linearly, oth-
erwise it is called anomalous diffusion, i.e., 〈x2(t)〉 ∼ tµ
with µ 6= 1, being subdiffusion for µ ∈ (0, 1) and superdif-
fusion for µ ∈ (1, 2) [1–3]. For pure diffusion processes
(with external forces), the equations governing the dis-
tribution of functionals of the path of particle are well
established [4, 5]. Influenced by Feynman’s thesis of
the derivation of Schrodinger’s equation, in 1949, Kac
derives the classical Feynman-Kac equation for normal
diffusion [6]. Turgeman et al. present the fractional
Feynman-Kac equation for non-Brownian functionals [7]
and tempered fractional Feynman-Kac equation for tem-
pered non-Brownian functionals is provided in [8].
Chemical reaction leads to the transformation of one
type of particles to another type. The main concern of
this paper is on the distribution of the functional of the
paths of a particle performing both diffusion and chem-
ical reaction. We first recall the governing equation for
the probability density function (PDF) ρ(x, t) of the re-
action diffusion process. Assume that the reaction rate
law is ρ˙ = r(ρ)ρ. For normal diffusion, the well-known
reaction diffusion equation is
∂ρ(x, t)
∂t
= K1
∂2ρ(x, t)
∂x2
+ r(ρ)ρ, (1)
with K1 being the diffusion constant. For anomalous
diffusion, the situation becomes complicated, and the re-
sulted equation can not be obtained by simply adding the
reaction term into the non-Markovian transport equa-
tion. For example, in [9, 10], the authors derive the sub-
diffusive reaction diffusion equation:
∂ρ(x, t)
∂t
= Kαe
−κt
D
1−α
t
(
eκt
∂2ρ(x, t)
∂x2
)
− κρ(x, t), (2)
where Kα is the generalized diffusion coefficient and
D
1−α
t is the Riemann-Liouville fractional derivative. For
the multispecies system with anomalous diffusion and re-
action dynamics, refer to [11–13], and for the front prop-
agation problems, see [14–16].
Functionals of paths of particles have applications in
rather diverse fields, including probability theory, the
KPZ varieties, finance, economics, even in characteriz-
ing the stochastic behaviour of daily temperature records
[17]. So far, it seems there are no research works on the
functional distribution of the reaction diffusion processes.
Moreover, the functional in all published works is defined
as the form A =
∫ t
0
U(x(τ))dτ , where x(t) is the parti-
cle trajectory and U(x) is a specified function. Here we
extend it as A =
∫ t
0 U(x(τ), τ)dτ , which may be used to
model the first passage time to a moving boundary [18].
As for the chemical reactions, both nonlinear reaction
rate r(ρ(x, t)) and linear reaction rates r(t) and r(x) are
considered, i.e., the equations governing reaction process
are, respectively, ρ˙ = r(ρ)ρ, ρ˙ = r(t)ρ, or ρ˙ = r(x)ρ. The
framework [7] for deriving the Feynman-Kac equations
for pure diffusion process does not work for the reaction
diffusion process. So, we present new theoretical frame-
works of deriving the forward and backward Feynman-
Kac equations for the distribution of the more general
functionals of the path of a particle undergoing both dif-
fusion and chemical reaction with linear/nonlinear rates;
the new framework also applies to the pure diffusion pro-
cess and the functional A =
∫ t
0 U(x(τ))dτ . Based on the
very general forms of the derived forward and backward
Feynman-Kac equations, we more specifically provide the
equations for normal/anomalous diffusions and reactions
with linear/nonlinear rate. And the derived equations
are used to calculate the occupation time in half-space,
the first passage time to a fixed boundary, and the oc-
cupation time in half-space with absorbing or reflecting
boundary conditions.
The remainder of this paper is organized as follows. In
Section II, we derive the general forward Feynman-Kac
2equations for the process with nonlinear reaction rate
r(ρ(x, t)), and discuss some important properties and ex-
amples for the case of linear reaction rates r(t) and r(x).
The backward Feynman-Kac equations are presented in
Section III. Following the derived equations, in Section
IV, some specific functional distributions are analytically
solved, including the occupation time in half-space, the
first passage time to a fixed boundary and the occupation
time in half-interval with absorbing or reflecting bound-
ary conditions, and some numerical simulations are per-
formed to verify the analytical results. We conclude the
paper with some discussions in Section V.
II. DERIVATION OF THE FORWARD
FEYNMAN-KAC EQUATIONS
Now, we start to derive the forward Feynman-Kac
equations for the reaction diffusion processes, composed
of three subsections, respectively, for nonlinear reaction
rate r(ρ(x, t)), linear reaction rate r(t), and linear reac-
tion rate r(x). We limit to the case that all the reaction
rates are nonpositive.
A. Nonlinear reaction rate r(ρ(x, t))
Let φ(t) and w(x) be the waiting time and symmetric
jump length PDF, respectively. We define a stochastic
process {x(t), A(t)} describing the time-varying positions
and functional values that makes physical sense for the
reaction diffusion processes. Denote ρ(x,A, t) as the joint
PDF of finding the particle at position x with the func-
tional value A at time t. We extend the method in [19] to
formulate the balance equations for the density ρ(x,A, t)
and the auxiliary density j(x,A, t). The latter is the joint
PDF of particles exactly arriving at position x with the
functional value A at time t. The balance equation for
ρ(x,A, t) can be written as
ρ(x,A, t) = ρ0(x)δ
(
A−
∫ t
0
U(x, t′)dt′
)
e
∫
t
0
r(ρ(x,u))duΨ(t) +
∫ t
0
j
(
x,A −
∫ t
τ
U(x, t′)dt′, τ
)
e
∫
t
τ
r(ρ(x,u))duΨ(t− τ)dτ,
(3)
where Ψ(t) =
∫ +∞
t φ(τ)dτ is the survival probability
function, i.e., the probability that the particles keep wait-
ing up to time t. The first term on the right hand side
(RHS) of Eq. (3) represents the particles that stay at
their initial position x up to time t. The correspond-
ing functional value of these motionless particles can
be calculated as A =
∫ t
0 U(x, t
′)dt′. Hence the Dirac
delta function δ(·) is introduced. r(ρ(x, t)) denotes the
nonlinear reaction rate with ρ(x, t) =
∫ +∞
−∞ ρ(x,A, t)dA.
The second term on the RHS of Eq. (3) describes
the particles that arrive at position x at some previ-
ous time τ < t and don’t move during the time inter-
val [τ, t]. The difference of the functional values between
the time interval [0, τ ] and [0, t] is
∫ t
τ U(x, t
′)dt′, since no
jumps take place during [τ, t]. If the usual functional
A =
∫ t
0
U(x(t′))dt′ is used, one just needs to replace∫ t
0
U(x, t′)dt′ and
∫ t
τ
U(x, t′)dt′ in Eq. (3) with tU(x)
and (t− τ)U(x), respectively.
Moreover, the balance equation for j(x,A, t) can be
written in the following form:
j(x,A, t) =
∫
R
ρ0(x− z)δ
(
A−
∫ t
0
U(x− z, t′)dt′
)
e
∫
t
0
r(ρ(x−z,u))duw(z)φ(t)dz
+
∫ t
0
∫
R
j
(
x− z, A−
∫ t
τ
U(x− z, t′)dt′, τ
)
e
∫
t
τ
r(ρ(x−z,u))duw(z)φ(t− τ)dzdτ.
(4)
The first term on the RHS of Eq. (4) expresses the par-
ticles that stay at the initial position x− z and jump to
x instantaneously at time t. The second term demon-
strates the particles that arrive at the position x − z at
some previous time τ < t, and react up to time t and
jump to x exactly at time t.
In order to derive the forward Feynman-Kac equation,
we need to conduct the Fourier transforms A → p (de-
noted by F{f(A)} = ∫ +∞−∞ eipAf(A)dA) for both Eqs.
(3) and (4), since A could be negative. Then, we obtain
3ρ(x, p, t) = ρ0(x)e
ip
∫
t
0
U(x,t′)dt′e
∫
t
0
r(ρ(x,u))duΨ(t) +
∫ t
0
j(x, p, τ)eip
∫
t
τ
U(x,t′)dt′e
∫
t
τ
r(ρ(x,u))duΨ(t− τ)dτ, (5)
and
j(x, p, t) =
∫
R
ρ0(x − z)eip
∫
t
0
U(x−z,t′)dt′e
∫
t
0
r(ρ(x−z,u))duw(z)φ(t)dz
+
∫ t
0
∫
R
j(x− z, p, τ)eip
∫
t
τ
U(x−z,t′)dt′e
∫
t
τ
r(ρ(x−z,u))duw(z)φ(t− τ)dzdτ.
(6)
Since Eqs. (5) and (6) have nonlinear terms, the standard Fourier-Laplace transform techniques used in [7, 8, 20, 21]
cannot be applied directly. Instead, we differentiate the density ρ(x, p, t) given by Eq. (5) with respect to t, which
leads to
∂ρ(x, p, t)
∂t
= [ipU(x, t) + r(ρ(x, t))]ρ(x, p, t) + j(x, p, t)− i(x, p, t), (7)
where
i(x, p, t) = ρ0(x)e
ip
∫
t
0
U(x,t′)dt′e
∫
t
0
r(ρ(x,u))duφ(t) +
∫ t
0
j(x, p, τ)eip
∫
t
τ
U(x,t′)dt′e
∫
t
τ
r(ρ(x,u))duφ(t− τ)dτ. (8)
It follows from Eqs. (6) and (8) that
j(x, p, t) =
∫
R
i(x− z, p, t)w(z)dz. (9)
In order to express i(x, p, t) in terms of ρ(x, p, t),
we divide Eqs. (5) and (8) by the same factor
eip
∫
t
0
U(x,t′)dt′e
∫
t
0
r(ρ(x,u))du and then take the Laplace
transform t→ s (denoted by L{f(t)} = ∫ +∞
0
e−stf(t)dt)
for both equations
L{ρ(x, p, t)e−ip
∫
t
0
U(x,t′)dt′e−
∫
t
0
r(ρ(x,u))du} = [ρ0(x) + L{j(x, p, t)e−ip
∫
t
0
U(x,t′)dt′e−
∫
t
0
r(ρ(x,u))du}]Ψ˜(s), (10)
L{i(x, p, t)e−ip
∫
t
0
U(x,t′)dt′e−
∫
t
0
r(ρ(x,u))du} = [ρ0(x) + L{j(x, p, t)e−ip
∫
t
0
U(x,t′)dt′e−
∫
t
0
r(ρ(x,u))du}]φ˜(s), (11)
where Ψ˜(s) = L{Ψ(t)} and φ˜(s) = L{φ(t)}. From Eqs. (10) and (11), we obtain
L{i(x, p, t)e−ip
∫
t
0
U(x,t′)dt′e−
∫
t
0
r(ρ(x,u))du} = φ˜(s)
Ψ˜(s)
L{ρ(x, p, t)e−ip
∫
t
0
U(x,t′)dt′e−
∫
t
0
r(ρ(x,u))du}. (12)
Performing inverse Laplace transform on Eq. (12) gives
i(x, p, t) =
∫ t
0
K(t− τ)ρ(x, p, τ)eip
∫
t
τ
U(x,t′)dt′e
∫
t
τ
r(ρ(x,u))dudτ, (13)
where K(t) is the memory kernel defined by its Laplace
transform [19]
K˜(s) =
φ˜(s)
Ψ˜(s)
=
sφ˜(s)
1− φ˜(s) . (14)
Substituting Eq. (13) into Eqs. (7) and (9) gives the
general forward Feynman-Kac equation with nonlinear
reaction rate r(ρ(x, t)), i.e.,
4∂ρ(x, p, t)
∂t
=
∫
R
∫ t
0
K(t− τ)ρ(x − z, p, τ)eip
∫
t
τ
U(x−z,t′)dt′e
∫
t
τ
r(ρ(x−z,u))duw(z)dτdz
−
∫ t
0
K(t− τ)ρ(x, p, τ)eip
∫
t
τ
U(x,t′)dt′e
∫
t
τ
r(ρ(x,u))dudτ + [ipU(x, t) + r(ρ(x, t))]ρ(x, p, t),
(15)
where K(t) is defined by Eq. (14). This generalized Feynman-Kac equation has few restrictions on the forms of
the waiting time and jump length densities, which allows us to conveniently model standard transport, anomalous
diffusion or tempered dynamics together with nonlinear reaction terms.
Obviously, plugging r(ρ(x, t)) ≡ 0 into Eq. (15) gives the forward Feynman-Kac equation for the pure diffusion
process without reactions. To avoid confusion, we denote this equation in terms of n(x, p, t), namely,
∂n(x, p, t)
∂t
=
∫
R
∫ t
0
K(t− τ)n(x − z, p, τ)eip
∫
t
τ
U(x−z,t′)dt′w(z)dτdz
−
∫ t
0
K(t− τ)n(x, p, τ)eip
∫
t
τ
U(x,t′)dt′dτ + ipU(x, t)n(x, p, t).
(16)
Assume that the symmetric jump length distribution w(z) satisfies
∫
R
z2w(z)dz = σ2 < +∞. Expanding the first
term on the RHS of Eq. (15) for small z and truncating the Taylor series at the second order (see Appendix A for
more details) gives
∂ρ(x, p, t)
∂t
=
σ2
2
∂2
∂x2
∫ t
0
K(t− τ)ρ(x, p, τ)eip
∫
t
τ
U(x,t′)dt′e
∫
t
τ
r(ρ(x,u))dudτ + [ipU(x, t) + r(ρ(x, t))]ρ(x, p, t). (17)
Now we consider several special cases of Eqs. (15)
and (17). To start with, if p = 0, then ρ(x, 0, t) =∫ +∞
−∞ e
ipAρ(x,A, t)dA = ρ(x, t). Thus, when p = 0, Eqs.
(15) and (17) reduce to Eqs. (14) and (22) in [19] respec-
tively, which describe the nonlinear master equations for
reaction diffusion processes. Furthermore, we can specify
the waiting time distributions and write down the corre-
sponding Feynman-Kac equations in the continuum limit
of large scales and long time as follows.
(a) Exponential waiting time distribution
Suppose φ(t) = 1τ exp(− tτ ). Thus, φ˜(s) =∫ +∞
0 e
−stφ(t)dt = 1τs+1 and K˜(s) =
sφ˜(s)
1−φ˜(s) =
1
τ . In-
serting K(t) = 1τ δ(t) into Eq. (17) gives
∂ρ(x, p, t)
∂t
=
σ2
2τ
∂2ρ(x, p, t)
∂x2
+ ipU(x, t)ρ(x, p, t)
+ r(ρ(x, t))ρ(x, p, t),
(18)
which is the standard Feynman-Kac equation for the nor-
mal diffusion (Markovian) process with the reaction rate
r(ρ(x, t)).
(b) Power-law waiting time distribution
When φ(t) = αταt−1−α1[τ,+∞)(t) with 0 < α < 1,
we can calculate (see Appendix B) φ˜(s), which has the
asymptotic form φ˜(s) ∼ 1 − ταΓ(1 − α)sα for s → 0.
Meanwhile, according to Eq. (14), K˜(s) ≈ s1−αταΓ(1−α) .
Thus, Eq. (17) reduces to
∂ρ(x, p, t)
∂t
=
σ2
2ταΓ(1− α)
∂2
∂x2
[
eip
∫
t
0
U(x,t′)dt′e
∫
t
0
r(ρ(x,u))du
D
1−α
t {ρ(x, p, t)e−ip
∫
t
0
U(x,t′)dt′e−
∫
t
0
r(ρ(x,u))du}
]
+ [ipU(x, t) + r(ρ(x, t))]ρ(x, p, t),
(19)
where D1−αt is the Riemann-Liouville fractional derivative defined as D
1−α
t ρ(x, p, t) =
1
Γ(α)
∂
∂t
∫ t
0
ρ(x,p,t′)
(t−t′)1−α dt
′.
(c) Tempered power-law waiting time distribution
Assume φ(t) = C−1τ e
−λtt−1−α1[τ,+∞)(t), where 0 <
α < 1 and Cτ =
∫ +∞
τ
e−λtt−1−αdt. Then it can be calcu-
5lated (see also Appendix B) that φ˜(s) has the asymptotic
form φ˜(s) ∼ 1 − Γ(1−α)αCτ (s + λ)α +
Γ(1−α)
αCτ
λα for s → 0.
Similarly, K˜(s) ≈ αCτΓ(1−α) s(s+λ)α−λα . Under this condi-
tion, Eq. (17) can be rewritten as
∂ρ(x, p, t)
∂t
=
σ2αCτ
2Γ(1− α)
∂2
∂x2
[
eip
∫
t
0
U(x,t′)dt′e
∫
t
0
r(ρ(x,u))du ∂
∂t
∫ t
0
H(t− τ)ρ(x, p, τ)e−ip
∫
τ
0
U(x,t′)dt′e−
∫
τ
0
r(ρ(x,u))dudτ
]
+ [ipU(x, t) + r(ρ(x, t))]ρ(x, p, t),
(20)
where H(t) = e−λttα−1Eα,α(λαtα) and its Laplace transform H˜(s) = 1(s+λ)α−λα . Here Eα,α(·) is the two-parameter
Mittag-Leffler function [22], which is defined as Eα,β(z) =
∞∑
k=0
zk
Γ(αk+β) with α > 0 and β > 0 .
B. Linear reaction rate r(t)
Following the similar derivation procedure to the previous subsection, we obtain the forward Feynman-Kac equation
with linear reaction rate r(t), i.e.,
∂ρ(x, p, t)
∂t
=
∫
R
∫ t
0
K(t− τ)ρ(x − z, p, τ)eip
∫
t
τ
U(x−z,t′)dt′e
∫
t
τ
r(u)duw(z)dτdz
−
∫ t
0
K(t− τ)ρ(x, p, τ)eip
∫
t
τ
U(x,t′)dt′e
∫
t
τ
r(u)dudτ + [ipU(x, t) + r(t)]ρ(x, p, t),
(21)
where K(t) is defined by Eq. (14).
By simple calculations, it can be easily checked that
ρ(x, p, t) = n(x, p, t)e
∫
t
0
r(u)du satisfies Eq. (21) if
n(x, p, t) is the solution Eq. (16), which means that for
the reaction diffusion process with linear reaction rate
r(t), the effect of transport with memory and the linear
reaction rate dependening on time t can be decoupled. In
fact, this also implies that the conclusion of Eqs. (15-17)
in [19] for the case of constant reaction rate still holds
for the linear reaction rate, and even for describing the
distribution of functionals.
C. Linear reaction rate r(x)
We further consider the linear reaction rate r(x) and
the traditional functional definition A =
∫ t
0
U(x(τ))dτ ,
in order to give another derivation of the corresponding
forward Feynman-Kac equation. To start with, under
these conditions, we have
ρ(x,A, t) = ρ0(x)δ(A − tU(x))er(x)tΨ(t) +
∫ t
0
j(x,A− (t− τ)U(x), τ)e(t−τ)r(x)Ψ(t− τ)dτ, (22)
and
j(x,A, t) =
∫
R
ρ0(x− z)δ(A− tU(x− z))er(x−z)tw(z)φ(t)dz
+
∫ t
0
∫
R
j(x− z, A− (t− τ)U(x − z), τ)e(t−τ)r(x−z)w(z)φ(t − τ)dzdτ.
(23)
Performing Fourier transforms A→ p on both sides of Eq. (22) and Eq. (23) gives that
ρ(x, p, t) = ρ0(x)e
iptU(x)er(x)tΨ(t) +
∫ t
0
j(x, p, τ)eip(t−τ)U(x)e(t−τ)r(x)Ψ(t− τ)dτ, (24)
6and
j(x, p, t) =
∫
R
ρ0(x− z)eiptU(x−z)er(x−z)tw(z)φ(t)dz
+
∫ t
0
∫
R
j(x − z, p, τ)eip(t−τ)U(x−z)e(t−τ)r(x−z)w(z)φ(t − τ)dzdτ.
(25)
Conducting Laplace transform t→ s to Eqs. (24) and (25), respectively, we obtain
ρ(x, p, s) = ρ0(x)Ψ˜(s− ipU(x)− r(x)) + j(x, p, s)Ψ˜(s− ipU(x)− r(x)), (26)
and
j(x, p, s) =
∫
R
ρ0(x− z)w(z)φ˜(s− ipU(x− z)− r(x− z))dz+
∫
R
j(x− z, p, s)w(z)φ˜(s− ipU(x− z)− r(x− z))dz. (27)
Conducting Fourier transforms x→ k to Eqs. (26) and (27) gives
ρ(k, p, s) = Ψ˜
(
s− ipU
(
−i ∂
∂k
)
− r
(
−i ∂
∂k
))
[ρ0(k) + j(k, p, s)], (28)
and
j(k, p, s) = wˆ(k)φ˜
(
s− ipU
(
−i ∂
∂k
)
− r
(
−i ∂
∂k
))
[ρ0(k) + j(k, p, s)], (29)
since we have the identity [20] F{xf(x)} = −i ∂∂k fˆ(k). Substituting j(k, p, s) =
wˆ(k)φ˜(s−ipU(−i ∂∂k )−r(−i ∂∂k ))ρ0(k)
1−wˆ(k)φ˜(s−ipU(−i ∂∂k )−r(−i ∂∂k ))
into
Eq. (28), we get
ρ(k, p, s) =
Ψ˜
(
s− ipU (−i ∂∂k)− r (−i ∂∂k)) ρ0(k)
1− wˆ(k)φ˜ (s− ipU (−i ∂∂k )− r (−i ∂∂k )) . (30)
Furthermore, we specify three kinds of typical waiting
time and jump length distributions and then calculate
their asymptotic forms in the Laplace or Fourier domain
as s→ 0 or k → 0. Naturally, the inverse Fourier-Laplace
transform technique is applied to write down the respec-
tive forward Feynman-Kac equations in the long time and
large scales limits.
(a) Exponential waiting time and Gaussian jump
length distributions
Suppose φ(t) = 1τ exp(− tτ ) and w(x) = 1√2piσ2 e
− x2
2σ2 .
Then φ˜(s) = 11+τs ∼ 1 − τs and wˆ(k) =∫ +∞
−∞ e
ikxw(x)dx = e−
1
2σ
2k2 ∼ 1 − σ2k22 . Substituting
the asymptotic forms of φ˜(s) and wˆ(k) into Eq. (30) and
conducting inverse Fourier-Laplace transform, we have
∂ρ(x, p, t)
∂t
=
σ2
2τ
∂2ρ(x, p, t)
∂x2
+ [ipU(x) + r(x)]ρ(x, p, t).
(31)
(b) Tempered power-law waiting time and Gaussian
jump length distributions
Plugging φ˜(s) ∼ 1 − Γ(1−α)αCτ (s + λ)α +
Γ(1−α)
αCτ
λα and
wˆ(k) ∼ 1 − σ2k22 into Eq. (30) and performing inverse
Laplace-Fourier transform give that
∂ρ(x, p, t)
∂t
=
αCτσ
2
2Γ(1− α)
∂2
∂x2
(
∂
∂t
− r(x) − ipU(x)
)∫ t
0
H(t− τ ;x)ρ(x, p, τ)dτ + [r(x) + ipU(x)]ρ(x, p, t), (32)
where H(t;x) is defined by its Laplace transform H˜(s;x) = 1(s+λ−r(x)−ipU(x))α−λα . It can also be written as
∂ρ(x, p, t)
∂t
=
αCτσ
2
2Γ(1− α)
∂2
∂x2
D
1−α,λ,x
t ρ(x, p, t)+[λ
α
D
1−α,λ,x
t −λ][ρ(x, p, t)−eiptU(x)er(x)tρ0(x)]+[r(x)+ipU(x)]ρ(x, p, t),
(33)
7where the tempered fractional substantial derivative D1−α,λ,xt is defined in the Laplace domain as
L{D1−α,λ,xt ρ(x, p, t)} = (s+ λ− r(x) − ipU(x))1−αρ(x, p, s). And in the time domain,
D
1−α,λ,x
t ρ(x, p, t) =
1
Γ(α)
[
∂
∂t
+ λ− r(x) − ipU(x)
]∫ t
0
e(t−τ)(r(x)+ipU(x)−λ)
(t− τ)1−α ρ(x, p, τ)dτ, (34)
which is equivalent to
D
1−α,λ,x
t ρ(x, p, t) =
eiptU(x)+r(x)t−λt
Γ(α)
∂
∂t
∫ t
0
eλτ−ipτU(x)−r(x)τρ(x, p, τ)
(t− τ)1−α dτ. (35)
It should be noted that Eqs. (32) and (33) are the gen-
eralizations of Eqs. (11) and (5) in [8] respectively to the
reaction diffusion cases.
(c) Tempered power-law waiting time and jump length
distributions
In this case, we assume that the waiting time and
jump length obey different tempered power-law distri-
butions. Let w(x) = C−1ε e
−γ|x||x|−1−β1[ε,+∞)(|x|) for
0 < β < 2. The normalization factor Cε is defined
as Cε =
∫ +∞
ε
e−γxx−1−βdx +
∫ −ε
−∞ e
−γ|x||x|−1−βdx to
make sure
∫ +∞
−∞ w(x)dx = 1. Then it could be calcu-
lated (see Appendix C) that wˆ(k) has the asymptotic
form wˆ(k) ∼ 1 − 2Γ(1−β)βCε (k2 + γ2)β/2 +
2Γ(1−β)
βCε
γβ for
k → 0. Substituting the asymptotic φ˜(s) and wˆ(k) into
Eq. (30) and conducting inverse Laplace-Fourier trans-
form, we obtain
∂ρ(x, p, t)
∂t
=
2αCτΓ(1− β)
βCεΓ(1− α) (∇
β,γ
x + γ
β)
(
∂
∂t
− r(x) − ipU(x)
)∫ t
0
H(t− τ ;x)ρ(x, p, τ)dτ + [r(x) + ipU(x)]ρ(x, p, t),
(36)
where the tempered fractional Riesz derivative ∇β,γx (see [8] for more details) is defined in the Fourier domain as
F{∇β,γx ρ(x, p, t)} = −(k2 + γ2)β/2ρ(k, p, t). Equivalently,
∂ρ(x, p, t)
∂t
=
2αCτΓ(1− β)
βCεΓ(1− α) (∇
β,γ
x + γ
β)D1−α,λ,xt ρ(x, p, t) + [λ
α
D
1−α,λ,x
t − λ][ρ(x, p, t) − eiptU(x)er(x)tρ0(x)]
+ [r(x) + ipU(x)]ρ(x, p, t),
(37)
where the operator D1−α,λ,xt is defined as Eq. (34) or Eq. (35). When r(x) ≡ 0, Eq. (37) reduces to Eq. (36) in [8].
III. DERIVATION OF THE BACKWARD FEYNMAN-KAC EQUATIONS
Let ρx0(A, t) be the PDF of the functional A at time t with the initial position x0. The backward Feynman-Kac
equation regarding ρx0(A, t) with the nonlinear reaction rate r(ρ(x, t)) can be written as follows
ρx0(A, t) = δ
(
A−
∫ t
0
U(x0, t
′)dt′
)
e
∫
t
0
r(ρ(x0,u))duΨ(t)
+
∫
R
∫ t
0
w(z)φ(τ)ρx0+z
(
A−
∫ τ
0
U(x0, t
′)dt′, t− τ
)
e
∫
τ
0
r(ρ(x0,u))dudτdz.
(38)
It should be noted that ρ(x0, t) 6=
∫ +∞
−∞ ρx0(A, t)dA.
While the first term on the RHS of Eq. (38) indicates the
motionless particles remaining at their initial position x0
up to time t, the second term alternatively represents
the particles that jump to the location x0 + z at time
τ (τ < t). Similarly, conducting the Fourier transform
A→ p, we obtain
ρx0(p, t) = e
ip
∫
t
0
U(x0,t
′)dt′e
∫
t
0
r(ρ(x0,u))duΨ(t) +
∫
R
∫ t
0
w(z)φ(τ)ρx0+z(p, t− τ)eip
∫
τ
0
U(x0,t
′)dt′e
∫
τ
0
r(ρ(x0,u))dudτdz. (39)
8In what follows, we consider a special case of Eq. (39), which supposes the reaction rate is r(x) and the functional
is defined as A =
∫ t
0
U [x(t′)]dt′. Thus, under these assumptions, Eq. (39) can be rewritten as
ρx0(p, t) = e
iptU(x0)er(x0)tΨ(t) +
∫
R
∫ t
0
w(z)φ(τ)ρx0+z(p, t− τ)eipτU(x0)er(x0)τdτdz. (40)
Consequently, the standard Laplace-Fourier transform
technique is applicable to further simplify the concerned
equation. Conducting to Eq. (40) the Laplace transform
t→ s and the Fourier transform x0 → k, we get
ρk(p, s) =
Ψ˜
(
s− r (−i ∂∂k)− ipU (−i ∂∂k )) δ(k)
1− φ˜ (s− r (−i ∂∂k)− ipU (−i ∂∂k )) wˆ(k) .
(41)
Here we list three kinds of typical waiting time and
jump length distributions and write down the respective
backward equations in the continuum limit. We omit
the power-law waiting time distribution cases, since they
could be recovered when the exponential tempering ex-
ponents are set to zeros.
(a) Exponential waiting time and Gaussian jump
length distributions
Plugging φ˜(s) ∼ 1 − τs and wˆ(k) ∼ 1 − σ2k22 into Eq.
(41) and performing inverse Laplace-Fourier transform
give that
∂ρx0(p, t)
∂t
=
σ2
2τ
∂2ρx0(p, t)
∂x20
+ [r(x0) + ipU(x0)]ρx0(p, t).
(42)
(b) Tempered power-law waiting time and Gaussian
jump length distributions
With the substitution of φ˜(s) ∼ 1 − Γ(1−α)αCτ (s+ λ)α +
Γ(1−α)
αCτ
λα and wˆ(k) ∼ 1− σ2k22 into Eq. (41) and inverse
Laplace-Fourier transform, we obtain
∂ρx0(p, t)
∂t
=
αCτσ
2
2Γ(1− α)
(
∂
∂t
− r(x0)− ipU(x0)
)∫ t
0
H(t− τ ;x0)∂
2ρx0(p, τ)
∂x20
dτ + [r(x0) + ipU(x0)]ρx0(p, t), (43)
where H(t;x0) is defined by its Laplace transform H˜(s;x0) =
1
(s+λ−r(x0)−ipU(x0))α−λα . Equivalently,
∂ρx0(p, t)
∂t
=
αCτσ
2
2Γ(1− α)D
1−α,λ,x0
t
∂2ρx0(p, t)
∂x20
+[λαD1−α,λ,x0t −λ][ρx0(p, t)−eiptU(x0)er(x0)t]+ [r(x0)+ ipU(x0)]ρx0(p, t),
(44)
where the tempered fractional substantial derivative D1−α,λ,x0t is defined in the Laplace domain as
L{D1−α,λ,x0t ρx0(p, t)} = (s+ λ− r(x0)− ipU(x0))1−αρx0(p, s). And in the time domain,
D
1−α,λ,x0
t ρx0(p, t) =
1
Γ(α)
[
∂
∂t
+ λ− r(x0)− ipU(x0)
] ∫ t
0
e(t−τ)(r(x0)+ipU(x0)−λ)
(t− τ)1−α ρx0(p, τ)dτ, (45)
which is equivalent to
D
1−α,λ,x0
t ρx0(p, t) =
eiptU(x0)+r(x0)t−λt
Γ(α)
∂
∂t
∫ t
0
eλτ−ipτU(x0)−r(x0)τρx0(p, τ)
(t− τ)1−α dτ. (46)
(c) Tempered power-law waiting time and jump length distributions
Substituting φ˜(s) ∼ 1− Γ(1−α)αCτ (s+ λ)α +
Γ(1−α)
αCτ
λα and wˆ(k) ∼ 1− 2Γ(1−β)βCε (k2 + γ2)β/2 +
2Γ(1−β)
βCε
γβ into Eq. (41)
and doing Laplace-Fourier transform lead to
∂ρx0(p, t)
∂t
=
2αCτΓ(1 − β)
βCεΓ(1− α)
(
∂
∂t
− r(x0)− ipU(x0)
)∫ t
0
H(t−τ ;x0)(∇β,γx0 +γβ)ρx0(p, τ)dτ+[r(x0)+ipU(x0)]ρx0(p, t),
(47)
where the operator ∇β,γx0 is defined in the Fourier domain as F{∇β,γx0 ρx0(p, t)} = −(k2 + γ2)β/2ρk(p, t). Equivalently,
∂ρx0(p, t)
∂t
=
2αCτΓ(1− β)
βCεΓ(1− α) D
1−α,λ,x0
t (∇β,γx0 + γβ)ρx0(p, t) + [λαD1−α,λ,x0t − λ][ρx0(p, t)− eiptU(x0)er(x0)t]
+ [r(x0) + ipU(x0)]ρx0(p, t),
(48)
where the operator D1−α,λ,x0t is defined as Eq. (45) or Eq. (46).
IV. APPLICATIONS OF THE DERIVED
EQUATIONS
In this section, we present the distributions of specific
functionals of the paths of particles performing temporal
tempered anomalous dynamics with piecewise constant
9reaction rate. We analytically solve the corresponding
backward Feynman-Kac equations for obtaining the dis-
tributions, the moments, and other properties of inter-
est. As pointed out in [8], our analysis is mainly based
on the derived backward Feynman-Kac equations, since
here we are more concerned with the functional distri-
butions than the particles’ positions. From this perspec-
tive, backward equations are more convenient, although
the forward equations could lead to the same conclusions
with the extra integration over x step. In what follows,
we assume the reaction rate function r(x) satisfying
r(x) =
{
κ1, x > 0,
κ2, x < 0,
(49)
where κ1 and κ2 are negative constants. Here we confine
our analysis to negative reaction rates in order to model
the spontaneous evanescent process in which the parti-
cles are destroyed or removed at different constant rates
depending on their positions. As for the reproduction
process with positive reaction rates, one must specify the
rules regarding the waiting time of the newborn particles
[19, 23], which is a problem to be explored further.
A. Occupation time in half-space and its
fluctuations
Define the occupation time of a particle in the positive
half-space as T+ =
∫ t
0 U(x(τ))dτ , where U(x) = 1 for
x ≥ 0 and U(x) = 0 for x < 0. Since obviously T+ ≥ 0,
we rely on the Laplace transform T+ → p, instead of the
Fourier transform. In order to find the PDF of T+, we
consider the backward equation Eq. (43) (or Eq. (44)),
conduct Laplace transform t → s, and substitute the
assumed U(x0) and r(x0). Denote Kα =
αCτσ
2
2Γ(1−α) . Thus,
ρx0(p, s) =


Kα
(s+λ+p−κ1)α−λα
∂2ρx0 (p,s)
∂x20
+ 1
s+p−κ1
, x0 > 0;
Kα
(s+λ−κ2)α−λα
∂2ρx0 (p,s)
∂x20
+ 1
s−κ2
, x0 < 0.
(50)
Solving the equations in each half-space individually
and demanding ρx0(p, s) <∞ for |x0| → ∞, we have
ρx0(p, s) =


C1e
−x0
√
(s+λ+p−κ1)
α
−λα
Kα + 1s+p−κ1 , x0 > 0;
C2e
x0
√
(s+λ−κ2)
α
−λα
Kα + 1s−κ2 , x0 < 0.
(51)
To determine the constants C1 and C2, we require that
ρx0(p, s) and its first derivative
∂ρx0 (p,s)
∂x0
are continuous
at x0 = 0. Consequently, we have


C1 =
−(κ1−κ2−p)
√
(s+λ−κ2)α−λα
(s+p−κ1)(s−κ2)(
√
(s+λ+p−κ1)α−λα+
√
(s+λ−κ2)α−λα)
;
C2 =
(κ1−κ2−p)
√
(s+λ+p−κ1)α−λα
(s+p−κ1)(s−κ2)(
√
(s+λ+p−κ1)α−λα+
√
(s+λ−κ2)α−λα)
.
(52)
Suppose the particle starts from x0 = 0. Then
ρ0(p, s) =
(s− κ2)
√
(s+ λ+ p− κ1)α − λα + (s+ p− κ1)
√
(s+ λ− κ2)α − λα
(s+ p− κ1)(s− κ2)(
√
(s+ λ+ p− κ1)α − λα +
√
(s+ λ− κ2)α − λα)
, (53)
which describes the PDF of T+ in the Laplace domain
(T+ → p and t → s). When both κ1 and κ2 are set to
zeros in Eq. (53), the Eq. (47) in [8] is recovered, de-
scribing the distribution of T+ for tempered anomalous
motions without reactions. However, it seems difficult to
invert Eq. (53) analytically, even for the κ1 = κ2 = 0
case as reported in [8], while the occupation fraction
T+/t obeys Lamperti distribution for anomalous mo-
tions without exponential tempering (λ = 0) and re-
actions (κ1 = κ2 = 0) [20]. Specially, when α = 1,
ρ0(p, s) = (s − κ2)−1/2(s + p − κ1)−1/2, apparently dif-
ferent from the arcsine law of the occupation fraction for
Brownian motion [17, 24].
Furthermore, in order to evaluate the expectation and
fluctuation of the occupation time, we calculate the mo-
ments of T+ in the Laplace domain (t → s) from Eq.
(53) as follows:
〈T+〉s = −∂ρ0(p, s)
∂p
∣∣∣∣
p=0
=
√
(s+ λ− κ1)α − λα
(s− κ1)2(
√
(s+ λ− κ1)α − λα +
√
(s+ λ− κ2)α − λα)
+
α(κ2 − κ1)(s+ λ− κ1)α−1
√
(s+ λ− κ2)α − λα
2(s− κ1)(s− κ2)
√
(s+ λ− κ1)α − λα(
√
(s+ λ− κ1)α − λα +
√
(s+ λ− κ2)α − λα)2
.
(54)
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According to Eq. (54), when κ1 = κ2, 〈T+〉s = 12(s−κ1)2 ,
and correspondingly in the time domain 〈T+〉 = teκ1t2 ,
or 〈T+t 〉 = e
κ1t
2 . Here e
κ1t can be interpreted as the
survival probability. This result is further confirmed by
the simulation results in Figs. 1-2 and it is remarkably
different from the previous studies, for example [8, 25],
which presents 〈T+〉 = t2 , or 〈T
+
t 〉 = 12 for (tempered)
anomalous diffusion processes.
〈(T+)2〉s = ∂
2ρ0(p, s)
∂p2
∣∣∣∣
p=0
=
2
√
(s+ λ− κ1)α − λα
(s− κ1)3(
√
(s+ λ− κ1)α − λα +
√
(s+ λ− κ2)α − λα)
− α(s+ λ− κ1)
α−1√(s+ λ− κ2)α − λα
(s− κ1)2
√
(s+ λ− κ1)α − λα(
√
(s+ λ− κ1)α − λα +
√
(s+ λ− κ2)α − λα)2
+
α(κ2 − κ1)(s+ λ− κ1)α−2
√
(s+ λ− κ2)α − λα
[
B1(s)
√
(s+ λ− κ1)α − λα + B2(s)
√
(s+ λ− κ2)α − λα
]
4(s− κ1)(s− κ2)
[√
(s+ λ− κ1)α − λα(
√
(s+ λ− κ1)α − λα +
√
(s+ λ− κ2)α − λα)
]3 ,
(55)
where B1(s) = 2(α − 1)λα + (2 + α)(s + λ − κ1)α and
B2(s) = 2(α− 1)λα + (2−α)(s+ λ− κ1)α. Substitution
of κ1 = κ2 = 0 into Eq. (55) gives the following special
case of our derivation
〈(T+)2〉s = 1
s3
− α(s+ λ)
α−1
4s2[(s+ λ)α−1 − λα] , (56)
which is exactly in agreement with the previous work
(Eq. (54) in [8]).
Particularly, assume κ1 = κ2, we obtain from Eq. (55)
that
〈(T+)2〉s = 1
(s− κ1)3 −
α(s+ λ− κ1)α−1
4(s− κ1)2[(s+ λ− κ1)α − λα] ,
(57)
and inversely in the time domain,
〈(T+)2〉 = t
2eκ1t
2
− αe
κ1t
4
∫ t
0
(t− τ)e−λτEα,1(λατα)dτ.
(58)
As t → 0, namely s → ∞, both λ and κ1 can be ig-
nored in Eq. (57). Thus, 〈(T+)2〉 ∼ 4−α8 t2, which is the
expected result [8] since initially tempering and reaction
terms have negligible influence on the process.
B. First passage time
The time Tf when a particle starting at x0 = −b (b >
0) passes x = 0 for the first time is called the first passage
time [26]. According to [8, 27], the relationship between
the distribution of Tf and the PDF of the occupation
time in half-space T+ (in the Laplace domain T+ → p)
satisfies
Pr{Tf > t} = lim
p→∞
ρ−b(p, t). (59)
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FIG. 1: 〈T+〉 simulated from 106 trajectories when κ1 = κ2 =
−0.01, α = 0.5 and σ = 1. The solid (black) line is the derived
theoretical evolution of 〈T+〉, namely te
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FIG. 2: 〈T+〉 simulated from 106 trajectories when κ1 = κ2 =
−0.005, α = 0.5 and σ = 1. The solid (black) line is the
derived theoretical evolution of 〈T+〉, namely te
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Denote the PDF of Tf as f(t), which satisfies f(t) =
− ∂∂t limp→∞ ρ−b(p, t) from Eq. (59). According to Eqs.
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FIG. 3: PDF f(t) of the first passage time Tf (red) solid
line simulated from 105 trajectories when κ2 = −0.01, b = 5,
α = 0.5, λ = 0 and σ = 1. The dashed lines are t−1.25 (blue)
for short but not too short time and 0.01e−0.01t (black) for
large time scales, respectively. Note that this empirical f(t)
decays to zero very fast as t → 0, which coincides with the
theoretical conclusion Eq. (61).
(51) and (52),
lim
p→∞
ρ−b(p, s) =
1
s− κ2
(
1− e−b
√
(s+λ−κ2)
α
−λα
Kα
)
.
(60)
Hence, in the Laplace domain t→ s, we have
f˜(s) =
−κ2
s− κ2 +
s
s− κ2 e
−b
√
(s+λ−κ2)
α
−λα
Kα . (61)
When t → 0, corresponding to s → ∞, we have f˜(s) ∼
exp
(
− b√
Kα
s
α
2
)
from Eq. (61), which is equivalent to
the one-sided Le´vy law in the time domain. Further-
more, we obtain f˜(s) ∼ −κ2s−κ2 as s → 0 and equivalently
f(t) ∼ −κ2eκ2t as t → ∞. Consequently, we assert that
f(t) decays very fast to zero when t → 0, behaves as
t−1−α/2 for short but not too short time scales and finally
decays to zero according to the exponential law −κ2eκ2t
for adequately large time scales. This conclusion is fur-
ther confirmed by simulations presented in Figs. 3 and
4. Note that the exponential law is distinct from the cel-
ebrated t−1.5 decay law [8, 26], due to the influence of
additional reaction terms.
C. Occupation time in half-interval
In this subsection, we suppose that the particle motion
is restricted to the interval (−L,L) with the absorbing
or reflecting boundaries. The occupation time T+a or T
+
r
(corresponding to the absorbing or reflecting boundary
conditions, respectively) in the positive half-interval is
defined as T+a = T
+
r =
∫ t
0
U [x(τ)]dτ , where U(x) = 1 for
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FIG. 4: PDF f(t) of the first passage time Tf (red) solid line
simulated from 5 ∗ 104 trajectories when κ2 = −0.01, b = 5,
α = 0.5, λ = 0.5 and σ = 1. The dashed lines are t−1.25 (blue)
for short but not too short time and 0.01e−0.01t (black) for
large time scales, respectively. Note that this empirical f(t)
also decays to zero very fast as t → 0, which coincides with
the theoretical conclusion Eq. (61).
0 ≤ x < L and U(x) = 0 for −L < x < 0. Thus, we have
ρx0(p, s) =

Kα
(s+λ+p−κ1)α−λα
∂2ρx0 (p,s)
∂x20
+ 1s+p−κ1 , 0 < x0 < L;
Kα
(s+λ−κ2)α−λα
∂2ρx0(p,s)
∂x20
+ 1s−κ2 , −L < x0 < 0.
(62)
(a) Absorbing boundary conditions
Solving Eq. (62) in each interval, respectively, we ob-
tain
ρx0(p, s) =


C1e
x0
√
(s+λ+p−κ1)
α
−λα
Kα + C2e
−x0
√
(s+λ+p−κ1)
α
−λα
Kα + 1s+p−κ1 , 0 < x0 < L;
C3e
x0
√
(s+λ−κ2)
α
−λα
Kα + C4e
−x0
√
(s+λ−κ2)
α
−λα
Kα + 1s−κ2 , −L < x0 < 0.
(63)
With the absorbing boundary condition ρx0(p, s)|x0=±L=0 and the continuity of ρx0(p, s) and its first derivative at
12
x0 = 0, we have


2C1 = [1 + E(p, s)]C3 + [1− E(p, s)]C4 + 1s−κ2 − 1s+p−κ1 ,
2C2 = [1− E(p, s)]C3 + [1 + E(p, s)]C4 + 1s−κ2 − 1s+p−κ1 ,
C3 =
1
s−κ2
[(1−eLE2(s)) coshLE1(p,s)−E(p,s) sinhLE1(p,s)]− 1s+p−κ1 e
LE2(s)[1−coshLE1(p,s)]
[1+E(p,s)] sinh[LE1(p,s)+LE2(s)]+[1−E(p,s)] sinh[−LE1(p,s)+LE2(s)] ,
C4 =
1
s−κ2
[(−1+e−LE2(s)) coshLE1(p,s)−E(p,s) sinhLE1(p,s)]+ 1s+p−κ1 e
−LE2(s)[1−coshLE1(p,s)]
[1+E(p,s)] sinh[LE1(p,s)+LE2(s)]+[1−E(p,s)] sinh[−LE1(p,s)+LE2(s)] ,
(64)
where we denote for simplicity E1(p, s) =
√
(s+λ+p−κ1)α−λα
Kα
, E2(s) =
√
(s+λ−κ2)α−λα
Kα
and E(p, s) = E2(s)E1(p,s) . Suppose
the particle departs at x = 0. Then
ρ0(p, s) =
1
s−κ2
[
−1− E(p, s) tanhLE1(p,s)sinhLE2(s)
]
− 1s+p−κ1
[
1
coshLE1(p,s)
− 1
]
1 + E(p, s) tanhLE1(p,s)tanhLE2(s)
+
1
s− κ2 . (65)
(b) Reflecting boundary conditions
Solving Eq. (62) with
∂ρx0(p,s)
∂x0
|x0=±L = 0 gives
ρx0(p, s) =

C1 cosh
[
(L− x0)
√
(s+λ+p−κ1)α−λα
Kα
]
+ 1
s+p−κ1
, x0 > 0;
C2 cosh
[
(L+ x0)
√
(s+λ−κ2)α−λα
Kα
]
+ 1
s−κ2
, x0 < 0.
(66)
Similarly, in order to determine the constants C1 and
C2, we assume the continuity of ρx0(p, s) and its first
derivative at x0 = 0 in Eq. (66). Hence,{
C1 = −F (p, s)C2,
C2 =
1
F (p,s) cosh[LE1(p,s)]+cosh[LE2(s)]
· κ1−κ2−p(s+p−κ1)(s−κ2) .
(67)
where we denote F (p, s) = E2(s) sinh[LE2(s)]E1(p,s) sinh[LE1(p,s)] for sim-
plicity. If the particle starts from x0 = 0, then
ρ0(p, s) =
E1(p, s) tanhLE1(p, s)
(s+ p− κ1)[tanhLE1(p, s) + tanhLE2(s)]
+
E2(s) tanhLE2(s)
(s− κ2)[tanhLE1(p, s) + tanhLE2(s)]
.
(68)
Especially, when λ = κ1 = κ2 = 0, we recover
ρ0(p, s) =
(s+ p)
α
2−1 tanhL
√
(s+p)α
Kα
+ s
α
2−1 tanhL
√
sα
Kα
(s+ p)
α
2 tanhL
√
(s+p)α
Kα
+ s
α
2 tanhL
√
sα
Kα
,
(69)
which was previously derived in [21] using the similar
method.
V. SUMMARY
The functional distributions of the trajectories of dif-
fusion processes have been well developed, including the
ones for normal and anomalous diffusions. Chemical re-
action is another important process that results in the
transformation of chemical substances. What happens
for the functional distribution if we have both reaction
and diffusion? This paper is answering this question.
The previous ideas of deriving the governing equations for
the functional distributions of pure (normal/anomalous)
diffusion processes do not work for the general reaction
diffusion processes. We provide a theoretical framework
of deriving the governing equations for the functional dis-
tributions of the trajectories of the stochastic processes
with both reaction and diffusion.
It is well known that the net effect of normal diffusion
and chemical reaction processes is just the sum of the in-
dividual rates of change. However, the net effect becomes
complicated for the two processes: anomalous diffusion
and chemical reaction. What about the functional dis-
tributions of the net effect of the diffusion and reaction
processes? We show that for any type of diffusion, if
the reactional rate is a constant or only time dependent
r(t), then the functional distribution of the diffusion and
reaction processes is the one of pure diffusion process
multiplied by e
∫
t
0
r(u)du. For the case with general re-
action rates, we derive a series of specific Feynman-Kac
equations with various diffusion types.
Several functional distributions of interest are inves-
tigated by means of analytically solving the derived
backward Feynman-Kac equations, including the occupa-
tion time in half-space, the first-passage time to a fixed
boundary and the occupation time in half-interval with
absorbing or reflecting boundary conditions. Compared
with the previous work, we are more concerned with the
influence of the reaction terms to the temporal-tempered
anomalous dynamics and validate some new theoretical
conclusions by simulations. It is first found that the mean
occupation time in half-space of the reaction diffusion
process obeys the te
κ1t
2 law, where κ1 is the assumed re-
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action rate in the whole space. The PDF of the first
passage time to the fixed boundary x = 0 starting from
x = −b has the asymptotic form −κ2eκ2t as t→∞, and
κ2 is the prescribed reaction rate in the negative half-
space.
The coming research topics that need to explore should
include functional distributions of particle creation pro-
cesses, the first-passage time to a moving boundary, re-
action diffusion dynamics under the influence of exter-
nal potentials and the corresponding functional distribu-
tions.
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APPENDIX
A. Taylor expansion of the first term on the RHS of Eq. (15)
We express the second order Taylor expansion of the first term on the RHS of Eq. (15) for small z as follows:
∫
R
∫ t
0
K(t− τ)ρ(x − z, p, τ)eip
∫
t
τ
U(x−z,t′)dt′e
∫
t
τ
r(ρ(x−z,u))duw(z)dτdz
≈
∫
R
∫ t
0
K(t− τ)ρ(x, p, τ)eip
∫
t
τ
U(x,t′)dt′e
∫
t
τ
r(ρ(x,u))duw(z)dτdz
−
∫
R
∫ t
0
K(t− τ) ∂
∂x
[
ρ(x, p, τ)eip
∫
t
τ
U(x,t′)dt′e
∫
t
τ
r(ρ(x,u))du
]
zw(z)dτdz
+
1
2
∫
R
∫ t
0
K(t− τ) ∂
2
∂x2
[
ρ(x, p, τ)eip
∫
t
τ
U(x,t′)dt′e
∫
t
τ
r(ρ(x,u))du
]
z2w(z)dτdz
=
∫ t
0
K(t− τ)ρ(x, p, τ)eip
∫
t
τ
U(x,t′)dt′e
∫
t
τ
r(ρ(x,u))dudτ
+
σ2
2
∂2
∂x2
∫ t
0
K(t− τ)ρ(x, p, τ)eip
∫
t
τ
U(x,t′)dt′e
∫
t
τ
r(ρ(x,u))dudτ,
(A1)
since we have the assumptions
∫
R
w(z)dz = 1,
∫
R
zw(z)dz = 0 and
∫
R
z2w(z)dz = σ2.
B. Asymptotic forms of the Laplace transforms of
(tempered) power-law waiting time PDF
In the first place, consider the power-law waiting time
PDF φ(t) = αταt−1−α1[τ,+∞)(t) with 0 < α < 1, which
obviously satisfies the normalization
∫ +∞
0
φ(t)dt = 1.
According to the formula
∫ +∞
0
(eiky − 1)αy−1−αdy =
−Γ(1− α)(−ik)α for 0 < α < 1 in [28], we have
φ˜(s) =
∫ +∞
0
e−stφ(t)dt =
∫ +∞
τ
e−stαταt−1−αdt
=
∫ +∞
τ
αταt−1−αdt+
∫ +∞
τ
[e−st − 1]αταt−1−αdt
= 1− ταΓ(1− α)sα −
∫ τ
0
[e−st − 1]αταt−1−αdt
= 1− ταΓ(1− α)sα +O(s).
(A2)
Usually, O(s) is omitted in practice since we are mainly
attentive to the long-time asymptotic behaviour of φ(t),
which corresponds to φ˜(s) in the limit of s→ 0.
Next, we proceed to calculate the Laplace trans-
form of the tempered power-law PDF φ(t) =
C−1τ e
−λtt−1−α1[τ,+∞)(t) (0 < α < 1 and Cτ is the nor-
malization factor) as follows:
φ˜(s) =
∫ +∞
τ
(e−st − 1 + 1)C−1τ e−λtt−1−αdt
= 1 +
∫ +∞
τ
(e−(s+λ)t − 1)C−1τ t−1−αdt
−
∫ +∞
τ
(e−λt − 1)C−1τ t−1−αdt
= 1− Γ(1− α)
αCτ
[(s+ λ)α − λα]
+
∫ τ
0
(e−λt − e−(s+λ)t)C−1τ t−1−αdt
= 1− Γ(1− α)
αCτ
[(s+ λ)α − λα] +O(s).
(A3)
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C. Asymptotic forms of the Fourier transform of tempered power-law jump length PDF
As for the tempered power-law distribution w(x) = C−1ε e
−γ|x||x|−1−β1[ε,+∞)(|x|) with 0 < β < 2 and the normal-
ization factor Cε, we calculate its Fourier transform wˆ(k) =
∫ +∞
−∞ e
ikxw(x)dx from two aspects. First of all, when
0 < β < 1, we have
wˆ(k) = 1 +
∫ +∞
ε
(eikx − 1)C−1ε e−γxx−1−βdx+
∫ −ε
−∞
(eikx − 1)C−1ε e−γ|x||x|−1−βdx
= 1 +
∫ +∞
0
(e(ik−γ)x − 1)C−1ε x−1−βdx+
∫ +∞
0
(e−(ik+γ)y − 1)C−1ε y−1−βdy − 2
∫ +∞
0
(e−γx − 1)C−1ε x−1−βdx
+
∫ ε
0
(e−γx − e(ik−γ)x)C−1ε x−1−βdx+
∫ ε
0
(e−γy − e−(ik+γ)y)C−1ε y−1−βdy
= 1− Γ(1− β)
βCε
(γ − ik)β − Γ(1− β)
βCε
(γ + ik)β +
2Γ(1− β)
βCε
γβ +O(k)
= 1− 2Γ(1− β) cos θβ
βCε
(k2 + γ2)β/2 +
2Γ(1− β)
βCε
γβ +O(k),
(A4)
where θ = arg(γ + ik) = arctan(k/γ). Thus, as k → 0, cos θβ → 1. Secondly, when 1 < β < 2, we have
wˆ(k) = 1 +
∫ +∞
−∞
ikxw(x)dx +
∫ +∞
ε
(eikx − ikx− 1)C−1ε e−γxx−1−βdx+
∫ −ε
−∞
(eikx − ikx− 1)C−1ε e−γ|x||x|−1−βdx
= 1 +
∫ +∞
0
(e(ik−γ)x − (ik − γ)x− 1)C−1ε x−1−βdx+
∫ +∞
0
(e−(ik+γ)y + (ik + γ)y − 1)C−1ε y−1−βdy
− 2
∫ +∞
0
(e−γx + γx− 1)C−1ε x−1−βdx +
∫ ε
0
(2e−γx − e(ik−γ)x − e−(ik+γ)x)C−1ε x−1−βdx
= 1 +
Γ(2− β)
β(β − 1)Cε (γ − ik)
β +
Γ(2− β)
β(β − 1)Cε (γ + ik)
β − 2Γ(2− β)
β(β − 1)Cε γ
β +O(k2)
= 1− 2Γ(1− β) cos θβ
βCε
(k2 + γ2)β/2 +
2Γ(1− β)
βCε
γβ +O(k2),
(A5)
according to the recurrence relation Γ(1− β) = Γ(2−β)1−β .
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