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V delu se osredotočamo na podatkovne zbirke z anomalijami, ki se uporabljajo za
učenje in testiranje nevronskih mrež ali drugih metod strojnega učenja. V takih
bazah so podatki razdeljeni v kategoriji normalnih in abnormalnih podatkov. V
1. kategorijo spadajo vsi podatki, za katere imamo na voljo dovolj znanja, znamo
jih modelirati in predstavljajo večinski del baze. Pridobivanje teh podatkov je
v primerjavi z anomalijami enostavno. V kategorijo abnormalnih podatkov pa
sodijo anomalije - podatki, o katerih imamo pomanjkljivo znanje, pojavljajo se
redko, pogosto vseh oblik anomalij niti ne poznamo. Zato se v teh primerih
uporabljajo generativne nevronske mreže, ki za učenje uporabljajo samo navadne
podatke. Zaradi težav pri definiranju abnormalnosti in pridobivanju takih po-
datkov, je število kakovostnih zbirk z anomalijami veliko manjše od podatkovnih
zbirk, kjer so posamezne kategorije podatkov enakomerno zastopane.
V tem delu smo tako pripravili novo podatkovno zbirko, ki je izrazito neurav-
notežena, abnormalnih podatkov je v primerjavi z normalnimi podatki izjemno
malo. Bazo sestavljajo majhne slike zemeljskega površja, ki smo jih dobili iz sa-
telitskih slik, kot anomalije pa so določene slike letal. Pozicije letal na slikah smo
dobili s polavtomatsko metodo označevanja, pomagali smo si z ADS-B podatki.
Na koncu smo pridobljeno bazo uporabili za testiranje generativne nevronske
mreže GANomaly, ki je namenjena detekciji anomalij. Zanimalo nas je, kako
razmerje navadnih in abnormalnih podatkov vpliva na rezultate.
Ključne besede: anomalija, podatkovna zbirka, računalniški vid, detekcija ano-




The focus of this work are anomalous datasets used for training and evaluation
of neural networks or other machine learning algorithms. Data in an anomalous
dataset can be categorized into normal and abnormal data. The first category
represents the majority of the dataset and includes all data that is well defined,
can be modeled well and is also easy to acquire compared to abnormal data. On
the other hand we have limited knowledge about the data in the second category
which contains anomalous data, with many types of anomalies not being known
in advance. For these reasons we use generative neural networks on such tasks
and train them using only normal data. Due to many difficulties in defining and
acquiring anomalous data, relatively few datasets exist in the literature compared
to datasets where all categories of data are well defined and represented equally.
In this thesis we created a dataset that is extremely imbalanced, containing
much less abnormal data then normal data. The dataset consists of small patches
of satellite images, with images of planes being labeled as anomalies. The process
of labeling data was semi-supervised and we used ADS-B data to get airplane
positions in the satellite images.
In the end we used the new dataset to evaluate a generative neural network
GANomaly, which was presented for the purpose of anomaly detection, and exam-
ined how different ratio of normal and abnormal examples affects the performance
of the network.
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3.2 Obliki Mode S signala . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Shema delovanja sistema ADS-B . . . . . . . . . . . . . . . . . . . 24
3.4 Primer prenosnega sprejemnika ADS-B signalov . . . . . . . . . . 26
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GANomaly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
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V pričujočem zaključnem delu so uporabljene naslednje veličine in simboli:
Tabela 1: Veličine in simboli
Veličina / oznaka Enota
Ime Simbol Ime Simbol
frekvenca - megahertz MHz
zemljepisna širina lat stopinja °
zemljepisna dolžina lon stopinja °
čas - mikrosekunda µs
Pri čimer so vektorji in matrike zapisani s poudarjeno pisavo. Natančnejši po-
men simbolov ter njihovih indeksov je razviden iz ustreznih slik ali pa je pojasnjen
v spremljajočem besedilu, kjer je simbol uporabljen.
xix
xx Seznam uporabljenih simbolov
Seznam uporabljenih kratic
V pričujočem zaključnem delu so pogosto uporabljene sledeče kratice in oznake:
Tabela 2: Kratice in oznake
Kratica / oznaka Pomen
ADS-B Automatic dependent surveillance – broadcast
GNSS Global navigation satellite system





TPR True positive rate
FPR False positive rate
TNR True negative rate
FNR False negative rate
ROC Receiver operating characteristic
AUC Area under curve
EER Equal error rate
Natančnejši pomen kratic in oznak je razviden iz ustreznih slik ali pa je po-
jasnjen v spremljajočem besedilu, kjer je simbol uporabljen.
xxi
xxii Seznam uporabljenih kratic
1 Uvod
1.1 Računalniški vid
Računalniški ali strojni vid je pomemben del elektrotehnike, predvsem na po-
dročju avtomatike. Zajema področje obdelave najrazličnejših slik z namenom
pridobitve določenih informacij. Postopki obdelave so lahko zelo različni, pri mno-
gih pa gre za posnemanje delovanja človeškega vida, od tod tudi ime računalniški
oziroma strojni vid. Pojem strojni vid se večinoma uporablja v okoljih, ki so
nadzorovana, kot so na primer proizvodne linije ali laboratoriji, kjer lahko sami
nadzorujemo dejavnike, ki bistveno vplivajo na rezultate – osvetlitev, izbira sve-
til in okolja, oddaljenost kamere in podobno. Ker imamo nadzor nad okoljem,
kjer je strojni vid apliciran, se lahko uporabljajo metode, ki so bolj specifične in
imajo več različnih parametrov, ki jih določimo na začetku in se nato več ne spre-
minjajo. Velikokrat v takih okoljih zadostujejo že enostavne metode. Na drugi
strani se pojem računalniški vid uporablja v manj nadzorovanih ali nenadzorova-
nih območjih - na prostem, kjer imamo manjši vpliv predvsem na osvetlitev, ki je
ključnega pomena za dobro delovanje algoritmov. Zato se v takšnih okoljih upo-
rabljajo bolj kompleksne metode, ki so robustnejše, pogosto tudi parametri niso
fiksni, pač pa se določajo med samim delovanjem in se tako prilagajajo glede na
parametre iz okolja. Tipično se računalniški vid uporablja v povezavi s kamerami
na prostem, v aplikacijah kot so na primer video nadzorni sistemi za detekcijo
ali sledenje ljudi in drugih objektov ali pa v zadnjem času vse bolj popularnih
avtonomnih vozilih.
Pri uporabi strojnega ali računalniškega vida se srečujemo z različnimi na-




• razpoznavanje (razvrščanje, klasifikacija),
• lokalizacija in
• detekcija
Najlažja naloga od teh je razpoznavanje, saj imamo že vnaprej znanih nekaj in-
formacij: vemo, da na sliki je objekt, ter da pripada enemu od razredov, prav
tako pa imamo že podano pozicijo objekta. Pri reševanju te naloge si pogosto po-
magamo z določanjem značilk za področje, ki ga obsega objekt. Potem s pomočjo
teh značilk razvrstimo objekt v enega od razredov. Najlažji primer razvrščanja je
binarni problem, ko objekte razvrščamo v 2 razreda. V tem primeru ponavadi za
določanje kvalitete razvrščanja uporabljamo naslednje številke: pravilno sprejeti
primeri (TP), pravilno zavrnjeni primeri (TN), nepravilno sprejeti primeri (FP)
in nepravilno zavrnjeni primeri (FN), dodatno pa uporabljamo še različne mere
izpeljane iz teh številk. V primeru večrazrednega razvrščanja pa navadno upora-
bljamo tako imenovano matriko razvrščanja (konfuzijsko matriko), kjer imamo po
stolpcih prave razrede, po vrsticah pa v kateri razred so bili razvrščeni. Idealna
matrika razvrščanja ima po diagonalah vrednost 1, izven diagonal pa 0 (posame-
zni elementi predstavljajo razmerja).
Lokalizacija je že nekoliko težji primer, saj nimamo znane pozicije objekta,
vemo pa, da objekt je na sliki. Pogosto se v teh primerih uporablja metoda
drsečega okna, ki pa je zelo počasna. Zaradi neznane skale se metoda lahko izvede
v več iteracijah z različnimi skalami. Kvaliteto lokalizacije lahko določimo na več
načinov, na primer z določanjem razlike med dejanskim in dobljenim središčem,
varianco te razlike ali pa z razmerjem prave in dobljene površine, ki jo zavzema
objekt.
Najtežja naloga je detekcija, kjer nimamo nobenih informacij. Najprej je torej
potrebno določiti, če je objekt sploh na sliki, nato pa še njegovo pozicijo in razred.
Poleg že omenjenih metod vrednotenja tu uporabljamo še število detektiranih
objektov proti dejanskemu številu objektov na sliki.
Glede na težavnost in za katero od navedenih nalog gre, se uporabljajo različno
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kompleksne metode, kot so iskanje premic ali drugih krivulj, upragovljanje, mor-
fološke operacije, uporaba različnih deskriptorjev, histogramov, uporaba drsečih
oken in podobno. V zadnjih letih so z večanjem računalniških zmogljivosti vse
večjo veljavo in uporabo dobile tudi nevronske mreže, ki se uporabljajo večinsko
na področjih računalniškega vida, saj se zaradi velikega števila parametrov lahko
uporabljajo za reševanje kompleksnejših problemov.
Vsaka metoda, od najenostavnejših do bolj kompleksnih, ima določeno število
parametrov, ki jih je pred uporabo metode potrebno določiti. Za določitev potre-
bujemo učne in testne podatke, ki v čim večji meri odražajo podatke, ki se bodo
uporabljali v realnem okolju. Potrebujemo torej podatkovno zbirko, na podlagi
katere določimo model, ki ga nato uporabimo v realnem okolju.
1.2 Podatkovne zbirke
Podatkovna zbirka je urejena množica podatkov – signalov, značilk, slik. Vsak
podatek vsebuje tudi metapodatke – prave vrednosti (ang. ground truth). V
primeru slik so to število objektov in njihove pozicije na sliki ter razred objekta.
Gradnja podatkovne zbirke lahko traja kar precej časa in je odvisna od področja,
za katerega jo gradimo. Podatke lahko pridobivamo z aplikacijami postavljenimi
samo za te namene – na primer s snemanjem slik, govornih signalov in podobno,
včasih je pridobivanje možno tudi s pomočjo spleta.
Pridobivanje podatkov je prvi del gradnje zbirke, sledi še označevanje. To
je pogosto ročno ali polavtomatsko, redkeje avtomatsko. Pri polavtomatskem
označevanju gre za kombinacijo ročnega in avtomatskega dela - najprej podatke
obdelamo z neko metodo, nato pa dobljene rezultate dopolnimo oziroma pregle-
damo in popravimo morebitne napake. Zaradi razvoja novih metod in vedno
večjih računalniških zmogljivosti je vse več metod polavtomatskih. Avtomatskih
metod je še vedno dokaj malo.
Kvaliteta in velikost podatkovne zbirke sta tudi neposredno povezani s končno
kvaliteto razvite metode, zato raziskovalci gradnji podatkovne zbirke namenjajo
veliko časa. Tu so seveda v prednosti velika globalna podjetja (predvsem na
področju umetne inteligence in uporabe nevronskih mrež), saj imajo dostop do
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ogromnih količin podatkov in velike računalniške zmogljivosti, s katerimi manjše
raziskovalne ustanove in samostojni raziskovalci težko tekmujejo. Nenazadnje
imajo tudi precej večje človeške kapacitete za ročno označevanje podatkov. Zato
ne preseneča, da ravno ta podjetja pogosto dosegajo najboljše rezultate za do-
ločeno nalogo.
Odvisno od zahtevnosti metode, ki jo uporabljamo, potrebujemo različno ve-
like podatkovne zbirke. Za preprostejše metode včasih zadostuje že nekaj deset
slik, medtem ko pri kompleksnejših lahko potrebujemo tudi več milijonov slik. Ve-
like podatkovne zbirke zahtevajo predvsem nevronske mreže, ki imajo ogromno
parametrov, ki jih določimo z učnim delom zbirke.
Na spletu obstaja veliko prosto dostopnih zbirk, ki so namenjene za različne





• LFW (Labeled Faces in the Wild)
Na sliki 1.1 so prikazani primeri slik iz zbirk CIFAR-10 in MNIST.
Kakovost podatkovne zbirke (pravilno označevanje in uravnoteženost) je zelo
pomembna, saj lahko drugače pri vrednotenju metod pridemo do napačnih za-
ključkov. Ponavadi so baze enakomerno zastopane s slikami, število slik posame-
znih kategorij za razvrščanje je primerljivo. Pomembno je, da so podatki čim bolj
nepristranski. Če imamo na primer v testnem setu 90 slik ene kategorije in 10 slik
druge, imamo lahko z razvrščanjem, ki za vsako sliko določi, da je objekt prve
kategorije, 90 % pravilno razvrščanje, kar si lahko razlagamo, kot dober rezultat.
Seveda bi v realnem okolju, ob predpostavki, da sta oba objekta enakomerno za-
stopana, imel tak razvrščevalnik 50 % uspešnost. Drug primer lahko najdemo pri
lokalizaciji, ko objekt zaseda večinski del slike. V tem primeru seveda ne zgrešimo
veliko, če središče vedno določimo na sredini slike.
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(a) CIFAR-10 (b) MNIST
Slika 1.1: Primer slik iz zbirk CIFAR-10 in MNIST
V določenih primerih uravnotežena baza ni mogoča, ker imamo podatkov za
določen razred, objekt ali dogodek precej manj kot ostalih. V takih primerih
so potrebne tudi specifične metode. Če nalogo pravilno zastavimo, lahko del
podatkov označimo kot anomalije.
1.3 Anomalije
Slovar slovenskega knjižnega jezika definira anomalijo kot odstopanje, odstop od
pravil, nepravilnost, izjemnost. V tem smislu lahko podatke razdelimo na nava-
dne, pogosto prisotne, ki jih lahko pridobimo brez večjih težav, in na podatke, ki
predstavljajo anomalijo, odstopanje, to so podatki, ki se pojavijo redko in jih je
težje pridobiti. Za dobro določeno in sestavljeno podatkovno bazo je ključnega
pomena določitev, kaj je anomalija v danem primeru. V industrijskem okolju so
to lahko napake na izdelkih – praske, razpoke, obkrušeni izdelki, izdelki nepravil-
nih oblik in podobno. Drugi primeri so pregledi rentgenskih slik na letališčih, kjer
so anomalije nedovoljeni izdelki (v tem primeru je še posebej težko določiti, kaj
vse je anomalija) ali medicinske slike ljudi, kjer je anomalija bolezensko stanje.
V vseh teh primerih gre za zelo neuravnotežene podatke, saj je večina podatkov
normalnih, anomalije pa se pojavijo redko. Pridobivanje takih podatkov je lahko
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težavno, zato se pogosto za učenje in testiranje metod uporabijo kar navadne
(uravnotežene) podatkovne zbirke. Pri takem pristopu je potrebna previdnost,
saj lahko hitro pridemo do napačnih zaključkov, pomembna pa je tudi izbira
metode za vrednotenje delovanja algoritma.
1.4 Opis naloge
Cilj naloge je bil sestaviti zelo pristransko podatkovno zbirko slik z anomalijami.
Odločili smo se, da za izgradnjo podatkovne baze uporabimo satelitske slike ze-
meljskega površja. Če pogledamo tipično satelitsko sliko, lahko na njej na jasen
dan vidimo polja, travnike, mesta, vasi, reke, jezera, morje, gozd, gore, ceste. Po-
leg tega so v zraku tudi letala. Glede na površino zemlje letala, ki so v določenem
trenutku v zraku, zavzemajo le majhen delež. V tem smislu lahko rečemo, da so
letala anomalija, ki se pojavi le redko. Zato je bil cilj tega dela, da zgradimo bazo
s pozicijami oziroma slikami letal, ki predstavljajo abnormalne podatke, preostali
del satelitske slike pa lahko uporabimo za normalne podatke.
Za določanje pozicij letal sta bili uporabljeni 2 obstoječi zbirki podatkov –
satelitske slike s spletenega mesta Planet.com in baza zgodovinskih podatkov s
pozicijami letal, pridobljenimi s sistemom ADS-B. S kombinacijo teh baz smo
lahko pridobili slike letal, ki predstavljajo anomalije v primerjavi z ostalim de-
lom satelitske slike. Cilj naloge je bil zbrati pozicije 100 letal, iz katerih smo
nato lahko sestavili podatkovno bazo z večinsko normalnimi podatki in podatki,
ki predstavljajo anomalije. S to podatkovno zbirko je bila nato preizkušena še
nevronska mreža GANomaly, ki se uporablja za detekcijo anomalij.
2 Pregled področja
2.1 Podatkovne zbirke z anomalijami
Na področju računalniškega vida je malo podatkovnih zbirk namenjenih nepo-
sredno za detekcijo anomalij. Anomalije so že po definiciji redek pojav, zato je
zajemanje takih podatkov časovno zamudno in pogosto tudi težavno. Poleg tega
je problematična tudi sama definicija anomalije v konkretnih primerih, pogosto
je potrebno domensko znanje strokovnjakov s posameznega področja. Za na-
men zbiranja abnormalnih podatkov je potrebno vnaprej jasno določiti, kaj vse
predstavlja anomalijo za dani primer. Pogosto je potrebno tudi sodelovanje stro-
kovnjakov z danega področja pri samem procesu označevanja podatkov. Zaradi
vseh naštetih razlogov ne preseneča, da se podjetja ali raziskovalci ne odločijo za
deljenje tako pridobljenih podatkovnih zbirk, saj predstavljajo tudi veliko kon-
kurenčno prednost.
Zaradi nedostopnosti kakovostnih podatkovnih baz z anomalijami se razisko-
valci pri razvoju in testiranju novih metod za detekcijo anomalij pogosto odločijo
za drugačne pristope in uporabo bližnjic. Eden najpogostejših pristopov je upo-
raba podatkovnih zbirk, ki so sicer namenjene za klasifikacijo, kot sta na primer
CIFAR-10 in MNIST. Pri takem pristopu si eno ali več kategorij izberejo za ab-
normalno, ostale kategorije pa so določene kot normalne. Drugi možni pristop je
umetno ustvarjanje abnormalnih podatkov, na primer z dodajanjem šuma nor-
malnim podatkom.
V nadaljevanju je predstavljenih nekaj primerov podatkovnih zbirk, ki so na-
menjene za detekcijo anomalij in imajo podatke jasno označene.
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UCSD Anomaly Detection Dataset. Podatke so pripravili raziskovalci z
Univerze v Kaliforniji. Raziskovali so področje detekcije anomalij na področjih
z veliko gostoto ljudi [1]. Konkretno so za primer vzeli sprehajalno pot name-
njeno pešcem. Normalna slika, zajeta v takšnem okolju, vsebuje sprehajalno pot
in pešce ter pripadajočo okolico (trava, drevesa). Za anomalijo so določili vse
premike, ki jih ne opravijo pešci – prehod kolesarjev, manjših vozičkov, ljudi na
rolkah in podobno. Pripravili so posnetke dveh prizorov – premik pešcev proti in
stran od kamere in premik vzporedno s kamero. Za snemanje so uporabili stacio-
narno kamero. Pripravili so 2 zbirki podatkov, ki so ju poimenovali Ped1 in Ped2.
Vsako sliko na posnetku so ročno pregledali in označili morebitne anomalije. Prva
zbirka vsebuje 34 posnetkov v učni množici in 36 v testni, druga pa 14 posnetkov
v testni in 16 v učni množici. V obeh testnih množicah je skupaj približno 8000
slik, medtem ko je v učnih približno 9000 slik. V prvi zbirki so slike velikosti
238×158, v drugi pa 360×240 slikovnih točk. Učna množica vsebuje samo nor-
malne prizore (pešci), testna pa vsebuje okoli 5500 normalnih slik in 3400 slik z
anomalijami. Podatkovna zbirka je namenjena za detekcijo anomalij, ne pa tudi
za lokalizacijo anomalij. Primeri iz zbirke so prikazani na sliki 2.1, anomalije so
označene z rdečimi okvirji.
Slika 2.1: Primer slik iz zbirke UCSD Anomaly Detection Dataset. Na levi je
slika brez anomalij, na desni pa je slika, ki vsebuje 2 anomaliji, označeni sta z
rdečim okvirjem.
Anomalous Behavior Data Set. Zbirko so pripravili raziskovalci z Uni-
verze York v Torontu [2]. Vsebuje 8 različno dolgih slikovnih posnetkov z ano-
malijami. V vseh primerih anomalijo predstavljajo premiki prevoznih sredstev
ali ljudi glede na mirujočo okolico. Na posnetkih so tako primeri anomalij: ladja,
ki prečka reko, druga se premika po morju, kanuist, ki se vozi po reki in lju-
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dje, ki gredo na letališkem terminalu v napačno smer. Cilj je torej prepoznati
obnašanje, ki sicer odstopa od navadnih prizorov. Zbirka je zasnovana tako, da za-
jema kar najbolj raznolike prizore v naravnem okolju z realističnimi oteževalnimi
okoliščinami, kot so spreminjane svetlobnih pogojev, prekrivanje, hitro gibanje in
premikanje kamere. Na sliki 2.2 sta prikazani 2 sliki s posnetka z naslovom Canoe
(Kanu), kjer je normalni prizor mirno morje, anomalijo pa predstavlja veslanje
kanuistov mimo kamere.
Slika 2.2: Primer slik iz zbirke Anomalous Behaviour Data Set
Weakly Supervised Learning for Industrial Optical Inspection. Ta
podatkovna zbirka je nastala v okviru tekmovanja, ki ga je pripravila Nemška or-
ganizacija za razpoznavanje vzorcev [3]. Cilj tekmovanja je bil razvoj algoritma
za odkrivanje napak. Takšni algoritmi so v industriji nujno potrebni za detek-
cijo napak na izdelkih, saj znatno zmanjšajo stroške zagotavljanja kakovosti ob
predpostavki, da delujejo dovolj dobro. Podatkovna baza je sestavljena iz slik
tekstur, cilj je najti napake v teksturi. Napake so bile ustvarjene umetno. Na
voljo je 6 zbirk, v vsaki je 1000 slik brez napake in 150 slik z eno napako. Slika
2.3 prikazuje primer slike z napako in slike brez napake.
2.2 Detekcija anomalij
Področje anomalij in detekcije anomalij se navezuje na veliko domen (industrija,
medicina, bančništvo, računalništvo . . . ), zato raziskovalci veliko časa namenjajo
tem temam in razvoju novih algoritmov. V literaturi je prisotnih več del, ki
generalno opisujejo problematiko in strukturirano predstavijo področje glede na
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(a) Normalna slika (b) Slika z anomalijo
Slika 2.3: Primer slik iz zbirke Weakly Supervised Learning for Industrial Optical
Inspection
različne domene [4, 5]. V teh delih je razložen pomen in ozadje anomalij, primeri
iz različnih domen in pristopi k reševanju problematike.
Ena izmed osnovnih metod iskanja anomalij oziroma odstopanj znotraj po-
datkov je uporaba metode k -najbližjih sosedov in računanje razdalj med točkami
v prostoru. Točke so lahko dejanski podatki ali izpeljane značilke. Knorr in Ng [6]
definirata točko p za izjemo, če v množici točk O manj kot k točk leži za razdaljo
d ali manj od točke p. k in d sta prosta parametra, ki se ju določi glede na konkre-
tno situacijo. Za mero razdalje se pogosto vzame Evklidsko normo (L2 normo)
ali katero drugo izmed L-norm, uporablja se tudi Mahalanobisova razdalja, ki
upošteva statistične značilnosti podatkov. Ramaswamy in sod. [7] uporabijo sis-
tem točkovanja, kjer so točke razporejene glede na razdaljo do najbližjih sosedov.
Za izjemo nato določijo n točk z največjo razdaljo.
Na področju obdelave slik za detekcijo anomalij prevladujejo metode z upo-
rabo konvolucijskih nevronskih mrež. Zaradi pomanjkljivega znanja o abnormal-
nih podatkih in pomanjkanja le-teh, modeliranje anomalij ni možno oziroma je
slabo. Včasih niti ne poznamo vseh anomalij, ki se pojavijo, na primer v indu-
striji ni možno vnaprej napovedati vseh različnih napak na izdelkih. Zato se za
učenje uporabljajo predvsem generativne oziroma rekonstrukcijske metode, kjer
se mrežo uči samo na normalnih podatkih, cilj pa je pridobiti model, ki je zmožen
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rekonstruirati vhodno sliko. Tipično se za ta namen uporabljajo samokodirniki.
To je posebna arhitektura nevronskih mrež, pri kateri želimo, da so izhodi enaki
vhodom. Idealni model je identiteta f(x) = x, kjer je x vhodni podatek, f pa
preslikava modela. V realnosti na izhodu dobimo približek x̂. Želja je model, ki
preslika vhodne podatke v nov prostor in nato z inverzno transformacijo nazaj v
originalni prostor. To počneta 2 dela arhitekture mreže – kodirnik in dekodirnik,
shema je prikazana na sliki 2.4. Kodirnik je namenjen preslikavi v nov prostor,
ki je manjših dimenzij kot vhodni prostor, imenuje se tudi latentni prostor. To je
skriti nivo nevronske mreže z najmanj nevroni. Izhodi teh nevronov predstavljajo
latentni vektor z, ki se ga lahko uporabi tudi kot značilko, saj je to predstavitev
podatkov v manj dimenzijskem prostoru, ki še vedno vsebuje večino informacije
o vhodnih podatkih. Drugi del je dekodirnik, ki podatke preslika nazaj iz laten-
tnega v originalni prostor in s tem izvaja rekonstrukcijo podatkov. Pri tem pride
do rekonstrukcijske napake, manjša kot je, boljši je model. Učenje poteka nenad-
zorovano na navadnih podatkih. Pri uporabi naučenega modela se nato za vsak
vhod izračuna rekonstrukcijsko napako, imenovano tudi rezultat anomalije. Ta je
majhna za normalne podatke, saj je model naučen na teh podatkih, medtem ko je
za abnormalne podatke napaka velika, ker model ni zmožen dobro rekonstruirati
vhodnih podatkov.
DEKODIRNIKKODIRNIK
Slika 2.4: Shema samokodirnika. Mrežo sestavljata kodirnik, ki zmanjša dimen-
zijo vhodnega podatka do latentnega vektorja z in dekodirnik, ki izvaja rekon-
strukcijo iz latentnega v originalni prostor.
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Sabokrou in sod. [8] uporabijo samokodirnik za določanje globalnih deskrip-
torjev v kombinaciji z lokalnimi deskriptorji (SSIM – strukturna podobnost so-
sednjih podatkov). Posnetek razdelijo na manjše kose v vseh treh dimenzijah
(višina in širina slike ter časovna dimenzija) in nato deskriptorje določajo za
vsak posamezen kos. Za testiranje uporabijo Gaussove klasifikatorje ločeno nad
globalnimi in lokalnimi deskriptorji. Da je posamezen kos označen kot anoma-
lija, morata tak rezultat dati oba klasifikatorja. Hasan in sod. [9] uporabljajo
kombinacijo dveh samokodirnikov. Prvi uporablja navado popolnoma povezano
nevronsko mrežo, kot vhod pa dobiva lokalne deskriptorje (HOG in HOF). Drugi
samokodirnik uporablja konvolucijsko arhitekturo. Medel in Savakis [10] upora-
bita konvolucijsko mrežo z dolgim kratkotrajnim spominom (ang. long short-term
memory). Arhitekturo sestavljajo en kodirnik in dva dekodirnika – za preteklost
in prihodnost. Pretekli dekodirnik je namenjen rekonstrukciji slik, prihodnji pa
je namenjen napovedovanju naslednjih slik v časovnem zaporedju. Vhodi v oba
dekodirnika so izhodi iz kodirnika. Mreža se uči samo na normalnih podatkih, pri
testiranju pa se nato določa rekonstrukcijsko napako. Za abnormalne podatke je
ta velika in raste z vsako naslednjo predikcijo.
Pomanjkljivost nevronskih mrež s samokodirniki je, da pogosto niso robustne
na vhodni šum. Že majhna sprememba vhodne slike, ki je za človeka lahko
nevidna, povzroči, da je rekonstrukcijska slika na izhodu dekodirnika razpoznana
kot anomalija. Zato je bila predstavljena nova arhitektura nevronskih mrež -
generativno nasprotniško omrežje - GAN (ang. Generative adversial network)
[11]. Nevronska mreža je sestavljena iz 2 delov, generatorja in diskriminatorja.
Generator (samokodirnik) iz prave slike z dodatkom šuma ustvari novo sliko,
diskriminator pa na vhod dobiva prave in reproducirane slike in mora ugotoviti,
ali je slika prava ali jo je ustvaril generator. Boljši kot je diskriminator, boljši
mora biti tudi generator. Na izhodu generatorja se računa reprodukcijsko napako,
ki se uporablja kot rezultat anomalije. Ta je majhen za normalne podatke in velik
za anomalije. S postavitvijo ustreznega praga se nato lahko na podlagi rezultata
anomalije ločuje med normalnimi in abnormalnimi podatki. Ravanbakhsh in
sod. [12] so predlagali, da se za namen detekcije anomalij uporabi kar izhod
diskriminatorja, saj ta že izvaja nalogo ločevanja podatkov med samim učenjem.
Predstavili so model za detekcijo nenavadnih dogajanj med množico ljudi – iskanje
anomalij na nadzornih posnetkih. Za ta namen so predlagali uporabo dveh mrež
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GAN, ena generira sliko optičnega toka iz navadne slike, druga pa navadno sliko
iz slike optičnega toka. S tem je možno zaznati tako nenavadne objekte kot tudi
nenavadne premike. H končnemu rezultatu enakomerno prispevata izhoda obeh
diskriminatorjev.
Akcay in sod. [13] so za namen detekcije anomalij predstavili mrežo GANo-
maly. Mreža je osnovana na GAN-u, poleg klasične strukture samokodirnika s
kodirnikom in dekodirnikom pa ima še dodaten kodirnik, ki reproducirano sliko
na izhodu dekodirnika še enkrat pretvori v latentni prostor. S tem se lahko poleg
reprodukcijske napake na osnovni sliki določi tudi reprodukcijska napaka v laten-
tnem prostoru. S takim pristopom so poročali tako imenovane state-of-the-art
rezultate s področja detekcije anomalij na več podatkovnih zbirkah. Isti avtorji
so predstavili tudi arhitekturo Skip-GANomaly [14], ki uporablja preskočne pove-
zave – vsak skriti nivo v dekodirnem delu mreže je poleg nevronov iz predhodne
skrite plasti povezan tudi z nevroni iz enako dimenzijske skrite plasti kodirnika.
S tem so še izboljšali zajem tako lokalne kot globalne informacije iz vhodne slike,
kar se odraža v boljši rekonstrukciji slike.
2.3 ADS-B
ADS-B je sekundarni radarski sistem za določanje pozicij letala. ADS-B podatki
so primarno namenjeni letalskim prevoznikom in zemeljskim kontrolnim posta-
jam. Sistem je bil zasnovan z namenom povečanja varnosti in nadzora situacij
v zračnem prometu. Ker se podatki prenašajo nešifrirano, poleg tega pa je tudi
arhitektura sistema dobro poznana, se pojavlja več varnostnih vprašanj o uporabi
ADS-B sistemov. V literaturi je ta tema pogosta [15]. Opis samega sistema je
podan v poglavju 3.
Zaradi vse večje javne dostopnosti podatkov je možno ADS-B podatke upo-
rabiti tudi na področjih, ki niso neposredno povezana z zračnim prometom (sem
sodi tudi uporaba ADS-B podatkov v tem delu). Primer uporabe podatkov na
družbenem področju sta predstavila Kirechu in Glass [16] s Centra za napre-
dne obrambne študije v Washingtonu. S pomočjo ADS-B podatkov sta razvila
algoritme, ki omogočajo zaznavanje sumljivih poletov povezanih s korupcijo in
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nelegalnimi posli. Uradniki svoje denarne transakcije pogosto opravijo v tako
imenovanih davčnih oazah, kot so na primer Švica, Bahami ali Bejrut, kjer lahko
transakcije opravijo brez bančnih sledi. V preteklosti so lahko koruptirani ura-
dniki in politiki opravljali polete brez sledu, danes pa so praktično vsa letala že
opremljena z oddajniki pozicije. S pomočjo metod strojnega učenje sta razvila
algoritme, ki so zmožni zaznati polete politikov na sumljive lokacije, ki se ne
ujemajo z uradnimi potmi ali pa pristanke in vzlete na neprepoznanih manjših
letaliških stezah. Glavni izziv predstavlja povezovanje posameznih oseb in letal,
ki jih uporabljajo. Tu sta si pomagala z javno dostopnimi podatki, ki jih imajo na
voljo državne letalske ustanove. Včasih se lahko koristne informacije dobijo tudi
s pomočjo družbenih omrežij. Ko je enkrat letalo povezano s konkretno osebo,
je možno sledenje vseh poletov in avtomatsko zaznavanje poletov na sumljive
lokacije.
Ena od možnosti uporabe ADS-B podatkov je tudi napovedovanje trajekto-
rije poleta, ki je eden izmed ključnih dejavnikov za varnost v letalskem prostoru.
Vsako letalo ima vnaprej predvideno smer poleta, ki se lahko zaradi nepredvidlji-
vih dogodkov, kot so spremembe vremena ali bližina drugega letala, med samim
poletom spreminja in odstopa od predvidene. Napovedovanje smeri, v kateri se
bo gibalo letalo v nadaljevanju, je zato ključno za izogib situacije, kjer bi se smeri
dveh letal križali. Napovedovanja smeri letal se poslužujejo predvsem kontrolorji
zračnega prometa, ki lahko z dobrim modelom pravočasno opozorijo letala na
morebitne nevarne situacije. Zaradi vse večje gostote letalskega prometa so do-
bri modeli izjemnega pomena za ohranjanje varnosti. Tradicionalni modeli za
modeliranje in napovedovanje trajektorije uporabljajo podatke, ki jih ima letalo
na voljo: pozicija, hitrost, pospešek in končni cilj. Omejitev za take modele
predstavljajo nepredvidene spremembe zaradi vremenskih razmer ali izogibanja
drugim letalom. Z nastajanjem zgodovinskih baz podatkov za polete in vremen-
ske razmere so se pojavili tudi modeli, ki upoštevajo te dejavnike. Možni primer
modeliranja so predstavili Pan in sod. [17], ki so uporabili prikrite Markovove
modele, ki pozicijo letala opisujejo kot stanje v prostoru. Ti modeli temeljijo na
verjetnostnem napovedovanju naslednjega stanja glede na stanje, v katerem se
trenutno nahaja in na vremenske dejavnike, ki se v Markovovih modelih izraženi
kot opažanje. Verjetnost prehoda v posamezno stanje iz trenutnega stanja glede
na opažanje opisuje matrika pogojnih verjetnosti. S pomočjo zgodovinskih podat-
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kov pridobljenih preko baze OpenSky so zgradili Markovov model, s katerim so
precej izboljšali natančnost napovedovanja smeri poleta. V modelu so za stanja
uporabili pozicijo letala v globalnem koordinatnem sistemu – zemljepisna širina,





Anomalije so redki podatki, ki odstopajo od večine podatkov. V literaturi se
pojavljajo različna imena: anomalija, izjema, osamelec, novost, napaka ... Vsi
ti pojmi so si med seboj podobni in opisujejo podatke, ki se na določen način
razlikujejo od normalnih, večinskih podatkov. V različnih domenah se lahko tako
uporabljajo različni izrazi, ki pa imajo podoben pomen. Primeri anomalij so
naslednji:
• nenavadni vremenski pojavi
• prepovedani predmeti med letalsko prtljago
• vdori v internetno omrežje
• goljufije pri bančnih transakcijah
• bolezensko stanje na medicinski sliki
• nenavadno dogajanje v množici ljudi
• napake na industrijskih izdelkih
• goljufije pri obiskih spletnih strani
Iz primerov je razvidno, da je pojem anomalij razširjen na veliko področij in do-
men, med drugim so to: industrija, medicina, bančništvo, računalniške panoge.
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Na vseh teh področjih je odkrivanje anomalij zelo pomembno za varnost ali do-
bro finančno poslovanje. Na primer banke morajo biti zmožne zaznavati goljufive
transakcije, sicer imajo izgubo, na industrijskih produktih je treba odkriti na-
pake, še preden se izdelke pošlje v prodajo, sicer podjetje izgublja na ugledu.
Odkrivanje napak je lahko ključnega pomena tudi za varnost (nadzorne kamere,
ki nadzorujejo množice) in zdravje ljudi (iz medicinske slike je potrebno ugoto-
viti ali gre za bolezensko stanje). Pri tem se dogajajo tudi napake, ki jih mora
biti seveda čim manj. Pojavljata se dve vrsti napak – ko je zaznana anomalija,
pa je v resnici ni in ko anomalija ni zaznana, pa bi morala biti. Ti dve napaki
sta si v nasprotju – če zmanjšamo eno, povečamo drugo. Včasih nas ena vrsta
napake ne moti toliko in se osredotočimo na zmanjšanje druge vrste. Na primer
na rentgenskih posnetkih na letališčih želimo najti čim več predmetov, ki pred-
stavljajo grožnjo in je manjši problem, če ne gre za grožnjo, kot pa če grožnje
ne odkrijemo. V nekaterih primerih pa ne smemo zmanjšati pomena nobene od
napak. Tak primer je na primer v medicini, kjer ne smemo spregledati bolezen-
skega stanja, ker lahko v skrajnem primeru pacient tudi umre, po drugi strani pa
ne smemo postaviti napačne diagnoze, saj ima zdravljenje lahko mnogo stranskih
učinkov. Iz vsega tega je razvidno, da je detekcija anomalij zelo pomemben in
hkrati tudi zahteven proces.




V točkovno skupino anomalij spadajo podatki, ki vidno odstopajo od siceršnje po-
razdelitve podatkov. Primer točkovne anomalije lahko najdemo na vremenskem
področju – temperatura 45 °C poleti ali −25 °C pozimi bi bila v Sloveniji izrazita
anomalija. Med skupinske anomalije sodijo podatki, ki sami zase niso anoma-
lije, če se pojavijo večkrat zapored, pa jih lahko štejemo med anomalije. Na
primer temperatura 15 °C poleti je lahko nekaj normalnega, če se pojavi enkrat,
če ostaja na takšnem nivoju več dni zapored, pa gre za nenavadni temperaturni
vzorec. Med kontekstualne anomalije sodijo podatki, ki sami po sebi niso nena-
vadni, to pa lahko postanejo v določenem kontekstu. Če zopet podamo primer
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iz vremenskega sveta, je temperatura 0 °C normalna v zimskem času, medtem ko
bi bila to zelo velika anomalija v poletnem času.
3.2 ADS-B
V tem poglavju je opisano ozadje ADS-B tehnologije in njen pomen za zračni
promet.
3.2.1 Nadzor zračnega prometa
V pojmu zračni promet so zajeta vsa prevozna sredstva, ki se premikajo po zraku
(največji delež predstavljajo letala), poleg tega pa še letališča in pristajalne steze.
Tako kot v drugih oblikah prometa, kot sta cestni ali ladijski, je tudi v zračnem
prometu za izogibanje nevarnim situacijam potreben nadzor in usmerjanje pro-
meta. V prvi vrsti to velja za bližino letališč, kjer je zaradi večje gostote letalskega
prometa nadzor ključnega pomena za preprečitev konfliktnih situacij. V primeru
le-teh so lahko ogrožena človeška življenja, nenazadnje lahko pride tudi do velike
finančne škode. Velike hitrosti in posledično krajši časi potovanja v primerjavi z
ostalimi oblikami prevoza in dostopnost nizkocenovnih prevoznikov sta razloga za
izjemno rast letalskega prometa po številu poletov in prepeljanih potnikov. Veliko
letališč je tako že na meji svojih zmogljivosti. Zato je poleg varnostnega vidika
nadzor zračnega prometa predvsem v okolici letališč velikega pomena tudi za op-
timalno razvrščanje prihodov in odhodov in preprečevanje nepotrebnih časovnih
zamud. Nadzor nad prometom morajo imeti tudi letala. Kljub temu, da je za
nastanek konfliktnih situacij v zraku manj možnosti, morajo imeti piloti vseeno
ves čas nadzor nad situacijo v svoji okolici.
Za nadzor zračnega prometa se uporabljata dve vrsti sistemov: primarni in
sekundarni nadzorni radarski sistemi. V primeru primarnih radarskih sistemov
gre za pasivne sisteme glede na letala. Uporabljajo se večinsko na letališčih, kjer
radarske antene zaznavajo letala v bližini. Na tleh so postavljene stacionarne
antene, ki z vrtenjem oddajajo elektromagnetni signal in zaznavajo morebitne
odboje od letal. Meritve s primarnimi radarskimi sistemi vsebujejo naslednje
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informacije:
• razdaljo letala do stacionarne antene
• kot nagiba letala θ (ang. pitch)
• radialno hitrost letala
Glavna pomanjkljivost primarnih nadzornih sistemov je pasivnost letal, saj so s
stališča oddajanja signalov pasivni objekti, od katerih se radijski signal odbije
nazaj do antene. Posledično je možna le zaznava letal, ni pa možna identifikacija.
Poleg tega morajo biti takšne antene postavljene na odprtem prostoru, kjer ni
fizičnih ovir. Na drugi strani je glavna prednost takšnih sistemov zmožnost za-
znavanja vseh letal v bližini, tudi takšnih, ki se ne odzivajo na morebitne pozive
k identifikaciji in ni potrebno nikakršno sodelovanje letal. Z oddajanjem signala v
vse smeri (360°) taki radarji pokrivajo celotno okolico letališča in so zato ključni
za zaznavanje morebitnih groženj v zračnem prostoru letališča. Primarni radarji
delujejo na frekvenci 2700 – 2900 MHz v frekvenčnem pasu S.
Poleg primarnih radarskih sistemov so v uporabi tudi sekundarni radarski
sistemi. Ti za razliko od primarnih za pravilno delovanje potrebujejo aktivno so-
delovanje letal. Antena oddaja radijski signal s povpraševanjem in nato čaka na
odgovor. Letala so opremljena s sprejemnikom, ki sprejme povpraševalni signal,
in transponderjem (oddajnik in odzivnik), ki oddaja odgovor. Ta vsebuje iden-
tifikacijo letala, nadmorsko višino in morebitne alarme. Odgovor z identifikacijo
je pomemben za kontrolo zračnega prometa, saj je iz tega možno določiti ali gre
za morebitno grožnjo ali nedovoljen vstop v zračni prostor. Sekundarni radarji
delujejo na frekvencah 1030 in 1090 MHz v frekvenčnem pasu L.
Na večjih letališčih se najpogosteje uporablja kombinacija obeh radarskih sis-
temov, primer je na sliki 3.1. Primarna antena, najpogosteje gre za parabolično
anteno, je nameščena na vrhu radarskega stolpa in z vrtenjem oddaja radijski
signal v vse smeri. Nad njo je postavljena sekundarna antena, ki je za razliko
od primarne antene ravna oziroma ploska. Informacije iz obeh radarjev se nato
uporabljajo za prikaz na zaslonih v kontrolnem stolpu. S pomočjo primarnega
radarja sta prikazana azimut in oddaljenost letala od kontrolnega stolpa, to pa
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je dopolnjeno še s prikazom identifikacije in nadmorske višine letala. Kontro-
lorji v nadzornem stolpu s spremljanjem dogajanja na zaslonu nato nadzirajo in
usmerjajo promet ter komunicirajo s piloti v letalih. Odgovorni so za varnost
v zračnem prostoru in pretočnost prometa, da ne prihaja do zamud pri poletih,
zato je pomembno, da imajo na voljo vse potrebne informacije o dogajanju v
zračnem prostoru.
Slika 3.1: Primer sistema dveh anten za radarski nadzor okolice letališča. Na
sliki je sistem ASR-9, ki je sestavljen iz večje ukrivljene antene, ki se uporablja
za primarni nadzor, in manjše ravne antene nad njo, ki se uporablja za sekundarni
radarski nadzor. Vir slike [18], avtor slike neznan, objavljeno pod licenco Public
Domain.
Prvič se je tehnologija sekundarnih radarjev pojavila v 2. svetovni vojni.
Takrat se je pokazala potreba po identifikaciji letal, saj se je pojavilo več pri-
merov, ko so vojaške sile po pomoti sestrelile eno od svojih letal. Zato je bil
zasnovan sistem Identifikacija prijateljev ali sovražnikov – IFF (ang. Identifica-
tion Friend or Foe), na osnovi katerega delujejo tudi današnji sekundarni radarski
sistemi. Letalo ima transponder, ki zaznava radijske signale s povpraševanjem in
nato vrne signal z odgovorom v točno določeni obliki. V primeru sistema IFF je
povpraševalni signal zakodiran. Če je odgovor vrnjen v pravilni obliki, je letalo
prijateljsko, saj je transponder uspešno dekodiral signal. Danes je v veljavi več
standardov (komunikacijskih protokolov) za povpraševanje in odgovore. V vo-
jaškem letalstvu se uporabljajo standardi Mode 1, 2, 3, 4 in 5, v civilne namene
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pa se uporabljajo standardi Mode A, C in S. Standarda Mode A in C sta ekviva-
lentna standardu Mode 3, standard S pa je ekvivalenten Mode-u 5, pri čemer je
Mode 5 za razliko od S šifriran. Signali so definirani s pulzno pozicijsko modu-
lacijo (PPM), kjer je za vsak standard definirano število pulzov, njihovo trajaje
in časovna umestitev. Frekvenca 1030 MHz se uporablja za povpraševalni signal,
medtem ko se za odgovor uporablja frekvenca 1090 MHz.
3.2.2 Mode S
Za sekundarne radarje se največkrat uporablja Mode S [19], ki je združljiv z
Mode-om A in C. Črka S izhaja iz angleške besede select (izbiranje), kar pomeni
da je ta standard selektiven oziroma izbiren. Selektiven je v oziru, da radarski sis-
temi oddajo povpraševalni signal za vsako letalo posebej in je namenjen izključno
enemu letalu, ki edino odgovarja na ta konkretni signal. Letalo oddaja edinstveni
24 bitni naslov (oznako) in pozicijo. To oznako vsebuje tudi povpraševalni signal
in s tem letalo ve, na kateri signal mora odgovoriti. Oznako letalu dodeli Medna-
rodna organizacija za civilno letalstvo ICAO (ang. International Civil Aviation
Organization).
Postopek komunikacije med letalom in nadzornim stolpom je sledeč: radar ves
čas oddaja povpraševalni signal, v katerem je zakodirana šestnajstiška oznaka
FFFFFF (24 bitov z vrednostjo 1), tako imenovani All-Call interogation, ki je
namenjen vsem prihajajočim letalom. Ko letalo prvič sprejme ta signal, se odzove
s svojo 24-bitno oznako. Takrat radar začne oddajati nov signal, ki je namenjen
izključno temu letalu – Roll Call. V tem signalu je poleg oznake letala tudi
informacija naj se letalo ne odziva na signal All-Call, ki ga radar še naprej pošilja
morebitnim novim letalom, s tem pa se sproži faza All-Call Lockout. Ta traja 18
sekund, v tem času se letalo odziva le na Roll Call. Če se po izteku časa letalo še
vedno nahaja v območju dosega radarja, se ura ponastavi, tako da se Roll Call
izvaja še naprej. To traja toliko časa, dokler ni več odgovora letala.
Kot je bilo že omenjeno, ima vsak standard svojo obliko signala, ki je defi-
nirana s pulzno pozicijsko modulacijo. Na sliki 3.2 sta prikazani obliki signalov
za Mode S. Tako povpraševanje kot odgovor sta sestavljena iz uvodnega signala
(ang. preamble), s katerim se Mode S ločuje od ostalih signalov na isti frekvenci,
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in podatkovnega bloka. V primeru povpraševanje je uvod dolg 3,5 µs in je sesta-
vljen iz 2 pulzov. Oba sta dolga 0,8 µs, prvi se pojavi takoj na začetku, drugi
pa se začne po 2 µs. Po 3,5 µs se začne podatkovni blok. Na začetku so trije
sinhronizacijski biti, prva dva sta dolga 0,5 µs, zadnji pa 0,25 µs. Nato sledijo
podatkovni biti, ki so dolgi 0,25 µs in jih je lahko 56 ali 112. Podatkovni biti
vsebujejo naslov letala ali splošni naslov za vsa letala (FFFFFF), kodo oddaj-
nika, informacijo o zaklenitvi za konkretno letalo (All-Call Lockout) in še nekaj
dodatnih in kontrolnih informacij. Za signal z odgovorom je uvod dolg 8 µs in
vsebuje 4 pulze dolžine 0,5 µs, prva dva sta takoj na začetku, druga dva pa po 3,5
µs. Po 8 µs sledi podatkovni blok, ki ima lahko 56 ali 112 bitov, vsak bit traja
1 µs, dolžina pulza pa je 0,5 µs. Podatkovni blok vsebuje 24 bitno oznako letala,
dodatno informacijo, ki je v primeru sekundarnih sistemov identifikacijska koda
ali nadmorska višina, in dodatne kontrolne informacije.
3,5 μs
2 μs
0,8 μs 0,8 μs








































uvod (preamble) podatkovni blok
1 μs
(b) Odgovor
Slika 3.2: Obliki Mode S signala. Sliki sta povzeti po [19].
24 Teoretično ozadje
3.2.3 ADS-B
ADS-B (ang. Automatic dependent surveillance – broadcast) je sistem za do-
ločanje pozicije letal. Sestavljen je iz oddajnika in sprejemnika. Letalo vsebuje
oddajnik (ADS-B Out), ki oddaja pozicijo letala in dodatne metapodatke, čas,
oznako letala, ali je letalo na tleh ali v zraku . . . Oddajnik pozicijo določa s po-
močjo satelitske navigacije (GNSS - ang. Global navigation satellite system) in
je zato odvisen od tega sistema. Sistem periodično oddaja pozicijo letala v obliki
ADS-B sporočil, navadno dvakrat na sekundo. Na drugi strani so sprejemniki, ki
prejemajo sporočila, s katerimi je določena pozicija letal v določenem trenutku.
Sprejemnike lahko vsebujejo letala (ADS-B In) ali pa so uporabljeni na zemlji
kot stacionarni sprejemniki. Shema delovanja je prikazana na sliki 3.3. Kot je
razvidno s slike, vsa komunikacija poteka enosmerno. S pomočjo sprejemnikov na
letalih lahko piloti spremljajo promet v bližnji okolici. Stacionarni sprejemniki na
zemlji pa se uporabljajo za nadzor in analizo zračnega prometa. Sistem ADS-B









Slika 3.3: Shema delovanja sistema ADS-B. Slika je poenostavljeno povzeta po
[20].
ADS-B sistemi temeljijo na tehnologiji Mode S in jo nadgradijo v dveh ozirih.
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So avtomatski, kar pomeni da se sporočilo oddaja avtomatsko brez povpraševanja
in je na voljo vsem sprejemnikom. Poleg tega je sporočilo razširjeno – 112 bitov
poleg oznake letala vsebuje še dodatne podatke, kot so pozicija letala v zemeljskih
koordinatah, oznaka poleta, nadmorska višina letala . . .
Glavne prednosti ADS-B sistema glede na primarne in ostale sekundarne ra-
darske sisteme so:
• Avtomatsko in periodično oddajanje, kar povečuje pregled nad dogajanjem
v zraku tako službam za nadzor zračnega prometa kot tudi pilotom in po-
sledično večja varnost
• Doseg takih sistemov je precej večji, kot v primeru primarnih radarjev
• Pozicija je določena bolj natančno in se sproti posodablja
• Cenovna dostopnost – v primerjavi z antenami primarnih radarjev, so
ADS-B sprejemniki in oddajniki precej cenejši in tudi manjši (primer pre-
nosnega sprejemnika je na sliki 3.4)
• Enostavna nadgradnja Mode S transponderjev – večina letal je že opre-
mljena z Mode-S tehnologijo, zato je nadgradnja do ADS-B sistemov eno-
stavna, saj temeljijo na isti tehnologiji
Ta tehnologija ima tudi nekaj slabosti. Vsa sporočila so odprtokodna, kar omo-
goča enostavne napade. Deluje na frekvenci 1090 MHz, ki je že precej obreme-
njena, posledično lahko prihaja do interferenc signalov. Poleg tega se pojavljajo
tudi določeni pomisleki zaradi dejstva, da ADS-B ni samostojen sistem, saj je
odvisen od globalnih navigacijskih sistemov. Kot tak tako tudi nima možnosti
validacije pozicije, ki jo oddaja.
Zaradi vseh prednosti, predvsem večje varnosti in preglednosti nad doga-
janjem v zraku, postajajo ADS-B oddajniki obvezen del letala. V Združenih
Državah Amerike morajo biti tako že kar nekaj časa nova letala v okviru pro-
grama NextGen [22] opremljena s to tehnologijo, do 1. januarja 2020 pa so morali
s to opremo nadgraditi tudi obstoječa letala. V Evropi implementacija ADS-B
sistema poteka v okviru projekta SESAR (ang. Single European Sky ATM Re-
search) [23] in predvideva, da bodo letalski prevozniki sistem implementirali do
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Slika 3.4: Primer prenosnega sprejemnika ADS-B signalov. Vir
slike [21], avtor Matti Blume, objavljeno pod licenco CC BY-SA
(https://creativecommons.org/licenses/by-sa/4.0)
7. junija 2020. Podobni projekti potekajo tudi drugod po svetu, tako da ADS-B
oddajnik postaja obvezen del letal v večini držav.
Sistem ADS-B se lahko uporablja za določanje pozicije letal tudi brez upo-
rabe ADS-B sporočil, ki že vsebujejo lokacijo. Pozicijo je možno določiti samo
s sprejemom sporočil z metodo multilateracije. V primeru, da imamo na voljo
čas oddaje sporočila, v teoriji za določitev lokacije zadoščajo 3 sprejemniki na
različnih lokacijah, če časa oddaje sporočila ne poznamo, pa so potrebni vsaj 4
sprejemniki. Z določitvijo časa sprejema lahko določimo čas potovanja signala.
Ker le ta potuje z znano hitrostjo (svetlobna hitrost), lahko za vsakega od spreje-
mnikov določimo sfero z možnimi pozicijami letala. V idealnem primeru se sfere
sekajo v eni točki, ki predstavlja pozicijo letala. V praksi se pozicijo določi ite-
rativno z metodami minimizacije napake, kot so na primer metoda najmanjših
kvadratov, metoda maksimalnega verjetja ali razširjen Kalmanov filter. Točnost
pozicije je pogojena z natančnostjo določanja časa sprejema sporočila. V primeru
sistemov s preciznimi urami je lahko natančnost pozicije celo večja od natančnosti
pozicije, ki jo dobimo v ADS-B sporočilu.
Zaradi nešifrirane povezave, poznanega komunikacijskega protokola in ob ve-
likem napredku tehnologije je danes dostop do ADS-B podatkov zelo enostaven.
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Ob uporabi programsko definiranega radia (ang Software Defined Radio - SDR)
za zajem zadostujeta že računalnik in antena, ki je zmožna sprejemati signal na
frekvenci 1090 MHz [24]. Enostaven zajem podatkov je tudi eden izmed razlogov,
da je na voljo več javno dostopnih platform za dostop ali vizualizacijo podatkov,
kot so OpenSkyNetwork [20], Flightradar24 [25] ali FlightAware [26].
3.2.4 OpenSky Network
OpenSky Network je švicarska organizacija, ki uporablja sistem ADS-B za gra-
jenje zgodovinske podatkovne baze. Uporabljajo sprejemnike na frekvenci 1090
MHz. Organizacija ima na voljo mrežo sprejemnikov po celem svetu, ki spreje-
majo podatke letal in jih posredujejo v centralno bazo, ki je na voljo raziskoval-
cem. Organizacija deluje od leta 2013. Sprva je mrežo sestavljajo 11 senzorskih
vozlišč v Evropi, kljub temu so lahko že takrat zajemali okoli 30 % vseh komer-
cialnih poletov v Evropi. Število sprejemnikov vključenih v mrežo se je vseskozi
večalo, prav tako pa tudi število letal opremljenih z oddajniki ADS-B Out. Do
danes se je tako mreža sprejemnikov razširila po celem svetu in lahko sprejema
podatke velike večine poletov. Januarja 2020 je mrežo sestavljajo okoli 950 spre-
jemnikov, ki so bili aktivni. V bazi je bilo zaznanih preko 397.000 letal iz 190
držav. V povprečju je bilo vsako sekundo sprejetih preko 320.000 ADS-B sporočil
(približni podatki z uradne spletne strani [27]).
Do podatkov je možno dostopati preko SSH povezave s pomočjo standardnih
SQL (ang. Structured Querry Language) ukazov (tako imenovanih select stav-
kov). Na podatkovnem strežniku je uporabljena MySQL struktura. Uporabljajo
2 ločena strežnika za dostop do podatkov in za vstavljanje novih (tekočih) podat-
kov. S tem je zagotovljeno, da se ne ustvarja ozko grlo in se novi podatki lahko
vpisujejo v bazo neodvisno od zahtev po podatkih.
Raziskovalcem so na voljo naslednji podatki:
• Čas (v obliki unix časovnega žiga)






• Usmerjenost letala (smer gibanja v stopinjah)
• Vertikalna hitrost
• Pozivni znak (komercialna oznaka, ang. Call Sign)
• Stacionarnost letala (ali je letalo v zraku ali na tleh)
• Nadmorska višina
• Zadnja znana pozicija in zadnji čas sprejema
• Morebitne oznake alarmov
3.2.5 Flightradar24
Ena izmed bolj znanih platform, ki uporablja sistem ADS-B, je Flightradar24.
Aplikacija je namenjena najširši populaciji za namen sledenja letal in pregled
zamud letal po celem svetu v realnem času. Poleg tega je z registracijo možno
pregledovati tudi zgodovino poletov. Po podatkih s spletne strani ADS-B spo-
ročila pridobivajo preko več kot 20.000 sprejemnikov. Podatke lahko posreduje
vsakdo, ki ima sprejemnik. Aplikacija je namenjena predvsem grafičnemu pri-
kazu poletov (slika 3.5). Tako lahko vidimo letala, ki so v zraku po celotnem
svetu. S klikom na letalo lahko vidimo komercialno oznako letala. Če kliknemo
nanjo lahko dobimo še veliko dodatnih informacij (primer na sliki 3.6): številko
poleta, začetno točko (letališče), končno destinacijo, dolžino poleta, planiran in
dejanski čas vzleta in pristanka, trenutno lokacijo, grafičen prikaz poti, hitrost,
nadmorsko višino in orientacijo (smer gibanja) letala, podatke o letalu . . . Poleg
tega lahko pregledujemo tudi zgodovino poletov za izbrano letalo. Z registracijo
je možno prenesti podatke poletov v csv datoteki, ki vsebuje čas in pozicijo, smer
ter hitrost letala. S tem je možno rekonstruirati celoten polet.
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Slika 3.5: Zračni prostor nad Evropo. Slika je s platforme Flightradar24, zajeta
na dan 21. 02. 2020
Slika 3.6: Primer trajektorije in informacij o poletu s platforme Flightradar24.
Slika je bila zajeta na dan 21. 02. 2020 in prikazuje polet W64903 iz Podgorice
v Memmingen. Poleg trajektorije je na voljo še veliko dodatnih informacij.
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4 Metode
V tem poglavju je opisan postopek zbiranja podatkov in grajenja podatkovne
zbirke, predstavljene so nevronske mreže, opisana pa je tudi nevronska mreža
GANomaly, ki smo jo uporabili na pridobljeni podatkovni zbirki.
4.1 Zbiranje podatkov
Cilj te naloge je bil, da pridobimo podatkovno bazo z anomalijami, ki je izrazito
neuravnotežena, kar pomeni, da je anomalij veliko manj kot normalnih podatkov.
V literaturi se namreč večkrat pojavljajo baze, ki niso tako izrazite, na primer v
razmerju anomalij proti navadnim podatkom 1:10, kar pa nujno ne predstavlja
pravega razmerja v realnem svetu, kjer so anomalije lahko bolj redke. Za ta
namen smo kot anomalije določili letala na satelitskih slikah. Satelitske slike, ki
smo jih imeli na voljo, imajo veliko ločljivost, kar pomeni, da smo lahko iz ene
slike pridobili veliko količino manjših slik. Poleg tega so bile zajeta po celem
svetu, s čimer smo zagotovili veliko raznolikost podatkov. Za anomalijo smo si
izbrali letala, ker se glede na izbran kraj na Zemlji časovno pojavijo redko ali pa
sploh ne, poleg tega pa glede na celotno satelitsko sliko zavzemajo zelo majhen
delež.
Podatke smo pridobivali iz treh virov: satelitske slike smo dobivali s spletnega
mesta Planet.com, podatke o letalih pa smo najprej dobivali s spletne strani Fli-
ghtradar24.com, kasneje pa iz podatkovne baze OpenSky Network. Pozicije letal
smo potrebovali, ker je satelitska slika zelo velika (približno 8200×4500 slikovnih
točk), letalo pa majhno, zato bi bilo ročno iskanje skoraj nemogoče. Najprej smo
dobili dostop do zgodovinskih podatkov poletov na spletni strani Fligthradar24,
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ki je v prvi vrsti namenjena grafičnemu prikazu. Tako smo na izbrani lokaciji,
kjer je bila zajeta satelitska slika, predvajali posnetek poletov na spletni strani
Flightradar24 in ga ustavili na času zajema satelitske slike, da smo dobili prib-
ližno sliko letal nad izbrano lokacijo. To smo potem primerjali s satelitsko sliko
in poiskali letala (primer na sliki 4.1). Delo je torej potekalo ročno, s pomočjo
grafike s portala Flightradar24 pa smo lahko območje iskanja precej zmanjšali.
(a) Grafični prikaz na spletni strani flightradar24
(b) Najdeno letalo na satelitski sliki
Slika 4.1: Prikaz ročnega iskanja letal s pomočjo grafičnega vmesnika s spletne
strani Flightradar24
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Kljub temu je bilo delo precej zamudno, zato smo dobili dostop do podatkovne
baze OpenSky Network. Tako smo imeli na voljo surove podatke – pozicije letal
ob določenem časovnem trenutku za izbrano lokacijo. S pomočjo teh podatkov
smo nato ročno označili letala na slikah, delo je bilo torej v tem primeru polav-
tomatsko. Večino satelitskih slik smo obdelali na ta način, ker je bil postopek
precej hitrejši. Postopek za drugi način lahko strnemo v naslednje korake:
1. izbor slike in prenos
2. generiranje ukaza za podatke z baze OpenSky
3. prikaz tako pridobljenih pozicij na sliki
4. ročno določanje končnih pozicij
4.1.1 Izbor satelitskih slik
Kot je bilo že omenjeno, smo slike pridobivali s platforme Planet.com, ki ima
na voljo podatkovno bazo satelitskih slik, ki zajemajo celotno površino Zemlje.
Slike so na voljo v dnevnem intervalu (zajeta so enkrat na dan), v sistemu pa
je večje število satelitov. Naročanje slik za prenos je možno preko grafičnega
ali programskega vmesnika (API – ang. Application programming interface). V
našem primeru smo za naročaje in prenos slik uporabili grafični vmesnik. Na voljo
je orodje za iskanje lokacije, kamor lahko vpišemo željeno lokacijo. Vnesemo lahko
širšo lokacijo (npr. ime mesta) ali pa točno lokacijo, ki nas zanima (naslov ali
zemeljske koordinate). Odpre se nam seznam skupin slik po dnevih, ki vsaj delno
zajemajo izbrano lokacijo (slika 4.2). Spodaj imamo prikazano tudi časovno os,
kjer so s pikami označeni dnevi, za katere so na voljo slike. Izbor lokacije lahko
nato še popravljamo z vnosom pravokotnika ali kakšne druge krivulje za regijo,
ki nas zanima. Nato lahko takoj prenesemo slike z izbiro ene skupine, ali pa si
seznam slik podrobneje pogledamo. Odpremo seznam slik za en dan in prikažejo
se nam slike, ki so v skupini, za vsako pa je izpisan datum in ura zajema (slika
4.3a). Podrobne informacije o sliki dobimo s klikom na gumb Info, kjer se izpišejo
dodatne informacije o sliki, kot so ID oznaka satelita, ki je zajel sliko, višina (kot)
sonca, podatki o oblačnosti . . . (slika 4.3b). Nato lahko naročimo posamezne slike
ali pa celo skupino.
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Slika 4.2: Grafični vmesnik za izbiro satelitskih slik
(a) Podroben seznam slik (b) Informacije za posamezno sliko
Slika 4.3: Dodatne informacije o seznamu slik, ki so na voljo za izbran dan
Postopek izbire slik je bil naslednji: ker smo potrebovali slike letal, smo slike
izbirali za lokacije, kjer je večja verjetnost, da so prisotna letala. Največja go-
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stota letal je seveda v okolici letališč, zato smo se osredotočili predvsem na večja
letališča. Pri tem smo si pomagali s seznami najbolj obremenjenih letališč za
pretekla leta. Zanimala nas je predvsem okolica letališč, nekatere slike, ki smo jih
prenašali so vsebovale tudi sama letališča, kjer pa letal nismo označevali, saj letal
na letališču nismo smatrali kot anomalije. Zanimala so nas torej samo letala, ki
so v zraku in so nad različnim ozadjem oziroma površino. Zato smo slike izbirali v
okolici letališč po vsem svetu, v različnih podnebnih okoljih, da smo dobili veliko
raznolikost slik. Ko smo si izbrali lokacijo, smo poiskali slike za dan, ko je bila
oblačnost čim manjša oziroma je sploh ni bilo. To je bilo težavno predvsem za
letališča v Aziji, poleg tega pa so bile slike večinoma posnete v dopoldanskem
času, ko je večkrat prisotna megla. Zato je pretežni del slik iz poletnega časa,
kjer je bilo veliko lažje najti slike brez oblačnosti in megle. Ko smo si izbrali dan,
smo naročili slike. Sprva smo naročili kar cel seznam za posamezen dan. Potem
smo ugotovili, da imamo mesečno omejitev prenosa slik, na kar sprva nismo bili
pozorni. Zato smo začeli slike izbirati bolj previdno, za vsako sliko smo najprej
ročno preverili v bazi OpenSky, ali naj bi bilo na njej kakšno letalo. Za prenos
smo tako naročali samo eno sliko na enkrat.
4.1.2 Dostop do podatkov iz baze OpenSky
Dostop do podatkov je možen z SQL ukazi. SQL je programski jezik, ki se upora-
blja za delo s podatkovnimi bazami in vsebuje nabor standardiziranih ukazov za
dostop do podatkov in manipulacijo s tabelami, poleg tega so glede na ponudnika
storitve (MySQL - SQL, Microsoft - T-SQL, Oracle – PL/SQL) na voljo tudi
specifične funkcije. V osnovi se za delo s tabelami uporabljajo naslednji ukazi:
• select: za povpraševanje po zapisu v tabeli
• insert: za zapis nove vrstice v tabelo
• update: za posodobitev obstoječe vrstice
• delete: za izbris vrstice v tabeli
Sintaksa za pridobitev podatkov je naslednja:
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SELECT stolpec 1, stolpec 2, ..., stolpec n FROM ime tabele WHERE
pogoj 1 AND pogoj 2 OR ... pogoj m
V našem primeru smo za pridobivanje podatkov iz baze OpenSky uporabili ukaz:
SELECT time , callsign , lat , lon , onground FROM
state_vectors_data4 WHERE time = cas AND hour = ura AND lat >
min_lat AND lat < max_lat AND lon > min_lon AND lon < max_lon
Pri tem so:
• time: čas za katerega so podatki veljavni, v obliki unix časovnega žiga (ang.
timestamp)
• callsign: oznaka letala (pozivni znak)
• lat: zemljepisna širina v stopinjah
• lon: zemljepisna dolžina v stopinjah
• onground: ali je letalo v zraku ali na tleh, v obliki true/false
• hour: na uro navzdol zaokrožen čas
• min lat, max lat , min lon, max lon: določajo pravokotno regijo, za katero
iščemo podatke
Ura se prav tako kot čas podaja v obliki unix časovnega žiga, podajamo pa jo
zaradi hitrejšega pridobivanja podatkov, saj so podatki v bazi razdeljeni po urah.
4.1.2.1 Unix časovni žig
Unix časovni žig (ang. Unix timestamp) je oblika zapisa datuma in časa. Gre za
točkovni zapis datuma in časa v obliki skalarnega števila. Ta zapis je neodvisen od
pozicije na Zemlji (časovnega pasu) in je zato pogosto uporabljen v računalniških
sistemih. Unix čas dobimo kot število pretečenih sekund od 1. januarja 1970 od
polnoči v UTC časovnem pasu (1. 1. 1970 00:00:00 + 00:00), znanega tudi pod
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imenom Unix epoha (ang. Unix Epcoh). Unix čas ne upošteva prestopnih sekund
(jih ignorira), zato ni povsem ekvivalenten UTC zapisu.
Primer datuma in časa: 1. 1. 2020 ob polnoči UTC je z Unix časom
predstavljen kot številka 1577836800. Številko dobimo z naslednjim izračunom:
od 1. 1. 1970 do 1. 1. 2020 je minilo 50 let. To je enako 18.262 dnem (50 x 365
dni + 12 prestopnih dni). Ko to število pomnožimo z 86.400, kar je enako številu
sekund v enem dnevu, dobimo končni rezultat 1577836800. To je številka, ki
povsod na Zemlji predstavlja isti časovni trenutek (1. 1. 2020 00:00:00 + 00:00).
4.1.2.2 Primer podatkov iz baze OpenSky
Denimo, da nas zanimajo podatki o letalih v bližini letališča Jožeta Pučnika
na Brniku. Približna lokacija letališča v zemeljskem koordinatnem sistemu je
(46,23° , 14,60°). Za prikaz smo si izbrali, da želimo podatke o letalih za 16. januar
2020 med 10:30 in 10:45 po lokalnem času. Pretvorbo lokalnih časov v unix
časovne žige prikazuje tabela 4.1. Ukaz SQL za pridobitev podatkov je naslednji:
SELECT time , lat ,lon ,callsign FROM state_vectors_data4 WHERE lat
>= 46.074 AND lat <= 46.198 AND lon >= 14.335 AND lon <=
14.679 AND hour = 1579165200 AND onground = false AND time
>=1579167000 AND time <=1579167900;
Iz baze dobimo podatke o vseh letalih, ki so bila nad izbranim območjem v
izbranem časovnem intervalu. Surovi podatki so prikazani v tabeli 4.2, na sliki
4.4 pa so prikazane trajektorije poletov, ki jih lahko dobimo iz surovih podatkov.
Tabela 4.1: Pretvorba lokalnih časov v unix časovne žige
Lokalni čas Unix časovni žig
16. 1. 2020 10:00:00 1579165200
16. 1. 2020 10:30:00 1579167000
16. 1. 2020 10:45:00 1579167900
38 Metode
Tabela 4.2: Primer podatkov iz baze OpenSky za 16. januar 2020 med 10:30 in
10:45 za okolico letališča Jožeta Pučnika. Za vsako letalo so prikazane samo tri
vrstice. Iz baze dobimo samo Unix časovni žig, pretvorba v lokalni čas je narejena
naknadno.
Unix časovni žig lokalni čas zem. širina [°] zem. dolžina [°] oznaka letala
1579167244 10:34:04 46,197 14,491 DUKE75
1579167245 10:34:05 46,196 14,493 DUKE75






1579167363 10:36:03 46,197 14,429 CFG068
1579167364 10:36:04 46,196 14,431 CFG068






1579167828 10:43:48 46,075 14,429 PBD922
1579167829 10:43:49 46,076 14,431 PBD922






1579167363 10:36:03 46,111 14,679 AFL2610
1579167364 10:36:04 46,111 14,678 AFL2610






4.1.2.3 Pridobivanje podatkov iz baze OpenSky
Dostop do baze OpenSky Network je omogočen s protokolom SSH (ang. Secure
shell). Ta povezava se izvaja preko terminalskih programov (Putty, Bash ...). V
našem primeru smo sprva za povezovanje uporabljali program Putty. Povezali
smo se na strežnik baze OpenSky in nato ročno vnašali SQL ukaze. Vsaka slika
s Planet.com vsebuje xml in json datoteki z metapodatki. Iz teh podatkov smo
dobili čas zajema slike in zemeljske koordinate, s pomočjo katerih smo lahko
napisali ukaz. Ko smo dobili rezultate, smo si nato pomagali s spletnim mestom
Google Maps. Koordinati za posamezno letalo smo vnesli v iskalnik, da smo
dobili točno lokacijo na Zemlji na grafičnem vmesniku. Nato smo podobno kot






Slika 4.4: Trajektorije poletov v okolici letališča Jožeta Pučnika za 16. januar med
10:30 in 10:45. Trajektorije so dobljene s pomočjo podatkov iz baze OpenSky.
pri uporabi strani Flightradar24 letalo ročno iskali na satelitski sliki. Ker smo
imeli na voljo podatke za točno tisti trenutek, je bilo pravo lokacijo lažje najti,
kot v primeru Flightradar24.
Nekaj slik smo pregledali na tak način, nato pa smo se odločili, da poskusimo
iskanje čim bolj avtomatizirati s pomočjo podatkovne baze OpenSky Network.
Napisali smo program v jeziku python. Začeli smo s tem, da smo avtomatsko
generirali select stavek za podatkovno bazo. V programu smo prebrali xml da-
toteko z metapodatki in poiskali ustrezne podatke, ki smo jih potrebovali – čas
in zemeljske koordinate slike. Programski paket python že vsebuje funkcije, ki
znajo prebrati xml datoteko in pridobiti željene podatke iz xml značk. Prav tako
vsebuje funkcijo, ki pretvarja zapis časa v utc formatu v unix časovni žig. Ko
smo dobili potrebne podatke iz datoteke z metapodatki, jih je bilo potrebno le še
sestaviti skupaj v select stavek. V programu Putty ni možno neposredno shranje-
vanje podatkov v datoteko, saj vse podatke dobimo nazaj v terminalskem oknu
(slika 4.5). Tako smo morali najprej podatke, ki jih dobimo iz baze, kopirati v od-
ložišče in nato smo jih lahko kopirali v tekstovno datoteko. Delo preko programa
Putty je bilo relativno zamudno, zato smo poskušali tudi pridobivanje podatkov
iz baze izvesti preko programskega jezika python. Našli smo modul paramiko,
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ki ima implementirano SSH povezavo do poljubnega strežnika. Za povezavo so
potrebni ime strežnika, vrata, uporabniško ime in geslo, tako kot je to tudi pri
ostalih SSH odjemalcih (terminalski programi). S pomočjo tega modula lahko
izvedemo ukaz, kot ga bi izvedli preko terminalskega okna s pisanjem na standar-
dni vhod. Pri tem modulu pa ukaz podamo preko spremenljivke v programu. V
terminalskem oknu dobimo rezultat neposredno na standardni izhod, z modulom
paramiko pa lahko rezultat zapišemo v programsko spremenljivko in nato to za-
pišemo v datoteko, ali pa še prej na kakšen način obdelamo rezultat. Poleg tega
modul omogoča tudi prestrezanje napak, ki se sicer izpisujejo v terminalskem
oknu, in shranjevanje le teh v spremenljivko. S tem modulom lahko torej izve-
demo podatkovno zahtevo na enak način, kot bi to izvedli v terminalskem oknu,
le da to lahko izvedemo programsko, namesto ročnega vpisovanja ukazov. Poleg
tega lahko tudi lažje obdelamo podatke, ki jih dobimo nazaj, saj jih že dobimo v
programu.
Slika 4.5: Pridobivanje podatkov s programom Putty
S programom smo torej sestavili ukaz za pridobitev podatkov za posamezno
sliko in se nato s pomočjo modula paramiko povezali na podatkovni strežnik in
izvedli ukaz. Rezultat, ki ga vrne strežnik, smo shranili v programsko spremen-
ljivko v obliki besedilnega niza (ang. string). Z nekaj obdelave tega niza smo
nato lahko izluščili podatke, ki jih potrebujemo. Najpomembnejša je seveda po-
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zicija letala v obliki zemljepisne širine in dolžine, poleg tega dobimo še dodatne
podatke kot so čas, oznaka letala, ali je letalo na tleh ali v zraku, kdaj je bila
pozicija nazadnje posodobljena . . . Te podatke smo nato shranili v tekstovno
datoteko.
4.1.3 Določanje končnih pozicij letal
Končne pozicije letal smo določali v programu Matlab. Iz baze OpenSky smo
dobili pozicije letal v zemeljskem koordinatnem sistemu, ki pa jih ne moremo
neposredno prikazati na sliki. Poleg satelitske slike pri prenosu s platforme Pla-
net.com dobimo tudi datoteko z metapodatki. Ta med drugim vsebuje zemeljske
koordinate za oglišča satelitske slike. S pomočjo teh oglišč lahko delamo pre-
tvorbo zemeljskega koordinatnega sistema v koordinatni sistem slike. Ker sate-
litska slika zavzema le majhen del zemeljske površine (manj kot 0,5° zemljepisne
širine in dolžine), lahko v tem delu predpostavimo linearno naraščanje zemelj-
skih koordinat. Ker ima tudi satelitska slika linearni koordinatni sistem, lahko




(lon− lonmin), dlon = lonmax − lonmin (4.1)
y = − h
dlat
(lat− latmax), dlat = latmax − latmin, (4.2)
kjer sta x in y poziciji v koordinatnem sistemu slike, w in h sta dolžina in širina
slike, lon in lat sta zemljepisna dolžina in širina pozicije, lonmax, lonmin, latmax
in latmin pa dobimo iz oglišč slike. Koordinatna sistema sta prikazana na sliki
4.6.
Ko smo pretvorili pozicije letal dobljenih iz baze OpenSky, smo jih prikazali
na satelitski sliki. Na tako dobljenih pozicijah ni bilo letal, so pa bila letala v
večini primerov precej blizu (slika 4.7). Zato smo morali končne pozicije vseh letal
označiti ročno. Do odstopanj prihaja iz več razlogov, glavni je ta, da imamo čas
zajema slike samo do sekunde natančno, tudi čas veljavnosti pozicij je samo do
sekunde natančen. Ker letala letijo z veliko hitrostjo, v eni sekundi naredijo kar
občuten premik. Poleg tega je lahko tudi pozicija že zastarela, ali pa ni povsem
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Slika 4.6: Koordinatni sistem slike in zemeljski koordinatni sistem
natančna. Vsako letalo na sliki smo tako morali poiskati ročno, s pomočjo ADS-
B podatkov pa smo območje iskanja precej zmanjšali. Ko smo našli letalo, smo
pozicijo označili ročno približno na sredini letala. Letala so bila po dolžini in
širini velika približno med 20 in 25 slikovnih točk.
4.1.4 Rezanje slik
Ko smo imeli pozicije letal na slikah, smo morali slike še razrezati, da smo dobili
končno podatkovno bazo slik, ki smo jo uporabili za testiranje nevronske mreže
GANomaly. Podatke smo razdelili na slike, ki vsebujejo letala in na slike na
katerih ni letal. Ker letal na letališčih nismo smatrali kot anomalije, smo del slike
z letališčem pri rezanju slike izpustili. Zato smo morali najprej ročno označiti
letališča na slikah, označili smo jih s pravokotniki, ki zajemajo celotno letališče
z vsemi stezami. Slike smo razrezali na manjše kose velikosti 32×32 slikovnih
točk. Za to velikost smo se odločili, ker je bila mreža GANomaly testirana na
bazi CIFAR-10, ki vsebuje slike te velikosti, hkrati pa nam ta velikost zagotavlja,
da na slikah, ki vsebujejo letala, le-ta zavzemajo večinski del slike.
Ker so slike rotirane, smo se zaradi lažjega rezanja odločili, da slike najprej
poravnamo, da so vzporedne s horizontalo. To smo storili s pomočjo rotacijske
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Pozicija iz baze OpenSky
Slika 4.7: Pozicija letala dobljena s podatki iz baze OpenSky in dejanska pozicija
letala. Slika je precej približana.
matrike R. Najprej smo označili oglišči T1(x1, y1) in T2(x2, y2) na spodnjem robu
slike. Iz teh dveh točk smo izračunali kot rotacije θ:
θ = − arctan y2 − y1
x2 − x1
(4.3)
Kot je negativen, ker je koordinatni sistem slike obrnjen za 180° glede na kla-
sični koordinatni sistem - izhodišče je v levem zgornjem kotu in os y je obrnjena
navzdol. Nato smo določili rotacijsko matriko R:
R =
⎡⎢⎣cos θ − sin θ 0sin θ cos θ 0
0 0 1
⎤⎥⎦ (4.4)
S pomočjo rotacijske matrike smo sliko poravnali, določili pa smo tudi pozicije






kjer x in y določata pozicijo letal oziroma oglišča pravokotnika, ki označuje leta-
lišče, in x′ ter y′ določata novo pozicijo na transformirani sliki. Pri transformaciji
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pozicij letališča nove pozicije določajo pravokotnik, ki ni več vzporeden s ho-
rizontalo. Zato smo končne pozicije letališča določili kot oglišča pravokotnika
vzporednega s horizontalno osjo, ki zajema celotni rotiran pravokotnik, ki ga do-
ločajo transformirane pozicije. S tem smo označili večji del slike, kot ga v resnici
zajema letališče, ker so originalne slike zelo velike, pa smo še vedno imeli na voljo
dovolj normalnih podatkov (manjših slik brez letal).
Rezanje slik smo izvedli avtomatsko. Začeli smo v levem zgornjem kotu in
rezali slike na majhne kose velikosti 32×32 slikovnih točk. Če se je ta kos slike
prekrival z delom slike, ki smo ga označili kot letališče, ga nismo upoštevali. Prav
tako nismo upoštevali kosa, če se je prekrival s sliko letala. Slednjo smo določili
kot pravokotnik s središčem, ki ga določa pozicija letala. V realnosti to seveda
ne bi bilo možno, ker ne poznamo pozicij letal, vendar smo želeli, da so za namen
testiranja mreže anomalije čim bolj vidne in zajemajo večinski del majhne slike.
Lahko bi se namreč zgodilo, da bi manjši kos vseboval le nekaj slikovnih točk
letala, kar bi težko smatrali za anomalijo. Prikaz razreza je na sliki 4.8.
Slika 4.8: Prikaz razreza slike. Na levi strani je del originalne slike, območje pod
rdečo črto je označeno kot letališče. Na desni so majhne slike, ki jih dobimo po




Nevronska mreža je matematični model, ki se uporablja za detekcijo objektov,
razvrščanje vzorcev, luščenje značilk ... Osnovna enota nevronske mreže je ne-
vron, ki vhodne podatke z aktivacijsko funkcijo preslika v izhod. S povezovanjem
nevronov dobimo nevronsko mrežo oziroma omrežje. Največja uporabnost mrež
je zmožnost učenja – mrežo naučimo na učnih podatkih in lahko implementira po-
ljubno odločevalno funkcijo zaradi velikega števila parametrov. Zaradi slednjega
so tudi računsko zahtevne, zato sprva znanstveniki v tej metodi niso videli večje
dodane vrednosti. Z razvojem tehnologije pa se je zelo povečevala računska zmo-
gljivost računalnikov in s tem tudi uporaba in veljava nevronskih mrež. Danes
mreže veljajo za najboljšo metodo (tako imenovano state-of-the-art) na področju
razvrščanja in tudi modeliranja – uporabljajo se na področjih računalniškega vida,
govornih tehnologij, modeliranja podatkov . . . Področje nevronskih mrež je eno
izmed najbolj raziskovanih področji v znanosti in vsako leto so predstavljene nove
arhitekture, ki izboljšujejo rezultate za specifično področje uporabe.
Osnovna enota nevronske mreže je torej nevron. Model nevrona je prikazan na
sliki 4.9a. Vsak nevron ima več vhodov in en izhod. Izhod je rezultat aktivacijske
funkcije, ki jo nevron uporablja. Pred vstopom v aktivacijsko funkcijo je vsak
vhod pomnožen še z utežjo. Uteži so parametri mreže in se določajo z učenjem.




ui · wi), (4.6)
kjer je f aktivacijska funkcija, u0, u1, ..., un so elementi vhodnega vektorja u , n je
dimenzija vhodnega vektorja, wi pa so uteži nevrona, pri čemer je u0 = 1, w0 pa
se imenuje tudi prag (ang. bias). Uporabljajo se različne aktivacijske funkcije,
najpogosteje pa se uporabljajo sigmoidna funkcija:











f(x) = max(0, x) =
⎧⎨⎩0, x <= 0x, x > 0 (4.9)























(b) Shema večplastne nevronske mreže z
vsemi povezavami
Slika 4.9: Shema nevronske mreže
Mreža je sestavljena iz več nevronov, ki so razporejeni v plasti. V večini
primerov je mreža sestavljena iz vsaj treh plasti: vhodne, skrite in izhodne (slika
4.9b). Vhod v vhodno plast je vhodni podatek (vektor) x. Na tej plasti moramo
torej imeti toliko nevronov, kot je dimenzija vhodnega podatka. Izhod nevronov
je uporabljen kot vhod za skrito plast. V osnovni arhitekturi ima vsak nevron
v tej plasti toliko vhodov, kolikor je izhodov (nevronov) v vhodni plasti. To
je tako imenovana popolnoma povezana plast. Kasneje je bilo predlagano, da se
nekatere povezave opustijo (ang. skipped connections), s čim lahko na specifičnem
področju dobimo boljše rezultate. Zadnja plast je izhodna in se uporablja za
odločanje. V primeru, da mrežo uporabljamo za razvrščanje, je število izhodnih
nevronov enako številu razredov v vhodni množici. Želja je, da bi se vsak izhodni
nevron aktiviral samo za en razred – za en razred bi bila vrednost aktivacijske
funkcije velika, za druge pa majhna. Zahtevnejše metode uporabljajo več skritih
nivojev. V tem primeru so izhodi nevronov na eni plasti vhodi za nevrone na
naslednji plasti, izhodi na zadnji plasti pa so vhodi za izhodno plast. Število
plasti in število nevronov se določa za vsak namen uporabe posebej in mora biti
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previdno izbrano. Večje število nevronov ne pomeni nujno boljših rezultatov.
Število se določa glede na velikost vhodnih podatkov, lahko pa se uporabi tudi
kot hiper parameter pri učenju.


































Slika 4.10: Primer aktivacijskih funkcij nevrona
Učenje poteka z minimizacijo kriterijske funkcije, najpogosteje se uporabljajo
metode vzvratnega učenja, kjer za trenutno vrednost uteži izračunamo kriterijsko
funkcijo in nato vzvratno popravljamo vrednosti uteži, tako da se kriterijska funk-
cija zmanjšuje. Uporablja se metoda gradientnega spusta, kjer uteži spreminjamo
v smeri največjega gradienta kriterijske funkcije:
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j j -ti nevron v l -ti plasti, k je iteracija učenja, η hitrost učenja in e




(yi − ŷi)2, (4.11)
kjer so yi željeni izhodi, ŷi dejanski izhodi nevronov, m pa je število izhodnih
nevronov. Slabost te metode je, da lahko obstane v lokalnem minimumu. Včasih
se za učenje tako uporabijo tudi stohastične metode, kot so na primer genetski
algoritmi.
Učenje poteka v epohah, kjer v vsaki epohi učimo mrežo na vseh učnih podat-
kih. Ko se vrednost kriterijske funkcije ustali, prenehamo z učenjem. Pri izbiri
števila epoh moramo biti previdni, da mreže ne prenaučimo na učnih podatkih,
saj je lahko nato generalizacija mreže na testne podatke slaba.
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4.2.2 Konvolucijske nevronske mreže
Na področju razvrščanja vzorcev so z večanjem računskih zmogljivosti nevronske
mreže hitro pridobile veljavo, medtem ko na področju obdelave slik temu ni bilo
tako. Razlog je v velikosti vhodnih podatkov. Za primer, da bi bila kot vhod v
mrežo uporabljena slika velikosti 32×32 s tremi barvnimi kanali, bi moralo biti
že na vhodni plasti 3072 nevronov, za sliko velikosti 128×128 pa je ta številka že
16.384. Ob uporabi dodatnih skritih plasti se število parametrov poveča za nekaj
velikostnih razredov. Učenje takega modela je računsko zelo zahtevno, ob tem pa
je vprašljiva tudi generalizacija modela.
Veljavo na področju računalniškega vida so nevronske mreže dobile z vpeljavo
drugačne arhitekture. Predlagana je bila uporaba filtrov in konvolucije, arhitek-
tura se tako imenuje konvolucijska nevronska mreža. Z uporaba filtrov se precej
zmanjša število parametrov modela.
Filtri so se na področju računalniškega vida uporabljali že dolgo pred predsta-
vitvijo konvolucijskih nevronskih mrež, na uporabi filtrov namreč temelji veliko
število klasičnih metod. Filter, imenovan tudi jedro, si lahko predstavljamo kot
matriko številk, s katero na sliki iščemo določene značilke, kot so na primer raz-
lične oblike – črte, krogi, robovi, ali pa barvne značilnosti. Primeri filtrov so









(a) Filtra za Sobelov operator, ki se uporablja za










0 0,020,01 0.01 0
0,01 0,10,06 0,06 0.01
(b) Gaussov filter
Slika 4.11: Primeri dvodimenzijskih filtrov
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Navadno je filter manjših dimenzij od vhodne slike. Tipične velikosti jeder v
klasičnih metodah so 3×3, 5×5, 16×16. Apliciranje je izvedeno z metodo drsečega
okna, kjer se postopoma pomikamo po sliki in za vsako slikovno točko izračunamo
rezultat filtracije, ki ga dobimo z uporabo konvolucije:





F (i, j)I(x− i, y − j) (4.12)
ali uporabo križne korelacije:





F (i, j)I(x+ i, y + j) (4.13)
V primeru diskretnih podatkov gre za operacijo skalarnega produkta med isto
ležečimi elementi.
V primeru klasičnih metod mora biti filter vnaprej določen, konvolucijske
mreže pa nadgradijo uporabo filtrov v smeri, da uteži filtrov postanejo učni pa-
rametri. S tem se model sam nauči, kakšen filter naj uporabi, da bodo rezultati
čim boljši. Poleg tega se uporablja kombinacija več filtrov, s čimer lahko hkrati
iščemo več značilnosti na sliki. V uporabi so različne dimenzije filtrov, odvisno
od velikosti področja, ki ga želimo zaobjeti s filtrom. Na vhodni plasti je globina
filtra določena s tretjo dimenzijo vhoda – v primeru barvne slike je to 3, kot
je barvnih kanalov, v naslednjih plasteh pa je globina filtra določena s številom
filtrov v predhodni plasti. Vsak posamezen filter namreč vrne dvodimenzijsko
matriko značilk. Velikost te matrike (širina in višina) je poleg velikosti vhodne
matrike odvisna še od dveh dodatnih parametrov – velikosti pomika (ang. stride)
in dodajanja obrobe z ničlami (ang. zero-padding) okoli vhodne slike. Pomik
nam določa, za koliko slikovnih točk se filter premakne na vsakem koraku. Po-
mik je pogosto enak 1, s čimer ohranjamo dimenzije (ob uporabi dodatnih ničel),
medtem ko z večjimi pomiki zmanjšujemo dimenzije (širino in višino). Dodatne
ničle se uporabljajo za ohranjanje dimenzije. Parameter je določen kot število
vrstic in stolpcev z dodatnimi ničlami okoli vhodne slike. Na primer, če upora-
bljamo filter velikosti 3×3, moramo za ohranitev dimenzij uporabiti število ničel
[1,1], kar pomeni, da dodamo en stolpec ničel na levi in desni strani slike in eno
vrstico zgoraj in spodaj. Širina in višina se torej pred uporabo filtra povečata za
2 enoti, s tem pa se tudi po filtraciji ohrani originalna širina in višina.
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Arhitekturo konvolucijske nevronske mreže sestavljajo različne vrste plasti,
















Slika 4.12: Shema arhitekture konvolucijske nevronske mreže, ki je sestavljena iz
konvolucijskega in popolnoma povezanega dela. Konvolucijski del je sestavljen
iz več konvolucijskih in združevalnih plasti, popolnoma povezane plasti pa so
namenjene klasifikaciji, izhod je verjetnostna porazdelitev vhodnega podatka po
razredih.
Konvolucijska plast – najpogosteje uporabljena in predstavlja osrednji del
mreže. Ta plast je zadolžena za iskanje značilk na vhodni sliki – na primer črt,
barvnih značilnosti na nižjih nivojih in višjenivojskih struktur (na primer oči,
nos ..., če je na vhodni sliki obraz) na kasnejših plasteh. Sestavljena je iz filtrov.
Posamezen filter zaobjema le majhen del vhodne matrike v prvih dveh dimenzijah
(širina in višina). Apliciranje filtra poteka z operacijo križne korelacije, za učenje
se uporabljajo enake metode kot pri navadnih nevronskih mrežah. Posamezen
filter lahko v primerjavi z navadno mrežo označimo kot nevron, ki pa zaobjema
precej manjše območje. V vsaki plasti je več različnih filtrov, vsak je namenjen
iskanju drugačnih vrst značilk. Primer konvolucijske plasti je na sliki 4.13.
Združevalna plast (ang. pooling layer) – ta plast je namenjena
zmanjševanju dimenzij. Pogosto gre za filtre velikosti 2×2, ki so uporabljeni
skupaj s pomikom dveh slikovnih točk. S tem se velikost zmanjša za faktor 2. V
tej plasti ni uporabljena konvolucija, pač pa se uporablja operator max. V pri-
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Slika 4.13: Primer konvolucijske plasti z enim filtrom, ki kot vhod sprejme dvodi-
menzionalno sliko. Velikost koraka je 1 in ni dodajanja obrob, zato se dimenzija
na izhodu zmanjša.
meru filtra 2×2 to pomeni, da je izhod filtra največja izmed 4 vrednosti vhodne
slike na območju filtra. Lahko se uporabljajo tudi druge vrste glasovanja, kot so
povprečje ali L2 norma. Filtrov na tej plasti ne učimo, saj nimajo parametrov.
Primer je prikazan na sliki 4.14.
8 1 7 4
4 834







Slika 4.14: Primer združevalne plasti z operatorjem max. Dimenzija na izhodu
se razpolovi.
Normalizacijska plast – uporablja se za normalizacijo izhodov iz konvolu-
cijskih plasti. V novejših arhitekturah se uporabljajo vse redkeje. Namesto tega
se uporablja normalizacija svežnjev (ang. batch normalization).
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Popolnoma povezana plast – enaka je plastem pri navadnih nevronskih
mrežah. V tem primeru so vsi nevroni povezani z vsemi elementi izhoda na
prejšnji plasti. Uporablja se kot zadnja plast v primeru klasifikacije, kjer je število
nevronov na izhodni plasti enako številu razredov med vhodnimi podatki. Izhod
zadnje konvolucijske plasti je največkrat dvodimenzijska matrika značilk, ki se
razpotegne v vektor, ki se nato uporabi kot vhod v vhodno plast popolnoma
povezanih plasti. Sledijo skrite plasti, kjer se število nevronov začne manjšati.
V izhodni plasti vsak nevron podaja verjetnost pi, da vhodni podatek pripada






kjer je i ∈ [0, k] in k je število vhodnih razredov. Dobra lastnost te funkcije je,
da je skupna vsota enaka 1:
k∑︂
i=1
σi(z) = 1, (4.15)
kar pomeni, da je verjetnost, da vhodni podatek pripada enemu od razredov,



































Slika 4.15: Primer popolnoma povezane plasti. Ta plast pretvori vhodno matriko
značilk v vektor verjetnosti, kjer vsak element pi predstavlja verjetnost, da vhodni
podatek pripada razredu Ci
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4.2.3 Generativne nasprotniške mreže
Za umetno ustvarjanje slik se uporabljajo različni pristopi, veliko jih temelji na
statističnih metodah, v uporabi so tudi samokodirniki. Slabost večine modelov
je, da niso zmožni zajeti prikritih informacij v vhodnem podatku. Posledično so
zato lahko zelo občutljivi na vhodni šum. Za generiranje umetnih slik je bila tako
predlagana generativna nasprotniška mreža [11] (ang. Generative adversarial ne-
twork – GAN). Mreža je sestavljena iz dveh delov – generatorja in diskriminatorja.
Generator ustvarja umetne slike - ponaredke, medtem ko diskriminator na vhod
dobiva prave in umetne slike in ima nalogo ločevanje med temi slikami. Generator
tako poskuša prevarati diskriminator, slednji pa skuša prevaro odkriti. V litera-
turi se je tako pojavilo tudi ime igra dveh igralcev, saj oba dela tekmujeta med
seboj. Cilj je dober generator, ki generira realistične slike, za to pa je potreben
tudi dober diskriminator. Če bi bil le-ta slab, bi ga lahko generator prevaral že z
zelo slabimi (nerealističnimi) slikami. V uporabi so različni pristopi z različnimi
arhitekturami mrež, ki sprejemajo tudi različne vhodne podatke. Splošna shema
je prikazana na sliki 4.16. V osnovnem pristopu generator na vhod dobi naključni
vektor šuma in nato s postopkom dekonvolucije postopno sestavlja izhodno sliko,
diskriminator pa je sestavljen iz klasične konvolucijske nevronske mreže. Diskri-
minator na izhodu daje vrednosti na intervalu [0, 1], kje vrednost 1 pomeni, da












Slika 4.16: Prikaz delovanja GAN-a. Arhitektura je sestavljena iz dveh delov -
generatorja in diskriminatorja. Generator generira ponaredke, diskriminator pa
mora ugotoviti, ali je na vhod dobil pravo sliko ali ponaredek.
Učenje GAN-a poteka od konca do konca, kar pomeni, da generatorski in
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diskriminatorni del učimo skupaj, s postopkom vzvratnega širjenja napake. Cilj
je generator, ki maksimizira verjetnost, da bo diskriminator naredil napako. V
limiti to pomeni, da je izhod diskriminatorja enak 0,5, torej se diskriminator
odloča naključno. Kriterijska funkcija za učenje je naslednja:
V (D,G) = Ex∼px(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z))] (4.16)
Diskriminator želi kriterijsko funkcijo zmanjšati, medtem ko jo želi generator







Mreža GANomaly [13] je nadgradnja mreže GAN. Zasnovana je bila z namenom
detekcije anomalij med podatki, ki so zelo pristranski – anomalije se pojavijo
redko. Za učenje mreže se uporabljajo samo normalni podatki, cilj pa je, da zna
mreža čim bolje modelirati normalne podatke.
Podobno kot pri GAN-u mrežo sestavljata generator in diskriminator, novost
pa je dodaten kodirnik na izhodu dekodirnika generatorja, medtem ko ima gene-
rator klasično strukturo s kodirnikom in dekodirnikom. Mreža je torej sestavljena
iz treh podmrež – generatorja G, diskriminatorja D in kodirnika E. Vse tri mreže
se učijo skupaj. Potek je naslednji: generator na vhodu dobi sliko x, kodirni del
G-ja (GE) nato zmanjša dimenzijo vhodnega podatka x na najmanjšo možno (da
še vedno ohranja informacijo o x) – izhod je latentni vektor značilk z. Dekodirni
del generatorja GD nato rekonstruira vhodni podatek x kot x̂ iz značilke z, želja
je, da je čim bolj podoben pravemu x-u. Naslednja mreža v strukturi je kodirnik
E, ki ima nalogo, da ponovno zmanjša dimenzijo do rekonstruirane značilke ẑ, kot
vhod pa dobi rekonstruirani podatek x̂. Vektorja z in ẑ sta istih dimenzij. Tretja
mreža v strukturi je diskriminator D, ki na vhod dobiva x in x̂ in ugotavlja, ali je
vhodna slika prava ali ponaredek. Celotna arhitektura je prikazana na sliki 4.17.
Vse tri podmreže so sestavljene iz več plasti. Kodirni del generatorja GE ima v
prvi plasti konvolucijski del in normalizacijo svežnjev (ang. batch normalization).
Sledijo plasti, ki vsebujejo konvolucijski del, normalizacijo svežnjev in aktivacijski
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Slika 4.17: Arhitektura mreže GANomaly. Mreža je sestavljena iz treh podmrež.
Slika je povzeta po [13].
del s funkcijo LeakyReLU. Ta funkcija se od navadne funkcije ReLU razlikuje na
delu z x < 0, kjer vrednost ni nič, temveč je premica s strmino α:
f(x) =
⎧⎨⎩αx, x <= 0 in α ∈ ( 0, 1)x, x > 0 (4.18)
Zadnja plast ima samo konvolucijski del.
Dekodirni del generatorja je podoben kodirnemu delu, le da se namesto kon-
volucije uporablja transponirana (inverzna) konvolucija. Vsi sloji razen zadnjega
so sestavljeni iz zaporedja transponirane konvolucije, normalizacije svežnjev in
aktivacijskega dela s funkcijo ReLU. Zadnji sloj vsebuje le konvolucijski del z
aktivacijsko funkcijo hiperbolični tangens.
Kodirnik E in diskriminator D imata enako arhitekturo kot kodirnik GE z
drugimi utežmi. Na koncu diskriminatorja je še aktivacijska funkcija softmax za
odločanje, ali gre za pravo sliko ali ponaredek.
Za učenje se uporablja kombinacija treh kriterijskih funkcij:
Lcon = Ex∼px(x)∥x−G(x)∥1, (4.19)
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Lenc = Ex∼px(x)∥GE(x)− E(G(x))∥2, (4.20)
Ladv = Ex∼px(x)∥f(x)− Ex∼px(x)f(G(x))∥2, (4.21)
kjer je E matematično upanje (povprečje) po vseh vhodnih podatkih x oziroma
latentnih vektorjih z, px in pz sta verjetnostni porazdelitvi podatkov, f pa je
funkcija diskriminatorja. Končna kriterijska funkcija je enaka uteženi vsoti vseh
treh funkcij:
L = wconLcon + wencLenc + wadvLadv (4.22)
Pri testiranju se kot rezultat anomalije uporabi razlika Lenc med originalnim
in rekonstruiranim latentnim vektorjem z:
A(x) = ∥GE(x)− E(G(x))∥1 (4.23)
5 Eksperimenti
5.1 Eksperimentalni protokol
Iz pridobljenih satelitskih slik in pozicij letal smo za namen testiranja nevronske
mreže Ganomaly sestavili podatkovno zbirko slik velikosti 32×32 slikovnih točk.
Iz vseh satelitskih slik smo skupaj dobili 1.395.324 manjših slik za podatkovno
zbirko. Podatke smo razdelili med učno in testno množico, tako je približno 80%
podatkov v učni in 20% podatkov v testni množici. Število slik je naslednje:
• učna množica: 1.116.796 slik, vsi podatki so normalni
• testna množica: 278.528 slik, od tega je 95 primerov slik letal, ki določajo
anomalije, ostali podatki so normalni
Pri testiranju mreže nas je zanimalo predvsem, kako razmerje med normalnimi
podatki in anomalijami v testni množici vpliva na rezultate. Zato smo pri testira-
nju uporabili različno število podatkov iz testne množice, da smo dobili rezultate
za različna razmerja. Razdelitev prikazuje tabela 5.1.
Mrežo smo učili v svežnjih (ang. batch) velikosti 2048 slik, skupaj smo torej
imeli 546 svežnjev. Učenje je potekalo v 15 epohah. Uporabili smo privzete
vrednosti konstant iz enačbe 4.22 v poglavju 4.2.4:
• wcon = 50
• wenc = 1
• wadv = 1
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Velikosti vektorja v latentnem prostoru je 100 (prav tako privzeta vrednost iz
mreže GANomaly). Mrežo smo učili na računalniku s 4 jedrnim procesorjem Intel
Xeon E5-1620 frekvence 3,6 GHz in grafično kartico Nvidia GeForce GTX1080
Ti.
Tabela 5.1: Razdelitev podatkov v testni množici za testiranje nevronske mreže
GANomaly







Detekcijo anomalij lahko opredelimo kot dvorazredni primer, kjer imamo 2 ra-
zreda, normalni in abnormalni razred (anomalije). Pri razvrščanju lahko dobimo
4 situacije: imamo normalni primerek, ki je razpoznan kot normalni razred, nor-
malni primerek, ki je razvrščen v abnormalni razred, abnormalni primerek, ki
je razpoznan kot normalni razred in abnormalni primerek, ki je razpoznan kot
abnormalni razred. Od teh 4 primerov sta 2 primera pravilna – prvi in zadnji,
pri ostalih dveh pa gre za napako metode pri detekciji oziroma razvrščanju. Pri
dobri metodi za izbrano nalogo mora biti takih primerov čim manj. Če normalni
razred označimo z oznako negativen in abnormalni razred kot pozitiven, lahko
številsko določimo kvaliteto detekcije/razpoznavanja z naslednjimi vrednostmi:
• TP – število pravilno sprejetih primerov
• FP – število nepravilno sprejetih primerov
• FN – število nepravilno zavrnjenih primerov
• TN – število pravilno sprejetih primerov
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Rezultate nam podaja matrika razvrščanja (tudi konfuzijska matrika, ang.
confusion matrix), ki je prikazana v tabeli 5.2. Pogosto se namesto absolutnih
številk uporabljajo razmerja, ki so bolj nazorna:
• TPR = TP
TP+FN
– razmerje pravilno sprejetih primerov proti vsem pozitiv-
nim primerom, ta vrednost se imenuje tudi priklic (ang. recall)
• TNR = TN
TN+FP
– razmerje pravilno zavrnjenih primerov proti vsem nega-
tivnim primerom
• FPR = FP
TN+FP
– razmerje nepravilno sprejetih primerov proti vsem nega-
tivnim primerom
• FNR = FP
TP+FN
– razmerje nepravilno zavrnjenih primerov proti vsem po-
zitivnim primerom
Dodatno so pogosto uporabljene še naslednje mere:
• PPV = TP
TP+FP
– natančnost (ang. Positive Predictive Value, Precision) –
razmerje pravilno sprejetih primerov proti vsem pozitivno sprejetim prime-
rom
• ACC = TP+TN
TP+TN+FP+FN
– točnost (ang. Accuracy) – razmerje pravilno
sprejetih primerov proti vsem sprejetim in zavrnjenim primerom
• F1 = 2 PPV ·TPR
PPV+TPR
- F1 mera (ang. F1 score, tudi F mera) – harmonično
povprečje natančnosti in priklica
Kvaliteto razvrščanja lahko prikažemo tudi z grafom. Najpogosteje se za pri-
kaz uporablja ROC krivulja [28] (ang. Receiver operating characteristic). Krivu-
ljo dobimo z izrisom razmerja pravilno sprejetih primerov (TPR) proti razmerju
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nepravilno zavrnjenih primerov (FPR) za različne vrednosti praga. Prag nam
predstavlja mejo med sprejemom (pozitivni primeri) in zavrnitvijo (negativni
primeri). Pri določanju vrednosti praga gre za kompromis. Če prag postavimo
tako, da imamo velik delež sprejetih primerov (TPR) bomo imeli zraven tudi ve-
liko napačno sprejetih primerov (FPR). Če pa prag postavimo tako, da imamo
majhen delež napačno sprejetih primerov, bomo imeli posledično tudi manj pra-
vilno sprejetih primerov. Vrednost praga določimo glede na potrebe v konkretni
situaciji. Razmerje med TPR in FPR v odvisnosti od praga nam tako prikazuje
ROC krivulja, primer je prikazan na sliki 5.1. Na x osi je vrednost FPR, na y osi
pa vrednost TPR. Na obeh oseh se vrednosti gibajo med 0 in 1. Dobre metode
imajo ROC krivuljo, ki se na y osi hitro približa vrednosti 1 za majhne vrednosti
x. Limitni primer najboljše možne klasifikacije bi bila krivulja y = 1. To bi
pomenilo, da je klasifikator 100 %, vsi pozitivni primeri so sprejeti in hkrati ni
sprejet noben negativen primer. Premica y = x pa nam predstavlja naključno
klasifikacijo – za vsako vrednost praga imamo isto stopnjo pravilno sprejetih in
napačno sprejetih primerov.
















Slika 5.1: Primer ROC krivulje. Krivuljo smo generirali iz dveh normalnih po-
razdelitev s standardno deviacijo 1, ena porazdelitev ima povprečno vrednost 0,
druga pa 1,8.
Kvaliteto ROC krivulje lahko opišemo tudi številsko. Prva vrednost, ki jo
lahko razberemo iz grafa ROC krivulje je EER (ang. Equal Error Rate). Vrednost
dobimo iz grafa na presečišču krivulje in premice y = 1−x. Če izberemo prag za
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to točko na krivulji, bomo imeli enaki stopnji napak – napaka napačnega sprejema
(FPR) in napaka napačne zavrnitve (FNR). FPR dobimo iz x osi, FNR pa lahko
dobimo iz y osi kot 1 − y. Dobre metode imajo vrednost EER čim bližje točki
(0,1) na krivulji – obe napaki se bližata vrednosti 0. Druga številska vrednost pa
je ploščina pod krivuljo – AUC (ang. Area Under Curve). Ploščino dobimo kot
integral krivulje in zavzema vrednosti med 0 in 1. Dobre metode imajo vrednost
AUC blizu 1.
Drugi možni prikaz rezultatov je graf krivulje natančnost - priklic, kjer so na
x osi vrednosti priklica na y osi pa vrednosti natančnosti. Prikaz s tem grafom
je uporabljen redkeje kot graf ROC krivulj. Tudi v tem primeru lahko iz grafa
določimo ploščino pod krivuljo AUC. Za dobre metode mora biti vrednost blizu




Za grajenje podatkovne zbirke smo označili 101 letalo na skupno 72 satelitskih
slikah. Na večini slik je bilo samo eno letalo, na nekaterih tudi dve ali tri. Pri
tem letal na letališčih nismo upoštevali. Imeli smo tudi nekaj slik, na katerih ni
bilo letal, vendar jih na koncu nismo uporabili, saj smo dobili dovolj podatkov
že iz slik, na katerih so bila prisotna letala. Slike smo izbirali tako, da smo zajeli
različne letne čase in raznolika klimatska okolja. Vse satelitske slike, ki smo jih
uporabili, so bile zajete med marcem in decembrom 2019 na področjih Evrope,
Azije, Avstralije, Afrike, Severne in Južne Amerike. Zaradi boljše kakovosti slik
(manjše onesnaženje zraka, manjša prisotnost megle) pretežni del slik zajema
Evropo, poleg tega je tu tudi več večjih letališč. Tabela 6.1 prikazuje večja mesta,
v bližini katerih so bile zajete satelitske slike in število letal, ki smo jih našli na
teh območjih.
Satelitske slike zajemajo različne površine, kot so gozd, polje, puščava, mesto,
morje. Letala, ki smo jih našli, so na vseh od omenjenih ozadij, s čimer smo
zagotovili varianco podatkov. Sicer pa se letala različno dobro vidijo, nekatera so
zelo očitna, druga so komaj opazna. Vidnost letal je odvisna od več dejavnikov,
kot so nadmorska višina letala, onesnaženost ozračja, prisotnost megle ali nizke
oblačnosti in tudi od kakovosti satelitskih slik, saj so bile zajete z različnimi
sateliti. Velikost letal se giblje do 25 slikovnih točk po dolžini in do 20 slikovnih
točk po širini (približna ocena), zato smo slike rezali na velikosti 32×32 slikovnih
točk, da letala še zavzemajo večinski del majhne slike. Na sliki 6.1 je prikazan
izbor slik 21 letal, ki se najbolje vidijo. Za končno testiranje smo uporabili 95
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Tabela 6.1: Mesta, v bližini katerih so bile zajeta satelitske slike in skupno število
letal na slikah
Mesto Št. letal Mesto Št. letal Mesto Št. letal
Johannesburg 3 Frankfurt 3 Dallas 6
Amsterdam 8 Pariz 18 Dubaj 7
New Delhi 2 Madrid 6 Tokio 2
Barcelona 3 Charlotte 1 Rim 2
Hong Kong 3 Chicago 2 Taipei 3
Atlanta 1 München 2 Oslo 2
Manchester 2 Dublin 2 Zürich 5
Lizbona 1 Bangkok 2 Dunaj 2
Sao Paulo 3 London 3 Moskva 2
Stockholm 2 Sydney 3
letal, ker so bile nekatere slike v drugačnem formatu, na kar pri samem zbiranju
pozicij nismo bili pozorni. Zato teh slik nismo uporabili pri grajenju podatkovne
zbirke, saj smo postopek rezanja slik izvedli avtomatsko in so morale biti slike,
ki smo jih uporabili, v istem formatu.
Slika 6.1: Primeri slik letal iz podatkovne zbirke, ki smo jo pridobili in uporabili
za testiranje nevronske mreže GANomaly.
Del satelitske slike, na katerem ni letal ali letališča, pa smo uporabili za nor-
malne podatke. Satelitske slike smo razrezali na manjše kose, ki so prav tako
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Slika 6.2: Primeri slik, ki so določene kot normalne
velikosti 32×32 slikovnih točk, kot je bilo že opisano. Primeri normalnih podat-
kov so na sliki 6.2.
6.1.1 Težave pri pridobivanju podatkov
Kot je bilo že omenjeno, smo zaradi mesečne omejitve pri prenosu slik le-te mo-
rali izbirati previdno, zato smo za vsako sliko najprej ročno preverili, ali naj bi
vsebovala kakšno letalo. Na nekaterih slikah kljub temu, da smo dobili pozicije,
letal nismo našli, zato smo te slike izvzeli iz podatkovne baze. Razlog za to je, da
so imele nekatere slike precej manjšo kvaliteto od ostalih in morda letal ni bilo
možno razpoznati, ali pa so bile nekatere pozicije zastarele in niso več veljale za
čas, v katerem je bila zajeta slika.
Druga težava, na katero smo večkrat naleteli pri procesu zbiranja podatkov,
so bile neuporabne slike. Nekateri novejši sateliti so opremljeni s kamerami, ki
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zajemajo vsak barvni kanal posebej s kratkimi časovnimi zamiki. Nato slike
sestavijo v skupno sliko. V večini primerov, ko je slika statična, to ni posebna
težava, se pa izkaže za velik problem za primere, ko so na sliki premikajoči objekti.
Zaradi različnega časa zajema barvnih kanalov dobimo na končni sliki umetne
artefakte, ko so na slikah kar 3 letala namesto enega, saj se je letalo v času med
dvema zajemoma barvnih kanalov že občutno premaknilo (slika 6.3). S takimi
slikami si zato nismo morali pomagati, vendar pa se jim nismo mogli izogniti,
saj nismo imeli na voljo seznama satelitov, da bi lahko vedeli, kakšno tehnologijo
zajema uporabljajo. Da gre za zajem barvnih kanalov v različnih trenutkih in ne
za morebitno kasnejše procesiranje slik, so nam potrdili tudi na podpori spletne
platforme Planet.com, vendar pa nam kaj več niso mogli pomagati. Take slike
bi sicer ob poznavanju časovnega zamika za zajem posameznega kanala lahko
uporabili za kakšne druge specifične namene, na primer določitev hitrosti letal.
Slika 6.3: Primer slabih slik, ki niso bile primerne za uporabo. Ker so bili barvni
kanali zajeti ob različnem času, so na sliki umetni artefakti - tri letala namesto
enega.
6.2 Testiranje nevronske mreže
Mrežo GANomaly smo naučili na učni množici podatkov s parametri, kot so
določeni v poglavju 5.1. Na sliki 6.4 so prikazane prave in generirane slike med
procesom učenja. Z vsako epoho so razlike med slikami manjše. Na sliki 6.5
je prikazan graf napak med procesom učenja. Učenje je potekalo približno 255
sekund na epoho.
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(a) Učne slike (b) Slike, ki jih ustvari generator
Slika 6.4: Prikaz postopnega učenja nevronske mreže. Na levi so učne slike, na
desni pa izhod generatorja po različnih epohah učenja. Z vsako epoho so slike na
izhodu generatorja bolj podobne pravim slikam.
Nato smo naučeno mrežo še testirali na testni množici v skladu s predsta-
vljenim eksperimentalnim protokolom. Rezultati so podani v tabeli 6.2, ROC
krivulje pa na sliki 6.6. Glede na primerjavo ROC krivulj bi lahko rekli, da so
rezultati za različna razmerja normalnih podatkov in anomalij primerljivi in so
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Slika 6.5: Prikaz kriterijske funkcije med procesom učenja mreže. Prikazane so
različne napake.
Tabela 6.2: Rezultati za testiranje mreže GANomaly na pridobljeni podatkovni
zbirki. Prvi stolpec prikazuje razmerje med anomalijami in navadnimi podatki.
Število pravilno sprejetih anomalij se ohranja za različna razmerja, medtem ko
se število napačno sprejetih navadnih podatkov povišuje približno za faktor po-
večanja razmerja, posledično pa se zmanjšuje natančnost. Vrednosti TPR, FPR,
TP, FP in PPV (natančnost) so podane za točko EER, v kateri sta napaki FPR
in FNR enaki. Vrednost TPR je hkrati tudi vrednost priklica, FPR pa je enak
EER. Vrednost AUC ROC podaja ploščino pod ROC krivuljami, vrednost AUC
pr-rc pa ploščino pod krivuljami natančnost - priklic.
Razmerje TPR FPR PPV AUC ROC AUC pr-rc TP FP
1:1 0,726 0,274 0,726 0,741 0,719 69 26
1:10 0,747 0,249 0,231 0,828 0,267 71 237
1:100 0,726 0,274 0,029 0,803 0,029 69 2600
1:1000 0,716 0,287 0,002 0,791 0,003 68 27.218
1:3000 0,737 0,263 0,001 0,791 0,001 70 73.272
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Slika 6.6: ROC krivulje za izveden eksperiment na nevronski mreži. Krivulje so
si med seboj dokaj podobne, vrednosti ploščin pod krivuljami AUC se gibljejo
med 0,74 in 0,80.
tudi nekako pričakovani. Rezultati so dokaj solidni, vrednost TPR je v točki EER
v vseh primerih okoli 0,70, kar pomeni, da je kot anomalija pravilno razpoznanih
približno 70 % letal. ROC krivulje so torej kar precej oddaljene od idealne krivu-
lje, pri kateri se vrednost napake EER približuje 0, kar smo lahko predvidevali,
saj gre vendarle za kar zahteven problem. Satelitske slike namreč zajemajo zares
velik nabor normalnih podatkov, ki se med seboj precej razlikujejo in je varianca
podatkov zelo velika. Prav tako so tudi anomalije zelo zahtevne, saj so letala
dokaj majhna, v nekaterih primerih zavzemajo manjši del slike, poleg tega so v
nekaj primerih tudi slabo ločljiva od ozadja. Zato niti nismo pričakovali, da bo
na primer pravilno razpoznanih 90 ali pa celo 95 % letal. Primeri testnih slik so
na sliki 6.7.
Eksperiment je bil zasnovan tako, da nam da vpogled tudi v to, kaj se do-
gaja z normalnimi podatki. Glede na ROC krivulje bi lahko rekli, da so rezul-
tati dokaj podobni in primerljivi za različna razmerja med navadnimi podatki
in anomalijami. Boljši vpogled v to nam daje graf krivulj natančnost – priklic
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(a) Originalne testne slike (b) Testne slike, ki jih ustvari generator
Slika 6.7: Primeri testnih slik, na levi so originalne, na desni pa slike, ki jih ustvari
generator nevronske mreže. Z rdečimi okvirji so označena letala - anomalije.
Vidimo lahko, da mreža anomalij ne zna tako dobro reproducirati kot navadne
podatke. Vendar so odstopanja tudi med nekaterimi navadnimi podatki, zato
pride do napačno sprejetih primerov.
na sliki 6.8, s katerega lahko vidimo velika odstopanja v rezultatih za različna
razmerja. Vrednost FPR je res da dokaj podobna v vseh primerih, vendar pa
v primerih večjega števila normalnih podatkov to pomeni tudi večje absolutno
število napak – nepravilno sprejetih normalnih podatkov kot anomalije. Izkaže
se, da je na naši bazi problematično veliko število napačno sprejetih primerov,
ki se z večanjem razmerja med normalnimi podatki in anomalijami izredno po-
večuje, posledično pa se zmanjšuje natančnost. Razlog za veliko število napačno
sprejetih primerov bi lahko bil v tem, da je bila učna množica premajhna, saj
so podatki zares raznovrstni. Druga možnost je, da mreža GANomlay preprosto
ni zmožna dobro modelirati vseh podatkov in je neustrezna za naš problem. Na
sliki 6.9 je prikazan histogram verjetnostne porazdelitve rezultatov anomalij za
navadne podatke in anomalije. Z grafa se vidi, da se histograma prekrivata za
majhne vrednosti rezultatov anomalij.
V primerjavi z drugimi podatkovnimi bazami z anomalijami iz literature lahko
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Slika 6.8: Prikaz rezultatov z grafom natančnost - priklic. Z večanjem razmerja
med navadnimi podatki in anomalijami se natančnost hitro zmanjšuje. V primeru
razmerij 1:1000 in 1:3000 se natančnost ne glede na postavljen prag bliža vrednosti
0 in se krivulji povsem približata x osi.
anomalije v naši bazi označimo kot izjemno redke. V literaturi se namreč poja-
vljajo baze, ki imajo precej manjše razmerje med normalnimi podatki in anoma-
lijami, na primer 10:1. Večinoma so rezultati podani tudi samo za eno razmerje,
kot pa je razvidno iz našega primera, so ti rezultati lahko zavajajoči. Primer,
ko se za testiranje vzame kar navadna podatkovna baza in se podatke ene kate-
gorijo vzame kot anomalije, nam torej ne pokaže nujno prave slike o delovanju
določene metode. Prav tako so v realnosti pogosto tudi razmerja med navadnimi
podatki in anomalijami precej večja od razmerij, ki se uporabljajo v literaturi,
kar posledično pomeni več napačno sprejetih primerov.
Poleg pravilno sprejetih primerov – da je podatek pravilno označen kot ano-
malija, je izrednega pomena tudi število nepravilno sprejetih primerov. Čeprav
nas v nekaterih primerih napačno sprejeti primeri ne motijo toliko, gre vseeno vsaj
za moteči dejavniki, saj gre v tem primeru za lažne preplahe, ki lahko nenaza-
dnje pomenijo tudi finančno škodo. V nekaterih primerih pa imamo lahko zaradi
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Slika 6.9: Histogram verjetnostne porazdelitve rezultatov anomalij za normalne
podatke in anomalije za razmerje 1:3000. Histograma se za majhne vrednosti
rezultata anomalij prekrivata, zato imamo veliko napačno sprejetih primerov.
Rezultat anomalije je dobljen kot razlika med originalnim in rekonstruiranim
latentnim vektorjem (enačba 4.23).
napačno sprejetih primerov tudi nepopravljivo škodo. Na primer v medicini si
nikakor ne moremo privoščiti tako velikega števila napačno sprejetih primerov,
ko bi neka metoda strojnega učenja razpoznavala bolezen iz medicinskih slik. V
tem primeru bi bilo potem izredno težko določiti, kdo je zares bolan in bi lahko
napačno zdravili ljudi, čeprav ti nimajo bolezni. Zato je pomembno, da je teh
primerov čim manj. Za izbiro metode in oceno delovanja je tako potrebna dobra
interpretacija rezultatov in pogled iz več zornih kotov.
7 Zaključek
V tem delu smo obravnavali tematiko anomalij v podatkovnih zbirkah, ki se upo-
rabljajo za učenje in evalvacijo metod strojnega učenja. Anomalije so podatki,
ki se v primerjavi z ostalimi podatki pojavijo redkeje, o takih podatkih imamo
včasih tudi pomanjkljivo znanje. Zaradi redkosti teh podatkov je pridobivanje
takih zbirk lahko časovno zelo zamudno in težavno, zato je v primerjavi z na-
vadnimi podatkovnimi bazami javno dostopnih baz z anomalijami precej manj.
Za testiranje metod za detekcijo anomalij se pogosto uporabljajo kar navadne
zbirke, kjer se eno od kategorij določi kot abnormalni razred, ostale kategorije pa
predstavljajo razred navadnih podatkov.
V okviru tega dela smo zato pripravili novo podatkovno bazo z anomalijami.
Pripravili smo zbirko manjših slik, ki smo jih pridobivali iz satelitskih slik zemelj-
skega površja. Za anomalije smo določili slike letal, saj se letala na satelitskih
slikah pojavijo redko in zavzemajo le majhen del v primerjavi s celo sliko. Za
pripravo zbirke smo potrebovali pozicije letal na slikah, do katerih smo prišli s
polavtomatsko metodo. Z uporabo ADS-B podatkov smo dobili pozicije letal
v zemeljskih koordinatah, s pomočjo katerih smo nato letala ročno označili na
satelitskih slikah. Na koncu smo slike razrezali na manjše slike, slike letal smo
razvrstili v razred anomalij, vse ostale dele satelitske slike, z izjemo letališča, pa
smo razvrstili v razred navadnih podatkov.
Zaradi neuravnoteženosti baze, saj normalni podatki predstavljajo večinski
del, poleg tega vse oblike anomalij niso znane vnaprej, se za detekcijo anomalij
uporabljajo specifične metode. Predstavljena je bila nevronska mreža GANomaly,
ki je namenjena za detekcijo anomalij. To mrežo smo testirali na naši podatkovni
zbirki. Zanimalo nas je predvsem, kako razmerje med navadnimi podatki in
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anomalijami vpliva na rezultate. Rezultati so navadno prikazani z grafom ROC
krivulj in ploščinami pod temi krivuljami. Izkaže se, da v primeru anomalij ROC
krivulje niso najboljši pokazatelj rezultatov. V našem primeru so bile krivulje
podobne za različna razmerja med navadnimi podatki in anomalijami v testni
množici. Velik problem so v primeru naše zbirke predstavljali napačno sprejeti
primeri, ko je navaden podatek označen kot anomalija. Število napačno sprejetih
primerov se z večanjem razmerja naglo povečuje, kar iz ROC krivulj ni razvidno.
Zato smo rezultate prikazali še s krivuljo natančnost – priklic, kjer je zelo dobro
vidna problematika napačno sprejetih primerov, saj z večanjem razmerja pada
natančnost. S tem smo hoteli prikazati pomen interpretacije rezultatov in na
pogled z več zornih kotov, kar je še posebej pomembno v primeru neuravnoteženih
podatkov oziroma podatkovnih zbirk.
Ena izmed možnosti za nadaljnje delo je razvoj avtomatske metode za
označevanje letal na satelitskih slikah. Končne pozicije smo označevali ročno,
z uporabo že pridobljenih slik letal pa bi lahko poskusili kakšno izmed metod
strojnega učenja uporabiti za avtomatsko označevanje končnih pozicij. Metodo
bi uporabili le v bližini pozicije, ki jo dobimo z uporabo ADS-B podatkov. Po-
leg tega bi lahko delovanje mreže GANomaly preizkusili še s kakšnimi drugimi
vrednostmi (hiper)parametrov, za večino teh prametrov smo namreč uporabili
privzete vrednosti.
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[20] M. Schäfer, M. Strohmeier, V. Lenders, I. Martinovic in M. Wilhelm, “Brin-
ging up opensky: A large-scale ads-b sensor network for research,” v IPSN-14
Proceedings of the 13th International Symposium on Information Processing
in Sensor Networks, str. 83–94, IEEE, 2014.
[21] M. Blume, “AERO Friedrichshafen 2018, Friedrichshafen (1X7A4803).jpg.”
Dosegljivo: https://commons.wikimedia.org/wiki/File:AERO_
Friedrichshafen_2018,_Friedrichshafen_(1X7A4803).jpg. [Dosto-
pano: 08. 03. 2020].
[22] “Modernization of U.S. Airspace.” Dosegljivo: https://www.faa.gov/
nextgen/. [Dostopano: 20. 2. 2020].
[23] A. Soto, P. Merino in J. Valle, “Ads-b integration in the sesar surface surveil-
lance architecture,” v 2011 Tyrrhenian International Workshop on Digital
Communications - Enhanced Surveillance of Aircraft and Vehicles, str. 13–
18, 2011.
[24] B. Repas, “Napredni programsko definirani sprejemnik za sporočila ads-b,”
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