Abstract
Introduction 22
Non-negative matrix factorization (NMF) denotes the process of factorizing a N×T data 23 matrix V of non-negative real numbers into the product of a N×R matrix W and a R×T 24 matrix H, where both W and H contain only non-negative real numbers. Taking a column-25 wise view of the data, i.e. each of the T columns of V is a sample of N-dimensional vector 26 data, the factorization expresses each sample as a (weighted) addition of columns of W, 27 which can hence be interpreted as the R parts that make up the data [1] . Hence, NMF can be 28 used to learn data representations from samples. In [2] , speaker representations are learnt 29 from spectral data using NMF and subsequently applied to separate their signals. Another 30 example in speech processing is [3] and [4] , where phone representations are learnt using a 31 convolutional extention of NMF. In [5] , time-frequency representations reminiscent of 32 formant traces are learnt from speech using NMF. In [6] , NMF is used to learn acoustic 33 representations for words in a vocabulary acquisition and recognition task. Applied to image 34 processing, local features are learnt from examples with NMF in order to represent human 35 faces in a detection task [7] . 36
In this paper, the metric to measure the closeness of reconstruction Z = WH to its target V is 37 measured by their Kullback-Leibler divergence: 38
(1) Given a data matrix V, the matrix factors W and H are then found by minimizing cost 40 function (1) 
NMF formulation

77
To induce sparsity on the matrix factors, the KL-divergence is often regularized, i.e. one 78 seeks to minimize: 79
subject to non-negativity constraints on all entries of W and H. Here, ρ and λ are non-negative re-80 gularization parameters. 81
Minimizing the regularized KL-divergence (2) can be achieved by alternating updates of W and H 82 for which the cost is non-increasing. The updates for this form of block coordinate descent are: 83
Because of the symmetry property
, where superscript-t denotes 84 matrix transpose, it suffices to consider only the update on H. Furthermore, because of the 85 summation over all columns in (1), minimization (3) splits up into T independent optimiza-86 tion problems. Let v denote any column of V and let h denote the corresponding column of H, 87 then the following is the core minimization problem to be considered: 88
where 1 denotes a vector of ones of appropriate length. The solution of (5) should satisfy the KKT 89 conditions, i.e. for all r with h r > 0 90
where h r denotes the r-th component of h. If h r = 0, the partial derivative is positive. Hence the 91 product of h r and the partial derivative is always zero for a solution of (5), i.e. for r = 1 … R: 92
Since W-columns with all-zeros do not contribute to Z, it can be assumed that column sums of W 93 are non-zero, so the above can be recast as: 94
where q n = v n / (Wh) n . To facilitate the derivations below, the following notations are introduced: 95
which are functions of h via q. The KKT conditions are hence recast as [20] 96 ܽ ℎ = 0 for r = 1 … R
Finally, summing (6) over r yields 97
which is satisfied for any guess h by renormalizing: 98
.1 M ult ip li ca t iv e u p da t e s 99
For the more generic class of Bregman divergences, it was shown in a.o.
[20] that multipli-100 cative updates (MU) are non-decreasing at each update of W and H. For KL-divergence, MU 101 are identical to a fixed point update of (6), i.e. 102
Update (11) has two fixed points: h r = 0 and a r = 0. In the former case, the KKT conditions imply 103 that a r is negative. 104 105
.New t o n u pda t e s 106
To find the stationary points of (2), R equations (8) 
which is always positive, an element-wise Newton update for h is obtained: 113
Notice that this update does not automatically satisfy (9), so updates should be followed by a 114 renormalization (10). One needs to pay attention to the fact that Newton updates will attract 115 towards both local minima and local maxima. Like for the EM-update, h r = 0 and a r = 0 are the 116 only fixed points of update (15) , which are now shown to be locally stable. In case the optimizer is 117 at h r = 0, a r is negative by the KKT conditions, and update (15) However, this only guarantees local convergence for per-element updates and Newton methods 122 are known to suffer from potentially small convergence regions. This also applies to update (15), 123 which can indeed result in limit cycles in some cases. In the next subsections, two measures are 124 taken to respectively increase the convergence region and to make the update non-increasing. 125
.3 St e p si ze li mit a t io n 126
When a r is positive, update (15) may not be well-behaved in the sense that its denominator can 127 become negative or zero. To respect nonnegativity and to avoid the singularity, it is bounded 128 below by a function with the same local behavior around zero: 129
Hence, if a r ≥ 0, the following update is used:
Finally, step sizes are further limited by flooring resp. ceiling the multiplicative gain applied to h r 130 in update (15) and (17) (see Algorithm 1, steps 11 and 24 for details). 131
.4 No n-in crea s e o f t he co s t 132
Despite the measures taken in section 2. Step 10: ‫ۿ‬ ഥ = ‫܄‬ ⊘ ሺ⨀ሻ; ۰ = ሺ‫܅⨀܅‬ሻ ‫ۿ‬ ഥ 158
Step 11: ۶ ே = ۶ ⊙ ሾ۰ ⊘ ሺ۰ − ‫ۯ‬ሻሿ for the entries for which A < 0 159 ۶ ே = ۶ + ‫ۯ‪ሺ‬ܖܑܕ‬ ⊘ ሺ۶ ⊙ ۰ሻ, ߙ۶ሻ for the entries for which A ≥ 0 160 multiply t-th column of HDNA with the t-th entry of ሺ ௧ ‫܄‬ሻ ⊘ ሺ ௧ ۶ ே ሻ 161
Step 12: ‫܈‬ ே = ‫۶܅‬ ே 162
Step 13: ‫ۿ‬ = ‫܄‬ ⊘ ‫܈‬ 163
Step 14:
Step 15: copy H, Z and Q from: 165 HDNA, ZDNA and QDNA for the columns for which dDNA < dMU 166 HEM, ZEM and QEM for the columns for which dDNA ≥ dMU 167 MU -Step 16: divide (multiply) the r-th row (column) of H (W) by ∑ ℎ ௧ ௧ + ρ.
168
Step 17: precompute ۶⨀۶ 169 MU -Step 18: ‫ۯ‬ = ‫۶ۿ‬ Step 23: ‫ۿ‬ ഥ = ‫܄‬ ⊘ ሺ⨀ሻ; ۰ = ‫ۿ‬ ഥ ሺ۶⨀۶ሻ 175
Step 24: ‫܅‬ ே = ‫܅‬ ⊙ ሾ۰ ⊘ ሺ۰ − ‫ۯ‬ሻሿ for the entries for which A < 0 176 ‫܅‬ ே = ‫܅‬ + ‫ۯ‪ሺ‬ܖܑܕ‬ ⊘ ሺ۶ ⊙ ۰ሻ, ߙ‫܅‬ሻ for the entries for which A ≥ 0 177 multiply the n-th row of WDNA with the n-th entry of ሺ‫܄‬ሻ ⊘ ሺ‫܅‬ ே ሻ 178
Step 25: ‫܈‬ ே = ‫܅‬ ே ۶ 179
Step 26: ‫ۿ‬ = ‫܄‬ ⊘ ‫܈‬ 180
Step 27: ‫܌‬ ே = ൫‫⨀܄‬log ሺ‫ۿ‬ ே ሻ൯ 181
Step 28: copy W, Z and Q from: 182 WDNA, ZDNA and QDNA for the rows for which dDNA < dMU 183 WEM, ZEM and QEM for the rows for which dDNA ≥ dMU 184 MU -Step 29: divide(multiply) the r-th column (row) of W (H) by ∑ ‫ݓ‬ + λ.
Notice that step 9, 14 22 and 27 require some care for the zeros in V, which should not contribute 186 to the cost. is not included in this study, so ρ = λ = 0. The algorithm parameters are set to ε = 0.01 and α=4. An overview of the time required for a single iteration on both data sets is given in Table 1 times more time per iteration on the CPU. On the GPU, the ratio is rather 2 to 2.5. 225
.2 Spa rs e da t a ma t r ice s 226
The third matrix considered originates from the NIST Topic Detection and Tracking Corpus 227 (TDT2). For 10212 documents (columns of V), the frequency of 36771 terms (rows of V) was 228 counted leading to a sparse 36771×10212 matrix with only 0.35% non-zero entries. The fourth 229 matrix originates from the Newsgroup corpus results in a 61188×18774 sparse frequency matrix 230 with 0.2% non-zeros. Both for MU and DNA a MATLAB implementation using the sparse matrix 231 class was made. In this case, an iteration of DNA is twice as slow a MU iteration. Again, the 232 convergence of both algorithms is shown in Figure 3 . In this case, DNA is only marginally faster 233 than MU in terms of CPU time. 234 235 Table 1 : time per iteration in milliseconds as measured on the CPU and GPU implementations for 236 different ranks (R) and dense matrices (ORL/PIE). 237 dataset R processor CPU GPU CPU GPU CPU GPU CPU GPU CPU GPU CPU GPU CPU GPU CPU GPU MU without cost 
Conclusions
242
The DNA algorithm is based on Newton's method for solving the stationarity conditions of the 243 constrained optimization problem implied by NMF. This paper only addresses the Kullback-244
Leibler divergence as a cost function. To avoid matrix inversion, a diagonal approximation is 245 made, resulting in element-wise updates. Experimental verification on publicly available matrices 246 with a CPU and GPU MATLAB implementation for dense data matrices and a CPU MATLAB 247 implementation for sparse data matrices show that, depending on the case and matrix sizes, DNA 248 iterations are 2 to 3 times slower than MU iterations. In most cases, the diagonal approximation is 249 good enough such that faster convergence is observed and a net gain results. 250
Since Newton updates can in general not ensure monotonic decrease of the cost function, the step 251 size was controlled with a brute force strategy of falling back to MU in case the cost is increased. 
