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Abstract: The rate of internet usage in the world is over 62% and this rate is increasing day by day. With this increase,
it becomes important to ensure the confidentiality of the information in the traﬀic flowing over the internet. Encryption
algorithms and protocols are used for this purpose. This situation, which is beneficial for normal users, is also used
by attackers to hide. Cyber attackers or hackers gain the ability to bypass security precautions such as IDS/IPS and
antivirus systems with using encrypted traﬀic. Since payload analysis cannot be performed without deciphering the
encrypted traﬀic, existing commercial security solutions fall short in this situation. In this study, it is aimed to classify
the network traﬀic by analysing the outgoing and incoming data over the encrypted traﬀic using extreme gradient
boosting (XGBoost), decision tree and random forest classification methods. Thus, without deciphering, it is possible
to classify packets passing through encrypted traﬀic using some metadata like size and duration and to take precautions
against attacks. ISCX VPN-NonVPN dataset was used to test the proposed model in this study. With the created
framework, encrypted traﬀic was classified with a high success rate and 94.53% success was achieved by using the
XGBoost classification method.
Key words: Internet traﬀic classification, traﬀic identification, machine learning, cyber security

1. Introduction
Although human life is getting easier with the increase in internet usage rate, cyber-attacks are also increasing
tremendously. With the increasing importance of privacy, especially in internet use, users prefer encrypted
channels. The rate of usage of Secure Hypertext Transfer Protocol (HTTPS) traﬀic on the internet is over 88%
and it is gradually increasing [1]. In the absence of encryption, critical data such as personal, commercial or
military information can be captured by cyber attackers listening to the line or network [2]. Despite its benefits,
encryption reduces the traﬀic analysis capacity of cyber security experts and network experts on the network
and ensures that cyber attackers are hidden [3]. By using encrypted traﬀic, cyber attackers can do cyber-attacks
by hiding from security measures like antivirus, intrusion detection system, data loss prevention system and
application firewall [4].
The most used protocols within the scope of traﬀic encryption are virtual private network (VPN) [5] and
secure sockets layer (SSL) protocols. SSL protocol was developed by Netscape Company and is used to establish
a secure communication channel between client and server [6]. Although both VPN and SSL protocol are used
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to provide secure communication, there are differences between them. In SSL encryption, only the payload part
of the package is encrypted, while in VPN, the encryption process is performed by taking the whole package
into another package, which is called encapsulation. The encryption process with VPN performs encryption
at the network layer, which is the third layer of the open systems interconnection (OSI) [7] model. SSL works
between OSI layers 5 and 7. Whereas SSL is mostly used for encrypting http traﬀic, VPN is widely used to
encrypt all traﬀic between two endpoints [8].
Encrypted packets cannot be deep packet analysis and the data passing through the traﬀic cannot be
analysed [9]. In this way, attackers can do data leakage, encrypt the victim’s data for ransom, communicate
with the command and control center, download malware and other cyber attacks. As a precaution against
these attacks, encrypted packets should be analysed by deciphering. In cases where the traﬀic bandwidth is
high and the decryption-analysis-encryption time is long, the eﬀiciency of this solution decreases. In addition,
deciphering the encrypted traﬀic of the users also violates the user information privacy policy. Studies are
carried out in the field of traﬀic classification by examining the dimensions of incoming packets on the traﬀic
without decryption. Artificial intelligence algorithms are preferred and used in these studies. Unidentified
network traﬀic can be prevented by defining protocol and application over encrypted traﬀic using flow-based
methods. Especially since viruses and botnets communicate encrypted with the command and control center,
these applications can be detected and kept under control with traﬀic classification.
Since the beginning of the 1990’s, unencrypted packages have been classified using signatures and patterns.
The content of unencrypted packets is required for deep packet analysis. These methods cannot be used in cases
where the package content is encrypted. Flow-based classification methods are used for these situations. In flow
and time based systems, features such as package length, acknowledge package number and package arrival and
departure times are used instead of package content. Internet protocol (IP) address and port information are
not used as a feature in encrypted traﬀic classifications. Since encrypted traﬀic can be established over different
ports, which reduces the success rate in artificial intelligence-based approaches.
In this study, encrypted internet traﬀic is analysed and labelled with the help of its features extracted
without decryption. In this way, it is aimed to strengthen security systems and to increase the security of
information systems and users. Our major contributions are
• a general approach for encrypted network traﬀic classifier based on machine learning model as from network
traﬀic flow
• using synthetic minority oversampling technique (SMOTE) techniques dealing with unbalanced data to
have a good performance
• examining the effect on problem solving using different learning algorithms and comparing them
In the second part of this article, some current studies on this subject are included. The dataset used
in the study is analysed in detail and explained in the third chapter. The classification methods used in the
study and their details are presented in the fourth chapter. The success and performance metrics of the model
created are shown in the fifth chapter. In the last section, a general evaluation of the research has been made
and compared with other studies in this field. In addition, suggestions are given for future studies to classify
internet traﬀic.
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2. Related works
Classification of encrypted traﬀic is a critical issue today. From past to present, researchers have performed
various studies on this subject, which are usually done on application or protocol basis. In this section, the most
successful of these studies are selected and explained in detail. By this way, the review of the past literature
and the contribution of the model to be proposed in this study will be shown comparatively.
Alshammari [10] et al. conducted a study for the classification of secure shell (SSH) and Skype traﬀic.
In the scope of the study, binary classification application as No-SSH with SSH and No-Skype with Skype was
applied. Five different machine learning algorithms were used in problem solving and it was observed that
the C4.5 algorithm gave the best outcome. The C4.5 algorithm exhibited 83.7% detection rate and 1.5% false
positive rate performance in the worst scenario, 97% detection rate and 0.8% false positive rate performance in
the best scenario.
Di Mauro [11] et al. have made a classification study for web real-time communication (WebRTC)
applications. The dataset used was created by the authors using Tshark, MySQL and Weka applications.
Within the scope of the study, 4 different machine learning algorithms were used and binary classification was
made. At the end of the study, it was stated that the Random Forest algorithm gave the most successful result.
The random forest algorithm has an accuracy rate of 96.4% and an F1-measure rate of 96.4%.
In 2016, Draper-Gil [12] et al. have created a flow and time based dataset which consists of two different
scenarios. The classification of traﬀic encrypted with VPN and traﬀic encrypted without VPN was performed
in the study. There are fourteen class labels in dataset. C4.5 and k-nearest neighbours (kNN) algorithms are
used within the scope of the study. The success rates for both the first scenario and the second scenario are
given in detail. As a result of the study, it was determined that the C4.5 algorithm gives better outcomes than
kNN. Using the C4.5 algorithm, the highest precision rate was stated as 90.6% in the first scenario and 80.9%
in the second scenario.
Seddigh [13] et al. have made a study to classify encrypted packets on high speed networks. The dataset
was collected from the campus network and although there are over two hundred features, feature selection
was made due to the high traﬀic bandwidths. The dataset contains 6 classes. Six different machine learning
algorithms were used and a framework called machine learning traﬀic analytics tool (MLTAT) was created.
Hyperparameters selection was made by MLTAT and binary and multiclassifications were done. In the tests,
the precision rate for all classes is above 88%, but it has been observed that the Web browsing class has
significantly reduced the average success.
In 2018, Caicedo-Muñoz [14] et al. focused on a quality of service classification study of encrypted traﬀic
on VPN and non-VPN traﬀic. ISCX VPN-NonVPN data set created by Draper-Gil [12] and five different
machine learning algorithms were used in the study. In the second scenario, Bagging and Boosting give better
results than other algorithms, but it has been observed that there is not much change in the first scenario. In
the second part of Scenario 1, the highest accuracy rate for VPN traﬀic is 89.03% and for non-VPN traﬀic is
93.19%. In the second scenario, an accuracy rate of 84.81% was achieved.
Saqib [15] et al. classified Voice over Internet Protocol (VoIP) traﬀic with static analysis methods, using
the features of the packet instead of the packet content. In the study, the detection of the voice traﬀic flowing
over the network was made independently of the application, security protocols and encryption mechanisms.
The most used applications such as Skype, Yahoo messenger and Gmail on the Internet were analysed. As a
result of the analysis, the packet size distribution (PSD), packet variety and packet rate (PR) features of the
packets were selected and used for classification purposes. It has been observed that voice traﬀic has low packet
2452
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size, low packet diversity and high PR value. Since the classification process in encrypted VoIP traﬀic is more
diﬀicult, additional features like the number of packages, total flow time, arithmetic mean, standard deviation,
PR and max-min packet size have been used. With the created structure, it has 93.6% detection rate in offline
traﬀic, 100% detection rate in VoIP traﬀic collected by authors and 95% detection rate in online traﬀic.
Zhang [16] et al. created a framework called stereo transform neural network (STNN) for data classification over transport layer security (TLS)/SSL encrypted traﬀic in 2019. STNN framework has been made
up by using long short-term memory (LSTM) and convolutional neural network (CNN) algorithms together.
The dataset was composed by the authors and collected over 17 applications. They succeeded an accuracy rate
of over 99%. Chari [17] et al. made a classification process on encrypted traﬀic using J48 machine learning
algorithm. ISCXTor2016 dataset was used as dataset and features based on packet lengths were selected. In
the tests performed over 6 classes, 91% accuracy rate was acquired.
Pradhan [18] et al. presented a study to detect and classify encrypted SSH traﬀic over the network.
Hybrid radial basis function network (RBFN) based on machine learning approach was employed in her studies.
RBFN is a feed forward neural network using k-means clustering and gradient descent learning techniques.
AMP, MAWI, DARPAA99 and NIMS4 datasets were also used in the study. In the tests, the results made with
RBFN were compared with AdaBoost, decision tree, naive Bayes and random forest algorithms. It has been
come out that RBFN provides high success with an accuracy rate of over 99% for all datasets.
In 2018, Yang [19] et al. used a deep learning-based approach to classify traﬀic encrypted with TLS/SSL
using autoencoder neural network (ANN) and CNN algorithms. The parameters used for autoencoder and
CNN are specified in detail. As the dataset for deep learning, 10 and 50 pages using TLS/SSL traﬀic among the
most used 500 sites provided by Alexa 1 were selected and two data sets were created. Autoencoder and CNN
algorithms have been compared with five different machine learning algorithms that give the most successful
results. CNN yielded the most successful results by achieving 96.46% accuracy in 10 web page based dataset
and 85%accuracy in 50 web page based dataset.
Al-Obaidy [20] et al. presented a machine learning-based approach to classify and detect Skype, Whatsapp, Facebook, Netflix and Youtube applications communicating over the encrypted channel. Support vector
machine (SVM), multilayer perceptron (MLP), naive Bayes and C4.5 machine learning algorithms were preferred
within the scope of the study. The dataset was created by the team and collected from end user computers via
Wireshark. There are 14 features in the data set created. Firstly, the classification process was performed for
four applications, Skype, Whatsapp, Facebook and Youtube, and it was determined that the C4.5 algorithm
gave the best result with 88.29% accuracy. The Netflix application was added to these four applications and
tests were carried out on five applications. Again, C4.5 algorithm was observed to be the most successful
algorithm with an accuracy rate of 86.33
Khatouni [21] et al. performed a study to classify social media, voice and video applications using
encrypted traﬀic. For this purpose, they created a dataset with a tool that automatically visits web pages
and uses the application on Firefox and Chrome browsers. Thirteen different machine learning algorithms were
used in the study. Although the random forest algorithm gives the best results, it has been determined that it
consumes more resources than the decision tree algorithm. It has been stated that the decision tree algorithm
works seven times faster than the random forest algorithm. As a result of the study, it was stated that the
decision tree algorithm was the most powerful algorithm for the solution of the problem created with a true
1 Alexa Internet Inc. (1996). The top 500 sites on the web [online]. Website: https://www.alexa.com/topsites [accessed 01
November 2020].
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positive rate of 85% and a false positive rate of 5%.
3. Dataset
In order to test the proposed model, encrypted traﬀic data generated from real traﬀic data was needed. For
this, the data set prepared by Draper-Gil [12] was preferred. This dataset is generated from real traﬀic data and
includes class label. Two users named Alice and Bob were created and packets were captured using simple mail
transfer protocol secure (SMTPS), Post Oﬀice Protocol 3 (POP3), Browser, Skype and similar applications.
The traﬀic class and the applications used in the content are given in Table 1. There are 2 scenarios in the data
set and it is shown in Figure 1. In Scenario A, the purpose is to define the traﬀic that is non-VPN with VPN,
and after this definition is done, the traﬀic is classified into subcategories as browsing, email, chat, streaming,
file transfer, VoIP and peer-to-peer (P2P). For this process, Scenario A is done in 2 different steps. In Scenario
B, the whole process is made in a single classification and consists of 14 classes in total.
Table 1. List of class and applications [12].

Traﬀic class
Web browsing
Email
Chat
Streaming
File transfer
VoIP
P2P

Scenario A

Network Traffic
Flows

Applications
Chrome and Firefox
SMTPS, POP3S and IMAPS
ICQ, Skype, Facebook and Hangout
YouTube and Vimeo
Skype, FTPS, SFTP
Facebook, Skype and Hangout voice calls
uTorrent and Bittorent

A2

A1

VPN
Classification
7 Classes

VPN-Browsing

Non-VPN
Classification
7 Classes

Browsing

.
.
.

VPN-FT

VPN
P
vs
P
Non-VPN
.
.
.

FT

Scenario B
Network Traffic
Flows

VPN and Non-VPN
Classification
14 Classes

Figure 1. Dataset scenarios [12].
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A dataset was prepared by Draper-Gil [12] et al. using a time-based approach together with flow-based
detection. For the time-based approach, each scenario has datasets of 15, 30, 60 and 120 s. Through these
datasets, time-based classification of traﬀic can be done.
There are 24 features in the dataset and one of them is the label class. The other 3 properties are
duration, the number of bits occurring in 1 s, and the number of packets occurring in 1 s. The remaining 20
features consist of the maximum, minimum, average and standard deviation values of 5 different features. These
5 features are defined as forward arrival time, backward arrival time, arrival time between flows, actively used
time and idle time [12]. Source ip address, destination ip address, source port and destination port information
are not used as a feature. Features and description are shown in Table 2.
Table 2. List of features and description [12].

Feature Name
duration
total_fiat
min_fiat
max_fiat
mean_fiat
total_biat
min_biat
max_biat
mean_biat
flow_pkts_per_second
flow_bytes_per_second
min_flowiat
max_flowiat
mean_flowiat
std_flowiat
min_active
mean_active
max_active
std_active
min_idle
mean_idle
max_idle
std_idle

Description
Total time of flow.
The total time among two network packets in going forward.
The minimum time among two network packets in going forward.
The maximum time among two network packets in going forward.
The mean time among two network packets in going forward.
The total time among two rearward going network packets.
The minimum time among two rearward going network packets.
The maximum time among two rearward going network packets.
The mean time among two rearward going network packets.
The total number of packets generated per second.
The total number of bytes generated per second.
The minimum time among two network packets sent in both way.
The maximum time among two network packets sent in both way.
The mean time among two network packets sent in both way.
The standard deviation time among two network packets sent in both way.
The minimum amount of time a flow has been in use prior to it goes into idle
state.
The mean amount of time a flow has been in use prior to it goes into idle state.
The maximum amount of time a flow has been in use prior to it goes into idle
state.
The standard deviation amount of time a flow has been in use prior to it goes
into idle state.
The minimum amount of time a flow has been in idle prior to it goes into active
state.
The mean amount of time a flow has been in idle prior to it goes into active
state.
The maximum amount of time a flow has been in idle prior to it goes into active
state.
The standard deviation amount of time a flow has been in idle prior to it goes
into active state.
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4. Methodology and methods
The classification of encrypted traﬀic is made by using the size of the outgoing and incoming packets and
the round-trip time features on the network. Since each application has a different structure, values like the
size, number and time of outgoing and incoming packets can be different and these differences are used for
classification purposes. Using the features specified, the classification of packets encrypted with VPN and
encrypted without VPN using XGBoost, decision tree and random forest algorithms was performed in this
study.
4.1. Proposed model architecture
In the proposed architecture for the classification of encrypted traﬀic, firstly the data in the dataset must be
preprocessed. For this purpose, nonnumeric class labels such as VPN-browsing, VPN-FT in the dataset were
converted to numerical values. For example, after this process, a value of 0 for VPN-browsing and 6 for VPN-FT
has been assigned. Each class is labelled with a different number. In addition to this operation, the values in
the data set were reduced to a value between 0 and 1 by normalization. After data preprocessing is completed,
the data is ready for use.
Before the classification process, the features in the dataset should be analysed in order to increase
the proposed system performance. For this purpose, the data in the dataset are weighted according to their
importance. The sum of the weights of all the features is equal to 1. The weighted graph of the features in
the dataset is shown in Figure 2. which contains the weight values of the features in the vertical part and
the features names in the horizontal part. Eight features with a weight value below 0.03 and affecting the
classification least were eliminated, and a total of 15 features were chosen.The selected list of features is shown
in Table 3.
0.12

Weight Value

0.1
0.08
0.06
0.04
0.02
0

Feature Name

Figure 2. Weighted values of dataset features.

It is necessary to carry out a learning process for the current problem of the model to be written. Training
data are needed to train the model and test data to test the success of the model. For this reason, 30% of the
existing data set was divided as test data and the training was done on the remaining 70% data. The dividing
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Table 3. List of selected features.

Feature Name
total_biat
flow_bytes_per_second
min_flowiat
flow_pkts_per_second
total_fiat
max_flowiat
mean_flowiat
max_biat
max_fiat
duration
std_flowiat
mean_biat
min_fiat
mean_fiat
min_biat

Weight Value
0.104074357
0.085232544
0.077517041
0.069723517
0.06542718
0.062340503
0.057769575
0.056603319
0.055294986
0.054522434
0.05422234
0.047622901
0.045579098
0.039412682
0.031789681

process was made randomly by using the sci-kit learn library. Only training data were used in the training
phase, and test data were not used in the training phase. There is an imbalance in the class distributions of the
data on the selected dataset. In order to eliminate the imbalance in the data distribution, data balancing was
performed using the SMOTE [22] algorithm. Before the SMOTE process, the browsing class with the highest
number of data had 2500 data and the streaming class with the lowest number of data had 475 data. After the
SMOTE process, the data distribution counts of the classes in the dataset are equalized and all class had same
counts of data.
Prior to the use of algorithms, hyperparameter optimization was carried out in order to provide the best
performance of the installed system. Along this process, the parameter values used by the algorithms are given
in a certain range and format and the parameters providing the best performance are chosen. The selected
parameters and their values are given in Table 4. GridSearchCV library was used during parameter selection
which is made separately for each algorithm.
After parameter optimization, the model was trained with training data and its performance was tested
with test data. The stages of the proposed model are shown in Figure 3. Raw data primarily goes through
digitization and normalization processes. After these processes, feature selection is made and the dataset is
divided into test and training sets. Dataset imbalance is eliminated by sampling on the training set. Finally,
the classification process is performed by selecting hyperparameters for machine learning algorithms.

Input

Data
Digitization

Data
Normalization

Feature Selection

Training
and
Testing

Data
Balancing

Parameter
Optimization

VPN-Browsing
Classification
FT

Figure 3. The stages of the proposed model.
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Table 4. List of chosen hyperparameters.

Algorithms

Decision tree

Random forest

XGBoost

Hyperparameters
class_weight
max_depth
max_features

Values
balanced
20
auto

min_samples_leaf

1

min_samples_split

2

splitter

best

n_estimators

300

criterion

entropy

class_weight
max_features

balanced_subsample
sqrt

eta

0.2

max_depth
gamma
min_child_weight

50
2
4

subsample
max_bin

0.83
256

objective
tree_method
num_class
learning_rate

multisoftmax
hist
7
0.1

Description
Weight distribution between classes.
The maximum depth of the tree.
The number of features to size up when search
the best split.
The number of instances that must be in a leaf
node.
The minimum number of instances required to
split a node.
The method used to select the split at the
node.
Number of trees to be used when creating a
forest.
The function for measuring the quality of a
split.
Weight distribution between classes.
The number of features to size up when search
the best split.
Step size reduction used in update to halt
overfitting.
The maximum depth of the tree.
Minimum loss required for tree splitting.
The minimum amount of weight required for
a child.
Subsample rate of training sets
Biggest number of separate bins to bucket ongoing features.
Multiclass classification method.
The tree creation algorithm.
Number of classes.
The amount that the weights are updated during training.

4.2. Algorithms
Machine learning algorithms are used to solve the current problem. Three different algorithms were preferred
within the scope of the study.

4.2.1. Decision tree
It is a widely used machine learning algorithm developed by Quinlan [23]. Decision tree algorithm composes
many nodes in problem solution and establishes relationship between these nodes. The first node is called a
root node. It creates a decision tree through these nodes. Decision tree algorithm has the ability to operate on
categorical and numerical data.
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4.2.2. Random forest
The random forest algorithm was evolved by Breiman [24] in 2001. This algorithm builds a random forest using
decision trees. Each decision tree begets a class, and the final result is reached by evaluating the information
from all decision trees. The random forest algorithm derives its strength from the use of many decision trees
together.
4.2.3. XGBoost
The XGBoost algorithm is based on gradient boosting algorithm, but performance improvement has been
achieved through optimization. Together with the parallel and distributed calculation management, it can
completes the learning process much faster [25–27]. It can also perform cache optimization for eﬀicient use of
hardware and distributed computing to process large models quickly [25, 28]. XGBoost can work ten times
faster than existing well-known remediation on a single machine [29]. Jiong Wang [30] et al. stated in his study
for android malware detection that the XGBoost algorithm works much faster than the SVM algorithm when
the dataset increases. Zhuo Chen [28] et al. observed that the XGBoost algorithm works faster than SVM and
general boosting decision tree (GBDT) algorithms in his study, which he performed to detect distributed denial
of service attack (DDOS) attacks in software defined networking (SDN) based cloud systems.
4.3. Performance measure
Many metrics are used to evaluate the performance of the models suggested in the literature. The most prevalent
of these metrics are accuracy, precision, recall and f-measure. These metrics are figured out on the values of
true positive (TP), false positive (FP), true negative (TN) and false negative (FN). If the data that is originally
abnormal is classified as abnormal by the model, it is called by true positive. False positive data that is actually
normal is defined as abnormal by the model. The data that is really normal is considered to be true negative if
it is categorized as normal by the model. False negative data that is indeed abnormal is labelled as normal by
the model.
The most popularly used success criterion in the literature is accuracy (Acc) which is computed by
dividing the number of correctly classified data by the number of all data. The formula for calculating the
accuracy criterion is shown in Equation 1.
Acc =

TP +TN
TP +FP +FN+TN

(1)

Although accuracy is extensively used, it is not suﬀicient to measure model performance alone. If the
ratio of the number of the data known as positive is too low compared to the number of data known as negative,
accuracy will not be a very meaningful criterion [31]. For this aim, sensitivity, precision and f-measure are
used in addition to the accuracy value in the literature. The recall is calculated by dividing the data correctly
classified as abnormal by the number of all abnormal data [32]. The formula for calculating the recall criterion
is shown in Equation 2. Precision is reckoned by the ratio of the number of data classified as abnormal to the
number of all data classified as abnormal by the model. The formula for calculating the precision criterion is
shown in Equation 3. F-measure is figured out with the harmonic mean of the precision and recall criteria.
Equation 4 demonstrates the formula for calculating the F-criterion.
Recall =

TP
TP +FN

(2)
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P recision =

F 1 − M easure =

TP
TP +FP

(3)

2 ×Recall×Precision
Recall+Precision

(4)

5. Experiment and results
There are two different scenarios in the dataset used in the study. However, the data set consists of data
recorded as 15, 30, 60, and 120 s [12]. In this way, time-based analysis can be performed in addition to flowbased analysis. Three different algorithms were tested separately for each scenario and each time-based dataset
and the results were compared. Weighted average values are given for precision, recall and f1-measure metrics
in multiple classifications.
5.1. Scenario A1
There are two different subscenarios in Scenario A. In the first of these subscenarios, the classification process
is made whether the incoming traﬀic packets are encrypted with or without VPN. At this stage, binary
classification is done. For this scenario, there are four time-based datasets consisting of 15, 30, 60, and 120 s in
the dataset. It has been observed that the XGBoost algorithm gives the most thriving result for all time frames
of this scenario. In Figure 4, accuracy, precision, recall and f1-measure values for three different algorithms
are shown. The highest success rate was achieved in a 15-s dataset. In this dataset, the best accuracy rate is
93.02%, precision is 93.04%, recall is 93.02% and f1-measure is 93.01%.

Percent of Correct Result (%)

100

90

80

70

60

50
XGB oost

Decision Tree

Random Forest

Algorithm
Accuracy

Presicion

Recall

F1-Measure

Figure 4. Scenario A1 test results.

When the time-based analysis was done, it was determined that the success rate of the model decreased
from 15 s to 120 s. Time-based change graph is shown in Figure 5.
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Figure 5. Scenario A1 time-based test results.

5.2. Scenario A2
In Scenario A2, traﬀic encrypted VPN and without VPN is classified into 7 different categories with multiple
classification. Success metrics for VPN and success metrics for traﬀic encrypted without VPN are given
separately.
The XGBoost algorithm has been found to give the most successful result for non-VPN encrypted traﬀic
in Scenario A2. The accuracy rate of the XGBoost algorithm is 94.53%. The weighted average value is taken,
the precision value is 94.5%, the recall value is 94.53% and the f1-measure value is 94.48%. Analysed at the class
based, the category with the highest success rate is the VoIP class. The category with the lowest success rate
was found to be the streaming class. The test results of traﬀic encrypted for 15 s without VPN are represent
in Figure 6. In the case of time-based analysis, it was seen that the success rate of the correct model decreased
from 15 s dataset to 120 s dataset.
In Scenario A2 VPN, it has been observed that the XGBoost algorithm gives the best conclusion for
encrypted traﬀic. With XGBoost algorithm, 90.75% precision, 90.76% recall and 90.73% f1-measure value were
obtained. VoIP is again the class that can be detected with the highest success rate. However, in this scenario,
the category with the lowest success rate is the chat class. Figure 7 demonstrates the success rates of traﬀic
encrypted with Scenario A2 VPN 15-s.
Comparing the VPN results with non-VPN, it can be clearly seen that the model has a higher success rate
for non-VPN traﬀic in scenario A2. The classification performance of the model decreases as traﬀic encrypted
with VPN is subjected to encapsulation.
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Figure 6. Scenario A2 non-VPN 15-s test results.
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Figure 7. Scenario A2 VPN 30-s test results.

5.3. Scenario B
In Scenario B, multiple classifications were made among 14 classes without distinguishing between VPN and
non-VPN. The XGBoost algorithm gave the most successful results similar to other scenarios. The XGBoost
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algorithm has an accuracy rate of 85.79%, a weighted average value of 86.07%, a precision value of 85.76% and
an F1-criterion value of 85.75%. In Scenario B, the class detected with the lowest success rate is VPN-P2P
and the class detected with the highest success rate is the VPN-VoIP class. The success rates of the traﬀic
encrypted with Scenario B VPN 15-s are shown in Figure 8. Also it was observed that the success rate of the
model decreased from 15 s to 120 s.
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Figure 8. Scenario B VPN 15-s test results.

When the results are examined in general, it is seen that VoIP traﬀic is detected with the highest success
rate among all scenarios. But the lowest detection rate class is different in every scenario. While the proposed
model achieves the highest success rates on encrypted traﬀic without VPN, the success rate drops from 94.53%
to 85% in cases where there is VPN traﬀic. Except for Scenario A2 VPN traﬀic, datasets captured with 15 s
time give the best outcomes. For Scenario A2 VPN dataset, the data set captured with 30 s time yielded the
best results. Accuracy rates and weighted f1-measure values for all scenarios are shown in Table 5.
The computer where the study was carried out has an Intel Core i7-8650U 1.9GHz processor, 16 GB
Ram and a GeForce MX130 graphics card. Comparing the 3 algorithms based on time, the fastest and most
effective algorithm is the decision tree algorithm. It completes training and testing processes in an average of
0.19 s. Decision tree algorithm is followed by XGBoost algorithm and it performs operations in an average of
2.37 s. The algorithm with the highest training and testing time with an average of 8.96 s is the random forest
algorithm. Time analysis of the 3 algorithms for all scenarios is shown in Table 6.

6. Discussion and conclusion
In this study, a machine learning based approach was used for the classification of encrypted traﬀic using
XGBoost, decision tree and random forest algorithms. ISCX VPN-NonVPN data set, which is open source,
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Table 5. Accuracy and f1-measure values for all scenarios.

Algorithm
Scenario
A1 15 s
A1 30
A1 60 s
A1 120 s
A2 non-VPN 15 s
A2 non-VPN 30 s
A2 non-VPN 60 s
A2 non-VPN 120s
A2 VPN 15 s
A2 VPN 30 s
A2 VPN 60 s
A2 VPN 120 s
B 15 s
B 30 s
B 60 s
B 120 s

XGBoost
Accuracy
93.02
90.47
89.59
89.88
94.53
92.99
92.99
92.59
89.35
90.76
86.98
87.04
85.79
85.46
83.30
80.75

F1-measure
93.01
90.44
89.54
89.87
94.48
92.86
92.86
92.43
89.14
90.73
86.55
86.57
85.75
85.28
83.43
80.92

Decision tree
Accuracy F1-measure
89.29
89.28
87.09
87.08
85.97
85.99
87.52
87.51
91.08
91.03
88.57
88.49
88.70
88.65
89.29
89.35
85.40
85.37
85.47
85.36
83.40
83.43
83.16
82.79
79.57
79.59
79.09
78.99
77.40
77.53
76.59
76.48

Random forest
Accuracy F1-measure
91.79
91.78
90.30
90.27
89.32
89.34
90.03
90.02
93.65
93.57
92.69
92.58
92.38
92.27
92.35
92.13
88.30
88.14
90.64
90.60
87.20
86.87
86.98
86.61
85.17
85.12
84.72
84.65
82.64
82.59
80.98
80.75

Table 6. Time cost values for all scenarios.

Scenario
A1 15 s
A1 30 s
A1 60 s
A1 120 s
A2 non-VPN 15 s
A2 non-VPN 30 s
A2 non-VPN 60 s
A2 non-VPN 120 s
A2 VPN 15 s
A2 VPN 30 s
A2 VPN 60 s
A2 VPN 120 s
B 15 s
B 30 s
B 60 s
B 120 s
Average time

2464

XGBoost (s)
3.11
1.54
1.72
1.41
1.66
1.29
1.66
1.07
1.41
1.8
1.67
1.62
5.15
4.24
5.03
3.67
2.378125

Decision tree (s)
11.09
8.35
9.61
6.24
6.23
4.73
6.63
3.98
3.69
5.75
4.9
3.86
22.92
16.43
18.15
10.91
8.966875

Random forest (s)
0.26
0.17
0.2
0.1
0.14
0.11
0.15
0.08
0.09
0.13
0.11
0.09
0.52
0.36
0.42
0.25
0.19875
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is used. Before using machine learning, data was preprocessed and feature selection was made. In addition,
hyperparameter selection was done using the GridSearchCV library.
The XGBoost algorithm has a higher accuracy rate for each scenario and has yielded more successful
results for this problem than the decision tree and random forest algorithms. In Scenario A1, the highest
precision rate was obtained in the 15 s dataset and was 93.04%. This result was 3% more successful compared
to the study conducted by H. Lashkari [12]. In non-VPN scenario, which is the first part of Scenario A2, the
best classification was achieved in 15 s data set and with 94.53% accuracy. Although the results we obtained in
the A2 non-VPN, A2 VPN and B scenarios provided a higher success rate than the study done by Draper-Gil
[12], it was slightly better than the study conducted by Caicedo-Muñoz [14]. In Scenario A2 VPN, the success
rate of the model has decreased according to the non-VPN scenarios and an accuracy rate of 90.76% has been
achieved in the 30 s data set. Comparisons with similar studies are shown in Table 7. It has been observed that
the proposed model performs the classification of encrypted traﬀic with high success rates for each scenario.
Compared to similar studies, more successful results were obtained for each scenario.
Table 7. Comparison with similar studies.

Studies

Draper-Gil [12]

Caicedo-Muñoz [14]

Present study
∗

Scenario
Scenario
Scenario
Scenario
Scenario
Scenario
Scenario
Scenario
Scenario
Scenario
Scenario
Scenario

A1
A2
A2
B
A2
A2
B
A1
A2
A2
B

non-VPN
VPN
non-VPN
VPN

non-VPN
VPN

Accuracy
*
*
*
*
93.19
89.03
84.81
93.02
94.53
90.76
85.79

Precision
90.6
89
84
78.3
*
*
*
93.04
94.49
90.75
0.8607

Recall
*
*
*
*
*
*
*
93.02
94.52
90.76
0.8579

No data.

When the class-based evaluation is made in Scenarios A2 and B, where multiple classifications are made,
the class detected with the highest success rate is the VoIP class. VoIP encrypted traﬀic can be detected
with accuracy rates close to 100%. The proposed model detects VoIP traﬀic with a much higher success rate
compared to the study done by Saqib [15]. The class with the lowest success rate in the non-VPN dataset is the
streaming class and the accuracy rate is 86.03% in Scenario A2. Class of chat has the minimum success rate
in Scenario A2 VPN dataset and its accuracy rate is 84.64%. The VPN-P2P class has the least success rate of
Scenario B with 65.88% accuracy, and it highly reduces the model performance for Scenario B.
When traﬀic classification is performed with a high success rate, cyber security experts and network
experts can implement security policies that will automatically block the traﬀic when unwanted traﬀic occurs.
By integrating the proposed model with perimeter network security products [33] such as firewalls, intrusion
prevention system and data leakage prevention systems, unwanted traﬀic in the VPN or SSL tunnel can be
automatically dropped and generate an alarm to inform experts. In addition, classifying the traﬀic in the
tunnel and making it meaningful is also very important for cyber incident analysis studies.
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Artificial intelligence-based classification studies for encrypted traﬀic that started in the 1990s still
continue today. Classification of encrypted traﬀic is much more diﬀicult than classification of unencrypted
traﬀic because deep packet analysis cannot be performed. With the increase in the rate of internet usage, new
applications and new protocols are emerging. Applications encrypt the traﬀic going over the internet with
encryption methods and protocols in order to ensure confidential and secure communication. In future studies,
a new dataset can be created to identify new applications and protocols, through which classification can be
done. As the studies in this field continue, the ability of both network experts and cyber security experts to
make analysis over encrypted traﬀic will increase.
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