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Abstract It is well known that Mosco (type) convergence is a tool in order to verify weak con-
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1 Introduction
To show weak convergence of a sequences of stochastic processes one has to proceed in
two basic steps. These are on the one hand, proving relative compactness of the sequences
of processes and, on the other hand, showing weak convergence of the finite dimensional
distributions of the sequence of stochastic processes.
Mosco convergence has been used in order to prove weak convergence of finite dimen-
sional distributions of sequences of stochastic processes corresponding to symmetric Dirichlet
forms, cf. for example [1], [3], [6], [9], [10, 11].
In addition, the paper [21] demonstrates in which way Mosco convergence can be used
in order to verify relative compactness of a sequences of stochastic processes. In fact, Mosco
convergence and additional properties or appropriate additional conditions on the sequences
of processes provide the convergence of a certain sequence of associated capacities of the
form Ee−βτn , n ∈ N. Here, τn is a sequence of certain first exit times and β > 0. The
convergence of the sequence Ee−βτn , n ∈ N, is then sufficient for relative compactness. This
idea has been adapted to particle systems in [13] and [14] and will also be developed further
in Section 3 of the present paper.
We would also like to refer to two more motivations for this paper. During the last decade
one may have observed an increasing interest in Mosco convergence relative to Dirichlet forms
with changing reference measures or, more general, on sequences of Hilbert spaces, see [5],
[7], [8], [20], [23]. Most fundamental in this sense is [12]. In the particular case of sequences
of L2 spaces we would like to refer to [14] which has a documented history beginning 2005.
Initiated by the two established generalizations of Dirichlet forms to the non-symmetric
case, namely [17] and [22], also Mosco (type) convergence for non-symmetric Dirichlet forms
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has been investigated, cf. [23] and [4]. The paper [14] provides a framework for non-
symmetric bilinear forms where neither the Dirichlet property nor closability is necessary.
This allows to treat stochastic processes and particle systems without any connection to
Dirichlet form theory.
The present paper follows this motivation. However the framework here is more so-
phisticated. As an application, the particle system considered in [15] doesn’t seem to be
compatible with [17] or [22]. Moreover the limiting initial distribution is no longer concen-
trated on one single state as in [14]. However it fits the theory presented in this article.
Looking, for example, at the papers [4], [5], [12], [20], [23] one can conclude that different
classes of applications require different generalizations or alternations of Mosco convergence.
The present paper together with [15] follows this attitude.
1.1 Basic Definitions and Technical Issues
In order to introduce the basic setting, let ν be a probability measure on a measurable space
(E,B), and let (Tt)t≥0 be a strongly continuous contraction semigroup of linear operators on
L2(E,ν). Suppose that (Tt)t≥0 is associated with a transition probability function P (t, x, B),
t ≥ 0, x ∈ E, B ∈ B, i. e., Ttf =
∫
f(y)P (t, ·, dy), t ≥ 0, f ∈ L2(E,ν). Assume,
furthermore, that P (t, ·, E) = 1 ν-a.e., t ≥ 0. We mention that contractivity of (Tt)t≥0
on L2(E,ν) gives
∫
(P (t, x, B))2 ν(dx) ≤ ν(B), B ∈ B, which says that ν(B) = 0 implies
P (t, x, B) = 0 for ν-a.e. x ∈ E.
If, as in Subsection 2.3, (Tt)t≥0 is no longer contractive on L
2(E,ν) we suppose this
implication to ensure well-definiteness of (Tt)t≥0.
Denoting by (A,D(A)) the generator of (Tt)t≥0 and by 〈· , ·〉 the inner product in
L2(E,ν), we introduce now the class of bilinear forms S we are interested in. Define
D(S) :=
{
u ∈ L2(E,ν) : lim
t→0
〈
1
t
(u− Ttu) , v
〉
exists for all v ∈ L2(E,ν)
}
and
S(u, v) := lim
t→0
〈
1
t
(u− Ttu) , v
〉
, u ∈ D(S), v ∈ L2(E,ν).
We have D(A) = D(S) according to [19], Section 2.1 and
S(u, v) = −〈Au , v〉 , u ∈ D(A), v ∈ L2(E,ν).
In this sense we would like to understand the term bilinear form. However, as it is customary
for Mosco (type) convergence, we also set S(u, v) := ∞ if u ∈ L2(E,ν) \ D(S) and v ∈
L2(E,ν). We emphasize that this definition of bilinear forms S is adjusted to the Mosco
type convergence of non-symmetric forms in Subsection 2.2 and, moreover, of non-positive,
non-symmetric forms in Subsection 2.3. The latter situation appears for example in the
application of [15].
Let (Gβ)β>0 be the resolvent associated with S, i. e., Gβ = (β − A)−1, β > 0. Using
contractivity of the semigroup (Tt)t≥0 in L
2(E,ν) and
〈Ttu , u〉2 ≤ 〈Ttu , Ttu〉〈u , u〉
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one shows positivity of the form S, that is S(u, u) ≥ 0 for all u ∈ D(S). This observation
is crucial for the whole concept of Mosco type convergence of sequences Sn of forms on
sequences of spaces L2(En,νn) to a limiting form S on L
2(E,ν) as n → ∞. However, we
also develop a framework of Mosco type convergence of sequences of forms when contractivity
is replaced by a technical condition on A′n I1, n ∈ N, and A′ I1 where I1 is the constant function
taking the value one and the ′ refers to the dual generator.
The first question of interest is on the definition of such a bilinear form. In fact, we
construct the weak generator of the semigroup (Tt)t≥0, the second entry v in S(u, v) is in
this sense just a test function. This definition of a bilinear form is far away from classical
Dirichlet form theory which includes the notion of Mosco convergence. One more problem
arises with the definition of the bilinear form, namely the appropriate notion of Mosco type
convergence. We recall that the literature suggest several alternations of the classical one
by U. Mosco in [18], cf. [4], [5], and [23].
The results obtained in Sections 6 and 7 of [15] give rise to state that our approach to
bilinear forms and Mosco type convergence is beneficial relative to the particle system we
investigate there and similar ones. We also want to refer to a discussion on choosing the
appropriate definition of bilinear forms relative to the mathematical situation, given in [14],
Subsections 2.1 and 2.3.
The next problem one may come across is the existence of A′n I1, n ∈ N, and A′ I1 in the case
of non-positive bilinear forms. In particular, A′n I1, n ∈ N, and A′ I1 should display properties
which are useful to show Mosco type convergence, cf. Subsection 2.3 below. This is a purely
mathematical issue. In the application of [15], a Fleming-Viot type particle system, this
issue restricts the initial configurations of the particles that can be investigated in terms of
Mosco type convergence.
We conclude the introduction with a remark on the notation in the paper. The greek
letter ν comes always in bold. This letter is exclusively used to denote probability measures
over spaces of probability measures, the states of measure valued stochastic processes. Those
states of stochastic processes are denoted using the greek letter µ, non-bold.
2 Mosco Type Convergence
In this section, we are extending the framework of [14] in several ways. In Subsection 2.1,
we develop the concept of convergence in sequences of L2-spaces. This is necessary in order
to establish the Mosco type convergence for non-symmetric forms on sequences of L2-spaces
presented in Subsection 2.2. In Subsection 2.3, we are then able to handle convergence of
non-symmetric non-positive forms, the situation we have to face in the application in Section
4.
Again, we want to refer to related research carried out in K. Kuwae, T. Shioya [12] and
compared with ours in [14], Subsection 3.2.
2.1 Analysis on Sequences of L2-Spaces
Let νn, n ∈ Z+ := {0, 1, 2, . . .}, be mutually orthogonal probability measures on (E,B). To
ease the notation and to stress its special role, we will mostly use the symbol ν instead of
ν0. Suppose that ν is a measure with countable base on (E,B). In addition, assume that
there are mutually exclusive subsets En, n ∈ Z+, of E such that νn(E \ En) = 0. Let αn,
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n ∈ Z+, be a sequence of positive numbers with
∑∞
n=0 αn = 1. Define M :=
∑∞
n=0 αnνn.
We say that u ∈ ⋂n∈Z+ L2(E,νn) if u is an equivalence class consisting of all everywhere
defined B-measurable functions satisfying f1 = f2 M-a.e. if f1, f2 ∈ u and
∫
u2 dνn < ∞,
n ∈ Z+. Let 〈· , ·〉n denote the inner product in L2(E,νn), n ∈ N, and let 〈· , ·〉 denote the
inner product in L2(E,ν). Introduce
D :=

ϕ ∈
⋂
n∈Z+
L2(E,νn) : 〈ϕ , ϕ〉n −→n→∞ 〈ϕ , ϕ〉

 .
Throughout this paper we suppose that there exists a linear subset F of D which is dense in
L2(E,ν) and let C denote the set of all functions ϕ ∈ D satisfying the following conditions:
(c1) For each ϕ ∈ C, there exists a representing sequence ϕn ∈ F , n ∈ N, such that ϕ = ϕn,
νn-a.e., n ∈ N.
(c2) 〈ϕ , ψ〉n −→n→∞ 〈ϕ , ψ〉 for all ψ ∈ F .
Introduce
V :=

ψ ∈
⋂
n∈Z+
L2(E,νn) : σ ∈ D, τ ∈ F imply σψ ∈ D, τψ ∈ F

 .
Lemma 2.1 (a) F ⊆ C.
(b) The set C is linear.
(c) The set C is dense in L2(E,ν).
(d) Let ϕ, ψ ∈ C. We have 〈ϕ , ψ〉n −→n→∞ 〈ϕ , ψ〉.
(e) Let ψ ∈ V. Then, for all ϕ ∈ C, we have ϕψ ∈ C.
Proof. (a) (c1) is trivial and (c2) follows from linearity of F .
(b) Let ε > 0 and let ϕ, ψ ∈ C with representing sequences ϕn ∈ F and ψn ∈ F , n ∈ N, cf.
condition (c2). Since (c1) and (c2) are obvious for ϕ+ψ, it remains to show that ϕ+ψ ∈ D.
We can choose n0 ∈ N and ψ˜ ∈ F such that, for all n > n0,
〈ψ − ψ˜ , ψ − ψ˜〉 < ε since F ⊆ L2(E,ν), densely,
|〈ϕ , ϕ〉n − 〈ϕ , ϕ〉| < ε since ϕ ∈ C ⊆ D,
|〈ψ , ψ〉n − 〈ψ , ψ〉| < ε since ψ ∈ C ⊆ D,
|〈ψ˜ , ψ˜〉n − 〈ψ˜ , ψ˜〉| < ε since ψ˜ ∈ F ⊆ C ⊆ D,
|〈ϕ , ψ˜〉n − 〈ϕ , ψ˜〉| < ε , cf. (c2),
|〈ψ , ψ˜〉n − 〈ψ , ψ˜〉| < ε , cf. (c2) . (2.1)
Therefore, we have
〈ψ − ψ˜ , ψ − ψ˜〉n ≤ 〈ψ − ψ˜ , ψ − ψ˜〉
+|〈ψ , ψ〉n − 〈ψ , ψ〉|+ |〈ψ˜ , ψ˜〉n − 〈ψ˜ , ψ˜〉|+ 2|〈ψ , ψ˜〉n − 〈ψ , ψ˜〉|
< 5ε
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which implies
|〈ϕ , ψ〉n − 〈ϕ , ψ˜〉n| ≤ 〈ϕ , ϕ〉1/2n 〈ψ − ψ˜ , ψ − ψ˜〉1/2n
<
√
5 sup
n∈N
〈ϕ , ϕ〉1/2n · ε1/2
and
|〈ϕ , ψ〉n − 〈ϕ , ψ〉| ≤ |〈ϕ , ψ〉n − 〈ϕ , ψ˜〉n|+ |〈ϕ , ψ˜〉n − 〈ϕ , ψ˜〉|+ |〈ϕ , ψ˜〉 − 〈ϕ , ψ〉|
< ε+
(√
5 sup
n∈N
〈ϕ , ϕ〉1/2n + 〈ϕ , ϕ〉1/2
)
· ε1/2 . (2.2)
It follows now from (2.1) and (2.2) that
|〈ϕ+ ψ , ϕ+ ψ〉n − 〈ϕ+ ψ , ϕ+ ψ〉|
≤ |〈ϕ , ϕ〉n − 〈ϕ , ϕ〉|+ |〈ψ , ψ〉n − 〈ψ , ψ〉|+ 2|〈ϕ , ψ〉n − 〈ϕ , ψ〉|
< 4ε+
(
2
√
5 sup
n∈N
〈ϕ , ϕ〉1/2n + 2〈ϕ , ϕ〉1/2
)
· ε1/2 .
(c) This is a consequence of (a) and the fact that F is dense in L2(E,ν).
(d) This follows from (2.2).
(e) Let ϕ ∈ C and ψ ∈ V. By hypothesis, we have ϕψ ∈ D. Let ϕn ∈ F , n ∈ N, be the
representing sequence of ϕ, cf. (c1). Then ϕnψ ∈ F , n ∈ N, by hypothesis. In other words,
ϕnψ ∈ F , n ∈ N, is the representing sequence of ϕψ, i. e., we have (c1) for ϕψ. Furthermore,
for all ρ ∈ F , we have ψρ ∈ F by hypothesis and, by (c2), 〈ϕ , ψρ〉n −→n→∞ 〈ϕ , ψρ〉. Thus,
〈ϕψ , ρ〉n −→n→∞ 〈ϕψ , ρ〉. Thus, we have (c2) for ϕψ. ✷
Definition 2.2 (a) A sequence ϕn ∈ C, n ∈ N, is said to be w-convergent to ϕ ∈ L2(E,ν)
as n→∞ (in symbols ϕn w−→n→∞ ϕ) if
(i) 〈ϕn , ψ〉n −→n→∞ 〈ϕ , ψ〉 for all ψ ∈ C.
(b) A sequence ψn ∈ C, n ∈ N, is said to be s-convergent to ψ ∈ L2(E,ν) as n → ∞ (in
symbols ψn s−→n→∞ ψ) if
(i) ψn w-converges to ψ as n→∞ and
(ii) 〈ψn , ψn〉n −→n→∞ 〈ψ , ψ〉.
(c) Speaking of w-convergence or s-convergence of subsequences ϕnk ∈ C or ψnk ∈ C, respec-
tively, will mean that in (a) or (b) the index n ∈ N is replaced with nk ∈ N.
Remarks (1) Let ψn ∈ C, n ∈ N, w-converge to ψ ∈ C. According to the definition of C,
that ψn s-converges to ψ ∈ C is equivalent to
〈ψn − ψ , ψn − ψ〉n = 〈ψn , ψn〉n − 2〈ψn , ψ〉n + 〈ψ , ψ〉n
−→n→∞ 0 .
(2) Let ψ ∈ C. It follows from Lemma 2.1 (d), that ψn := ψ, n ∈ N, s-converges to ψ.
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Proposition 2.3 (a) Let ϕn ∈ C, n ∈ N, be a sequence w-convergent to ϕ ∈ L2(E,ν) as
n→∞. Then 〈ϕn , ϕn〉n, n ∈ N, is bounded.
(b) Let ϕn ∈ C, n ∈ N, be a sequence such that 〈ϕn , ϕn〉n is bounded. Then there exists a
subsequence ϕnk ∈ C, k ∈ N, w-convergent to some ϕ ∈ L2(E,ν) as k →∞.
(c) Let ϕn ∈ C, n ∈ N, be a sequence w-convergent to ϕ ∈ L2(E,ν) and let ψn ∈ C, n ∈ N,
be a sequence that s-converges to ψ ∈ L2(E,ν) as n→∞. Then 〈ϕn , ψn〉n −→n→∞ 〈ϕ , ψ〉.
(d) Let ϕn ∈ C, n ∈ N, be a sequence w-convergent to ϕ ∈ C as n → ∞ and let ψn ∈ C,
n ∈ N, be a sequence w-convergent to ψ ∈ C as n→∞. Suppose
〈ϕn − ϕ , ψn − ψ〉n ≥ 0 , n ∈ N. (2.3)
Then
lim inf
n→∞
〈ϕn , ψn〉n ≥ 〈ϕ , ψ〉 .
(e) Let ϕn ∈ C, n ∈ N, be a sequence w-convergent to ϕ ∈ L2(E,ν). Then we have
lim inf
n→∞
〈ϕn , ϕn〉n ≥ 〈ϕ , ϕ〉 .
In the following, let ψn ∈ V, n ∈ N, let ψ ∈ L∞(E,ν), and assume ψnρ s−→n→∞ ψρ for
all ρ ∈ C.
(f) Let C ∋ ϕn w−→n→∞ ϕ ∈ L2(E,ν). Then ϕnψn w−→n→∞ ϕψ.
(g) Let C ∋ ϕn s−→n→∞ ϕ ∈ L2(E,ν). Then ϕnψn s−→n→∞ ϕψ.
Proof. For the proofs of (a) through (c), we will refer to [14].
(a) and (c) The situation in Section 3 of [14] is compatible with the setting here. In particular,
there it is assumed that E is a metric space and Definition 3.1 yields a linear set C. Replacing
in the statement of [14], Lemma 3.2 (b), Cb(E) by F and using the above properties of F
the assertion of [14], Lemma 3.2 (b), becomes obvious. The proofs of Proposition 3.3 (a)
and (b) can now be followed word for word with F instead of Cb(E). In this way, we have
verified (a) and (c) of the present proposition.
(b) This has been demonstrated in [14], proof of Proposition 2.3 (a).
(d) Because of ϕn w−→n→∞ ϕ, ψn w−→n→∞ ψ, and ϕ, ψ ∈ C, we have 〈ϕn , ψ〉n −→n→∞ 〈ϕ , ψ〉,
〈ϕ , ψn〉n −→n→∞ 〈ϕ , ψ〉, and 〈ϕ , ψ〉n −→n→∞ 〈ϕ , ψ〉. The lemma is now a consequence of
hypothesis (2.3) and
〈ϕn , ψn〉n = 〈ϕn , ψ〉n + 〈ϕ , ψn〉n − 〈ϕ , ψ〉n + 〈ϕn − ϕ , ψn − ψ〉n .
(e) Let ε > 0 and ϕ˜ ∈ C such that 〈ϕ˜− ϕ , ϕ˜− ϕ〉 < ε, cf. Lemma 2.1 (c). Since ϕn, n ∈ N,
w-converges to ϕ ∈ L2(E,ν), it follows that
〈ϕn , ϕn〉n − 〈ϕn − ϕ˜ , ϕn − ϕ˜〉n = 〈ϕn , ϕ˜〉n + 〈ϕ˜ , ϕn〉n − 〈ϕ˜ , ϕ˜〉n
−→n→∞ 〈ϕ , ϕ˜〉+ 〈ϕ˜ , ϕ〉 − 〈ϕ˜ , ϕ˜〉
= 〈ϕ , ϕ〉 − 〈ϕ− ϕ˜ , ϕ− ϕ˜〉 .
We have 〈ϕ− ϕ˜ , ϕ− ϕ˜〉 ≤ ε from which we get lim infn→∞〈ϕn , ϕn〉n ≥ 〈ϕ , ϕ〉.
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(f) Let ρ ∈ C. According to Lemma 2.1 (e) and hypotheses, we have ϕnψn ∈ C, n ∈ N, and
C ∋ ψnρ s−→n→∞ ψρ ∈ L2(E,ν). From part (c), we obtain
〈ϕnψn , ρ〉n = 〈ϕn , ψnρ〉n −→n→∞ 〈ϕ , ψρ〉 = 〈ϕψ , ρ〉 .
(g) It remains to note that by parts (c) and (f), we have ϕnψ
2
n
w−→n→∞ ϕψ2 which yields by
part (c)
〈ϕnψn , ϕnψn〉 = 〈ϕψn , ϕnψn〉n + 〈ϕn − ϕ , ϕnψ2n〉n
−→n→∞ 〈ϕψ , ϕψ〉 .
✷
2.2 Mosco Type Convergence of Non-Symmetric Forms on Se-
quences of L2-Spaces
For every n ∈ N, let (Tn,t)t≥0 be a strongly continuous contraction semigroup in L2(E,νn)
and let (Tt)t≥0 be a strongly continuous contraction semigroup in L
2(E,ν), all in the sense
of Section 1. Denote by Sn, An, (Gn,β)β>0 the bilinear form in the sense of Section 1, the
generator, and the family of resolvents associated with (Tn,t)t≥0, n ∈ N. Similarly, let S, A,
and (Gβ)β>0 the bilinear form, the generator, and the family of resolvents associated with
(Tt)t≥0. For β > 0, n ∈ N, ϕn ∈ D(Sn), ψn ∈ L2(E,νn), set Sn,β(ϕn, ψn) := β〈ϕn , ψn〉n +
Sn(ϕn, ψn), and for ϕ ∈ D(S), ψ ∈ L2(E,ν), define Sβ(ϕ, ψ) := β〈ϕ , ψ〉+ S(ϕ, ψ).
Definition 2.4 We say that Sn, n ∈ N, pre-converges to S if
(i) For every ϕ ∈ L2(E,ν) and every subsequence ϕnk ∈ D(Snk)∩C, k ∈ N, w-converging
to ϕ such that supk∈N 〈Ankϕnk , Ankϕnk〉nk <∞, we have
S(ϕ, ϕ) ≤ lim inf
k→∞
Snk(ϕnk , ϕnk) .
(ii) For every ψ ∈ D(S), there exists a sequence ψn ∈ D(Sn) ∩ C, n ∈ N, s-converging to
ψ such that supn∈N 〈Anψn , Anψn〉n <∞ and
lim sup
n→∞
Sn(ψn, ψn) ≤ S(ψ, ψ) .
Lemma 2.5 Let Sn, n ∈ N, be a sequence of bilinear forms pre-convergent to S. In addition,
let wn ∈ D(Sn) ∩ C, n ∈ N, be a sequence w-converging to some w ∈ L2(E,ν) and let
vn ∈ D(Sn) ∩ C, n ∈ N, be a sequence s-converging to v ∈ D(S) in the sense of condition
(ii) of Definition 2.4. Suppose supn∈N〈Anwn , Anwn〉n <∞.
(a) The limit limn→∞(Sn(vn, wn) + Sn(wn, vn)) exists and we have
lim
n→∞
(Sn(vn, wn) + Sn(wn, vn)) = S(v, w) + S(w, v) .
(b) For β > 0 and lim supn→∞ Sn,β(wn, wn) <∞ then
lim
n→∞
(Sn,β(vn, wn) + Sn,β(wn, vn)) = Sβ(v, w) + Sβ(w, v) .
The lemma holds also for subsequences nk, k ∈ N, of indices.
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Proof. See [14], proof of Lemma 2.5. However note the difference in the definition of pre-
convergence, cf. condition (i) in Definition 2.4. Note also that supn∈N〈Anwn , Anwn〉n <∞
implies by Proposition 2.3 (a) lim supn→∞ Sn(wn, wn) < ∞, cf. the corresponding assump-
tions of Lemma 2.5 in [14].
Also in the present exposition, we observe that the pre-convergence of Sn, n ∈ N, to S
implies the pre-convergence of Sn,β, n ∈ N, to Sβ. Property (i) of Definition 2.4 for Sn,β,
n ∈ N, and Sβ follows from Proposition 2.3 (a) and (e). The sequence ψn, n ∈ N, in property
(ii) of Definition 2.4 for Sn,β, n ∈ N, and Sβ is the same as that in property (ii) for Sn, n ∈ N,
and S. ✷
Let us introduce the following condition.
(c3) (i) G := {Gβg : g ∈ C, β > 0} ⊆ C in the sense that for every g ∈ C and β > 0, there
is a u ∈ C with Gβg = u ν-a.e.
(ii) Gn := {Gn,βg : g ∈ C, β > 0} ⊆ C, n ∈ N, in the sense that for every g ∈ C,
β > 0, and every n ∈ N, there exists a v ∈ C such that Gn,βg = v νn-a.e.
(iii) G ′ := {G′βg : g ∈ C, β > 0} ⊆ C.
(iv) G ′n := {G′n,βg : g ∈ C, β > 0} ⊆ C, n ∈ N.
Remark (3) Imposing condition (i) in Definition 2.4 on Sn, n ∈ N, and S, we implicitly
require that ϕ ∈ D(S). On the one hand we suppose that ϕnk ∈ D(Snk) ∩ C, k ∈ N, w-
converges to ϕ. This implies supk∈N 〈ϕnk , ϕnk〉nk <∞ by Proposition 2.3 (a). On the other
hand, we require supk∈N 〈Ankϕnk , Ankϕnk〉nk <∞. Thus
S(ϕ, ϕ) ≤ lim inf
k→∞
Snk(ϕnk , ϕnk) ≤ lim sup
k→∞
〈−Ankϕnk , ϕnk〉nk <∞
which, by definition, says that ϕ ∈ D(S).
Conversely, in order to verify condition (i) in Definition 2.4, it makes sense to show
that D(Snk) ∩ C ∋ ϕnk w−→n→∞ ϕ ∈ L2(E,ν) and supk∈N 〈Ankϕnk , Ankϕnk〉nk < ∞ imply
ϕ ∈ D(S) = D(A). This is how we proceed in the proof of [15], Proposition 6.1, Step 3.
Lemma 2.6 Let Sn, n ∈ N, be a sequence of bilinear forms pre-convergent to S. Further-
more, let β > 0 and let un ∈ D(Sn) ∩ C such that Anun ∈ C, n ∈ N, be a w-convergent
sequence with supn∈N〈Anun , Anun〉n < ∞. Let u ∈ D(S). Introduce the following condi-
tions.
(iii) Let un, n ∈ N, and u as above.
lim
n→∞
Sn,β(un, ψn) = Sβ(u, ψ) (2.4)
for all ψ ∈ C and all sequences ψn ∈ C, n ∈ N, s-convergent to ψ yields
lim
n→∞
Sn,β(ψn, un) = Sβ(ψ, u) (2.5)
for all ψ ∈ D(S) and all sequences ψn ∈ D(Sn) ∩ C, n ∈ N, s-convergent to ψ in the
sense of condition (ii) in Definition 2.4.
(iv) Let un, n ∈ N, and u as above. If βun − Anun w−→n→∞ βu− Au then un w−→n→∞ u.
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Then (iv) implies (iii).
Remark (4) In (iii), we require that (2.4) holds for all ψ ∈ C and all sequences ψn ∈ C,
n ∈ N, s-convergent to ψ. It is equivalent to replace in this sentence ψ ∈ C by ψ ∈ C′ for
any dense subset C′ of L2(E,ν). For this, recall also Proposition 2.3 (a).
Proof. Let us assume (iv) and (2.4). We verify (2.5). For this, let us specify for a moment
ψn := ψ, n ∈ N. It follows then from Remark (2) and (2.4) that βun−Anun w−→n→∞ βu−Au.
Condition (iv) implies now that un w−→n→∞ u. From Lemma 2.5 and (2.4), we obtain
lim
n→∞
Sn,β(ψn, un) = lim
n→∞
{Sn,β(ψn, un) + Sn,β(un, ψn)} − lim
n→∞
Sn,β(un, ψn)
= {Sβ(ψ, u) + Sβ(u, ψ)} − Sβ(u, ψ)
= Sβ(ψ, u)
for all ψ ∈ D(S) and all sequences ψn ∈ D(Sn) ∩ C, n ∈ N, s-convergent to ψ satisfying
condition (ii) in Definition 2.4. ✷
Definition 2.4 continued Let Sn, n ∈ N, be a sequence of bilinear forms pre-convergent
to S. If, in addition, condition (iii) in Lemma 2.6 is satisfied, then we say that Sn, n ∈ N,
converges to S.
Theorem 2.7 Let β > 0, suppose that conditions (c1)-(c3) are satisfied, and assume that
Sn, n ∈ N, converges to S in the sense of Definition 2.4.
(a) For all f ∈ L2(E,ν) and all sequences fn ∈ C w-converging to f , Gn,βfn w-converges to
Gβf and G
′
n,βfn w-converges to G
′
βf as n→∞.
(b) For all g ∈ L2(E,ν) and all sequences gn ∈ C s-converging to g, Gn,βgn s-converges to
Gβg and G
′
n,βgn s-converges to G
′
βg as n→∞.
Proof. In Step 1 below, we will show that for all g ∈ C, Gn,βg s-converges to Gβg. In Step
2 we will use the ideas of Step 1 to prove that for all f ∈ L2(E,ν) and all sequences fn ∈ C
w-converging to f , Gn,βfn w-converges to Gβf . In Step 3, we will demonstrate that for all
g ∈ L2(E,ν) and all sequences gn ∈ C s-converging to g, Gn,βgn s-converges to Gβg. Finally,
Step 4 will be devoted to the verification of the second part of (a) as a consequence of the
first part of (b). A straight forward conclusion will then be the second part of (b).
Step 1 Fix g ∈ C and β > 0. Set un := Gn,βg. Because of 〈un , un〉1/2n ≤ 1β supn′∈N〈g , g〉
1/2
n′ <
∞, n ∈ N, and Proposition 2.3 (b), there exists a subsequence unk , k ∈ N, w-converging to
some u˜ ∈ L2(E,ν). For this, recall also condition (c3). Because of Remark (3), we even
may conclude u˜ ∈ D(S) since
sup
k∈N
〈Ankunk , Ankunk〉nk = sup
k∈N
〈βunk − g , βunk − g〉nk ≤ 4 sup
k∈N
〈g , g〉nk <∞ .
Set u := Gβg and let ψ ∈ D(S). We have limn→∞ Sn,β(Gn,βg, ψn) = limn→∞〈g , ψn〉n =
〈g , ψ〉 = Sβ(Gβg, ψ) for all sequences ψn ∈ C s-converging to ψ. Thus, condition (iii) of
Definition 2.4, Remark (4), and Lemma 2.5 imply that
Sβ(ψ, u) + Sβ(u, ψ) = lim
k→∞
{Snk,β(ψnk , Gnk,βg) + Snk,β(Gnk,βg, ψnk)}
= Sβ(ψ, u˜) + Sβ(u˜, ψ) (2.6)
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for all ψ ∈ D(S) and all sequences ψn ∈ D(Sn)∩C s-converging to ψ in the sense of condition
(ii) of Definition 2.4. Note that, in order to use Lemma 2.5, we verify supn∈N〈Anun , Anun〉n <
∞ as above.
Applying (2.6) to both, ψ = u and ψ = u˜, we conclude Sβ(u − u˜, u − u˜) = 0 and thus
u = u˜. In other words, Gn,βg w−→n→∞ Gβg, independent of the above chosen subsequence nk,
k ∈ N. Gn,βg s−→n→∞ Gβg is now a consequence of Proposition 2.3 (e), condition (c3) (ii),
and Definition 2.4 (i), which imply
β〈Gβg , Gβg〉+ S(Gβg,Gβg) ≤ lim inf
n→∞
{β〈Gn,βg , Gn,βg〉n + Sn(Gn,βg,Gn,βg)}
= lim inf
n→∞
〈g , Gn,βg〉n
= 〈g , Gβg〉
= β〈Gβg , Gβg〉+ S(Gβg,Gβg)
and thus limn→∞〈Gn,βg , Gn,βg〉n = 〈Gβg , Gβg〉.
Step 2 Let f ∈ L2(E,ν), fn ∈ C, n ∈ N, be a sequence w-converging to f . Set un := Gn,βfn.
By Proposition 2.3 (a) we have 〈un , un〉1/2n ≤ 1β supn′∈N〈fn′ , fn′〉1/2n′ < ∞, n ∈ N. Because
of Proposition 2.3 (b) and Remark (3) there exists a subsequence unk w-converging to some
u˜ ∈ D(S) as k →∞. Here we have used
sup
k∈N
〈Ankunk , Ankunk〉nk = sup
k∈N
〈βunk − fnk , βunk − fnk〉nk ≤ 4 sup
k∈N
〈fnk , fnk〉nk <∞ ,
the latter by Proposition 2.3 (a).
Set u := Gβf and let ψ ∈ D(S). As in Step 1, we have limn→∞ Sn,β(Gn,βfn, ψn) =
limn→∞〈fn , ψn〉n = 〈f , ψ〉 = Sβ(Gβf, ψ) for all sequences ψn ∈ C s-converging to ψ. Thus,
condition (iii) of Definition 2.4, Remark (4), and Lemma 2.5 yield as in Step 1 Sβ(ψ, u) +
Sβ(u, ψ) = Sβ(ψ, u˜) + Sβ(u˜, ψ) for all ψ ∈ D(S). Note again that, in order to use Lemma
2.5, we have supk∈N 〈Ankunk , Ankunk〉nk <∞. Again we may conclude u = u˜. We have thus
verified Gn,βfn w−→n→∞ Gβf , independent of the above chosen subsequence nk, k ∈ N.
Step 3 Now, let g ∈ L2(E,ν) and gn ∈ C, n ∈ N, such that gn s−→n→∞ g. Let ϕ ∈ C, ε > 0,
and choose g˜ ∈ C with 〈g − g˜ , g − g˜〉1/2 < ε. We have
|(〈Gn,βgn , ϕ〉n − 〈Gβg , ϕ〉)− (〈Gn,βg˜ , ϕ〉n − 〈Gβ g˜ , ϕ〉)|
≤ |〈Gn,β(gn − g˜) , ϕ〉n|+ |〈Gβ(g − g˜) , ϕ〉|
≤ 1
β
〈ϕ , ϕ〉1/2n (〈gn , gn〉n − 2〈gn , g˜〉n + 〈g˜ , g˜〉n)1/2 + εβ 〈ϕ , ϕ〉1/2
−→n→∞ 1β 〈ϕ , ϕ〉1/2〈g − g˜ , g − g˜〉1/2 + εβ 〈ϕ , ϕ〉1/2 = 2εβ 〈ϕ , ϕ〉1/2 .
Together with Gn,β g˜ w−→n→∞ Gβ g˜ (cf. Step 1), this implies Gn,βgn w−→n→∞ Gβg. Similarly, we
obtain
|(〈Gn,βgn , Gn,βgn〉n − 〈Gβg , Gβg〉)− (〈Gn,βg˜ , Gn,βg˜〉n − 〈Gβ g˜ , Gβ g˜〉)|
≤ |〈Gn,β(gn + g˜) , Gn,β(gn − g˜)〉n|+ |〈Gβ(g + g˜) , Gβ(g − g˜)〉|
≤ 1
β2
sup
n∈N
〈gn + g˜ , gn + g˜〉1/2n (〈gn , gn〉n − 2〈gn , g˜〉n + 〈g˜ , g˜〉n)1/2
+ ε
β2
〈g + g˜ , g + g˜〉1/2
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and thus
lim sup
n→∞
|(〈Gn,βgn , Gn,βgn〉n − 〈Gβg , Gβg〉)− (〈Gn,βg˜ , Gn,β g˜〉n − 〈Gβg˜ , Gβ g˜〉)|
≤ 1
β2
sup
n∈N
〈gn + g˜ , gn + g˜〉1/2n 〈g − g˜ , g − g˜〉1/2 + εβ2 〈g + g˜ , g + g˜〉1/2
= ε
β2
(
sup
n∈N
〈gn + g˜ , gn + g˜〉1/2n + 〈g + g˜ , g + g˜〉1/2
)
,
note that supn∈N〈gn+g˜ , gn+g˜〉1/2n <∞ since gn+g˜ s−→n→∞ g+g˜. Together with Gn,βg˜ s−→n→∞
Gβ g˜ (cf. Step 1), and Gn,βgn w−→n→∞ Gβg, this implies Gn,βgn s−→n→∞ Gβg.
Step 4 Let f ∈ L2(E,ν), fn ∈ C, n ∈ N, be a sequence w-converging to f , and let ϕ ∈ C.
By the result of Step 1 and Proposition 2.3 (c), we have
〈G′n,βfn , ϕ〉n = 〈fn , Gn,βϕ〉n
−→n→∞ 〈f , Gβϕ〉
= 〈G′βf , ϕ〉 .
This means nothing but G′n,βfn
w−→n→∞ G′βf . Moreover, let g ∈ L2(E,ν) and gn ∈ C s-
converging to g as n→∞. We have just proved that G′n,βgn w−→n→∞ G′βg which now implies
Gn,βG
′
n,βgn
w−→n→∞ GβG′βg. Again by Proposition 2.3 (c),
〈G′n,βgn , G′n,βgn〉n = 〈gn , Gn,βG′n,βgn〉n
−→n→∞ 〈g , GβG′βg〉
= 〈G′βg , G′βg〉 .
Thus, G′n,βgn s-converges to G
′
βg as n→∞. ✷
Lemma 2.8 Let Sn, n ∈ N, be a sequence of bilinear forms pre-convergent to S. Condition
(iii) of Lemma 2.6 implies condition (iv).
Proof. Suppose we have condition (iii). Let us also assume that βun−Anun w-converges to
βu−Au. We show that un w-converges to u.
For all ψ ∈ C and all sequences ψn ∈ C, n ∈ N, s-convergent to ψ, we have because of
Proposition 2.3 (c),
Sn,β(un, ψn) = 〈βun − Anun , ψn〉n
−→n→∞ 〈βu− Au , ψ〉
= Sβ(u, ψ) .
From condition (iii), it follows that
Sn,β(ψn, un) −→n→∞ Sβ(ψ, u) .
for all ψ ∈ D(S) and all sequences ψn ∈ D(Sn) ∩ C, n ∈ N, s-convergent to ψ in the sense
of condition (ii) in Definition 2.4. In particular, we can take g ∈ C, ψn := Gn,βg, n ∈ N,
and ψ := Gβg. For this, recall also condition (c3). According to Theorem 2.7, ψn s−→n→∞ ψ.
11
Furthermore, ψn ∈ D(Sn) ∩ C, n ∈ N, and satisfies condition (ii) in Definition 2.4 since
supn∈N〈Anψn , Anψn〉n = supn∈N〈βψn − g , βψn − g〉n <∞ and
lim sup
n→∞
Sn(ψn, ψn) = lim
n→∞
〈g − βψn , ψn〉n = 〈g − βψ , ψ〉 = S(ψ, ψ) .
Thus,
〈g, un〉n = Sn,β(ψn, un) −→n→∞ Sβ(ψ, u) = 〈g, u〉
which means that un w−→n→∞ u. We have verified (iv). ✷
Remarks (5) Lemmas 2.6 and 2.8 together show that under (i) and (ii) of Definition 2.4,
conditions (iii) and (iv) are equivalent.
(6) By virtue of Remark (1), condition (c3), and Theorem 2.7, for g ∈ C and gn ∈ C
s-convergent to g it holds that
〈Gn,βgn −Gβg , Gn,βgn −Gβg〉n −→n→∞ 0 . (2.7)
For f ∈ L2(E,ν) and fn ∈ C w-convergent to f , from Theorem 2.7 and Proposition 2.3 (e)
it follows that
lim inf
n→∞
〈Gn,βfn , Gn,βfn〉n ≥ 〈Gβf , Gβf〉
as well as
lim inf
n→∞
〈G′n,βfn , G′n,βfn〉n ≥ 〈G′βf , G′βf〉 .
In order to prove convergence of forms Sn, n ∈ N, to a form S let us introduce one more
condition:
(c4) D(S) ⊆ C in the sense that for every ϕ ∈ D(S), there is a u ∈ C with ψ = u ν-a.e.
Moreover, in this sense {Aϕ : ϕ ∈ D(S)} ⊆ C.
In the next proposition we formulate conditions under which (i)-(iii) of Definition 2.4
become necessary. For this recall Remark (3).
Proposition 2.9 Suppose that conditions (c1) – (c4) are satisfied. Let (Gβ)β≥0 be the resol-
vent of a strongly continuous contraction semigroup (Tt)t≥0 on L
2(E,ν) and let (Gn,β)β≥0 be
the resolvent of a strongly continuous contraction semigroup (Tn,t)t≥0 on L
2(E,νn), n ∈ N.
Suppose we have the following.
(i) Gn,βgn s-converges to Gβg as n→∞ for every g ∈ C, every sequence gn ∈ D(Sn) ∩ C
with gn s−→n→∞ g, and β > 0. Furthermore, G′n,βg s-converges to G′βg as n → ∞ for
every g ∈ C and β > 0.
(ii) ψ ∈ D(Sn) ∩ C = D(An) ∩ C implies ψ ∈ D(A′n).
(iii) Let D(Snk)∩C ∋ ϕnk w−→n→∞ ϕ ∈ L2(E,ν) such that supk∈N 〈Ankϕnk , Ankϕnk〉nk <∞.
Then ϕ ∈ D(S) and supk∈N
〈
A′nkϕnk , A
′
nk
ϕnk
〉
nk
<∞.
Then the forms Sn, n ∈ N, associated with (Tn,t)t≥0 converge to the form S associated with
(Tt)t≥0 as n→∞ in the sense of Definition 2.4.
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Proof. Step 1 In the first two steps, we verify condition (i) of Definition 2.4. For a
clearer presentation, we ignore subsequences. Let us introduce bilinear forms S(β)(w,w) :=
β 〈w − βGβw , w〉, w ∈ D(S), and S(β)n (wn, wn) := β 〈wn − βGn,βwn , wn〉n, wn ∈ D(Sn)∩C,
n ∈ N, which can be considered a counterpart to the Deny-Yosida approximation in Dirichlet
form theory. Classical semigroup theory says that β (w − βGβw) −→β→∞ − Aw in L2(E,ν)
and therefore
S(β)(w,w) = β〈w − βGβw , w〉 −→β→∞ S(w,w) , w ∈ D(S).
and similarly limβ→∞ S
(β)
n (wn, wn) = Sn(wn, wn), wn ∈ D(Sn) ∩ C, n ∈ N. Differentiating
with respect to β and applying the resolvent identity we get∣∣∣∣ ddβS(β)n (wn, wn)
∣∣∣∣ =
∣∣∣∣ ddββ〈wn − βGβwn , wn〉n
∣∣∣∣
=
∣∣∣〈wn − 2βGn,βwn + β2G2n,βwn , wn〉n
∣∣∣
=
∣∣∣〈(AnGn,β)2wn , wn〉n
∣∣∣
=
∣∣∣〈Gn,βAnGn,βwn , A′nwn〉n ∣∣∣
=
∣∣∣〈G2n,βAnwn , A′nwn〉n
∣∣∣
≤ 1
β2
〈Anwn , Anwn〉1/2n 〈A′nwn , A′nwn〉1/2n , wn ∈ D(Sn) ∩ C,
where, for the last three lines we have applied hypothesis (ii). It follows now from hypothesis
(iii) that limβ→∞ S
(β)
n (wn, wn) = Sn(wn, wn) uniformly in n ∈ N whenever supn∈N 〈Anϕn ,
Anϕn〉n <∞ and D(Sn) ∩ C ∋ wn w−→n→∞ w ∈ L2(E,ν).
Step 2 Let us complete the verification of condition (i) of Definition 2.4. Let D(Sn) ∩ C ∋
ϕn w−→n→∞ ϕ ∈ C and recall (c4). We can decompose
S(β)n (ϕn, ϕn)− S(β)(ϕ, ϕ) = β 〈ϕn − βGn,βϕn , ϕn〉n − β 〈ϕ− βGβϕ , ϕ〉
= β〈ϕn − βGn,βϕ , ϕ〉n + β〈ϕ− βGβϕ , ϕn〉n
−β〈ϕ− βGβϕ , ϕ〉n − β〈ϕ− βGβϕ , ϕ〉
+β2〈Gβϕ−Gn,βϕ−G′n,βϕ, ϕn − ϕ〉n
+β〈ϕn − ϕ− βGn,β(ϕn − ϕ) , ϕn − ϕ〉n .
Let us analyze the items on the right-hand side.
(1) 〈ϕn − βGn,βϕ , ϕ〉n −→n→∞ 〈ϕ− βGβϕ , ϕ〉 because of ϕn − βGn,βϕ w−→n→∞ ϕ − βGβϕ,
cf. (i) of this proposition,
(2) 〈ϕ− βGβϕ , ϕn〉n −→n→∞ 〈ϕ− βGβϕ , ϕ〉 because of ϕ− βGβϕ ∈ C (cf. condition (c3)
and Lemma 2.1 (b)) and ϕn w−→n→∞ ϕ,
(3) 〈ϕ−βGβϕ , ϕ〉n −→n→∞ 〈ϕ−βGβϕ , ϕ〉 because of condition (c3), Lemma 2.1 (b) and,
thus, ϕ− βGβϕ ∈ C, and Lemma 2.1 (d),
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(4) 〈Gβϕ−Gn,βϕ−G′n,βϕ, ϕn−ϕ〉n −→n→∞ 0 because of Gβϕ−Gn,βϕ−G′n,βϕ s−→n→∞ −G′βϕ
(cf. (i) of this proposition), ϕn − ϕ w−→n→∞ 0, and Proposition 2.3 (c),
(5) 〈ϕn − ϕ− βGn,β(ϕn − ϕ) , ϕn − ϕ〉n ≥ 0 because of Lemma 2.1 (b) in [14].
Therefore, lim infn→∞ S
(β)
n (ϕn, ϕn) ≥ S(β)(ϕ, ϕ), β > 0. With the result of Step 1, we get
lim infn→∞ Sn(ϕn, ϕn) ≥ S(ϕ, ϕ) which, by condition (iii) of the present proposition and
(c4), is condition (i) of Definition 2.4.
Step 3 Let us verify condition (ii) of Definition 2.4. Among others things, we will use an
idea from the proof of [18], Theorem 2.4.1, part (jj). Let ψ ∈ D(S) and recall that, because
of (c4), we have ψ ∈ C. Moreover let Ψ := ψ − Aψ, i. e. Ψ ∈ C by (c4) and Lemma
2.1 (b). Furthermore, ψ = G1Ψ. Let ψ˜n := Gn,1Ψ, i. e. ψ˜n ∈ C, n ∈ N, by (c3). By
condition (i) of the present proposition we have ψ˜n = Gn,1Ψ s−→n→∞ G1Ψ = ψ and therefore
Gn,βψ˜ s−→n→∞ Gβψ. According to Proposition 2.3 (c) this means
S(β)n (ψ˜n, ψ˜n) = β〈ψ˜n − βGn,βψ˜n , ψ˜n〉n
−→n→∞ β〈ψ − βGβψ , ψ〉 = S(β)(ψ, ψ) , β > 0.
On the other hand, it holds that S(β)(ψ, ψ) −→
β→∞
S(ψ, ψ), cf. Step 1. Thus, there exists
a sequence βn, n ∈ N, with βn −→n→∞ ∞ such that
lim
n→∞
S(βn)n (ψ˜n, ψ˜n) = S(ψ, ψ) . (2.8)
Because of
S(βn)n (ψ˜n, ψ˜n) = Sn(βnGn,βnψ˜n , βnGn,βnψ˜n)
+βn〈ψ˜n − βnGn,βnψ˜n , ψ˜n − βnGn,βnψ˜n〉n (2.9)
and Sn(βnGn,βnψ˜n , βnGn,βnψ˜n) ≥ 0 it follows from (2.8) that
〈ψ˜n − βnGn,βnψ˜n , ψ˜n − βnGn,βnψ˜n〉n −→n→∞ 0 (2.10)
which implies
|〈ψ˜n − βnGn,βnψ˜n , ϕ〉n| ≤ 〈ψ˜n − βnGn,βnψ˜n , ψ˜n − βnGn,βnψ˜n〉1/2n 〈ϕ , ϕ〉1/2n
−→n→∞ 0 , ϕ ∈ C.
We recall that C is linear by Lemma 2.1 (b). Thus βnGn,βnψ˜n w−→n→∞ ψ and (2.10) provides
βnGn,βnψ˜n
s−→n→∞ ψ .
Relations (2.8) and (2.9) imply now
lim sup
n→∞
Sn(βnGn,βnψ˜n, βnGn,βnψ˜n) ≤ S(ψ, ψ) .
In addition, by ψn ∈ D(An), n ∈ N, and Ψ ∈ C ⊆ D,
sup
n∈N
〈
AnβnGn,βnψ˜n , AnβnGn,βnψ˜n
〉
n
= sup
n∈N
〈
βnGn,βnAnψ˜n , βnGn,βnAnψ˜n
〉
n
≤ sup
n∈N
〈
Anψ˜n , Anψ˜n
〉
n
= sup
n∈N
〈
ψ˜n −Ψ , ψ˜n −Ψ
〉
n
≤ 4 sup
n∈N
〈Ψ,Ψ〉n <∞ .
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Choosing ψn := βnGn,βnψ˜n, n ∈ N, this verifies condition (ii) of Definition 2.4.
Step 4 In order to verify condition (iii) of Definition 2.4, let β > 0, ψ ∈ C, and let
un ∈ D(Sn), n ∈ N, be a w-convergent sequence with the properties mentioned in Lemma
2.6 and u ∈ D(S). We assume that limn→∞ Sn,β(un, ψn) = Sβ(u, ψ) for all sequences ψn ∈ C
s-converging to ψ. Recalling hypothesis (i) it follows that for g ∈ C, ψˆn := G′n,βg, n ∈ N,
and ψˆ := G′βg we have
lim
n→∞
〈un , g〉n = lim
n→∞
Sn,β(un, ψˆn)
= Sβ(u, ψˆ)
= 〈u , g〉 .
This means that un w-converges to u. For this, also note that because of condition (c3),
ψˆ, ψˆn ∈ C, n ∈ N. Let now ψ ∈ D(S) and ψn ∈ D(Sn)∩C, n ∈ N, be a sequence s-convergent
to ψ in the sense of Definition 2.4 (ii). Assume limn→∞ Sn,β(un, ψn) = Sβ(u, ψ). Lemma 2.5
yields limn→∞ Sn,β(ψn, un) = Sβ(ψ, u). We have verified (iii) of Definition 2.4. ✷
We conclude this subsection with the proof of s-convergence of the associated semigroups.
For this, let us introduce the following condition.
(c5) T := {Ttg : g ∈ C, t > 0} ⊆ C, Tn := {Tn,tg : g ∈ C, t > 0} ⊆ C, T ′ := {T ′tg : g ∈
C, t > 0} ⊆ C, and T ′n := {T ′n,tg : g ∈ C, t > 0} ⊆ C, n ∈ N, in the sense of condition
(c3).
Theorem 2.10 Suppose that (c1),(c2),(c3),(c5) are satisfied. Then, for all g ∈ C and
β > 0, Gn,βg s−→n→∞ Gβg iff Tn,tg s−→n→∞ Ttg for all t > 0 and G′n,βg s−→n→∞ G′βg iff
T ′n,tg
s−→n→∞ T ′tg for all t > 0.
Proof. In Steps 1 and 2, we demonstrate that Gn,βg s−→n→∞ Gβg implies Tn,tg s−→n→∞ Ttg and
that and G′n,βg
s−→n→∞ G′βg implies T ′n,tg s−→n→∞ T ′tg. In Step 3 we verify the converse.
Step 1 In this step, let us show that Tn,tf w−→n→∞ Ttf for all f ∈ C. For well-definiteness,
recall condition (c5). Since both, C and D(A2), are dense in L2(E,ν) it is sufficient to verify
this claim for f = (Gβ)
2h, h ∈ C. Set g = Gβh. With [19], Lemma 4.1 of Chapter 3, we
have
〈Tn,tf − Ttf , ϕ〉n = 〈Tn,tGβg − TtGβg , ϕ〉n
= 〈Tn,tGβg − Tn,tGn,βg , ϕ〉n + 〈Gn,βTn,tg −Gn,βTtg , ϕ〉n + 〈Gn,βTtg −GβTtg , ϕ〉n
= 〈Tn,tGβg − Tn,tGn,βg , ϕ〉n −
〈∫ t
0
Tn,t−s(Gβ −Gn,β)Tsh ds , ϕ
〉
n
+〈Gn,βTtg −GβTtg , ϕ〉n .
It follows from the Schwarz inequality, (2.7), and contractivity of Tn,t in L
2(E,νn) that
the first item of the right-hand side tends to zero. That the third item of the right-hand
side tends to zero is a consequence of the Schwarz inequality and (2.7). Thus, it remains
to demonstrate that 〈∫ t
0
Tn,t−s(Gβ − Gn,β)Tsh ds , ϕ〉n −→n→∞ 0. But using again Schwarz’
inequality, and contractivity of all the Tn,t−s, this follows from∣∣∣〈∫ t0 Tn,t−s(Gβ −Gn,β)Tsh ds , ϕ〉
n
∣∣∣
≤ ∫ t
0
〈(Gβ −Gn,β)Tsh , (Gβ −Gn,β)Tsh〉1/2n 〈ϕ , ϕ〉1/2n ds , (2.11)
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condition (c5), relation (2.7), and dominated convergence.
Step 2 Now, let us prove that Tn,tf s−→n→∞ Ttf for all f ∈ C. Again, we choose f = (Gβ)2h
where h ∈ C, set g = Gβh, and decompose
Tn,tf − Ttf
= (Tn,tGβg − Tn,tGn,βg)−
(∫ t
0
Tn,t−s(Gβ −Gn,β)Tsh ds
)
+ (Gn,βTtg −GβTtg) .
That the L2(E,νn)-norms of the first and the third item tend to zero as n → ∞ follows
from the contractivity of the semigroups and relation (2.7). The arguments used already in
Step 1, (2.11), lead to〈∫ t
0
Tn,t−s(Gβ −Gn,β)Tsh ds ,
∫ t
0
Tn,t−s(Gβ −Gn,β)Tsh ds
〉
n
−→n→∞ 0 .
For the dual operators, we recall that also (T ′n,t)t≥0 is a strongly continuous contraction
semigroup in L2(E,νn), n ∈ N, and (T ′t )t≥0 is a strongly continuous contraction semigroup
in L2(E,ν), cf. [19] Subsection 1.10, especially Corollary 10.6. This means we can conclude
that T ′n,tf
s−→n→∞ T ′tf for all f ∈ C the same way as we did it to show Tn,tf s−→n→∞ Ttf .
Step 3 This follows from Gβf =
∫∞
0
e−βtTtf dt, Gn,βf =
∫∞
0
e−βtTn,tf dt, n ∈ N, f ∈ C, the
same relations for the dual operators, and dominated convergence. ✷
Remark (7) From Theorems 2.7 and 2.10 it follows that for g ∈ C it holds that 〈Tn,tg −
Ttg , Tn,tg − Ttg〉n −→n→∞ 0 and 〈T ′n,tg − T ′tg , T ′n,tg − T ′tg〉n −→n→∞ 0. Even more important
is the following observation. By the contractivity of the semigroups (Tn,t)t≥0 we have for
C ∋ gn s−→n→∞ g ∈ C the limits 〈Tn,tgn − Tn,tg , Tn,tgn − Tn,tg〉n −→n→∞ 0 and 〈Gn,βgn −
Gn,βg , Gn,βgn −Gn,βg〉n −→n→∞ 0.
Under the hypotheses of Theorem 2.10 this says Gn,βgn s−→n→∞ Gβg iff Gn,βg s−→n→∞ Gβg
iff Tn,tg s−→n→∞ Ttg iff Tn,tgn s−→n→∞ Ttg for all β > 0 and t > 0. The same holds for the
dual operators.
2.3 Mosco Type Convergence of Non-Positive Non-Symmetric
Forms
For the remainder of this section, let us drop the assumption that the semigroups (Tn,t)t≥0,
n ∈ N, and (Tt)t≥0 are contractive. Anything else for the semigroups remains as introduced
in Section 1. As a consequence, we cannot state positivity of the associated bilinear forms.
We are interested in substitutes for Theorem 2.7. For this, we collect almost everything still
necessary for the remainder of the section in the following condition.
(c6) (i) I1 ∈ D(A′) and I1 ∈ D(A′n), n ∈ N, and supn∈N ‖A′n I1‖L∞(E,νn) <∞.
(ii) T ′t I1 ∈ L∞(E,ν) and the limit A′ I1 = limt→0 1t (T ′t I1− I1) exists in L∞(E,ν).
(iii) There exist Nn ∈ B(En) with νn(Nn) −→n→∞ 0 such that for ϕ ∈ C there is
Φn ≡ Φn(ϕ) ∈ C with Φn = A′n I1 · ϕ on En \Nn. Furthermore, Φn s−→n→∞ A′ I1 · ϕ.
Alternatively assume A′n I1 ∈ V, n ∈ N, and A′n I1 · ϕ s−→n→∞ A′ I1 · ϕ for all ϕ ∈ C.
(iv) For n ∈ N, there exists a set Dn ⊆ D(Sn) ∩ L∞(E,νn) which is dense in D(Sn)
with respect to the norm ‖f‖Dn := (〈f , f〉n + 〈Anf , Anf〉n)1/2.
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Define D(Sˆn) := D(Sn), n ∈ N, D(Sˆ) := D(S), and
Sˆn(un, vn) := Sn(un, vn) +
1
2
〈A′n I1 · un , vn〉n , un ∈ D(Sˆn), vn ∈ L2(E,νn), n ∈ N, (2.12)
and
Sˆ(u, v) := S(u, v) + 1
2
〈A′ I1 · u , v〉 , u ∈ D(Sˆ), v ∈ L2(E,ν). (2.13)
Lemma 2.11 Suppose (c6). We have Sˆn(un, un) ≥ 0, un ∈ D(Sn), n ∈ N, and Sˆ(u, u) ≥ 0,
u ∈ D(S).
Proof. Step 1 We prove the claim for Sˆ. Note that T ′t I1 ∈ L∞(E,ν) (cf. (c6(ii))) and
observe
‖Ttu‖L1(E,ν) ≤ ‖Tt|u|‖L1(E,ν) = 〈T ′t I1 , |u|〉 , u ∈ L2(E,ν).
This implies
〈Ttu , Ttu〉 ≤ ‖Ttu2‖L1(E,ν) ≤
∫
T ′t I1 · u2 dν , u ∈ L2(E,ν), t ≥ 0,
the first inequality in this line by the association with a transition probability function.
Consequently,
〈Ttu , u〉 ≤
(∫
T ′t I1 · u2 dν
)1/2
· 〈u , u〉1/2
= 〈u , u〉+ 〈u , u〉1/2
((∫
T ′t I1 · u2 dν
)1/2
− 〈u , u〉1/2
)
and therefore
− 〈u , u〉
1/2
〈u , u〉1/2 + (∫ T ′t I1 · u2 dν)1/2
〈
1
t
(T ′t I1− I1)u , u
〉 ≤ 1
t
〈u− Ttu , u〉 , u ∈ L2(E,ν).
Recalling I1 ∈ D(A′) (cf. (c6(i))) and (c6(ii)), and letting t→ 0, it turns out that
−1
2
〈A′ I1 · u , u〉 ≤ S(u, u) , u ∈ D(S).
Step 2 We prove the claim for Sˆn. For this, we choose un ∈ Dn (cf. (c6(iv))) and proceed
as in Step 1. We arrive at
− 〈un , un〉
1/2
n
〈un , un〉1/2n +
(∫
T ′n,t I1 · u2n dνn
)1/2 〈1t (T ′n,t I1− I1)un , un〉n ≤ 1t 〈un − Tn,tun , un〉n .
Letting again t → 0, we obtain −1
2
〈A′n I1 · un , un〉n ≤ Sn(un, un) for all un ∈ Dn. Let
us finally mention that, in contrast to Step 1, we do not require T ′n,t I1 ∈ L∞(E,νn). We
compensate this by requiring un ∈ Dn ⊆ L∞(E,νn). But with (c6(iv)), we get finally
−1
2
〈A′n I1 · un , un〉n ≤ Sn(un, un) for all un ∈ D(Sn). ✷
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Let us assume that there are Markov processes associated with the semigroups (Tn,t)t≥0,
n ∈ N, and (Tt)t≥0: For n ∈ N, let Xn = ((Xnt )t≥0, (P nµ )µ∈En) be a process taking values
in En which corresponds to the semigroup (Tn,t)t≥0 and the form Sn. Here, En is the
subset of E specified in Subsection 2.1. Furthermore, let X = ((Xt)t≥0, (Pµ)µ∈E) be a
process associated with the semigroup (Tt)t≥0 and the form S which takes values in some
subset of E. Suppose that the paths of the processes Xn, n ∈ N, and X are cadlag. For
β > 0, introduce Gn,βgn :=
∫∞
0
e−βtTn,tgn dt, gn ∈ L∞(E,νn), n ∈ N, Gβg :=
∫∞
0
e−βtTtg dt,
g ∈ L∞(E,ν). Since the semigroups (Tn,t)t≥0, n ∈ N, and (Tt)t≥0 are not necessarily
contractive, the associated families of resolvents (Gn,β)β>0, n ∈ N, and (Gβ)β>0 may not
directly be well-defined on the corresponding L2-spaces.
Set D(Aˆn) := D(An), n ∈ N, D(Aˆ) := D(A), and
Aˆnun := Anun − 12A′n I1 · un , un ∈ D(Aˆn), n ∈ N, (2.14)
and
Aˆu := Au− 1
2
A′ I1 · u , u ∈ D(Aˆ) . (2.15)
Let idn denote the identity operator in L
2(E,νn), n ∈ N, and let id denote the identity
operator in L2(E,ν).
Lemma 2.12 Suppose (c6) and let C := 1
2
‖A′ I1‖L∞(E,ν) ∨ supn∈N 12‖A′n I1‖L∞(E,νn). Then we
have the following assertions.
(a) The operator Aˆn is the generator of a strongly continuous contraction semigroup (Tˆt,n)t≥0
in L2(E,νn), n ∈ N, and the operator Aˆ is the generator of a strongly continuous contraction
semigroup (Tˆt)t≥0 in L
2(E,ν). In addition, we have ‖Tˆt,ng‖L∞(E,νn) ≤ eCt‖g‖L∞(E,νn) if
g ∈ L∞(E,νn), n ∈ N, and ‖Tˆtg‖L∞(E,ν) ≤ eCt‖g‖L∞(E,ν) if g ∈ L∞(E,ν), t ≥ 0.
(b) Let α ≥ C. The operator An−α idn is the generator of a strongly continuous contraction
semigroup (Tα,n,t)t≥0 in L
2(E,νn), n ∈ N, and the operator A − α id is the generator of a
strongly continuous contraction semigroup (Tα,t)t≥0 in L
2(E,ν).
Proof. Adapting the ideas of the proof of Lemma 2.11 we obtain for u ∈ L∞(E,ν)
〈u, u〉1/2 · 1
t
(〈Ttu, Ttu〉1/2 − 〈u, u〉1/2)
≤ 〈u, u〉
1/2(∫
T ′t I1 · u2 dν
)1/2
+ 〈u, u〉1/2
· 1
t
(∫
T ′t I1 · u2 dν − 〈u, u〉
)
which results for u = Tsv, v ∈ L∞(E,ν), t→ 0 in dds〈Tsv, Tsv〉1/2 ≤ 12‖A′ I1‖〈Tsv, Tsv〉1/2, s ≥
0. This and approximation of v ∈ L2(E,ν) by L∞(E,ν)-functions implies 〈Tsv, Tsv〉1/2 ≤
e
1
2
‖A′ I1‖s〈v, v〉1/2, v ∈ L2(E,ν), s ≥ 0. Similarly, 〈Tn,sv, Tn,sv〉1/2 ≤ e 12‖A′n I1‖s〈v, v〉1/2, v ∈
L2(E,νn), s ≥ 0, n ∈ N.
(a) We prove the claim for (Tˆ )t≥0. According to the Phillips-Lumer Theorem (cf. [19],
Theorem I.4.3, or [24], Section IX.8) and our Lemma 2.11, it is sufficient to demonstrate
that, for some αˆ > 1
2
‖A′ I1‖L∞(E,ν) the range of (αˆ id − Aˆ) is L2(E,ν). But this follows
immediately from the Feynman-Kac formula,
u = E·
(∫ ∞
0
exp
{
−αˆt−
∫ t
0
1
2
A′ I1(Xs) ds
}
v(Xt) dt
)
(2.16)
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(E stands for the expectation) which represents the solution to
αˆu− Aˆu = αˆu− Au+ 1
2
A′ I1 · u = v , v ∈ L2(E,ν) .
We recall the initial step of the present proof and note that therefore u = Gαˆ(v− 12A′ I1 ·u) ∈
D(A) and that (2.16) corresponds to
Tˆtv = E·
(
exp
{
−
∫ t
0
1
2
A′ I1(Xs) ds
}
v(Xt)
)
, v ∈ L2(E,ν). (2.17)
We get ‖Tˆtg‖L∞(E,ν) ≤ eCt‖g‖L∞(E,ν) if g ∈ L∞(E,ν), t ≥ 0, from (2.17) and condition
(c6(i), (ii)).
(b) Keeping (2.16) and (2.17) in mind, this follows from similar considerations noting that,
as a consequence Lemma 2.11, Sn,α, n ∈ N, and Sα are non-negative forms. ✷
Remark (8) Another consequence of Lemma 2.12 is that, besides the definitions (2.12)-
(2.15), Aˆn, Sˆn, (Tˆn,t)t≥0, n ∈ N, and Aˆ, Sˆ, (Tˆt)t≥0 are related as described in Section 1.
In addition, let (Gˆn,β)β≥0, denote the resolvent associated with Aˆn, Sˆn, (Tˆn,t)t≥0, n ∈ N, and
let (Gˆβ)β≥0, denote the resolvent associated with Aˆ, Sˆ, (Tˆt)t≥0.
In order to handle the application in [15], it also seems to be beneficial to consider the
following stronger condition in place of (c3) and the related Lemma 2.13.
(c3’) (i) If C ⊆ L∞(E,ν) then {Gβg : g ∈ L∞(E,ν) , β > 0} ⊆ C in the sense that for
every g ∈ L∞(E,ν), there is a u ∈ C with Gβg = u ν-a.e.; otherwise, D(S) ⊆ C.
(ii) If, for n ∈ N, C ⊆ L∞(E,νn) then {Gn,βg : g ∈ L∞(E,νn) , β > 0} ⊆ C in the
sense that for every g ∈ L∞(E,νn), there is a u ∈ C with Gn,βg = u νn-a.e.;
otherwise, D(Sn) ⊆ C.
Lemma 2.13 Suppose (c6). (a) If (c3’(i)) then condition (c3(i)) holds for Sˆ in place of S.
(b) If (c3’(ii)) then condition (c3(ii)) holds for Sˆn, in place of Sn, n ∈ N.
Proof. We show only (a). Step 1 Let β > C and g ∈ C. We have
βGβg − AGβg = g = βGˆβg − AGˆβg + 12A′ I1 · Gˆβg.
In addition, we recall that Gˆβg ∈ L∞(E,ν) if g ∈ L∞(E,ν) which is a consequence of Lemma
2.12 (a) since β > C. If g ∈ L2(E,ν) then Lemma 2.12 (b) guarantees well-definiteness of
Gβg for β > C.
Because of A′ I1 ∈ L∞(E,ν) (cf. condition (c6(ii)), we have g− 1
2
A′ I1 · Gˆβg ∈ L∞(E,ν) if
C ⊆ L∞(E,ν), or otherwise g − 1
2
A′ I1 · Gˆβg ∈ L2(E,ν). The above identity implies
Gˆβg = Gβ
(
g − 1
2
A′ I1 · Gˆβg
)
.
Condition (c3(i)) restricted to β > C relative to Sˆ follows.
Step 2 Let now β ∈ (0, C] and g ∈ C. The sum f := ∑∞k=0(CGˆβ+C)kg converges in
L2(E,ν) according to Lemma 2.12 (a) and is the unique solution to f − CGˆβ+Cf = g. By
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βGˆβ+Cf − AˆGˆβ+Cf = f − CGˆβ+Cf = g we have Gˆβg = Gˆβ+Cf and as in Step 1 of the
present proof
Gˆβg = Gˆβ+Cf = Gβ+C
(
f − 1
2
A′ I1 · Gˆβ+Cf
)
= Gβ+C
(
g + (C − 1
2
A′ I1) · Gˆβ+Cf
)
= Gβ+C
(
g + (C − 1
2
A′ I1) · Gˆβg
)
. (2.18)
If C ⊆ L∞(E,ν) then Lemma 2.12 (a) says that Gˆβg ∈ L∞(E,ν). In this case, we obtain
g+ (C − 1
2
A′ I1) · Gˆβg ∈ L∞(E,ν) and with the right-hand side of (2.18) and the first part of
condition (c3’(i)) we verify Gˆβg ∈ C.
If C ⊆ L∞(E,ν) does not hold then again from (2.18) and condition (c3’(i)) we get
Gˆβg ∈ C. ✷
Theorem 2.14 Let C := 1
2
‖A′ I1‖L∞(E,ν) ∨ supn∈N 12‖A′n I1‖L∞(E,νn). Suppose (c1),(c2), and
(c6). Furthermore, suppose (c3) for Sˆn, n ∈ N, and Sˆ in place of Sn, n ∈ N, and S. Assume
that the forms Sˆn, n ∈ N, converge to the form Sˆ in the sense of Definition 2.4.
(a) Let α ≥ C. Then the forms Sn,α, n ∈ N, converge to the form Sα in the sense of Defi-
nition 2.4.
(b) For all f, g ∈ L2(E,ν), all sequences fn ∈ C w-converging to f , all sequences gn ∈ C
s-converging to g, and all β > 0, we have Gˆn,βfn w−→n→∞ Gˆβf , Gˆ′n,βfn w−→n→∞ Gˆ′βf and
Gˆn,βgn s−→n→∞ Gˆβg. Furthermore for all g ∈ C, we have Gˆ′n,βg s−→n→∞ Gˆ′βg.
(c) Suppose (c3). For β > C, the operators Gn,β and Gβ can be continuously extended to
operators Gn,β : L
2(E,νn) → L2(E,νn), n ∈ N, and Gβ : L2(E,ν) → L2(E,ν), respec-
tively. For f, g ∈ L2(E,ν), and fn, gn ∈ C, n ∈ N, as in (b), we have Gn,βfn w−→n→∞ Gβf ,
G′n,βfn
w−→n→∞ G′βf and Gn,βgn s−→n→∞ Gβg, G′n,βgn s−→n→∞ G′βg.
Remark (9) Recalling the proof of Theorem 2.7, especially Step 4, it will turn out that it
is sufficient to require (c3(i)) as well as (c3(ii)) instead of (c3) (for Sn, n ∈ N, and S) and
(c3(i)) as well as (c3(ii)) instead of (c3) for Sˆn, n ∈ N, and Sˆ if we are not interested in the
convergence of G′n,β or Gˆ
′
n,β.
Proof. In order to show part (a), in Step 1-3 below, we will verify conditions (i)-(iii) of
Definition 2.4 for Sn,α, n ∈ N, and Sα. In Step 4, we will verify (b) and (c).
Step 1 Let us use the symbols ϕn, ϕ, ψn, ψ, un, u, as in Definition 2.4 with S and Sn
replaced with Sα and Sn,α. Introduce an := α − 12A′n I1, n ∈ N, and a := α − 12A′ I1. Since
C is dense in L2(E,ν) (cf. Lemma 2.1 (c)), for given ε > 0, there exists ϕ˜ ∈ C such that
〈ϕ − ϕ˜ , ϕ − ϕ˜〉 < ε. Let such ε and ϕ˜ be given. Condition (i) of Definition 2.4 for Sn,α,
n ∈ N, and Sα follows from
Sn,α(ϕn, ϕn) = Sˆn(ϕn, ϕn) + 〈a1/2n ϕn , a1/2n ϕn〉n , n ∈ N,
Sα(ϕ, ϕ) = Sˆ(ϕ, ϕ) + 〈a1/2ϕ , a1/2ϕ〉 ,
condition (i) for Sˆn, n ∈ N, and Sˆ, and
〈a1/2n ϕn , a1/2n ϕn〉n = 〈a1/2n (ϕn − ϕ˜) , a1/2n (ϕn − ϕ˜)〉n + 2〈anϕ˜ , ϕn〉n − 〈anϕ˜ , ϕ˜〉n
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together with condition (c6(i), (ii), (iii)) and Proposition 2.3 (c). For the alternative in
(c6(iii)) use Lemma 2.1 (e) and Proposition 2.3 (g).
Step 2 For condition (ii) of Definition 2.4 for Sn,α, n ∈ N, and Sα we take the same
decomposition as in Step 1 for ψn and ψ instead of ϕn and ϕ, n ∈ N. It is then an
immediate consequence of (ii) for Sˆn, n ∈ N, and Sˆ together with condition (c6(i), (ii), (iii))
and Proposition 2.3 (c). For the alternative we use again Lemma 2.1 (e) and Proposition
2.3 (g).
Step 3 In order to verify condition (iii) of Definition 2.4 for Sn,α, n ∈ N, and Sα, let β˜ > 0
and suppose supn∈N 〈Anun , Anun〉n <∞ as well as
Sn,α+β˜(un, ψn) −→n→∞ Sα+β˜(u, ψ) .
Introducing vn := Gˆn,β˜(−Anun + (α + β˜)un), n ∈ N, and v := Gˆβ˜(−Au + (α + β˜)u), this
means nothing but supn∈N 〈Anvn , Anvn〉n <∞ as well as
Sˆn,β˜(vn, ψn) −→n→∞ Sˆβ˜(v, ψ) . (2.19)
Choosing here ψn = ψ, n ∈ N, and recalling Remark (2), we get −Aˆnvn + β˜vn w−→n→∞ −
Aˆv + β˜v. Lemma 2.8 implies vn w−→n→∞ v. Let us conclude un w−→n→∞ u from this.
Let ρ ∈ C. We have
〈un + Gˆn,β˜(an · un) , ρ〉n = 〈Gˆn,β˜(−Anun + (α + β˜) · un) , ρ〉n
= 〈vn , ρ〉n
−→n→∞ 〈v , ρ〉
= 〈u+ Gˆβ˜(a · u) , ρ〉 . (2.20)
On the other hand, let us assume that un w−→n→∞ u˜ for some u˜ ∈ L2(E,ν). From condition
(c6(i), (ii), (iii)) and Proposition 2.3 (c),(f) we obtain the existence of Ψ˜n ∈ C with Ψ˜n =
an · un on En \Nn and Ψ˜n w−→n→∞ a · u˜. It follows from Theorem 2.7 (a) and the hypotheses
of the present theorem that
〈un + Gˆn,β˜(an · un) , ρ〉n −→n→∞ 〈u˜+ Gˆβ˜(a · u˜) , ρ〉 , ρ ∈ C. (2.21)
According to (2.20) and (2.21), it holds that u˜−u = −Gˆβ˜(a·(u˜−u)) which implies u˜ ∈ D(A)
since u ∈ D(A) by hypothesis and Aˆ(u˜− u)− β˜(u˜− u) = a · (u˜− u). The latter implies
〈−Aˆ(u˜− u) , u˜− u〉 = 〈(1
2
A′ I1− α− β˜)(u˜− u) , u˜− u〉 .
The left-hand side is non-negative by Lemma 2.11. Since α ≥ 1
2
‖A′ I1‖L∞(E,ν) it follows that
u = u˜.
Together with the above derived relation vn w−→n→∞ v we now also have un w−→n→∞ u. We
recall that from condition (c6(i), (ii), (iii)) and Proposition 2.3 (c), (f) we obtain the exis-
tence of Ψ¯n ∈ C with Ψ¯n = an ·un on En \Nn and Ψ¯n w−→n→∞ a ·u. Together with (2.19) and
Proposition 2.3 (c), this leads to
Sˆn,β˜(un, ψn) = Sˆn,β˜(vn, ψn)− 〈an · un , ψn〉n
−→n→∞ Sˆβ˜(v, ψ)− 〈a · u , ψ〉
= Sˆβ˜(u, ψ) .
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Condition (iii) of Definition 2.4 for Sˆn, n ∈ N, and Sˆ implies now that
Sˆn,β˜(ψn, un) −→n→∞ Sˆβ˜(ψ, u) . (2.22)
Since (2.22) holds for arbitrary D(Sn) ∩ C ∋ ψn s−→n→∞ ψ ∈ D(S), it is also true for ψn
replaced with ψn + Gˆn,β˜(Ψn) and ψ replaced with ψ + Gˆβ˜(a · ψ) where Ψn ≡ Ψn(ψ) ∈
C with Ψn = A′n I1 · ψ on En \ Nn and En is as in (c6(iii)). For ψn + Gˆn,β˜(Ψn) ∈ C,
n ∈ N, recall conditions (c6(iii)) and (c3) for Sˆn as well as Sˆ, and Lemma 2.1 (e). For
ψn + Gˆn,β˜(Ψn)
s−→n→∞ ψ+ Gˆβ˜(a ·ψ), consult condition (c6(i), (ii), (iii)), Proposition 2.3 (g),
and Theorem 2.7. From (2.22), we obtain
Sn,α+β˜(ψn, un) = Sˆn,β˜(ψn + Gˆn,β˜(an · ψn), un)
= Sˆn,β˜(ψn + Gˆn,β˜(Ψn), un) + 〈an · ψn −Ψn , un〉n
−→n→∞ Sˆβ˜(ψ + Gˆβ˜(a · ψ), u)
= Sα+β˜(ψ, u) ;
for 〈an · ψn − Ψn , un〉n −→n→∞ 0 we have already mentioned that supn∈N〈un , un〉n < ∞.
Thus, we have (iii) for Sn,α, n ∈ N, and Sα. Part (a) has been verified.
Step 4 Part (b) is a corollary of the Lemmas 2.11 and 2.12 (a) and Theorem 2.7. For part
(c), let β > C and recall Lemma 2.12 (b). The claim follows from Part (a) of the present
theorem and from Theorem 2.7. ✷
Remark (10) It follows from C = 1
2
‖A′ I1‖L∞(E,ν) ∨ supn∈N 12‖A′n I1‖L∞(E,νn) < ∞, relation
(2.17), and the contractivity of the semigroups (Tˆt,n)t≥0 in L
2(E,νn), n ∈ N, and (Tˆt)t≥0 in
L2(E,ν), cf. Lemma 2.12 (a), that
〈Tt,nv , Tt,nv〉n ≤ e2Ct〈v, v〉n , n ∈ N, and 〈Ttv , Ttv〉 ≤ e2Ct〈v, v〉 , t ≥ 0.
Let us assume (c1), (c2), (c3(i), (ii)) and (c5). Keeping Theorem 2.14 (c) and in mind replac-
ing in the proof of Theorem 2.10 and in Remark (7) contractivity by this property, for β > C
and C ∋ gn s−→n→∞ g ∈ C we obtain the following. Gn,βgn s−→n→∞ Gβg iff Gn,βg s−→n→∞ Gβg iff
Tn,tg s−→n→∞ Ttg iff Tn,tgn s−→n→∞ Ttg.
3 Relative Compactness
In this section, we specify the setting of Section 2. For this, let M1(D) denote the space of
all probability measures on (D,B(D)) where D is a bounded d-dimensional domain or, more
general, a bounded d-dimensional Riemannian manifold for some d ∈ N. In addition, let
M∂(D) be the set of all equivalence classes µ such that m1, m2 ∈ µ implies m1|D = m2|D.
In this section we will assume that E is one of the spaces M1(D) or M∂(D). In the case
of E =M∂(D), we identify all points belonging to ∂D with each other. By r(x, y) := |x−
y| ∧ (infb∈∂D |b− x|+ infb∈∂D |b− y|) if x, y ∈ D and r(x, ∂D) = r(∂D, x) := infb∈∂D |b− x|
if x ∈ D, as well as r(∂D, ∂D) := 0 the space (D ∪ ∂D, r) becomes a separable, complete,
and compact metric space. Furthermore, continuity on D with respect to r coincides with
continuity with respect to the Euclidean metric and {f ∈ C(D) : f constant on ∂D} is the
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set of all continuous functions on (D ∪ ∂D, r). We would like to refer to similarities of this
construction to that in [16].
Let both spaces M1(D) and M∂(D) be endowed with the Prokhorov metric. We note
that in this way M1(D) and M∂(D) are separable, complete, and compact spaces.
Furthermore, for n ∈ N, let E ′n be the set of all measures µ in E of the form µ = 1n
∑n
i=1 δzi
where z1, . . . , zn ∈ D and δz denotes the Dirac measure concentrated at z. Furthermore, let
E1 := E
′
1, En+1 := E
′
n+1 \
⋃n
i=1Ei, n ∈ N, and E0 := E \
⋃∞
n=1En. According to the basic
setting of Subsection 2.1 En and E
′
n differ by νn-null set, n ∈ N. It is therefore reasonable
to identify Lp(E,νn) with both L
p(En,νn) and L
p(E ′n,νn), 1 ≤ p ≤ ∞, n ∈ N.
To be consistent with [14], we will keep on writing Cb(E) for C(E). Choose F := Cb(E)
and note that therefore C is now the space of all functions ϕ ∈ D satisfying the following.
(c1’) ϕ is bounded and continuous on En, n ∈ N.
(c2’) 〈ϕ , ψ〉n −→n→∞ 〈ϕ , ψ〉 for all ψ ∈ Cb(E).
Obviously, F is dense in L2(E,ν). Under the above choice of F , compatibility with
Section 2 and well-definiteness of C is subject to the subsequent.
Proposition 3.1 F = Cb(E) is a subset of D if and only if the measures νn, n ∈ N, are
weakly convergent to ν as n→∞; in symbols νn =⇒n→∞ ν.
Let us assume that νn =⇒n→∞ ν and note that (c1’) and (c2’) are now the defining
properties of C ⊆ D.
As in Section 2, let us assume that there are Markov processes Xn and X associated
with the semigroups (Tn,t)t≥0, n ∈ N, and (Tt)t≥0. Suppose that the paths of the processes
Xn, n ∈ N, are cadlag.
Define the measures Pνn :=
∫
E
P nµ νn(dµ), n ∈ N, and Pν :=
∫
E
Pµ ν(dµ), and introduce
the processes Xn = ((Xnt )t≥0, Pνn) and X = ((Xt)t≥0, Pν). Moreover, let E
n
µ be the expec-
tation corresponding to P nµ , µ ∈ En, and let Eνn be the expectation corresponding to Pνn ,
n ∈ N. Let us introduce the set of test functions we are going to work with in this section.
Suppose the following.
(c7) There exists an algebra C˜b(E) ⊆ Cb(E) of everywhere on E defined functions with
C˜b(E) ⊆ G in the sense that, for every f ∈ C˜b(E), there is a g ≡ g(f) ∈ C and a β > 0
with f = βGβg ν-a.e. C˜b(E) contains the constant functions and separates points in
E.
Remark (1) Note that, for f ∈ C˜b(E), the existence of one g ≡ g(f) ∈ C and one β > 0
such that f = βGβg ν-a.e. implies that, for all β
′ > 0, there is a g′ ≡ g′(f, β ′) ∈ C such that
f = β ′Gβ′g
′
ν-a.e. This follows from Af = βf − βg ∈ C and g′ := g + (1/β − 1/β ′)Af =
(g + (Af − βf)/β)− (Af − β ′f)/β ′ = −(Af − β ′f)/β ′.
For f ∈ C˜b(E), g = g(f) ∈ C, and a given sequence εn > 0, n ∈ N, introduce
B :=
∞⋃
n=1
{µ ∈ En : |βGn,βg(µ)− f(µ)| ≥ εn‖g‖} . (3.1)
Furthermore, let τBc ≡ τnBc(g) denote the first exit time of Xn from the set Bc ∩En, n ∈ N.
Let T > 0 and set
γn ≡ γn(f) := sup
s∈[0,T+1]
|βGn,βg(Xns )− f(Xns )| , n ∈ N.
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In order to prove relative compactness of the families of processes f(Xn) = ((f(Xnt ))t≥0,
Pνn ◦ f−1), n ∈ N, we need one more technical condition. In particular, we specify the
sequence εn > 0, n ∈ N.
(c8) There is a sequence εn > 0, n ∈ N, with εn −→n→∞ 0 such that with B ≡ B((εn)n∈N)
defined in (3.1)
Eνn
(
e−βτBc
) −→n→∞ 0
whenever 〈f − βGn,βg , f − βGn,βg〉n −→n→∞ 0.
Theorem 3.2 (a) Let the following be satisfied:
(i) Conditions (c3), (c7), and (c8) hold.
(ii) We have the hypotheses of Theorem 2.14, namely
(c3) for Sˆn, n ∈ N, and Sˆ in place of Sn, n ∈ N, and S,
(c6),
the forms Sˆn, n ∈ N, converge to the form Sˆ in the sense of Definition 2.4.
Then, for f ∈ C˜b(E), the family of processes f(Xn) = ((f(Xnt ))t≥0, Pνn ◦ f−1), n ∈ N, is
relatively compact with respect to the topology of weak convergence of probability measures
over the Skorokhod space D[−‖f‖,‖f‖]([0,∞)).
(b) The family of processes Xn = ((Xnt )t≥0, Pνn), n ∈ N, is relatively compact with re-
spect to the topology of weak convergence of probability measures over the Skorokhod space
DE([0,∞)).
Proof. (a) We will apply Theorem 3.8.6 of S.N. Ethier, T. Kurtz [2]. For n ∈ N and t ≥ 0,
let Fnt denote the σ-algebra generated by the family (Xns )0≤s≤t. In Steps 1 and 2 below, we
will keep n ∈ N fixed. In Step 3, we will then pass to the limit as n→∞.
Step 1 Let f ∈ C˜b(E) and β > 0. Because of (c7) and Remark (1), there exist g1, g2 ∈ C
with f 2 = βGβg1 ν-a.e. and f = βGβg2 ν-a.e. For 0 < δ < 1 and 0 ≤ t ≤ T , 0 ≤ u ≤ δ,
and β > 0, we have
Eνn
[(
f(Xnt+u)− f(Xnt )
)2 |Fnt ]
= Eνn
[
(f(Xnt+u))
2 − (f(Xnt ))2
∣∣Fnt ]− 2f(Xnt )Eνn [f(Xnt+u)− f(Xnt )∣∣Fnt ]
≤ ∣∣Eνn [f 2(Xnt+u)− βGn,βg1(Xnt+u)∣∣Fnt ]∣∣ + ∣∣Eνn [βGn,βg1(Xnt+u)
−βGn,βg1(Xnt )| Fnt ]|+
∣∣Eνn [βGn,βg1(Xnt )− f 2(Xnt )∣∣Fnt ]∣∣
+ 2‖f‖ ∣∣Eνn [f(Xnt+u)− βGn,βg2(Xnt+u)∣∣Fnt ]∣∣+ 2‖f‖ ∣∣Eνn [βGn,βg2(Xnt+u)
−βGn,βg2(Xnt )| Fnt ]|+ 2‖f‖ |Eνn [βGn,βg2(Xnt )− f(Xnt )| Fnt ]|
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≤ 2Eνn
[
sup
s∈[0,T+1]
∣∣βGn,βg1(Xns )− f 2(Xns )∣∣
∣∣∣∣∣Fnt
]
+Eνn
[
sup
r∈[0,T ]
∫ r+δ
r
|An(βGn,βg1)(Xns )| ds
∣∣∣∣Fnt
]
+ 4‖f‖Eνn
[
sup
s∈[0,T+1]
|βGn,βg2(Xns )− f(Xns )|
∣∣∣∣∣Fnt
]
+2‖f‖Eνn
[
sup
r∈[0,T ]
∫ r+δ
r
|An(βGn,βg2)(Xns )| ds
∣∣∣∣Fnt
]
= 2Eνn
[
γn(f
2)
∣∣Fnt ]+ Eνn
[
sup
r∈[0,T ]
β
∫ r+δ
r
|g1(Xns )− βGn,βg1(Xns )| ds
∣∣∣∣Fnt
]
+ 4‖f‖Eνn [γn(f)| Fnt ] + 2‖f‖Eνn
[
sup
r∈[0,T ]
β
∫ r+δ
r
|g2(Xns )− βGn,βg2(Xns )| ds
∣∣∣∣Fnt
]
≤ 2Eνn
[
γn(f
2)
∣∣Fnt ]+ 2βδ‖g1‖+ 4‖f‖Eνn [γn(f)| Fnt ] + 4βδ‖f‖‖g2‖ . (3.2)
Step 2 For some arbitrary sequence εn > 0, n ∈ N, satisfying εn −→n→∞ 0 and τBc ≡ τnBc(g2)
we have
Eνnγn(f) = Eνn
(
χ{γn≤εn‖g2‖}γn(f)
)
+ Eνn
(
χ{γn>εn‖g2‖}γn(f)
)
≤ εn‖g2‖+ (‖f‖+ ‖g2‖)Eνn
(
χ{γn>εn‖g2‖}
)
= εn‖g2‖+ (‖f‖+ ‖g2‖)eβ(T+1) Eνn
(
e−β(T+1)χ{γn>εn‖g2‖}
)
≤ εn‖g2‖+ (‖f‖+ ‖g2‖)eβ(T+1) Eνn
(
e−βτBcχ{γn>εn‖g2‖}
)
. (3.3)
It follows now from f = βGβg2 ν-a.e. and f − βGβg2 ∈ C (cf. (c3) and (c7)) that 〈f −
βGβg2 , f − βGβg2〉n −→n→∞ 0. Together with Gn,βg2 s−→n→∞ Gβg2 (cf. Theorem 2.14 (c)),
this leads to
〈f − βGn,βg2 , f − βGn,βg2〉n −→n→∞ 0 .
Relation (3.3) and condition (c8) imply now
Eνnγn(f) −→n→∞ 0 and similarly Eνnγn(f 2) −→n→∞ 0 . (3.4)
Step 3 Setting
γn(δ) := 2γn(f
2) + 4‖f‖γn(f) + 2βδ‖g1‖+ 4βδ‖f‖‖g2‖ , n ∈ N,
and taking into consideration (3.2), we observe that
Eνn
[(
f(Xnt+u)− f(Xnt )
)2 |Fnt ] ≤ Eνn [ γn(δ)| Fnt ] , f ∈ C˜b(E), n ∈ N,
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and from (3.4), we obtain
lim
δ→0
lim
n→0
Eνn(δ) = 0 .
Relative compactness of the family f(Xn), n ∈ N, follows now from [2], Theorems 3.7.2
and 3.8.6, Remark 3.8.7, and the fact that the processes f(Xn), n ∈ N, take values in the
compact interval [inf f, sup f ].
(b) Let us recall that E is compact. According to condition (c7), the Stone-Weierstrass
Theorem, implies that C˜b(E) is dense in Cb(E) with respect to the sup-norm. Now the
claim is a consequence of part (a) and [2], Theorem 3.9.1. ✷
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