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ON STATIC AND HYDRODYNAMIC BIAXIAL NEMATIC LIQUID
CRYSTALS
JUNYU LIN, YIMEI LI, CHANGYOU WANG
Abstract. In the first part of this paper, we will consider minimizing configurations of the Oseen-
Frank energy functional E(n,m) for a biaxial nematics (n,m) : Ω → S2 × S2 with n · m = 0 in
dimension three, and establish that it is smooth off a closed set of 1-dimension Hausdorff measure
zero. In the second part, we will consider a simplified Ericksen-Leslie system for biaxial nematics
(n,m) in a two dimensional domain and establish the existence of a unique global weak solution
(u, n,m) that is smooth off at most finitely many singular times for any initial and boundary data
of finite energy. They extend to biaxial nematics of earlier results corresponding to minimizing
uniaxial nematics by Hardt-Kindelerherer-Lin [8] and a simplified hydrodynamics of uniaxial liquid
crystal by Lin-Lin-Wang [18] respectively.
1. Introduction on static and hydrodynamic biaxial nematics
1.1. Brief overview of static uniaxial nematics. The problem of liquid crystals has been a
fascinating subject ever since its inception. The macroscopic theory of nematics describes these
anisotropic materials in terms of a continuum field, and there are a number of competitive and
complementary mathematical models available in the literature. Perhaps the earliest one was the
Oseen-Frank model where the nematic liquid crystal is considered at rest at constant temperature
in the absence of applied electromagnetic fields, which is occupied in a container Ω ⊂ R3 and is
described by a unit-vector field n : Ω → S2, the unit sphere in R3. In the Oseen-Frank model the
total elastic energy is given by
E(n) =
∫
Ω
W (n,∇n) dx, (1.1)
where
2W (n,∇n) = K1(div n)2+K2(n ·curl n)2+K2|n×curl n|2+(K2+K4)(tr(∇n)2− (div n)2). (1.2)
Here K1, · · · ,K4 are Frank constants, which are generally assumed to satisfy ([3])
K1 > 0, K2 > 0, K3 > 0, K2 ≥ |K4|, and 2K1 ≥ K2 +K4.
The principle mathematical question concerns the existence and partial regularity of a unit
vector field n ∈ H1(Ω,S2) = {v ∈ H1(Ω,R3) : v(x) ∈ S2 a.e. x ∈ Ω}, that minimizes the Oseen-
Frank energy E(n) among all n ∈ H1(Ω,S2) having prescribed boundary values n0 on ∂Ω. The
Euler-Lagrange equation for an Oseen-Frank energy minimizer n ∈ H1(Ω,S2) is
div
∂W
∂∇n −
∂W
∂n
= λ(x)n, (1.3)
where λ(x) is the Lagrange multiplier.
In a pioneering paper [8], Hardt-Kinderlehrer-Lin have established the existence of minimizer n
of E, which is smooth away from a closed set Σ ⊂ Ω with Hausdorff dimension less than 1. Note
that when the Frank constants K1 = K2 = K3 = K2 +K4 = 1, the Oseen-Frank energy E(n) =
1
2
∫
Ω |∇n|2 dx reduces to the Dirichlet energy so that the minimizer becomes a minimizing harmonic
map into S2, which is smooth away from a discrete set of singularity (see Schoen-Uhlenbeck [33]).
We would like to point out that it has been an open problem whether the singular set of an energy
minimizer of general Oseen-Frank energy is a discrete set.
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1.2. Brief overview of hydrodynamics of uniaxial nematics. When the nematic liquid crystal
is at motion, the relevant dynamic equation is the Ericksen-Leslie system proposed by Ericksen and
Leslie back in 1960’s (see [2] [4]). For an incompressible underlying fluid, Lin [17] first proposed the
following simplified equation for the fluid velocity field v and the uniaxial nematic liquid crystal
director field n: 
vt + v · ∇v − ν∆v +∇P = −div((∇n)T ∂W
∂∇n),
div v = 0,
(I − n⊗ n)(nt + v · ∇n+ ∂W
∂n
− div ∂W
∂∇n
)
= 0,
(1.4)
where P stands for the hydrostatic pressure function and ν > 0 denotes the fluid viscosity con-
stant. When we take the one constant approximation for the Oseen-Frank energy density function
W (n,∇n), (1.4) reduces to
vt + v · ∇v − ν∆v +∇P = −div(∇n⊙∇n),
div v = 0,
nt + v · ∇n = ∆n+ |∇n|2n,
(1.5)
where ∇n⊙∇n = (〈 ∂n
∂xi
, ∂n
∂xj
〉)1≤i,j≤3 denotes the Ericksen stress tensor. The system (1.4) or (1.5)
is a macroscopic continuum description of the time evolution of the materials under the influence of
both the flow field v and the macroscopic average of the microscopic orientation configuration field n
of rod-like liquid crystals, which reduces to the Oseen-Frank model in the static case. Recently, there
have been many mathematical studies on the simplified Ericksen-Leslie system (1.5). In dimension
two, Lin-Lin-Wang [18] and Lin-Wang [20] have established the existence of a unique global weak
solution to the initial and boundary value problem of (1.5) that has at most finitely many singular
times, see also Hong [9] and Xu-Zhang [36] for related works. In dimension three, Lin-Wang [21]
have made some partial progress on the existence of global weak solutions of (1.5). The existence of
finite time singularity of short time smooth solutions to (1.5) has also been constructed by Huang-
Lin-Liu-Wang [10] and Lai-Lin-Wang-Wei-Zhou [11] in dimensions three and two respectively. We
would also like to mention the initial works by Lin-Liu [24, 25] on the simplified Ericksen-Leslie
system on nematic liquid crystals with variable degrees of orientation. The interested readers can
also consult with the review articles by Ball [1] and Lin-Wang [22].
1.3. Introduction and main theorem on static biaxial nematics. The so-called Q-tensor
model to describe the nematic liquid crystals in a uniform fashion was later proposed by De Gennes
in 1970’s, in which a Q-tensor is symmetric 3×3 matrix of trace zero that describes both the amount
of order and the orientation of the materials. The advantage of Q-tensor model vs the Oseen-Frank
vectorial field model is that it can describe more structures of the defect and can also resolve the
issue of orientability of the director field. By using the eigenvalue decomposition, the Q-tensor
order parameter of a biaxial nematic can be written as
Q = S(n⊗ n− 1
3
I3) + T (m⊗m− 1
3
I3), n,m ∈ S2, n ⊥ m.
The static Landau-De Gennes theory seeks minimizers of the the Landau-De Gennes free energy
functional
I(Q) =
∫
Ω
(
ψLdG(Q,∇Q) + ψb(Q)
)
dx, Q ∈ H2(Ω,S0), (1.6)
subject to the strong anchoring condition Q
∣∣
∂Ω
= Q0, where S0 denotes the space of all Q-tensors.
It is well-known that when restricted to the subspace of rank-one Q-tensors, the Landau-De Gennes
theory reduces to the Ericksen model with variable degrees of orientations (see [3]), which further
reduces to the Oseen-Frank model when the degree of orientations is constant (or S = T is constant).
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When S, T are distinct constants, Govers and Vertogen [5, 6] proposed around 1984 the elastic
continuum theory of biaxial nematics based on the Landau-De GennesQ-tensor theory. The Govers-
Vertogen model uses a pair of orthogonal unit vector fields (n,m) ∈ S2 × S2, n ⊥ m, to describe
the orientation field of a nematic liquid crystal, and considers the elastic energy of (n,m) to be of
the Oseen-Frank type, namely,
E(n,m) =
∫
Ω
W(n,m,∇n,∇m) dx, (1.7)
where
W(n,m,∇n,∇m) = k1
2
(∇ · n)2 + k2
2
(n · (∇× n))2 + k3
2
|n× (∇× n)|2
+
k4
2
(∇ ·m)2 + k5
2
(m · (∇×m))2 + k6
2
|m× (∇×m)|2
+
k7
2
(n · (m× (∇×m)))2 + k8
2
(m · (n× (∇× n)))2
+
k9
2
(m · (∇× (n ×m)))2 + k10
2
(n · (∇× (m× n)))2
+
k11
2
|∇ × (n×m)|2 + k12
2
(∇ · (n ×m))2. (1.8)
Here all the coefficients ki, 1 ≤ i ≤ 12 stand for the Frank constants, which are assumed to
be all nonnegative constants. Similar to the Oseen-Frank theory of uniaxial nematics, it is a
natural question to study the existence and partial regularity of minimizing configurations of biaxial
nematics within the Govers-Vertogen theory. This is one of our motivations in this paper, and we
are able to establish a partial regularity theorem analogous to the one on uniaxial nematics by [8].
Set α1 = min
{
k1, k2, k3
}
> 0 and α2 = min
{
k4, k5, k6
}
> 0. Define the modified Oseen-Frank
energy density function of (n,m) by adding the null-Lagrange terms for n and m, i.e.,
W˜(n,m,∇n,∇m) =W(n,m,∇n,∇m) + α1(tr(∇n)2 − (∇ · n)2) + α2(tr(∇m)2 − (∇ ·m)2), (1.9)
and the modified Oseen-Frank energy functional then reads as
E˜(n,m) =
∫
Ω
W˜(n,m,∇n,∇m) dx. (1.10)
It is readily seen that there exists a constant C > 0 depending on ki for 1 ≤ i ≤ 12 such that
1
2
(
α1|∇n|2 + α2|∇m|2
) ≤ W˜(n,m,∇n,∇m) ≤ C(|∇n|2 + |∇m|2). (1.11)
Furthermore, it follows from the null Lagrangian property of the two added terms (tr(∇n)2−(∇·n)2)
and (tr(∇m)2 − (∇ ·m)2) (see, Hardt-Kinderleherer-Lin [8]) that
E(n,m) = E˜(n,m) (1.12)
holds for any (n,m) ∈ A(Ω; (n0,m0)), a configuration function space to be defined below.
Set
A(Ω) =
{
(n,m) ∈ H1(Ω,S2)×H1(Ω,S2) ∣∣ n(x) ·m(x) = 0 a.e. x ∈ Ω}.
For a given pair of maps (n0,m0) ∈ A(Ω), define
A(Ω; (n0,m0)) =
{
(n,m) ∈ A(Ω) ∣∣ (n,m) = (n0,m0) on ∂Ω}.
We call a pair of maps (n,m) ∈ A(Ω; (n0,m0)) is a minimizer of the Oseen-Frank energy E , if
E(n,m) ≤ E(n˜, m˜), ∀(n˜, m˜) ∈ A(Ω; (n0,m0)). (1.13)
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It follows from (1.12) that (n,m) ∈ A(Ω; (n0,m0)) is a minimizer of the Oseen-Frank energy E if
and only if it is a minimizer of the modified Oseen-Frank energy E˜ , i.e.
E˜(n,m) ≤ E˜(n˜, m˜), ∀(n˜, m˜) ∈ A(Ω; (n0,m0)). (1.14)
Now we are ready to state the first of our main theorems.
Theorem 1.1. For any (n0,m0) ∈ A(Ω), if (n,m) ∈ A(Ω; (n0,m0)) is a minimizer of the biaxial
Oseen-Frank energy functional E, then there exists a closed subset Σ ⊂ Ω, with H1(Σ) = 0, such
that (n,m) ∈ C∞(Ω \ Σ,S2 × S2).
The ideas of proof of Theorem 1.1 are: (i) we employ a Luckhaus type extension Lemma [12, 13]
in place of the Hardt-Lin extension Lemma, since unlike S2 the target manifold N given by (2.4)
below is not simply connected, (ii) we perform a blowup argument at point x where the renormalized
energy is small, which depends on the smoothness of the blowing up limit equation of the Euler-
Lagrange equation of (n,m):
∂W
∂∇n −
∂W
∂n
= λ1n+ µm,
∂W
∂∇m −
∂W
∂m
= λ2m+ µn, (1.15)
where λ1, λ2, and µ are Lagrange multipliers. A careful examination of the blowing up limit equation
of (1.15) shows that it a constant coefficient strongly elliptic system, which ensures the smoothness
of its solutions.
We would like to remark that by an argument similar to the interior one can also show a boundary
partial regularity of minimizers (n,m) of E , provided the boundary value (n0,m0) ∈ C∞(∂Ω), and
we leave this to the interested readers. Because Π1(N ) = Z2, it is unknown whether the dimension
of the singular set Σ can be less than one. We also point out that in the one constant approximation
case k1 = · · · = k6 = 1 and k7 = · · · = k12 = 0, the modified Oseen-Frank energy functional reduces
to the Dirichelet energy functional for maps (n,m) : Ω → N so that the minimizer becomes a
minimizing harmonic map, which also solves the equation{
−∆n = |∇n|2n+ 〈∇n,∇m〉m,
−∆m = |∇m|2m+ 〈∇n,∇m〉n. (1.16)
In this case, the set of defects is an discrete set, and it would be an interesting question to study
the blowup profile at a singular point.
1.4. Introduction and main theorem on hydrodynamics of biaxial nematics. In this sub-
section, we will consider a simplified Ericksen-Leslie system of biaxial nematics (n,m) in which the
Oseen-Frank energy density W is replaced by e(n,m) = 12(|∇n|2 + |∇m|2) so that the resulting
equation for u : Ω× (0,∞)→ Rd, n,m : Ω× (0,∞)→ S2 with n ⊥ m, takes the form
ut + u · ∇u− ν∆u+∇P = −div(∇n⊙∇n+∇m⊙∇m),
div u = 0,
nt + u · ∇n = ∆n+ |∇n|2n+ 〈∇n,∇m〉m,
mt + u · ∇m = ∆m+ |∇m|2m+ 〈∇n,∇m〉n,
(1.17)
subject to the initial and boundary condition:{
(u, n,m)
∣∣
t=0
= (u0, n0,m0),
(u, n,m)
∣∣
∂Ω
= (0, n0,m0).
(1.18)
Here u0 satisfies divu0 = 0 and u0 = 0 on ∂Ω, and (n0,m0) ∈ A(Ω).
Set
H = L2−closure of{v ∈ C∞0 (Ω,Rd) : div v = 0},
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and
J = H1−closure of{v ∈ C∞0 (Ω,Rd) : div v = 0}.
When Ω ⊂ R2 is a bounded, smooth domain, we are able to extend the main result of [18] and
obtain the global existence of a Leray-Hopf weak solution of (1.17), which is smooth away from
finitely many singular times. More precisely, we have
Theorem 1.2. For u0 ∈ H, n0,m0 ∈ H1(Ω,S2)∩C2+α(∂Ω,S2) for some α ∈ (0, 1), with n0·m0 = 0
in Ω, there exists a global weak solution u ∈ L∞(R+,H)∩L2(R+,J) and n,m ∈ L∞(R+,H1(Ω,S2))
to (1.17) and (1.18). Moreover, the following properties hold:
(i) There exists L ∈ N depending only on (u0, n0,m0) and 0 < T1 < ... < TL <∞ such that
(u, n,m) ∈ C∞(Ω× ((0,∞) \ {Ti}Li=1)) ∩ C2+α,1+
α
2 (Ω× ((0,∞) \ {Ti}Li=1)).
(ii) Each singular time Ti, 1 ≤ i ≤ L, can be characterized by
lim sup
t↑T−i
max
x∈Ω
∫
Ω∩Br(x)
(|u|2 + |∇n|2 + |∇m|2)(y, t) dy ≥ C0, ∀r > 0. (1.19)
Here C0 > 0 denotes the infimum of energies of biaxial bubbles in S2 given by
C0 = inf
{∫
S2
(|∇n|2 + |∇m|2) dσ : (n,m) ∈ B}, (1.20)
where B denotes the set of all biaxial bubbles, i.e. n,m ∈ C∞(S2,S2), with n ⊥ m, is a
nontrivial solution of {
−∆n = |∇n|2n+ 〈∇n,∇m〉m,
−∆m = |∇m|2m+ 〈∇n,∇m〉n. (1.21)
Moreover, there exist xik → xi0 ∈ Ω, tik ↑ Ti, rik ↓ 0 and a biaxial bubble (ω1i , ω2i ) ∈ B such
that
(uik, n
i
k,m
i
k)→ (0, ω1i , ω2i ) in C2loc(R2 × R−),
where
(uik, n
i
k,m
i
k)(x, t) = (r
i
ku, n,m)(x
i
k + r
i
kx, t
i
k + (r
i
k)
2t).
(iii) For any ǫ > 0 and 0 ≤ i ≤ L (with T0 = 0), it holds
(|nt|+ |∇2n|) + (|mt|+ |∇2m|) ∈ L2(Ω× [Ti, Ti+1 − ǫ]), |ut|+ |∇2u| ∈ L
4
3 (Ω× [Ti, Ti+1 − ǫ]),
and for any T ∈ (TL,∞), it holds that
(|nt|+ |∇2n|) + (|mt|+ |∇2m|) ∈ L2(Ω× [TL, T ]), |ut|+ |∇2u| ∈ L
4
3 (Ω× [TL, T ]).
(iv) There exist tk ↑ ∞ and a biaxial harmonic map (n∞,m∞) ∈
(
C∞(Ω,S2)∩C2+α(Ω,S2))⊗2,
with n∞ ⊥ m∞ in Ω and (n∞,m∞) = (n0,m0) on ∂Ω, and a nonnegative integer K and
biaxial bubbles (ω1i , ω
2
i ) ∈ B for 1 ≤ i ≤ K such that u(tk) → 0 in L2(Ω), (n(tk),m(tk)) ⇀
(n∞,m∞) in H
1(Ω,S2), and
lim
k→∞
E(n(tk),m(tk); Ω) = E(n∞,m∞; Ω) +
K∑
i=1
E(ω1i , ω
2
i ;S
2). (1.22)
Here E(n,m;U) = 12
∫
U
(|∇n|2 + |∇m|2) dx for U = Ω or S2.
(v) If E(u0, n0,m0; Ω) =
1
2
∫
U
(|u0|2 + |∇n0|2 + |∇m0|2) dx ≤ C0, then (u, n,m) ∈ C∞(Ω ×
(0,∞)) ∩C2+α,1+α2 (Ω× (0,∞)). Moreover, there exist tk ↑ ∞ and a biaxial harmonic map
(n∞,m∞) ∈
(
C∞(Ω,S2) ∩ C2+α(Ω,S2))⊗2, with n∞ ⊥ m∞ in Ω and (n∞,m∞) = (n0,m0)
on ∂Ω such that
(u(tk), n(tk),m(tk))→ (0, n∞,m∞) in C2(Ω).
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(vi) The solution is unique in the class of all weak solutions (u, n,m) ∈ L2tH1x ∩ L∞t L2x(Ω ×
[0,∞),R2)× L∞t H1x(Ω× [0,∞),S2)× L∞t H1x(Ω × [0,∞),S2), that satisfy
(a) E(u(t), n(t),m(t); Ω) is monotone nonincreasing for t ∈ [0,∞), and
(b) nt + u · ∇n, mt + u · ∇m ∈ L2([0, T ), L2(Ω)) for any 0 < T <∞.
The ideas of proof of the existence part of Theorem 1.2 are similar to that by [18]. The crucial
ingredient utilizes a priori estimate under the small L4-norm condition, of which we give a different
proof in this paper that is based on a blowing up argument. Our assumption for the uniqueness
as well its proof is slightly different from that by [20], namely we first show the L2H2-regularity of
(n,m), which is needed for the uniqueness, as a consequence of this new condition that is a seemingly
weaker one. We would like to point out that Theorem 1.2 likely holds for time-dependent boundary
values for (n,m). We refer the interested readers to the paper [26] where the uniaxial case has been
considered.
The paper is organized as follows. In Section 2, we will prove Theorem 1.1. In Section 3, we
will provide some preliminary results on (1.17). In Section 4, we will sketch the existence of local
smooth solutions of (1.17). In Section 5, we will establish a priori estimate of (1.17) under the small
L4-condition. In Section 6, we will prove the existence part of Theorem 1.2. Finally, in Section 7
we will prove the uniqueness part of Theorem 1.2.
2. Proof of Theorem 1.1
This section is devoted to proof of Theorem 1.1. First we need to recall the following extension
Lemma, originally due to Luckhaus [12] (see also [8]).
Lemma 2.1. For any Λ > 0 and 0 < λ < 1, there exists an ǫ = ǫ(Λ, λ) > 0 such that for i = 1, 2,
if (ni,mi) ∈ H1(∂B1,S2), with ni ·mi = 0 a.e. in ∂B1, satisfies
2∑
i=1
∫
∂B1
(|∇tanni|2 + |∇tanmi|2) dH2 ≤ Λ,
∫
∂B1
(|n1 − n2|2 + |m1 −m2|2) dH2 ≤ ǫ, (2.1)
then there exists a map (N,M) ∈ H1(B1 \B1−λ,S2 × S2) such that
N ·M = 0 in B1 \B1−λ,
(N,M)(x) = (n2,m2)(x) on ∂B1,
(N,M)(x) = (n1,m1)(
x
1−λ ) on ∂B1−λ,
(2.2)
and ∫
B1\B1−λ
(|∇N |2 + |∇M |2) dx ≤ Cλ
2∑
i=1
∫
∂B1
(|∇tanni|2 + |∇tanmi|2) dH2
+ Cλ−1
∫
∂B1
(|n1 − n2|2 + |m1 −m2|2) dH2. (2.3)
Proof. First define the submanifold N ⊂ S2 × S2 by letting
N =
{
(p, q) ∈ S2 × S2 ∣∣ p · q = 0}. (2.4)
Let SO(3) denote the special orthogonal group of order 3. Then it is readily seen that N is
differeomorphic to SO(3) through the map Φ(p, q) = (p, q, p × q) : N → SO(3). In particular, the
first homotopy group of N , Π1(N ) = Π1(SO(3)) = Z2. It is easy to check that for any bounded
smooth domain O ⊂ R3, let E = ∂O or O, then (n,m) ∈ H1(E,S2)×H1(E,S2) satisfies n ·m = 0
in E if and only if U = (n,m) ∈ H1(E,N ). Since Ui = (ni,mi) ∈ H1(∂B1,N ) for i = 1, 2, it
follows from Luckhaus [12, 13] that there exists a map V ∈ H1(B1 \B1−λ,R6) such that
V (x) = U2(x) on ∂B1, V (x) = U1(
x
1− λ) on ∂B1−λ,
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B1\B1−λ
|∇V |2 dx ≤ Cλ
∫
∂B1
(|∇tanU1|2 + |∇tanU2|2) dH2 + Cλ−1
∫
∂B1
|U1 − U2|2 dH2,
and
dist(V (x),N ) ≤ CΛ( ǫ
λ2
) 1
4 , a.e. x ∈ B1 \B1−λ.
Recall that there exist δ = δ(N ) > 0 and a smooth nearest point projection map
Π : Nδ =
{
y ∈ R6 : dist(y,N ) < δ}→ N .
Thus by choosing a sufficiently small ǫ = ǫ(Λ, λ) > 0, we have that V (B1 \B1−λ) ⊂ Nδ and hence
(N,M) = U = Π(V ) : B1 \B1−λ → N will be the desired extension map. 
A crucial step in the proof of Theorem 1.1 is the following ǫ0-decay Lemma, which will be proved
by a blowing up argument here.
Lemma 2.2. There exist an ǫ0 > 0 and θ0 ∈ (0, 12), depending only on ki for i = 1, · · · , 12, such
that if (n,m) ∈ A(Ω; (n0,m0)) is a minimizer of the modified Oseen-Frank energy E˜, that satisfies,
for a ball Br(x0) ⊂ Ω,
r−1
∫
Br(x0)
(|∇n|2 + |∇m|2) dx ≤ ǫ20, (2.5)
then
(θ0r)
−1
∫
Bθ0r(x0)
(|∇n|2 + |∇m|2) dx ≤ θ0r−1
∫
Br(x0)
(|∇n|2 + |∇m|2) dx. (2.6)
Proof. We argue it by contradiction. Suppose that for any θ ∈ (0, 12 ), there exists a minimizer
(n,m) ∈ A(Ω; (n0,m0)) of the modified Oseen-Frank energy functional E˜ , and a sequence {xi} ⊂ Ω
and {ri} ∈ (0,dist(xi, ∂Ω)) such that
r−1i
∫
Bri (xi)
(|∇n|2 + |∇m|2) dx = ǫ2i → 0, (2.7)
but
(θri)
−1
∫
Bθri (xi)
(|∇n|2 + |∇m|2) dx > θr−1i
∫
Bri (xi)
(|∇n|2 + |∇m|2) dx = θǫ2i . (2.8)
Define the rescaled sequence of maps (ni,mi) ∈ A(B1) by letting
(ni,mi)(x) = (n,m)(xi + rix), x ∈ B1.
Then it is easy to see that (ni,mi) ∈ A(B1) is a sequence of minimizers of the modified Oseen-Frank
energy in the sense that∫
B1
W˜(ni,mi,∇ni,∇mi) dx ≤
∫
B1
W˜(n,m,∇n,∇m) dx,
whenever (n,m) ∈ A(B1) satisfies (n,m) = (ni,mi) on ∂B1. Furthermore, it holds that∫
B1
(|∇ni|2 + |∇mi|2) dx = ǫ2i → 0, (2.9)
and
θ−1
∫
Bθ
(|∇ni|2 + |∇mi|2) dx > θ
∫
B1
(|∇ni|2 + |∇mi|2) dx = θǫ2i . (2.10)
For f : B1 → R3, let f = 1|B1|
∫
B1
f dx denote the average of f over B1. Since (ni,mi) : B1 → N ,
it follows from the Poincare` inequality that
dist2
(
(ni,mi),N
) ≤ 1|B1|
∫
B1
(|ni − ni|2 + |mi −mi|2) dx ≤ C
∫
B1
(|∇ni|2 + |∇mi|2) ≤ Cǫ2i .
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Thus there exists a point (pi, qi) ∈ N such that
|ni − pi|2 + |mi − qi|2 = dist2
(
(ni,mi),N
) ≤ Cǫ2i . (2.11)
Define the blow-up sequence
ui =
ni − pi
ǫi
, vi =
mi − qi
ǫi
in B1.
It follows from (2.9), the Poincare` inequality, and (2.11) that
sup
i
{‖ui‖H1(B1) + ‖vi‖H1(B1)} ≤ C.
From (2.10), we also have
θ−1
∫
Bθ
(|∇ui|2 + |∇vi|2) dx > θ. (2.12)
Hence we may assume that there exists a pair of maps (u, v) ∈ H1(B1,R6) such that, after passing
to a subsequence,
(ui, vi)⇀ (u, v) in H
1(B1,R
6), (ui, vi)→ (u, v) in L2(B1,R6) and a.e. in B1.
We may assume that there exists a point (p, q) ∈ N , i.e. p, q ∈ S2 with p ⊥ q, such that (pi, qi)→
(p, q). Since T(pi,qi)N → T(p,q)N , it is not hard to see that (u, v) : B1 → T(p,q)N . This is equivalent
to that u ∈ TpS2, v ∈ TqS2 in B1, and u · q + p · v = 0 in B1.
Next we want to show that (u, v) is a minimizer of the following energy functional, which can be
viewed as the limit of the modified Oseen-Frank energy functional E˜ under the blowing up process.
Define
F(u, v) =
∫
B1
e(∇u,∇v) dx, (2.13)
where
e(∇u,∇v) = k1
2
(∇ · u)2 + k2
2
(p · (∇× u))2 + k3
2
|p× (∇× u)|2
+
k4
2
(∇ · v)2 + k5
2
(q · (∇× v))2 + k6
2
|q × (∇× v)|2
+
α1
2
(tr(∇u)2 − (∇ · u)2) + α2
2
(tr(∇v)2 − (∇ · v)2)
+
k7
2
(p · (q × (∇× v)))2 + k8
2
(q · (p× (∇× u)))2
+
k9
2
(q · (∇× (p × v + u× q)))2 + k10
2
(p · (∇× (q × u+ v × p)))2
+
k11
2
|∇ × (p× v + u× q)|2 + k12
2
(∇ · (p× v + u× q))2. (2.14)
For (p, q) ∈ N , or p, q ∈ S2 with p · q = 0, we define the corresponding configuration space
B(B1) = H1(B1, T(p,q)N )
=
{
(u, v) ∈ H1(B1, TpS2)×H1(B1, TqS2)
∣∣ u · q + p · v = 0 a.e. in B1}.
Then we have
Lemma 2.3. For any fixed 0 < λ < 1, it holds that
lim
i→∞
∫
B1−λ
W˜(pi + ǫui, qi + ǫvi,∇ui,∇vi) dx =
∫
B1−λ
e(∇u,∇v) dx. (2.15)
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Moreover, (u, v) ∈ B(B1) is a minimizer of the energy functional F over the space B(B1) in the
sense that
F(u, v) =
∫
B1
e(∇u,∇v) dx ≤ F(u˜, v˜) =
∫
B1
e(∇u˜,∇v˜) dx (2.16)
holds for any comparison map (u˜, v˜) ∈ B(B1) satisfying (u˜, v˜) = (u, v) in B1 \B1−λ.
Proof. For any small 0 < λ < 1, take a comparison map (u˜, v˜) ∈ B(B1) satisfying (u˜, v˜) = (u, v)
in B1 \B1−λ. By Fatou’s lemma and Fubini’s theorem, there exists ρ0 ∈ (1− λ, 1) such that
δ2i =
∫
∂Bρ0
(|ui − u˜|2 + |vi − v˜|2) dH2 → 0,
∫
∂Bρ0
(|∇ui|2 + |∇vi|2 + |∇u˜|2 + |∇v˜|2) dH2 ≤ C.
Choose Ri →∞ such that Riǫi → 0. Define
(ûi, v̂i) =
(Riu˜, Riv˜)
max{Ri, |u˜|+ |v˜|} in B1,
and
(n˜i, m˜i) = Ψi((pi, qi) + ǫiT(p,q),(pi,qi)(ûi, v̂i)) in B1,
where T(p,q),(pi,qi) : T(p,q)N → T(pi,qi)N is a smooth diffeoermorphic map satisfying{∣∣T(p,q),(pi,qi)(v,w) − (v,w)∣∣ ≤ O(i−1)(|v| + |w|),∣∣∇T(p,q),(pi,qi)(v,w) − Id∣∣ ≤ O(i−1)
for all (v,w) ∈ T(p,q)N , and Ψi :
({(pi, qi)} + T(pi,qi)N ) ∩ BRiǫi(pi, qi) → N is a smooth map
satisfying
|Ψi(v,w) − (v,w)| ≤ O(i−1)(|v|+ |w|), |∇Ψi(v,w) − Id| ≤ O(i−1)
for all (v,w) ∈ ({(pi, qi)}+ T(pi,qi)N ) ∩BRiǫi(pi, qi).
It is not hard to verify that
∫
∂Bρ0
(|ni − n˜i|2 + |mi − m˜i|2) dH2 ≤ Cδ2i ǫ2i ,∫
∂Bρ0
(|∇ni|2 + |∇n˜i|2 + |∇mi|2 + |∇m˜i|2) dH2 ≤ CΛǫ2i .
(2.17)
Now we can apply Lemma 2.1 to (ni,mi) and (n˜i, m˜i) and conclude that there exists an extension
map (n̂i, m̂i) ∈ H1(B1,N ) such that(n̂i, m̂i)(x) = (n˜i, m˜i)(
x
1− δi ), ∀|x| ≤ ρ0(1− δi),
(n̂i, m̂i)(x) = (ni,mi)(x), ∀ρ0 ≤ |x| ≤ 1,
(2.18)
and ∫
Bρ0\Bρ0(1−δi)
(|∇n̂i|2 + |∇m̂i|2) dx
≤ Cδi
∫
∂Bρ0
(|∇ni|2 + |∇n˜i|2 + |∇mi|2 + |∇m˜i|2) dH2
+Cδ−1i
∫
∂Bρ0
(|ni − n˜i|2 + |mi − m˜i|2) dH2
≤ Cδiǫ2i . (2.19)
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From the minimality of (ni,mi), we conclude that∫
Bρ0
e(∇u,∇v) dx
≤ lim inf
i→∞
∫
Bρ0
W˜(pi + ǫiui, qi + ǫivi,∇ui,∇vi) dx
= lim inf
i→∞
ǫ−2i
∫
Bρ0
W˜(ni,mi,∇ni,∇mi) dx
≤ lim inf
i→∞
ǫ−2i
∫
Bρ0
W˜(n̂i, m̂i,∇n̂i,∇m̂i) dx
= lim inf
i→∞
ǫ−2i
(∫
Bρ0(1−δi)
W˜(n̂i, m̂i,∇n̂i,∇m̂i) dx+
∫
Bρ0\Bρ0(1−δi)
W˜(n̂i, m̂i,∇n̂i,∇m̂i) dx
)
≤ lim inf
i→∞
ǫ−2i
(
(1− δi)
∫
Bρ0
W˜(n˜i, m˜i,∇n˜i,∇m˜i) dx+ C
∫
Bρ0\Bρ0(1−δi)
(|∇n̂i|2 + |∇m̂i|2) dx
)
≤ lim inf
i→∞
ǫ−2i
(
(1− δi)
∫
Bρ0
W˜(n˜i, m˜i,∇n˜i,∇m˜i) dx+ Cδiǫ2i
)
= lim inf
i→∞
ǫ−2i
∫
Bρ0
W˜(n˜i, m˜i,∇n˜i,∇m˜i) dx. (2.20)
Observe that ∥∥n˜i − (pi + ǫiûi)∥∥L∞(Bρ0 ) + ∥∥m˜i − (qi + ǫiv̂i)∥∥L∞(Bρ0 ) → 0,
and
|∇(ǫ−1i n˜i)−∇ûi| ≤ O(i−1)|∇ûi|, |∇(ǫ−1i m˜i)−∇v̂i| ≤ O(i−1)|∇v̂i|.
We can estimate∣∣∣ǫ−2i W˜(n˜i, m˜i,∇n˜i,∇m˜i)− W˜(pi + ǫiûi, qi + ǫiv̂i,∇ûi,∇v̂i)∣∣∣ ≤ O(i−1)(|∇ûi|2 + |∇v̂i|2),
which yields
lim inf
i→∞
∣∣∣ǫ−2i ∫
Bρ0
W˜(n˜i, m˜i,∇n˜i,∇m˜i) dx−
∫
Bρ0
W˜(pi + ǫiûi, qi + ǫiv̂i,∇ûi,∇v̂i) dx
∣∣∣ = 0. (2.21)
Observe also that
lim
i→∞
∫
Bρ0
W˜(pi + ǫiûi, qi + ǫiv̂i,∇ûi,∇v̂i) dx =
∫
Bρ0
W˜(p, q,∇u˜,∇v˜) dx =
∫
Bρ0
e(∇u˜,∇v˜) dx.
(2.22)
Combining (2.22) together with (2.21) and then substituting it into (2.20), we obtain that∫
Bρ0
e(∇u,∇v) dx ≤ lim inf
i→∞
ǫ−2i
∫
Bρ0
W˜(ni,mi,∇ni,∇mi) dx ≤
∫
Bρ0
e(∇u˜,∇v˜) dx (2.23)
This clearly implies (2.16). Observe that (2.15) follows from (2.23), if we choose (u˜, v˜) = (u, v). 
Now we want to show that the above limit map (u, v) ∈ C∞(B1). More precisely, we have
Lemma 2.4. If (u, v) ∈ B is a critical point of the functional F , then (u, v) ∈ C∞(B), and
‖(u, v)‖Ck(Br)) ≤ C
(
k, r, ‖(u, v)‖H1 (B1)
)
, ∀0 < r < 1, ∀k ≥ 1. (2.24)
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Proof. Without loss of generality, assume p = (0, 0, 1) and q = (1, 0, 0). Since u ∈ TpS2, v ∈ TqS2,
and u · q + p · v = 0 in B1, we can write
u = (u1, u2, 0), v = (0, v1, v2), and u1 + v2 = 0 in B1.
By direct calculations, we see the energy density function e(∇u,∇v) can be written as
e(∇u,∇v) = k1
2
(u1x + u
2
y)
2 +
k2
2
(u2x − u1y)2 +
k3
2
[(u1z)
2 + (u2z)
2]
+
k4
2
(v1y + v
2
z)
2 +
k5
2
(v2y − v1z)2 +
k6
2
[(v1x)
2 + (v2x)
2]
+
α1
2
[(u1x)
2 + (u2y)
2 + 2u1yu
2
x − (u1x + u2y)2]
+
α2
2
[(v1y)
2 + (v2z)
2 + 2v1zv
2
y − (v1y + v2z)2]
+
k7
2
(v2x)
2 +
k8
2
(u1z)
2 +
k9
2
(u2y)
2 +
k10
2
(v1y)
2
+
k11
2
[(u2y)
2 + (v1y)
2 + (v1z − u2x)2] +
k12
2
(v1x + u
2
z)
2. (2.25)
If we set U = (u1, u2, v1) : B1 → R3 and use the fact that v2 = −u1 in B1, then we can write
e(∇u,∇v) by
e(∇u,∇v) =
3∑
i,j=1
3∑
αβ=1
AijαβU
i
αU
j
β
for some constant coefficients Aijαβ for 1 ≤ i, j, α, β ≤ 3. Moreover, since
e(∇u,∇v) ≥ α1
2
|∇u|2 + α2
2
|∇v|2
holds for any u ∈ H1(B1,R3) and v ∈ H1(B1,R3), we can see (Aijαβ) is strongly elliptic in the
sense that
3∑
i,j,α,β=1
Aijαβξ
i
αξ
j
β ≥
α3
2
|ξ|2, ∀ξ ∈ R3×3, (2.26)
where α3 = min{α1, α2} > 0.
By direct calculations, we know that if (u, v) ∈ B is a critical point of the functional F , then
U ∈ H1(B1,R3) solves the following constant coefficient strongly elliptic system:
3∑
j,α,β=1
AijαβU
j
αβ = 0, 1 ≤ i ≤ 3, in B1. (2.27)
It follows from the standard theory on constant coefficient strongly elliptic systems that U ∈
C∞(B1,R
3), and (2.24) holds. 
Now we return to the proof of Lemma 2.2. It follows from (2.24) that for any 0 < θ < 12 ,
θ−1
∫
Bθ
e(∇u,∇v) dx ≤ Cθ2‖(∇u,∇v)‖2L∞(B 1
2
) ≤ Cθ2. (2.28)
This, combined with Lemma 2.3, implies that
lim
i→∞
∫
Bθ
W˜(pi + ǫui, qi + ǫvi,∇ui,∇vi) dx =
∫
Bθ
e(∇u,∇v) dx ≤ Cθ3. (2.29)
Observe that (1.11) implies
W˜(pi + ǫui, qi + ǫvi,∇ui,∇vi) ≥ α1
2
|∇ui|2 + α2
2
|∇vi|2 ≥ α3
2
(|∇ui|2 + |∇vi|2) in B1, (2.30)
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where α3 = min{α1, α2} > 0. Substituting (2.30) into (2.29), we obtain that if i sufficiently large
then
θ−1
∫
Bθ
(|∇ui|2 + |∇vi|2) dx ≤ 4C
α3
θ2 ≤ 1
2
θ,
provided θ is chosen sufficiently small. This contradicts to (2.12). The proof of Lemma 2.2 is
complete. 
Theorem 2.5. If (n,m) ∈ A(Ω; (n0,m0)) is a minimizer of Oseen-Frank energy E, then there
exists a closed set Σ ⊂ Ω, with H1(Σ) = 0, such that (n,m) is analytic in Ω \Σ.
Proof. Define
Σ =
{
a ∈ Ω : lim sup
r→0
r−1
∫
Br(a)
(|∇n|2 + |∇m|2) dx > 0
}
.
Since
∫
Ω(|∇n|2 + |∇m|2) dx <∞, it is well-known that H1(Σ) = 0.
For any a ∈ Ω \ Σ, there exists R > 0 such that B2R(a) ⊂ Ω and
R−1
∫
B2R(a)
(|∇n|2 + |∇m|2) dx ≤ ǫ20,
which implies that
R−1
∫
BR(b)
(|∇n|2 + |∇m|2) dx ≤ ǫ20, ∀b ∈ BR(a). (2.31)
Thus, by repeatedly applying Lemma 2.2, we can conclude that
r−1
∫
Br(b)
(|∇n|2 + |∇m|2) dx ≤ θ−20 ǫ20R−1r, ∀0 < r ≤ R, ∀b ∈ BR(a).
From this we see that BR(a) ⊂ Ω \ Σ, and by Morrey’s decay Lemma that (n,m) ∈ C 12 (BR(a)).
To show the higher order regularity of (n,m) near a, we assume that n(a) = e3 = (0, 0, 1) and
m(a) = e1 = (1, 0, 0), and choose r < R so that n(Br(a)) ⊂ S2∩B 1
2
(e3) andm(Br(a)) ⊂ S2∩B 1
2
(e1).
On Br(a), for n = (n
1, n2, n3) and m = (m1,m2,m3), we can solve
n3 = φ(n1, n2) =
√
1− (n1)2 − (n2)2, and m1 = ψ(m2,m3) =
√
1− (m2)2 − (m3)2.
It follows that
∇n3 = − n
1∇n1 + n2∇n2√
1− (n1)2 − (n2)2 , ∇m
1 = − m
2∇m2 +m3∇m3√
1− (m2)2 − (m3)2 , in Br(a).
Moreover, since n ·m = 0, i.e.,
n1ψ(m2,m3) + n2m2 + φ(n1, n2)m3 = n1m1 + n2m2 + n3m3 = 0 in Br(a),
we can uniquely solve m3 = µ(n1, n2,m2) in Br(a) so that(√
1− (n1)2 − (n2)2 − n
1m3√
1− (m2)2 − (m3)2
)∇m3
=
n1m2∇m2√
1− (m2)2 − (m3)2 −
√
1− (m2)2 − (m3)2∇n1
−m2∇n2 − n2∇m2 + m
3(n1∇n1 + n2∇n2)√
1− (n1)2 − (n2)2 in Br(a).
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Testing the Euler-Lagrange equation of the modified Oseen-Frank functional by (η1, η2, 0, 0, η3, 0) ∈
C∞0 (Br(a),R
6), we can infer that u = (n1, n2,m2) is a critical point for the functional F (u) =∫
Br(a)
J(u,∇u), where, for p = (p1, p2, p3) ∈ (R3)3 and u = (u1, u2, u3) ∈ R3,
J(u, p) = W˜
[
u1, u2,
√
1− (u1)2 − (u2)2;
√
1− (u3)2 − (µ(u1, u2, u3))2, u3, µ(u1, u2, u3);
p1, p2,− u
1p1 + u2p2√
1− (u1)2 − (u2)2 ; q
1, p3, q2
]
,
where
q1 = − u
3p3 + µ(u1, u2, u3)q2√
1− (u3)2 − µ2(u1, u2, u3) ,
and q2 is given by (√
1− (u1)2 − (u2)2 − u
1µ(u1, u2, u3)√
1− (u3)2 − µ2(u1, u2, u3
)
q2
=
u1u3p3√
1− (u3)2 − µ2(u1, u2, u3) −
√
1− (u3)2 − µ2(u1, u2, u3)p1
−u3p2 − u2p3 + µ(u
1, u2, u3)(u1p1 + u2p2)√
1− (u1)2 − (u2)2 .
It is readily seen that J is analytic on
{
(u, p) : |u| < 1} and J(u, ·) is a quadratic polynomial for
each u with |u| < 1. Moreover, it follow from (1.11) that
J(0, p) ≥ 1
2
α3|p|2, ∀p ∈ (R3)3.
Hence there exists 0 < δ < 12 such that
J(u, p) ≥ 1
4
α3|p|2 on
{
(u, p) : |u| < δ}.
We can now conclude that u
∣∣
Br(a)
satisfies a strongly elliptic system with analytic coefficients. By
[28], u is analytic on Br(a). This proves Theorem 1.1. 
3. Preliminary results on (1.17)
In this section, we will derive both global and local energy inequality for regular solutions to
(1.17) in dimensions d = 2, 3.
The first property for (1.17) is the energy dissipation inequality. For any given pair of maps
n0,m0 : Ω→ S2 satisfying n0 ·m0 = 0 on Ω.
Lemma 3.1. Assume (u, n,m) are smooth solutions to (1.17) and (1.18) Then
d
dt
∫
Ω
(|u|2 + |∇n|2 + |∇m|2) = −2
∫
Ω
(|nt + u · ∇n|2 + |mt + u · ∇m|2). (3.1)
In particular, for any t > 0 it holds that∫
Ω
(|u|2 + |∇n|2 + |∇m|2)(t) + 2
∫ t
0
∫
Ω
(|nt + u · ∇n|2 + |mt + u · ∇m|2)
=
∫
Ω
(|u0|2 + |∇n0|2 + |∇m0|2). (3.2)
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Proof. Multiplying the first equation, the third, and fourth equation of (1.17) by u, (nt+u ·∇n),
and (mt + u · ∇m) respectively, and integrating the resulting equations over Ω, we can obtain
d
dt
∫
Ω
1
2
|u|2 +
∫
Ω
|∇u|2 =
∫
Ω
(∇n⊙∇n+∇m⊙∇m) : ∇u, (3.3)
∫
Ω
|nt + u · ∇n|2 =
∫
Ω
(∆n+ |∇n|2n) · (nt + u · ∇n)
+
∫
Ω
(∇n · ∇m)m · (nt + u · ∇n), (3.4)
and ∫
Ω
|mt + u · ∇m|2 =
∫
Ω
(∆m+ |∇m|2m) · (mt + u · ∇m)
+
∫
Ω
(∇n · ∇m)n · (mt + u · ∇m). (3.5)
Adding (3.4) and (3.5), and using |n|2 = |m|2 = 1 and n ·m = 0, we obtain∫
Ω
(|nt + u · ∇n|2 + |mt + u · ∇m|2)
=
∫
Ω
(∆n+ |∇n|2n) · (nt + u · ∇n) + (∆m+ |∇m|2m) · (mt + u · ∇m)
+
∫
Ω
(∇n · ∇m)[(m · n)t + u · ∇(n ·m)]
=
∫
Ω
[∆n · (nt + u · ∇n) + ∆m · (mt + u · ∇m)]
= −1
2
d
dt
∫
Ω
(|∇n|2 + |∇m|2) +
∫
Ω
div[(u · ∇n)∇n+ (u · ∇m)∇m]
−
∫
Ω
(∇n⊙∇n+∇m⊙∇m) : ∇u− 1
2
∫
Ω
u · ∇(|∇n|2 + |∇m|2)
= −1
2
d
dt
∫
Ω
(|∇n|2 + |∇m|2)−
∫
Ω
(∇n⊙∇n+∇m⊙∇m) : ∇u, (3.6)
where we have used the boundary condition u = 0 on ∂Ω and the condition divu = 0 in Ω in the
last step. It is readily seen that (3.1) follows by adding (3.3) and (3.6). 
The second property is the local energy inequality for smooth solution of (1.17).
Lemma 3.2. Under the same assumption as Lemma 3.1, it holds that for any 0 ≤ φ ∈ C∞0 (Ω) and
any 0 ≤ s < t ≤ T ,∫
Ω
φ(|u|2 + |∇n|2 + |∇m|2)(t) + 2
∫ t
s
∫
Ω
φ(|∇u|2 + |nt + u · ∇n|2 + |mt + u · ∇m|2)
≤ C
∫ t
s
∫
Ω
|∇φ|[(|u|2 + |P − P |+ |∇u|+ |∇n|2 + |∇m|2)|u|+ |∇n||nt|+ |∇m||mt|]
+
∫
Ω
φ(|u|2 + |∇n|2 + |∇m|2)(s), (3.7)
where P = 1|sptφ|
∫
sptφ P denotes the average of P over sptφ.
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Proof. Multiplying (1.17)1 by uφ and integrating over Ω gives
d
dt
∫
Ω
|u|2φ+ 2
∫
Ω
|∇u|2φ (3.8)
= 2
∫
Ω
[
(
|u|2
2
u−∇u · u+ (P − PΩ)u) · ∇φ+ (∇n⊙∇n+∇m⊙∇m) : (∇uφ+ u⊗∇φ)
]
.
Multiplying (1.17)3 by (nt+u ·∇n)φ and (1.17)4 by (mt+u ·∇m)φ, adding the resulting equation
togethers, and using |n| = |m| = 1 and n ·m = 0, we obtain∫
Ω
(|nt + u · ∇n|2 + |mt + u · ∇m|2)φ
=
∫
Ω
[∆n · (nt + u · ∇n) + ∆m · (mt + u · ∇m)]φ
= −1
2
d
dt
∫
Ω
(|∇n|2 + |∇m|2)φ−
∫
Ω
(∇n · nt +∇m ·mt) · ∇φ
−
∫
Ω
(∇n⊙∇n+∇m⊙∇m) : (u⊗∇φ+∇uφ)
+
1
2
∫
Ω
(|∇n|2 + |∇m|2)u · ∇φ. (3.9)
Adding (3.10) and (5.30) yields
d
dt
∫
Ω
(|u|2 + |∇n|2 + |∇m|2)φ+ 2
∫
Ω
(|∇u|2 + |nt + u · ∇n|2 + |mt + u · ∇m|2)φ
=
∫
Ω
∇φ · [|u|2u− 2∇u · u+ 2(P − PΩ)u− 2(∇n · nt +∇m ·mt) + (|∇n|2 + |∇m|2)u].
Integrating this equality over [s, t] clearly yields (3.7). 
We also recall the following boundary version of local energy inequality. More precisely,
Lemma 3.3. Under the same assumption as Lemma 3.1, there exists r0 > 0 depending on ∂Ω such
that for any x0 ∈ ∂Ω and 0 < r < r0, if 0 ≤ φ ∈ C∞0 (Br(x0)) and 0 ≤ s < t ≤ T , then∫
Ω∩Br(x0)
φ(|u|2 + |∇n|2 + |∇m|2)(t)
+2
∫ t
s
∫
Ω∩Br(x0)
φ(|∇u|2 + |nt + u · ∇n|2 + |mt + u · ∇m|2)
≤ C
∫ t
s
∫
Ω∩Br(x0)
|∇φ|[(|u|2 + |∇u|+ |P − P¯ |+ |∇n|2 + |∇m|2)|u|+ |∇n||nt|+ |∇m||mt|]
+
∫
Ω∩Br(x0)
φ(|u|2 + |∇n|2 + |∇m|2)(s), (3.10)
where P¯ = 1|sptφ|
∫
sptφ P .
Proof. The argument is almost identical to that of Lemma 3.2. Namely, multiply(1.17)1 by uφ
and integrate over Ω∩Br(x0), and observe that there is no boundary contribution because uφ = 0
on ∂(Ω∩Br(x0)). Multiply(1.17)2,3 by (nt+u ·∇n)φ and (mt+u ·∇m)φ respectively and integrate
over Ω ∩ Br(x0), and observe that there is no boundary contributions because ntφ = mtφ = 0 on
∂(Ω ∩Br(x0)). 
We close this section by giving an elementary proof of the smooth approximation property of
initial data.
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Lemma 3.4. For any bounded smooth domain Ω ⊂ R2, if n,m ∈ H1(Ω,S2) ∩ C2+α(Ω,S2) satisfy
n ·m = 0 in Ω, then there exists a sequence of maps nǫ,mǫ ∈ C∞(Ω,S2) ∩ C2+α(Ω,S2) such that
(nǫ,mǫ) = (n,m) on ∂Ω, nǫ ·mǫ = 0 in Ω, and
lim
ǫ→0
[∥∥nǫ − n∥∥
H1(Ω)
+
∥∥mǫ −m∥∥
H1(Ω)
]
= 0. (3.11)
Proof. It follows from the standard mollification process that there exist nǫ,mǫ ∈ C∞(Ω,R3) ∩
C2+α(Ω,R3) such that nǫ,mǫ) = (n,m) on ∂Ω, and
lim
ǫ→0
[∥∥nǫ − n∥∥H1(Ω) + ∥∥mǫ −m∥∥H1(Ω)] = 0.
Moreover, since dim(Ω) = 2, it follows from a modified Poincare´ inequality that for a.e. x ∈ Ω, it
holds
dist2(nǫ(x),S
2) ≤ |nǫ(x)− n(x)|2 ≤ C
∫
B2ǫ(x)∩Ω
|∇n|2,
and
dist2(mǫ(x),S
2) ≤ |mǫ(x)−m(x)|2 ≤ C
∫
B2ǫ(x)∩Ω
|∇m|2.
Thus there exists ǫ0 > 0, depending only on n and m, such that for ǫ ≤ ǫ0, it holds that for a.e.
x ∈ Ω,
|nǫ(x)− n(x)| ≤ 1
10
and |mǫ(x)−m(x)| ≤ 1
10
.
This, combined with |n| = |m| = 1 and n ·m = 0 in Ω, implies that for any x ∈ Ω,
|nǫ(x)| ≥ 9
10
, |mǫ(x)| ≥ 9
10
, and |(nǫ ·mǫ)(x)| ≤ 1
5
.
Now we set nǫ = nǫ|nǫ| . Then it is easy to see that n
ǫ ∈ C∞(Ω,S2) ∩C2+α(Ω,S2) satisfies nǫ = n on
∂Ω, and
lim
ǫ→0
∥∥nǫ − n∥∥
H1(Ω)
= 0.
Next we set m̂ǫ = mǫ − (nǫ ·mǫ)nǫ. Then we have that m̂ǫ = m on ∂Ω, and
nǫ · m̂ǫ = 0,∀ x ∈ Ω,
and
|m̂ǫ(x)| ≥ |mǫ| − |nǫ ·mǫ||nǫ| = |mǫ| − |nǫ|−1|mǫ · nǫ| ≥ 9
10
− 2
9
=
61
90
, ∀ x ∈ Ω.
Finally we definemǫ = m̂ǫ|m̂ǫ| . Thenm
ǫ ∈ C∞(Ω,S2)∩C2+α(Ω,S2) satisfiesmǫ = m on ∂Ω,mǫ·nǫ = 0
in Ω, and
lim
ǫ→0
∥∥mǫ −m∥∥
H1(Ω)
= 0.
This completes the proof. 
4. Existence of local smooth solutions
In this section, we will sketch the proof of existence of short time smooth solutions by the fixed
point argument. First, we will prove a geometry preserving property for smooth solutions of (1.17).
Lemma 4.1. For any T > 0 and a pair of maps n0,m0 ∈ C∞(Ω,S2)∩C2+α(Ω,S2), with n0·m0 = 0,
if n,m ∈ C∞(Ω × [0, T ),R3) ∩ C2+α,1+α2 (Ω × [0, T ),R3) solves{
nt + u · ∇n−∆n = |∇n|2n+ 〈∇n,∇m〉m,
mt + u · ∇m−∆m = |∇m|2m+ 〈∇n,∇m〉n
in Ω× (0, T ), (4.1)
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for some u ∈ C∞0 (Ω× (0, T ),R2) with divu = 0 in Ω, and
(n,m) = (n0,m0) on ∂p(Ω × (0, T )). (4.2)
Then |n| = |m| = 1 and n ·m = 0 in Ω× (0, T ). Here ∂p(Ω× (0, T )) denotes the parabolic boundary.
Proof. Multiplying (4.1)1 by m and (4.1)2 by n, and adding these two equations, we obtain
(n ·m)t + u · ∇(n ·m)−∆(n ·m) + 2〈∇n,∇m〉
= (|∇n|2 + |∇m|2)n ·m+ 〈∇n,∇m〉(|n|2 + |m|2). (4.3)
Multiplying this equation by n ·m and integrating the resulting equation over Ω, we obtain that
d
dt
∫
Ω
(n ·m)2 +
∫
Ω
u · ∇(n ·m)2 − 2
∫
Ω
∆(n ·m)(n ·m)
= 2
∫
Ω
(|∇n|2 + |∇m|2)(n ·m)2
+
∫
Ω
〈∇n,∇m〉(|n|2 + |m|2 − 2)(n ·m).
Applying divu = 0 in Ω, n ·m = n0 ·m0 = 0 on ∂Ω, and the integration by parts, we obtain
d
dt
∫
Ω
(n ·m)2 + 2
∫
Ω
|∇(n ·m)|2
= 2
∫
Ω
(|∇n|2 + |∇m|2)(n ·m)2 +
∫
Ω
〈∇n,∇m〉(|n|2 + |m|2 − 2)(n ·m)
≤ C
∫
Ω
[
(|n|2 − 1)2 + (|m|2 − 1)2 + (n ·m)2]. (4.4)
Multiplying (4.1)1 by n, we can get
(|n|2 − 1)t + u · ∇(|n|2 − 1)−∆(|n|2 − 1) = 2|∇n|2(|n|2 − 1) + 〈∇n,∇m〉n ·m.
Multiplying both sides of this equation by (|n|2−1), integrating the resulting equation over Ω, and
applying divu = 0 in Ω and |n| = |n0| = 1 on ∂Ω, we obtain
d
dt
∫
Ω
(|n|2 − 1)2 +
∫
Ω
|∇(|n|2 − 1)|2
= 4
∫
Ω
|∇n|2(|n|2 − 1)2 + 2
∫
Ω
〈∇n,∇m〉(n ·m)(|n|2 − 1)
≤ C
∫
Ω
[
(|n2 − 1)2 + (n ·m)2]. (4.5)
Similarly, we have
d
dt
∫
Ω
(|m|2 − 1)2 +
∫
Ω
|∇(|m|2 − 1)|2
= 4
∫
Ω
|∇m|2(|m|2 − 1)2 + 2
∫
Ω
〈∇m,∇n〉(m · n)(|m|2 − 1)
≤ C
∫
Ω
[
(|m2 − 1)2 + (n ·m)2]. (4.6)
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Now, by adding (4.4), (4.5), and (4.6) together, we obtain that
d
dt
∫
Ω
[
(|n|2 − 1)2 + (|m|2 − 1)2 + (n ·m)2]
+
∫
Ω
(|∇(|n|2 − 1)|2 + |∇(|n|2 − 1)|2 + |∇(n ·m)|2)
≤ C
∫
Ω
[
(|n|2 − 1)2 + (|m|2 − 1)2 + (n ·m)2]. (4.7)
Since ∫
Ω
[
(|n|2 − 1)2 + (|m|2 − 1)2 + (n ·m)2]∣∣∣
t=0
=
∫
Ω
[
(|n0|2 − 1)2 + (|m0|2 − 1)2 + (n0 ·m0)2
]
= 0,
it follows from (4.7) and Gronwall’s inequality that∫
Ω
[
(|n|2 − 1)2 + (|m|2 − 1)2 + (n ·m)2] = 0, ∀t ∈ (0, T ).
This yields that |n| = |m| = 1, and n ·m = 0 in Ω× (0, T ). 
Now we are ready to show the existence of local smooth solutions.
Theorem 4.2. For any α ∈ (0, 1), if u0 ∈ C2+α0 (Ω,R2) with divu0 = 0 and n0,m0 ∈ C2+α(Ω,S2)
satisfies n0 ·m0 = 0 in Ω, then there is a T > 0 depending on ‖u0‖C2,α(Ω), ‖n0‖C2+α(Ω), ‖m0‖C2,α(Ω)
such that there is a unique solution (u, n,m) ∈ C2+α,1+α2 (Ω × [0, T ),R2 × S2 × S2) to the initial
value problem (1.17) and (1.18).
Proof. For T > 0 and K > 0, set QT = Ω× [0, T ] and
X(K,T ) =
{
(v, f, g) ∈ C2+α,1+α2 (QT ,R2 × R3 × R3) : divv = 0 in QT ,
(v, f, g) = (u0, n0,m0) on ∂pQT ,
∥∥(v − u0, f − n0, g −m0)∥∥C2+α,1+α2 (QT ) ≤ K}.
Equip X(K,T ) with the norm∥∥(v, f, g)∥∥
X(K,T )
:=
∥∥(v, f, g)∥∥
C2+α,1+
α
2 (QT )
, ∀(v, f, g) ∈ X(K,T ),
so that (X(K,T ), ‖ · ‖X(K,T )) is a Banach space. Define the solution operator
L : X(K,T ) 7→ C2+α,1+α2 (QT )(QT ,R2 × R3 ×R3)
as follows. For (v, f, g) ∈ X(K,T ), let (u, n,m) = L(v, f, g) be the unique solution to the following
system: 
ut −∆u+∇P = −v · ∇v −∇ · (∇n⊙∇n+∇m⊙∇m), in QT ,
∇ · u = 0, in QT ,
nt −∆n = −v · ∇f + |∇f |2f + 〈∇f,∇g〉f, in QT ,
mt −∆m = −v · ∇g + |∇g|2g + 〈∇g,∇f〉g, in QT ,
(u, n,m) = (u0, n0,m0), on ∂pQT .
(4.8)
Now we want to show that L : X(K,T ) 7→ X(K,T ) is a contraction map, provided T > 0 is
sufficiently small and K > 0 is sufficiently large.
Claim 1. There exist T > 0 and K > 0 such that L : X(K,T ) 7→ X(K,T ).
Set
C0 ≡ 1 + ‖u0‖C2+α(Ω) + ‖n0‖C2+α(Ω) + ‖m0‖C2+α(Ω).
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Assume K ≥ C80 . It follows from the Schauder theory of parabolic equation that{‖n− n0‖C2+α,1+α2 (QT ) ≤ C[1 + ‖v · ∇f‖Cα(QT ) + ‖|∇f |2f‖Cα(QT ) + ‖〈∇f,∇g〉g‖Cα(QT )],
‖m−m0‖C2+α,1+α2 (QT )) ≤ C
[
1 + ‖v · ∇g‖Cα(QT ) + ‖|∇g|2g‖Cα(QT ) + ‖〈∇g,∇f〉f‖Cα(QT )
]
.
(4.9)
As in [18] Lemma 3.1, we can bound
‖v · ∇f‖Cα(QT )
≤ ‖v · ∇f − u0 · ∇n0‖Cα(QT ) + ‖u0 · ∇n0‖Cα(Ω)
≤ C20 + ‖v − u0‖C0(QT )‖∇f‖Cα(QT ) + ‖v − u0‖Cα(QT )‖∇f‖C0(QT )
+‖u0‖C0(QT )‖∇(f − n0)‖Cα(QT ) + ‖u0‖Cα(QT )‖∇(f − n0)‖C0(QT ). (4.10)
Since v − u0 = f − n0 = 0 at t = 0, it follows that
‖v − u0‖C0(QT ) + ‖∇(f − n0)‖C0(QT ) ≤ 2KT,
which, combined with the interpolation inequality, yields that for any 0 < δ < 1,{
‖v − u0‖Cα(QT ) ≤ C
[
δ−1‖v − u0‖C0(QT ) + δ‖v − u0‖C2,1α (QT )
] ≤ C(δ−1T + δ)K,
‖∇(f − n0)‖Cα(QT ) ≤ C
[
δ−1‖∇(f − n0)‖C0(QT ) + δ‖f − n0‖C2,1α (QT )
] ≤ C(δ−1T + δ)K.
Putting these estimates into (4.10), we obtain
‖v · ∇f‖Cα(QT ) ≤ CK2(T + δ + δ−1T ) + C20 . (4.11)
We can bound
‖|∇f |2f‖Cα(QT )
≤ ‖|∇f |2f − |∇n0|2n0‖Cα(QT ) + ‖|∇n0|2n0‖Cα(Ω)
≤ C‖f‖2
C2+α,1+
α
2 (QT )
‖f − n0‖Cα(QT ) + C(‖f‖C2+α,1+α2 (QT ) (4.12)
+‖n0‖C2+α(Ω))‖∇(f − n0)‖Cα(QT ) + C20
≤ CK2(‖f − n0‖Cα(QT ) +C‖∇(f − n0)‖Cα(QT ))+ C20
≤ CK2(δ + Tδ−1)K + C20 . (4.13)
Similarly, we can also bound
‖〈∇f,∇g〉f‖Cα(QT )
≤ ‖〈∇f,∇g〉f − 〈∇n0,∇m0〉n0‖Cα(QT ) + ‖〈∇n0,∇m0〉n0‖Cα(Ω)
≤ C20 + CK2
[‖f − n0‖Cα(QT ) + ‖∇(f − n0)‖Cα(QT )
+C‖g −m0‖Cα(QT ) + ‖∇(g −m0)‖Cα(QT )
]
≤ CK2(δ + Tδ−1)K + C20 . (4.14)
Substituting (4.11), (4.12), and (4.14) into (4.9)1, we arrive at
‖n − n0‖C2+α,1+α2 (QT ) ≤ CK
2(δ + Tδ−1)K + CC20 ≤ K
1
3 , (4.15)
provided T = δ2 and δ ≈ C−1K− 53 .
By the same arguments as in (4.15), we can also obtain that
‖m−m0‖C2+α,1+α2 (QT ) ≤ CK
2(δ + Tδ−1)K + CC20 ≤ K
1
3 , (4.16)
provided T = δ2 and δ ≈ C−1K− 53 .
20 JUNYU LIN, YIMEI LI, CHANGYOU WANG
For u, we apply the Schauder theory of linear non-stationary Stokes equations to obtain
‖u− u0‖C2+α,1+α2 (QT ) ≤ C + C‖v · ∇v‖Cα(QT ) + C‖∇ · (∇n⊙∇n+∇m⊙∇m)‖Cα(QT ). (4.17)
Similar to (4.11), it is not hard to see that
‖v · ∇v‖Cα(QT ) ≤ ‖v · ∇v − u0 · ∇u0‖Cα(QT ) + ‖u0 · ∇u0‖Cα(Ω)
≤ C20 +K
[‖v − u0‖Cα(QT ) + ‖∇(v − u0)‖Cα(QT )]
≤ C20 + CK2(T + δ + δ−1T ). (4.18)
For the second term in the right hand side of (4.17), it follows from (4.15) and (4.16) that
‖∇ · (∇n⊙∇n+∇m⊙∇m)‖Cα(QT )
≤ C(‖n0|‖2C2+αα(Ω) + ‖m0‖2C2+α(Ω))
+C
(‖n− n0‖2
C2+α,1+
α
2 (QT )
+ ‖m−m0‖2
C2+α,1+
α
2 (QT )
)
≤ CC20 + CK
2
3 ≤ K
3
. (4.19)
Putting (4.18) and (4.19) into (4.17), we obtain
‖u− u0‖C2+α,1+α2 (QT ) + ‖n− n0‖C2+α,1+α2 (QT ) + ‖m−m0‖C2+α,1+α2 (QT ) ≤ K. (4.20)
Hence L : X(K,T )→ X(K,T ) is a bounded operator.
Claim 2. There exist K > 0 and T > 0 such that L : X(K,T )→ X(K,T ) is a contractive map.
For i = 1, 2 and (vi, fi, gi) ∈ X(K,T ), let (ui, ni,mi) = L(vi, fi, gi). Set
(u, n,m) = (u1 − u2, n1 − n2,m1 −m2).
Then we have that
ut −∆u+∇P = F
:= −u1 · ∇u− u · ∇u2 −∇ ·
(∇n1 ⊙∇n+∇n⊙∇n2 +∇m1 ⊙∇m+∇m⊙∇m2),
∇ · u = 0,
nt −∆n = G := −u1 · ∇n− u · ∇n2 + |∇n1|2n− 〈∇(n1 + n2),∇n〉n2
+〈∇n1,∇m1〉m+ (〈∇n,∇m1〉+ 〈∇n2,∇m〉)m2,
mt −∆m = H := −u1 · ∇m− u · ∇m2 + |∇m1|2m+ 〈∇(m1 +m2),∇m〉m2
+〈∇n1,∇m1〉n+ (〈∇n,∇m1〉+ 〈∇n2,∇m〉)n2.
(4.21)
Applying the Schauder theory, we obtain that
‖n‖
C2+α,1+
α
2 (QT )
≤ C‖G‖
Cα,
α
2 (QT )
≤ C(K2 +K)‖(u, n,m)‖
C1+α,
α
2 (QT )
≤ CK2(δ + Tδ−1)‖(u, n,m)‖
C2+α,1+
α
2 (QT )
, (4.22)
‖m‖
C2+α,1+
α
2 (QT )
≤ C‖H‖
Cα,
α
2 (QT )
≤ C(K2 +K)‖(u, n,m)‖
C1+α,
α
2 (QT )
≤ CK2(δ + Tδ−1)‖(u, n,m)‖
C2+α,1+
α
2 (QT )
, (4.23)
and
‖u‖
C
2+α,1+α2 (QT )
≤ C‖F‖
C
α,α2 (QT )
≤ CK‖u‖
C1+α,
α
2 (QT )
+ CK‖(n,m)‖
C2+α,1+
α
2 (QT )
≤ CK(δ + Tδ−1)‖(u, n,m)‖
C2+α,1+
α
2 (QT )
. (4.24)
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It follows that
‖L(u1, n1,m1)− L(u2, n2,m2)‖X(K,T ) = ‖(u, n,m)‖C2+α,1+ α2 (QT )
≤ CK2(δ + Tδ−1)‖(u, n,m)‖
C2+α,1+
α
2 (QT )
≤ 1
2
‖(u1, n1,m1)− (u2, n2,m2)‖X(K,T ),
provided δ and T are sufficiently small. Thus L : X(K,T ) 7→ X(K,T ) is a contractive map.
It follows from Claim 2 and the fixed point theorem that there exists T > 0 depending on
C2,α-norm of (u0, n0,m0) and a unique smooth solution (u, n,m) ∈ C2+α,1+α2 (QT ,R2 × R3 × R3)
to the system (1.17)1,2,3,4, with the initial-boundary data (u0, n0,m0). Since |n0| = |m0| = 1 and
n0 ·m0 = 0 holds in Ω, it follows from Lemma 4.1 that the solution (u, n,m) satisfies the constraint
|n| = |m| = 1 and n ·m = 0 in QT . This completes the proof of Theorem 4.2. 
5. A priori estimate under the smallness condition
In this section, we will show that both interior and boundary gradient estimates of weak solutions
of (1.17) under the smallness condition on (u, n,m).
Lemma 5.1. For any M > 0, there exist ǫ0 > 0, θ0 ∈ (0, 12) such that if z0 = (x0, t0) ∈ R2× (0,∞)
and 0 < r0 ≤
√
t0, u ∈ L2tH1x(Pr0(z0),R2)
)
, n,m ∈ L2t
(
[t0 − r20, t0],H1(Br0(x0),S2)
)
with n ·m = 0
in Pr0(z0), and P ∈W 1,04
3
(Pr0(z0)) is a weak solution of (1.17) in Pr0(z0), satisfying
r0|(u)z0,r0 | ≤M ; r0Y (z0, r0;u, n,m, p) ≤ ǫ0, (5.1)
then
Y (z0, θ0r0;u, n,m,P ) ≤ θ
1
3
0 Y (z0, r0;u, n,m,P ). (5.2)
Here and henceforth, we use the following notation:
(u)z0,r =
1
|Pr(z0)|
∫
Pr(z0)
u; [P ]x0,r =
1
|Br(x0)|
∫
Br(x0)
P,
Y (z0, r;u, n,m,P ) = Y
1(z0, r;u, n,m) + Y
2(z0, r;P ),
Y 1(z0, r;u, n,m) =
[ 1
|Pr(z0)|
∫
Pr(z0)
(|u− (u)z0,r0 |4 + |∇n|4 + |∇m|4)
] 1
4
,
Y 2(z0, r;P ) = r
( 1
|Pr(z0)|
∫
Pr(z0)
|P − [P ]x0,r|
4
3
) 3
4
.
Proof. First observe that by the interior L2-theory of parabolic equations, it follows from (5.1)
and (1.17)3,4 that n,m ∈ W 2,12 (Pr(z0)). By translation and dilation, it suffices to show (5.2) for
z0 = (0, 1) and r0 = 1. We argue by contradiction. Suppose that it were false. Then there exists
M > 0 such that for any θ ∈ (0, 12) there exist a sequence of weak solutions (ui, ni,mi, P i) of (1.17)
in P1(0, 1) such that
|(ui)(0,1),1| ≤M ; Y ((0, 1), 1;ui , ni,mi, P i) = ǫi → 0,
but
Y ((0, 1), θ;ui, ni,mi, P i) > θ
1
3Y ((0, 1), 1;ui , ni,mi, P i).
Applying the interior L2-estimate to (1.17)3,4, we obtain that
‖|nit|+ |∇2ni|‖L2(P 3
4
(0,1)) + ‖|mit|+ |∇2mi|‖L2(P 3
4
(0,1))
≤ C
(∫
P1(0,1)
(|ui − (ui)(0,1),1|4 + (M + 1)(|∇ni|4 + |∇mi|4))) 14 ≤ Cǫi.
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Apply the L2-estimate to (1.17)1, we have that u
i
t ∈ L2([34 , 1],H−1(B 12 )),∇ui ∈ L
2(P 1
2
(0, 1)), and
‖uit‖L2([ 3
4
,1],H−1(B 1
2
)) + ‖∇ui‖L2(P 1
2
(0,1))
≤ C
(∫
P1(0,1)
(|ui|4 + (M + 1)(|∇ni|4 + |∇mi|4))) 14 ≤ Cǫi.
Define the blowing up sequence in P1(0, 1):
u˜i =
ui − (ui)(0,1),1
ǫi
, n˜i =
ni − (ni)(0,1),1
ǫi
, m˜i =
mi − (mi)(0,1),1
ǫi
, P˜ i =
P i − [P i](0,1),1
ǫi
.
Then it holds that
Y ((0, 1), 1; u˜i , n˜i, m˜i, P˜ i) = 1 (5.3)
and
‖u˜it‖2L2([ 3
4
,1],H−1(B 1
2
))
+
∫
P 1
2
(0,1)
(|∇u˜i|2 + |n˜it|2 + |m˜it|2 + |∇2n˜i|2 + |∇2m˜i|2) ≤ C,
but
Y ((0, 1), θ; u˜i, n˜i, m˜i, P˜ i) > θ
1
3 . (5.4)
By Aubin-Lions’ compactness Lemma, we may assume that there exist u˜ ∈ L2([34 , 1],H1(B 12 )),
with u˜t ∈ L2([34 , 1],H−1(B 12 )), n˜, m˜ ∈ W
2,1
2 (P 1
2
(0, 1),R3), P˜ ∈ L 43 (P 1
2
(0, 1)), and b ∈ R2 with
|b| ≤M such that, after passing to a subsequence, it holds that
u˜i ⇀ u˜ in L2([34 , 1],H
1(B 1
2
)), u˜it ⇀ u˜t in L
2([34 , 1],H
−1(B 1
2
)),
P˜ i ⇀ P˜ in L
4
3 (P 1
2
(0, 1)),
n˜i ⇀ n˜, m˜i ⇀ m˜ in W 2,12 (P 1
2
(0, 1)),
(ui)(0,1),1 → b,
and
u˜i → u˜, ∇n˜i → ∇n˜, ∇m˜i → ∇m˜ in L4(P 1
2
(0, 1)). (5.5)
By the lower semicontinuity, we have that
Y ((0, 1),
1
2
; u˜, n˜, m˜, P˜ ) ≤ 1. (5.6)
Note that (u˜i, n˜i, m˜i, P˜ i) solves, in P1(0, 1),
u˜it + (ǫiu˜
i + (ui)(0,1),1) · ∇u˜i +∇P˜ i −∆u˜i
= −ǫidiv
(∇n˜i ⊙∇n˜i +∇m˜i ⊙∇m˜i),
div(u˜i) = 0,
n˜it + (ǫiu˜
i + (ui)(0,1),1) · ∇n˜i −∆n˜i = ǫi|∇n˜i|2ni + ǫi(∇n˜i · ∇m˜i)mi,
m˜it + (ǫiu˜
i + (ui)(0,1),1) · ∇m˜i −∆m˜i = ǫi|∇m˜i|2mi + ǫi(∇n˜i · ∇m˜i)ni.
(5.7)
Passing to the limit in (5.7), we obtain that (u˜, n˜, m˜, P˜ ) solves in P1(0, 1):
u˜t −∆u˜+ b · ∇u˜+∇P˜ = 0, div(u˜) = 0,
n˜t −∆n˜+ b · ∇n˜ = 0,
m˜t −∆m˜+ b · ∇m˜ = 0.
(5.8)
By the regularity theory of the linear Stokes equation and the heat equation, there exists C =
C(M) > 0 that for any θ ∈ (0, 12),
Y ((0, 1), θ; u˜, n˜, m˜, P˜ ) ≤ Cθ. (5.9)
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This, combined with (5.5), implies that
Y 1((0, 1), θ; u˜i, n˜i, m˜i) ≤ Cθ + θ−1o(i−1), (5.10)
provided we choose a sufficiently large i.
To estimate Y 2((0, 1), θ; P˜ i), first recall that P˜ i solves the Poisson equation:
−∆P˜ i = ǫidiv2
(
u˜i ⊗ u˜i +∇n˜i ⊙∇n˜i +∇m˜i ⊙∇m˜i) in B1(0). (5.11)
Applying the Poincare´ inequality and W 1,
4
3 -estimate to (5.11) and the estimate (5.10), we have
that for i sufficiently large,
Y 2((0, 1), θ; P˜ i) = θ−2
(∫
Pθ(0,1)
∣∣P˜ i − [P˜ i](0,1),θ∣∣ 43) 34 ≤ θ−1(∫
Pθ(0,1)
∣∣∇P˜ i∣∣ 43) 34
≤ Cθ−1ǫi
[( ∫
P 3
4
(0,1)
(|u˜i|4 + |∇n˜i|4 + |∇m˜i|4))1
4
+
( ∫
P 3
4
(0,1)
|∇u˜i|2 + |∇2n˜i|2 + |∇2m˜i|2) 12 ]
+Cθ
1
2
( ∫
P1(0,1)
∣∣P˜ i − [P˜ ]i(0,1),1∣∣ 43) 34
≤ C(θ−1ǫi + θ 12 ). (5.12)
Putting together (5.10) with (5.12), we obtain that
Y ((0, 1), θ; u˜i, n˜i, m˜i, P˜ i) ≤ C(θ−1ǫi + θ
1
2 + θ−1o(i−1)) < θ
1
3 , (5.13)
provided θ is chosen sufficiently small and i is chosen sufficiently large. This contradicts to (5.4).
Hence the proof is complete. 
Iterating the estimates in Lemma 5.1, we can obtain the interior regularity of weak solutions to
(1.17). More precisely, we have
Proposition 5.2. Under the same assumptions as in Lemma 5.1, (u, n,m) ∈ C∞(P r0
2
(z0)) and
for any l ≥ 1, it holds that ∥∥(u, n,m)∥∥
Cl(P r0
2
(z0))
≤ C(ǫ0, r0, l). (5.14)
Proof. First we claim that by iterating (5.2) finitely many times, it holds that any z ∈ P r0
2
(z0)
and for all k ≥ 1,
Y (z, θk0r0;u, n,m,P ) ≤ θ
k
3
0 Y (z, r0;u, n,m,P ). (5.15)
For k = 1, (5.15) follows from Lemma 5.1. For k = 2, one can show (5.15) as follows. By the
triangle inequality, we have that
(θ0r0)|(u)z,θ0r0 | ≤ (θ0r0)|uz,θ0r0 − uz,r0|+ θ0r0|uz,r0 |
≤ θ−30 Y (z, r0;u, n,m,P ) + θ0r0|uz,r0 |
≤ θ−30 ǫ0 + θ0M ≤M.
This, combine with the fact that Y (z, θ0r0;u, n,m,P ) ≤ θ
1
3
0 ǫ0 and Lemma 5.1, implies that
Y (z, θ20r0;u, n,m,P ) ≤ θ
1
3
0 Y (z, θ0r0;u, n,m,P ) ≤ θ
2
3
0 Y (z, r0;u, n,m,P ).
For k ≥ 3, one can prove (5.15) by an induction on k. We omit it here. From (5.15), there exists
α0 ∈ (12 , 1) such that for any 0 < r ≤ r0 and z ∈ P r02 (z0), it holds
Y (z, r;u, n,m,P ) ≤ ( r
r0
)α0Y (z, r0;u, n,m,P ) ≤ ǫ0( r
r0
)α0 . (5.16)
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On the other hand, it is not hard to verify that n and m satisfies the following local energy
inequality: ∫
P r
2
(z)
(|nt|2 + |mt|2) ≤ C
∫
Pr(z)
[|u− uz,r|4 + (M + 1)|∇n|4 + |∇m|4] (5.17)
holds for all Pr(z) ⊂ Pr0(z0). Combining (5.15) with (5.17), we obtain that
r−4
∫
Pr(z)
|u− uz,r|4 ≤ C
( r
r0
)4α0 ,
r−2
∫
Pr(z)
(r2(|nt|2 + |mt|2) + (|∇n|2 + |∇m|2)) ≤ C
( r
r0
)2α0 ,
for all Pr(z) ⊂ Pr0(z0). Thus by the Morrey decay Lemma and the Campanato Lemma we conclude
that (u, n,m) ∈ Cα0,α02 (P r0
2
(z0)) and∥∥(u, n,m)∥∥
C
α0,
α0
2 (P r0
2
(z0))
≤ C(M, ǫ0, r0).
The Ho¨lder regularity of (∇n,∇m) can be obtained, similar to the heat flow of harmonic maps
(see [20]). Substituting Ho¨lder continuity of u,∇n,∇m in to (1.17)1,2, we can obtain the Ho¨lder
continuity of ∇u. The higher order regularity of (u, n,m) then follows from the Schauder theory
of both the Stokes equation and parabolic equations. Moreover, the estimate (5.14) holds. This
completes the proof. 
We also need a corresponding boundary ǫ0-regularity estimate. For z0 = (x0, t0) ∈ ∂Ω × (0, T ]
and 0 < r ≤ r0 ∈
√
t0, set
B+r (x0) = Ω ∩Br(x0); P+r (z0) = (Ω ∩Br(x0))× [t0 − r2, t0],
and let (u)z+0 ,r
and [P ]x+0 ,r
denote the average of u over P+r (z0) and the average of P over B
+
r (x0)
respectively. Also, denote by Y 1(z+0 , r;u, n,m), Y
2(z+0 , r;P ), and Y (z
+
0 , r;u, n,m,P ) by
Y (z+0 , r;u, n,m,P ) = Y
1(z+0 , r;u, n,m) + Y
2(z+0 , r;P ),
Y 1(z+0 , r;u, n,m) =
[ 1
|P+r (z0)|
∫
Pr(z0)
(|u− (u)z+0 ,r|
4 + |∇n|4 + |∇m|4)
] 1
4
,
Y 2(z0, r;P ) = r
( 1
|Pr(z0)|
∫
Pr(z0)
|P − [P ]
x+0 ,r
| 43
) 3
4
.
Lemma 5.3. For α ∈ (0, 1) and T > 0, let n0,m0 ∈ H1(Ω,S2) ∩ C2+α(∂Ω,S2) be such that
n0 ·m0 = 0 in Ω. For any M > 0, there exist ǫ0 > 0, θ0 > 0, C0 > 0, and r0 > 0, depending on ∂Ω
and n0,m0, such that if u ∈ L∞t L2x ∩ L2tH1x(QT ,R2), n,m ∈ L∞t H1x(QT ,S2) with n ·m = 0 in QT ,
P ∈ W 1,04
3
(QT ), is a weak solution of (1.17), with (u, n,m) = (0, n0,m0) on ∂Ω, that satisfies, for
x0 ∈ ∂Ω and t0 ∈ (r20, T ],
r0|(u)z+0 ,r0 | ≤M ; r0Y (z
+
0 , r0;u, n,m,P ) ≤ ǫ0, (5.18)
then
Y (z+0 , θ0r0;u, n,m,P ) ≤ θ
1
3
0 max
{
Y (z+0 , r0, u, n,m,P ), C0‖(n0,m0)‖C1(∂Ω∩Br0 (x0))r0
}
. (5.19)
Proof. Since the case for general curved boundary ∂Ω can be handled by the technique of flat-
tening of the boundary similar to [31], for simplicity we will only consider the case that x0 = 0 ∈ ∂Ω
and Ω ∩ Br0(x0) = R2+ ∩ Br0(0) := B+r0 . From the assumption (5.18) and ∇P ∈ L
4
3 (QT ), we can
apply the boundary Lp-estimate of parabolic equations to conclude that u ∈ W 2,14
3
(P+r (z0), n ∈
ON STATIC AND HYDRODYNAMIC BIAXIAL NEMATIC LIQUID CRYSTALS 25
W 2,12 (P
+
r (z0)),m ∈ W 2,12 (P+r (z0)) for any 0 < r < r0 so that (u, n,m,P ) satisfies the boundary
local energy inequality (3.10) on P+r0(z0).
By scaling, it suffices to prove it for r0 = 1 and x0 = 0 ∈ ∂Ω, t0 = 1. We would argue by
contradiction. Suppose it were false. Then there exists M > 0 such that for any θ ∈ (0, 12),
there exists a sequence of weak solutions (uk, nk,mk, P k) to (1.17) in P+1 (0, 1), with (u
k, nk,mk) =
(0, nk0 ,m
k
0) on T1 × [0, 1], where T1 = ∂B+1 ∩ ∂R2+ and (nk0,mk0) ∈ C2+α(T1,S2)⊗2 with nk0 ·mk0 = 0
on T1, such that
|(uk)(0,1)+,1| ≤M ; Y ((0, 1)+, 1;uk, nk,mk, P k) = ǫk → 0, (5.20)
but
Y ((0, 1)+, θ;uk, nk,mk, P k) > θ
1
3 max
{
Y ((0, 1)+, 1;uk, nk,mk, P k), k‖(nk0 ,mk0)‖C1(T1)
}
. (5.21)
By the L2-theory of parabolic equations to (1.17)3,4, (n
k
t ,∇2nk,mkt ,∇2mk) ∈ L2(P+3
4
(0, 1)), and∫
P+3
4
(0,1)
(|nkt |2 + |∇2nk|2 + |mkt |2 + |∇2mk|2)
≤ C
∫
P+1 (0,1)
(|uk|4 + (M + 1)(|∇nk|4 + |∇mk|4)) + C‖(nk0,mk0)‖4C1(T1)
≤ C(M,θ). (5.22)
Define the blowing up sequence
(
u˜k, n˜k, m˜k, P˜ k
)
=
(uk − (uk)(0,1)+,1
ǫk
,
nk − nk0(0)
ǫk
,
mk −mk0(0)
ǫk
,
P k − [P k](0,1)+,1
ǫk
)
: P+1 → R8.
From (5.21), we have
‖(nk0 ,mk0)‖C1(T1) ≤ (θ
1
3k)−1ǫk → 0.
Then we would have(∫
P+1 (0,1)
(|u˜k|4 + |∇n˜k|4 + |∇m˜k|4)
) 1
4
+
(∫
P+1 (0,1)
|P˜ k| 43
) 3
4
= 1, (5.23)
∫
P+3
4
(0,1)
(|n˜kt |2 + |∇2n˜k|2 + |m˜kt |2 + |∇2m˜k|2) ≤ C, (5.24)
and by Poincare’s inequality, ∫
P+3
4
(0,1)
(|n˜k|4 + |m˜k|4) ≤ C,
but
Y ((0, 1)+, θ; u˜k, n˜k, m˜k, P˜ k) > θ
2
3 . (5.25)
We may assume that there exists u˜ ∈ L4(P+3
4
(0, 1)), n˜ ∈ W 2,12 (P+3
4
(0, 1)), m˜ ∈ W 2,12 (P+3
4
(0, 1)),
P˜ ∈ L 43 (P+3
4
(0, 1)), b ∈ R2 with |b| ≤ M , and p, q ∈ S2 with p · q = 0 such that after taking a
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subsequence,
u˜k ⇀ u˜ in L4(P+3
4
(0, 1)),
(n˜k, m˜k)⇀ (n˜, m˜) in W 2,12 (P
+
3
4
(0, 1)),
P˜ k ⇀ P˜ in L
4
3 (P+3
4
(0, 1)),
(∇n˜k,∇m˜k)→ (∇n˜,∇m˜) in L4(P+3
4
(0, 1)),
(uk)(0,1)+,1 → b, (nk0 ,mk0)→ (p, q) in C1(T1).
By the lower semicontinuity, we have that
Y ((0, 1)+,
3
4
; u˜, n˜, m˜, P˜ ) ≤ 1, (5.26)
and ∫
P+3
4
(0,1)
(|n˜t|2 + |∇2n˜|2 + |m˜t|2 + |∇2m˜|2) ≤ C. (5.27)
Since (u˜k, n˜k, m˜k, P˜ k) solves in P+3
4
(0, 1) the system
u˜kt + (ǫiu˜
k + (uk)(0,1)+,1) · ∇u˜k +∇P˜ k −∆u˜k
= −ǫkdiv
(∇n˜k ⊙∇n˜k +∇m˜k ⊙∇m˜k),
div(u˜k) = 0,
n˜kt + (ǫku˜
k + (uk)(0,1)+,1) · ∇n˜k −∆n˜k = ǫk|∇n˜k|2nk + ǫk(∇n˜k · ∇m˜k)mk,
m˜kt + (ǫku˜
k + (uk)(0,1)+,1) · ∇m˜k −∆m˜k = ǫk|∇m˜k|2mk + ǫk(∇n˜k · ∇m˜k)nk,
(5.28)
we obtain, after sending k →∞, that (u˜, n˜, m˜, P˜ ) solves the linear system (5.8) in P+3
4
(0, 1), along
with the boundary condition:
(u˜, n˜, m˜) = (0, 0, 0) on T 3
4
× [1− (3
4
)2, 1
]
.
By the boundary regularity of heat equations, we have that∫
P+
θ
(0,1)
(|∇n˜|4 + |∇m˜|4) ≤ Cθ4 ∫
P+3
4
(0,1)
(|∇n˜|4 + |∇m˜|4) ≤ Cθ4, ∀θ ∈ (0, 1
2
).
Hence we have that ∫
P+
θ
(0,1)
(|∇n˜k|4 + |∇m˜k|4) ≤ Cθ4 + o(i−1), ∀θ ∈ (0, 1
2
). (5.29)
To estimate (u˜, P˜ ), we recall the boundary local energy inequality (3.10) for (uk, nk,mk, P k) implies
that (u˜k, n˜k, m˜k, P˜ k) satisfies
sup
t∈[ 3
4
,1]
∫
B+1
2
|u˜k(t)|2 +
∫
P+1
2
(0,1)
|∇u˜k|2
≤ C
∫
P+3
4
(0,1)
[
(ǫk|u˜k|+M)(|u˜k|2 + |∇n˜k|2 + |∇m˜k|2) + (|∇u˜k|+ |P˜ k)|u˜k|
+|∇n˜k||n˜kt |+ |∇m˜k||m˜kt |
]
+ inf
s∈[ 3
4
,1]
∫
B+3
4
(|u˜k|2 + |∇n˜k|2 + |∇m˜k|2)(s). (5.30)
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This, combined with (5.23) and (5.24), implies that
sup
t∈[ 3
4
,1]
∫
B+1
2
|u˜k(t)|2 +
∫
P+1
2
(0,1)
|∇u˜k|2 ≤ C. (5.31)
Observe that the equation (5.7) provides the following estimate∥∥u˜kt ∥∥L2([1−( 1
2
)2,1],H−1(B+1
2
))
≤ C. (5.32)
Thus we have
‖u˜‖
L∞t L
2
x∩L
2
tH
1
x(P
+
1
2
(0,1)) + ‖u˜t‖L2tH−1x (P+1
2
(0,1)) ≤ C, (5.33)
and, by Aubin-Lions’ compactness Lemma,
u˜k → u˜ in L4(P+1
2
(0, 1)). (5.34)
Since (u˜, P˜ ) solves the Stokes equationu˜t −∆u˜+∇P˜ = 0, ∇ · u˜ = 0 in P
+
3
4
(0, 1),
u˜ = 0 on T 3
4
× [1− (34)2, 1],
it follows from Lemma 3.2 of [31] that u˜ ∈W 2,1
q, 4
3
(P+1
2
(0, 1)) and P˜ ∈W 1,0
q, 4
3
(P+1
2
(0, 1)) for any 1 < q <
∞, and∥∥u˜∥∥
W
2,1
q, 43
(P+1
2
(0,1))
+
∥∥P˜∥∥
W
1,0
q,43
(P+1
2
(0,1))
≤ C(q)(‖∇u˜‖
L
4
3 (P+3
4
(0,1))
+ ‖P˜‖
L
4
3 (P+3
4
(0,1))
) ≤ C(q). (5.35)
This, combined with the Sobolev embedding theorem, implies that u˜ ∈ Cα,α2 (P+1
2
(0, 1)), where
α = 2− 2
q
− 24
3
= 12 − 2q and q > 2, and
‖u˜‖
L∞(P+r (0,1))
≤ C(α)rα, ∀α ∈ (0, 1
2
), 0 < r ≤ 1
2
. (5.36)
This, combined with (5.34), yields that for k sufficiently large,∫
P+
θ
(0,1)
|u˜k|4 ≤ Cθα + o(i−1), ∀θ ∈ (0, 1
2
). (5.37)
To estimate P˜ k, let uˆk ∈W 2,14
3
(R2+ × (0, 1)) and Pˆ k ∈W 1,04
3
(R2+ × (0, 1)) be the unique solution of
uˆkt −∆uˆk +∇Pˆ k = ǫk∇ ·
(
u˜k ⊗ u˜k +∇n˜k ⊙∇n˜k +∇m˜k ⊙∇m˜k)χ
P+3
4
(0,1) in R
2
+ × (0, 1),
∇ · uˆk = 0 in R2+ × (0, 1),
uˆk = 0 on (T 3
4
× [1− (34 )2, 1]) ∪ (R2+ × {0}).
Applying Lemma 3.1 of [31], we have∥∥uˆk∥∥
W
2,1
4
3
(R2+×(0,1))
+
∥∥∇Pˆ k∥∥
L
4
3 (R2+×(0,1))
≤ Cǫk
∥∥∇ · (u˜k ⊗ u˜k +∇n˜k ⊙∇n˜k +∇m˜k ⊙∇m˜k)∥∥
L
4
3 (P+3
4
(0,1))
≤ Cǫk
(
‖u˜k‖L4(P+3
4
(0,1))‖∇u˜k‖L2(P+3
4
(0,1)) + ‖∇n˜k‖L4(P+3
4
(0,1))‖∇2n˜k‖L2(P+3
4
(0,1))
+‖∇m˜k‖L4(P+3
4
(0,1))‖∇2m˜k‖L2(P+3
4
(0,1))
)
≤ Cǫk. (5.38)
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Let vk = u˜k − uˆk and Qk = P˜ k − Pˆ k. Then
vkt −∆vk +∇Qk = 0, ∇ · vk = 0 in P+3
4
(0, 1); vk = 0 on T 3
4
× [1− (3
4
)2, 1].
By Lemma 3.1 of [31], we have that∥∥∇Qk∥∥
L
4
3
t L
q
x(P
+
1
2
(0,1))
≤ C(q)(‖∇vk‖
L
4
3 (P+3
4
(0,1))
+ ‖Qk‖
L
4
3 (P+3
4
(0,1))
) ≤ C, ∀q > 1.
Now we can apply Ho¨lder and Poincare´’s inequality to conclude that for any θ ∈ (0, 12),
Y 2((0, 1)+, θ;P ) = θ−2
( ∫
P+
θ
(0,1)
∣∣P˜ k − [P˜ k](0,1)+,θ∣∣ 43) 34
≤ Cθ−1
(∫
P+
θ
(0,1)
|∇P˜ k| 43
) 3
4
≤ Cθ−1
[( ∫
P+1
2
(0,1)
|∇Pˆ k| 43 ) 34 + ( ∫
P+
θ
(0,1)
|∇Qk| 43 ) 34 ]
≤ Cθ−1ǫk + Cθ
1
2
− 2
q ‖∇Qk‖
L
4
3
t L
q
x(P
+
θ (0,1))
≤ C(θ−1ǫk + θ
2
5 ), (5.39)
provided q ≥ 5. Putting (5.39), (5.37), and (5.29) together, we obtain
Y ((0, 1)+, θ; u˜k, n˜k, m˜k, P˜ k) ≤ C(θ−1ǫk + θ
2
5 + o(k−1)) < θ
1
3 ,
provided that k is chosen sufficiently large and θ is chosen to be sufficiently small. This contradicts
to (5.25). 
Similar to Proposition 5.2, after iterating the estimates in Lemma 5.3 we can obtain the boundary
regularity of weak solutions to (1.17). More precisely, we have
Proposition 5.4. Under the same assumptions as in Lemma 5.3, (u, n,m) ∈ C∞(P+r0
2
(z0)
) ∩
C2+α,1+
α
2
(
P+r0
2
(z0)
)
and∥∥(u, n,m)∥∥
C2+α,1+
α
2 (P r0
2
(z0))
≤ C(ǫ0, r0, ‖(n0,m0)‖C2,α(Tr0 (x0)). (5.40)
Proof. The proof is similar to that of Proposition 5.2. First by iterating the argument of Lemma
5.3 finitely many times and applying Propostion 5.2, we obtain that there exists α1 ∈ (0, 1) such
that for any 0 < r ≤ r0 and z ∈ P+r0
2
(z0),
Y (z+, r;u, n,m,P ) ≤ C( r
r0
)α1 max {Y (z0, r0;u, n,m,P ), C0‖(n0,m0)‖C2,α(Tr0 (x0))}.
Recall that (n,m) satisfies the local energy inequality near the boundary:∫
P+r
2
(z)
(|nt|2 + |mt|2) ≤ C
∫
P+r (z)
[|u− uz+,r|4 + (M + 1)|∇n|4 + |∇m|4], ∀z ∈ P+r0
2
(z0), 0 < r ≤ r0
2
.
Thus we obtain that
r−4
∫
P+r (z)
|u− uz+,r|4 ≤ C
( r
r0
)4α1 ,
r−2
∫
P+r (z)
(r2(|nt|2 + |mt|2) + (|∇n|2 + |∇m|2)) ≤ C
( r
r0
)2α1 ,
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for all z ∈ P r0
2
(z0), 0 < r ≤ r02 . Hence (u, n,m) ∈ Cα1,
α1
2 (P+r0
2
(z0)). Since (n0,m0) ∈ C2+α(Tr0(x0)),
the higher order regularity of (u, n,m) can be obtained by first obtaining the C2+α,1+
α
2 -regularity
of (n,m) via suitable modifications of the boundary regularity of the heat flow of harmonic map,
and then establishing the C2+α,1+
α
2 -regularity of u via the boundary regularity of Stokes equations
with Ho¨lder continuous force functions. Moreover, the estimate (5.40) holds. 
As a consequence of both Proposition 5.2 and Proposition 5.4, we have the following ǫ0-regularity.
Corollary 5.5. For α ∈ (0, 1) and T > 0, let n0,m0 ∈ H1(Ω,S2) ∩ C2+α(∂Ω,S2) be such that
n0 · m0 = 0 in Ω. There exist ǫ0 > 0 and r0 > 0, depending on ∂Ω and n0,m0, such that if
u ∈ L∞t L2x ∩L2tH1x(QT ,R2), n,m ∈ L∞t H1x(QT ,S2) with n ·m = 0 in QT , P ∈W 1,04
3
(QT ), is a weak
solution of (1.17), with (u, n,m) = (0, n0,m0) on ∂Ω, that satisfies, for x0 ∈ Ω and t0 ∈ (r20, T ],(∫
Ω×[0,T ]∩Pr0(z0)
(|u|4 + |∇n|4 + |∇m|4)
) 1
4
+
(∫
Ω×[0,T ]∩Pr0(z0)
|∇P | 43
) 3
4 ≤ ǫ0, (5.41)
then
(a) if Br0(x0) ⊂ Ω, (u, n,m) ∈ C∞(Ω× (0, T ) ∩ Pr0(z0)), and∥∥(u, n,m)∥∥
Cl(P r0
2
(z0))
≤ C(ǫ0, l),∀l ≥ 1.
(b) if Br0(x0) ∩ ∂Ω 6= ∅, (u, n,m) ∈ C∞(Ω × (0, T ) ∩ Pr(z0)) ∩ C2+α,1+
α
2 (Ω × (0, T ) ∩ Pr(z0))
for all 0 < r < r0, and∥∥(u, n,m)∥∥
C
2+α,1+α2 (Ω×(δ,T )∩Pr(z0))
≤ C(ǫ0, δ, ‖(n0,m0)‖C2+α(∂Ω), r),∀0 < r < r0.
Proof. (a) It is readily seen that the condition (5.41) implies that
r0|(u)z0,r0 | ≤ ǫ0, r0Y (z0, r0;u, n,m,P ) ≤ ǫ0
so that Proposition 5.1 yields the conclusion of (a) holds.
(b) In this case, it is also easy to see that
r0(u)z+0 ,r0
≤ ǫ0, r0Y (z+0 , r0;u, n,m,P ) ≤ ǫ0
so that Proposition 5.4 and Proposition 5.1 yield the conclusion of (b) holds. 
As a direct consequence of Corollary 5.5 and Ladyzhenskaya’s inequality, we have the following
global regularity result.
Corollary 5.6. For α ∈ (0, 1) and T > 0, let n0,m0 ∈ H1(Ω,S2) ∩ C2+α(∂Ω,S2) be such that
n0 · m0 = 0 in Ω. If u ∈ L∞t L2x ∩ L2tH1x(QT ,R2), n,m ∈ L∞t H1x(QT ,S2) ∩ L2tH2x(QT ,S2) with
n ·m = 0 in QT , and P ∈ W 1,04
3
(QT ), is a weak solution of (1.17), with (u, n,m) = (0, n0,m0) on
∂Ω, then (u, n,m) ∈ C∞(Ω× (0, T )) ∩ C2+α,1+α2 (Ω × (0, T )).
Proof. Applying Ladyzhenskaya’s inequality, we have that u ∈ L4(QT ),∇n ∈ L4(QT ), and
∇m ∈ L4(QT ). By the absolute continuity, we see that there exists r0 > 0 such that the smallness
condition (5.41) holds. Hence the conclusion of Corollary 5.6 follows from Corollary 5.5. This
completes the proof. 
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6. Existence of global weak solutions
The goal of this section is to establish the global existence of weak solutions of (1.17). With
the estimates obtained from the previous sections, we can adapt the scheme from [18] to achieve
this. More precisely, this involves establishing a uniform lower bound of time intervals of short time
smooth solutions depends only on the local energy profile radius of the initial data (u0, n0,m0).
Then we characterize finite singular time in term of certain nontrivial global harmonic maps from
S
2 to the manifold N , introduced in the section one.
Proof of Theorem 1.2. Since this can be done similar to the scheme of [18], we only sketch it here.
It is divided into several steps.
Step 1 (lower bound of time intervals). By Lemma 3.4, there exists uk0 ∈ C∞0 (Ω,R2) with ∇·uk0 = 0,
(nk0 ,m
k
0) ∈ C∞(Ω,S2 × S2) ∩C2+α(Ω,S2 × S2), with (nk0 ,mk0) = (n0,m0) on ∂Ω and nk0 ·mk0 = 0 in
Ω, such that
lim
k→∞
(∥∥uk0 − u0∥∥L2(Ω) + ∥∥(nk0 − n0,mk0 −m0)∥∥H1(Ω)) = 0. (6.1)
By Theorem 4.2, there exist Tk > 0 and a unique smooth solution (u
k, nk,mk) ∈ (C∞(QTk ,R2)∩
C2+α,1+
α
2 (QTk ,R
2)
) × (C∞(QTk ,S2) ∩ C2+α,1+α2 (QTk ,S2)) × (C∞(QTk ,S2) ∩ C2+α,1+α2 (QTk ,S2))
with nk ·mk = 0 in QTk of (1.17), along with the initial and boundary data (uk0 , nk0 ,mk0).
For any small ǫ0 > 0, it follows from (6.1) that there exists r0 > 0 such that
E(k, r0;uk0 , nk0 ,mk0) ≡ max
x∈Ω
∫
Ω∩B2r0 (x)
(|uk0 |2 + |∇nk0|2 + |∇mk0 |2) ≤
ǫ20
2
, ∀k ≥ 1.
We now claim that there exists a c0 > 0 such that Tk ≥ c0r20 holds for all k. To see this, let
t0 ∈ (0, Tk] be the maximal time such that{
E(k, r0;uk(t), nk(t),mk(t)) ≤ ǫ20, ∀0 ≤ t ≤ t0,
E(k, r0;uk(t0), nk(t0),mk(t0)) = ǫ20.
As in [18] (see Lemma 5.1 and Lemma 5.2), we can apply Ladyzhenskaya’s inequality and Lemma
3.1 to deduce that 
∫
Qt0
(|∇uk|2 + |∇2nk|2 + |∇2mk|2) ≤ CE0,∫
Qt0
(|uk|4 + |∇nk|4 + |∇mk|4) ≤ Cǫ20E0,∫
Qt0
(|ukt |
4
3 + |nkt |2 + |mkt |2) ≤ CE0.
(6.2)
Here E0 =
∫
Ω(|u0|2 + |∇n0|2 + |∇m0|2) denotes the energy of initial data. Note that in the proof
of Theorem 4.2, we also have the estimate (see also [18] Lemma 4.4)∥∥∇P k∥∥
L
4
3 (Qt0 )
≤ C[‖uk‖L4(Qt0)‖∇uk‖L2(Qt0) + ‖∇nk‖L4(Qt0)‖∇2nk‖L2(Qt0) + ‖∇mk‖L4(Qt0 )‖∇2mk‖L2(Qt0)]
≤ Cǫ
1
2
0E
3
4
0 . (6.3)
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With the estimates (6.2) and (6.3), we can apply the local energy inequalities in both Lemma 3.2
and Lemma 3.3 to deduce that
E(k, r0, uk(t0), nk(t0),mk(t0))− E(k, 2r0)
≤ C( t0
r20
)
1
4
[
‖uk‖3L4(Qt0) + ‖u
k‖L4(Qt0 )
(‖∇uk‖L2(Qt0) + ‖∇nk‖2L4(Qt0) + ‖∇mk‖2L4(Qt0 ))
+‖nkt ‖L2(Qt0 )‖∇n
k‖L4(Qt0) + ‖m
k
t ‖L2(Qt0)‖∇m
k‖L4(Qt0) + ‖∇P
k‖
L
4
3 (Qt0)
‖uk‖L∞t L2(Qt0)
]
≤ C( t0
r20
)
1
4 ǫ
1
2
0 .
Thus if E(k, r0, uk(t0), nk(t0),mk(t0)) = 2ǫ20, then we must have that ǫ20 ≤ C( t0r20 )
1
4 ǫ
1
2
0 , which implies
t0 ≥ Cǫ60r20 so that Tk ≥ Cǫ60r20 and the claim is true.
From (6.2), we can apply Corollary 5.6 to conclude that∥∥(uk, nk,mk)∥∥
C
2+α,1+α2 (Ω×[δ,Tk]
≤ C(ǫ0, δ, ‖(n0,m0)‖C2+α(∂Ω)), ∀k ≥ 1. (6.4)
Hence there exist T0 ≥ c0r20, u ∈ L∞t L2x ∩ L2tH1x(QT0 ,R2), n,m ∈ L∞t H1x ∩ L2tH2x(QT0 , S2) with
n ·m = 0 in QT0 , and P ∈W 1,04
3
(QT0) such that, after passing to a subsequence,
uk ⇀ u in W 1,02 (QT0), u
k → u in L4(QT0),
(nk,mk)⇀ (n,m) in W 2,12 (QT0), (∇nk,∇mk)→ (∇n,∇m) in L4(QT0),
P k ⇀ P in W 1,04
3
(QT0),
and for any compact set K ⊂⊂ Ω, δ > 0, and l ≥ 1,
(uk, nk,mk)→ (u, n,m) in C l(K × [δ, T0]),
and
(uk, nk,mk)→ (u, n,m) in C2+α,1+α2 (Ω× [δ, T0]).
Hence (u, n,m) ∈ C∞(Ω × (0, T0)) ∩ C2+α,1+α2 (Ω × [δ, T0)) for any δ > 0. Moreover, by the lower
semicontinuity (u, n,m,P ) satisfies the energy inequality: for any 0 < t ≤ T0,∫
Ω
(|u|2 + |∇n|2 + |∇m|2) + 2
∫
Qt
(|∇u|2 + |nt + u · ∇n|2 + |mt + u · ∇m|2) ≤ E0. (6.5)
With 6.5, we can further show that as t ↓ 0+,
(u(t), n(t),m(t)) → (u0, n0,m0) in L2(Ω)×H1(Ω)×H1(Ω).
Step 2 (characterization of the first singular time). Suppose T1 is the maximal time for the smooth
solution (u, n,m) obtained in step 1. Then we must have
lim sup
t↑T1
max
x∈Ω
∫
Ω∩Br(x)
(|u(t)|2 + |∇n(t)|2 + |∇m(t)|2) ≥ ǫ20, ∀r > 0. (6.6)
Again, it follows from (6.5) and the weak continuity of (u(t),∇n(t),∇m(t)) in L2(Ω) that
(u(t), n(t),m(t)) ⇀ (u(T1), n(T1),m(T1)) in L
2(Ω)×H1(Ω)×H1(Ω), as t ↑ T1.
Moreover, one can verify that (u(T1), n(T1),m(T1)) = (0, n0,m0) on ∂Ω.
Next we will use (u(T1), n(T1),m(T1)) and (0, n0,m0) as the initial and boundary data to repeat
the above procedure to obtain a continuation of (u, n,m) beyond T1 as a weak solution of (1.17).
At any further singular time, we repeat this procedure. We will prove that there are at most finitely
many such singular times, and afterwards we will construct an eternal weak solution.
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It follows from (6.6) that for any r > 0,∫
Ω
(|u|2 + |∇n|2 + |∇m|2)(T1) ≤ lim inf
t→T1
∫
Ω
(|u|2 + |∇n|2 + |∇m|2)(t)
− lim sup
t→T1
max
x∈Ω
∫
Ω∩Br(x)
(|u|2 + |∇n|2 + |∇m|2)(t)
≤ E0 − ǫ20.
From this, we see that the number of finite singular times must be bounded by L = [E0/ǫ
2
0]. If
0 < TL <∞ is the last singular time, then we must have
E(TL) =
∫
Ω
(|u|2 + |∇n|2 + |∇m|2)(TL) ≤ ǫ20.
If we use (u, n,m)(TL) and (0, n0,m0) as the initial and boundary value to construct a weak solution
(u, n,m) to (1.17) as before, then (u, n,m) will be an eternal weak solution.
Now, similar to [18], we can perform a blowing up argument at any singular time Ti for 1 ≤ i ≤ L.
For simplicity, we sketch it for T1. For any 0 < ǫ1 < ǫ0, there exist rk → 0, and 0 < t0 < tk ↑ T1
such that
ǫ21 = E(tk; rk) = max
x∈Ω
∫
Ω∩Brk (x)
(|u|2 + |∇n|2 + |∇m|2)(tk).
This, combined with the claim in Step 1, implies that there exist θ0 ∈ (0, 1) and xk ∈ Ω such that∫
Ω∩B2rk (xk)
(|u|2 + |∇n|2 + |∇m|2)(tk − θ0r2k) ≥
1
2
E(tk − θ20r2k; 2rk) ≥
ǫ21
2
.
Hence we can deduce that
∫
Ω×[t0,tk]
(|ut| 43 + |∇P | 43 + |nt|2 + |∇2n|2 + |mt|2 + |∇2m|2) ≤ C,∫
Ω×[t0,tk]
(|u|4 + |∇n|4 + |∇m|4) ≤ Cǫ21.
Set Ωk = r
−1
k (Ω \ {xk}) and Qk = Ω× [ t0−tkr2
k
, 0]. Define a blowing up sequence
(uk, nk,mk, P k)(x, t) = (rku, n,m, r
2
kP )(xk + rkx, tk + r
2
kt) : Qk → R8.
Then (uk, nk,mk, P k) solves (1.17) in Qk, and
∫
Qk
(|ukt |
4
3 + |∇P k| 43 + |nkt |2 + |∇2nk|2 + |mkt |2 + |∇2mk|2) ≤ C,∫
Qk
(|uk|4 + |∇nk|4 + |∇mk|4) ≤ Cǫ21,∫
Ωk∩B2(0)
(|uk|2 + |∇nk|2 + |∇mk|2)(−θ0) ≥ ǫ
2
1
2
,
sup
(x,t)∈Qk
∫
Ωk∩B1(x)
(|uk|2 + |∇nk|2 + |∇mk|2)(t) ≤ ǫ21.
(6.7)
Assume xk → x0 ∈ Ω. We divide it into two cases:
a) x0 ∈ Ω. Then Ωk → R2. We may assume that there exists (u∞, n∞,m∞) ∈ C∞ ∩
W 1,02 (R
2× (−∞, 0],R2)×C∞ ∩L∞H1(R2 × (−∞, 0],S2)×C∞ ∩L∞H1(R2× (−∞, 0],S2),
with n∞ ·m∞ = 0, such that{
(uk, nk,mk)→ (u∞, n∞,m∞) in C2loc(R2 × (−∞, 0]),
(uk,∇nk,∇mk)→ (u∞,∇n∞,∇m∞) in L2loc(R2 × (−∞, 0]).
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As in [18], we have that for any R > 0,∫
PR
(|∇u∞|2 + |n∞t + u∞ · ∇n∞|2 + |m∞t + u∞ · ∇m∞|2)
≤ lim
k→∞
∫
PR
(|∇uk|2 + |nkt + uk · ∇nk|2 + |mkt + uk · ∇mk|2)
= lim
k→∞
∫
PRrk (xk,tk)
(|∇u|2 + |nt + u · ∇n|2 + |mt + u · ∇m|2) = 0.
It follows that u∞ = n∞t = m
∞
t = 0 in R
2 × (−∞, 0] and hence (n∞,m∞) is time indepen-
dent. Moreover, it follows from (6.7) that
0 <
∫
R2
(|∇n∞|2 + |∇m∞|2) <∞.
Hence (n∞,m∞) is a nontrivial smooth harmonic map from R2 → N = {(p, q) ∈ S2 × S2 :
p · q = 0} with finite energy:{
−∆n∞ = |∇n∞|2n∞ + 〈∇n∞,∇m∞〉m∞,
−∆m∞ = |∇m∞|2m∞ + 〈∇n∞,∇m∞〉n∞.
It is well-known that the conformal invariance of harmonic maps in dimension two (see [23])
that there exists a universal positive constant C0 given by (1.20) such that∫
R2
(|∇n∞|2 + |∇m∞|2) ≥ C0.
b) x0 ∈ ∂Ω. Then either (i) |xk−x0|rk → ∞ or (ii)
|xk−x0|
rk
→ c ≥ 0. If (i) happens, then
Ωk → R2 and it can be reduced to the case a). Now we will rule out (ii) as follows. For,
otherwise, assume xk−x0
rk
→ (0, c) and Ωk → R2c =
{
x = (x1, x2) ∈ R2 : x2 ≥ c
}
. Since
uk = 0, nk = n0(xk + rk·), and mk = m0(xk + rk·) on ∂Ωk, as in the case a) we can
show that (uk, nk,mk) → (0, n∞,m∞) in C2loc(R2c) such that (n∞,m∞) : R2c → N is a
nontrivial smooth harmonic map of finite energy, with (n∞,m∞) = (p, q) on ∂R2c for a
point (p, q) ∈ N . This contradicts the nonexistence theorem by Lemaire [27]. Thus b) is
proven.
So far we have shown parts (i), (ii), (iii) of Theorem 1.2. For (iv), observe the energy inequality
for (u, n,m) implies that there exists tk ↑ ∞ such that
∫
Ω
(|u|2 + |∇n|2 + |∇m|2)(tk) ≤ E0,∫
Ω
(|∇u|2 + |nt + u · ∇n|2 + |mt + u · ∇m|2)(tk)→ 0.
Denote (uk, nk,mk) = (u, n,m)(tk). Since u
k = 0 on ∂Ω, we see that uk → 0 in H1(Ω). Moreover,
(nk,mk) : Ω→ N satisfies{
∆nk + |∇nk|2nk + 〈∇nk,∇mk〉mk = fk := −(nt + u · ∇n)(tk),
∆mk + |∇mk|2mk + 〈∇nk,∇mk〉nk = gk := −(mt + u · ∇m)(tk).
Hence (nk,mk) is a sequence of approximated harmonic maps from Ω to N that has their tension
fields bounded in L2(Ω). Hence (iv) follows from the energy identity result of approximated har-
monic maps in dimension two, see [30] and [19]. It is readily seen that (v) of Theorem 1.2 follows
from (i), (ii), (iii), and (iv) of Theorem 1.2.
Part (vi) on the uniqueness of the constructed weak solutions will be proven in next section. 
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7. Uniqueness
In this section, we will prove (vi) of Theorem 1.2 on the uniqueness of weak solutions in a certain
class. First we need the following Lemma.
Lemma 7.1. For α ∈ (0, 1) and T > 0, let n0,m0 ∈ H1(Ω,S2)∩C2,α(∂Ω,S2) be such that n0·m0 = 0
in Ω. If (u, n,m) ∈ L2tH1x ∩ L∞t L2x(QT ,R2) × L∞t H1x(QT ,S2) × L∞t H1x(QT ,S2) with n ·m = 0 in
QT , and P ∈W 1,04
3
(QT ), is a weak solution of (1.17) along with the initial and boundary condition
(u0, n0,m0), that enjoys the following properties:
(a) E(u(t), n(t),m(t); Ω) is monotone nonincreasing for t ∈ [0,∞), and
(b) nt + u · ∇n, mt + u · ∇m ∈ L2([0, T ), L2(Ω)) for any 0 < T <∞.
Then there exist ǫ0 > 0, r0 > 0, C0 > 0 depending on ∂Ω and (u0, n0,m0) such that (u, n,m) ∈
L2tH
1
x(Qr20) × L2tH2x(Qr20) × L2tH2x(Qr20), and (u, n,m) ∈ C
2+α,1+α
2 (Ω × [δ, r20 ]) for any 0 < δ < r20.
Moreover, ∣∣(u,∇n,∇m)∣∣(x, t) ≤ C0ǫ0√
t
, ∀(x, t) ∈ Ω× (0, r20 ]. (7.1)
Proof. From the condition (a) and the lower semicontinuity
E(u0, n0,m0; Ω) ≤ lim inf
t↓0+
E(u(t), n(t),m(t); Ω),
we see that
E(u0, n0,m0; Ω) = lim
t↓0+
E(u(t), n(t),m(t); Ω).
Hence for any small ǫ0 > 0, there exists r0 > 0 and t0 = r
2
0 such that
sup
(x,t)∈Ω×[0,t0]
E
(
u(t), n(t),m(t); Ω ∩Br0(x)
) ≤ ǫ20. (7.2)
For almost all t ∈ (0, t0), from the condition (b) we can view that (n(t),m(t)) : Ω → N is an
approximated harmonic map with L2-tension field:{
∆n(t) + |∇n(t)|2n(t) + 〈∇n(t),∇m(t)〉m(t) = f(t) := −(nt + u · ∇n)(t),
∆m(t) + |∇m(t)|2m(t) + 〈∇n(t),∇m(t)〉n(t) = g(t) := −(mt + u · ∇m)(t)
in Ω,
subject to the boundary condition (n(t),m(t))
∣∣
∂Ω
= (n0,m0). By the higher order Sobolev regular-
ity theory on approximated harmonic maps in dimension two (see Wang [35], Sharp-Topping [34],
and Moser [29]), we conclude that under the condition (7.2), (n(t),m(t)) ∈ H2(Ω) and∥∥(n(t),m(t))∥∥
H2(Ω)
≤ C(r0, ǫ0)
[
‖(∇n(t),∇m(t))‖L2(Ω) +
∥∥((nt + u · ∇n)(t), (mt + u · ∇m)(t))∥∥L2(Ω)]. (7.3)
Now we can apply Corollary 5.6 to conclude that (u, n,m) ∈ L2tH1x(Qr20)×L2tH2x(Qr20)×L2tH2x(Qr20),
and (u, n,m) ∈ C2+α,1+α2 (Ω × [δ, r20 ]) for any 0 < δ < r20 along with the estimate (7.1). This
completes the proof. 
Based on Lemma 7.1, we can give a proof of (vi) of Theorem 1.2 by suitable modifications of [20]
as follows.
Proof of Theorem 1.2 (iv): For i = 1, 2, let (ui, ni,mi, Pi) be two solutions of (1.17) in QT with
(ui, ni,mi) = (u0, n0,m0) on ∂pQT . Then by Lemma 7.1, there exist ǫ0 > 0 and t0 > 0 such that
max
i=1,2
∣∣(ui,∇ni,∇mi)∣∣(x, t) ≤ C0ǫ0√
t
, ∀(x, t) ∈ Ω× (0, t0]. (7.4)
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Define u = u1 − u2, n = n1 − n2,m = m1 −m2, P = P1 − P2. Then (u, n,m,P ) satisfies, in Qt0 ,
ut −∆u+∇P = F
:= −u1 · ∇u− u · ∇u2 −∇ ·
(∇n1 ⊙∇n+∇n⊙∇n2 +∇m1 ⊙∇m+∇m⊙∇m2),
∇ · u = 0,
nt −∆n = G := −u1 · ∇n− u · ∇n2 + |∇n1|2n− 〈∇(n1 + n2),∇n〉n2
+〈∇n1,∇m1〉m+ (〈∇n,∇m1〉+ 〈∇n2,∇m〉)m2,
mt −∆m = H := −u1 · ∇m− u · ∇m2 + |∇m1|2m+ 〈∇(m1 +m2),∇m〉m2
+〈∇n1,∇m1〉n+ (〈∇n,∇m1〉+ 〈∇n2,∇m〉)n2.
(7.5)
Set
A(t) = √t
2∑
i=1
(‖ui(t)‖L∞(Ω) + ‖∇ni(t)‖L∞(Ω) + ‖∇mi(t)‖L∞(Ω)),
B(t) =
2∑
i=1
(‖ui(t)‖L2(Ω) + ‖∇ni(t)‖L2(Ω) + ‖∇mi(t)‖L2(Ω)),
and for 0 < δ < 1,
Dδ(t) = t
1−δ
2
2∑
i=1
(‖ui(t)‖
L
2
δ (Ω)
+ ‖∇ni(t)‖
L
2
δ (Ω)
+ ‖∇mi(t)‖
L
2
δ (Ω)
)
.
Then it follows from (7.4) that
A(t) ≤ Cǫ0, B(t) ≤ CE
1
2
0 , Dδ(t) ≤ Cǫ1−δ, ∀0 < t ≤ t0. (7.6)
Also set
Φ(t) = sup
0≤s≤t
[
‖u(s)‖L2(Ω) + ‖(∇n(s),∇m(s))‖L2(Ω) + s−
δ
2‖(n(s),m(s))‖
L
2
δ (Ω)
]
.
Utilizing Duhamel’s formula and various estimates on both the heat kernel and the Oseen-kernel,
we can argue as in the proof of Lemma 3.1 of [20] to obtain:∥∥(n(t),m(t))∥∥
L
2
δ (Ω)
≤ Ct δ2
[
sup
0≤s≤t
Dδ(s) + ( sup
0≤s≤t
A(s))( sup
0≤s≤t
B(s))
]
Φ(t), (7.7)
∥∥(∇n(t),∇m(t))∥∥
L2(Ω)
≤ C
[
sup
0≤s≤t
Dδ(s) + ( sup
0≤s≤t
A(s))( sup
0≤s≤t
B(s))
]
Φ(t), (7.8)
and ∥∥u(t)∥∥
L2(Ω)
≤ C
(
sup
0≤s≤t
Dδ(s)
)
Φ(t). (7.9)
Adding (7.7), (7.8), and (7.9), we obtain that for 0 < t ≤ t0,
Φ(t) ≤ C
[
sup
0≤s≤t
Dδ(s) + ( sup
0≤s≤t
A(s))( sup
0≤s≤t
B(s))
]
Φ(t) ≤ 1
2
Φ(t),
provided ǫ0 > 0 is chosen so small that
C
[
sup
0≤s≤t
Dδ(s) + ( sup
0≤s≤t
A(s))( sup
0≤s≤t
B(s))
]
≤ C[ǫ1−δ0 + ǫ0] ≤
1
2
.
Therefore we must have Φ(t) ≡ 0 for 0 < t ≤ t0. Hence (u1, n1,m1) ≡ (u2, n2,m2) in Ω× [0, t0]. We
can repeat the same argument to show that (u1, n1,m1) ≡ (u2, n2,m2) beyond t0 and until t = T .
Hence the proof is complete. 
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