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Abstract
The aim of this work is to study quadrature formulas for measures on the complex plane. The novelty of our contribution is to
consider the exactness on subspaces of polynomials on the variables z and z. Using this approach we characterize, in a uniﬁed way,
the classical nodal systems for measures on the real line and the nodal systems for measures on the unit circle, which are based
on para-orthogonal polynomials. We also characterize the nodal systems on the unit circle, which are not based on para-orthogonal
polynomials (only for the case of nodal systems with 1 or 2 points).
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1. Introduction
The orthogonal polynomials play a very important role in the construction of quadrature formulas with maximal do-
main of exactness. For the case of real measures it is very well known that the quadrature formula Im(f )=∑mi=1if (zi)
exactly integrates
∫
R f (z) d(z) for f belonging to the space of algebraic polynomials of degree less or equal than
2m−1, P2m−1, if the nodes {zi}mi=1 are the zeros of the orthogonal polynomial (for the measure ) of degree m, m(z),
and the coefﬁcients are given by the Christoffel numbers i = 1Km−1(zi ,zi ) (see [2]).
In the case of measures supported on the unit circle T, it is also very well known that an m-point Szego˝ quadrature
formula like Im(f )=∑mi=1if (zi) exactly integrates ∫T f (z) d(z) for functions in the space of Laurent polynomials
−(m−1),m−1 if the nodes {zi}mi=1 are the zeros of the para-orthogonal and invariant polynomial (for the measure ) of
degreem and the coefﬁcients are also given by theChristoffel numbers i= 1Km−1(zi ,zi ) (see [7]).Moreover,−(m−1),m−1
is the maximal domain of validity in the sense that there cannot exist any m-point quadrature formula exact for any
of the spaces −m,m−1 or −(m−1),m. Therefore the Szego˝ formulas are exact in the Laurent polynomial space of
maximal dimension 2m − 1, while the Gaussian formulas are exact in a 2m-dimensional space. The same approach
of Szego˝ quadratures making use of the orthogonal Laurent polynomials on the circle can be consulted in [4,5,7].
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Another approach is given in [6], constructing Gaussian quadrature formulas on the unit circle which are exact in a
linear subspace of Laurent polynomials. Here the zeros of the Szego˝ polynomials are the nodes of the corresponding
quadratures.
Our aim in this work is to present both situations (real line and unit circle) in a uniﬁed way. Indeed for measures
supported on an arbitrary subset of the complex plane we consider an m-point quadrature formula and the relevant
change is that we want to obtain exactness for functions which can be written like a product of a polynomial in z and
a polynomial in z, that is belonging to Pq [z]Pq [z] for q as large as possible (see [12]). From this general situation we
obtain the above two particular cases.
Throughout this paper we are going to consider (see [10]):
(i) A ﬁnite positive Borel measure  with inﬁnite support on an arbitrary set M of the complex plane C and the
Hilbert space L2(), with the inner product 〈f (z), g(z)〉=
∫
M
f (z)g(z) d(z) and we assume that the space P[z]
of algebraic polynomials is contained in L2(). We consider the monic orthogonal polynomial sequence with
respect to  that we denote by {n(z)} and the orthonormal polynomial sequence that we denote by {n(z)}.
(ii) A nodal system {z1, . . . , zm} of m different points of C and the cardinal Lagrange polynomials for the set
{z1, . . . , zm}, {Lm,j (z)}j=1,...,m, given by Lm,j (z) =
∏m
i=1,i =j (z−zi )∏m
i=1,i =j (zj−zi ) . These polynomials of degree m − 1, and
satisfying Lm,j (zk) = j,k , constitute a basis of Pm−1.
(iii) An m-point quadrature formula for the measure  with nodal system {z1, . . . , zm}. We recall that this type of
formula, Im, evaluates integrals of functions using only m quadrature coefﬁcients, {i}, and m evaluations of the
function in the nodal system, that is,
Im(f ) =
m∑
i=1
if (zi). (1)
Notice that up to now we can say:
(a) The m-point quadrature formula (1) cannot integrate exactly functions in Pm[z]Pm[z], because if it was possible
we have the following contradiction:
0 =
m∑
i=1
i
∣∣∣∣∣∣
m∏
j=1
(zi − zj )
∣∣∣∣∣∣
2
=
∫
M
∣∣∣∣∣∣
m∏
j=1
(z − zj )
∣∣∣∣∣∣
2
d(z)> 0.
(b) The m-point quadrature formula (1), if it exactly integrates functions in Pm−1[z]Pm−1[z] must have positive
quadrature coefﬁcients.
Taking into account these preliminary facts we are going to characterize the nodal systems of m points with domain
of exactness Pm−1[z]Pm−1[z] and the quadrature coefﬁcients. We are also going to study the way to improve the
exactness. The organization of the paper is the following:
In Section 2 we characterize the nodal polynomial, that is, the polynomial such that its zeros are the nodes and we
obtain, in a uniﬁed way, known results and we improve them for the case when the number of nodes is m3.
In Section 3 we relate the nodal systems and the quadrature coefﬁcients with the kernel functions.As a consequence,
if we have convenient expressions for the kernels, we can obtain appropriate nodal systems. In particular, when m= 2,
we construct quadrature formulas exact in P1[z]P1[z] with nodes outside the support of the measure. We also present
a measure for which there does not exist any nodal system with m = 3 and such that it is exact in P2[z]P2[z].
Finally, in the last section, we study the limit of the extension for the exactness of a quadrature formula.
2. Nodal systems and orthogonality
Theorem 1. Let  be a ﬁnite positive Borel measure supported on a subset M of the complex plane C. Let
Im(f ) =
m∑
i=1
if (zi) (2)
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be an m-point quadrature formula with nodes {z1, . . . , zm}. If Im(f ) exactly integrates I(f ) =
∫
M
f (z) d(z) for
f ∈ Pm−1[z]Pm−1[z], then the polynomial in variables z and z
P (z)Q(z) =
E[m/2]∏
i=1
(z − zi)
m∏
E[m/2]+1
(z − zi)
is orthogonal to zkzj for all j and k such that 0jm − 1 − E[m2 ] and 0kE[m2 ] − 1. We denote by E[m2 ] the
integer part of m2 .
Proof. Since P(z)Q(z)zj zk ∈ Pm−1[z]Pm−1[z] for 0jm− 1−E[m2 ] and 0kE[m2 ]− 1, we can compute the
inner product
〈P(z)Q(z), zkzj 〉 =
∫
M
P(z)Q(z)zj zk d(z)
using the exactness of the quadrature formula, that is,
〈P(z)Q(z), zkzj 〉 = Im(P (z)Q(z)zj zk) =
m∑
i=1
iP (zi)Q(zi)z
j
i zi
k = 0. 
Remark 2. Changing the order of the nodes {z1, . . . , zm} we can construct different polynomialsP(z)Q(z)withE[m2 ]
and m − E[m2 ] zeros and satisfying the orthogonality conditions of the previous theorem. We will use this fact later.
Notice that the quadrature coefﬁcients do not depend on the order of the nodal systems.
Next, we apply the preceding theorem in order to ﬁnd nodal systems with maximal exactness. We can consider two
different and important situations: the case in which M ⊂ R (real line) and M ⊂ T (unit circle).
Corollary 3. Let  be a ﬁnite positive Borel measure supported on a subset M of the real line R. Let Im(f ) =∑m
i=1if (zi) be the m-point quadrature formula with nodes {z1, . . . , zm}, with m3. Then the quadrature formula is
exact in Pm−1[z]Pm−1[z] if and only if {z1, . . . , zE[m/2], zE[m/2]+1, . . . , zm} are the zeros of m(z) + m−1(z) for
some  ∈ R, which are real and simple.
Proof. “⇒” If we consider P(z)Q(z) =∏E[m/2]i=1 (z − zi)∏mE[m/2]+1(z − zi) like in the preceding theorem we have
〈
E[m/2]∏
i=1
(z − zi)
m∏
E[m/2]+1
(z − zi), zj+k
〉
=
〈
E[m/2]∏
i=1
(z − zi)
m∏
E[m/2]+1
(z − zi), zkzj
〉
= 0
for 0jm − 1 − E[m2 ] and 0kE[m2 ] − 1. Therefore we obtain that the polynomial
∏E[m/2]
i=1 (z − zi)
∏m
E[m/2]+1
(z− zi) is orthogonal to zl with l = 0, . . . , m− 2. Hence∏E[m/2]i=1 (z− zi)∏mE[m/2]+1(z− zi)=m(z)+ m−1(z) for
some  ∈ C.
Next, we are going to see that the zeros of this last polynomial are real and simple. That the zeros are simple is in
our situation automatic. Using the orthogonality and the m-point quadrature formula we get
0 =
∫
R
E[m/2]∏
i=1
(z − zi)
m∏
i=E[m/2]+1
(z − zi) d(z)
=
∫
R
(z − zm)
E[m/2]∏
i=1
(z − zi)
m−1∏
i=E[m/2]+1
(z − zi) d(z)
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=
∫
R
(z − zm)
E[m/2]∏
i=1
(z − zi)
m−1∏
i=E[m/2]+1
(z − zi) d(z)
=
m∑
j=1
j (zj − zm)
E[m/2]∏
i=1
(zj − zi)
m−1∏
i=E[m/2]+1
(zj − zi)
= m(zm − zm)
E[m/2]∏
i=1
(zm − zi)
m−1∏
i=E[m/2]+1
(zm − zi).
Hence zm must be real and proceeding in a similar way, taking into account Remark 2, we obtain that zi ∈ R for all
i = 1, . . . , m. Therefore  ∈ R. Notice that we need m3.
“⇐” Notice that this is a well-known standard result. Let z1, . . . , zm be the zeros of m(z) + m−1(z) for  ∈ R.
It is easy to see that zi = zj for i = j and zi ∈ R for all i. Let us consider the interpolating quadrature formula related
to these nodes. Next, we prove that for any function P(z)Q(z) ∈ Pm−1(z)Pm−1(z) the formula is exact. Indeed∫
C
P(z)Q(z) d(z) =
∫
R
P(z)Q(z) d(z)
=
∫
R
((m(z) + m−1(z))Cm−2(z) + Rm−1(z)) d(z) =
∫
R
Rm−1(z) d(z)
=
m∑
i=1
i (m(zi) + m−1(zi))Cm−2(zi) +
m∑
i=1
iRm−1(zi)
=
m∑
i=1
iP (zi)Q(zi) =
m∑
i=1
iP (zi)Q(zi). 
Corollary 4. Let  be a ﬁnite positive Borel measure supported on a subset M of the unit circle T. Let Im(f ) =∑m
i=1if (zi) be the m-point quadrature formula with nodes {z1, . . . , zm}, with m3. Then the quadrature formula is
exact for functions f ∈ Pm−1[z]Pm−1[z] if and only if the nodes {z1, . . . , zE[m/2], zE[m/2]+1, . . . , zm} are the zeros of
m(z) + ∗m(z) for some  ∈ T, which are simple and such that |zi | = 1, ∀i = 1, . . . , m.
Proof. “⇒” We consider P(z)Q(z) like in the preceding theorem. Thus if z ∈ T we get P(z)Q(z) = P(z)Q( 1
z
) and
then
0 = 〈P(z)Q(z), zkzj 〉 =
〈
P(z)Q
(
1
z
)
, zk−j
〉
for 0jm − 1 − E
[m
2
]
, and 0kE
[m
2
]
− 1.
Therefore the polynomial P(z)Q( 1
z
) is orthogonal to zl for l = −(m − 1 − E[m2 ]), . . . , E[m2 ] − 1, which implies that
zm−E[m/2]P(z)Q( 1
z
) is orthogonal to zl for l = 1, . . . , m − 1 and therefore zm−E[m/2]P(z)Q( 1
z
) = 	m(z) + ∗m(z)
for some 	,  ∈ C.
Next, we study the zeros {z1, . . . , zE[m/2], 1zE[m/2]+1 , . . . , 1zm } of zm−E[m/2]P(z)Q( 1z ). First, we show that zi = 0,
∀i = 1, . . . , m. Indeed if z1 = 0 and m3 we obtain that zm−E[m/2] P(z)z Q( 1z ) is orthogonal to zl for l = 0, . . . , m − 2
and thus zm−E[m/2] P(z)
z
Q( 1
z
) = 	m−1(z). HenceP(z)Q( 1z ) = 	zm−1(z)zm−E[m/2] and z2, . . . , zE[m/2], 1zE[m/2]+1 , . . . , 1zm must
be the zeros of m−1(z).
On the other hand, ifwe interchange z1 with zm andwedenote the correspondingpolynomial byP1(z)Q1( 1z )weobtain
that zm−E[m/2]P1(z)Q1( 1z ) is orthogonal to z
l for l=1, . . . , m−1 and thus zm−E[m/2]P1(z)Q1( 1z )=∗m−1(z). Hence
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P1(z)Q1(
1
z
) = ∗m−1(z)
zm−E[m/2] and therefore z2, . . . , zE[m/2],
1
zE[m/2]+1 , . . . ,
1
zm−1 must be zeros of m−1(z) and 
∗
m−1(z),
which is impossible. Thus z1 = 0, and taking into account Remark 2 we deduce that zi = 0 ∀i.
Now we prove that |z1| = 1. Let P(z)Q( 1z ) be the Laurent polynomial obtained from the nodes {z1, . . . , zE[m/2]}
and {zE[m/2]+1, . . . , zm}, as above. Then P(z)Q( 1z ) = 	m(z)+
∗
m(z)
zm−E[m/2] . Let us also consider the Laurent polynomial
P1(z)Q1(
1
z
) obtained from the same nodes but interchanging z1 with zm. Then P1(z)Q1( 1z ) = 	1m(z)+1
∗
m(z)
zm−E[m/2] . Pro-
ceeding in the same way, if P2(z)Q2( 1z ) would be the Laurent polynomial obtained when we interchange z1 with zm−1,
we have P2(z)Q2( 1z ) = 	2m(z)+2
∗
m(z)
zm−E[m/2] .
First, we are going to prove that P1(z)Q1( 1z ) − 	1	 P(z)Q( 1z ) = 0. Indeed, otherwise we have that P1(z)Q1( 1z ) −
	1
	 P(z)Q(
1
z
) = (1−	1/	)∗m(z)
zm−E[m/2] and in this situation
1
zm−1 would be a common zero of 
∗
m(z) and of m(z), which is
impossible. Then P1(z)Q1( 1z ) = 	1	 P(z)Q( 1z ) and therefore they have the same zeros. Thus the following situation
holds:
(i) Either 1
z1
= z1 and 1zm = zm and the zeros have modulus 1.
(ii) Or 1
z1
= zm and if |z1| = 1 proceeding in the same way as before with P2(z)Q2( 1z ) we obtain 1z1 = zm−1 = zm,
which is a contradiction.
Finally, taking into account that |z1| = 1 we obtain that
P(z)Q
(
1
z
)
= 

∗
m(1)m(z) − m(1)∗m(z)
zm−E[m/2]
for some 
. Now that the zeros are simple and with modulus 1 can be see in [8].
“⇐” This is a well-known result, it was proved in [8]. Notice that the novelty is the if and only if condition between
the set of zeros of the para-orthogonal polynomial and the nodal systems when m3; we will see later the situation
when m2. 
3. Kernel functions and nodal systems
In this section we characterize the quadrature nodal points and the quadrature coefﬁcients in terms of the ker-
nel functions related to the measure , which play an important role in the theory of orthogonal polynomials. We
recall that the mth reproducing kernel for the space of algebraic polynomials Pm[z], Km(z, y), has the following
representation:
Km(z, y) =
m∑
k=0
k(z)k(y),
where {n(z)} is the orthonormal polynomial sequence related to themeasure . The reproducing property is 〈Km(z, y),
Q(z)〉 =
∫
M
Km(z, y)Q(z) d(z) = Q(y) for all Q(z) ∈ Pm[z] (see [10]).
Theorem 5. Let  be a ﬁnite positive Borel measure supported on a subset M of the complex plane and let Km−1(z, y)
be the reproducing kernel for the space Pm−1[z]. Let Im(f ) =∑mi=1if (zi) be an m-point quadrature formula with
nodes {z1, . . . , zm}. Then the following conditions are equivalent:
(i) Im(f ) exactly integrates f ∈ Pm−1[z]Pm−1[z].
(ii) The Lagrange cardinal functions for this set of nodes can be represented by
Lm,j (z) = Km−1(z, zj )
Km−1(zj , zj )
, j = 1, . . . , m (3)
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and the quadrature formula is given by
Im(f ) =
m∑
i=1
1
Km−1(zi, zi)
f (zi). (4)
(iii) The set of the Lagrange cardinal functions {Lm,j (z)}j=1,...,m is an orthogonal basis of Pm−1[z].
(iv) {Km−1(z, zj )}j=1,...,m is an orthogonal basis of Pm−1[z].
Proof. (i) ⇒ (ii) Since Lm,j (z) ∈ Pm−1[z] then we can write Lm,j (z) = ∑m−1k=0 ak,jk(z) with ak,j =∫
M
Lm,j (z)k(z) d. Taking into account the exactness of the quadrature formula in Pm−1[z]Pm−1[z] we have, for
k = 0, . . . , m − 1, the following identities:
∫
M
Lm,j (z)k(z) d=
m∑
i=1
iLm,j (zi)k(zi) = jLm,j (zj )k(zj )
= jk(zj ).
Therefore Lm,j (z) = jKm−1(z, zj ) and 1 = jKm−1(zj , zj ), that is we obtain (3) and (4).
(ii) ⇒ (i) Since the Lagrange cardinal functions are given by (3), that is,
Lm,j (z) = Km−1(z, zj )
Km−1(zj , zj )
= 1
Km−1(zj , zj )
m−1∑
l=0
l (z)l (zj ),
then we have, for k = 0, . . . , m − 1,∫
M
Lm,j (z)k(z) d=
1
Km−1(zj , zj )
k(zj ).
On the other hand, for f (z) = Lm,j (z)k(z) we obtain
m∑
i=1
1
Km−1(zi, zi)
f (zi) =
m∑
i=1
1
Km−1(zi, zi)
Lm,j (zi)k(zi) =
1
Km−1(zj , zj )
k(zj ).
Hencewe have obtained the exactness of the quadrature formula (4) for functions of the formLm,j (z)k(z) and therefore
in their corresponding span, that is, in Pm−1[z]Pm−1[z]. Moreover, we can characterize the quadrature coefﬁcients in
terms of the kernel functions. Indeed, i = 1Km−1(zi ,zi ) > 0.
The equivalence with (iii) and (iv) is immediate. 
Remark 6. Our problem is related to the typical extension of an inner product. Next, we recall some deﬁnitions and
results (see [11]). Let Mm−1 = (ci,j )m−1i,j=0 be the moment matrix of an inner product deﬁned in Pm−1[z]Pm−1[z]. We
say that Mm = (ci,j )mi,j=0 is a typical extension of Mm−1 if there exist z1, . . . , zm ∈ C, 1, . . . , m > 0 and em > 0 such
that
〈zl, zh〉 = cl,h =
∑m
i=1iz
l
izi
h, with l, h = 0, . . . , m, (l, h) = (m,m)
and cm,m =
m∑
i=1
iz
m
i zi
m + em.
Furthermore the following conditions are equivalent:
(i) There exists a typical extension Mn of Mn−1.
(ii) The set of the Lagrange cardinal functions {Lm,j (z)}j=1,...,m is an orthogonal basis of Pm−1[z].
(iii) {Km−1(z, zj )}j=1,...,m is an orthogonal basis of Pm−1[z].
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Therefore, taking into account the results of Vigil and Theorem 5, we have that Im(f ) exactly integrates f ∈ Pm−1[z]
Pm−1[z] if and only if there exists a typical extension Mn of the moment matrix Mn−1.
We can use the preceding Theorem 5 for searching appropriate nodal systems when we have convenient expressions
for Km−1(z, y). This is the situation when we deal with measures supported on R or T. In these situations we are going
to improve well-known results, particularly for small values of m.
Corollary 7. Let  be a measure supported on a subset of C. For every point z1 ∈ C the 1-point quadrature formula
with z1 as a node, is exact for P0[z]P0[z]. Besides, if 1(z1) = 0 then there exists a 2-point quadrature formula with
z1 as a node and such that it exactly integrates f in P1[z]P1[z].
Proof. The ﬁrst statement is evident. For the second statement, take into account that 1(z1) = 0 implies that
K2−1(z, z1)= 0 has a unique solution z2. Then the 2-point quadrature formula using the nodal system {z1, z2} satisﬁes
Theorem 5 and therefore it is exact in P1[z]P1[z]. 
Remark 8. The preceding corollary is true in two important particular cases, when the subset M=R or M=T. Notice
that in both cases, when m = 2, one can construct quadrature formulas exact in P1[z]P1[z] and which have nodes
outside R or T, respectively.
Next, we present two examples corresponding to both situations.
Example 9. Let  be the normalized Chebyshev measure of the ﬁrst kind on [−1, 1]. Then the 2-point quadrature
formula with nodes i2 and i and corresponding weights { 23 , 13 }, that is, I2(f )= 23f ( i2 )+ 13f (i), is exact for P1[z]P1[z].
We can obtain the formula using the preceding result and we can test it from this matrix equation
⎛
⎜⎝ 1 1i
2
−i
⎞
⎟⎠
⎛
⎜⎜⎝
2
3
0
0
1
3
⎞
⎟⎟⎠
⎛
⎝1 − i2
1 i
⎞
⎠=
⎛
⎜⎝1 0
0
1
2
⎞
⎟⎠ .
Example 10. Let  be the normalized Lebesgue measure on T. Then the 2-point quadrature formula with nodes 12 and
−2 and corresponding weights { 45 , 15 }, that is, I2(f ) = 45f ( 12 ) + 15f (−2), is exact for P1[z]P1[z]. We can obtain the
formula using the preceding result and we can test it from this matrix equation⎛
⎜⎝ 1 11
2
−2
⎞
⎟⎠
⎛
⎜⎝
4
5
0
0
1
5
⎞
⎟⎠
⎛
⎜⎝1
1
2
1 −2
⎞
⎟⎠=
(1 0
0 1
)
.
Next, we are going to show another interesting example corresponding to a measure for which there does not exist
any nodal system with three points and exactness in P2[z]P2[z].
Example 11. Let  be the measure on [−1, 1]⋃T deﬁned in the following way:  is the probability uniform measure
on [−1, 1] and it is the normalized Lebesgue measure on T. Note that for this measure there does not exist any nodal
system of three points (m = 3) with exactness in P2[z]P2[z].
Proof. Since the proof is very tedious and long, we are only going to give a sketch of it. Assume that there exist
three nodes a, b and c ∈ C and three weights m, n and o such that the following functions can exactly be integrated:
1, z, z2, |z|2, |z|2z and |z|4. Taking into account that the moments are given by 〈zk, zl〉 = mk−l + ck−l with
mk =
∫ 1
−1
1
2
zk dz =
⎧⎨
⎩
0 for k odd,
1
k + 1 for k even,
and ck−l =
{1 if k = l,
0 if k = l,
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then the following equations hold:
m + n + o = 2, (5)
ma + nb + oc = 0, (6)
ma2 + nb2 + oc2 = 13 , (7)
m|a|2 + n|b|2 + o|c|2 = 43 , (8)
m|a|2a + n|b|2b + o|c|2c = 0, (9)
m|a|4 + n|b|4 + o|c|4 = 65 . (10)
For solving the preceding system we proceed in the following way.
(i) No one of the nodes is 0. Indeed if one of these nodes would be zero, for example a = 0, from (6) and (9) we
deduce that
• either o = 0, which implies n = 0 and leads to a contradiction, or
• |b|= |c|, which implies that |b|2 =|c|2 = 910 and therefore n+ o= 4027 . By solving the system formed by Eqs.
(5)–(7) we obtain that m = 2 + 13cb , n = − 13b(c−b) and o = 13c(c−b) . This leads to bc = − 940 and therefore
c = − b4 , which yields to a contradiction.
(ii) If in the subsystem (6), (9) and (7) we make the change of variable m = Ma4a , n = Nb4b and o = Oc4c , we obtain the
system of Eqs. (6), (9) and (8) for the unknowns M,N and O in the nodes a, b and c. It is clear that the system
cannot have unique solution because otherwise m = ma4a which yields a contradiction. Therefore it holds that
det
⎛
⎜⎝
a b c
|a|2a |b|2b |c|2c
|a|2 |b|2 |c|2
⎞
⎟⎠= 0
which is equivalent to
det
⎛
⎜⎝
1 1 1
|a|2 |b|2 |c|2
a b c
⎞
⎟⎠= 0. (11)
(iii) Next we are going to obtain the values of a, b and c for which (11) holds.
• It is obvious that for |a| = |b| = |c| Eq. (11) is true, but taking into account (5) and substituting in (8) and
(10) we arrive at |a|2 = 23 and |a|4 = 35 , which is impossible.• Since we can choose a such that |a| = 0, then (11) is equivalent to
det
⎛
⎜⎝
1 1 1
|a|2 |b|2 |c|2
a b c
⎞
⎟⎠= 0 if and only if det
⎛
⎜⎜⎜⎜⎜⎝
1 1 1
1
∣∣∣∣ba
∣∣∣∣
2 ∣∣∣ c
a
∣∣∣2
1
b
a
c
a
⎞
⎟⎟⎟⎟⎟⎠= 0.
(iv) Now our problem is reduced to obtain the values of b and c with |b|, |c| = 1 such that
det
⎛
⎜⎝
1 1 1
1 |b|2 |c|2
1 b c
⎞
⎟⎠= 0. (12)
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In order to study when the preceding determinant may be zero, we write b and c as follows: b=b1+b2i and c=c1+c2i.
Since the real part and the imaginary part of the determinant must be zero we get two polynomial equations.
To solve the system we obtain a Gröbner basis related to the set of polynomials, using the Buchberger algorithm (see
[3]). A Gröbner basis has the same collection of roots of the original polynomials. Computing the roots of the Gröbner
basis we obtain all solutions of Eq. (12), which do not satisfy the rest of conditions. 
4. Maximal domain of exactness
Next, we are going to obtain a result about the maximal domain of exactness, that is, the domain of validity for the
quadrature formulas.
Theorem 12. Let us consider the quadrature formula Im given by (2) and assume that it exactly integrates f ∈
Pm−1[z]Pm−1[z]. Then (2) exactly integrates f ∈ Pm−1[z]Pm[z] if and only if m(zi) = 0 ∀i = 1, . . . , m.
Proof. “⇒”Applying the orthogonality ofm(z) and the exactness we obtain 0=
∫
M
Li,m(z)m(z)=im(zi). Hence
m(zi) = 0 for all i.
“⇐” Using that m(zi) = 0 for all i we compute
Im(Li,m(z)m(z)) =
m∑
j=1
jLi,m(zj )m(zj ) = 0.
On the other hand, using the orthogonality 0 = ∫
M
Li,m(z)m(z). Hence we have exactness in Pm−1[z]Pm[z]. 
Remark 13. The preceding theorem shows the limit of the extension for the exactness of a quadrature formula in a
symmetric way. In particular we know:
(i) No one m-point quadrature formula can be exact in Pm[z]Pm[z].
(ii) Obviously (2) is exact in Pm[z]Pm−1[z] if and only if (2) is exact in Pm−1[z]Pm[z].
(iii) Applying k-times the preceding corollary we can obtain that (2) is exact in Pm−1[z]Pm+k[z] and therefore in
Pm+k[z]Pm−1[z] if and only if m+l (zi) = 0 for i = 1, . . . , m, l = 0, . . . , k.
We can apply the preceding theorem for measures supported on R or T and we obtain some known results and a new
one (Corollary 15(ii)).
Corollary 14. Let us consider the quadrature formula Im given by (2) and assume that the measure  is supported on
R. Then (2) is exact in Pm−1[z]Pm[z], or in P2m−1[z], if and only if m(zi) = 0 ∀i = 1, . . . , m.
Corollary 15. Let  be a measure supported on T. Let us consider the quadrature formula given by (2) and assume
that it exactly integrates functions in Pm−1[z]Pm−1[z]. Then the following conditions hold:
(i) If m2 then (2) cannot be exact for any of the spaces Pm−1[z]Pm[z], or Pm−1[z]Pm[ 1z ]. (Notice that in our
situation they are the same.)
(ii) If m = 1 then (2) is exact in Pk[z]P0[z], or in Pk[z] if and only if l (z1) = 0 ∀l = 1, . . . , k.
Corollary 16. Let  be a Bernstein–Szego˝ measure on T with monic orthogonal polynomial n(z) = (z − z1)zn−1 of
degree n. Then the 1-point quadrature formula I (f ) = f (z1)
∫
T d is exact for all polynomial functions.
For another proof, one can see [9]. Indeed this special 1-point quadrature formula is a straightforward consequence
of Cauchy integral so that it is also valid for any analytic function inside the unit circle. This type of quadrature formula
with unlimited exactness has been studied by the authors in [1]. The main result is about quadrature formulas for very
general measures with a ﬁnite number of nodes and such that the error can be controlled in a stable way.
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