Abstract-Random access protocols for multi-hop underwater wireless sensor networks that use control packets such as RTS/CTS have been shown to reduce or eliminate collisions between data packets, but they typically remain prone to collisions between control and data packets. Although control packets are usually much shorter than the data packets, when a control/data collision occurs, the entire data packet may have to be discarded. To reduce the effect of this type of collision, long data packet can be partitioned into smaller fragments confining the disruptive effect of a collision only to few fragments, so that only those need to be retransmitted. Despite the higher overhead (each fragment carries physical and the MAC headers and information on packet re-assembling), fragmentation reduces the overall traffic and the number of re-transmissions in the network. This technique is investigated in conjunction with the distance-aware collision avoidance protocol (DACAP). Simulation results show that data packet fragmentation offers benefits to throughput efficiency, end-to-end latency and energy consumption.
I. INTRODUCTION
Underwater wireless networking has been recognized as an enabling technology for a wide spectrum of applications that include ocean observation for scientific exploration or commercial exploitation, coastline protection, and prediction of underwater seismic and volcanic events [1] - [5] . The major challenges found in the design of underwater acoustic networks are the long propagation delay and low bandwidths. To address these issues research has been active on various topics in both deterministic and random access networks. The focus of our present work is on the latter type of network, where a number of nodes (users) access the channel in the same bandwidth, submitting their requests randomly as the demand dictates. This type of channel sharing is suitable for situations where each node's traffic is bursty, consisting of packets that arrive at a sufficiently low rate that they do not require deterministic channel allocation (in fact, it would be wasteful to allocate the channel to a node that is not using it). The nodes access the channel using a medium access control (MAC) protocol whose task is to reduce the number of packet collisions, and strike a balance between information throughput and energy consumption.
A number of MAC protocols have recently been proposed to specifically address the long-delay lowbandwidth problem of the acoustic channel [6] - [13] . Here, we focus on the Distance-Aware Collision Avoidance Protocol (DACAP) [9] , which combines carrier sensing multiple access (CSMA) principles with medium access collision avoidance (MACA). This protocol uses dedicated control packets (request-to-send/clear-to-send (RTS/CTS) and short warning packets) to prevent collisions between data packets. However, while the absence of data/data collisions is guaranteed, control/data collisions are still possible. The effect of these collisions is often neglected, but, as we shall see, they can significantly harm the system performance. In fact, it was shown recently [14] - [16] , that if the environments is characterized by frequents channels failures, in particular for Ad Hoc and resource limited sensor networks, retransmission-based protocols can lead to really long delays and possibly zero throughput channel. In a wireless setting, it is possible (and common) for two nodes that cannot directly hear each other to impair each other's reception. Figure 1 illustrates such a situation.
This situation is exacerbated in acoustic channels, where the spreading factor (path loss exponent) is low. Through extensive simulations on most of the underwater MAC protocols proposed so far, we have observed that the vast majority of packet losses are due to this type of interference [13] . Specifically, in the case of RTS/CTSbased accessà la IEEE 802.11 with the distributed coordination function, we observed that 90% of packet losses are due to interference coming from nodes that are outside of the receiver's transmission range. This occurs even in networks where the traffic is not particularly high. Moreover, many of these collisions happen between control and data packets (65% are control/data, 10% are data/data and 15% are among control packets). Although totally eliminating control/data collisions, the use of two different channels for control and data packets [17] increases the source-to-sink packet latency and it is also ineffective in case of high channel BER.
Here we investigate the use of packet fragmentation and selective repeat ARQ at the MAC level for reducing the effect of control/data collisions. By partitioning a long packet into smaller fragments we aim at confining the disruptive effect of a collision only to few fragments, so that only those need to be retransmitted, thus reducing the overall traffic and improving the throughput efficiency, end-to-end latency and energy consumption performances.
Earlier work on this topic includes [18] - [20] . In [18] the authors enhance system goodput in CSMA/CA MAC protocol using static fragmentation. In [19] , [20] , two adaptive/dynamic fragmentation algorithms are proposed, both of which utilize channel measurements to dynamically select the optimal number of fragments with minimal network overhead. All these solutions are designed for RF networks, where the propagation delay is close to zero and the bit rates are on the order of Mbps. These solutions assume that after each fragment transmission the destination replies with an ACK to give an immediate feedback to the transmitter. In underwater acoustic channels, however, this is not possible due to the low speed of sound propagation. To address this problem, we investigate the performance of DACAP with and without data packet fragmentation. Our results show that despite the higher overhead (each fragment carries physical and MAC headers and information packet re-assembling), our solution yields performance improvement in terms of throughput efficiency, end-toend latency and energy consumption.
The remainder of the paper is organized as follows. Section II describes data packet fragmentation. Performance of DACAP, using a different number of fragments for each data packet, is discussed in Section III. Concluding remarks are given in Section IV.
II. DATA PACKET FRAGMENTATION
In [21] it was shown that considering an underwater acoustic channel almost error-free (BER = 10 −6 ) longer packets offer better channel utilization. In contrast to this situation, at BER = 10 −4 , there clearly exists an optimal packet size for which the throughput efficiency is maximized. Assuming that each node has long data packets to send, in this section we investigate the use of packet fragmentation at the MAC level for reducing the effect of control/data collisions.
We assume that each node fragments a data packet into k fragments. Each fragment is associated with an ID ∈ [1 . . . k]. The k fragments are sent back to back in a group and a cumulative ACK is awaited in return. The receiver checks each fragment individually and for each fragment it sets the i-th bit of the ACK to 1 if the i-th fragment has been received correctly, and to 0 otherwise. Each receiver has to store the fragments until they can be rearranged before forwarding the data (Figures 2).
We consider two different ways of fragmenting packets.
1) Each transmitter sends out a group of k fragments and awaits the ACK, but only those fragments that are negatively acknowledged are re-transmitted in the next group, i.e., no new packet fragments are sent along with those re-transmitted. 2) Each transmitter sends out a group of k fragments and awaits the ACK. The fragments that are negatively acknowledged are placed in a new group of k fragments, i.e., the re-transmitted fragments are sent together with the new packet's, if any. We add two features to this scheme: a) If the number of old fragments waiting to be sent is h, with h ≤ k/5, then a group of k + h fragments is sent. This speeds-up the transmission of the entire data packet. Without this feature, the next group will miss h new fragments, thus requiring two transmissions instead of one. b) Old fragments are sent at the end of the group. The reason for this is that fragments at the beginning of the group are more likely to be affected by control/data collision and interference, due to the underwater propagation delay. Using these schemes, we investigate the performance of DACAP. We refer to the protocol simply as DACAP if the first method of fragmentation is used, and DACAP-A if the second method is used.
III. PERFORMANCE EVALUATION
DACAP was implemented in the VINT project ns-2 simulator [22] extended to include key characteristics of the underwater environment such as 3D deployment, propagation at the speed of sound, and acoustic path loss that depends on the distance and frequency.
A. Simulation scenario
We consider a scenario with 100 static nodes placed on the seafloor at a depth of 200m. The nodes are randomly and uniformly scattered within a 4km × 4km footprint. Packets are transmitted from the nodes to a common sink (data collection point) located centrally on the surface. All nodes have the same transmission radius R = 1000m. Communication occurs in a multi-hop fashion, over shortest path routes, which are pre-determined. The receiving power and the idle power are set to 100mW. The transmission power, as well as the carrier frequency, are computed according to [23] , so as to achieve the SNR of 20dB at a distance of R. The transmission power is set to 4930mW. The nodes are equipped with half-duplex acoustic modems transmitting at a carrier frequency of 24KHz with a bandwidth efficiency of 1bps/Hz. We consider a basic (raw) transmission rate of 2000bps. The data payload size is set to 3000B, so as to optimize the throughput efficiency [21] . Two different values of BER are considered, 10 −6 and 10 −4 . Traffic is generated according to a Poisson process with aggregate (networkwide) rate λ packets per seconds. We also define the normalized packet rate as λ = λT pack , whose values are considered in the range 0 to 1 packets per packet time. The packet time used here is the one corresponding to transmission at full rate, i.e., Once a packet is generated it is associated with a source selected randomly among all the nodes. The destination of all the packets is the sink. The total size of the data packet is given by the payload plus the headers added by different layers (physical through network). The physical layer header contains all the information needed by the modem to start receiving a packet (synchronization preamble, delimiters, etc.). A synchronization peering time is taken to be 10ms. We consider the cases with no fragmentation, and different numbers of fragments per packet. The number of fragments ranges from 5 to 100, in increments of 5. Each fragment carries physical and MAC headers and information on packet re-assembling. The MAC header contains the sender's ID, the destination's ID and the packet type if needed. The re-assembling information added to each fragment is set to 3B and it includes the remaining number of fragments in the group that the transmitter is sending, the ID of the fragment within the data packet, and the total number of fragments for the data packet (in this way it is possible to vary the number of fragments for each data packet). The MAC header length is set to 3B, while the ACK length is set to 3B plus the number of bytes containing the information to ack or nack the fragments that have been sent. The size of the RTS and CTS packets is set to 6B each. The size of each fragment is set to the number of bytes containing N b /k bits, where k is the number of fragments into which each data packet is partitioned.
To correctly receive each packet (control or data) the signal to interference ratio at the receiver is required to be SIR ≥ 15dB. Each node has a buffer of 30KB where data coming from the upper layers are stored before transmission. Whenever the buffer is full and a new packet arrives, the oldest packet is discarded. We also limit the number of packets that can be stored to 50, so that the nodes are not filling their buffers with old information.
Our implementation of DACAP mandates to abandon RTS transmission after 7 failed attempts to access the channel, and to discard a data packet after 7 failed retransmissions. Every point depicted in our figures was obtained by averaging over the number of simulations needed to achieve a statistical confidence of 95% with a 5% precision.
B. Performance metrics
The following metrics have been used to assess the system performance.
1) Throughput efficiency, defined as the ratio between the bit rate delivered to the sink (correct bits) and the bit rate offered to the network, N b λ.
2) Energy per bit, defined as the energy consumed by the network to correctly deliver a bit of data to the sink.
3) End-to-end latency per meter, defined as the time between packet generation and the time when it is correctly received by the sink, divided by the distance between the source and destination. Normalization by the distance is used to unify the performance over a varying coverage area (a large area will entail proportionately large propagation delay). This metric is computed only for the packets correctly delivered, and averaged over all the packets.
4) Route length, defined as the average number of hops traversed by packets correctly delivered to the sink.
In what follows we discuss these performance measures as functions of the offered load and different BERs. Figure 3 . This figure indicates the advantage of fragmenting long packets. We can see how using at least two fragments increases the number of correctly delivered packets. Increasing the number of fragments increases the overhead, and for this reason, there exists an optimal number of fragments from the viewpoint of throughput efficiency. This optimal number is listed in Table I for two values of the BER. Figure 3(a) shows that when the traffic load increases and the number of control/data collisions becomes higher, DACAP without fragmentation (first point in the curves) exhibits a throughput efficiency of 0.4, while DACAP with fragmentation and DACAP-A achieve an efficiency of 0.65 and 0.7, respectively. DACAP-A performs slightly better than DACAP (with fragmentation) because it reduces the total number of channel accesses. Figure 3(b) shows remarkable improvement in data delivery at all traffic loads. There exists a smallest number of fragments for which the performance can be brought to its best. More importantly, we note that this number, which is on the order of 30 for the example considered, is practically manageable.
C. Simulation results

1) Throughput efficiency is shown in
2) Energy consumption per bit is shown in Figure 4 . These results reveal another advantage of fragmentation: Reducing the effect of control/data collisions reduces the overall energy consumption, despite the fact that a higher overhead is introduced for each data transmission. The greatest advantage comes at high traffic and higher BER. In these cases, DACAP saturates and the throughput efficiency decreases, but the energy wasted is considerably less than in the case of no fragmentation. At the lower BER, DACAP saves about 25% of energy using 15 fragments instead of sending the entire packet. At the higher BER, the use of more than one fragment results in much higher energy savings. The best results are achieved, as said before, using about 30 fragments.
3) Packet latency per meter is shown in Figure 5 . Differently from multiplexing control and data channels [17] , Figure 5 (a) shows how the use of packet fragmentation can reduce the packet latency. Packet latency per meter, especially at higher traffic load, is much lower. Hence, choosing the number of fragments close to the optimum, higher throughput efficiency, lower energy consumption, and shorter packet latency are obtained simultaneously ( Table I ). Note that for longrange transmissions, a small reduction in latency for each meter can reduce the overall end-to-end packet latency by minutes.
Considering a number of fragments ranging from 10 to 15 at medium-high traffic load ( Figure 5(a) ), DACAP-A shows a packet latency per meter of about 0.5s while that of DACAP without fragmentation is 1s, i.e., without fragmentation the end-to-end latency is twice longer. At high BER, without fragmentation, many packet are lost due to errors. As we can see from Figure 6 (b), with no fragmentation only nodes close to the sink are able to correctly deliver data. This means that communications coming from nodes far away in the network are lost and never make it to the sink, reducing the traffic load in the sink area and reducing the packet latency. In comparison, fragmentation considerably reduces the BER effect and increases the "fairness." 4) Route length is shown in Figure 6 . The average number of hops is seen to decrease with traffic. This means that as the number of re-transmissions increases and the network becomes congested, nodes closer to the sink are those that deliver more packets successfully. This is confirmed by the fact that a node is on the average 2.35 hops away from the sink, but that the average number of hops traveled by a successful packet, when the traffic is high, is less than this quantity. Packet fragmentation significantly reduces this effect allowing nodes far away in the network to correctly deliver data to the sink avoiding unfairness on packet delivery. This effect is particularly pronounced in case of high BER ( Figure 6(b) ).
IV. CONCLUSIONS
The use of packet fragmentation and selective repeat ARQ was considered for random access underwater networks that use MAC protocols based on RTS/CTS exchange. We focused on a particular MAC protocol, the delay-aware collision avoidance protocol (DACAP). The goal in doing so was to confine the disruptive effect of a collision to only few fragments, so that only those need to be re-transmitted, thus reducing the overall traffic. Fragmentation was shown to increase throughput efficiency, while simultaneously reducing end-to-end latency and energy per bit consumption. The benefits of fragmentation are particularly pronounced at low BER values, which are typical of highly distorted underwater acoustic channels.
