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By the Giambruno–Zaicev theorem (Giambruno and Zaicev, 1999)
[5], the exponent exp(A) of a p.i. algebra A exists, and is always
an integer. In Berele and Regev (2001) [2] it was shown that the
exponent exp(Stn) of the standard polynomial Stn of degree n is
not smaller than the exponent of any polynomial of degree n. Here
it is proved that exp(Stn) is strictly larger than the exponent of any
other polynomial of degree n which is not a multiple of Stn .
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1. Introduction
Let A be an algebra satisfying a non-trivial polynomial identity (p.i. algebra) over a ﬁeld F of
characteristic zero and let cn(A), n = 1,2, . . . , be its sequence of codimensions. Recall that if Id(A) is
the T-ideal of polynomial identities of A, then cn(A) = dim Vn/(Vn ∩ Id(A)), where Vn is the space of
multilinear polynomials of degree n in x1, . . . , xn .
The sequence of codimensions is an important invariant of Id(A) and, since Regev showed that
cn(A), n = 1,2, . . . , is exponentially bounded [11], much interest has been focused on its asymptotic
behavior. In [5] Giambruno and Zaicev proved that exp(A) = limn→∞ n√cn(A) exists and is an integer,
called the exponent of A (or of the T-ideal of identities of A). They also gave a recipe for computing
exp(A), based on the structure of an algebra p.i.-equivalent to A. We also write exp(A) = exp(T )
when T = Id(A).
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verbally prime T-ideals. They are described as follows. Let G be the inﬁnite dimensional Grassmann
algebra and G = G0 ⊕ G1 its natural Z2-grading. Then a T-ideal T is verbally prime if T = Id(A)
where A is either Mk(F ), the algebra of k × k matrices over F , or Mk(G), or Mp,q . Here Mp,q is the
subalgebra of Mp+q(G) of block matrices with blocks p × p and q × q on the main diagonal with
entries from G0 and off-diagonal entries from G1. It turns out that exp(Mk(F )) = k2, exp(Mk(G)) =
2k2 and exp(Mp,q) = (p + q)2 [1,12].
The computation of the exponent is related to that of a product of verbally prime T-ideals. In fact in
[6] and [2] it was shown that exp(A) is the maximum value of exp(P1 · · · Pt) = exp(P1)+· · ·+exp(Pt)
where P1, . . . , Pt are verbally prime T-ideals with Id(A) ⊆ P1 · · · Pt .
Let Stn denote the standard polynomial of degree n. One of the ﬁrst major results in the theory of
p.i. algebras is the celebrated Amitsur–Levitzki theorem [3,4], saying that the algebra Mk(F ) satisﬁes
the identity St2k = 0. In [2, Theorem 3.1] it was shown that if f is any non-zero polynomial of degree
deg( f ) = n 4 then
exp( f )
⌊
deg( f )/2
⌋2
, while exp(Stn) =
⌊
deg(Stn)/2
⌋2 = 	n/2
2.
In particular, for an arbitrary polynomial f of degree n, exp( f )  exp(Stn). Let T ( f ) denote the T
ideal generated by f . We verify below that if 0 = f ∈ V2m+1 ∩ T (St2m) then again
exp( f ) = ⌊deg( f )/2⌋2 (=m2),
provided m 2, see Section 3.1.
The main result in this paper states that in all other cases exp( f ) < 	deg( f )/2
2, see Theorem 3.2.
In other words, the equation exp( f ) = 	deg( f )/2
2 characterizes the standard polynomials Stn up to
a scalar multiple. Comparing codimensions we deduce the following: for such f let deg( f ) = d, then
cn( f ) < cn(Std) provided that n is large enough. This means that dimension-wise, standard polynomi-
als generate the smallest T ideals, and in that sense they are strictly the weakest identities among
the polynomials of a given degree.
In various places in this paper we apply the following proposition.
Proposition 1.1. Let f1, f2 be polynomials in distinct sets of variables such that exp( f1),exp( f2) 1. Then
exp( f1 f2) = exp( f1) + exp( f2). Similarly – with any number of polynomials f1, . . . , fr .
Proof. By [2, Theorem 2.4] (see also [6]), for any polynomial f , exp( f ) is the maximum value
of exp(P1 · · · Pm), where P1, . . . , Pm run over all verbally prime T-ideals such that f ∈ P1 · · · Pm . Hence
let f1 f2 ∈ P1 · · · Pm and exp( f1 f2) = exp(P1 · · · Pm).
Claim 1. f1, f2 /∈ P1 · · · Pm .
In fact, suppose f1 ∈ P1 · · · Pm and let Q 1, . . . , Qt be verbally prime T-ideals such that f2 ∈
Q 1 · · · Qt and exp( f2) = exp(Q 1 · · · Qt) 1. Then f1 f2 ∈ P1 · · · PmQ 1 · · · Qt and
exp( f1 f2) exp(P1 · · · PmQ 1 · · · Qt) = exp(P1 · · · Pm) + exp(Q 1 · · · Qt) > exp(P1 · · · Pm),
a contradiction. Similarly in case f2 ∈ P1 · · · Pm . This proves the claim.
Claim 2. There exists k such that f1 ∈ P1 · · · Pk and f2 ∈ Pk+1 · · · Pm .
This follows directly from Claim 1 and from [7, Theorem 8.4.4], see Theorem 1.2 below.
It follows that exp( f1) = exp(P1 · · · Pk). If not, there exist verbally prime T-ideals Q 1, . . . , Qt
with f1 ∈ Q 1 · · · Qt and exp(Q 1 · · · Qt) > exp(P1 · · · Pk). In this case f1 f2 ∈ Q 1 · · · Qt Pk+1 · · · Pm and
exp(Q 1 · · · Qt Pk+1 · · · Pm) > exp(P1 · · · Pm), contrary to the maximality of exp(P1 · · · Pm).
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exp(P1 · · · Pm) = exp(P1 · · · Pk)+exp(Pk+1 · · · Pm) = exp( f1)+exp( f2) and the proof is completed. 
We quote
Theorem 1.2. (See [7, Theorem 8.4.4].) Let I1, . . . , Im be verbally prime T -ideals and let I = I1 · · · Im. If P , Q
are T -ideals such that P Q ⊆ I , then either P ⊆ I or Q ⊆ I , or there exists 1 km−1 such that P ⊆ I1 · · · Ik
and Q ⊆ Ik+1 · · · Im.
2. A lower bound for pideg(Mp,q)
Let A be a p.i. algebra, then recall that the minimal degree of an identity of A is called the
p.i. degree of A, denoted pideg(A). As usual, G denotes the inﬁnite dimensional Grassmann algebra,
with the usual decomposition G = G0 ⊕ G1. Important ingredients in the proof of Theorem 3.2 are
lower bounds for the pideg of the verbally prime algebras.
(1) By the Amitsur–Levitzki theorem [3,4], pideg(Ma(F )) = 2a.
(2) By [2, Section 3], pideg(Mb(G)) 7+ 3(b − 2) = 3b + 1 provided b 2.
(3) Note that pideg(M1,1) = 5 [10]. The next proposition provides the needed lower bound for
pideg(Mp,q).
Proposition 2.1. Let p + q 3, p,q 1, then pideg(Mp,q) 2(p + q) + 3.
Before proving this proposition we make some remarks about the algebras Mp,q . First,
Mp,q = span{gi, jei, j | gi, j ∈ G0 if 1 i, j  p or p + 1 i, j  p + q, and gi, j ∈ G1 otherwise}.
Let A ⊂ Mp+1,q and B ⊂ Mp,q+1 be the following two subalgebras:
A = span{gi, jei, j ∈ Mp+1,q | i, j = p + 1},
B = span{gi, jei, j ∈ Mp,q+1 | i, j = p + q + 1},
with appropriate gi, j ∈ G0 ∪ G1. Then A, B ∼= Mp,q .
The proof of Lemma 2.2 below easily generalizes to the algebras Mp,q , and that slightly generalized
argument then proves Proposition 2.1.
Lemma 2.2. Let f ∈ Vn be an identity of Mk+1(F ), write
f =
∑
σ∈Sn
ασσ =
∑
σ∈Sn−2
ασ xσ (1) · · · xσ (n−2)xn−1xn + other terms
and denote
p(x1, . . . , xn−2) :=
∑
σ∈Sn−2
ασ xσ (1) · · · xσ (n−2).
Then p is an identity of Mk(F ).
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A = span{ei, j ∈ Mk+1(F )
∣∣ i, j = r},
then A ∼= Mk(F ). Let m1, . . . ,mn−2 ∈ A and show that p(m1, . . . ,mn−2) = 0. Assume not, then
p(m1, . . . ,mn−2) =
k+1∑
r =i, j=1
αi, jei, j = 0.
So assume αi,s = 0, then
p(m1, . . . ,mn−2)es,rer,r =
k+1∑
r =i=1
αi,sei,r = 0.
Thus
0= f (m1, . . . ,mn−2, es,rer,r) = p(m1, . . . ,mn−2)es,rer,r + 0 = 0,
contradiction. 
This lemma implies that pideg(Mk+1(F ))  pideg(Mk(F )) + 2, which is well known since
pideg(Mk(F )) = 2k.
Lemma 2.3. For all p,q,
pideg(Mp+1,q), pideg(Mp,q+1) pideg(Mp,q) + 2.
Proof. Repeat the proof of Lemma 2.2, with gi, jei, j replacing ei, j . In the case of Mp+1,q choose the
index r = p + 1. And in the case of Mp,q+1 choose the index r = p + q + 1. 
Proof of Proposition 2.1. Since p,q  1 and p + q  3, the smallest possibility for p,q is 2,1 or 1,2.
It is shown in [13] that pideg(M2,1)  9 = 2(2 + 1) + 3. Proceed now by induction on p going from
Mp,q to Mp+1,q , and by induction on q, going from Mp,q to Mp,q+1. This yields the proof. 
3. Maximality of exp(Stn)
3.1. The subspaces Wn,d
Deﬁnition 3.1. Let T (Stn) denote the T -ideal generated by Stn . Denote Wn,d = T (Stn) ∩ Vd .
Thus Wn,n = T (Stn) ∩ Vn = F · Stn . Also, Wn,n+1 is spanned over F by the polynomials obtained by
acting with the symmetric group Sn+1 on the following set of polynomials:
{
xn+1Stn[x1, . . . , xn], Stn[x1, . . . , xn]xn+1, Stn[x1 . . . , xixn+1, . . . , xn], Stn[x1 . . . , xn+1xi, . . . , xn]
}
where 1 i  n. Note that by [9] all the identities of Mk(F ) of degree 2k+ 1 are consequences of the
standard identity St2k , namely Id(Mk(F )) ∩ V2k+1 = W2k,2k+1.
If 0 = f ∈ W2m,2m then f = αSt2m where 0 = α ∈ F , so exp( f ) =m2 = 	deg( f )/2
2.
Claim. Let 0 = f ∈ W2m,2m+1 where m 2, then exp( f ) =m2 = 	deg( f )/2
2.
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2 =m2.
Conversely, f ∈ T (St2m), so T (St2m) ⊇ T ( f ), hence cn(St2m)  cn( f ), which implies that m2 =
exp(St2m) exp( f ). 
For m = 1 let f = [[x1, x2], x3] ∈ W2,3 then exp( f ) = 2 > 1 = 	3/2
2 = 	deg( f )/2
2, hence the
above claim fails. The next theorem shows that the above are the only cases of the equality exp( f ) =
	deg( f )/2
2, and in all other cases, exp( f ) < 	deg( f )/2
2.
3.2. The main result
Theorem 3.2. Let f ∈ Vn, n 6.
(1) Let n = 2m. If f /∈ W2m,2m = F · Stn (namely if f is not a scalar multiple of Stn) then exp( f ) < exp(Stn).
(2) Let n = 2m + 1. If f /∈ W2m,2m+1 then again exp( f ) < exp(Stn).
Proof. We recall that exp( f ) is the maximum value of exp(P1 · · · Pk), where P1, . . . , Pk run over all
verbally prime ideals such that f ∈ P1 · · · Pk .
So let exp( f ) = exp(P1, . . . , Pr+s+t) where
f ∈ P1 · · · Pr+s+t, (1)
and P1, . . . , Pr+s+t are the ideals of identities of the corresponding algebras Ma1 (F ), . . . ,Mar (F ),
Mp1,q1 , . . . ,Mps,qs , Mb1(G), . . . ,Mbt (G), in some order. Then
exp( f ) = a21 + · · · + a2r + (p1 + q1)2 + · · · + (ps + qs)2 + 2
(
b21 + · · · + b2t
)
. (2)
We ﬁrst prove the theorem in the case that r + s+ t = 1, namely one verbally prime algebra, then we
prove it for the other cases r + s + t  2.
3.2.1. The case r + s + t = 1
Here exp( f ) = exp(A) where either A = Ma(F ) or A = Mp,q or A = Mb(G). And in each of these
cases we need to consider the subcases n = 2m and n = 2m+ 1, where n = deg( f ).
The case A = Ma(F ) and n = 2m.
Here deg( f ) = n = 2m, exp( f ) = exp(Ma(F )) = a2, and f is an identity of Ma(F ). By assumption
f /∈ F · St2a hence 2a + 1 deg( f ) [3,4], therefore 2a + 2 n since n = deg( f ) is even. Thus
exp( f ) = a2 < (a + 1)2  	n/2
2.
The case A = Ma(F ) and n = 2m + 1.
Again exp( f ) = exp(Ma(F )) = a2, and f is an identity of Ma(F ), now of odd degree n. Hence,
again by [3,4], 2a+1 n. If n = deg( f ) = 2a+1 then a =m and by [9] we must have f ∈ W2a,2a+1 =
W2m,2m+1, contrary to the assumption that f /∈ W2m,2m+1. Thus 2a + 1 < deg( f ), and being odd, it
follows that 2a + 3 deg( f ) = n. We deduce that
exp( f ) = a2 < (a + 1)2 = ⌊(2a + 3)/2⌋2  	n/2
2.
Note. In the cases A = Mp,q or A = Mb(G), namely f ∈ Id(Mp,q) or f ∈ Id(Mb(G)), we show that
exp( f ) < 	deg( f )/2
2 = 	n/2
2. Hence, this in particular holds with the extra condition that f /∈
W2m,2m,W2m,2m+1.
The case A = Mp,q . Assume ﬁrst that A = M1,1. Since 6 n = deg( f ), we get
exp( f ) = exp(M1,1) = 4< 9= 	6/2
2 
⌊
deg( f )/2
⌋2
.
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2(p + q) + 3 n = deg( f ) and we get:
exp( f ) = exp(Mp,q) = (p + q)2 < (p + q + 1)2 
⌊
deg( f )/2
⌋2
.
The case A = Mb(G). If b = 1 then, since 6 deg( f ),
exp( f ) = exp(G) = 2< 3 deg( f )/2 ⌊deg( f )/2⌋2.
When b 2 we know that 3b + 1 pideg(Mb(G)). Thus 3b + 1 deg( f ) and we get
exp( f ) = exp(Mb(G)
)= 2b2 < ⌊(3b + 1)/2⌋2  ⌊deg( f )/2⌋2.
Here we used the fact that for 2 b, 2b2 < 	(3b + 1)/2
2, which is easily veriﬁed in the cases b even
and b odd.
3.2.2. The case r + s + t  2
Here we apply the following three facts, that pideg(Ma(F )) = 2a, that 2(p + q) pideg(Mp,q) and
that 3b  pideg(Mb(G)). It follows from (1) that
2(a1 + · · · + ar) + 2
(
(p1 + q1) + · · · + (ps + qs)
)+ 3(b1 + · · · + bt) deg( f ).
Thus, together with (2), the proof of the case r + s + t  2 clearly follows from the following lemma.
Lemma 3.3. Let r + s + t  2 and
2(a1 + · · · + ar) + 2
(
(p1 + q1) + · · · + (ps + qs)
)+ 3(b1 + · · · + bt) n, (3)
then
a21 + · · · + a2r + (p1 + q1)2 + · · · + (ps + qs)2 + 2
(
b21 + · · · + b2t
)
< 	n/2
2. (4)
Note. Since pi + qi play the same role as a j , the proof follows from the following lemma.
Lemma 3.4. Let r + t  2 and
2(a1 + · · · + ar) + 3(b1 + · · · + bt) n, (5)
then
a21 + · · · + a2r + 2
(
b21 + · · · + b2t
)
< 	n/2
2. (6)
Proof. The proof is divided to the cases
∑
i bi being even and being odd.
(1) The case
∑
i bi = 2k. If t = 0 then k = 0, and In that case r  2, hence
∑
i< j aia j  1, so
∑
i a
2
i <∑
i a
2
i + 2
∑
i< j aia j . By (3) 2(a1 + · · · + ar) n, hence a1 + · · · + ar  	n/2
. Thus
∑
i
a2i <
∑
i
a2i + 2
∑
i< j
aia j = (a1 + · · · + ar)2  	n/2
2,
which proves (6) in this case.
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, so
9k2 
∑
i
a2i + 2
∑
i< j
aia j + 9k2  	n/2
2,
and it suﬃces to show that 2(b21 + · · · + b2t ) < 9k2. This follows since
∑
i bi = 2k, so
∑
i
b2i 
∑
i
b2i + 2
∑
i< j
bib j = 4k2, therefore 2
∑
i
b2i  8k2 < 9k2.
(2) The cases
∑
i bi = 2k + 1. Now (3) says that 2(a1 + · · · + ar) + 6k + 3 n, hence a1 + · · · + ar +
3k + 1 	n/2
. Squaring both sides, deduce that
∑
i
a2i + 2
∑
i< j
aia j + 2(3k + 1)
∑
i
ai + (3k + 1)2  	n/2
2,
hence to prove (6) it suﬃces to show that
2
∑
i
b2i < 2
∑
i< j
aia j + 2(3k + 1)
∑
i
ai + (3k + 1)2.
From
∑
i bi = 2k + 1 deduce that 2
∑
i b
2
i = 2(2k + 1)2 − 4
∑
i< j bib j , hence it suﬃces to show that
8k2 + 8k + 2− 4
∑
i< j
bib j < 2
∑
i< j
aia j + 2(3k + 1)
∑
i
ai + (3k + 1)2. (7)
Since
∑
i bi = 2k + 1, t  1.
The sub case t = 1. Then r  1, so ∑i ai  1 which implies that
r.h.s (7) 2(3k + 1) + (3k + 1)2 = 9k2 + 12k + 3 while
l.h.s (7) 8k2 + 8k + 2.
The sub case t > 1. Then
∑
i< j bib j  1 so
l.h.s (7) 8k2 + 8k − 2 while
r.h.s (7) (3k + 1)2. Thus r.h.s (7) − l.h.s (7) = (k − 1)2 + 2> 0.
This completes the proof of Lemma 3.4. 
The proof of Theorem 3.2 is now complete. 
4. Concluding remarks
Remark 4.1. The theorem fails for n = 5: let h = [[[x, y], [u, v]], z], then we show below that
exp(h) = 4, so exp(h) = 	deg(h)/2
2, but h ∈ V5 \ W4,5. It is proved in [10] that h is an identity
of M1,1.
Proposition 4.2. If f = 0 is an identity of degree 5 of M1,1 , then exp( f ) = 4. Thus f ∈ V5 \ W4,5 but
exp( f ) = 	deg( f )/2
2 .
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P1 · · · Pr+s+t , and (2) holds.
Suppose r + s+ t = 1. If A = Ma(F ) then f ∈ Id(Ma(F )), 4 exp( f ) = exp(Ma(F )) and deg( f ) = 5,
which implies that a = 2 and f is a consequence of St4, a contradiction to f ∈ Id(M1,1). If A = Mp,q ,
then p = q = 1 and exp( f ) = 4, as wished. If A = Mb(G), since pideg(Mb(G))  3b and deg( f ) = 5,
we must have b = 1, but then exp( f ) = exp(G) = 2< 4 exp( f ), a contradiction.
Now suppose that r + s + t  2. by (3),
2(a1 + · · · + ar) + 2
(
(p1 + q1) + · · · + (ps + qs)
)+ 3(b1 + · · · + bt) 5,
and the only possibilities are r = 2 and r = t = 1. In the ﬁrst case f ∈ Id(F ) Id(F ), but
exp(Id(F )Id(F )) = 2 < 4  exp( f ). If r = t = 1, f ∈ Id(F ) Id(G) or f ∈ Id(G)Id(F ) and in both cases
we would get exp( f ) = 3, a contradiction. 
Conjecture 4.3. Let A be a p.i. algebra with pideg(A) = d and A satisﬁes a Capelli identity. Let
χn(A) =
∑
λn
mA(λ)χ
λ and χn(Std) =
∑
λn
mStd (λ)χ
λ
be the corresponding cocharacters of A and of Std. Then for all n and λ  n
mA(λ)mStd (λ).
Recall that exp(St6) = exp(St7) = 9. It is not diﬃcult to compute a polynomial g ∈ Vn , n = 6 or 7,
with the next largest exponent exp(g). We have
Remark 4.4. Let g6 = St4[x1, . . . , x4] · [x5, x6] and g′6 = [x5, x6] · St4[x1, . . . , x4], then by Proposition 1.1
exp(g6) = exp(g′6) = 4+1= 5. If f ∈ V6 is such that 5 exp( f ) < 9, then f is a multiple of g6 or g′6.
Proof. As in the proof of Theorem 3.2, let f ∈ Id(A) = P1 · · · Pr+s+t and exp( f ) satisﬁes (2).
Let r + s + t = 1. If A = Ma(F ), a  3 and exp( f ) = 1 or 4 or 9. If A = Mp,q , p + q = 2 and
exp( f ) = 4, whereas if A = Mb(G), b = 1 and exp( f ) = 2.
Thus, all three possibilities lead to contradictions, hence we must have r + s + t  2. But then,
by (4), since exp( f ) < 9, we get a1, . . . ,ar  2, p1 + q1, . . . , ps + qs  2 and b1, . . . ,bt  1.
Recall that the minimal degree of an identity of M2(F ) is 4, of M1,1 is 5 and of G is 3. Hence,
since deg( f ) = 6, we get
2(a1 + · · · + ar) + 5ε + 3ε1 + 3ε2  6,
for some ε, ε1, ε2 ∈ {0,1}. Since r + s + t > 1, ε = 0, and we get the following possibilities:
(1) r = 3, ε1 = ε2 = 0 and a1 = a2 = a3 = 1. Hence exp( f ) = 3.
(2) r = 1, ε1 = 1, ε2 = 0 and a1 = 1. Hence exp( f ) = 3.
(3) r = 0, ε1 = ε2 = 1. Hence exp( f ) = 4.
(4) r = 2, ε1 = ε2 = 0 and a1  2, a2 = 1. Hence if a1 = a2 = 1, exp( f ) = 2 and if a1 = 2, a2 = 1
we get exp( f ) = 5. In this last case f ∈ Id(F )Id(M2(F )) or f ∈ Id(M2(F )) Id(F ). Recalling that
deg( f ) = 6, f must be a multiple of g6 or g′6. 
By making the obvious changes in the proof above, one can also show the following
Remark 4.5. Let g7 = St4[x1, . . . , x4] · [[x5, x6], x7] and g′7 = [[x5, x6], x7] ·St4[x1, . . . , x4], then by Propo-
sition 1.1 exp(g7) = exp(g′7) = 4 + 2 = 6. If f ∈ V7 is such that 6 exp( f ) < 9, then f is a multiple
of g7 or g′7.
82 A. Giambruno, A. Regev / Journal of Algebra 335 (2011) 74–82Question 4.6. In general, we look for a polynomial g ∈ Vn with the next largest exponent exp(g). Here are
some speciﬁc questions.
(1) Let g2m = St2m−2[x1, . . . , x2m−2] · [x2m−1, x2m], then by Proposition 1.1 exp(g2m) = (m − 1)2 + 1. Is it
true that g2m has the next largest exponent exp(g2m) in V2m?
(2) Let g2m+1 = St2m−2[x1, . . . , x2m−2] · [[x2m−1, x2m], x2m+1], then by Proposition 1.1 exp(g2m+1) =
(m− 1)2 + 2. Is it true that g2m+1 has the next largest exponent in V2m+1?
References
[1] A. Berele, A. Regev, On the codimensions of the verbally prime p.i. algebras, Israel J. Math. 91 (1995) 239–247.
[2] A. Berele, A. Regev, Exponential growth for codimensions of some p.i. algebras, J. Algebra 241 (1) (2001) 118–145.
[3] S.A. Amitsur, J. Levitzki, Minimal identities for algebras, Proc. Amer. Math. Soc. 2 (1950) 449–463, see also in: Selected
Papers of S.A. Amitsur with Commentary, Part 2, Amer. Math. Soc., 2001, pp. 7–21.
[4] S.A. Amitsur, J. Levitzki, Remarks on minimal identities for algebras, Proc. Amer. Math. Soc. 2 (1951) 320–327, see also in:
Selected Papers of S.A. Amitsur with Commentary, Part 2, Amer. Math. Soc., 2001, pp. 23–30.
[5] A. Giambruno, M. Zaicev, Exponential codimension growth of P.I. algebras: An exact estimate, Adv. Math. 142 (1999) 221–
243.
[6] A. Giambruno, M. Zaicev, Codimension growth and minimal superalgebras, Trans. Amer. Math. Soc. 355 (2003) 5091–5117.
[7] A. Giambruno, M. Zaicev, Polynomial Identities and Asymptotic Methods, Math. Surveys Monogr., vol. 122, Amer. Math.
Soc., Providence, RI, 2005.
[8] A.R. Kemer, Ideals of Identities of Associative Algebras, Transl. Math. Monogr., vol. 87, Amer. Math. Soc., Providence, RI,
1991.
[9] U. Leron, Multilinear identities of the matrix ring, Trans. Amer. Math. Soc. 183 (1973) 175–202.
[10] A.P. Popov, On the identities of the matrices over the Grassmann algebra, J. Algebra 168 (1994) 828–852.
[11] A. Regev, Existence of identities in A ⊗ B , Israel J. Math. 11 (1972) 131–152.
[12] A. Regev, Codimensions and trace codimensions are asymptotically equal, Israel J. Math. 42 (1984) 246–250.
[13] U. Vishne, Polynomial identities of M2(G), Comm. Algebra 30 (1) (2002) 443–454.
