Abstract. We propose a semi-supervised learning based computational model for aesthetic classification of short animation videos, which are nowadays part of many web pages. The proposed model is expected to be useful in developing an overall aesthetic model of web pages, leading to better evaluation of web page usability. We identified two feature sets describing aesthetics of an animated video. Based on the feature sets, we developed a Naïve-Bayes classifier by applying Co-training, a semi-supervised machine learning technique. The model classifies the videos as good, average or bad in terms of their aesthetic quality. We designed 18 videos and got those rated by 17 participants for use as the initial training set. Another set of 24 videos were designed and labeled using Co-training. We conducted an empirical study with 16 videos and 23 participants to ascertain the efficacy of the proposed model. The study results show 75% model accuracy.
Introduction
Usability professionals over the years have been working extensively on developing methods and techniques to determine the usefulness of interactive systems. These activities are sought to be augmented in recent years with the studies on measuring perceived usability of the system, which relies heavily on aesthetics [7] . Postrel [9] contented that the 21st century is the "age of aesthetics". The contention may well be true in the context of interactive systems, as the large number of recent works show [3, 17, 20, [28] [29] [30] . Web pages are good examples to consider the importance of aesthetics in interactive system design. Most of the pages contain various types of information, put together using various design patterns. Consequently, the complexity of the interfaces in terms of information content and layout is usually high. Evidently, the aesthetics of the design determines to a great extent its acceptability (and therefore, usability) to the users [11, 12, 18, 19, 22, 23] .
While the role of aesthetics on usability is clear, the problem lies in measuring it. Usability studies depend on quantifiable measurements. However, development of such measures for evaluating aesthetic quality of an interactive system is still in its infancy, primarily because of the perception that "aesthetics is subjective." While it is true to an extent, it is not impossible to develop quantitative measures of web page aesthetics, as reported in [16, 24] . Both these works actually demonstrate the possibility of computational modeling of aesthetics. The advantage of having a computational model is in the ability to evaluate aesthetic quality of an interface automatically, thereby making it possible to integrate the model as a tool in a web page design environment so that the designer can check their design quickly.
In this work, we propose a model to compute aesthetics of short animation videos, which are embedded in many of the web pages nowadays. This work is part of a larger goal of computational modeling of whole web page aesthetics. We base our work on the philosophy that modeling component aesthetics and then combining those models will lead to an overall web page aesthetics model.
We propose a semi-supervised learning model to compute aesthetics of short videos. The model is essentially a Naïve-Bayes classifier, which classifies a video into one of the three classes: good, average and bad with respect to its aesthetic quality. On the basis of a study of 18 web pages and prior work on this field, we identified two feature sets to capture short video characteristics with respect to its aesthetic quality. The feature sets are used in a co-training method to develop the classifier. We validated our model with an empirical study involving 16 videos and 23 participants. The feature sets, the co-training method and the validation study are described in this paper.
The paper is organized as follows. In Section 2, we discuss the related works reported in the literature along with their limitations that we address in this work. The development of the proposed model is detailed in Section 3. The empirical study conducted to evaluate the model performance is reported in Section 4. In Section 5, we discussed the strengths and limitations of the proposed model along with the scope for further works. The paper is concluded in Section 6.
Related Works
Considered as a branch of philosophy that deals with the nature of beauty, art, and taste 1 , aesthetic design has been extensively studied in the field of fine and commercial arts [1, 7] . The importance of aesthetics in human affairs has been elaborated by Maquet [13] . In fact, as early as 1984, the role of aesthetics in determining usability of interactive systems was highlighted [9] , where it was reported that a poorly designed computer screen can hinder communication. The positive effect of good graphic design and attractive displays on the transfer of information has been found by Aspillaga [2] . Elements of aesthetic considerations were present in other works as well [21, [31] [32] [33] .
Despite the presence of such early works, only the later part of the 1990s saw a spurt in activities in this area. These works included investigation of the role of aesthetics on interactive system design in general as well as on the effects of aesthetics in specific interaction domains. Researchers argued about the role of aesthetics in interactive system design [27] . Set of guidelines for screen design, keeping in mind the aesthetic aspect, were proposed [8] . In the context of e-learning, the effect of aesthetically pleasing layouts on the student's motivation to learn has been reported [26] . Szabo and Kanuka [25] found that subjects who used the lesson with good design principles completed the lesson in less time and had a higher completion rate than those who used the lesson with poor design principles.
A typical scenario where aesthetics play important role in the overall usability of the system is the design of web pages. Relationship between visual appeal and perceived usability of web pages was investigated in Lindgaard et al. [12] . Schmidt et al. [23] found correlation between usability and aesthetics in the context of subjective evaluation, depending on the user's background, goal, task, and application type. Several works concentrated on developing measures to assess aesthetic quality of web pages [11, 15] .
Aesthetic evaluation of interfaces poses problem due to its subjective nature: an aesthetically pleasing interface may not look so to a different person. Computational aesthetic modeling attempts to overcome this problem by proposing objective measure of aesthetics [10, 16, 24] .
One of the early works in this direction was by Ngo et al. [16] . In the approach, a numerical value is computed from the specification (in terms of elements, their positions, shapes and sizes) of an interface. The value signifies aesthetic of the layout. Aesthetics of two interfaces may be compared on the basis of the computed value. The model assumed a very simplified representation of the interface (i.e. each onscreen element is a rectangle). Aesthetic is determined by the geometric arrangement of the rectangles only. The content of the rectangles are not taken into consideration. Moreover, it considered only static images (i.e. the content does not change over time). Therefore, when we consider short videos embedded in a web page, it is not possible to apply the model, as we have to see "inside the box" (the content inside the rectangles) as well as consider the dynamic nature of the content.
In the context of short animation videos that are typically found embedded in web pages, some of these issues were addressed by Shyam and Bhattacharya [24] . In their work, a computational model was proposed to classify a short video into either of the classes good, average and bad, based on the aesthetic quality of the video. The model takes into consideration three factors that characterize a video, namely symmetry, balance and color contrast. We briefly discuss these factors in the following, as we have used them in our work.
The symmetry measure determines the extent to which the interface is symmetrical in vertical, horizontal and diagonal direction. In order to calculate symmetry (Sym) of an interface, Eq. 1 was proposed. | | 
The balance measure computes the difference between total optical weighting of components on each side of the horizontal and vertical axis. The optical weighting refers to the perception that some objects appear heavier than others. The expression for balance (Bal) is shown in Eq. 4, where B h and B v are the balance measured in the horizontal and vertical directions, respectively. Equation 5 shows the expressions to calculate the two components.
In the above equations,
, j=L/R/T/B, L, R, T, B stand for left, right, top and bottom, respectively, a ij is the area of object i on side j, d ij is the distance between the central lines of the object and the interface and n j is the total number of objects on the side.
The above formulations were for static images. The idea is extended in [24] for video that is a sequence of frames. The symmetry and balance for each frame are calculated separately and then weighted averages of these individual values are calculated to get the respective symmetry and balance for the whole video, as shown in Eq. 6, where sym i and bal i are the symmetry and balance values of the i th frame respectively, f is the total number of frames, sd ij is the symmetry difference between consecutive frames and bd ij is the balance difference between consecutive frames. Since the objects may change their position in a video, the above are calculated in terms of either fixed objects (i.e., those objects that don't change their position throughout the entire video) or the center of the frame (if there are no fixed objects).
The color contrast is the difference in visual properties that makes an object (or its representation in an image) distinguishable from other objects and the background. A three-stage approach was reported in [24] to calculate color contrast of a video. In the first stage, the video is divided into frames and then each frame is converted to gray image. Next, each gray image is converted to standard color enhanced image by histogram equalization. Finally, the original gray image is compared with the corresponding enhanced image in the third stage, to determine the color contrast of the video. Eq. 7 shows the computation of the color contrast (CC) value. Based on these three factors, an expression shown in Eq. 8 was proposed in [24] to compute an aesthetic value (AS) for a video. On the basis of the computed value, videos are categorized as good (AS≥0.75), average (0.5≤AS<0.75) or bad (AS<0.5).
CC
Although high classification accuracy (about 87%) was reported by Shyam and Bhattacharya [24] , the model was developed based on several assumptions. These include, (a) the objects in the videos are of regular shapes, (b) they do not change size across frames and (c) the objects follow linear motion paths. In this work, we propose a machine-learning based approach to overcome these limitations.
Proposed Model
We propose a classifier that is trained with a set of training videos (i.e., short videos that are already classified as good, average or bad). As it was difficult to create a large training set, we used the co-training algorithm [6] , which can work on small training set. Co-training is a semi-supervised learning technique that requires two views (represented by two feature sets) of the data. Ideally, the two views are conditionally independent (i.e., the two feature sets are conditionally independent given the class) and each view is sufficient (i.e., the class of an instance can be accurately predicted from each view alone). Co-training first learns a separate classifier for each view using a small set of labeled (training) examples. The most confident prediction of each classifier for an unlabeled data is then used to iteratively construct additional labeled training data. We used the Naive Bayes classifier [14] to classify data in the co-training method.
Identification of Feature Sets
The first step was the development of feature sets. A feature set denotes a set of features that characterize a short video. For the proposed model, we identified two feature sets, denoted by FS 1 and FS 2 . The feature set FS 1 contains three features, namely symmetry, balance and color contrast. These are the factors described in [24] (discussed in the related works section), each of whose value lies within the range [0, 1].
The feature set FS 2 was determined from a survey of 18 web pages, sampled randomly from the Internet, containing short videos. In the survey, we looked for the shapes (regular/irregular) of the objects in the video, motion pattern (linear/nonlinear) of the objects, presence of fixed objects and change in object size across frames of a video. The observations are summarized in Table 1 . From the table, we can conclude that the characteristics object shape, change in size, presence of fixed objects and motion path may have an influence on the perceived beauty (aesthetics) of a video. Along with those, it is also important to take into account the total number of objects in a video, since too many or too few objects may not be pleasing to the eye.
On the basis of the analysis of the survey results, we propose five features that form FS 2 :
1. Total number of objects (N).
2. Fixed objects measure (represented as n f /N, where n f is the number of fixed objects). 3. Measure of size change across frames (represented as n s /N, where n s is the number of objects changing size). 4. Measure of movement path (represented as n l /N, where n l is the number of objects with linear movement). 5. Object shape measure. In order to compute the last feature value (object shape), we used the formulation of Birkhoff [4] , which works for object with polygonal shape 2 . According to the formulation, aesthetic quality (M) of any object can be computed in terms of order (O) and complexity (C) as in Eq. 9.
M=O/C ………………………………….….. (9)
The Complexity C of an object is defined as the number of indefinitely extended straight lines which contain all the sides of the object (i.e., the number of distinct straight lines containing at least one side of the object). The Order O is a composition of five elements, as shown in Eq. 10.
O = V+E+R+HV-F ………………………… (10)
The individual terms on the right hand side of Eq. 10 are briefly described below (see [4] for more details).
• V stands for vertical symmetry. V=1 if the object posses symmetry about the vertical axis and V=0 otherwise.
• E stands for equilibrium. E=1 if V=1 or if the centre of the object is situated directly above a point P on a horizontal line segment AB supporting the object from below such that |AP| and |BP| > 1/6 of the total horizontal breadth of the object. If the center is above P but the above condition does not hold, E=0. For all other cases, E= -1.
• R stands for rotational symmetry. Let 360 o /q be the least degree of rotation which rotates the object into itself. Then, R=min{q/2,q/3} if V=1 for the object or its enclosing polygon, R=1 in any other case when q is even (i.e., in case of central symmetry) and R=0 otherwise.
• HV stands for relation of the object to a horizontal-vertical network. It can take the values of 0, 1 or 2 depending on the shape of the object.
• F stands for unsatisfactory form. The above equation is for one frame. We calculate for each frame and take the average of all the frames. Hence, the object shape measure for the video is given as,
Creation of the Initial Training Set
The next step in the model development was the creation of a set of short videos that are already classified (i.e., labeled data). These labeled videos served as the initial training set. In order to create this training set, we conducted an empirical study in which we asked participants to rate a set of 18 artificially created short videos. From the participants' ratings, we labeled those 18 videos as good, average or bad. The details of the empirical study are discussed next.
Experimental Setup and Participants. We designed 18 videos using Adobe Flash Professional CS5 TM . The videos were divided into 3 sets of 6 videos each, containing regular shaped objects, irregular shaped objects and combination of both. We considered rectangular and circular shapes as regular. All other shapes were treated as irregular. Each video was displayed on a window of 320×233 resolution, had 40 frames with 2 sec duration (frame rate = 20) and were 2D, that is, the motion of all the objects were on a plane. The number of objects remained fixed in a video, that is, none of the objects were added or removed between the frames.
The total number of objects varied between 4 and 6 in each video. Two of the videos in each set contained fixed objects (1 and 3, respectively) . One video in each set had 2 objects changing size across frames. The number of objects in linear motion varied between 0 and 4 in each set.
These 18 videos were shown to 17 participants on 17'' widescreen color displays attached to PCs having Intel® Core2 TM Duo processor with 2.00 GHz speed, running Windows XP Professional with SP3. The participants included both male and female. All were either undergraduate or postgraduate students with average age of 21. All of them had normal or corrected-to-normal vision and were regular computer users. None were familiar with screen design concepts. Data Collection Procedure. We created 17 playlists for 17 participants using balanced Latin squares [5] (see Table 2 ). In Table 2 , each row represents a playlist (P i ) shown to the i th participant. The numbers in each cell represent one of the 18 videos. Video numbers 1-6 correspond to the set containing regular objects, 7-12 correspond to the set containing irregular objects and 13-18 correspond to the set containing both types of objects.
The videos were shown to the participants in the sequence shown in Table 2 and they were asked to rate the videos on a scale of 1 (least attractive) -7 (most attractive) as per their perception of the attractiveness of the videos. Figure 1 shows the screenshot of the interface used by the participants to rate the videos. A play button allowed the participant to play the next video in the list, once s/he was finished with the current video. A replay button was also provided to enable the participant replay the current video. In the figure, it can be seen that the entire background screen was covered by the interface while the participant was rating the videos. This was done to avoid distraction. The ratings by the participants are shown in Table 3 . We mapped the participants' rating to one of the three classes good, average and bad. We considered a rating of 1, 2 and 3 as bad, 4 and 5 as average and 6 and 7 as good. After the mapping, we took the statistical mode of the classes for each video, which was the final label (class) of the video. In case of a tie (i.e., more than one class occur in equal number), we take the average of the original ratings. The average value was used to assign class (between 1-3 as bad, 4-5 as average and 6-7 as good). The results are summarized in Table 4 . From Table 4 , it can be seen that three videos were labeled as bad, five were labeled as good and the remaining ten were labeled as average. 
Unlabeled Dataset Creation
We designed another set of 24 short videos, which served as the unlabeled dataset (i.e., these were not classified from empirical data), using the same development platform as that of the labeled videos. The resolution, frame rate and duration of the videos were also the same along with the nature of the motion paths of the objects (2D). The purpose of these unlabeled videos was to increase the training set size so as to cover a wide range of values for all the features. The videos were divided into 3 sets of 8 videos each. One set contained videos with regular objects only, one set was having videos with only irregular objects and the third set was having videos containing both regular and irregular objects.
The total number of objects in the videos varied between 2 to 7. The videos contained between 0 (5 videos) and 3 fixed objects. About 50% of the videos (13) contained objects (between 1 and 3) that changed size across frames. Two of the videos did not have any objects following linear motion path. In the remaining 22 videos, objects with linear motion path varied between 1 and 5. Table 4 . Labeling of videos from participants' rating (Table 3 ). The numbers inside parenthesis in the middle column show the number of participants who rated the video to belong to the corresponding class. A rating of 1, 2 or 3 was mapped to bad, 4 or 5 was mapped to average and 6 or 7 was mapped to good class. The final label is obtained as the statistical mode of the labels given by the participants.
Video
Participant rating Final Label 
Implementation of the Training Method
The implementation of the Co-training method was done in MATLAB TM . In order to calculate the feature values in the feature sets FS 1 and FS 2 , we first divided a video into frames or sequence of images. Then, we tracked objects in each frame and found out the coordinates of the center of every tracked object. For tracking the objects in each frame, we first converted the frame to a binary image. Then, we applied the bwmorph function, which shrinks the objects to points. The final frame contains only points representing the number of objects in the frame. The steps are illustrated in Fig.  2(a)-(c) . Using the co-training algorithm, we classified the unlabeled videos. Among those videos, 7 were classified as bad, 11 as average and the remaining 6 as good.
Model Validation
We conducted an empirical study to check the accuracy of the model (classifier). In the study, we used the model to classify 16 short videos. The videos were then rated by 23 participants. From the rating, we determined the classes of the videos. The model classifications were then matched with the empirical classification to determine model accuracy. The details of the validation study are described next.
Experimental Setup
All the 16 videos were 2D (i.e., objects moved in 2D), designed using Adobe Flash Professional CS5 TM as before. Other characteristics, namely the frame rate, display resolution, total number of frames and duration were also the same as to that of the videos designed for training the model. None of the objects in a video was added or removed during the running of the video. The feature values were varied at random in the videos.
