ABSTRACT The smart campus is becoming a reality with the advancement of information and communication technologies. For energy efficiency, it is essential to detect abnormal energy consumption in a smart campus, which is important for a ''smart'' campus. However, the obtained data are usually continuously generated by ubiquitous sensing devices, and the abnormal patterns hidden in the data are usually unknown, which makes detecting anomalies in such a context more challenging. Moreover, evaluating the quality of anomaly detection algorithms is difficult without labeled datasets. If the data are annotated well, classical criteria such as the receiver operating characteristic or precision recall curves can be used to compare the performance of different anomaly detection algorithms. In a smart campus environment, it is difficult to acquire labeled data to train a model due to the limited capabilities of the sensing devices. Therefore, distributed intelligence is preferred. In this paper, we present a multi-agent-based unsupervised anomaly detection method. We tackle these challenges in two stages with this method. First, we label the data using ensemble models. Second, we propose a method based on deep learning techniques to detect anomalies in an unsupervised fashion. The result of the first stage is used to evaluate the performance of the proposed method. We validate the proposed method with several datasets, and the experimental results demonstrate the effectiveness of our method.
I. INTRODUCTION
The smart campus is attracting attention because it adapts to the needs of various students. All this is attributed to devices with networking capabilities. Interoperability is one of the most important features of a smart campus system, a system that has the ability to connect diverse electronic devices so that they perform as a unified system. By continuously monitoring and analyzing the status and activities of various students, the smart campus system can offer realtime feedback to these students to improve the quality of their learning to a certain extent due to this positive feedback. The ability of a smart campus system to manage all the electronic systems is based on a main control system. Because of its importance, the system must make correct decisions in different situations. On a smart campus, sensors and actuators blend seamlessly with the environment and thereby provide the ability to measure, infer and understand environmental indicators [1] . The data obtained by these devices then have the potential to enable the control system to make a correct decision. A schematic of a smart campus system architecture is depicted in Figure 1 .
A substantial amount of useful information is hidden in these data, waiting to be mined, because the patterns in the data help explain what is happening and predict what will happen. In the context of a smart campus, sensing devices generate numerous data points and transfer them to the control system for further processing ( Figure 1 ). Deep learning is a promising approach to extracting accurate information from raw sensor data that has been deployed in complex environments [2] . There are many different ways to exploit these data in different application domains; one of these is anomaly detection. Detection of data anomalies helps reduce unnecessary energy waste on a smart campus and is therefore important for a ''smart'' campus. Such anomalies usually occur with a low probability [3] ; therefore, finding them will provide us with more information. Anomaly detection refers to the problem of finding patterns in data that do not conform to the expected behavior [4] . The common assumption underlying anomaly detection algorithms is that anomalies often occur in low probability regions. From a statistical point of view, given a set of data points X = {x 1 , . . . , x n }, if X follows a Gaussian distribution, we can use the mean X = 1 n n i=1 x i and varianceσ 2 = 1 n n i=1 (x i −X ) 2 of X to approximate the parameters of the Gaussian distribution. For any given x i , if x i / ∈ (X − 3σ,X + 3σ ), then x i is considered anomalous because in a Gaussian distribution, 99.7% of the data are distributed within (X − 3σ,X + 3σ ). Further loss can occur in the system without immediate action to deal with the anomalies. Anomaly detection is widely used in various fields, such as credit card fraud detection [4] , network traffic monitoring [5] - [7] , health care [8] , intrusion detection [9] - [11] and detection of anomalies in images and videos [12] , [13] .
Anomaly detection is important because finding anomalous data provides us with more information about what necessary action should be taken to cope with a situation. For example, an abnormal credit card transaction may indicate fraud and that the system should reject the transaction. Abnormal network traffic may indicate that the system is under attack and steps should be taken to block the connection. Anomalies in an electrocardiogram indicate the possibility of a heart problem. Due to its practical importance and technical challenges, a variety of methods for anomaly detection have been proposed; these include support vector machines (SVM) [7] , [14] , dynamic Bayesian anomaly detection [13] , hierarchical temporal memory (HTM) [15] and long shortterm memory (LSTM) networks [16] . However, in many anomaly detection tasks, the data are typically unbalanced. For a high prediction accuracy, these methods are very likely to classify them all as normal, which produces what is called a false negative. Despite the extensive application of anomaly detection, some factors make this problem very challenging:
• In a smart campus environment, the obtained data are usually generated without labels. This means that ground-truth labeling of data points as normal or abnormal is often not available. Therefore, it is difficult to evaluate the quality of an anomaly detection algorithm.
• The definition of anomaly varies by domain and time.
For example, in the medical domain, a small deviation from normal might be an anomaly, whereas a similar deviation in the stock market domain might be considered normal [4] . Another example is that the behavior we consider abnormal may tend to be normal in the future and vice versa. To cope with this problem, more labeled data are essential for training a model, and the model should adapt to the pattern of changes in the data.
• The data obtained are often unbalanced because anomalous samples are rare, which typically means that most models perform poorly. One possible solution to this problem is to oversample the anomalous data or downsample the normal data, but this usually leads to overfitting problems or loss of information.
• The identification of an anomaly is related to its position in the context, which means that a data point is anomalous in a specific context but not otherwise. For example, a low temperature is normal in winter but possibly not in summer. This problem usually occurs when the data are ordered by time and requires the model to remember the context. In this paper, we propose to address these challenges in two steps. First, we used an ensemble model to annotate the unlabeled dataset.
The results obtained from the ensemble model act as the approximate ground truth to evaluate the proposed algorithm in step two. To cope with the data that are unbalanced and time correlated, we combine LSTM and autoencoder to model the data. The main contributions of this work are as follows:
• In order to deal with labeled datasets needed for evaluating the performance of anomaly detection method, we show that ensemble methods can be used to label a dataset.
• We show that long short-term memory and autoencoder neural networks can be combined to detect anomalies when the data used for anomaly detection are unbalanced and time correlated. The rest of this paper is organized as follows. We first provide a brief review of related work in Section 2. Then, we describe our proposed method in Section 3. Before concluding, we present our experimental results in Section 4.
II. RELATED WORK
Anomaly detection has practical importance in different application areas and presents various technical challenges [4] , [17] . To cope with these challenges, many anomaly detection methods have been proposed. These methods attempt to address the problem based on different assumptions and have achieved certain effects. Density-based anomaly detection approaches assume that normal data points occur around a dense neighborhood and that anomalies are far away, whereas clustering-based methods suppose that similar data points tend to belong to similar groups or clusters and that points that fall outside of these groups could potentially be marked as anomalies. Iwata and Yamada [18] proposed a model based on probabilistic latent variables for multi-view anomaly detection. They assumed that the normal instances are generated from a single latent vector and that anomalous ones are produced from multiple latent vectors with different views. Ceritli et al. [5] presented a dictionary learning-based anomaly detection method for network traffic data based on nonnegative matrix factorization to create a dictionary of traffic patterns. However, both of their models were based on linear relationships among the different components, which removed the ability to find anomalies when the different factors have complex nonlinear relationships. Compared with their methods, our method does not require data to be linearly distributed. Barkan and Averbuch [3] introduced a mixture model for anomaly detection. They attempted to learn a low-dimensional representation of the original data and then used the likelihood of data points in this low-dimensional representation to detect anomalies. They assumed a specific distribution of data, which means that their methods cannot automatically learn the distribution of data. In the smart campus environment, Baras and Moreira [19] explored the possibilities of detecting utilization patterns that diverge from the usual ones in university campus WIFI zones.
In their experiments, they tested four different techniques for anomaly detection in physical spaces covered by wireless networks. Salami et al. [20] presented that decision tree can be used to detect anomalies in student performance. Cui and Wang [21] proposed a hybrid model that combines polynomial regression and Gaussian distribution to detect anomalies in electricity consumption data from different schools. With the advent of deep learning, some researchers have attempted to apply these techniques to anomaly detection. Van et al. [10] introduced an anomaly-based network intrusion detection system using deep learning. Zong et al. [22] proposed a deep autoencoding Gaussian mixture model for unsupervised anomaly detection. Malhotra et al. [16] presented long shortterm memory networks for detecting anomalies in time series. Compared with their methods, our method utilizes the advantages of both long short-Term memory network and autoencoders, so our method can handle data that are time correlated and unbalanced.
In summary, the work presented in this paper builds on previous research and explores anomaly detection. Whereas earlier work focused on different single-factor analyses of data, we focus on multiple different factors.
To cope with data that may be unbalanced and depend on contextual information, we propose a long short-term memory autoencoder, which is experimentally shown to be able to identify patterns in data.
III. METHODS

A. AUTOENCODERS
In most of the datasets used to perform anomaly detection, the distribution of normal instances and abnormal instances is unbalanced [4] . One possible solution is to add copies of instances from the abnormal class (called oversampling) or to remove instances from the normal class (called undersampling), but this strategy can lead to overfitting or loss of information. A better way to handle unbalanced data to have the model learn the pattern exactly and reconstruct the original data from the learned representation.
Recently, autoencoders have become more popular as generative models [23] , and other variants, such as denoising autoencoders and sparse autoencoders, have been proposed. An autoencoder can be seen as a type of feedforward network, and typical neural network training techniques, such as stochastic gradient descent, can be applied to it [24] . As an unsupervised learning approach, autoencoders are able to learn complex distributions of data. The network of an autoencoder can be viewed as a type of neural network that is composed of an encoder and a decoder. This architecture is presented in Figure 2 . The function of the encoder is to compress the input data to a code layer that extracts higher-level features or representations. The decoder works in reverse and tries to recover the input from the code layer of the encoder. The encoder works as a function f : R m → R d , where m and n represent the dimensionality or number of features of the input and hidden vectors, respectively (generally d < m for feature compression), and similarly, the decoder can be viewed as a function g : R d
→ R m . The encoder compresses the input vector to a code vector, and then, the decoder learns to reconstruct the input from the code vector. For example, given the input vector x ∈ R m , the encoder maps it to a code vector z ∈ R d . In the neural network, we usually have z = σ (Wx + b), where W and b represent the connection weight and bias of the hidden layer units, respectively, and σ is an activation function, such as a sigmoid function. Then, σ can be written as σ (x) = 1/(1+e −x ). After encoding, the decoder maps z to a vectorx, which is called the reconstruction of input vector x andx = σ * (W * z + b * ), where σ * , w * , and b * may be different from the corresponding σ , w, and b, VOLUME 7, 2019 according to the design of the autoencoder. Autoencoders are also trained to minimize the construction error, which can be written as squared errors (1):
Autoencoders can be stacked successfully to form highly nonlinear representations. Traditional algorithms, such as principal component analysis (PCA), can also reduce the dimensionality of a dataset, but with a nonlinear activation function, an autoencoder can extract more complex features. The architecture of an autoencoder is appropriate for working as a generative model because it learns the distribution of data and then reconstructs the original data. In anomaly detection, the data may be extremely unbalanced; therefore, the method must be able to learn the patterns in the data. Therefore, we can use an autoencoder to model the normal data, and due to the different distribution of the abnormal data, the reconstruction error typically is larger than that for the normal data. Then, by setting a threshold, we are able to identify anomalies in the data.
B. LONG SHORT-TERM MEMORY (LSTM) NETWORKS
There are many similarities between anomaly detection and classification because we need to determine whether each data point is anomalous. However, when the data used to train our models are continuously generated, identifying anomalies usually requires more contextual information. Data objects cannot always be treated as points that are independently located in multidimensional space. Instead, they may exhibit interdependencies that should be considered during anomaly detection [25] . Therefore, to perform well, a model must remember historical information. A recurrent neural network (RNN) is a type of neural network that is generally used to model sequential data, such as sound and time series data. RNNs are different from feedforward neural networks because they include cyclic connections. The architecture of an RNN is shown in Figure 3 . At each time step, the activations of the previous steps are delivered to the current unit. Feedforward neural networks (FNNs) can only map their input to the output vectors, whereas RNNs are able to map the complete history of previous inputs to each output [26] ; therefore, compared to an FNN, an RNN typically has a larger memory and can learn more complex sequential features.
RNNs are able to use contextual information, but the range of context that can actually be accessed is limited [26] . The problem is that at each step, an RNN updates its state. Therefore, the output of the network may be very small or very large, which is called the vanishing gradient problem [27] . There have been many attempts to address this problem, but the most effective solution is the long short-term memory (LSTM) architecture [28] . FIGURE 4. LSTM unit. x t is the input at time t ; h (t −1) and h t are the previous and current hidden layers, respectively; c (t −1) and c t are the previous and current cell states, respectively; i t , f t , g t , and o t are the input gate, forget gate, cell, and output gate, respectively; σ is the sigmoid activation function: σ (x) = 1/(1 + e −x ); tanh is the hyperbolic tangent function: tanh(x) = (e x − e −x )/(e x + e −x ). The corresponding equations are listed as (2) -(7).
As a type of RNN, an LSTM network avoids the vanishing gradient problem by adding some gates. The structure of an LSTM unit is shown in figure. An LSTM unit is composed of a cell, an input gate, an output gate and a forget gate. The gates introduced in an LSTM unit allow LSTM to store and access information over a long period of time. Compared to the RNN custom of updating its state at each time step, the input gate of an LSTM unit can determine whether the state is updated, and the forget gate can determine whether to forget the history. Therefore, LSTM networks can memorize long-range time information. The architecture is shown in Figure 4 .
C. MULTI-AGENT-BASED ANOMALY DETECTION
In the context of a smart campus, we present a multiagent-based unsupervised anomaly detection method. Agents are represented by software and hardware responsible for performing specific tasks. The main framework is shown in Figure 5 . In the multi-agent framework, metering devices constantly record the consumption of electricity, natural gas and water. Agents such as electricity agents, gas agents and water agents, are responsible for detecting electricity consumption, natural gas consumption and water consumption anomalies, respectively, and sending relevant messages 2172 VOLUME 7, 2019 FIGURE 5. Multi-agent system framework for a smart campus.
to user applications. Moreover, these agents can control the behavior of real devices and send messages to them to adjust their behavior according to specific algorithms, user-defined rules or feedback. The agents are able to adjust the behavior of devices using the algorithms embedded in them. We propose an unsupervised anomaly detection method based on LSTM and autoencoder for detecting anomalies in device activities. In anomaly detection, to handle data that may be time correlated, we use LSTM networks to model the data to let the model remember the history of the inputs. The architecture of our method is shown in Figure 6 . Stacking LSTM networks in an autoencoder fashion enables the method to learn more complex patterns inherent in the data. In this architecture, the various devices act as independent nodes that provide input data to the network at each time step. Therefore, these devices have different input weights after training, and the data with large reconstruction errors are most likely to be considered anomalies.
The architecture of our proposed method is a multi-layer LSTM, but unlike the general settings, the number of nodes in the output layer is the same as the number of nodes in the input layer. The number of nodes in the previous layers is reduced to extract features in the data, and the number of nodes in next layers is increased to reconstruct the input. The setting of number of nodes in each layer in the multi-layer LSTM is similar to that of an autoencoder. We can use normal data to train the model. After training, the reconstruction error between the output and the input can be used as anomaly score to quantify abnormal level of each input. After that, we can determine if an input is anomalous by selecting a threshold.
IV. EXPERIMENTS A. EVALUATION OF ANOMALY DETECTION METHODS
It is very difficult to evaluate the performance of an anomaly detection algorithm without ground-truth labeling of each data point as normal or abnormal [29] , [30] . For a dataset X with n data points, if we use {0, 1} to represent whether each instance is anomalous (here '1' indicates an anomaly), then the number of possible solutions obtained by anomaly detection algorithms is 2 n . Let U = {0, 1} n denote the solution set and S i be the i-th solution in U when the solution set is arranged lexicographically. Based on the assumption that anomalies occur with a low probability, although at least 50% of the solutions are thought to be bad because they consider more than half the instances anomalous, the remaining solutions are still difficult to evaluate. Current methods applied to this problem are complex, and only a limited number have been tested [31] , [32] .
Algorithm 1 Ensemble Method for Labeling a Dataset
L(x i ) ← 0 3: end for 4: for i ← 1 to m do 5: for j ← 1 to n do 6: use algorithm A i to obtain labeling result
end for 9: end for 10: for i ← 1 to n do Ensemble methods help improve machine learning results by combining several models. This approach allows the production of better performance compared to a single model [29] . We can use the results from ensemble methods to evaluate the proposed method. If the proposed method performs as well as the ensemble methods, then it should perform better than a single method in the ensemble methods. When an ensemble method is applied to a dataset, we can use the results from each algorithm in the ensemble as an approximate ground truth of the dataset. The procedure used by an ensemble method to label a dataset is summarized in Algorithm 1. When a labeled dataset is available, classic criteria can be used to evaluate the performance of a new method. The receiver operating characteristic (ROC) curve tells us how well the model can distinguish between two classes, and we use the area under this curve (the AUC) to evaluate the performance of our model. However, using only precision is not a good standard by which to evaluate the model when the data are unbalanced. Precision recall (PR) is a useful measure of successful prediction when the classes are very unbalanced. A large area under the curve represents both VOLUME 7, 2019 FIGURE 6. LSTM autoencoder for anomaly detection. high recall and high precision. In our experiments, we use both the area under the ROC and PR curves to evaluate our method. Higher scores indicate better model performance.
B. DATASETS
Real-world datasets often lead to more accurate models and algorithms, but collecting such data, especially for power consumption, is time consuming. In our experiments, we use the public dataset AMPds2 from [33] . AMPds2 is the first dataset to capture all three main types of consumption (electricity, water and natural gas) over a long period of time (2 years) [33] . This dataset provides a great deal of information, e.g., it provides 11 measurement characteristics for electricity and different meter readings of various devices. These data were captured every minute, and therefore, for each device, 1,051,200 (2*365*24*60) readings were collected. The consumption of electricity, natural gas and water in one week is shown in Figure 7 . The measurements and submeter readings used in our experiments are shown in Table 1 .
C. CONFIGURATION
When a labeled dataset is available and the data from this dataset used to train an anomaly detection model contain anomalies, the method is classified as an ''outlier detection'' method. In contrast, if the training data contain only normal data, then the method is called a ''novelty detection'' method. Outlier detection and novelty detection are both used for anomaly detection because we are only interested in detecting abnormal or unusual instances. In our experiments, we perform anomaly detection in a novelty detection framework, i.e., the data we use to train our model contain only normal instances. As shown in the description of Algorithm 1, the base algorithms we select for the ensemble can be found in Table 2 . We use PyTorch (https://pytorch.org/) to implement the network and set the learning rate to the default value (0.001) of Adam in PyTorch. The relevant hyperparameters are set as follows: {'number of epochs': 2000, 'learning rate': 0.001, 'loss function': mean squared error, 'optimizer': Adam}.
D. EXPERIMENTAL RESULTS
The labeling results for AMPds2 by the ensemble are depicted in Figure 8 . According to the figure, the results agree well with common sense and demonstrate the effectiveness of ensemble-based labeling. The number of anomalies found in each dataset is shown in Table 3 . Next, we train our model based on the labeled dataset. The final result is shown in Table 4 . As can be seen from the results, our proposed method performs almost as well as the ensemble methods. On the one hand, the results show that ensemble methods can be used to pre-process data to label a dataset. On the other hand, they demonstrate the effectiveness of our method to find anomalies. The changes in the mean squared error (MSE) during the training process and the PR performance are shown VOLUME 7, 2019 FIGURE 10. PR performance for electricity, natural gas and water. in Figure 9 and Figure 10 , respectively. On a smart campus, when abnormal energy consumption is detected, the agents begin to adjust the behavior of the associated device.
E. OTHER EXPERIMENTS
In addition to the experiment described above, we conduct a set of experiments to compare the performance of the proposed method with that of many existing algorithms. The models we choose for this comparison can be classified into four categories, and they are described in Table 2 . Linear models such as principal component analysis (PCA), minimum covariance determinant (MCD) and one-class support vector machine (OCSVM) have a good performance when the data distribution is relatively simple. Proximity-based models such as local outlier factor (LOF), clustering-based local outlier factor, k-nearest neighbors (k-NN) and histogrambased outlier score (HBOS) are based on the assumption that normal data points occur around a dense neighborhood and anomalies are far away. Angle-based models such as anglebased outlier (ABOD) detection examine the spectrum of pairwise angles between a given point and all other points and anomalies are points that have a spectrum featuring high fluctuation. ABOD assumes that angles are more stable than distances in high dimensional spaces. Isolation forest (iForest) combines a set of isolation trees and feature bagging (FB) uses different subsets of features.
In these experiments, we use 11 well-known anomaly detection datasets, which are evaluated using two criteria, ROC and PR. These datasets have labels, and descriptions of these datasets can be found in Table 5 . We use toolkit PyOD (https://pyod.readthedocs.io/en/latest/pyod.html) to implement these contrasting methods and set the relevant parameters as the default values in PyOD. For each dataset, 70% of the data is used as training data, and 30% is used as test data.
For the proposed method, we use 70% of the normal data to train our model, and the rest of the data are used for testing. For all datasets, 4-layer LSTM networks are stacked in the form of an autoencoder; the LSTM network sizes are n → Table 6 and Table 7 , respectively. The results show that this method can distinguish between abnormal and normal patterns better than other methods.
V. CONCLUSION
In this paper, we present an unsupervised anomaly detection method based on long short-term memory networks and autoencoder neural networks for detecting anomalies in smart campus activities. This method is aimed at using the distributed intelligence of different devices to complete global tasks. In our method, we present an approach based on ensembles to evaluate the performance of anomaly detection algorithms when labeled data are unavailable. Moreover, the method based on long short-term memory networks and autoencoder neural networks is able to learn the distribution of unbalanced, context-dependent data. The method also provides a new approach to handling anomaly detection by combining several methods to use their respective advantages. To verify the proposed method, we conduct experiments on many datasets, and the final results show the effectiveness of our method.
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