We study time-resolved charge transport in a superconducting nanowire using time-dependent Landauer-Büttiker theory. We find that the steady-state Majorana zero-bias conductance peak emerges transiently accompanied by characteristic oscillations after a bias-voltage quench. These oscillations are absent for a trivial impurity state that otherwise shows a very similar steady-state signal as the Majorana zero mode. Our results imply that time-resolved transport is an excellent way to distinguish topologically nontrivial boundary states from trivial ones.
Topological quantum computing [1] is an active field of research based on the key idea to reduce quantum decoherence issues by using topologically protected states [2, 3] . Majorana fermions are their own antiparticles [4] , and their condensed-matter analogues, Majorana bound state or Majorana zero mode (MZM), retain this feature [5] . They are thus considered to be promising candidates for technological advances in topological quantum computing [6, 7] since their non-abelian statistics allow performing quantum computation protected from environmental perturbations [8] . Even though various experimental signatures of MZM have been reported [9] [10] [11] [12] [13] [14] [15] [16] , a clear and unambiguous detection and the consequent control of these states has proven difficult so far. For example, other types of bound states [17] or interfacial impurity states (IS) also give rise to in-gap states that contribute to transport or scanning tunneling spectroscopy signals. Therefore probes that unambiguously distinguish between MZM and IS are highly desirable.
Time-resolved spectroscopies allow for studying the dynamics of various processes such as charge transport [18] . For instance, in a transport setup exhibiting the MZM, there is no guarantee of instantly relaxing to a steady-state configuration once the junction has been "switched on" by, e.g., applying an external perturbation. In contrast, the nonequilibrium problems are often much richer and more interesting than equilibrium properties [19] [20] [21] . This is especially relevant when nowaday transport measurements are pushing the temporal resolution to sub-picosecond regime [22] [23] [24] [25] , and these ultrafast processes can be observed in real time.
In this Letter we propose time-resolved transport as a probe in order to reveal the difference between topological MZM and ordinary IS. We simulate the transient dynamics in a quantum wire coupled to metallic electrodes using the time-dependent Landauer-Büttiker formalism [26] [27] [28] [29] [30] [31] extended to include superconducting states in a Nambu spinor representation. By comparing the time-dependent build-up of a steady-state current after a sudden quench of the bias voltage between (i) a topological state with MZM and (ii) a non-topological state with trivial impurity end states, we discover that the dynamics for (i) and (ii) look significantly different. For case (i) the time-resolved current shows pronounced oscillations that shift with the applied bias voltage and correspond to transitions between the biased electrodes and the MZM. By contrast, for case (ii) no such oscillations are observed. The resulting Fourier spectra can therefore be used as probes of a topological zero mode.
Model and method.-We consider a normal metalsuperconductor-normal metal (NSN) junction, see Fig. 1 . The superconducting central region of the junction is a nanowire in proximity to an s-wave bulk SC with order parameter ∆. The nanowire in addition features a strong spin-orbit interaction (e.g., InSb [32, 33] or InAs [12, 34] ) which favors aligning the spins along the ±y direction. An external magnetic field parallel to the nanowire breaks time-reversal symmetry and aligns the spins along the ±z direction, introducing a Zeeman splitting V Z = gµ B B/2 where g is the Landé factor and µ B the ( †) xs annihilate (create) electrons with spin s ∈ {↑, ↓} in a region specified by x. The spin indices are summed when suppressed and σ 2,3 are Pauli matrices. For indices x, y belonging either to the electrodes or to the nanowire, the creation and annihilation operators satisfy the anticommutation relations {ĉ xs ,ĉ † ys } = δ xy δ ss . At times t > 0 the electrode energy levels are suddenly shifted, corresponding to a quench of the bias voltage, kλ → kλ + eV λ . For a two-terminal device (λ ∈ {S, D}, see Fig. 1 ) this out-of-equilibrium condition is defined by the source-drain voltage V SD = V S − V D . The transport setup is considered partition-free [40] [41] [42] meaning that the whole system is initially contacted in a global thermochemical equilibrium at unique chemical potential µ and at inverse temperature β ≡ (k B T ) −1 . For a compact notation we introduce Nambu spinors [43] [44] [45] 
T , and the anticommutation relation is
Here we denote quantities in the Nambu⊗spin space by an underline. This representation allows for writing the Hamiltonian for the nanowire in a Bogoliubov-de Gennes form [46, 47] 
where we introduced on-site and nearest-neighbor contributions [39] 
respectively. The electrode and coupling parts of the Hamiltonian are then also expanded in the Nambu⊗spin basis although they do not involve the SC pairing potential:
By using the nonequilibrium Green's function approach [27] we conveniently access both transient and steady-state responses in the setup above. The oneelectron Green's function is defined as a contour-ordered tensor product of the spinor field operators [44] 
where the contour-ordering operator T γ is taken for the variables z, z on the Keldysh contour γ [27] . The form in Eq. (5) automatically handles both normal and anomalous components of the Green's function [48] . In the Supplemental Material [49] we show that the equations of motion for the Green's function are exactly the same as those in Refs. [28, 30] , and hence we derive in a similar fashion a closed expression for the time-dependent oneparticle reduced density-matrix (TD1RDM) within the nanowire, ρ(t) ≡ −iG < (t, t) from the lesser Green's function. In order to obtain a closed solution to the equation of motion we have described the electrodes within wideband approximation, where the electronic levels of the nanowire are in a narrow range compared to the bandwidth of the electrodes. The coupling strength between the nanowire and the electrodes is characterized by the frequency-independent tunneling rate Γ λ .
As the TD1RDM gives us full information on the local charge and current densities within the nanowire, we calculate the total current through the nanowire by considering a bond current between two atomic sites. In addition, the traditional bond-current operator has to be adapted to include the contribution from the spin-orbit coupling and from the SC pair potential [50] [51] [52] . In the Supplemental Material [49] we derive the following expression for the bond current between the sites j and j + 1 within the nanowire:
where · denotes elements of the TD1RDM.
Emergence of the MZM.-Using Eq. (6) we calculate the (steady-state) current-voltage characteristics for nanowires of varying lengths. For the nanowire we choose the parameters J = 1, α = 0.5, V Z = 0.25, ∆ = 0.1, and µ = 0 [39] . This fixes the units to the hopping energy; if the values of this quantity are in the eV regime, then times are measured in the units of inverse hoppings which is on the order of femtoseconds. The coupling strength from the terminal sites of the nanowire to the electrodes is chosen such that the tunneling rate Γ λ = 0.01. The bias voltage is applied symmetrically for the source and drain electrodes V S = −V D ≡ V , and we consider the zero-temperature limit.
In Fig. 2 we show the differential conductance against the applied bias voltage (around a low voltage window). We observe clearly how the MZM behaves as a "half a fermion" on both terminals of the nanowire leading to two peaks of half the conductance quantum. When the coupling between the MZM becomes weaker by elongating the nanowire, the two peaks merge into one at exactly zero bias voltage resulting in one conductance quantum. The inset of Fig. 2 shows the exponential localization of the MZM for N w = 60.
Transient signature of the MZM.-We evaluate transient currents through a N w = 50 nanowire by considering the two centermost sites in Eq. (6) . We single out the MZM by applying a small bias window so that the oscillations in the time-resolved signal are only due to virtual transitions from the biased Fermi level of the electrode to the zero-energy mode in the nanowire. In Fig. 3(a) we show the differential conductance for a N w = 50 nanowire for three different cases: (1) ordinary SC wire (same as Fig. 2 but for V Z = 0), (2) topological SC wire corresponding to Fig. 2 , and (3) an ordinary SC wire with an impurity state localized at its edges. We model the impurity states by modified tight-binding parameters [53, 54] for the terminal sites in the nanowire, j = {1, N w } in Eqs. (3) and (4). More specifically, we use (modified parameters denoted by a tilde) µ = J = 0.1J, α = 0.1α, and ∆ = V Z = 0. For our purposes the exact formulation is not too important as long as there is a separate state within the gap with different topological character compared to the MZM.
Importantly, while the steady-state dI/dV signals of cases (2) and (3) look qualitatively similar ( Fig. 3(a) ), the transient signals in Fig. 3(b) for the three cases is qualitatively different. For the pristine wire without the MZM the current signal is zero on average due to there being no transport channels within the SC gap and the small bias window. When the IS is present as an in-gap state, the transient current rises rapidly but also saturates relatively fast to its stationary value within couple of hundred units of inverse hopping. (For hopping energies in the eV scale we have J −1 ∼ 0.658 fs.) The IS is directly connected to the electrodes resulting in a strong hybridization and in a relatively fast decay of the transient. In contrast, the MZM at the edges of the nanowire have a different topological character being weakly coupled to each other although they are far apart, and even though the MZM is also directly connected to the electrodes, the hybridization of the MZM is weaker resulting in transient oscillations for thousands of time units, i.e., up to picoseconds. The decay rate can be approximated by the expectation value of the tunneling rate operator: γ = 2 j=1 ϕ j |Γ |ϕ j , where Γ ≡ λ Γ λ and |ϕ are the IS or MZM eigenvectors, see the dashed lines in Fig. 3(b) . For identical wire-electrode coupling, the decay time 1/γ of the MZM transient current is roughly 5 times the one of the IS.
Crucially, the MZM additonally shows transient current oscillations, unlike the IS. This striking difference between the MZM and IS cases is clearly seen by taking the Fourier transforms of the time-dependent signals, see Fig. 3(c) . The low-frequency regime shows pronounced peaks for the MZM case, and the frequency of the first peak exactly corresponds to the difference between the biased Fermi level of the electrode and the MZM (indicated by (i) in the figure). The analogous peaks in the case of the IS are strongly diminished. Importantly, we have also checked that by artificially increasing the decay time for the IS case by decreasing the wire-electrode coupling, there are still no pronounced transient oscillations in the IS case. Before entering the band of all possible transitions outside the SC gap (ω ≥ 2∆ = 0.2, indicated by (iii) in the figure) we observe additional transitions between the MZM and states close to the gap edge (indicated by (ii) in the figure). These resonances remain independent of the applied voltage confirming that they result from intra-level transitions within the nanowire.
Overall the transient features of the MZM are distinctly different from the IS.
Conclusion.-We studied the time-dependent features of Majorana zero modes in a superconducting nanowire in contrast with trivial impurity bound states. The transient features related to MZM were found to be completely different than the ones resulting from a simple impurity model: The MZM transients were found to decay very slowly with a pronounced oscillation frequency due to a weak coupling between the MZM and the electrodes. This finding could be utilized in possible detection and identification of the MZM via ultrafast transport measurements [22] [23] [24] [25] 55] . In practice the sudden switch of the bias voltage employed by us could be replaced by a short light pulse in the THz regime to excite the system away from its thermal equilibrium. Together with ultrafast optical switching of chiral superconductors [56, 57] or nonequilibrium engineering of topologically nontrivial states of matter [58] [59] [60] [61] [62] [63] [64] [65] [66] Supplemental
TRANSPORT SETUP AND PARTITIONING THE GREEN'S FUNCTION
Even though in the main text we considered a two-terminal device, the description readily allows for a more general treatment, and we now label by λ an arbitrary number of electrodes. The central region C, for which we had the superconducting nanowire in the main text, can also take a more arbitrary shape. We only assume there to be no direct connection between any of the electrodes but the coupling is always through the central region. Then, the Hamiltonian for the full transport setup may be partitioned accordingly
with (h λλ ) kk = kλ δ λλ δ kk for the electrodes, and (h Cλ ) mkλ = T mkλ for the couplings. For the central region, h CC , we may use the "on-site" and "nearest-neighbor" contributions [Eqs. (3) and (4)], or consider some other arbitrary structure. We further denote the matrices for the full transport setup as boldface symbols. It is important to notice how the electrode blocks, h λλ = h λλ (z), are different for the vertical and horizontal branches of the Keldysh contour due to the shift in energy levels at t > 0. Also, we stress here that the block structure in Eq. (S1) does not refer to the Nambu⊗spin space but it is of dimension (N e + 1) × (N e + 1) where N e is the number of electrodes. Each block then accounts for the individual dimension of the corresponding partition. The matrix elements in the Green's function in Eq. (5) (indices x, y belonging either to the electrodes or to the central region) therefore label the transport setup in the same block form
We may derive the equation of motion for the Green's function by
where the step function is defined on the Keldysh contour γ according to the contour-ordering operator T γ [S1] . Evaluating the derivative gives
where the anticommutator gives simply δ xy 1 and the evolution of the spinor operator can further be derived from its equation of motion. Depending on which region the index x belongs to (and the corresponding structure of the Hamiltonian in that region), the time-evolution of the field operator is completely specified. The equations of motion for the whole transport setup then take the matrix form [S1-S4]
which the Green's function satisfies being antiperiodic along the contour (Kubo-Martin-Schwinger boundary condition [S5, S6] ). We see that the equations of motion are the same as those of Ref. [S2, S3] , hence we may in similar fashion, using the Langreth rules [S1, S7], derive an equation for the equal-time lesser Green's function with indices on the central region G < CC . This is a key quantity as it relates to the time-dependent one-particle reduced density-matrix (TD1RDM) by ρ CC (t) = −iG < CC (t, t). From now on we will only discuss quantities in the subspace of the central region, so we will drop the subscript 'CC'. The lesser Green's function at the equal-time limit is given by [S2] 
S2
where the time-convolutions on the horizontal and vertical branches of the Keldysh contour are defined as [f · g](t, t) = ∞ 0 τ )g(τ, t) . The superscripts R,A,<, , refer to the retarded, advanced, lesser, right and left Keldysh components, respectively [S1, S2]. The embedding self-energy, Σ, accounts for the coupling between the central region and the electrodes [S3] .
dtf (t,t)g(t, t) and [f g](t, t) =
We note that the left-hand side of Eq. (S7) corresponds to a Liouville-type of equation for the density matrix of an isolated central region whereas the right-hand side gives rise to an open transport setup as in connection to the electrode environment. The time-convolutions on the right-hand side can further be identified as source and drain terms, and the ones including the imaginary track of the Keldysh contour to include the initial contacting of the separate regions. Importantly, within the so-called wide-band approximation (WBA) for the embedding self-energy, Eq. (S7) becomes a closed equation for the equal-time lesser Green's function and the TD1RDM can be solved analytically.
SOLUTION TO THE EQUATION OF MOTION
In order to close the equation of motion we now describe the electrodes in the framework of wide-band approximation (WBA), where the electronic levels of the central region are in a narrow range compared to the electrode bandwidth. The validity of WBA has been discussed in, e.g., Refs. [S8-S11], and for the purpose of the present work (weak coupling of the central region to electrodes of large bandwidth), this is a well-justfied approximation. In frequency space the retarded Keldysh component of the embedding self-energy can then be written as
The advanced component is given simply by conjugating this. The other components of the self-energy (<, ) may further be derived from the retarded and advanced components [S1, S2] . The time-domain quantities in Eq. (S7) are then obtained by Fourier transforming. Looking at Eq. (S7) and the earlier work in Refs. [S2, S3] we may use the fact that the same equations have the same solutions, i.e., including the Nambu⊗spin structure in the Hamiltonian of the central region (e.g., spin-orbit coupling, Zeeman splitting and pairing field) adds no extra complication to the evolution of the Green's function. The only difference is in the Nambu⊗spin structure of the matrices. It is useful to introduce a nonhermitian effective Hamiltonian h eff = h CC − iΓ /2 for which the left and right eigenvalue equations are
where the eigenvectors and eigenvalues correspond to the 4 × 4 Nambu⊗spin space. The solution for the TD1RDM expanded in the left eigenbasis takes the explicit form [S3]
where
Here f (ω − µ) = (e β(ω−µ) + 1) −1 is the Fermi function at inverse temperature β and chemical potential µ. Evaluating the TD1RDM in a physically relevant basis, e.g., the localized site basis of the central region {|ϕ }, is then readily S3 done as a basis transformation from the left eigenbasis to the desired one
which follows from the biorthogonality of the left and right eigenvectors. The TD1RDM is then simply given by evaluating the terms in Eqs. (S12), (S13) and (S14) for all indices j, k and time parameter t, and then inserting into Eqs. (S10) and (S15). The integrands in Eqs. (S12), (S13) and (S14) have a fairly simple analytic structure: The "1/(ω − z)" type of terms have simple poles at ω = z whereas the Fermi function has simple poles at the Matsubara frequencies given by ω n = (2n+1)π/(−iβ). Expressions similar to those in Eqs. (S12), (S13), (S14) have been found, e.g., in Refs. [S12, S13] and integrated correspondingly using contour integration techniques. In Ref. [S3] the frequency integrals in Eqs. (S12), (S13), (S14) were evaluated analytically in the zero-temperature limit to obtain a result for the TD1RDM in terms of logarithms and exponential integral functions. Here we evaluate these integrals analytically at arbitrary (inverse) temperature in the Fermi functions, and we will detail these steps next.
DETAILS OF THE FERMI INTEGRALS
Making a change of variables z = β(ω − µ) in Eq. (S12) gives
where we defined z 1 = β( j − µ λ ) and z 2 = β( * k − µ λ ) with µ λ = µ + V λ . This integrand has simple poles at z = z 1 , z = z 2 and z = w n = i(π + 2πn), see Fig. S1 . The spectrum of the complex eigenvalues of the nonhermitian matrix h eff is such that the eigenvalues, j , lie in the lower-half plane (LHP) whereas the complex conjugated ones, * k , lie in the upper-half plane (UHP). For the "(z − z n ) −1 " contributions the residues are simply one and for the Fermi function we have Res (e z + 1) −1 , z = w n = −1. Then, we can close the integral in Eq. (S16) in the UHP as shown in Fig. S1 , and using the residue theorem we get
The infinite sum can be written as
where we defined a = (iz 1 + π)/2π, b = (iz 2 + π)/2π, and ψ is the digamma function which is defined as the logarithmic derivative of the gamma function, ψ(z) = d dz log Γ(z) [S14] . We can then insert the result of the sum back S4 into Eq. (S17) and couple the terms by simplifying
where we also inserted back the definitions of z's. It is important to notice that we did not do anything but manipulations after using the residue theorem; the infinite sum was rewritten in terms of a special function ψ which is broadly known in computational sciences and readily implemented for example in the GNU Scientific Library [S15] . Eq. (S19) is our final result for Λ λ,jk for arbitrary values of β. We note in passing that it would give completely equivalent result if the integral was closed in the LHP.
Making the same change of variables in Eq. (S13) as in the previous case leads to
where we defined
. Also in this case we notice poles in the complex plane, similarly as in Fig. S1 . In this case, however, we may close the integral only in the UHP due to the exponential in the numerator, and we get according to the residue theorem
We may manipulate the infinite sum in Eq. (S21) as
where we defined a = (iz 1 + π)/2π, b = (iz 2 + π)/2π, c = (iz 3 + π)/2π and x = −2πt/β. In this case the infinite sum will give another type of special function, the hypergeometric function 2 F 1 [S16]:
The hypergeometric function together with the Pochhammer symbol are defined as [S16, S17]
Inserting the definitions for a, b, c and x (and also the previously introduced variables z) leads to
where we defined an auxiliary function
S5
This calculation was only for the infinite sum in Eq. (S21). Inserting the definitions of z's into the first term gives
Combining the terms finally gives
for arbitrary values of β. Similarly here, after using the residue theorem, we only manipulated the expressions so that we could identify a known function 2 F 1 . Conveniently, the hypergeometric function is also widely used in computational sciences, and both fast and accurate implementations of it are available [S18] .
In the third case, in Eq. (S14), we do the same change of variables as before to get
. The pole structure is again similar to the one shown in Fig. S1 , and we may close also this integral in the UHP. Again, according to the residue theorem we get as a result
The infinite sum may again be manipulated as
where we defined a = (iz 1 + π)/2π, b = (iz 2 + π)/2π, c = (iz 3 + π)/2π and d = (iz 4 + π)/2π. Also this sum has an expression in terms of the digamma function
Inserting the expressions for a, b, c and d, and then further the expressions for z 1 , z 2 , z 3 and z 4 leads to
S6
Combining the terms in Eq. (S30) gives as the final result
for arbitrary values of β. Finally, inserting Eqs. (S19), (S28) and (S34) into Eq. (S10) gives then the TD1RDM at arbitrary temperature. When the asymptotic behaviour of the digamma and hypergeometric function is studied, the results in Eqs. (S19), (S28) and (S34) can be shown to reduce to those in Ref. [S3] at the zero-temperature limit (β → ∞) [S19] . We also note that congruent results involving equivalent special functions have recently been reported in Refs. [S20-S22] .
INCLUSION OF SUDDEN ELECTROMAGNETIC FIELDS IN THE CENTRAL REGION
It is also possible to include a sudden switch-on of an electromagnetic field in the Hamiltonian of the central region. For example, this includes the possibility for a static potential profile (e.g. a gate voltage) u mn , between basis states m, n of the central region, to be added to the "on-site" contribution a [Eq. (3)]. Also, for the "nearestneighbor" contribution b [Eq. (4)], it is possible to consider a Peierls phase γ mn = −γ nm accounting for a magnetic field (normalized to the flux quantum φ 0 = h/2e) when traversed along a closed loop of states m, n. For a general description, we simply consider a perturbed Hamiltonian h CC out of equilibrium (signified by a tilde), and use the unperturbed Hamiltonian h CC in equilibrium. Then, a formula for the TD1RDM similar to Eq. (S10) can be derived as [S3]
where the introduced terms Γ , Π and Ω take a slightly more intricate form compared to those in Eq. (S10) as the eigenbases of the unperturbed and perturbed Hamiltonians, in general, do not need to be the same. Therefore, we need to take the corresponding overlaps into account
Λ λ,jk = dω 2π
where the tildes signify that the corresponding quantities are calculated from the perturbed Hamiltonian h CC , and we explicitly defined a "bias-voltage matrix" V λ ≡ V λ 1 − ( h CC − h CC ). The eigenvalues { , } and eigenvectors {Ψ L/R , Ψ L/R } refer to the complex eigenvalues and to the left/right eigenvectors of h eff and h eff = h CC − iΓ /2, respectively. In the limit h CC → h CC the result in Eq. (S35) can be checked to reduce to Eq. (S10) [S19] .
Similarly, for the TD1RDM with sudden electromagnetic fields in the central region in Eq. (S35), we can take the integrals in Eqs. (S37), (S38) and (S39) and evaluate them in the same manner. This time the pole structure is only a little more intricate due to different eigenvalues for the unperturbed and perturbed Hamiltonians but it can be S7 handled exactly in the same way as above. For perturbed central regions at arbitrary β the explicit results are
