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SMOOTHNESS OF STABLE HOLONOMIES INSIDE CENTER-STABLE
MANIFOLDS AND THE C2 HYPOTHESIS IN PUGH–SHUB AND
LEDRAPPIER–YOUNG THEORY
AARON BROWN
ABSTRACT. Under a suitable bunching condition, we establish that stable holonomies
inside center-stable manifolds for C1+β diffeomorphisms are uniformly bi-Lipschitz and
in fact C1+Ho¨lder. This verifies that the Pugh–Shub theory for ergodicity holds for suitably
center-bunched, C1+β , essentially accessible, partially hyperbolic diffeomorphism and
verifies that the Ledrappier–Young entropy formulas hold for C1+β diffeomorphisms of
compact manifolds.
1. INTRODUCTION
The purpose of this paper is twofold. First, in [BW1], Burns and Wilkinson establish
the ergodicity (and K-property) of partially hyperbolic, center-bunched, essentially ac-
cessible C2-diffeomorphisms. This extends a number of earlier results including [GPS]
and [PS2]. A similar result (with stronger center-bunching conditions) was announced for
C1+δ-diffeomorphisms. However, it seems that the bunching condition given in [BW1,
Theorem 0.3] is possibly too weak for the method of proof. A proof of the technical result
needed to establish [BW1, Theorem 0.3] was circulated as an unpublished note in [BW2].
It seems some of the details of the proof in [BW2] are incorrect. We correct the details
of the proof of the main result in [BW2] and obtain a proof of [BW1, Theorem 0.3] under
somewhat stronger bunching hypotheses.
Secondly, in two seminal papers [LY1, LY2] Ledrappier and Young prove remarkable
results relating the metric entropy of a C2 diffeomorphism f : M →M of a compact man-
ifoldM, its Lyapunov exponents, and the geometry of conditional measures along unstable
manifolds. In [LY1], the SRB property of measures satisfying the Pesin entropy formula
is established for C2 diffeomorphisms and measures with zero Lyapunov exponents. This
extends Ledrappier’s result from [Led] which established the SRB property for hyperbolic
measures invariant under C1+β diffeomorphisms satisfying the Pesin entropy formula. In
[LY2], a more general formula for the entropy of arbitrary measures invariant under a C2
diffeomorphism is derived.
As remarked in [LY1], there is one crucial step in which the C2 hypothesis rather than
the C1+β hypothesis on the dynamics is used: establishing the Lipschitzness of unsta-
ble holonomies inside center-unstable sets. In [LY2], the corresponding estimate is the
Lipschitzness of the holonomies along intermediate unstable foliations inside the total un-
stable manifolds. In the case of hyperbolic measures, the entropy formula from [LY2]
is known to hold for C1+β diffeomorphisms as it is sufficient to establish the Lipschitz-
ness of W i holonomies inside the W i+1 manifolds (corresponding to Lyapunov exponents
λi > λi+1 > 0) on Pesin sets. This Lipschitzness of holonomies along intermediate
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unstable manifolds was established in [BPS, Appendix]. However, the proof in [BPS, Ap-
pendix] fails to establish Lipschitzness of unstable holonomies inside center-unstable sets
which is needed to show the main result of [LY1]: that the entropy of f is “carried entirely
by the unstable manifolds.” The results of this note establish the Lipschitzness of unstable
holonomies inside center-unstable sets which confirms that the results of [LY1, LY2] hold
for C1+β diffeomorphisms and invariant measures with zero Lyapunov exponents.
In Section 3 we establish under certain bunching conditions that the stable holonomies
for certain globalized C1+β dynamics are Lipschitz and, in fact, C1+Ho¨lder. The main
result, Theorem 2.2, is formulated in a sufficiently abstract setting so that it may be applied
to a number of settings. In Sections 4 and 5 we briefly justify how the results discussed
above follow from Theorem 2.2.
2. STATEMENT OF MAIN THEOREM
2.1. Setup. For every n ∈ Z, let
Ln =

 An 0 00 Bn 0
0 0 Cn


be an invertible linear map where each An, Bn, and Cn is a square matrix with dimension
constant in n. We assume the matrices are non-trivial though the results can be formulated
(with fewer conditions) in the case that Cn vanishes. We assume there are constants
−µ < η′n < κ
′
n < γ
′
n ≤ γˆ
′
n < κˆ
′
n < ηˆ
′
n < µ
such that for every n
(1) eη′n ≤ m(An) ≤ ‖An‖ ≤ eκ′n ;
(2) eγ′n ≤ m(Bn) ≤ ‖Bn‖ ≤ eγˆ′n ;
(3) eκˆ′n ≤ m(Cn) ≤ ‖Cn‖ ≤ eηˆ′n .
Here ‖ · ‖ is the operator norm induced by the standard norm on the corresponding Eu-
clidean spaces and m(A) denotes the conorm of A. Throughout, we will always assume
that sup{κ′n} < 0. We do not impose any assumptions on the signs of γ′n, γˆ′n, κˆ′n and ηˆ′n.
We moreover assume that
inf{|κ′n − γ
′
n|, κˆ
′
n − γˆ
′
n, |κ
′
n|} > 0.
Take any
0 < ǫ′ ≤ inf{|κ′n − γ
′
n|, κˆ
′
n − γˆ
′
n, |κ
′
n|, 1}/100
and let κn = κ′n + 2ǫ′, κˆn = κˆ′n − 2ǫ′, ηn = η′n − 2ǫ′, ηˆn = ηˆ′n + 2ǫ′, γn = γ′n − 2ǫ′,
γˆn = γˆ
′
n + 2ǫ
′
, and ǫ = 4ǫ′. Given a fixed 0 < β < 1 we moreover assume that γˆ′n − γ′n
and ǫ′ are sufficiently small so that there exist 0 < θ < β satisfying
sup
eκn
eηnθ+γn
< 1 and sup e
−κˆn
e−ηˆnθ−γˆn
< 1 (1)
and θ ≤ θ with
sup
eβκn
eκnθ+βγn
< 1 (2)
and
sup
γˆn − γn
−κn
< θ. (3)
Condition (3) is a bunching condition. Condition (1) ensures the tangent distributions
defined below are θ-Ho¨lder. Note that with θ = θ, (3) is the bunching condition stated
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in [BW1, Theorem 0.3]. Our proof however requires the extra bunching imposed by (2).
Note from (1) that θ = βθ satisfies (2).
We fix such 0 < θ ≤ θ < β for the remainder. Also fix α > 0 and θˆ < θ ≤ θ < βˆ < β
for the remainder with
sup
{
(1 + α)(γˆn − γn)
−κn
}
< θˆ, and sup
{
κn
κn − γn
θ
}
< βˆ. (4)
Set κ = sup{κn} < 0 and
ω = sup{κnθ + (1 + α)(γˆn − γn)} < 0, ωˆ = sup{κnθˆ + (1 + α)(γˆn − γn)} < 0.
We decompose Rk into subvector spaces Rk = Rs ⊕ Rc ⊕ Ru according to the block
decomposition preserved by each Ln. We let ‖ · ‖ denote the standard Euclidean norm on
R
k and write d for the induced distance. Given a subspace U ⊂ Rk we write SU for the
unit sphere in U relative to the Euclidean norm ‖ · ‖. If T : U → V is linear we write
T∗ : SU → SV for the induced map. We recall that if T : U → V is a linear isomorphism
with a ≤ m(T ) ≤ ‖T ‖ ≤ b then T∗ is bi-Lipschitz with constants b−1a and ba−1. Finally,
if N ⊂ Rk is an embedded submanifold we write SN := STN for the sphere bundle
over N . Given g : N1 → N2 a diffeomorphism we write g∗ : SN1 → SN2 to be the
renormalized derivative map
g∗(x, v) =
(
g(x),
1
‖Dxgv‖
Dxg(v)
)
.
In what follows, we consider C1+β diffeomorphism f : Rk → Rk with uniform esti-
mates: namely, viewing Df as a map from Rk to the space of linear maps we assume
supx∈Rk ‖Dxf‖ <∞ and that Df is Ho¨lder continuous with
Ho¨lβ(Df) := sup
x 6=y
{
‖Dxf −Dyf‖
d(x, y)β
}
<∞.
Given submanifolds N1 and N2 and a diffeomorphism h : N1 → N2 then, as the linear
mapsDxh andDyh have different domains for x 6= y ∈ N1, we define the Ho¨lder variation
of Dh and h∗ as functions between metric spaces. Assuming N1 has bounded diameter,
define the β-Ho¨lder variation of Dh : TN1 → TN2 to be
Ho¨lβ(Dh) := sup
(x,v) 6=(y,u)∈SN1
{
d (Dh(x, v), Dh(y, u))
d ((x, v), (y, u))
β
}
where, given (x, v) and (y, u) in TRk, we write
d ((x, v), (y, u)) = max{d(x, y), d(v, u)}.
Similarly define Ho¨lβ(h∗). The C1+β -norm of h is max{‖h‖C1, Ho¨lβ(Dh)}.
For the remainder, we let fn : Rk → Rk be a sequence of uniformly C1+β diffeo-
morphisms with fn(0) = 0 for each n. Given ǫ′ > 0 as above, we assume there is a
C0 > 1 so that for each n
(1) ‖fn − Ln‖C1 ≤ ǫ′, and ‖f−1n − L−1n ‖C1 ≤ ǫ′;
(2) Ho¨lβ(Df) < C0, and Ho¨lβ(Df−1) < C0,
Note then that for some C1 ≥ C0 > 1 we have
(3) Ho¨lβloc((fn)∗) ≤ C1, and Ho¨lβloc((f−1n )∗) ≤ C1;
(4) ‖(Dxf±1n )∗‖C1 ≤ C1 and ‖Dxf±1n ‖ ≤ C1 for every x.
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Here, Ho¨lβloc(f∗) is the local Ho¨lder variation of f∗ : SRk → SRk given by
Ho¨lβloc(f∗) := sup
0<d((x,v),(y,u))≤1
{
d (f∗(x, v), f∗(y, u))
d ((x, v), (y, u))
β
}
.
As it follows from all applications, we may moreover assume that fn(y) = Ln(y) for all y
with ‖y‖ ≥ 1.
From the graph transform method, we may construct for the sequence fn pseudo-stable
manifolds through every point of Rn. (See [HPS] and discussion in [BW1, Section 3] for
more details.) In particular, we have the following.
Proposition 2.1. There exists a β′ > θ and β′′ > 0 so that for every sufficiently small
ǫ′ > 0 and every C1 > 1 as above there is a Cˆ > 0 such that for every n ∈ Z, ⋆ =
{u, c, s, cu, cs}, and x ∈ Rk there are manifolds W ⋆n(x) containing x with
(1) eκˆnd(x, y) ≤ d(fn(x), fn(y)) ≤ eηˆnd(x, y) for y ∈Wun (x);
(2) eγnd(x, y) ≤ d(fn(x), fn(y)) ≤ eηˆnd(x, y) for y ∈W cun (x);
(3) eγnd(x, y) ≤ d(fn(x), fn(y)) ≤ eγˆnd(x, y) for y ∈W cn(x);
(4) eηnd(x, y) ≤ d(fn(x), fn(y)) ≤ eγˆnd(x, y) for y ∈W csn (x);
(5) eηnd(x, y) ≤ d(fn(x), fn(y)) ≤ eκnd(x, y) for y ∈W sn(x);
(6) fn(W ⋆n(x)) =W ⋆n+1(fn(x)) for every x ∈ Rk and n ∈ Z.
(7) If y ∈ W ⋆n(x) then W ⋆n(x) = W ⋆n(y). In particular, the partition into W ⋆n -
manifolds foliates Rk; moreover, the partition into W sn-manifolds subfoliates each
W csn (x).
(8) Each W ⋆n(x) is the graph of a C1+Ho¨lder function G⋆n(x) : R⋆ → (R⋆)⊥ with
‖DuG
⋆
n(x)‖ ≤
1
3 for all u ∈ R⋆ and
(a) Ho¨lβ(DG⋆n(x)) ≤ Cˆ for ⋆ = s;
(b) Ho¨lβ′(DG⋆n(x)) ≤ Cˆ for ⋆ = cs, c, cu;
(c) Ho¨lβ′′(DG⋆n(x)) ≤ Cˆ for ⋆ = u.
Moreover, the functions G⋆n(x) depend continuously on x.
For a discussion of C1+Ho¨lder-regularity, see [PS1, Section 6]. Note in particular, that
each W ⋆n (x) is uniformly C1+Ho¨lder-embedded. We write
W ⋆n (x,R) := {y ∈ W
⋆
n(x) : d(x, y) < R}.
Write E⋆n(x) := TxW ⋆n (x). From our choice of θ > 0 satisfying (1), it follows (for
example from the Cr-section theorem [HPS, page 30]; see also discussion in [BW1]) that
the tangent spaces E⋆n(x) are Ho¨lder continuous with exponent θ and constant uniform in
x ∈ R and n ∈ Z.
2.2. C1+Ho¨lder holonomies inside center-stable manifolds. Fix R > 0. Let p ∈ Rk and
given n ∈ Z consider q ∈ W sn(x,R). Let Dˆ1 and Dˆ2 be two uniformly C1+β
′
embedded,
dim(Rcu)-dimensional manifolds without boundary and with p ∈ Dˆ1 and q ∈ Dˆ2. We
assume the diameter of each Di is less than 1 and that each subspace TxDˆi is sufficiently
transverse to Rs: given v = TxDˆi with v = vs + vcu we have ‖vcu‖ ≥ 3‖vs‖. Let
D1 = W
cs
n (p) ∩ Dˆ1 and D2 = W csn (q) ∩ Dˆ2. Given x ∈ D1 let hD1,D2(x) denote
the unique point y in D2 with y ∈ W sn(x) if such a point exists. Note that the domain
and codomain of hD1,D2 are open subsets of D1 and D2. By restriction of domain and
codomain we may assume hD1,D2 : D1 → D2 is a homeomorphism.
Our main result is the following.
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Theorem 2.2. The map hD1,D2 is a C1+αˆ diffeomorphism for some αˆ > 0. Moreover, the
C1+αˆ-norm of hD1,D2 is uniform in all choices of D1 and D2 as above.
In particular, we have
Corollary 2.3. The map hD1,D2 is bi-Lipschitz with Lipschitz constants uniform in all
choices of D1 and D2 as above.
Recall that eachW cn(x) is a uniformlyC1+β
′
-embedded manifold and intersectsW sn(y)
for every y ∈ W csn (x). Moreover each Ecun (y) is uniformly-transverse to both Rs and
Esn(y). As explained below, it suffices to prove Theorem 2.2 for the distinguished family
of transversals to W sn given by the family center manifolds. Given n ∈ Z, p ∈ Rk, and
q ∈ W sn(p) we write hsp,q,n : W cn(p) → W cn(q) for the stable holonomy map between
center manifolds. More precisely,
hsp,q,n(z) = W
cu
n (q) ∩W
s
n(z).
As both {W sn(x) : x ∈ W csn (p)} and {W cn(x) : x ∈ W csn (p)} subfoliate W csn (p), it
follows that hsp,q,n(z) ∈ W cn(q). Moreover, by the global transverseness of the manifolds
the maps hsp,q,n have domain all of W cn(p).
Note that 1 < eαǫ < eα(γˆn−γn). For remainder, fix 0 < δ < 1 so that for all n ∈ Z we
have
1 + e−(γˆn−γn)C1δ
β−βˆ ≤ eα(γˆn−γn). (5)
Given p, q, n with q ∈ W sn(p) define
ρ(p, q, n) := sup{d(x, hsp,q,n(x)) | x ∈ W
c
n(p, 1)}.
Take 0 < ρ0 < 1 so that
(3C2C1 + 1)
θ
−1
ρ0 ≤ δ (6)
where C2 ≥ 1 is a constant to be defined in Section 3.1 below. Fix 0 < R0 < 1 for the
remainder so that for all n ∈ Z , p ∈ Rk and q ∈W sn(p,R0) we have
ρ(p, q, n) ≤ ρ0.
With the above choices, we prove a special case of Theorem 2.2.
Theorem 2.4. Let p ∈ Rk, q ∈ W sn(p,R0). Then the holonomy map hsp,q,n : W cn(p, 1)→
W cn(q) is a C1+αˆ-diffeomorphism. Moreover the C1+αˆ-norm of hup,q,n is uniform across
the choice of p, q and n.
Taking αˆ < β′, appealing to a theorem of Journe´ [Jou] (see also related discussions
in [PSW, Section 6]) it follows that the leaves of the partition {W sn(x), x ∈ Rk} restrict
to a C1+αˆ-foliation inside each W csn (p). Theorem 2.2 then follows. In particular, given
arbitrary transversals D1 and D2 to {W sn(x), x ∈ W csn (p)} inside W csn (p) as above, it
follows that the holonomy map hsD1,D2 is uniformly C
1+αˆ on its domain.
3. PROOF OF THEOREM 2.4
3.1. Approximate holonomies and related notation. Given n ∈ Z and arbitrary p, q ∈
R
k with q ∈W sn(p, 1) we assume there exists a uniformly C1+β
′ initial approximation
πp,q,n : W
c
n(p, 1)→W
c
n(q)
to the stable holonomy map hsp,q,n with the following properties: there is a constantC2 > 0
so that for every n ∈ Z, p ∈ Rk, and q ∈ W s(p, 1) we have
(1) d(πp,q,n(p), q) ≤ C2d(p, q);
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(2) d ((πp,q,n)∗(v), v) ≤ C2d(p, q)θ for all v ∈ SpW cn(p);
(3) |‖Dπp,q,n‖ − 1| ≤ C2d(p, q)θ;
(4) if p′ ∈ W cn(p) and q′ ∈ W sn(p′, 1) ∩W cn(q) then πp,q,n and πp′,q′,n coincide on
W cn(p, 1) ∩W
c
n(p
′, 1).
For instance, we may define such a system of approximating maps {πp,q,n} by linear
projection: for z ∈ W cn(p, 1) define πp,q,n(z) to be the unique point of intersection of
W cn(q) and z + Ru ⊕ Rs. One may verify the above properties hold for this choice of
πp,q,n.
3.1.1. Additional notation. It is enough to prove Theorem 2.4 in the case that n = 0.
For the remainder, we fix p and q in Rk with q ∈ W s0 (p,R0) as in Theorem 2.4. Write
h := hsp,q,0.
Given n, j ∈ Z
• f
(j)
n := id, j = 0;
• f
(j)
n := fn+j−1 ◦ · · · ◦ fn, j > 0;
• f
(j)
n := f
−1
n+j ◦ · · · ◦ f
−1
n−1, j < 0;
• for z ∈ Rk, write zn = f (n)0 (z);
• write Dn ⊂W cn(pn) := f
(n)
0 (W
c
0 (p, 1));
• let κ(n)ℓ =


κℓ+n−1 + · · ·+ κℓ n > 0
0 n = 0
−κℓ+n − · · · − κℓ−1 n < 0;
• similarly define κˆ(n)ℓ , γ
(n)
ℓ , and γˆ
(n)
ℓ .
Note that if x ∈W c0 (p, 1) = D0 and y = h(x) ∈W c0 (q) then for all n ≥ 0 we have
d(xn, yn) ≤ e
κ
(n)
0 d(x, y) ≤ eκ
(n)
0 ρ(p, q, 0) < ρ0.
It follows that πxn,yn,n is defined. By property (4) of the approximate holonomy maps
πpn,qn,n it follows that the collection of maps {πxn,yn,n : xn ∈ Dn} coincide with the
restriction of a single approximation which we denote by πn : Dn → W cn(qn) for the
remainder. Note that πn : Dn →W cn(qn) has all the properties enumerated above.
3.1.2. Approximate holonomies. For n ≥ 0 we define hn : W c0 (p, 1) → W c0 (q) to be
successive approximations to h given by
hn : x 7→ f
(−n)
n (πn(xn))) = f
(−n)
n
(
πn(f
(n)
0 (x))
)
.
Note that each hn is a C1+β
′ diffeomorphisms onto its image. Although the (1 + β′)-
norms of the hn may not be controlled, Theorem 2.2 follows by showing that hn converge
to h : W c0 (p, 1)→W
c
0 (q) in the C1 topology. We then show Dh : SW c0 (p, 1)→ TW c0 (q)
is Ho¨lder continuous with uniform estimates.
3.2. An auxiliary lemma. Given ξ = (x, v) and ζ = (y, u) in SRk recall we write
d(ξ, ζ) = sup{d(x, y), d(v, u)}. Given ξ = (x, v) ∈ SRk we write
ξn = (xn, vn) := (f
(n)
0 )∗(ξ) ∈ SR
k.
If ζ = (y, w) similarly write ζn := (yn, wn).
Recall the δ > 0, α, and βˆ fixed above.
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Lemma 3.1. Given x ∈ Rk, ξ = (x, v), ζ = (y, w) ∈ SW c0 (x), 0 ≤ r ≤ δ, and n ≥ 0,
suppose that d(xn, yn) ≤ reκ
(n)
0 , d(ξn, ζn) ≤ r
θeκ
(n)
0 θ , and for all 0 ≤ k ≤ n that
d(xk, yk) ≤ δ.
Then, for all 0 ≤ k ≤ n,
d(xk, yk) ≤ re
κ
(n)
0 −γ
(n−k)
k and d(ξk, ζk) ≤ rθeκ
(n)
0 θ+(1+α)(γˆ
(n−k)
k
−γ
(n−k)
k
).
In particular,
d(ξ, ζ) ≤ rθe
κ
(n)
0 θ+(1+α)
(
γˆ
(n)
0 −γ
(n)
0
)
.
Proof. For the final assertion, note that
reκ
(n)
0 −γ
(n)
0 ≤ rθeκ
(n)
0 θ+(1+α)(γˆ
(n)
0 −γ
(n)
0 )
follows from (1) as θ ≤ κn−γn
ηn
≤ κn−γn
κn
holds for all n.
We prove the first two assertions by backwards induction on k starting with k = n. We
clearly have
d(x(k−1), y(k−1)) ≤ e
−γk−1d(xk, yk) ≤ re
κ
(n)
0 −γ
(n−(k−1))
k−1 .
Moreover, we have
d(ξ(k−1),ζ(k−1)) = d
(
(f
(−1)
k )∗(xk, vk), (f
(−1)
k )∗(yk, wk)
)
≤ d
(
(f
(−1)
k )∗(xk, vk), (f
(−1)
k )∗(xk, wk)
)
+ d
(
(f
(−1)
k )∗(xk, wk), (f
(−1)
k )∗(yk, wk)
)
≤ e(γˆk−1−γk−1)d(vk, wk) + C1d(xk, yk)
β
≤ e(γˆk−1−γk−1)
(
d(vk, wk) + e
−(γˆk−1−γk−1)C1d(xk, yk)
β
)
≤ e(γˆk−1−γk−1)
(
1 + e−(γˆk−1−γk−1)C1d(xk, yk)
β−βˆ
)
·max{d(xk, yk)
βˆ , d(vk, wk)}
≤ e(1+α)(γˆk−1−γk−1) max{rβˆeβˆκ
(n)
0 −βˆγ
(n−k)
k , rθeκ
(n)
0 θ+(1+α)(γˆ
(n−k)
k
−γ
(n−k)
k
)}.
The last line follows from induction hypothesis and the choice of δ > 0 in (5).
From (2) and (4) we have we have
βˆκ
(n)
0 − βˆγ
(n−k)
k = βˆκ
(k)
0 + βˆκ
(n−k)
k − βˆγ
(n−k)
k
≤ βˆκ
(k)
0 + θκ
(n−k)
k
≤ θκ
(n)
0
≤ θκ
(n)
0 + (1 + α)(γˆ
(n−k)
k − γ
(n−k)
k ).
Hence
rβˆeβˆκ
(n)
0 −βˆγ
(n−k)
k ≤ rθeκ
(n)
0 θ+(1+α)(γˆ
(n−k)
k
−γ
(n−k)
k
)
and the result follows. 
3.3. Step 1: C0 convergence. We have
Lemma 3.2. hn → h uniformly on W c0 (p, 1).
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Proof. First (by invariance of W sn-manifolds) we have f (−n)n ◦ hspn,qn,n ◦ f (n)0 = hsp,q,0.
For x ∈W c0 (p, 1)
d
(
xn, f
(n)
0 (h(x))
)
= d(xn, h
s
pn,qn,n
(xn)) ≤ e
κ
(n)
0 ρ(p, q, 0) ≤ eκ
(n)
0 .
By property 1 of the maps πn,
d(hn(x), h(x)) = d
(
f
(−n)
0 (πn(xn)), f
(−n)
n (h
s
pn,qn,n
(xn))
)
≤ e−γ
(n)
0 d
(
πn(xn), h
s
pn,qn,n
(xn)
)
≤ C2e
κ
(n)
0 −γ
(n)
0 . 
3.4. Step 2: Convergence of the projectivized derivative. Consider now the projec-
tivized derivatives (hn)∗ : SW c0 (p, 1) → SW c0 (q). We show that the sequence (hn)∗ is
Cauchy. Set
L1 = C2 +
∞∑
n=0
3C2C1e
ωn.
Lemma 3.3. The family of maps (hn)∗ : SW c0 (p) → SW c0 (q) is uniformly Cauchy on
SW c0 (p, 1).
Moreover, defining h∗ : SW c0 (p, 1)→ SW c0 (q) to be the limit h∗ = limn→∞(hn)∗, for
(x, v) ∈ SW c0 (p, 1) we have
d((x, v), h∗(x, v)) ≤ L1d(x, h(x))
θ .
Proof. With ξ = (x, v) let y = h(x) and ζn = (yn, wn) = (hn)∗(ξ).
We have
d(yn, yn+1) = d
(
f (−n)n (πn(xn)), f
(−n−1)
(n+1) (πn+1(xn+1))
)
and
d
(
πn(xn), f
(−1)
n+1 (πn+1(xn+1))
)
≤ d (xn, πn(xn)) +
(
f
(−1)
n+1 (xn+1), f
(−1)
n+1 (πn+1(xn+1))
)
≤ C2e
κ
(n)
0 d(x, y) + C1C2e
κ
(n+1)
0 d(x, y)
≤ 2C1C2e
κ
(n)
0 d(x, y).
Similarly,
d(ζn, ζn+1) = d
(
(f (−n)n )∗(πn)∗(ξn), (f
(−n−1)
n+1 )∗(πn+1)∗(ξn+1)
)
and
d((πn)∗(ξn),(f
(−1)
n+1 )∗(πn+1)∗(ξn+1))
≤ d (ξn, (πn)∗(ξn)) + d
(
(f
(−1)
n+1 )∗ξn+1, (f
(−1)
n+1 )∗(πn+1)∗(ξn+1)
)
.
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With (πn+1)∗(xn+1, vn+1) = (y′, w′) we have
d((f
(−1)
n+1 )∗ξn+1, (f
(−1)
n+1 )∗(πn+1)∗(ξn+1)) = d((f
(−1)
n+1 )∗(xn+1, vn+1), (f
(−1)
n+1 )∗(y
′, w′))
≤ d((f
(−1)
n+1 )∗(xn+1, vn+1), (f
(−1)
n+1 )∗(xn+1, w
′)) + d((f
(−1)
n+1 )∗(xn+1, w
′), (f
(−1)
n+1 )∗(y
′, w′))
≤ C1d(vn+1, w
′) + C1d(xn+1, y
′)β
≤ C1C2e
κ
(n+1)
0 θd(x, y)θ + C1C
β
2 e
βκ
(n+1)
0 d(x, y)β
≤ 2C1C2e
θκ
(n+1)
0 d(x, y)θ
whence
d((πn)∗(ξn),(f
(−1)
n+1 )∗(πn+1)∗(ξn+1))
≤ C2e
θκ
(n)
0 d(x, y)θ + 2C1C2e
θκ
(n+1)
0 d(x, y)θ
≤ 3C2C1e
θκ
(n)
0 d(x, y)θ.
From Lemma 3.1 (with r = (3C1C2)θ
−1
d(x, y)) and the choice of ρ0 it follows that
d(ζn, ζn+1) ≤ eκ
(n)
0 θ+(1+α)(γˆ
(n)
0 −γ
(n)
0 )3C2C1d(x, y)
θ. (7)
It follows that (hn)∗ is uniformly Cauchy on SW c0 (p, 1) .
Moreover, for any ξ = (x, v) ∈ SW c0 (p, 1) we have
d(ξ, h∗(ξ)) ≤ d(ξ, (π0)∗ξ) +
∞∑
n=0
d(ζn, ζn+1)
≤ C2d(x, y)
θ +
∞∑
n=0
eκ
(n)
0 θ+(1+α)(γˆ
(n)
0 −γ
(n)
0 )3C2C1d(x, y)
θ.
Thus, with L1 as above, for any ξ ∈ SW c0 (p, 1) we have
d(ξ, h∗(ξ)) ≤ L1d(x, y)
θ. 
Note that the convergence of the projectivized derivative of the stable holonomies in
Lemma 3.3 is independent of the choice of p, q ∈ Rk or n ∈ Z in Theorem 2.2. Thus for
all n ∈ Z, p′ ∈ Rk, and q′ ∈ W sn(p′, R0) let (hsp′,q′,n)∗ denote the projectivized derivative
constructed as above. We have for all ξ′ = (x′, v′) ∈ SW cn(p′, 1) that
d(ξ, (hsp′,q′,n)∗(ξ)) ≤ L1d(x
′, hsp′,q′,n(x
′))θ.
To show that the holonomies are C1, we next show that each (hsp′,q′,n)∗ coincides with the
projectivization of a continuous Dhup′,q′,n : TW cn(p′, 1)→ TW cn(q′).
3.5. Step 3: The sequence of maps Dhn is uniformly Cauchy. We return to the no-
tation in Step 2. In particular, we recall our distinguished p, q ∈ Rk and the maps hn
approximating h = hsp,q,0.
We first derive two simple distortion estimates. Given ξ = (x, v) ∈ SW c0 (p, 1) with
ξn := (f
(n)
0 )∗(ξ) let y = h(x), ζ = (y, w) := h∗(ξ), ζn = (yn, wn) = (f
(n)
0 )∗(ζ) =
(hspn,qn,n)∗(ξn), and ζˆ
n = (hn)∗(ξ). Write ζˆni = (f
(i)
0 )∗ζˆ
n
. Then
ζˆnn := (f
(n)
0 )∗(ζˆ
n) = (yˆnn , wˆn) = (πn)∗(ξn).
We have
d(yn, yˆ
n
n) ≤ (1 + C2)e
κ
(n)
0 d(x, y). (8)
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From Lemma 3.3 we have
d(ξn, ζn) ≤ L1e
θκ
(n)
0 d(x, y)θ .
Moreover
d(ξn, ζˆ
n
n ) ≤ C2e
θκ
(n)
0 d(x, y)θ.
Hence,
d(ζn, ζˆ
n
n ) ≤ (C2 + L1)e
θκ
(n)
0 .
Let n0 be such that (C2 + L1)eθκ
(n0)
0 ≤ eθκ
(n0)
0 δθ so that for n ≥ n0 we have
d(ζn, ζˆ
n
n ) ≤ e
θκ
(n)
0 δθ. (9)
Given ξ = (x, v) ∈ TRk define ‖ξ‖ = ‖v‖. For each i, the map SRk → R given by
ζ → log ‖Dfi(ζ)‖ is β-Ho¨lder on SRk with uniform constant C3. Recall our θˆ < θ and ω
with ωˆ = supκnˆˆθ + (1 + α)(γˆn − γn) < 0. Let
K1 :=
∞∑
k=0
C3
(
δθeωˆk
)β
.
Lemma 3.4. For all n ≥ n0
exp(−K1e
β(θ−θˆ)κ
(n)
0 ) ≤
∏n−1
i=0 ‖Dfiζˆ
n
i ‖∏n−1
i=0 ‖Dfiζi‖
≤ exp(K1e
β(θ−θˆ)κ
(n)
0 ).
(Note in particular that the middle ratio goes to 1 as n→∞.)
Proof. Recalling Lemma 3.1 (with r = δ and estimates (8) and (9)), for n ≥ n0 we have∣∣∣∣∣log
∏n−1
i=0 ‖Dfiζˆ
n
i ‖∏n−1
i=0 ‖Dfiζi‖
∣∣∣∣∣ =
∣∣∣∣∣
n−1∑
i=0
log ‖Dfiζˆ
n
i ‖ − log ‖Dfiζi‖
∣∣∣∣∣
≤
n−1∑
i=0
C3d(ζˆ
n
i , ζi)
β
≤
n−1∑
i=0
C3
(
δθeκ
(n)
0 θ+(1+α)(γˆ
(n−i)
i
−γ
(n−i)
i
)
)β
≤ eβκ
(n)
0 (θ−θˆ)K1. 
Similarly, letting
K2 = exp
(
∞∑
i=1
C3L
β
1 e
κθβi
)
we have
Lemma 3.5. For all n > 0
K−12 ≤
∏n−1
i=0 ‖Dfiξi‖∏n−1
i=0 ‖Dfiζi‖
≤ K2
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Proof. From Lemma 3.3 we obtain∣∣∣∣∣log
∏n−1
i=0 ‖Dfiξi‖∏n−1
i=0 ‖Dfiζi‖
∣∣∣∣∣ =
∣∣∣∣∣
n−1∑
i=0
log ‖Dfiξi‖ − log ‖Dfiζi‖‖
∣∣∣∣∣
≤
n−1∑
i=0
C3d(ξi, ζi)
β
≤
n−1∑
i=0
C3
[
L1d(xi, yi)
θ
]β
≤
n−1∑
i=0
C3L
β
1
(
eκ
(i)
0 θ
)β
d(x, y)β
≤ log(K2). 
Approximate the derivatives Dh : TW c0 (p)→ TW c0 (q) by the bundle maps
∆n : TW
c
0 (p, 1)→ TW
c
0 (q)
defined as follows: given n ≥ 0 and (x, v) ∈ TW c0 (p) let
∆n : (x, v) 7→ Df
(−n)
n
((
‖Df
(n)
0 (v)‖(h
s
pn,qn,n
)∗((f
(n)
0 )∗(x,
v
‖v‖ )))
))
.
Note that (∆n)∗ = h∗. From Lemma 3.5, with h∗(x, v) = (y, w) we have
‖∆n(x, v)‖ =
‖Dxf
(n)
0 (v)‖
‖Dyf
(n)
0 (w)‖
≤ K2.
In particular, ‖∆n‖ is uniformly bounded.
Also, given ξ = (x, v) ∈ SW c0 (p) we have
‖Dhn(ξ)‖ = ‖∆n(ξ)‖ ·
∏n−1
i=0 ‖Dfiζ
n
i ‖∏n−1
i=0 ‖Dfiζˆi‖
· ‖Dπpn,qn,n((f
(n)
0 )∗(x,
v
‖v‖ ))‖.
It then follows from Lemma 3.4 that
‖Dhn(ξ)‖ − ‖∆n(ξ)‖ → 0
uniformly in ξ ∈ SW c0 (p). Moreover, as the the projectivization of ∆n coincides with
(hsp,q,0)∗ we have
Claim 3.6. supξ∈SW c0 (p,1){‖Dhn(ξ)−∆n(ξ)‖} → 0 as n→∞.
It follows that the sequence Dhn converges uniformly if and only if the sequence ∆n
converges uniformly.
Lemma 3.7. The sequence of maps ∆n : SW c0 (p, 1)→ TW c0 (q) is uniformly Cauchy.
Proof. Given ξ = (x, v) ∈ SW c0 (p, 1) with ξn = (xn, vn) ∈ SDn, let ζ = (y, w) =
h∗(ξ) ∈ SW
c
0 (q) and ζn = (yn, wn) = (hupn,qn,n)∗(ξn). Observe that both ∆n(x, v) and
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∆n+1(x, v) have footprint y. Then
‖∆n(x, v)−∆n+1(x, v)‖
=
‖Dxf
(n)
0 (v)‖
‖Dyf
(n)
0 (w)‖
‖Dynfn(wn)‖
−1 (10)
· (‖Dyn(fn)(wn)‖ − ‖Dxn(fn)(vn)‖)
≤ K2C1
(
C1L1e
θκ
(n)
0 + C1e
κ
(n)
0 β
)
≤ K2C12C1L1e
θκ
(n)
0 (11)
≤ K2C12C1L1e
θκn. 
From Claim 3.6 and Lemma 3.7 it follows that the sequence of maps Dhn converges
uniformly. As hn converges to h we necessarily have that h = hsp,q,n is differentiable and
that Dhn converges to Dh. Furthermore, ‖Dhsp,q,n‖ ≤ K2. This completes the proof of
C1 properties in Theorem 2.4.
3.6. Step 4: Ho¨lder continuity of Dh. We have the following claim.
Claim 3.8. There is a c0 > 0 so that if d(xk, yk) ≤ 1 for all 0 ≤ k ≤ n − 1 and
d((x, v), (y, w)) ≤ 1 then
d((f
(n)
0 )∗(x, v), (f
(n)
0 )∗(y, w)) ≤ e
c0nd((x, v), (y, w))β
Proof. We have
d((f
(n)
0 )∗(x, v),(f
(n)
0 )∗(y, w)) ≤ d((f
(n)
0 )∗(x, v), (f
(n)
0 )∗(x,w)) + d((f
(n)
0 )∗(x,w), (f
(n)
0 )∗(y, w))
≤ (C1)
2nd(v, w) + d((f
(n)
0 )∗(x,w), (f
(n)
0 )∗(y, w))
Also proceeding inductively we have
d((f
(n)
0 )∗(x,w),(f
(n)
0 )∗(y, w)) = d((Dxn−1fn−1)∗(Dxf
(n−1)
0 )∗(w), (Dyn−1fn−1)∗(Dyf
(n−1)
0 )∗(w))
≤ d((Dxn−1fn−1)∗(Dxf
(n−1)
0 )∗(w), (Dyn−1fn−1)∗(Dxf
(n−1)
0 )∗(w))
+ d((Dyn−1fn−1)∗(Dxf
(n−1)
0 )∗(w), (Dyn−1fn−1)∗(Dyf
(n−1)
0 )∗(w))
≤ C1d(xn−1, yn−1)
β + C1(n− 1)C
(1+β)(n−1)
1 d(x, y)
β
≤ C1(C1)
nβd(x, y)β + C1(n− 1)C
(1+β)(n−1)
1 d(x, y)
β
≤ nC
(1+β)n
1 d(x, y)
β .
Take c0 = (logC1)(1 + β) + 1. 
We now show that the maps h∗ : SW c0 (p, 1) → SW c0 (q) and Dh : SW c0 (p, 1) →
TW c0 (q) are Ho¨lder continuous.
Given ǫ > 0 take
• a0 = max
{
sup{κn−γˆn
κn
}, sup{ θκn−βγˆn−ǫ
βκn
}, sup{κnθ−c0−ǫ
θκnβ
}
}
> 1;
• Set α = min
{
inf{κn−γn
a0κn
}, inf{ θκn+(1+α)(γˆn−γn)
κna0
}, θ
a0
}
. Note 0 < α < 1.
• Recall our fixed ρ0 with ρ(p, q, 0) ≤ ρ0 < δ satisfying (6) and let ρ = ρ0/(1 +
2C2)
θ−1 .
Let q ∈ W s0 (p) and as before let h = hsp,q,0. Assume now that d(p, q) ≤ ρ.
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Claim 3.9. The function h∗ is α-Ho¨lder with constant uniform in all parameters.
Proof. Given n ∈ N let
rn := ρe
κ
(n)
0 a0 .
Consider any pair ξ := (x, v) and ξ′ := (x′, v′) in SW c0 (p, 1). It is enough to consider
pairs that are sufficiently close so that for some 1 ≤ n:
d(x, x′) ≤ rn, d(v, v
′) ≤ (rn)
θ, and either d(x, x′) ≥ rn+1 or d(v, v′) ≥ rθn+1.
Let ζ = (y, w) = h∗(ξ) and ζn = (yn, wn) = (hn)∗(ξ). Similarly define ζ′ and ζ′n.
From (7) we have
d(ζ, ζn) ≤ e(κ
(n)
0 θ+(1+α)(γˆ
(n)
0 −γ
(n)
0 )L1 ≤ L1ρ
−αeµαa0rαn+1
and
d(ζ′, ζ′n) ≤ e(κ
(n)
0 θ+(1+α)(γˆ
(n)
0 −γ
(n)
0 )L1 ≤ L1ρ
−αeµαa0rαn+1.
Note that for all 0 ≤ k ≤ n we have
d(xk, x
′
k) ≤ ρe
a0κ
(n)
0 +γˆ
(k)
0 ≤ ρeκ
(k)
0 ≤ δ.
Also note that, as βκn < κnθ + βγˆn for all n, we have a0 ≥ θβ ≥
θ
βθ
. From Claim 3.8,
for all 0 ≤ k ≤ n we have
(ξk, ζk) ≤ e
c0k(rn)
θβ = ec0kρθβeκ
(n)
0 a0θβ ≤ ρθβeκ
(n)
0 θ.
From the properties of the maps πn we have d(xn, ynn) ≤ C2eκ
(n)
0 ρ, d(x′n, y
′n
n ) ≤
C2e
κ
(n)
0 ρ, d(vn, w
n
n) ≤ C2e
κ
(n)
0 θρθ, and d(v′n, w′nn ) ≤ C2eκ
(n)
0 θρθ. Thus
d(ynn , y
′n
n ) ≤ (1 + 2C2)e
κ
(n)
0 ρ ≤ (1 + 2C2)
θ
−1
eκ
(n)
0 ρ
and
d(wnn , w
′n
n ) ≤ (1 + 2C2)e
κ
(n)
0 θρθβ.
From Lemma 3.1 we have
d(yn, y′n) ≤ (1 + 2C2)e
κ
(n)
0 −γ
(n)
0 ρ ≤ (1 + 2C2)e
µαa0ρ1−α(rn+1)
α
and (from Lemma 3.1 with r = (1 + 2C2)θ
−1
ρ < δ)
d(wn, w′n) ≤ (1 + 2C2)ρ
θeκ
(n)
0 θ+(1+α)(γˆ
(n)
0 −γ
(n)
0 ) ≤ (1 + 2C2)e
µθa0α(rn+1)
α.
It follows that there is some uniform K3 > 0 so that
d(ζ, ζ′) ≤ K3r
α
n+1 ≤ K3(r
θ
n+1)
α
whence d(ζ, ζ′) ≤ K3d(ξ, ξ′)α. 
Claim 3.10. The function (x, v) 7→ log ‖Dxh(v)‖ is (θα)-Ho¨lder on SW c0 (p, 1).
Proof. We retain all notation from the previous proof. In particular, d(x, x′) ≤ rn;
d(v, v′) ≤ (rn)
θ; and either d(x, x′) ≥ rn+1 or d(v, v′) ≥ rθn+1.
Recall that for all (x, v) ∈ SW c0 (p) we have ‖∆n(x, v)‖ − ‖Dxh(v)‖ → 0 as n→∞.
Moreover, from (11) we have that for some uniform K4 that
|‖∆n(x, v)‖ − ‖Dxh(v)‖| ≤ K4e
θκ
(n)
0 ≤ K5(rn+1)
α (12)
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We have that
log(‖∆n(x, v)‖) =
n−1∑
j=0
log ‖Dxjfjvj‖ − log ‖Dyjfjwj‖.
Let L2 ≥ ‖Dh‖. Then for all 0 ≤ j ≤ n we have
• d(xj , x
′
j) ≤ e
γˆ
(k)
0 d(x, x′) whence d(yj , y′j) ≤ L2eγˆ
(k)
0 d(x, x′)
• d(vj , v
′
j) ≤ e
c0jd((x, v), (x′, v′))β
• d(wj , w
′
j) ≤ K3d(vj , v
′
j)
α ≤ K3e
αc0jd((x, v), (x′, v′))αβ.
Then for some uniform choice of K6, K7 and K8 we have
| log ‖∆n(x, v)‖ − log ‖∆n(x
′, v′)‖|
≤
n−1∑
j=0
∣∣∣log ‖Dxjfjvj‖ − log ‖Dyjfjwj‖ − log ‖Dx′jfjv′j‖+ log ‖Dy′jfjw′j‖
∣∣∣
≤
n−1∑
j=0
∣∣∣log ‖Dxjfjvj‖ − log ‖Dx′jfjv′j‖
∣∣∣
+
n−1∑
j=0
∣∣∣log ‖Dyjfjwj‖ − log ‖Dy′jfjw′j‖
∣∣∣
≤
n−1∑
j=0
C21d(vj , v
′
j) + C3d(xj , x
′
j)
β + C21d(wj , w
′
j) + C3d(yj , y
′
j)
β
≤ K6n
(
eγˆ
(n)
0 βd(x, x′)β + ec0nd(ξ, ξ′)β + eαc0nd(ξ, ξ′)αβ
)
≤ K7
(
eǫn+γˆ
(n)
0 βd(x, x′)β + e(c0+ǫ)nd(ξ, ξ′)β + eα(c0+ǫ)nd(ξ, ξ′)αβ
)
≤ K7(e
θκ
(n)
0 + eθκ
(n)
0 + eαθκ
(n)
0 )
≤ K8(rn+1)
θα ≤ K8(r
θ
n+1)
θα
Combined with (12), it follows that (x, v) 7→ ‖Dxh(v)‖ is (θα)-Ho¨lder on SW c(p, 1). 
4. ERGODICITY OF PARTIALLY HYPERBOLIC DIFFEOMORPHISMS
We refer the reader to [BW1] for definitions and complete arguements. Let M be a
compact manifold and for β > 0 let f : M →M be a C1+β diffeomorphism. We assume
f admits a partially hyperbolic splitting Es(x)⊕Ec(x)⊕Eu(x); that is there are functions
µ(x) < ν(x) < γ(x) < γˆ(x)−1 < νˆ(x)−1 < µˆ(x)−1
with νˆ(x), ν(x) < 1, and γˆ(x) ≤ γ(x) such that
• µ(x)‖v‖ ≤ ‖Dxfv‖ ≤ ν(x) for all v ∈ Es(x)
• γ(x)‖v‖ ≤ ‖Dxfv‖ ≤ γˆ(x)
−1 for all v ∈ Ec(x)
• νˆ(x)−1‖v‖ ≤ ‖Dxfv‖ ≤ µˆ(x)
−1 for all v ∈ Eu(x).
Theorem 4.1. Let f : M → M be a volume preserving, essentially accessible, partially
hyperbolic C1+β diffeomorphism. Let θ < β be such that
ν(x)γ−1(x) < µ(x)θ , νˆ(x)γˆ−1(x) < µˆ(x)θ .
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Assume f satisfies the strong center bunching hypothesis: for some 0 < θ < θ with
ν(x)θ ≥ ν(x)βγ(x)−β , νˆ(x)θ ≥ νˆ(x)β γˆ(x)−β (13)
we have
max{ν(x), νˆ(x)}θ ≤ γγˆ−1.
Then f is ergodic and has the K-property.
Noting that θ = θβ satisfies (13), we have as the following corollary.
Corollary 4.2. If in Theorem 4.1 we have
max{ν(x), νˆ(x)}θβ ≤ γγˆ−1
then f is ergodic and has the K-property.
Remark 4.3. Theorem 2.4 establishes that the smoothness of unstable holonomies inside
center-unstable manifolds for a choice of the globalized dynamics. In the language of
[BW1], this establishes the smoothness of holonomy maps by fake stable manifolds inside
of fake center-stable manifolds.
In the case that the partially hyperbolic diffeomorphism f : M → M is dynamically
coherent, one could adapt the proof of Theorem 2.4 to show the that the holonomy maps
by true stable manifolds inside true center-stable manifolds is C1+Ho¨lder.
5. LEDRAPPIER–YOUNG ENTROPY FORMULA
For β > 0, let f : M → M be a C1+β diffeomorphism of a compact k-dimensional
manifold M . Let µ be an ergodic, f -invariant Borel probability measure. We have the
following generalizations of the main results of [LY1, LY2].
Theorem 5.1 ([LY2, Theorem A]). hµ(f) satisfies the Pesin entropy formula if and only
if µ has the SRB property.
Theorem 5.2 ([LY2, Theorem C’]). For any measure µ, the entropy formula of [LY2,
Theorem C’] remains valid for hµ(f).
5.1. Lyapunov charts. Given M , f : M → M and µ as above, let Λ denote the set of
regular points, TxM = ⊕Ei(x) the Oseledec’s splitting, and λ1 > λ2 · · · > λp denote
the Lyapunov exponents. Fix a decomposition Rk = ⊕Ri where dimRi = mi is the
dimension of Ei(x) for x ∈ Λ. Define the norm ‖ · ‖′ on Rd as follows: writing v =
∑
vi,
set ‖v‖′ = max{‖vi‖} where ‖vi‖ restricts to the standard norm on each Ri. Let λ0 =
max{|λ1|, |λp|}.
Fix a background Riemannian metric and induced distance on M . We have the follow-
ing standard construction. (See for example [LY1, Appendix], [FHY, §2].)
Proposition 5.3. For every sufficiently small 0 < ǫˆ < 1 there is a measurable function
ℓˆ : Λ→ [1,∞) and a measurable family of C∞ embeddings {Φˆx, x ∈ Λ} with the follow-
ing properties:
(i) Φˆx : B(0, ℓˆ(x)−1)→M is a C∞ diffeomorphism with Φˆx(0) = x;
(ii) D0ΦˆxRi = Ei(x);
(iii) the map fˆx : B(0, e−λ0−3ǫˆℓˆ(x)−1)→ B(0, ℓˆ(f(x))−1) given by
fˆx(v) = Φˆ
−1
f(x) ◦ f ◦ Φˆx(v)
is well-defined;
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(iv) D0fˆxRi = Ri, and for v ∈ Ri,
eλi−ǫˆ‖v‖′ ≤ ‖D0fˆxv‖
′ ≤ eλi+ǫˆ‖v‖′;
(v) Ho¨lβ(Dfˆx) ≤ ǫˆ(ℓˆ(x))β whence Lip
(
fˆx −D0fˆx
)
≤ ǫˆ;
(vi) similar statements to (iii),(iv) and (v) hold for f−1;
(vii) there is a uniform k0 so that ℓˆ(x)−1 ≤ Lip(Φˆx) ≤ k0;
(viii) e−ǫˆ ≤ ℓˆ(f(x))
ℓˆ(x)
≤ eǫˆ.
Given 0 < ǫˆ < 1 and corresponding function ℓˆ : Λ → [1,∞) as in Proposition 5.3
define new charts Φx : B(0, 1)→M by rescaling:
Φx(v) := Φˆx(ℓˆ(x)
−1v).
We check with ǫ = 4ǫˆ and ℓ(x) = (ℓˆ(x))2 that for every x ∈ Λ
(a) Φx : B(0, 1)→M is a C∞ diffeomorphism with Φx(0) = x;
(b) D0ΦxRi = Ei(x);
(c) the map f˜x : B(0, e−λ0−2ǫ)→ B(0, 1) given by
f˜x(v) := Φ
−1
f(x) ◦ f ◦ Φx(v) = ℓˆ(f(x))
(
fˆx
(
ℓˆ(x)−1v
))
is well-defined;
(d) D0fˆxRi = Ri, and for v ∈ Ri,
eλi−ǫ‖v‖′ ≤ ‖D0f˜xv‖
′ ≤ eλi+ǫ‖v‖′;
(e) Ho¨lβ(Df˜x) ≤ ǫ whence Lip(f˜x −D0f˜x) ≤ ǫ;
(f) similar statements to (c),(d) and (e) hold for f−1;
(g) there is a uniform k0 so that ℓ(x)−1 ≤ Lip(Φ˜x) ≤ k0;
(h) e−ǫ ≤ ℓ(f(x))
ℓ(x)
≤ eǫ.
Indeed, (a), (b), (c), (g), and (h) follow from construction. For (d), and (e), note that for
u ∈ B(0, 1), and ξ ∈ Rk with ‖ξ‖′ = 1,
Duf˜x(ξ) = ℓˆ(f(x))Dℓˆ(x)−1ufˆx(ℓˆ(x)
−1ξ) =
ℓˆ(f(x))
ℓˆ(x)
D
ℓˆ(x)−1ufˆx(ξ)
hence
D0f˜x(ξ) =
ℓˆ(f(x))
ℓˆ(x)
D0fˆx(ξ)
and
‖Duf˜x(ξ)−Dvf˜x(ξ)‖
′ =
ℓˆ(f(x))
ℓˆ(x)
‖D
ℓˆ(x)−1ufˆx(ξ)−Dℓˆ(x)−1v fˆx(ξ)‖
′
≤
ℓˆ(f(x))
ℓˆ(x)
Ho¨lβ(Dfˆx)‖ℓˆ(x)
−1u− ℓˆ(x)−1v‖′
β
≤
ℓˆ(f(x))
ℓˆ(x)
ǫˆℓˆ(x)β
(
ℓˆ(x)−1
)β
‖u− v‖′
β
=
ℓˆ(f(x))
ℓˆ(x)
ǫˆ‖u− v‖′
β
.
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The family of maps {Φx, x ∈ Λ} is called a family of (ǫ, ℓ) charts. Fix a suitable bump
function on Rk supported inside the unit ball in the ‖ · ‖′-norm. Then there is a constant
C1 such that for all sufficiently small ǫ > 0, for any family of (ǫ, ℓ)-charts Φx as above,
with f˜x as in (c) we may extend the maps f˜x to Fx : Rk → Rk so that for every x ∈ Λ
(1) Fx(u) = f˜x(u) for all u with ‖u‖ ≤ 12 ;
(2) Lip‖·‖′(Fx −D0f˜x) < ǫ;
(3) Lip‖·‖′(F−1x − (D0f˜x)−1) < ǫ;
(4) Ho¨lβ‖·‖′(DFx) ≤ C1;
(5) Ho¨lβ‖·‖′(DFx) ≤ C1.
Furthermore, taking ǫ > 0 sufficiently small we can ensure all relevant estimates remain
true in the Euclidean norm ‖ · ‖.
Given sufficiently small ǫ > 0, fix a family of (ǫ, ℓ)-charts {Φx : x ∈ Λ} as above. Let
0 < δ < 1 be a reduction factor. For x ∈ Λ, let
Scuδ,x := {y ∈ R
k : ‖Φ−1
f−n(x) ◦ f
−n ◦ Φx(y)‖ < δ for all n ≥ 0}.
For x ∈ Λ, ⋆ ∈ {s, u, c, su, cu}, and v ∈ Rk let W˜ ⋆x (v) be the corresponding “fake” mani-
fold through the point v constructed in Proposition 2.1 using the sequence of globalizations
Fx along the orbit f j(x).
From the dynamics inside charts we obtain the following.
Claim 5.4. For all sufficiently small δ > 0 we have Scuδ,x ⊂W cux (0).
From Corollary 2.3, it follows (for sufficiently small δ > 0) that the Lipschitz prop-
erty of holonomies along unstable manifolds inside the center-unstable sets Scuδ,x derived in
[LY1, (4.2)] for C2 maps holds for C1+β maps. We similarly obtain that the holonomies
along “fake” W i manifolds is Lipschitz inside W i+1 manifolds. This replaces the Lips-
chitz estimates [LY2, Lemma 8.2.5, (8.4)]. In particular, [LY1, Proposition 5.1] and [LY2,
Proposition 11.2] remain valid for C1+β diffeomorphisms. It follows that the results of
[LY1] and [LY2] hold for C1+β diffeomorphisms.
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