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Abstract—We consider the downlink scenario of multi-
user multiple-input-single-output (MU-MISO) communi-
cation systems with constant envelope (CE) signals emitted
from each antenna. This results in energy efficient power
amplifiers (PAs). We propose a holistic CE precoding
scheme based on the symbol-wise minimum squared error
(SMSE) criterion. Additionally, we analyze the distortions
introduced by low-resolution quantization to PSK for
higher energy efficiency reasons. We present three solution
algorithms and examine their performance to decide for
the best pick for different quantization resolutions. Our
results show that good performance can be achieved
with minimal loss compared to an ideal unquantized
case. Finally, we analyze and discuss the results and
consider the overall complexity of the precoder as well
as implementation issues.
I. INTRODUCTION
The ever increasing demand for higher data rates
in mobile communications poses significant challenges
for research. It is expected that the network capacity
is increased 1000-fold and the number of connected
devices 10-100-fold compared to 4G networks [1].
This leads to higher energy consumption. Most of
the energy is consumed by the base stations (BSs) [2].
Typically, the RF PA accounts for more than half of the
energy consumption in a BS [3], [4].
The highest energy efficiency is achieved when the PA
is operated in the saturation region. However, operation
in that region implies high nonlinear distortions that
are introduced to the signals. In the literature there
exist several techniques for PA efficiency enhancement
and nonlinear distortions minimization such as envelope
elimination and restoration [5] and envelope tracking
(ET) [5].
Another approach to have energy efficient PA is the
CE modulation scheme at the PA input. Hence, the
amplitude does not bear any information and the PA
can operate in the saturation region with highest en-
ergy efficiency and linearity is not required. In [6] a
precoding technique with continuous valued CE signals
is introduced. This method aims at minimizing the multi-
user interference (MUI), whereas the authors in [7] have
shown that constructive MUI is beneficial to improve the
performance. In our contribution, we consider a different
problem formulation based on minimizing the squared
error between a scaled version of the desired vector and
the noiseless receive vector.
Another important measure to achieve more energy
efficient systems is the usage of low-resolution digital-
to-analog converters (DACs). The CE signals have to be
then quantized to PSK constellation. To the best of our
knowledge, only 1-bit quantization has been considered
so far. The contribution in [8] is the first work that
addressed the precoding task with 1-bit quantization at
the transmitter. The authors in [9] introduced another
linear precoder that could slightly improve the system
performance. Theoretical analysis on the achievable rate
in systems with 1-bit transmitters were introduced in
[10], [11], [12]. The first nonlinear precoding technique
in this topic was presented in [13]. The authors pre-
sented a symbol-wise precoding technique based on the
so called minimum bit error ratio (MBER) criterion
and made use of the infinity norm to relax the 1-bit
constraint. In [14] the authors present another symbol-
wise precoder based on the minimum mean square error
(MMSE) and extended it to higher modulation scheme
in [15]. In our contribution we generalize the scenario
to have PSK signals instead of only QPSK signals at
the transmitter. The optimization criterion is the symbol-
wise MSE (SMSE). In this work we consider a downlink
massive MU-MISO system, since the large scale of trans-
mit antennas enhances the energy efficiency significantly
[16]. We develop a symbol-wise precoding scheme that
provides good performance while being energy efficient.
We investigate the effects of quantized CE signals on
the performance. To achieve that we analyze different
solution approaches and compare them with respect to
performance and efficiency.
This paper is organized as follows: in Section II we
present the system model. In Section III we formulate
the optimization problem to design the precoder and
introduce the solving algorithms. In Sections IV, V and
VI we show the simulation results, discuss these results
and the complexity of the proposed precoding scheme
and summarize this work.
Notation: Bold letters indicate vectors and matrices,
non-bold letters express scalars. The operators (.)∗, (.)T
and (.)H stand for complex conjugation, transposition
and Hermitian transposition, respectively. The n × n
identity (zeros) matrix is denoted by In (0n).
II. SYSTEM MODEL
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s x xQ r sˆ
η
CM CN CN CM CM
Fig. 1. System model of the MU-MISO case.
We consider the downlink MU-MISO system given in
Fig. 1. The BS hasN antennas and servesM users with a
single antenna each where N ≫M . The vector s ∈ CM
contains the symbols for each user, where each symbol
is drawn from the QPSK constellation. We assume that
E[ssH] = σ2s IM. With a look-up-table (LUT) inM each
input vector s is mapped to the vector x that fulfills the
CE property, so we get
x =
[
ejφ1 , ejφ2 , . . . , ejφN
]T
= ejφ. (1)
We introduce the quantization block Q, to model the
finite resolution of the DACs at the transmitter. The
vector x is quantized by Q to 2B-PSK symbols, where
B denotes the quantizer resolution. We get
xQ = Q(x) = e
jQB(φ). (2)
The decoded signal is sˆ = D
(√
Etx
N
HxQ + η
)
, where
D is the decision operation of the QPSK constellation,
Etx is the transmit energy, H represents the channel
matrix and η ∼ CN (0M , IM ) is the noise vector. We
assume an i.i.d. Rayleigh-fading channel with zero mean
and unit variance for each coefficient.
III. CE PRECODING SCHEME
A. Problem Formulation
To determine the LUT for M, the SMSE criterion is
applied. The optimal CE transmit vector x is calculated
as a function of s such that the squared error between a
scaled version of the symbol and the noiseless channel
output is minimized under some constraint
min
x
‖αs −Hx‖22
s.t. xi ∈ S, ∀i = 1, . . . , N.
(3)
The factor α ∈ R+ is introduced to utilize the channel
gain more efficiently [17]. The set S denotes the con-
straint set for every xi. For each s the respective solution
x to the problem (3) is written into the LUT. The LUT
has a dimension of N × 4M , since we have 4M distinct
input vectors s. In the following we present the choices
for the constraint set S and the used algorithms we want
to analyze.
B. Constraint Set S
We have two choices for our constraint set. The first is
to only allow for CE values without relaxation and the
other is to relax the set and take the quantization into
account.
1) CE Constraint (CEC): The CEC can be written as
|xi|
2 = 1,∀i = 1, . . . , N. (4)
The solution to (3) is of the form given in (1). Inserting
(1) into (3) results in
min
φ
‖αs−
N∑
n=1
hne
jφn‖22, (5)
where hn is the n-th column of H. Note that (5) looks
similar to the optimization problem in [6]. However, we
additionally introduce the scaling factor α. We then solve
the problem using either Algorithm 1 or Algorithm 2.
2) Relaxed Polygon Constraint (RPC): For this case
we take into consideration that the transmit vector x
is quantized to xQ. We define S as the filled polygon
built by the points of the 2B-PSK constellation. Hence,
we allow that each entry of x be within that polygon.
After the solution algorithm is run, the resulting entries
in x are normalized to CE and quantized to 2B-PSK.
If there is no quantization present, the polygon becomes
the unit circle. To solve the problem with the RPC we
use Algorithm 3.
C. Solution Algorithms
1) Gradient Descent Method (GDM): This method is
used to solve the problem in (5) with the CEC. The
GDM is suitable, because even local minima are close
to optimal [6]. By defining the objective function as
g(φ, s) := ‖αs −
N∑
n=1
hne
jφn‖22, (6)
the gradient is expressed in closed form as
∂g(φ, s)
∂φ
=
[
∂g(φ, s)
∂φ1
,
∂g(φ, s)
∂φ2
, . . . ,
∂g(φ, s)
∂φN
]T
(7)
with the partial derivatives
∂g(φ, s)
∂φn
=−2 Im
{
e−jφnhHn
(
αs−
N∑
m=1
hme
jφm
)}
.
(8)
The GDM is given in Algorithm 1.
Algorithm 1 Gradient descent method
Input: Symbol vector s, Number of antennas N , Num-
ber of users M , Channel matrix H
Output: Transmit vector x
Step size µ = µ0, Tolerable error ǫ, Scaling factor α,
φ(0) = 0, n = 0
while err > ǫ do
φ(n+1) = φ(n) − µ∂g(φ
(n),s)
∂φ(n)
err = ‖φ(n+1) − φ(n)‖
if g(φ(n+1), s) > g(φ(n), s) then
µ = µ/2
φ(n+1) = φ(n)
end if
n = n+ 1
end while
x = ejφ
(n)
2) Quantized Gradient Descent Method (QGDM):
The QGDM is also used to solve (5) with the CEC.
It is given in Algorithm 2. It involves the quantization
operation QB after every gradient step. Thus, in each
iteration step we have 2B-PSK symbols in the transmit
vector. The objective function is the same g(φ, s).
If a step is successful, i.e. the value of g(φ, s) is
reduced, the step size µ is reset again to the starting
value µ0. This is because the gradient together with the
step size is quantized. We found that with this reset the
performance can be improved.
3) Gradient Projection Method (GPM): The GPM is
used to solve (3) with the RPC. It operates directly on the
vector x and involves a projection in every step of entries
that fall outside the polygon back onto the boundary of
it. This projection operation is denoted by PB as the
shape of the polygon depends on B.
The objective function is defined as
f(x, s) := ‖αs−Hx‖22 (9)
and the gradient can be expressed in closed form as
∂f(x, s)
∂x
= −αHTs∗ +HTH∗x∗. (10)
Algorithm 2 Quantized gradient descent method
Input: Symbol vector s, Number of antennas N , Num-
ber of users M , Channel matrix H, Quantization
resolution B
Output: Transmit vector x
Step size µ = µ0, Tolerable error ǫ, Scaling factor α,
φ(0) = 0, n = 0
while err > ǫ do
φ(n+1) = QB
(
φ(n) − µ∂g(φ
(n),s)
∂φ(n)
)
err = ‖φ(n+1) − φ(n)‖
if g(φ(n+1), s) > g(φ(n), s) then
µ = µ/2
φ(n+1) = φ(n)
else
µ = µ0
end if
n = n+ 1
end while
x = ejφ
(n)
The GPM is given in Algorithm 3.
Algorithm 3 Gradient projection method
Input: Symbol vector s, Number of antennas N , Num-
ber of users M , Channel matrix H, Quantization
resolution B
Output: Transmit vector x
Step size µ = µ0, Tolerable error ǫ, Scaling factor α,
x(0) = PB{1}, n = 0
while err > ǫ do
x(n+1) = PB
{
x(n) − µ
(
∂f(x(n),s)
∂x(n)
)∗}
err = ‖x(n+1) − x(n)‖
if f(x(n+1), s) > f(x(n), s) then
µ = µ/2
x(n+1) = x(n)
end if
n = n+ 1
end while
x = x(n)
D. Approximation of α
In this work, we choose α to be equal to the expec-
tation value of the scaling factor in the case of a zero-
forcing precoder [18]
α = E


√√√√ ∑Ni=1 |xi|2
tr
((
HHH
)−1)

 . (11)
According to (2.9) in [19] and since
(
HHH
)−1
is a
Wishart matrix with N > M , we get
E
{
tr
((
HHH
)−1)}
=
M
N −M
. (12)
Considering the CEC and the result in (12) we get
α =
√
N (N −M)
M
. (13)
E. Existing Precoder
We compare our proposed method to the existing
Wiener Filter (WF) precoder as the ideal case without
quantization and without CE constraint. The WF pre-
coder is linear and defined by
x = PWFs and sˆ = fWFr (14)
with
PWF =
1
fWF
(
HHH +
MIN
Etx
)−1
HH ,
fWF =
√√√√ σ2s
Etx
tr
[(
HHH +
MIN
Etx
)−2
HHH
]
.
(15)
IV. SIMULATION RESULTS
We simulate the proposed precoding scheme. All
results are averaged over 500 channel realizations. The
symbol energy is σ2s = 1 and over each channel a total of
Nb = 10
4 symbols are sent. We have a total of N = 32
antennas andM = 4 users. For the error tolerance we set
ǫ = 10−2 for all three methods. In the GDM we set for
the starting step size µ0 = 0.25, the QGDM has µ0 = 0.5
and the GPM starts with µ0 = 1. As the performance
measure we use the uncoded BER.
We observed that for 16-PSK the performance differs
by less than 0.2 dB from the unquantized CE case. Thus,
we show the results for B ∈ {2, 3,∞} and for values of
B > 3 performance is almost identical to B =∞.
We denote each precoder by its corresponding algo-
rithm and constraint set, i.e. GDM CEC, QGDM CEC
and GPM RPC.
In a first simulation we omit the quantization block.
Thus, the quantization resolution is B =∞. We compare
the GDM CEC precoder and the GPM RPC precoder
to the WF precoder, the WF precoder with subsequent
forcing of CE (WF CE) and the precoder proposed in
[6] (M&L CE). The results are given in Fig. 2. The
GDM CEC and GPM RPC precoders perform practi-
cally equally well. They clearly outperform the WF CE
precoder and the M&L CE precoder. At an uncoded BER
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Fig. 2. Uncoded BER over the SNR for different precoder designs
for N = 32 and M = 4 and B = ∞.
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Fig. 3. Uncoded BER over the SNR for different precoder designs
for N = 32 and M = 4 and B = 2.
of 10−3 the loss of the GDM CEC precoder to the ideal
WF precoder is around 1.5 dB.
Next, we set B = 2 and have QPSK transmit signals.
We now additionally compare the QGDM CEC precoder.
The results are shown in Fig. 3. Now the best precoder
clearly is the GPM RPC. The QGDM CEC precoder is
as good as the WF CE precoder. Here the loss of the
GPM RPC precoder to the ideal WF precoder is around
3.2 dB at a BER of 10−3.
Finally, we simulate for B = 3 so we have 8-
PSK transmit signals. The results are shown in Fig. 4.
The GDM CEC precoder and the GPM RPC precoder
perform equally well, closely followed by the QGDM
CEC precoder. The loss of the GDM CEC or GPM RPC
precoders to the ideal WF precoder is around 2.1 dB at
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Fig. 4. Uncoded BER over the SNR for different precoder designs
for N = 32 and M = 4 and B = 3.
Algorithm Avg. nb. of iterations
GDM 39
GPM 46
TABLE I
AVERAGE NUMBER OF ITERATIONS OF THE TWO DIFFERENT
ALGORITHMS AND B = ∞.
a BER of 10−3.
We also simulated for N = 60 and M = 6 for
comparison. The results were similar to the case with
N = 32 and M = 4, so we discuss these results further.
The relations in performance between the compared
algorithms were equivalent.
V. DISCUSSION
In this section we analyze and discuss the results
further. We will do so by comparing the speed of
the algorithms and giving an outlook on the overall
complexity of the precoding scheme.
A. Algorithm Speed
In practical applications the coherence time of the
channel is limited. It is crucial that the algorithms
converge fast and in consequence have a small number
of iterations.
First, we analyze for B = ∞. In table I we give the
average number of iterations each algorithm requires. In
table II we give the average number of times the step
size is halved. In table III we give the SNR required to
achieve a BER of 10−3.
The performance of the GDM and GPM is practically
identical. On the other hand, the GDM is faster because
the number of iterations is lower and in addition the
Algorithm Avg. nb. of halving
GDM 4
GPM 5
TABLE II
AVERAGE NUMBER OF TIMES THE STEP SIZE IS HALVED FOR THE
TWO DIFFERENT ALGORITHMS AND B = ∞.
Algorithm SNR @ BER = 10−3
GDM 2.71 dB
GPM 2.73 dB
TABLE III
REQUIRED SNR FOR A BER OF 10−3 FOR THE TWO DIFFERENT
ALGORITHMS AND B = ∞.
performed operations are less complex. This is due to the
high complexity of the projection operation PB . Thus,
for the case of B = ∞, the GDM CEC precoder is the
best choice.
Second, we analyze for B = 2. The respective results
are in tables IV, V and VI.
The best BER performance is achieved with the GPM
algorithm, but the number of iterations is high. The
QGDM CEC precoder is faster, but its performance
is very poor. Thus, in this case it depends on the
specific hardware and the efficiency of the projcetion
PB , whether the GPM or the GDM should be chosen.
Last, we analyze for B = 3. The respective results are
in tables VII, VIII and IX.
The algorithms with the best performance with respect
to BER are the GDM and the GPM. They perform
practically equally well. Clearly the fastest algorithm is
the QGDM and the difference in SNR compared to the
GDM or GPM is less than 0.5 dB. These results suggest
that the QGDM is a good compromise with relatively low
complexity, fast implementation and good performance.
We found that the number of iterations is almost
Algorithm Avg. nb. of iterations
GDM 39
QGDM 14
GPM 58
TABLE IV
AVERAGE NUMBER OF ITERATIONS OF THE THREE DIFFERENT
ALGORITHMS AND B = 2.
Algorithm Avg. nb. of halving
GDM 4
QGDM 10
GPM 4
TABLE V
AVERAGE NUMBER OF TIMES THE STEP SIZE IS HALVED FOR THE
THREE DIFFERENT ALGORITHMS AND B = 2.
Algorithm SNR @ BER = 10−3
GDM 6.12 dB
QGDM 9.65 dB
GPM 4.46 dB
TABLE VI
REQUIRED SNR FOR A BER OF 10−3 FOR THE THREE DIFFERENT
ALGORITHMS AND B = 2.
Algorithm Avg. nb. of iterations
GDM 39
QGDM 22
GPM 55
TABLE VII
AVERAGE NUMBER OF ITERATIONS OF THE THREE DIFFERENT
ALGORITHMS AND B = 3.
invariant of the starting step size µ0. This is due to the
fact that the step size is not reduced many times in the
algorithms. We picked the different starting step sizes for
each algorithm, because the performance was the best
with these choices. The changes in performance with
different µ0 were negligible for the GDM and GPM, but
around 0.3 dB for the QGDM, because the quantization
is present.
B. Outlook on integral Complexity
In the literature known to us, for example [6], com-
plexity is considered per symbol vector s. Both the
known algorithms as well as our proposed algorithms
have low complexity for one s. However, it is necessary
to also consider the overall complexity as the precoding
algorithms have to be run for each s.
In a brute force implementation we would run the
algorithms for every possible vector s. For QPSK we
have 4M possible s and thus we have exponential
complexity.
Algorithm Avg. nb. of halving
GDM 4
QGDM 17
GPM 6
TABLE VIII
AVERAGE NUMBER OF TIMES THE STEP SIZE IS HALVED FOR THE
THREE DIFFERENT ALGORITHMS AND B = 3.
Algorithm SNR @ BER = 10−3
GDM 3.39 dB
QGDM 3.86 dB
GPM 3.37 dB
TABLE IX
REQUIRED SNR FOR A BER OF 10−3 FOR THE THREE DIFFERENT
ALGORITHMS AND B = 3.
We can reduce the number of times the algorithms
have to be executed. For QPSK constellation we can
construct some symbol vectors as simply rotated versions
of other vectors. For any given vector s∗ we can find
three other vectors s′, s′′ and s′′′ for which we have
s′ = ej
pi
2 s∗, s′′ = ejpis∗ and s′′′ = ej
3pi
2 s∗. Thus, we
only need to optimize for a quarter of the total number
of input vectors, resulting in 4M−1 times the algorithm
is run per channel realization.
Because of the still exponentially growing number the
implementation has to be carefully considered. It would
certainly be necessary to design custom hardware for the
algorithms. Also we think parallel processing should be
applied, since the process is easily parallelizable. With
these and possible other techniques we are confident that
the precoder can deliver good performance with short
processing time, especially for a relatively small number
of users.
In theory the required memory for the LUT increases
exponentially with M . However, if M is large only a
fraction of possible input vectors s is sent within the
coherence time. Therefore, it is sufficient to compute
and store the vectors x only for the sent symbols.
We can summarize that theoretically the demands
in processing time and memory increase exponentially.
However, in a realistic implementation it is suggested
that these demands can be substantially reduced. There-
fore, the proposed method is a promising candidate for
implementation in a real system.
VI. CONCLUSION
We have presented a CE precoding technique that
uses the SMSE criterion to map each input vector to
an optimal transmit vector. We found that with different
solution algorithms good performance with respect to
BER can be achieved. When QPSK is chosen, the opti-
mal precoder is the GPM RPC precoder. For 8-PSK the
QGDM CEC precoder should be chosen. As a result we
have a highly energy efficient system with low-resolution
DACs and PAs can be operated in the saturation region.
Through analysis of the number of iterations of the
algorithms and the overall complexity we can conclude
that the implementation should be carefully considered to
achieve shortest possible processing time. Future work
on this topic could include the employment of higher
order modulation schemes, for example 16-QAM as well
as the optimization for frequency selective channels.
Also the robustness to channel estimation errors should
be analyzed.
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