A key stage in both the use of polymer rods in Split Hopkinson Pressure Bar (SHPB) testing and in establishing the material properties of these rods is the experimental determination of the propagation coefficient. An analytical investigation of the experimental arrangements used to ascertain the propagation coefficient is reported. A wave model for longitudinal waves that incorporates both viscoelastic material properties and the effect of lateral motion of the rod is used to provide a closed form solution for the attenuation coefficient and phase velocity of a polymer rod. The load pulse at the end of a bar is approximated for the coaxial impact of two types of striker (steel bearing balls and short viscoelastic rods). The propagation coefficient is then calculated from simulated strain histories along the bar. These calculated propagation coefficients are compared to the closed form solution. This enables the errors associated with different experimental arrangements to be assessed virtually and thereby provides guidance for future experimental programmes. The effects of overlapping waves and signal noise are investigated also. The experimental techniques are validated by the analysis and the importance of lateral inertia on the choice of experimental set-up is highlighted.
Introduction and background
The propagation coefficient describes how a wave changes shape as it travels along a rod. The aim of the analytical investigation reported here is to obtain better understanding of and guidance for the experimental techniques used to determine the propagation coefficient from impact tests on a viscoelastic rod.
The dynamic testing of materials and components often involves modelling the propagation of stress waves in slender rods. For example, during SHPB tests the forces and displacements at the two barespecimen interfaces are determined by strain measurements at locations along the bars. The specimen to be tested is placed between input and output bars, both of which are instrumented with strain gauges. The input bar is impacted with a striker bar resulting in an incident stress wave propagating through the bar. At the input bar/specimen interface (front face), part of the incident wave is reflected back through the input bar (the reflected wave) and part is transmitted through the specimen to the output bar (the transmitted wave). The stress, strain and strain-rate in the specimen are determined from analysis of these three propagating waves. Under favourable circumstances the stress wave at the strain gauge is assumed to have the same shape as that at the end of the bar so the wave analysis requires only a simple time shift of the measured signals. This is the case when the bar geometry, the bar material, and the frequency content of the stress waves result in negligible dispersion and attenuation of the signals. Usually, when this is the case, bars of sufficient length are chosen so that the incident and reflected waves can be recorded on the input bar without overlapping each other. Consequently, no wave separation is required and post-processing of test data is straightforward. A more detailed discussion on the theories and assumptions governing the classical SHPB technique can be found in reference [1] .
As polymer rods have much lower mechanical impedance than metal rods, they are often employed in the SHPB apparatus when testing soft (low strength or low impedance) materials at intermediate strain-rates. Wave propagation in elastic bars only involves dispersion due to three-dimensional effects (geometric dispersion). However, additional dispersion and damping of the propagating waves occurs with viscoelastic bars due to their frequencydependent and dissipative properties [2e7] . When viscoelastic bars are employed, in general modelling the dispersion and attenuation of stress waves in the bars is essential to generate accurate data for the specimen. Furthermore, the waves tend to be more dispersive and so it becomes more necessary to employ wave separation techniques [3, 4] . Polymer rods are not generally supplied with specified frequency-dependent mechanical properties. This is because these properties are a function of the environmental history of the rod as well as the manufacturing conditions. Impact tests on the rods are therefore always required before the rods are used within the SHPB arrangement. During these preliminary tests, it is common practice to determine the propagation coefficient and to calculate the complex Young's modulus from this propagation coefficient. The accuracy with which the propagation coefficient is calculated from strain histories will affect the accuracy of all future tests carried out with the bars. Since Blanc developed the method of deriving the propagation coefficient from two non-overlapping measurements of a wave in a polymer rod [6, 7] , different experimental methods to determine the propagation coefficient of polymer bars have been documented [5, 8, 9] .
Generally, wave propagation has been analysed in the frequency domain. The analysis often involves a complex Young's modulus combined with e.g. the one-dimensional wave equation (see e.g. Ref. [5] ). For greater accuracy at higher frequencies, Zhao and Gary [10] employed a nine-parameter rheological model and accounted for both dispersion and attenuation effects by generalising the PochhammereChree equation for elastic bars to viscoelastic bars. The difficulties associated with the technique are discussed in Ref. [11] , where approximations to the PochhammereChree equation for viscoelastic bars are employed to extend the usable frequency range beyond that for the one-dimensional theory. For many studies on longitudinal stress waves in polymer rods, the onedimensional wave theory is appropriate for the frequency range considered and so is retained for simplicity, e.g. see Refs. [8, 9, 12, 13] .
Time-domain analysis of wave propagation in polymer rods has received less attention. However, the viscoelastic effect has been incorporated in the one-dimensional wave equation [14] , which is valid within a certain frequency range. Experimentally, this range can prove limiting. The effect of lateral inertia was incorporated into a wave model for elastic bars by Love a century ago (see Refs. [15, 16] ). The wave model employed for analyses here was proposed recently [17] as a viscoelastic equivalent to Love's theory for elastic waves. The material properties are modelled as a standard linear solid (SLS) rheological model. This wave model simplifies to the one-dimensional solution for waves in polymer rods derived by Wang et al. [14] if the Poisson ratio is set to zero. The predictions simplify to Love's equation for stress waves in elastic bars when rate dependency is removed from the material model. However, the new wave equation has certain limitations associated with both the simplicity of the rheological model it employs and the limitations associated with Love's theory for elastic bars. The Love's theory will diverge from test data at higher frequencies since it does not take cross-section warping into account [18] . Clearly, this must also be the case for an equivalent to Love's theory for viscoelastic bars. The PochhammereChree equation provides accurate dispersion predictions for long finite bars over a much wider range of frequencies, but the solution cannot be expressed in closed form. The retrieval of model parameters is therefore more difficult. Nonetheless, the variation of both the phase velocity and the attenuation coefficient with frequency that is reported in a number of experimental and theoretical investigations (e.g. Ref. [10] ) is well approximated by the wave model used here.
The advantage of the wave equation in Ref. [17] is that the propagation coefficient can be calculated directly in terms of the constants of the rheological model, the Poisson ratio, density and the bar diameter. Simulated impact tests are conducted using this "known" propagation coefficient and the resulting strain histories at positions in the virtual bar are used to recalculate the propagation coefficient. The exact and re-calculated propagation coefficients are then compared to quantify errors. Additionally, it is shown that the new wave equation captures the experimentally observed behaviour well enough to be an extremely practical tool. By adjusting the parameters of the rheological model, good agreement with experimental data can be achieved. In particular, there exists a maximum in the phase velocityefrequency relationship. This phenomenon has been noted experimentally, e.g. Ref. [5] , and analytically, e.g. Ref. [10] . At low frequencies viscous components in the material model cause the phase velocity to increase with frequency. However, the geometric effect becomes dominant with increasing frequency. The subsequent reduction of the phase velocity with increasing frequency imposes limitations on the frequency range over which the propagation coefficient can be determined accurately with certain experimental techniques.
The force pulses resulting from the impacts of steel bearing balls and viscoelastic striker bars on the end of a viscoelastic Hopkinson bar are approximated. Both scenarios are used in impact tests to obtain the propagation coefficient or material properties, e.g. see Refs. [5, 19] . The longitudinal collinear impact of a spherical steel bearing ball on a strain-gauged polymer bar is the most popular method for determining experimentally the propagation coefficient of a polymer bar [5] . Alternatively, a short polymer rod can be employed as the impacting projectile, although this often requires the use of wave separation techniques [9] . A comparative study of the accuracy and stability of the two methods is reported here. The methodology of the investigation is to compare the propagation coefficient that is derived from simulated strain histories to that of the closed form solution. First, analytical solutions are derived for the force pulses at the tip of a rod that is impacted by either a steel bearing ball or a short viscoelastic rod. The strain records at locations along the bar are calculated via the analytical wave propagation coefficient. These strain records are then used to redetermine the analytical wave propagation coefficient. Noise and other experimental factors are considered and the errors in reevaluating the propagation coefficient are quantified. Bussac et al. [20] used analytical models to quantify the errors associated with predicting forces and displacements in bars from strain and velocity records at other positions in the bar. Background noise, imprecise measurements and imprecise knowledge of the dispersion relationship were all considered. The focus here is on the techniques that are likely to provide the best estimate of the propagation coefficient before this coefficient is used to predict forces and displacements.
The wave model
In the frequency domain, the general solution for a longitudinal wave propagating along a rod is 3ðx; uÞ ¼PðuÞe ÀgðuÞx þÑðuÞeg ðuÞx ;
where u is circular frequency,PðuÞ andÑðuÞ are the strains corresponding to waves propagating in the positive and negative x directions respectively at x ¼ 0 and the tilde denotes a complex variable.gðuÞ is the propagation coefficient defined as
where a (u) is the attenuation coefficient and k (u) is the wave number. The attenuation coefficient quantifies the reduction of magnitude of a propagating wave while the wave number is related to the phase velocity c (u) and quantifies the dispersion of waves of different frequencies. The propagation coefficient can be predicted using a wave theory when the material properties of the rod are known. For all simulations reported here, the bar material is assumed to have the properties of a standard linear solid (SLS) model. This rheological model consists of a Maxwell model acting in parallel with a Hookean spring as illustrated in Fig. 1 
For the wave model employed here, the attenuation coefficient and wave number have been derived as [17] :
The parameters A and B in Eqs. (5) and (6) are frequencydependent functions of the bar diameter and material properties:
To obtain approximate impact force pulses at the end of the bar, it is assumed that the force can be related to the axial strain bỹ Fðx; uÞ ¼ AẼðuÞ~ 3ðx; uÞ; (9) where A is the cross-sectional area. Although Eq. (9) is only exact for a one-dimensional rod, here it is assumed to be sufficiently accurate to obtain approximate strain histories at the impacted end of the bar. Eq. (9) is generally assumed to be accurate enough for SHPB tests wherein the frequency content of the signals is such that there is little advantage in considering the variation of stress and strain through the cross-section of the bars in terms of the accuracy of their end forces. It should be stressed that the one-dimensional assumption inherent to Eq. (9) is only employed to obtain the end conditions of the bar being impacted. Incorporation of the effect of lateral inertia when determining the contact force at the tip of the rod is an extremely difficult task that has not been attempted elsewhere to the authors' knowledge. Once the strain at the end of the bar is defined, subsequent stress wave analysis employs the propagation coefficient defined by Eqs. (5) and (6) and therefore includes lateral inertia.
Axial impact of a bearing ball on a viscoelastic rod
Some elements of the derivation of the coaxial elastic impact of a bearing ball on a circular rod are revised here to clarify aspects of the viscoelastic analysis that follow. The problem of the axial impact of a steel bearing ball on a steel bar was first solved by Eubanks et al. [21] and experimental results were later provided by Barton et al. [22] . The analysis is detailed for example by Graff [16] . An illustrative diagram of the impact is shown in Fig. 3 . The equation governing the problem was defined in terms of an "approach" or penetration, j, from which the contact force could be determined. The "approach" is a measure of the amount by which the two bodies approach each other and is defined as
The total motion of the bar tip consist of a gross displacement of the tip (which is given by u 1 ) and an additional local deformation caused by the ball contact surface which is given as b 2 . Also the total 
where K is a constant given by the material and geometric properties of the contacting surfaces, defined as:
where, R is the radius of the sphere and
where, v 1 , E 1 and v 2 , E 2 are the Poisson's ratio and Young's modulus of the rod and the ball respectively. The governing equation for the approach took the form of a second order non-linear differential equation [16, 21] :
where, A 1 and A 2 are constants given by the geometry and material properties of the contacting bodies [16] . The approach is calculated by solving Eq. (14) numerically and the contact force can then be obtained from Eq. (11) . A common way of solving problems that incorporate viscoelastic behaviour is to define the material properties and governing equations in the frequency domain. However, for the case of an elastic ball striking a viscoelastic rod, this is not possible due to the non-linearity of Eqs. (11) and (14) . In order to obtain an end force on the bar and start the wave analysis in the rod using Eq. (9), the "approach" that corresponds to the impact is needed. No solution to the approach for a steel bearing ball striking a viscoelastic rod is currently available. Instead, the "approach" corresponding to a rigid sphere striking a viscoelastic half-space is used. The solution to this problem was derived by Hunter [23] and is defined in Appendix A.
In order to calculate the end force on the viscoelastic rod, first a new time-domain function g (t) is defined from the "approach" calculated according to Hunter [23] as
Then, for elastic impacts, Eq. (11) may then be re-written as
Eq. (16) is valid for the elastic deformations only as K is a constant defined by Eqs. (12) and (13) . As K is a function of the material properties and geometric parameters only, it is possible to transform Eq. (16) into the frequency domain. Substituting for the constant elastic modulus in K with the viscoelastic frequencydependent elastic modulus, the elastic constant K can be replaced by the operatorKðuÞ, i.e.
FðuÞ ¼KðuÞgðuÞ:
In order to obtain the contact force using Eq. (17) and thereby start the wave analysis using Eq. (9), the following steps were carried out:
1. An approximate "approach" j (t) is calculated in the timedomain. This "approach" is for a rigid sphere striking a viscoelastic half space and is derived in Appendix A. 2. g(t) is calculated from Eq. (15) and its Fourier transformgðuÞ is determined. 3. The frequency domain operatorKðuÞ that relatesgðuÞ to the contact force is calculated, based on the geometry and material properties of both the viscoelastic rod and the steel bearing ball. 4.FðuÞ is calculated using Eq. (17) and used to obtain an approximate contact force at the end of the rod.
Despite the differences between the experimental set-up and the analytical scenario that was used to estimate the approach, the analytical solutions are surprisingly similar to those seen experimentally. This is illustrated in by comparing Figs . It is clear from both figures that the impact velocity has a large effect on the amplitude but a small effect on the period of the strain signals. The diameter of the projectile has a notable effect on both the amplitude and period of the strain history. In Fig. 4 , the change in slope towards the end of the strain history (e.g. at approximately 1 Â 10 À4 s in Fig. 4(b) ) is associated with the loss of contact between the projectile and the rod. The frequency content of the experimental and simulated pulses are compared in Fig. 6 for a 10 mm bearing ball impacting at 2.5 m s À1 and 3.5 m s
À1
. The frequency content is plotted for the simulation data at both the end of the bar (Fig. 6(a) and (b) ) and approximately mid-way along the bar (Fig. 6(c) and (d) ). The experimental strains are recorded mid-way along the bar. The frequency contents of the simulated pulses are good approximations of the test data. Fig. 7 shows the strain histories that are predicted half way along a 1 m long bar resulting from the impact of a 6 mm diameter steel bearing ball projectile at 2.5 m s
. 
Viscoelastic impact of a cylindrical striker and a semi-infinite Hopkinson bar
Herein, for the collinear impact of two viscoelastic rods, the force pulse and the strain at the impacted end of the bar are calculated in the complex frequency domain using the equations derived by Bussac et al. [24] assuming one-dimensional wave theory and the SLS rheological model. However, the propagation coefficient that is employed in all equations here is that described in Section 2. This leads to slight differences between the force pulses employed in Ref. [24] and those used here. The simulated strain histories differ further since the wave model described in Section 2 is again employed to simulate the wave propagation. The equation for the contact force derived by Bussac et al. [24] is outlined in Appendix B. Fig. 8 illustrates the strain records that are predicted in a PMMA rod when impacted by a shorter striker bar. This figure will be discussed in more detail later. At this point it is worth highlighting the high frequency components that are evident in the rising part of the wave at the first gauge position. Such high frequency components tend to be a feature of test results (e.g. see Ref. [24] ) but are not present in the analytical predictions in Ref. [24] due to the one- dimensional wave model employed. They are present in the simulations here because the propagation coefficient incorporates the effect of lateral inertia [17] . These high frequency components are attenuated substantially as the wave propagates along the bar.
Two methods for calculating the propagation coefficient
Two experimental methods for determining the propagation coefficient have been investigated. Both experimental methods have been simulated in the same way. An end force on the bar is specified for the particular impact scenario. The axial strain is determined from this contact force according to Eq. (9). Eq. (1) is then used to calculate the strain at any strain gauge location along the bar. Note that reflections from the ends are incorporated in the total strain history. It is assumed for all simulations that strain propagates along the bar with the propagation coefficient defined by Eqs. (5) and (6) .
The first experimental method (Method 1) relies on the recording of waves travelling in one direction without overlap from an opposite travelling wave. The solution for this case was first provided by Blanc [6, 7] using the Fourier transforms of a wave at two different positions. Typically a bearing ball impact test is performed on a bar and a single strain gauge location half way along the bar is used to measure both the incident ( 3 I (t)) and reflected ( 3 R (t)) pulses. Experimentally, it is important to ensure that the positive travelling incident wave and its reflection are measured completely without overlap at the gauge position. If the gauge is located a distance d from the free end of the bar, a transfer function can be defined in terms of these two measured waves [5] , i.e.
HðuÞ ¼ À~
The attenuation coefficient and wave number for the bar can then be determined according to 
A propagation coefficient that is determined experimentally using Eq. (19) contains all material and geometric effects on both dispersion and attenuation. Generally, it is recommended that a number of tests are carried out in order to reduce errors [5] .
The second method (Method 2) permits overlap of opposite travelling waves in the strain readings used to determine the propagation coefficient. Lundberg and Blanc [8] produced a general solution for the propagation coefficient using two independent measurements and one known boundary condition, i.e. zero strain at the free end. In the general solution, the propagation coefficient was expressed in terms of the Fourier transform of the strain reading at two positions on the bar. This solution has been extended by Hillström et al. [9] for the case of three independent strain measurements irrespective of the end condition. As well as considering the general case for gauges positioned at random distances from each other, a closed form solution for the propagation coefficient was provided for the special case where the distance between the gauges is equal. This closed form solution [9] was given as 
and 3 1 , 3 2 and 3 3 are the Fourier transforms of the strain readings at the three gauge stations. x may be related to the propagation coefficient through
where h is the distance between the gauges.
Results and discussion
The wave model described in Section 2 has been used to simulate the wave propagation in a PMMA rod resulting from the two impact scenario described in Section 3, i.e. the collinear impact of either steel bearing balls or viscoelastic striker bars. The simulated strain readings have then been used to re-create the propagation coefficient by either Method 1 or Method 2, as described in Section 4. The time increment used in all calculations is 1 ms. A number of cases have been simulated. The effects of bar length and noise when using Method 1 are discussed first. Then Method 2 is discussed and particular attention is given to both noise and the need to apply an exponential window to the strain histories.
Method 1, 1 m bar
The results of the simulation of a 6 mm diameter steel bearing ball striking a 1 m long PMMA bar at 2.5 m s À1 are shown in Fig. 7 .
The two strain histories that are plotted represent the separate forward and backward moving incident and reflected waves half way along the bar. The attenuation coefficient and phase velocity for the bar are plotted in Fig. 9 . If the two separate strain histories shown in Fig. 7 are used to re-create the propagation coefficient, the result is identical to the analytical propagation coefficient illustrated in Fig. 9 over the frequency range shown. However, in a real test a single measurement is used to define both the incident and reflected wave, i.e. the sum of these waves gives the strain on the bar according to Eq. (1). Therefore, the waves were added together to give the strain history on the bar then the waves were split by visual inspection as would be done in an experiment (Note that the term "split" is used here to distinguish the procedure from wave separation). It was simply assumed that the incident wave was fully recorded in the strain signal before 0.6 ms and that only the reflected wave contributed to the signal after this time. Zeroes were added to the beginning or end of the split strain records. The propagation coefficient was then re-evaluated using these split strain histories and Eqs. (18) and (19) . The result is plotted in Fig. 9 together with the actual analytical propagation coefficient. There is excellent agreement between the exact analytical and re-created phase velocity to approximately 73 kHz. The re-created attenuation coefficient first deviates from the analytical value between 40 and 45 kHz, and the differences become large beyond about 55 kHz. The process was then repeated but with the strain history split at 0.55 ms instead of 0.6 ms. The result is again plotted in Fig. 9 . This time the re-created attenuation coefficient first deviates from the analytical value at about 25 kHz, with differences becoming large beyond 30 kHz. The reason that the re-created attenuation coefficients in Fig. 9 diverge from the analytical value at higher frequencies can be understood by close inspection of the strains in Fig. 7 . It can be observed that due to dispersion of the incident pulse a "minor" overlap with its reflection is present. This can be seen in the lower diagram of Fig. 7 which shows an enlarged version of the apparently "separated pulses" in the upper diagram. High frequency components (of the order of 80 kHz) of the incident wave are still propagating forward at the strain gauge position when the reflected wave arrives. Fig. 9 shows that geometric effects cause the phase velocity to reduce with frequency after about 20 kHz. The high frequency components therefore travel along the bar at low speeds so that there is a significant time extension or "spreading out" of the loading pulse as it propagates. This phenomenon is due to geometric dispersion and so is quite distinct from the "tail" that is often present in viscoelastic waves due to stress relaxation that is described in Refs. [2, 24] .
Since the force history resulting from a bearing ball impact will always contain some high frequency components, some overlap between the incident and reflected wave may be difficult to avoid for 1 m long bars. In the simulations here, the high frequency components that cause the overlap have amplitudes of about one thousandth of the incident pulse itself. Experimentally, this level of signal is just about detectable with a 12 bit data acquisition board and easily detectable with a 16 bit board, but may be obscured in a test by the presence of background noise from e.g. amplifiers. This overlap can lead to substantial errors in the attenuation coefficient at frequencies beyond about 25 kHz. Careful inspection of the strain records may improve the accurate frequency range to approximately 50 kHz, which is greater than the usual frequency range for test data. It is unlikely that a propagating pulse in a Hopkinson bar test will contain frequency contents as high as 40 kHz. For the strain history split at 0.6 ms, at about 40 kHz the error margin in calculating the attenuation coefficient is only approximately AE3%. The simulation suggests that it is possible to determine the phase velocity accurately up to frequencies over 70 kHz. However, the simulation does not include experimental effects such as misalignment and noise. Furthermore the wave model that is used is not expected to be accurate at these high frequencies.
Method 1, 1 m bar with added noise
The effect of noise on Method 1 was investigated by adding white noise with mean amplitude of 1% of the maximum strain magnitude (i.e. random noise with a uniform probability density function between the limits of AE2%). The simulated strain gauge reading with added noise was then split into two parts at 0.6 ms in order to define the incident and reflected pulses recorded in a test. The result of this on the attenuation coefficient and phase velocity is shown in Fig. 10 . The error in the attenuation coefficient is now approximately AE3% at 12 kHz and grows to roughly AE50% at about 25 kHz. The presence of noise has a significant effect on the result by reducing significantly the accurate frequency range of the propagation coefficient that is calculated. The third trace in Fig. 10 was calculated with the added noise and a tenth order Butterworth low pass filter with a cut-off frequency of 40 kHz (Note that a 40 kHz low pass filter will attenuate the power of a sinusoid by 3 dB at the cut off frequency but will have an attenuating effect at frequencies lower than this). Lower cut-off frequencies of e.g. 10e20 kHz limit the useful frequency range in themselves. The 40 kHz filter was tried and led to some improvement in the calculated phase velocity. However, there was no significant impact on the accuracy of the attenuation coefficient.
Method 1, 2 m bar
In order to avoid the problem of overlapping waves that was evident for a 1 m long bar, the impact of a 6 mm diameter steel bearing ball striking a 2 m long PMMA bar at 2.5 m/s was simulated. The strain at a position half way along the bar was split into two portions to represent the incident and reflected waves as before, again by visual inspection, at a time of 1.3 ms. No noise was added to the strain histories. The simulated strain history half way along the bar is plotted in Fig. 11 for both the 1 m and 2 m long rods. The propagation coefficient calculated from the 2 m long bar is plotted in Fig. 12 . As can be seen by comparing Figs. 9 and 12, although it was possible to re-create the attenuation coefficient with negligible errors up to 40 kHz for the 1 m bar, this was only possible up to 22.5 kHz for the 2 m long bar. Between 22.5 and 40 kHz the error for the 2 m bar is generally around 5e10% but reaches 25% at certain frequencies. The reason the longer bar has resulted in larger errors can be seen in the two magnitudeefrequency plots in Fig. 13 . Fig. 13(a) contains the magnitudeefrequency plots for the incident and reflected waves for the 2 m long bar, while the same information for the 1 m long bar is plotted in Fig. 13(b) . For the 2 m bar, the amplitude of the signal in the reflected wave is very low beyond a frequency of about 20 kHz. This coincides roughly with the growth of errors in Fig. 12. A particular "jump" in the error margin in both the phase velocity and the attenuation coefficient occurs at about 27 kHz in Fig. 12 . This can be attributed the fact that the magnitude of the incident and reflected waves are very low at this frequency ( Fig. 13(a) ).
Overall, increasing the bar length has reduced the frequency range over which the propagation coefficient can be determined accurately. This highlights the difficulties associated with determining the propagation coefficient using methods that require waves to be recorded without overlap from reflections. In order to avoid overlap, longer bars and greater distances between gauges should be used. However, this can result in low magnitudes and a loss of accuracy for high frequency components. Clearly both these effects and the frequency range during impact tests and subsequent SHPB tests need to be considered.
Method 2, 1 m long bar
In order to investigate Method 2, the impact of a 350 mm PMMA striker bar on a 1 m long bar was considered. Both the bars have the same 20 mm diameter and the impact was at 4 m s
À1
. Strain readings at three equidistant points on the 1 m bar were simulated. The distance between each gauge location (h in Eq. (22)) was 0.25 m. The strain histories at the three "gauge stations" are shown in Fig. 8 . Three complete cycles of incident and reflected waves were simulated. At the end of the third cycle there are no further reflections, as if the pulse that is propagating back and forward is completely removed by a perfect momentum trap. This artificial attenuation is to avoid either the use of long time periods in the simulations or truncation of the signals. It was estimated that it would take roughly 60 ms for the signals to attenuate to 1% of their initial amplitude. The artificial attenuation permits the calculations to be carried out for a time period of 3.5 ms. The attenuation coefficient and phase velocity that were calculated using these signals are in such excellent agreement with the analytical values that they cannot be distinguished if plotted together on Fig. 14. 
Method 2, 1 m long bar with added noise
It is well established that methods for determining the propagation coefficient which allow wave overlapping are extremely sensitive to noise [9] . This has been observed when determining the viscoelastic properties of polymers [8] and when separating overlapping waves in viscoelastic bars [4, 20] . The effects are severe for polymer materials with low damping [8] . The errors are reduced by taking several readings and determining a least squares solution [9] . The aim here is simply to compare a multiple gauge method that allows overlapping waves with one that aims to measure waves without overlap. Uncorrelated noise was added to the strain histories in the same way as described in Section 5.2. The propagation coefficient was then determined from the noisy strain histories. The resulting attenuation coefficient and phase velocity are plotted in Fig. 14 . The error in the attenuation coefficient can be as much as 85%, even at frequencies below 10 kHz. The error in the phase velocity is also substantially greater than that for Method 1. The third trace in Fig. 14 was calculated with the added noise and a low pass filter with a cut off frequency of 40 kHz. Filtering at this or lower values of e.g. 10e20 kHz gave little improvement in the accuracy of either the attenuation coefficient or the phase velocity.
Method 2, effect of exponential windowing
Two numerical difficulties arise when analyzing the wave propagation using the FFT. The first difficulty is associated with periodicity problems in the time-domain [25] and causes difficulties if the strain pulses do not attenuate to zero. Test data cannot be attenuated to zero in the way the simulated strains were in Section 5.4. For Fourier analysis, it is therefore necessary to employ a time window long enough to capture the strain readings until they attenuate to zero experimentally. Otherwise, the data is truncated as shown in Fig. 15 , where the simulation time is stopped after a period of 3.5 ms. It is not possible to re-evaluate the propagation coefficient using the strain histories in Fig. 15 Àst and then taking the Fourier transform is equivalent to using Laplace rather than Fourier transformations and does not require the free response of the system to attenuate to zero within the time window [26] . Additionally, Hillström et al. [9] identified certain "critical frequencies" where the values of the experimentally determined viscoelastic properties have poor accuracy. This occurs when the distance between gauges is an integral multiple of half the wavelength of the propagating wave and causes difficulties when separating overlapping waves [3] . Hillström et al. [9] proposed that this effect could be alleviated by taking additional readings and distributing the measurement points non-uniformly. Other investigators have employed time-domain wave separation at these critical frequencies [4] . However, Bussac et al. [20] illustrated how this problem may be avoided by working in the Laplace instead of the Fourier domain.
The strain simulations shown in Fig. 15 were multiplied by an exponential window e Àst before performing the FFT on the results, with s ¼ 2p/NDt [27] , where N is the number of sample points and Dt is the time increments of 1 ms. The benefits of exponential windowing are shown in Fig. 16 . Despite the truncation of the signals in Fig. 15 , a sensible estimate of the propagation coefficient can be achieved. For comparison, in Fig. 16 the analytical frequency domain phase velocity and attenuation coefficient are plotted together with the analytical Laplace domain values and those calculated from the strain histories in Fig. 15 . The exponential window has little effect on the phase velocity, but adds artificial damping to the system so the attenuation coefficient is increased. Clearly there are some errors in both the phase velocity and attenuation coefficient. These errors can be reduced by taking the strain recordings over longer periods. 
Conclusions
The analytical investigations illustrate that the propagation coefficient can be determined accurately using either methods that rely on measuring waves without overlap from end reflections (Method 1), or those that allow overlapping waves and incorporate wave separation techniques (Method 2). To avoid overlap for Method 1, it is important to consider the length of the stress relaxation tail associated with viscoelastic stress waves [5, 24] . However, the inclusion of lateral inertia effects in the analytical model has shown that geometric dispersion can result in greater increases to the period of the stress wave. If the incident and reflected waves are measured at the same strain gauge, the time at which the strain history is split into a forward and backward moving wave can have a large effect on the maximum frequency that the propagation coefficient can be determined to. It was somewhat surprising that the propagation coefficient was re-calculated better from the 1 m bar simulation than the 2 m bar simulation. This was due to the reduction in amplitude of the higher frequency components. There are opposing factors associated with the increasing period of the wave and the damping of high frequencies. Clearly, the optimum distance between gauges, or the optimum bar length, will depend on the material properties and the bar diameter. If the noise is kept to a low level, it is possible to obtain very accurate propagation coefficients up to higher frequencies than required in SHPB testing using Method 1. However, the inclusion of 1% mean amplitude random noise brings the accurate upper frequency down to approximately 10e15 kHz. Note that this applies to a single test rather than averaging from a number of tests. The same level of noise has a much more detrimental effect on Method 2 than Method 1. For bar materials with a low loss modulus (so that signals do not attenuate to zero rapidly), it is not possible to determine the propagation coefficient using Method 2 when there is 1% mean amplitude random noise. For these materials, the need to use exponential windowing with Method 2 has been highlighted.
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Appendix A. The "approach" for a rigid sphere impacting a viscoelastic half-space Hunter [23] defined the governing equations for the problem of the mechanical contact between a rigid spherical indenter and a general viscoelastic half-space. As the steel ball is much stiffer than the viscoelastic material, in order to determine the approach it is assumed to be rigid. The solution then takes the form of a single integro-differential equation for the time before the rigid spherical indenter achieves maximum compression of the viscoelastic half space and a pair of coupled non-linear integro-differential equations for the time after maximum compression [23] . A numerical scheme for solving these equations has been produced by Calvit [28] . The general solution to the impact problem was only feasible on a numerical basis. However, for the special case where the material properties could be assumed to be "almost" elastic within the impact period, an approximate analytical solution was provided which is valid provided T=q ( 1, where T is the total duration of impact [23] . For the cases considered here T/q is often in the region of approximately 5. However, Calvit [28] showed that for room temperature tests on PMMA the general shape of the approach history does not vary significantly when viscous effects are included. For impact periods in the region of 200 ms, the period only varied by about 5% between the elastic and viscoelastic models. Hunter's approximate analytical solution is therefore used here to approximate the approach. The viscoelastic effect is included when relating the approach to the contact force and after contact, when viscous effects dominate the relaxation process.
The analytical solution is defined in terms of a parameter Z that can be related to the approach in different ways for the periods before and after the maximum compression. For the period of time before maximum compression the approximate governing equation was given as [23] 
