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AbstractHierarchical linear modeling (HLM) has become increasingly popular in the 
higher education literature, but there is significant variability in the current 
approaches to the conducting and reporting of HLM. The field currently lacks a general consensus around important issues such as the number of levels of analysis that are important to include and how much variance should be ac-counted for at each level in order for the HLM analysis to have practical sig-
nificance (Dedrick et al., Rev Educ Res 79:69–102, 2009). The purpose of this research is to explore the use of a 3-level HLM model, appropriate contextu-alizing of results of HLM, and the interpretation of HLM results that resonates with practice. We used an example of a 3-level model from the National Study of Living Learning Programs to highlight the practical issues that arise in the interpretation of HLM within a higher education context.
Keywords: Hierarchical linear modeling (HLM), Statistical methods, Higher education research
IntroductionHierarchical linear modeling (HLM) has become increasingly popular in the higher education 
literature (Cheslock and Rios-Aguilar 2008; Di Bartolo et al. 2011). In illustrating this point, Di Bartolo et al. (2011) conducted an extensive literature review of the top three journals in higher 
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102 N i e h au s  e t  a l .  i n  R e s ea rc h  i n  H i g h e r E d u c at i o n  5 5  ( 2 0 1 4 ) education (Research in Higher Education, Review of Higher Education, and Journal of Higher Ed-
ucation) to investigate trends in published quantitative research. They found that the use of HLM had increased from no articles in 1985 to 11% of all quantitative articles in these journals in 2009. The rising popularity of HLM is not surprising, as it is a technique designed for use 
with nested data and for examining effects at multiple levels. Data in educational research are 
almost always inherently nested and research questions often reflect interest in understand-ing the dynamics between levels—students are nested in classrooms, classrooms in schools, schools in districts, districts in states, and so on. The same is true of higher education—col-lege students and faculty are nested in numerous different organizations (e.g., residence halls, student organizations, academic departments, etc.), which are in turn nested in universities. Often, the sampling strategies employed in higher education research emphasize the nested 
nature of the data by using cluster sampling strategies (e.g., institutions are first sampled and then students within institutions are sampled).This paper discusses certain methodological issues that arise in the use, reporting, and in-terpretation of HLM in higher education. Within the higher education literature, there is sig-
nificant variability in the current approaches to the conducting and reporting of HLM, with-out a general consensus around important issues such as the number of levels of analysis that are important to include and how much variance should be accounted for at each level in or-
der for the HLM analysis to have practical significance (Dedrick et al. 2009). For example, some 
scholars in higher education used HLM and denoted practical significance to group level vari-ables when the total variance at the group level ranged from as little as .1% to more than 30% (for example, Hu and Kuh 2003; Kim 2001; Myers 2011; Umbach et al. 2006). Other scholars chose not to use HLM with similar variances reported at the group level (for example, Cox et al. 2010), while still other authors use HLM (or HNLM, hierarchical non-linear modeling) and do not report an intraclass correlation (ICC) or the variance accounted for at the group level (for example, Kim and Conrad 2006).Additionally, certain prominent scholars have questioned the use of HLM in comparison to 
more traditional methods of data analysis (e.g., Astin and Denson 2009; Volkwein et al. 2005). These scholars compared estimates in models using ordinary least squares (OLS) regression and HLM, and found that when the proportion of variance explained at the group level is small, the estimates yielded using both methods are very similar. Other scholars have tried to deal with nested data and cluster sampling with econometric multi-level modeling techniques, such 
as panel models, fixed effects, and random effects models (Cheslock and Rios-Aguilar 2011; Toutkoushian 2001).In light of these debates and uncertainties in an increasingly popular method of analysis, this paper will focus on certain mechanics of HLM for higher education scholars. The purpose of this research is to explore the use of a 3-level HLM model, the appropriate contextualizing of results of HLM, and the interpretation of HLM results that resonates with practice. We used an example of a 3-level model from the National Study of Living Learning Programs (NSLLP) to highlight the practical issues that arise in the interpretation of HLM within a higher education 
problem that conceptually fits a 3-level modeling approach. The NSLLP is a perfect example for this study because students are nested within living learning programs, which are nested within institutions—this nesting lends nicely to a 3-level model. While many studies that in-tend to highlight a methodological issue choose to use simulation data, we purposefully chose a pre-existing dataset in higher education in order to highlight the practical issues that arise in the interpretation of real data in higher education.
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Review of the LiteratureHLM is a statistical modeling technique that accounts for variation at multiple levels. This tech-nique is particularly useful when data are nested (e.g., students within universities), as is com-mon in educational research, as this nesting violates one of the key assumptions of OLS regres-sion—independence of observations (Raudenbush and Bryk 2002). For example, when students are nested within residence halls, students within the residence hall all experience approximately the same environment. If data analysis only occurs at the individual level, all students within a residence hall are assigned the same residence hall score as if they all independently experienced that environment. This leads to an overrepresentation of the degrees of freedom, a mis-estimation of the standard error, and thus an increased risk of Type 1 errors. By accounting for the nested nature of the data through HLM, researchers can overcome this fundamental problem of OLS re-
gression analysis (Astin and Denson 2009; Dedrick et al. 2009; Raudenbush and Bryk 2002).According to Raudenbush and Bryk (2002), there are three basic applications of HLM. First, HLM allows for better estimation of individual effects that takes into consideration group-level differences. Second, HLM allows the researcher to partition variance across levels, thus determin-ing how much of the variance can be accounted for at the individual versus group level(s) (the variance accounted for at the group levels is often referred to as the ICC). Finally, HLM allows for exploring cross-level interactions. In other words, the researcher can examine how the effect of a level-1 predictor, such as the effect of race on sense of belonging, might change depending on the environmental context, such as living learning program participation. If such an effect exists, HLM can also allow the researcher to model that interaction. Cheslock and Rios-Aguilar (2011) 
also noted that HLM allows researchers to estimate level-1 coefficients for groups with smaller sample sizes than would be possible using other forms of analysis, such as linear regression.
Due to the relatively recent growth in use of HLM in higher education research, and in educa-
tional research more broadly, the use and reporting of HLM varies widely in the field. According 
to a recent review of the use of HLM in educational research, Dedrick et al. (2009) found varia-tion in the application and reporting of HLM. As they described of many of the articles reviewed, “one could not determine how many models were estimated, what covariance structure was as-sumed, what type of centering if any was used, whether the data were consistent with assump-tions, whether outliers were present, or how the models were estimated” (p. 69). While there may be many methodological challenges using HLM in the study of higher education, we focus on two questions that have particular implications for practice: the use of 2- versus 3-level models and differences in the interpretation of variance accounted for at each level of analysis.How Many Levels?
In their review of educational literature, Dedrick et al. (2009) found that most studies using HLM in educational research focused on two levels. This is also the most common use of HLM in the higher education research (Cheslock and Rios-Aguilar 2008), which often focuses on students or faculty within universities (for example, Kim 2001; Kim and Conrad 2006; Myers 
2011; Porter 2006; Umbach et al. 2006). While this may be sufficient for some research ques-tions, it is sometimes the case that higher education data are nested within at least three levels. For example, student data may be nested within residence halls within institutions or faculty data may be nested within departments within institutions. There are theoretical reasons why 3-level models may be appropriate in higher education research. For example, Astin’s (1991) 
104 N i e h au s  e t  a l .  i n  R e s ea rc h  i n  H i g h e r E d u c at i o n  5 5  ( 2 0 1 4 ) input-environment-outcomes (I-E-O) model describes both within-institution and between-institution environments. Additionally, early research on college environments suggested that sub-cultures or proximal environments matter just as much, if not more, than institution-level environments (Clark and Trow 1966; Moos 1979; Walsh 1989). This is particularly important when researchers are interested in the effects of programs within universities, including res-idence halls, leadership or service-learning activities, or living–learning programs (LLPs). In-deed, the effects of such programs can be considered of critical importance, since many of these types of environments have been designated as “high-impact practices,” or the elements of the college environment most associated with improved student learning (Kuh 2008).In addition to the theoretical support for using 3-level models in higher education research, there is empirical evidence that ignoring a level of nesting can have detrimental effects on the results of an HLM analysis. In exploring the effect of excluding a level of nesting in a 3-level model, Moerbeek (2004) found that in balanced designs (where all groups have an equal sam-
ple size), there were no substantial problems in power or in coefficient estimation. With un-balanced designs, however (which are far more common in higher education research), she found that “one should expect the estimates and associated standard errors of many, if not all, model parameters to be incorrect if a level of nesting is ignored in the data analysis, and hence 
the conclusions drawn are not to be trusted” (p. 147). These findings point to the importance of considering the use of 3-level models when three possible levels of analysis exist in the data, as they often do in higher education research.In recent years, a few higher education researchers have begun using 3-level models to ex-plore research productivity of faculty nested in academic departments, which in turn were nested within broader academic disciplines (Smeby and Try 2005); the effect of instructor feedback on student evaluations, considering students nested within courses nested within 
instructors (Dresel and Rinderman 2011); and in-state graduate out-migration at the student, institution, and state levels (Ishitani 2011). In one of the few studies to use a 3-level model to explore student outcomes, Kugelmass and Ready (2011) examined racial differences in cogni-tive development of students, taking into consideration differences at the individual, depart-ment, and university levels.While arguments can be made for the use of 3-level models in much of higher education re-
search, there is also a broader argument in the field over whether HLM is necessary or provides any advantage over the traditional, one-level OLS regression approach. For example, Astin and 
Denson (2009) compared OLS regression and HLM in the analysis of a multi-institutional sur-vey of college students. In a side-by-side comparison of the results of each analysis, they found that the p values for institution-level predictors were somewhat higher in the HLM than the 
OLS, but this did not actually lead to a difference in the findings of significance; p values for in-
dividual-level predictors were very similar. Astin and Denson argued that while HLM provides a more conservative estimate of institution-level effects, “unless the college effects investigator is interested in whether the slopes of the individual-level predictors vary across institutional units (cross-level effects), it is not clear whether HLM offers any other advantages over OLS re-gression” (p. 357). They also pointed to the advantage of step-wise OLS regression in allowing 
the researcher to examine changes in coefficients and the variance accounted for in the model over a series of hierarchical regression analyses. In a study of faculty views of racial diversity, 
Park and Denson (2009) chose to use OLS regression for exactly this reason, but used a lower 
p value cut-off (.001) for institution-level variables in order to account for the increased Type 1 error rate resulting from nested data.
U s e  a n d  I n t e r p r e tat i o n  o f  H i e r a rc h i c a l  l i n ea r  m o d e l i n g     105Another challenge in using HLM is that a 2- or 3-level model requires a larger sample size than might be available for some research questions. For example, in a simulation study us-ing a 2-level model, Maas and Hox (2005) suggested that it would be necessary to have at least 50 cases at level-2 in order to achieve unbiased standard errors. Although 50 programs or institutions may be readily available in large, national datasets, this may be beyond many smaller studies.How Much Group-Level Variance is Enough?
In addition to the debate about the appropriate level or levels of analysis, another significant is-sue in the higher education HLM literature is the widely disparate interpretations of how much variance should be accounted for at the group level(s) in order for the HLM analysis to be prac-tically meaningful. A number of published research articles only note the amount of variance explained at each level (i.e., the ICC) in a table (e.g., Umbach et al. 2006) or in a description of the variables used (e.g., Porter 2006), but do not contextualize the results in terms of the vari-ance accounted for at each level. When the ICC is reported, interpretations of what number is 
practically significant and how to proceed can vary widely. For example, Kinzie et al. (2007) compared engagement of women students at women’s and coeducational colleges, and used HLM when they found that the institution level explained between 2 and 12% of the variance in the different outcome measures. Similarly, Hu and Kuh (2003) explored predictors of stu-dents’ learning productivity and reported an institution-level variance (ICC) of 8.5%. Pike et al. (2011) used HLM to determine the relationship among student and institutional character-istics (e.g., student race and institutional expenditures), student engagement measures, and student cognitive outcomes, and found 2% of the variance explained at the institution level. 
At the far ends of this spectrum, Dresel and Rinderman (2011) used a 3-level HLM to examine differences in student evaluations of counseling instructors and found that 32.9% of the vari-ance could be explained at the course-level (level-3) and 32.6% at the instructor-level; Myers (2011) explored the relationship between union membership and faculty job satisfaction and 
found that only .1% of the variance could be accounted for at the institution level. Despite this, Myers still chose to use HLM, explaining:When the institutional variance component approaches 0.0 the HLM model essen-tially reduces to an OLS model. However, there are still strong reasons to employ HLM techniques. In particular, HLM explicitly models the dependency between observations, produces unbiased standard errors, and produces more stable slope and intercept es-timates. (p. 669)While the above-cited researchers all chose to use HLM with ICCs between .1% and 33%, other researchers have made different decisions with ICCs within that same range. For exam-ple, Cox et al. (2010) found that 3% of the variance in type and frequency of students’ interac-tions with faculty members was explained at the institution level and chose not to use HLM. As they explained:
Even if we fit the perfect level 2 model, we would explain no more than 3% of the variability in the frequency of faculty-reported instances of contact with students out-side the classroom. Instead, over 97% of the total variance occurs at the individual level, 
regardless of their institutional affiliation. With this finding in mind—dramatic within-college variance combined with little between-college variance—we chose to focus our 
106 N i e h au s  e t  a l .  i n  R e s ea rc h  i n  H i g h e r E d u c at i o n  5 5  ( 2 0 1 4 ) analysis on the manner in which the behaviors of individual faculty-members shaped their level of interaction with students outside of class. (p. 778)Steinberg et al. (2009) took a slightly different approach when they examined the prevalence of Pell Grant recipients at colleges and universities (nested within states). They found little evi-
dence of significant variance accounted for at the state-level (although they did not report how much variance was accounted for), so chose to use OLS regression with adjusted standard er-rors. As there was some state-level variability, they also used HLM to check their OLS regres-sion results. Although they did not report the results of the HLM analysis, they offered to make the results available upon request and stated that they were “virtually identical to those re-ported” (p. 247) from the regression analysis. In a study of the relationship between institu-tional selectivity and educational practices, Pascarella et al. (2006) similarly chose to use OLS regression due to low ICCs, but double-checked the results with HLM.In addition to discrepancies in the use of HLM depending on the amount of variance ac-counted for at the group level(s), there is also substantial variation in how this variance is re-ported in research articles. As explained above, some articles do not report this information at all, while others report it in different ways. The most common way is to provide the percentage of variance accounted for at each level or the ICC. However, there are exceptions. In comparing 
women students’ desire to influence social conditions at women’s and coeducational colleges, Kim (2001) described the group-level variance in terms of the relative standard deviation—“the institution-level standard deviation (0.17) is small in relation to the total standard devia-tion (0.76). Given that the outcome of interest was measured on a 4-point scale, the amount of institution-level variation is fairly small” (p. 304). However, she went on to use HLM and even to model the institution-level predictors.How Important is the ICC for Contextualizing Implications?The ICC is a particularly important consideration in interpreting HLM results as it allows read-
ers to put significant findings in the appropriate context—if only 2% of the overall variance is 
at the group level, significant group-level predictors can explain at most 2% of the variance in 
the outcome, leading to questions of practical significance. While researchers using OLS regres-sion can use the easily interpreted R2 statistic to describe the proportion of variance in an out-come that can be explained by a variable or group of variables in a model, calculating an R2 or 
ΔR2 in HLM does not have the same interpretation (Luke 2004). In HLM determining the pro-portion of variance explained by each predictor within each level is much more complex (Mc-Coach and Black 2008; Snijders and Bosker 1994), contributing to the importance of consid-ering the ICC at each level of analysis.While to some extent the differences in judgment regarding the use of HLM or regression 
may be justified due to differences between what might be practically meaningful in one situ-
ation compared to another, the amount of variance being explained can have significant policy implications. Often, researchers who report very small variances at the group levels, or those 
who do not report at all, still discuss policy implications for statistically significant predictors at these levels. For example, in exploring the difference between graduation rates of African American students at HBCUs and HWCUs, Kim and Conrad (2006) stated that “differences in the college characteristics explain the majority of the college-level variance,” (p. 416) but since they state that there is no equivalent to the ICC in HNLM, they never report how much variance is can be explained at the college level.
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Similarly, Kim (2001) reported that little variation in women students’ desire to influence social conditions existed at the institution level, but then went on to model that variation 
with five predictors. She reported that “these five variables explain 67% of the total institu-tion-level variation” (p. 305), which is a high percentage of a very small slice of the overall 
variation in this outcome. Despite this, she concluded, “Attending women-only colleges ap-
pears to be more beneficial in developing students’ desire to influence social conditions than attending coeducational institution” (p. 308), and “Women-only colleges demonstrated their 
institutional effectiveness by their positive contribution to students’ desire to influence so-cial conditions.” (p. 311).In another example, Pike et al. (2011) explored the relationships among student and insti-tutional characteristics (e.g., student race and institutional expenditures), student engagement measures, and student cognitive outcomes. In this study, Pike and colleagues found that there 
was a statistically significant variation in cognitive gains across institutions, yet the amount of variation explained at the institution-level was 2%. While student engagement measures ac-counted for 51% of ICC, that amounted to just over 1% of the overall variance in student cog-nitive gains.
While it is possible to calculate whether there is a statistically significant amount of vari-
ance at the group level(s) (e.g., is the amount significantly different than zero?), there is little 
guidance as to how much variance is of practical significance. Raudenbush and Bryk (2002) stated that even very small amounts of variation at the group level (e.g., as little as 2–3%) could be important to model, but ultimately this is a judgment call left up to the individual re-searchers. Contributing to this problem is the lack of agreement in the broader HLM literature 
about how to report effect sizes that constitute practical significance. Certain scholars in edu-cational measurement and statistics, such as Hedges (2007), have called for the use of special-ized effect sizes in multilevel designs that take into account within and between group varia-
tion. Other scholars have discussed the use of model fit indices, such as reduction in deviance (Luke 2004) or proportional reduction in variance (McCoach and Black 2008), which both com-
pare models with different predictors to determine whether predictors are significant contrib-utors to the model. Yet other scholars describe multiple methods for effect sizes and how the calculation of effect sizes in HLM is complex and unclear (Roberts and Monaco 2006). Partly 
because of the lack of agreement about how to denote practical significance, very few articles in the higher education literature report such effect sizes regarding proportion of variance ex-
plained at each level for specific predictors.In light of the recent increase in higher education scholars who use HLM, this paper fo-cuses on two analytic and interpretive concerns in the use of HLM in higher education re-search: the number of levels and the proportion of variance explained at each level. Although there are many other issues to consider when employing HLM, such as centering of variables, 
model building, number of cases needed at each level, model fit indices, etc. (Cheslock and Rios-Aguilar 2008, 2011; O’Connell and McCoach 2008), we zero in on these two concerns because they have not yet been addressed in a higher education context and have important implications to practice in using HLM in higher education research. As such, the purpose of this study is to:(1)  Explore the use of a three level model, using the example of data from a national pre-existing study in higher education;(2)  Provide an example of reporting of decisions made in the use of HLM, allowing read-
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(3)  Describe the different possible interpretations of results, and the practical implica-tions of the researcher’s different decisions to the fundamental questions regarding variance explained and the use of HLM. 
MethodsBackground of the StudyWhile the purpose of this study is to explore a methodological question, the study itself still must have a meaningful context. In this case we chose the outcome variable of students’ sense of belonging due to its proven importance in the higher education literature (e.g., Nora and Ca-brera 1993; Hausmann et al. 2007 Johnson et al. 2007), and the existence of a previous study by Johnson et al. (2007) that explored racial differences in sense of belonging within the con-text of LLPs. This provides a perfect context for exploring the use of HLM as a method in higher education research. Students are nested in LLPs, which are in turn nested in colleges and uni-
versities. Johnson et al. (2007) found significant racial differences in sense of belonging, but did 
not find any differences in sense of belonging between students who did and did not partici-pate in LLPs. Using linear regression, they were unable to explore whether or not racial differ-ences in sense of belonging differed across institutions or LLPs, or whether the average sense of belonging within LLPs or institutions varied.
DataThe question of whether LLPs vary in terms of students’ average sense of belonging or the gap in sense of belonging between White students and Students of Color is a perfect question to be answered by HLM, as HLM allows the researcher to explore both individual and group-level predictors simultaneously. Building on Johnson et al. (2007) work, the current study used data from the 2007 NSLLP, a multi-institutional survey designed to explore the effect of LLPs on un-dergraduate students. The 2007 NSLLP was administered via a web-based survey with an over-all 20.9% response rate, resulting in 22,519 total respondents from 49 campuses. All LLPs at participating institutions were included in the survey. For smaller programs, all students par-ticipating in LLPs were invited to participate; for larger programs, a random sample of students received an invitation to participate in the online survey (Inkelas 2007).In order to provide a practical example of a 3-level model, we decided to build off of a pre-vious study that included constructs at multiple levels but did not use HLM. We built off of 
Johnson et al. (2007) work, which found that student’s sense of belonging was influenced by their race (individual-level variable) but not whether they participated in an LLP (which they modeled on the individual level). As a result, we used HLM to determine whether a stu-dent’s sense of belonging and whether the racial gap in sense of belonging (i.e., slopes as out-
comes) was influenced by individual level (level-1) and LLP level (level-2) predictors, while modeling variance at levels 1 (student), 2 (LLP), and 3 (institution). We used the following 
variables from the NSLLP dataset and IPEDS (see Table 1 for further information and de-scriptive statistics): 
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•   Outcomes: sense of belonging (individual level), gap in sense of belonging between White students and Students of Color (slopes as outcomes)
•   Level-1 predictors: gender, socioeconomic status, high school grades, course-related interactions with faculty, residence hall social and academic climates, academic and social transition to college, positive peer diversity interactions, and intended co-cur-ricular involvement in college
Table 1. Variables and descriptive statistics
Variable Name Coding N Mean SD Min MaxSense of belonging n/a 6,667 12.82 2.45 4 16Race 0 = White, 1 = Students of Color   (African American,   Asian/Asian American,   American Indian, Hispanic,   Multiracial, Other) 6,667 .23 .42 0 1Gender 0 = Female, 1 = male 6,667 .34 .47 0 1High school grades n/a 6,667 11.66 4.19 1 21SES n/a 6,667 1.65 .78 1 6Course-related faculty  n/a 6,667 7.82 2.56 4 16     interactionsResidence hall academic climate n/a 6,667 11.04 2.39 4 16Residence hall social climate n/a 6,667 20.77 3.8 7 28Positive peer diversity  n/a 6,667 11.43 3.03 3 18     interactionsIntended co-curricular  n/a 6,667 12.99 3.31 3 18     involvementMean residence hall  n/a 386 3.38 .73 1 4     academic climateMean residence hall  n/a 386 1.51 .5 1 2     social climateSense of belonging as an  n/a 386 10.74 1.36 5 16    important outcomeSelectivity of the LLP n/a 386 20.7 2.12 13 28
Institution size 1000–4999 Dummy coded with referent  45 0 0 0 0  group of over 20,000Institution size 5000–9999  45 .04 .21 0 1Institution size 10,000–19,999  45 .11 .32 0 1
Control 1 = Private not-for profit,  45 .27 .45 0 1  0 = publicPercent White n/a 45 .2 .4 0 1Selectivity n/a 45 65.18 14.16 27 88Student/faculty ratio n/a 45 67.44 15.46 33 99All variables were entered into the HLM analysis grand-mean centered, except for race which was group-mean centered (as it was of particular interest how the intercepts and slopes for this variable might vary across LLPs and institutions)
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•   Level-2 predictors: whether or not sense of belonging was a stated outcome of the LLP, whether or not the LLP was selective, and the overall perception of the resi-dence hall academic and social climate within the LLP (mean aggregated from the student level)
•   Level-3 predictors: institution size (dummy coded with over 20,000 students as the referent group), institutional control (public vs. private), the percentage of students at the institution who identify as White, institutional selectivity (measured by the percentage of students admitted), and the student/faculty ration.
Data Analysis
As recommended by Raudenbush and Bryk (2002), we first ran a random-effects ANOVA model (in HLM 7.0, using full maximum likelihood estimation) in order to determine the partition-ing of variance among the three levels of analysis. The fully unconditional HLM model is rep-resented below:Level-1: Y = π0+ eLevel-2: π0 = β00 + r0Level-3: β00 = γ00 + u00This model indicates that a student’s sense of belonging is a function of the mean sense of be-longing in the LLP plus some individual variation. The mean sense of belonging in the LLP is a function of the mean sense of belonging across all LLPs in the university plus some amount of variation between programs, and the mean sense of belonging in the university is a function of the mean sense of belonging for all universities in the sample plus some amount of variation between universities. The random effects for the intercept at level-2 (r0) and level-3 (u00) are the extent to which mean sense of belonging varies between LLPs and universities, respectively.After partitioning the variance among the three levels of analysis, we then entered students’ race (0 = White, 1 = Students of Color) to the model at level-1, group-mean centered (as one fo-cus was to explore how the intercept of sense of belonging might vary across LLPs), allowing the intercepts and slopes to vary at level-2 and level-3:Level-1: Y = π0 + π1(race) + eLevel-2: π0 = β00 + r0
 π1 = β10 + r1Level-3: β00 = γ00 + u00 β10 = γ10 + u10The addition of race to this model at level-1, and to the random effects of race at level-2 and level-3, indicates that a students’ sense of belonging is a function of the mean sense of belong-ing in the LLP, plus some effect of race, plus some individual variation. As race is coded dichot-
omously and the variable is group-mean centered, the coefficient for the effect of race is the mean difference in sense of belonging between White students and Students of Color. Includ-ing the random effect for race at level-2 (r1) and level-3 (u10) allows the coefficient for race to 
vary between LLPs and universities; if these random effects are significant, the mean difference 
in sense of belonging between White students and Students of Color is significantly different in different LLPs and/or universities. Once we had determined whether or not the intercepts (the average sense of belonging) or slopes (the difference in sense of belonging between White 
U s e  a n d  I n t e r p r e tat i o n  o f  H i e r a rc h i c a l  l i n ea r  m o d e l i n g     111students and Students of Color) varied across LLPs or universities, we then entered predictor variables into the model, grand mean centered, following Johnson et al. (2007) previous anal-ysis of this topic (with a few differences based on differences in the 2004 and 2007 adminis-trations of the NSLLP survey).Next, we ran three different analyses in order to demonstrate impact of the different possi-
ble interpretations of the variance accounted for at LLP and institution levels. The first analysis was a 3-level HLM model with predictors at levels 1, 2, and 3. The second analysis was a hier-archical OLS regression, with three blocks of variables (inputs, bridge measures, and environ-ments), and the third analysis was a 3-level HLM with predictors only at level 1. Both the sec-ond and third analyses only included the level-1 variables.The HLM analysis is based only on students involved in LLPs, and only those LLPs that had 
both White students and Students of Color represented in the sample. Due to missing data, 
6,667 students, 386 LLPs, and 45 universities were included in the final HLM analyses with pre-dictor variables. Overall there was a range of 13–653 students per institution, 2–653 students per LLP, and 2–33 LLPs per institution. The assumptions of both the regression and HLM anal-ysis (e.g., normal distribution of error terms and independence of predictor variables) were tested and found to be tenable.
ResultsThe partitioning of variance through the fully unconditional HLM model found that 96.6% of the variance was explained at level-1, 1.4% explained at level-2 (an ICC of .014), and 2.0% explained 
at level-3 (an ICC of .020). The variance components at all levels were significant (p < .001). This means that of all of the variance in sense of belonging across all students in all programs at all universities, 2.0% of that variance is between universities, 1.4% is within universities and be-tween LLPs, and 96.6% is within LLPs (between individual students).
Adding race to the model at level-1, we found that race was a significant predictor of sense of belonging overall: Students of Color on average reported lower sense of belonging than did White students (π1  = −.452, standard error = .0759, t-ratio = −5.964, df = 46, p < .001). There 
was also significant variation in the mean sense of belonging across LLPs (r0: SD = .258, vari-ance component = .067, df = 276, Chi squared = 382.327, p < .001) and across institutions (u00: 
SD = .396, variance component = .157, df = 45, Chi square = 185.153, p < .001). There was not, 
however, significant variation in the difference in sense of belonging between White students and Students of Color across LLPs (r01: SD = .307, variance component = .094, df = 276, Chi square = 308.899, p = .084) or across universities (u01: SD = .159, variance component = .025, df = 45, Chi square = 52.656, p = .202).At this point we could choose to proceed in a number of different ways, all of which we be-
lieve reflect similar decisions made in published research in higher education. Below, we out-line three possible decisions about how to proceed with the analysis based on the variance ac-counted for at the group and institution levels:1.  Use It: Employ a full, 3-level HLM model with predictors at levels-1, 2, & 3.2.  Lose It: Use OLS regression (thus only including level-1 predictors).3.  Use It Cautiously: Use a 3-level HLM model, but only include predictors at level-1. 
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nificant and the importance of statistical significance, in order to explore how each decision may lead to different results and/or interpretation of results.
Rationale for Decision 1: Use ItAfter the fully unconditional model and the model including race as a level-1 predictor were tested, the amount of variance explained at the program and institution level was statistically 
significant, indicating that HLM is an appropriate method to use to analyze these data. While the majority of the variance was accounted for at the individual level (96.6%), many studies have employed HLM when the variance accounted for at the group level(s) was relatively small (e.g., Kim 2001; Myers 2011; Pike et al. 2011). Although the difference in sense of belonging between White students and Students of Color (the variance component for the slope for race) 
did not vary across LLPs, the mean sense of belonging did vary significantly across LLPs and institutions. This indicates that there is something that these programs and institutions are do-
ing that can affect sense of belonging overall. As there was significant variance at both group levels, and research on college environments points to the importance of both institution-level and within-institution contexts (e.g., (Clark and Trow 1966; Moos 1979; Walsh 1989), a 3-level 
model best accounts for the theoretical, statistical, and practically significant variation in sense 
of belonging and will provide the most comprehensive information to influence policy.As such, we continued with the HLM analysis by adding predictors at level 1, 2 and 3, follow-ing Johnson et al. (2007) analysis of this topic (see Table 1 for a list of variables and descriptive statistics). The results of this analysis showed that at the individual level, race and high school grades were both negative predictors of sense of belonging, while a smooth academic and social transition to college, students’ individual experience of the residence hall academic and social climate (measured at the student level), and positive peer diversity interactions were all sig-
nificant positive predictors of sense of belonging (p < .001 for all significant predictors). At the program level, the overall perception of the residence hall social climate within the LLP (mean 
aggregated from the student level) was a significant predictor of sense of belonging (p < .001). At the institution level, only the percentage of White students at the institution was a positive predictor of sense of belonging (p < .01) (see Table 2). 
Rationale for Decision 2: Lose ItAfter the fully unconditional model was tested, the amount of variance explained at the pro-
gram and institution level was statistically significant. However, the vast majority (over 96%) of the variance in sense of belonging was between individuals. Such a small proportion of vari-ance accounted for at the group (1.4%) and institution (2.0%) may not be not practically mean-ingful. Previous research has shown that parameter estimates will be similar between OLS and 
HLM when group level variance is small (Astin and Denson 2009). As Cox et al. (2010) explained of their decision to use OLS regression instead of HLM when only 3% of the variance could be explained at the group level, even if we were to perfectly model predictors of the level 2 and 3 variance, we would be explaining such a small amount of the overall variance as to be prac-
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tically insignificant. Additionally, using HLM can provide unduly conservative parameter esti-mates (i.e., Type II error) because of partitioning of variance across groups. Following the lead 
of previous researchers (e.g., Cox et al. 2010; Park and Denson 2009; Pascarella et al. 2006), we proceeded with a single-level analysis, allowing the most important focus on individual-level predictors of sense of belonging to take center stage in the analysis. A single-level OLS 
model provided the most parsimonious and practically significant information to guide policy.The results of this analysis showed that after adding all variables to the model, race (p < .001), high school grades (p < .001), and course-related faculty interactions (p < .05) are all negative predictors of sense of belonging, while a smooth academic (p < .001) and social (p < .001) tran-
Table 2. Predictors of sense of belonging using a 3-level HLM with predictors at all three levels
Variable Coefficient Standard error           p valueLevel 1
 Race (0 = White, 1 = Students of Color) −.427 .068 <.001 Gender (0 = female, 1 = male) .061 .056 .276
 SES −.007 .006 .281
 High school grades −.140 .035 <.001 Academic transition to college .070 .010 <.001 Social transition to college .185 .009 <.001
 Course-related faculty interactions −.009 .011 .418 Residence hall academic climate .094 .016 <.001 Residence hall social climate .138 .010 <.001 Positive peer diversity interactions .031 .006 <.001 Intended co-curricular involvement .014 .016 .345Level 2 Mean residence hall academic climate .047 .051 .357
 Mean residence hall social climate −.111 .031 <.001 Sense of belonging as an important outcome .068 .057 .234 Selectivity of the LLP .101 .077 .190Level 3
 1,000–4,999 (vs. over 20,000) −.659 .332 .055
 5,000–9,999 (vs. over 20,000) −.137 .192 .482
 10,000–19,999 (vs. over 20,000) −.075 .112 .511
 Control (1 = private not-for profit, 0 = public) .101 .172 .559 Percent White .013 .004 .004
 Selectivity −.007 .004 .119 Student/faculty ratio .016 .014 .274
Variance components  Standard deviation Variance component df χ2 p ValueLevel-1 and level-2 (r0) .250 .062 337 476.157 <.001Level-3 (u00) .157 .025 37 72.640 <.001
Deviance = 28820.805749Number of estimated parameters = 26
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sition to college, residence hall academic (p < .001) and social (p < .001) climate, positive peer diversity interactions (p < .001), and intended co-curricular involvement (p < .05) were all pos-itive predictors of sense of belonging. Additionally, we can see that adding the block of bridge variables (as Astin 1991, described, variables “measured at the time the student enters college (input) [that] also signify environmental experiences that can continue to affect the student’s development during the college years” (p. 74); in this case, high school grades and transition to college) accounted for an additional 18.3% of the variance in sense of belonging (p < .001), while adding the college environments (faculty interactions, residence hall climate, peer diver-sity interactions, and intended co-curricular involvements) accounted for an additional 7.1% of the variance (p < .001). The model overall accounted for 26.2% of the variance in students’ sense of belonging (see Table 3). 
Rationale for Decision 3: Use It CautiouslyAfter the fully unconditional model was tested, the amount of variance explained at the pro-
gram and institution level was significant, indicating significant clustering effects. Therefore, as described above, a 3-level HLM is the best method to estimate results and account for nesting of data. However, a vast majority (96.6%) of the variance in sense of belonging was explained at the level of individual students. Only 1.4% was explained by differences across LLPs, and 
2.0% was explained by differences across institutions. These levels, while statistically signifi-
cant, do not represent practical significance that would be substantive for policy implications. If LLP or institution level variables were to be included in the model, they could only explain 
Table 3. Predictors of Sense of Belonging Using Hierarchical OLS Regression                                                                              Block 1                                    Block 2                                    Block 3 Beta SE p Beta SE p Beta SE p
Race (0 = White, 1 = Students of Color) −.452 .066 <.001 −.389 .060 <.001 −.421 .059 <.001Gender (0 = female, 1 = male) .071 .056 .205 .004 .051 .935 .091 .049 .063SES .014 .007 .036 .005 .006 .431 .000 .006 .983
High school grades       −.219 .030 <.001 −.163 .029 <.001Academic transition to college       .094 .009 <.001 .070 .009 <.001Social transition to college       .266 .008 <.001 .191 .009 <.001
Course-related faculty interactions             −.021 .010 .036Residence hall academic climate             .102 .014 <.001Residence hall social climate             .126 .009 <.001Positive peer diversity interactions             .027 .005 <.001Intended co-curricular involvement             .029 .014 .039R2 .008   .191   .262
ΔR2     .183   .071
p     <.001   <.001The regression analysis included 7,780 students, 477 living–learning programs, and 47 institutions
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a maximum of 1.4 and 2.0%, respectively, of the total variance in a student’s sense of belong-ing. However, as Myers (2011) explained, using HLM in this situation still presents advantages over OLS regression in that “HLM explicitly models the dependency between observations, pro-duces unbiased standard errors, and produces more stable slope and intercept estimates” (p. 669). As a result, while we chose to use HLM, we only modeled and interpret variables at the individual level. LLPs and institutions may be able to exert small differences on an individual student’s sense of belonging. However, a student’s sense of belonging seems to be tied much more closely to characteristics of or actions taken by that individual student.The results of this analysis show that race (p < .001) and high school grades (p < .001) are 
both significant negative predictors of students’ sense of belonging, while a smooth academic (p < .001) and social (p < .001) transition to college, the residence hall academic (p < .001) and social (p < .001) environment, and positive peer diversity interactions (p < .001) are all signif-icant positive predictors of sense of belonging (see Table 4). 
DiscussionBy looking across the results of the three models, we can see the possible differences in re-sults based on modeling decisions (Table 5). The results obtained through each analytic deci-sion above overall lead to very similar results, with a few key differences. In fact, between the two HLM analyses (including level-2 and level-3 predictors versus only level-1 predictors), the 
same student level predictors turned out to be significant, and the coefficients were quite sim-
Table 4. Predictors of sense of belonging using a 3-level HLM with predictors only at level-1
Variable Coefficient Standard error p ValueLevel 1
 Race (0 = White, 1 = Students of Color) −.426 .068 <.001 Gender (0 = female, 1 = male) .063 .056 .266
 SES −.007 .006 .267
 High school grades −.140 .035 <.001 Academic transition to college .069 .010 <.001 Social transition to college .186 .009 <.001
 Course-related faculty interactions −.009 .011 .382 Residence hall academic climate .100 .015 <.001 Residence hall social climate .129 .010 <.001 Positive peer diversity interactions .028 .006 <.001 Intended co-curricular involvement .013 .015 .374
Variance components  Standard deviation Variance component df χ2 p ValueLevel-1 and level-2 (r0) .313 .098 341 508.147 <.001Level-3 (u00) .244 .060 44 93.042 <.001
Deviance = 28853.283032Number of estimated parameters = 15
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ilar. This might be different if there were more significant level-2 or level-3 predictors in the model or if more variance was accounted for at either grouping level, but with such a small ICC at levels-2 and 3 it is not surprising that including the level-2 and level-3 predictors did not change the level-1 model substantially. At the program level, however, there was one key difference between the two analyses. When level-2 and level-3 predictors were included in the model, the overall perception of the resi-
dence hall social climate within the LLP was a significant, negative predictor of students’ sense 
of belonging, and the percentage of students who identified as White at the institution was a 
significant, positive predictor. When the higher level predictors are not included, these statisti-
cally significant findings are absent. Yet, this may actually be a better reflection of the broader effects on sense of belonging, as only 1.4% of the overall variation in sense of belonging can possibly be explained by level-2 predictors, and only 2.0% by the level-3 predictors (and it is likely that the predictors in the model only explain a fraction of the overall variance at each of 
those levels). Discussing the implications of variables that can only predict such a small amount of variance may not be of practical value.A direct comparison of the two HLM models can be made using the deviance statistic for each model. According to Luke (2004), when one HLM model is a subset of the other, the two models can be compared using the change in deviance, which follows a Chi squared distribution with the number of degrees of freedom being the change in the number of predictors. In doing this, 
we find that the model with predictors at all levels does produce significantly better model fit 
than does the model with predictors only at level 1 (Δ deviance = 32.47728, df = 11, p < .001). 
Again, however, this only addresses issues of statistical significance, not of practical significance.The more substantive differences were found between the HLM and OLS regression analy-
ses, which found different level-1 predictors to be significant.1 In the OLS regression, course-
related faculty interactions and intended co-curricular involvements were significant predic-
tors of sense of belonging at the .05 level; neither predictor was significant in the HLM analysis. Although this is unsurprising, as the correct estimation of standard errors in HLM might be 
expected to lead to fewer significant findings, is somewhat different than Astin and Denson’s 
(2009) finding that HLM and OLS regression did not lead to different conclusions about the 
significance of any predictors. It is important to note that had we chosen a more conservative 
alpha level of .001, as recommended by Astin and Denson (2009), the exact same predictors 
would have been significant in the HLM and OLS regression analyses. However, many studies 
in the field use an alpha level of .05. Had we only conducted the regression analysis, it is likely 
that we would have concluded that these predictors were in fact significant. As others have 
noted, our findings point to the more conservative analysis provided by HLM, which leads to a higher risk of a Type 1 error using OLS regression but a higher risk of a Type 2 error in HLM.
Beyond the simple question of significance, the three analyses above also highlight what might be gained or lost depending on decisions made about the appropriate levels of analysis. 
As Astin and Denson (2009) noted, OLS regression does allow the researcher to conduct a hi-erarchical analysis to determine how much variance can be accounted for by different groups of variables (using R2 and ΔR2). While there are ways to compare nested HLM models to one another, there is not an easily interpretable equivalent using HLM. OLS regression, however, 
1. While the OLS regression and HLM analyses included slightly different samples (due to the handling of missing data and exclusion of 1-unit groups in HLM), these are the actual samples that would have been used had we chosen to conduct the regression or the HLM analyses. As the purpose is to compare practical scenarios, we decided to com-pare these two analyses despite the different sample sizes.
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Table 5. Comparing results cross three models  3-Level HLM, predictors  Hierarchical  3-Level HLM,   at all 3 levels OLS regression predictors at level 1 only 
Variable Coefficient S.E. p Value Beta S.E. p Value Coefficient S.E. p ValueLevel 1
 Race (0 = White,  −.427 .068 <.001 −.421 .059 <.001 −.426 .068 <.001      1 = Students of Color)  Gender (0 = female,  .061 .056 .276 .091 .049 .063 .063 .056 .266     1 = male)
 SES −.007 .006 .281 .000 .006 .983 −.007 .006 .267
 High school grades −.140 .035 <.001 −.163 .029 <.001 −.140 .035 <.001 Academic transition to  .070 .010 <.001 .070 .009 <.001 .069 .010 <.001     college Social transition to  .185 .009 <.001 .191 .009 <.001 .186 .009 <.001     college
 Course-related faculty  −.009 .011 .418 −.021 .010 .036 −.009 .011 .382     interactions Residence hall academic  .094 .016 <.001 .102 .014 <.001 .100 .015 <.001     climate Residence hall social  .138 .010 <.001 .126 .009 <.001 .129 .010 <.001     climate Positive peer diversity  .031 .006 <.001 .027 .005 <.001 .028 .006 <.001     interactions Intended co-curricular  .014 .016 .345 .029 .014 .039 .013 .015 .374     involvementLevel 2 Mean residence hall  .047 .051 .357       academic climate          
 Mean residence hall  −.111 .031 <.001         social climate         Sense of belonging as an  .068 .057 .234       important outcome           Selectivity of the LLP .101 .077 .190             Level 3
 1,000–4,999  −.659 .332 .055       (vs. over 20,000)          
 5,000–9,999  −.137 .192 .482       (vs. over 20,000)          
 10,000–19,999 −.075 .112 .511      (vs. over 20,000)             Control (1 = private  .101 .172 .559 
    not-for-profit,      0 = public)             Percent White .013 .004 .004            
 Selectivity −.007 .004 .119             Student/faculty ratio .016 .014 .274          
118 N i e h au s  e t  a l .  i n  R e s ea rc h  i n  H i g h e r E d u c at i o n  5 5  ( 2 0 1 4 ) does not allow for a discussion of the interaction of two predictors at different levels (in this case the interaction of individual race and LLP/university). Only through using HLM can we easily discuss the fact that while overall mean sense of belonging does vary across LLPs and universities, the difference between White students and Students of Color remains the same. 
Whether or not we find other significant predictors at any level, this finding has substantial im-plications for research and practice.
LimitationsBefore moving on to implications and recommendations for future research using nested data, it is important to note a few key limitations of this study. First, the purpose of this study was to explore methodological issues involved in the use of HLM and OLS regression using real data. While this points to important practical issues that arise from the use of real data, only a pure 
simulation study with artificial data that can be controlled by the researcher can provide an ab-solute comparison across methodological approaches. For example, the analyses in this study, using real data yielded different sample sizes, where a simulation study may have held sample size constant across the three analysis techniques. Other researchers using other real datasets may have found different results in comparing the use of OLS regression and HLM, as was the 
case with Astin and Denson (2009). Second, although the variables chosen for inclusion in this study have a solid basis in previous literature (e.g., Johnson et al. 2007), the inclusion or exclu-
sion of different variables was meant only to illustrate how those decisions may influence find-
ings of significance. The findings of this study regarding the relationship between race, LLPs, and sense of belonging should be interpreted with caution, if at all.
Implications and Recommendations
Our findings point to the benefits and costs associated with decisions regarding HLM analyses 
in higher education. We agree with Astin and Denson (2009) that OLS regression offers bene-
fits in stepwise modeling, but our finding of differences in the significant predictors between the HLM and OLS analyses raises concerns about Type 1 errors, particularly when a liberal p value is used (p < .05). Overall HLM is one strategy to account for the nesting of data, and pro-vides the advantage of being able to explore cross-level effects. However, there are also costs to this choice in the form of an increased risk of Type II error. It may be more parsimonious to only include level-1 predictors in an HLM analysis or to use a more conservative p value or robust standard errors in OLS to account for nesting, particularly if the ICC’s are small. Addi-tionally, it may not be wise to include predictors at level-2 when the proportion of variance ac-
counted for at the group level is particularly small. Doing this may lead to finding predictors at 
the group level, that while statistically significant do not have practical value. Yet, depending 
on the specific research questions there may also be situations in which level-2 predictors are of practical interest, even if they only account for a small amount of variance. Raudenbush and Bryk (2002) stated that even very small amounts of variation explained at the group level (e.g., as little as 2–3%) may be important depending on the research questions.
The tension between practical and statistical significance has been a topic of discussion re-garding hypothesis testing for decades (O’Connell and McCoach 2008). At the center of this de-
bate is whether a finding of statistical significance (as determined, commonly, by p < .05) always 
necessitates meaning for application of the research findings to the real world. Depending on 
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the test that is run, statistical significance can be attributed to the format and size of the data rather than the meaning of the effect. For example, with a large enough sample size, a t-test 
can be significant (i.e., p < .05) even with a very small difference between the two group means. These two groups appear to be different in a way that is probably not due to chance or data 
sampling (as can be seen by a finding of p < .05), but the differences between the group means are not large enough to affect practice. In other words, the groups are likely different, but they are not meaningfully different. In a landmark paper, Cohen (1988) statistically derived a way to determine whether a statistical difference was practically meaningful. The resulting calcu-
lation, Cohen’s D or “effect size,” is frequently used in conjunction with a p-value for many sta-
tistical tests to give readers an understanding of the magnitude of an effect. Cohen’s D cutoff values have also been used to determine approximate strength of effect in standardized multi-
ple regression coefficients. Unfortunately the same kind of “effect size” that Cohen describes is 
infinitely more complex in HLM due to the partitioning of variance at multiple levels (Roberts and Monaco 2006). Some methodological scholars who study HLM have recommended certain effect size calculations (Hedges 2007), yet there is still not an agreed upon solution as to the best way to determine effect size in HLM (Roberts and Monaco 2006).While there is no clear way to denote an effect size in HLM, this does not mean that schol-
ars should shy away from discussing the practical significance of their findings, particularly in terms of the interpretation of their data. On the contrary, we recommend that higher educa-tion scholars who use HLM should be explicit in their discussion of the practical meaning of 
their findings, particularly in light of the proportion of variance that can be explained on each level. For example, in this study, 1.4% of the variance in sense of belonging was explained by 
level-2 (LLPs) and we found a variable that was statistically significant in predicting some pro-portion of that 1.4% of variance (mean residence hall social climate). We could decide to focus on the how to facilitate a positive social climate in order to increase sense of belonging in our 
discussion based on this significant finding. We could also temper this discussion with an un-derstanding of how residence hall social climate contributes to the level-2 variance, but only minimally contributes to the overall variance in sense of belonging. In other words, LLPs do not explain almost 99% of the variance, and therefore the LLP’s mean residence hall social climate explains only a small part of 1.4% of variance in students’ sense of belonging. Providing this 
context to the significant predictor findings is important in understanding the practical mean-
ing of the findings. We do not recommend any particular “cut off” values for the proportion of 
variance explained at each level necessary to denote practical significance to predictors, as that would be arbitrary and is not recommended by the HLM literature. Instead, we recommend that higher education researchers make the question of practical meaning more transparent.
There is no one right way to decide how to analyze nested data. In light of the findings of this study, we offer the following three recommendations for higher education researchers:1. Be transparent The decisions that researchers make about which methods to use and how to 
conduct the analysis substantially influence the results, so it is important to be clear about what you do and why. A lack of transparency in the decision-making process can lead prac-
titioners and policy makers to over- or underestimate the practical significance of the re-sults, possibly causing them to make policy or administrative decisions that are not, in fact, supported by the data. The proportion of variance accounted for at each level should be re-ported in several prominent places throughout the manuscript, and should be explained clearly for those readers unfamiliar with HLM.
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in terms of the variance accounted for at each level. Just because the variance is significant does not mean it is meaningful, and knowing the variance explained at each level can help 
researchers, practitioners, and policy makers determine the utility of the findings. Variance explained at each level should be central in the discussion of the results of the unconditional 
model, in the discussion of the significance of the predictors at each level, and in the con-textualizing of the results in the discussion and implications. Researchers should report not 
only the significance of predictors at each level, but also what those predictors explain in terms of the overall variance in the outcome. For example, in Pike’s (2011) study, student engagement measures accounted for 51% of ICC. However, that amounted to just over 1% of the overall variance in student cognitive gains.3. Consider error If choosing to use OLS regression with nested data, we recommend check-ing the results in HLM, even if the variance accounted for at the group level(s) is relatively small, similar to the analysis conducted by Cox et al. (2010) and Pascarella et al. (2006). Other options to account for the elevated Type I error rate in OLS regression with nested 
data might be to use more conservative p-values for group level variables (Park and Den-
son 2009), robust methods (Campbell et al. 2012), or fixed effects. Similarly, when choos-ing to use HLM, it may be wise to use an alpha level of .05 rather than .01, considering the elevated risk of a Type II error. Ultimately, the choice of whether or not to use HLM and how many levels to use in the anal-ysis depends on the data and the questions of interest. By being transparent, providing con-text, and considering the potential for error in both HLM and OLS regression, researchers can pull back the curtain and provide readers with a clearer picture of the research process, facili-tating a more accurate interpretation of the results. As long as these fundamental research de-cisions are hidden by confusing and inconsistent reporting of such fundamental information as the partitioning of the variance, we run the risk of misinterpretations of our research with potentially serious implications for policy and practice.
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