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Abstract
We establish the existence and multiplicity of semiclassical bound states of the following nonlinear
Schrödinger equation:
{−ε2u+ V (x)u = g(x,u) for x ∈ RN,
u(x) → 0 as |x| → ∞
where V changes sign and g is superlinear with critical or supercritical growth as |u| → ∞.
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1. Introduction and main results
We consider the existence and multiplicity of semiclassical bound states to the following
nonlinear Schrödinger equation:
(Pε)
{−ε2u+ V (x)u = g(x,u) for x ∈RN,
u(x) → 0 as |x| → ∞
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Y. Ding, J. Wei / Journal of Functional Analysis 251 (2007) 546–572 547where 0 < ε  1. We are interested in the case where the potential V changes sign and the
nonlinearity g is superlinear with critical or supercritical growth as |u| → ∞. Here we say that V
changes sign if V (x1) < 0 <V (x2) for some x1, x2 ∈ RN ; g is superlinear if |g(x,u)|/|u| → ∞
as |u| → ∞; and g is critical or supercritical if N  3 and c1|u|2∗−1  |g(x,u)|  c2|u|2∗−1
or only c1|u|2∗−1  |g(x,u)| with 2∗ = 2N/(N − 2) for all large |u|. The motivation of such
a study is two-fold. On one hand, it is expected that (Pε) has solutions u ∈ H 1(RN) provided,
roughly speaking, lim inf|x|→∞ V (x) > 0 (whether or not it changes sign). It is known that by
variational arguments the Dirichlet problem on smooth bounded domain Ω ⊂RN :
−u+ V (x)u = |u|p−2u in Ω, p ∈ (2,2∗), u = 0 on ∂Ω
always possesses solutions u ∈ H 10 (Ω) without any restriction on the sign of V (x). For the
Schrödinger equation (Pε), the condition that lim inf|x|→∞ V (x) > 0 guarantees the embedding
‖u‖2
H 1  cε
∫
RN
(
ε2|∇u|2 + V +(x)u2), V +(x) := max{0,V (x)},
hence the variational argument for Dirichlet problem should work. On the other hand, when V
changes sign the energy functional associated to the equation is indefinite and consequently has
no mountain-pass structure, which stimulates the development of new methods.
Problem (Pε) arises in finding standing wave solutions of the nonlinear Schrödinger equation
ih¯
∂ϕ
∂t
= − h¯
2
2m
ϕ +W(x)ϕ − f (x, |ϕ|)ϕ. (1.1)
A standing wave solution of (1.1) is a solution of the form ϕ(x, t) = u(x)e− iEth¯ . Then ϕ(x, t)
solves (1.1) if and only if u(x) solves (Pε) with V (x) = W(x) − E,ε2 = h¯22m and g(x,u) =
f (x, |u|)u.
Equation (Pε) has being extensively investigated in the literatures based on various assump-
tions on the potential V (x) and the nonlinearity g(x,u). See for example [1,6,7,11,12,14–22,24,
25] and the references therein. We summarize the findings in the following three cases:
(a) infV > 0 and g is superlinear and subcritical. Most of the papers deal with this case. Floer
and Weinstein in [14] considered N = 1, g(u) = u3 and studied firstly the existence of single
and multiple spike solutions based on a Lyapunov–Schmidt reduction. This result was extended
in higher dimension and for g(u) = |u|p−2u in Oh [20,21]. A mountain-pass reduction method
has been subsequently applying to finding solutions of (Pε). In [1] Ambrosetti, Badiale and Cin-
golani studied concentration phenomena of the solutions at isolated local minima and maxima
of V with polynomial degeneracy. See also Grossi [15], Li [19] and Pistoia [22] for related
results. In Kang and Wei [18] the authors establish the existence of positive solutions with
any prescribed number of spikes clustering around a given local maximum point of V . With-
out assumption of non-degeneracy on critical points of V , the existence of (positive) solutions
was handled in del Pino and Felmer [11,12] and Jeanjean and Tanaka [17]. For concentrations
on higher-dimensional sets, we refer to Ambrosetti, Malchiodi and Ni [2], and M. del Pino,
M. Kowalczyk and Wei [13].
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[5] considered the case with g(u) independent of x, and Ding and Lin [8] handled the case with
g(x,u) is of critically growth.
(c) infV < 0 and V changes sign. Recently, Ding and Szulkin [9,10] studied this case. They
assumed that the potential V satisfies
(V0) V ∈ C(RN), and there exists b > 0 such that the set Vb := {x ∈ RN : V (x) < b} has finite
measure,
and the nonlinearity g(x,u) is subcritical (together with some technical conditions of course).
They showed that there is a sequence εk → 0 such that each (Pεk ) has at least one solution; and
if additionally the set V −1(0) has nonempty interior then for all ε small sufficiently (Pε) has at
least one solution.
In this paper we study the case different from these (a)–(c) above. As mentioned at the begin-
ning, we assume V changes sign, however, without the condition intV −1(0) 
= ∅. Moreover, we
allow that the nonlinearity g grows critically or supercritically as |u| → ∞.
Let G(x,u) = ∫ u0 g(x, s) ds. We first consider the subcritical case, hence make the following
assumptions:
(V1) The set V− := {x ∈RN : V (x) 0} is nonempty and bounded;
(G0) (g1) g ∈ C(RN ×R) and g(x,u) = o(|u|) uniformly in x as u → 0;
(g2) there are c0 > 0 and q < 2∗ such that |g(x,u)| c0(1 + |u|q−1) for all (x,u);
(g3) there are a0 > 0,μ p > 2 such that G(x,u) a0|u|p and μG(x,u) g(x,u)u for
all (x,u).
For a solution uε of (Pε) we denote its energy by
E(uε) :=
∫
RN
(
1
2
(
ε2|∇uε|2 + V (x)|uε|2
)−G(x,uε)
)
dx.
Theorem 1.1. Let (V0), (V1) and (G0) be satisfied.
(1) For any σ > 0 there is Eσ > 0 such that (Pε) has at least one solution uε with 0 <E(uε)
σεN whenever ε  Eσ .
(2) Assuming additionally that g(x,u) is odd in u, for any m ∈ N and σ > 0 there is Emσ > 0
such that (Pε) has at least m pairs of solutions uε with 0 <E(uε) σεN whenever ε  Emσ .
We next deal with the critical case which will be re-stated for distinction as the following (as
considered by Ding and Lin [8])
(Qε)
{−ε2u+ V (x)u = g(x,u)+K(x)|u|2∗−2u for x ∈RN,
u(x) → 0 as |x| → ∞.
Assume that the function K(x) is continuous and bounded:
(K0) K ∈ C(RN) with 0 < infK  supK < ∞.
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E∗(uε) :=
∫
RN
(
1
2
(
ε2|∇uε|2 + V (x)|uε|2
)−G(x,uε)− 12∗K(x)|uε|2
∗
)
dx.
Then we have the following corollary.
Theorem 1.2. Let (V0), (V1), (G0) and (K0) be satisfied. Then the conclusions (1) and (2) of
Theorem 1.1 both remain true with (Pε) replaced by (Qε) and E(uε) by E∗(uε).
If the numbers μ and p in (g3) are equal then the restriction assumption (g2) on g at infinity
can be removed. More precisely, assume g satisfies
(H0) (h1) g ∈ C(RN ×R) and g(x,u) = o(|u|) uniformly in x as u → 0;
(h2) there is p ∈ (2,2∗) and a0 > 0 such that a0|u|p  pG(x,u) g(x,u)u for all (x,u).
Then we have the following result.
Theorem 1.3. Let (V0), (V1) and (H0) be satisfied. All the conclusions of Theorem 1.1 remain
true.
We note that condition (h2) simply implies that there exists p ∈ (2,2∗) such that
a0|u|p G(x,u) a1|u|p for |u| 1, G(x,u) a0|u|p for |u| 1. (1.2)
Thus g(x,u) can grow supercritically as |u| → +∞. As examples one may take the following
problems:
(i)ε − ε2u+ V (x)u = au+ |u|p−2u
and
(ii)ε − ε2u+ V (x)u = au+ |u|p−2u+ |u|q−2u,
where V satisfies (V0), p ∈ (2,2∗),p < q and a ∈ R. Defining according to (V0) the number
bmax := sup{b > 0: |Vb| < ∞}, one sees from Theorems 1.1 and 1.3 that, fixed arbitrarily infV 
a < bmax, for any m ∈ N, there is Em > 0 such that, if ε  Em then (i)ε , respectively (ii)ε , has m
pairs of solutions uε with ‖uε‖H 1  cεN−2.
We point out that the boundedness assumption (V1) can be replaced by a slightly general
geometric condition, see Remark 2.7.
Our argument is variational. To outline it we consider the subcritical case. Observe that defin-
ing v(x) = u(εx) the equation (Pε) is equivalent to
−v + V (εx)v = g(εx, v). (1.3)
If a = infV  0 and g(x,u) = g(u) is independent of x, (1.3) possesses the limiting equation
−v + av = g(v)
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symmetric solution, and such a solution is exponentially decreasing as |x| → ∞. This helps one
to study firstly a cut-off equation with energy functional satisfying the mountain-pass structure
and the Palais–Smale condition to obtain solutions of the cut-off problem, then, by virtue of the
properties of the limiting equation as well as an elliptic estimate, to show that, for ε > 0 small
enough, the solution is in fact a solution of the original equation (1.3). However, this process does
not work in our present situation because V changes sign and g(x,u) depends on x. Therefore,
we will consider another equivalent problem as in [8,9]:
−u+ λV (x)u = λg(x,u) (1.4)
with λ = ε−2 → ∞. The relative functional can be normally written as
Φλ(u) = 12
(‖u+‖2λ − ‖u−‖2λ)− λ
∫
RN
G(x,u)
defined on the Hilbert space E = E−λ ⊕ E0λ ⊕ E+λ with u = u− + u0 + u+. We verify that the
functional Φλ possesses the linking geometry and satisfies the (PS)c condition for c < α0λ1−
N
2
with α0 > 0 fixed independent of λ. We then decompose the space E = F−λ ⊕ F 0λ ⊕ F+λ so as to
get certain minimax level σλ1−N2 with 0 < σ < α0 for all λ sufficiently large, say λΛσ . Now
the standard linking theorem applies and yields the desired solutions.
2. Variational setting and preliminaries
Setting λ = ε−2, (Pε) is equivalent to the following problem:
(Pλ)
{−u+ λV (x)u = λg(x,u) for x ∈RN,
u(x) → 0 as |x| → ∞
and (Qε) is equivalent to
(Qλ)
{−u+ λV (x)u = λg(x,u)+ λK(x)|u|2∗−2u for x ∈RN,
u(x) → 0 as |x| → ∞
for λ → ∞. We are going to prove the following result.
Theorem 2.1. Let (V0), (V1) and (G0) be satisfied.
(1) For any σ > 0 there is Λσ > 0 such that (Pλ) has at least one solution uλ for each λΛσ
satisfying 0 < Eˆ(uλ) σλ1−N2 where
Eˆ(uλ) :=
∫
RN
(
1
2
(|∇uλ|2 + λV (x)|uλ|2)− λG(x,uλ)
)
dx.
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such that (Pλ) has at least m pairs of solutions uλ with 0 < Eˆ(uλ)  σλ1−N2 whenever
λΛmσ .
Theorem 2.2. Let (V0), (V1), (G0) and (K0) be satisfied. Then the conclusions (1) and (2) both
remain true with (Pλ) replaced by (Qλ) and Eˆ(uλ) by Eˆ∗(uλ) := Eˆ(uλ)− λ2∗
∫
RN
K(x)|uλ|2∗ .
Theorem 2.3. Let (V0), (V1) and (H0) be satisfied. Then the conclusions (1) and (2) of Theo-
rem 2.1 both remain true for (Pλ).
Denote V ±(x) := max{±V (x), 0} and let E denote the Hilbert space
E :=
{
u ∈ H 1(RN ):
∫
RN
V +(x)u2 < ∞
}
equipped with the inner product
(u, v)E :=
∫
RN
(∇u∇v + V +(x)uv)
and the associated norm ‖u‖2E = (u,u)E . By (V0), E embeds continuously in H 1(RN). On E
we define the bilinear form
aλ(u, v) :=
∫
RN
(∇u∇v + λV (x)uv)
with the associated quadrature denoted by aλ(u) = aλ(u,u).
Consider the functionals
Φλ(u) := 12
∫
RN
(|∇u|2 + λV (x)u2)− λ
∫
RN
G(x,u)
= 1
2
aλ(u)− λ
∫
RN
G(x,u) (2.1)
and
Ψλ(u) := 12aλ(u)− λ
∫
RN
(
G(x,u)+ 1
2∗
K(x)|u|2∗
)
. (2.2)
Then Φλ and Ψλ ∈ C1(E,R), and critical points of Φλ (respectively Ψλ) are solutions of (Pλ)
(respectively (Qλ)).
For convenience we will use some direct sum decompositions of E described below. Through-
out by (·,·)L2 we denote the usual L2-inner product, and | · |s the usual Ls -norm.
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Let Aλ := − + λV denote the selfadjoint operator in L2(RN). By σ(Aλ), σe(Aλ) and
σd(Aλ) we denote the spectrum, the essential spectrum and the eigenvalues of Aλ below
λe := infσe(Aλ), respectively. Note that each μ ∈ σd(Aλ) is of finite multiplicity. Moreover,
it is possible that σ(Aλ) = σd(Aλ), for example, it occurs when V (x) → ∞ as |x| → ∞. If this
is the case we set λe = ∞.
Lemma 2.4. Suppose (V0) holds. Then λe  λb.
Proof. Set Wλ(x) = λ(V (x) − b),W±λ = max{±Wλ, 0} and Dλ = − + λb + W+λ . By (V0),
the multiplicity operator W−λ is compact relative to Dλ, hence σe(Aλ) ⊂ σe(Dλ) ⊂ [λb,∞). 
Remark 2.5. If λe = ∞, then a standard argument shows that E embeds compactly into L2
hence Lp for all p ∈ [2,2∗) (cf. [23]). In this case the proofs of Theorems 2.1 and 2.2 are simpler
(in fact one can prove the existence and multiplicity results for any λ > 0). If λe < ∞ and Aλ
has infinitely many eigenvalues below λe, then λe is the unique cluster of σd(Aλ). Taking into
account this possibility, we fix in the following a number b′ closing b with
0 < b′ < b.
Let k−λ , k0λ and k
+
λ be the numbers of the negative, zero and positive eigenvalues which  λb′.
We write η#λi and h
#
λi (1 i  k#λ), # ∈ {−,0,+}, for the eigenvalues and eigenfunctions. Setting
L−λ := span
{
h−λ1, . . . , h
−
λk−λ
}
and L0λ := span
{
h0λ1, . . . , h
0
λk0λ
}
,
we have the orthogonal decomposition
L2 = L−λ ⊕L0λ ⊕L+λ , u = u− + u0 + u+.
On E we introduce another inner product
(u, v)λ :=
(|Aλ|1/2u, |Aλ|1/2v)L2 + (u0, v0)L2
and norm ‖ · ‖λ := (·,·)1/2λ . It is easy to see that ‖ · ‖E and ‖ · ‖λ are equivalent for each λ > 0.
There holds the decomposition:
E = E−λ ⊕E0λ ⊕E+λ with E#λ = Eλ ∩L#λ, (2.3)
orthogonal with respect to both the inner product (·,·)L2 and (·,·)λ. With the decomposition (2.3)
one has
aλ(u) =
∥∥u+∥∥2
λ
− ‖u−‖2λ for all u ∈ E. (2.4)
Set
Ldλ = L−λ ⊕L0λ ⊕ span
{
h+λ1, . . . , h
+
+
}
.λkλ
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L2 = Ldλ ⊕Leλ, u = ud + ue.
Correspondingly, one has
E = Edλ ⊕Eeλ with Edλ = Ldλ and Eeλ = Leλ ∩E (2.5)
orthogonal with respect to (·,·)L2 and (·,·)λ. Remark that
λb′|u|22  ‖u‖2λ for all u ∈ Eeλ. (2.6)
Let S denote the best Sobolev constant if N  3:
S|u|22∗ 
∫
RN
|∇u|2.
From now on we always assume that N  3 (the proofs of the main results for N = 1,2 are
similar).
Lemma 2.6. For each s ∈ [2,2∗], there is cs > 0 such that
csλ
2∗−s
2∗−2 |u|ss  ‖u‖sλ for all u ∈ Eeλ.
Proof. Observe that ‖u‖2λ = aλ(u) for all u ∈ Eeλ. By (2.6) one sees that
S|u|22∗ 
∫
RN
|∇u|2 + λV |u|2 − λ
∫
RN
V |u|2
 ‖u‖2λ +
− infV
b′
λb′|u|22

(
1 + − infV
b′
)
‖u‖2λ,
hence
c2∗ |u|2∗2∗  ‖u‖2
∗
λ for all u ∈ Eeλ.
For s ∈ (2,2∗), by the Hölder inequality and (2.6),
|u|ss 
( ∫
RN
|u|2
) 2∗−s
2∗−2
( ∫
RN
|u|2∗
) s−2
2∗−2

(
(b′λ)−1‖u‖2λ
) 2∗−s
2∗−2
(
c−12∗ ‖u‖2
∗
λ
) s−2
2∗−2
for all u ∈ Eeλ, one gets the desired conclusion. 
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Let V+ :=RN \ V−. Observe that the assumption (V1) implies that
(V˜1) There are x0 ∈ RN and 0 ∈ RN with V (x0) = 0 and {x + x0: x ∈ RN, 0 · x  0} ⊂
{x: x ∈ RN, V (x) 0}.
This means that there is a hyperplane L= {x ∈ RN : 0(x) = 0} + x0 with V (x0) = 0 such that
L+ := {x + x0: 0(x)  0} ⊂ V+. For example, let x0 ∈ RN be such that |x0| = max{|x|: x ∈
∂V−} (recalling that V− is bounded). Then the tangent plane of ∂Br at x0 is a choice of such a
hyperplane. From now on we assume without loss of generality that x0 = 0, that is,
L+ = {x ∈RN : 0(x) 0}⊂ V+. (2.7)
Indeed, otherwise, V˜ (·) = V (· + x0), and g˜(·, u) = g(· + x0, u) satisfy the same assumptions on
V and g with additionally V˜ (0) = 0. If u˜(x) is a solution of −ε2u˜ + V˜ (x)u˜ = g˜(x, u˜) then
u(x) = u˜(x − x0) is a solution of (Pε). Likely, setting K˜(·) = K(· + x0), if u˜ solves −ε2u˜ +
V˜ (x)u˜ = g˜(x, u˜)+ K˜(x)|u˜|2∗−2u˜ then u(x) = u˜(x − x0) solves (Qε).
Remark 2.7. We mention that throughout the paper the boundedness assumption (V1) on V− is
used only for checking (V˜1). Thus the main results (Theorems 1.1 and 1.2) keep true if (V1) is
replaced by (V˜1).
Let Aλ+ := −+ λV +, a positive selfadjoint operator in L2, with domain Dλ :=D(Aλ+) ⊂
L2. Dλ is a Hilbert space equipped with the inner product (u, v)Dλ = (Aλ+u, Aλ+v)L2 . Aλ+ has
a bounded inverse A−1λ+ :L2 →Dλ. On E we introduce the inner product
〈u,v〉λ :=
(
A
1/2
λ+u,A
1/2
λ+ v
)
L2 =
∫
RN
∇u∇v + λV +(x)uv
with the associated norm |||u|||λ = 〈u,u〉1/2λ . It is clear that ||| · |||λ is equivalent to ‖ · ‖E . Let Eˆλ
denote the Hilbert space of E with norm ||| · |||λ. Define the map Bλ := λA−1λ+V − : Eˆλ → Eˆλ by
Eˆλ
λV−−−−→ L2 A
−1
λ+−−→Dλ ι−→ Eˆλ
(where ι is the embedding map). Obviously Bλ is non-negative. Since the measure |V−| < ∞,
it is easy to see that Bλ is compact and C∞0 (V+) ⊂ ker(Bλ). Therefore, σ(Bλ) consists of 0 and
positive eigenvalues denoted by νλ1  νλ2  · · · with νλj → 0 as j → ∞. Let (fλj )j∈N denote
the associated eigenfunctions: Bλfλj = νλjfλj , and set μλj = ν−1λj . Then μλj and fλj satisfy
−fλj + λV +fλj = μλjλV −fλj .
There exists also a minimax characterization of such eigenvalues, see [9]. We have the decom-
position
E = F−λ ⊕ F 0λ ⊕ F+λ , w = w− +w0 +w+ (2.8)
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F−λ := span
({fλj : μλj < 1}) and F 0λ := span({fλj : μλj = 1}).
Remark that, for each λ > 0, the spaces F−λ and F 0λ are finite-dimensional. Observe also that one
has the 〈·,·〉λ orthogonal decomposition
F+λ = Xλ ⊕ Yλ where Yλ = ker(Bλ).
Therefore, we have the 〈·,·〉λ orthogonal decomposition
E = Zλ ⊕ Yλ where Zλ = F−λ ⊕ F 0λ ⊕Xλ. (2.9)
Clearly, Zλ is the closure of span{fλj : j ∈ N} with respect to the norm ||| · |||λ. Note that for
u ∈ ker(Bλ) one has A−1λ+V −u = 0, and since A−1λ+ is injective, V −u is the zero of L2 which
implies u(x) = 0 a.e. in V−. Thus, as a linear space,
Yλ = Y =
{
u ∈ E: u(x) = 0 a.e. in V−
}
is independent of λ. (2.10)
It is clear that {fλj }j∈N is a base of Zλ. Moreover, since μλj → ∞ as j → ∞, it is easy to
check that Zλ embeds compactly into Ls for any s ∈ [2,2∗).
For any s > 1 let Mλs be the closure of Zλ in Ls . Then {fλj } is a base of Mλs and each
element u ∈ Mλs has the representation u =∑j cjfλj in Ls . Let Ns be the closure of Y in Ls .
Then Mλs ∩Ns = {0}. Indeed, let u ∈ Mλs ∩Ns with u =∑j cjfλj . Then, since u ∈ Ns ,
u(x) =
∑
j
cj fλj (x) = 0 for x ∈ V−.
One has, for every k ∈N,
0 = λμλkV −(x)fλku(x) =
∑
j
cjfλjλμλkV
−(x)fλk,
hence
0 =
∑
j
∫
RN
cjfλjλμλkV
−(x)fλk
= ck(Aλfλk, fλk)2
= ckλμλk
∫
RN
V −(x)|fλk|2
= ckλμλk.
This implies ck = 0, hence u(x) ≡ 0. In addition, since C∞0 ⊂ E ⊂ Ls with dense embeddings
and E = Zλ ⊕Y , one has Ls = Mλs ⊕Ns . Let P denote the projection onto Ns along Mλs . Since
556 Y. Ding, J. Wei / Journal of Functional Analysis 251 (2007) 546–572Ns is independent of λ (see (2.10)), there is cs > 0 such that |Pu|s  cs |u|s for all u ∈ Ls . In
particular, for any u = u1 + u2 ∈ Zλ ⊕ Y ,
|u2|s  cs |u|s . (2.11)
Letting μ−λ := max{μλj : μλj < 1}, μ+λ := min{μλj : μλj > 1} and
a−λ =
1
μ−λ
− 1, a+λ = 1 −
1
μ+λ
,
one has
aλ(u)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−a−λ |||u|||2λ for all u ∈ F−λ ,
= 0 for all u ∈ F 0λ ,
 a+λ |||u|||2λ for all u ∈ Xλ,
= |||u|||2λ for all u ∈ Y
(2.12)
and
aλ(u) = aλ
(
w+
)+ aλ(w−) (2.13)
for all u = w− +w0 +w+ ∈ F−λ ⊕ F 0λ ⊕ F+λ .
3. The subcritical case: (PS)-conditions
In this and the next sections we deal with the subcritical case.
Invoking the decomposition (2.3), Φλ has the representation
Φλ(u) = 12
(‖u+‖2λ − ‖u−‖2λ)− λ
∫
RN
G(x,u) for u = u− + u0 + u+.
Set
G(x,u) = 1
2
g(x,u)u−G(x,u).
The assumptions (G0) implies that
G(x,u) μ− 2
2μ
g(x,u)u μ− 2
2
G(x,u)
and moreover, for any δ > 0, there exist ρδ > 0 and cδ > 0 such that
g(x,u)
u
 δ if |u| ρδ and
(
g(x,u)
u
)τ
 cδg(x,u)u if |u| ρδ (3.1)
where τ = q/(q − 2).
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for short) for Φλ if it satisfies Φλ(um) → c and Φ ′λ(um) → 0. Φλ is said to satisfy the (PS)c
condition if any (PS)c sequence has a convergent subsequence.
Lemma 3.1. Assume that (V0) and (G0) are satisfied. Then any (PS)c-sequence for Φλ is
bounded.
Proof. Let (um) ⊂ E be a (PS)c-sequence:
Φλ(um) → c and Φ ′λ(um) → 0.
By assumptions (g2) and (g3) (a type of Ambrosetti–Rabinowitz conditions) and the embedding
property of E into Ls for s ∈ [2,2∗], a stand argument shows that (um) is bounded. The details
are hence omitted. 
By the above lemma we may assume without loss of generality um ⇀ u in E, um → u in Lsloc
for 1 s < 2∗, and um(x) → u(x) a.e. for x ∈RN . Clearly u is a critical point of Φλ.
Lemma 3.2. Let s ∈ [2,2∗). There is a subsequence (umj ) such that for each ε > 0, there exists
rε > 0 with
lim sup
j→∞
∫
Bj \Br
|umj |s  ε
for all r  rε , where Bj := {x ∈RN : |x| j}.
Proof. See [8]. For each j ∈ N, ∫
Bj
|um|s →
∫
Bj
|u|s as m → ∞. There exists mˆj ∈ N such that
∫
Bj
(|um|s − |u|s)< 1
j
for all m = mˆj + i, i = 1,2,3, . . . .
Without loss of generality we can assume mˆj+1  mˆj . In particular, for mj = mˆj + j we have
∫
Bj
(|umj |s − |u|s)< 1j .
Observe that there is rε satisfying
∫
RN\Br
|u|s < ε (3.2)
for all r  rε . Since
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∫
Bj \Br
|umj |s =
∫
Bj
(|umj |s − |u|s)+
∫
Bj \Br
|u|s +
∫
Br
(|u|s − |umj |s)
 1
j
+
∫
RN\Br
|u|s +
∫
Br
(|u|s − |umj |s),
the lemma follows. 
Recall that, by (g1) and (g2), |g(x,u)| c1(|u|+|u|q−1) for all (x,u). Let firstly (umj )j∈N be
a subsequence of (um)m∈N such that Lemma 3.2 holds for s = 2. Repeating the argument we can
then find a subsequence (umji )i∈N of (umj )j∈N such that Lemma 3.2 holds for s = q . Therefore,
for notational convenience, we assume in the following that Lemma 3.2 holds for both s = 2 and
s = q with the same subsequence.
Let η : [0,∞) → [0,1] be a smooth function satisfying η(t) = 1 if t  1, η(t) = 0 if t  2.
Define u˜j (x) = η(2|x|/j)u(x). Clearly,
‖u− u˜j‖E → 0 as j → ∞. (3.3)
Lemma 3.3. We have
sup
‖ϕ‖1
∣∣∣∣
∫
RN
(
g(x,umj )− g(x,umj − u˜j )− g(x,u)
)
ϕ
∣∣∣∣→ 0.
Proof. Note that (3.3) and the local compactness of Sobolev embedding imply that, for any
r > 0,
lim
j→∞
∣∣∣∣
∫
Br
(
g(x,umj )− g(x,umj − u˜j )− g(x, u˜j )
)
ϕ
∣∣∣∣= 0
uniformly in ‖ϕ‖ 1. For any ε > 0 it follows from (3.2) and (3.3) that
lim sup
j→∞
∫
Bj \Br
|u˜j |s 
∫
RN\Br
|u|s  ε
for all r  rε . Using Lemma 3.2 for s = 2, q we get
lim sup
j→∞
∣∣∣∣
∫
RN
(
g(x,umj )− g(x,umj − u˜j )− g(x, u˜j )
)
ϕ
∣∣∣∣
= lim sup
j→∞
∣∣∣∣
∫
Bj \Br
(
g(x,umj )− g(x,umj − u˜j )− g(x, u˜j )
)
ϕ
∣∣∣∣
 c1 lim sup
j→∞
∫
B \B
(|umj | + |u˜j |)|ϕ|
j r
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j→∞
∫
Bj \Br
(|umj |q−1 + |u˜j |q−1)|ϕ|
 c1 lim sup
j→∞
(|umj |L2(Bj \Br ) + |u˜j |L2(Bj \Br))|ϕ|2
+ c2 lim sup
j→∞
(|umj |q−1Lq(Bj \Br) + |u˜j |q−1Lq(Bj \Br )
)|ϕ|p
 c3ε1/2 + c4ε(q−1)/q ,
which implies the conclusion. 
Lemma 3.4. We have:
(1) Φλ(umj − u˜j ) → c −Φλ(u);
(2) Φ ′λ(umj − u˜j ) → 0.
Proof. One has
Φλ(umj − u˜j ) = Φλ(umj )−Φλ(u˜j )
+ λ
∫
RN
(
G(x,umj )−G(x,umj − u˜j )−G(x, u˜j )
)
.
It follows from (3.3) that Φλ(u˜j ) → Φλ(u). Using (3.3) again and following an argument (likely
for the Brézis–Lieb lemma, see e.g. [26]), it is not difficult to check that
∫
RN
(
G(x,umj )−G(x,umj − u˜j )−G(x, u˜j )
)→ 0.
We thus get (1).
To verify (2), observe that, for any ϕ ∈ E,
Φ ′λ(umj − u˜j )ϕ = Φ ′λ(umj )ϕ −Φ ′λ(u˜j )ϕ
+ λ
∫
RN
(
g(x,umj )− g(x,umj − u˜j )− g(x, u˜j )
)
ϕ.
By Lemma 3.3 we get
lim
m→∞
∫
RN
(
g(x,umj )− g(x,umj − u˜j )− g(x, u˜j )
)
ϕ = 0
uniformly in ‖ϕ‖ 1, proving (2). 
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dim(Edλ) < ∞. Write
u1mj := umj − u˜j = vdj + vej .
Then vdj = (udmj − ud) + (ud − u˜dj ) → 0 and, by Lemma 3.4, Φλ(u1mj ) → c − Φλ(u),
Φ ′λ(u1mj ) → 0. It follows from
Φλ
(
u1mj
)− 1
2
Φ ′λ
(
u1mj
)
u1mj = λ
∫
RN
G(x,u1mj )
that
λ
∫
RN
G(x,u1mj )→ c −Φλ(u).
Using (g3),
Φλ(u
1
mj
)− 1
μ
Φ ′λ
(
u1mj
)
u1mj 
(
1
2
− 1
μ
)∥∥vej∥∥2λ + o(1),
hence
lim sup
j→∞
∥∥vej∥∥2λ  2μ(c −Φλ(u))μ− 2 (3.4)
Moreover, by (3.1) and the Hölder inequality,
∥∥vej∥∥2λ + o(1) = λ
∫
RN
g
(
x,u1mj
)
u1mj = λ
∫
RN
g(x,u1mj )
u1mj
∣∣u1mj
∣∣2
 λδ
∣∣u1mj
∣∣2
2 + λcδ
( ∫
|u1mj |ρδ
(
g(x,u1mj )
u1mj
)τ)1/τ ∣∣u1mj
∣∣2
2τ ′
 λδ
∣∣u1mj
∣∣2
2 + λcδ
(
c −Φλ(u)+ o(1)
λ
)1/τ ∣∣u1mj
∣∣2
2τ ′ (3.5)
where τ ′ = τ/(τ −1) = q/2. Remark that umj −u = u1mj + (u˜j −u), hence it follows from (3.3)
that
umj − u → 0 if and only if u1mj → 0.
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for any (PS)c-sequence (um) for Φλ with um ⇀ u, either um → u along a subsequence or
α0λ
1−N2  c −Φλ(u).
Proof. Assume (um) has no convergent subsequences. Then using the above notations
lim infj→∞ ‖u1mj ‖λ > 0. Since vdj → 0, we may assume |u1j |22  2|vej |22 and |u1j |22τ ′  2|vej |22τ ′ .
Choosing δ = b′/4 (see (2.6)), it follows from (3.5) and Lemma 2.6 that
∥∥vej∥∥2λ + o(1) λb
′
2
∣∣vej ∣∣22 + λ2cδ
(
c −Φλ(u)+ o(1)
λ
)1/τ ∣∣vej ∣∣22τ ′
 1
2
∥∥vej∥∥2λ + c1λ1−
1
τ
− 2∗−2τ ′
(2∗−2)τ ′
(
c −Φλ(u)+ o(1)
)1/τ∥∥vej∥∥2λ
hence,
∥∥vej∥∥2λ + o(1) 2c1λ1−
1
τ
− 2∗−2τ ′
(2∗−2)τ ′
(
c −Φλ(u)
)1/τ∥∥vej∥∥2λ
or equivalently
1 + o(1) 2c1λ1−
1
τ
− 2∗−2τ ′
(2∗−2)τ ′
(
c −Φλ(u)
)1/τ
.
We thus get
α0λ
1−N2  c −Φλ(u)
with α0 > 0 independent of λ, proving the lemma. 
As a consequence, we obtain the following result.
Lemma 3.6. Under the assumptions of Lemma 3.1, Φλ satisfies the (PS)c condition for all
c < α0λ
1−N2
.
4. The subcritical case: proof of Theorem 2.1
We use the decomposition of (2.8), thus the functional has the form
Φλ(u) = 12aλ
(
u+
)+ 1
2
aλ(u
−)− λ
∫
RN
G(x,u)
for u = u− + u0 + u+ ∈ F−λ ⊕ F 0λ ⊕ F+λ , see (2.12) and (2.13). The following two lemmas are
standard, which imply that Φλ possesses the linking structure.
Lemma 4.1. Assume (V0), (V1) and (G0) are satisfied. There exist αλ,ρλ > 0 such that
Φλ(u) > 0 if u ∈ B+ρλ \ {0} and Φλ(u) αλ if u ∈ ∂B+ρλ , where B+ρλ = {u ∈ F+λ : |||u|||λ  ρλ}.
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subspace F ⊂ E, there is R = R(λ,F ) > 0 such that Φλ(u) 0 for all u ∈ F with |||u|||λ R.
By virtue of the above lemmas, if Φλ satisfies the (PS)c for all c > 0, then Theorem 2.1 fol-
lows from standard critical point theory. Unfortunately, in general, Φλ does not satisfy (PS)c
for all c > 0. However, by Lemma 3.6, for λ large enough and cλ small sufficiently, Φλ satis-
fies (PS)cλ . Thus, in the following we will find special finite-dimensional subspaces by which
we construct sufficiently small minimax levels.
In order to construct such levels we let −D denote the unique selfadjoint operator on V+
associated to the form (u, v)V :=
∫
RN
∇u∇v, with the form domain
H 1D(V+) :=
{
u ∈ H 1(RN ): u(x) = 0 for a.e. x ∈ RN \ V+ }.
Note that when ∂V+ is smooth H 1D(V+) coincides with H 10 (V+), and −D = − with Dirichlet
0-boundary condition on ∂V+.
Let {PVγ : γ  0} denote the spectrum family of −D and FVγ = PVγ L2.
Proposition 4.3. dimFVγ = ∞ for any γ > 0.
Proof. It suffices to show that 0 ∈ σe(−D). Indeed, since σ(−) = σc(−) = [0,∞), there
is a sequence ϕj ∈ C∞0 (RN) with |ϕj |2 = 1 and |ϕj |2 → 0. Since V− is bounded, for each j ,
we can choose xj ∈ RN so that ϕ˜j := ϕj (· + xj ) ∈ C∞0 (V+). Then |ϕ˜j |2 = 1 and |∇ϕ˜j |2 =|∇ϕj |2 → 0. Thus 0 ∈ σe(−D). 
Proposition 4.4. For any s ∈ [2,2∗), there is a sequence ϕj ∈ C∞0 (V+) with |ϕj |s = 1 and|∇ϕj |2 → 0.
Proof. It is known that
inf
{ ∫
RN
|∇ψ |2: ψ ∈ C∞0
(
R
N
)
, |ψ |s = 1
}
= 0.
Since V− is bounded, for each j , we can choose xj ∈ RN so that ϕj := ψj(· + xj ) ∈ C∞0 (V+).
Then |ϕj |s = |ψj |s = 1 and |∇ϕj |s = |∇ψj |s → 0. 
Define
Fˆλ := F−λ ⊕ F 0λ ⊕ Y.
By (g3) and (2.11), for u = u− + u0 + u+ ∈ Fˆλ,
∫
RN
G(x,u) c0|u|pp  c0
∣∣u+∣∣p
p
. (4.1)
Hence, for u = u− + u0 + u+ ∈ Fˆλ,
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∫
RN
G(x,u)
= 1
2
aλ
(
u+
)− 1
2
aλ(u
−)− λ
∫
RN
G(x,u)
 1
2
aλ
(
u+
)− 1
2
a−λ ‖u−‖2λ+ − λc0
∣∣u+∣∣p
p
= Jλ
(
u+
)− 1
2
a−λ ‖u−‖2λ+
where Jλ ∈ C1(E,R) defined by
Jλ(v) = 12
∫
RN
(|∇v|2 + λV (x)v2)− λc0
∫
RN
|v|p.
For any δ > 0 one can choose ϕδ ∈ C∞0 (V+) with |ϕδ|p = 1 and suppϕδ ⊂ Brδ (0) ∩ L+
(see (2.7)) so that |∇ϕδ|22 < δ. Set
eλ(x) := ϕδ
(
λ1/2x
)
. (4.2)
Then
supp eλ ⊂ Bλ−1/2rδ (0)∩L+,
hence eλ ∈ Y . Remark that for t  0,
Jλ(teλ) = t
2
2
∫
RN
|∇eλ|2 + λV (x)|eλ|2 − λc0tp
∫
RN
|eλ|p
= λ1−N2
(
t2
2
∫
RN
|∇ϕδ|2 + V
(
λ−1/2x
)|ϕδ|2 − c0tp
∫
RN
|ϕδ|p
)
= λ1−N2 Iλ(tϕδ)
where Iλ ∈ C1(E,R) defined by
Iλ(u) := 12
∫
RN
|∇u|2 + V (λ−1/2x)|u|2 − c0
∫
RN
|u|p.
Plainly,
max
t0
Iλ(tϕδ) = p − 22p(pc0)2/(p−2)
( ∫
N
|∇ϕδ|2 + V
(
λ−1/2x
)|ϕδ|2
)p/(p−2)
.R
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V
(
λ−1/2x
)
 δ|ϕδ|22
for all |x| rδ and λ Λˆδ.
This implies that
max
t0
Iλ(tϕδ)
p − 2
2p(pc0)2/(p−2)
(2δ)p/(p−2). (4.3)
Therefore, for all λ Λˆδ ,
max
t0
Φλ(tϕδ)
p − 2
2p(pc0)2/(p−2)
(2δ)p/(p−2)λ1−
N
2 . (4.4)
Therefore, we have
Lemma 4.5. Under the assumptions of Lemma 4.1, for any σ > 0 there exists Λσ > 0, such that,
for each λΛσ , there is e¯λ ∈ E with |||e¯λ|||λ > ρλ and
max
u∈Fλ
Φλ(u) σ λ1−
N
2 ,
where ρλ is from Lemma 4.1 and Fλ = F−λ ⊕ F 0λ ⊕Re¯λ.
Proof. Choose δ > 0 so small that
p − 2
2p(pc0)2/(p−2)
(2δ)p/(p−2)  σ,
and let eλ ∈ E be the function defined by (4.2). Take Λσ = Λˆδ . Let t¯λ > 0 be such that
t¯λ|||eλ|||λ > ρλ and Φλ(teλ)  0 for all t  t¯λ. Then by (4.4), e¯λ := t¯λeλ satisfies the require-
ments. 
In general, for any m ∈ N, one can choose m functions ϕjδ ∈ C∞0 (V+) such that suppϕiδ ∩
suppϕkδ = ∅ if i 
= k, |ϕjδ |p = 1 and |∇ϕjδ |22 < δ. Let rmδ > 0 be such that suppϕjδ ⊂ Brmδ (0) for
j = 1, . . . ,m. Set
e
j
λ(x) = ϕjδ
(
λ1/2x
)
for j = 1, . . . ,m
and
Hmλδ = span
{
e1λ, . . . , e
m
λ
}
.
Observe that for each u =∑mj=1 cj ejλ ∈ Hmλδ ,
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|∇u|2 =
m∑
j=1
|cj |2
∫
RN
∣∣∇ejλ∣∣2,
∫
RN
V (x)|u|2 =
m∑
j=1
|cj |2
∫
RN
V (x)
∣∣ejλ∣∣2
and
∫
RN
G(x,u) =
m∑
j=1
∫
RN
G
(
x, cj e
j
λ
)
.
Hence
Φλ(u) =
m∑
j=1
Φλ
(
cj e
j
λ
)
and as before
Φλ
(
cj e
j
λ
)
 λ1−N2 Iλ
(|cj |ejλ).
Set
βδ := max
{∣∣ϕjδ ∣∣22: j = 1, . . . ,m},
and choose Λˆmδ so that
V
(
λ−1/2x
)
 δ
βδ
for all |x| rmδ and λ Λˆmδ.
As before, one obtains easily the following:
sup
u∈Hmλδ
Φλ(u)
m(p − 2)
2p(pc0)2/(p−2)
(2δ)p/(p−2)λ1−
N
2 (4.5)
for all λ Λˆmδ .
Using this estimate we can prove easily the following lemma.
Lemma 4.6. Under the assumptions of Lemma 4.1, for any m ∈ N and σ > 0 there exists
Λmσ > 0, such that, for each λ  Λmσ , there exists an m-dimensional subspace Hλm satisfy-
ing
sup
u∈Fλm
Φλ(u) σ λ1−
N
2
where Fλm = F−λ ⊕ F 0λ ⊕Hλm.
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m(p − 2)
2p(pc0)2/(p−2)
(2δ)p/(p−2)  σ,
and take Hλm = Hmλδ . Then (4.5) yields the conclusion as required. 
Proof of Theorem 2.1. First we prove the existence. Invoking Lemma 4.5 set
Qλ :=
{
u = y + t e¯λ: y ∈ F−λ ⊕ F 0λ , t  0, |||u|||λ R
}
with R = R(λ,Fλ) > 0 where Fλ is the finite-dimensional subspace from Lemma 4.5 and R is
the associated number from Lemma 4.2. Then
maxΦλ(Qλ) σλ1−
N
2 ,
and, by Lemma 4.2 and the fact that Φλ|F−λ ⊕F 0λ  0,
Φλ(u) 0 for u ∈ ∂Qλ.
The standard linking argument yields a (PS)cλ -sequence with αλ  cλ  σλ1−
N
2
. Since by
Lemma 3.6 Φλ satisfies the (PS)cλ -condition, there is uλ ∈ E such that Φ ′λ(uλ) = 0 and
Φλ(uλ) = cλ, hence the existence is proved.
Next we establish the multiplicity. By virtue of Lemma 4.6, for any m ∈ N, we can choose
a m-dimensional subspace Hλm such that maxΦλ(Fλm) σλ1−
N
2 if λΛmσ . By Lemma 4.2,
there is R > 0 (depending on λ and m) such that Φλ(u) 0 for all u ∈ Fλm \BR .
Denote the set of all symmetric (in the sense that −A = A) and closed subsets of E by Σ , for
each A ∈ Σ let gen(A) be the Krasnoselski genus and
i(A) := min
h∈Γm
gen
(
h(A)∩ ∂B+ρλ
)
,
where Γm is the set of all odd homeomorphisms h ∈ C(E,E), and B+ρλ was defined in
Lemma 4.1. Then i is a version of Benci’s pseudoindex [4]. Let
cj := inf
i(A)j
sup
u∈A
Φλ(u), 1 j m.
Since Φλ(u) αλ for all u ∈ ∂B+ρλ (see Lemma 4.1) and since i(Fλm) = dimFλm = m,
αλ  c1  · · · cm  sup
u∈Hλm
Φλ(u) σλ1−
N
2 .
It follows from Lemma 3.6 that Φλ satisfies the (PS)c-condition at all levels cj . By the usual
critical point theory, all cj are critical levels and Φλ has at least m pairs of nontrivial critical
points. 
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We now turn to the critical case, that is, to prove Theorem 2.2 hence Theorem 1.2. We will
consider the functional Ψλ along the way as before. Let
f (x,u) := g(x,u)+K(x)|u|2∗−2u,
F (x,u) :=
u∫
0
f (x, s) ds = G(x,u)+ 1
2∗
K(x)|u|2∗
and
F(x,u) := 1
2
f (x,u)u− F(x,u) = G(x,u)+ 1
N
K(x)|u|2∗ .
Then for any δ > 0 there exist ρδ > 0 and cδ > 0 such that
f (x,u)
u
 δ if |u| ρδ and
(
f (x,u)
u
)N/2
 cδF(x,u) if |u| ρδ. (5.1)
First of all we prove the following lemma.
Lemma 5.1. Assume that (V0), (V1), (G0) and (K0) are satisfied. There is α0 > 0 independent
of λ such that any (PS)c sequence with c < α0λ1−N2 contains a convergent subsequence.
Proof. Let (um) be a (PS)c sequence:
Ψλ(um) → c and Ψ ′λ(um) → 0.
A standard argument shows that (um) is bounded.
We may assume without loss of generality that um ⇀ u in E. Similarly to Lemma 3.2 one
checks that, for s ∈ [2,2∗) and any ε > 0, along a subsequence (umj ), there exists rε > 0 such
that
lim sup
j→∞
∫
Bj \Br
|umj |s  ε
for all r  rε , where Bj := {x ∈ RN : |x| j}. Define u˜j (x) = η(2|x|/j)u(x) where η : [0,∞) →
[0,1] be a smooth function satisfying η(t) = 1 if t  1, η(t) = 0 if t  2. We claim
Ψλ(umj − u˜j ) → c −Ψλ(u) (5.2)
and
Ψ ′λ(zmj − u˜j ) → 0. (5.3)
In fact, observe that
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+ λ
∫
RN
(
G(x,umj )−G(x,umj − u˜j )−G(x, u˜j )
)
+ λ
2∗
∫
RN
K(x)
(|umj |2∗ − |umj − u˜j |2∗ − |u˜j |2∗).
Along the lines in proving the Brézis–Lieb lemma, it is not difficult to check that the second and
the third terms on the right-hand side above tends to 0 as j → ∞, respectively. Thus Ψλ(umj −
u˜j ) → c −Ψλ(u) and one gets (5.2). Similarly, observe that for any ϕ ∈ E,
Ψ ′λ(umj − u˜j )ϕ
= Ψ ′λ(umj )ϕ −Ψ ′λ(u˜j )ϕ
+ λ
∫
RN
(
g(x,umj )− g(x,umj − u˜j )− g(x, u˜j )
)
ϕ
+ λ
∫
RN
K(x)
(|umj |2∗−2umj − |umj − u˜j |2∗−2(umj − u˜j )− |u˜j |2∗−2u˜j )ϕ.
As the proof of Lemma 3.3 the second term on the right-hand side above goes to 0 uniformly in
‖ϕ‖λ  1, and so does the third term by a standard argument. This proves (5.3), that is, Ψ ′λ(umj −
u˜j ) → 0.
Now using the decomposition (2.5) we write yj := umj − u˜j = ydj + yej ∈ Edλ ⊕Eeλ. Then by
(5.2) and (5.3) one has Ψλ(yj ) → c −Ψλ(u) and Ψ ′λ(yj ) → 0. It follows then that
λ
∫
RN
F(x, yj ) → c −Ψλ(u).
Noting that ydj → 0 and using (5.1), for any δ > 0,
∥∥yej∥∥2λ + o(1) = λ
∫
RN
f (x, yj )yj = λ
∫
RN
f (x, yj )
yj
|yj |2
 λδ|yj |22 + λcδ
( ∫
|yj |ρδ
(
f (x, yj )
yj
)N/2)2/N
|yj |22∗
 o(1)+ λδ∣∣yej ∣∣22 + λc′δ
(
c −Ψλ(u)
λ
)2/N ∣∣yej ∣∣22∗
 o(1)+ δ′
∥∥yej∥∥2λ +Cδλ1− 2N (c −Ψλ(u))2/N
∥∥yej∥∥2λ. (5.4)b
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umj 
→ u. Then lim infj→∞ ‖yej‖λ > 0 and c − Ψλ(u) > 0. Choosing δ = b′/4, it follows from
(5.4) that
3
4
∥∥yej∥∥2λ  o(1)+ c1λ1− 2N (c −Ψλ(u))2/N
∥∥yej∥∥2λ.
This implies that
1 c2λ
N
2 −1(c −Ψλ(u)).
The proof is hereby completed. 
In the following we will use the decomposition (2.8). Plainly we have
Lemma 5.2. Assume that (V0), (V1), (G0) and (K0) are satisfied.
(1◦) For each λ  1, there exists ρλ > 0 such that κλ := infΨλ(∂B+ρλ) > 0 where B+ρλ =
{u ∈ F+λ : |||u|||λ  ρλ}.
(2◦) For any 0 
= e ∈ F+λ there is R > ρλ such that (Ψλ)|∂Q  0 where Q := {u = u− + u0 +
se: u− + u0 ∈ F−λ ⊕ F 0λ , s  0, |||u|||λ R}.
(3◦) For any finite-dimensional subspace F ⊂ F+λ , there is RF > ρλ such that Ψλ(u) <
infΨλ(B+ρλ) for all u ∈ F−λ ⊕ F 0λ ⊕ F with |||u|||λ RF .
Lemma 5.3. Under the assumptions of Lemma 5.1, for any σ > 0 there exists Λσ > 0, such that,
for each λΛσ , there is eλ ∈ F+λ \ {0} such that
max
u∈Fσλ
Ψλ(u) σ λ1−
N
2 ,
where Fσλ := F−λ ⊕ F 0λ ⊕Reλ.
Proof. This follows from Lemma 4.5 and that
Ψλ(z) = Φλ − 12∗
∫
RN
K(x)|u|2∗ .  (5.5)
Lemma 5.4. Under the assumptions of Lemma 5.1, for any m ∈ N and σ > 0 there exists
Λmσ > 0, such that, for each λ  Λmσ , there exists an m-dimensional subspace Hλm ⊂ F+λ
satisfying
sup
u∈Fλm
Ψλ(u) σ λ1−
N
2 ,
where Fλm = F−λ ⊕ F 0λ ⊕Hλm.
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Proof of Theorem 2.2. With Lemmas 5.1–5.4, repeating the corresponding arguments of the
proof of Theorem 2.1 one gets easily the desired results. 
6. The case μ= p: proof of Theorem 2.3
Proof of Theorem 2.3. By (h2) we define
g˜(x, u) :=
⎧⎨
⎩
g(x,u) for −1 u 1,
g(x,1)|u|p−2u for u 1,
−g(x,−1)|u|p−2u for u−1
and
G˜(x,u) =
u∫
0
g˜(x, s) ds.
Then g˜(x, u) satisfies (G0), and moreover
c1|u|p−1 
∣∣g˜(x, u)∣∣ c2|u|p−1 and c1|u|p  G˜(x,u) c2|u|p
for all (x,u).
Consider the equation
(Rλ)
{−u+ λV (x)u = λg˜(x,u) for x ∈RN,
u(x) → 0 as |x| → ∞,
where V satisfies (V0)–(V1). Let uλ be the solutions of (Rλ) given by Theorem 2.1. Then uλ
satisfies
Φ˜λ(uλ) σλ1−
N
2 , Φ˜ ′λ(uλ) = 0,
where
Φ˜λ(u) = 12
∫
RN
(|∇u|2 + λV (x)|u|2)− λ
∫
RN
G˜(x,u),
and
−uλ + λV +(x)uλ = λV −(x)uλ + λg˜(x,uλ),
σλ1−
N
2  (p − 2)λ
2p
∫
N
g˜(x,uλ)uλ 
(p − 2)λ
2
∫
N
G˜(x,uλ) c1λ|uλ|pp,
R R
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|uλ|pp  c2σλ−N2 .
Using the Hölder inequality and the fact that |V−| < ∞,
λ
∫
RN
V −(x)|uλ|2  c3σλ1−
N
p .
Therefore,
|||uλ|||2λ  c4σλ1−
N
p , ‖uλ‖2H 1  c4σλ1−
N
p
and, for p0 = 2∗/(p − 1),
∣∣g˜(·, uλ)∣∣p0p0  c5
∫
RN
|uλ|2∗  c6σ NN−2 λ−
N(N−p)
p(N−2) .
As in the proof of [3, Theorem 1.3] one has
∣∣uλ(x)∣∣ C1
∫
B1(x)
∣∣uλ(y)∣∣dy
with C1 > 0 independent of λ and B1(x) := {y ∈RN : |y − x| 1}. Hence
∣∣uλ(x)∣∣ C2σ 1p λ− N2p .
Therefore, for λ large sufficiently, |uλ|∞ < 1 and uλ is the solution of (Pλ). The proof is com-
plete. 
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