We here describe the mathematical framework that underlies the parameter optimization algorithm. The idea is to optimize the energy parameters against a set of experimental data. We assume that the experiment yields average information of a set of n D quantities, f = (f 1 , f 2 , · · · , f n D ). From a molecular simulation we can calculate the average values from
Here R = ( r 1 , r 2 , · · · , r n ) is the position for each microstate (for a polymer with n monomers) and f d ( R) is the value of f d in this microstate. Further, p β ( R) is the probability of the various microstates, which we assume to be canonically distributed:
where F β is the free energy. In the following we think of the experimental data being the pairwise distances,
, where r ij is the distance between monomer i and j. However, the experimental data can of course be any other measurement. Further below, we explain how to modify the expressions when the data are a function of for example r −6 (such as with the spin-label data used here).
Assuming that measurement d is associated with uncertainty σ d , we take the gaussian ansatz
Here f D d is the result of the actual measurement and f d is the expectation value.
In estimation problems the objective is to optimize the probability of the parameters given the data (D). In our case, the parameters enter via the energy function, so E( R) = E( R| ), where = ( 1 , 2 , · · · , n p ) comprises n p energy parameters. In effect, we wish to optimize the posterior
where P (D| ) is the likelihood, given by Eq. (3), and P ( ) is the prior for the parameters. Finally, the normalization constant, P (D) = P (D| )P ( )d gives the overall evidence of the model (1). The normalization constant becomes particular interesting when comparing different models which will require the prior distribution to be normalizible. The simplest case is to assume no bias in the prior distribution, P ( ) = const., which we do in the following. We note, however, that this distribution is not normalizible, thus rendering the baysian framework inapplicable for model comparison (a point we shall return to). With the constant prior, optimizing the posterior is equivalent to optimizing the likelihood. The loglikelihood, L( ) = log P (D| ) equals the standard χ 2 expression (up to a sign difference), and the log posterior, P( ) = log P ( |D) therefore gives:
A consistent estimator (2),ˆ is thus provided usinĝ
which indeed is the approach we have been taken. We will denote this estimate as the maximum likelihood (ML) estimate,ˆ M L . Under the assumptions given, the ML estimate is the set of parameters that is most consistent with the data. We then proceed to examine the uncertainties associated with the estimated parameters. We express the errors and covariances associated with parametersˆ α andˆ β (α, β = 1, · · · , n p ) using the covariance matrix V αβ . Assuming P to be approximately gaussian we get for the inverse
where
and C(x, y) ≡ xy − x y is the covariance between x and y. Eq. (9) is obtained by direct derivatives of Eq. (1), eg.
and ∂ α F = ∂ α E , where F = F β ( ) is the free energy. Combining Eq. (8) and (9) one obtains
is symmetric and depends on the scale set by β/σ. This equation allows for the estimation of the variance and covariances of the estimated parameters. The first term in the sum contains the covariance terms such as C(f d , ∂ α E). These terms can be understood as the extent to which the d'th datapoint yields information about the energy parameter α . The second term is proportional to the deviation of the measurement from the mean simulated value, and contains second order correction to the covariance terms. Eq. (11) should be evaluated inˆ M L . Together these expressions allows for estimating the uncertainties in the estimated parameters, as well as the covariance between two energy parameters. Additionally, because the expressions describe how the estimated parameters would change when the data change, the equations can be used to analyse how the different data points influence each of the optimized parameters.
Priors
If a non-constant prior is included, the derivatives ∂ α P will in general differ from ∂ α L and consequently the proper estimates that maximize the prior:
will not be equal toˆ M L . Defining P pr ( ) = log P ( ) as the logarithm of the prior, we simply obtain
which should be evaluated inˆ . Assuming a simple gaussian prior for each parameter with mean µ = 0 and standard deviation σ pr :
we obtain:
We note that the expressions reduce to Eqs. (8) and (11) in the limit σ pr → ∞ as they should.
Bayes Information Criterion
For a normalizible prior, the evidence of a model, P (D) = e P( ) d , is welldefined. It can be estimated by expanding P( ) to second order aroundˆ (saddle-point or Laplace approximation):
yielding:
In the limit of large n D (larger number of data points) this expression converges to the Bayes Information Criterion (3)
These expressions provides a quantitative method to compare how well different energy functions explain the data, and can therefore be used to select between different models. As the number of model parameters increase, the more complicated models have to provide a decrease in the log-likelihood, L(ˆ ), to compete with simpler models.
Probability distribution for the parameters
In the preceding derivation we have assumed that the probability distribution of the correct parameters is a gaussian distribution around the estimated parametersˆ . This implies that
The expression in the exponent:
will be distributed according to the χ 2 distribution with n p degrees of freedom. This distribution has the expected value of χ 2 n p /2 . This observation can be used to monitor the convergence of the estimated parameters. If Eq. (20) is evaluated using =ˆ , whereˆ in the optimized values obtained in a subsequent iteration and one finds χ 2 n p /2, then it indicates that the change in the estimated values is within the uncertainties of the parameters. This expression can therefore be used to monitor the convergence of the optimized parameters. In the absence of good estimates of the experimental errors, which are needed to give meaning to the χ 2 -measure in absolut terms, we have taken a more pragmatic approach to convergence by requiring the the parameters are stable and reproducible in multiple runs.
Contact Energies
We here describe how some of the general expressions above reduce in the case of the simple energy functions that we use.
Linear contact energies
First we look at a contact energy on the form E( R| ) = Θ( R) α n α ( R) α such as the HP-model that we use. Here Θ( R) accounts for hard core repulsion (Θ( R) = ∞ in case of clashes and Θ( R) = 1 otherwise) and the summation runs over all possible amino-acid pairs, with n α ( R) being the number of pairs of type α for configuration R. In this case, the energy derivatives become particular simple:
Inserting into Eq. (11) gives
Quadratic contact energies
In the 20-parameter model that we use we have E( R| ) = 1 2 Θ( R) α,β n αβ ( R) α β , where n αβ ( R) is the number of αβ pairs and n p = 20 (the parameters α here correspond to the q i values described in the main text). In this case:
Functional data dependence
In many cases the the actual experimental observations, g D , may in fact be a function form of the f -values considered hitherto. For example, the manuscript describes the use of intensity ratios, I ox /I red , from spin-labelling experiments which are in fact a function of r −6 ij as described in the main manuscript.
We may therefore consider following modification to Eq. (3)
