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Abstract
A pair (α, β) of (not necessarily distinct) vertices in a directed graph Γ is called a reachable
pair if there exists a directed path from α to β. We define the weight of Γ to be the number of
reachable pairs of Γ, which equals the sum of the number of vertices in Γ and the number of
edges in the transitive closure of Γ. In this paper, we study the set W (n) of possible weights of
directed graphs on n labeled vertices. We prove that W (n) can be determined recursively and
describe the integers in the set. Moreover, if b(n) > n the least integer for which there is no
digraph on n vertices with exactly b(n)+ 1 reachable pairs, we determine b(n) exactly through
a simple recursive formula and find an explicit function g(n) such that |b(n)−g(n)| < 2n for all
n > 3. We are able to use these results to obtain an explicit function ω(n) that is within 30n
of |W (n)| for all n > 3, answering a question of Rao [5]. Since the weight of a directed graph
on n vertices corresponds to the number of elements in a preorder on an n element set and the
number of containments among the minimal open sets of a topology on an n point space, our
theorems are applicable to preorders and topologies as well as to directed graphs.
1 Introduction
Let Γ be a directed graph (digraph) with vertex set V and edge set E. A reachable pair is an
ordered pair (α, β) of vertices such that, for some nonnegative integer k, there exists a sequence of
vertices γ0 = α, γ1, . . . , γk = β with the property that there is a directed edge from γi to γi+1 for
each i, 0 6 i 6 k − 1. In other words, (α, β) is a reachable pair if there exists a directed path from
α to β. We allow k = 0 for this, and so (α, α) is considered a reachable pair for each vertex α.
The determination of reachability in digraphs has been the object of considerable study in
algorithmic design. It is readily seen that the problem of determining the number of reachable
pairs in a given digraph Γ is equivalent to finding the size of the transitive closure Γ of Γ: Γ has the
same vertex set as Γ, but Γ contains the directed edge (α, β) if and only if there is a directed path
from α to β in Γ. This problem has clear implications to communication within a network and is
also important for many database problems, such as database query optimization. For a discussion
of this problem, see [8, Section 15.5].
A natural question along these lines is the following: given a digraph Γ on n vertices, what are
the possible number of reachable pairs in Γ? Obviously, by our definition, there must always be
at least n reachable pairs, since (α, α) is a reachable pair for each vertex α; and there are at most
n2 total pairs, so the number of reachable pairs is at most n2, which occurs in a complete directed
graph.
n W (n) [n, n2] \W (n)
1 1 ∅
2 [2, 4] ∅
3 [3, 7], 9 8
4 [4, 13], 16 14, 15
5 [5, 19], 21, 25 20, [22, 24]
6 [6, 28], 31, 36 29, 30, [32, 35]
7 [7, 35], [37, 39], 43, 49 36, [40, 42], [44, 48]
8 [8, 52], 57, 64 [53, 56], [58, 63]
9 [9, 61], 63, [65, 67], 73, 81 62, 64, [68, 72], [74, 80]
10 [10, 77], 79, [82, 84], 91, 100 78, 80, 81, [85, 90], [92, 99]
11
[11, 95], 97, [101, 103],
111, 121
96, [98, 100], [104, 110],
[112, 120]
12
[12, 109], [111, 115], 117,
[122, 124], 133, 144
110, 116, [118, 121],
[125, 132], [134, 143]
Table 1: Possible numbers of reachable pairs in a digraph with n vertices.
Definition 1.1. We define the weight of a digraph Γ, denoted w(Γ), to be the number of reachable
pairs in Γ, which is equal to the sum of the number of vertices of Γ and the number of edges in the
transitive closure of Γ. For each n ∈ N, we define
W (n) = {k ∈ N : there exists a digraph Γ on n vertices of weight k}
to be the set of all possible weights of an n vertex digraph. We call W (n) a weight set.
Our terminology here is inspired by the standard vocabulary used for weighted graphs. If each
edge of Γ is assigned a weight of 1, then the weight of Γ is simply n plus the total weight of the
directed graph Γ. Usually, we will assume that Γ itself is transitive, i.e., that Γ = Γ.
Weight sets for directed graphs can be easily determined for small values of n. For example, we
have W (2) = {2, 3, 4}, since, if V = {α, β}, we may choose E to be ∅, {(α, β)}, or {(α, β), (β, α)}.
So, when n = 2, all values between n and n2 occur as possible weights. On the other hand, when
n = 3, it is impossible for there to be exactly eight reachable pairs: if V = {α, β, γ} and (α, β) is the
unique pair that is not reachable, then both (α, γ) and (γ, β) are reachable pairs, meaning (α, β)
is also reachable by transitivity, a contradiction. It is not difficult to see that W (3) = [3, 7] ∪ {9},
where [a, b] denotes the set of integers k such that a 6 k 6 b. Table 1 lists the values in W (n) for
n 6 12, which may be determined through brute force calculations.
From Table 1, one can see that W (n) becomes more fragmented as n increases. Nevertheless,
there are intriguing patterns in this data. For instance, W (n) never includes integers in the range
[n2 − n + 2, n2 − 1], and for n > 5, W (n) does not meet [n2 − 2n + 5, n2 − n]. Moreover, W (n)
always begins with a single interval that contains the majority of the elements of the set, which
motivates the following definition.
Definition 1.2. For each n ∈ N, we define b(n) to be the least integer such that b(n) > n and
there does not exist a digraph on n vertices with exactly b(n) + 1 reachable pairs. Equivalently,
b(n) is the largest positive integer such that [n, b(n)] ⊆W (n).
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The set W (n) and the integer b(n) were studied previously in [5], although there the reachable
pairs did not include pairs of the form (α, α). Hence, the set S(n) studied in [5] is related to W (n)
by
S(n) = {k − n : k ∈ W (n)},
and the function f(n) studied in [5] is related to b(n) by f(n) = b(n) − n. Indeed, [5, Thm. 6],
when translated into our notation, gives a lower bound of
b(n) > n2 − n · ⌊n0.57⌋+ ⌊n0.57⌋.
However, this bound is not asymptotically tight, as it is noted that the lower bound holds for large
enough n if the exponent 0.57 is replaced by 0.53. Techniques for determining the set S(n) for
n 6 208 are given in [5], although an efficient method for calculating this set in general or even
estimating its size is left as an open problem.
The purpose of this paper is to study the set W (n) and the function b(n). First, we establish
methods to determine W (n) exactly. It follows from Rao’s result [5, Thm. 6], that b(n) > (3/4)n2
for all n > 8, and hence [n, ⌈(3/4)n2⌉] ⊆ W (n). We then prove that the larger values in W (n) can
realized by transitive digraphs with a particularly nice form. Recall that a mother vertex of Γ is a
vertex α such that, for all vertices β 6= α, there is a directed edge from α to β.
Theorem 1.3. Let Γ be a transitive digraph on n vertices with vertex set V and edge set E. If
w(Γ) > (3/4)n2, then there exists a transitive digraph Γ′ on n vertices such that w(Γ) = w(Γ′) and
Γ′ has at least one mother vertex.
Theorem 1.3 allows us to compute W (n) recursively (see Corollary 2.5). While this is an
interesting result, the real power of Theorem 1.3 becomes apparent when studying the function
b(n). We will prove that b(n) can be determined exactly—and independently of W (n)—via its own
recursive formula.
Theorem 1.4. Define ℓ(z) := b(z)− z + 3. Let z > 1 and let n be such that ℓ(z) 6 n < ℓ(z + 1).
If n 6= 8, then b(n) = n2 − zn+ b(z).
While the recursive formula is quite effective in practice, for large values of n, it requires knowl-
edge of the values of b(m) for m < n. It would be beneficial to have a good estimate for b(n) based
only on n. Evidently from Theorem 1.4, this requires an accurate estimate for the integer z such
that ℓ(z) 6 n < ℓ(z + 1). We are able to provide such an approximation for z (see Definitions 4.1,
4.5 and Theorem 4.6), which in turn allows us to provide a very good estimate for b(n).
Theorem 1.5. Define N := ⌊log2 log5 n⌋+ 1, and define
g(n) := n2 −

 N∑
j=1
n1+
1
2j
2j−1

+ (2− 1
2N−1
)
n.
For all n > 3, |b(n)− g(n)| < 2n.
Finally, we are able to use the theory we have built up to obtain an estimate for |W (n)| with
an error that is bounded by a constant times n, which answers a question of Rao [5]. Note that
|W (n)| tells us the number of different integers k for which there exists a transitive digraph on n
vertices with exactly k directed edges.
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Theorem 1.6. For each n > 3, let N := ⌊log2 log5 n⌋+ 1, and define
ω(n) := n2 −
N∑
k=1
(
2k∏k
i=1(2
i + 1)
)
n1+
1
2k .
For all n > 3, ||W (n)| − ω(n)| < 30n.
We remark that ω(n) is often far closer to |W (n)| than 30n, and we did not attempt to optimize
the constant that is multiplied by n in this inequality. For example, our methods allow us to
determine computationally that |W (5000)| = 24746694, whereas ω(5000) ≈ 24752227, a difference
on the order of 5000.
This paper is organized as follows. In Section 2, we establish some terminology and basic results
and prove Theorem 1.3. Section 3 is devoted to the proof of Theorem 1.4. Sections 4 and 5 focus
on the constructions of the functions g(n) and ω(n), respectively, and the proofs of Theorems 1.5
and 1.6.
We point out that the theorems of this paper have applications in other areas. Recall that a
preorder or quasi-order on a set S is a relation on S that is reflexive and transitive. When Γ has
vertex set [1, n], the set of reachable pairs of Γ constitutes a preorder on [1, n]. Conversely, given
a preorder U on [1, n], the directed graph Γ with vertex set [1, n] and edge set {(i, j) ∈ U : i 6= j}
is transitive. Thus, the set of reachable pairs of Γ equals U , and finding W (n) is equivalent to
determining the possible sizes of a preorder on an n-element set.
Preorders also correspond to topologies on finite sets. We sketch this relationship here; details
can be found in most references on finite topologies such as [1, 3, 4, 6, 7, 9]. Given the preorder U
on [1, n], for each i ∈ [1, n] let Xi = {j ∈ [1, n] : (i, j) ∈ U}. One may then construct the topology
T on [1, n] that has {Xi}16i6n as its open basis. Conversely, beginning with a topology T on [1, n],
we can recover the corresponding preorder U . To do this, for each i ∈ [1, n] we let Ui be the minimal
open set of T containing i. Then, U is defined by the rule (i, j) ∈ U if and only if Ui ⊇ Uj . In
the topological formulation, the weight corresponds to
∑n
i=1 |Xi| =
∑n
i=1 |Ui| (or, equivalently, the
number of containments Ui ⊇ Uj), which is an invariant of T . In this way, knowledge of weights
and W (n) provides information on these topological spaces and their corresponding preorders.
2 Elements of the weight set
We begin this section with a discussion of basic terminology and ideas that will prove useful. Let
Γ be a transitive digraph with vertex set V and edge set E. A clique or complete subgraph of Γ is
a subset A ⊆ V such that, for all α, β ∈ A, there is a directed edge from α to β in Γ. A mother
vertex is a vertex α such that there is a path of directed edges from α to any other vertex in the
digraph. In a transitive digraph, a mother vertex is a vertex α such that there is a directed edge
from α to every other vertex. Given a subset A ⊆ V , the induced subgraph Γ[A] has vertex set A
and edge set E[A] := {(α1, α2) ∈ E : α1, α2 ∈ A}. It follows immediately from transitivity that,
if Γ is a transitive digraph with vertex set V , and A ∪ B is a partition of V , then: both Γ[A] and
Γ[B] are transitive digraphs; the digraph with vertex set V and edge set E[A] ∪E[B] is transitive;
and, if E′ := {(α, β) : α ∈ A, β ∈ B}, the digraph with vertex set V and edge set E[A] ∪E[B] ∪E′
is transitive.
We now provide a coarse lower bound on b(n), where (recalling Definition 1.2) b(n) is the
largest integer such that [n, b(n)] ⊆W (n). While Rao’s result [5, Thm. 6] is better asymptotically,
Proposition 2.1 provides a more convenient lower bound.
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Proposition 2.1. Let n > 1 such that n 6= 7. Then, b(n) > (3/4)n2, and b(7) = 35.
Proof. This follows by inspection for n 6 18 and Rao’s lower bound b(n) > (n−⌊n0.57⌋)(n− 1)+n
[5, Thm. 6] when n > 19. For the case n = 7, we get b(7) > 35 by Table 1, and 36 /∈ W (7) by [5,
p. 1597], so in fact b(7) = 35.
Proposition 2.1 shows that for each n 6= 7 and each k between n and ⌈(3/4)n2⌉, there always
exists a digraph on n vertices with exactly k reachable pairs. However, in general there will be
digraphs on n vertices with weight strictly between ⌈(3/4)n2⌉ and n2. In Theorem 1.3, we will
prove that weights inW (n) larger than (3/4)n2 can be realized by digraphs that contain at least one
mother vertex, which reduces the problem to considering the induced transitive digraph obtained
after removing the mother vertices. Consequently, the weight sets can be determined recursively.
We will now discuss the structure of graphs containing mother vertices. When a transitive
digraph Γ on a vertex set V has at least one mother vertex, then V admits a partition V = A∪B,
where A is the set of all mother vertices. Assuming that B is nonempty, i.e., assuming that Γ is
not a complete digraph, then there are no directed edges from any vertex in B to any vertex in A.
Of course, when each vertex in A is a mother vertex, A comprises a clique. So, a starting
point for studying transitive digraphs with mother vertices is to examine how the vertex set can be
partitioned into cliques.
Lemma 2.2. Let Γ be a transitive digraph with edge set E, and let A ∪ B be a partition of the
vertex set. If both A and B are cliques, then either there is a directed edge from each vertex in A
to each vertex in B; or, there are no directed edges from any vertex in A to any vertex in B.
Proof. Let α, α′ ∈ A and β, β′ ∈ B. If there is a directed edge from α to β, then, by transitivity,
there is a directed edge from α′ to β′. The result follows.
Theorem 2.3. Let Γ be a transitive digraph. Then there exists a partition {Vi : 1 6 i 6 t} of the
vertex set such that each Vi is a clique, and the following hold.
(i) If i < j, then there is no directed edge from any vertex in Vj to any vertex in Vi.
(ii) If i < j, then either there is a directed edge from each vertex in Vi to each vertex in Vj ; or,
there are no directed edges from any vertex in Vi to any vertex in Vj.
Proof. We proceed by induction on the number of vertices of the digraph Γ. The result is obvious if
there are only one or two vertices, so we assume the result is true if there are fewer than n vertices,
and let Γ be a transitive digraph with vertex set V and edge set E on n vertices. Choose a vertex
α such that the number of directed edges in Γ starting at α is maximum. Define
V1 := {β ∈ V : β = α or (β, α) ∈ E}.
First, V1 is nonempty, since α ∈ V1. Moreover, if α′ ∈ V1, then by transitivity every neighbor of
α is a neighbor of α′. Since the number of directed edges in Γ starting at α is a maximum, there
must also be a directed edge from α to α′, and hence V1 is a clique. Moreover, if γ 6∈ V1, then by
construction there are no edges from γ to any vertex in V1. Thus, V1 is a clique of the desired type,
and we may remove the vertices of V1 from Γ and partition the remaining vertices in the desired
fashion by inductive hypothesis. The result follows.
Using the partition guaranteed by Theorem 2.3, we can bound the weight of Γ in terms of the
size of the largest clique.
5
Proposition 2.4. Let Γ be a transitive digraph on n vertices, and let m be the size of largest clique
in Γ. Then, w(Γ) 6 n(n+m)/2. In particular, if m 6 n/2, then w(Γ) 6 (3/4)n2.
Proof. Let Γ be a transitive digraph with partition {Vi : 1 6 i 6 t} as given by Theorem 2.3, let
ni := |Vi|, and let m = max{ni : 1 6 i 6 t}. For a fixed k and all j < k, there are no directed edges
from any vertex in Vk to any vertex in Vj , and, for all j > k, there are no directed edges from any
vertex in Vj to any vertex in Vk. This means there at least
nk

∑
j 6=k
nj

 = nk(n− nk)
pairs that are not reachable that include vertices in the clique Vk. If we were to sum over all k, we
will have counted each such pair twice, so the total number of pairs that are not reachable is at
least
1
2
t∑
k=1
nk(n− nk) = 1
2
n
t∑
k=1
nk − 1
2
t∑
k=1
n2k.
Now,
∑t
k=1 nk = n and nk 6 m for all k, so
1
2
n
t∑
k=1
nk − 1
2
t∑
k=1
n2k >
1
2
n2 − 1
2
t∑
k=1
mnk =
1
2
n2 − 1
2
nm.
Hence, an upper bound on the number of pairs that are reachable is n2−(12n2− 12nm) = n(n+m)/2,
as desired.
The converse of Proposition 2.4 tells us that when w(Γ) > (3/4)n2, there must be a clique of
size greater than n/2.
We are now able to prove Theorem 1.3, which says that any sufficiently large weight in W (n)
can be realized by a digraph with at least one mother vertex, and hence the larger values in W (n)
can be found by examining W (k) for k < n.
Proof of Theorem 1.3. The result is obvious if w(Γ) = n2, so assume that (3/4)n2 < w(Γ) < n2
and that the vertices of Γ are partitioned in the form given by Theorem 2.3. Let Vk be the largest
clique in Γ, let m = |Vk|, and let d = n−m. Since w(Γ) > (3/4)n2, we have d < n/2 by Proposition
2.4.
Let Γ1 = Γ[V \Vk]; then, Γ1 is a transitive digraph on d vertices. Consider a vertex α in V \Vk.
We say that α is weakly adjacent to a vertex β if either (α, β) or (β, α) is a directed edge. If α is
weakly adjacent to a vertex in Vk, then since Vk is a clique, α is weakly adjacent to every vertex in
Vk. If α is the initial vertex of a directed edge to some vertex in Vk and is the terminal vertex of a
directed edge from some vertex in Vk, then α would be part of the clique. As this is not the case,
we conclude that if α is weakly adjacent to a vertex in Vk, then there are exactly m = |Vk| directed
edges between α and Vk.
Let c be the number of vertices in V \ Vk that are weakly adjacent to a vertex in Vk. Then,
there are exactly
m2 +mc = (n− d)2 + (n− d)c
6
reachable pairs of Γ that contain a vertex from Vk. Thus,
w(Γ) = (n− d)2 + (n− d)c+ w(Γ1).
Next, since c 6 d < n/2, we have d − c < n − d. Let B be any subset of V obtained by
deleting (n − d) − (d − c) vertices from Vk, and let Γ2 = Γ[B]. Then, Γ2 is transitive and has
n− (n− 2d+ c) = 2d− c vertices, and
w(Γ2) = (d− c)2 + (d− c)c+ w(Γ1).
Some basic manipulation then shows that
w(Γ) = (n− d)2 + (n− d)c+ w(Γ1)
= n(n− 2d+ c) + (d− c)2 + (d− c)c+ w(Γ1)
= n(n− (2d− c)) + w(Γ2).
Thus, we may form the transitive digraph Γ′ on n vertices by starting with the transitive digraph
Γ2 on 2d− c vertices and adding n− (2d− c) mother vertices. The vertex set of Γ′ is A∪B, where
A contains the newly added mother vertices and B is the vertex set of Γ2. Then, w(Γ
′) = w(Γ),
and Γ′ has at least one mother vertex.
When Γ has at least one mother vertex, the weight of Γ depends entirely on the weight of the
subgraph induced by the non-mother vertices. Thus, we now have a method to determine the sets
W (n) recursively.
Corollary 2.5. Let n > 8 and let Bn := {n(n− k) + c : c ∈W (k), 1 6 k 6 n− 1}. Then,
W (n) = [n, ⌈(3/4)n2⌉] ∪Bn ∪ {n2}.
3 A recursive formula for b(n)
In this section, we demonstrate the power of Theorem 1.3 and more closely examine the function
b(n), which is equal to the largest positive integer such that [n, b(n)] ⊆W (n), and thus bound the
beginning values in W (n). By Proposition 2.1 and Theorem 1.3, we know that b(n) > (3/4)n2 for
all n 6= 7, and that any number of reachable pairs greater than (3/4)n2 can be realized via a digraph
Γ with vertex set V = A ∪ B, where A is the nonempty set of mother vertices of V . We note also
that the induced subgraph Γ[B] is a transitive digraph on fewer than n vertices. By examining
transitive digraphs with mother vertices, we can find integers that are in [n, n2] \W (n), and since
b(n) + 1 is the smallest such integer, this gives us useful information about b(n).
Let us consider one way in which a gap could appear in the weight set W (n). If |B| = z, then it
is possible that w(Γ) = n2− zn+ b(z), but w(Γ) 6= n2 − zn+ b(z) + 1, because w(Γ[B]) 6= b(z)+ 1.
If, in addition, n2 − zn+ b(z) + 1 is not the weight of any digraph with z − 1 non-mother vertices,
then it is plausible that n2 − zn+ b(z) + 1 /∈W (n). This will occur if
n2 − zn+ b(z) + 2 6 n2 − (z − 1)n+ z − 1.
Solving this inequality for n yields n > b(z)− z + 3. This inspires the next definition.
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Definition 3.1. For all z ∈ N, we define ℓ(z) := b(z)− z + 3.
Clearly, we must know b(z) to be able to calculate ℓ(z). However, it turns out that knowing
ℓ(z) allows us to compute b(n) for some values of n > ℓ(z). The relationship (barring some small
exceptions) between b(n) and ℓ(z) is that if ℓ(z) 6 n < ℓ(z + 1), then b(n) = n2 − zn+ b(z). Thus,
if we know b(k) for k ∈ [1, n− 1], then we can calculate each ℓ(k), find the appropriate z, and then
calculate b(n).
Most of this section is dedicated to proving the statements of the previous paragraph. The
main theorem is Theorem 1.4, and the majority of the work is done in Propositions 3.4 and 3.6.
Computational lemmas are introduced as they are needed to prove the propositions.
Lemma 3.2. For all n > 1 and all m > 1, b(n) +m 6 b(n+m).
Proof. For any n > 1, we can form a transitive digraph Γ on n+m vertices by taking a transitive
digraph Γ′ on n vertices with between n and b(n) reachable pairs and adding m isolated vertices,
yielding transitive digraphs on n +m vertices with between n +m and b(n) +m reachable pairs.
The result follows.
Lemma 3.3. Let z > 6. Then,
(1) ℓ(z) > 4z,
(2) if n > ℓ(z), then n2 − zn+ b(z) > (3/4)n2.
Proof. (1) We have ℓ(6) = 25 and ℓ(7) = 31, so assume that z > 8. By Proposition 2.1, b(z) >
(3/4)z2, so
ℓ(z) = b(z)− z + 3 > (3/4)z2 − z + 3
and it is routine to verify that this is greater than 4z.
For (2), assume n > ℓ(z) and let h(x) = (1/4)x2− zx+ b(z). Solving h(x) = 0 for x in terms of
z yields x = 2(z ±
√
z2 − b(z)). We have
2(z +
√
z2 − b(z)) < 4z < ℓ(z) 6 n
so the desired inequality holds.
Proposition 3.4. Let z > 4 and let n be such that ℓ(z) 6 n < ℓ(z+1). Then, b(n) > n2−zn+b(z).
Proof. Since z > 4, n > ℓ(4) = 12, so by Proposition 2.1, b(n) > (3/4)n2. Moreover, by Lemma
3.3(2), n2 − zn + b(z) > (3/4)n2. To get the stated result, we need to show that there exists a
digraph on n vertices with exactly m reachable pairs for every integer m satisfying (3/4)n2 6 m 6
n2 − zn+ b(z).
Consider transitive digraphs on n vertices that have exactly n− k mother vertices, and let Γk
be the subgraph on k vertices induced by the set of non-mother vertices. We can vary the choice
of Γk so that the number of reachable pairs in Γk is any integer between k and b(k) (inclusive).
This allows us to produce transitive digraphs on n vertices with numbers of reachable pairs in the
interval
Ik := [n(n− k) + k, n(n− k) + b(k)],
and every weight in Ik is achievable. We will prove that the union
⋃n−1
k=z Ik covers the entire interval
[⌈(3/4)n2⌉, n2 − zn+ b(z)]. (Note that by our choice of notation, In−1 is the leftmost interval and
Iz is the rightmost interval.)
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We claim that when z + 1 6 k, the lower endpoint of Ik−1 is at most one more than the upper
endpoint of Ik. That is, we seek to show that
n(n− (k − 1)) + (k − 1) 6 1 + n(n− k) + b(k) (1)
which is equivalent to showing
n+ k − 1 6 b(k) + 1.
Now, by assumption, n 6 ℓ(z + 1) − 1, and by definition ℓ(z + 1) = b(z + 1) − (z + 1) + 3. From
this, we get that n+ z 6 b(z + 1) + 1. Using Lemma 3.2, we have
n+ k − 1 = n+ z + (k − z − 1)
6 b(z + 1) + 1 + (k − (z + 1))
6 b(z + 1 + k − (z + 1)) + 1
= b(k) + 1.
Thus, (1) holds. This means that the union of the intervals Ik comprises a single interval [2n −
1, n2− zn+ b(z)], which goes from the lower endpoint of In−1 to the upper endpoint of Iz . Clearly,
2n− 1 6 (3/4)n2, so we conclude that
[n, ⌈(3/4)n2⌉] ∪ [2n− 1, n(n− z) + b(z)] = [n, n2 − zn+ b(z)]
and the stated result follows.
Lemma 3.5. Assume that z > 4, n > ℓ(z), and z + 1 6 d < n/2. Then,
n2 − dn+ d2 6 n2 − zn+ b(z).
Proof. First, we note that we need z to be at least 4 in order to have ℓ(z)/2 > z+1. If z = 3, then
ℓ(z) = 7, and z + 1 = 4 > 7/2. However, once z > 4, one can use Proposition 2.1 to easily show
that ℓ(z) > 2z + 2. Hence, our assumptions on z, n, and d are necessary and can be satisfied.
Now, let h(d) = n2 − dn+ d2. Then, h is decreasing for d < n/2, so
n2 − dn+ d2 6 n2 − (z + 1)n+ (z + 1)2. (2)
Next, we claim that 2b(z) > z2+3z− 2. This is clear when 4 6 z 6 7, and for z > 8 one may apply
Proposition 2.1 and verify that
2b(z) > (3/2)z2 > z2 + 3z − 2 = (z + 1)2 + z − 3,
which implies that
n+ b(z) > ℓ(z) + b(z) = 2b(z)− z + 3 > (z + 1)2. (3)
Combining (3) and (2) yields
n2 − dn+ d2 6 n2 − (z + 1)n+ (z + 1)2 6 n2 − zn+ b(z),
as desired.
The next proposition strengthens Theorem 1.3, and is the key to the proof of Theorem 1.4.
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Proposition 3.6. Let z > 6 and let n be such that n > ℓ(z). Let Γ be a transitive digraph on n
vertices with at least n2 − zn+ b(z) + 1 reachable pairs. Then, there exists a transitive digraph Γ′
such that w(Γ′) = w(Γ) and Γ′ has vertex set A∪B, where A is the set of mother vertices in Γ′, B
is the set of non-mother vertices, and |B| = s for some 0 6 s 6 z.
Proof. The proposition is obvious if Γ is a complete graph, so assume that w(Γ) < n2. Since z > 6,
we have w(Γ) > n2 − zn+ b(z) > (3/4)n2 by Lemma 3.3(2). Hence, Theorem 1.3 can be applied.
Let Vk be the largest clique of Γ with nk := |Vk|, d := n− nk, and, given α ∈ Vk, define
c := |{γ ∈ V : γ 6∈ Vk, (α, γ) or (γ, α) ∈ E}|,
that is, c is the number of vertices in V \ Vk that are weakly adjacent to a vertex in Vk. From
Theorem 1.3, we know that there is a transitive digraph Γ′ such that w(Γ′) = w(Γ) and the vertex
set of Γ′ can be partitioned into A ∪B, where A is the set of all mother vertices in Γ′, B is the set
of non-mother vertices, and B consists of s := 2d− c vertices. It remains to show that s 6 z.
As noted above, w(Γ) > (3/4)n2, so nk > n/2 by Proposition 2.4 and hence d = n− nk < n/2.
Suppose that z + 1 6 d < n/2. Then, the maximum number of reachable pairs in Γ is
w(Γ) 6 n(n− d) + d2,
which by Lemma 3.5 is strictly less than n2 − zn+ b(z) + 1. So, we must have d 6 z.
By Lemma 3.3(1), n > 4z and we are assuming that d 6 z, so we get d < n/4. This gives
n− 2d+ c > n/2 and s < n/2. If z + 1 6 s < n/2, then using Lemma 3.5 shows that
w(Γ′) = n(n− 2d+ c) + w(Γ′[B])
6 n(n− s) + s2
< n2 − zn+ b(z) + 1.
This contradicts the fact that w(Γ′) = w(Γ). Thus, s 6 z, as required.
We are now ready to prove Theorem 1.4.
Proof of Theorem 1.4. For z ∈ [1, 5], the theorem can be proved by inspection using Corollary 2.5
and Table 1. Note that the case n = 8 occurs when z = 3; see the remark following this theorem
for an explanation of why the result does not hold in this instance.
Assume that z > 6. We know that b(n) > n2 − zn + b(z) by Proposition 3.4. Let Γ be a
transitive digraph on n vertices with w(Γ) > n2 − zn+ b(z). By Proposition 3.6, we may assume
that the vertex set of Γ is A ∪ B, where A is the set of all mother vertices in Γ, B is the set of
non-mother vertices, and |B| = s for some 0 6 s 6 z. We will argue that w(Γ) > n2−zn+ b(z)+2.
We have w(Γ) = n(n − s) + w(Γ[B]). If s = z, then w(Γ[B]) > b(z). As b(z) + 1 /∈ W (z), we
must have w(Γ[B]) > b(z) + 2 and we are done. So, assume that s 6 z − 1. Then, a lower bound
for w(Γ) is
w(Γ) = n(n− s) + w(Γ[B]) > n(n− s) + s. (4)
Now, n(n− s) + s is decreasing as a function of s, so (4) and the fact that n > ℓ(z) yields
w(Γ) > n(n− (z − 1)) + z − 1
= n2 − zn+ z − 1 + n
> n2 − zn+ z − 1 + (b(z)− z + 3)
= n2 − zn+ b(z) + 2.
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Hence, n2 − zn+ b(z) + 1 /∈ W (n) and therefore b(n) = n2 − zn+ b(z).
Remark 3.7. When n = 8, the corresponding z is z = 3, for which ℓ(z) = 7. Computing
n2 − zn + b(z) in this case yields 47, but b(8) = 52 by Table 1. What differs in this situation is
that, when n = 8,
(3/4)n2 = n2 − zn+ b(z) + 1,
and there exists a digraph on 8 vertices of weight 48: namely, start with a complete digraph on 4
vertices and add to it exactly 4 mother vertices. Lemma 3.3(2) shows that such coincidences cannot
happen when z (and n) are sufficiently large.
Our first application of Theorem 1.4 is to use it to improve Corollary 2.5.
Corollary 3.8. Let n > 8 and let Bn := {n(n− k) + c : c ∈ W (k), 1 6 k 6 z}, where let z is such
that ℓ(z) 6 n < ℓ(z + 1). Then,
W (n) = [n, b(n)] ∪Bn ∪ {n2}.
4 Estimating b(n)
The purpose of this section is to estimate b(n): that is, given n, can we get a reasonably accurate
estimate of b(n) without any knowledge of b(m) for m < n? In Section 5, we will consider the same
question for |W (n)|. By Corollary 3.8, such an estimate for b(n) would be useful toward finding an
estimate for |W (n)|, and, in light of Theorem 1.4, finding an estimate for b(n) more or less reduces
to having an accurate estimate for the integer z such that ℓ(z) 6 n < ℓ(z + 1).
Definition 4.1. For each n ∈ N, n > 3, we define ζ(n) to be the unique positive integer such that
ℓ(ζ(n)) 6 n < ℓ(ζ(n) + 1).
We will often need to iterate the function ζ. When n is clear from context, we let z1 := ζ(n)
and zk := ζ
k(n) = ζ(zk−1) for each k > 2. With this notation, z1 has the same definition as the
integer z that appeared throughout Section 3.
The majority of this section is devoted to developing an explicit function r(n) to estimate ζ(n)
(Definition 4.5), and proving that r does in fact accurately approximate ζ (Theorem 4.6). Our
first lemma lists some simple observations about the functions b, ℓ, and ζ. All of these follow from
Theorem 1.4 and the definitions of the functions, and we shall use them freely in our subsequent
work.
Lemma 4.2. Let x ∈ N, x > 9. Then,
(1) b(x) = x2 − ζ(x)x + b(ζ(x)).
(2) ℓ(x) = x2 − (ζ(x) + 1)x+ b(ζ(x)) + 3.
(3) If x < ℓ(ζ(x) + 1)− 1, then ζ(x+ 1) = ζ(x). If x = ℓ(ζ(x) + 1)− 1, then ζ(x + 1) = 1 + ζ(x).
In order to approximate b(n) = n2 − z1n + b(z1) in terms of n, we require bounds on z1 and
b(z1). These are obtained below in Lemmas 4.3 and 4.4(3), respectively. Usually, small cases must
be checked by hand; this can be accomplished by using Theorem 1.4 to calculate b and ℓ recursively.
Lemma 4.3. When n > 12,
√
n 6 z1 <
√
2n, and the lower bound is strict for n 6= 16.
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Proof. When 12 6 n 6 46, the lower bound holds by inspection, and
√
n = ζ(n) only when n = 16.
So, assume n > 47 (which implies that z1 > 8) and let t := ζ(z1+1); then, t > 3. One may compute
that ℓ(z1 + 1) = z
2
1 − (t− 1)z1 + ℓ(t). Since n < ℓ(z1 + 1) and ℓ(t) 6 z1 + 1, we obtain
n < z21 − (t− 1)z1 + ℓ(t) 6 z21 − (t− 1)z1 + z1 + 1 < z21
where the last inequality holds because t > 3.
For the upper bound, we apply induction. The bound holds for 12 6 n 6 99 by inspection, so
assume n > 100, which means that z1 > 12. Using this and the inductive hypothesis, we see that
2(z2 + 1) < 2(
√
2z1 + 1) < z1.
Now, since n > ℓ(z1), we have
n > ℓ(z1) = z
2
1 − (z2 + 1)z1 + b(z2) + 3 > z21 − (z2 + 1)z1 > z21 −
z21
2
.
The result follows.
Lemma 4.4. Let n ∈ N.
(1) For all n > 8, n+ 1 6 b(n+ 1)− b(n) 6 2n+ 1.
(2) If n > 4, then ℓ(n) < b(n) < ℓ(n+ 1),
(3) If n > 192, then |n− b(z1)| 6 z1 − 3.
Proof. For (1), we use induction. When n 6 46, the lemma holds by inspection. If n > 47 and
n < ℓ(z1 + 1)− 1, then b(n+ 1)− b(n) = 2n+ 1− z1 and the bounds hold. Finally, if n > 47 and
n = ℓ(z1+1)− 1, then one may compute that b(n+1)− b(n) = n− z1+ b(z1+1)− b(z1) and apply
the inductive hypothesis to obtain the desired bounds.
Part (2) is true by inspection for 4 6 n 6 8, and follows from part (1) and the definition of ℓ for
n > 9. For (3), the bounds hold by inspection for 192 6 n 6 480. So, assume that n > 481, which
means that z1 > 25 and z2 > 6. If ℓ(z1) 6 n 6 b(z1), then the results follows from the definition of
ℓ(z1). So, assume that n > b(z1). We claim that b(z1 + 1)− b(z1) 6 2z1 + 1− z2. Indeed, the two
expressions are equal when z1 < ℓ(z2 + 1)− 1, and if z1 = ℓ(z2 + 1)− 1, then one may check that
b(z1 + 1)− b(z1) = 2z1 + 1− z2 − (ℓ(z2)− 1) < 2z1 + 1− z2.
Using this inequality and the fact that n < ℓ(z1 + 1) = b(z1 + 1)− (z1 + 1) + 3, we obtain
n− b(z1) < b(z1 + 1)− b(z1)− (z1 + 1) + 3 6 2z1 + 1− z2 − (z1 + 1) + 3 6 z1 − 3,
as desired.
At this point, we know that (for sufficiently large n), n ≈ b(z1) and z1 ≈ b(z2). So,
n ≈ b(z1) = z21 − z2z1 + b(z2) ≈ z21 − (z2 − 1)z1.
From this, we obtain the estimate z1 ≈ n 12 + 12 (z2 − 1), which suggests that
ζ(n) ≈ n 12 + 1
2
(
ζ(n
1
2 )− 1).
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Thus, to approximate ζ(n), we should construct a function r(n) that satisfies
r(n) = n
1
2 +
1
2
(
r(n
1
2 )− 1). (5)
Definition 4.5. Given a real number n > 3, define N := ⌊log2 log5 n⌋+ 1, and define
r(n) :=

 N∑
j=1
1
2j−1
n
1
2j

− 2N−1 − 1
2N−1
.
We briefly discuss our motivation for our choice of N . Supposing that r(n) ≈ z1, r(n 12 ) ≈ z2,
etc., the question then becomes how often we would need to iterate until zN = 1. If zN ≈ n
1
2N ,
then this implies that N is the least integer such that n
1
2N < ℓ(2) = 5, i.e., N = ⌊log2 log5 n⌋ + 1.
Moreover, direct calculation shows that r(n) does satisfy (5), and we will prove that r(n) is a good
approximation for ζ(n).
Theorem 4.6. For all n > 3, |ζ(n) − r(n)| < 1.985.
To prove Theorem 4.6, we use the triangle inequality and (5) multiple times to split |ζ(n)−r(n)|
into six summands, each of which can be bounded individually. Letting t = ζ(⌈n 14 ⌉), one may obtain
|ζ(n)− r(n)| 6
∣∣∣∣z1 −
(
n
1
2 +
z2 − 1
2
)∣∣∣∣+ 12
∣∣∣∣z2 −
(
z
1
2
1 +
z3 − 1
2
)∣∣∣∣+ 12
∣∣∣z 121 − n 14 ∣∣∣
+
1
4
|z3 − t|+ 1
4
∣∣∣t− r(⌈n 14 ⌉)∣∣∣+ 1
4
∣∣∣r(⌈n 14 ⌉)− r(n 14 )∣∣∣ .
(6)
We now present a series of lemmas that allow us to bound each of these terms.
Lemma 4.7. When n > 33808,
∣∣∣∣z1 −
(
n
1
2 +
z2 − 1
2
)∣∣∣∣ <
√
2√
z1
+
5
4 − 3z1 + ( 18z1 )
1
4
2
√
1−
√
2√
z1
− 1z1
.
Proof. First, the condition on n implies that z1 > 192, so by Lemma 4.4(3) we have |n − b(z1)| 6
z1 − 3 and |z1 − b(z2)| 6 z2 − 3. Second, from b(z1) = z21 − z2z1 + b(z2), we obtain
b(z1) +
(z2 − 1)2
4
=
(
z1 − z2 − 1
2
)2
+ (b(z2)− z1). (7)
For readability, let c = b(z1) +
1
4 (z2 − 1)2. Then, (7) yields∣∣∣∣∣
(
z1 − z2 − 1
2
)2
− c
∣∣∣∣∣ 6 |z1 − b(z2)| 6 z2 − 3.
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Next, we use the triangle inequality, rationalize the numerators, and use the bounds we have already
discussed in this proof:∣∣∣∣z1 −
(
n
1
2 +
z2 − 1
2
)∣∣∣∣ 6
∣∣∣∣
(
z1 − z2 − 1
2
)
−√c
∣∣∣∣+ ∣∣∣√c− n 12 ∣∣∣
=
∣∣∣(z1 − z2−12 )2 − c∣∣∣(
z1 − z2−12
)
+
√
c
+
|c− n|√
c+ n
1
2
6
z2 − 3(
z1 − z2−12
)
+
√
c
+
(z1 − 3) + (z2−1)
2
4√
c+ n
1
2
.
Using Lemma 4.3, we have
√
z1 < z2 <
√
2z1, and so we bound the first term by
z2 − 3(
z1 − z2−12
)
+
√
c
<
z2
z1
<
√
2√
z1
.
Note that z1 > ℓ(z2) > z
2
2− (z3+1)z2. Via Lemma 4.3, this gives (z2−1)2 < z1+z2z3 < z1+2
5
4 z
3
4 .
Moreover, both c and n are bounded below by ℓ(z1) > z
2
1 − (z2 + 1)z1. By applying these bounds
and canceling factors of z1, we get
(z1 − 3) + (z2−1)
2
4√
c+ n
1
2
<
(z1 − 3) + z14 + z2z34
2
√
z21 − (z2 + 1)z1
<
5
4 − 3z1 + ( 18z1 )
1
4
2
√
1−
√
2√
z1
− 1z1
,
which completes the proof.
Lemma 4.8. When n > 3350194786, 12 |z
1
2
1 − n
1
4 | < 0.13.
Proof. When n > 3350194786, we have z1 > 58006, and so |z1−n 12 | < z2−12 +0.652 by Lemma 4.7,
which implies that
1
2
∣∣∣z 121 − n 14 ∣∣∣ = |z1 − n
1
2 |
2|z
1
2
1 + n
1
4 |
<
z2−1
2 + 0.652
2|z
1
2
1 + n
1
4 |
6
z2−1
2 + 0.652
2|ℓ(z2) 12 + ℓ(ℓ(z2)) 14 |
.
This fraction is decreasing as z2 increases, and, when n > 3350194786, z2 > 250, so ℓ(z2) > 58006
and ℓ(ℓ(z2)) > 3350194786. The result follows.
Lemma 4.9. Let t = ζ(⌈n 14 ⌉). If n > 3350194786, then 14 |z3 − t| 6 0.25.
Proof. The assumption on n guarantees that z3 > 18. As always, z1 > ℓ(z2) and z2 > ℓ(z3), so
z1 > ℓ(z3)
2 − (z3 + 1)ℓ(z3) + b(z3) + 3 >
(
ℓ(z3)− z3 + 1
2
)2
>
(
b(z3 − 1)− z3 + 1
2
)2
,
where the last inequality is true by Lemma 4.4(2). Applying this and Lemma 4.8, we see that
n
1
4 = z
1
2
1 −
(
z
1
2
1 − n
1
4
)
> b(z3 − 1)− z3 + 1
2
− 1 > b(z3 − 1)− (z3 − 1) + 3 = ℓ(z3 − 1),
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where the second inequality is valid because z3 > 18. For an upper bound on ⌈n 14 ⌉, we use Lemma
4.3 to get
⌈n 14 ⌉ 6 ⌈z
1
2
1 ⌉ 6 z2 < ℓ(z3 + 1).
Thus, ℓ(z3 − 1) 6 ⌈n 14 ⌉ < ℓ(z3 + 1), which means that z3 − 1 6 t 6 z3, as required.
Lemma 4.10. Let x > 4 be an integer, let N = ⌊log2 log5 x⌋ + 1, and let y be a real number such
that x− 1 < y < x.
(1) If x 6= 52d for any d ∈ N, then r(x) − r(y) < 2
N − 1
2N
√
y
.
(2) If x = 52
d
for some d ∈ N, then r(x) − r(y) < 2
d − 1
2d
√
y
+
√
5− 1
2d
.
Proof. Note that a
1
2k − c 12k < a 12 − c 12 whenever a, c, k > 1. If x 6= 52d for all d ∈ N, then
⌊log2 log5 y⌋ = ⌊log2 log5 x⌋, so
r(x) − r(y) =
N∑
j=1
x
1
2j − y 12j
2j−1
6
(
x
1
2 − y 12
) N∑
j=1
1
2j−1
=
(
2− 12N−1
)
(x− y)(
x
1
2 + y
1
2
) < 2N − 1
2N
√
y
.
This proves (1). For (2), we have N = d+ 1 and ⌊log2 log5 y⌋ = ⌊log2 log5 x⌋ − 1. Using the above
work, we see that
r(x) − r(y) =
N∑
j=1
1
2j−1
x
1
2j −
(
1− 1
2N−1
)
−
N−1∑
j=1
1
2j−1
y
1
2j +
(
1− 1
2N−2
)
=
N−1∑
j=1
x
1
2j − y 12j
2j−1
+
1
2N−1
− 1
2N−2
+
1
2N−1
x
1
2N
<
2N−1 − 1
2N−1
√
y
+
√
5− 1
2N−1
,
which is the desired bound.
We now have what we need to prove that the difference between ζ(n) and r(n) is bounded
absolutely.
Proof of Theorem 4.6. We proceed by induction. First, to show that the result holds for n <
3350194786, we note that there are only four possibilities for N = ⌊log2 log5 n⌋+ 1 in these cases:
namely, N = 1 when n < 25; N = 2 when 25 6 n < 625; N = 3 when 625 6 n < 58 = 390625; and
N = 4 for 58 6 n < 3350194786. When n < 3350194786, z1 6 58005, and, with the exceptions of
when n = 52
d
for 1 6 d 6 3, r(n) is an increasing function for each fixed z1. This means, for nearly
every z1 6 58005, one only needs to check the extreme possibilities n = ℓ(z1) and n = ℓ(z1+1)− 1,
which is approximately 116000 cases (as opposed to more than 3 billion). We have verified these
cases computationally, so the theorem indeed holds for n < 3350194786.
Assume now for some fixed n > 3350194786 that the result holds for all integers at least 3 and
less than n. It suffices to provide bounds for each summand in (6), which can be accomplished
via Lemmas 4.7, 4.8, 4.9, the inductive hypothesis, and Lemma 4.10. Let t = ζ(⌈n 14 ⌉). By the
inductive hypothesis, we have 14 |t− r(⌈n
1
4 ⌉)| < 0.5. Since n > 3350194786, we have z1 > 58006 and
z2 > 250. If ⌈n 14 ⌉ 6= 52d for any d ∈ N, then we can bound |r(⌈n 14 ⌉)− r(n 14 )| by using Lemma 4.10
with N = 2 and y = 3350194786
1
4 . This gives
|ζ(n)− r(n)| < 0.652 + 0.4091 + 0.13 + 0.25 + 0.5 + 0.0121 = 1.9532.
On the other hand, if ⌈n 14 ⌉ = 52d for some d, then d > 2 and n > 6244+1. By Lemma 4.3, z1 >
√
n
and z2 >
√
z1, so z1 > 624
2 + 1 and z2 > 625. In this case, applying the same lemmas yields
|ζ(n)− r(n)| < 0.640 + 0.380 + 0.13 + 0.25 + 0.5 + 0.085 = 1.985,
and, therefore, the result holds for all n > 3.
In practice, the biggest difference we have seen between ζ(n) and r(n) is about 1.45175. Indeed,
very often the terms we bounded will be much smaller; for example, we see that
lim
n→∞
∣∣∣r(⌊n 12 ⌋)− r(n 12 )∣∣∣ = 0,
and, based on the proof of Lemma 4.7, we have
lim sup
n→∞
∣∣∣∣z1 −
(
n
1
2 +
z2 − 1
2
)∣∣∣∣ = 58 , lim supn→∞ 12
∣∣∣∣z2 −
(
z
1
2
1 +
z3 − 1
2
)∣∣∣∣ = 516
whereas these quantities should also be much smaller than this upper bound infinitely often. On
the other hand, even if we were to use the triangle inequality to expand (6) out indefinitely to
more and more summands, the above limits superior mean that it is likely impossible to bound
|ζ(n)− r(n)| by anything less than 5/8 + 5/16 + 5/32 + · · · = (5/8)/(1− 1/2) = 1.25 for large n.
With Theorem 4.6 in hand, we can establish a corresponding approximation for b(n). This is
the content of Theorem 1.5, which we restate for convenience.
Theorem 1.5. Define N := ⌊log2 log5 n⌋+ 1, and define
g(n) := n2 −

 N∑
j=1
n1+
1
2j
2j−1

+ (2− 1
2N−1
)
n.
For all n > 3, |b(n)− g(n)| < 2n.
Proof. First, note that g(n) = n2 − r(n) · n+ n. The theorem can be verified computationally for
3 6 n 6 8888. For n > 8889, we use Theorems 1.4 and 4.6 and Lemma 4.3. We have
|b(n)− g(n)| =
∣∣(n2 − z1n+ b(z1))− (n2 − r(n) · n+ n)∣∣
6 n|z1 − r(n)|+ |b(z1)− n|
< 1.985n+ (z1 − 3)
< 1.985n+
√
2n
< 2n,
as desired.
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Theorem 1.5 provides an upper bound for the difference between b(n) and g(n), but, as noted
previously, r(n) will often times be a much better estimate for ζ(n). Hence, g(n) will often be more
accurate than the bound in Theorem 1.5 indicates.
5 Estimating |W (n)|
We close the paper by using the theory we have built up so far to provide an estimate for |W (n)|.
We begin with a technical result that strengthens Lemma 4.3.
Lemma 5.1.
(1) For all n > 3, z1 − ⌊
√
n⌋ < n 14 . In particular, z1 < n 12 + n 14 =
(
1 + 1
n1/4
)
n
1
2 .
(2) For all n > 9, n2 − b(n) < (1 + 1
n1/4
)
n
3
2 .
Proof. Part (1) can be verified by inspection for 3 6 n 6 6560. So, assume that n > 6561; then,
N = ⌊log2 log5 n⌋+1 > 3, log2 log5 n < n
1
8 , and 2.25 < 14n
1
4 . By Theorem 4.6, we have z1 < r(n)+2,
so
z1 − ⌊
√
n⌋ <
N∑
j=2
n
1
2j
2j−1
+
1
2N−1
+ 2
<
1
2
n
1
4 + (N − 2) · 1
4
n
1
8 + 2.25
<
1
2
n
1
4 + log2 log5(n) ·
1
4
n
1
8 + 2.25
< n
1
4 .
Part (2) is a consequence of Part (1), since n2 − b(n) = z1n− b(z1) < z1n.
Next, we provide an estimate for |W (n)| that is recursive in nature.
Definition 5.2. For each n ∈ N, n > 3, we define
h(n) := b(n)− (n− 1) +
z1∑
k=1
|W (k)|.
Lemma 5.3. For n > 25, ||W (n)| − h(n)| < 3n.
Proof. The result follows by inspection when 25 6 n 6 388. Note that by Corollary 3.8 any integer
m ∈ W (n) that is larger than b(n) and less than n2 can be realized by adjoining n − d mother
vertices to a transitive digraph on d vertices, where 1 6 d 6 z1. Hence, h(n) provides an upper
bound on |W (n)|, and the difference between h(n) and |W (n)| comes from the integers in the interval
[n(n − z1) + (z1 − 1), n(n − z1) + b(z1)], which are counted twice; the integers m ∈ W (j) ∩W (k),
where j 6= k; and {n2}. We will bound the number of such integers.
Taken together, the integers in the interval [n(n−z1)+(z1−1), n(n−z1)+ b(z1)] and the single
integer {n2} account for b(z1)− z1 + 2 = ℓ(z1)− 1 < n such integers.
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For each 1 6 d 6 z1, let Id = [n(n− d) + d, n(n− d) + d2]. A straightforward calculation shows
that, when d 6 ⌊√n⌋,
n(n− d) + d2 < n(n− (d− 1)) + (d− 1),
and so Id ∩ Id−1 = ∅. On the other hand, when d 6 z1, we have n > ℓ(z1) > b(d)− (d− 1), which
implies
n(n− d) + b(d) < n(n− (d− 1)) + (d− 1).
This means the only overlap between Id and Id−1 comes from digraphs on d vertices with weights
in [b(d) + 1, d2]. Using Lemma 5.1(2), the number of integers in the overlap is at most
d2 − b(d) <
(
1 +
1
d1/4
)
d
3
2 6
(
1 +
1
z
1/4
1
)
z
3
2
1 .
Applying Lemmas 5.1(1) and 4.3 and putting this all together, we see that the difference between
h(n) and |W (n)| is bounded by
n+
(
z1 −
⌊√
n
⌋)(
1 +
1
z
1/4
1
)
z
3
2
1 < n+ n
1
4 ·
(
1 +
1
n1/8
)(
n
1
2 + n
1
4
) 3
2
< 3n,
since n > 389, which completes the proof.
Our goal now is to find an explicit estimate that differs from h(n) by at most a constant times
n. Suppose that ω(n) is our approximation for h(n). Since
h(n) = b(n)− (n− 1) +
⌊√n⌋∑
k=1
|W (k)|+
z1∑
⌊√n⌋+1
|W (k)|, (8)
we can build ω(n) by estimating each part of (8). Our function g(n) is an approximation for b(n),
so b(n)− (n− 1) ≈ g(n)− n. For the remaining two terms, the estimates we will use are
⌊√n⌋∑
k=1
|W (k)| ≈
∫ √n
0
ω(x) dx,
z1∑
⌊√n⌋+1
|W (k)| ≈ (r(n) −√n)n.
Putting this together, we believe that a good estimate for h(n) should satisfy
ω(n) = g(n)− n+
∫ √n
0
ω(x) dx + (r(n) −√n)n = n2 − n 32 +
∫ √n
0
ω(x) dx. (9)
We show how to construct such a function ω(n) as an infinite series. Suppose that ω(n) =∑∞
j=0 cjn
1+ 1
2j , where each cj is a constant. Assuming that ω(0) = 0 and that ω(n) admits an
interchange of summations and integration, we have
∫ √n
0
ω(x) dx =
∞∑
j=0
cj2
j
2j+1 + 1
n1+
1
2j+1 ,
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Comparing the left-hand and right-hand sides of (9) gives
c0n
2 + c1n
3
2 +
∞∑
j=1
cj+1n
1+ 1
2j+1 = n2 + (13c0 − 1)n
3
2 +
∞∑
j=1
cj2
j
2j+1 + 1
n1+
1
2j+1 .
Equating coefficients, this implies that c0 = 1, c1 = −2/3, and, for all j > 1,
cj+1 =
cj2
j
2j+1 + 1
.
It follows by induction that, for all k > 1,
ck =
−2k∏k
i=1(2
i + 1)
.
We now define our function ω(n).
Definition 5.4. For each real number x > 0, define
ω(x) := x2 −
∞∑
k=1
(
2k∏k
i=1(2
i + 1)
)
x1+
1
2k .
When x > 3, let N := ⌊log2 log5 x⌋+ 1, and define the truncated summation
ω(x) := x2 −
N∑
k=1
(
2k∏k
i=1(2
i + 1)
)
x1+
1
2k .
Lemma 5.5.
(1) For each x > 0, ω(x) is well-defined.
(2) ω(x) satisfies (9).
(3) For x > 25, |ω(x)− ω(x)| < 13x.
Proof. For each k, let ck = −2k/
∏k
i=1(2
i + 1). Clearly, ω(0) = 0, and when x > 0, the ratio of
consecutive terms in
∑∞
k=1 ckx
1+ 1
2k is equal to
2
(2k+1 + 1)x
1
2k+1
,
which converges to 0 as k → ∞. Hence, ∑∞k=1 ckx1+ 12k is absolutely convergent for all x > 0,
and ω(x) is well defined. It is now clear from the discussion prior to Definition 5.4 that ω(n) =
n2 − n 32 + ∫ √n
0
ω(x) dx.
For (3), a straightforward induction shows that
∑m
k=1(−ck) = 1 − 1/
∏m
i=1(2
i + 1), and so∑∞
k=1(−ck) = 1. By construction, x and N satisfy x < 52
N
, and N +1 > 3 because x > 25. Hence,
ω(x)− ω(x) =
∞∑
k=N+1
−ckx1+
1
2k <
∞∑
k=3
−ck(5x) < 1
3
x,
as required.
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As we will show, one can use either ω(n) or ω(n) to estimate |W (n)|. The truncated series ω(n)
is more amenable to calculation, but ω(n) is easier to work with in proofs. In the lemmas below,
we will bound the difference between each term in (8) and its respective term in (9). These will
later be used to bound ||W (n)| − ω(n)|. The bounds we establish are not optimal; we are satisfied
as long as our final bound for ||W (n)| − ω(n)| is a constant multiple of n.
Lemma 5.6. For n > 3,∣∣∣∣∣∣
⌊√n⌋∑
k=1
|W (k)| −
∫ √n
0
ω(x) dx
∣∣∣∣∣∣ <

⌊
√
n⌋∑
k=1
||W (k)| − ω(k)|

+ 2n.
Proof. First, by the triangle inequality,∣∣∣∣∣∣
⌊√n⌋∑
k=1
|W (k)| −
∫ √n
0
ω(x) dx
∣∣∣∣∣∣ 6

⌊
√
n⌋∑
k=1
||W (k)| − ω(k)|

+
∣∣∣∣∣∣
⌊√n⌋∑
k=1
ω(k)−
∫ ⌊√n⌋
0
ω(x) dx
∣∣∣∣∣∣
+
∫ √n
⌊√n⌋
ω(x) dx.
We will show that each of the last two summands on the right-hand side can be bounded by n.
One may verify that ω(x) is negative for 0 < x < 1, and
∣∣ ∫ 1
0
ω(x) dx
∣∣ 6 1. Moreover, ω(1) = 0
and ω(x) is increasing for x > 1, so
⌊√n⌋−1∑
k=1
ω(k) 6
∫ ⌊√n⌋
1
ω(x) dx 6
⌊√n⌋∑
k=1
ω(k).
It follows that ∣∣∣∣∣∣
⌊√n⌋∑
k=1
ω(k)−
∫ ⌊√n⌋
0
ω(x) dx
∣∣∣∣∣∣ < ω(⌊
√
n⌋) + 1 6 n− 1 + 1 = n.
Finally, since ω(x) is increasing for on ⌊√n⌋ 6 x 6 √n, we get∫ √n
⌊√n⌋
ω(x) dx 6 ω(
√
n)
(√
n− ⌊√n⌋) < ω(√n) < n,
which implies the stated result.
Lemma 5.7. For n > 389, we have∣∣∣∣∣∣
z1∑
k=⌊√n⌋+1
|W (k)| − (r(n) −√n)n
∣∣∣∣∣∣ < 7n.
Proof. For readability, let m = ⌊√n⌋+ 1. By the triangle inequality, we have∣∣∣∣∣
z1∑
k=m
|W (k)| − (r(n) −√n)n
∣∣∣∣∣ 6
∣∣∣∣∣
z1∑
k=m
(|W (k)| − b(k))
∣∣∣∣∣+
∣∣∣∣∣
z1∑
k=m
b(k)− (z1 − ⌊
√
n⌋)n
∣∣∣∣∣
+
∣∣(z1 − ⌊√n⌋)n− (r(n) −√n)n∣∣.
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Since by Lemma 5.1(2) we have
||W (k)| − b(k)| < k2 − b(k) <
(
1 +
1
k1/4
)
k
3
2 6
(
1 +
1
z
1/4
1
)
z
3
2
1 ,
we can use Lemma 5.1(1) to bound the first summand on the right-hand side by∣∣∣∣∣
z1∑
k=m
(|W (k)| − b(k))
∣∣∣∣∣ < (z1 − ⌊√n⌋)(z21 − b(z1)) < n 14 ·
(
1 +
1
z
1/4
1
)
z
3
2
1 < 2n
in a similar fashion to the bound obtained in the proof of Lemma 5.3.
Next, for the second summand notice that b(z1 − 1) < ℓ(z1) 6 n and, by Lemma 5.1(2),
b(m) > m2 −m 32 −m 54 > n−m 32 −m 54 .
Hence, n−m 32 −m 54 < b(k) < n for all m 6 k 6 z1− 1, and so the second summand is bounded by
|b(z1)− n|+ ((z1 − 1)−m+ 1)(n− (n−m 32 −m 54 )),
which is in turn bounded by
(z1 − 3) + n 14 (m 32 +m 54 ) < (n 12 + n 14 ) + n 14
(
(
√
n+ 1)
3
2 + (
√
n+ 1)
5
4
)
< 2n.
Finally, we use Theorem 4.6 to bound the last summand on the right-hand side by∣∣(z1 − ⌊√n⌋)n− (r(n) −√n)n∣∣ 6 n∣∣z1 − r(n)∣∣+ n∣∣√n− ⌊√n⌋∣∣ < 3n.
The result follows.
We are now ready to prove Theorem 1.6.
Proof of Theorem 1.6. By Lemma 5.5(3), it suffices to show that ||W (n)−ω(n)| < 893 n for all n > 3.
This claim holds by inspection for 3 6 n 6 509. Now assume that n > 510 and the result holds for
all natural numbers between 3 and n− 1. From Lemma 5.3, we obtain
||W (n)| − ω(n)| 6 ||W (n)| − h(n)|+ |h(n)− ω(n)| < 3n+ |h(n)− ω(n)|.
To bound |h(n)− ω(n)|, we use (8), (9), Theorem 1.5, and Lemmas 5.7 and 5.6 to get
|h(n)− ω(n)| 6
∣∣b(n)− (n− 1)− g(n) + n∣∣+
∣∣∣∣∣∣
⌊√n⌋∑
k=1
|W (k)| −
∫ √n
0
ω(x) dx
∣∣∣∣∣∣
+
∣∣∣∣∣∣
z1∑
k=⌊√n⌋+1
|W (k)| − (r(n) −√n− 1)n
∣∣∣∣∣∣
< 1 + 11n+
⌊√n⌋∑
k=1
||W (k)| − ω(k)|.
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Applying the inductive hypothesis to ||W (k)| − ω(k)| and recalling that n > 510 yields
⌊√n⌋∑
k=1
||W (k)| − ω(k)| < 30
⌊√n⌋∑
k=1
k = 15⌊√n⌋ (⌊√n⌋+ 1) < 15(n+√n) < 47
3
n− 1.
Combining all the bounds shows that ||W (n)− ω(n)| < 893 n, and the theorem follows.
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