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On the Stability Margin and Input Delay Margin of
Linear Multi-agent systems
Rajnish Bhusal and Kamesh Subbarao
Abstract—This paper provides a framework to characterize
the gain margin, phase margin, and maximum input delay
margin of a linear time-invariant multi-agent system where the
interaction topology is described by a graph with a directed
spanning tree. The stability analysis of the multi-agent system
based on the generalized Nyquist theorem is converted to finding
a minimum gain positive definite Hermitian perturbation and
minimum phase unitary perturbation in the feedback path of the
loop transfer function. Specifically, two constrained minimization
problems are solved to calculate the gain, phase, and input delay
margins of the multi-agent system. We further state necessary
and sufficient conditions concerning stability of the multi-agent
system independent of gain and phase perturbations, and input
delay.
Index Terms—Multi-agent systems, Consensus, Stability mar-
gin, Input delay, Multiplicative perturbation, Graph topology
I. INTRODUCTION
Coordination and consensus among distributed group of
agents have been a topic of long-standing interest and over the
past years, a variety of control protocols have been proposed to
guarantee the desired coordination. Recent advances on these
problems can be found in [1]–[5] and references therein. The
distributed control protocols for multi-agent systems proposed
in the recent years find their applications in formation control
[6], flocking [7], rendezvous of unmanned aerial vehicles [8],
attitude synchronization among multiple spacecraft [9], among
others.
With increasing applications, stability and robustness-based
analysis of multi-agent systems has also drawn significant
attention. This paper in particular, provides a framework for
calculation of stability margin and input delay margin for a
group of multiple agents in the networked interconnection.
For a single-input single-output (SISO) system, classical input-
output stability criteria based on Nyquist, Popov, and circle
theorems can be used to characterize the allowable gain and
phase variation in the loop at each frequency and under
tolerable limits of open-loop modeling errors. Generalizations
of the aforementioned theorems to multi-input multi-output
(MIMO) systems is not straightforward, and several works
such as [10]–[15] suitably characterize the MIMO stability
margins. In the context of multi-agent systems, the stability
margin serves as a robustness measure against gain and phase
variations for the group of agents. A networked multi-agent
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system is a multiloop feedback system and with suitable anal-
ysis, the aforementioned works to characterize the multiloop
stability margin can be extended to the context of multi-
agent systems. On that note, Tonetti and Murray [16] have
considered disturbance rejection based graph topology-design
strategies for multi-agent systems by calculating the gain and
phase margins of interconnected systems upon analyzing the
networked sensitivity function matrix. However, the analysis
in [16] assumes that each individual agent is a SISO system. In
[17], although a Nyquist-like criterion is presented to analyze
stability of the interconnected system of agents, the stability
margins of the interconnected system are not characterized.
Recently, Kim [18] characterized the stability margin of SISO
multi-agent systems based on the minimum singular value of
the loop transfer function matrix.
Multi-agent systems need to exchange information among
agents over a communication network, which is prone to
time delays. The presence of time delay may significantly
degrade closed-loop performance, and even cause instability.
As mentioned in [1], two types of time delays, input delay and
communication delay, have been considered in the literature.
Input delay is related to processing and connecting time for
the packets arriving at each agent while communication delay
refers to the time for transferring information between agents.
As discussed in [19], for integrator dynamics, when certain
connectivity condition is satisfied by the topology graph, the
consensusability conditions are independent of communication
delays, but dependent on input delays. Therefore stability
criteria for multi-agent systems with input delays have been
attracting great attention over the years [20], [21]. For inte-
grator dynamics of agents, the time delay problem has been
discussed in [22], which provides necessary and sufficient
conditions for the maximum delay such that the multi-agent
system reaches consensus from arbitrary initial conditions. Sta-
bility conditions in terms of linear matrix inequalities (LMIs)
using Lyapunov Krasovskii techniques for single integrator
dynamics of agents under consensus protocol with input delays
are provided in [20]. In [23], robust consensus conditions for
multi-agent system consisting of SISO agents in undirected
network subject to heterogeneous feedback delays are derived
from frequency-dependent and delay-dependent convex sets.
Furthermore in [21], the maximum input delay margin for
consensus among agents under undirected graph topology with
scalar dynamics and single input vector dynamics with a single
unstable open-loop pole is derived. Recently in [24], static
consensus protocols under undirected graph topology have
been derived for multi-agent systems with nonuniform input
delays.
2In this paper, the problems of destabilizing gain, phase,
and input delays applied to multi-agent systems consider
a group of agents modeled as high-order linear dynamical
systems. The interconnections within the group is modeled
using a graph with at least one directed spanning tree. We
develop a framework to characterize the stability margins as a
direct multivariable generalization of the complex units used
in SISO phase analysis. More specifically, we are concerned
with the stability of the collective dynamics of the agents
subjected to complex perturbations. The application of such
perturbation analysis is significant in the areas where any
errors such as signal interference or time delays in sensors
introduce significant gain and phase shifts which might affect
the collective stability of networked agents. The overall effect
of such errors can be modeled as a complex perturbation in the
feedback loop [11], [12], [18]. On the other hand, it is well-
known that frequency based representation of the time delay
links it with the phase lag in the system with no gain change.
This motivates us to obtain the maximum delay margin of a
multi-agent system based on the unitary phase perturbation of
the system’s loop transfer function in the feedback path. The
work carried out in this paper uses some of the results from
the work carried on multivariable gain and phase margins in
[12] and [13]. The major contributions of the paper can be
enumerated as follows:
• With a controller that guarantees the closed loop stability
of a high order (linear) system, we transform the stability
criteria for consensus among N identical agents with a
distributed control protocol (using generalized Nyquist’s
criteria) to an equivalent stability criterion for N − 1
MIMO loop transfer functions.
• Moreover, the problem of calculating stability margins
and maximum input delay margin for multi-agent systems
is converted to finding eigenvalues of a multiplicative
perturbation in the feedback paths of a set of multi-
input multi-output (MIMO) loop transfer functions which
involves solving a constrained minimization problem.
Unlike those in the exisiting literature, we do not impose
any restrictions on the dynamics of agents and on the
graph topology, except that the graph structure should
have atleast a directed spanning tree which is imperative
for consensus.
• The closed loop stability of a general MIMO system
independent of gain and phase perturbations, and input
delay can be treated as a robust stability problem and
suitable small gain conditions can be derived for the
stability. To that end, we develop necessary and sufficient
conditions for gain-independent, phase-independent and
delay-independent stability of multi-agent systems which
can be considered to be extended small gain conditions.
The paper is organized as follows. In section II, we briefly
review principal concepts of graph theory and formulate the
problem in consideration. Section III discusses the stability of
multi-agent system with and without input delay in general.
Main results of the paper are presented in section IV. Numer-
ical examples are presented in section V and the conclusions
are reported in section VI.
II. PRELIMINARIES AND PROBLEM FORMULATION
For a vector x ∈ Rn, ‖x‖ denotes its 2-norm. For a ξ ∈ C,
its real part is denoted by Re(ξ ) and its imaginary part by
Im(ξ ). For a matrix T∈Rn×n, λi(T), i= 1,2, . . . ,n, denote its
eigenvalues, σi(T), i = 1,2, . . . ,n, denote its singular values
and det(T) denotes its determinant. We denote complex con-
jugate transpose of a complex matrix T ∈Cn×n by T∗. A⊗B
denotes the Kronecker product of matrices A and B. 1n denotes
a n-dimensional vector of ones; In denotes the identity matrix
of dimension n× n. For two real (complex) vectors x and y,
< x,y > denotes their inner product (Hermitian inner prod-
uct). We denote col(x1,x2, . . . ,xn) as concatenation of vectors
x1,x2, . . . ,xn such that col(x1,x2, . . . ,xn) = [x
T
1 ,x
T
2 , . . . ,x
T
n ]
T .
Suppose that a team consists of N agents. A graph is
an ordered pair G = (V ,E ) comprising of a set of nodes
V = {v1,v2, . . . ,vN} which represents the agents and a set
of edges E ⊆ V × V which represents the interaction or
communication among the agents. Each of the edges Eik ∈E of
a graph is associated with a non-negative weight aik. Further,
node vk is the neighbor of vi if (vk,vi) ∈ Eik and the set of
neighbors of node i can be represented as Ni. The graph G
is said to be strongly connected if vi,vk are connected for
all distinct nodes vi,vk ∈ V . Directed path from node i to
node k is defined as a sequence of successive edges in the
form {(vi,vl),(vl ,vm), . . . ,(vn,vk)}. A graph is said to have a
directed spanning tree if there exists a node called the root
node, which has no parent node and has directed paths to all
other nodes in the graph. The Laplacian matrix of a graph
L = [lik] ∈ R
N×N is defined as lii = ∑k 6=i aik and lik = −aik,
where i 6= k.
Assumption 2.1: Throughout the paper, the graph is assumed
to be connected with atleast one directed spanning tree.
Lemma 2.1: [2], [25] Let G be a connected graph with
atleast one directed spanning tree. Then, zero is always a
simple and the smallest eigenvalue of the Laplacian matrix
with 1N as the corresponding right eigenvector. Moreover, all
other eigenvalues are positive and thus, 0= λ1(L)< λ2(L)≤
·· · ≤ λN(L).
A. Problem Formulation
1) Multi-Agent System without delay: Consider a group of
N identical agents. The dynamics of the ith agent is described
by the following linear time-invariant (LTI) system
x˙i(t) = Axi(t)+Bui(t), i= 1, . . . ,N (1)
where A ∈Rn×n, B ∈Rn×m are the system matrices with xi ∈
R
n as the state and ui ∈R
m as the input of the ith agent. The
LTI continuous dynamics of each agent can also be represented
by the loop transfer function in frequency domain as
P(s) = (sIn−A)
−1B (2)
which is the linear mapping of Laplace transform from the
input ui(t) to the state xi(t).
Definition 2.1: The group of agents are said to reach consen-
sus under any control protocol ui if for any set of initial con-
ditions {xi(0)} there exists x
c ∈Rn such that limt→∞ xi(t) = x
c
for all i= 1,2, . . . ,N.
3Assumption 2.2: (A,B) is stabilizable.
With assumption 2.2, let each of the agents i = 1,2, . . . ,N
have identical feedback controller K∈Rm×n such that A−BK
is Hurwitz. For the ith agent with plant transfer function P(s)
and a state feedback controllerK(s), we define H(s)∈Rn×n to
be the loop transfer function as seen when breaking the loop
at the output of the plant. Thus, for each agent i= 1,2, . . . ,N,
we have
H(s) = P(s)K(s). (3)
We consider following static distributed control protocol
based on the relative states between neighboring agents as
discussed in [26]–[28]:
ui(t) = cK ∑
k∈Ni
aik(xk(t)− xi(t)), i= 1,2, . . . ,N. (4)
where c ∈ R and c > 0 is the coupling gain and K is the
feedback gain matrix. The approach to calculate c would be
discussed later in Section III. With control protocol in (4), the
overall global closed-loop dynamics can be written as
x˙(t) = (IN ⊗A)x(t)− c(L⊗BK)x(t) (5)
where x = [xT1 , . . . ,x
T
N ]
T ∈ RNn is the global state of multi-
agent system. Now, the overall loop transfer function of multi-
agent system is G(s) = Hˆ(s)Lˆ, where Hˆ(s) = IN ⊗H(s) and
Lˆ= c(L⊗ In).
In this paper, we intend to characterize the gain and phase
margin of the closed-loop system (5) with state feedback
controller K.
2) Multi-agent system with input delay: Let us now con-
sider a problem of multi-agent system with N agents subjected
to input delay. The dynamics of ith agent in the presence of
input delay can be written as
xi(t) = Axi(t)+Bui(t− τi), i= 1,2, . . . ,N (6)
where τi is the delay in the input of agent i. Figure 1 illustrates
the schematics of input delay for ith agent.
e−sτi P(s)
ui(t) ui(t− τi) xi(t)
Fig. 1. Schematic representation of input delay for ith agent
The presence of input delay governs the multi-agent system
such that each agent i, for all i= 1,2, . . . ,N receives the state
information of its neighbor and its own state information with
a delay of τi. Note that, this paper doesn’t restrict input delays
to be uniform for all agents, thus τi may not be equal to τk, for
all i 6= k, i,k = 1,2, . . . ,N. Let Assumption 2.2 holds for (6).
With the distributed control protocol in (4), the closed loop
dynamics of ith agent can be written as
x˙i(t) = Axi(t)+ cBK
(
∑
k∈Ni
aik (xk(t− τi)− xi(t− τi))
)
(7)
For the multi-agent system with input delay, we are
interested in finding the maximum input delay margin
τ∗ such that the system (7) is stable for any τi ∈
[0,τ∗], for all i = 1,2, . . . ,N. Let us denote x(t − τ) =
col(x1(t− τ1),x2(t− τ2), . . . ,xN(t− τN)).
Now, the overall global closed-loop dynamics for input
delay system can be written as,
x˙(t) = (IN⊗A)x(t)− c(L⊗BK)x(t− τ). (8)
III. STABILITY IN MULTI-AGENT SYSTEMS FOR
CONSENSUS
In this section, we discuss the stability conditions required
for multi-agent systems to reach the consensus.
A. Consensus in multi-agent systems without delay
Lemma 3.1: If Hˆ(s)Lˆ has pu unstable poles, the closed loop
system (5) is stable, iff any of the following two statements
hold:
(1) The Nyquist plot of det[InN + Hˆ(s)Lˆ] makes pu anti-
clockwise encirclements of the origin.
(2) The Nyquist plot of ∏Np=2det[In + cλpH(s)] makes
pu anti-clockwise encirclements of the origin; where
{λp}
N
p=1 are the eigenvalues of L.
Proof: The statement (1) is the direct consequence of
generalized Nyquist Theorem for the closed loop stability of
a multi-agent system. Now, the equivalence of the above two
statements can be shown with the help of Schur decomposition
of Laplacian matrix L as S∗LS=T where S is a unitary matrix
and T is an upper triangular matrix such that,
T= Λ+Γ. (9)
In (9), Λ is a diagonal matrix consisting of eigenvalues
{λp}
N
p=1 of L and Γ is a strictly upper triangular matrix. Also,
Lˆ= c(L⊗ In) = c(S⊗ In)T(S
∗⊗ In). Now, one can write
det
[
InN + Hˆ(s)Lˆ
]
=det
[
InN + cHˆ(s)(S⊗ In)T(S
∗⊗ In)
]
=det
[
(S⊗ In)(InN + cHˆ(s)T)(S
∗⊗ In)
]
=det[InN + cHˆ(s)T].
As Hˆ(s) is block diagonal and T is block upper triangular,
one can write
det[InN + cHˆ(s)T] =det[InN + cHˆ(s)Λ]
=
N
∏
p=1
det[In+ cλpH(s)]
=
N
∏
p=2
det[In+ cλpH(s)]
The last equality comes from the fact that λ1 = 0.
Remark 3.2: Lemma 3.1 implies that stability of multi-agent
system is equivalent to the stability of following p transformed
systems
ξ˙ p(t) = Aξ p(t)+Bup(t), ∀ p = 2,3, . . . ,N (10)
where, ξ p is the state vector and up(t) is the input of
the pth system which is given by up(t) = −K¯pξ p(t) with
K¯p = cλpBK. The essence of Lemma 3.1 is similar to the
discussion carried out for formation control of multi-agent
systems in [2] where the authors conclude that if the controller
4K stabilizes the transformed system for all λp other than
the zero eigenvalue, it stabilizes the relative dynamics of
formation. Alike in (3), we define the loop transfer functions
of the transformed systems as
Gp(s)=P(s)K¯p(s)= (sIn−A)
−1BcλpK(s), ∀p= 2,3, . . . ,N.
(11)
1) Selection of K and c: As stated earlier, K is selected
such that the dynamics of the individual agent stable before
the interconnection, i.e., A−BK is Hurwitz. Now, the value
of c is selected such that the consensus among the agents is
achieved, i.e. A−BK¯p = A− cλpBK for p = 2,3, . . . ,N are
Hurwitz, where λp are the eigenvalues of Laplacian matrix. In
this paper, we select c based on the consensus region approach
discussed in [27]. The consensus region of a multi-agent sys-
tem can be defined as S (σ) = {σ ∈C |A−σBK is Hurwitz}.
From [27], for the agents to reach consensus, the coupling gain
c is to be selected such that cλp ∈S (σ).
We make following assumption throughout the paper for
further analysis.
Assumption 3.1: A−BK¯p is stable, for all p= 2,3, . . . ,N
B. Consensus in multi-agent systems with input delay
Similar to the case of a multi-agent system without delay,
the equivalent input delay transformed systems for a multi-
agent system with input delay can be written as
ξ˙ p(t) = Aξ p(t)+Bup(t− τp), ∀ p= 2,3, . . . ,N (12)
where ξ p is the state vector and up(t− τp) =−K¯pξ p(t− τp)
with K¯p = cλpBK, is the delayed input of the p
th system.
The loop transfer function of input delay transformed sys-
tems (12) can be considered as perturbed transfer function
obtained from the multiplicative perturbation of the nominal
loop transfer functions in (11). In order to illustrate this, let
us first consider a scalar system with state ξp(t). The linear
mapping of Laplace transform from scalar input up(t) to state
ξp(t) can be written as (s−ap)
−1bpe
−τps with scalars ap and
bp representing the system ξ˙p = apξp + bpup(t − τp). Now,
the loop transfer function for the scalar case can be written as
(s− ap)
−1bpcλpK(s)e
−τps. For a vector ξ p(t) ∈ R
n, the loop
transfer function becomes (sIn−A)
−1BcλpK(s)∆p =Gp(s)∆ p
where ∆p represents the complex matrix which is analogous
to e−τps in the scalar case.
Note that if the Assumption 3.1 is not satisfied, the solution
of (8) is not asymptotically stable for any values of delay.
IV. STABILITY MARGINS AND INPUT DELAY MARGIN OF
MULTI-AGENT SYSTEM
The stability margin serves as a robustness measure against
gain and phase variations in the feedback path of the group
of agents. Moreover, as stated earlier, time delays in multi-
agent systems are practically unavoidable. In this section,
we provide a computational framework to characterize the
stability margins, namely gain and phase margins of the delay-
free system (5), and input delay margin of multi-agent system
with input delay (8).
Definition 4.1: [29] The polar decomposition of a matrix
T∈Cr×t with r≥ t can be written as T=RU where R∈Cr×t
is a positive semi-definite Hermitian matrix and U ∈Ct×t is a
unitary matrix.
In this paper, we calculate the stability margins and the
input delay margin of the multi-agent system by assessing
the characteristics of the perturbed loop transfer function
Gp( jωp)∆p where ∆p ∈ C
n×n is the multiplicative complex
perturbation in the feedback path of the loop transfer function
Gp(s). Here we consider different mathematical structures of
∆p depending upon the type of margin that is being computed,
i.e., for computation of gain margin, phase margin and input
delay margin, ∆p would be complex gain, phase and delay
perturbations, respectively.
The polar decomposition is a generalization to complex
matrices of the familiar polar representation z = re jφ ,r ≥ 0
of a complex number z ∈ C. From Definition 4.1 we can
polar-decompose ∆p as, ∆p = RU. The unitary factor e
jφ of
z corresponds to unitary matrix U = eΣp of ∆p, where Σp is
a skew Hermitian matrix with phase information of ∆p and
r = |z| of z corresponds to the Hermitian factor R of ∆p [30].
We assume that the complex perturbation ∆p is nonsingular
and thus, the polar decomposition is unique and R is positive
definite Hermitian.
Definition 4.2: The complex perturbation ∆p for any p =
2,3, . . . ,N in the loop transfer function Gp(s) is said to be
destabilizing at frequency ωp ∈ R if
det(I+Gp( jωp)∆p) = 0 (13)
Lemma 4.1: If there exists a destabilizing ∆p in the feedback
path of Gp( jωp) for any p = 2,3, . . . ,N, the original loop
transfer function G(s) = HˆLˆ becomes unstable.
Proof: From Lemma 3.1 and Remark 3.2 the stability of
original loop transfer function is equivalent to the stability of
p transformed loop transfer functions Gp(s) simultaneously.
Thus, if there exists a unitary ∆p that satisfies (13) for any
p= 2,3, . . . ,N, it destabilizes the pth transformed system and
equivalently, the original loop transfer function G(s) = HˆLˆ.
As stated earlier, input delay margin can be associated with
stabilizing ranges of phase in the system which motivates us
to compute the input delay margin by considering the phase
perturbations in the system. Thus, we first provide a framework
to characterize phase and input delay margins in the subsection
that follows and then provide a framework to compute gain
margin separately in the suceeding subsection.
A. Phase Margin and Input Delay Margin
In order to characterize the phase margin and input delay
margin, it is assumed that R is lumped into the loop transfer
function or assumed to be an identity matrix. Thus the analysis
presented in the paper for characterizing phase margin and
delay margin considers ∆p = U= e
Σp . Hereafter, we use ∆p,
U, eΣp would be used interchangeably for characterizing phase
and input delay margins. The following Lemma is an extension
to the work carried out by Wang et al. in [31], wherein ∆p
was assumed to be structured diagonal perturbation; however
in this work, we consider phase perturbations to be in the entire
set of unitary matrices and not necessarily to be diagonal.
5Lemma 4.2: The stabilizing boundary of phase is symmetric
with respect to the origin.
Proof: Let us start by saying (φ1,φ2, . . . ,φn) is the point
on the stabilizing boundary, then there exists some critical
frequency ωcp for all p= 2,3, . . . ,N such that
det[I+Gp( jωcp)∆p] = det[I+Gp( jωcp)e
Σp ] = 0
As stated before, Σp is a skew Hermitian matrix with Σp =
−Σ∗p. The eigenvalue decomposition of Σp can be written as
Σp = PΛ∆P
∗, where P is a unitary matrix of eigenvectors
and Λ∆ is a diagonal matrix of eigenvalues of Σp. As the
phase information of ∆p is contained in the unitary matrix U
of the polar decomposition, the eigenvalues of U all lie on
the unit circle such that, λk(U) = e
jφk for all k = 1,2, . . . ,n.
Moreover, Im{λk(Σp)} = arg{λk(U)} = φk which implies
Λ∆ = diag( jφ1, jφ2, . . . , jφn). Clearly, one can write
det[I+Gp( jωcp)Pe
{diag( jφ1, jφ2,..., jφn)}P∗] = 0 (14)
On taking conjugate on the both sides of (14), we get
det[I+Gp(− jωcp)P
∗e{diag(− jφ1,− jφ2,...,− jφn)}P] = 0
Thus, it can be asserted that for the point
(−φ1,−φ2, . . . ,−φn), there exists an −ωcp such that the
closed-loop system is marginally stable. This implies that
(−φ1,−φ2, . . . ,−φn) is also the point on the stabilizing
boundary.
Remark 4.3: By Lemma 4.2, the stabilizing borders of loop
phases are symmetric with respect to the origin, the values
of ωcp are also symmetric with respect to the origin. This
property hints that one only needs to examine the frequency
response for nonnegative frequencies, while the analysis for
the other half of the frequency range follows that of nonneg-
ative frequency range due to symmetry. This simplification
is analogous to the analysis of half-cramped systems in the
work of Chen et al. [32]. Further, e jφk is a periodic function
in φk with a period of 2φk and thus, one only needs to
consider φk ∈ (−pi ,pi ] and for discussing stability, it can be
further narrowed to φk ∈ [0,pi ], for all k= 1,2, . . . ,n. Moreover,
phases of ∆p = U for all p = 2, . . . ,N can be calculated as
φk = |Im{λk(U)}| for all k = 1,2, . . . ,n and in turn phase of
∆p can be defined as max(|Im(λk(U)|)) in [0,pi ].
1) Stability of multi-agent system independent of unitary
phase perturbations: We provide following necessary and
sufficient conditions such that the multi-agent system is stable
for any unitary phase perturbation in the feedback path. These
conditions could be viewed as extended small gain conditions
similar to that in robust stability analysis.
Lemma 4.4: Subject to Assumptions 2.1 and 3.1, the multi-
agent system (5) is stable independent of unitary phase per-
turbations ∆p in the feedback path if and only if
σ¯(Gp( jωp))< 1, ∀ωp > 0, ∀p = 2, . . . ,N (15)
where σi(Gp) are the singular values of the transfer function
matrix Gp, σ¯(Gp) =maxσi(Gp) and σ(Gp) =minσi(Gp) .
Proof: Let us assume condition (15) holds. Now, we can
write
σ¯
(
( jωpI−A)
−1cλpBK
)
< 1, ∀ωp > 0. (16)
For unitary phase perturbation eΣp in the feedback path,
we have σ¯
(
( jωpI−A)
−1cBKλpe
Σp
)
< 1 which also can be
expressed as
σ¯
(
( jωpI−A)
−1cλpBK∆p
)
< 1 (17)
where, ∆p = e
Σp is unitary. It is straightforward to see that
condition (17) holds if
det
(
I+( jωpI−A)
−1cλpBK∆p
)
6= 0, ∀ωp > 0
or equivalently,
det(I+Gp( jωp)∆p) 6= 0, ∀ωp > 0
i.e. the characteristic polynomial of the system (10) does not
intersect the imaginary axis and the system is stable indepen-
dent of unitary phase perturbation. Moreover, from Lemma
3.1 and Remark 3.2, the multi-agent system (5) is stable
independent of unitary phase perturbations in the feedback
path. The proof for the sufficiency part is completed.
To establish the necessity, assume that σ¯
(
Gp( jωcp)
)
=
σ¯
(
( jωpI−A)
−1cλpBK
)
= 1, for some ωcp > 0, for any
p = 2, . . . ,N. This implies that there exists some uni-
tary ∆p = e
Σp such that det
(
I+( jωcpI−A)
−1cλpBK∆p
)
=
det(I+Gp( jωp)∆p) = 0 and from Lemma 4.1 the multi-agent
system (5) becomes unstable. Let us now consider a case
when, σ¯(Gp( jωp)) = σ¯
(
( jωpI−A)
−1cλpBK
)
> 1, for some
ωp > 0. Since, σ¯ (Gp( jωp)) is a continuous function of ωp,
there exists some ωcp ∈ (ωp,∞), such that σ¯
(
Gp( jωcp)
)
= 1
and the multi-agent system (5) is unstable.
Remark 4.5: Note that, if σ¯ (Gp( jωp)) = 1, there exists a
unit vector zp such that ‖Gp( jωp)zp‖= 1. The proof of which
is trivial and well known.
Now let us define a set Ωp = {ωp| σ(Gp( jωp)) ≤ 1 ≤
σ¯(Gp( jωp))} for all p = 2, . . . ,N. The cardinality of set Ωp
is denoted as nΩp .
2) Stability of multi-agent system dependent on unitary
phase perturbations: If the conditions highlighted by Lemma
4.4 are not satisfied, then there exists a unitary perturbation
which destabilizes the multi-agent system. In this section,
we provide the approach to find such perturbation and a
computational framework to characterize the phase margin of
the system.
Lemma 4.6: There exists a destabilizing unitary ∆p which
is a mapping between two unit vectors vp and zp, if and only
if for any p= 2, . . . ,N the set Ωp 6=∅.
Proof: If the set Ωp 6=∅ for any p= 2, . . . ,N, there exists
a ωp and a unit vector zp such that ‖Gp( jωp)zp‖= 1 (see the
proof of Lemma 4.4 and Remark 4.5). Let vp =−Gp( jωp)zp
and consider a unitary matrix ∆p which maps vp into zp such
that ∆pvp = zp. Since, Gp( jωp)∆pvp = Gp( jωp)zp = −vp,
one can write (I+Gp( jωp)∆p)vp = 0 which implies det(I+
Gp( jωp)∆p) = 0 and the system Gp( jωp) is unstable. This
concludes the necessity.
Now, consider a destabilizing unitary ∆p such that, det(I+
Gp( jωp)∆p) = 0 and a unit vector vp such that (I +
Gp( jωp)∆p)vp = 0 and thus Gp( jωp)∆pvp = −vp. Now let
us assume ∆p maps vp into zp such that zp = ∆pvp. As ∆p
is unitary and vp is a unit vector, we have ‖zp‖ = 1. So, we
6can write, σ(Gp) = inf
‖zp‖=1
‖Gpzp‖ ≤ ‖Gpzp‖ ≤ 1. Similarly,
1≤ sup
‖zp‖=1
‖Gpzp‖= σ¯ (Gp). Thus, the set Ωp 6= φ . Hence, we
have established sufficiency and necessity to the statement.
Theorem 4.7: Suppose the Assumptions 2.1 and 3.1 hold.
Let P be the set of all p⊂{2, . . . ,N} where Ωp 6=∅. Then, the
loop transfer function Gp(s) in (11) is stable if the eigenvalues
{λk(∆p)}
n
k=1 of unitary perturbation ∆p ∈ C
n in the feedback
path of Gp(s) for all p ∈ P satisfies max(|Im(λk(∆p))|) < φp
where
φp = min
i=1,2,...,nΩp
{φi} (18)
and φi =min{cos
−1{< vp,zp >}} with unit vectors vp and zp
satisfying vp =−Gp( jωp)zp, for all ωp ∈ Ωp. Moreover, the
loop transfer function Gp(s) in (11) is stable independent of
unitary perturbation ∆p if Ωp =∅ for all p= 2, . . . ,N.
Proof: From Lemma 4.6, if for any p = 2, . . . ,N the set
Ωp 6= ∅, then there exists an ωp ∈ Ωp where the system
destabilizes and a set of unit vectors vp and zp can be
calculated that satisfies vp = −Gp( jωp)zp. Moreover, there
also exists a destabilizing unitary perturbation (say ∆cp) that
maps vp to zp.
For Gp(s) to be stable, phase of unitary ∆p in the feedback
path should be less than the smallest phase of destabilizing
unitary perturbation ∆cp that maps unit vector vp to zp for all
ωp ∈Ωp. Further, the angle between subspaces of C
n in which
two unit vectors vp and zp lie is given by cos
−1{< vp,zp >}
[33]. Also, as ∆cp is unitary, we can write < vp,zp >=<
∆cpvp, ∆
c
pzp >. To that end, the phase of destabilizing ∆
c
p
which maps the two unitary vectors vp and zp such that
zp = ∆
c
pvp is also cos
−1{< vp,zp >}. Henceforth, the smallest
phase of destabilizing unitary perturbation for all p ∈ P can
be obtained by minimizing cos−1{< vp,zp >} for all ωp ∈Ωp
and is given by
φp = min
i=1,2,...,nΩp
{φi}, φi =min{cos
−1{< vp,zp >}}. (19)
From Lemma 4.2 and Remark 4.3, one can write phase of
any unitary ∆p as max(|Im(λk(∆p))|). Therefore, for Gp(s)
to be stable the eigenvalues of unitary perturbation ∆p in the
feedback path of Gp(s) should satisfy max(|Im(λk(∆p))|) <
φp. Further, if the set Ωp =∅ for all p= 2,3, . . . ,N, the multi-
agent system remains stable independent of phase perturbation
from Lemma 4.4. This completes the proof.
Remark 4.8: Based on Theorem 4.7 and Remark 3.2, the
phase margin of the multi-agent system can be calculated to
be
φ∗ = inf
p∈P
{
min
ωp∈Ωp
{
min{cos−1{< vp,zp >}
}}
. (20)
Moreover, as cosine is a monotonically decreasing function
in [0,pi ], minimizing cos−1{< vp,zp >} is same as maximizing
the inner product < vp,zp > satisfying vp =−Gp( jωp)zp, for
all ωp ∈ Ωp.
3) Delay independent stability of multi-agent systems:
Lemma 4.9: Subject to Assumptions 2.1 and 3.1, the input
delay multi-agent system (8) is stable independent of delay if
and only if
(i) A is stable and
(ii) σ¯(Gp( jωp))< 1, ∀ωp > 0, ∀p = 2, . . . ,N.
Proof: For the system to be stable independent of delay,
it is necessary that it be stable for τ = ∞, which requires
condition (i) to hold (see [34]). Condition (ii) is neccessary
and sufficient condition for the multi-agent system to be stable
independent of unitary phase perturbations as discussed in
Lemma 4.4. As input delay links to a phase change with no
gain change, condition (ii) is also necessary and sufficient for
the system (8) to be stable independent of delay.
4) Delay dependent stability of multi-agent systems: The
approach of characterizing the input delay margin of multi-
agent delay system in this paper bears some similarity to that
of “frequency sweeping method” in the literature (see e.g.,
[34], [35]).
Theorem 4.10: Suppose the Assumptions 2.1 and 3.1 hold.
Let P be the set of all p⊂{2, . . . ,N} where Ωp 6=∅. Then, the
input delay multi-agent system (8) is stable for all τ1, . . . ,τN ∈
[0,τ∗) where
τ∗ =


min
p∈P
min
1≤i≤nΩp
φi
ωi
, if P 6=∅
∞, if P=∅
(21)
and φi = min{cos
−1{< vp,zp >}}, ωi = argmin{cos
−1{<
vp,zp >}} with unit vectors vp and zp satisfying vp =
−Gp( jωp)zp, for all ωp ∈ Ωp.
The proof follows from the proof of Theorem 4.7 and has
been omitted for brevity. The sketch of the proof is as follows:
since input delay can be linked to a unitary phase perturbation,
once the phases φi are calculated, a set of delays can be
calculated for each ωp ∈ Ωp as τi =
φi
ωi
. Infimum of this set
over all ωp ∈Ωp provides the upper limit of delay for the loop
transfer function of pth input delayed system to remain stable,
i.e. τ∗p = min
1≤i≤nΩp
φi
ωi
. Moreover, from III-B, one can establish
τ∗ = min
p∈P
τ∗p such that the input delay multi-agent system (8)
is stable if all τ1, . . . ,τN ∈ [0,τ
∗). Further, if the set Ωp = ∅
for all p= 2,3, . . . ,N, the system remains stable independent
of delay from Lemma 4.9.
5) Computational Framework for Phase margin and In-
put delay margin: This section provides the computational
framework to characterize the phase margin and input delay
margin for multi-agent systems (5) and (8), respectively. In
order to calculate the phase margin and input delay margin,
one needs to find the set Ωp, for which it is necessary to find
all ωp > 0 such that σ¯(Gp( jωp)) ≥ 1 and σ(Gp( jωp)) ≤ 1,
∀p = 2, . . . ,N. The procedure to compute the set Ωp is
discussed in Procedure 1. As stated earlier, once the set Ωp
is calculated, the problem of calculating phase margin and
input delay margin is equivalent to maximizing < vp,zp > for
all ωp ∈ Ωp (see Remark 4.8) which is same as maximizing
< vp,zp >+< zp,vp >= v
∗
pzp+ z
∗
pvp. As Gp( jωp)zp =−vp,
we can have
v∗pzp+ z
∗
pvp =− z
∗
pGp( jωp)
∗zp− z
∗
pGp( jωp)zp
=− z∗p(Gp( jωp)
∗+Gp( jωp))zp.
(22)
7Procedure 1 Computation of φ∗ and τ∗
1: Calculation of set Ωp for all p= 2, . . . ,N:
(i) Solve det(I−Gp( jωp)
∗Gp( jωp)) = 0 for all real
roots of ωp and calculate the eigenvalues of
Gp( jωp)
∗Gp( jωp) at each root ωp. Let ωkp , k ⊂
{1,2, . . .} denote all the real roots ωp.
(ii) Knowing the eigenvalues of Gp( jωp)
∗Gp( jωp) at
each ωk and at 0 will enable one to determine if there
exists a σ(Gp( jωp)) ≤ 1 and a σ(Gp( jωp)) ≥ 1 in
the region (ω(k−1)p ,ωkp ] with ω0p = 0.
(iii) The set Ωp can be obtained as Ωp = ∪(ω(k−1)p ,ωkp).
(iv) If for any p= 2,3, . . . ,N, σ(Gp( jωp)) does not span
across 1, then Ωp =∅.
2: If for any p = 2,3, . . . ,N, Ωp 6= ∅, solve optimization
problem (46) in Appendix A and compute zp and vp using
(50) in Appendix A.
3: Compute φ∗ and τ∗ using (20) and (21), respectively.
Now, maximizing v∗pzp+ z
∗
pvp is equivalent to minimizing
z∗p(Gp( jωp)
∗+Gp( jωp))zp. Thus the problem of calculating
phase margin is converted to a constrained minimization prob-
lem: minimize z∗p(Gp( jωp)
∗+Gp( jωp))zp such that |vp| =
|zp|= 1, −Gp( jωp)zp = vp which can be further expressed as
minimize [z∗p(Gp( jωp)+Gp( jωp)
∗)zp]
subject to z∗pzp = 1, z
∗
p Gp( jωp)
∗ Gp( jωp) zp = 1.
(23)
Further discussion on the optimization problem is provided
in Appendix A. The complete procedure to compute the phase
margin and input delay margin of the multi-agent system is
discussed in Procedure 1.
B. Gain Margin
For the gain margin calculation, the gain information of ∆p
is assumed to be contained in the positive definite Hermitian
part R of the polar decomposition of ∆p. The unitary part U
is assumed to be lumped into the loop transfer function or
assumed to be an identity matrix.
Lemma 4.11: There exists a destabilizing positive definite
Hermitian ∆p if and only if there exists an ωp and a complex
vector zp such that 〈
Gp( jωp)zp,zp
〉
< 0 (24)
for any p= 2, . . . ,N.
Proof: Let vp = −Gp( jωp)zp. Now, if for any p =
2, . . . ,N,
〈
Gp( jωp)zp,zp
〉
< 0 implies z∗pGp( jωp)
∗zp < 0, i.e.
v∗p zp > 0 (25)
Now, assume ∆p maps vp into zp such that zp = ∆pvp.
Substituting zp in (25), we get
v∗p ∆pvp > 0 (26)
As v∗pvp > 0, ∆p is a positive definite Hermitian matrix. More-
over, since Gp( jωp)∆pvp =Gp( jωp)zp =−vp, one can write
(I+Gp( jωp)∆p)vp = 0 which implies det(I+Gp( jωp)∆p) =
0 and the system Gp( jωp) is unstable. This concludes the
necessity.
Now, consider a destabilizing positive definite Hermitian
matrix ∆p such that, det(I+Gp( jωp)∆p) = 0 and a unit vector
vp such that (I+Gp( jωp)∆p)vp = 0; thus, Gp( jωp)∆pvp =
−vp. Let us assume ∆p maps vp into zp such that zp = ∆pvp,
then vp =−Gp( jωp)zp. As ∆p > 0, one can write
0<v∗p∆pvp = v
∗
pzp =−z
∗
pGp( jωp)
∗zp (27)
which leads to
〈
Gp( jωp)zp,zp
〉
< 0. (28)
Hence, we have established sufficiency and necessity to the
statement.
Remark 4.12: For positive definite Hermitian ∆p, v
∗
p ∆pvp
is always real and positive, i.e. v∗pzp is also real and positive.
Also, if Gp( jωp)zp = −vp, z
∗
pGp( jωp)
∗zp is real, and thus
z∗pGp( jωp)
∗zp = z
∗
pGp( jωp)zp. Further, any positive definite
Hermitian matrix ∆p can be written as e
S. As λk(∆p) = e
λk(S),
for all k = 1,2, . . . ,n, we define gain of ∆p as max |λ (S)| =
max | ln(λk(∆p))|. Note that, unlike in calculation of phase
margin in section IV-A, vp and zp need not be unit vectors.
Now, let us define a set Ω˜p = {ωp|
〈
Gp( jωp)zp,zp
〉
< 0}
for all p = 2, . . . ,N. The cardinality of set Ω˜p is denoted as
nΩ˜p .
Corollary 4.13: (Stability of multi-agent system independent
of gain perturbations) If Assumptions 2.1 and 3.1 hold and
the set Ω˜p =∅ for all p= 2,3, . . . ,N, the multi-agent system
(5) remains stable independent of gain perturbation in the
feedback path of each agents.
Theorem 4.14: Suppose the Assumptions 2.1 and 3.1 hold.
Let P be the set of all p ⊂ {2, . . . ,N} where Ω˜p 6= ∅. Then,
the loop transfer function Gp(s) in (11) is stable if any one
of the following is satisfied:
(i) Conditions of Corollary 4.13 hold, i.e., Ω˜p = ∅ for all
p = 2, . . . ,N.
(ii) if the eigenvalues {λk(∆p)}
n
k=1 of the positive definite
Hermitian perturbation ∆p ∈ C
n in the feedback path
of loop transfer function Gp(s) for all p ∈ P satisfy
max | ln(λk(∆p))|< gp where
gp ≤ min
1≤i≤nΩ˜p
gi (29)
and gi=min
{
cosh−1
[
v∗pvp+ z
∗
pzp
2v∗pzp
]}
, with unit vectors
vp and zp satisfying vp =−Gp( jωp)zp for all ωp ∈ Ω˜p.
Proof: Statement (i) follows from Corollary 4.13. On the
other hand, if for any p= 2, . . . ,N the set Ωp 6=∅, then there
exists a ωp ∈ Ω˜p where the system destabilizes and a set of
unit vectors vp and zp can be calculated that satisfies vp =
−Gp( jωp)zp. Moreover, from Lemma 4.11, there also exists
a destabilizing positive definite Hermitian perturbation (say
∆cp) that maps vp to zp.
For Gp(s) to be stable, gain of positive definite Hermitian
∆p in the feedback path should be less than the smallest gain of
destabilizing positive definite Hermitian perturbation ∆cp that
8maps unit vector vp to zp for all ωp ∈ Ω˜p. Further, from [13],
the gain between two complex vectors zp and vp is given
by
∣∣∣∣∣cosh−1
[
v∗pvp+ z
∗
pzp
2v∗pzp
]∣∣∣∣∣. Moreover, gain between zp and
vp is also the gain of the positive definite matrix that maps
vectors zp and vp. Note that v
∗
pvp and z
∗
pzp are positive and
real, and from Remark 4.12, v∗pzp is also real and positive.
Thus, cosh−1
[
v∗pvp+ z
∗
pzp
2v∗pzp
]
is real and positive. Henceforth,
the smallest gain of destabilizing positive definite Hermitian
perturbation for all p ∈ P can be obtained by minimizing
cosh−1
[
v∗pvp+ z
∗
pzp
2v∗pzp
]
and is given by
gp = min
i=1,2,...,nΩp
{gi}, gi =min
{
cosh−1
[
v∗pvp+ z
∗
pzp
2v∗pzp
]}
.
(30)
From Remark 4.12, gain of ∆p is max | ln(λk(∆p))|. There-
fore, for Gp(s) to be stable the eigenvalues of positive definite
Hermitian perturbation ∆p in the feedback path of Gp(s)
should satisfy max | ln(λk(∆p))| < gp. This completes the
proof.
Remark 4.15: Based on Theorem 4.14 and Remark 3.2, the
gain margin of the multi-agent system which is the gain of
the positive definite Hermitian matrix in the feedback path of
each agents can be calculated to be
g∗ =


inf
p∈P
{
min
ωp∈Ωp
{
cosh−1
[
v∗pvp+ z
∗
pzp
2v∗pzp
]}}
, if P 6=∅
∞, if P=∅
(31)
Further, if Ωp = ∅, it is straightforward to see that the
multi-agent system is stable if the eigenvalues {λk}
n
k=1 of
positive definite Hermitian matrix in the feedback path of
all agents satisfy λk ∈
[
e−g
∗
, eg
∗]
. Since, eigenvalues {λk}
n
k=1
and singular values {σk}
n
k=1 of a positive definite Hermitian
matrices are equivalent, we have σk ∈
[
e−g
∗
, eg
∗]
.
1) Computational framework to calculate gain margin: In
order to calculate the gain margin, it is necessary to calculate
the set Ω˜p. As stated in Lemma 4.11 and Remark 4.12, for a
destabilizing positive definite Hermitian matrix in the feedback
path of Gp( jωp) to exist for any p= 2, . . . ,N, v
∗
p zp must be
real and positive such that vp =−Gp( jωp)zp. This leads to
Re(v∗p zp) =
1
2
(v∗p zp+ z
∗
p vp)
=z∗p
[
−
1
2
(Gp( jωp)
∗+Gp( jωp))
]
zp
=z∗pXp( jωp)zp > 0
(32)
and
Im(v∗p zp) =−
1
2
j(v∗p zp− z
∗
p vp)
=z∗p
[
−
1
2
j (Gp( jωp)−Gp( jωp)
∗)
]
zp
=z∗pYp( jωp)zp = 0.
(33)
Note that, both Xp( jωp) and Yp( jωp) in (32) and (33) are
Hermitian matrices which can be obtained by decomposing
Gp( jωp) as Gp( jωp) = X+ jY such that
X=
1
2
(Gp( jωp)+Gp( jωp)
∗) , and
Y=−
1
2
j (Gp( jωp)−Gp( jωp)
∗)
(34)
Now, for ωp ∈ Ω˜p, Xp( jωp) needs to be positive definite
and Yp( jωp) needs to be have an eigenvalue equal to zero
simultaneously at ωp. The detailed procedure to calculate the
set Ω˜p is discussed in Procedure 2.
Once the set Ω˜p is computed, we need to mini-
mize
v∗pvp+ z
∗
pzp
v∗pzp
at each ωp ∈ Ω˜p. Since cosh is a
monotonically increasing function on [0,∞), minimizing
cosh−1
[
v∗pvp+ z
∗
pzp
v∗pzp
]
is same as minimizing
v∗pvp+ z
∗
pzp
v∗pzp
.
Let us choose a normalization constant γ2 = v∗pzp such that
v˜p =
1
γ
vp and z˜p =
1
γ
zp. Note that v˜
∗
pz˜p = 1. With necessary
simplifications, the minimization problem to calculate mini-
mum gain destabilizing ∆i can be written as
minimize v˜∗pv˜p+ z˜
∗
pz˜p
subject to v˜∗pz˜p = 1
v˜p =−Gp( jωi)z˜i
(35)
As Gp( jωp)zp = −vp also implies Gp( jωp)z˜p = −v˜p, we
have
v˜∗pv˜p+ z˜
∗
pz˜p =z˜
∗
pGp( jωp)
∗Gp( jωp)z˜p+ z˜
∗
pzp
=z˜∗p(Gp( jωp)
∗Gp( jωp)+ In)z˜p
(36)
and
v˜∗pz˜p =z
∗
pGp( jωp)
∗z˜p = z˜
∗
pGp( jωp)z˜p (37)
The last equality follows from Lemma 4.12. Now the prob-
lem of calculating gain margin is converted to a constrained
minimization problem:
minimize [z˜∗p(Gp( jωp)
∗Gp( jωp)+ In)z˜p]
subject to Re[z˜∗pGp( jωp)z˜p] = 1
Im[z˜∗pGp( jωp)z˜p] = 0
(38)
Further discussion on the optimization problem is provided
in Appendix B. The procedure to compute the gain margin of
the multi-agent system is discussed in Procedure 2.
V. SIMULATION RESULTS
To demonstrate the preceeding analysis, we consider a
multi-agent system with following system matrices [26]:
A=
[
−2 2
−1 1
]
, B=
[
1
0
]
. (39)
The choice of A and B satisfies Assumption 2.2. Let us now
choose a stabilizing feedback gain, K=
[
−2 −0.5
]
such that
9Procedure 2 Computation of g∗
1: Calculation of set Ω˜p for all p= 2, . . . ,N:
(i) Find X( jωp) and Y( jωp) from (34) Solve
det(Y( jωp)) = 0 for all real roots of ωp. Let
ωk, k ⊂ {1,2, . . .} denote all real roots ωp.
(ii) Calculate the eigenvalues of Y( jωp) at each ωk and
at 0.
(iii) If for any ω ∈ (ω(k−1)p ,ωkp ] with ω0p = 0,
λmax(Y( jω))λmin(Y( jω))≤ 0 and Xp( jω) is positive
semidefinite, then (ω(k−1)p ,ωkp ]⊂ Ω˜p.
(iii) The set Ω˜p can be obtained as Ω˜p = ∪(ω(k−1)p ,ωk).
(iv) If for any p= 2,3, . . . ,N, condition (iii) does not hold,
then Ωp =∅.
2: If for any p = 2,3, . . . ,N, Ωp 6= ∅, solve optimization
problem (53) in Appendix B and compute z˜p and v˜p using
(54) in Appendix A.
3: Compute g∗ using (31).
A−BK is Hurwitz. We consider a network of 3 agents with
following graph Laplacian matrix,
L=

 0 0 0−1 2 −1
0 −1 1

 . (40)
In order to calculate the value of coupling gain c we follow
the procedure described in II-A1 which is taken from [26],
[27]. The characteristic polynomial of A−σBK is calculated
to be p(s) = s2+(1−2x− j2y)s+(5/2)x+ j(5/2)y with σ =
x+ jy. From Lemma 4 of [26], A−σBK is stable if and only if
1−2x> 0 and (25/2)(1−2x)2x2−5y2(1−2x)−(25/4)y2> 0;
which describes the consensus region S (x,y) = {x+ jy | x<
0.5;(25/2)(1− 2x)2x2 − 5y2(1− 2x)− (25/4)y2 > 0}. From
[27], for the agents to reach consensus, the coupling gain
c is to be selected such that cλp, p = 2,3, . . . ,N belong to
the consensus region S (x,y) where λp are eigenvalues of
Laplacian matrix. The non-zero eigenvalues of the Laplacian
matrix are calculated to be: λ2 = 0.3820 and λ3 = 2.6180.
Thus, c< 0.1910 guarantees the consensus. For the simulation,
we consider c to be 0.15.
Based on the framework provided in section IV-A and IV-B,
the phase and gain margins are calculated to be φ∗ = 0.1820
radians and g∗ = 0.4025, respectively. In other words, any
unitary matrix whose phase is less than 0.1820 radians in the
feedback path will not destabilize the system. From Lemma
4.2 the stabilizing boundary of phase is symmetric about the
origin; thus the overall phase margin of the multi-agent system
is calculated to be [−0.1820, 0.1820] radians. Moreover,
as stated in Remark 4.15, any positive definite Hermitian
matrix in the feedback path of loop transfer function of each
agents whose singular values lie within σ∗ =
[
e−g
∗
,eg
∗]
=
[0.6686, 1.4956] would guarantee the stability of multi-agent
system.
Further, we compare our results with the conventional disk-
based gain and disk-based phase margins that have been
widely utilized in the literature as robustness measure of a
general MIMO system and can be obtained from the sensitivity
and complimentary sensitivity functions of the system [15],
[36], [37]. To compare the conservativeness and accuracy, the
obtained gain and phase margins from the proposed approach
are compared with the disk-based gain and disk-based phase
margins obtained from sensitivity and complimentary sensitiv-
ity functions of the multi-agent system. The disk-based gain
margin in terms of singular values of perturbation matrix is
calculated to be σ˜DGM = [0.5143, 1.0820] and the disk-based
phase margin is calculated to be φ˜DPM = [−0.0788, 0.0788]
radians.
To verify the accuracy of the proposed framework, we
construct a matrix ∆ ∈ C2 which can be polar decomposed
as follows
∆ = RU (41)
where R is the positive definite Hermitian and U is a unitary
matrix. As discussed in Lemma 4.2, we can construct U as
U= Pe{diag( jφ1, jφ2)}P∗ (42)
where P is any unitary matrix. To construct U, we choose
a unitary P =
[
cos(0.2) −sin(0.2)
sin(0.2) cos(0.2)
]
and the phases of the
unitary matrix to be φ1 = 0.18 radians and φ2 = 0.16 ra-
dians. Let R =
[
1 −0.15
−0.15 1
]
whose singular values are
σ = [0.85,1.15]. This yields
∆ =
[
0.9841+ j0.1777 −0.1487− j0.0202
−0.1483− j0.0229 0.9872+ j0.1595
]
. (43)
Note that σ∗ ∋ σ /∈ σ˜DGM , and φ
∗ > φ1 > φ˜
D
PM{1} and φ
∗ >
φ2 > φ˜
D
PM{2}. Figure 3 shows the states of agents with ∆ from
(43) whose gain and phase are within the margins provided
by the proposed approach but not within the margins provided
by the disk-based margin.
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Fig. 2. State trajectories of agents with feedback perturbation ∆ from (43)
Moreover, for the multi-agent system with input delay and
with same system matrices as in (39) and graph Laplacian as
in (40), the time delay margin is calculated to be τ∗ = 0.1978
seconds. Figure 3 shows the states of agents with delays of
τ1 = τ2 = τ3 = 0.18 seconds in the inputs of three agents.
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Fig. 3. State trajectories of agents with τ1 = τ2 = τ3 = 0.18 seconds
To illustrate the effectiveness of the proposed approach,
we use different graph structures for the agents with the
same system matrices as in (39) and with feedback gain
matrix K=
[
−2 −0.5
]
. For a directed cycle among 4 agents
with L=

 0 0 0−1 2 −1
0 −1 1

, the distributed consensus protocol
achieves consensus for any c< 0.5. With c= 0.15, we compute
gain margin and phase margin from the proposed approach
to be [0.3355, 2.9805] and [−0.7995, 0.7995] radians, re-
spectively. On the other hand, the disk-based gain and disk-
based phase margins are computed to be [0.676, 1.4792] and
[−0.3819, 0.3819] radians, respectively. Moreover, the input
delay margin from the proposed approach is computed to be
2.05091 seconds.
Further, for an undirected cycle among 5 agents with
L =


2 −1 0 0 −1
−1 2 −1 0 0
0 −1 2 −1 0
0 0 −1 2 −1
−1 0 0 −1 2

, the distributed consensus
protocol achieves consensus for any c< 0.1382. With c= 0.12,
the gain margin and phase margin from the proposed approach
is calculated to be [0.6673, 1.4986] and [−0.1066, 0.1066] ra-
dians, respectively. On the other hand, the disk-based gain and
disk-based phase margins are computed to be [0.6980, 1.0472]
and [−0.0461, 0.0461] radians, respectively. Moreover, the
input delay margin from the proposed approach is computed
to be 0.1066 seconds. To that end, the proposed approach
provides less conservative and accurate gain and phase mar-
gins within which the multi-agent system remains stable and
achieves consensus, compared to disk-based gain and phase
margins.
VI. CONCLUSION
In this paper, we have studied the stability of the multi-agent
system under gain, phase, and input delay perturbations where
each agent in the graph-based interconnection network is a
linear time-invariant multi-input multi-output system. Based
on the consensus protocol under a static graph communication
topology, we provide a computational strategy to compute the
gain, phase, and input delay margins for multi-agent systems
using the approach of multiplicative perturbation. Conditions
for the gain, phase and delay independent stability of multi-
agent system are discussed. To illustrate the effectiveness of
the proposed framework, a numerical example with various
graph structures was presented which depicted the lower
conservativeness of the proposed approach as compared to
disk-based gain and phase margins.
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APPENDIX A
With U = Gp( jωp)+Gp( jωp)
∗, V = Gp( jωp)
∗ Gp( jωp)
and w= zp, optimization problem in (23) can be rewritten as
minimize [w∗Uw]
subject to w∗w= 1
w∗Vw= 1
(44)
It is straightforward to show that the complex optimization
problem in (44) is equivalent to the following optimization
problem from the work carried out in [38]:
minimize
[
(aT,bT)
(
Re(U) Im(U)
−Im(U) Re(U)
)(
a
b
)]
subject to a2i +b
2
i = 1 i= 1,2, . . . ,n
(aT,bT)
(
Re(V) Im(V)
−Im(V) Re(V)
)(
a
b
)
= 1
a,b ∈ Rn
(45)
Let Q =
(
Re(U) Im(U)
−Im(U) Re(U)
)
, R =
(
Re(V) Im(V)
−Im(V) Re(V)
)
,
y=
(
a
b
)
in (45). Now, the transformed optimization problem
becomes
min yTQy
subject to yTy= 1
yTRy= 1
y ∈ R2n
(46)
The constrained optimization problem in (46) is a set
of quadratic optimization problems with nonlinear equality
constraints which can be solved by solving the Karush-
Kuhn-Tucker (KKT) optimality conditions [39]. Moreover, the
optimization problem in (46) can be equivalently written as un-
constrained minimization problem by defining the Lagrangian
as
L (y,µ1,µ2) = y
TQy+ µ1
(
yTy− 1
)
+ µ2
(
yTRy− 1
)
(47)
where, µ1 and µ2 are the scalar Lagrange multipliers associ-
ated with the equality constraints [40]. Let (yo, µo1 , µ
o
2 ) be
the optimal solution to the optimization problem. Since y∗
minimizes L (y,µo1 ,µ
o
2 ) over y, its gradient must vanish at
yo. Hence, the KKT conditions which are necessary for the
optimality can be written as follows:
yo
T
yo− 1=0
yo
T
Ryo− 1=0
Qyo+ µo1y
o+ µo2Ry
o =0
(48)
The KKT optimality conditions are a set of 2n+2 equations
with 2n+2 unknown variables. The optimal solution obtained
from solving (48) system of equations is the global minima
to the original problem in (46) if following KKT sufficient
optimality condition holds:
Q+ µo1I2n+ µ
o
2R≥ 0 (49)
Thus, any numerical routine that can generate the local
optimum (yo, µo1 , µ
o
2 ) by solving (48) and eventually satisfies
(49) gives the global optimum y. One of the available routines
in the literature to obtain the global solution is the iterative
Newton-Raphson’s algorithm [41]. Once vector y is obtained
by solving the optimization problem (46), the vectors a ∈ Rn
and b ∈ Rn can be calculated and, the vector w ∈ Cn or
equivalently zp ∈ C
n and vp ∈ C
n can be obtained as
zp =a+ jb
vp =−Gp( jωp)zp
(50)
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APPENDIX B
With U = Gp( jωp), V = Gp( jωp)
∗ Gp( jωp) and w = z˜p,
optimization problem in (38) can be rewritten as
minimize [w∗Vw]
subject to w∗Uw= 1
w∗( jI)Uw = 0
(51)
It is straightforward to show that the complex optimization
problem in (51) is equivalent to the following optimization
problem.
minimize
[
(aT,bT)
[(
Re(V) Im(V)
−Im(V) Re(V)
)
+ I2n
](
a
b
)]
subject to
(aT,bT)
(
Re(U) Im(U)
−Im(U) Re(U)
)(
a
b
)
= 1
(aT,bT)
(
Re( jI) Im( jI)
−Im( jI) Re( jI)
)(
Re(U) Im(U)
−Im(U) Re(U)
)(
a
b
)
= 0
a,b ∈ Rn
(52)
Now, to further simplify (52), let Q =(
Re(U) Im(U)
−Im(U) Re(U)
)
, R =
(
Re(V) Im(V)
−Im(V) Re(V)
)
, y =
(
a
b
)
,
J =
(
Re( jI) Im( jI)
−Im( jI) Re( jI)
)
. To that end, optimization problem
in (52) becomes
min yT (R+ I2n)y
subject to yTQy= 1
yTJQy= 0
y ∈ R2n
(53)
The optimization problem in (53) can be equivalently writ-
ten as unconstrained minimization problem by defining the
Lagrangian as in (47) and similar KKT conditions as in (48)
and (49) can be derived. Once vector y is obtained by solving
the optimization problem (53), the vectors a ∈Rn and b ∈Rn
can be calculated and, the vector w ∈ Cn or equivalently
z˜p ∈ C
n and v˜p ∈ C
n can be obtained as
z˜p =a+ jb
v˜p =−Gp( jωp)z˜p
(54)
