Abstr act. As governments across the world provide more and more support to open data initiatives and web 2.0 channels for engaging citizens, researchers orient themselves towards future internet, wisdom of crowds and virtual world experiments. In this context, the domain of ICT for Governance and Policy Modelling has recently emerged to achieve better, participative, evidence-based and timely governance. This paper presents a taxonomy classifying the research themes, the research areas and the research sub-areas that challenge this domain in order to deal with its diversity and complexity. Taking into account advancements in research, policy and practice, the taxonomy brings together the open, linked data and visual analytics philosophy; the social media buzz taming collective wisdom in decision-making; and the future internet approaches around cloud computing, internet of things and internet of services, while embracing the collaborative policy modelling aspects and the safeguarding against misuse implications. Along these ways of evolution, future scenarios in ICT for Governance and Policy Modelling are promising to reach the target of a better, participative, evidence-based and timely governance, while taming greater complexity and attracting citizens'
involvement. ICT for Governance and Policy Modelling has emerged as an umbrella term for a number of technologies that can be applied in order to achieve the common goal of improving public decision-making in the age of complexity. They aim at making the policy-making cycle more effective and more intelligent, and at accelerating the learning path embedded in the policy cycle. However, this is often characterized as a very diverse, not yet consolidated domain, since:
• It is highly multidisciplinary, involving disciplines such as: information systems, engineering, mathematics, statistics, economics, sociology, design and user interface, political science [20] .
• It brings together different cultural approaches to research and development:
innovation in the field of policy modelling, forecasting and simulation is theory-led and academic, while the fields of mass collaboration, participation and visualization are more practice-based and user-driven. In recent years we have assisted to a flourishing of ICT tools to support governments in designing policies [10] . However, such tools are not often adopted successfully, also due to fragmentation between academic fields, application areas and approaches to innovation.
In this context, this paper presents a taxonomy of the research areas related to the domain of ICT for Governance and Policy Modelling. It was created in the context of the CROSSROAD project [15] , a Support Action funded by the European Commission in order to deliver a Research Roadmap on ICT for Governance and Policy Modelling. In alignment with its definition as the practice and science of classification, the proposed taxonomy aims to clarify the research areas of interest, deal with their complexity, structure any state of the art analysis attempt in the domain in a more formalized way and guide the future research activities in the years to come. The taxonomy proposed builds on relevant work undertaken in the context of electronic government, such as the eGovRTD2020 [13] or eGovernance in general [17] , [29] , and other related fields research reports, i.e. the Enterprise Interoperability Research Roadmap [9] and generally the Future of the Internet [16] , [18] , [19] .
The structure of this paper is as follows: Section 2 outlines the methodology followed during the design of the proposed taxonomy. Section 3 gives an overview of the Research Areas Taxonomy extended over three levels and containing more than 100 nodes. Section 4 finally presents the conclusions and future steps towards expansion and sustainability of the taxonomy by the broader research community.
Methodology
The overall vision that leads the definition of the Research Areas Taxonomy can be summarized as: "Forward-looking, innovative research topics and themes emerging from various disciplines, sciences and practices, independently of their existing relation to ICT for Governance & Policy Modelling with a view to present and future needs will be included and investigated in the proposed Research Areas Taxonomy."
In order to avoid ambiguity, contradiction and omission and reach consensus among the community, the methodology for building the proposed Research Areas Taxonomy includes the following steps:
1. Definition of a common taxonomy glossary in order to ensure common understanding of key terms:
• ICT for Governance and Policy Modelling (FP7 2009-2010 Objective 7.3) is defined as the Research Domain.
• The first level of the taxonomy can be also referred to as Research Theme, i.e. a broad thematic category, containing a number of research areas (at lower levels), which describes a set of approaches and actions that could be undertaken to advance the theme ICT for Governance and Policy Modelling
• The second level of the taxonomy is defined as core Research Area, compromising of similar and in many cases competitive technologies, tools or methodologies that look into progress in a specific Research Theme
• The third level of the taxonomy includes Research Sub-Areas including technologies, tools or methodologies which target at the same Research Area, yet cannot be directly compared 2. Outlining a set of baseline guidelines and rules that will guide the design of the Taxonomy:
• The levels in which the taxonomy extends for the CROSSROAD purposes are 3 with each level including from three to seven sub-levels. Taxonomy were continually revisited at the second and third level in order to ensure, on the one hand, its alignment with the research domain and, on the other hand, its completeness and soundness. Generally, the potential sources of information for the taxonomy constitute a mixture of the research, policy, practice and market aspects. Apart from traditional search engines (Google, Bing, etc.) and academic literature databases (Scopus, ISI Web of Knowledge, Elsevier, SpringerLink, IEEE, Google Scholar, etc.) for searching information, social media such as blogs, Twitter hashtags and delicious bookmarks tags were investigated in order to collect the necessary supportive material spanning: Research papers and thesis; Relevant academic Literature and Books; Relevant Project Deliverables as retrieved from the project websites. Particular emphasis has been given to the recent FP7 projects [16] , since the results of most FP6 projects have already been underpinned by FP7 projects; Government Initiatives and Strategies; Directives from the European Union; Policy-making initiatives at panEuropean, national and international level, such as i2010, IDABC, ISA; Cases and publications in information gathering portals, such as ePractice; Experts' Positions as expressed in white papers and / or blogs; Industry visions and reports, such as the Gartner hypecycle; Outcomes of forecasting models or other roadmapping projects. In contrast to the past focus of "making services available online", the current strategic direction in Electronic Governance appears to be transparency and "making public data available for reuse" [24] . In this context, Open Government Information and Intelligence aims at making the long quest for transparency a reality by: Opening up data for public consumption and exploitation; Linking data in advanced applications that allow citizens to browse across datasets and mash-ups; and Visual analyzing and reasoning over public data and facts since government can no longer hide behind analysis and charts they themselves provide due to the combination of open data and visualization tools. Table 2 shows an extract of the research areas and sub-areas of the research theme Open Government Information and Intelligence for Transparency.
Open Data is a philosophy and practice requiring that certain data are freely available to everyone, without restrictions from copyright, patents or other mechanisms of control. The Open Government Working Group [28] Linked Data, a term coined by Tim Berners-Lee in his Linked Data Web architecture note [4] , is about using the Web to connect related data that wasn't previously linked, or using the Web to lower the barriers to linking data currently linked using other methods. The basic assumption behind Linked Data is that the value and usefulness of data increases the more it is interlinked with other data, with the ultimate goal to enable people to share structured data on the Web as easily as they can share documents today [6] .
Taking into account that today, data is created and published at an incredible rate and the ability to collect and store the data is increasing at a faster rate than the ability to analyze it, Visual Analytics is characterized as an emerging area of research and practice that aims at integrating the outstanding capabilities of humans in terms of visual information exploration and the enormous processing power of computers to form a powerful knowledge discovery environment [1] , allowing them to make wellinformed decisions in complex situations [22] . Today, as citizens become more and more engaged in Social Media and vocal in raising their opinion as User Generated Content in the web [31] , governments need to look into the following research areas: Social Computing, Citizen Engagement and Public Opinion Mining and Sentiment Analysis as analyzed in Table 3 . Social Computing in the Public Sector is defined as a social structure in which technology puts power in communities, not institutions [11] , as well as a set of open, web-based and user-friendly applications that enable users to network, share data, collaborate and co-produce content [2] . Three tenets actually define social computing: 1) innovation will shift from top-down to bottom-up; 2) value will shift from ownership to experience; and 3) power will shift from institutions to communities.
Citizen Engagement is often referred to as eParticipation or eDemocracy. However, a distinction needs to be made among these two terms and the broader concept of citizen engagement and the emerging Wisdom of Crowds, as eParticipation is "the use of information and communication technologies to broaden and deepen political participation by enabling citizens to connect with one another and with their elected representatives" [23] .
Finally, Public Opinion Mining and Sentiment Analysis can be defined as a subdiscipline of computational linguistics [5] that focuses on extracting people's opinion from the web. Given a piece of text, opinion-mining systems analyze: Which part is expressing an opinion; Who wrote the opinion; and What is being commented. Sentiment analysis, on the other hand, is about determining the subjectivity, polarity (positive or negative) and polarity strength (weakly positive, mildly positive, strongly positive, etc.) of a piece of text -in other words: What is the opinion of the writer [26] . 
Policy Modelling
Policy Modelling aims at including all the necessary pieces required during policy making procedures, such as policy analysis, modelling, simulation, visualisation and evaluation (see e.g. [20] ). In this context, this research theme aims at establishing a concrete set of methodologies, which will allow the creation of fair, transparent, well structured and benefit-optimized policies indicatively by:
• Analysing the policy landscape of the present and the past and setting the targets for the future.
• Modelling policies and the various environmental factors in a commonly agreed manner depending on each issue.
• Simulating the policies under discussion for gaining direct feedback from
artificial, yet realistic test beds and evaluation in an ex-ante manner the possible options.
• Visualising the various policies, their impacts and their underlying information (from general policy directions to discussion arguments on those) towards increased citizen participation and increased and faster comprehension of complex problems. Table 4 shows an extract of the research areas and sub-areas of this research theme. 
Identity Management and Trust in Governance
While "Anywhere anytime" computing systems and devices retrieve, validate, process and store personal and business information, identity management, privacy and trust aspects gain more and more momentum within Governance in order to safeguard citizens and public authorities data from misuse. In particular, the Research Theme "Identity Management and Trust in Governance" consists of the following research areas: Identity Management (IDM), Privacy and Trust as depicted in Table 5 . Identity Management (IDM) is the set of processes, and a supporting infrastructure for the creation, maintenance, and use of digital identities. Identity management is an ongoing and evolving strategy that leverages technology to automate and unify existing practices, and provide a consistent service-oriented architecture for applications to access user information securely.
Privacy is the ability of a citizen or a group of citizens to efficiently control the information they make public within a community and to seclude sensitive related personal information. Finally, Trust between two or more collaborating partners, such as citizens and public organizations, is founded on the presence of a robust and efficient legal and statutory framework. 
Future Internet for Collaborative Governance
Internet is believed to radically change in the next decade and is foreseen as a seamless fabric of connectivity integrating all the different Internet entities -devices, sensors, services, things and people [18] . Future Internet is expected to provide the tools and methods towards an environment of high trust and increased Participation, which in turn are fundamental requirements in order to succeed in a "Co-production of Government". Future Internet is thereby understood in terms of Cloud Computing, Internet of Things, Internet of Services, and Future Human / Computer Interaction Applications and Systems, as depicted in Table 6 . According to [7] , a Cloud is a type of parallel and distributed system consisting of a collection of inter-connected and virtualized computers that are dynamically provisioned and presented as one or more unified computing resource(s) based on service-level agreements established through negotiation between the service provider and the consumers. Cloud computing holds a number of advantages for the government, including "reduced cost, increased storage, higher levels of automation, increased flexibility, and higher levels of employee mobility." [12] Internet of Things (IoT) is also an integrated part of Future Internet and is defined by the EC as: "A dynamic global network infrastructure with self configuring capabilities based on standard and interoperable communication protocols where physical and virtual "things" have identities, physical attributes, and virtual personalities and use intelligent interfaces, and are seamlessly integrated into the information network [19] ."
Internet of Services is defined as "... a vision of the Internet of the Future, where organizations and individuals can find software as services on the Internet, combine them, and easily adapt them to their specific context. Users should be able to use software services that do exactly what they need" according to the Software & Service Architectures and Infrastructures initiative [14] .
Finally, Human-computer interaction (HCI) is the study of interaction between people (users) and computers. Interaction between users and computers occurs at the user interface, which includes both software and hardware 1 Utilizing research roadmaps, academic papers and project deliverables, the proposed Research Areas Taxonomy highlights various research questions and challenges that have emerged and must be overcome, while restricting (to the extent that it is possible) mature research areas without many open research issues that have been embraced by market and practice implementations. Future steps across the CROSSROAD Research Areas Taxonomy include iterative modifications in order to embrace future research challenges (for the years to come) in the domain of ICT for Governance and Policy Modelling which now do not have sufficient background to overpass the methodology thresholds and be included in the current version of the taxonomy. The taxonomy will be further used in the CROSSROAD project to develop a roadmap of future research for ICT for Governance and Policy Modelling. It will therefore help to dig into the state of the art in the research field, and it will be used in the scenario generation and gap analysis to further develop the intended research roadmap.
