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Pre´face
Dans cette the`se, nous e´tudions diffe´rents aspects du proble`me inverse des transformations
de rayon ponde´re´es et de Radon dans les espaces euclidiens.
D’une part, nos e´tudes sont motive´es par des applications des transformations de type
Radon en tomographies, par exemple, en tomographie par rayons X, en tomographies d’e´mi-
ssion (PET, SPECT), en tomographie optique, en tomographie de fluorescence et dans beau-
coup d’autres domaines.
D’autre part, incidemment, nous avons obtenu des re´sultats surprenants sur l’injectivite´
et la non-injectivite´ pour le proble`me inverse mentionne´ ci-dessus pour une grande classe de
poids et de fonctions test. Ces derniers re´sultats peuvent eˆtre conside´re´s comme purement
mathe´matiques au regard de nos re´sultats applique´s.
Le texte lui-meˆme est base´ sur cinq articles qui sont divise´s en deux parties. Ces parties
refle`tent les deux pendants de la the`se - le coˆte´ oriente´ applications et le coˆte´ purement
mathe´matique.
Les articles de la premie`re partie sont les suivants :
1. Goncharov F. O., Novikov R. G., An analog of Chang inversion formula for weighted
Radon transforms in multidimensions, EJMCA, 4(2): 23-32, 2016.
2. Goncharov F. O., An iterative inversion of weighted Radon transforms along hyper-
planes, Inverse Problems, 33 124 005, 2017.
Dans l’article 1, nous prouvons un re´sultat conceptuel qui peut s’entendre comme suit :
dans de nombreuses tomographies, les donne´es fournies par les transformations des rayons
ponde´re´es admettent une re´duction naturelle a` des donne´es fournie par des transformations
de Radon ponde´re´es (pour un autre poids) le long de plans en 3D. Une telle re´duction permet
de reformuler le proble`me inverse d’origine pour les transformations des rayons ponde´re´es
en un autre proble`me inverse pour les transformations de Radon ponde´re´es le long des hy-
perplans. Dans les articles 1, 2, nous de´veloppons plus avant cette ide´e et pre´sentons deux
nouvelles me´thodes d’inversion des transformations de Radon ponde´re´es en trois dimensions.
Le re´sume´ de´taille´ de nos re´sultats de la partie I avec expe´riences nume´riques est donne´ dans
la sous-section 4.1 du chapitre 1. Les articles 1 et 2 sont pre´sente´s dans les chapitres 3 et 4.
Les articles de la deuxie`me partie sont les suivants :
3. Goncharov F. O., Novikov R. G., An example of non-uniqueness for the weighted
Radon transforms along hyperplanes in multidimensions, Inverse Problems 34 054001,
2018.
4. Goncharov F. O., Novikov R. G., An example of non-uniqueness for Radon trans-
forms with continuous positive rotation invariant weights, Journal of Geometric Anal-
ysis 25(4): 3807-3828, 2018.
5. Goncharov F. O., Novikov R. G., A breakdown of injectivity for weighted ray trans-
forms in multidimensions, (to appear) Arkiv fo¨r Matematik, hal-01635188v3, 2019
Dans les articles 3-5, nous donnons quelques contre-exemples de l’injectivite´ pour les
transformations des rayons ponde´re´es et de Radon en multidimensions. Bien suˆr, un contre-
exemple a` l’injectivite´ pour ces transformations n’aide pas a` re´soudre directement un proble`me
inverse particulier. Mais elle aide a` mieux comprendre les limites de l’applicabilite´ des
me´thodes mathe´matiques et nume´riques pour re´soudre ces proble`mes. Un contre-exemple a`
l’injectivite´ est inte´ressant s’il semble “proche” d’un cas ou` une transformation de type Radon
5
devient injective. C’est le cas avec nos re´sultats. Dans la sous-section 4.2 du chapitre 1 nous
donnons un re´sume´ des contributions donne´es par nos contre-exemples. Les articles 3-5 se
trouvent dans les chapitres 5-7 de la partie II de la the`se.
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Preface
In this thesis we study different aspects of the inverse problem for weighted ray and Radon
transforms in Euclidean spaces.
On one hand, our studies are motivated by applications of Radon-type transforms in
tomographies, for example, in X-ray tomography, emission tomographies (PET, SPECT),
optical tomography, flourescence tomography and in many others.
On the other hand, by chance, we have obtained some surprising results on injectivity
and non-injectivity for the aforementioned inverse problem for a large class of weights and
test-functions. The latter results can be considered as purely mathematical in view of our
applied-oriented results.
The text itself is based on five articles which are splitted in two parts. These parts reflect
the two sides of the thesis – applications-oriented side and purely mathematical side.
The articles of the first part are the following:
1. Goncharov F. O., Novikov R. G., An analog of Chang inversion formula for weighted
Radon transforms in multidimensions, EJMCA, 4(2): 23-32, 2016.
2. Goncharov F. O., An iterative inversion of weighted Radon transforms along hyper-
planes, Inverse Problems, 33 124 005, 2017.
In Article 1 we prove a conceptual result which may sound as follows: in many tomogra-
phies the data given by weighted ray transforms admits a natural reduction to a data given by
weighted Radon transforms (for another weight) along planes in 3D. Such a reduction allows
to reformulate the original inverse problem for weighted ray transforms to another inverse
problem for weighted Radon transforms along hyperplanes. In Articles 1, 2 we develop fur-
ther this idea and present two new methods for inversion of weighted Radon transforms in
three-dimensions. The detailed resume of our results from Part I with numerical experiments
is given in Subsection 4.1 of Chapter 2. Articles 1, 2 are presented in Chapters 3, 4.
The articles of the second part are the following:
3. Goncharov F. O., Novikov R. G., An example of non-uniqueness for the weighted
Radon transforms along hyperplanes in multidimensions, Inverse Problems 34 054001,
2018.
4. Goncharov F. O., Novikov R. G., An example of non-uniqueness for Radon trans-
forms with continuous positive rotation invariant weights, Journal of Geometric Anal-
ysis 25(4): 3807-3828, 2018.
5. Goncharov F. O., Novikov R. G., A breakdown of injectivity for weighted ray trans-
forms in multidimensions, (to appear) Arkiv fo¨r Matematik, hal-01635188v3, 2019
In Articles 3-5 we give some counterexamples to injectivity for weighted ray and Radon
transforms in multidimensions. Of course, a counterexample to injectivity for these trans-
forms does not help to solve directly a particular inverse problem. But, at the same time, it
helps to understand better the limits of applicability of mathematical and numerical meth-
ods for solving these problems. A counterexample to injectivity is interesting if it appears to
be “close” to a case when a Radon-type transform becomes injective. This is what happened
to our results. In Subsection 4.2 of Chapter 2 we give resume of the contributions given by
our counterexamples. Articles 3-5 are given in Chapters 5-7 of Part II of the thesis.
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Introduction (en franc¸ais)
1 Un interme`de historique a` la transformation de type
Radon
Äâà ÷óâñòâà äèâíî áëèçêè íàì 
Â íèõ îáðåòàåò ñåðäöå ïèùó 
Ëþáîâü ê ðîäíîìó ïåïåëèùó,
Ëþáîâü ê îòå÷åñêèì ãðîáàì.
À. Ñ. Ïóøêèí (Pouchkine), 1830
Dans cette section, nous donnons un court aperc¸u historique de la suite d’e´ve´nements qui
me`ne au de´veloppement des transformations de type Radon. Nous croyons que cette suite a
sa propre esthe´tique et peut bien servir d’introduction au contenu de cette the`se.
1.1 L’he´ritage de Minkowski-Funk-Radon
Les premiers re´sultats de ce que nous appelons maintenant les “transformations de type
Radon” datent du de´but du 20e`me sie`cle et apparoussent les publications de Hermann
Minkowski [Mi04], Paul Funk [Fu13] et Johann Radon [Ra17]. En particulier, chacun de
ces mathe´maticiens a examine´ un proble`me ge´ome´trique conduisant a` des conside´rations de
transformations inte´grales correspondantes. Celles-ci se sont finalement re´ve´le´es fondamen-
tales dans de nombreux domaines des mathe´matiques pures et applique´es.
1Par exemple, le travail original de Minkowski e´tait lie´ a` un proble`me de ge´ome´trie
convexe dans lequel l’auteur a e´tudie´ des objets appele´s les corps de largeur constante. De
nos jours, le re´sultat de ce travail est aussi connu sous le nom de The´ore`me de Minkowski
qui dit que les corps de circonfe´rence constante sont des corps de largeur constante. Dans
sa preuve Minkowski, en particulier, a utilise´ la formule suivante
Mf(θ) =
∫
S2∩Σ(θ)
f(σ) dσ, θ ∈ S2, (1.1)
ou` Σ(θ) = {x ∈ R3 : x · θ = 0}, dσ est une mesure de longueur uniforme sur S2 et f est une
fonction sur S2. De la formule (1.1) on peut voir que les inte´gration sont e´te´ realise´es sur de
grands cercles de S2 et, en fait, les deux fonctions f, Mf , n’e´taient pas arbitraires et avaient
un sens ge´ome´trique spe´cifique ; voir [Mi04] pour les de´tails. Ainsi, il e´tait encore trop toˆt
1Dans cette partie de l’exposition sur P. Funk et H. Minkowski nous avons utilise´, en particulier, un
sympathique article [Da10].
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pour parler de M comme d’une transformation inte´grale jusqu’a` l’œuvre de P. Funk en 1913.
De´signe´ par son encadrant de the`se, David Hilbert, pour examiner le travail de Minkowski,
Paul Funk a conside´re´ le proble`me suivant :
reconstruire la fonction f sur S2 a` partir de ses inte´grales Mf de´finies dans (1.1). (1.2)
Une telle formulation a e´videmment fait apparaˆıtre M comme une transformation des
fonctions sur S2 et elle a e´te´ e´tudie´e par Funk dans sa the`se de doctorat et dans sa publi-
cation ulte´rieure [Fu13]. En particulier, une des applications de M pre´sente´es dans [Fu13]
e´tait une de´rivation simple et e´le´gante du the´ore`me de Minkowski. De nos jours, la transfor-
mation M avec ses ge´ne´ralisations a` des dimensions plus e´leve´es est connue sous le nom de
transformation de Funk-Minkowski et elle est utilise´e, par exemple, en ge´ome´trie convexe et
inte´grale, en analyse harmonique, en e´quations diffe´rentielles et dans certains domaines con-
nexes des mathe´matiques applique´es, par exemple, en tomographie photo-acoustique (PAT) ;
voir [Ka18] et ses re´fe´rences.
2Apre`s les travaux de Minkowski et Funk, le mathe´maticien autrichien Johann Radon,
motive´ par des applications en physique mathe´matique, a conside´re´ un proble`me similaire :
reconstruire la fonction f sur R2 a` partir de ses inte´grales
le long de toutes les droites dans R2.
(1.3)
En d’autres termes, Radon a e´tudie´ l’inversion de la transformation R donne´e par la formule
suivante3 :
Rf(s, θ) =
+∞∫
−∞
f(sθ + tθ⊥) dt, s ∈ R, θ = (cosϕ, sinϕ) ∈ S2, ϕ ∈ [0, 2pi], (1.4)
ou` θ⊥ = (− sinϕ, cosϕ) et ou` la fonction f est suffisamment re´gulie`re sur R2 avec une
de´croissance ade´quate a` l’infini. Dans son travail, Radon a re´solu le proble`me (1.3) en
proposant des formules d’inversion analytiques exactes pourR−1 qui sont maintenant connues
sous le nom de formules d’inversion classiques de Radon ; voir [Ra17] pour les de´tails. Par
ailleurs, outre les formules d’inversion, Radon a propose´ la ge´ne´ralisation suivante de (1.2)
et (1.3) :
reconstruire la fonction f sur une surface S a` partir
de ses inte´grales sur une famille de courbes C sur S.
(1.5)
Dans les conside´rations de Funk et Minkowski la surface S e´tait la sphe`re S2 et les courbes C
e´taient des ge´ode´siques (ou, e´galement, des grands cercles). De meˆme, dans les conside´rations
de Radon, les courbes C e´taient les ge´ode´siques mais sur le plan R2. Une autre direction
propose´e e´tait d’envisager des ge´ne´ralisations de R a` partir de (1.4) en dimension plus e´leve´e4,
ou` les inte´grations seraient prises le long des hyperplans de Rd, d > 2. Cela e´tait donc une
e´tape philosophique importante : passer des conside´rations particulie`res de Minkowski en
2Il y a aussi une remarque de Bockwinkel [Bo06], disant qu’une transformation de l’inte´gration d’une
fonction sur R3 sur des plans bidimensionnels e´tait de´ja` connue de H. Lorentz. En outre, il est atteste´ que
Lorentz avait une formule d’inversion pour cette transformation dans ses notes de cours.
3Ici nous pre´sentons les transformations de Funk-Minkowski et de Radon comme deux applications
diffe´rentes. Mais, en fait, les deux sont des versions diffe´rentes de la transformation projective de Radon ;
voir [G+03].
4Dans le travail original de Radon, l’auteur de´rive aussi des formules d’inversion exactes pour toute
dimension d ≥ 2, quand les inte´grations sont prises le long des hyperplans.
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ge´ome´trie convexe a` une volonte´ d’e´tudier une toute nouvelle classe de transformations de
type inte´gral que nous appelons maintenant - transformations de type Radon.
Il est inte´ressant de noter que l’article [Ra17], conside´re´ comme central, le plus honore´
aujourd’hui par les spe´cialistes dans de nombreux domaines des mathe´matiques pures et
applique´es, ne semblait pas eˆtre si important pour Radon lui-meˆme ; voir aussi [RaSch18].
En particulier, dans la ne´crologie de son colle`gue Paul Funk au professeur Radon [Fu13a],
l’auteur a mentionne´ des re´alisations mathe´matiques exceptionnelles de Radon (nombres de
Radon, The´ore`me de Radon-Nykodim, The´ore`me de Radon-Riesz) mais ignore´ la transfor-
mation de Radon. Cela n’a rien d’e´tonnant, puisqu’au de´but du XXe sie`cle, il n’y avait pas
d’ide´es d’application des transformations de Radon et, du point de vue mathe´matique, ces
re´sultats n’e´taient pas conside´re´s comme une avance´e capitale.
Ne´anmoins, le de´veloppement mathe´matique de ces transformations s’est poursuivi. En
1927, le mathe´maticien allemand Philomena Mader a publie´ de nouvelles formules d’inversion
pour R−1 en dimensions d ≥ 2 ; voir [Ma27]. Un travail tre`s important a e´te´ fait par Fritz
John dans son livre [Jo55], ou` il a applique´ la transformation de Radon pour construire des
solutions pour les proble`mes de Cauchy pour les e´quations hyperboliques et elliptiques aux
de´rive´es partielles. Les formules re´sultantes e´taient base´es sur la de´composition des fonctions
en ondes planes, mais contrairement a` la “me´thode de Fourier”, des inte´grales planes au
sens de J. Radon ont e´te´ utilise´es. De plus, il semble aussi que F. John ait e´te´ le premier
a` proposer d’appeler les transformations inte´grales “transformations de Radon” ; voir p.2
dans l’Introduction de [Jo55]. Entre les anne´es 60 et 70, graˆce aux travaux d’Israel Gelfand
et de ses co-auteurs, de Harish-Chandra et de Sigurdur Helgason, les transformations de
Radon ont commence´ a` apparaˆıtre dans les e´tudes des fonctions ge´ne´ralise´es, la the´orie de la
repre´sentation des groupes de Lie et en analyse harmonique ; voir [G+59], [G+69], [G+62],
[HC58], [HC58a], [He65], [He65a], [He66], [He70]. La philosophie de ces e´tudes consiste en
une approche the´orique de groupe a` la transformation de Radon ou` elle est de´finie comme
une application entre une paire d’espaces homoge`nes pour un certain groupe de Lie G qui
admet ce qui est appele´ une double fibration. Cette approche a e´galement e´te´ ge´ne´ralise´e par
Gelfand et son e´cole pour le cas des varie´te´s sans action d’un groupe de Lie mais avec une
structure de double fibration. Une tre`s bonne re´fe´rence sur les transformations de Radon
qui suit cette approche est un livre de Sigurdur Helgason [He99].
Le but des re´fe´rences donne´es ci-dessus est d’expliquer l’inte´reˆt grandissant pour les
transformations de type Radon chez les mathe´maticiens. Partant d’exemples tre`s concrets a`
l’origine les transformations ont tre`s vite e´te´ e´tudie´es d’un point de vue beaucoup plus ge´ne´ral
a` l’aide nombreuses the´ories modernes. Cependant, ce n’est qu’une facette de l’histoire.
Les mathe´matiques contiennent une quantite´ e´norme de beaux re´sultats et du re´cit de leur
de´couvertes, et dans ce sens, les transformations de Radon ne sont pas uniques. Nous
aurions pu continuer ici l’exposition du de´veloppement mathe´matique de la transformation
de Radon jusqu’a` nos jours (ce qui ne serait pas facile non plus), mais il y aurait une faille
chronologique. La raison en est une se´rie de rede´couvertes inattendues de ces derniers dans
des domaines comple`tement nouveaux dont nous parlons dans la sous-section suivante.
1.2 Rede´couvertes, les Beatles et le prix Nobel
Bien que les transformations de Radon aient e´te´ connues de nombreux mathematiciens dans
les anne´es 50 du sie`cle dernier, elles ont e´merge´ de manie`re inattendues dans un tout nouveau
domaine d’application – la tomographie assiste´e par ordinateur.
Le re´sultat pionnier appartient ici a` un physicien sud-africain et ame´ricain Allan MacLeod
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Cormack5. Dans les anne´es 1950, il e´tait charge´ de cours au de´partement de physique de
l’Universite´ du Cap et il menait e´galement ses propres recherches en physique nucle´aire. En
fait, comme Cormack l’a de´crit lui-meˆme [Co80a], le travail a` l’Universite´ du Cap a` cette
e´poque e´tait assez solitaire puisqu’il y avait tre`s peu de physiciens nucle´aires dans le pays.
A` la fin de 1955, en raison de la de´mission d’un physicien hospitalier local, Cormack s’est
vu propose´ de prendre sa place dans le de´partement de radiologie jusqu’a` ce qu’un nouveau
spe´cialiste soit trouve´. Selon les lois sud-africaines, seule une personne qualifie´e pouvait
donner l’autorisation d’utiliser des isotopes radioactifs sur les patients et, par chance, Cor-
mack semblait eˆtre la seule personne de l’universite´ a` manipuler de tels isotopes. Travaillant
quelques heures par semaine pendant six mois a` l’hoˆpital Groot Schurr, il a eu l’occasion de
voir des proce´dures diagnostiques et radiologiques.
En particulier, l’un des proble`mes importants pour les me´decins e´tait de controˆler la
quantite´ de radiations de´livre´es a` un patient en utilisant une telle proce´dure. Encore une
fois, d’apre`s les souvenirs de Cormack [Co80a], les pratiques de l’e´poque e´taient plutoˆt
grossie`res, il e´tait donc ne´cessaire d’ame´liorer ces proce´dures. Pour mieux controˆler la dose
de rayonnement de´livre´e, il faut au moins connaˆıtre les valeurs d’atte´nuation des tissus dans
les re´gions traverse´es par les rayons X. Le proble`me initial conside´re´ par Cormack e´tait donc
de reconstruire l’application d’atte´nuation a` l’aide de radiographies.
En 1956, la loi exponentielle d’atte´nuation dans les milieux homoge`nes (la loi de Beer)
e´tait connue depuis pre`s de 60 ans de´ja`. Ayant cela a` l’esprit et remarquant que les tissus
sont caracte´rise´s par leur atte´nuation, Cormack a rapidement compris que le proble`me e´tait
en fait mathe´matique.
a
I1 γ
I0
d
Figure 1.1 Loi d’atte´nuation de Beer
La loi d’atte´nuation de Beer a la forme suivante : si un rayon d’intensite´ I0 est e´mis dans
une re´gion de longueur d avec atte´nuation constante a, alors l’intensite´ du rayon a` la sortie
I1 est donne´e par la formule (voir la figure 1.1)
I1 = I0e
−d·a. (1.6)
D’apre`s (1.6) il est e´vident que pour les milieux he´te´roge`nes avec atte´nuation a = a(x), x ∈
R2, les intensite´s I0, I1 seront lie´es par la formule suivante :
I1 = I0 exp
(
−
∫
γ
a(x) dx
)
, (1.7)
ou` l’e´le´ment dx de´signe la mesure de Lebesgue uniforme le long du rayon γ. Ayant obtenu
5Dans cette partie de l’exposition, nous nous re´fe´rons principalement a` ses notes biographiques [Co80],
[Co80a] et a` ses publications phares [Co63], [Co64] sur la tomographie assiste´e par ordinateur.
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la formule (1.7), Cormack a re´duit le proble`me de reconstruction de a = a(x) au suivant :
reconstruire la fonction a = a(x) sur R2 a` partir de ses inte´grales Pa, avec
Pa(γ)
def
=
∫
γ
a(x) dx, ou` γ est un rayon sur R2;
de plus, il est suppose´ que a est a` support dans le domaine fixe ouvert de´limite´ D.
(1.8)
Bien que les transitions de (1.6) a` (1.8) puissent sembler assez naturelles au lecteur,
ce n’e´tait pas le cas au moment des e´ve´nements. En particulier, dans ses notes sur la
tomographie assiste´e par ordinateur [Co80], [Co80a], Cormack a fait remarquer qu’il ne
trouvait la formule (1.7) dans aucune des re´fe´rences a` sa disposition. Il a e´galement consulte´
des mathe´maticiens du Cap, des E´tats-Unis et du Royaume-Uni pour voir si le proble`me
(1.8) e´tait de´ja` re´solu.
Notez que le proble`me (1.8) e´tait exactement le meˆme que (1.3) conside´re´ par Radon
en 1917 ! Cependant, la motivation de A. Cormack e´tait comple`tement diffe´rente de celle
de Radon : l’application a = a(x) e´tait le coefficient d’atte´nuation des tissus, les rayons
γ repre´sentaient les trajectoires de propagation des rayons gamma e´mis et, finalement, le
“domaine fixe”D e´tait une tranche d’une re´gion dans laquelle la “proce´dure d’analyse” devait
avoir lieu. Quelle chance de trouver le meˆme proble`me, mais dans un domaine comple`tement
diffe´rent !
Malheureusement ou heureusement pour Cormack, il n’a pas re´ussi a` trouver des re´sultats
mathe´matiques de´ja` existants sur ce proble`me, il a alors cherche´ a` re´soudre (1.8) lui-meˆme.
Et une solution a e´te´ trouve´e et publie´e dans [Co63], [Co64]. La solution de Cormack
e´tait diffe´rente de celle de J. Radon, en particulier, dans son approche du proble`me6. Pour
re´sumer, il a de´compose´ la fonction a en une se´rie de composantes radiales et angulaires et
a e´tabli leurs relations avec Pa a` partir de (1.8) ; pour les de´tails, voir [Co63]. En outre,
pour cette publication, Cormack, avec ses colle`gues, a re´alise´ la premiere ve´ritable expe´rience
tomographique sur un mode`le synthe´tique a` syme´trie sphe´rique de bois et d’aluminium. Les
re´sultats de la reconstruction ont montre´ la pre´cision de sa me´thode. Dans la publication
suivante [Co64], Cormack a modifie´ certaines de ses formules d’inversion et a e´galement
pre´sente´ de nouveaux re´sultats nume´riques pour une expe´rience plus e´labore´e sur un mode`le
synthetique non sphe´rique. Les re´sultats e´taient encore une fois tre`s prometteurs, de sorte
que d’autres tentatives ont e´te´ faites pour inte´resser les physiciens hospitaliers a` sa me´thode.
Malheureusement, comme Cormack l’a lui-meˆme fait remarquer, ses re´sultats ont suscite´ tre`s
peu d’inte´reˆt jusqu’en 1971, anne´e ou` un premier scanner tomographique commercial est ap-
paru sur le marche´. Alors comment a-t-il pu apparaˆıtre si ce n’est pas par l’interme´diaire
des travaux de A. Cormack ?
La raison en e´tait un travail remarquable et inde´pendant d’une autre personne – Inge´nieur
e´lectricien britannique, Sir Godfrey Newbold Hounsfield7.
Apre`s la Seconde Guerre mondiale, au cours de laquelle Hounsfield a servi dans l’arme´e
de l’air britannique comme instructeur en me´canique radar, et avec l’aide de contacts e´tablis
lors de son service militaire, il a obtenu une bourse pour e´tudier au Faraday House Electrical
Engineering College a` Londres ; voir [Ho80], [Pi19]. Apre`s y avoir obtenu son diploˆme,
il a travaille´ chez Electronic and Musical Industries (EMI, Ltd.) dans le Middlesex ou` il
6Si on regarde attentivement [Co63] on constate que l’auteur a obtenu a` un moment donne´ une version de
la formule de J. Radon (formule (26) dans le texte original) qui ne donne une reconstruction exacte que pour
les fonctions syme´triques sphe´riques. En particulier, dans [Ra17] cela a e´te´ utilise´ pour obtenir la formule
d’inversion pour des fonctions arbitraires, mais cet argument e´tait absent du travail de Cormack.
7Godfrey Hounsfield a e´te´ fait chevalier en 1981.
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de´veloppait des syste`mes d’armes te´le´guide´es et des radars. Puis, apre`s un certain temps, il
s’est inte´resse´ a` la conception d’ordinateurs qui en e´taient a` leurs premiers balbutiements a`
l’e´poque. Par exemple, on compte au nombre de ses re´alisations au sein de l’EMI le premier
ordinateur britannique tout transistors – EMIDEC 1100.
L’entreprise avait confiance en ses capacite´s cre´atives et apre`s l’e´chec d’un projet pour
des raisons commerciales, on lui a propose´ de choisir un nouveau projet de recherche en
fonction de ses propres gouˆts. Notons qu’il est surprenant qu’une entreprise investisse de
l’argent dans la recherche pure.
Comme son nom l’indique, EMI ne produisait et ne vendait pas seulement des e´quipements
e´lectroniques (tels que des e´quipements de te´le´vision, des radars ou des ordinateurs), mais
e´tait en fait une socie´te´ d’enregistrement musical ; voir [EMI]. Parmi les stars de la musique
qui ont e´te´ enregistre´es a` EMI, on peut citer : Frank Sinatra, Nat King Cole, Peggy Lee,
Adam Faith, Frankie Vaughan, Alma Cogan et enfin Les Beatles. En 1963, le premier single
des Beatles ‘Love Me Do’ n’e´tait classe´ qu’au 17e rang des palmare`s britanniques, mais le
suivant ‘Please, Please Me’ est rapidement devenu deuxie`me et cela a comple`tement change´
le monde de la musique. La pe´riode suivante dans le monde de la musique est connue sous le
nom de ‘Beatlemania’8 et dans l’histoire, il n’y a pas d’e´quivalent de tels succe`s. E´videmment,
ce succe`s a fait d’EMI une entreprise extre`mement riche qui avait assez d’argent pour inve-
stir dans des projets de recherche audacieux. C’est le cas pour un de ces projets accorde´ a`
Hounsfield ; voir [Pi19] pour plus de de´tails.
D’apre`s les souvenirs de G. Hounsfield [Ho80], durant la pe´riode de travail sur ‘Sergeant
Pepper’s Lonely Heart’s Club Band’ des Beatles, de manie`re inattendue, il a eu l’ide´e suiv-
ante :
si le principe des radars est de les placer au centre de la re´gion
d’inte´reˆt et d’analyser la pe´riphe´rie, pourquoi ne pas essayer d’inverser ce mode`le ?
Simplement, pour reconstruire la partie inte´rieure d’un objet inconnu,
par exemple, d’une boˆıte tridimensionnelle en utilisant uniquement
des mesures exte´rieures.
(1.9)
De´veloppant cette ide´e, il a de´cide´ d’utiliser des rayons X et de conside´rer le mode`le
d’atte´nuation de la meˆme manie`re que Cormack dans (1.8). Hounsfield ne connaissant pas
les œuvres de Radon et Cormack, il s’agissait encore une fois d’une nouvelle rede´couverte
inde´pendante des transformations de Radon ! La solution du proble`me de Hounsfield (1.8),
publie´e en 1971 dans son brevet [Ho71], e´tait tre`s simple et correspondait parfaitement a`
l’esprit d’un inge´nieur de talent.
8De 1963, et au cours des huit anne´es suivantes Les Beatles ont enregistre´ et sorti des albums tels que :
‘Sergent Peppers Lonely Hearts Club Band’, ‘Rubber Soul’, ‘Abbey Road’ et ‘The While Album’.
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Figure 1.2 Ide´e de Hounsfield pour re´soudre le proble`me (1.8)
Hounsfield a compris qu’en pratique, il fallait seulement considerer une image plane
d’atte´nuation a = a(x). Parce qu’une image n’est qu’un tableau bidimensionnel de pixels,
alors la fonction a pouvait eˆtre suppose´e localement constante dans chaque pixel avec les
valeurs correspondantes {aij}ni,j=1 ; voir la figure 1.2. Dans ce mode`le, la formule pour Pa
de (1.8) se re´duit a` la suivante :
Pa(γ) =
n∑
i,j=1
aijLij(γ), (1.10)
ou` Lij(γ) sont les longueurs des intersections de rayon γ avec les cellules de pixels ; voir la
figure 1.2. La formule (1.10) peut eˆtre vue comme une e´quation line´aire sur les coefficients
{aij}ni,j=1 qui sont inconnus. Donc, en prenant suffisamment de rayons diffe´rents pour le
mode`le (1.10) on obtient un syste`me line´aire d’e´quations re´soluble sur {aij}. Cette ide´e
simple et naturelle a e´te´ mise en pratique par Hounsfield et, plus tard, publie´e sous forme
de brevet. Fait inte´ressant, A. Cormack, dans l’introduction de son article original [Co63], a
e´galement conside´re´ l’e´quation (1.10), mais il n’a pas vu l’argument selon lequel il suffisait de
prendre suffisamment de rayons diffe´rents pour composer un syste`me complet d’e´quations9.
Des tests sur des cerveaux d’animaux10 ont montre´ que la me´thode de Hounsfield fonc-
tionnait et de nouveaux tests cliniques sur des eˆtres humains e´taient ne´cessaires. En 1971, le
premier prototype, appele´ scanner ce´re´bral EMI, a e´te´ installe´ a` l’hoˆpital Morley d’Atkinson
et le premier patient a e´te´ examine´ le 1er octobre 1971. Le processus d’examen ne prenait
que 4,5 minutes pour les mesures et 20 secondes pour la reconstruction. Les images produites
9En fait, G. Hounsfield a pris plus de rayons dans (1.10) que le nombre de coefficients {aij}. Ce faisant, il
a obtenu un syste`me line´aire surde´termine´ d’e´quations Aa = Pa, ou` A est une matrice de taille N ×n2, N >
n2. Un tel syste`me a e´te´ re´solu dans le sens des moindres carre´s ATA = ATPa, ce qui correspond a` la
minimisation en norme `2 de l’erreur ε(a) = ‖Aa − Pa‖22. Cette approche est tout a` fait naturelle pour
re´duire l’impact des erreurs de mesure.
10Les premie`res expe´riences ont e´te´ effectue´es sur des cerveaux de taureau que G. Hounsfield achetait
lui-meˆme dans une boucherie a` Londres ; voir [Pi19] et ses re´fe´rences.
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avaient une re´solution de 80 x 80 pixels et c’e´tait de´ja` un re´sultat re´volutionnaire pour les di-
agnostics radiologiques. Apre`s quelques pre´sentations de ces re´sultats lors de confe´rences (qui
se sont termine´es par des ovations [Pi19]), un grand nombre de mathe´maticiens, me´decins et
inge´nieurs ont participe´ au de´veloppement de me´thodes et d’appareils pour la reconstruction
tomographique par rayons X. En deux ans, la re´solution avait de´ja` atteint 320 x 320 pixels
et les scanners ont maintenant une re´solution d’environ 2048 x 2048 pixels.
Enfin, en 1979, A. Cormack et G. Hounsfield ont tous deux rec¸u le prix Nobel de physi-
ologie et de me´decine et il est a` noter qu’ils ne se sont rencontre´s que lors de cette ce´re´monie ;
voir aussi [Ag14]. En outre, au moment de l’attribution du prix Nobel, les travaux de Radon
et de Cormack e´taient de´ja` concordants et maintenant il est reconnu le travail de Radon dans
les tomographies base´es sur les inversions des transformations du type Radon fut pionnier.
1.3 Remarques finales
Apre`s l’invention de la tomographie informatise´e, l’inte´reˆt pour les transformations de type
Radon a e´te´ renouvele´. Bien que les premie`res applications des transformations de Radon
aient e´te´ en me´decine, leur succe`s a inspire´ l’application de techniques similaires dans d’autres
domaines applique´s. Par exemple, les transformations de Radon et leurs ge´ne´ralisations sont
maintenant utilise´es en me´decine, en optique, en ge´ophysique, en astronomie, en e´conomie et
dans d’autres domaines applique´s ; voir [Br56], [Na86], [De07], [Ku14], [HeSh90], [Ag+18].
[Qu80], [Qu06], [Na86], [BQ87], [No02], [Il16], [RaSch18] et leurs re´fe´rences. En particulier,
parmi les exemples de transformations de type Radon, certaines d’entre elles s’appellent
transformations de Radon ponde´re´es (ou transformations de Radon ge´ne´ralise´es11) et sont
aussi l’objet central de ce travail ; voir par exemple, [Qu80], [Be84].
Dans la section suivante nous de´finissons avec pre´cision les transformations de Radon
ponde´re´es et donnons des re´fe´rences a` des re´sultats de´ja` classiques.
2 Pre´liminaires pour les transformations de type Radon
ponde´re´es
De´finition 1. La transformation de Radon ponde´re´e n-dimensionnelle Rd,nW est de´finie par
Rd,nW f(P ) =
∫
P
f(x)W (x, P ) dx, P ∈ Pd,n, 1 ≤ n < d, (1.11)
ou` W (x, P ) est le poids, f = f(x) est une fonction test sur Rd,
Pd,n la varie´te´ de tous les plans oriente´s n-dimensionels dans Rd,
dimPd,n = (n+ 1)(d− n). (1.12)
Dans la formule (1.11), l’e´le´ment dx de´signe la mesure de Lebesgue uniforme sur P ∈ Pd,n.
Pour f et W nous supposons que
f est continue et a` support compact sur Rd, (1.13)
W est a` valeurs re´elles, W ≥ c > 0, W ∈ L∞loc(Z), (1.14)
11Ne´anmoins, le terme transformations de Radon ge´ne´ralise´es est souvent utilise´ dans un contexte plus
ge´ne´ral, y compris les transformations de Radon non abeliennes [No02a] et les transformations de Radon le
long des courbes sur des varie´te´s pas ne´cessairement plates [Ku06], [Ba05], [Ba09], [Pa+12], [Gu+16]. Dans
notre travail, nous n’avons pas e´tudie´ ce cas, ainsi nous utiliserons toujours le terme transformations de
Radon ponde´re´es.
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ou` c est une constante, Z est une sous-varie´te´ ferme´e de Rd × Pd,n de´finie par
Z = {(x, P ) ∈ Rd × Pd,n : le point x appartient ge´ometriquement au plan P}. (1.15)
Dans la de´finition ci-dessus, nous ne de´taillons pas la structure des varie´te´s Pd,n et Z sauf
deux cas n ∈ {1, d− 1} ; pour plus de de´tails voir, par exemple, [He99], [Fr89]. C’est parce
que nous sommes principalement inte´resse´s par des e´tudes de Rd,nW seulement pour ces deux
cas. Pour tout n diffe´rent de {1, d− 1} nous spe´cifierons Pd,n et Z, ou` cela sera ne´cessaire.
Conside´rant la de´finition 1 pour n = {1, d− 1} on peut la re´e´crire comme suit.
De´finition 2. Soit f une fonction continue a` support compact sur Rd et (un poids) W une
fonction sur Rd × Sd−1 (i.e., W = W (x, θ)) satisfaisant (1.14) avec Rd × Sd−1 au lieu de Z.
Alors, on de´signe par transformation de Radon ponde´re´e de f pour le poids W , la fonction
suivante
RWf(s, θ) =
∫
xθ=s
f(x)W (x, θ) dx, (s, θ) ∈ R× Sd−1, (1.16)
ou` l’inte´grale ci-dessus est prise au sens de Lebesgue uniforme sur l’hyperplan {x ∈ Rd : xθ = s}.
De´finition 3. Soit f une fonction continue a` support compact sur Rd et W une fonction
sur Rd × Sd−1 (i.e., W = W (x, θ)) satisfaisant (1.14) avec Rd × Sd−1 au lieu de Z. Alors, on
de´signe par transformation des rayons ponde´re´e de f pour le poids W , la fonction suivante
PWf(x, θ) =
+∞∫
−∞
f(x+ tθ)W (x+ tθ, θ) dt, (x, θ) ∈ TSd−1, (1.17)
ou` TSd−1 est la fibration tangente de la sphe`re unitaire Sd−1 et est de´finie par
TSd−1 = {(x, θ) ∈ Rd × Sd−1 : xθ = 0}. (1.18)
Dans les de´finitions ci-dessus, la continuite´ de f n’est pas essentielle, et pour chaque cas
particulier, nous pre´ciserons la re´gularite´ des fonctions test conside´re´es.
Notons que les de´finitions 2, 3 correspondent a` la de´finition 1 pour n = d − 1 et n = 1,
respectivement. En effet, pour n = d − 1 les inte´grales dans (1.11) sont effectue´es le long
d’hyperplans oriente´s dans Rd, exactement comme dans (1.16). Les varie´te´s Pd,1 et Z de
(1.12), (1.15), sont isomorphes a` R× Sd−1,Rd × Sd−1 respectivement, ou`
(s, θ) ∈ R× Sd−1 correspond a` l’hyperplan {x ∈ Rd : xθ = s}, ou`
la normale θ ∈ Sd−1 donne l’orientation; (1.19)
(x, θ) ∈ Rd × Sd−1 correspond a` (x, (xθ, θ)) ∈ Z de (1.15) pour n = d− 1. (1.20)
Pour n = 1 les inte´grales dans (1.11) sont effectue´es le long des rayons (lignes droites ori-
ente´es) dans Rd comme dans (1.17). Les varie´te´s Pd,1 et Z de (1.12), (1.15) sont isomorphes
a` TSd−1, Rd × Sd−1, respectivement, ou`
(x, θ) ∈ TSd−1 correspond au rayon γ(x, θ) = {y ∈ Rd : y = x+ tθ, t ∈ R},
θ ∈ Sd−1 donne l’orientation au rayon; (1.21)
(x, θ) ∈ Rd × Sd−1 correspond a` (x, (x− (xθ)θ, θ)) ∈ Z de (1.15) pour d = 1. (1.22)
Notons e´galement que en dimension d = 2 les transformations PW et RW sont e´quivalentes
au changement de variables pre`s :
R× S1 → TS1 : (s, θ) 7→ (sθ, θ⊥),
θ = (θ1, θ2), θ
⊥ = (−θ2, θ1).
(1.23)
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Les transformations PW , RW , et certaines de leurs ge´ne´ralisations apparaissent dans de
nombreux domaines des mathe´matiques pures et applique´es. Par exemple, elles apparaissent
dans les e´tudes de groupes ([G+59], [G+62], [HC58a], [He65], [He99], [Il16]), l’analyse har-
monique ([St82], [St91]), les EDPs ([Be84], [Jo55]), la ge´ome´trie inte´grale ([Sh12]), l’analyse
microlocale ([Qu+14], [Qu+18]), elles peuvent aussi eˆtre e´tudie´es en propre ([Qu80], [Fri+08],
[Bo11], [Il19]) et, enfin, elles sont largement utilise´es en tomographies par l’ordinateur
([Qu83], [Na86], [Mi+87], [Ku14], [No02], [Qu06], [De07], [Ngu+09], [Ba09], [MiDeP11]).
La liste de re´fe´rences ci-dessus est loin d’eˆtre exhaustive et il faut e´galement conside´rer les
re´fe´rences qu’elles contiennent.
Dans la section suivante, nous de´crivons notre motivation pour ce travail et les proble`mes
mathe´matiques associe´s a` PW et RW .
3 Proble`mes et motivation
Dans cette the`se, nous poursuivons l’e´tude des transformations de type Radon ponde´re´es
pour des applications aux proble`mes inverses. En particulier, nous e´tudions le proble`me
inverse suivant
Proble`me 1. E´tant donne´ W et PWf , trouver f .
Comme on l’a remarque´ dans la section 2, pour les dimensions d = 2, 3, ce proble`me
se pose en tomographie, en particulier en tomographie a` rayons X, en SPECT et en PET.
Re´soudre le proble`me 1 pour des poids apparaissant en SPECT e´tait la motivation initiale
de cette the`se. Dans les tomographies susmentionne´es, le proble`me 1 se pose habituellement
pour la dimension d = 2, dans l’approche de reconstruction tranche par tranche ; voir aussi
la sous-section 4.1 pour les de´tails. Dans cette the`se, nous proposons une autre approche
pour trouver f a` partir de PWf , qui consiste principalement en une re´duction du proble`me 1
pour d = 2 sur plusieurs “tranches” bidimensionnelles a` un proble`me inverse pour RW ′ pour
d = 3, ou` W ′ est un autre poids construit avec W . En d’autres termes, nous conside´rons
e´galement le proble`me inverse suivant
Proble`me 2. E´tant donne´ W et RWf , trouver f .
La re´duction susmentionne´e est le principal argument de nos re´sultats de la partie I. En
fait, il est bien connu qu’en dimension d = 2, le proble`me 1 pour des poids W survenant en
SPECT est parfaitement soluble ; voir [No02], [Kun01] et la sous-section 4.1. En particulier,
pour l’ope´rateur P−1W il existe une formule d’inversion analytique exacte [No02], qui admet
e´galement des imple´mentations nume´riques tre`s efficaces [Kun01]. Cependant, en SPECT,
en pratique, les donne´es mesure´es ne sont pas donne´es par PWf(γ), γ ∈ TSd−1, mais elles
sont donne´es par le nombre de photons N(γ), γ ∈ TSd−1, qui sont des re´alisations d’un
processus de Poisson sur TSd−1 avec des intensite´s proportionnelles a` PWf(γ), γ ∈ TS1 ;
voir aussi la sous-section 4.1. La pre´sence de bruit est un proble`me se´rieux pour la stabilite´
des reconstructions en SPECT, car, en re´alite´, le proble`me 1 est initialement mal-pose´ et,
en fait, en pre´sence de bruit, la formule explicite de [No02] devient instable dans certains
re´gimes [GuNo05], [GuNo08], [GuNo12]. Dans cette dernie`re optique, nos contributions de
la partie I de la the`se peuvent eˆtre conside´re´es comme une tentative d’augmenter la stabilite´
des reconstructions de f a` partir de PWf en SPECT. Apre`s avoir reformule´ le proble`me
original, nous proposons deux nouvelles me´thodes d’inversion pour re´soudre le proble`me 2,
et nous les testons sur des donne´es synthe´tiques et re´elles de SPECT.
Le re´sume´ de ces re´sultats est donne´ dans la sous-section 4.1.
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En meˆme temps, les proble`mes 1, 2 peuvent eˆtre traite´s d’une manie`re tre`s ge´ne´rale, sans
hypothe`ses sur la structure particulie`re du poids W comme c’e´tait le cas pour le scanner a`
rayons X, la PET ou la SPECT. Dans ce cas, la premie`re question qui se pose est de savoir
si les proble`mes ci-dessus peuvent eˆtre re´solus. Sur un plan mathe´matique, cela se re´duit au
proble`me de l’injectivite´ et de la non-injectivite´ pour PW , RW . La partie II de cette the`se
est consacre´e a` ce sujet.
Il existe de nombreux re´sultats sur l’injectivite´ et la non-injectivite´ pour PW et RW ,
par exemple, [Ra17], [Co63], [BQ87], [Bo11], [LaBu73], [MaQu85], [Fi86], [No02a], [No14],
[Qu83], [Ku92], [K+95] [Il16] et ses re´fe´rences. Notre motivation initiale e´tait de poursuivre
les e´tudes d’injectivite´ et de non-injectivite´ pour ces dernie`res transformations. En par-
ticulier, nous pensons que nous y sommes parvenus, car nous avons trouve´ de nouveaux
contre-exemples d’injectivite´ inte´ressants pour PW , RW a` partir du ce´le`bre contre-exemple
de Boman dans [Bo93]. Notre premier re´sultat en ce sens a e´te´ obtenu dans l’article 4,
ou` nous avons montre´ que Rd,2W (voir la de´finition (1.11)) peut ne pas eˆtre injective en di-
mensions d ≥ 3 sur C∞c (Rd) pour un W satisfaisant (1.14) et continu. Ce re´sultat n’e´tait
pas si surprenant en dimension d = 3, e´tant donne´ que le proble`me inverse pour R3,2W est
non surde´termine´. Par contre, pour d > 3 le proble`me inverse pour Rd,2W est strictement
surde´termine´, et compte tenu de ce fait, notre re´sultat est comple`tement nouveau et de´ja`
e´tonnant. En nous basant sur les de´veloppements de ce travail, nous avons construit dans
l’article 5 un autre exemple de non-injectivite´ pour PW sur C
∞
c (Rd) pour d ≥ 2, pour des
poids satisfaisant (1.14) et e´tant Ho¨lderiens (mais pas encore de classe C1). Ce re´sultat
semble tre`s inattendu compte tenu des nombreux re´sultats d’injectivite´ existants pour PW
pour d ≥ 3 pour des poids de classe C1, par exemple, [Fi86], [Il16]. En particulier, intuitive-
ment, c’e´tait inattendu a` cause de la boundary stripping method bien connue pour prouver
l’injectivite´ de PW en dimension d ≥ 3 pour les poids W satisfaisant (1.14).
Pour conclure nos e´tudes d’injectivite´ et de non-injectivite´ pour PW , RW , dans l’article 3
nous avons construit des analogues du contre-exemple de Boman pour RW en dimension
d ≥ 3. Fait inte´ressant, pour obtenir ces re´sultats, nous avons adapte´ le contre-exemple de J.
Boman [Bo93] et notre me´thode de re´duction du proble`me 1 au proble`me 2 du premier article.
Le seul inconve´nient de nos constructions est que les poids construits W ne semblaient pas
eˆtre de classe C∞ mais seulement presque partout sur Rd×Sd−1, contrairement a` l’exemple de
Boman pour d = 2. Le re´sultat peut sembler encore peu satisfaisant, car le proble`me inverse
pour RW n’est pas surde´termine´, et on pourrait s’attendre a` ce que RW ne soit pas injective
pour toutes les dimensions d ≥ 3 pour un W satisfaisant (1.14) et aussi eˆtre infiniment lisse
partout sur Rd × Sd−1. D’autre part, nous n’avons jamais rencontre´ auparavant dans la
litte´rature de contre-exemples a` l’injectivite´ globale pour RW pour d ≥ 3, donc ce re´sultat
peut eˆtre conside´re´ comme un premier pas dans cette direction.
Les contre-exemples susmentionne´s a` l’injectivite´ pour PW , RW sont valables dans le
cadre des poids ge´ne´raux W , qui ne satisfont que (1.14). De telles conside´rations ge´ne´rales
n’aident pas directement a` re´soudre des proble`mes inverses re´els, mais elles aident a` mieux
comprendre les limites de l’applicabilite´ des me´thodes mathe´matiques qui sont utilise´es pour
re´soudre ces proble`mes. Nous voyons les re´sultats de la partie II de la the`se exactement dans
cette optique.
Le re´sume´ des re´sultats sur la non-injectivite´ de PW , RW est donne´ dans la sous-section 4.2.
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4 Re´sume´ de nos re´sultats
4.1 Re´sume´ des re´sultats de la partie I
Nous commenc¸ons l’exposition en rappelant le cadre de plusieurs tomographies convention-
nelles. Ensuite, nous expliquons la re´duction du proble`me 1 a` proble`me 2 dans le cadre des
tomographies d’e´mission (article 1), et nous pre´sentons e´galement deux nouvelles me´thodes
pour re´soudre le proble`me 2 (articles 1, 2). A la fin, nous donnons des exemples nume´riques
de reconstructions pour nos me´thodes.
Les saveurs de diffe´rentes tomographies
La tomographie (τoµoσ – tranche et γρaφω - e´crire) peut eˆtre conside´re´e comme une collec-
tion de techniques et de me´thodes pour la reconstruction des proprie´te´s inte´rieures d’objets
a` partir de leurs mesures exte´rieures. On pourrait e´galement dire que la tomographie fait
partie d’un domaine plus vaste appele´ Sciences de l’Imagerie, qui est consacre´ a` diverses
formes de construction et d’analyse d’images ; voir [BM04].
Une caracte´ristique importante des techniques tomographiques est qu’elles sont non inva-
sives, non destructrices. Cela les rend tre`s attrayants pour de nombreux proble`mes d’imagerie
me´dicale, de diagnostic technique, de controˆle de qualite´ et d’autres domaines. Dans cette
the`se, nous nous concentrons sur les applications me´dicales de la tomographie et en partic-
ulier, sur la tomographie a` rayons X, les tomographie par e´mission de positrons et monopho-
tonique (PET et SPECT).
D’un point de vue mathe´matique, le choix de ce triplet - tomographie a` rayons X, PET
et SPECT - est agre´able car il repose sur le meˆme objet mathe´matique – les transformations
des rayons ponde´re´es PW en trois dimensions, ou` W est le poids qui de´pend du type de
tomographie conside´re´e.
Ensuite, nous rappelons les cadres des tomographies susmentionne´es.
CT a` rayons X
Pour les applications me´dicales, l’objectif principal de la tomographie a` rayons X est de
reconstruire l’image anatomique dans la re´gion donne´e du corps humain.
La me´thode de reconstruction est base´e sur la mesure des pertes d’intensite´ des rayons
X e´mis traversant la re´gion d’inte´reˆt ; voir la figure 1.3. Comme les tissus du corps peuvent
eˆtre caracte´rise´s par la force d’atte´nuation des rayons X, le proble`me se re´duit a` trouver le
coefficient d’atte´nuation a = a(x), x ∈ R3.
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Source des rayons X
Objet
De´tecteurs
a = a(x), x ∈ R3
Y
Source des rayons X
a|Y
De´tecteurs
Figure 1.3 Tomographie a` rayons X
En mesurant les pertes d’intensite´ pour de nombreux rayons et en appliquant la loi
d’atte´nuation de Beer (voir la formule (1.7)), on peut calculer la transforme´e des rayons
classique Pa, qui est donne´e par la formule suivante
Pa(x, θ) =
+∞∫
−∞
a(x+ tθ) dt, γ = γ(x, θ) ∈ TS2, (1.24)
ou` a = a(x), x ∈ R3, est le coefficient d’atte´nuation a` reconstruire. Par conse´quent, sur un
plan mathe´matique, le proble`me de reconstruction est re´duit au proble`me 1 pour W ≡ 1 en
dimension d = 3.
Bien que le but soit de reconstruire l’atte´nuation a en trois dimensions, pour des raisons
pratiques, il est souvent re´solu comme un ensemble de proble`mes 1 en dimension d = 2,
dans ce qu’on appelle l’approche reconstruction tranche par tranche. Dans cette approche,
le support de la fonction inconnue a est de´coupe´ en un ensemble de plans paralle`les, et la
re´duction a|Y a` chaque plan Y est reconstruite ; voir la figure 1.3.
Pour le proble`me re´duit, il est bien connu que
Pa
∣∣
TS1(Y ) de´termine a
∣∣
Y
uniquement, (1.25)
ou` TS1(Y ) est l’ensemble des rayons en Y . De plus, la de´termination de a
∣∣
Y
peut eˆtre
imple´mente´e via les formules d’inversion classiques de Radon [Ra17] :
f(x) =
1
4pi
∫
S1
θ⊥∇q˜θ(xθ⊥) dθ, x ∈ R2, (1.26)
q˜θ(s) =
1
pi
p.v.
+∞∫
−∞
qθ(t)
s− t dt, (1.27)
qθ(s) = Pf(sθ
⊥, θ), s ∈ R, θ = (θ1, θ2) ∈ S1, θ⊥ = (−θ2, θ1), (1.28)
ou` Pa est donne´ dans (1.24).
D’apre`s les conside´rations qui pre´ce`dent, il est e´vident que le proble`me mathe´matique de
la tomographie est parfaitement re´soluble. Nous notons e´galement qu’il existe de nombreuses
autres me´thodes de reconstruction de a a` partir de Pa qui diffe`rent principalement dans le
sche´ma d’acquisition des donne´es Pa. Par exemple, les scanners modernes peuvent de ne
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pas effectuer des reconstructions tranche par tranche, mais mesurer Pa sur un ensemble
plus complexe de rayons (par exemple, me´thodes de Katsevich et de Grangeat) et effectuer
des reconstructions directement en 3D ; pour plus de de´tails voir [Gr91], [Na99], [Kat02],
[Va+16].
Dans la pratique, outre l’inversion re´elle de P , il y a beaucoup d’autres questions im-
portantes, par exemple : la stabilite´ des reconstructions, la de´pendance aux donne´es finies
(e´chantillonnage, donne´es incomple`tes).
• Stabilite´ des reconstructions: la transformation P est un ope´rateur lissant et pour d = 2
agit, par exemple, de Hs0(Ω) a` H
s+1/2
0 ([−1, 1]× S1), s ≥ 0, ou` Ω est une boule unitaire
dans R2, Hs0 est l’espace de Sobolev standard avec condition aux limites nulle. Pour
cette raison, le proble`me re´el d’inversion de P est mal-pose´ (pour eˆtre rigoureux, cela se
prouve en analysant les valeurs singulie`res de P ), et c’est un proble`me tre`s important
dans les applications ; voir aussi [La+86]. Dans une proce´dure re´elle de tomographie
par rayons X, les donne´es mesure´es sont le nombre de photons N(γ) dans un temps
donne´ pour chaque rayon γ ∈ TS1. Ce nombre de photons N(γ) peut eˆtre mode´lise´
comme un processus de Poisson, [Wa08], avec une intensite´ e´gale a` CPa(γ), ou` C est
une constante de´pendant de l’installation. Par conse´quent, l’application de formules
inverses directes (par exemple, (1.26)-(1.28)) a` des donne´es bruite´es et brutes peuvent
causer des artefacts et des erreurs dans les images reconstruites. Un moyen de stabiliser
les reconstructions est de re´gulariser les donne´es, soit par un traitement de donne´es,
[HoWe16], soit en acque´rant une bonne statistique pour les donne´es ou en faisant les
deux.
• Me´thodes d’inversion de P : en dehors des formules d’inversion (1.26)-(1.28) il existe
de nombreuses autres formules et me´thodes pour trouver f a` partir de Pf (alge´brique,
ite´rative, statistique) ; voir, par exemple, [Na99], [AdOk17]. L’avantage d’utiliser des
formules d’inversion exactes est que beaucoup d’entre elles admettent des imple´menta-
tions tre`s efficaces en termes de vitesse, appele´es filtered backprojection algorithms (ou
- FBP). D’autre part, ces formules contiennent toujours des ope´rations qui peuvent
eˆtre conside´re´es instables du point de vue des me´thodes nume´riques - de´rivations ou
inte´grations avec des noyaux singuliers. Pour cette raison et parce que les donne´es
mesure´es sont toujours obtenues pour un nombre fini de rayons et qu’elles sont cor-
rompues par le bruit, les imple´mentations nume´riques exigent une modification soigneu-
se des formules analytiques en leurs analogues discrets.
Toutes les questions ci-dessus sont e´tudie´es depuis longtemps et il y a de´ja` d’e´normes progre`s
dans toutes les modalite´s de la tomographie a` rayons X ; voir [Na86], [Ku14] et ses re´fe´rences.
Comme nous le verrons plus loin, les parties mathe´matiques et nume´riques correspondantes
des proble`mes inverses pour la PET et la SPECT sont beaucoup moins simples.
PET
La tomographie par e´mission de positrons (PET) est aussi un type de tomographie utilise´ en
me´decine nucle´aire (e´galement sous forme de tomographie a` rayons X et SPECT); [Na86],
[To96], [Ku14]. D’un point de vue me´dical, elle se concentre principalement sur la repre´senta-
tion de l’activite´ physiologique, du me´tabolisme ou des niveaux d’activite´s chimiques dans
une re´gion d’inte´reˆt a` l’inte´rieur du corps, tandis que la tomographie a` rayons X se concentre
sur l’imagerie de l’anatomie. Pour e´tudier les activite´s susmentionne´es, un patient rec¸oit une
injection d’un me´dicament spe´cial appele´ traceur, dont le composant principal est un isotope
qui a une courte demi-vie. Ensuite, a` l’aide d’un scanner PET spe´cial, le rayonnement e´mis
par les isotopes est mesure´ et a` partir de ces donne´es, la distribution des isotopes, et donc
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du me´dicament, est reconstruite. Enfin, la distribution du me´dicament est interpre´te´e par
des spe´cialistes afin d’e´tablir un diagnostic.
Sur le plan physique, le rayonnement e´mis est repre´sente´ par des photons gamma, qui
sont produits par les re´actions nucle´aires a` l’inte´rieur du corps du patient. En particulier,
en raison de la de´sinte´gration nucle´aire de l’isotope, un positron est d’abord e´mis et peu de
temps apre`s il est annihile´ par un e´lectron voisin. Le produit de l’ane´antissement sont deux
photons gamma qui voyagent dans des directions oppose´es ; voir la figure 1.4.
isotopes
photon gamma
photon gammadetecteur
detecteur
Figure 1.4 Mesures en PET
Pour chaque rayon γ ∈ TS2, le nombre de paires de photons N(γ) qui ont atteint les
de´tecteurs le long de γ pendant une pe´riode de temps fixe t constitue les donne´es initiales
(donne´es d’e´mission) en PET.
Sur un plan mathe´matique, le nombre de photons mentionne´s ci-dessus N(γ) est lie´ aux
transformations de type Radon par la formule suivante :
N(γ) ∼ Po(CtPωaf(γ)), γ ∈ TS2, (1.29)
ou`
Po(λ) de´signe la distribution de Poisson d’intensite´ λ,
C est une constante positive qui de´pend des parame`tres de l’installation,
t > 0 est le temps d’acquisition par rayon,
(1.30)
Pωa est la transformation des rayons ponde´re´e de´finie dans (1.17) pour d = 3, (1.31)
f = f(x), x ∈ R3 est la distribution de densite´ de l’isotope. (1.32)
Le poids ωa est donne´ par la formule suivante
ωa(x, θ) = exp (−Pa(x, θ)) , x ∈ R3, θ ∈ S2, (1.33)
ou` a = a(x), x ∈ R3 est l’atte´nuation, P est la transformation des rayons classique, de´finie
dans (1.17) pour W ≡ 1. Dans le cadre de la PET les valeurs pour C, t et d’atte´nuation a =
a(x), x ∈ R3 sont suppose´s eˆtre connus a priori. En fait, l’application a est habituellement
reconstruite a` l’aide de tomographie a` rayons X avant la proce´dure de PET proprement
dite. En outre, dans la proce´dure de PET re´elle, le nombre de photons N(γ) de (1.29) n’est
souvent connu que sur un sous-ensemble de TS2 qui correspond au cadre de reconstruction
tranche par tranche12 (voir aussi le paragraphe pre´ce´dent sur la tomographie a` rayons X).
Des formules (1.29)-(1.33) et de leurs interpre´tations on peut conclure ce qui suit :
12En fait, il existe des scanners PET qui produisent les donne´es d’e´mission quadridimensionnelles [To96].
Ceci, en particulier, est motive´ par la re´duction de l’impact du bruit fort dans les donne´es mesure´es.
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1. Les donne´es mesure´es N(γ), γ ∈ TS2 sont des re´alisations d’un processus de Poisson
avec intensite´s proportionnelles a` Pωaf(γ), γ ∈ TS2. Du point de vue des transfor-
mations de type Radon, les donne´es obtenues via Pωaf correspondent a` la version
non-bruite´e des donne´es re´elles d’e´mission. En effet, d’apre`s (1.29) et les proprie´te´s de
la distribution de Poisson
EN(γ) = CtPωaf(γ), γ ∈ TS2. (1.34)
Par conse´quent, la re´solution du proble`me 1 pour PET, ou` W = wa de´fini dans (1.33),
correspond a` la reconstruction de f a` partir des donne´es “ide´ales”.
2. De (1.33) il s’ensuit que ωa(x, θ) est constant pour x ∈ γ(x, θ) ∈ TS2 pour θ ∈ S2 fixe´.
Cela rend l’inversion de Pωa triviale. En effet, de la de´finition 3 et de la formule (1.33),
il re´sulte que
Pωaf(x, θ) = exp (−Pa(x, θ))Pf(x, θ), (x, θ) ∈ TS2, (1.35)
ou` P – est la transformation des rayons classique de R3, a est l’application d’atte´nuation.
Alors, la reconstruction de f a` partir de Pωaf et a peut eˆtre imple´mente´e via la formule
suivante :
f(x) = P−1(exp(Pa)Pwaf)(x), x ∈ R3, (1.36)
ou` P−1 est l’inversion de la transformation des rayons classique.
A partir des conside´rations ci-dessus, on peut voir que le proble`me 1 pour la PET en 3D
est facilement re´soluble via la formule (1.36). De plus, de (1.36), il s’ensuit que toutes
les techniques qui sont applicables pour l’inversion de P peuvent eˆtre applique´es en PET.
D’autre part, a` l’instar de la tomographie par rayons X, l’un des principaux proble`mes de la
PET est la stabilite´ des reconstructions. En effet, de (1.29) il s’ensuit que le proble`me 1 pour
la PET est beaucoup plus mal pose´ que celui de la tomographie a` rayons X. En particulier,
on le voit de´ja` a` partir de la formule (1.36), qui peut eˆtre interpre´te´e de manie`re informelle
comme suit : le caracte`re mal-pose´ de l’inversion de Pωa est e´gal au caracte`re mal-pose´ de
l’inversion de P fois le facteur exponentiel exp(−Pa). Par conse´quent, une forte atte´nuation
augmente l’instabilite´ des reconstructions en PET ; pour plus de de´tails voir [Na86], [Ku14].
En meˆme temps, dans la pratique, les donne´es d’e´mission contiennent un bruit issu d’un
processus de Poisson tre`s fort qui affecte beaucoup plus la stabilite´ des reconstructions que
le caracte`re mal pose´. En pre´sence d’un fort bruit, les me´thodes statistiques base´es sur la
maximization de vraisemblance sont utilise´es ; voir, par exemple, [Ka93], [V-Sl+15].
Malgre´ les proble`mes susmentionne´s, les modalite´s technologiques de la PET ont beau-
coup progresse´ et c’est de´sormais d’un outil standard pour le diagnostic en me´decine.
SPECT
La tomographie par e´mission monophotonique (SPECT) appartient e´galement au domaine
de la me´decine nucle´aire et ses objectifs principaux sont tre`s similaires a` ceux de la PET.
Sur le plan me´dical, l’application principale de la SPECT est l’analyse de la circulation
sanguine dans le cerveau. Comme pour la PET, lors d’une SPECT un traceur inte´gre´ a`
un isotope est injecte´ dans la circulation sanguine et diffuse´ dans l’organisme. En fait, le
traceur est chimiquement conc¸u pour se concentrer principalement dans le cerveau. En
raison de la de´sinte´gration radioactive des isotopes, des photons gamma sont e´mis dans
diffe´rentes directions et sont enregistre´s par les de´tecteurs du scanner spe´cial. En mesurant ce
rayonnement dans de nombreuses directions diffe´rentes, on peut reconstruire la distribution
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du traceur dans le cerveau. La distribution peut eˆtre utilise´e, par exemple, pour de´tecter
des zones du cerveau pre´sentant un de´bit sanguin re´duit ou des le´sions.
Sur le plan physique, la principale diffe´rence entre la PET et la SPECT est qu’en SPECT,
en raison d’une de´sinte´gration nucle´aire de l’isotope, un seul photon gamma est e´mis par
re´action ; voir la figure 1.5.
isotopes
photon gamma
de´tecteur
Figure 1.5 Mesures en SPECT
En meˆme temps, les donne´es mesure´es sont a` nouveau obtenues par le nombre de photons
N(γ), γ ∈ TS2 et un analogue de la formule (1.29) est ve´rifie. En particulier, dans la
SPECT, l’intensite´ du processus de Poisson dans (1.29) est proportionnelle a` PWaf , ou`
f = f(x), x ∈ R3 est la densite´ du traceur et le poids Wa est donne´ par les formules :
Wa(x, θ) = exp(−Da(x, θ)), (1.37)
Da(x, θ) =
+∞∫
0
a(x+ tθ) dt, x ∈ R3, θ ∈ S2, (1.38)
ou` a = a(x), x ∈ R3 est l’atte´nuation.
La transformation PW pour le poids Wa de (1.37), (1.38) est aussi connu comme la
transformation des rayons X atte´nue´e. Il y a une longue histoire de l’e´tude de cette trans-
formation; voir, par exemple, [TM80], [Ma84], [Fi86], [Sh93], [Na86], [Ar+98] et re´fe´rences
y figurant. En particulier, dans les publications ci-dessus, les re´sultats ont porte´ principale-
ment sur l’injectivite´ de PWa (locale, puis globale) et aussi sur les me´thodes d’inversions
base´es sur des sche´mas ite´ratifs. Il n’y a pas si longtemps, Novikov a re´alise´ un grand
progre`s en proposant des formules d’inversion analytiques et exactes pour P−1Wa ; [No02]. La
grande diffe´rence de ces formules par rapport aux re´sultats pre´ce´dents et, en particulier, aux
re´sultats de [Ar+98] est que les formules de Novikov pre´sentent la meˆme structure que les
formules d’inversion de Radon [Ra17] ; voir e´galement la discussion dans [Fi03]. Les nou-
velles formules sont, en particulier, tre`s importantes pour les applications, car leur structure
permettent de mettre en œuvre des reconstructions en termes d’algorithme FBP tre`s efficace
[Kun01].
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En particulier, l’inversion de PWa est donne´e par les formules suivantes ([No02]):
f(x) =
1
4pi
∫
S1
θ⊥∇x(exp[−Da(x,−θ)]g˜θ(θ⊥x)) dθ, (1.39)
g˜θ(s) = exp(Aθ(s)) cos(Bθ(s))H(exp(Aθ) cos(Bθ)gθ)(s)+
exp(Aθ(s)) sin(Bθ(s))H(exp(Aθ) sin(Bθ)gθ)(s),
(1.40)
Aθ(s) =
1
2
Pa(sθ⊥, θ), Bθ(s) = HAθ(s), gθ(s) = PWaf(sθ
⊥, θ), (1.41)
Hu(s) =
1
pi
p.v.
+∞∫
−∞
u(t)
s− t dt,
x ∈ R2, θ⊥ = (−θ2, θ1) for θ = (θ1, θ2) ∈ S1, s ∈ R.
(1.42)
Une proprie´te´ importante de (1.39)-(1.42) est que pour un cas non atte´nue´ (i.e., a = 0),
lorsque PWa se re´duit a` la transformation des rayons classique P , les formules re´duisent a`
(1.26)-(1.28) pour P−1. En outre, une forme plus simple de (1.39)-(1.42) peut eˆtre trouve´e,
par exemple, dans [Na01].
De la discussion ci-dessus on peut voir que le proble`me 1 pour la SPECT est parfaitement
re´soluble. Cependant, comme pour la PET, les formules exactes d’inversion ne constituent
pas encore une solution comple`te au proble`me re´el. Bien que les formules (1.39)-(1.42) aient
e´te´ teste´es sur des donne´es d’e´mission synthe´tiques et re´elles [Kun01], [Gu+02], il est apparu
que ces formules peuvent eˆtre instables en pre´sence d’un fort bruit de Schottky dans les
donne´es d’e´mission [GuNo12]. A pre´sent, les me´thodes qui sont le plus souvent utilise´es
dans la SPECT sont des me´thodes statistiques ; voir, par exemple, [CrDeP07].
Pour conclure, il existe encore des recherches tre`s actives sur les diffe´rentes modalite´s de la
SPECT ; voir aussi [BJ11], [Br00], [Ku14]. En particulier, beaucoup d’efforts se portent sur
le de´veloppement de me´thodes stables de reconstruction, y compris de nouvelles approches
technologiques [Ngu+09].
Inversions des transformations de type de Radon ponde´re´es en tomographies
D’apre`s les paragraphes pre´ce´dents, on a pu voir que les proble`mes de reconstruction en
tomographies se re´duisent soit au proble`me 1, soit au proble`me 2. En fait, la premie`re e´tape
pour re´soudre ces derniers est de voir s’ils sont re´solubles en ge´ne´ral.
Sur un plan mathe´matique, cela revient a` poser la question de l’injectivite´ et de la non-
injectivite´ de PW , RW sur certains espaces fonctionnels pour des poids W satisfaisant (1.14).
En particulier, dans la tomographie a` rayons X, PET et SPECT, la question de l’injectivite´ de
PW , RW est re´solue trivialement par les formules d’inversion analytiques exactes – formules
classiques d’inversion de Radon (1.26)-(1.28) pour la tomographie a` rayons X et PET et
formules de Novikov (1.39)-(1.42) pour la SPECT.
Pour un poids ge´ne´ral non constant W , la situation des inversions de PW , RW est tre`s
diffe´rente des cas pre´ce´dents. Premie`rement, il semble qu’il n’y ait pas de formule d’inversion
analytique ge´ne´rale pour PW , RW , sauf dans certains cas particuliers ou` W a des syme´tries
tre`s spe´cifiques [Ra17], [TM80], [No02], [Bo04], [Gi10], [No11], [GN16]. Pour certains poids
W satisfaisant (1.14) il y a meˆme des contre-exemples a` l’injectivite´ pour PW , RW pour
d ≥ 2 ; voir la sous-section 4.2 pour plus de de´tails.
Le premier exemple de tomographie ou` des transformations PW avec des poids non triv-
iaux W sont utilise´s est la SPECT. Bien que dans ce cas il existe une formule d’inversion
analytique pour P−1W pour d = 2 (formules (1.39)-(1.42)), elle n’est pas encore utilise´e dans
les applications tomographiques. Plus pre´cise´ment, en cas de donne´es non bruite´es dans la
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SPECT la formule de Novikov donne des reconstructions parfaites dans tous les mode`les
d’atte´nuation [Kun01], [Na01]. Mais en cas de fort bruit de Schottky dans les donne´es
d’e´mission, cela devient nume´riquement instable et produit des artefacts. Certaines tenta-
tives ont de´ja` e´te´ faites pour appliquer des filtres de re´gularisation aux donne´es d’e´mission
[GuNo05], [GuNo08], [GuNo12], mais le proble`me de la stabilisation efficace de la formule
reste ouvert 13.
Dans notre approche du proble`me inverse dans la SPECT, nous avons de´cide´ de nous
concentrer sur des me´thodes d’inversion approximatives qui ont une meilleure stabilite´ en
pre´sence de bruit que les formules analytiques exactes. Pour les reconstructions tranche par
tranche, ces me´thodes sont la formule d’inversion approximative de Chang [Ch78], [No11] et
l’algorithme ite´ratif d’inversion de Kunyansky [Ku92], [GuNo14].
Formule de Chang. La formule d’inversion approximative de Chang (voir [Ch78]) est
de´finie par :
fappr(x)
def
=
1
4piw0(x)
∫
S1
h′(xθ⊥, θ) dθ, x ∈ R2, (1.43)
h′(s, θ) =
d
ds
h(s, θ),
h(s, θ) =
1
pi
p.v.
+∞∫
−∞
PWf(tθ
⊥, θ)
s− t dt, s ∈ R, θ ∈ S
1, x ∈ R2,
(1.44)
ou` PWf pour d = 2 est de´fini dans (1.17) et w0 est de´fini par la formule
w0(x)
def
=
1
2pi
∫
S1
W (x, θ) dθ, w0(x) 6= 0 pour tout x ∈ R2. (1.45)
Notez que les formules (1.43)-(1.44) sont essentiellement des formules d’inversion de Radon
(1.26)-(1.28) applique´es a` PW avec un facteur de ponde´ration supple´mentaire w0.
Bien que la formule propose´e ne donne qu’une inversion approximative de PW , elle semble
tre`s efficace en SPECT [Mu+87], et elle a e´galement e´te´ utilise´e comme point de de´part pour
des sche´mas ite´ratifs plus complexes ; voir, par exemple, [Ku92].
Tre`s na¨ıvement, la formule de Chang peut eˆtre vue comme une me´thode pour trouver f
approximativement a` partir de PWf , quand W ≈ w0. En effet, pour W (x, θ) ≡ w0(x) nous
avons :
PWf = Pw0f = P (w0f)⇒ f =
P−1PWf
w0
, (1.46)
ou` P−1 est l’inverse de la transformation de Radon classique pour d = 2. Il n’y a pas si
longtemps, dans [No11], on a re´alise´ que l’efficacite´ de la formule de Chang est due a` une
hypothe`se plus faible sur W que W ≈ w0.
13Possiblement, il sera re´solu a` l’avenir avec des progre`s technologiques dans la construction des scanners.
De nos jours, dans les mesures en SPECT, presque tous les photons e´mis sont perdus en raison de l’effet de
collimation. Une nouvelle approche possible pour surmonter ce proble`me est le de´veloppement de Gamma-
cameras de Compton ; voir [Ngu+09] et ses re´fe´rences.
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The´ore`me 1 (Novikov, 2011). On suppose que les hypothe`ses de (1.14) pour d = 2 sont
ve´rifie´es et que W est e´galement continu sur R2 × S1. Soit fappr donne´e par (1.43)-(1.45).
Alors
fappr = f(au sens des distributions) sur R2 pour tout f ∈ Cc(R2) (1.47)
si et seulement si
w0(x) ≡ 1
2
(W (x, θ) +W (x,−θ)), x ∈ R2, θ ∈ S1, (1.48)
ou` Cc(R2) de´signe l’espace des fonctions continues a` support compact sur R2.
Un fac¸on simple d’interpre´ter le the´ore`me 1 est de regarder la condition (1.48) en termes
de de´veloppement de W en harmoniques sphe´riques sur S1. Soit
W (x, θ) =
∑
k∈Z
wk(x)Yk(θ), x ∈ R2, θ ∈ S1, (1.49)
wk(x) =
1
2pi
∫
S1
W (x, θ)Y−k(θ) dθ, k ∈ Z, (1.50)
Yk(θ(ϕ)) = (θ1(ϕ) + iθ2(ϕ))
k = eikϕ, θ(ϕ) = (cosϕ, sinϕ) ∈ S1, ϕ ∈ [0, 2pi). (1.51)
De (1.49)-(1.51) il est facile de voir que la condition (1.48) est e´quivalente a` la suivante
w2k ≡ 0 on R2, for k ∈ Z\{0}. (1.52)
Une caracte´ristique importante de (1.52) est qu’elle ne contient aucune condition sur wk
pour k impair. Par conse´quent, pour W tel qu’il manque beaucoup de termes wk dans (1.49)
pour k pair et que tous les termes wk sont donne´s pour k impair, la formule de Chang
donnera des reconstructions presque parfaites ! Ceci explique l’efficacite´ des formules (1.43)-
(1.45) en SPECT meˆme si elles sont seulement approximatives. En meˆme temps, il est bien
connu qu’en cas de forte atte´nuation en SPECT, la formule de Chang produit des artefacts
; voir la figure 1.6. Dans ce cas, des me´thodes de reconstruction plus complexes devraient
eˆtre utilise´es, par exemple, la me´thode de Kunyansky dont nous parlons dans le paragraphe
suivant.
(a) fonction f (b) fappr, atte´nuation faible (c) fappr, atte´nuation forte
Figure 1.6 Reconstructions dans le cadre de la SPECT en utilisant la formule de Chang ; pour
l’atte´nuation a = a(x), x ∈ R2 (voir les formules (1.37), (1.38)) nous avons utilise´ le mode`le Shepp-
Logan 3D [Ga+08]
Me´thode de Kunyansky. Une ame´lioration de la me´thode de Chang est l’algorithme
ite´ratif de Kunyansky [Ku92], [No14], [GuNo14]14. L’ide´e principale de la me´thode est de
14En particulier, dans [GuNo14], [No14] les auteurs relaˆchent les hypothe`ses sur W selon lesquelles
l’algorithme ite´ratif de Kunyansky [Ku92] converge.
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conside´rer plus de termes pairs w2k dans le de´veloppement (1.49) que dans la formule de
Chang. Dans ce cas, l’inversion de RW n’est pas donne´e par une formule analytique mais
comme une solution d’une certaine e´quation inte´grale.
Nous expliquons brie`vement la me´thode suivant la notation de [GuNo14], car elle sera
similaire aux notations de nos re´sultats de l’article 2. De la pre´sentation ci-dessous, dans un
premier temps, nous ne nous inte´ressons pas aux hypothe`ses de re´gularite´ ou aux conditions
de convergences de se´ries, nous expliquons uniquement le concept principal. Ensuite, nous
pre´sentons des the´ore`mes qui soutiennent nos de´veloppements. Rappelons aussi que pour
d = 2 les transformations PW , RW sont e´quivalentes et nous allons utiliser les notations pour
RW au lieu de PW .
Soit
D un domaine fixe´ ouvert et borne´ dans R2, (1.53)
f ∈ L∞(R2), supp f ⊂ D. (1.54)
Conside´rons AW de´fini par
AWf
def
= R−1RWf, (1.55)
ou` R−1 est l’inverse de la transformation de Radon classique pour d = 2 (voir les formules
(1.26)-(1.28)). Il a e´te´ de´montre´ dans [Ku92] et [GuNo14] que
AWf = R
−1RWsymf, (1.56)
RWsymf(s, θ) =
1
2
(RWf(s, θ) +RWf(−s,−θ)), (s, θ) ∈ R× S1, (1.57)
ou` Wsym est de´fini par la formule suivante
Wsym(x, θ)
def
=
1
2
(W (x, θ) +W (x,−θ)), x ∈ R2, θ ∈ S1. (1.58)
En de´veloppant Wsym de (1.58) dans une se´rie d’harmoniques sphe´riques sur S1 nous avons
que
Wsym(x, θ) =
∑
l∈Z
w2l(x)Y2l(θ), x ∈ R2, θ ∈ S1, (1.59)
ou` les w2k sont de´finis dans (1.50), les Y2k sont de´finis dans (1.51).
Remarque 1. Notons aussi que la condition de suffisante dans le the´ore`me 1 re´sulte di-
rectement de (1.48) et de (1.55)-(1.59).
De (1.16), (1.59) il s’ensuit que
RWsymf(s, θ) = R(w0f)(s, θ) +
∑
Z\{0}
Y2k(θ)R(w2kf)(s, θ), (s, θ) ∈ R× S1. (1.60)
En appliquant R−1 aux deux coˆte´s de (1.60) et en utilisant la formule (1.56) on obtient
l’identite´ suivante :
(I +QW,D,∞)(w0f) = R−1RWf, (1.61)
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ou` I est l’ope´rateur identite´, QW, D,∞ est un ope´rateur inte´gral de´fini par la formule
QW,D,∞u
def
= R−1
 ∑
k∈Z\{0}
Y2k(θ)
∫
xθ=s
w2k(x)
w0(x)
χD(x)u(x) dx
 , (1.62)
ou` χD = χD(x) est la fonction caracte´ristique du domaine D.
L’ide´e principale de la me´thode de Kunyansky est de conside´rer l’identite´ (1.61) comme
une e´quation inte´grale sur f , ou` R−1RWf est connu. Alors, si l’ope´rateur I + QW, D,∞ de
(1.61) est inversible, f peut eˆtre trouve´e a` partir de RWf par la formule suivante :
f = (w0)
−1(I +QW,D,∞)−1R−1RWf. (1.63)
Maintenant, pour donner un sens rigoureux aux formules (1.58)-(1.63), il faut introduire
des espaces fonctionnels sur lesquels les ope´rateurs inte´grants pre´cite´s sont bien de´finis. Les
re´sultats suivants sont issus de [Ku92], [GuNo14].
The´ore`me 2 (Kunyansky 1992, Guillement-Novikov 2014). Soient D, f comme dans (1.53),
(1.54), W ∈ C(R2 × S1) ∩ L(R2 × S1), w0, w2k, k ∈ Z de´finis par (1.49)-(1.51) et w0(x) 6= 0
pour tout x ∈ R2. Supposons e´galement que∑
k∈Z\{0}
∥∥∥∥w2kw0
∥∥∥∥
L2(D)
< +∞. (1.64)
Alors, R−1RWf ∈ L2(R2). De plus, si
σW,D,∞
def
=
∑
k∈Z\{0}
sup
x∈D
∣∣∣∣w2kw0
∣∣∣∣ < +∞, (1.65)
alors l’ope´rateur QW,D,∞ de (1.62) est un ope´rateur borne´ line´aire sur L2(R2) et on obtient
la majoration suivante
‖QW,D,∞‖L2(R2)→L2(R2) ≤ σW,D,∞. (1.66)
En outre, l’ope´rateur QW,,D,∞ de (1.62) admet une forme plus simple.
Lemme 1 (Kunyansky 1992, Guillement-Novikov 2014). Supposons les hypothe`ses du the´o-
re`me 2 ve´rifie´es et, de plus, la condition (1.65) satisfaite. Alors, l’ope´rateur QW, D,∞ de
(1.62) peut eˆtre re´e´crit sous la forme suivante :
QW,D,∞u =
∑
k∈Z\{0}
d2k ∗ w2k
w0
χDu, u ∈ L2(R2), (1.67)
ou` ∗ – indique la convolution dans R2 et les fonctions d2k de´finies par
d2k(x(r, ϕ))
def
= (−1)k |k|
pi
e2kiϕ
r2
, x = (r cosϕ, r sinϕ), r > 0, ϕ ∈ [0, 2pi). (1.68)
De plus, pour d2k comme dans (1.68) la proprie´te´ suivante est ve´rifie´e :
F [d2k](ξ(ρ, ψ)) = e
2kiψ, ξ = (ρ cosψ, ρ sinψ), ρ > 0, ψ ∈ [0, 2pi), (1.69)
ou` F [·] est la transformation de Fourier bidimensionelle.
Le the´ore`me 2 et le lemme 1 sont le fondement de la me´thode ite´rative de Kunyansky.
Apre`s avoir pre´cise´ QW,D,∞ comme ope´rateur line´aire continu dans L2(R2) on peut e´tudier
les conditions pour que l’e´quation (1.61) soit re´soluble.
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(1) Supposons que
σW,D,∞ < 1, (1.70)
ou` σW,D,∞ est de´fini dans (1.65). Puis, de (1.66) du the´ore`me 2 il vient que l’ope´rateur
I + QW,D, ∞ est continuellement inversible. De plus, dans ce cas, l’ope´rateur (I +
QW, D,∞)−1 peut eˆtre donne´ par la se´rie de Neumann :
(I +QW,D,∞)−1 =
∞∑
k=0
(−QW,D,∞)k, (1.71)
ou`QW,D est donne´ par (1.62) ou par (1.67). Notez que l’hypothe`se (1.70) et les formules
(1.63), (1.71) peuvent eˆtre utilise´es pour construire le mode`le ite´ratif suivant :{
u(k+1) = R−1RWf −QW,D,∞u(k), k ≥ 1,
u(0) = R−1RWf,
, u(k)
L2(R2)−−−−→ w0f. (1.72)
Par conse´quent, f peut eˆtre bien approxime´e par w−10 u
(N) pour N assez grand. En pra-
tique, seulement quelques ite´rations du sche´ma (1.72) sont ne´cessaires, car l’hypothe`se
(1.70) implique que la convergence dans (1.72) est ge´ome´trique.
(2) Supposons que la condition (1.70) n’est pas satisfaite. C’est-a`-dire
σW,D,∞ ≥ 1, (1.73)
ou` σW,,D,∞ est de´fini dans (1.65). Alors, l’ope´rateur I+QW,D,∞ n’est pas ne´cessairement
continuellement inversible, et meˆme s’il l’e´tait, il ne serait pas possible d’utiliser la se´rie
Neumann pour (I+QW,D,∞)−1 comme dans le cas pre´ce´dent. Cependant, une inversion
approximative de RW peut eˆtre de´finie de la manie`re suivante.
Soit Wm, m ≥ 0 un “seuillage de W” (voir la formule (1.49)) de´finie par la formule :
Wm(x, θ)
def
=
2m∑
k=−2m
wk(x)Yk(θ), x ∈ R2, θ ∈ S1. (1.74)
Alors, il y a des analogues directs des formules (1.55)-(1.63), du the´ore`me 2 et du
lemme 1 pour Wm au lieu de W . En particulier, on peut de´finir un ope´rateur QW,D,m
sur L2(R2) de la manie`re suivante
QW,D,mu =
m∑
k=−m, k 6=0
d2k ∗ w2k
w0
χDu, u ∈ L2(R2), (1.75)
‖QW,D,m‖L2(R2)→L2(R2) ≤ σW,D,m, (1.76)
ou` les d2k sont les fonctions de (1.68), (1.69), les w2k sont les fonctions de (1.50) et
σW D,m est de´fini par
σW,D,m
def
=
m∑
k=−m, k 6=0
sup
x∈D
∣∣∣∣w2kw0
∣∣∣∣ , σW,D, 0 = 0. (1.77)
On appelle fm, m ≥ 0 par la m-ie`me approximation de f (fm ≈ f), si c’est une solution
de l’e´quation inte´grale suivante :
(I +QW,D,m)(w0fm) = R
−1RWf, (1.78)
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ou` l’ope´rateur QW,D,D,m est de´fini dans (1.75). Notons que cette e´quation est comple`te-
ment analogue a` (1.61) avec le meˆme membre a` droite R−1RWf qui est suppose´ connu.
Le but du seuillage est de choisir m ∈ N ∪ {0} pour s’assurer que l’e´quation (1.78) est
re´soluble par la me´thode des approximations successives :
trouver le plus grand m, m ≥ 0, tel que
la condition σW,D,m < 1 est effectivement satisfaite.
(1.79)
D’apre`s (1.77) on peut voir qu’il est toujours possible de trouver m tel que (1.79) sera
satisfaite. En particulier, pour m = 0, l’ope´rateur QW, D,m est e´gal a` ze´ro et l’e´quation
(1.79) devient triviale :
w0f0 = R
−1RWf ⇒ f0 = R
−1RW
w0
. (1.80)
On peut noter ici que la formule pour f0 dans (1.80) est exactement la formule de Chang
de (1.43)-(1.44). En choisissant m de sorte que la condition (1.79) soit satisfaite, on
peut a` nouveau utiliser la se´rie de Neumann pour (I +QW,D,m)
−1 pour construire un
sche´ma ite´ratif afin de trouver fm :{
u
(k+1)
m = R−1RWf −QW,D,mu(k)m , k ≥ 1,
u
(0)
m = R−1RWf,
, u(k)m
L2(R2)−−−−→ w0fm. (1.81)
Dans ce cas, l’approximation fm peut eˆtre donne´e par u
(N)
m /w0 pour N assez grand. Comme
dans le cas pre´ce´dent, le choix de m selon (1.79) implique que seulement quelques e´tapes
d’ite´ration sont ne´cessaires.
Les conside´rations ci-dessus expliquent la me´thode ite´rative de Kunyansky et, en partic-
ulier, la me´thode peut eˆtre conside´re´e comme une extension directe de la formule originale
de Chang. Dans la figure 1.7 on peut voir que f1 donne une meilleure approximation (c) de
la fonction d’inte´reˆt originale (a), que la me´thode de Chang (b).
(a) fonction f (b) fappr, me´thode de Chang (c) f1 me´thode de Kunyansky
Figure 1.7 Reconstructions dans le cadre de la SPECT en utilisant la formule de Chang et la
me´thode de Kunyansky pour m = 1 ; pour le mode`le d’atte´nuation a = a(x), x ∈ R2 (voir les
formules (1.37), (1.38)) nous avons utilise´ le mode`le Shepp-Logan 3D [Ga+08] avec des parame`tres
pour une forte atte´nuation ; voir aussi la figure 1.6
Outre la me´thode de Kunyansky pour l’inversion de RW pour des poids ge´ne´raux W , il
existe d’autres me´thodes ite´ratives, par exemple, la me´thode de Beylkin [Be84].
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Dans la me´thode de Beylkin, la reconstruction de f a` partir de W et RWf revient
e´galement a` re´soudre une e´quation inte´grale sur f . Cependant, l’e´quation inte´grale dans
[Be84] est tre`s diffe´rente de (1.61). Plus pre´cise´ment, dans la me´thode de Beylkin, l’e´quation
inte´grale est de type Fredholm, alors que dans (1.61) ce n’est pas le cas car il y a des
singularite´s non-inte´grables dans les noyaux des expressions (1.67), (1.68) pour les ope´rateurs
QW,D,∞, QW,D,m. L’approche de la construction d’une e´quation inte´grale de type Fredholm
sur f a` partir deW, RWf est issue de la the´orie des ope´rateurs pseudo-diffe´rentiels elliptiques,
et consiste principalement a` construire une parame´trix pour un ope´rateur elliptique associe´
a` RW . Une telle approche
15 permet, par exemple, d’effectuer des reconstructions “locales” a`
partir de RWf , c’est-a`-dire reconstruire f ayant un support suffisamment petit ; voir [Be84],
[AG07].
Une caracte´ristique importante de la me´thode de Kunyansky est qu’elle est assez robuste
en pre´sence de bruit dans les donne´es mesure´es ; voir [GuNo14]. Aussi, notons que la
formule de Chang et la me´thode de Kunyansky sont applicables pour tous les poids W
satisfaisant (1.14) et les hypothe`ses de re´gularite´ correspondantes (1.64), (1.70), (1.79). Ces
deux caracte´ristiques nous ont permis d’introduire de nouvelles me´thodes d’inversion pour
diffe´rentes tomographies.
Re´sume´ de l’article 1. Dans cet article nous conside´rons le proble`me 1 pour d = 3, ou`
les transforme´es PWf sont connues pour tous les rayons
paralle`les a` un plan bidimensionnel fixe Ση = {x ∈ R3 : xη = 0}.
(1.82)
Ce cadre correspond a` l’approche de reconstruction tranche par tranche utilise´e dans les
tomographies comme la tomographie a` rayons X, PET ou SPECT ; voir la figure 1.8.
O
η
Ση = Σ(0, η)
supp f
PWf(γ), γ ∈ TS1(Y )
f |Y
Y
Figure 1.8 Reconstructions tranche par tranche
Au lieu de re´soudre le proble`me inverse tranche par tranche, nous proposons une autre
approche base´e sur la construction ge´ome´trique simple suivante.
Soit Σ = Σ(s, θ) un plan bidimensionnel arbitraire qui n’est pas paralle`le a` Ση. Notons
que le plan Σ peut eˆtre “tranche´” dans un ensemble de rayons paralle`les qui sont paralle`les
a` Ση ; voir la figure 1.9.
15La construction d’une parame´trix pour un ope´rateur pseudodifferentiel elliptique associe´ a` RW permet,
par exemple, de reconstruire des singularite´s de f a` partir de RW f . La reconstruction des singularite´s de f
a` partir de RW f est aussi connue sous le nom de tomographie pseudo-locale et, de l’avis de l’auteur, c’est le
plus bel exemple des applications du calcul pseudo-diffe´rentiel en imagerie ; voir [Qu93], [Fa+01].
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α(θ)
η,Ση
θ, Σ(s, θ)
Figure 1.9
De plus, la direction α ∈ S2 des rayons qui tranchent Σ est de´finie uniquement par η, θ ∈ S2 :
α = α(θ) =
[η, θ]
|[η, θ]| ∈ S
2, (1.83)
ou` [·, ·] de´signe le produit vectoriel standard de R3. Alors, les formules suivantes sont val-
ables :
Rwf(s, θ) =
+∞∫
−∞
PWf(sθ + τ [θ, α], α) dτ, (s, θ) ∈ R× S2,
w(x, θ) = W (x, α(θ)), [η, θ] 6= 0, x ∈ R3.
, (1.84)
ou` Rw est la transformation de Radon ponde´re´e standard pour le poids w le long des plans
de R3, α(θ) est donne´ en (1.83).
En raison des formules de (1.84) les donne´es tomographiques mode´lise´es par PWf peu-
vent eˆtre re´duites aux donne´es mode´lise´es par Rwf . L’intuition derrie`re une telle re´duction
est de re´duire l’impact du bruit sur les reconstructions, par exemple, dans les tomographies
d’e´mission. En effet, dans les reconstructions tranche par tranche pour chaque plan bidi-
mensionnel, la re´duction f |Y est reconstruite a` partir de PWf |TS1(Y ) et le reste des donne´es
est comple`tement ignore´ (voir la figure 1.8) alors que la re´duction de (1.84) contient une
inte´grale qui peut eˆtre interpre´te´e comme une re´gularisation du bruit. Comme nous le ver-
rons plus loin, en appliquant les me´thodes d’inversion approprie´es a` Rwf , on obtient des
reconstructions plus stables que leurs analogues dans une approche tranche par tranche.
Compte tenu de ce qui pre´ce`de, nous proposons le sche´ma suivant pour trouver f a` partir
de PWf :
(i) En utilisant (1.84) re´duire les donne´es fournies par le poid W, PWf
en tout rayon paralle`le a` Ση, a` w et Rwf sur tous les plans,
sauf les plans paralle`les a` Ση.
(ii) Appliquer une me´thode d’inversion pour Rw pour d = 3
pour trouver f a` partir de Rwf.
(1.85)
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Remarque 2. Il est inte´rresant de noter que, les formules de (1.84) pour W ≡ 1 sont
triviales et peuvent eˆtre conside´re´es comme un cas particulier du the´ore`me de Fubini : une
inte´grale Rf(s, θ) sur un plan Σ(s, θ) peut eˆtre vue comme une inte´grale des inte´grales des
rayons Pf(·, α(θ)) le long des rayons qui coupent ce plan. Ne´anmoins, pour les poids non
constants, de telles formules n’existaient pas jusqu’a` notre re´sultat de l’article 1.
Apre`s avoir introduit une me´thode pour re´duire le proble`me 1 au proble`me 2 pour d = 3,
il est ne´cessaire d’avoir une me´thode pour re´soudre le proble`me 2. Comme nous sommes
motive´s par des applications tomographiques, nous sommes e´galement inte´resse´s par des
me´thodes approximatives mais efficaces. Une me´thode simple a` proposer consiste en un
analogue des formules d’inversion approximatives de Chang pour d ≥ 3.
Compte tenu de (1.43)-(1.45), nous de´finissons les formules d’inversion approximative
suivantes pour RW pour d ≥ 2 :
fappr(x) =

(−1)(d−2)/2
2(2pi)d−1w0(x)
∫
Sd−1
H [RWf ](d−1) (xθ, θ) dθ, d est pair,
(−1)(d−1)/2
2(2pi)d−1w0(x)
∫
Sd−1
[RWf ]
(d−1) (xθ, θ) dθ, d est impair,
(1.86)
ou`
w0(x)
def
=
1
Vol(Sd−1)
∫
Sd−1
W (x, θ) dθ, w0(x) 6= 0, x ∈ Rd, (1.87)
[RWf ]
(d−1) (s, θ) =
(
d
ds
)(d−1)
RWf(s, θ),
Hg(s) def=
1
pi
p.v.
∫
R
g(t)
s− tdt, s ∈ R, θ ∈ S
d−1.
(1.88)
De plus, nous supposons que les formules (1.86)-(1.88) sont de´finies seulement pour W
satisfaisant (1.14).
Remarque 3. En notation ge´ne´rique pour les transformations de Radon ponde´re´es et leurs
inversions, la formule (1.86) a la forme suivante :
fappr(x) =
R−1RWf(x)
w0(x)
, x ∈ Rd, (1.89)
ou` R−1 est l’inverse de la transformation de Radon classique, w0(x), x ∈ Rd est de´fini dans
(1.87). De (1.46), (1.89) il est clair que les formules (1.86)-(1.88) sont des extensions directes
de la formule de Chang a` d ≥ 3.
De plus, nous avons e´tendu le the´ore`me 1 aux dimensions supe´rieures d ≥ 3, et en combi-
naison avec cela nous avons obtenu le re´sultat suivant
The´ore`me 3. Considerons W satisfaisant (1.14) et continu sur Rd×Sd−1, d ≥ 2. Soit fappr
de´fini par (1.86)-(1.88) au regard de RWf et w0. Alors
fappr = f (au sens des distributions) sur Rd pour tout f ∈ Cc(Rd) (1.90)
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si et seulement si
w0(x) ≡ 1
2
(W (x, θ) +W (x,−θ)) , x ∈ Rd, θ ∈ Sd−1, (1.91)
ou` Cc(Rd) de´signe l’espace des fonctions continues a` support compact sur Rd.
Remarque 4. Notons que le poids w apparaissant dans (1.84) n’est pas continu, en ge´ne´ral.
La discontinuite´ de w est lie´e a` la non-unicite´ du “de´coupage” pour les plans paralle`les a` Ση.
D’autre part, l’ensemble de discontinuite´ de w est de mesure nulle sur R× S2 ce qui rend le
the´ore`me 3 toujours applicable pour w de (1.84).
Le re´sultat du the´ore`me 3 soutient l’intuition que les analogues (1.86)-(1.88) de la formule
de Chang de (1.43), (1.44) pourraient eˆtre efficaces pour les applications tomographiques.
Cette intuition a e´galement e´te´ confirme´e par nos expe´riences nume´riques qui sont pre´sente´es
plus loin.
Enfin, du point de vue mathe´matique, le the´ore`me 3 pourrait aussi eˆtre inte´ressant comme
extension du the´ore`me 1 aux dimensions impaires, puisqu’on sait que les inversions des
transformations de Radon sont tre`s diffe´rentes pour les dimensions paires et impaires ; voir
[Na86].
Les de´tails de construction de (1.84) et la preuve du the´ore`me 3 sont pre´sente´s au
chapitre 3.
Bien qu’avec les formules d’inversion approximatives de Chang pour d ≥ 3 on puisse tester
la nouvelle me´thode d’inversion propose´e pour PW , ces formules e´taient encore trop simples
et heuristiques pour conclure nos e´tudes. Par la suite, dans l’article 2, nous de´veloppons
notre nouvelle me´thode d’inversion en e´tendant l’algorithme de Kunyansky a` d ≥ 3.
Re´sume´ de l’article 2. Dans cet article, nous continuons a` de´velopper les re´sultats de
l’article 1 et des articles [Ku92], [No14], [GuNo14]. En particulier, nous proposons une ex-
tension de l’algorithme ite´ratif de Kunyansky de d = 2 a` d ≥ 3. Pour la dimension d = 3
notre extension est d’importance pour les applications tomographiques compte tenu de la
nouvelle me´thode de reconstruction de l’article 1.
Nous conside´rons le proble`me 2 et nous supposons que
W ∈ C(R3 × S2) ∩ L∞(R3 × S2), (1.92)
w0,0(x)
def
=
1
4pi
∫
S2
W (x, θ) dθ, w0,0(x) 6= 0, x ∈ R3, (1.93)
f ∈ L∞(R3), supp f ⊂ D, (1.94)
ou` W, f sont a` valeurs complexes, dθ est un e´le´ment de mesure uniforme sur S2, D est un
domaine borne´ ouvert (qui est fixe´ a` priori).
De la meˆme manie`re que [Ku92], [GuNo14], nous re´duisons le proble`me d’inversion de
RW pour d = 3 a` la re´solution d’une certaine e´quation inte´grale line´aire. En particulier, nous
montrons que si la partie paire de W en θ (i.e., 1
2
(W (x, θ) +W (x,−θ))) est proche de w0,0,
l’e´quation inte´grale peut eˆtre re´solue avec des me´thodes d’approximations successives. Par
contre, si l’approximation ci-dessus n’est pas ve´rifie´e, on de´finit une se´rie d’approximations
fm ≈ f, m ∈ N ∪ {0}, ou` m est choisi en fonction de W . Cela correspond a` (1.70), (1.73)
pour l’algorithme bidimensionnel original de Kunyansky.
Ci-dessous nous expliquons l’extension de l’algorithme de Kunyansky a` d = 3. Les de´tails
de nos extensions a` d > 3 peuvent eˆtre trouve´s dans le chapitre 4.
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De la meˆme manie`re que les de´veloppements bidimensionnels (1.56)-(1.81), nous con-
side´rons les de´veloppements suivants:
W (x, θ(γ, ϕ)) =
∞∑
k=0
k∑
n=−k
wk,n(x)Y
n
k (γ, ϕ), (1.95)
Wm(x, θ(γ, ϕ))
def
=
m∑
k=0
k∑
n=−k
w2k,n(x)Y
n
2k(γ, ϕ), x ∈ R3, m ∈ N ∪ {0}, (1.96)
Y nk (γ, ϕ)
def
= p
|n|
k (cos(γ))e
inϕ, k ∈ N ∪ {0}, n = −k, . . . k, (1.97)
θ(γ, ϕ) = (sin γ cosφ, sin γ sinϕ, cos γ) ∈ S2, γ ∈ [0, pi], ϕ ∈ [0, 2pi], (1.98)
ou` pnk(x), x ∈ [−1, 1], sont des polynoˆmes associe´s de Legendre semi-normalise´s (voir [SW16]).
En particulier, les fonctions Y nk de (1.97) constituent la base des harmoniques sphe´riques dans
L2(S2) avec la parame´trisation de (1.98). Les coefficients wk,n de (1.95) sont donne´s par les
formules suivantes :
wk,n = c(k, n)
2pi∫
0
e−inϕ dϕ
pi∫
0
W (x, θ(γ, φ))p
|n|
k (cos γ) sin γ dγ,
c(k, n) =
2k + 1
8pi
, k ∈ N ∪ {0}, n = −k, . . . k.
(1.99)
Compte tenu des de´veloppements bidimensionnelles (1.55)-(1.81) on de´finit les objets suiv-
ants :
QW,D,∞u(x)
def
= R−1(RW,D,∞u)(x), x ∈ R3, (1.100)
QW,D,mu(x)
def
= R−1(RW,D,mu)(x), m ∈ N, QW,D,mu(x) = 0 pour m = 0, (1.101)
σW,D,∞
def
=
∞∑
k=1
2k∑
n=−2k
sup
x∈D
∣∣∣∣w2k,n(x)w0,0(x)
∣∣∣∣ , (1.102)
σW,D,m
def
=
m∑
k=1
2k∑
n=−2k
sup
x∈D
∣∣∣∣w2k,n(x)w0,0(x)
∣∣∣∣ , pour m ∈ N, (1.103)
ou` R−1 est l’inversion classique des transformations de Radon pour d = 3 (voir [Ra17],
[Na86]), les coefficients w0,0, w2k,n sont de´finis dans (1.93), (1.99) et
RW,D,∞u(s, θ(γ, ϕ))
def
=
∞∑
k=1
2k∑
n=−2k
Y n2k(γ, ϕ)R(χDu)(s, θ(γ, ϕ)), (1.104)
RW,D,mu(s, θ(γ, ϕ))
def
=
m∑
k=1
2k∑
n=−2k
Y n2k(γ, ϕ)R(χDu)(s, θ(γ, ϕ)), (1.105)
x ∈ R3, s ∈ R, θ(γ, ϕ) ∈ S2,
ou` Y nk sont de´finis dans (1.97), R est la transformation de Radon classique pour d = 3,
χD = χD(x) est la fonction caracte´ristique du domaine D de (1.94), u est une fonction test
sur R3.
Notons que les formules (1.100)-(1.105) sont des analogues directs de (1.62), (1.65), (1.75),
(1.77) de la me´thode Kunyansky pour d = 2. La seule diffe´rence est que les de´veloppements
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de W,Wm, les nouveaux ope´rateurs QW,D,∞, QW,D,m et les coefficients w2k,n sont re´e´crits
en termes d’harmoniques sphe´riques Y nk sur S2. Notons aussi que dans les formules (1.100)-
(1.105) parmi les termes wk,n, Y
n
k seuls ceux avec des indices k pairs sont pre´sents. Cela est
similaire a` (1.55), (1.56) et, en particulier, parce que R−1RWf = R−1RWsymf , ou` Wsym est
la partie paire W en θ (c’est-a`-dire Wsym(x, θ) =
1
2
(W (x, θ) +W (x,−θ))).
Ensuite, nous montrons que QW,D,∞, QW,D,m sont des ope´rateurs line´aires borne´s dans
L2(R2).
Lemme 2. Soit QW,D,∞, QW,D, m les ope´rateurs de´finis par (1.100), (1.101), respectivement,
et u une fonction test sur R3. Alors
QW,D,∞u =
∞∑
k=1
2k∑
n=−2k
d2k,n ∗ w2k,n
w0,0
χDu, (1.106)
QW,D,mu =
m∑
k=1
2k∑
n=−2k
d2k,n ∗ w2k,n
w0,0
χDu, (1.107)
ou` les coefficients wk,n sont de´finis dans (1.99), ∗ de´signe la convolution dans R3, d2k,n sont
de´finis par la formule :
d2k,n(x(r, γ, ϕ)) = (−1)k
21/2Γ(3
2
+ k)
piΓ(k)
Y n2k(γ, ϕ)
r3
, r > 0, (1.108)
ou` Γ(·) est la fonction Gamma, x(r, γ, ϕ) est de´fini par la formule :
x(r, γ, φ) = (r sin γ cosϕ, r sin γ sinϕ, r cos γ) ∈ R3, γ ∈ [0, pi], ϕ ∈ [0, 2pi], r ≥ 0. (1.109)
En outre, pour d2k,n dans (1.108) la proprie´te´ suivante est satisfaite:
F [d2k,n](ξ) = Y2k,n
(
ξ
|ξ|
)
, ξ ∈ R3\{0}, (1.110)
ou` F [·] est la transformation de Fourier dans R3.
Lemme 3. Les ope´rateurs line´aires QW,D,∞, QW, D,m de´finis dans (1.106), (1.107), sont des
operateurs line´aires borne´s dans L2(R2) et les estimations suivantes sont satisfaites :
‖QW,D,∞‖L2(R2)→L2(R2) ≤ σW,D,∞, (1.111)
‖QW,D,m‖L2(R2)→L2(R2) ≤ σW,D,m, m ∈ N ∪ {0}, (1.112)
ou` σW,D,∞, σW,D,m sont de´finis dans (1.102), (1.103).
De la meˆme manie`re que la me´thode originale de Kunyansky, nous re´duisons le proble`me
d’inversion de RW a` la re´solution d’une e´quation inte´grale line´aire. En particulier, cette
e´quation est obtenue en appliquant R−1 a` RWf et en exprimant l’ope´rateur R−1RW en
termes de QW,D,D,∞.
Lemme 4. Soit
∞∑
k=1
2k∑
n=−2k
∣∣∣∣∣∣∣∣w2k,nw0,0
∣∣∣∣∣∣∣∣
L2(D)
< +∞, (1.113)
ou` les wk,n sont de´finis dans (1.99). Alors
R−1RWf ∈ L2(R3). (1.114)
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De plus, la formule suivante s’applique :
R−1RWf = w0,0f +
∞∑
k=1
2k∑
n=−2k
d2k,n ∗ w2k,nf = (I +QW,D,∞)(w0,0f), (1.115)
ou` f satisfait (1.94), R−1 est l’inversion de la transformation de Radon classique et QW,D,∞
est donne´ par (1.100).
Compte tenu de la me´thode de Kunyansky susmentionne´e et des re´sultats des lemmes 2-4
nous proposons la me´thode suivante de reconstruction de f a` partir de RWf :
(1) Soit
σW,D,∞ < 1. (1.116)
L’ine´galite´ (1.116) et l’estimation (1.111) impliquent que I + QW,D,∞ est continuelle-
ment inversible et l’identite´ suivante est ve´rifie´e (au sens de norme d’ope´rateur dans
L2(R3)) :
(I +QW,D,∞)−1 =
∞∑
j=0
(−QW,D,∞)j. (1.117)
The´ore`me 4. Supposons que les conditions (1.92)-(1.94), (1.116) soient remplies.
Alors, RW est injective dans L
2(R2) et l’inversion peut eˆtre exprime´e par la formule
suivante :
f = w−10,0(I +QW,D,∞)
−1R−1RWf. (1.118)
ou` w0,0 est de´fini dans (1.93), R
−1 est l’inversion de la transformation de Radon clas-
sique, l’ope´rateur (I +QW,D,∞)−1 est donne´ dans (1.117).
La formule (1.118) peut eˆtre conside´re´e comme une e´quation inte´grale pour w0,0f et
sous l’hypothe`se (1.116) elle peut eˆtre re´solue par la me´thode des approximations
successives :{
u(k+1) = R−1RWf −QW,D,∞u(k), k ≥ 1,
u(0) = R−1RWf,
, u(k)
L2(R2)−−−−→ w0,0f. (1.119)
En choisissant N assez grand dans (1.119) on prend f comme u(N)/w0,0. En pra-
tique, seulement quelques ite´rations du sche´ma susmentionne´ sont ne´cessaires, car sous
l’hypothe`se (1.116) la convergence de (1.119) vers w0,0f est ge´ome´trique.
En pratique, l’hypothe`se (1.116) n’est pas toujours satisfaite [GuNo14], donc, nous
proposons une se´rie d’inversions approximatives fm ≈ f, m ∈ N ∪ {0}.
(2) Soit
σW,D,m < 1, pour m ∈ N ∪ {0},
σW,D,∞ < +∞,
(1.120)
ou` σW,D,∞, σW,D,m sont de´finis dans (1.102), (1.103), respectivement.
L’hypothe`se de (1.120) et l’ine´galite´ (1.112) dans le lemme 3 implique que I +QW,D,m
est continuellement inversible et son inverse peut eˆtre donne´ (au sens de norme d’ope´rateur
dans L2(R3)):
(I +QW,D,m)
−1 =
∞∑
j=0
(−QW,D,m)j, (1.121)
ou` I est l’ope´rateur identite´ dans L2(R3).
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The´ore`me 5. Supposons que les conditions (1.92)-(1.94), (1.120) soient satisfaites.
Alors
f ≈ fm def= (w0,0)−1(I +QW,D,m)−1R−1RWf, (1.122)
f = fm − (w0,0)−1(I +QW,D,m)−1R−1RδWmf, (1.123)
‖f − fm‖L2(D) ≤ ‖f‖∞
c(1− σW,D,m)
∞∑
k=m+1
2k∑
n=−2k
‖w2k,n‖L2(D) < +∞, (1.124)
ou`
c = min
x∈D
|w0,0(x)|, c > 0, (1.125)
δWm(x, θ(γ, ϕ))
def
= W (x, θ(γ, ϕ))−
2m+1∑
k=0
k∑
n=−k
wk,n(x)Y
n
k (γ, ϕ), (1.126)
x ∈ R3, γ ∈ [0, pi], ϕ ∈ [0, 2pi], m ∈ N ∪ {0}, (1.127)
w0,0 est de´finie dans (1.93), θ(γ, φ) est de´fini dans (1.98), les Y
n
k sont de´finis dans
(1.97), l’ope´rateur (I +QW, D,m)
−1 est de´fini dans (1.121).
Remarque 5. La formule (1.122) peut eˆtre conside´re´e comme l’e´quation inte´grale
line´aire suivante sur w0,0fm :
w0,0fm +QW,D,m(w0,0fm) = R
−1RWf. (1.128)
Les ine´galite´s de (1.120) et l’identite´ (1.121) impliquent que l’e´quation (1.128) est
re´soluble par la me´thode des approximations successives :{
u
(k+1)
m = R−1RWf −QW,D,mu(k)m , k ≥ 1,
u
(0)
m = R−1RWf,
, u(k)m
L2(R2)−−−−→ w0,0f. (1.129)
En fait, la condition σW,D,∞ < +∞ peut eˆtre relaˆche´e de la fac¸on suivante :
∞∑
k=1
2k∑
n=−2k
∣∣∣∣∣∣∣∣w2k,nw0,0
∣∣∣∣∣∣∣∣
L2(D)
< +∞, (1.130)
ou` wk,n sont de´finis dans (1.99).
La formule (1.122) est une extension de la formule bidimensionelle de Chang de [Ch78],
[No11], [GuNo14] pour d = 2 et aussi une extension de la formule de type Chang de l’article 1,
ou` cette formule e´tait donne´e pour m = 0.
Comme m ≥ 0 peut eˆtre choisi de sorte que l’ine´galite´ (1.120) soit satisfaite, nous pro-
posons la reconstruction approximative suivante de f a` partir de RWf :
(i) trouver m maximal tel que (1.120) soit satisfaite,
(ii) reconstruire f par approximations via fm en utilisant (1.122).
(1.131)
Remarque 6. Pour les applications pratiques, il est e´vident qu’il n’est jamais possible de
conside´rer un nombre infini de termes dans (1.106), meˆme si l’ine´galite´ (1.116) est satisfaite.
Par conse´quent, l’approche de (1.131) est toujours utilise´e. L’imple´mentation nume´rique
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de la me´thode de (1.131) est directe suivant les formules (1.95)-(1.98), (1.103), (1.120)-
(1.122). De plus, l’imple´mentation des ope´rateurs QW,D,∞, QW,D,m est est tre`s simple graˆce
a` la formule (1.110). Au vu de ces formules, les ope´rateurs QW,D,∞, QW, D,m peuvent eˆtre
re´e´crits sous la forme suivante :
QW,D,∞u = F−1ξ
( ∞∑
k=1
2k∑
n=−2k
Y n2k
(
ξ
|ξ|
)
Fx
(
w2k,n
w0,0
χDu
)
(ξ)
)
,
QW,D,mu = F−1ξ
(
m∑
k=1
2k∑
n=−2k
Y n2k
(
ξ
|ξ|
)
Fx
(
w2k,n
w0,0
χDu
)
(ξ)
)
,
(1.132)
ou` u ∈ L2(R3), F−1ξ , Fx sont les transformations de Fourier inverse et directe pour les
variables ξ, x ∈ R3, respectivement. Les formules de (1.132) sont beaucoup plus faciles a`
imple´menter nume´riquement que (1.106), (1.106), car les premie`res sont seulement les com-
positions de transformations de Fourier et les multiplications par des harmoniques sphe´riques
Y n2k. Les de´tails et commentaires de nos imple´mentations peuvent eˆtre trouve´s dans le
prochain paragraphe concernant la simulation nume´rique.
Pour conclure l’expose´ des re´sultats de l’article 2, nous mentionnons e´galement que les
formules et me´thodes de (1.92)-(1.132) permettent des extensions simples a` d > 3. Les
de´tails de ces extensions sont donne´s dans le chapitre 4.
Nous testons ensuite nume´riquement la formule de type Chang en trois dimensions et
e´galement la me´thode de type Kunyansky de (1.131).
Simulation nume´rique
Nous pre´sentons ici des tests nume´riques de nos me´thodes d’inversion des articles 1, 2. Tous
nos tests ont e´te´ re´alise´s dans le cadre de SPECT en 3D, ou` les donne´es ont e´te´ mode´lise´es
par PWf dans le cadre de reconstructions tranche par tranche. Plus pre´cise´ment, notre
simulation nume´rique comportait les e´tapes suivantes :
1. Pour un mode`le d’atte´nuation donne´ a = a(x) et une distribution f = f(x), x ∈ R3,
simuler les donne´es PWaf(γ), γ ∈ Γ, ou` Wa est donne´ par (1.37), (1.38), Γ est une grille
discre`te dans TS2 qui correspond aux acquisitions dans les reconstructions tranche par
tranche.
2. En utilisant les de´veloppements de l’article 1 (formules (1.83)-(1.84)), re´duire les donne´es
d’e´mission PWaf(γ), γ ∈ Γ aux RWf(s, θ), (s, θ) ∈ Π, ou` Π est une grille discre`te sur
R× S2, le poids W est construit a` partir de Wa et en utilisant les formules (1.84).
3. Appliquer nos me´thodes d’inversion des articles 1, 2 (les analogues de la formule de
Chang et de l’algorithme ite´ratif de Kunyansky pour d = 3) pour reconstruire f a`
partir de RWf(s, θ), (s, θ) ∈ Π.
Pour la simulation des donne´es synthe´tiques, notre choix de mode`les d’atte´nuation, de
distributions de nucle´otide et de grilles Γ, Π est de´crit ci-dessous en de´tail. L’objectif de la
simulation sur des donne´es synthe´tiques est de montrer qu’en effet, la re´duction propose´e
apporte plus de stabilite´ aux reconstructions, inde´pendamment de la me´thode utilise´e -
formule de type Chang ou me´thode ite´rative plus avance´e de type Kunyansky.
En plus des expe´riences sur des donne´es synthe´tiques, nous avons e´galement applique´
nos me´thodes d’inversion sur des donne´es re´elles obtenues du Service Hospitalier Fre´de´ric
Joliot, CEA (Orsay). Plus pre´cise´ment, l’expe´rience re´elle a e´te´ re´alise´e sur un singe qui a e´te´
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soumis a` une proce´dure SPECT standard. Les de´tails de cette expe´rience sont de´crits plus
loin dans le texte. Dans l’expe´rience sur des donne´es re´elles, comme la distribution re´elle du
nucle´otide n’e´tait pas connue, il n’a pas e´te´ possible de mesurer quantitativement la qualite´
des reconstructions. Le but de cette expe´rience e´tait de de´montrer que notre me´thode est
applicable, en principe, dans des proce´dures SPECT re´alistes.
Le contenu de cette sous-section est organise´ comme suit. Tout d’abord, nous de´crivons
l’expe´rience sur les donne´es synthe´tiques. Nous de´crivons les mode`les de l’atte´nuation, des
distributions de nucle´otides et le processus de simulation des donne´es d’e´mission (ge´ome´trie
des acquisitions de PWaf , mode´lisation du bruit). Nous pre´sentons par la suite les recon-
structions des distributions nucle´otidiques a` l’aide de la formule de Chang et de la me´thode
ite´rative de Kunyansky en 3D. Nous comparons visuellement et nume´riquement la qualite´ de
nos reconstructions avec des me´thodes bidimensionnelles base´es sur la formule d’inversion
de Chang et l’algorithme ite´ratif de Kunyansky. Ensuite, nous pre´sentons les re´sultats des
reconstructions pour l’expe´rience re´elle sur le singe. Dans ce cas, nous ne pre´sentons que
des images de reconstructions pour notre me´thode tridimensionnelle base´e sur la formule de
Chang. Enfin, nous commentons nos imple´mentations et fournissons un lien vers celles-ci.
Mode`le d’atte´nuation
Dans nos expe´riences pour le mode`le d’atte´nuation, nous avons utilise´ l’extension du ce´le`bre
mode`le Shepp-Logan en 3D ([Ga+08], [SL74]) ; voir la figure 1.10. Ce mode`le imite la teˆte
humaine et est standard pour tester les algorithmes de reconstruction dans le domaine des
tomographies.
(a) iz = 40 (b) iz = 64 (c) iz = 80
Figure 1.10 Application d’atte´nuation : Coupe transversale du mode`le de Shepp-Logan par
plans z = const
Le mode`le se compose d’un grand ellipso¨ıde qui repre´sente le cerveau et de plusieurs
petits ellipso¨ıdes qui repre´sentent ses caracte´ristiques. La couche ellipso¨ıdale externe avec
des axes de 13.8 cm, 18 cm et 18.4 cm de longueur correspond a` l’os du craˆne ; l’atte´nuation
standard du mate´riau osseux est e´gale a` 0.17 cm−1. L’atte´nuation a` l’inte´rieur d’un ellipso¨ıde
interne plus petit repre´sentant le mate´riau ce´re´bral est e´gale a` 0.15 cm−1. Les sphe`res plus
petites (sphe`res gris fonce´ sur la figure 1.10) repre´sentent des inclusions dans le cerveau et
ont une atte´nuation de 0.10 cm−1. Le mode`le inclut e´galement des cavite´s qui sont donne´es
par deux re´gions ellipso¨ıdales pre`s du centre (voir les ellipso¨ıdes en couleur noire, figure 1.10.
(b), (c))). Dans ces re´gions, l’atte´nuation a e´te´ fixe´e a` ze´ro.
La caracte´ristique quantitative qui de´crit l’intensite´ de l’atte´nuation est la longueur op-
tique de l’atte´nuation le long de certains trajets se´lectionne´s (la longueur optique le long d’un
trajet est une inte´grale du coefficient d’atte´nuation le long de ce chemin). Dans le mode`le
donne´, les longueurs optiques suivant les axes X, Y et Z sont e´gales respectivement a` 2.44,
3.89 et 4.81. D’un point de vue pratique, ces valeurs correspondent a` une forte atte´nuation.
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Pour e´tudier l’efficacite´ de nos me´thodes de reconstruction pour diffe´rents re´gimes, nous
avons utilise´ deux mode`les. Le premier, qui est re´fe´rence´ par a1 ou “atte´nuation forte”, est
le mode`le de Shepp-Logan avec les parame`tres de´crits ci-dessus. Le second mode`le, appele´
a2 ou “atte´nuation faible”, correspond au meˆme mode`le que le premier mais les valeurs
d’atte´nuation ont e´te´ multiplie´es par un facteur de 1/10 (a2 = 10
−1a1). Ainsi, les longueurs
optiques le long de l’axe X, Y, Z pour le deuxie`me mode`le d’atte´nuation a2 sont e´gales a`
0.244, 0.389 et 0.481, respectivement. Du point de vue pratique, cela correspond au cas
d’une tre`s faible atte´nuation.
Avant de poursuivre, nous notons que toutes les images de cette sous-section seront
pre´sente´es dans une e´chelle de gris line´aire, ou` les couleurs plus fonce´es correspondent a` des
valeurs plus petites (la couleur noire correspond a` ze´ro).
Mode`le pour la distribution des nucle´otides
Nous avons utilise´ deux mode`les pour la distribution des nucle´otides. Le premier, de´signe´ par
f1 ou mode`le 1, est de´crit par une fonction caracte´ristique de l’ellipso¨ıde interne du mode`le
de Shepp-Logan du paragraphe pre´ce´dent, voir la figure 1.11 (a).
(a) mode`le 1, f1 (b) mode`le 2, f2
Figure 1.11 Distribution des nucle´otides
Le but du mode`le 1 est de tester la capacite´ a` reconstruire des distributions du nucle´otide
uniformes dans l’espace et variant lentement.
En meˆme temps, il est important de tester les algorithmes lorsque la distribution de
l’activite´ a une distribution tre`s non uniforme dans l’espace. Pour ces raisons, nous utilisons
le mode`le f2 ou mode`le 2, qui est de´crit par une couche sphe´rique place´e presque au centre
de l’application d’atte´nuation ; voir la figure 1.11. (b) (le mode`le de fond en gris est place´
uniquement pour la visualisation de la position de f2 par rapport au mode`le d’atte´nuation).
Le rayon exte´rieur de la couche sphe´rique est de 4 cm et le rayon de l’inte´rieur est e´gal a`
2 cm. En particulier, le mode`le 2 est utilise´ pour simuler le re´glage classique en SPECT :
reconstruire la distribution d’un nucle´otide qui a tendance a` se concentrer dans le cerveau
d’un patient.
Enfin, notons que sur la figure 1.11 seules des tranches de mode`les 1, 2 sont pre´sente´es,
alors que ces derniers sont des objets complets en trois dimensions.
Simulation des donne´es sans bruit
Rappelons que dans la SPECT, les donne´es d’e´mission sont mode´lise´es par PWaf(γ) pour
les rayons γ qui correspondent au cadre des reconstructions tranche par tranche ; voir aussi
la figure 1.12.
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supp f
PWf(γ), γ - paralle`le a` XY
Figure 1.12
Plus pre´cise´ment, cela signifie que
PWaf(γ) sont donne´s pour tous les rayons γ
qui sont paralle`les au plan XY ; voir la figure 1.12,
(1.133)
ou`
1. les fonctions test f = f(x), x ∈ R3, sont donne´es par f1, f2.
2. le poids Wa est donne´ par les formules (1.37), (1.38), ou` a est donne´ par a1, a2.
Les mode`le d’activite´ f1, f2 et les applications d’atte´nuation a1, a2 sont donne´s par leurs
valeurs sur la grille carte´sienne du cube unitaire [−1, 1]3 et on suppose que ces fonctions ont
leur supports dans la boule centre´e de rayon R = 1.0.
En particulier, la grille carte´sienne ΩN sur [−1, 1]3 est de´finie comme suit
ΩN = {(xi, yj, zk) : xi = −R + i∆x, yj = −R + j∆y, zk = −R + k∆z},
∆x = ∆y = ∆z = 2R/(N − 1), i, j, k ∈ {0, . . . N − 1}, (1.134)
ou` N est le nombre de points dans la grille dans une direction. Dans tous nos calculs
nous avons pris N = 129 ce qui correspond a` la re´solution standard en SPECT. Pour les
e´valuations de PWaf pour les poids Wa donne´s par (1.37) sur ces grilles discre`tes, nous avons
suppose´ que les fonctions f1, f2 et a1, a2 e´taient line´aire et continues par morceaux entre les
points de la grille.
Pour faire une version discre´tise´e de (1.133) nous avons utilise´ la grille Γ dans l’ensemble
des rayons qui correspond au cadre des reconstructions tranche par tranche, ou` dans chaque
plan z = const les donne´es d’e´mission PWaf sont mode´lise´es pour la ge´ome´trie de faisceau
paralle`le ; [Na86]. Selon cette grille de configuration, Γ se compose d’une grille de rayons
dont chaque plan est paralle`le a` XY (i.e., z = const) et d’une grille suivante la coordonne´e
Z dans l’intervalle [−1, 1]. Plus pre´cise´ment, la grille Γ a e´te´ de´finie comme suit :
Γ = {γ = γ(zi, sj, ϕk) : zi = −R + i∆z, sj = −R + j∆s, ϕk = k∆ϕ},
i = 0, . . . nz − 1, j = 0, . . . ns − 1, k = 0, . . . nϕ − 1,
∆z = 2R/(nz − 1), ∆s = 2R/(ns − 1), ∆ϕ = 2pi/nϕ,
(1.135)
ou` γ(z, s, s, ϕ) est donne´ par les formules
le rayon γ = γ(z, s, ϕ) pour (z, s, ϕ) ∈ [−1, 1]× [−1, 1]× [0, 2pi] est de´finie par
γ(z, s, ϕ) = {(x1, x2, x3) : x1 = s cos(ϕ)− t sin(ϕ), x2 = s sin(ϕ) + t cos(ϕ), x3 = z, t ∈ R}.
(1.136)
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Pour nos expe´riences, nous avons utilise´ nz = ns = 129. Le nombre de projections nϕ a e´te´
choisi e´gal a` 128. Notons que ce nombre est infe´rieur a` celui de la formule [Kun01] (nϕ = 400),
ou` la valeur de nϕ a e´te´ choisie en fonction de la condition d’e´chantillonnage de type Shannon-
Nyquist pour les transformations des rayons (voir chapitre 3 dans [Na86]). Notre choix pour
nϕ = 128 a e´te´ motive´ par l’expe´rience sur des donne´es re´elles dans lesquelles nous n’avions
que ce nombre de directions dans chaque plan de coupe.
(a) PWaf1, atte´nuation faible (b) PWaf1, atte´nuation forte
(a) PWaf2, atte´nuation faible (b) PWaf2, atte´nuation forte
Figure 1.14 Donne´es des rayons PWaf dans le plan z = 0
Dans la figure 1.14 nous donnons des exemples pour les valeurs des transformations
des rayons ponde´re´s PWaf(z, s, ϕ) en tranche z = 0 (ces images sont aussi appele´es sino-
grammes) ; ces axes horizontal et vertical correspondent aux variables (s, ϕ) ∈ [−1, 1] ×
[0, 2pi], respectivement. On peut de´ja` voir d’ici que, dans certaines directions, une forte
atte´nuation peut causer une diminution significative ou une perte comple`te du signal.
Tester un algorithme de reconstruction sur les donne´es d’e´mission donne´es par PWaf sans
bruit ne peut eˆtre conside´re´ que comme une premie`re e´tape. Un fort bruit de Schottky dans
les donne´es d’e´mission est le principal proble`me mathe´matique et pratique en SPECT et en
PET. Par conse´quent, la stabilite´ contre le bruit de tout algorithme de reconstruction pour
SPECT et PET doit eˆtre teste´e. Pour effectuer de tels tests, nous avons mode´lise´ le bruit
de Schottky a` partir des donne´es d’e´mission PWaf(γ), γ ∈ Γ.
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Dans le paragraphe suivant, nous expliquons comment nous avons mode´lise´ le bruit dans
les donne´es de rayon PWaf(γ), γ ∈ Γ.
Mode´lisation du bruit
Les mesures re´elles en SPECT consistent en le nombre de photons enregistre´s N(γ) qui ont
atteint un de´tecteur le long du rayon γ ∈ Γ, ou` Γ est la grille de (1.135). Avec une bonne
approximation, N(γ) a une distribution de Poisson avec une intensite´ λ(γ) donne´e par la
formule
λ(γ) = CtPWaf(γ), γ ∈ Γ, C > 0, t > 0, (1.137)
ou` C est une constante de´pendant de la configuration, t est le temps d’exposition par pro-
jection, PWaf est la transforme´e des rayons ponde´re´e de´finie par (1.37), (1.38).
En utilisant la formule (1.137) et les conside´rations du paragraphe pre´ce´dent, nous avons
mode´lise´ le bruit dans les donne´es d’e´mission de la manie`re suivante.
Premie`rement, pour les mode`les d’atte´nuation et d’activite´ donne´s (mode`les d’atte´nuation
a1, a2, mode`les d’activite´ f1, f2) nous avons calcule´ les donne´es non-bruite´es PWaf(γ), γ ∈ Γ.
Ensuite, nous avons choisi une constante de normalisation C = Cn telle que
Cn max
γ∈Γ
PWaf(γ) = n, (1.138)
ou` n est une constante correspondante au nombre maximal de photons enregistre´s le long des
rayons dans Γ si le temps d’exposition e´tait t = 1 pour tous les rayons. Dans nos expe´riences,
nous avons utilise´ deux valeurs diffe´rentes pour n : n1 = 50 et n2 = 500 qui correspondaient
respectivement a` des niveaux de bruit fort et faible (voir aussi remarques 7, 8 ci-dessous).
Ensuite, selon (1.137), nous avons de´fini les intensite´s λ(γ), γ ∈ Γ, pour le processus de
Poisson selon la formule
λ(γ) = CnPWaf(γ), (1.139)
ou` Cn est la constante de (1.138). Enfin, pour chaque γ ∈ Γ nous avons ge´ne´re´ inde´pendamment
N(γ) ∼ Po(λ(γ)), ou` Po(λ) repre´sente la distribution de Poisson d’intensite´ λ.
Remarque 7. Dans les expe´riences re´elles, la constante C de´pendant de la configuration et
le temps d’exposition t de (1.137), sont connus. De ce fait, pour l’expe´rience sur les donne´es
synthe´tiques, il est bon de supposer que Cn est e´galement connue et elle peut eˆtre utilise´e
pour pre´traiter les donne´es. Plus pre´cise´ment, en utilisant Cn et en connaissant N(γ), γ ∈ Γ,
les valeurs re´elles de PWaf(γ) peuvent eˆtre approxime´es comme suit :
PWaf(γ) ≈
N(γ)
Cn
, γ ∈ Γ. (1.140)
Ici, nous rappelons que, dans l’expe´rience, apre`s avoir mode´lise´ le bruit pour les donne´es
d’e´mission, nous ne pouvons plus supposer PWaf connu. En particulier, l’approximation
(1.140) est base´e sur la proprie´te´ suivante de la distribution de Poisson :
Soit N(γ) ∼ Po (CnPWaf(γ)), alors E
(
N(γ)
Cn
)
= PWaf(γ), γ ∈ Γ, (1.141)
ou` Po(λ) de´signe la distribution de Poisson, E - de´signe l’espe´rance mathe´matique.
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Remarque 8. Le choix de n constant dans (1.138) permet de controˆler le niveau du bruit
dans les donne´es d’e´mission ge´ne´re´es. Plus pre´cise´ment, en choisissant les intensite´s λ(γ)
comme dans (1.139) nous avons
Var
(
N(γ)
Cn
)
=
PWaf(γ)
Cn
=
PWaf(γ) max
γ∈Γ
PWaf(γ)
n
, γ ∈ Γ, (1.142)
ou` Var(·) indique la variance. L’identite´ (1.142) est base´e sur sur la proprie´te´ suivante de
la distribution de Poisson : ξ ∼ Po(λ), Var(ξ) = λ. De (1.139)-(1.142) il vient que n plus
grand correspond a` de meilleures approximations dans (1.140). En particulier, notre choix
n1 = 50 correspond au cas d’un bruit fort et est en fait proche du cadre de notre expe´rience
sur donne´es re´elles ; voir [GuNo08]. Enfin, a` partir de (1.137), (1.138) on peut voir que
choisir n plus grand peut eˆtre interpre´te´ comme ayant un temps d’acquisition t plus long, ce
qui n’est pas toujours possible en raison des limitations pratiques en SPECT.
(a) PWaf1, atte´nuation faible (b) PWaf1, atte´nuation forte
(a) PWaf2, atte´nuation faible (b) PWaf2, atte´nuation forte
Figure 1.16 Mode´lisation d’un bruit fort n = n1 = 50
Dans la figure 1.16, la mode´lisation des donne´es N(γ), γ ∈ Γ pour des rayons dans le
plan z = 0 est donne´e.
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(a) PWaf1, atte´nuation faible (b) PWaf1, atte´nuation forte
(a) PWaf2, atte´nuation faible (b) PWaf2, atte´nuation forte
Figure 1.18 Mode´lisation d’un bruit faible n = n2 = 500
Notons que dans le cas d’un bruit faible (n2 = 500), les images ne diffe`rent presque
pas des originaux sans bruit de la figure 1.14. Ceci a e´te´ explique´ dans la remarque 8, le
niveau de bruit diminue avec l’augmentation du nombre de photons enregistre´s (i.e., avec
l’augmentation de n).
Re´duction des donne´es le long des rayons a` des donne´es le long des plans
Notre me´thode d’inversion des articles 1, 2 est base´e sur la re´duction des donne´es d’e´mission
PWaf a` RWf le long des plans en 3D. Plus pre´cise´ment, la re´duction est de´crite par les
formules (1.83), (1.84), a` partir desquelles on peut voir que les nouvelles donne´es sont fournies
par RWf pour tous les plans bidimensionnels, sauf ceux qui sont paralle`les a` XY ; voir aussi
la figure 1.12.
Pour nos calculs, nous avons utilise´ la grille suivante dans l’ensemble des plans oriente´s
Π = {(si, θ(ϕj, ψk)) : si − grille sur [−1, 1], θ(ϕj, ψk)− grille sur S2}, (1.143)
ou`
si = −R + i∆s, i = 0, . . . ns − 1, ∆s = 2R/(ns − 1), R = 1.0,
ϕj = j∆ϕ, j = 0, . . . nϕ − 1, ∆ϕ = 2pi/nϕ,
ψk = arccos(tk), k = 0, . . . , nψ − 1,
{tk}nψ−1k=0 – points pour la quadrature de Gauss-Legendre sur [−1, 1]
(1.144)
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et θ(ϕ, ψ) = (sin(ψ) cos(ϕ), sin(ψ) sin(ϕ), cos(ψ)) ∈ S2. En particulier, dans toutes nos
expe´riences nume´riques, nous avons utilise´ ns = 129, nϕ = 128, nψ = 128.
Pour re´duire PWaf(γ), γ ∈ Γ a` RWf(s, θ), (s, θ) ∈ Π, on re´e´crit (1.84) comme suit :
RWf(s, θ(ϕ, ψ)) =
√
1−s2∫
−√1−s2
PWaf(γ(z(s, ϕ, ψ, τ), ϕ, σ(s, ϕ, ψ, τ)) dτ,
γ = γ(z, σ, ϕ) est donne´ dans (1.136) pour z ∈ [−1, 1], σ ∈ [−1, 1], ϕ ∈ [0, 2pi),
z(s, ϕ, ψ, τ) = s cos(ψ) + τ sin(ψ),
σ(s, ϕ, ψ, τ) = s sin(ψ)− τ cos(ψ),
(1.145)
ou` W est donne´ par la formule
W (x, θ(ϕ, ψ)) = Wa
(
x, θ
(
ϕ+
pi
2
,
pi
2
))
pour Wa(x, θ) de´finie par (1.37), (1.38). (1.146)
Le parame`tre τ dans (1.145) joue le roˆle de parame´trisation des rayons γ(z, σ, ϕ) qui “fibrent”
le plan oriente´ (s, θ(ϕ, ψ)) et satisfont l’hypothe`se dans (1.133). Aussi, pour obtenir (1.145),
(1.146), (1.83), (1.84) nous avons utilise´ le fait que η = (0, 0, 1) et que la fonction f est
supporte´e dans la boule unitaire centre´e.
Enfin, pour re´duire les donne´es initiales PWaf(γ), γ ∈ Γ a` RWf(s, θ), (s, θ) ∈ Π nous
utilisons de simples discre´tisations de (1.145),(1.146). En particulier, dans (1.145) pour cal-
culer PWaf(γ) pour les rayons γ(z, σ, ϕ) qui ne sont pas dans la grille Γ nous avons utilise´
l’interpolation quadratique en la variable z et l’interpolation de splines en la variable σ
(l’interpolation en ϕ e´tait inutile puisque les angles {ϕj}nϕ−1j=0 dans la grille Γ et Π e´taient
identiques). Nous aimerions noter ici que mathe´matiquement de telles interpolations ne
sont pas correctes, parce que rigoureusement on doit faire l’interpolation en l’image de PWa .
Une telle interpolation est complique´e du fait que l’image de la transformation de Radon
atte´nue´e est de´crite par un nombre infini d’identite´s inte´grales (The´ore`me de Paley-Wiener
pour les transformations de Radon ; voir [G+03], [Na86]), qui semble difficile a` utiliser dans
les applications. En fait, on a utilise´ des ordres d’interpolations aussi e´leve´s a` cause des
artefacts dans le cas d’interpolations line´aires par morceaux. Ceci pourrait s’expliquer par
la proprie´te´ que PW , en ge´ne´ral, est un ope´rateur de lissage (voir [Na86] pour le cas de
W ≡ 1). Par conse´quent, l’image de l’ope´rateur PWa contient des fonctions plus lisses et des
ordres d’interpolations plus e´leve´s doivent eˆtre utilise´s.
Maintenant, ayant toute la description ci-dessus sur la simulation de nos donne´es, nous
pre´sentons les reconstructions, ou` les atte´nuations sont a1, a2 et les distributions nucle´otidiques
sont f1, f2.
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Reconstructions a` partir de formules de type Chang en 2D et 3D
Cas non-bruite´
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.19 : Atte´nuation faible, pas de bruit ; reconstructions de f1, f2 par les formules de
type Chang en 3D (a), (e) et en 2D (c), (g) ; (b), (d), (f), (h) – sections le long l’axe X
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.20 : Atte´nuation forte, pas de bruit ; reconstructions de f1, f2 a` l’aide de formules
de type Chang en 3D (a), (e) et en 2D (c), (g) ; (b), (d), (f), (h) – sections le long l’axe X
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Cas bruite´
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.21 : Atte´nuation faible, bruit faible (n2 = 500) ; reconstructions de f1, f2 en utilisant
des formules de type Chang en 3D (a), (e) et en 2D (c), (g) ; (b), (d), (f), (h) – sections le
long l’axe X
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.22 : Atte´nuation faible, bruit fort (n1 = 50) ; reconstructions de f1, f2 en utilisant
des formules de type Chang en 3D (a), (e) et en 2D (c), (g) ; (b), (d), (f), (h)-sections le
long l’axe X
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.23 : Atte´nuation forte, bruit faible (n2 = 500) ; reconstructions de f1, f2 en utilisant
des formules de type Chang en 3D (a), (e) et en 2D (c), (g) ; (b), (d), (f), (h) – sections le
long l’axe X
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.24 : Atte´nuation forte, bruit fort (n1 = 50) ; reconstructions de f1, f2 en utilisant
des formules de type Chang en 3D (a), (e) et en 2D (c), (g) ; (b), (d), (f), (h) – sections le
long l’axe X
Pour nos reconstructions, nous avons utilise´ les formules (1.86)-(1.88) pour d = 2, 3 de
l’article 1. Notons que dans la figure 1.20 il n’y a presque aucune diffe´rence entre les re-
constructions utilisant des formules bidimensionnelles ou tridimensionnelles de type Chang.
En meˆme temps, dans les figures 1.21-1.24 les reconstructions obtenues en utilisant la for-
mule de Chang pour d = 3 semblent de´ja` moins bruite´es que leurs analogues pour d = 2.
Cela confirme l’intuition selon laquelle notre re´duction de l’article 1 fonctionne comme une
re´gularisation du bruit.
Pour mesurer l’effet du bruit sur les reconstructions, nous avons calcule´ la distance au
carre´ relative entre les images correspondant aux reconstructions avec bruit et leurs versions
non-bruite´es.
Soit
f˜
aj
i , i = 1, 2, j = 1, 2, les reconstructions de f1, f2 pour
l’atte´nuation forte et faible a1, a2, en l’abscence de bruit et
re´duites au plan z = 0 (voir les figures 1.19, 1.20).
(1.147)
Les reconstructions a` partir des donne´es avec bruit seront indique´es comme suit :
f˜
aj , nk
i , i = 1, 2, j = 1, 2, k = 1, 2, les reconstructions de f1, f2 pour
l’atte´nuation forte et faible a1, a2, en pre´sence de bruit n1, n2, et
re´duites au plan z = 0 (voir les figures 1.27-1.30).
(1.148)
Alors, l’erreur de reconstruction εfi,aj ,nk est de´finie par la formule
εfi,aj ,nk =
‖f˜aj ,nki − f˜aji ‖2
‖f˜aji ‖2
, i = 1, 2, j = 1, 2, k = 1, 2, (1.149)
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ou` ‖·‖2 indique la norme de Frobenius des images bidimensionnelles vues comme des matrices
de taille N × N , ou` N est le nombre de pixels dans une direction. La raison pour laquelle
on calcule les erreurs a` l’aide de la formule (1.149) est que les formules de type Chang ne
fournissent que des reconstructions approximatives. Pour mesurer l’effet du bruit, il faut
comparer des reconstructions approximatives a` partir de donne´es bruite´es seulement avec
des reconstructions approximatives a` partir de donne´es non-bruite´es.
Pour nos reconstructions par des formules de type Chang nous avons obtenu les erreurs
suivantes :
Me´thode / Erreur εf1,a1,n1 εf1,a2,n1 εf1,a1,n2 εf1,a2,n2 εf2,a1,n1 εf2,a2,n1 εf2,a1,n2 εf2,a2,n2
2D-me´thode 1.193 1.340 0.377 0.434 0.644 0.625 0.211 0.202
3D-me´thode 0.779 0.942 0.251 0.299 0.438 0.432 0.137 0.135
Table 1.1 Erreurs relatives pour les reconstructions via les formules de type Chang
De la table 1.1, on peut voir que notre me´thode tridimensionnelle utilisant la formule
de type Chang surpasse son analogue bidimensionnel pour tous les mode`les d’activite´,
d’atte´nuation et de niveaux de bruit. De plus, le gain de stabilite´ dans les reconstructions
est de´ja` visible dans les figures 1.21-1.24.
Inversions ite´ratives
Pour les reconstructions ite´ratives, nous avons utilise´ l’algorithme ite´ratif de type Kunyansky
de l’article 2 en dimension d = 3 et l’algorithme bidimensionnel original de [Ku92]. En partic-
ulier, nous avons utilise´ les sche´mas de (1.79), (1.131) pour les inversions approximatives pour
m = 1. Notre choix de m = 1 a e´te´ motive´ par les conditions de convergence (1.79), (1.120)
en deux et trois dimensions, respectivement. Plus pre´cise´ment, pour l’atte´nuation faible a2,
les formules de type Chang donnaient de´ja` des reconstructions presque parfaites de f1, f2
(modulo le bruit) (voir la figure 1.19 (a), (c), (e), (e), (g)), cependant, pour l’atte´nuation forte
a1, les formules de type Chang produisaient des artefacts non ne´gligable (voir la figure 1.20
(a), (c), (e), (g)). Pour une forte atte´nuation a1, la condition (1.120) est a` peine satisfaite
(σW,D, 1 = 0.89 pour d = 3 et 0.52 pour d = 2) donc, pour pouvoir comparer les algorithmes
bidimensionnels et tridimensionnels nous conservons m = 1. Enfin, pour l’atte´nuation faible
a2, les conditions (1.79), (1.120) sont efficacement satisfaites (σW,D, 1 = 0.17 pour d = 3 et
0.11 pour d = 2). Le choix m = 1 e´tait donc duˆ, en effet, au cas d’une forte atte´nuation.
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Cas non-bruite´
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.25 : Atte´nuation faible a2, pas de bruit ; reconstructions de f1, f2 via des algorithmes
ite´ratifs de type Kunyansky en 3D (a), (e) et en 2D (c), (g) ; (b), (d), (f), (h) – sections le
long l’axe X
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.26 : Atte´nuation forte a1, pas de bruit ; reconstructions de f1, f2 via des algorithmes
ite´ratifs de type Kunyansky en 3D (a), (e) et 2D (c), (g), (b), (d), (f), (h) – sections le long
l’axe X
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Cas bruite´
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.27 : Atte´nuation faible a2, bruit faible (n2 = 500) ; reconstructions de f1, f2 via des
algorithmes ite´ratifs de type Kunyansky en 3D (a), (e) et en 2D (c), (g) ; (b), (d), (f), (h) –
sections le long l’axe X
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.28 : Atte´nuation faible a2, bruit fort (n1 = 50) ; reconstructions de f1, f2 via des
algorithmes de type Kunyansky en 3D (a), (e) et en 2D (c), (g) ; (b), (d), (f), (h) – sections
le long l’axe X
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.29 : Atte´nuation forte a1, bruit faible (n2 = 500) ; reconstructions de f1, f2 via des
algorithmes de type Kunyansky en 3D (a), (e) et en 2D (c), (g) ; (b), (d), (f), (h) – sections
le long l’axe X
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.30 : Atte´nuation forte a1, bruit fort (n1 = 50) ; reconstructions de f1, f2 via des
algorithmes de type Kunyansky en 3D (a), (e) et en 2D (c), (g) ; (b), (d), (f), (h) – sections
le long l’axe X
De plus, comme pour l’expe´rience des formules de type Chang, nous avons e´galement calcule´
les erreurs relatives des reconstructions bidimensionnelles et tridimensionnelles.
Soit
fˆ
aj
i , i = 1, 2, j = 1, 2, les reconstructions de f1, f2 pour
l’atte´nuation forte et faible a1, a2 sans bruit
et re´duites au plan z = 0 (voir les figures 1.25, 1.26).
(1.150)
Les fonctions ci-dessus peuvent eˆtre conside´re´es comme des “reconstructions ide´ales” pour les
me´thodes ite´ratives utilise´es. Les reconstructions en pre´sence de bruit sont de´finies comme
suit :
fˆ
aj , nk
i , i = 1, 2, j = 1, 2, k = 1, 2, de´signent les reconstructions de f1, f2 pour
l’atte´nuation forte et faible a1, a2 en pre´sence de bruit n1, n2, respectivement, et
re´duites au plan z = 0 (voir les figures 1.27-1.30).
(1.151)
L’erreur εfi,aj ,nk des reconstructions est de´finie par la formule suivante :
εfi,aj ,nk =
‖fˆaj ,nki − fˆaji ‖2
‖fˆaji ‖2
, i = 1, 2, j = 1, 2, k = 1, 2, (1.152)
ou` ‖·‖2 indique la norme de Frobenius des images bidimensionnelles vues comme des matrices
de taille N ×N , ou` N est le nombre de pixels dans une direction.
Pour nos reconstructions ite´ratives, nous avons obtenu les erreurs suivantes :
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Me´thode / Erreur εf1,a1,n1 εf1,a2,n1 εf1,a1,n2 εf1,a2,n2 εf2,a1,n1 εf2,a2,n1 εf2,a1,n2 εf2,a2,n2
2D-me´thode 1.279 1.415 0.437 0.438 0.714 0.634 0.254 0.205
3D-me´thode 0.847 0.952 0.316 0.303 0.494 0.439 0.187 0.138
Table 1.2 Erreurs relatives dans les reconstructions utilisant des algorithmes ite´ratifs
A` partir de la table 1.2, on peut voir que notre me´thode ite´rative tridimensionnelle sur-
passe la me´thode bidimensionnelle pour tous les mode`les d’activite´, les mode`les d’atte´nuation
et les niveaux de bruit. De plus, le gain de stabilite´ dans les reconstructions est de´ja` visible
dans les figures 1.27-1.30.
Expe´rience sur des donne´es re´elles
Dans cette expe´rience nous voulions montrer qu’en principe, notre approche de re´duction du
proble`me 1 pour d = 2 dans le cadre de reconstructions tranche par tranche au proble`me 2
pour d = 3 peut eˆtre utilise´e dans des applications re´elles en SPECT.
Une proce´dure SPECT a e´te´ effectue´e sur un singe. Les donne´es pour cette expe´rience ont
e´te´ fournies par le Service Hospitalier Fre´de´ric Joliot, CEA (Orsay). Les donne´es fournies
comprenaient deux fichiers : le premier contenait l’application d’atte´nuation tridimension-
nelle de la teˆte du singe et le second contenait les donne´es d’e´mission en termes de nombre de
photons N(γ) le long des rayons γ, γ, ou` Γ e´tait donne´ par (1.135) pour nz = ns = nϕ = 128.
L’application d’atte´nuation fournie a = a(x), x ∈ R3 a e´te´ donne´e sous la forme d’une image
volume´trique de 128× 128× 128 pixels.
(a) iz = 45 (b) iz = 60 (c) iz = 70 (d) iz = 80
Figure 1.31 : Application d’atte´nuation de la teˆte du singe. Les sous-figures (a), (b), (c),
(d) repre´sentent l’application d’atte´nuation re´duite a` la se´quence des plans z = const. La
re´gion verte au centre de l’image (a) correspond au mate´riau du cerveau, les lignes verticales
et horizontales sur les images (b), (d) correspondent aux plaques qui ont servi a` fixer la teˆte
du singe.
Malheureusement, dans les donne´es fournies, les unite´s de l’application d’atte´nuation
n’ont pas e´te´ donne´es, ce qui est crucial en raison de la de´pendance non line´aire de la
transformation PWa sur l’atte´nuation. Pour pallier ce manque d’information, nous avons
multiplie´ l’application d’atte´nuation par une constante de sorte que le mate´riau ce´re´bral de
la figure 1.31 (a) corresponde a` l’atte´nuation de l’eau 0.15 cm−1. De plus, la constante C de
(1.137) n’a pas e´te´ fournie, ce qui n’a permis de reconstruire la distribution des nucle´otides
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qu’a` une constante multiplicative pre`s16. Le temps d’acquisition pour une projection e´tait
de 14 secondes et le rayon de rotation des de´tecteurs e´tait de 261 mm. Le nombre total de
photons enregistre´s e´tait d’environ 4.6 ·106 et le nombre maximal de photons enregistre´s par
projection e´tait de 60.
(a) iz = 42 (b) iz = 53 (c) iz = 63 (d) iz = 95
Figure 1.32 : Donne´es d’e´mission dans l’expe´rience sur un singe. Les sous-figures (a) a`
(d) montrent le nombre de photons N(γ), ou` les rayons γ appartiennent a` diffe´rents plans
z = const. Dans chaque plan z = const les rayons sont parame´tre´s par (s, ϕ), s ∈ [−1, 1], ϕ ∈
[0, 2pi] (voir la formule (1.136)). L’axe horizontal sur (a)-(d) correspond a` la variable ϕ, l’axe
vertical correspond a` la variable s.
En appliquant la me´thode de re´duction et la formule de type Chang pour d = 3 de
l’article 1, nous avons obtenu des reconstructions approximatives de la distribution des
nucle´otides dans le cerveau du singe.
(a) iz = 45 (b) iz = 60 (c) iz = 70 (d) iz = 89
Figure 1.33 : Reconstruction de la distribution des nucle´otides dans diffe´rents plans z =
const. Notons que le plan iz = 45 (a) correspond a` la re´gion du cerveau du singe.
Enfin, sur la figure 1.33(a) on peut voir une forte concentration de nucle´otides. Cette zone
correspondait ge´ome´triquement a` la position du cerveau du singe (voir aussi la figure 1.31).
En outre, pour le traceur en SPECT, on sait qu’il a tendance a` se concentrer dans le cerveau,
donc ce re´sultat soutient notre proposition que nos me´thodes des articles 1, 2, en principe,
peuvent eˆtre applique´es a` des proble`mes re´els.
16Pour des raisons me´dicales, c’est encore suffisant, car en SPECT, seule une distribution relative du
traceur est importante.
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Quelques mots sur nos re´alisations nume´riques
A partir des formules (1.83), (1.84), (1.86), (1.89) du re´sume´ de l’article 1 et des formules
(1.120)-(1.128) du re´sume´ de l’article 2 on peut voir que nos applications nume´riques ne
comprennent que deux e´tapes essentielles :
1. Re´alisation nume´rique des formules (1.83), (1.84) pour la re´duction de PWaf a` Rwf .
Cette question a de´ja` e´te´ commente´e dans (1.145). Nous avons utilise´ des interpolations
quadratiques et de splines en z, s, respectivement, pour e´chantillonner PWaf pour les
rayons manquants. Ce faisant, nous avons obtenus undubitablement des donne´es qui
n’appartenaient pas a` l’image de l’ope´rateur PW . A notre connaissance, l’interpolation
efficace des donne´es, meˆme pour Pf , ou` P est la transformation des rayons classique,
reste une question ouverte.
2. Inversion de la transformation de Radon classique R pour d = 3. Les me´thodes de re-
construction des articles 1, 2 (formule de type Chang, me´thode ite´rative de type Kun-
yansky) sont base´es sur l’inversion de la transformation de Radon classique R−1 en
dimension d = 3. Il existe de nombreuses bibliothe`ques en acce`s libre pour des calculs
efficaces de R−1 pour d = 2 (par exemple, pour MATLAB/Octave, C, Python), mais
pour d = 3 nous n’avons trouve´ aucune bibliothe`que accessible. Pour nos besoins, nous
avons imple´mente´ notre propre version nume´rique de R−1 en utilisant la transforme´e
de Fourier et the Slice Projection Theorem (voir [Na86]) et aussi une tre`s sympathique
bibliothe`que NFFT pour MATLAB/Octave de´veloppe´e dans TU Chemnitz [K+09].
Les de´tails de nos imple´mentations peuvent eˆtre trouve´s dans le de´poˆt GitHub :
github.com/fedor-goncharov/Weighted-ray-Radon-transforms-in-3D.
4.2 Re´sume´ des re´sultats de la partie II
Si dans la partie I nous avons conside´re´ les proble`mes 1, 2 du point de vue des applications
en tomographie, dans la partie II nous avons conside´re´ ces proble`mes en toute ge´ne´ralite´. La
premie`re question a` se poser dans ce cas est de savoir si les proble`mes inverses susmentionne´s
peuvent eˆtre re´solus en principe. Sur le plan mathe´matique, cela se re´duit a` l’e´tude des
proprie´te´s d’injectivite´ et de non-injectivite´ des transformations PW , RW . La partie II de
cette the`se est consacre´e a` cette question.
Du point de vue de l’injectivite´ et de la non-injectivite´, les proble`mes inverses pour
PW et RW ( proble`mes 1, 2 respectivement) sont tre`s diffe´rents. Le proble`me 1 n’est pas
surde´termine´ pour la dimension d = 2 et est surde´termine´ pour d ≥ 3. En effet, la fonction
PWf de´pend de 2d− 2 variables (en fonction de TSd−1) tandis que f de´pend de d variables
(en fonction de Rd) et la formule suivante est ve´rifie´e
2d− 2 = d seulement pour d = 2 et 2d− 2 > d pour d ≥ 3. (1.153)
En meˆme temps, le proble`me 2 est non surde´termine´ dans toutes les dimensions d ≥ 2. Ceci
est duˆ au fait que RWf est une fonction de d variables (comme fonction sur R× Sd−1, voir
(1.16)), de meˆme pour la fonction f . La surde´termination du proble`me 1 pour d ≥ 3 donne
l’intuition que les transformations des rayons ponde´re´es devraient eˆtre injectives sous des
hypothe`ses raisonnablement le´ge`res sur W et sur la classe des fonctions test. Cette intuition
a e´galement e´te´ soutenue par de nombreux re´sultats positifs, par exemple dans [Fi86], [Il16].
The´ore`me 6 (Finch, 1986, Ilmavirta, 2016). Soit W ∈ C1+ε(Rd × Sd−1), d ≥ 3, ou` ε est
strictement positif. Alors PW est injective sur L
p
c(Rd), p > 2 (Lpc(Rd) – fonctions p-inte´grable
a` support compact dans Rd).
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En particulier, l’injectivite´ de PW pour d ≥ 3 est base´e sur le fait que PW est localement
injective pour d = 2, quand W satisfait (1.14) et est au moins de classe C1+ε pour ε > 0
arbitraire ; voir [LaBu73], [MaQu85], [LaBu73], [Il16].
The´ore`me 7 (Lavrent’ev, et. al., 1973, Markoe, Quinto, 1985, Ilmavirta, 2016a). Supposons
que W ∈ C1+ε(R2 × S1) pour ε > 0 arbitraire et
W ≥ c > 0, ‖W‖C1+ε(R2×S1) ≤ N, (1.154)
pour des constantes c,N . Alors, pour tout p > 2, il existe δ = δ(ε, c,N, p) > 0 tel que PW
est injective sur Lp(B(x, δ)) pour tout x ∈ R2, ou`
Lp(B(x, δ)) = {f ∈ Lp(R2) : supp f ⊂ B¯(x, δ)},
B¯(x, δ) = {x′ ∈ R2 : |x− x′| ≤ δ}. (1.155)
Les publications susmentionne´es pour le the´ore`me 7 diffe`rent, en particulier, dans les
hypothe`ses de re´gularite´ sur W , allant de C∞ dans [LaBu73], a` C1+ε dans [Il16].
Notons que le re´sultat du the´ore`me 7 implique directement le re´sultat du the´ore`me 6. La
preuve est si courte et simple que nous la pre´sentons ici :
Figure 1.34 Boundary stripping method
Preuve. Soit d ≥ 3 et supposons que f ∈ kerPW , f 6= 0, f ∈ supp B¯(0, 1). Tout plan bidi-
mensionel Σr dont la distance a` l’origine est r > 0 rencontre B¯(0, 1) dans un sous-ensemble
Ωr dont le diame`tre est limite´ par d(r) ≤ 2
√
1− r2 > 0. En choisissant r tel que d(r) ≤ δ
pour δ du the´ore`me 7 nous avons que f ≡ 0 sur B¯(0, 1)\B(0, r). En ite´rant cet argument
pour la boule B¯(0, r) et plus nous avons que f ≡ 0 sur Rd. 
La me´thode ci-dessus pour prouver l’injectivite´ de PW pour d ≥ 3 est connue sous le nom
de boundary stripping method (voir aussi la figure 1.34) et elle est largement utilise´e comme
outil principal dans de nombreuses publications, par exemple, dans [Fi86], [Il16]. Notons
e´galement que l’argument de surde´termination du proble`me inverse pour PW pour d ≥ 3
est crucial ici. Dans le cas de RW , lorsque le proble`me inverse n’est pas surde´termine´, la
situation est comple`tement diffe´rente.
D’apre`s le the´ore`me 7 nous savons que RW est localement injective pour d = 2 (en
dimension d = 2 les transformations PW et RW sont e´quivalentes a` changement de vari-
ables pre`s). C’est-a`-dire que l’hypothe`se (1.14) sur W e´tant satisfaite avec une “re´gularite´
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supple´mentaire”, RW est injective sur les fonctions avec un support suffisamment petit.
Mais que se passe-t-il si nous supposons un plus grand support pour les fonctions, ou
de manie`re e´quivalente, y a-t-il injectivite´ globale de RW pour d ≥ 2 et pour W satisfaisant
(1.14), peut-eˆtre avec quelques hypothe`ses de re´gularite´ supple´mentaires ?
La premie`re re´ponse a` cette question pourrait eˆtre donne´e par le ce´le`bre re´sultat de J.
Boman [Bo93] :
The´ore`me 8 (J. Boman, 1993). Il existe une fonction f ∈ C∞c (R2), f 6= 0 et un poids W
satisfaisant (1.14) pour d = 2 infiniment lisse, tels que
RWf ≡ 0 sur R× S1. (1.156)
En particulier, ce re´sultat montre l’importance de la surde´termination sur les proprie´te´s
d’injectivite´ pour les proble`mes inverses pour PW , RW . Il est e´galement inte´ressant de noter
que RW pour le poids W construit dans [Bo93], n’est pas globalement injective sur C
∞
c (R2)
mais est toujours localement injective du fait du the´ore`me 7. La diffe´rence entre les injec-
tivite´s locales et globales pour RW peut eˆtre explique´e intuitivement en utilisant un argument
de perturbation pour RW . De manie`re informelle, pour les poids W satisfaisant (1.14) et
“assez lisse”’, l’action de RW sur les fonctions de test avec un support “petit” peut eˆtre
approche´e par l’action de R plus un ope´rateur inte´gral KW avec une petite norme pour les
fonctions ayants un support suffisament petit (par exemple, des ope´rateurs inte´graux avec
des noyaux re´guliers). Un exemple d’utilisation d’un tel argument avec des quantifications
rigoureuses de toutes les e´tapes ci-dessus peut eˆtre trouve´, par exemple, dans [MaQu85].
Il est inte´ressant de noter que pour les poids W qui ont des “syme´tries”, la transformation
RW peut eˆtre injective meˆme avec des hypothe`ses de re´gularite´ raisonnablement faibles. Un
exemple particulier est celui des poids invariants par rotation qui apparaissent e´galement
dans la PET ; voir [Qu83].
De´finition 4 (Quinto, 1983). Le poids W = W (x, θ) est appele´ invariant par rotation s’il
peut eˆtre e´crit sous la forme suivante :
W (x, θ) = U(|x− (xθ)θ|, xθ), x ∈ Rd, θ ∈ Sd−1, (1.157)
ou` U est une fonction strictement positive, continue sur R2 telle que
U(r, s) = U(−r, s) = U(r,−s) pour tout (r, s) ∈ R2. (1.158)
Notons e´galement que les syme´tries (1.157), (1.158) peuvent aussi eˆtre e´crites comme
W (x, θ) = U˜(|x|, xθ), x ∈ Rd, θ ∈ Sd−1, (1.159)
U˜(r, s) = U˜(−r, s) = U˜(r,−s), (r, s) ∈ R2, (1.160)
ou` U˜ est continu et strictement positif sur R2.
Pour la transformation de Radon ponde´re´e RW avec des poids invariants par rotation, le
re´sultat suivant est valable
The´ore`me 9 (Quinto, 1983). Supposons que W satisfait (1.14), W ∈ C∞(Rd×Sd−1), d ≥ 2
et est invariant par rotation. Alors, RW : L
2
c(Rd)→ L2(R× Sd−1) est injective.
Remarque 9. En fait, dans l’hypothe`se du the´ore`me ci-dessus W ∈ C∞(Rd×Sd−1) pourrait
eˆtre remplace´ par W ∈ C1(Rd × Sd−1) en dimensions d = 2, 3 ; voir [Qu83].
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Bien que le proble`me inverse pour RW pour les poids invariants par rotation ne soit pas
surde´termine´, la syme´trie de W compense le manque de lissage. En particulier, le poids W
dans le contre-exemple de J. Boman n’e´tait pas invariant par rotation.
Concluant l’exposition des re´sultats d’injectivite´ connus pour RW pour d ≥ 2, nous
pre´sentons le the´ore`me suivant
The´ore`me 10 (Boman, Quinto, 1987). Supposons que (s0, θ0) ∈ R × Sd−1 et f ∈ E ′(Rd)
(distributions sur Rd a` support compact). Supposons aussi que W (x, θ) satisfait (1.14)
est une function analytique a` valeurs re´elles sur Rd × Sd−1 et est paire en θ, c’est-a`-dire,
W (x, θ) = W (x,−θ). Soit V un voisinage ouvert de θ0. Enfin, supposons que RWf(s, θ) = 0
pour s > s0 et θ ∈ V . Alors f = 0 sur le demi-espace xθ0 > s0.
Corollaire 10.1. Soit f une fonction continue a` support compact sur Rd et W satisfaisant
aux conditions du the´ore`me ci-dessus. Si RWf(s, θ) ≡ 0 sur R× Sd−1, alors f ≡ 0.
Il est inte´ressant qu’avec le contre-exemple de Boman, les re´sultats ci-dessus re´ve`lent une
autre phase de transition de l’injectivite´ de RW . Bien que la C
∞-re´gularite´ n’e´tait pas suff-
isante pour l’injectivite´ pour des poids ge´ne´raux, l’analyticite´ de W e´tend l’injectivite´ pour
RW aux fonctions a` support compact. La preuve du the´ore`me 10 est base´e sur la the´orie
des ope´rateurs pseudodifferentiels elliptiques analytiques et des ensembles de front d’ondes
analytique [BQ87]. Des conside´rations similaires pourraient eˆtre effectue´es pour des poids
lisses non-analytiques, mais il est bien connu qu’un ope´rateur pseudo-differentiel elliptique
ge´ne´ral peut avoir une fonction lisse et a` support compact dans son noyau.
Maintenant, ayant en main tous les re´sultats classiques ci-dessus, nous pouvons passer a`
nos contributions de la partie II. En particulier, nos contributions consistent en trois contre-
exemples aux the´ore`mes d’injectivite´ ci-dessus, lorsque les hypothe`ses sur les poids sont
le´ge`rement assouplies. Tout d’abord, nous commenc¸ons par un contre-exemple de l’article
3 (chapitre 5), que nous conside´rons comme le plus simple. Ensuite, nous poursuivons avec
nos re´sultats provenant des articles 4, 5 (chapitres 6, 7), ou` les contre-exemples construits
sont plus inte´ressants et impre´vus.
Re´sume´ de l’article 3. Soit
(e1, . . . ed) la base canonique de Rd, (1.161)
Θ(v1, v2) = {θ ∈ Sd−1 : θ ⊥ v1, θ ⊥ v2} ' Sd−3, v1, v2 ∈ Rd, v1 ⊥ v2, (1.162)
ou` ⊥ de´signe l’orthogonalite´ entre deux vecteurs de Rd.
The´ore`me 11. Pour d ≥ 3, il exist W et f , tels que
RWf ≡ 0 sur R× Sd−1, (1.163)
W satisfait (1.14), f ∈ C∞c (Rd), f 6= 0. (1.164)
De plus
W est de classe C∞ sur Rd × (Sd−1\Θ(e1, e2)), (1.165)
ou` e1, e2 et Θ(e1, e2) sont de´finis dans (1.161), (1.162).
Ce re´sultat peut eˆtre conside´re´ comme une tentative de construire un exemple de non-
injectivite´ pour RW dans des dimensions supe´rieures d ≥ 3, avec des proprie´te´s similaires a`
W comme dans le the´ore`me 8 de J. Boman. Nous rappelons que le proble`me inverse pour
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RW n’est pas surde´termine´, donc on pourrait s’attendre a` ce que le the´ore`me 8 admette des
analogues directs dans des dimensions supe´rieures.
Dans le the´ore`me 11, d’apre`s (1.162), (1.165) on peut voir que W est infiniment lisse
seulement presque partout en Rd × Sd−1, alors que dans l’exemple de Boman le poids e´tait
de classe C∞ dans tout l’espace. En fait, sur l’ensemble Rd × Θ(e1, e2) de (1.165) qui est
de mesure nulle, le poids dans notre exemple a une discontinuite´ du deuxie`me type. Cette
discontinuite´ est une proprie´te´ particulie`re de notre construction, et nous croyons qu’un autre
exemple de non-injectivite´ de RW avec W lisse partout pourrait eˆtre construit.
Re´sume´ de l’article 4.
The´ore`me 12. Il existe une fonction syme´trique sphe´rique, non nulle f ∈ C∞c (R3) a` support
dans une boule unitaire ferme´e, et un poids W satisfaisant (1.14) et e´tant e´galement invariant
par rotation (voir la de´finition 4), tels que
RWf ≡ 0 sur R× S2. (1.166)
Ce re´sultat est de´ja` une ame´lioration du the´ore`me 11 pour d = 3, ou` le poids satisfaisait
(1.14) mais n’e´tait pas encore continu en certains points. Notons aussi que RW est injective
sur L2c(R3) si W satisfait (1.14) et est, au moins, de classe C1 (par le the´ore`me 9 pour
d = 3). Le the´ore`me ci-dessus rend l’hypothe`se de re´gularite´ sur W cruciale pour ce re´sultat
d’injectivite´. Il est important de noter que la construction de W et f a e´te´ de´veloppe´e, en
grande partie en adoptant le contre-exemple de Boman du the´ore`me 8.
Bien que dans le the´ore`me 12 le poids n’est pas infiniment lisse, comme dans l’exemple
de Boman, l’invariance par rotation de W est le principal avantage de notre construction.
L’invariance par rotation de W et la syme´trie sphe´rique de f permettent d’e´tendre le
the´ore`me 12 de la manie`re suivante.
Considerons U˜ et f˜ telles que
W (x, θ) = U˜(|x|, |xθ|), f(x) = f˜(|x|), x ∈ R3, θ ∈ S2, (1.167)
ou` W et f sont les fonctions du the´ore`me 12. Nous avons utilise´ ici le fait que W est invariant
par rotation (voir les formules (1.159), (1.160)) et que f est syme´trique sphe´rique.
Corollaire 12.1. Soit W et f de´finis par les formules suivantes :
W (x, P ) = U˜(|x|, dist(P, {0})), P ∈ Pd,2, x ∈ P, (1.168)
f(x) = f˜(|x|), x ∈ Rd, (1.169)
ou` P est un plan oriente´ bidimensionnel dans Rd, i.e., P ∈ Pd,2, dist(P, {0}) de´signe la
distance a` l’origine {0} ∈ Rd au plan P , U˜ et f˜ sont les fonctions de (1.167), d > 3. Alors,
Rd,2W f ≡ 0 sur Pd,2. (1.170)
De plus, le poids W est strictement positif continu et invariant par rotation, f est infiniment
lisse a` support compact dans Rd et f 6≡ 0.
Dans ce cas, le contre-exemple obtenu est beaucoup plus inte´ressant, car le proble`me
inverse pour Rd,2W , d > 3, est de´ja` surde´termine´. En effet,
dimPd,2 = 3d− 6 > dimRd = d pour d > 3. (1.171)
Cet exemple d’injectivite´ nous a donne´ l’intuition qu’un de´veloppement similaire pourrait
eˆtre fait pour PW pour d ≥ 3. En particulier, on pourrait s’attendre a` ce que PW pour
d ≥ 3 ne soit pas injective si l’hypothe`se de re´gularite´ pour W est re´duite de C1+ε a`, disons,
continuite´.
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Re´sume´ de l’article 5. En adoptant et de´veloppant les conside´rations de l’article 5 et de
[Bo93] nous avons obtenu le re´sultat suivant.
Soit
Ω = Rd × Sd−1, (1.172)
Ω(Λ) = {(x, θ) ∈ Rd × Sd−1 : |x− (xθ)θ| ∈ Λ}, Λ ⊂ [0,+∞). (1.173)
Compte tenu de (1.15), (1.22) l’ensemble Ω(Λ) de (1.173) peut eˆtre interpre´te´ comme les
points sur les rayons dans Rd, ou` la valeur de la distance entre un rayon et l’origine {0} ∈ Rd
appartient a` Λ ⊂ [0,+∞).
The´ore`me 13. Il existe un poids W satisfaisant (1.14) et une fonction non nulle f ∈
C∞c (Rd), d ≥ 2, tels que
PWf ≡ 0 sur TSd−1, (1.174)
ou` PW est de´fini dans (1.17). En outre, W est invariant par rotation, i.e., qu’il satisfait
(1.157), (1.158), et f est syme´trique sphe´rique a` support dans une boule ferme´e. De plus,
W ∈ C∞(Ω\Ω({1})), (1.175)
W ∈ Cα(Rd × Sd−1) pour α ∈ (0, α0), α0 = 1/16, (1.176)
W ≥ 1/2 sur Ω et W ≡ 1 sur Ω([1,+∞)), (1.177)
W (x, θ) ≡ 1 pour |x| ≥ R > 1, θ ∈ Sd−1, (1.178)
ou` Ω,Ω({1}),Ω([1,+∞)) sont de´finis par (1.172), (1.173), R est une constante.
Ce re´sultat est tre`s surprenant pour plusieurs raisons. Tout d’abord, c’est de´ja` un contre-
exemple au the´ore`me 9 lorsque l’hypothe`se de re´gularite´ sur W est le´ge`rement relaˆche´e de
C1 en dimensions d = 2, 3, et de C2 pour d > 3 a` Cα, α ∈ (0, 1/16). A part cela, l’exemple
construit de non-injectivite´ pour PW pour d ≥ 3 est remarquable parce que le proble`me
inverse pour PW est surde´termine´ (voir (1.153)) et injectif pour W ∈ C1+ε, ε > 0, par le
the´ore`me 6. De plus, comme l’injectivite´ globale de PW pour d ≥ 3 est la conse´quence
de l’injectivite´ locale pour d = 2 (par le the´ore`me 7 et la boundary stripping method), on
obtient automatiquement un contre-exemple a` l’injectivite´ locale.
Corollaire 13.1. Pour tout α ∈ (0, 1/16) il existe N > 0 tel que pour tout δ > 0 il existe
Wδ, fδ satisfaisant
Wδ ≥ 1/2, Wδ ∈ Cα(R2 × S1), ‖Wδ‖Cα(R2×S1) ≤ N, (1.179)
fδ ∈ C∞(R2), fδ 6= 0, supp fδ ⊂ B¯(0, δ), (1.180)
PWδfδ ≡ 0 sur TS1. (1.181)
La meilleure fac¸on de comprendre le corollaire 13.1 est de re´expliquer le the´ore`me 7. Selon
ce the´ore`me, PW pour d = 2 est injective pour des fonctions avec un support suffisamment
petit, a` condition que W soit au moins de classe C1. De plus, la “taille” du support de´pend
de la re´gularite´ du poids ; voir la de´finition de δ dans le the´ore`me 7. Le corollaire ci-dessus
indique exactement que l’injectivite´ locale de PW pour d = 2 peut eˆtre viole´e si W est un
peu moins lisse que C1 !17
17A` part l’interpre´tation ge´ome´trique directe donne´e pour le corollaire 13.1, il est tre`s inte´ressant de
comprendre ce re´sultat en termes d’EDPs. Il est bien connu que PW pour W satisfaisant (1.14) est lie´ a` des
ope´rateurs pseudodifferentiels elliptiques, pour lesquels on s’attend a` ce qu’il ait une forme de proprie´te´ de
continuation unique : essentiellement, si Pu = 0, ou` P est ope´rateur elliptique et u est e´gal a` zero dans une
boule, alors u ≡ 0 partout. Une e´tude de cette remarque pourrait faire l’objet de recherches futures.
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Un autre corollaire inte´ressant du the´ore`me 13 est lie´ a` la proprie´te´ (1.178). En par-
ticulier, nous avons utilise´ cette proprie´te´ et le support compact de f pour construire de
nouveaux poids W tels que PW agira sur les fonctions supporte´es dans des boules disjointes
de la meˆme manie`re que dans le the´ore`me 13.
The´ore`me 14. Pour tout n ∈ N ∪ {∞} il existe un poids Wn satisfaisant (1.14) tel que
dim kerPWn ≥ n sur C∞c (Rd), d ≥ 2, (1.182)
ou` PW est de´fini dans (1.17). De plus,
Wn ∈ C∞(R2 × S1) pour d = 2, (1.183)
Wn est infiniment lisse presque partout sur Rd × Sd−1, (1.184)
Wn ∈ Cα(Rd × Sd−1), α ∈ (0, 1/16) pour d ≥ 3, (1.185)
Wn(x, θ) ≡ 1 pour |x| ≥ R > 1, θ ∈ Sd−1 pour n ∈ N, d ≥ 2, (1.186)
ou` R est une constante.
A notre connaissance, des exemples de W satisfaisant (1.14) tel que dim kerPW ≥ n pour
arbitraire n ∈ N ∪ {∞} n’ont pas e´te´ donne´s dans la litte´rature avant notre travail meˆme
pour n = 1 en dimension d ≥ 3 et meˆme pour n = 2 en dimension d = 2.
En finalisant l’expose´ de nos contributions de la partie II, nous voudrions noter que tous
les re´sultats des articles 3-5 ont e´te´ obtenus en de´veloppant, en particulier, les conside´rations
de Boman [Bo93]. Il semble que son contre-exemple initial pre´sentait un certain degre´ de
liberte´ dans la fac¸on de commencer le processus de construction. Premie`rement, nous avons
observe´ ce degre´ de liberte´ dans l’article 4 et nous sommes parvenus a` le de´velopper dans
l’article 5. En particulier, le titre de la partie II “A breakdown of injectivity for weighted
Radon transforms” est consacre´ aux re´sultats de l’article 5. Les de´tails de nos preuves et
constructions de la partie II sont pre´sente´s dans les chapitres 5-7.
5 Conclusions
Les principaux re´sultats du pre´sent travail peuvent eˆtre re´sume´s comme suit :
1. Nous pre´sentons une nouvelle approche de re´solution des proble`mes inverses pour les
transformations des rayons ponde´re´es qui est base´e sur la re´duction a` des proble`mes
inverses pour les transformations de Radon ponde´re´es.
2. Nous appliquons l’approche susmentionne´e aux proble`mes inverses en tomographies.
En particulier, nous montrons que les donne´es tomographiques mode´lise´es par trans-
formations des rayons ponde´re´es et acquises en reconstruction tranche par tranche
peuvent eˆtre re´duites aux nouvelles donne´es mode´lise´es par transformations de Radon
ponde´re´es (pour un autre poids) sur des plans en trois dimensions. Cette re´duction est
particulie`rement importante pour les tomographies, car elle permet de re´duire forte-
ment l’impact du bruit sur les reconstructions.
3. Nous pre´sentons deux nouvelles me´thodes d’inversion pour les transformations de
Radon ponde´re´es en multidimensions : une me´thode est une extension de la formule
d’inversion approximative de Chang et l’autre est une extension de l’algorithme ite´ratif
de Kunyansky.
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4. En utilisant l’approche susmentionne´e base´e sur la re´duction des proble`mes inverses
en tomographies, nous pre´sentons des tests nume´riques de nos nouvelles me´thodes
de reconstruction. En particulier, nous testons nos me´thodes de reconstruction dans
le cadre de la tomographie par e´mission monophotonique (SPECT). Nos tests inclu-
ent des expe´riences sur des donne´es synthe´tiques et re´elles. Dans le cas des donne´es
synthe´tiques, c’est-a`-dire lorsqu’une comparaison entre reconstructions par diffe´rentes
me´thodes est possible, notre nouvelle approche semble nume´riquement plus stable con-
tre le bruit que les me´thodes de reconstruction conventionnelles utilise´es pour la re-
construction tranche par tranche. Par le test nume´rique sur des donne´es re´elles, nous
montrons que notre approche est e´galement applicable aux proce´dures de SPECT
re´elles.
5. Nous poursuivons l’e´tude de l’injectivite´ et de la non-injectivite´ des transformations
des rayons ponde´re´es et de Radon pour des poids arbitraires strictement positifs. En
particulier, nous e´tablissons une se´rie de nouveaux re´sultats sur la non-injectivite´ de
ces derniers.
6. Nous construisons un exemple de non-injectivite´ pour les transformations de Radon
ponde´re´es en multidimensions avec un poids strictement positif qui est aussi infiniment
lisse presque partout. Ce re´sultat peut eˆtre conside´re´ comme une tentative d’e´tendre
le ce´le`bre contre-exemple d’injectivite´ de Boman (1993) a` des dimensions supe´rieures
d ≥ 3.
7. Nous construisons un exemple de non-injectivite´ pour les transformations de Radon
ponde´re´es le long de plans bidimensionnels dans Rd, d ≥ 3, de sorte que le poids est
continu, invariant par rotation et strictement positif. Ce re´sultat est de´ja` tre`s inattendu
pour deux raisons :
(i). Quinto (1983) a prouve´ que les transformations de Radon ponde´re´es RW pour des
poids invariants par rotation positifs sont injectives si W est de classe C∞ (C1
en dimensions d = 2, 3). Notre re´sultat montre que l’hypothe`se de re´gularite´ est
cruciale pour ce re´sultat d’injectivite´.
(ii). Le proble`me inverse pour les transformations de Radon ponde´re´es sur des plans
bidimensionnels dans Rd est surde´termine´ pour d > 3. Bien qu’il n’y ait pas
eu de re´sultats sur l’injectivite´ et la non-injectivite´ dans un tel contexte, la
surde´termination conduit ge´ne´ralement a` l’injectivite´ de transformations de type
Radon.
8. Nous construisons un contre-exemple a` l’injectivite´ pour les transformations des rayons
ponde´re´es en dimensions d ≥ 2, ou` le poids est positif, la rotation invariante et
Ho¨lder re´gulie`re. Ce re´sultat est tre`s surprenant compte tenu des nombreux re´sultats
d’injectivite´ connus pour les transformations des rayons ponde´re´es lorsque W est au
moins de classe C1. De ce re´sultat, il s’ensuit que la re´gularite´ du poids est cru-
ciale pour ces re´sultats d’injectivite´, meˆme si les proble`mes inverses correspondants
sont surde´termine´s. De fac¸on informelle, nous appelons un tel phe´nome`ne “brisure de
l’injectivite´” pour les transformations des rayons ponde´re´es.
On peut proposer, en particulier, les de´veloppements possibles suivants des sujets e´tudie´s
dans la the`se :
1. Les formules de re´duction du proble`me inverse pour les transformations des rayons
ponde´re´es au proble`me inverse pour les transformations de Radon ponde´re´es de l’article 1
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ne re´pondent pas comple`tement, d’un point vue mathe´matique, a` la question de savoir
pourquoi les reconstructions deviennent plus stables nume´riquement. L’effet de la
re´gularisation du bruit pourrait eˆtre e´tudie´ plus en de´tail.
2. Le contre-exemple de l’article 3 pourrait e´ventuellement eˆtre adapte´ pour construire un
nouveau contre-exemple a` l’injectivite´ pour les transformations de Radon ponde´re´es en
multidimensions. En particulier, dans le nouvel exemple, il serait important de constru-
ire un poids qui soit strictement positif et infiniment lisse partout. Cela comple´terait
l’extension du contre-exemple de J. Boman (1993) aux dimensions d ≥ 3.
3. Il est tre`s inte´ressant de trouver une interpre´tation du contre-exemple a` l’injectivite´
de l’article 5 en termes a` EDPs et de the´orie des ope´rateurs pseudo-diffe´rentiels el-
liptiques. En particulier, aux ope´rateurs PW , RW il est possible d’associer certains
ope´rateurs pseudo-diffe´rentiels qui sembleront elliptiques dans l’hypothe`se ou` le poids
W est positif. L’injectivite´ des transformations ponde´re´es de type Radon susmen-
tionne´es est e´troitement lie´e aux proprie´te´s de ces ope´rateurs elliptiques. En particulier,
une fonction a` support compact dans le noyau d’un ope´rateur diffe´rentiel elliptique sig-
nifie la violation de la proprie´te´ de continuation unique bien connue pour cette classe
d’ope´rateurs. Un exemple d’une telle violation est particulie`rement inte´ressant, con-
struit par Pli´s [Pl63]. En particulier, de l’exemple de Pli´s il s’ensuit qu’il y a une
rupture de la proprie´te´ de continuation unique pour les ope´rateurs elliptiques si les
coefficients dans l’ope´rateur sont Ho¨lder re´guliers ou moins.
68
Introduction (in English)
1 A historical interlude to Radon-type transforms
In this section we give a short historical overview of the sequence of events that lead to
development of Radon-type transforms. We believe that this sequence has its own esthetic
beauty and may serve as a good introduction to the contents of this thesis.
1.1 Minkowski-Funk-Radon’s heritage
First results on what we call now “Radon-type transforms” are going back to the beginning
of the 20th century to publications of Hermann Minkowski [Mi04], Paul Funk [Fu13] and
Johann Radon [Ra17]. In particular, each one of these mathematicians considered a certain
geometrical problem that lead to considerations of some corresponding integral transfor-
mations. These finally appeared to be fundamental in many domains of pure and applied
mathematics.
1For example, Minkowski’s original work was related to a problem in convex geometry in
which the author studied objects called the bodies of constant width. Nowadays, the result
of this work is also known as Minkowski’s Theorem which states that bodies of constant
circumference are bodies of constant width. In his proof Minkowski, in particular, used the
following formula
Mf(θ) =
∫
S2∩Σ(θ)
f(σ) dσ, θ ∈ S2, (2.1)
where Σ(θ) = {x ∈ R3 : x · θ = 0}, dσ is a uniform length measure on S2 and f is some
function on S2. From formula (2.1) one can see that integrations were taken over great circles
of S2 and, actually, both functions f, Mf , were not arbitrary and had a specific geometric
sense; see [Mi04] for details. The latter fact was making too early to speak of M as an
integral transformation until the work of P. Funk in 1913. Assigned by his advisor – David
Hilbert, to look at Minkowski’s work, Paul Funk considered the following problem:
reconstruct function f on S2 from all integrals Mf of (2.1). (2.2)
Such formulation obviously made M seen as a transformation of functions on S2 and it
was studied by Funk in his doctoral dissertation and in his further publication [Fu13]. In
particular, one of the applications of M presented in [Fu13] was simple and elegant derivation
of Minkowski’s Theorem. Nowadays, transform M together with its generalizations to higher
dimensions is known as Funk-Minkowski transform and it is used, for example, in convex
and integral geometries, harmonic analysis, differential equations and in some related areas
1In this part of exposition on P. Funk and H. Minkowski we used, in particular, a nice review paper
[Da10].
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of applied mathematics, e.g., in photo-acoustic tomography (PAT); see [Ka18] and references
therein.
2After the works of Minkowski and Funk the austrian mathematician Johann Radon,
motivated by applications in mathematical physics, considered a similar problem:
reconstruct function f on R2 from its integrals along all straight lines in R2. (2.3)
In other words, Radon studied the inversion of transform R given by the following formula3
Rf(s, θ) =
+∞∫
−∞
f(sθ + tθ⊥) dt, s ∈ R, θ = (cosϕ, sinϕ) ∈ S2, ϕ ∈ [0, 2pi], (2.4)
where θ⊥ = (− sinϕ, cosϕ), function f is sufficiently regular on R2 with appropriate decay
at infinity. In his work, Radon solved problem (2.3) by proposing exact analytic inversion
formulas for R−1 which now are known as classical Radon inversion formulas ; see [Ra17] for
details. Also, apart of the inversion formulas, Radon proposed the following generalization
of (2.2), (2.3):
reconstruct function f on a surface S from
its integrals over a family of curves C on S.
(2.5)
In considerations of Funk and Minkowski the surface S was the sphere S2 and curves C were
the geodesics (or, equally, big circles) as well in considerations of Radon curves C were also
geodesics but on the plane R2. Another proposed direction was to consider generalizations
of R from (2.4) to higher dimensions4, where the integrals will be taken along hyperplanes
in Rd, d > 2. So this was an important philosophical step from particular considerations of
Minkowski in convex geometry to a proposition to studies of a whole new class of integral-
type transforms which we call by now – Radon-type transforms.
Interestingly, paper [Ra17] which is considered central and the most honored now by
specialists in many domains of pure and applied mathematics actually seemed to be not so
significant for Radon by himself; see also [RaSch18]. In particular, in the obituary of his col-
league Paul Funk to Prof. Radon [Fu13a], the author mentioned outstanding mathematical
achievements of Radon (Radon-numbers, Theorem of Radon-Nykodim, Radon-Riesz Theo-
rem) but ignored Radon transforms. This looks not so surprising, since at the beginning
of the 20th century there were no ideas for applications of Radon transforms and from the
mathematical point of view these results were not considered as a breakthrough.
Nevertheless, a mathematical development of these transforms was continued. In 1927
the German mathematician Philomena Mader published new inversion formulas for R−1
in dimensions d ≥ 2; see [Ma27]. A very significant work was done by Fritz John in his
book [Jo55], where he applied Radon transforms to build solutions for Cauchy problems for
hyperbolic and elliptic partial differential equations. The resulting formulas were based on
decompositions of functions into plane waves, however, to the contrast of “Fourier method”,
plane integrals in “the sense of J. Radon” were used. In addition, it appears also that F.
2There is also a remark of Bockwinkel [Bo06], that a transform of integrating a function on R3 over two-
dimensional planes was already known to H. Lorentz. Moreover, it is claimed that Lorentz had an inversion
formula for this transform in his lectures notes.
3Here we present Funk-Minkowski and Radon transforms as two different maps. But, in fact, both of
them are different versions of the projective Radon transform; see [G+03].
4In the original Radon’s work the author also derives exact inversion formulas in all dimensions d ≥ 2,
when the integrations are taken along hyperplanes.
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John was the first who proposed to call the integral transforms by “Radon transforms”; see
p.2 in the Introduction of [Jo55]. Between 60’s and 70’s, due to works of Israel Gelfand
with his co-authors, of Harish-Chandra and of Sigurdur Helgason, Radon transforms started
to appear in studies of generalized functions, representation theory of Lie groups and in
harmonic analysis; see [G+59], [G+69], [G+62], [HC58], [HC58a], [He65], [He65a], [He66],
[He70]. The philosophy of these studies consists in a group-theoretical approach to Radon
transform where it is defined as a map between a pair of homogeneous spaces for a certain
Lie group G that admits what is called a double fibration. This approach was also generalized
by Gelfand and his school to the case of manifolds without action of a Lie group but still
attaining a double fibration structure. A very good reference on Radon transforms that
follows this approach is a book by Sigurdur Helgason [He99].
The purpose of references given above is to explain the growth of interest to Radon-type
transforms among mathematicians. From the very concrete examples in the beginning the
transforms were studied already in a full generality with help of many modern theories. How-
ever, it is only one side of the story. Mathematics contains an enormous amount of beautiful
results and stories behind them, and in this sense Radon transforms are not unique. We
could have continued here the exposition of mathematical development of Radon transforms
up to present time (which would be also a not easy thing to do), but it would contain a
chronological flaw. The reason for that is a series of unexpected rediscoveries of the latter
in completely new domains about which we speak in the next subsection.
1.2 Rediscoveries, The Beatles and the Nobel Prize Award
Though the Radon transforms were known to many mathematicians by the 50’s of the past
century, it was only for them to reappear in a completely new field of applications – in
computer-assisted tomographies (CAT or CT).
Pioneering result belongs here to a South African and American physicist Allan MacLeod
Cormack5. In 1950’s, he worked as a Lecturer at University of Cape Town at the Physics
Department and he also conducted his own research in nuclear physics. In fact, as Cormack
described by himself [Co80a], the work at University of Cape Town at that time was quite
lonely since it were very few nuclear physicists in the whole country. In the end of 1955, due
to resign of a local hospital physicist, Cormack was proposed to take his place in radiology
department until a new specialist was found. By South African laws, only a qualified per-
son could give permission to use radioactive isotopes on patients and, by chance, Cormack
appeared to be the only one in the university handling such isotopes. Working a few hours
per week during six months in Groot Schurr Hospital he had a chance to see diagnostic and
medical X-ray procedures.
In particular, one of the important problems for doctors was to control the amount
of radiation delivered to a patient using such a procedure. Again, from the memories of
Cormack [Co80a], the practices of that time were rather crude, so there was a motivation
for an improvement. To control better the delivered radiation dose one should have at least
known the attenuation values of tissues in regions that are crossed by X-rays. So the initial
problem considered by Cormack was to reconstruct the attenuation map using X-rays.
By 1956, the exponential law of attenuation in homogeneous media (Beer’s law) had been
known almost for 60 years already. Having had it in mind and having noted that the tissues
are characterized by their attenuation, Cormack quickly understood that the problem was
actually mathematical.
5In this part of the exposition we mostly refer to his biographical notes [Co80], [Co80a] and to his seminal
publications [Co63], [Co64] on computer assisted-tomography.
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Figure 2.1 Beer’s attenuation law
Beer’s law of attenuation has the following form: if a ray of intensity I0 is emitted in a
region of length d with constant attenuation a, then the intensity of the ray on the exit I1
is given by the formula (see Figure 2.1)
I1 = I0e
−d·a. (2.6)
From (2.6) it is obvious that for heterogeneous media with attenuation a = a(x), x ∈ R2,
intensities I0, I1 will be related by the following formula:
I1 = I0 exp
(
−
∫
γ
a(x) dx
)
, (2.7)
where element dx denotes the uniform Lebesgue measure along ray γ. Having obtained
formula (2.7), Cormack reduced the problem of reconstruction of a = a(x) to the following
one:
reconstruct function a = a(x) on R2 from its integrals Pa, where
Pa(γ)
def
=
∫
γ
a(x) dx, where γ is a ray on R2;
moreover, it is assumed that a is supported in fixed open bounded domain D.
(2.8)
Though transitions from (2.6) to (2.8) may seem quite natural to the reader, it was
not the case at the time of the events. In particular, in his notes on computer-assisted
tomography [Co80], [Co80a], Cormack remarked that he even could not find formula (2.7) in
any of the references he looked. Also, he consulted with mathematicians from Cape Town,
United States and from United Kingdom to see if problem (2.8) was already solved.
Note that problem (2.8) was exactly the same as (2.3) considered by Radon in 1917!
However, the motivation of A. Cormack was completely different to the one of Radon: map
a = a(x) was the attenuation coefficient of tissues, rays γ denoted trajectories of propagation
of emitted gamma rays and, finally, “fixed domain” D was a slice section of a region in which
the whole “scanning procedure” should have taken place. What a luck to find the same
problem, but in a completely different domain!
Unfortunately or luckily for Cormack, he did not manage to find already existing math-
ematical results on this problem, so he started to work on a solution of (2.8) by himself.
And it was quickly found and published in [Co63], [Co64]. Cormack’s solution was different
from the one of J. Radon, in particular, in his approach to the problem6. Basically, he
decomposed function a into a series of radial and angle components and established their
6If one looks carefully at [Co63] one finds that the author at some moment obtained actually a version of
formula of J. Radon (formula (26) in the original text) which gives exact reconstruction only for spherically
symmetric functions. In particular, in [Ra17] it was used further to obtain the inversion formula for arbitrary
functions, but this argument was missing in Cormack’s work.
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relationships with Pa from (2.8); for details, see [Co63]. In addition, for this publication
Cormack, together with his colleagues, performed the first real tomographical experiment
on a spherically symmetric phantom of wood and aluminum. The reconstruction results
showed efficiency and accuracy of his method. In the next publication [Co64], Cormack
modified some of his inversion formulas and also presented new numerical results for a more
elaborate experiment on a non-spherically symmetric phantom. The results were again very
promising, so some further attempts were made to interest hospital physicists in his method.
Unfortunately, as Cormack remarked himself, his results generated very little interest until
1971, when a first commercial tomographical scanner appeared on the market. So how could
it appear if not by the works of A. Cormack?
The reason for that was an outstanding and independent work of another person – British
electrical engineer, Sir Godfrey Newbold Hounsfield7.
After the World War II, during which Hounsfield served in British Royal Air Force as
Radar Mechanic Instructor, also with the help of his connections from the military service,
he got a grant to attend Faraday House Electrical Engineering College in London; see [Ho80],
[Pi19]. After he had obtained there a diploma, he worked at Electronic and Musical Industries
(EMI, Ltd.) in Middlesex where he was developing guided weapon systems and radars. Then,
after a while he got interested in design of computers which were in their newborn state at
those times. For example, among his achievements in EMI was the first British all-transistor
computer – EMIDEC 1100.
The company trusted his creative capabilities and after a failure of one project for com-
mercial reasons he was proposed to choose a new research project according to his own
tastes. One can think, it looked surprising that a business company invested money into
pure research.
According to its name, EMI was not only producing and selling the electronic equipment
(such as television equipment, radars or computers), but was actually founded as a music
recording company; see [EMI]. Among the musical stars who were recorded at EMI one
could name: Frank Sinatra, Nat King Cole, Peggy Lee, Adam Faith, Frankie Vaughan, Alma
Cogan and finally The Beatles. In 1963, the first single of The Beatles ‘Love Me Do’ was
ranked only 17th in top UK charts, but the next ‘Please, Please Me’ became already second
and this completely changed the world of music. The following period in music world was
known as ‘Beatlemania’8 and in history there was no equivalent of such records success.
Obviously, this success made EMI an ultra rich company so they had enough of money to
invest in bold research projects. This was the case for one given away to Hounsfield; see
[Pi19] for more details.
From the memories of G. Hounsfield [Ho80], around the period of work on ‘Sergeant
Pepper’s Lonely Heart’s Club Band’ by The Beatles, just randomly he got the following
idea:
if the principle of radars are to be placed in the center of the region
of interest and to scan the periphery, why not to try to invert this model?
Basically, to reconstruct the interior part of an unknown object,
for example, of a 3-D box using only exterior measurements.
(2.9)
Developing this idea he decided to use X-rays and to consider the attenuation model
in the same way as Cormack proposed in (2.8). Since Hounsfield was not aware of works
7Godfrey Hounsfield was knighted in 1981.
8From 1963, withing next eight years The Beatles recorded and released such albums as: ‘Sgt. Peppers
Lonely Hearts Club Band’, ‘Rubber Soul’, ‘Abbey Road’ and ‘The While Album’.
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by Radon and Cormack, it was again a new independent rediscovery of Radon transforms!
Hounsfield’s solution of problem (2.8), published in 1971 in his patent [Ho71], was very
simple and completely corresponded to the spirit of a talented engineer.
Figure 2.2 Hounsfield’s idea to solve inverse problem (2.8)
Hounsfield understood that in practice only a plane image for attenuation a = a(x)
was needed. Because an image is just a two-dimensional array of pixels, then function a
could be assumed locally constant within each pixel with corresponding values {aij}ni,j=1; see
Figure 2.2. In this model the formula for Pa from (2.8) reduces to the following one:
Pa(γ) =
n∑
i,j=1
aijLij(γ), (2.10)
where Lij(γ) are the lengths of intersections of ray γ with pixel cells; see Figure 2.2. Formula
(2.10) can be seen as a linear equation on coefficients {aij}ni,j=1 which are unknown. So, taking
enough of different rays for (2.10) one gets a solvable linear system of equations on {aij}.
This simple and natural idea was practically realized by Hounsfield and, later, published as
a patent. Interestingly, A. Cormack, in the introduction to his original paper [Co63], also
considered equation (2.10), but he missed the argument that taking enough of different rays
would be sufficient to compose a complete system of equations9.
Tests of the method on brains of animals10 showed that the method of G. Hounsfield was
working and new clinical tests on humans were needed. In 1971 the first prototype, called
the EMI brain scanner, was installed in Atkinson’s Morley Hospital and the first patient
9In fact, G. Hounsfield took more rays in (2.10) than the number of coefficients {aij}. By doing so he
obtained an overdetermined linear system of equations Aa = Pa, where A is a matrix of size N×n2, N > n2.
Such system was solved in the “least-squares sense” ATA = ATPa, which corresponds to minimization `2-
norm of the error ε(a) = ‖Aa − Pa‖22. This approach is quite natural to reduce the impact of errors in
measurements.
10First experiments where performed on bullock’s brains which G. Hounsfield was buying himself in a
butcher shop in London; see [Pi19] and references therein.
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was examined on October 1, 1971. The examination process was taking only 4.5 minutes for
measurements and 20 seconds for reconstruction process. Produced images had resolution
of 80 x 80 pixels and this was already an epoch changing result in radiology diagnostics. Af-
ter a few presentations of these results on conferences (which finished by standing ovations
[Pi19]), a great number of mathematicians, physicians and engineers joined the development
of methods and machines for X-ray tomographic reconstructions. In two years resolution
already reached 320 x 320 pixels and by now scanners have resolution approximately of 2048
x 2048 pixels.
Finally, in 1979 A. Cormack and G. Hounsfield were both awarded with a Nobel Prize
for Physiology and Medicine and it is worth nothing to say that they met each other only at
this ceremony; see also [Ag14]. Also, already by the time of Nobel Prize Award, the works of
Radon and Cormack were conformed and now it is a general agreement to consider the work
of Radon as the primary in tomographies based on inversions of Radon-type transforms.
1.3 Finalizing remarks
After the invention of computerized tomography the interest to Radon-type transforms was
renewed. Though the first applications of the latter were in medicine, their success inspired
to apply similar techniques in other applied fields. For example, Radon transforms and their
generalizations are used now in medicine, optics, geophysics, astronomy, economics and in
some others applied fields; see [Br56], [Na86], [De07], [Ku14], [HeSh90], [Ag+18].
In turn, new applications stimulated new studies of Radon-type transforms in mathe-
matics; see, e.g., [Qu80], [Qu06], [Na86], [BQ87], [No02], [Il16], [RaSch18] and references
therein. In particular, among examples of Radon-type transforms there are ones which are
called weighted Radon transforms (or generalized Radon transforms11) which are also the
central object for this work; see e.g., [Qu80], [Be84].
In the next section we define weighted Radon transforms precisely and give references to
some already classical results.
2 Preliminaries for weighted Radon-type transforms
Definition 1. The n-dimensional weighted Radon transform Rd,nW is defined by
Rd,nW f(P ) =
∫
P
f(x)W (x, P ) dx, P ∈ Pd,n, 1 ≤ n < d, (2.11)
where W (x, P ) is the the weight, f = f(x) is a test-function on Rd,
Pd,n is the manifold of all oriented n-dimensional planes in Rd,
dimPd,n = (n+ 1)(d− n). (2.12)
In formula (2.11), element dx denotes the uniform Lebesgue measure on P ∈ Pd,n. For f
and W we assume that
f is continous and compactly supported on Rd, (2.13)
W is real-valued, W ≥ c > 0, W ∈ L∞loc(Z), (2.14)
11However, the term generalized Radon transforms is often used in more general context including non-
abelian Radon transforms [No02a] and Radon transforms along curves on not necessarily flat manifolds
[Ku06], [Ba05], [Ba09], [Pa+12], [Gu+16]. In our work we did not study this case, so we always use the term
weighted Radon transforms.
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where c is a constant, Z is a closed submanifold of Rd × Pd,n defined by
Z = {(x, P ) ∈ Rd × Pd,n : point x geometrically belongs to plane P in Rd}. (2.15)
In the above definition we do not detail the structure of manifolds Pd,n and Z except two
cases n ∈ {1, d−1}; for more details see, for example, [He99], [Fr89]. That is because we are
mainly interested in studies of Rd,nW only for these two cases. For any n apart of {1, d − 1}
we will specify Pd,n and Z, where it will be necessary.
Considering Definition 1 for n = {1, d− 1} we can rewrite it as follows.
Definition 2. Let f be a continuous function with compact support on Rd, weight W be
a function on Rd × Sd−1 (i.e., W = W (x, θ)) satisfying (2.14) with Rd × Sd−1 in place of Z.
Then, by weighted Radon transform of f for weight W , we denote the following function
RWf(s, θ) =
∫
xθ=s
f(x)W (x, θ) dx, (s, θ) ∈ R× Sd−1, (2.16)
where the integral above is taken with respect to the uniform Lebesgue measure on hyper-
plane {x ∈ Rd : xθ = s}.
Definition 3. Let f be a continuous function with compact support on Rd, weight W be
a function on Rd × Sd−1 (i.e., W = W (x, θ)) satisfying (2.14) with Rd × Sd−1 in place of Z.
Then, by weighted ray transform of f for weight W , we denote the following function
PWf(x, θ) =
+∞∫
−∞
f(x+ tθ)W (x+ tθ, θ) dt, (x, θ) ∈ TSd−1, (2.17)
where TSd−1 is the tangent bundle of the unit sphere Sd−1 and it is defined by
TSd−1 = {(x, θ) ∈ Rd × Sd−1 : xθ = 0}. (2.18)
In the definitions above the continuity of f is not essential, and for each particular case
we will specify the regularity of test functions being considered.
Note that Definitions 2, 3 correspond to Definition 1 for n = d−1 and n = 1, respectively.
Indeed, for n = d− 1 the integrals in (2.11) are performed along oriented hyperplanes in Rd,
exactly as in (2.16). Manifolds Pd,1 and Z of (2.12), (2.15), are isomorphic to R×Sd−1, Rd×
Sd−1, respectively, where
(s, θ) ∈ R× Sd−1 corresponds to hyperplane{x ∈ Rd : xθ = s}, where
normal θ ∈ Sd−1 gives the orientation to the hyperplane; (2.19)
(x, θ) ∈ Rd × Sd−1 corresponds to (x, (xθ, θ)) ∈ Z of (2.15) for n = d− 1. (2.20)
For n = 1 the integrals in (2.11) are performed along rays (oriented straight lines) in Rd
as in (2.17). Manifolds Pd,1 and Z of (2.12), (2.15) are isomorphic to TSd−1, Rd × Sd−1,
respectively, where
(x, θ) ∈ TSd−1 corresponds to ray γ(x, θ) = {y ∈ Rd : y = x+ tθ, t ∈ R},
θ ∈ Sd−1 gives an orientation to the ray; (2.21)
(x, θ) ∈ Rd × Sd−1 corresponds to (x, (x− (xθ)θ, θ)) ∈ Z of (2.15) for d = 1. (2.22)
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Note also that in dimension d = 2 transforms PW and RW are equivalent up to the following
change of variables
R× S1 → TS1 : (s, θ) 7→ (sθ, θ⊥),
θ = (θ1, θ2), θ
⊥ = (−θ2, θ1).
(2.23)
Transforms PW , RW , and some of their generalizations arise in many domains of pure and
applied mathematics. For example, they arise in studies of groups ([G+59], [G+62], [HC58a],
[He65], [He99], [Il16]), harmonic analysis ([St82], [St91]), PDEs ([Be84], [Jo55]), integral
geometry ([Sh12]), microlocal analysis ([Qu+14], [Qu+18]), they can be also of their own
interest ([Qu80], [Fri+08], [Bo11], [Il19]) and, finally, they are widely used in computerized
tomographies ([Qu83], [Na86], [Mi+87], [Ku14], [No02], [Qu06], [De07], [Ngu+09], [Ba09],
[MiDeP11]). The above list of references is far from been complete and it should be seen
also as containing the references therein.
In the next section we describe our motivation for this work and the related mathematical
problems for PW and RW .
3 Problems and motivation
In this thesis we continue studies of weighted Radon-type transforms in applications to
inverse problems. In particular, we study the following inverse problem
Problem 1. Given W and PWf , find f .
As it was remarked in Section 2, for dimensions d = 2, 3, this problem arises in tomo-
graphies, in particular, in X-ray tomography, in SPECT and PET. Solving Problem 1 for
weights arising in SPECT, was the initial motivation for this thesis. In the aforementioned
tomographies Problem 1 arises usually for dimension d = 2, in slice-by-slice reconstruction
approach; see also Subsection 4.1 for details. In this thesis we propose another approach for
finding f from PWf , which consists mainly in reduction of Problem 1 for d = 2 on many
two-dimensional “slices” to an inverse problem for RW ′ for d = 3, where W
′ is another weight
constructed from W . In other words, we also consider the following inverse problem
Problem 2. Given W and RW , find f .
The aforementioned reduction is the principal argument of our results from Part I. In fact,
it is well known that in dimension d = 2, Problem 1 for weights W arising in SPECT is per-
fectly solvable; see [No02], [Kun01] and Subsection 4.1. In particular, for operator P−1W there
exists an exact analytic inversion formula [No02], which also admits very efficient numerical
implementations [Kun01]. However, in SPECT, in practice, the measured data is not given
by PWf(γ), γ ∈ TSd−1, but it is given by photon counts N(γ), γ ∈ TSd−1, which are real-
izations of Poisson process on TSd−1 with intensities proportional to PWf(γ), γ ∈ TS1; see
also Subsection 4.1. The presence of noise is a serious issue for stability of reconstructions in
SPECT, because, actually, Problem 1 is initially ill-posed and, in fact, in presence of noise
the explicit formula from [No02] becomes unstable in some regimes [GuNo05], [GuNo08],
[GuNo12]. In view of the latter, our contributions of Part I of the thesis can be seen as an
attempt to increase stability of reconstructions of f from PWf in SPECT. Having reformu-
lated the original problem, we propose two new inversion methods for solving Problem 2,
and we test them on synthetic and real data for SPECT.
The resume of these results is given in Subsection 4.1.
77
At the same time, Problems 1, 2 can be treated in a very general way, without assumptions
on the special structure of weight W as it was for X-ray CT, PET or SPECT. In this case,
the first arising question is if the above problems are solvable at all. On a mathematical
level this reduces to the problem of injectivity and non-injectivity for PW , RW . Part II of
this thesis is devoted to this question.
There exist many results on injectivity and non-injectivity for PW and RW , for example,
[Ra17], [Co63], [BQ87], [Bo11], [LaBu73], [MaQu85], [Fi86], [No02], [No02a], [No14], [Qu83],
[Ku92], [K+95] [Il16] and references therein. Our initial motivation was to continue studies of
injectivity and non-injectivity for the latter transforms. In particular, we believe that we have
succeeded in this, because we have found new interesting counterexamples to injectivities
for PW , RW proceeding from the famous counterexample of Boman in [Bo93]. Our first
result in this direction was obtained in Article 4, where we showed that Rd,2W (see definition
(2.11)) may not be injective in dimensions d ≥ 3 on C∞c (Rd) for W satisfying (2.14) and
also being continuous. This result was not so surprising in dimension d = 3, in view of
the fact that the inverse problem for R3,2W is non-overdetermined. On the other hand, for
d > 3 the inverse problem for Rd,2W is strictly overdetermined, and in view of this fact our
result was completely new and already surprising. Using our developments from this work,
in Article 5 we constructed another example of non-injectivity for PW on C
∞
c (Rd) for d ≥ 2,
for weights satisfying (2.14) and being Ho¨lder smooth (but not yet C1-smooth). This result
appeared to be very unexpected in view of many existing injectivity results for PW for
d ≥ 3 for C1-smooth weights, for example, [Fi86], [Il16]. In particular, intuitively it was
unexpected because of the well-known boundary stripping method for proving injectivity of
PW in dimensions d ≥ 3 for weights W satisfying (2.14).
To conclude our studies of injectivity and non-injectivity for PW , RW , in Article 3 we
had constructed analogs of the counterexample of Boman for RW for dimensions d ≥ 3.
Interestingly, to obtain these results, we had adapted the counterexample of J. Boman [Bo93]
and our method of reduction of Problem 1 to Problem 2 from Article 1.
The aforementioned counterexamples to injectivity for PW , RW are valid in the framework
of general weights W , which only satisfy (2.14). Such general considerations do not help
directly to solve real inverse problems, but they help to understand better the limits of
applicability of mathematical methods that are used in solving these problems. We see the
results of Part II of the thesis exactly in this scope.
The resume of the aforementioned results on non-injectivity of PW and RW are given in
Subsection 4.2.
4 Summary of our results
4.1 Summary of results from Part I
We begin the exposition by recalling frameworks of several conventional tomographies. Next,
we explain the reduction of Problem 1 to Problem 2 in the framework of emission tomogra-
phies (Article 1), and we also present two new inversion methods for solving Problem 2
(Articles 1, 2). At the end, we give numerical examples of reconstructions for our methods.
Flavors of different tomographies
Tomography (τoµoσ – slice and γρaφω - to write) can be seen as collection of techniques and
methods for reconstruction of interior properties of objects from their exterior measurements.
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One could also say that tomography is a part of a larger domain called Imaging Sciences,
which is devoted to various forms of construction and analysis of images; see [BM04].
An important feature of tomographical techniques is that they are non-invasive, non-
destructing. This makes them very appealing for many problems of medical imaging, techni-
cal diagnostics, quality control and of other domains. In this thesis we concentrate on medical
applications of tomographies and in particular, on X-ray transmission tomography (or X-ray
CT), positron and single-photon emission computed tomographies (PET and SPECT).
From a mathematical point of view the choice of this triple - X-ray CT, PET, and SPECT,
is pleasant because the latter rely on the same mathematical object – weighted ray transforms
PW in three dimensions (see Definition 3), where W depends on type of tomography being
used.
Next, we recall the frameworks of X-ray CT, PET and SPECT.
X-ray CT
For medical applications, the main goal in X-ray transmission tomography is to reconstruct
the anatomical image in the given region of the human body.
In X-ray CT the reconstruction method is based on measuring losses of intensities of
emitted X-rays passing the area of interest; see Figure 2.3. Because tissues of the body can
be characterized by the strength of attenuation of X-rays, the problem reduces to finding
attenuation coefficient a = a(x), x ∈ R3.
X-ray source
object
detectors
a = a(x), x ∈ R3
Y
X-ray source
a|Y
detectors
Figure 2.3 X-ray CT
Measuring the intensity losses for many rays and applying Beer’s law of attenuation (see
formula (2.7)), one can compute the classical ray transform Pa, which is given by the formula
Pa(x, θ) =
+∞∫
−∞
a(x+ tθ) dt, γ = γ(x, θ) ∈ TS2, (2.24)
where a = a(x), x ∈ R3, is the attenuation coefficient to reconstruct. Therefore, on a
mathematical level, the reconstruction problem is reduced to Problem 1 for W ≡ 1 in
dimension d = 3.
Though the aim is to reconstruct attenuation a in three dimensions, for practical reasons
it is often solved as a collection of Problems 1 for dimension d = 2, in so called slice-by-slice
reconstruction approach. In this approach the support of unknown function a is sliced into
a set of parallel planes, and reduction a|Y to each plane Y is reconstructed; see Figure 2.3.
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For the reduced problem it is well-known that
Pa
∣∣
TS1(Y ) uniquely determines a
∣∣
Y
, (2.25)
where TS1(Y ) is the set of rays in Y . Moreover, the determination of a
∣∣
Y
can be implemented
via the classical inversion formulas of Radon [Ra17]:
f(x) =
1
4pi
∫
S1
θ⊥∇q˜θ(xθ⊥) dθ, x ∈ R2, (2.26)
q˜θ(s) =
1
pi
p.v.
+∞∫
−∞
qθ(t)
s− t dt, (2.27)
qθ(s) = Pf(sθ
⊥, θ), s ∈ R, θ = (θ1, θ2) ∈ S1, θ⊥ = (−θ2, θ1), (2.28)
where Pa is given in (2.24).
From the above considerations it is obvious that the mathematical problem for X-ray CT
is perfectly solvable. We also note that there are many other methods for reconstruction of
a from Pa which mainly differ in the scheme of acquisition of ray data Pa. For example,
modern scanners may not perform reconstructions slice-by-slice, but measure Pa on more
complicated set of rays (for example, Katsevich’s and Grangeat’s methods) and perform
reconstructions directly in 3D; for more details see [Gr91], [Na99], [Kat02], [Va+16].
In practice, apart of actual inversion of P there are many other important issues, for
example: stability of reconstructions, dependence on finite data (sampling, incomplete data).
• Stability of reconstructions: transform P is a smoothing operator and for d = 2 acts,
for example, from Hs0(Ω) to H
s+1/2
0 ([−1, 1] × S1), s ≥ 0, where Ω is a unit ball in
R2, Hs0 is the standard Sobolev space with zero-boundary condition. Because of this,
the actual problem of inversion of P is ill-posed (to be rigorous, it is seen from the
analysis of singular values of P ), and it is a very important issue in applications; see
also [La+86]. In a real procedure of X-ray CT the measured data are given by photon
counts N(γ) in a given time for each ray γ ∈ TS1. These photon counts N(γ) can
be modeled as Poisson process, [Wa08], with intensity equal to CPa(γ), where C is a
setup-dependent constant. Therefore, applying direct inverse formulas (for example,
(2.26)-(2.28)) to noisy and raw data can cause artifacts and errors in reconstructed
images. A way to stabilize reconstructions is to regularize the data, either by some
data processing, [HoWe16], or by gaining a good statistic for the data or doing both.
• Methods of inversion of P : apart of inversion formulas (2.26)-(2.28) there are many
other formulas and methods to find f from Pf (algebraic, iterative, statistical); see,
for example, [Na99], [AdOk17]. The advantage of using exact inversion formulas is
that many of them admit very efficient implementations in terms of speed which are
called filtered backprojection algorithms (or shortly - FBP). On the other hand, these
formulas always contain some operation which can be seen as unstable from the point
of view of numerical methods – derivations or integrations with singular kernels. In
view of this and that the measured data are always given on finite number of rays and
it is corrupted with noise, numerical implementations require careful modification of
the analytic formulas into their discrete analogs.
All the above questions have been studied for a long time and there is already a huge progress
in all of the modalities of X-ray CT; see [Na86], [Ku14] and references therein. As we will
see further, the corresponding mathematical and numerical parts of the inverse problems for
PET and SPECT are far less simple.
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PET
Positron emission tomography (PET) is a type of tomography used in nuclear medicine (also
as X-ray CT and SPECT); [Na86], [To96], [Ku14]. On a medical level it mostly focuses on
depicting physiological activity, metabolism or levels of chemical activities in a region of
interest inside the body, whereas X-ray CT focuses on imaging of anatomy. To investigate
the aforementioned activities, a patient gets an injection of a special medicament called
tracer, which principal component is an isotope that has a short half-life. Then, using a
special PET scanner the radiation emitted by the isotopes is measured and from this data
the distribution of the isotopes, and hence, of the medicament is reconstructed. Finally, the
image of the distribution is interpreted by specialists in order to provide a diagnosis.
On a physical level the emitted radiation is represented by gamma-photons, which are
produced from the nuclear reactions inside the patient’s body. In particular, due to the
nuclear decay of the isotope, first, a positron is emitted and shortly after it is annihilated
by a nearby electron. The product of the annihilation are two gamma-photons which travel
in opposite directions; see Figure 2.4.
isotopes
gamma-photon
gamma-photondetector
detector
Figure 2.4 Measurements in PET
For each ray γ ∈ TS2, number of pairs of photons N(γ) that have reached detectors along
γ during a fixed period of time t constitutes the initial data (emission data) in PET.
On a mathematical level, the aforementioned photon counts N(γ) are related to Radon-
type transforms by the following formula:
N(γ) ∼ Po(CtPωaf(γ)), γ ∈ TS2, (2.29)
where
Po(λ) denotes the Poisson distribution with intensity λ,
C is a positive constant which depends on parameters of the setup,
t > 0 is the acquisition time per ray,
(2.30)
Pωa is the weighted ray transform defined in (2.17) for d = 3, (2.31)
f = f(x), x ∈ R3 is the density distribution of the isotope. (2.32)
Weight ωa is given by the formula
ωa(x, θ) = exp (−Pa(x, θ)) , x ∈ R3, θ ∈ S2, (2.33)
where P is the classical ray transform defined in (2.17) for W ≡ 1, a = a(x), x ∈ R3 is the
attenuation map. In PET framework values for C, t and attenuation map a = a(x), x ∈ R3
are assumed to be known a priori. In fact, attenuation map a is usually reconstructed using
X-ray CT before the actual PET procedure. In addition, in the real PET procedure, photon
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counts N(γ) from (2.29) are often known only on a subset of TS2 which corresponds to
slice-by-slice reconstruction framework12 (see also the previous paragraph on X-ray CT).
From formulas (2.29)-(2.33) and their interpretations one may conclude the following:
1. The measured data N(γ), γ ∈ TS2 are actually realizations of Poisson process with
intensities proportional to Pωaf(γ), γ ∈ TS2. From the point of view of Radon-type
transforms, the data given by Pωaf corresponds to “ideal” denoised version of the real
emission data. Indeed, from (2.29) and properties of Poisson distribution it follows
that
EN(γ) = CtPωaf(γ), γ ∈ TS2. (2.34)
Therefore, solving Problem 1 for PET, where W = wa defined in (2.33), corresponds
to reconstruction of f from the “ideal” data given by Pωaf .
2. From (2.33) it follows that ωa(x, θ) is constant for x ∈ γ(x, θ) ∈ TS2 for fixed θ ∈ S2.
This makes the inversion of Pωa trivial. Indeed, from Definition 3 and formula (2.33)
it follows that
Pωaf(x, θ) = exp (−Pa(x, θ))Pf(x, θ), (x, θ) ∈ TS2, (2.35)
where P – is the classical ray transform in R3, a is the attenuation map. Then, the
reconstruction of f from Pωaf and a can be implemented via the following formula:
f(x) = P−1(exp(Pa)Pwaf)(x), x ∈ R3, (2.36)
where P−1 is the inversion of the classical ray transform.
From the above considerations one can see that Problem 1 for PET in 3D is easily solvable
via formula (2.36). In addition, from (2.36) it follows that all techniques which are applicable
for inversion of P can be applied in PET. On the other hand, analogously to X-ray CT, one
of the major issues in PET is the stability of reconstructions. Indeed, from (2.29) it follows
that Problem 1 for PET is much more ill-posed than the on for X-ray CT. In particular, it
is seen already from (2.36), which informally can be interpreted as follows: ill-posedeness of
inversion of Pωa is equal to the ill-posedeness of inversion of P times the exponential factor
exp(−Pa), where a ≥ 0 is the attenuation map. Therefore, strong attenuation increases the
instability in reconstructions in PET; for more details see [Na86], [Ku14]. At the same time,
in practice the emission data contains very strong Poisson noise which affects much stronger
the stability of reconstructions than the ill-posedeness caused by attenuation. In presence
of strong Poisson noise the statistical methods based on maximum likelyhood approach are
used; see, for example, [Ka93], [V-Sl+15].
Despite the aforementioned issues, there is a very big progress in technological modalities
of PET and by now it is a standard tool for diagnostics in medicine.
SPECT
Single-photon emission tomography (SPECT) also belongs to the domain of nuclear medicine
and its main purposes are very similar to the ones of PET.
On a medical level, the main application of SPECT is the analysis of the bloodstream in
the brain. Analogously to PET, in SPECT procedure a tracer integrated with an isotope is
injected into the bloodstream and is diffused in the body. In fact, the tracer is chemically
12In fact, there exist PET scanners which produce the 4-dimensional emission data [To96]. This, in
particular, is motivated by reduction of impact of strong noise in the measured data.
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designed so that it concentrates mainly in the brain. Due to radioactive decay of the isotopes
gamma-photons are emitted in different directions and being registered by detectors of the
special SPECT scanner. Measuring this radiation for many different directions one can
reconstruct the distribution of the tracer in the brain. The distribution can be used, for
example, to detect areas in the brain with reduced blood flow or being injured.
On a physical level, the main difference between PET and SPECT is that in SPECT
due to a nuclear decay of the isotope only one gamma-photon per reaction is emitted; see
Figure 2.5.
isotopes
gamma-photon
detector
Figure 2.5 Measurements in SPECT
At the same time, the measured data are again given by photon counts N(γ), γ ∈ TS2
and an analog of formula (2.29) holds. In particular, in SPECT the intensity of Poisson
process in (2.29) is proportional to PWaf , where f = f(x), x ∈ R3 is the density distribution
of the tracer and weight Wa is given by the formulas:
Wa(x, θ) = exp(−Da(x, θ)), (2.37)
Da(x, θ) =
+∞∫
0
a(x+ tθ) dt, x ∈ R3, θ ∈ S2, (2.38)
where a = a(x), x ∈ R3 is the attenuation map.
Transform PW for weight Wa of (2.37), (2.38) is also known as the attenuated X-ray
transform. There is a long-story of studying this transform; see, for example, [TM80],
[Ma84], [Fi86], [Sh93], [Na86], [Ar+98] and references therein. In particular, in the above
publications the results were mainly on injectivity of PWa (local, and then global) and also
on methods of inversions based on iterative schemes. Not a long time ago there was a big
progress by Novikov, who derived exact analytic inversion formulas for P−1Wa ; [No02]. The big
difference of these formulas compared to the previous results and, in particular, to results
from [Ar+98] is that Novikov’s formulas had structure of Radon-type inversion formulas
[Ra17]; see also discussion in [Fi03]. The new formulas were, in particular, very important
for applications, because their structure allowed to implement the reconstructions in terms
of the very efficient backprojection algorithm [Kun01].
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In particular, the inversion of PWa could be given by the following formulas ([No02]):
f(x) =
1
4pi
∫
S1
θ⊥∇x(exp[−Da(x,−θ)]g˜θ(θ⊥x)) dθ, (2.39)
g˜θ(s) = exp(Aθ(s)) cos(Bθ(s))H(exp(Aθ) cos(Bθ)gθ)(s)+
exp(Aθ(s)) sin(Bθ(s))H(exp(Aθ) sin(Bθ)gθ)(s),
(2.40)
Aθ(s) =
1
2
Pa(sθ⊥, θ), Bθ(s) = HAθ(s), gθ(s) = PWaf(sθ
⊥, θ), (2.41)
Hu(s) =
1
pi
p.v.
+∞∫
−∞
u(t)
s− t dt,
x ∈ R2, θ⊥ = (−θ2, θ1) for θ = (θ1, θ2) ∈ S1, s ∈ R.
(2.42)
An important property of (2.39)-(2.42) is that for non-attenuated case (i.e., a = 0), when
PWa reduces to classical ray transform P , the formulas reduce to classical inversion formulas
(2.26)-(2.28) for P−1. In addition, a simpler form of (2.39)-(2.42) can be found, for example,
in [Na01].
From the above discussion one can see that Problem 1 for SPECT is perfectly solvable.
However, as it was for PET, exact inversion formulas were not yet a complete solution to
the real problem. Though formulas (2.39)-(2.42) have been tested on synthetic and real
emission data [Kun01], [Gu+02], it appeared that these formulas can be unstable against
strong Poisson noise in emission data [GuNo12]. By now, the methods which are mostly
used in SPECT are statistical ones; see, for example, [CrDeP07].
To conclude, there is still very active research on different modalities of SPECT; see also
[BJ11], [Br00], [Ku14]. In particular, a lot of efforts are concentrated on development of
stable methods of reconstructions also including new technological approaches [Ngu+09].
Inversions of weighted Radon-type transforms in tomographies
From previous paragraphs one could see that the reconstruction problems in tomographies
were reduced either to Problem 1 or to Problem 2. Actually, the first step to resolve the
latter ones is to see, if they are solvable in general.
On a mathematical level, this reduces to the question of injectivity and non-injectivity
of PW , RW on certain functional spaces for weights W satisfying (2.14). In particular, in
tomographies, like X-ray CT, PET and SPECT the question for injectivity of PW , RW is
trivially resolved by the exact analytic inversion formulas – classical Radon inversion formulas
(2.26)-(2.28) for X-ray CT and PET and Novikov’s formulas (2.39)-(2.42) for SPECT.
For a general non-constant weight W , the situation with inversions of PW , RW is very
different from the previous cases. First, it looks like there is no general analytic inversion
formula for PW , RW , except of some particular cases when W has very specific symmetries
[Ra17], [TM80], [No02], [Bo04], [Gi10], [No11], [GN16]. For some weights W satisfying (2.14)
there are even counterexamples to injectivity for PW , RW for d ≥ 2; see Subsection 4.2 for
more details.
The first example of tomography where transforms PW with non-trivial weights W are
used is SPECT. Though in this case there exists an analytic inversion formula for P−1W
for d = 2 (formulas (2.39)-(2.42)), it is not used yet in tomographical applications. More
precisely, in case of noiseless data in SPECT (when PWf are known exactly) Novikov’s
formula gives perfect reconstructions in any models of attenuation [Kun01], [Na01]. But
in case of strong Poisson noise in the emission data, it becomes numerically unstable and
produces artifacts. There were already some attempts to apply regularization filters to
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emission data [GuNo05], [GuNo08], [GuNo12], but the question of efficient stabilization of
the formula is still open13.
In our approach to the inverse problem in SPECT we decided to concentrate on approx-
imate inversion methods which have better stability against the noise than exact analytic
formulas. For slice-by-slice reconstructions such methods are Chang’s approximate inversion
formula [Ch78], [No11], and iterative inversion algorithm of Kunyansky [Ku92], [GuNo14].
Chang’s formula. The Chang’s approximate inversion formula (see [Ch78]) is defined by:
fappr(x)
def
=
1
4piw0(x)
∫
S1
h′(xθ⊥, θ) dθ, x ∈ R2, (2.43)
h′(s, θ) =
d
ds
h(s, θ),
h(s, θ) =
1
pi
p.v.
+∞∫
−∞
PWf(tθ
⊥, θ)
s− t dt, s ∈ R, θ ∈ S
1, x ∈ R2,
(2.44)
where PWf for d = 2 is defined in (2.17) and w0 is defined by the formula
w0(x)
def
=
1
2pi
∫
S1
W (x, θ) dθ, w0(x) 6= 0 for all x ∈ R2. (2.45)
Note that formulas (2.43)-(2.44) are essentially Radon inversion formulas (2.26)-(2.28) ap-
plied to PW with additional weighting factor w0.
Though the proposed formula gives only approximate inversion of PW , it appeared to
be very effective in SPECT [Mu+87], and it was also used as a starting point for more
complicated iterative schemes; see, for example, [Ku92].
Very naively, Chang’s formula can be seen as a method for finding f approximately from
PWf , when W ≈ w0. Indeed, for W (x, θ) ≡ w0(x) we have that
PWf = Pw0f = P (w0f)⇒ f =
P−1PWf
w0
, (2.46)
where P−1 is the inverse of the classical Radon transform for d = 2. It was realized only not a
long time ago in [No11], that effectiveness of Chang’s formula is due to a weaker assumption
on W than W ≈ w0.
Theorem 1 (Novikov, 2011). Let assumptions of (2.14) for d = 2 hold and let W be
additionally continuous on R2 × S1. Let fappr be given by (2.43)-(2.45). Then
fappr = f(in the sense of distributions) on R2 for all f ∈ Cc(R2) (2.47)
if and only if
w0(x) ≡ 1
2
(W (x, θ) +W (x,−θ)), x ∈ R2, θ ∈ S1, (2.48)
where Cc(R2) denotes the space of continuous compactly supported functions on R2.
13Possibly, it will be resolved in future with more technological advances in construction of scanners.
Nowadays, in measurements in SPECT almost all of the emitted photons are lost due to the collimation
effect. A new possible approach to overcome this problem is the development of Compton gamma-cameras;
see [Ngu+09] and references therein.
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An easy way to understand Theorem 1 is to look at condition (2.48) in terms of expansions
of W in spherical harmonics on S1. Let
W (x, θ) =
∑
k∈Z
wk(x)Yk(θ), x ∈ R2, θ ∈ S1, (2.49)
wk(x) =
1
2pi
∫
S1
W (x, θ)Y−k(θ) dθ, k ∈ Z, (2.50)
Yk(θ(ϕ)) = (θ1(ϕ) + iθ2(ϕ))
k = eikϕ, θ(ϕ) = (cosϕ, sinϕ) ∈ S1, ϕ ∈ [0, 2pi). (2.51)
From (2.49)-(2.51) it is easy to see that condition (2.48) is equivalent to the following one
w2k ≡ 0 on R2, for k ∈ Z\{0}. (2.52)
An important feature of (2.52) is that it contains no conditions on wk for k odd. Therefore,
for W such that it misses a lot of terms wk in (2.49) for k even and has whatever terms
wk’s for k odd, the formula of Chang will give almost perfect reconstructions! This explains
the efficiency of formulas (2.43)-(2.45) in SPECT even though they are only approximate.
At the same time, it is well-known that in case of strong attenuation in SPECT Chang’s
formula produces artifacts; see Figure 2.6. In this case more complicated reconstruction
methods should be used, for example, a method of Kunyansky which we discuss in the next
paragraph.
(a) test-function f (b) fappr, weak attenuation (c) fappr, strong attenuation
Figure 2.6 Reconstructions in SPECT using Chang’s formula; for the attenuation map a =
a(x), x ∈ R2 (see formulas (2.37), (2.38)) we used 3D Shepp-Logan phantom [Ga+08]; weak
and strong attenuation models in (b), (c) differed only in a constant multiplier for function
a = a(x), x ∈ R2.
Method of Kunyansky. An improvement of Chang’s method is an iterative algorithm of
Kunyansky [Ku92], [No14], [GuNo14]14. The main idea of the method is to consider more
even terms w2k in expansion (2.49) than it was in Chang’s formula. In this case, the inversion
of RW is not given by an analytic formula but as a solution of a certain integral equation.
We briefly explain the method following the notation from [GuNo14], because it will be
similar to notations of our results from Article 2. In derivations below, at first, we do not
bother with regularity assumptions or conditions on convergences of series but explain only
the main concept. Then we present theorems that support our derivations. We also recall
14In particular, in [GuNo14], [No14] authors relax the assumptions on W under which the iterative algo-
rithm from [Ku92] converges.
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that for d = 2 transforms PW , RW are equivalent (see formula (2.23)) and we will use nota-
tions for RW instead of PW .
Let
D be a fixed open bounded domain in R2, (2.53)
f ∈ L∞(R2), supp f ⊂ D. (2.54)
Consider AW defined by
AWf
def
= R−1RWf, (2.55)
where R−1 is the inverse of the classical Radon transform for d = 2 (see formulas (2.26)-
(2.28)). It was shown both in [Ku92] and [GuNo14] that
AWf = R
−1RWsymf, (2.56)
RWsymf(s, θ) =
1
2
(RWf(s, θ) +RWf(−s,−θ)), (s, θ) ∈ R× S1, (2.57)
where Wsym is defined by the formula
Wsym(x, θ)
def
=
1
2
(W (x, θ) +W (x,−θ)), x ∈ R2, θ ∈ S1. (2.58)
Expanding Wsym of (2.58) in a series of spherical harmonics on S1 we have that
Wsym(x, θ) =
∑
l∈Z
w2l(x)Y2l(θ), x ∈ R2, θ ∈ S1, (2.59)
where w2k are defined in (2.50), Y2k are defined in (2.51).
Remark 1. Note that sufficiency in Theorem 1 follows directly from (2.48) and (2.55)-(2.59).
From (2.16), (2.59) it follows that
RWsymf(s, θ) = R(w0f)(s, θ) +
∑
Z\{0}
Y2k(θ)R(w2kf)(s, θ), (s, θ) ∈ R× S1. (2.60)
Applying R−1 to both sides of (2.60) and using formula (2.56) we obtain the following identity
(I +QW,D,∞)(w0f) = R−1RWf, (2.61)
where I is the identity operator, QW,D,∞ is an integral operator defined by the formula
QW,D,∞u
def
= R−1
 ∑
k∈Z\{0}
Y2k(θ)
∫
xθ=s
w2k(x)
w0(x)
χD(x)u(x) dx
 , (2.62)
where χD = χD(x) is the characteristic function of domain D.
The main idea of Kunyansky’s method is to consider identity (2.61) as an integral equa-
tion on f , where R−1RWf in the right hand-side is known. Then, if operator I + QW,D,∞
from (2.61) is invertible, f can be found from RWf by the following formula:
f = (w0)
−1(I +QW,D,∞)−1R−1RWf. (2.63)
Now, in order to give rigorous sense to formulas (2.58)-(2.63), one has to introduce functional
spaces on which the aforementioned integral operators are well-defined. The following results
are composed from [Ku92], [GuNo14].
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Theorem 2 (Kunyansky 1992, Guillement-Novikov 2014). Let D, f be of (2.53), (2.54),
W ∈ C(R2 × S1) ∩ L∞(R2 × S1), w0, w2k, k ∈ Z be defined by (2.49)-(2.51) and w0(x) 6= 0
for all x ∈ R2. Assume also that ∑
k∈Z\{0}
∥∥∥∥w2kw0
∥∥∥∥
L2(D)
< +∞. (2.64)
Then R−1RWf ∈ L2(R2). Moreover, if
σW,D,∞
def
=
∑
k∈Z\{0}
sup
x∈D
∣∣∣∣w2kw0
∣∣∣∣ < +∞, (2.65)
then operator QW,D,∞ of (2.62) is a linear bounded operator on L2(R2) and the following
bound holds
‖QW,D,∞‖L2(R2)→L2(R2) ≤ σW,D,∞. (2.66)
Moreover, operator QW,D,∞ of (2.62) admits a simpler form.
Lemma 1 (Kunyansky 1992, Guillement-Novikov 2014). Assume that assumptions of The-
orem 2 hold and, in addition, condition (2.65) is satisfied. Then, operator QW,D,∞ of (2.62)
can be rewritten in the following form:
QW,D,∞u =
∑
k∈Z\{0}
d2k ∗ w2k
w0
χDu, u ∈ L2(R2), (2.67)
where ∗ – denotes the convolution in R2 and functions d2k are defined by
d2k(x(r, ϕ))
def
= (−1)k |k|
pi
e2kiϕ
r2
, x = (r cosϕ, r sinϕ), r > 0, ϕ ∈ [0, 2pi). (2.68)
In addition, for d2k of (2.68) the following property holds:
F [d2k](ξ(ρ, ψ)) = e
2kiψ, ξ = (ρ cosψ, ρ sinψ), ρ > 0, ψ ∈ [0, 2pi), (2.69)
where F [·] is the two-dimensional Fourier transform.
Theorem 2 and Lemma 1 are the core of the iterative method of Kunyansky. After
having precised QW,D,∞ as a linear continuous operator in L2(R2) one can investigate integral
equation (2.61) for solvability.
(1) Assume that
σW,D,∞ < 1, (2.70)
where σW,D,∞ is defined in (2.65). Then, from (2.66) of Theorem 2 it follows that
operator I + QW,D,∞ is continuously invertible in L2(R2). Moreover, in this case
operator (I +QW,D,∞)−1 is given by Neumann series:
(I +QW,D,∞)−1 =
∞∑
k=0
(−QW,D,∞)k, (2.71)
where QW,D is given by (2.62) or by (2.67). Note that assumption (2.70) and formulas
(2.63), (2.71) can be used to build the following iterative scheme:{
u(k+1) = R−1RWf −QW,D,∞u(k), k ≥ 1,
u(0) = R−1RWf,
, u(k)
L2(R2)−−−−→ w0f. (2.72)
Therefore, f can be well approximated by w−10 u
(N) for N large enough. In practice,
only a few iterations of scheme (2.72) are needed, because assumption (2.70) implies
that convergence in (2.72) has geometric speed.
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(2) Let assumption (2.70) be not satisfied. That is
σW,D,∞ ≥ 1, (2.73)
where σW,D,∞ is defined in (2.65). Then, operator I +QW,D,∞ is not necessarily con-
tinuously invertible, and even if it would be, it would not be possible to use Neumann
series for (I +QW,D,∞)−1 as in the previous case. However, an approximate inversion
of RW may be defined in the following manner.
Let Wm, m ≥ 0 be a cutoff of W (see formula (2.49)) which is defined by the formula:
Wm(x, θ)
def
=
2m∑
k=−2m
wk(x)Yk(θ), x ∈ R2, θ ∈ S1. (2.74)
Then, there are direct analogs of formulas (2.55)-(2.63), of Theorem 2 and of Lemma 1
for Wm in place of W . In particular, one can define an operator QW,D,m on L
2(R2)
such that
QW,D,mu =
m∑
k=−m, k 6=0
d2k ∗ w2k
w0
χDu, u ∈ L2(R2), (2.75)
‖QW,D,m‖L2(R2)→L2(R2) ≤ σW,D,m, (2.76)
where d2k are the functions of (2.68), (2.69), w2k are the functions of (2.50) and σW,D,m
is defined by
σW,D,m
def
=
m∑
k=−m, k 6=0
sup
x∈D
∣∣∣∣w2kw0
∣∣∣∣ , σW,D, 0 = 0. (2.77)
One calls fm, m ≥ 0 by m-th approximation of f (fm ≈ f), if it is a solution of the
following integral equation:
(I +QW,D,m)(w0fm) = R
−1RWf, (2.78)
where operator QW,D,m is defined in (2.75). Note that this equation is completely
analogous to (2.61) and has the same right hand-side R−1RWf which is assumed to be
known.
The point of cutoff (2.74) is to choose m ∈ N∪{0} to ensure the solvability of equation
(2.78) by the method of successive approximations:
find largest m ≥ 0, such that
condition σW,D,m < 1 is effectively fulfilled.
(2.79)
From (2.77) one can see that it is always possible find m such that (2.79) will be
satisfied. In particular, for m = 0 operator QW,D,m equals zero and equation (2.79)
becomes trivial:
w0f0 = R
−1RWf ⇒ f0 = R
−1RW
w0
. (2.80)
One can notice here that formula for f0 in (2.80) is exactly the Chang’s formula from
(2.43)-(2.44). Choosing m such that condition (2.79) is fulfilled, one can again use the
Neumann series for (I +QW,D,m)
−1 to construct an iterative scheme for finding fm:{
u
(k+1)
m = R−1RWf −QW,D,mu(k)m , k ≥ 1,
u
(0)
m = R−1RWf,
, u(k)m
L2(R2)−−−−→ w0fm. (2.81)
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In this case approximation fm can be given by u
(N)
m /w0 for N large enough. As in the
previous case, choice of m according to (2.79) implies that only a few iteration steps are
needed.
The above considerations explain the iterative method by Kunyansky and, in particular,
the method can be seen as a direct extension of original Chang’s formula. From Figure 2.7
one can see that f1 gives better approximation (c) to the original test-function (a) than the
Chang’s method (b).
(a) test-function f (b) fappr, Chang’s method (c) f1, method of Kunyansky
Figure 2.7 Reconstructions in SPECT using Chang’s formula and Kunyansky method for m = 1;
for the attenuation model a = a(x), x ∈ R2 (see formulas (2.37), (2.38)) we used 3D Shepp-Logan
phantom [Ga+08] with parameters for strong attenuation; see also Figure 2.6
Apart of Kunyansky’s method for inversion of RW for general weights W , there are other
iterative methods, for example, the method of Beylkin [Be84]. In the method of Beylkin,
reconstruction of f from W and RWf is also reduced to solving an integral equation on
f . However, the integral equation in [Be84] is very different from (2.61). More precisely, in
Beylkin’s method the integral equation is of Fredholm type, whereas in (2.61) it is not because
of singularities in kernels in expressions (2.67), (2.68) for operators QW,D,∞, QW,D,m. The
approach of constructing a Fredholm-type integral equation on f from W, RWf arises from
the theory of elliptic pseudo-differential operators, and consists mainly in constructing a
parametrix for an elliptic operator associated to RW . Such approach
15 allows, for example,
to perform “local” reconstructions from RWf , that is reconstruct f having a sufficiently
small support; see [Be84], [AG07].
An important feature of Kunyansky’s method that it is quite robust against noise in
measured data; see [GuNo14]. Also, note that Chang’s formula and method of Kunyansky
are applicable for any weights W satisfying (2.14) and corresponding regularity assumptions
(2.64), (2.70), (2.79). These two features were important for us to introduce new inversion
methods for different tomographies.
Resume of Article 1. In this article we consider Problem 1 for d = 3, where
transforms PWf are known for all rays
which are parallel to some fixed two-dimensional plane Ση = {x ∈ R3 : xη = 0}.
(2.82)
15Constructing a parametrix for an elliptic pseudodifferential operator associated to RW allows, for ex-
ample, to reconstruct singularities of f from RW f . Reconstruction of singularities of f from RW f is also
known as pseudo-local tomography and by author’s opinion it is the most beautiful example of applications
of pseudo-differential calculus in imaging; see [Qu93], [Fa+01].
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This setting corresponds to slice-by-slice reconstructions approach used in tomographies like
X-ray CT, PET or SPECT; see Figure 2.8.
O
η
Ση = Σ(0, η)
supp f
PWf(γ), γ ∈ TS1(Y )
f |Y
Y
Figure 2.8 Slice-by-slice reconstructions
Instead of solving the inverse problem slice-by-slice, we propose another approach based
on the following simple geometrical construction.
Let Σ = Σ(s, θ) be an arbitrary two-dimensional plane which is not parallel to Ση. Note
that plane Σ can be “sliced” in a set of parallel rays which are parallel to Ση; see Figure 2.9.
α(θ)
η,Ση
θ, Σ(s, θ)
Figure 2.9
Moreover, direction α ∈ S2 of rays which slice Σ is defined uniquely from η, θ ∈ S2:
α = α(θ) =
[η, θ]
|[η, θ]| ∈ S
2, (2.83)
where [·, ·] denotes the standard vector product in R3. The point is that the following
formulas hold:
Rwf(s, θ) =
+∞∫
−∞
PWf(sθ + τ [θ, α], α) dτ, (s, θ) ∈ R× S2,
w(x, θ) = W (x, α(θ)), [η, θ] 6= 0, x ∈ R3.
, (2.84)
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where Rw is the standard weighted Radon transform for weight w along planes in R3, α(θ)
is given in (2.83).
Due to formulas of (2.84) the tomographical data modeled by PWf can be reduced to
data modeled by Rwf . The intuition for such reduction is to reduce the impact of noise
on reconstructions, for example, in emission tomographies. Indeed, in slice-by-slice recon-
structions for each two-dimensional plane Y reduction f |Y is reconstructed from PWf |TS1(Y )
and the rest of the data is completely ignored (see Figure 2.8), whereas reduction of (2.84)
contains a powerful integral which can be interpreted as a regularization of noise. As we
will see further, by applying appropriate inversion methods to Rwf one gets more stable
reconstructions than by their analogs in slice-by-slice approach.
In view of the above discussion, we propose the following scheme for finding f from PWf :
(i) Using (2.84) reduce the data given by weight W and PWf on rays which are
parallel to Ση to w and Rwf on all planes, except planes parallel to Ση.
(ii) Apply an inversion method for Rw for d = 3 to find f from Rwf.
(2.85)
Remark 2. Interestingly, formulas of (2.84) for W ≡ 1 are trivial and can be seen as a
particular case of Fubini’s Theorem: an integral Rf(s, θ) over a plane Σ(s, θ) can be seen as
an integral of ray integrals Pf(·, α(θ)) along rays which “slice” this plane. Nevertheless, for
non-constant weights they were no such formulas until our result of Article 1.
After having introduced a method to reduce Problem 1 to Problem 2 for d = 3, it is
necessary to have a method for solving Problem 2. As we were motivated by tomographical
applications, we were also interested in approximate but efficient methods. A straightfor-
ward method to propose is an analog of Chang’s approximate inversion formulas for d ≥ 3.
In view of (2.43)-(2.45), we define the following approximate inversion formulas for RW
for d ≥ 2:
fappr(x) =

(−1)(d−2)/2
2(2pi)d−1w0(x)
∫
Sd−1
H [RWf ](d−1) (xθ, θ) dθ, d is even,
(−1)(d−1)/2
2(2pi)d−1w0(x)
∫
Sd−1
[RWf ]
(d−1) (xθ, θ) dθ, d is odd,
(2.86)
where
w0(x)
def
=
1
Vol(Sd−1)
∫
Sd−1
W (x, θ) dθ, w0(x) 6= 0, x ∈ Rd, (2.87)
[RWf ]
(d−1) (s, θ) =
(
d
ds
)(d−1)
RWf(s, θ),
Hg(s) def=
1
pi
p.v.
∫
R
g(t)
s− tdt, s ∈ R, θ ∈ S
d−1.
(2.88)
In addition, we assume that formulas (2.86)-(2.88) are defined only for W satisfying (2.14).
Remark 3. In generic notation for weighted Radon transforms and their inversions, formula
(2.86) has the following form:
fappr(x) =
R−1RWf(x)
w0(x)
, x ∈ Rd, (2.89)
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where R−1 is the inverse of the classical Radon transform, w0(x), x ∈ Rd is defined in
(2.87). From (2.46), (2.89) it is clear that formulas (2.86)-(2.88) are direct extensions Chang’s
formula to d ≥ 3.
In addition, we extended Theorem 1 to higher dimensions d ≥ 3, and in combination with
it we had obtained the following result
Theorem 3. Let W satisfy (2.14) and be also continuous on Rd × Sd−1, d ≥ 2. Let fappr be
defined by (2.86)-(2.88) in terms of RWf and w0. Then
fappr = f (in the sense of distributions) on Rd for all f ∈ Cc(Rd) (2.90)
if and only if
w0(x) ≡ 1
2
(W (x, θ) +W (x,−θ)) , x ∈ Rd, θ ∈ Sd−1, (2.91)
where Cc(Rd) denotes the space of continuous compactly supported functions on Rd.
Remark 4. Note that weight w arising in (2.84) is not continuous, in general. The discon-
tinuity of w is related to non-uniqueness of “slicing” for planes parallel to Ση. On the other
hand, the set of discontinuity of w is of measure zero in R× S2 which makes Theorem 3 still
applicable for w from (2.84).
The result of Theorem 3 supports the intuition that analogs (2.86)-(2.88) of Chang’s
formula from (2.43), (2.44) could be efficient for tomographical applications. This intuition
was also supported by our numerical experiments which are presented further.
Finally, from the mathematical point of view Theorem 3 could be also interesting as
an extension of Theorem 1 to odd dimensions, since it is known that inversions of Radon
transforms are very different for even and odd dimensions; see [Na86].
The details of construction of (2.84) and proof of Theorem 3 are presented in Chapter 3.
Though with Chang’s approximate inversion formulas for d ≥ 3 one could test the pro-
posed new inversion method for PW , these formulas were still too simple and heuristic to
conclude our studies. Next, in Article 2 we develop further our new inversion method by
extending the Kunyansky’s algorithm to d ≥ 3.
Resume of Article 2. In this article we continue to develop the results of Article 1 and
of articles [Ku92], [No14], [GuNo14]. In particular, we propose an extension of the iterative
algorithm of Kunyansky from d = 2 to d ≥ 3. For dimension d = 3 our extension is of
importance for tomographical applications in view of the new reconstruction method from
Article 1.
We consider Problem 2 and we assume that
W ∈ C(R3 × S2) ∩ L∞(R3 × S2), (2.92)
w0,0(x)
def
=
1
4pi
∫
S2
W (x, θ) dθ, w0,0(x) 6= 0, x ∈ R3, (2.93)
f ∈ L∞(R3), supp f ⊂ D, (2.94)
where W, f are complex-valued, dθ is an element of uniform measure on S2, D is an open
bounded domain (which is fixed a priori).
In a similar way as [Ku92], [GuNo14], we reduce the problem of inversion of RW for d = 3,
to solving a certain linear integral equation. In particular, we show that if the even part
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of W in θ (i.e., 1
2
(W (x, θ) + W (x,−θ))) is close to w0,0, then the integral equation can be
solved by the method of successive approximations. On the other hand, if the aforementioned
approximation does not hold, we define a series of approximations fm ≈ f, m ∈ N ∪ {0},
where m is chosen depending on W . This corresponds to (2.70), (2.73) for the original
two-dimensional algorithm of Kunyansky.
Below we explain the extension of Kunyansky’s algorithm to d = 3. Details of our ex-
tensions to d > 3 can be found in Chapter 4.
In a similar way with two-dimensional developments (2.56)-(2.81), we consider the fol-
lowing expansions:
W (x, θ(γ, ϕ)) =
∞∑
k=0
k∑
n=−k
wk,n(x)Y
n
k (γ, ϕ), (2.95)
Wm(x, θ(γ, ϕ))
def
=
m∑
k=0
k∑
n=−k
w2k,n(x)Y
n
2k(γ, ϕ), x ∈ R3, m ∈ N ∪ {0}, (2.96)
Y nk (γ, ϕ)
def
= p
|n|
k (cos(γ))e
inϕ, k ∈ N ∪ {0}, n = −k, . . . k, (2.97)
θ(γ, ϕ) = (sin γ cosφ, sin γ sinϕ, cos γ) ∈ S2, γ ∈ [0, pi], ϕ ∈ [0, 2pi], (2.98)
where pnk(x), x ∈ [−1, 1], are associated semi-normalized Legendre polynomials (see [SW16]).
In particular, functions Y nk of (2.97) constitute the basis of spherical harmonics in L
2(S2)
with parametrization of (2.98). Coefficients wk,n of (2.95) are given by the formulas:
wk,n = c(k, n)
2pi∫
0
e−inϕ dϕ
pi∫
0
W (x, θ(γ, φ))p
|n|
k (cos γ) sin γ dγ,
c(k, n) =
2k + 1
8pi
, k ∈ N ∪ {0}, n = −k, . . . k.
(2.99)
In view of the two-dimensional developments (2.55)-(2.81) we define the following objects:
QW,D,∞u(x)
def
= R−1(RW,D,∞u)(x), x ∈ R3, (2.100)
QW,D,mu(x)
def
= R−1(RW,D,mu)(x), m ∈ N, QW,D,mu(x) = 0 for m = 0, (2.101)
σW,D,∞
def
=
∞∑
k=1
2k∑
n=−2k
sup
x∈D
∣∣∣∣w2k,n(x)w0,0(x)
∣∣∣∣ , (2.102)
σW,D,m
def
=
m∑
k=1
2k∑
n=−2k
sup
x∈D
∣∣∣∣w2k,n(x)w0,0(x)
∣∣∣∣ , for m ∈ N, (2.103)
where R−1 is the classical inversion of Radon transforms for d = 3 (see [Ra17], [Na86]),
coefficients w0,0, w2k,n are defined in (2.93), (2.99) and
RW,D,∞u(s, θ(γ, ϕ))
def
=
∞∑
k=1
2k∑
n=−2k
Y n2k(γ, ϕ)R(χDu)(s, θ(γ, ϕ)), (2.104)
RW,D,mu(s, θ(γ, ϕ))
def
=
m∑
k=1
2k∑
n=−2k
Y n2k(γ, ϕ)R(χDu)(s, θ(γ, ϕ)), (2.105)
x ∈ R3, s ∈ R, θ(γ, ϕ) ∈ S2,
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where Y nk are defined in (2.97), R is the classical Radon transform for d = 3, χD = χD(x) is
the characteristic function of domain D of (2.94), u is a test-function on R3.
Note that formulas (2.100)-(2.105) are direct analogs of (2.62), (2.65), (2.75), (2.77)
of Kunyansky’s method for d = 2. The only difference is that the expansions of W,Wm,
new operators QW,D,∞, QW,D,m and of coefficients w2k,n are rewritten in terms of spherical
harmonics Y nk on S2. Note also that in formulas (2.100)-(2.105) among terms wk,n, Y nk only
ones with even indices k are present. This is analogous to (2.55), (2.56) and, in particular,
because R−1RWf = R−1RWsymf , where Wsym is the even part of W in θ (i.e., Wsym(x, θ) =
1
2
(W (x, θ) +W (x,−θ))).
Next, we show that QW,D,∞, QW,D,m are linear bounded operators in L2(R2).
Lemma 2. Let operators QW,D,∞, QW,D,m be defined by (2.100), (2.101), respectively, and
u be a test function on R3. Then
QW,D,∞u =
∞∑
k=1
2k∑
n=−2k
d2k,n ∗ w2k,n
w0,0
χDu, (2.106)
QW,D,mu =
m∑
k=1
2k∑
n=−2k
d2k,n ∗ w2k,n
w0,0
χDu, (2.107)
where coefficients wk,n are defined in (2.99), ∗ denotes the convolution in R3, d2k,n are defined
by the formula:
d2k,n(x(r, γ, ϕ)) = (−1)k
21/2Γ(3
2
+ k)
piΓ(k)
Y n2k(γ, ϕ)
r3
, r > 0, (2.108)
where Γ(·) is a Gamma-function, x(r, γ, ϕ) is defined by the formula
x(r, γ, φ) = (r sin γ cosϕ, r sin γ sinϕ, r cos γ) ∈ R3, γ ∈ [0, pi], ϕ ∈ [0, 2pi], r ≥ 0. (2.109)
In addition, for d2k,n of (2.108) the following property holds:
F [d2k,n](ξ) = Y2k,n
(
ξ
|ξ|
)
, ξ ∈ R3\{0}, (2.110)
where F [·] is the Fourier transform in R3.
Lemma 3. Operators QW,D,∞, QW,D,m defined in (2.106), (2.107), are linear bounded op-
erators in L2(R2) and the following estimates hold:
‖QW,D,∞‖L2(R2)→L2(R2) ≤ σW,D,∞, (2.111)
‖QW,D,m‖L2(R2)→L2(R2) ≤ σW,D,m, m ∈ N ∪ {0}, (2.112)
where σW,D,∞, σW,D,m are defined in (2.102), (2.103).
In a similar way with the original Kunyansky’s method, we reduce the inversion problem
for RW to solving a linear integral equation. In particular, this equation is obtained by
applying R−1 to RWf and by expressing operator R−1RW in terms of QW,D,∞.
Lemma 4. Let
∞∑
k=1
2k∑
n=−2k
∣∣∣∣∣∣∣∣w2k,nw0,0
∣∣∣∣∣∣∣∣
L2(D)
< +∞, (2.113)
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where wk,n are defined in (2.99). Then
R−1RWf ∈ L2(R3). (2.114)
In addition, the following formula holds:
R−1RWf = w0,0f +
∞∑
k=1
2k∑
n=−2k
d2k,n ∗ w2k,nf = (I +QW,D,∞)(w0,0f), (2.115)
where f satisfies (2.94), R−1 is the inversion of the classical Radon transform and QW,D,∞
is given by (2.100).
In view of the aforementioned method of Kunyansky and of results of Lemmas 2-4 we
propose the following method of reconstruction of f from RWf :
(1) Let
σW,D,∞ < 1. (2.116)
Inequality (2.116) and estimate (2.111) imply that I+QW,D,∞ is continuously invertible
and the following identity holds (in the sense of operator norm in L2(R3)):
(I +QW,D,∞)−1 =
∞∑
j=0
(−QW,D,∞)j. (2.117)
Theorem 4. Let conditions (2.92)-(2.94), (2.116) be fulfilled. Then RW is injective
and the following exact inversion formula holds:
f = w−10,0(I +QW,D,∞)
−1R−1RWf. (2.118)
where w0,0 is defined in (2.93), R
−1 is the inversion of the classical Radon transform,
operator (I +QW,D,∞)−1 is given in (2.117).
Formula (2.118) can be seen as an integral equation for w0,0f and under assumption
(2.116) it can be solved by the method of successive approximations:{
u(k+1) = R−1RWf −QW,D,∞u(k), k ≥ 1,
u(0) = R−1RWf,
, u(k)
L2(R2)−−−−→ w0,0f. (2.119)
Choosing N big enough in (2.119) one finds f as u(N)/w0,0. In practice, only a few
iterations of the aforementioned scheme are needed, because under assumption (2.116)
u(k) converges to w0,0f with geometric speed.
In practice, assumption (2.116) is not always fulfilled [GuNo14], so we propose a series
of approximate inversions fm ≈ f, m ∈ N ∪ {0}.
(2) Let
σW,D,m < 1, for some m ∈ N ∪ {0},
σW,D,∞ < +∞,
(2.120)
where σW,D,m, σW,D,∞ are defined in (2.102), (2.103), respectively.
Assumption of (2.120) and upper bound (2.112) in Lemma 3 imply that I + QW,D,m
is continuously invertible and the following identity holds (in the sense of the operator
norm in L2(R3)):
(I +QW,D,m)
−1 =
∞∑
j=0
(−QW,D,m)j, (2.121)
where I is the identity operator in L2(R3).
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Theorem 5. Let conditions (2.92)-(2.94), (2.120) be fulfilled. Then
f ≈ fm def= (w0,0)−1(I +QW,D,m)−1R−1RWf, (2.122)
f = fm − (w0,0)−1(I +QW,D,m)−1R−1RδWmf, (2.123)
‖f − fm‖L2(D) ≤ ‖f‖∞
c(1− σW,D,m)
∞∑
k=m+1
2k∑
n=−2k
‖w2k,n‖L2(D) < +∞, (2.124)
where
c = min
x∈D
|w0,0(x)|, c > 0, (2.125)
δWm(x, θ(γ, ϕ))
def
= W (x, θ(γ, ϕ))−
2m+1∑
k=0
k∑
n=−k
wk,n(x)Y
n
k (γ, ϕ), (2.126)
x ∈ R3, γ ∈ [0, pi], ϕ ∈ [0, 2pi], m ∈ N ∪ {0}, (2.127)
w0,0 is defined in (2.93), θ(γ, φ) is defined in (2.98), Y
n
k are defined in (2.97), operator
(I +QW,D,m)
−1 is defined in (2.121).
Remark 5. Formula (2.122) can be considered as the following linear integral equation
on w0,0fm:
w0,0fm +QW,D,m(w0,0fm) = R
−1RWf. (2.128)
Inequalities of (2.120) and identity (2.121) imply that equation (2.128) is solvable by
the method of successive approximations:{
u
(k+1)
m = R−1RWf −QW,D,mu(k)m , k ≥ 1,
u
(0)
m = R−1RWf,
, u(k)m
L2(R2)−−−−→ w0,0f. (2.129)
In fact, condition σW,D,∞ < +∞ can be relaxed to the following one:
∞∑
k=1
2k∑
n=−2k
∣∣∣∣∣∣∣∣w2k,nw0,0
∣∣∣∣∣∣∣∣
L2(D)
< +∞, (2.130)
where wk,n are defined in (2.99).
Formula (2.122) is an extension of two-dimensional Chang’s type formula from [Ch78],
[No11], [GuNo14] and also an extension of Chang-type formula from Article 1, where this
formula was given for m = 0.
Because m ≥ 0 can be chosen, such that inequality is satisfied (2.120), we propose the
following approximate reconstruction of f from RW :
(i) find maximal m such that (2.120) is still efficiently fulfilled,
(ii) approximately reconstruct f by fm using (2.122).
(2.131)
Remark 6. For practical applications it is obvious that it is never possible to consider
an infinite number of summands in (2.106), even if inequality (2.116) is satisfied. There-
fore, approach of (2.131) is used always. Numerical implementation of method of (2.131) is
straightforward by formulas (2.95)-(2.98), (2.103), (2.120)-(2.122). In addition, implementa-
tion of operators QW,D,m are very simple due formulas (2.106), (2.107) and property (2.110)
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of d2k,n. In view of these formulas, the operators QW,D,∞, QW,D,m can be rewritten in the
following form:
QW,D,∞u = F−1ξ
( ∞∑
k=1
2k∑
n=−2k
Y n2k
(
ξ
|ξ|
)
Fx
(
w2k,n
w0,0
χDu
)
(ξ)
)
,
QW,D,mu = F−1ξ
(
m∑
k=1
2k∑
n=−2k
Y n2k
(
ξ
|ξ|
)
Fx
(
w2k,n
w0,0
χDu
)
(ξ)
)
,
(2.132)
where u ∈ L2(R3), F−1ξ , Fx are the inverse and direct Fourier transforms in variables
ξ, x ∈ R3, respectively. Formulas of (2.132) are much easier to implement numerically than
(2.106), (2.106), because the first ones are only the compositions of Fourier transforms and
pointwise multiplications by spherical harmonics Y n2k. The details of our implementations
and comments can be found in the next paragraph.
To conclude the exposition of results of Article 2, we also mention that formulas and
methods of (2.92)-(2.132) admit straightforward extensions to d > 3. The details of such
extensions are given in Chapter 4.
Next, we test numerically the Chang-type formula in three dimensions and also the
Kunyansky-type method of (2.131).
Numerical experiment
Here we present numerical tests of our inversion methods from Articles 1, 2. All our tests
were performed in the framework of SPECT in 3D, where the data were modeled by PWf
in the framework of slice-by-slice reconstructions. More precisely, our numerical experiment
consisted of the following steps:
1. For given attenuation model a = a(x) and distribution phantom f = f(x), x ∈ R3,
simulate ray data PWaf(γ), γ ∈ Γ, where Wa is given by (2.37), (2.38), Γ is a discrete
grid in TS2 which corresponds to acquisitions in slice-by-slice reconstructions.
2. Using developments from Article 1 (formulas (2.83)-(2.84)), reduce the emission data
PWa(γ), γ ∈ Γ to the data given by RWf(s, θ), (s, θ) ∈ Π, where Π is discrete grid in
R× S2, weight W is constructed from Wa using formulas of (2.84).
3. Apply our inversion methods from Articles 1, 2 (i.e., analogs of Chang’s formula and
of the iterative algorithm of Kunyansky for d = 3) to reconstruct f from RWf(s, θ),
(s, θ) ∈ Π.
For the experiment on synthetic data, our choice for attenuation models, nucleotide
distributions and grids Γ, Π is described below in detail. The purpose of the experiment on
synthetic data is to show that, indeed, the reduction from Article 1 brings more stability to
reconstructions, independently of which method was used – either Chang-type formula or
more advanced Kunyansky-type iterative method.
Together with experiments on synthetic data, we also applied our inversion methods on
real data obtained from the Service Hospitalier Fre´de´ric Joliot, CEA (Orsay). More pre-
cisely, the real-experiment was performed on a monkey who was subjected to a standard
SPECT procedure. The details of this experiment are described further in the text. In the
experiment on real data, because the real distribution of the nucleotide was not known, it
was not possible measure quantitatively the quality of reconstructions. The goal of this ex-
periment was to demonstrate that our method is applicable, in principle, in realistic SPECT
procedures.
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The contents of this subsection are organized as follows. First, we describe the experiment
on synthetic data. We describe the models for attenuation maps, nucleotide distributions and
the process of simulation of emission data (geometry of acquisitions of PWaf , modelization
of noise). Then, we present reconstructions of the nucleotide distributions using Chang-
type formula and the Kunyansky-type iterative method in 3D. We compare visually and
numerically the quality of our reconstructions against two-dimensional methods based on
Chang inversion formula and Kunyansky iterative algorithm. Second, we present the results
of reconstructions for the real experiment on the monkey. In this case we present only images
of reconstructions for our three-dimensional method based on Chang-type formula. Finally,
we comment our implementations and provide a link to them.
Attenuation phantoms
In our experiments for the attenuation model we used the extension of the famous of Shepp-
Logan phantom to 3D ([Ga+08], [SL74]); see Figure 2.10. This phantom imitates the human
head and is standard for testing reconstruction algorithms for tomographies.
(a) iz = 40 (b) iz = 64 (c) iz = 80
Figure 2.10 Attenuation maps: Cross-sections of the Shepp-Logan phantom by planes z =
const
The model consists of one large ellipsoid which represents the brain and of several smaller
ellipsoids which represent its features. The outer ellipsoidal layer with axes of length 13.8cm,
18cm, and 18.4cm corresponds to bone of the cranium; the standard attenuation of the bone
material is equal to 0.17cm−1. The attenuation within smaller inner ellipsoid representing the
brain material and is equal to 0.15cm−1. Smaller spheres (dark gray spheres on Figure 2.10)
represent inclusions in the brain and have attenuation of 0.10cm−1. The model also includes
cavities which are given by two ellipsoidal regions near the center of the phantom (see the
ellipsoids in black color, Figure 2.10 (b), (c)). In these regions the attenuation was set to
zero.
The quantitative feature which describes the strength of the attenuation is the optical
length of attenuation along some selected paths (the optical length along a path is an integral
of the attenuation coefficient along this path). In the given model the optical lengths along
X, Y, Z axis are equal to 2.44, 3.89 and 4.81, respectively. From practical point of view,
such values correspond to strong attenuation.
To investigate the efficiency of our reconstructions methods for different attenuation
regimes we used two models. The first one, which is referred by a1 or “strong attenuation”,
is the Shepp-Logan phantom with parameters described above. The second model, which is
referred by a2 or “weak attenuation”, corresponds to the same phantom as the first one but
the attenuation values were multiplied by a factor of 1/10 (i.e., a2 = 10
−1a1). Hence, the
optical lengths along X, Y, Z axis for the second attenuation model a2 are equal to 0.244,
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0.389 and 0.481, respectively. From the practical point of view, this corresponds to the case
of very weak attenuation.
Before to proceed, we note that all our images in this subsection will be presented in a
linear grayscale, where darker colors correspond to smaller values (black color corresponds
to zero).
Phantoms for nucleotide distributions
We used two models for nucleotide distributions. The first one, further denoted by f1 or
Phantom 1, is described by a characteristic function of the inner ellipsoid of the Shepp-Logan
phantom from the previous paragraph, see Figure 2.11 (a).
(a) Phantom 1, f1 (b) Phantom 2, f2
Figure 2.11 Nucleotide distributions
The purpose of Phantom 1 is to test the ability to reconstruct spatially uniform and slowly
varying distributions of the nucleotide.
At the same time it is important to test the algorithms when activity distribution has
highly non-uniform distribution in space. For these reasons we use phantom f2 or Phantom
2, which is described by a spherical layer placed almost in the center of the attenuation
phantom; see Figure 2.11 (b) (the background model in gray is placed only for visualization
of position of f2 with respect to the attenuation model). The outer radius of the spherical
layer is 4cm and the radius of the inner one is equal to 2cm. In particular, Phantom 2 is
used to simulate the classical setting in SPECT: reconstruct the distribution of a nucleotide
which tends to concentrate in the brain of a patient.
Finally, note that on Figure 2.11 only slices of Phantoms 1, 2 are presented, whereas the
latter are complete three-dimensional objects.
Simulation of noiseless data
We recall, that in SPECT the emission data is modeled by PWaf(γ) on rays which γ corre-
spond the slice-by-slice reconstructions framework; see also Figure 2.8.
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z
supp f
PWf(γ), γ - parallel to XY
Figure 2.12
More precisely, it means that
PWaf(γ) are given for all rays γ which are parallel to XY plane; see Figure 2.12, (2.133)
where
1. test functions f = f(x), x ∈ R3, are given by f1, f2.
2. weight Wa is given by formulas (2.37), (2.38), where a is given by a1, a2.
Activity phantoms f1, f2 and attenuation maps a1, a2 are given by their values on Carte-
sian grid of the unit cube [−1, 1]3 and it is assumed that these functions are supported in
the centered ball of radius R = 1.0.
In particular, grid Cartesian grid ΩN on [−1, 1]3 was defined as follows
ΩN = {(xi, yj, zk) : xi = −R + i∆x, yj = −R + j∆y, zk = −R + k∆z},
∆x = ∆y = ∆z = 2R/(N − 1), i, j, k ∈ {0, . . . N − 1}, (2.134)
where N is the number points in the grid in one direction. In all our computations we took
N = 129 which corresponds to the standard resolution in SPECT. For evaluations of PWaf
for weights Wa given by (2.37) on such discrete grids we assumed that functions f1, f2 and
a1, a2 were piecewise linear and continuous between the grid points.
To make a discretized version of (2.133) we used grid Γ in the set of rays which corre-
sponded to the framework of slice-by-slice reconstructions, where in each plane z = const
the emission data PWaf was modelized for parallel-beam geometry; [Na86]. According to
this configuration grid Γ consists of a grid of rays withing each plane parallel to XY (i.e.,
z = const) and of a grid along Z-coordinate in range [−1, 1]. More precisely, grid Γ was
defined as follows:
Γ = {γ = γ(zi, sj, ϕk) : zi = −R + i∆z, sj = −R + j∆s, ϕk = k∆ϕ},
i = 0, . . . nz − 1, j = 0, . . . ns − 1, k = 0, . . . nϕ − 1,
∆z = 2R/(nz − 1), ∆s = 2R/(ns − 1), ∆ϕ = 2pi/nϕ,
(2.135)
where γ(z, s, ϕ) was given by the formulas
ray γ = γ(z, s, ϕ) for (z, s, ϕ) ∈ [−1, 1]× [−1, 1]× [0, 2pi] is defined as
γ(z, s, ϕ) = {(x1, x2, x3) : x1 = s cos(ϕ)− t sin(ϕ), x2 = s sin(ϕ) + t cos(ϕ), x3 = z, t ∈ R}.
(2.136)
For our experiments we used nz = ns = 129. The number of projections nϕ was chosen
equals to 128. Note, that this number is less than in [Kun01] (nϕ = 400), where the value
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for nϕ was chosen according to Shannon-Nyquist type sampling condition for ray transforms
(see Chapter 3 in [Na86]). Our choice for nϕ = 128 was motivated by the experiment on real
data in which we had only this number of directions in each slicing plane.
(a) PWaf1, weak attenuation (b) PWaf1, weak attenuation
(a) PWaf2, weak attenuation (b) PWaf2, strong attenuation
Figure 2.14 Ray data PWaf in plane z = 0
In Figure 2.14 we give examples for values of weighted ray transforms PWaf(z, s, ϕ) in
slice z = 0 (such images are also called sinograms); horizontal and vertical axis correspond
to variables (s, ϕ) ∈ [−1, 1]× [0, 2pi), respectively. One can see already from here that along
some directions strong attenuation may cause significant decrease or complete loss of the
signal.
Testing any reconstruction algorithm on emission data given by PWaf without noise
can be seen only as a first step. Strong Poisson noise in the emission data is the major
mathematical and practical issue in SPECT and PET. Therefore any algorithm for SPECT
and PET must be tested on stability against noise. To perform such tests we modelized the
Poisson noise from emission data PWaf(γ), γ ∈ Γ.
In the next paragraph, we explain how we modelized noise in ray data PWaf(γ), γ ∈ Γ.
Modelling of the noise in emission data
The real measurements in SPECT consist of the number of registered photons N(γ) that
have reached a detector along ray γ ∈ Γ, where Γ is the grid from (2.135). With good
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approximation N(γ) has Poisson distribution with intensity λ(γ) which is given by the
formula
λ(γ) = CtPWaf(γ), γ ∈ Γ, C > 0, t > 0, (2.137)
where C is a setup-dependent constant, t is the time of exposure per projection, PWaf
weighted ray transform defined by (2.37), (2.38).
Using formula (2.137) and considerations from the previous paragraph, we modelized
noise in emission data in the following manner.
First, for given attenuation and activity phantoms (attenuation models a1, a2, activity
phantoms f1, f2) we computed the noiseless data given by PWaf(γ), γ ∈ Γ. Then we chose
a normalization constant C = Cn such that
Cn max
γ∈Γ
PWaf(γ) = n, (2.138)
where n is a constant corresponding to the maximal number of photons registered along rays
in Γ if the time of exposures was t = 1 for all rays. In our experiments we used two different
values for n: n1 = 50 and n2 = 500 which corresponded to strong and weak noise levels,
respectively (see also Remarks 7, 8 below).
Next, according to (2.137), we defined intensities λ(γ), γ ∈ Γ, for Poisson process by the
formula
λ(γ) = CnPWaf(γ), (2.139)
where Cn is a constant of (2.138). Finally, for each γ ∈ Γ we generated independently
N(γ) ∼ Po(λ(γ)), where Po(λ) denotes Poisson distribution with intensity λ.
Remark 7. In real experiments, setup-dependent constant C and exposure time t from
(2.137), are known. In view of this fact, for the experiment on synthetic data it is fine to
assume that Cn is also known and it can be used to preprocess the data. More precisely,
using Cn and knowing N(γ), γ ∈ Γ, the true values for weighted ray transforms PWaf(γ)
may be approximated as follows:
PWaf(γ) ≈
N(γ)
Cn
, γ ∈ Γ. (2.140)
Here, we recall that, in the experiment, after having modelized noise for the emission data,
we cannot longer assume that PWaf are known. In particular, approximation (2.140) is based
on the following property of Poisson distribution:
Let N(γ) ∼ Po (CnPWaf(γ)), then E
(
N(γ)
Cn
)
= PWaf(γ), γ ∈ Γ, (2.141)
where Po(λ) denotes the Poisson distribution, E - denotes the mathematical expectation.
Remark 8. The choice of constant n in (2.138) allows to control the noise level in generated
emission data. More precisely, choosing intensities λ(γ) as in (2.139) we have that
Var
(
N(γ)
Cn
)
=
PWaf(γ)
Cn
=
PWaf(γ) max
γ∈Γ
PWaf(γ)
n
, γ ∈ Γ, (2.142)
where Var(·) denotes the variance. Identity (2.142) is based on the following property of
Poisson distribution: ξ ∼ Po(λ), Var(ξ) = λ. From (2.139)-(2.142) is follows that that
bigger n correspond to better approximations in (2.140). In particular, our choice n1 = 50
corresponds to the case of strong noise and is actually close to the setting of our experiment
on real data; see [GuNo08]. Finally, from (2.137), (2.138) one can see that choosing bigger
n can be interpreted as having longer acquisition time t, which is not always possible due to
practical limitations in SPECT.
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(a) PWaf1, weak attenuation (b) PWaf1, strong attenuation
(a) PWaf2, weak attenuation (b) PWaf2, strong attenuation
Figure 2.16 Modelling of strong noise n = n1 = 50
In Figure 2.16 the modelling of noisy data N(γ), γ ∈ Γ for rays in plane z = 0 is given.
(a) PWaf1, weak attenuation (b) PWaf1, strong attenuation
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(a) PWaf2, weak attenuation (b) PWaf2, strong attenuation
Figure 2.18 Modelisation of weak noise n = n2 = 500
Note that for the case of weak noise (n2 = 500), the images almost do not differ from the
denoised originals in Figure 2.14. This was explained in Remark 8 that noise level decreases
with increase of number of registered photons (i.e., with increase of n).
Reduction of data along rays to data along planes
Our method of inversion from Articles 1, 2 is based on reduction of emission data given by
PWaf to data given by weighted Radon transforms RWf along planes in 3D. More precisely,
the reduction is described by formulas (2.83), (2.84), from which one can see that new data
are given by RWf on all two-dimensional planes, except those which are parallel to XY ; see
also Figure 2.12.
For our computations we used the following grid in the set of oriented planes
Π = {(si, θ(ϕj, ψk)) : si − grid on [−1, 1], θ(ϕj, ψk)− grid on S2}, (2.143)
where
si = −R + i∆s, i = 0, . . . ns − 1, ∆s = 2R/(ns − 1),
ϕj = j∆ϕ, j = 0, . . . nϕ − 1, ∆ϕ = 2pi/nϕ,
ψk = arccos(tk), k = 0, . . . , nψ − 1,
{tk}nψ−1k=0 – points for Gauss-Legendre quadrature rule on [−1, 1]
(2.144)
and θ(ϕ, ψ) = (sin(ψ) cos(ϕ), sin(ψ) sin(ϕ), cos(ψ)) ∈ S2. In particular, in all our numerical
experiments we used ns = 129, nϕ = 128, nψ = 128.
To reduce PWaf(γ), γ ∈ Γ to RWf(s, θ), (s, θ) ∈ Π, we rewrite (2.84) as follows:
RWf(s, θ(ϕ, ψ)) =
√
1−s2∫
−√1−s2
PWaf(γ(z(s, ϕ, ψ, τ), ϕ, σ(s, ϕ, ψ, τ)) dτ,
γ = γ(z, σ, ϕ) is given in (2.136) for z ∈ [−1, 1], σ ∈ [−1, 1], ϕ ∈ [0, 2pi),
z(s, ϕ, ψ, τ) = s cos(ψ) + τ sin(ψ),
σ(s, ϕ, ψ, τ) = s sin(ψ)− τ cos(ψ),
(2.145)
where W is given by the formula
W (x, θ(ϕ, ψ)) = Wa
(
x, θ
(
ϕ+
pi
2
,
pi
2
))
for Wa(x, θ) from (2.37), (2.38). (2.146)
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Parameter τ in (2.145) plays the role of parametrization of rays γ(z, σ, ϕ) which “fiber”
oriented plane (s, θ(ϕ, ψ)) and satisfy the assumption in (2.133). Also, to obtain (2.145),
(2.146) from (2.83) , (2.84), we used the fact that η = (0, 0, 1) and f is supported in the
centered unit ball.
Finally, in order to reduce initial data PWaf(γ), γ ∈ Γ to RWf(s, θ), (s, θ) ∈ Π we
use straightforward discretizations of (2.145), (2.146). In particular, in (2.145) to compute
PWaf(γ) for rays γ(z, σ, ϕ) that are not in grid Γ we used quadratic interpolation in vari-
able z and spline interpolation in variable σ (interpolation in ϕ was not needed since angles
{ϕj}nϕ−1j=0 in grids Γ and Π were the same). We would like to note here that mathemati-
cally such interpolations are not correct, because rigorously one has to do interpolation in
the image of PWa . Such interpolation is complicated in view of the fact, that the image of
attenuated Radon transform is described by infinite number of integral identities (Paley-
Wiener Theorem for Radon transforms; see [G+03], [Na86]), which seems hard to use them
in applications. In fact, such high orders of interpolations were used because of artifacts for
piecewise linear interpolations. This could be explained by the property that PW , in general,
is a smoothing operator (see [Na86] for the case of W ≡ 1). Therefore, the image of operator
PWa contains smoother functions and higher orders of interpolations must be used.
Now, having all the description above about the simulation of our data, we present the
reconstructions, where attenuations were a1, a2 and nucleotide distributions were f1, f2.
Reconstructions using Chang-type formulas in 2D and 3D
Noiseless case
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.19 : weak attenuation, no noise; reconstructions of f1, f2 using Chang-type formulas
in 3D (a), (e) and in 2D (c), (g); (b), (d), (f), (h) – sections along X-axis
106
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.20 : strong attenuation, no noise; reconstructions of f1, f2 using Chang-type for-
mulas in 3D (a), (e) and in 2D (c), (g); (b), (d), (f), (h) – sections along X-axis
Case with noise
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.21 : weak attenuation, weak noise (n2 = 500); reconstructions of f1, f2 using Chang-
type formulas in 3D (a), (e) and in 2D (c), (g); (b), (d), (f), (h) – sections along X-axis
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.22 : weak attenuation, strong noise (n1 = 50); reconstructions of f1, f2 using
Chang-type formulas in 3D (a), (e) and in 2D (c), (g); (b), (d), (f), (h)-sections along X-axis
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.23 : strong attenuation, weak noise (n2 = 500); reconstructions of f1, f2 using
Chang-type formulas in 3D (a), (e) and in 2D (c), (g); (b), (d), (f), (h) – sections along
X-axis
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.24 : strong attenuation, strong noise (n1 = 50); reconstructions of f1, f2 using
Chang-type formulas in 3D (a), (e) and in 2D (c), (g); (b), (d), (f), (h) – sections along
X-axis
For our reconstructions we used formulas (2.86)-(2.88) for d = 2, 3 from Article 1. Note that
in Figure 2.20 there is almost no difference between reconstructions using two-dimensional
or three-dimensional Chang-type formulas. At the same time, in Figures 2.21-2.24 recon-
structions obtained using Chang-type formula for d = 3 look already less noisy than their
analogs for d = 2. This supports the intuition that our reduction from Article 1 works as a
regularization of noise.
To measure the effect of noise, we computed the relative squared distance between images
corresponding to reconstructions with noise and their denoised versions.
Let
f˜
aj
i , i = 1, 2, j = 1, 2, be the reconstructions of f1, f2 for
strong and weak attenuation levels a1, a2 without noise and
reduced to plane z = 0 (see Figures 2.19, 2.20).
(2.147)
Reconstructions from the data with noise will be denoted as follows:
f˜
aj , nk
i , i = 1, 2, j = 1, 2, k = 1, 2, be the reconstructions of f1, f2 for strong
and weak attenuation levels a1, a2 for noise levels n1, n2, respectivley, and
reduced to plane z = 0 (see Figures 2.27-2.30).
(2.148)
Then, the error of reconstructions εfi,aj ,nk is defined by the formula
εfi,aj ,nk =
‖f˜aj ,nki − f˜aji ‖2
‖f˜aji ‖2
, i = 1, 2, j = 1, 2, k = 1, 2, (2.149)
where ‖ · ‖2 denotes the Frobenius norm of two-dimensional images seen as matrices of size
N × N , where N is the number of pixels in single direction. The reason to compute errors
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using formula (2.149) is that Chang-type formulas provide only approximate reconstructions.
To measure the effect of noise one must compare approximate reconstructions from noisy
data only with approximate reconstructions from the data without noise.
For our reconstructions by Chang-type formulas we had the following errors:
Method / Error εf1,a1,n1 εf1,a2,n1 εf1,a1,n2 εf1,a2,n2 εf2,a1,n1 εf2,a2,n1 εf2,a1,n2 εf2,a2,n2
2D-method 1.193 1.340 0.377 0.434 0.644 0.625 0.211 0.202
3D-method 0.779 0.942 0.251 0.299 0.438 0.432 0.137 0.135
Table 2.1 Relative errors in reconstructions using Chang-type formulas
From Table 2.1 one could see that our three-dimensional method using Chang-type for-
mula outperforms its two-dimensional analog for all cases of activity phantoms, attenuations
and noise levels. Moreover, the gain of stability in reconstructions is already visible from
Figures 2.21-2.24.
Iterative inversions
For iterative reconstructions we used the Kunyansky-type iterative algorithm from Article 2
in dimension d = 3 and the original two-dimensional algorithm from [Ku92]. In particular,
we used schemes of (2.79), (2.131) for approximate inversions for m = 1. Our choice for
m = 1 was motivated by convergence conditions (2.79), (2.120) in two and three dimensions,
respectively. More precisely, for weak attenuation a2, Chang-type formulas were giving
already almost-perfect reconstructions of f1, f2 (modulo the noise) (see Figure 2.19 (a), (c),
(e), (g)), however, for strong attenuation a1 Chang-type formulas were producing strong
artifacts (see Figure 2.20 (a), (c), (e), (g)). For strong attenuation a1, condition (2.120)
was barely satisfied (σW,D, 1 = 0.89 for d = 3 and 0.52 for d = 2) therefore, to be able
to compare two-dimensional and three-dimensional algorithms we kept m = 1. Finally, for
weak attenuation a2, conditions (2.79), (2.120) were efficiently satisfied (σW,D, 1 = 0.17 for
d = 3 and 0.11 for d = 2). So the choice m = 1 was, indeed, due to the case of strong
attenuation.
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Noiseless case
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.25 : weak attenuation a2, no noise; reconstructions of f1, f2 using iterative
Kunyansky-type algorithms in 3D (a), (e) and in 2D (c), (g); (b), (d), (f), (h) – sections
along X-axis
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.26 : strong attenuation a1, no noise; reconstructions of f1, f2 using iterative
Kunyansky-type algorithms in 3D (a), (e) and in 2D (c), (g); (b), (d), (f), (h) – sections
along X-axis
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Case with noise
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.27 : weak attenuation a2, weak noise (n2 = 500); reconstructions of f1, f2 using
Kunyansky-type iterative algorithms in 3D (a), (e) and in 2D (c), (g); (b), (d), (f), (h) –
sections along X-axis
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.28 : weak attenuation a2, strong noise (n1 = 50); reconstructions of f1, f2 using
Kunyansky-type algorithms in 3D (a), (e) and in 2D (c), (g); (b), (d), (f), (h) – sections
along X-axis
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.29 : strong attenuation a1, weak noise (n2 = 500); reconstructions of f1, f2 using
Kunyansky-type algorithms in 3D (a), (e) and in 2D (c), (g); (b), (d), (f), (h) – sections
along X-axis
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.30 : strong attenuation a1, strong noise (n1 = 50); reconstructions of f1, f2 using
Kunyansky-type algorithms in 3D (a), (e) and in 2D (c), (g); (b), (d), (f), (h) – sections
along X-axis
In addition, analogously to the experiment for Chang-type formulas, we also computed the
relative errors for two-dimensional and three-dimensional reconstructions.
Let
fˆ
aj
i , i = 1, 2, j = 1, 2, be the reconstructions of f1, f2 for
strong and weak attenuation levels a1, a2 without noise and
reduced to plane z = 0 (see Figures 2.25, 2.26).
(2.150)
The above functions may be considered as “ideal reconstructions” for the used iterative
methods. Reconstructions in presence of noise are defined as follows:
fˆ
aj , nk
i , i = 1, 2, j = 1, 2, k = 1, 2, denote the reconstructions of f1, f2 for strong
and weak attenuation levels a1, a2 for noise levels n1, n2, respectivley, and
reduced to plane z = 0 (see Figures 2.27-2.30).
(2.151)
The error εfi,aj ,nk of reconstructions was defined by the formula
εfi,aj ,nk =
‖fˆaj ,nki − fˆaji ‖2
‖fˆaji ‖2
, i = 1, 2, j = 1, 2, k = 1, 2, (2.152)
where ‖ · ‖2 denotes the Frobenius norm of two-dimensional images seen as matrices of size
N ×N , where N is the number of pixels in single direction.
For our iterative reconstructions we had the following errors:
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Method / Error εf1,a1,n1 εf1,a2,n1 εf1,a1,n2 εf1,a2,n2 εf2,a1,n1 εf2,a2,n1 εf2,a1,n2 εf2,a2,n2
2D-method 1.279 1.415 0.437 0.438 0.714 0.634 0.254 0.205
3D-method 0.847 0.952 0.316 0.303 0.494 0.439 0.187 0.138
Table 2.2 Relative errors in reconstructions using iterative algorithms
From Table 2.2 one could see that our three-dimensional iterative method outperforms the
two-dimensional one for all cases of activity phantoms, attenuation models and noise levels.
Moreover, the gain of stability in reconstructions is already visible from Figures 2.27-2.30.
Experiment on real data
In this experiment we wanted show that, in principle, our approach of reduction of Problem 1
for d = 2 in slice-by-slice reconstructions framework to Problem 2 for d = 3 can be used in
real SPECT applications.
A SPECT procedure was performed on a monkey. The data for this experiment was
provided by Service Hospitalier Fre´de´ric Joliot, CEA (Orsay). The provided data consisted
of two files: first one contained the three-dimensional attenuation map of monkey’s head
and the second contained emission data in terms of photon counts N(γ) along rays γ, γ ∈ Γ,
where Γ was given by (2.135) for nz = ns = nϕ = 128. The provided attenuation map
a = a(x), x ∈ R3 was given in a form of a volumetric image of 128× 128× 128 pixels.
(a) iz = 45 (b) iz = 60 (c) iz = 70 (d) iz = 80
Figure 2.31 : Attenuation map of monkey’s head. Subfigures (a), (b), (c), (d) represent
the attenuation map reduced to sequence of planes z = const. Green region in the center
of image (a) corresponds to brain material, vertical and horizontal lines on images (b), (d)
correspond to plates which were used to fix the head of the monkey.
Unfortunately, in the given data the units for the attenuation map were not provided,
which is crucial due to non-linear dependence of transform PWa on the attenuation. To
overcome this lack of information we multiplied the attenuation map by a constant so that
the brain material in Figure 2.31 (a) corresponded to attenuation of water 0.15cm−1. Also,
constant C from (2.137) was not provided, which made possible to reconstruct the nucleotide
distribution only up to a multiplicative constant16. The time of acquisition per projection
was 14 seconds and the radius of rotation of detectors was 261mm. The total number of
registered photons was approximately 4.6·106 and the maximal number of registered photons
per one projection was 60.
16For medical reasons it is still sufficient, because in SPECT only a relative distribution of the tracer is
important.
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(a) iz = 42 (b) iz = 53 (c) iz = 63 (d) iz = 95
Figure 2.32 : Emission data in the experiment on a monkey. Subfigures (a)-(d) show the
photon counts N(γ), where rays γ belong to different slicing planes z = const. In each plane
z = const rays are parametrized by (s, ϕ), s ∈ [−1, 1], ϕ ∈ [0, 2pi] (see formula (2.136)).
Horizontal axis on (a)-(d) corresponds to variable ϕ, vertical axis corresponds to variable s.
Applying the reduction method and Chang-type formula for d = 3 from Artice I, we ob-
tained approximate reconstructions of the nucleotide distribution in the brain of the monkey.
(a) iz = 45 (b) iz = 60 (c) iz = 70 (d) iz = 89
Figure 2.33 : Reconstruction of the nucleotide distribution in different slicing planes z =
const. Note that slicing plane iz = 45 (a) corresponds to the region of monkey’s brain.
Finally, on Figure 2.33(a) one can see high concentration of nucleotide. This area geo-
metrically corresponded to position of the monkey’s brain (see also Figure 2.31). In addition,
for the tracer in SPECT it is known a priory that it tends to concentrate in brain, so this
result supports our proposition that our methods from Articles 1, 2, in principle, can be
applied to real problems.
A few words on our numerical implementations
From formulas (2.83), (2.84), (2.86), (2.89) from Resume of Article 1 and formulas (2.120)-
(2.128) from Resume of Article 2 one could see that there were only two crucial steps for our
numerical implementations:
1. Numerical realization of formulas (2.83), (2.84) for reduction of PWaf to Rwf . This ques-
tion was already commented in (2.145). We used quadratic and spline interpolations
in z, s, respectively, to sample PWaf for missing rays. By doing so we definitely were
obtaining the data which did not belong to the image of operator PW . To our knowl-
edge, efficient interpolation of data even for Pf , where P is the classical ray transform,
is still an open question.
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2. Inversion of the classical Radon transform R for d = 3. The reconstruction methods
from Articles 1, 2 (Chang-type formula, Kunyansky-type iterative method) are based
on the inversion of the classical Radon transform R−1 in dimension d = 3. There exist
a lot of open-access libraries for efficient computations of R−1 for d = 2 (for example, in
MATLAB/Octave, C, Python), but for d = 3 we did not find any accessible libraries.
For our purposes we implemented our own numerical version of R−1 using the Fourier
transform and the Slice Projection Theorem (see [Na86]) and also a very nice NFFT
library for MATLAB/Octave developed in TU Chemnitz [K+09].
The details of our implementations can be found at GitHub repository: github.com/fedor-
goncharov/Weighted-ray-Radon-transforms-in-3D.
4.2 Summary of results from Part II
If in Part I we were considering Problems 1, 2 from the point of view of applications in
tomographies, in Part II we considered these problems in full generality. The first question
to be posed in this case, is if the aforementioned inverse problems are solvable at all. On
mathematical level this reduces to study the injectivity and non-injectivity properties of
transforms PW , RW . Part II of this thesis is devoted to this question.
From the point of view of injectivity and non-injectivity the inverse problems for PW and
RW (Problems 1, 2, respectively) are very different. Problem 1 is non-overdetermined for
dimension d = 2 and is overdetermined for d ≥ 3. Indeed, function PWf depends on 2d− 2
variables (as a function on TSd−1) whereas f depends on d variables (as a function on Rd)
and the following formula holds
2d− 2 = d only for d = 2 and 2d− 2 > d for d ≥ 3. (2.153)
At the same time, Problem 2 is non-overdetermined in all dimensions d ≥ 2. This is due to
the fact that RWf is a function of d variables (as a function on R × Sd−1, see (2.16)), the
same as for function f . The overdeterminancy of Problem 1 for d ≥ 3 gives intuition that
weighted ray transforms should be injective under reasonably mild assumptions on W and
on the class of test-functions. This intuition was also supported by many positive results,
for example, in [Fi86], [Il16].
Theorem 6 (Finch, 1986, Ilmavirta, 2016). Let W ∈ C1+ε(Rd × Sd−1), d ≥ 3, where ε is
an arbitrary positive number. Then PW is injective on L
p
c(Rd), p > 2 (Lpc(Rd) – p-integrable
compactly supported functions on Rd).
In particular, the injectivity of PW for d ≥ 3 is based on the fact that PW is locally
injective for d = 2, when W satisfies (2.14) and is at least of regularity C1+ε for arbitrary
ε > 0; see [LaBu73], [MaQu85], [LaBu73], [Il16].
Theorem 7 (Lavrent’ev, et. al., 1973, Markoe, Quinto, 1985, Ilmavirta, 2016a). Suppose
that W ∈ C1+ε(R2 × S1) for arbitrary ε > 0 and
W ≥ c > 0, ‖W‖C1+ε(R2×S1) ≤ N, (2.154)
for some constants c,N . Then, for any p > 2, there exists δ = δ(ε, c,N, p) > 0 such that
PW is injective on L
p(B(x, δ)) for any x ∈ R2, where
Lp(B(x, δ)) = {f ∈ Lp(R2) : supp f ⊂ B¯(x, δ)},
B¯(x, δ) = {x′ ∈ R2 : |x− x′| ≤ δ}. (2.155)
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The aforementioned publications for Theorem 7 differ, in particular, in regularity as-
sumptions on W , going from C∞ in [LaBu73], down to C1+ε in [Il16].
Note that the result of Theorem 7 directly implies the result of Theorem 6. The proof of
Theorem 6 is so short and simple, so we present it here:
Figure 2.34 Boundary stripping method
Proof. Let d ≥ 3 and suppose that f ∈ kerPW , f 6= 0, f ∈ supp B¯(0, 1). Any two-plane Σr
whose distance from the origin is r > 0 meets B¯(0, 1) in a plane subset Ωr whose diameter
is bounded by d(r) ≤ 2√1− r2 > 0. Choosing r such that d(r) ≤ δ for δ from Theorem 7
we have that f ≡ 0 in B¯(0, 1)\B(0, r). Iterating this argument for ball B¯(0, r) and further
we have that f ≡ 0 on Rd.
The above method of proving injectivity of PW for d ≥ 3 is known as boundary stripping
method (see also Figure 2.34) and it is widely used as a main tool in many publications, for
example, in [Fi86], [Il16]. Note also that the argument of overdeterminancy of the inverse
problem for PW for d ≥ 3 is crucial here. In the case of RW , when the inverse problem is
non-overdetermined, the situation is completely different.
From Theorem 7 we know that RW is locally injective for d = 2 (in dimension d = 2
transforms PW and RW are equivalent up to change of variables). That is, having assumption
(2.14) on W satisfied with some “additional regularity” RW is injective on test-functions with
sufficiently small support. But what happens if we assume bigger support of test-functions,
or equivalently, is there a global injectivity of RW for d ≥ 2 and for W satisfying (2.14),
maybe with some additional regularity assumptions?
The first answer to this question could be given by the famous result of J. Boman [Bo93]:
Theorem 8 (J. Boman, 1993). There exist a function f ∈ C∞c (R2), f 6= 0 and W satisfying
(2.14) for d = 2 and also infinitely smooth, such that
RWf ≡ 0 on R× S1. (2.156)
In particular, this result shows the importance of the overdeterminancy on the injectivity
properties for inverse problems for PW , RW . It is also interesting that RW for weight W
constructed in [Bo93], is not globally injective on C∞c (R2) but is still locally-injective because
of Theorem 7. The difference between local and global injectivities for RW can be intuitively
explained using a perturbation argument for RW . Informally, for weights W satisfying
(2.14) and “smooth enough”, the action of RW on test-functions with “small” support can
be approximated by action of classical Radon transform R (RW for W ≡ 1) plus some
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integral operator KW with a small norm on functions with small support (for, example,
integral operators with regular kernel functions). An example of using such argument with
rigorous quantifications of all above steps can be found, for example, in [MaQu85].
Interestingly, for weights W which have “symmetries”, transform RW can be injective
even under reasonably mild regularity assumptions. A particular example are rotation in-
variant weights W which also arise in PET; see [Qu83].
Definition 4 (Quinto, 1983). Weight W = W (x, θ) is called rotation invariant if it can be
written in the following form:
W (x, θ) = U(|x− (xθ)θ|, xθ), x ∈ Rd, θ ∈ Sd−1, (2.157)
where U is some strictly positive, continuous function on R2 such that
U(r, s) = U(−r, s) = U(r,−s) for all (r, s) ∈ R2. (2.158)
Note also that symmetries (2.157), (2.158) can be also written as
W (x, θ) = U˜(|x|, xθ), x ∈ Rd, θ ∈ Sd−1, (2.159)
U˜(r, s) = U˜(−r, s) = U˜(r,−s), (r, s) ∈ R2, (2.160)
where U˜ is continuous and strictly positive on R2.
For weighted Radon transforms RW with rotation invariant weights the following injec-
tivity result holds
Theorem 9 (Quinto, 1983). Let W satisfy (2.14), W ∈ C∞(Rd × Sd−1), d ≥ 2, and be
rotation invariant. Then, RW : L
2
c(Rd)→ L2(R× Sd−1) is injective.
Remark 9. In fact, in the above theorem assumption W ∈ C∞(Rd×Sd−1) could be replaced
by W ∈ C1(Rd × Sd−1) in dimensions d = 2, 3; see [Qu83].
Though the inverse problem for RW for rotation invariant weights is non-overdetermined,
the symmetry of W compensates the lack of smoothness. In particular, the weight W in the
counterexample of J. Boman was not rotation-invariant.
Concluding the exposition of known injectivity results for RW for d ≥ 2, we present the
following theorem
Theorem 10 (Boman, Quinto, 1987). Assume that (s0, θ0) ∈ R×Sd−1 and f ∈ E ′(Rd) (dis-
tributions on Rd with compact support). Let W (x, θ) satisfy (2.14), be real-analytic function
on Rd × Sd−1 and even in θ, i.e., W (x, θ) = W (x,−θ). Let V be an open neighborhood of
θ0. Finally, assume that RWf(s, θ) = 0 for s > s0 and θ ∈ V . Then f = 0 on the half-space
xθ0 > s0.
Corollary 10.1. Let f be a continuous function with compact support on Rd and W satisfy
conditions of the above theorem. If RWf(s, θ) ≡ 0 on R× Sd−1, then f ≡ 0.
Interestingly, together with Boman’s counterexample the above results uncover another
phase transition of injectivity of RW . Though C
∞-regularity was not enough for injectivity
for general weights, analyticity of W spreads injectivity for RW on compactly supported
test-functions. The proof of Theorem 10 is based on theory of analytic elliptic pseudodif-
ferential operators and of analytic wave front sets [BQ87]. Similar considerations could be
performed for smooth non-analytic weights, but then, it is well-known that a general elliptic
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pseudodifferential operator may have a smooth compactly supported function in its kernel.
Now, having in hand all of the above classical results we can pass to our contributions
from Part II of the thesis. In particular, our contributions consist of three counterexamples
to the above injectivity theorems, when assumptions on weights slightly relaxed. First, we
start by a counterexample from Article 3 (Chapter 5), which we see as the simplest one.
Next, we proceed with our results from Articles 4, 5 (Chapters 6, 7), where the constructed
counterexamples are more interesting and unexpected.
Resume of Article 3. Let
(e1, . . . ed) be a canonical basis in Rd, (2.161)
Θ(v1, v2) = {θ ∈ Sd−1 : θ ⊥ v1, θ ⊥ v2} ' Sd−3, v1, v2 ∈ Rd, v1 ⊥ v2, (2.162)
where ⊥ denotes the orthogonality between two vectors in Rd.
Theorem 11. For d ≥ 3, there are W and f , such that
RWf ≡ 0 on R× Sd−1, (2.163)
W satisfies (2.14), f ∈ C∞c (Rd), f 6= 0. (2.164)
In addition
W is C∞– smooth on Rd × (Sd−1\Θ(e1, e2)), (2.165)
where e1, e2 and Θ(e1, e2) are defined in (2.161), (2.162).
This result can be seen as an attempt to construct an example of non-injectivity of RW
in higher dimensions d ≥ 3, with similar properties of W as in Theorem 8 of J. Boman. We
recall that the inverse problem for RW is non-overdetermined, so it could be expected that
Theorem 8 admits direct analogs in higher dimensions.
In Theorem 11, from (2.162), (2.165) one can see that W is infinitely smooth only almost
everywhere on Rd×Sd−1, whereas in the example of Boman the weight was of class C∞ on the
whole space. In fact, on set Rd×Θ(e1, e2) from (2.165) which is of measure zero, the weight
in our example has a discontinuity of the second type. Such discontinuity is a particular
property of our construction, and we believe that an another example of non-injectivity of
RW with everywhere smooth W could be constructed.
Resume of Article 4.
Theorem 12. There exist a non-zero spherically symmetric function f ∈ C∞c (R3) with
support in a closed unit ball, and weight W satisfying (2.14) and also being rotation invariant
(see Definition 4), such that
RWf ≡ 0 on R× S2. (2.166)
This result is already an improvement of Theorem 11 for d = 3, where the weight was
satisfying (2.14) but was not yet continuous at some points. Note also that RW is injective
on L2c(R3) if W satisfies (2.14) and is, at least, C1-smooth (by Theorem 9 for d = 3). The
above theorem makes the regularity assumption on W to be crucial for this injectivity result.
It is important to note that the construction of W and f was developed in a large extent
adopting the Boman’s counterexample from Theorem 8.
Though in Theorem 12 the weight is not infinitely smooth, as in the example of Boman,
the rotation invariance of W is the principle advantage of our construction.
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The rotation invariance of W and spherical symmetry of f allow to extend Theorem 12
in the way as follows.
Consider U˜ and f˜ such that
W (x, θ) = U˜(|x|, |xθ|), f(x) = f˜(|x|), x ∈ R3, θ ∈ S2, (2.167)
where W and f are the functions from Theorem 12. Here we used that W is rotation
invariant (see formulas (2.159), (2.160)) and f is spherically symmetric.
Corollary 12.1. Let W and f be defined as
W (x, P ) = U˜(|x|, dist(P, {0})), P ∈ Pd,2, x ∈ P, (2.168)
f(x) = f˜(|x|), x ∈ Rd, (2.169)
where P is a two-dimensional oriented plane in Rd, i.e., P ∈ Pd,2, dist(P, {0}) denotes
distance from the origin {0} ∈ Rd to plane P , U˜ and f˜ are the functions from (2.167),
d > 3. Then,
Rd,2W f ≡ 0 on Pd,2. (2.170)
In addition, the weight W is continuous strictly positive and rotation invariant, f is infinitely
smooth compactly supported on Rd and f 6≡ 0.
In this case, the obtained counterexample is much more interesting, because the inverse
problem for Rd,2W , d > 3, is already overdetermined. Indeed,
dimPd,2 = 3d− 6 > dimRd = d for d > 3. (2.171)
This injectivity example gave us the intuition that a similar development could be performed
for PW for d ≥ 3. In particular, we could expect PW for d ≥ 3 to be not injective if the
regularity assumption for W is reduced from C1+ε down to, say, continuity.
Resume of Article 5. Adopting and developing considerations from Article 5 and from
[Bo93] we had obtained the following result.
Let
Ω = Rd × Sd−1, (2.172)
Ω(Λ) = {(x, θ) ∈ Rd × Sd−1 : |x− (xθ)θ| ∈ Λ}, Λ ⊂ [0,+∞). (2.173)
In view of (2.15), (2.22) set Ω(Λ) from (2.173) can be interpreted as points on rays in Rd,
where the value of distance between a ray and the origin {0} ∈ Rd belongs to Λ ⊂ [0,+∞).
Theorem 13. There exists a weight W satisfying (2.14) and a non-zero function f ∈
C∞c (Rd), d ≥ 2, such that
PWf ≡ 0 on TSd−1, (2.174)
where PW is defined in (2.17). In addition, W is rotation invariant, i.e., satisfies (2.157),
(2.158), and f is spherically symmetric with support in a closed unit ball. Moreover,
W ∈ C∞(Ω\Ω({1})), (2.175)
W ∈ Cα(Rd × Sd−1) for α ∈ (0, α0), α0 = 1/16, (2.176)
W ≥ 1/2 on Ω and W ≡ 1 on Ω([1,+∞)), (2.177)
W (x, θ) ≡ 1 for |x| ≥ R > 1, θ ∈ Sd−1, (2.178)
where Ω,Ω({1}),Ω([1,+∞)) are defined by (2.172), (2.173), R is a constant.
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This result is very surprising for several reasons. First, this is already a counterexample
to Theorem 9 when the regularity assumption on W is slightly relaxed from C1 in dimensions
d = 2, 3, and from C2 for d > 3 down to Cα, α ∈ (0, 1/16). Apart from this, the constructed
example of non-injectivity for PW for d ≥ 3 is remarkable because the inverse problem for
PW is overdetermined (see (2.153)) and is injective for W ∈ C1+ε, ε > 0, by Theorem 6.
Moreover, because the global injectivity of PW for d ≥ 3 is consequence of local-injectivity
for d = 2 (by Theorem 7 and the boundary stripping method), we automatically obtain a
counterexample to local-injectivity.
Corollary 13.1. For any α ∈ (0, 1/16) there is N > 0 such that for any δ > 0 there are
Wδ, fδ satisfying
Wδ ≥ 1/2, Wδ ∈ Cα(R2 × S1), ‖Wδ‖Cα(R2×S1) ≤ N, (2.179)
fδ ∈ C∞(R2), fδ 6= 0, supp fδ ⊂ B¯(0, δ), (2.180)
PWδfδ ≡ 0 on TS1. (2.181)
The best way to understand Corollary 13.1 is to rexplain Theorem 7. According to this
theorem, PW for d = 2 is injective on functions with sufficiently small support, provided that
W is at least C1-smooth. Moreover, the “smallness” of the support depends on “smoothness”
of the weight; see definition for δ in Theorem 7. The above corollary states exactly that local-
injectivity for PW for d = 2 can be violated if W is a little bit less smooth than C
1!17
Another interesting corollary of Theorem 13 is related to property (2.178). In particular,
we used this property and the compact support of f to construct new weights W such that
PW will act on functions supported on disjoint balls in the same way as in Theorem 13.
Theorem 14. For any n ∈ N ∪ {∞} there exists a weight Wn satisfying (2.14) such that
dim kerPWn ≥ n on C∞c (Rd), d ≥ 2, (2.182)
where PW is defined in (2.17). Moreover,
Wn ∈ C∞(R2 × S1) for d = 2, (2.183)
Wn is infinitely smooth almost everywhere on Rd × Sd−1, (2.184)
Wn ∈ Cα(Rd × Sd−1), α ∈ (0, 1/16) for d ≥ 3, (2.185)
Wn(x, θ) ≡ 1 for |x| ≥ R > 1, θ ∈ Sd−1 for n ∈ N, d ≥ 2, (2.186)
where R is a constant.
To our knowledge, examples of W satisfying (2.14) such that dim kerPW ≥ n for arbi-
trary n ∈ N ∪∞ were not given in literature before our work even for n = 1 in dimension
d ≥ 3 and even for n = 2 in dimension d = 2.
Finalizing the exposition of our contributions from Part II, we would like to note that
all of the results of Articles 3-5 were obtained by developing, in particular, considerations
of Boman from [Bo93]. It appeared that his original counterexample had some degree of
freedom in choosing how to start the construction process. First, we observed this degree
of freedom in Article 4 and managed to develop it in further in Article 5. In particular, the
title for Part II of the thesis “A breakdown of injectivity for weighted Radon transforms”
is devoted to our results from Article 5. The details of our proofs and constructions are
presented in Chapters 5-7.
17Apart of direct geometric interpretation given for Corollary 13.1, it is very interesting to understand
this result in terms of PDEs. It is well-known that PW for W satisfying (2.14) is related to elliptic pseudod-
ifferential operators, for which it is expected to have some form of unique continuation property : basically,
if Pu = 0, where P is elliptic operator and u vanishes in too big set, then u ≡ 0 everywhere. A study of this
remark could be a topic for future research.
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5 Conclusions
The main results of the present work can be summarized as follows:
1. We present new approach of solving inverse problems for weighted ray transforms which
is based on the reduction to inverse problems for weighted Radon transforms.
2. We apply the aforementioned approach to inverse problems in tomographies. In par-
ticular, we show that the tomographical data modeled by weighted ray transforms
and acquired in slice-by-slice reconstruction approach can be reduced to the new data
modeled by weighted Radon transforms (for another weight) over planes in three-
dimensions. Such reduction is of particular importance for tomographies, because it
can strongly reduce the impact of noise on reconstructions.
3. We present two new inversion methods for weighted Radon transforms in multidimen-
sions: one method is an extension of Chang’s approximate inversion formula and the
other one is an extension of Kunyansky’s iterative algorithm.
4. Using the aforementioned approach based on reduction of the inverse problems in
tomographies we present numerical tests of our new reconstruction methods. In par-
ticular, we test our reconstruction methods in the framework of single-photon emission
computed tomography (SPECT). Our tests include experiments on synthetic and real
data. For the case of synthetic data, i.e., when a comparison between reconstructions
by different methods is possible, our new approach appears to be numerically more
stable against noise than the conventional reconstruction methods used in slice-by-
slice reconstruction approach. By the numerical test on real data we show that our
approach is also applicable in real SPECT procedures.
5. We continue studies of injectivity and non-injectivity of weighted ray and Radon trans-
forms for arbitrary strictly positive weights. In particular, we establish a series of new
results on non-injectivity of the latter.
6. We construct an example of non-injectivity for weighted Radon transforms in multi-
dimensions with strictly positive weight which is also infinitely smooth almost every-
where. This result can be seen as an attempt to extend the famous counterexample to
injectivity by Boman (1993) to higher dimensions d ≥ 3.
7. We construct an example of non-injectivity for weighted Radon transforms along two-
dimension planes in Rd, d ≥ 3, such that the weight is continuous, rotation invariant
and strictly positive. This result is already very unexpected for two reasons:
(i). By Quinto (1983) it was proved that weighted Radon transforms RW for positive
rotation invariant weights are injective if W is C∞-smooth (C1 in dimensions
d = 2, 3). Our result shows that smoothness assumption was crucial for this
injectivity result.
(ii). The inverse problem for weighted Radon transforms along two-dimensional planes
in Rd is overdetermined for d > 3. Though there were no results on injectivity and
non-injectivity in a such setting, usually the overdeterminancy leads to injectivity
of Radon-type transforms.
8. We construct a counterexample to injectivity for weighted ray transforms in dimensions
d ≥ 2, where the weight is positive, rotation invariant and Ho¨lder smooth. This result is
very surprising in view of many known injectivity results for weighted ray transforms
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when W is at least C1-smooth. From this result it follows that the smoothness of
the weight is crucial for these injectivity results, even if the corresponding inverse
problems are overdetermined. Informally, such phenomenon we called by “breakdown
of injectivity” for weighted ray transforms.
One can propose, in particular, the following possible developments of the subjects studied
in the thesis:
1. The formulas for the reduction of the inverse problem for weighted ray transforms to
the inverse problem for weighted Radon transforms from Article 1 yet do not give a
complete mathematical answer why the reconstructions become more stable numeri-
cally. The effect of noise regularization could be studied in more detail.
2. Possibly, the counterexample from Article 3 could be adapted to construct a new
counterexample to injectivity for weighted Radon transforms in multidimensions. In
particular, in the new example it would be important to construct a weight which is
strictly positive and infinitely smooth everywhere. This would complete the extension
of counterexample of J. Boman (1993) to dimensions d ≥ 3.
3. It is very interesting to find an interpretation of the counterexample to injectivity from
Article 5 in terms of PDE’s and the theory of elliptic pseudo-differential operators.
In particular, to operators PW , RW it is possible to associate some pseudo-differential
operators which will appear to be elliptic under the assumption that weight W is
positive. The injectivity of the aforementioned weighted Radon-type transforms is
closely related to properties of these elliptic operators. In particular, a compactly
supported function in the kernel of an elliptic differential operator means the violation
of the well-known unique continuation property for this class of operators. One example
of such violation is especially interesting, constructed by Pli´s [Pl63]. In particular, from
the example of Pli´s it follows that there is a breakdown of unique continuation property
for elliptic operators if the coefficients in the operator are Ho¨lder smooth or less.
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Part I
Inversions of weighted Radon
transforms in 3D
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Article 1. An analog of Chang inver-
sion formula for weighted Radon trans-
forms in multidimensions
F. O. Goncharov, R. G. Novikov
In this work we study weighted Radon transforms in multidimensions. We introduce an
analog of Chang approximate inversion formula for such transforms and describe all weights
for which this formula is exact. In addition, we indicate possible tomographical applications
of inversion methods for weighted Radon transforms in 3D.
1 Introduction
We consider the weighted Radon transforms RW defined by the formula
RWf(s, θ)
def
=
∫
xθ=s
W (x, θ)f(x)dx, (3.1)
(s, θ) ∈ R× Sn−1, x ∈ Rn, n ≥ 2,
where W = W (x, θ) is the weight, f = f(x) is a test function; see e.g. [BQ87]. Such trans-
forms arise in many domains of pure and applied mathematics; see e.g. [De07], [DuBi84],
[GGV14], [Gr91], [Ku92], [Na86]. In the present work we assume that
W is complex – valued,
W ∈ C(Rn × Sn−1) ∩ L∞(Rn × Sn−1), (3.2)
w0(x)
def
=
1
vol(Sn−1)
∫
Sn−1
W (x, θ) dθ 6= 0, x ∈ Rn,
where dθ is the element of standard measure on Sn−1, |Sn−1| is the standard measure of Sn−1.
If W ≡ 1, then R = RW is the classical Radon transform in Rn; see for example [GGV14],
[He11], [Lu96], [Ra17]. Explicit inversion formulas for R were given for the first time in
[Ra17].
In dimension n = 2, the transforms RW are also known as weighted ray transforms on the
plane; see e.g. [Ku92], [Na86]. For several important cases of W satisfying (3.2) for d = 2,
explicit (and exact) inversion formulas for RW were obtained in [BS04], [Gi10], [No02b],
[No11], [TM80].
On the other hand, it seems that no explicit inversion formulas for RW were given yet in
the literature under assumptions (3.2) for n ≥ 3, if W 6= w0.
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In the present work we introduce an analog of Chang approximate (but explicit) inversion
formula for RW under assumptions (3.2), for n ≥ 3, and describe all W for which this formula
is exact. These results are presented in Section 2.
In addition, we indicate possible tomographical applications of inversion methods for RW
in dimension n = 3. These considerations are presented in Section 3.
2 Chang-type formulas in multidimensions
We consider the following approximate inversion formulas for RW under assumptions (3.2)
in dimension n ≥ 2:
fappr(x)
def
=
(−1)(n−2)/2
2(2pi)n−1w0(x)
∫
Sn−1
H [RWf ](n−1) (xθ, θ)dθ, (3.3)
x ∈ Rn, n is even,
fappr(x)
def
=
(−1)(n−1)/2
2(2pi)n−1w0(x)
∫
Sn−1
[RWf ]
(n−1) (xθ, θ)dθ, (3.4)
x ∈ Rn, n is odd,
[RWf ]
(n−1) (s, θ) =
dn−1
dsn−1
RWf(s, θ), s ∈ R, θ ∈ Sn−1, (3.5)
Hφ(s) def=
1
pi
p.v.
∫
R
φ(t)
s− tdt, s ∈ R. (3.6)
For W ≡ 1 formulas (3.3), (3.4) are exact, i.e. fappr = f , and are known as the classical
Radon inversion formulas, going back to [Ra17].
As a corollary of the classical Radon inversion formulas and definition (3.1), formulas
(3.3), (3.4) for W ≡ w0 are also exact.
Formula (3.3) for n = 2 is known as Chang approximate inversion formula for weighted
Radon transforms on the plane. This explicit but approximate inversion formula was sug-
gested for the first time in [Ch78] for the case when
W (x, θ) = exp
(−Da(x, θ⊥)) , (3.7)
Da(x, θ⊥) =
+∞∫
0
a(x+ tθ⊥)dt, (3.8)
where a is a non-negative sufficiently regular function on R2 with compact support, and
θ = (θ1, θ2) ∈ Sn−1, θ⊥ = (θ2,−θ1). We recall that RW for W given by (3.7), (3.8) is known
as attenuated Radon transform on the plane and arises, in particular, in the single photon
emission tomography (SPECT). In this case an explicit and simultaneously exact inversion
formula for RW was obtained for the first time in [No02b].
We emphasize that formulas (3.3), (3.4) are approximate, in general. In addition, the
following result holds:
Theorem 1. Let W satisfy (3.2). Let fappr be defined by (3.3), (3.4) in terms of RWf and
w0, n ≥ 2. Then fappr = f (in the sense of distributions) on Rn for all f ∈ C0(Rn) if and
only if
W (x, θ)− w0(x) ≡ w0(x)−W (x,−θ), x ∈ Rn, θ ∈ Sn−1. (3.9)
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Here C0(Rn) denotes the space of all continous compactly supported functions on Rn.
The result of Theorem 1 for n = 2 was obtained for the first time in [No11]. Theorem 1
in the general case is proved in Section 4.
If W satisfy (3.2), f ∈ C0(Rn), but the the symmetry condition (3.9) does not hold, i.e.
w0(x) 6= 1
2
(W (x, θ) +W (x,−θ)) , for some x ∈ Rn, θ ∈ Sn−1,
then (3.3), (3.4) can be considered as approximate formulas for finding f from RWf .
3 Weighted Radon transforms in 3D in tomographies
In several tomographies the measured data are modeled by weighted ray transforms Pwf
defined by the formula
Pwf(x, α) =
∫
R
w(x+ αt, α)f(x+ αt) dt, (x, α) ∈ TS2, (3.10)
TS2 = {(x, α) ∈ R3 × S2 : xα = 0},
where f is an object function defined on R3, w is the weight function defined on R3 × S2,
and TS2 can be considered as the set of all rays (oriented straight lines) in R3. In particular,
in the case of the single-photon emission computed tomography (SPECT) the weight w is
given by formulas (3.7), (3.8), where θ⊥ = α ∈ S2, x ∈ R3.
In practical tomographical considerations Pwf(x, α) usually arises for rays (x, α) parallel
to some fixed plane
Ση = {x ∈ R3 : xη = 0}, η ∈ S2, (3.11)
i.e., for αη = 0.
The point is that the following formulas hold:
RWf(s, θ) =
∫
R
Pwf(sθ + τ [θ, α], α)dτ, s ∈ R, θ ∈ S2, (3.12)
W (x, θ) = w(x, α), α = α(η, θ) =
[η, θ]
|[η, θ]| , [η, θ] 6= 0, x ∈ R
3,
where [·, ·] stands for the standart vector product in R3.
Due to formula (3.12) the measured tomographical data modeled by Pwf can be reduced
to averaged data modeled by RWf . In particular, this reduction drastically reduces the level
of random noise in the initial data.
Therefore, formula (3.4) for n = 3 and other possible methods for finding f from RWf in
3D may be important for tomographies, where measured data are modeled by Pwf of (3.10).
Remark 1. The weight W arising in (3.12) is not continuous, in general. However, the
result of Theorem 1 remains valid for this W , at least, under the assumptions that w is
bounded and continuous on R3 × S2, and w0(x) 6= 0, x ∈ R3, where w0 is defined in (3.2).
4 Proof of Theorem 1
For W satisfying (3.2) we also consider its symmetrization defined by
Ws(x, θ)
def
=
1
2
(W (x, θ) +W (x,−θ)) , x ∈ Rn, θ ∈ Sn−1. (3.13)
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Using definitions (3.1), (3.13) we obtain
RWsf(s, θ) =
1
2
(RWf(s, θ) +RWf(−s,−θ)) . (3.14)
In addition, if W satisfies (3.9), then
Ws(x, θ) = w0(x), x ∈ Rn, θ ∈ Sn−1. (3.15)
4.1 Proof of sufficiency
The sufficiency of symmetry (3.9) follows from formulas (3.3), (3.4) for the exact case with
W ≡ w0, the identities
fappr(x) =
(−1)(n−2)/2
2(2pi)n−1w0(x)
∫
Sn−1
H [RWsf ]
(n−1) (xθ, θ)dθ, (3.16)
for even n,
fappr(x) =
(−1)(n−1)/2
2(2pi)n−1w0(x)
∫
Sn−1
[RWsf ]
(n−1) (xθ, θ)dθ, (3.17)
for odd n,
and from the identities (3.14), (3.15).
In turn, (3.16) follows from the identities∫
Sn−1
H [RWf ](n−1) (xθ, θ)dθ
=
1
2
∫
Sn−1
(
H [RWf ](n−1) (xθ, θ) +H [RWf ](n−1) (−xθ,−θ)
)
dθ (3.18)
=
∫
Sn−1
H [RWsf ]
(n−1) (xθ, θ)dθ.
In addition, the second of the identities of (3.18) follows from the identities:
H [RWsf ]
(n−1) (s, θ) =
1
2pi
p.v.
∫
R
1
s− t×
× d
n−1
dtn−1
[
RWf(t, θ) +RWf(−t,−θ)
]
dt
=
1
2
H
[
RWf
](n−1)
(s, θ) +
(−1)n−1
2pi
p.v.
∫
R
[RWf ]
(n−1) (−t,−θ)
s− t dt; (3.19)
(−1)n−1
pi
p.v.
∫
R
[RWf ]
(n−1) (−t,−θ)
s− t dt = −
(−1)n−1
pi
p.v.
∫
R
[RWf ]
(n−1) (t,−θ)
−s− t dt
= (−1)nH [RWf ](n−1) (−s,−θ) = H [RWf ](n−1) (−s,−θ). (3.20)
This concludes the proof of sufficiency for n even.
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Finally, (3.17) follows from the identities∫
Sn−1
[RWf ]
(n−1)(xθ, θ)dθ
=
1
2
∫
Sn−1
(
[RWf ]
(n−1) (xθ, θ) + [RWf ]
(n−1) (−xθ,−θ)
)
dθ, (3.21)
[RWsf ]
(n−1) (t, θ) =
1
2
dn−1
dtn−1
[
[RWf ] (t, θ) + [RWf ] (−t,−θ)
]
=
1
2
[
[RWf ]
(n−1) (t, θ) + (−1)n−1 [RWf ](n−1) (−t,−θ)
]
=
1
2
[
[RWf ]
(n−1) (t, θ) + [RWf ]
(n−1) (−t,−θ)
]
. (3.22)
This concludes the proof of sufficiency for odd n.
4.2 Proof of necessity
Using that fappr = f for all f ∈ C0(Rn) and using formulas (3.3), (3.4) for the exact case
W ≡ w0, we obtain∫
Sn−1
(
H [RWf ](n−1) (xθ, θ)−H [Rw0f ](n−1) (xθ, θ)
)
dθ = 0 (3.23)
on Rn for even n,∫
Sn−1
[RWf −Rw0f ](n−1) (xθ, θ)dθ = 0 (3.24)
on Rn for odd n,
for all f ∈ C0(Rn).
Identities (3.18), (3.21), (3.22), (3.23), (3.24) imply the identities∫
Sn−1
(
H [RWsf ]
(n−1) (xθ, θ)−H [Rw0f ](n−1) (xθ, θ)
)
dθ = 0 (3.25)
on Rn for even n,∫
Sn−1
[RWsf −Rw0f ](n−1) (xθ, θ)dθ = 0 (3.26)
on Rn for odd n,
for all f ∈ C0(Rn).
The necessity of symmetry (3.9) follows from the identities (3.25), (3.26) and the following
lemmas:
Lemma 1. Let (3.25), (3.26) be valid for fixed f ∈ C0(Rn) and W satisfying (3.2), n ≥ 2.
Then
RWsf = Rw0f. (3.27)
Lemma 2. Let (3.27) be valid for all f ∈ C0(Rn) and fixed W satisfying (3.2), n ≥ 2. Then
Ws = w0. (3.28)
Lemmas 1 and 2 are proved in Sections 5 and 6.
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5 Proof of Lemma 1
We will use the following formulas∫
Rn
eiξx
∫
Sn−1
g(xθ, θ) dθ dx
=
√
2pi
|ξ|n−1
(
gˆ
(
|ξ|, ξ|ξ|
)
+ gˆ
(
−|ξ|,− ξ|ξ|
))
, (3.29)∫
Rn
eiξx
∫
Sn−1
g(n−1)(xθ, θ) dθ dx =
∫
Rn
eiξx
∫
Sn−1
(θ∇x)n−1g(xθ, θ) dθ dx
= (−i)n−1
√
2pi
(
gˆ
(
|ξ|, ξ|ξ|
)
+ (−1)n−1gˆ
(
−|ξ|,− ξ|ξ|
))
, (3.30)
gˆ(τ, θ) =
1√
2pi
∫
R
eiτsg(s, θ)ds, τ ∈ R, θ ∈ Sn−1, (3.31)
where g ∈ C(Sn−1, L2(R)), ξ ∈ Rn. The validity of formulas (3.29), (3.30) (in the sense of
distributions) follows from Theorem 1.4 of [Na86].
5.1 The case of odd n
Using identity (3.14) we get
g(s, θ) = g(−s,−θ), for all s ∈ R, θ ∈ Sn−1, (3.32)
where
g(s, θ) = [RWsf(s, θ)−Rw0f(s, θ)] . (3.33)
From (3.32), we obtain the same symmetry for the Fourier transform gˆ(·, θ) of g(·, θ):
gˆ(t, θ) =
1√
2pi
∫
R
g(s, θ)eitsds
=
1√
2pi
∫
R
g(−s,−θ)ei(−s)(−t)ds (3.34)
=
1√
2pi
∫
R
g(s,−θ)e−itsds = gˆ(−t,−θ), t ∈ R, θ ∈ Sn−1.
For odd n, from identities (3.26), (3.30) it follows that
gˆ
(
|p|, p|p|
)
+ gˆ
(
−|p|,− p|p|
)
= 0 in L2loc(Rn). (3.35)
Using (3.34), (3.35) we obtain
gˆ
(
|p|, p|p|
)
= 0,
gˆ
(
−|p|,− p|p|
)
= 0
⇔ gˆ = 0⇔ g = 0. (3.36)
Formula (3.27) for odd n follows from (3.33), (3.36).
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5.2 The case of even n
We consider
g(s, θ) = H [RWsf −Rw0f ] (s, θ), s ∈ R, θ ∈ Sn−1, (3.37)
arising in (3.25). Using the identity
H [RWsf −Rw0f ] (−s,−θ) =
1
pi
p.v.
∫
R
RWsf(t,−θ)−Rw0f(t,−θ)
−s− t dt (3.38)
=
1
pi
p.v.
∫
R
RWsf(−t,−θ)−Rw0f(−t,−θ)
−s+ t dt
= − 1
pi
p.v.
∫
R
RWsf(t, θ)−Rw0f(t, θ)
s− t dt = −H [RWsf −Rw0 ] (s, θ),
we obtain
g(s, θ) = −g(−s,−θ), for all s ∈ R, θ ∈ Sn−1. (3.39)
From (3.39), similarly with (3.34), we obtain the same symmetry for the Fourier transform
gˆ(·, θ) of g(·, θ):
gˆ(t, θ) = −gˆ(−t,−θ), t ∈ R, θ ∈ Sn−1. (3.40)
For n even, from the property of the Hilbert transform
H
[
φ(k)
]
= (H [φ])(k) , φ ∈ Ck0 (R),
where this identity holds in the sense of distributions if φ ∈ C0(R), and identities (3.25),
(3.30) it follows that
gˆ
(
|p|, p|p|
)
− gˆ
(
−|p|,− p|p|
)
= 0 in L2loc(Rn). (3.41)
Using (3.40), (3.41) we again obtain (3.36) but already for even n. Due to (3.36), (3.37) we
have
H [RWsf −Rw0f ] = 0. (3.42)
Formula (3.27) for even n follows from (3.42), invertibility of the Hilbert transform on Lp, p >
1 and the fact that RWf ∈ C0(R× Sn−1).
Lemma 1 is proved.
6 Proof of Lemma 2
Suppose that
Ws(y, θ)− w0(y) = z 6= 0 (3.43)
for some y ∈ Rn, θ ∈ Sn−1, z ∈ C. Since W satisfies (3.2), then for any ε > 0 there exists
δ(ε) > 0 such that
∀ y′ : |y′ − y| < δ → |Ws(y′, θ)− w0(y′)− z| < ε, (3.44)
for fixed y, θ.
Let f ∈ C0(Rn), f ≥ 0 and satisfies the conditions
f(y′) ≡ 1, y′ ∈ Bδ/2(y), (3.45)
supp f ⊂ Bδ(y), (3.46)
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where Bδ(y) is the open ball with radius δ, centered at y, δ = δ(ε), 0 < ε < |z|. It suffices
to show that
|RWsf(yθ, θ)−Rw0f(yθ, θ)| > 0, (3.47)
which contradicts the condition of the lemma.
The identity (3.47) follows from the formulas
|RWs(yθ, θ)−Rw0(yθ, θ)| =
∣∣∣ ∫
xθ=yθ
f(x)(Ws(x, θ)− w0(x))dx
∣∣∣
=
∣∣∣ ∫
xθ=yθ
f(x)(Ws(x, θ)− w0(x)− z)dx+ z
∫
xθ=yθ
f(x)dx
∣∣∣
≥ |z|
∫
xθ=yθ
f(x)dx−
∫
xθ=yθ
f(x) |Ws(x, θ)− w0(x)− z| dx
≥ (|z| − ε)
∫
xθ=yθ
f(x)dx > 0, for 0 < ε < |z|. (3.48)
Lemma 2 is proved.
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Article 2. An iterative inversion of
weighted Radon transforms in
multidimensions
F. O. Goncharov
We propose iterative inversion algorithms for weighted Radon transforms RW along hyper-
planes in R3. More precisely, expanding the weight W = W (x, θ), x ∈ R3, θ ∈ S2, into the
series of spherical harmonics in θ and assuming that the zero order term w0,0(x) 6= 0, x ∈ R3,
we reduce the inversion of RW to solving a linear integral equation. In addition, under
the assumption that the even part of W in θ (i.e., 1
2
(W (x, θ) + W (x,−θ))) is close to w0,0,
the aforementioned linear integral equation can be solved by the method of successive ap-
proximations. Approximate inversions of RW are also given. Our results can be considered
as an extension to 3D of two-dimensional results of Kunyansky (1992), Novikov (2014),
Guillement, Novikov (2014). In our studies we are motivated, in particular, by problems of
emission tomographies in 3D. In addition, we generalize our results to the case of dimension
n > 3.
1 Introduction
We consider the weighted Radon transforms RW defined by the formula
RWf(s, θ) =
∫
xθ=s
W (x, θ)f(x) dx, (s, θ) ∈ R× S2, x ∈ R3, (4.1)
where W = W (x, θ) is the weight, f = f(x) is a test function.
In this work we assume that
W ∈ C(R3 × S2) ∩ L∞(R3 × S2), (4.2)
w0,0(x)
def
=
1
4pi
∫
S2
W (x, θ) dθ, w0,0(x) 6= 0, x ∈ R3, (4.3)
f ∈ L∞(R3), supp f ⊂ D, (4.4)
where W and f are complex-valued, dθ is element of standard measure on S2, D is an open
bounded domain (which is fixed apriori).
If W ≡ 1, then RW is reduced to the classical Radon transform along hyperplanes in R3
introduced in [Ra17]; see also, e.g., [Na86], [De2016].
For known results on the aforementioned transforms RW with non-constant W we refer
to [Qu83], [Be84], [BQ87], [GN16]. In particular, in [Qu83] it was shown that RW is injective
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on Lp0(R3), p ≥ 2 (Lp functions on R3 with compact support) if W ∈ C2 and is real-valued,
strictly positive and satisfies the strong symmetry assumption of rotation invariancy (see
[Qu83] for details). On the other hand, in [BQ87] it was also proved that RW is injective if
W is real-analytic and strictly positive.
Besides, in [Be84] the inversion of RW is reduced to solving a Fredholm type linear
integral equation in the case of infinitely smooth strictly positive W with the symmetry
W (x, θ) = W (x,−θ).
In turn, [GN16] extends to the case of weighted Radon transforms along hyperplanes
in multidimensions the two-dimensional Chang approximate inversion formula (see [Ch78])
and the related two-dimensional result of [No11]. In particular, [GN16] describes all W for
which such Chang-type formulas are simultaneously explicit and exact in multidimensions.
We recall that inversion methods for RW admit tomographical applications in the frame-
work of the scheme described as follows (see [GN16]).
It is well-known that in many tomographies measured data are modeled by weighted ray
transforms Pwf defined by the formula
Pwf(x, α) =
∫
R
w(x+ αt, α)f(x+ αt) dt, (x, α) ∈ TS2, (4.5)
TS2 = {(x, α) ∈ R3 × S2 : xα = 0},
where f is an object function defined on R3, w is the weight function defined on R3×S2, and
TS2 can be considered as the set of all rays (oriented straight lines) in R3, see, e.g., [Ch78],
[Na86], [Ku92], [GuN14].
In addition, in [GN16] (Section 3) it was shown that if Pwf are given for all rays parallel
to some fixed plane Σ in R3 then RWf with appropriate W can be obtained by the explcit
formulas from Pwf and w (in a similair way with the case w ≡ 1, W ≡ 1, see Chapter 2,
formula (1.1) of [Na86] and also [Gr91], [De2016]). Therefore, reconstruction of f from data
modeled by Pwf , defined by (4.5) and restricted to all rays parallel to Σ, can be reduced
to reconstruction of f from RWf , defined by (4.1). In [GN16] it was aslo indicated that
the reduction from Pwf to RWf with subsequent reconstruction of f from RWf and W can
drastically reduce the impact of the random noise in the initial data modeled as Pwf . This
result of [GN16] is recalled by formulas (4.73)-(4.75) of Subsection 3.4.
In the present work we continue studies of [GN16], on one hand, and of [Ku92], [No14],
[GuN14], on the other hand. In particular, we extend to the case of weighted Radon trans-
forms along hyperplanes in multidimensions the two-dimensional results of [Ku92], [No14],
[GuN14]. In particular, under the assumptions (4.2), (4.3), expanding W = W (x, θ) into
the series of spherical harmonics in θ we reduce the reconstruction of f to solving a lin-
ear integral equation (see Section 3). In particular, if the even part of W in θ (i.e.,
W˜ (x, θ) = 1
2
(W (x, θ) +W (x,−θ))) is close to w0,0, then such linear integral equation can be
solved by the method of successive approximations (see Subsections 3.1, 3.3 for details).
Note that our linear integral equation is very different from the aforementioned linear
integral equation of [Be84] (in particular, in our conditions on W˜ , ensuring the applicability
of the method of successive approximations).
Note also that in [Ch78], [Ku92], [No14], [GuN14] the two-dimensional prototype of our
inversion approach was developed in view of its numerical efficiency in problems of emission
tomographies, including good stability to strong random noise in the emission data.
In more details our results can be sketched as follows.
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We use the following expansion for W :
W (x, θ(γ, φ)) =
∞∑
k=0
k∑
n=−k
wk,n(x)Y
n
k (γ, φ), x ∈ R3, (4.6)
Y nk (γ, φ)
def
= p
|n|
k (cos γ)e
inφ, k ∈ N ∪ {0}, n = −k, k, (4.7)
θ(γ, φ) = (cos γ, sin γ cosφ, sin γ sinφ) ∈ S2 ⊂ R3, γ ∈ [0, pi], φ ∈ [0, 2pi], (4.8)
where pnk(x), x ∈ [−1, 1], are the associated Legendre polynomials with Schmidt semi-
normalization. Polynomials pnk are well-known in literature (see e.g. [SW16]) and are defined
using the ordinary Legendre polynomials pk by the formulas:
pnk(x) = (−1)n
√
2(k − n)!
(k + n)!
(1− x2)n/2 d
n
dxn
(pk(x)), n, k ∈ N ∪ {0}, (4.9)
pk(x) =
1
2kk!
dk
dxk
[(x2 − 1)k], x ∈ [−1, 1], (4.10)
see also [SW16], [ZT79] for other properties of the associated Legendre polynomials. In
addition, coefficients wk,n in (4.6) are defined by the formulas:
wk,n(x) = c(k, n)
2pi∫
0
dφ e−inφ
pi∫
0
W (x, θ(γ, φ))p
|n|
k (cos γ) sin γ dγ, (4.11)
c(k, n) =
(2k + 1)
8pi
, k ∈ N ∪ {0}, n = 0,±1, · · · ,±k.
Under assumption (4.2), for each fixed x, series (4.6) converge in L2(S2); see e.g. [SW16]
(Chapter 4), [Mo98] (Chapter 2), [ZT79].
We consider also
σW˜ ,D,m =
m∑
k=1
2k∑
n=−2k
sup
x∈D
∣∣∣∣w2k,n(x)w0,0(x)
∣∣∣∣ for m ∈ N, (4.12)
σW˜ ,D,m = 0 for m = 0,
σW˜ ,D,∞ = limm→∞
σW,D,m, (4.13)
WN(x, θ(γ, φ)) =
N∑
k=0
k∑
n=−k
wk,n(x)Y
n
k (γ, φ), (4.14)
W˜N(x, θ(γ, φ)) =
[N/2]∑
k=0
2k∑
n=−2k
w2k,n(x)Y
n
2k(γ, φ), (4.15)
x ∈ R3, γ ∈ [0, pi], φ ∈ [0, 2pi],
where coefficients wk,n are defined in (4.11), [N/2] denotes the integer part of N/2.
Our expansion (4.6) and the related formulas are motivated by their two-dimensional
prototypes of [Ku92], [No14], [GuN14].
In the present article we obtained, in particular, the following results under assumptions
(4.2), (4.3), (4.4):
1. If σW˜ ,D,∞ < 1, then RW is injective and, in addition, the inversion of RW is given via
formulas (4.52), (4.53); see Subsection 3.1 for details.
144
2. If σW˜ ,D,∞ ≥ 1, then f can be approximately reconstructed fromRWf as f ≈ (RW˜N )−1RWf ,
where RW˜N is defined according to (4.1) for W˜N defined by (4.15) for N = 2m, where m
is chosen as the largest while condition σW,D,m < 1 holds. More precisely, approximate
inversion of RWf is given via the formulas (4.57), (4.58); see Subsection 3.2 for details.
In addition, if W = WN defined by (4.14) and σW˜ ,D,m < 1, m = [N/2], then RWN is
injective and invertible by formula (4.67); see Subsection 3.3 for details.
In addition, in these results assumptions (4.2), (4.3) can be relaxed as follows:
W ∈ L∞(R3 × S2), (4.16)
w0,0 ≥ c > 0 on R3, (4.17)
where w0,0 is defined (4.3), c is some positive constant.
Prototypes of these results for the weighted Radon transforms in 2D were obtained in
[Ku92], [No14], [GuN14].
The present work also continues studies of [GN16], where approximate inversion of RW
was realized as (RWN )
−1 for N = 0 or by other words as an approximate Chang-type inversion
formula. We recall that the original two-dimensional Chang formula ([Ch78]) is often used
as an efficient first approximation in the framework of slice-by-slice reconstructions in the
single photon emission computed tomography.
In Section 2 we give some notations and preliminary results.
The main results of the present work are presented in detail in Section 3.
In Section 4 we generalize results of Sections 2, 3 for the case of dimension n > 3.
Proofs of results of Sections 2, 3, 4 are presented in Sections 5, 6.
2 Some preliminary results
2.1 Some formulas for R and R−1
We recall that for the classical Radon transform R (formula (4.1) for W ≡ 1) the following
identity holds (see [Na86], Theorem 1.2, p.13):
R(f ∗R3 g) = Rf ∗R Rg, (4.18)
where ∗R3 , ∗R denote the 3D and 1D convolutions (respectively), f, g are test functions.
The classical Radon inversion formula is defined as follows (see, e.g., [Na86]):
R−1q(x) = − 1
8pi2
∫
S2
q(2)(xθ, θ)dθ, x ∈ R3, (4.19)
q(2)(s, θ) =
d2
ds2
q(s, θ), (s, θ) ∈ R× S2,
where q is a test function on R× S2.
In addition, from the Projection theorem (see [Na86], Theorem 1.1, p.11) it follows that:
R−1q(x) def=
∫
R
ρ2
2
dρ
∫
S2
qˆ(ρ, ω)e2piiρ(xω)dω, x ∈ R3, (4.20)
qˆ(s, θ)
def
=
∫
R
q(t, θ)e−2piits dt, (s, θ) ∈ R× S2, (4.21)
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where q(t, θ) is a test function on R× S2.
For the case of qˆ even (i.e., qˆ(s, θ) = qˆ(−s,−θ), (s, θ) ∈ R × S2, where qˆ is defined in
(4.21)), formulas (4.20), (4.21) can be rewritten as follows:
R−1q = F [qˆ] = F−1[qˆ], (4.22)
where F [·],F−1[·] denote the Fourier transform and its inverse in 3D, respectively, and are
defined by the following formulas (in spherical coordinates):
F [q](ξ) def=
+∞∫
0
ρ2dρ
∫
S2
q(ρ, ω)e−2piiρ(ξω)dω, (4.23)
F−1[q](ξ) def=
+∞∫
0
ρ2dρ
∫
S2
q(ρ, ω)e2piiρ(ξω)dω, ξ ∈ R3, (4.24)
where q(ρ, ω) is a test-function on [0,+∞)× S2 (identified with R3).
2.2 Symmetrization of W
Let
AWf = R
−1RWf, (4.25)
where RW is defined in (4.1), f is a test function, satisfying assumptions of (4.4).
Let
W˜ (x, θ)
def
=
1
2
(W (x, θ) +W (x,−θ)), x ∈ R3, θ ∈ S2. (4.26)
The following formulas hold:
AWf = R
−1RW˜f, (4.27)
RW˜f(s, θ) =
1
2
(RWf(s, θ) +RWf(−s,−θ)), (s, θ) ∈ R× S2, (4.28)
W˜ (x, θ(γ, φ)) =
∞∑
k=0
2k∑
n=−2k
w2k,n(x)Y
n
2k(γ, φ), (4.29)
x ∈ R3, γ ∈ [0, pi], φ ∈ [0, 2pi].
Identity (4.27) is proved in [GN16] in 3D, where W˜ is denoted as Wsym.
Identity (4.29) follows from (4.6), (4.7), (4.26) and the following identities:
pnk(−x) = (−1)n+kpnk(x), x ∈ [−1, 1], (4.30)
ein(φ+pi) = (−1)neinφ, k ∈ N ∪ {0}, n = −k, k. (4.31)
Note also that W˜N defined by (4.15) is the approximation of W˜ defined by (4.26) and
W˜N(x, ·) L
2(S2)−−−→
N→∞
W˜ (x, ·) for each fixed x ∈ R3. (4.32)
Using formulas (4.28)-(4.29) we reduce inversion of RW to the inversion of RW˜ defined
by (4.1) for W = W˜ .
In our work AWf (or, more precisely, (w0,0)
−1AWf) is used as the initial point for our
iterative inversion algorithms (see Section 3).
Note that the simmetrization W˜ of W arises in (4.27).
In addition, prototypes of (4.25), (4.27), (4.29) for the two-dimensional case can be found
in [Ku92], [No11].
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2.3 Operators Q
W˜ ,D,m
and numbers σ
W˜ ,D,m
Let
c
def
= inf
x∈D
|w0,0(x)| > 0, (4.33)
where the inequality follows from the continuity of W on D (closure of D) and assumption
(4.3).
Let D be the domain of (4.4), and χD denote the characteristic function of D, i.e.
χD ≡ 1 on D, χD ≡ 0 on R3\D. (4.34)
Let
QW˜ ,D,mu(x)
def
= R−1(RW˜ ,D,mu)(x), m ∈ N (4.35)
QW˜ ,D,mu(x) = 0 for m = 0,
QW˜ ,D,∞u(x)
def
= R−1(RW˜ ,D,∞u)(x), (4.36)
where
RW˜ ,D,mu(s, θ(γ, φ))
def
=
∫
xθ=s
(
m∑
k=1
2k∑
n=−2k
w2k,n(x)
w0,0(x)
Y n2k(γ, φ)
)
χD(x)u(x) dx, (4.37)
RW˜ ,D,∞u(s, θ(γ, φ))
def
= lim
m→∞
RW˜ ,D,mu(s, θ(γ, φ))
=
∫
xθ=s
( ∞∑
k=1
2k∑
n=−2k
w2k,n(x)
w0,0(x)
Y n2k(γ, φ)
)
χD(x)u(x) dx, (4.38)
x ∈ R3, s ∈ R, θ(γ, φ) ∈ S2,
where Y nk are defined in (4.7), R
−1 is defined by (4.20) (or (4.19)), u is a test function,
w0,0, w2k,n are the Fourier-Laplace coefficients defined by (4.11) and w2k,n/w0,0, χD are consid-
ered as multiplication operators on R3. Note also that RW˜ ,D,∞f = RW˜f under assumptions
(4.2)-(4.4).
Let
d2k,n(x)
def
= R−1(δ(·)Y n2k)(x), x ∈ R3, k ∈ N, n = −2k, 2k, (4.39)
where δ = δ(s) denotes the 1D Dirac delta function. In (4.39) the action of R−1 on the
generalized functions is defined by formula (4.20).
Lemma 1. Let d2k,n be defined by (4.39). Then
d2k,n(x(r, γ, φ)) =
(−1)kΓ(3
2
+ k)
2pi3/2Γ(k)
Y n2k(γ, φ)
r3
, r > 0, (4.40)
where Γ(·) is the Gamma-function, x(r, γ, φ) is defined by the identity:
x(r, γ, φ) = (r cos γ, r sin γ cosφ, r sin γ sinφ) ∈ R3, γ ∈ [0, pi], φ ∈ [0, 2pi], r ≥ 0. (4.41)
In addition, the following inequality holds:
|F [d2k,n](ξ)| ≤ 1, ξ ∈ R3, (4.42)
where F [·] is the Fourier transform, defined in (4.23).
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The following lemma gives some useful expressions for operators QW˜ ,D,m, QW˜ ,D,∞ defined
in (4.35), (4.36).
Lemma 2. Let operators QW˜ ,D,m, QW˜ ,D,∞ be defined by (4.35), (4.36), respectively, and u
be a test function satisfying (4.4). Then
QW˜ ,D,mu =
m∑
k=1
2k∑
n=−2k
d2k,n ∗R3 w2k,n
w0,0
u, (4.43)
QW˜ ,D,∞u =
∞∑
k=1
2k∑
n=−2k
d2k,n ∗R3 w2k,n
w0,0
u, (4.44)
where coefficients wk,n are defined in (4.11), d2k,n is defined by (4.40) (or equivalently by
(4.39)), ∗R3 denotes the convolution in 3D.
Remark 1. Convolution terms in the right-hand side of (4.43), (4.44) are well defined
functions in L2(R3). This follows from identity (4.40) and the Caldero´n-Zygmund theorem
for convolution-type operators with singular kernels (see [Kn05], p.83, Theorem 3.26).
The following lemma shows that QW˜ ,D,m, QW˜ ,D,∞ are well-defined operators in L
2(R3).
Lemma 3. Operator QW˜ ,D,m defined by (4.43) (or equivalently by (4.35)) is a linear bounded
operator in L2(R3) and the following estimate holds:
‖QW˜ ,D,m‖L2(R3)→L2(R3) ≤ σW˜ ,D,m, (4.45)
where σW˜ ,D,m is defined by (4.12).
If σW˜ ,D,∞ < +∞, where σW˜ ,D,∞ is defined by (4.13), then QW˜ ,D,∞, defined by (4.44) (or
equivalently by (4.36)), is a linear bounded operator in L2(R3) and the following estimate
holds:
‖QW˜ ,D,∞‖L2(R3)→L2(R3) ≤ σW˜ ,D,∞. (4.46)
Lemma 4. Let
∞∑
k=1
2k∑
n=−2k
∣∣∣∣∣∣∣∣w2k,nw0,0
∣∣∣∣∣∣∣∣
L2(D)
< +∞, (4.47)
where wk,n are defined in (4.11). Then
R−1RWf ∈ L2(R3). (4.48)
In addition, the following formula holds:
R−1RWf = w0,0f +
∞∑
k=1
2k∑
n=−2k
d2k,n ∗R3 w2k,nf = (I +QW˜ ,D,∞)(w0,0f), (4.49)
where f satisfies (4.4), operator R−1 is defined by (4.20) and QW˜ ,D,∞ is given by (4.44).
In particular, if W = WN , N ∈ N ∪ {0} then the following analog of (4.49) holds:
R−1RWf = w0,0f +
m∑
k=1
2k∑
n=−2k
d2k,n ∗R3 w2k,nf = (I +QW˜ ,D,m)(w0,0f), m = [N/2], (4.50)
where QW˜ ,D,m is given by (4.43).
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3 Main results
3.1 Case of σ
W˜ ,D,∞ < 1
Let
σW˜ ,D,∞ < 1, (4.51)
where σW˜ ,D,∞ is defined by (4.13).
Inequality (4.51) and upper bound (4.46) in Lemma 3 imply that operator I+QW˜ ,D,∞ is
continuosly invertible in L2(R3) and the following identity holds (in the sense of the operator
norm in L2(R3)):
(I +QW˜ ,D,∞)
−1 = I +
∞∑
j=1
(−QW˜ ,D,∞)j, (4.52)
where I is the identity operator in L2(R3).
Theorem 1. Let conditions (4.2)-(4.4), (4.51) be fulfilled. Then RW , defined by (4.1), is
injective and the following exact inversion formula holds:
f = (w0,0)
−1(I +QW˜ ,D,∞)
−1R−1RWf, (4.53)
where w0,0 is defined in (4.3), R
−1 is defined in (4.19), operator (I +QW˜ ,D,∞)
−1 is given in
(4.52).
Remark 2. Formula (4.53) can be considered as the following linear integral equation for
the w0,0f :
w0,0f +QW˜ ,D,∞(w0,0f) = R
−1RWf. (4.54)
Inequality (4.51) and identity (4.52) imply that equation (4.54) can be solved by the method
of successive approximations.
One can see that, under conditions (4.2)-(4.4) and (4.51), Theorem 1 gives an exact
inversion of RW . However, condition (4.51) is not always fulfilled in practice; see [GuN14]
for related numerical analysis in 2D. If condition (4.51) is not fulfilled, then, approximating
W by finite Fourier series, in a similar way with [Ch78], [Ku92], [No14], [GuN14] we suggest
approximate inversion of RW ; see Subsections 3.2, 3.3.
3.2 Case of 1 ≤ σ
W˜ ,D,∞ < +∞
Let
σW˜ ,D,m < 1, for some m ∈ N ∪ {0}, (4.55)
σW˜ ,D,∞ < +∞, (4.56)
where σW˜ ,D,m is defined by (4.12), σW˜ ,D,∞ is defined by (4.13).
Inequality (4.55) and upper bound (4.45) in Lemma 3 imply that I +QW˜ ,D,m is continu-
ously invertible in L2(R3) and the following identity holds (in the sense of the operator norm
in L2(R3)):
(I +QW˜ ,D,m)
−1 = I +
∞∑
j=1
(−QW˜ ,D,m)j, (4.57)
where I is the identity operator in L2(R3).
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Theorem 2. Let conditions (4.2)-(4.4), (4.55), (4.56) be fulfilled. Then
f ≈ fm def= (w0,0)−1(I +QW˜ ,D,m)−1R−1RWf, (4.58)
f = fm − (w0,0)−1(I +QW˜ ,D,m)−1R−1RδWmf, (4.59)
‖f − fm‖L2(D) ≤ ‖f‖∞
c(1− σW˜ ,D,m)
∞∑
k=m+1
2k∑
n=−2k
‖w2k,n‖L2(D) < +∞, (4.60)
where
δWm(x, θ(γ, φ))
def
= W (x, θ(γ, φ))−
2m+1∑
k=0
k∑
n=−k
wk,n(x)Y
n
k (γ, φ), (4.61)
x ∈ R3, γ ∈ [0, pi], φ ∈ [0, 2pi], m ∈ N ∪ {0}, (4.62)
w0,0 is defined in (4.3), θ(γ, φ) is defined in (4.8), Y
n
k are defined in (4.7), (I + QW˜ ,D,m)
−1
is given in (4.57), constant c is defined in (4.33).
Remark 3. Formula (4.58) can be considered as the following linear integral equation for
w0,0f :
w0,0f +QW˜ ,D,m(w0,0f) = R
−1RWf. (4.63)
Inequality (4.55) and identity (4.57) imply that equation (4.63) is solvable by the method of
successive approximations.
Note also that condition (4.56) can be relaxed to the following one:
∞∑
k=1
2k∑
n=−2k
∣∣∣∣∣∣∣∣w2k,nw0,0
∣∣∣∣∣∣∣∣
L2(D)
< +∞, (4.64)
where w2k,n are defined in (4.11).
Formula (4.58) is an extension to 3D of the Chang-type two-dimensional inversion formu-
las in [Ch78], [No14], [GuN14]. In addition, formula (4.58) is an extension of approximate
inversion formula in [GN16], where this formula was given for m = 0.
If (4.55) is fulfilled for some m ≥ 1, then fm is a refinement of the Chang-type approx-
imation f0 and, more generally, fj is a refinement of fi for 0 ≤ i < j ≤ m. In addition,
fj = fi if w2k,n ≡ 0 for i < k ≤ j, n = −2k, 2k. Thus, we propose the following approximate
reconstruction of f from RWf :
(i) find maximal m such that (4.55) is still efficiently fulfilled,
(ii) approximately reconstruct f by fm using (4.58).
3.3 Exact inversion for finite Fourier series weights
Let
W = WN , N ∈ N ∪ {0}, (4.65)
where WN is defined by (4.14).
Suppose that
σW˜ ,D,m < 1 for m = [N/2], (4.66)
where σW˜ ,D,m is defined by (4.12).
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Theorem 3. Let conditions (4.2)-(4.4), (4.65), (4.66) be fulfilled. Then RW defined by (4.1)
is injective and the following exact inversion formula holds:
f = (w0,0)
−1(I +QW˜ ,D,m)
−1R−1RWf, (4.67)
where w0,0 is defined in (4.2), (I +QW˜ ,D,m)
−1 is given in (4.57), R−1 is defined by (4.19).
Remark 4. Formula (4.67) can be considered as the following linear integral equation for
w0,0f :
w0,0f +QW˜ ,D,m(w0,0f) = R
−1RWf. (4.68)
Identity (4.66) imply that (4.68) can be solved by the method of successive approximations.
Remark 5. Note that Theorems 1, 2, 3 remain valid under assumptions (4.16), (4.17) in
place of (4.2), (4.3). This follows from the fact that in the proofs in Sections 5, 6 it is required
only existence of integral transforms, given by operators RW , R
−1, F [·], F−1[·], QW˜ ,D,∞,
QW˜ ,D,m and their compositions (see Subsections 2.1, 2.3) and of uniform upper bound on
(w0,0)
−1.
3.4 Additional comments
The class of weights for which the results of Subsections 3.1, 3.2, 3.3 can be applied is rather
large.
For example, condition (4.51) is satisfied for the weights W of the following form:
W (x, θ) = c+ w(x, θ), (x, θ) ∈ R3 × S2, (4.69)
where
c > 0 - is some constant,
w ∈ C3(R3 × S2), ‖w‖C3(D×S2) ≤ L(c,D),
(4.70)
where L is some positive constant depending only on c of (4.69) and on domain D of (4.4).
On the other hand, all weights W which admit the finite Fourier series expansions (i.e.,
W = WN of (4.14) for some N ∈ N ∪ {0}) are dense in the spaces L2(D × S2) and also
in C(D × S2) (square integrable and continuous weights on R3 × S2, repsectively, which are
restricted to D × S2). In addition, for such W ∈ C(R3 × S2) the sense of each of conditions
(4.51), (4.55), (4.56), (4.64), (4.66) is especially clear. Moreover, condition (4.56) is always
satisfied if W ∈ C3(R3 × S2) by the definition (4.14) of WN . In addition, even if (4.55) is
not satisfied for the whole WN , one can consider such cutoff Wm of the Fourier expansion of
WN so that (4.55) holds and, therefore, results of Subsection 3.2 can be applied.
In fact, the most common example of W arises in the framework of the singular photon
emission computed tomography (SPECT), where the initial data is modeled by Pwf of (4.5)
and w is given by the formulas (see [Na86]):
w(x, θ) = exp
(−Da(x, θ)), (4.71)
Da(x, θ) =
∞∫
0
a(x+ tθ) dt, (x, θ) ∈ R3 × S2, (4.72)
where a (attenuation) is a real-valued non-negative sufficiently regular function on R3 with
sufficient decay at infinity.
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The weight W and the related RWf are given by the formulas (see [GN16]):
RWf(s, θ) =
∫
R
Pwf(sθ + τ [θ, α(θ)], α(θ)) dτ, (s, θ) ∈ R× S2, (4.73)
W (x, θ) = w(x, α(θ)), w - is given by (4.71), (x, θ) ∈ R3 × S2, (4.74)
α(θ) =

[η, θ]
|[η, θ]| , if θ 6= ±η,
any vector α ∈ S2, such that α ⊥ θ, if θ = ±η,
, (4.75)
where η is some fixed vector from S2, [·, ·] denotes the standard vector product in R3, ⊥
denotes the orthogonality of vectors. Note that such W has two discontinuities at θ = ±η,
however, it belongs to L∞(R3 × S2) so decomposition (4.6) and the subsequent results of
Section 3 are still valid.
Finally, we recall also that in many cases even zero order approximation W ≈ W0 = w0,0
can be practically efficient, in particular, in view of results presented in [Ch78], [Gr91],
[No11], [GN16]. Therefore, we expect that our inversion algorithms which are based on the
higher order Fourier approximations of W are even more efficient for reconstructions in the
framework of different tomographies.
4 Generalization to multidimensions
Definition (4.1) and assumptions (4.2)-(4.4) are naturally extended as follows to the case of
dimension n > 3:
RWf(s, θ) =
∫
xθ=s
W (x, θ)f(x) dx, (s, θ) ∈ R× Sn−1, x ∈ Rn, (4.76)
W ∈ L∞(Rn × Sn−1), (4.77)
w0,0(x)
def
=
1
vol(Sn−1)
∫
Sn−1
W (x, θ) dθ, w0,0 ≥ c > 0, (4.78)
f ∈ L∞(Rn), supp f ⊂ D, (4.79)
where vol(Sn−1) denotes the standard Euclidean volume of Sn−1, c is some positive constant,
D is an open bounded domain in Rn.
For the weight W we consider the Fourier-Laplace expansion:
W (x, θ) =
∞∑
k=0
ak,n−1∑
i=0
wk,i(x)Y
i
k (θ), x ∈ Rn, θ ∈ Sn−1, (4.80)
where
wk,i(x) = ‖Y ik‖−2L2(Sn−1)
∫
Sn−1
W (x, θ)Y ik (θ) dθ, (4.81)
ak,n+1 =
(n+ k)!
k!n!
− (n+ k − 2)!
(k − 2)!n! , n, k ≥ 2; a0,n = 1, a1,n = n, (4.82)
where {Y ik | k = 0,∞, i = 0, ak,n − 1} is the Fourier-Laplace basis of harmonics on Sn−1, Y ik
denotes the complex conjugate of Y ik ; see [SW16], [Mo98]. In the present work we choose
the basis Y ik as in [Hi87] without normalizing constants nc
l
L (i.e., {Y ik} are the products of
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the Legendre polynomials with one complex exponent and without any additional constants).
In dimension n > 3, formulas (4.12), (4.13), (4.35), (4.36), are rewritten as follows:
σW˜ ,D,m
def
=
m∑
k=1
a2k,n−1∑
i=0
sup
x∈D
∣∣∣∣w2k,i(x)w0,0(x)
∣∣∣∣ , (4.83)
σW˜ ,D,∞
def
= lim
m→+∞
σW˜ ,D,m (4.84)
QW˜ ,D,mu(x)
def
= R−1(RW˜ ,D,mu)(x), m ∈ N (4.85)
QW˜ ,D,mu(x) = 0 for m = 0,
QW˜ ,D,∞u(x)
def
= R−1(RW˜ ,D,∞u)(x), (4.86)
where
RW˜ ,D,mu(s, θ)
def
=
∫
xθ=s
(
m∑
k=1
a2k,n−1∑
i=0
w2k,i(x)
w0,0(x)
Y i2k(θ)
)
χD(x)u(x) dx, (4.87)
RW˜ ,D,∞u(s, θ)
def
= lim
m→∞
RW˜ ,D,mu(s, θ), (4.88)
x ∈ Rn, s ∈ R, θ ∈ Sn−1,
where R−1 is defined further in (4.89).
Under assumptions (4.77), (4.79) series of (4.80) converge in L2(Sn−1); see e.g. [SW16]
(Chapter 4), [Mo98] (Chapter 2), [ZT79].
Formula (4.20) is extended as follows:
R−1q(x) =
∫
R
|ρ|n−1
2
dρ
∫
Sn−1
qˆ(ρ, θ)e2piiρ(xθ)dθ, x ∈ Rn, (4.89)
where q(s, θ) is a test function on R×Sn−1, qˆ(s, θ) is defined as in (4.21) (with Sn−1 in place
of S2).
The Fourier transforms, defined in (4.23), (4.24), are extended as follows:
F [q](ξ) def=
+∞∫
0
ρn−1dρ
∫
Sn−1
q(ρ, ω)e−2piiρ(ξω)dω, (4.90)
F−1[q](ξ) def=
+∞∫
0
ρn−1dρ
∫
Sn−1
q(ρ, ω)e2piiρ(ξω)dω, ξ ∈ Rn, (4.91)
where q(ρ, ω) is a test function on [0,+∞)× Sn−1 (identified with Rn).
In dimension n > 3, formulas (4.25)-(4.29) remain valid with Y mk defined in (4.7) re-
placed by general basis of spherical harmonics {Y ik} on Sn−1. In particular, the following
multidimensional analog of formula (4.29) holds:
Y ik (−θ) = (−1)kY ik (θ), θ ∈ Sn−1, k ∈ N ∪ {0}, i = 0, ak,n − 1, (4.92)
where ak,n is defined by (4.82). Identity (4.92) reflects the fact that Y
i
k (θ) = Y
i
k (θ1, θ2, · · · , θn), θ =
(θ1, θ2, · · · , θn) ∈ Sn−1, i = 0, ak,n − 1 is a homogenous polynomial of degree k, see e.g.
[SW16], [Mo98].
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Formula (4.39) is now rewritten as follows:
d2k,i(x)
def
= R−1(δ(·)Y i2k)(x), x ∈ Rn, i = 0, ak,n − 1. (4.93)
Results of Lemma 1 remain valid with formula (4.40) replaced by the following one:
d2k,i(r, θ) = c(k, n)
(−1)kY i2k(θ)
rn
, r > 0, θ ∈ Sn−1, (4.94)
where
c(k, n) =
√
2pi(1−n)/2Γ(k + 1
2
)Γ(k + n
2
)
Γ(k)Γ(k + n−1
2
)
·
(
Γ(k + 1)
Γ(k + 1
2
)
)n−2
, (4.95)
Γ(·) is the Gamma function.
In addition, inequality (4.42) is rewritten as follows:
|F [d2k,i](ξ)| ≤ 1, ξ ∈ Rn, (4.96)
where F [·] is the Fourier transform defined in (4.90). The constant c(k, n) in (4.95) is
obtained using formulas (4.89), (4.93) and Theorems 1, 2 in [Go16].
The results of Lemma 2 remain valid in the case of dimension n > 3, with formulas
(4.43), (4.44) rewritten as follows:
QW˜ ,D,mu =
m∑
k=1
ak,n−1∑
i=0
d2k,i ∗Rn w2k,i
w0,0
u, (4.97)
QW˜ ,D,∞u =
∞∑
k=1
ak,n−1∑
i=0
d2k,i ∗Rn w2k,i
w0,0
u, (4.98)
where coefficients w2k,i, w0,0 are defined in (4.81), ak,n is defined in (4.82), d2k,i is defined in
(4.94), ∗Rn denotes the convolution in Rn.
The result of Lemma 3 remains valid with R3 replaced by Rn, n > 3, where we use
definitions (4.83), (4.85), (4.86).
Assumption (4.47) in Lemma 4 is rewritten now as follows:
∞∑
k=1
ak,n−1∑
i=0
∣∣∣∣∣∣∣∣w2k,iw0,0
∣∣∣∣∣∣∣∣
L2(D)
< +∞. (4.99)
Under assumption (4.99), property (4.48) of Lemma 4 remains valid in dimension n > 3. In
particular, formula (4.49) is rewritten as follows:
R−1RWf = w0,0f +
∞∑
k=1
ak,n−1∑
i=0
d2k,i ∗Rn w2k,if, (4.100)
where R−1 is defined in (4.89), f is a test function satisfying (4.79), d2k,i is now defined in
(4.94).
Using formulas and notations from (4.80)-(4.98) we obtain straightforward extensions of
Theorems 1, 2, 3.
• The result of Theorem 1 remains valid in dimension n > 3, under assumptions (4.77)-
(4.79) and under condition (4.51), where w0,0 is defined in (4.78), R
−1 is defined in
(4.89), σW˜ ,D,∞ is defined in (4.84), QW˜ ,D,∞ is defined in (4.86).
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• The result of Theorem 2 remains valid in dimension n > 3, under assumptions (4.77)-
(4.79) and under conditions (4.55), (4.56), where w0,0 is defined in (4.78), R
−1 is defined
in (4.89), σW˜ ,D,m is defined in (4.83), QW˜ ,D,m is defined in (4.85) and where formulas
(4.59)-(4.61) are rewritten as follows:
‖f − fm‖L2(D) ≤ ‖f‖∞
c(1− σW˜ ,D,m)
∞∑
k=m+1
ak,n−1∑
i=0
‖w2k,i‖L2(D) < +∞, (4.101)
δWm(x, θ)
def
= W (x, θ)−
2m+1∑
k=0
ak,n−1∑
i=0
wk,i(x)Y
i
k (θ), (4.102)
x ∈ Rn, θ ∈ Sn−1.
• The result of Theorem 3 remains valid in dimension n > 3, under assumptions (4.77)-
(4.79) and under conditions (4.65), (4.66), where w0,0 is defined in (4.78), R
−1 is defined
in (4.89), σW˜ ,D,m is defined in (4.83), QW˜ ,D,m is defined in (4.85).
The related proofs are the straightforward extensions to the case of dimension n > 3 of
proofs in Section 6 for n = 3.
5 Proofs of Lemma 1, 2, 3, 4
5.1 Proof of Lemma 1
We consider x(r, γ, φ) defined by (4.41) and ω(γ, φ) = x(1, γ, φ) (i.e., ω ∈ S2).
Identity (4.41) implies the following expression for the scalar product (xω) in spherical
coordinates in R3:
(xω) = (x(r, γ˜, φ˜), ω(γ, φ)) = r(cos γ cos γ˜ + sin γ sin γ˜ cos(φ− φ˜)), (4.103)
where γ, γ˜ ∈ [0, pi], φ, φ˜ ∈ [0, 2pi], r ≥ 0.
From formulas (4.7), (4.20), (4.39), (4.103) it follows that
d2k,n(x(r, γ˜, φ˜)) =
∫
R
ρ2
2
dρ
∫
S2
e2piiρ(xω(γ,φ))Y n2k(γ, φ) dω(γ, φ)
=
∫
R
ρ2
2
dρ
pi∫
0
sin(γ) p
|n|
2k (cos γ) dγ
2pi∫
0
e2piiρ(xω(γ,φ))+inφdφ
= einφ˜
∫
R
ρ2
2
dρ
pi∫
0
sin(γ)p
|n|
2k (cos γ)e
2piiρr cos γ cos γ˜ dγ
2pi∫
0
e2piiρr sin γ sin γ˜ cos(φ−φ˜)+in(φ−φ˜)dφ
= einφ˜
∫
R
ρ2
2
dρ
pi∫
0
sin(γ)p
|n|
2k (cos γ)e
2piiρr cos γ cos γ˜ dγ
2pi∫
0
e2piiρr sin γ sin γ˜ cosφ+inφdφ
= 2piein(φ˜+pi/2)
∫
R
ρ2
2
dρ
pi∫
0
sin(γ)p
|n|
2k (cos γ)e
iρr cos γ cos γ˜Jn(2piρr sin γ sin γ˜) dγ,
(4.104)
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where Jn is the n-th standard Bessel function of the first kind; see e.g. [Te11]. In (4.104) we
used the well known formula for the Bessel function Jn:
Jn(t)
def
=
1
2pi
pi∫
−pi
ei(nφ−t sinφ)dφ =
e−inpi/2
2pi
2pi∫
0
ei(nφ+t cosφ)dφ.
The integral in dγ in the right-hand side of (4.104) was considered in [N+06], where the
following exact analytic solution was given:
pi∫
0
sin(γ)p
|n|
2k (cos γ)e
2piiρr cos γ cos γ˜Jn(2piρr sin γ sin γ˜) dγ = 2i
2k−|n|p|n|2k (cos γ˜)j2k(2piρr),
(4.105)
where j2k is the standard spherical Bessel function of order 2k; see e.g. [Te11].
From identities (4.104), (4.105) it follows that:
d2k,n(x(r, γ˜, φ˜)) = 2pi(−1)kp|n|2k (cos γ˜)einφ˜
∫
R
ρ2j2k(2piρr) dρ
=
(−1)kΓ(3
2
+ k)
2pi3/2Γ(k)
p
|n|
2k (cos γ˜)e
inφ˜
r3
, r > 0. (4.106)
where Γ(·) is the Gamma function.
Defenition (4.7) and identity (4.106) imply formula (4.40).
Formulas (4.22), (4.30), (4.31), (4.39) imply that
d2k,n(x(r, γ˜, φ˜)) = F−1[Y n2k](x(r, γ˜, φ˜)), r > 0, γ˜ ∈ [0, pi], φ˜ ∈ [0, 2pi], (4.107)
where F−1[·] is defined in (4.24).
From the invertibility of the Fourier transform defined in (4.23) and identity (4.107) the
following identity holds:
F [d2k,n] = FF−1[Y n2k] = Y n2k. (4.108)
For Y nk defined in (4.7) the following inequality holds (see [Lo98]):
|Y nk (γ, φ)| ≤ 1, γ ∈ [0, pi], φ ∈ [0, 2pi]. (4.109)
Identities (4.107) and inequality (4.109) imply (4.42).
Note that |F [d2k,n](ξ)|, ξ ∈ R3, is uniformly bounded by 1 except only one point ξ = 0,
where direction ξ/|ξ| ∈ S2 is not defined. However, point ξ = 0 is of Lebesgue measure zero
and F [d2k,n] can be defined with any value at the origin in R3.
Lemma 1 is proved.
5.2 Proof of Lemma 2
From identity (4.35) it follows that
QW˜ ,D,mu = R
−1
(
m∑
k=1
2k∑
n=−2k
Y n2kR
(
w2k,n
w0,0
χDu
))
= R−1
(
m∑
k=1
2k∑
n=−2k
(δ(·)Y n2k) ∗R R
(
w2k,n
w0,0
χDu
))
(4.110)
= R−1
(
m∑
k=1
2k∑
n=−2k
R(d2k,n) ∗R R
(
w2k,n
w0,0
χDu
))
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where ∗R denotes the 1D convolution, δ = δ(s) is the 1D Dirac delta function, d2k,n is defined
by (4.39).
Identities (4.18), (4.110) imply (4.43).
For the operator QW˜ ,D,∞ defined by (4.36) we proceed according to identity (4.110) with
m → +∞. Identites (4.18), (4.110) and linearity of operator R−1 defined by (4.19) imply
(4.44).
Lemma 2 is proved.
5.3 Proof of Lemma 3
From formula (4.43) and the fact that the Fourier transform defined in (4.23) does not change
the L2-norm we obtain:
‖QW˜ ,D,mu‖L2(R3) ≤
m∑
k=1
2k∑
n=−2k
∣∣∣∣∣∣∣∣d2k,n ∗R3 w2k,nw0,0 χDu
∣∣∣∣∣∣∣∣
L2(R3)
=
m∑
k=1
2k∑
n=−2k
∣∣∣∣∣∣∣∣F [d2k,n]F [w2k,nw0,0 χDu
]∣∣∣∣∣∣∣∣
L2(R3)
. (4.111)
From inequalities (4.42), (4.111) we obtain:
‖QW˜ ,D,mu‖L2(R3) ≤
m∑
k=1
2k∑
n=−2k
∣∣∣∣∣∣∣∣F (w2k,nw0,0 χDu
)∣∣∣∣∣∣∣∣
L2(R3)
=
m∑
k=1
2k∑
n=−2k
∣∣∣∣∣∣∣∣w2k,nw0,0 χDu
∣∣∣∣∣∣∣∣
L2(R3)
≤ σW˜ ,D,m‖u‖L2(D), (4.112)
where σW˜ ,D,m is defined by (4.12).
Inequality (4.112) implies (4.45).
Estimate (4.46) follows from definition (4.36), formula (4.44), linearity of operator R−1
defined by (4.19) and inequalities (4.111), (4.112) for m→ +∞.
Lemma 3 is proved.
5.4 Proof of Lemma 4
From formulas (4.1), (4.6) it follows that
RWf(s, θ(γ, φ)) =
∞∑
k=0
k∑
n=−k
Y nk (γ, φ)R(wk,nf)(s, θ(γ, φ)), (4.113)
s ∈ R, γ ∈ [0, pi], φ ∈ [0, 2pi], (4.114)
where θ(γ, φ) is defined in (4.8), Y nk (γ, φ) are defined by (4.7), wk,n are defined in (4.11).
Formula (4.49) follows from formulas (4.25), (4.27), (4.29), (4.36) and formula (4.44) in
Lemma 2, where test function u is replaced by w0,0u.
From inequality (4.42), formulas (4.18), (4.49) and the fact that the Fourier tranfsform
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defined in (4.23) does not change the L2-norm we obtain:
‖R−1RWf‖L2(R3) ≤ ‖w0,0f‖L2(R3) +
∞∑
k=1
2k∑
n=−2k
‖d2k,n ∗R3 w2k,nf‖L2(R3)
= ‖w0,0f‖L2(R3) +
∞∑
k=1
2k∑
n=−2k
‖F [d2k,n]F [w2k,nf ]‖L2(R3) (4.115)
≤ ‖w0,0f‖L2(R3) + ‖f‖∞
∞∑
k=1
2k∑
n=−2k
‖w2k,n‖L2(D),
where ‖ · ‖∞ denotes the L∞-norm, F [·] is defined in (4.23).
From assumption (4.47) and formula (4.33) it follows that
∞∑
k=1
2k∑
n=−2k
‖w2k,n‖L2(D) < +∞. (4.116)
Assumptions (4.2)-(4.4) and inequalities (4.115), (4.116) imply that
‖R−1RWf‖L2(R3) ≤ ‖w0,0f‖L2(R3) + ‖f‖∞
∞∑
k=1
2k∑
n=−2k
‖w2k,n‖L2(D) < +∞. (4.117)
Lemma 2 is proved.
6 Proofs of Theorems 1, 2, 3
6.1 Proof of Theorem 1
By assumption (4.51) property (4.48) and identity (4.49) of Lemma 4 hold.
Formulas (4.48), (4.49), (4.51), (4.52) imply formula (4.53).
The injectivity of RW follows from formula (4.53).
Theorem 1 is proved.
6.2 Proof of Theorem 3
By assumption (4.66) property (4.48) and identity (4.50) of Lemma 4 hold.
Formulas (4.48), (4.50), (4.57), (4.66) imply formula (4.67).
The injectivity of RW follows from formula (4.67).
Theorem 3 is proved.
6.3 Proof of Theorem 2
By assumption (4.56) inequality (4.47) holds. Hence, formulas (4.48), (4.49) (in Lemma 4)
hold.
Assumptions (4.2)-(4.4), (4.55) and inequality (4.45) from Lemma 3 imply that fm ∈
L2(R3), where fm is defined in (4.58).
We split expansion (4.6) of weight W defined by (4.2) in the following way:
W (x, θ) = WN+1(x, θ) + δWm(x, θ), θ ∈ S2, x ∈ R3, m = [N/2], (4.118)
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where WN+1 is defined by (4.14), [N/2] denotes the integer part of N/2, δWm is defined by
(4.61).
From (4.2)-(4.4) and from (4.118) it follows that
RWf = RWN+1f +RδWmf, (4.119)
where RWf,RWN+1f,RδWmf are defined by (4.1) for the case of weights W,WN+1, δWm
defined in (4.2), (4.11), (4.61), respectively.
Identity (4.119) implies that
R−1RWf = R−1RWNf +R
−1RδWmf, (4.120)
where R−1 is defined by (4.19). By assumption (4.56) inequality (4.47) holds for the cases
of weights W, WN , δWm, respectively. Therefore, Lemma 4 holds for weights W, WN , δWm
and, in particular, from (4.48) we have that:
R−1RWNf ∈ L2(R3), R−1RδWmf ∈ L2(R3). (4.121)
By assumption (4.55) Theorem 3 holds for W = WN , N = 2m. Therefore, from formula
(4.67) we obtain:
f = (w0,0)
−1(I +QW˜ ,D,m)
−1R−1RWNf, (4.122)
where operator QW˜ ,D,m is defined in (4.35) for m arising in (4.55).
From (4.58), (4.120), (4.121), (4.122) it follows that:
fm = (w0,0)
−1(I +QW˜ ,D,m)
−1R−1RWf
= (w0,0)
−1(I +QW˜ ,D,m)
−1R−1RWNf
+ (w0,0)
−1(I +QW˜ ,D,m)
−1R−1RδWmf
= f + (w0,0)
−1(I +QW˜ ,D,m)
−1R−1RδWmf.
(4.123)
Formula (4.59) directly follows from (4.123).
Inequality (4.55) and identities (4.57), (4.59) imply the following inequality:
‖f − fm‖L2(R3) ≤ 1
c
‖(I +QW˜ ,D,m)−1‖L2(R3)→L2(R3) · ‖R−1RδWmf‖L2(R3), (4.124)
where c is defined in (4.33), QW˜ ,D,m is defined by (4.35) for m in (4.55).
From (4.45) of Lemma 3 and from identity (4.57) it follows that:
‖(I +QW˜ ,D,m)−1‖L2(R3)→L2(R3) ≤ 1 +
∞∑
j=1
‖QW˜ ,D,m‖jL2(R3)→L2(R3) ≤
1
1− σW˜ ,D,m
. (4.125)
From formulas (4.49), (4.61) and according to (4.115) it follows that
‖R−1RδWmf‖L2(R3) ≤ ‖f‖∞
∞∑
k=m+1
2k∑
n=−2k
‖w2k,n‖L2(D), (4.126)
where R−1 is defined by (4.19), w2k,n are defined by (4.11).
Putting the estimates (4.125), (4.126) in the right-hand side of (4.124) we obtain (4.60).
Theorem 2 is proved.
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Part II
A breakdown of injectivity for
weighted ray and Radon transforms
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Article 3. A counterexample to injec-
tivity for weighted Radon transforms
F. O. Goncharov, R. G. Novikov
We consider the weighted Radon transforms RW along hyperplanes in Rd, d ≥ 3, with
strictly positive weights W = W (x, θ), x ∈ Rd, θ ∈ Sd−1. We construct an example of such
a transform with non-trivial kernel in the space of infinitely smooth compactly supported
functions. In addition, the related weight W is infinitely smooth almost everywhere and is
bounded. Our construction is based on the famous example of non-uniqueness of J. Boman
(1993) for the weighted Radon transforms in R2 and on a recent result of F. Goncharov and
R. Novikov (2016).
1 Introduction
We consider the weighted Radon transforms RW , defined by the formulas:
RWf(s, θ) =
∫
xθ=s
W (x, θ)f(x) dx, (s, θ) ∈ R× Sd−1, x ∈ Rd, d ≥ 2, (5.1)
where W = W (x, θ) is the weight, f = f(x) is a test function on Rd.
We assume that W is real valued, bounded and strictly positive, i.e.:
W = W ≥ c > 0, W ∈ L∞(Rd × Sd−1), (5.2)
where W denotes the complex conjugate of W , c is a constant.
If W ≡ 1, then RW is reduced to the classical Radon transform R along hyperplanes in
Rd. This transform is invertible by the classical Radon inversion formulas; see [Ra17].
If W is strictly positive, W ∈ C∞(Rd × Sd−1) and f ∈ C∞0 (Rd), then in [Be84] the
inversion of RW is reduced to solving a Fredholm type linear integral equation. Besides, in
[BQ87] it was proved that RW is injective (for example, in L
2
0(Rd)) if W is real-analytic and
strictly positive. In addition, an example of RW in R2 with infinitely smooth strictly positive
W and with non-trivial kernel KerRW in C
∞
0 (R2) was constructed in [Bo93]. Here C∞0 , L20
denote the spaces of functions from C∞, L2 with compact support, respectively.
In connection with the most recent progress in inversion methods for weighted Radon
transforms RW , see [Go17].
We recall also that inversion methods for RW in R3 admit applications in the framework
of emission tomographies (see [GN16]).
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In the present work we construct an example of RW in Rd, d ≥ 3, with non-trivial kernel
KerRW in C
∞
0 (Rd). The related W satisfies (5.2). In addition, our weight W is infinitely
smooth almost everywhere on Rd × Sd−1.
In our construction we proceed from results of [Bo93] and [GN16].
In Section 2, in particular, we recall the result of [GN16].
In Section 3 we recall the result of [Bo93].
In Section 4 we obtain the main result of the present work.
2 Relations between the Radon and the ray transforms
We consider also the weighted ray transforms Pw in Rd, defined by the formulas:
Pwf(x, θ) =
∫
R
w(x+ tθ, θ)f(x+ tθ) dt, (x, θ) ∈ TSd−1, (5.3)
TSd−1 = {(x, θ) ∈ Rd × Sd−1 : xθ = 0}, d ≥ 2, (5.4)
where w = w(x, θ) is the weight, f = f(x) is a test-function on Rd.
We assume that w is real valued, bounded and strictly positive, i.e.:
w = w ≥ c > 0, w ∈ L∞(Rd × Sd−1). (5.5)
We recall that TSd−1 can be interpreted as the set of all oriented rays in Rd. In particular,
if γ = (x, θ) ∈ TSd−1, then
γ = {y ∈ Rd : y = x+ tθ, t ∈ R}, (5.6)
where θ gives the orientation of γ.
We recall that for d = 2, transforms Pw and RW are equivalent up to the following change
of variables:
RWf(s, θ) = Pwf(sθ, θ
⊥), s ∈ R, θ ∈ S1, (5.7)
W (x, θ) = w(x, θ⊥), x ∈ R2, θ ∈ S1,
θ⊥ = (− sinφ, cosφ) for θ = (cosφ, sinφ), φ ∈ [0, 2pi), (5.8)
where f is a test-function on R2.
For d = 3, the transforms RW and Pw are related by the following formulas (see [GN16]):
RWf(s, θ) =
∫
R
Pwf(sθ + τ [θ, α(θ)], α(θ)) dτ, (s, θ) ∈ R× S2, (5.9)
W (x, θ) = w(x, α(θ)), x ∈ R3, θ ∈ S2, (5.10)
α(θ) =

[η, θ]
|[η, θ]| , if θ 6= ±η,
any vector e ∈ S2, such that e ⊥ θ, if θ = ±η,
(5.11)
where η is some fixed vector from S2, [·, ·] denotes the standard vector product in R3, ⊥
denotes the orthogonality of vectors. Actually, formula (5.9) gives an expression for RWf
on R× S2 in terms of Pwf restricted to the rays γ = γ(x, θ), such that θ ⊥ η, where W and
w are related by (5.10).
Below we present analogs of (5.9)-(5.10) for d > 3.
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Let
Σ(s, θ) = {x ∈ Rd : xθ = s}, s ∈ R, θ ∈ Sd−1, (5.12)
Ξ(v1, . . . , vk) = Span{v1, . . . , vk}, vi ∈ Rd, i = 1, k, 1 ≤ k ≤ d, (5.13)
Θ(v1, v2) = {θ ∈ Sd−1 : θ ⊥ v1, θ ⊥ v2} ' Sd−3, v1, v2 ∈ Rd, v1 ⊥ v2, (5.14)
(e1, e2, e3, . . . , ed) - be some fixed orthonormal, positively oriented basis in Rd. (5.15)
If (e1, . . . , ed) is not specified otherwise, it is assumed that (e1, . . . , ed) is the standard basis
in Rd.
For d > 3, the transforms RW and Pw are related by the following formulas:
RWf(s, θ) =
∫
Rd−2
Pwf(sθ +
d−2∑
i=1
τiβi(θ), α(θ)) dτ1 . . . dτd−2, (s, θ) ∈ R× Sd−1, (5.16)
W (x, θ) = w(x, α(θ)), x ∈ Rd, θ ∈ Sd−1, (5.17)
where α(θ), βi(θ), i = 1, d− 2, are defined as follows:
α(θ) =

direction of one-dimensional intersection Σ(s, θ) ∩ Ξ(e1, e2), where
the orientation of α(θ) is chosen such that det(α(θ), θ, e3, . . . , ed) > 0, if θ 6∈ Θ(e1, e2),
any vector e ∈ Sd−1 ∩ Ξ(e1, e2), if θ ∈ Θ(e1, e2),
(5.18)
(α(θ), β1(θ), . . . , βd−2(θ)) is an orthonormal basis on Σ(s, θ), (5.19)
and Σ(s, θ), Θ(e1, e2) are given by (5.12), (5.14), respectively. Here, due to the condition
θ 6∈ Θ(e1, e2):
dim(Σ(s, θ) ∩ Ξ(e1, e2)) = 1. (5.20)
Formula (5.20) is proved in Section 5.
Note that formulas (5.16)-(5.20) are also valid for d = 3. In this case these formulas are
reduced to (5.9)-(5.11), where e3 = −η.
Note that, formula (5.16) gives an expression for RWf on R × Sd−1 in terms of Pwf
restricted to the rays γ = (x, α), such that α ∈ Sd−1 ∩ Ξ(e1, e2).
Remark 1: In (5.18) one can also write:
α(θ) = (−1)d−1 ? (θ ∧ e3 ∧ · · · ∧ ed), if θ 6∈ Θ(e1, e2), (5.21)
where ?-denotes the Hodge star, ∧ - is the exterior product in Λ∗Rd (exterior algebra on Rd).
Note that the value of the integral in the right hand-side of (5.16) does not depend on
the particular choice of (β1(θ), . . . , βd−2(θ)) of (5.19).
Note also that, due to (5.10), (5.11), (5.17), (5.18), the weight W is defined everywhere
on Rd × Sd−1, d ≥ 3. In addition, this W has the same smoothness as w in x on Rd and in
θ on Sd−1\Θ(e1, e2), where Θ(e1, e2) is defined in (5.14) and has zero Lebesgue measure on
Sd−1.
3 Boman’s example
For d = 2, in [Bo93] there were constructed a weight W and a function f , such that:
RWf ≡ 0 on R× S1, (5.22)
1/2 ≤ W ≤ 1,W ∈ C∞(R2 × S1), (5.23)
f ∈ C∞0 (R2), f 6≡ 0, supp f ⊂ B2 = {x ∈ R2 : |x| ≤ 1}. (5.24)
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In addition, as a corollary of (5.7), (5.8), (5.22)-(5.24), we have that
Pw0f0 ≡ 0 on TS1, (5.25)
1/2 ≤ w0 ≤ 1, w0 ∈ C∞(R2 × S1), (5.26)
f0 ∈ C∞0 (R2), f0 6≡ 0, supp f ⊂ B2 = {x ∈ R2 : |x| ≤ 1}, (5.27)
where
w0(x, θ) = W (x,−θ⊥), x ∈ R2, θ ∈ S1, (5.28)
f0 ≡ f. (5.29)
4 Main results
Let
Bd = {x ∈ Rd : |x| < 1}, (5.30)
Bd = {x ∈ Rd : |x| ≤ 1}, (5.31)
(e1, . . . , ed) - be the canonical basis in Rd. (5.32)
Theorem 1. There are W and f , such that
RWf ≡ 0 on R× Sd−1, (5.33)
W satisfies (5.2), f ∈ C∞0 (Rd), f 6≡ 0, (5.34)
where RW is defined by (5.1). In addition,
1/2 ≤ W ≤ 1, W is C∞-smooth on Rd × (Sd−1\Θ(e1, e2)), (5.35)
where Θ(e1, e2) is defined by (5.14). Moreover, weight W and function f are given by for-
mulas (5.17), (5.37)-(5.39) in terms of the J. Boman’s weight w0 and function f0 of (5.28),
(5.29).
Remark 2: According to (5.17), (5.18), W (x, θ) for θ ∈ Θ(e1, e2) can be specified as follows:
W (x, θ) = W (x1, . . . , xd, θ)
def
= w0(x1, x2, e1), θ ∈ Θ(e1, e2), x ∈ Rd. (5.36)
Proof of Theorem 1. We define
w(x, α) = w(x1, . . . , xd, α)
def
= w0(x1, x2, α1, α2), (5.37)
f(x) = f(x1, . . . , xd)
def
= ψ(x3, . . . , xd)f0(x1, x2), (5.38)
for x = (x1, . . . , xd) ∈ Rd, α = (α1, α2, 0, . . . , 0) ∈ Sd−1 ∩ Ξ(e1, e2) ' S1,
where
ψ ∈ C∞0 (Rd−2), suppψ = Bd−2 and ψ(x) > 0 for x ∈ Bd−2. (5.39)
From (5.3), (5.25), (5.37)-(5.39) it follows that:
Pwf(x, α) =
∫
R
w(x1 + tα1, x2 + tα2, x3, . . . , xd, α)f(x1 + tα1, x2 + tα2, x3, . . . , xd) dt
= ψ(x3, . . . , xd)
∫
R
w0(x1 + tα1, x2 + tα2, α1, α2)f0(x1 + tα1, x2 + tα2) dt
= ψ(x3, . . . , xd)Pw0f0(x1, x2, α1, α2) = 0
for any α = (α1, α2, 0, . . . , 0) ∈ Ξ(e1, e2) ∩ Sd−1 ' S1.
(5.40)
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Properties (5.33)-(5.35) follow from (5.17)-(5.19), (5.21), (5.23), (5.24), (5.36), (5.37).
Theorem 1 is proved.
5 Proof of formula (5.20)
Note that
dim(Ξ(e1, e2)) + dim(Σ(s, θ)) = d+ 1 > d, (5.41)
which implies that the intersection Σ(s, θ) ∩ Ξ(e1, e2) is one of the following:
1. The intersection is the one dimensional line l = l(s, θ):
l(s, θ) = {x ∈ Rd : x = x0(s, θ) + α(θ)t, t ∈ R}, α(θ) ∈ S2, (5.42)
where x0(s, θ) is an arbitrary point of Σ(s, θ) ∩ Ξ(e1, e2), the orientation of α(θ) is
chosen such that:
det(α(θ), θ, e3, . . . , ed) > 0. (5.43)
Condition (5.43) fixes uniquely the direction of α(θ) of (5.42).
Formulas (5.12), (5.13), (5.14) imply that (5.43) can hold if and only if θ 6∈ Θ(e1, e2).
2. The intersection is the two-dimensional plane Ξ(e1, e2). Formulas (5.12), (5.13) imply
that it is the case if and only if
s = 0, θ ⊥ e1, θ ⊥ e2. (5.44)
3. The intersection is an empty set. Formulas (5.12), (5.13) imply that it is the case if
and only if
s 6= 0, θ ⊥ e1, θ ⊥ e2. (5.45)
Note that
cases 2 and 3 occur if and only if θ ⊥ e1, θ ⊥ e2, i.e., θ ∈ Θ(e1, e2). (5.46)
This completes the proof of formula (5.20).
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Article 4. An example of non-uniqueness
for Radon transforms with positive con-
tinuous rotation invariant weights
F.O. Goncharov, R. G. Novikov
We consider weighted Radon transforms RW along hyperplanes in R3 with strictly positive
weights W . We construct an example of such a transform with non-trivial kernel KerRW in
the space of infinitely smooth compactly supported functions and with continuous weight.
Moreover, in this example the weight W is rotation invariant. In particular, by this result we
continue studies of Quinto (1983), Markoe, Quinto (1985), Boman (1993) and Goncharov,
Novikov (2017). We also extend our example to the case of weighted Radon transforms along
two-dimensional planes in Rd, d ≥ 3.
1 Introduction
We consider weighted Radon transforms RW in Rd defined by
RWf(s, θ) =
∫
xθ=s
W (x, θ)f(x) dx, (6.1)
s ∈ R, θ ∈ Sd−1, x ∈ Rd, d ≥ 2,
where W = W (x, θ) is the weight, f = f(x) is a test function on Rd.
We assume that
W = W ≥ c > 0, W ∈ L∞(Rd × Sd−1), (6.2)
where W denotes the complex conjugate of W , c is a constant.
Note that
RWf(s, θ) = RWf(P ) =
∫
P
W (x, P )f(x) dx, (6.3)
where
W (x, P ) = W (x, θ) for x ∈ P, θ ⊥ P, (6.4)
P = P(s,θ) = {x ∈ Rd : xθ = s}, s ∈ R, θ ∈ Sd−1. (6.5)
That is the transforms RW are weighted Radon transforms along oriented hyperplanes P in
Rd.
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The transforms RW arise in various domains of pure and applied mathematics; see,
e.g., [Be84], [Be85], [BQ87], [Bo93], [Fi86], [LB73], [GN16], [Go17], [GN17], [Ku92], [Na01],
[No14], [Qu83], [Qu83Err] and references therein.
In particular, studies on the transforms RW under assumptions (6.2) were recently con-
tinued in [GN16], [Go17], [GN17] for d ≥ 3.
Note that the works [GN16], [Go17] extend to the case of RW , d ≥ 3, the two-dimensional
injectivity and reconstruction results of [Ku92], [No11], [No14], [GuN14].
On the other hand, under assumptions (6.2), the work [GN17] gives an example of RW ,
d ≥ 3, with non-trivial kernel in C∞0 (Rd) (infinitely smooth functions with compact support).
This example was constructed in [GN17] proceeding from the example of non-uniqueness of
[Bo93] for RW in R2 and a recent result of [GN16].
In the two-dimensional example of non-uniqueness of [Bo93] the weight W satisfies (6.2),
for d = 2, and is infinitely smooth everywhere. In the multidimensional example of non-
uniqueness of [GN17] the weight W satisfies (6.2), for d ≥ 3, is infinitely smooth almost
everywhere but is not yet continuous at some points.
In the present work we construct an example of RW , for d = 3, with non-trivial kernel in
C∞0 (R3), where W satisfies (6.2) and is continuous everywhere. Moreover, in this example
W is rotation invariant and RWf ≡ 0 for some non-zero spherically symmetric f ∈ C∞0 (R3);
see Theorem 1 of Section 3.
The rotation invariancy of the latter example is its principal advantage in comparison
with the aforementioned examples of [Bo93] and [GN17].
By our rotation invariant example of non-uniqueness we also continue studies of [MQ85],
where a rotation invariant example of non-uniqueness for RW was constructed for d = 2.
In the example of [MQ85] the weight W is bounded, positive and rotation invariant but is
not yet continuous and strictly positive. The continuity and strict positivity of W is the
principal advantage of the example of the present work in comparison with the example of
[MQ85].
In a similar way with [Qu83], we say that W is rotation invariant if and only if
W (x, P ) is independent of the orientation of P,
W (x, P ) = W (Ax,AP ) for x ∈ P, P ∈ P , A ∈ O(d), (6.6)
where P denotes the manifold of all oriented planes in Rd, O(d) denotes the group of or-
thogonal transformations of Rd.
Note also that property (6.6) can be rewritten in the form (6.16), (6.17) or (6.18), (6.19);
see Section 2.
On the other hand, we recall that weighted Radon transforms RW in Rd with rotation
invariant, strictly positive and smooth weights W satisfying properties (6.6) are injective
on L20(Rd) (square integrable functions on Rd with compact support); see [Qu83]. Here the
smoothness of W can be specified, at least, as C1 for d = 2 and d = 3. In view of this
result of [Qu83], the rotation invariant example of non-uniqueness of RW constructed in the
present work with strictly positive and, at least, continuous weight W is surprising.
In the present work we also extend our rotation invariant example of non-uniqueness for
RW in R3 to the case of weighted Radon transforms Rd,2W along two-dimensional planes in
Rd, d > 3; see Corollary 1.1 of Section 4. In this case Rd,2W f is defined on Pd,2 (manifold of
all oriented two-dimensional planes in Rd) and is overdetermined already. That is
dimPd,2 = 3d− 6 > dimRd = d for d > 3. (6.7)
Nevertheless, Rd,2W f ≡ 0 on Pd,2 in our result.
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We expect that the results of the present work admit generalizations to the weighted
Radon transforms Rd,nW along n-dimensional planes in Rd for arbitrary d and n such that
1 ≤ n < d, d ≥ 2. For n = 1 such results are already obtained in [GN17].
Note also that the construction of the present work was developed in a large extent in
the process of adopting the Boman’s construction of the aforementioned work [Bo93].
In Section 2 we give some preliminaries.
Our main results are formulated in detail in Sections 3 and 4.
Proofs are given in Sections 5-8.
2 Some preliminaries
Notations for d = 3. Let
B = {x ∈ R3 : |x| < 1}, B = {x ∈ R3 : |x| ≤ 1}, (6.8)
P = R× S2, (6.9)
P0(δ) = {(s, θ) ∈ P : |s| > δ}, (6.10)
P1(δ) = P\P0(δ) = {(s, θ) ∈ P : |s| ≤ δ}, δ > 0, (6.11)
P(Λ) = {(s, θ) ∈ P : s ∈ Λ}, Λ ⊂ R, (6.12)
Ω(Λ) = {(x, θ) ∈ R3 × S2 : xθ ∈ Λ}, Λ ⊂ R, (6.13)
Js,ε = J|s|,ε = (−|s| − ε,−|s|+ ε) ∪ (|s| − ε, |s|+ ε) ⊂ R, s ∈ R, ε > 0. (6.14)
Note that P0(δ),P1(δ) of (6.10), (6.11) are particular cases of P (Λ) of formula (6.12).
In addition, we interpret P as the set of all oriented planes in R3. If P = (s, θ) ∈ P , then
P = P(s,θ) = {x ∈ R3 : xθ = s} (modulo orientation) (6.15)
and θ gives the orientation of P (in the sense that ordered tuple (e1, e2, θ) is positively
oriented in R3 with any orthonormal positively oriented basis e1, e2 on P ).
The set P0(δ) in (6.10) is considered as the set of all oriented planes in R3 which are
positioned at distance greater than δ from the origin.
The set P1(δ) in (6.11) is considered as the set of all oriented planes in R3 which are
located at distance less or equal than δ.
Rotation invariancy for d = 3. Using formulas (6.4), (6.5), for positive and continuous
W property (6.6) can be rewritten in the following equivalent form:
W (x, θ) = U(|x− (xθ)θ|, xθ), x ∈ Rd, θ ∈ Sd−1, (6.16)
for some positive and continuous U such that
U(r, s) = U(−r, s) = U(r,−s), r ∈ R, s ∈ R. (6.17)
In addition, symmetries (6.16), (6.17) of W can be also written as
W (x, θ) = U˜(|x|, xθ), x ∈ R3, θ ∈ S2, (6.18)
U˜(r, s) = U˜(r,−s), U˜(r, s) = U˜(−r, s), r ∈ R, s ∈ R, (6.19)
where U˜ is positive and continuous on R×R. Using the formula |x|2 = |xθ|2+|x−(xθ)θ|2, θ ∈
S2, one can see that symmetries (6.16), (6.17) and symmetries (6.18), (6.19) of W are
equivalent.
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Additional notations. For a function f on Rd we denote its restriction to a subset Σ by
f |Σ.
By C0, C
∞
0 we denote continuous compactly supported and infinitely smooth compactly
supported functions, respectively.
Partition of unity. We recall the following classical result (see Theorem 5.6 in [MD92]):
Let M be a C∞-manifold, which is Hausdorff and satisfies second countability axiom (i.e.
has countable base). Let also {Ui}∞i=1 be the open locally-finite cover of M.
Then there exists a C∞-smooth locally-finite partition of unity {ψi}∞i=1 on M, such that
suppψi ⊂ Ui. (6.20)
In particular, any open interval (a, b) ⊂ R and P ' R × S2 satisfy conditions of the
aforementioned statement. It will be used in Subsection 3.4.
3 Main results for d = 3
Theorem 1. There exist a non-zero spherically symmetric function f ∈ C∞0 (R3) with sup-
port in B, and W satisfying (6.2), (6.16), (6.17) such that
RWf ≡ 0, (6.21)
where RW is defined in (6.1).
The construction of f and W proving Theorem 1 is presented below in Subsections 3.1-
3.4 and commented in Remarks 1-6. This construction adopts considerations of [Bo93]. In
particular, we construct f , first, and then W .
3.1 Construction of f
The function f is constructed as follows:
f =
∞∑
k=1
fk
k!
, (6.22)
fk(x) = fk(|x|) = Φ(2k(1− |x|)) cos(8k|x|2), x ∈ R3, k = 1, 2, . . . , (6.23)
for arbitrary Φ ∈ C∞(R) such that
supp Φ = [4/5, 6/5], (6.24)
0 < Φ(t) ≤ 1 for t ∈ (4/5, 6/5), (6.25)
Φ(t) = 1 for t ∈ [9/10, 11/10]. (6.26)
Properties (6.24), (6.25) imply that functions fk in (6.23) have disjoint supports and
series (6.22) converges for every fixed x ∈ R3.
Lemma 1. Let f be defined by (6.22)-(6.26). Then f is spherically symmetric, f ∈ C∞0 (R3)
and supp f ⊆ B. In addition, if P ∈ P , P ∩B 6= ∅, then f |P 6≡ 0 and f |P has non-constant
sign.
Lemma 1 is proved in Section 5.
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Remark 1. Formulas (6.22)-(6.26) for f are similar to the formulas for f in [Bo93] in R2.
However, the important difference is that in formula (6.23) the factor cos(8k|x|2) depends
only on |x|, whereas in [Bo93] the corresponding factor is cos(3kφ) and it depends only on
the angle φ in the polar coordinates in R2. In a similar way with [Bo93], we use the property
that the restriction of the function cos(8k|x|2) to an arbitrary plane P intersecting the open
ball oscillates sufficiently fast (with change of the sign) for large k.
3.2 Construction of W
In our example W is of the following form:
W (x, θ) =
N∑
i=0
ξi(|xθ|)Wi(x, θ)
= ξ0(|xθ|)W0(x, θ) +
N∑
i=1
ξi(|xθ|)Wi(x, θ), x ∈ R3, θ ∈ S2,
(6.27)
where
{ξi(s), s ∈ R}Ni=0 is a C∞-smooth partition of unity on R, (6.28)
ξi(s) = ξi(−s), s ∈ R, i = 0, . . . , N, (6.29)
Wi(x, θ) are bounded continuous strictly positive and
rotation invariant (according to (6.16), (6.17)) on supp ξi(|xθ|), i = 0, . . . , N, respectively.
(6.30)
From (6.27)-(6.30) it follows that W of (6.27) satisfies the conditions (6.2), (6.16), (6.17).
The weight W0 is constructed in Subsection 3.3 and has the following properties:
W0 is bounded, continuous and rotation invariant on {(x, θ) : |xθ| > 1/2}, (6.31)
there exists δ0 ∈ (1/2, 1) such that:
W0(x, θ) ≥ 1/2 if |xθ| > δ0,
W0(x, θ) = 1 if |xθ| ≥ 1,
(6.32)
RW0f(s, θ) = 0 for |s| > 1/2, θ ∈ S2, (6.33)
where RW0 is defined according to (6.1) for W = W0, f is given by (6.22), (6.23).
In addition,
supp ξ0 ⊂ (−∞,−δ0) ∪ (δ0,+∞), (6.34)
ξ0(s) = 1 for |s| ≥ 1, (6.35)
where δ0 is the number of (6.32).
In particular, from (6.28), (6.32), (6.34) it follows that
W0(x, θ)ξ0(|xθ|) > 0 if ξ0(|xθ|) > 0. (6.36)
Remark 2. The result of (6.31)-(6.33) can be considered as a counterexample to the
Cormack-Helgason support theorem (see Theorem 3.1 in [Na01]) in the framework of the
theory of weighted Radon transforms under assumptions (6.2) and even under assumptions
(6.2), (6.16), (6.17).
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In addition,
ξi(|xθ|)Wi(x, θ) are bounded, continuous and rotation invariant on R3 × S2, (6.37)
Wi(x, θ) ≥ 1/2 if ξi(|xθ|) 6= 0, (6.38)
RWif(s, θ) = 0 if ξi(|s|) 6= 0, (6.39)
i = 1, . . . , N, x ∈ R3, θ ∈ S2, s ∈ R. (6.40)
Weights W1, . . . ,WN of (6.27) and {ξi}Ni=0 are constructed in Subsection 3.4.
Result of Theorem 1 follows from Lemma 1 and formulas (6.27)-(6.33), (6.36)-(6.40).
We point out that the construction of W0 of (6.27) is substantially different from the
construction of W1, . . . ,WN . In particular, the weight W0 is defined on the planes P ∈ P
which can be close to the boundary ∂B of B which results in restrictions on the smoothness
of W0.
Remark 3. The construction of W summarized above in formulas (6.27)-(6.40) arises from
a choice of W such that
RWf ≡ 0 on P for f defined in Subsection 3.1, (6.41)
under the condition that W is strictly positive, sufficiently regular and rotation invariant
(see formulas (6.2), (6.16), (6.17)). In addition, the weights Wi, i = 0, . . . , N, in (6.27) are
chosen such that
RWif = 0 on Ωi, i = 0, . . . , N, (6.42)
under the condition that Wi = Wi(x, P ) are strictly positive, sufficiently regular and rotation
invariant for x ∈ P, P ∈ Ωi, i = 0, . . . , N , where
{Ωi}Ni=0 is an open cover of P and Ω0 = P0(δ0), (6.43)
where P , P0 are defined in (6.9), (6.10), δ0 is the number of (6.32). This is similar to the
construction in [Bo93] with the important difference that in the present work f is spherically
symmetric and W, Wi, i = 0, . . . , N, are rotation invariant. In the present work we have also
that
Ωi = P(Λi) for some open Λi ⊂ R, i = 0, . . . , N, (6.44)
where P (Λ) is defined in (6.12). In addition, the functions ξi, i = 0, . . . , N, in (6.27) can be
interpreted as a partition of unity on P subordinated to the open cover {Ωi}Ni=0.
3.3 Construction of W0
Let
{ψk}∞k=1 be a C∞ partition of unity on (1/2, 1), such that suppψk ⊂ (1−2−k+1, 1−2−k−1), k ∈ N.
(6.45)
Note that
1− 2−(k−2)−1 < 1− 2−k(6/5), k ≥ 3. (6.46)
Therefore,
s0, t0 ∈ R, s0 ∈ suppψk−2, t0 ∈ supp Φ(2k(1− t))⇒ s0 < t0, k ≥ 3. (6.47)
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The weight W0 is defined by the following formulas
W0(x, θ) =
1−G(x, θ)
∞∑
k=3
k!fk(x)
ψk−2(|xθ|)
Hk(x, θ)
, 1/2 < |xθ| < 1,
1, |xθ| ≥ 1
, (6.48)
G(x, θ) =
∫
yθ=xθ
f(y) dy, Hk(x, θ) =
∫
yθ=xθ
f 2k (y) dy, (6.49)
x ∈ R3, θ ∈ S2,
where fk are defined in (6.23).
Formula (6.48) implies that W0 is defined on P0(1/2) ⊂ P . Due to (6.23) and (6.47), in
(6.49) we have that Hk(x, θ) 6= 0 if ψk−2(|xθ|) 6= 0.
Also, due to the partition of unity {ψk}∞k=1, for any fixed (x, θ) ∈ R3×S2, 1/2 < |xθ| < 1,
the series in the right hand-side of (6.48) has only a finite number of non-zero terms (in fact,
no more than two) and, hence, W0 is well-defined.
By the spherical symmetry of f , functions G,Hk in (6.48) are of the type (6.18), (6.19).
Therefore, W0 is rotation invariant (in the sense (6.16), (6.17) or (6.18), (6.19)).
Actually, formula (6.33) follows from (6.22)-(6.24), (6.48), (6.49) (see Subsection 5.2 for
details).
Using the construction of W0 and the assumption that |xθ| > 1/2 (implying that sign(xθ)
is locally constant) one can see that W0 is C
∞ on its domain of definition, possibly, except
points with |xθ| = 1.
Lemma 2. Let W0 be defined by (6.48), (6.49). Then the following estimate holds:
|1−W0(x, θ)| ≤ C0ρ(|xθ|)
(
log2
1
ρ(|xθ|)
)4
, (6.50)
W0(x, θ)→ 1 as |xθ| → 1, (6.51)
x ∈ R3, θ ∈ S2, 1/2 < |xθ| < 1.
where ρ = ρ(s) = 1− s, s ∈ (1/2, 1), C0 is a positive constant depending on Φ.
Lemma 2 is proved in Section 6.
Note that Lemma 2 implies strict positivity of W0 on (x, θ) ∈ R3× S2 : |xθ| is close to 1.
This allows to choose δ0 ∈ (1/2, 1) for (6.32) to be satisfied.
This completes the proof of (6.32) and the description of W0 and δ0.
Remark 4. Formulas (6.48), (6.49) given above for the weight W0 are considered for the
planes from P0(δ0) (mentioned in Remark 3) and, in particular, for planes close to the
tangent planes to ∂B. This is similar to the related formulas in [Bo93] with the important
difference that f, fk are spherically symmetric in the present work and, as a corollary, W0
is rotation invariant. Also, in a similar way with [Bo93], in the present work we show that
G(x, θ) tends to zero sufficiently fast as |xθ| → 1. This is a very essential point for Lemma 2
and for continuity of W0.
3.4 Construction of W1, . . . ,WN and ξ0, . . . , ξN
Lemma 3. Let f ∈ C0(R3) be spherically symmetric, P(s0,θ0) ∈ P, f |P(s0,θ0) 6≡ 0 and f |P(s0,θ0)
changes the sign. Then:
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(i) there exist ε > 0 and weight Wf,s0,ε such that
RWf,s0,εf(s, θ) = 0 for s ∈ Js0,ε, θ ∈ S2, (6.52)
where Js,ε is defined in (6.14), Wf,s0,ε is defined on the open set Ω(Js0,ε), defined by
(6.13);
(ii) weight Wf,s0,ε is bounded, continuous, strictly positive and rotation invariant on Ω(Js0,ε).
Lemma 3 is proved in Section 7.
Remark 5. In Lemma 3 the construction of Wf,s0,ε arises from
1. finding strictly positive and regular weight Wf,s0,ε on the planes P = P(s,θ) with fixed
θ = θ0, where s ∈ Js0,ε for some ε > 0, such that (6.52) holds for θ = θ0 and under the
condition that
Wf,s0,ε(x, P ) = Wf,s0,ε(|x− xP |, P ), x ∈ P = (s, θ0), s ∈ Js0,ε, (6.53)
where xP is the closest point on the plane P to the origin in R3;
2. extending Wf,s0,ε to all planes P(s,θ), s ∈ Js0,ε, θ ∈ S2, via formula (6.6).
Let f be the function of (6.22), (6.23). Then, using Lemmas 1, 3 one can see that
∀δ ∈ (0, 1) there exist {Ji = Jsi,εi ,Wi = Wf,si,εi}Ni=1
such that Ji, i = 1, . . . , N, is an open cover of [−δ, δ]
and Wi satisfy (i) and (ii) (of Lemma 3) on Ω(Ji).
(6.54)
Actually, we consider (6.54) for the case of δ = δ0 of (6.32).
Note that in this case {P(Ji)}Ni=1 for Ji of (6.54) is an open cover of P1(δ0).
To the set P0(δ0) we associate the open set
J0 = (−∞, δ0) ∪ (δ0,+∞) ⊂ R. (6.55)
Therefore, the collection of intervals {Ji, i = 0, . . . , N} is an open cover of R.
We construct the partition of unity {ξi}Ni=0 on R as follows:
ξi(s) = ξi(|s|) = 1
2
(ξ˜i(s) + ξ˜i(−s)), s ∈ R, (6.56)
supp ξi ⊂ Ji, i = 0, . . . , N, (6.57)
where {ξ˜i}Ni=0 is a partition of unity for the open cover {Ji}Ni=0 (see Section 2, Partition of
unity, for Ui = Ji).
Properties (6.34), (6.57) follow from (6.20) for {ξ˜i}Ni=0 (with Ui = Ji), the symmetry of
Ji = Jsi,εi , i = 1, . . . , N , choice of J0 in (6.55) and from (6.56).
In addition, (6.35) follows from (6.55) and the construction of Ji, i = 1, . . . , N , from
(6.54) (see the proof of Lemma 3 and properties (6.54) in Section 7 for details).
Properties (6.37)-(6.40) follow from (6.54) for δ = δ0 and from (6.55)-(6.57).
Remark 6. We have that Ji = Λi, i = 1, . . . , N , where Λi are the intervals in formula (6.44)
of Remark 3 and Ji are the intervals considered in (6.54), (6.55).
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4 Extension to the case of Rd,2W
We consider the weighted Radon transforms Rd,2W along two-dimensional planes in Rd, defined
by
Rd,2W f(P ) =
∫
P
W (x, P )f(x) dx, P ∈ Pd,2, x ∈ P, d ≥ 3, (6.58)
where W = W (x, P ) is the weight, f = f(x) is a test function on Rd,
Pd,2 is the manifold of all oriented two-dimensional planes P in Rd. (6.59)
Note that the transform Rd,2W is reduced to RW of (6.1) for d = 3.
We say that positive and continuous W in (6.58) is rotation invariant if and only if
W (x, P ) = U˜(|x|, dist(P, {0})), (6.60)
U˜(r, s) = U˜(r,−s), U˜(r, s) = U˜(−r, s), r ∈ R, s ∈ R, (6.61)
where U˜ is some positive and continuous function on R×R, dist(P, {0}) denotes the distance
from the origin {0} ∈ Rd to the plane P . Note that W (x, P ) is independent of the orientation
of P in this case.
Consider U˜ and f˜ such that
W (x, θ) = U˜(|x|, |xθ|), f(x) = f˜(|x|), x ∈ R3, θ ∈ S2, (6.62)
for W and f of Theorem 1 of Section 3.
Theorem 1 implies the following corollary:
Corollary 1.1. Let W and f be defined as
W (x, P ) = U˜(|x|, dist(P, {0})), P ∈ Pd,2, x ∈ P, (6.63)
f(x) = f˜(|x|), x ∈ Rd, (6.64)
where U˜ , f˜ are the functions of (6.62) and d > 3. Then
Rd,2W f ≡ 0 on Pd,2. (6.65)
In addition, the weight W is continuous strictly positive and rotation invariant, f is infinitely
smooth compactly supported on Rd and f 6≡ 0.
Formula (6.65) is proved as follows:
Rd,2W (P ) =
∫
P
U˜(|x|, dist(P, {0}))f˜(|x|) dx = I def=
∫
P ′
U˜(|x|, s)f˜(|x|) dx, (6.66)
P ′ = {se3 + x1e1 + x2e2 : x = (x1, x2) ∈ R2}, s = dist(P, {0}),
where (e1, . . . , ed) is the standard basis in Rd. In addition, I = 0 by Theorem 1.
Properties of W and f mentioned in Corollary 1.1 follow from definitions (6.63), (6.64)
and properties of U˜ and f˜ (arising in Theorem 1).
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5 Proofs of Lemma 1 and formula (6.33)
5.1 Proof of Lemma 1
The spherical symmetry of f follows from (6.22), (6.23).
The series in (6.22) converges uniformly with all derivatives of fk. Therefore, f ∈ C∞(R3).
Due to (6.22), (6.23), (6.24), (6.25) we have that supp fk ⊂ B, k ≥ 1. Therefore, supp f ⊆ B.
It remains to show that f restricted to any straight line l in R3 intersecting B changes
the sign. This implies change of the sign for f |P for any plane P such that P ∩B 6= ∅.
We consider
Dk = {x ∈ R3 : |x| ∈ (1− 2−k(6/5), 1− 2−k(4/5))}, k ≥ 1, (6.67)
l(x0, ω) = {x ∈ R3 : x = x(t) = x0 + ωt, t ∈ R}, ω ∈ S2, x0 ∈ R3, x0ω = 0. (6.68)
Note that supp fk = Dk ⊂ B. Note also that the line l(x0, ω) intersects B if and only if
|x0| < 1.
Assuming that
|x0| < 1− 2−k(6/5), (6.69)
we consider Dk ∩ l(x0, ω) = I−k unionsq I+k (see Figure 1):
I−k = {x(t) : t ∈ (−t1,−t0)}, (6.70)
I+k = {x(t) : t ∈ (t0, t1)}, (6.71)
t0 := t0(k), t1 := t1(k).
l(x0, ω)
x0
γt0
t1
x(t)
supp fk
I+k
1− 2−k(6/5)
1− 2−k(4/5)
0
Figure 1.
One can see that assumption (6.69) holds for all k ≥ k0(|x0|) = − ln
(
5
6
(1− |x0|)
)
.
By the Cosine theorem we have (see Figure 1):
ϕ(t) := |x(t)|2 = (t− t0)2 + |x(t0)|2 − 2|x(t0)|(t− t0) cos(pi − γ) for t ∈ [t0, t1]. (6.72)
One can see also that
γ ∈ [0, pi/2], cos(pi − γ) ≤ 0. (6.73)
Let
gk(t) := cos(8
kϕ(t)), t ∈ [t1, t2], (6.74)
where ϕ(t) is defined in (6.72).
It is sufficient to show that gk changes the sign on (t0, t1) for sufficiently large k.
Due to (6.22)-(6.25) this implies that f changes the sign on I+k .
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From (6.72), (6.73) we obtain the inequality
ϕ′(t) = 2(t− t0)− 2|x(t0)| cos(pi − γ) ≥ 0 for t ∈ (t0, t1), γ ∈ [0, pi/2], (6.75)
which implies the phase in (6.74) is monotonously increasing on t ∈ (t0, t1).
The full variation V(t0,t1)(ϕ) of the monotonous phase ϕ(t) on (t0, t1) is given by the
formula
V(t0,t1)(ϕ) = (t1 − t0)2 − 2|x(t0)|(t1 − t0) cos(pi − γ). (6.76)
From (6.73), (6.76) we obtain the following inequality
V(t0,t1)(ϕ) ≥ (t1 − t0)2. (6.77)
From (6.74), (6.77) it follows that gk changes the sign on t ∈ (t0, t1), for example, if
8kV(t0,t1)(ϕ) ≥ 2pi or (t1 − t0) ≥
√
2pi4−k. (6.78)
On the other hand, (t1 − t0) is exactly the length of the segment I+k (see Figure 1).
Therefore,
(t1 − t0) ≥ (2/5)2−k. (6.79)
Inequality (6.79) implies that (6.78) holds for k ≥ 3. Therefore, gk of (6.74) changes the
sign on (t0, t1) starting from k ≥ max(3, k0(|x0|)).
Lemma 1 is proved.
5.2 Proof of formula (6.33)
From (6.1), (6.22)-(6.25), (6.45), (6.48), (6.49) it follows that:
RW0f(s, θ) =
∫
xθ=s
f(x) dx−G(sθ, θ)
∞∑
k=3
k!ψk−2(|s|)
∫
xθ=s
f(x)fk(x)dx
Hk(sθ, θ)
(6.80)
=
∫
xθ=s
f(x) dx−
∫
xθ=s
f(x)dx
∞∑
k=3
ψk−2(|s|)
∫
xθ=s
f 2k (x)dx∫
xθ=s
f 2k (x) dx
(6.81)
=
∫
xθ=s
f(x) dx−
∫
xθ=s
f(x)dx
∞∑
k=3
ψk−2(|s|) = 0, |s| > 1/2, θ ∈ S2. (6.82)
Formula (6.33) is proved.
6 Proof of Lemma 2
Let
Λk := {(x, θ) ∈ R3 × S2 : |xθ| ∈ (1− 2−k+3, 1− 2−k+1)}, k ∈ N, k ≥ 4. (6.83)
From (6.45) it follows that, for k ≥ 4:
suppψk−1 ⊂ (1− 2−k+2, 1− 2−k), (6.84)
suppψk−2 ⊂ (1− 2−k+3, 1− 2−k+1), (6.85)
suppψk−3 ⊂ (1− 2−k+4, 1− 2−k+2). (6.86)
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Formulas (6.48), (6.49), (6.84)-(6.86) imply the following expression for W0(x, θ):
W0(x, θ) = 1−G(x, θ)
(
(k − 1)!fk−1(x)ψk−3(|xθ|)
Hk−1(x, θ)
+k!fk(x)
ψk−2(|xθ|)
Hk(x, θ)
+(k + 1)!fk+1(x)
ψk−1(|xθ|)
Hk+1(x, θ)
)
, (x, θ) ∈ Λk, k ≥ 4.
(6.87)
Lemma 4. There are positive constants c1, c2, k1 depending on Φ, such that
|fk(x)| ≤ c1, for k ∈ N, (6.88)∣∣∣∣ψk−2(|xθ|)Hk(x, θ)
∣∣∣∣ ≤ c22k for k ≥ k1 and |xθ| ≤ 1− 2−k+1, (6.89)
|G(x, θ)| ≤ c1 4
−k
k!
for k ≥ 3 and |xθ| ≥ 1− 2−k, (6.90)
x ∈ R3, θ ∈ S2, 1/2 < |xθ| < 1,
where fk, G,Hk are defined in (6.23), (6.49).
Lemma 4 is proved in Section 8.
From definition (6.83) and estimates (6.89), (6.90) it follows that
|G(x, θ)| ≤ c14−k+3/(k − 3)!, (6.91)∣∣∣∣ψk−2(|xθ|)Hk(x, θ)
∣∣∣∣ ≤ c22k, (6.92)
for (x, θ) ∈ Λk, k ≥ max(4, k1).
In addition, properties (6.84)-(6.86) and estimate (6.89) imply that:ψk−1(|xθ|) = 0,∣∣∣∣ψk−3(|xθ|)Hk−1(x, θ)
∣∣∣∣ ≤ c22k−1 if |xθ| ∈ (1− 2−k+3, 1− 2−k+2), (6.93)ψk−2(|xθ|) = 0,∣∣∣∣ψk−1(|xθ|)Hk+1(x, θ)
∣∣∣∣ ≤ c22k+1 if |xθ| ∈ (1− 2−k+2, 1− 2−k+1), (6.94){
ψk−1(|xθ|) = 0,
ψk−3(|xθ|) = 0
if |xθ| = 1− 2−k+2, (6.95)
for (x, θ) ∈ Λk, k ≥ max(4, k1).
Note that the condition (x, θ) ∈ Λk is splitted into the assumptions of (6.93), (6.94),
(6.95).
Due to formulas (6.87), (6.91)-(6.95), we obtain the following estimates:
|1−W0(x, θ)| = |G(x, θ)|
∣∣∣∣(k − 1)!fk−1(x)ψk−3(|xθ|)Hk−1(x, θ) + k!fk−2(x)ψk−2(|xθ|)Hk(x, θ)
∣∣∣∣
≤ c14−k+3(c1c2(k − 2)(k − 1)2k−1 + c1c2(k − 2)(k − 1)k2k)
≤ 26c21c22−kk3 if |xθ| ∈ (1− 2−k+3, 1− 2−k+2),
(6.96)
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|1−W0(x, θ)| = |G(x, θ)|
∣∣∣∣k!fk(x)ψk−2(|xθ|)Hk(x, θ) + (k + 1)!fk+1(x)ψk−1(|xθ|)Hk+1(x, θ)
∣∣∣∣
≤ c14−k+3(c1c22k(k − 1)(k − 2) + c1c22k+1(k − 2)(k − 1)k(k + 1))
≤ 212c21c22−kk4 if |xθ| ∈ (1− 2−k+2, 1− 2−k+1),
(6.97)
|1−W0(x, θ)| = |G(x, θ)|
∣∣∣∣k!fk(x)ψk−2(|xθ|)Hk(x, θ)
∣∣∣∣
≤ 26c21c22−kk3 if |xθ| = 1− 2−k+2.
(6.98)
Estimates (6.96)-(6.98) imply that
|1−W0(x, θ)| ≤ C · 2−kk4, (x, θ) ∈ Λk, k ≥ max(4, k1). (6.99)
where C is a positive constant depending on c1, c2 of Lemma 4.
In addition, for (x, θ) ∈ Λk we have that 2−k+1 < ρ(|xθ|) < 2−k+3, which together with
(6.99) imply (6.50).
Lemma 2 is proved.
7 Proof of Lemma 3
Let (e1, e2) be an orthonormal basis on P(s,θ) ∈ P and the origin of the coordinate system
on P(s,θ) is located at sθ ∈ P(s,θ).
By u = (u1, u2), u ∈ R2, we denote the coordinates on P(s,θ) with respect to (e1, e2).
Using Lemma 1 one can see that
f |P(s,θ) ∈ C∞0 (R2), f |P(s,θ)(u) = f |P(s,θ)(|u|), u ∈ R2. (6.100)
By our assumptions f |P(s0,θ0)(u) changes the sign.
Using this assumption and (6.100) one can see that there exist ψ1,s0 , ψ2,s0 , such that:
ψ1,s0 ∈ C([0,+∞)), ψ1,s0 ≥ 0, ψ2,s0(u) := ψ1,s0(|u|), u ∈ R2, (6.101)∫
P(s0,θ0)
fψ2,s0 dσ 6= 0. (6.102)
and if ∫
P(s0,θ0)
f dσ 6= 0 (6.103)
then also
sgn(
∫
P(s0,θ0)
f dσ) sgn(
∫
P(s0,θ0)
fψ2,s0 dσ) = −1, (6.104)
where dσ = du1 du2 (i.e., σ is the standard Euclidean measure on P(s,θ)).
Let
Wf,s0(x, θ) = 1− ψ1,s0(|x− (xθ)θ|)
∫
P(xθ,θ)
f dσ∫
P(xθ,θ)
fψ2,s0 dσ
, x ∈ R3, θ ∈ S2, (6.105)
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where dσ = du1 du2 and (u1, u2) are the coordinates on P(s,θ), s = xθ, defined at the begin-
ning of this proof.
Results of Lemma 1 and property (6.101) imply that∫
P(xθ,θ)
f dσ and
∫
P(xθ,θ)
fψ2,s0 dσ depend only on |xθ|, where x ∈ R3, θ ∈ S2. (6.106)
From (6.105), (6.106) it follows that Wf,s0 is rotation-invariant in the sense (6.16), (6.17).
Formulas (6.102), (6.105), (6.106) and properties of f and ψ2,s0 of Lemma 1 and (6.101)
imply that
∃ε1 > 0 :
∫
P(xθ,θ)
fψ2,s0 dσ 6= 0, for (x, θ) ∈ Ω(Js0,ε1), (6.107)
where the sets Js,ε,Ω(J ) are defined in (6.13), (6.14), respectively.
In addition, using (6.105), (6.107), one can see that
Wf,s0 is continuous on (x, θ) ∈ Ω(Js0,ε1). (6.108)
In addition, from (6.100)-(6.106) it follows that
if |xθ| = |s0| then Wf,s0(x, θ) = 1− ψ1,s0(|x− (xθ)θ|)
∫
P(s0,θ)
f dσ∫
P(s0,θ)
fψ2,s0 dσ
= 1− ψ1,s0(|x− (xθ)θ|)
∫
P(s0,θ0)
f dσ∫
P(s0,θ0)
fψ2,s0 dσ
≥ 1. (6.109)
From properties of f, ψ1,s0 , ψ2,s0 of Lemma 1 and (6.101) and from formulas (6.105),
(6.106), (6.108), (6.109) it follows that
∃ε0 > 0 (ε0 < ε1) : Wf,s0(x, θ) ≥ 1/2, for (x, θ) ∈ Ω(Js0,ε0), (6.110)
which implies strict positiveness for Wf,s0 on Ω(Js0,ε).
Properties (6.106), (6.108), (6.110) imply item (ii) of Lemma 3 for Wf,s0,ε := Wf,s0 ,
defined on Ω(Js0,ε0).
From (6.1), (6.105), (6.107) it follows that
RWf,s0f(s, θ) =
∫
P(s,θ)
Wf,s0(·, θ)f dσ
=
∫
P(s,θ)
f dσ −
∫
P(s,θ)
f dσ∫
P(s,θ)
fψ2,s0 dσ
∫
P(s,θ)
fψ2,s0 dσ = 0 for s ∈ Js0,ε0 , θ ∈ S2. (6.111)
Item (i) of Lemma 3 follows from (6.111).
Lemma 3 is proved.
8 Proof of Lemma 4
8.1 Proof of estimate (6.88)
Estimate (6.88) follows from (6.23) and properties (6.24)-(6.26).
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8.2 Proof of estimate (6.90)
From definitions (6.22), (6.49) we have that
G =
∞∑
k=1
Gk
k!
, (6.112)
Gk(x, θ) =
∫
yθ=xθ
fk(y) dy, x ∈ R3, θ ∈ S2. (6.113)
Parametrization of the points y(r, φ) on P(s,θ) ∈ P , s ∈ R, θ ∈ S2, is given by the formula
y(r, φ) = sθ + r(e1 cosφ+ e2 sinφ), r ∈ [0,+∞), φ ∈ [0, 2pi], (6.114)
where (e1, e2) is some fixed orthonormal basis on P(s,θ).
On the other hand,
r = r(γ) = |s| tan(γ), γ ∈ [0, pi/2), (6.115)
where γ is the angle between sθ and the radius-vector y(r, φ) of (6.114).
It is convenient to rewrite y(r, φ) of (6.114) as y = y(r(γ), φ)
def
= y(γ, φ), γ ∈ [0, pi/2), φ ∈
[0, 2pi].
The standard Lebesgue measure σ on P(s,θ) is given by the following formula:
dσ(γ, φ) = r(γ, φ)dφ dr(γ) = |s| tan γ dφ dr(γ)
= |s|2 sin γ
cos3 γ
dφ dγ. (6.116)
From (6.23), (6.113)-(6.116) we obtain
Gk(x, θ) = s
2
2pi∫
0
dφ
pi/2∫
0
Φ
(
2k
(
1− |s|
cos γ
))
cos
(
8k
|s|2
cos2 γ
)
sin γ
cos3 γ
dγ
= −2pi|s|2
pi/2∫
0
Φ
(
2k
(
1− |s|
cos γ
))
cos
(
8k
|s|2
cos2 γ
)
d(cos γ)
cos3 γ
= {t = cos γ} = −2pi|s|2
0∫
1
Φ
(
2k
(
1− |s|
t
))
cos
(
8k
|s|2
t2
)
dt
t3
= {u = 1
t2
} = pi|s|2
+∞∫
1
Φ(2k(1− |s|√u)) cos(8k|s|2u) du, s = xθ. (6.117)
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From (6.24)–(6.26), (6.117) it follows that
Gk(x, θ) = 8
−kpi
+∞∫
1
Φ(2k(1− |s|√u)) d (sin(8k|s|2u))
= 8−kpi
−Φ(2k(1− |s|)) sin(8k|s|2)− +∞∫
1
(
d
du
Φ(2k(1− |s|√u))
)
sin(8k|s|2u) du
 ,
(6.118)
|Φ(2k(1− |s|)) sin(8k|s|2)| ≤ 1, (6.119)∣∣∣∣∣∣
+∞∫
1
(
d
du
Φ(2k(1− |s|√u))
)
sin(8k|s|2u) du
∣∣∣∣∣∣ ≤ 2k maxt∈R |Φ′(t)|
∫
Λk,|s|
du
≤ 2k max
t∈R
|Φ′(t)|, (6.120)
Λk,|s| = {u ≥ 1 : 2k(1− |s|
√
u) ∈ [4/5, 6/5]}, (6.121)
where 1/2 < |s| < 1, s = xθ, k ∈ N.
Note that
|Λk,|s|| ≤ 1 for 1/2 < |s| < 1, (6.122)
where |Λ| denotes the length of Λ.
Formulas (6.118)-(6.122) imply that
|Gk(x, θ)| ≤ 4−kpimax
t∈R
|Φ′(t)| for 1/2 < |s| < 1, s = xθ, k ∈ N. (6.123)
Note that for y ∈ P(s,θ), the following inequality holds:
2k(1− |y|) ≤ 2k(1− |s|) ≤ 2k−m ≤ 4/5 for 1− 2−m ≤ |s| < 1, k < m, m ≥ 3. (6.124)
Formulas (6.23), (6.24), (6.124) imply that
P(s,θ) ∩ supp fk = ∅ if |s| ≥ 1− 2−m, k < m. (6.125)
In turn, (6.113), (6.125) imply that
Gk(x, θ) = 0 for k < m, |xθ| ≥ 1− 2−m. (6.126)
Due to (6.112), (6.123), (6.126) we have that:
|G(x, θ)| ≤
∞∑
k=1
|Gk(x, θ)|/k! =
∞∑
k=m
|Gk(x, θ)|/k!
≤ max
t∈R
|Φ′(t)|pi4−m/m!
∞∑
k=0
4−k = c1
4−m
m!
, c1 =
4pi
3
max
t∈R
|Φ′(t)|
for |xθ| ≥ 1− 2−m, m ≥ 3. (6.127)
Estimate (6.90) follows from (6.127).
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8.3 Proof of estimate (6.89)
For each ψk from (6.45) we have that:
|ψk| ≤ 1. (6.128)
Therefore, it is sufficient to show that
Hk ≥ C22−k for k ≥ k1, C2 = c−12 . (6.129)
Due to formula (6.49) and in a similar way with (6.117) we obtain
Hk(x, θ) = |s|2pi
∞∫
1
Φ2(2k(1− |s|√u)) cos2(8k|s|2u) du = Hk,1(x, θ) +Hk,2(x, θ), s = xθ,
(6.130)
Hk,1(x, θ) =
pi|s|2
2
+∞∫
1
Φ2(2k(1− |s|√u)) du, (6.131)
Hk,2(x, θ) =
pi|s|2
2
+∞∫
1
Φ2(2k(1− |s|√u)) cos(2 · 8k|s|2u) du. (6.132)
Note that
2k(1− |s|) ≥ 2k · 2−k+1 ≥ 2 > 6/5 for |s| ≤ 1− 2−k+1, k ≥ 3. (6.133)
In turn, (6.24), (6.133) imply that
Φ(2k(1− |s|√u)) = 0 for u ≤ 1, |s| ≤ 1− 2−k+1, k ≥ 3. (6.134)
Using (6.133) one can see that
∃u1 ≥ 1, u2 ≥ 1, u2 > u1 such that
{
2k(1− |s|√u1) = 11/10,
2k(1− |s|√u2) = 9/10,
(6.135)
|u2 − u1| ≥ (√u2 −√u1) = 2
−k
5
|s|−1 ≥ 2
−k
5
, (6.136)
for 1/2 < |s| ≤ 1− 2−k+1, k ≥ 3.
Using (6.24), (6.26), (6.131), (6.134), (6.136) we obtain
Hk,1(x, θ) ≥ pi
8
u2∫
u1
du ≥ 2−k pi
40
, for 1/2 < |xθ| < 1− 2−k+1, k ≥ 3. (6.137)
On the other hand, using (6.24), (6.132), (6.134), in a similar way with (6.118)-(6.122),
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we obtain
|Hk,2(x, θ)| = pi|s|
2
2
∣∣∣∣∣∣
+∞∫
1
Φ2(2k(1− |s|√u)) cos(2 · 8k|s|2u) du∣∣
=
pi
4
8−k|s|−2
∣∣∣∣∣∣
+∞∫
1
sin(2 · 8k|s|2u)
(
d
du
Φ2(2k(1− |s|√u))
)
du
∣∣∣∣∣∣
≤ pi
4
8−k|s|−1 max
t∈R
|Φ(t)| ·max
t∈R
|Φ′(t)| · 2k
∫
Λk,|s|
du
≤ pi
2
4−k max
t∈R
|Φ(t)| ·max
t∈R
|Φ′(t)|, s = xθ,
(6.138)
for 1/2 < |xθ| < 1−2−k+1, k ≥ 3.
From (6.130)-(6.132), (6.137), (6.138) it follows that
|Hk(x, θ)| ≥ |Hk,1(x, θ)| − |Hk,2(x, θ)|
≥ pi
40
2−k − pi
2
4−k max
t∈R
|Φ(t)| ·max
t∈R
|Φ′(t)|
≥ C22−k for 1/2 < |xθ| < 1− 2−k+1, k ≥ k1,
C2 =
pi
40
− 2−k1 pi
2
max
t∈R
|Φ(t)|max
t∈R
|Φ′(t)|,
(6.139)
where k1 is arbitrary constant such that k1 ≥ 3 and C2 is positive.
Estimate (6.89) follows from (6.139).
Lemma 4 is proved.
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Article 5. A breakdown of injectivity
for weighted ray transforms
F. O. Goncharov, R. G Novikov
We consider weighted ray-transforms PW (weighted Radon transforms along straight lines)
in Rd, d ≥ 2, with strictly positive weights W . We construct an example of such a transform
with non-trivial kernel in the space of infinitely smooth compactly supported functions on
Rd. In addition, the constructed weight W is rotation-invariant continuous and is infinitely
smooth almost everywhere on Rd × Sd−1. In particular, by this construction we give coun-
terexamples to some well-known injectivity results for weighted ray transforms for the case
when the regularity of W is slightly relaxed. We also give examples of continuous strictly
positive W such that dim kerPW ≥ n in the space of infinitely smooth compactly supported
functions on Rd for arbitrary n ∈ N ∪ {∞}, where W are infinitely smooth for d = 2 and
infinitely smooth almost everywhere for d ≥ 3.
1 Introduction
We consider the weighted ray transforms PW defined by
PWf(x, θ) =
∫
R
W (x+ tθ, θ)f(x+ tθ) dt, (x, θ) ∈ TSd−1, d ≥ 2, (7.1)
TSd−1 = {(x, θ) ∈ Rd × Sd−1 : xθ = 0}, (7.2)
where f = f(x), W = W (x, θ), x ∈ Rd, θ ∈ Sd−1. Here, W is the weight, f is a test function
on Rd. In addition, we interpret TSd−1 as the set of all rays in Rd. As a ray γ we understand
a straight line with fixed orientation. If γ = γ(x, θ), (x, θ) ∈ TSd−1, then
γ(x, θ) = {y ∈ Rd : y = x+ tθ, t ∈ R} (up to orientation),
where θ gives the orientation of γ.
(7.3)
We assume that
W = W ≥ c > 0, W ∈ L∞(Rd × Sd−1), (7.4)
where W denotes the complex conjugate of W , c is a constant.
Note also that
PWf(x, θ) =
∫
γ
W (x, γ)f(x) dx, γ = γ(x, θ), (7.5)
where
W (x, γ) = W (x, θ) for x ∈ γ, γ = γ(x, θ), (x, θ) ∈ TSd−1. (7.6)
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The aforementioned transforms PW arise in various domains of pure and applied mathe-
matics; see [LB73], [TM80], [Qu83], [Be84], [MQ85], [Fi86], [BQ87], [Sh92], [Ku92], [BQ93],
[Bo93], [Sh93], [KLM95], [Pa96], [ABK98], [Na01], [No02a], [No02b], [BS04], [Ba09], [Gi10],
[BJ11], [PG13], [No14], [Il16], [Ng17] and references therein.
In particular, the related results are the most developed for the case when W ≡ 1. In
this case PW is reduced to the classical ray-transform P (Radon transform along straight
lines). The transform P arises, in particular, in the X-ray transmission tomography. We
refer to [Ra17], [Jo38], [Co64], [GGG82], [He01], [Na01] and references therein in connection
with basic results for this classical case.
At present, many important results on transforms PW with other weights W satisfy-
ing (7.4) are also known; see the publications mentioned above with non-constant W and
references therein.
In particular, assuming (7.4) we have the following injectivity results.
Injectivity 1 (see [Fi86]). Suppose that d ≥ 3 and W ∈ C2(Rd × Sd−1). Then PW is
injective on Lp0(Rd) for p > 2, where L
p
0 denotes compactly supported functions from L
p.
Injectivity 2 (see [MQ85]). Suppose that d = 2, W ∈ C2(R2 × S1) and
0 < c0 ≤ W, ‖W‖C2(R2×S1) ≤ N, (7.7)
for some constants c0 and N . Then, for any p > 2, there is δ = δ(c0, N, p) > 0 such that PW
is injective on Lp(B(x0, δ)) for any x0 ∈ R2, where
Lp(B(x0, δ)) = {f ∈ Lp(R2) : supp f ⊂ B(x0, δ)},
B(x0, δ) = {x ∈ R2 : |x− x0| ≤ δ}.
Injectivity 3 (see [Qu83]). Suppose that d = 2, W ∈ C1(R2 × S1) and W is rotation
invariant (see formula (7.29) below). Then PW is injective on L
p
0(R2) for p ≥ 2.
In a similar way with [Qu83], we say that W is rotation invariant if and only if
W (x, γ) is independent of the orientation of γ,
W (x, γ) = W (Ax,Aγ) for x ∈ γ, γ ∈ TSd−1, A ∈ O(d), (7.8)
where TSd−1 is defined in (7.2), O(d) denotes the group of orthogonal transformations of Rd.
Note also that property (7.8) can be rewritten in the form (7.29), (7.30) or (7.31), (7.32);
see Section 2.
Injectivity 4 (see [BQ87]). Suppose that d = 2, W is real-analytic on R2 × S1. Then PW
is injective on Lp0(R2) for p ≥ 2.
Injectivity 1 is a global injectivity for d ≥ 3. Injectivity 2 is a local injectivity for d = 2.
Injectivity 3 is a global injectivity for d = 2 for the rotation invariant case. Injectivity 4 is
a global injectivity for d = 2 for the real-analytic case.
The results of Injectivity 1 and Injectivity 2 remain valid with Cα, α > 1, in place of C2
in the assumptions on W ; see [Il16].
Injectivity 1 follows from Injectivity 2 in the framework of the layer-by-layer reconstruc-
tion approach. See [Fi86], [No02a], [Il16] and references therein in connection with the layer-
by-layer reconstruction approach for weighted and non-abelian ray transforms in dimension
d ≥ 3.
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The work [Bo93] gives a counterexample to Injectivity 4 for PW in C
∞
0 (R2) for the case
when the assumption that W is real-analytic is relaxed to the assumption that W is infinitely
smooth, where C∞0 denotes infinitely smooth compactly supported functions.
In somewhat similar way with [Bo93], in the present work we obtain counterexamples to
Injectivity 1, Injectivity 2 and Injectivity 3 for the case when the regularity of W is slightly
relaxed. In particular, by these counterexamples we continue related studies of [MQ85],
[Bo93] and [GN18].
More precisely, in the present work we construct W and f such that
PWf ≡ 0 on TSd−1, d ≥ 2, (7.9)
where W satisfies (7.4), W is rotation-invariant (i.e., satisfies (7.8)),
W is infinitely smooth almost everywhere on Rd × Sd−1 and
W ∈ Cα(Rd × Sd−1), at least, for any α ∈ (0, α0), where α0 = 1/16;
(7.10)
f is a non-zero spherically symmetric infinitely smooth and
compactly supported function on Rd;
(7.11)
see Theorem 1 of Section 3.
These W and f directly give the aforementioned counterexamples to Injectivity 1 and
Injectivity 3.
Our counterexample to Injectivity 1 is of particular interest (and is rather surprising) in
view of the fact that the problem of finding f on Rd from PWf on TSd−1 for known W is
strongly overdetermined for d ≥ 3. Indeed,
dimRd = d, dimTSd−1 = 2d− 2,
d < 2d− 2 for d ≥ 3.
This counterexample to Injectivity 1 is also rather surprising in view of the aforementioned
layer-by-layer reconstruction approach in dimension d ≥ 3.
Our counterexample to Injectivity 3 is considerably stronger than the preceeding coun-
terexample of [MQ85], where W is not yet continuous and is not yet strictly positive (i.e., is
not yet separated from zero by a positive constant).
Using our W and f of (7.10), (7.11) for d = 3 we also obtain the aforementioned coun-
terexample to Injectivity 2; see Corollary 1.1 of Section 3.
Finally, in the present work we also give examples of W satisfying (7.4) such that
dim kerPW ≥ n in C∞0 (Rd) for arbitrary n ∈ N ∪ {∞}, where W ∈ C∞(R2 × S1) for
d = 2 and W satisfy (7.10) for d ≥ 3; see Theorem 2 of Section 3. To our knowledge,
examples of W satisfying (7.4), where dim kerPW ≥ n (for example in L20(Rd)) were not yet
given in the literature even for n = 1 in dimension d ≥ 3 and even for n = 2 in dimension
d = 2.
In the present work we adopt and develop considerations of the famous work [Bo93] and
of our very recent work [GN18].
In Section 2 we give some preliminaries and notations.
Main results are presented in detail in Sections 3.
Related proofs are given in Sections 4-9.
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2 Some preliminaries
Notations. Let
Ω = Rd × Sd−1, (7.12)
r(x, θ) = |x− (xθ)θ|, (x, θ) ∈ Ω, (7.13)
Ω0(δ) = {(x, θ) ∈ Ω : r(x, θ) > δ}, (7.14)
Ω1(δ) = Ω\Ω0(δ) = {(x, θ) ∈ Ω : r(x, θ) ≤ δ}, δ > 0, (7.15)
Ω(Λ) = {(x, θ) ∈ Rd × Sd−1 : r(x, θ) ∈ Λ}, Λ ⊂ [0,+∞), (7.16)
T0(δ) = {(x, θ) ∈ TSd−1 : |x| > δ}, (7.17)
T1(δ) = {(x, θ) ∈ TSd−1 : |x| ≤ δ}, δ > 0, (7.18)
T (Λ) = {(x, θ) ∈ TSd−1 : |x| ∈ Λ}, Λ ⊂ [0,+∞), (7.19)
Jr,ε = (r − ε, r + ε) ∩ [0,+∞), r ∈ [0,+∞), ε > 0. (7.20)
The set T0(δ) in (7.17) is considered as the set of all rays in Rd which are located at
distance greater than δ from the origin.
The set T1(δ) in (7.18) is considered as the set of all rays in Rd which are located at
distance less or equal than δ from the origin.
We also consider the projection
pi : Ω→ TSd−1, (7.21)
pi(x, θ) = (piθx, θ), (x, θ) ∈ Ω, (7.22)
piθx = x− (xθ)θ. (7.23)
In addition, r(x, θ) of (7.13) is the distance from the origin {0} ∈ Rd to the ray γ =
γ(pi(x, θ)) (i.e., r(x, θ) = |piθx|). The rays will be also denoted by
γ = γ(x, θ)
def
= γ(pi(x, θ)), (x, θ) ∈ Ω. (7.24)
We also consider
PWf(x, θ) = PWf(pi(x, θ)) for (x, θ) ∈ Ω. (7.25)
We also define
B(x0, δ) = {x ∈ Rd : |x− x0| < δ},
B(x0, δ) = {x ∈ Rd : |x− x0| ≤ δ}, x0 ∈ Rd, δ > 0,
(7.26)
B = B(0, 1), B = B(0, 1). (7.27)
For a function f on Rd we denote its restriction to a subset Σ ⊂ Rd by f |Σ.
By C0, C
∞
0 we denote continuous compactly supported and infinitely smooth compactly
supported functions, respectively.
By Cα(Y ), α ∈ (0, 1), we denote the space of α-Ho¨lder functions on Y with the norm:
‖u‖Cα(Y ) = ‖u‖C(Y ) + ‖u‖′Cα(Y ),
‖u‖′Cα(Y ) = sup
y1,y2∈Y
|y1−y2|≤1
|u(y1)− u(y2)|
|y1 − y2|α ,
(7.28)
where ‖u‖C(Y ) denotes the supremum of |u| on Y .
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Rotation invariance. Using formula (7.6), for positive and continous W , property (7.8)
can be rewritten in the following equivalent form:
W (x, θ) = U(|x− (xθ)θ|, xθ), x ∈ Rd, θ ∈ Sd−1, (7.29)
for some positive and continuous U such that
U(r, s) = U(−r, s) = U(r,−s), r ∈ R, s ∈ R. (7.30)
In addition, symmetries (7.29), (7.30) of W can be also written as
W (x, θ) = U˜(|x|, xθ), (x, θ) ∈ Ω, (7.31)
U˜(r, s) = U˜(−r, s) = U˜(r,−s), r ∈ R, s ∈ R. (7.32)
where U˜ is positive and continuous on R×R. Using the formula |x|2 = |xθ|2 + r2(x, θ), one
can see that symmetries (7.29), (7.30) and symmetries (7.31), (7.32) of W are equivalent.
Partition of unity. We recall the following classical result (see, e.g., Theorem 5.6 in
[MD92]):
Let M be a C∞-manifold, which is Hausdorff and has a countable base. Let also {Ui}∞i=1 be
an open locally-finite cover of M.
Then there exists a C∞-smooth locally-finite partition of unity {ψi}∞i=1 on M, such that
suppψi ⊂ Ui. (7.33)
In particular, any open interval (a, b) ⊂ R and Ω satisfy the conditions for M of this
statement. It will be used in Subsection 3.1.
3 Main results
Theorem 1. There exist a weight W satisfying (7.4) and a non-zero function
f ∈ C∞0 (Rd), d ≥ 2, such that
PWf ≡ 0 on TSd−1, (7.34)
where PW is defined in (7.1). In addition, W is rotation invariant, i.e., satisfies (7.29), and
f is spherically symmetric with supp f ⊆ B. Moreover,
W ∈ C∞(Ω\Ω(1)), (7.35)
W ∈ Cα(Rd × Sd−1) for any α ∈ (0, α0), α0 = 1/16, (7.36)
W ≥ 1/2 on Ω and W ≡ 1 on Ω([1,+∞)), (7.37)
W (x, θ) ≡ 1 for |x| ≥ R > 1, θ ∈ Sd−1, (7.38)
where Ω, Ω(1), Ω([1,+∞)) are defined by (7.12), (7.16), R is a constant.
The construction ofW and f proving Theorem 1 is presented below in Subsections 3.1, 3.2.
In addition, this construction consists of its version in dimension d = 2 (see Subsection 3.1)
and its subsequent extension to the case of d ≥ 3 (see Subsection 3.2).
Theorem 1 directly gives counterexamples to Injectivity 1 and Injectivity 3 of Introduc-
tion. Theorem 1 also implies the following counterexample to Injectivity 2 of Introduction:
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Corollary 1.1. For any α ∈ (0, 1/16) there is N > 0 such that for any δ > 0 there are
Wδ, fδ satisfying
Wδ ≥ 1/2, Wδ ∈ Cα(R2 × S1), ‖Wδ‖Cα(R2×S1) ≤ N (7.39)
fδ ∈ C∞(R2), fδ 6≡ 0, supp fδ ⊆ B(0, δ), (7.40)
PWδfδ ≡ 0 on TS1. (7.41)
The construction of Wδ, fδ proving Corollary 1.1 is presented in Subsection 5.1.
Theorem 2. For any n ∈ N ∪ {∞} there exists a weight Wn satisfying (7.4) such that
dim kerPWn ≥ n in C∞0 (Rd), d ≥ 2, (7.42)
where PW is defined in (7.1). Moreover,
Wn ∈ C∞(R2 × S1) for d = 2, (7.43)
Wn is infinitely smooth almost everywhere on Rd × Sd−1 and
Wn ∈ Cα(Rd × Sd−1), α ∈ (0, 1/16) for d ≥ 3,
(7.44)
Wn(x, θ) ≡ 1 for |x| ≥ R > 1, θ ∈ Sd−1 for n ∈ N, d ≥ 2, (7.45)
where R is a constant.
The construction of Wn proving Theorem 2 is presented in Section 4. In this construction
we proceed from Theorem 1 of the present work for d ≥ 3 and from the result of [Bo93] for
d = 2. In addition, for this construction it is essential that n < +∞ in (7.45).
3.1 Construction of f and W for d = 2
In dimension d = 2, the construction of f and W adopts and develops considerations of
[Bo93] and [GN18]. In particular, we construct f , first, and then W (in this construction
we use notations of Section 2 for d = 2). In addition, this construction is commented in
Remarks 1-5 below.
Construction of f . The function f is constructed as follows:
f =
∞∑
k=1
fk
k!
, (7.46)
fk(x) = f˜k(|x|) = Φ(2k(1− |x|)) cos(8k|x|2), x ∈ R2, k ∈ N, (7.47)
for arbitrary Φ ∈ C∞(R) such that
supp Φ = [4/5, 6/5], (7.48)
0 < Φ(t) ≤ 1 for t ∈ (4/5, 6/5), (7.49)
Φ(t) = 1, for t ∈ [9/10, 11/10], (7.50)
Φ monotonously increases on [4/5, 9/10]
and monotonously decreases on [11/10, 6/5].
(7.51)
Properties (7.48), (7.49) imply that functions f˜k (and functions fk) in (7.47) have disjoint
supports:
suppf˜i ∩ suppf˜j = ∅ if i 6= j,
suppf˜k = [1− 2−k
(
6
5
)
, 1− 2−k
(
4
5
)
], i, j, k ∈ N. (7.52)
This implies the convergence of series in (7.46) for every fixed x ∈ R2.
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Lemma 1. Let f be defined by (7.46)-(7.50). Then f is spherically symmetric,
f ∈ C∞0 (R2) and supp f ⊆ B. In addition, if γ ∈ TS1, γ ∩B 6= ∅, then f |γ 6≡ 0 and f |γ has
non-constant sign.
Lemma 1 is similar to Lemma 1 of [GN18] and it is, actually, proved in Section 4.1 of
[GN18].
Remark 1. Formulas (7.46)-(7.50) for f are similar to the formulas for f in [Bo93], where
PW was considered in R2, and also to the formulas for f in [GN18], where the weighted Radon
transform RW along hyperplanes was considered in R3. The only difference between (7.46)-
(7.50) and the related formulas in [GN18] is the dimension d = 2 in (7.46)-(7.50) instead of
d = 3 in [GN18]. At the same time, the important difference between (7.46)-(7.50) and the
related formulas in [Bo93] is that in formula (7.47) the factor cos(8k|x|2) depends only on
|x|, whereas in [Bo93] the corresponding factor is cos(3kφ) which depends only on the angle
φ in the polar coordinates in R2. In a similar way with [Bo93], [GN18], we use the property
that the restriction of the function cos(8k|x|2) to an arbitrary ray γ intersecting the open
ball oscillates sufficiently fast (with change of the sign) for large k.
Construction of W . In our example W is of the following form:
W (x, θ) = φ1(x)
(
N∑
i=0
ξi(r(x, θ))Wi(x, θ)
)
+ φ2(x)
= φ1(x)
(
ξ0(r(x, θ))W0(x, θ) +
N∑
i=1
ξi(r(x, θ))Wi(x, θ)
)
+ φ2(x), (x, θ) ∈ Ω,
(7.53)
where
φ1 = φ1(|x|), φ2 = φ2(|x|) is a C∞-smooth partition of unity on R2 such that,
φ1 ≡ 0 for |x| ≥ R > 1, φ1 ≡ 1 for |x| ≤ 1,
φ2 ≡ 0 for |x| ≤ 1,
(7.54)
{ξi(s), s ∈ R}Ni=0 is a C∞- smooth partition of unity on R, (7.55)
ξi(s) = ξi(−s), s ∈ R, i = 0, N, (7.56)
Wi(x, θ) are bounded, continuous, strictly positive
and rotation invariant (according to (7.29)), (7.32) on
the open vicinities of supp ξi(r(x, θ)), i = 0, N, respectively.
(7.57)
From the result of Lemma 1 and from (7.53), (7.54) it follows that
PWf(x, θ) = ξ0(|x|)PW0f(x, θ) +
N∑
i=1
ξi(|x|)PWif(x, θ), (x, θ) ∈ TS1, (7.58)
where W is given by (7.53). Here, we also used that r(x, θ) = |x| for (x, θ) ∈ TS1.
From (7.53)-(7.57) it follows that W of (7.53) satisfies the conditions (7.4), (7.31), (7.32).
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The weight W0 is constructed in next paragraph and has the following properties:
W0 is bounded, continuous and rotation invariant on Ω(1/2,+∞), (7.59)
W0 ∈ C∞(Ω ((1/2, 1) ∪ (1,+∞))) and
W0 ∈ Cα(Ω(1/2,+∞)) for α ∈ (0, 1/16),
(7.60)
there exists δ0 ∈ (1/2, 1) such that:
W0(x, θ) ≥ 1/2 if r(x, θ) > δ0,
W0(x, θ) = 1 if r(x, θ) ≥ 1,
(7.61)
PW0f(x, θ) = 0 on Ω((1/2,+∞)), (7.62)
where PW0 is defined according to (7.1) for W = W0, f is given by (7.46), (7.47).
In addition,
supp ξ0 ⊂ (−∞,−δ0) ∪ (δ0,+∞), (7.63)
ξ0(s) = 1 for |s| ≥ 1, (7.64)
where δ0 is the number of (7.61).
In particular, from (7.61), (7.63) it follows that
W0(x, θ)ξ0(r(x, θ)) > 0 if ξ0(r(x, θ)) > 0. (7.65)
In addition,
ξi(r(x, θ))Wi(x, θ) are bounded, rotation invariant and C
∞ on Ω, (7.66)
Wi(x, θ) ≥ 1/2 if ξi(r(x, θ)) 6= 0, (7.67)
PWif(x, θ) = 0 on (x, θ) ∈ TS1, such that ξi(r(x, θ)) 6= 0, (7.68)
i = 1, N, (x, θ) ∈ Ω.
Weights W1, . . . ,WN of (7.53) and {ξi}Ni=0 are constructed in Subsection 3.1.
Theorem 1 for d = 2 follows from Lemma 1 and formulas (7.53)-(7.62), (7.65)-(7.68).
We point out that the construction of W0 of (7.53) is substantially different from the
construction of W1, . . . ,WN . The weight W0 is defined for the rays γ ∈ TS1 which can be
close to the boundary ∂B of B which results in restrictions on global smoothness of W0.
Remark 2. The construction of W summarized above in formulas (7.53)-(7.68) arises in
the framework of finding W such that
PWf ≡ 0 on TS1 for f defined in (7.46)-(7.51), (7.69)
under the condition that W is strictly positive, sufficiently regular and rotation invariant
(see formulas (7.4), (7.29), (7.30)). In addition, the weights Wi, i = 0, . . . , N, in (7.53) are
constructed in a such a way that
PWif = 0 on Vi, i = 0, . . . , N, (7.70)
under the condition that Wi = Wi(x, γ) are strictly positive, sufficiently regular and rotation
invariant for x ∈ γ, γ ∈ Vi ⊂ TS1, i = 0, . . . , N , where
{Vi}Ni=0 is an open cover of TS1 and V0 = T0(δ0), (7.71)
Vi = T (Λi) for some open Λi ⊂ R, i = 0, . . . , N, (7.72)
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where T0 is defined in (7.17), δ0 is the number of (7.61), T (Λ) is defined in (7.19). In
addition, the functions ξi, i = 0, . . . , N, in (7.53) can be interpreted as a partition of unity
on TS1 subordinated to the open cover {Vi}Ni=0. The aforementioned construction of W is a
two-dimensional analog of the construction developed in [GN18], where the weighted Radon
transform RW along hyperplanes was considered in R3. At the same time, the construction of
W of the present work is similar to the construction in [Bo93] with the important difference
that in the present work f is spherically symmetric and W, Wi, i = 0, . . . , N , are rotation
invariant.
Construction of W0. Let {ψk}∞k=1 be a C∞ partition of unity on (1/2, 1) such that
suppψk ⊂ (1− 2−k+1, 1− 2−k−1), k ∈ N, (7.73)
first derivatives ψ′k satisfy the bounds: sup |ψ′k| ≤ C2k, (7.74)
where C is a positive constant. Actually, functions {ψk}∞k=1 satisfying (7.73), (7.74) were
used in considerations of [Bo93].
Note that
1− 2−(k−2)−1 < 1− 2−k(6/5), k ≥ 3. (7.75)
Therefore,
for all s0, t0 ∈ R, s0 ∈ suppψk−2, t0 ∈ supp Φ(2k(1− t))⇒ s0 < t0, k ≥ 3. (7.76)
Weight W0 is defined by the following formulas
W0(x, θ) =
1−G(x, θ)
∞∑
k=3
k!fk(x)
ψk−2(r(x, θ))
Hk(x, θ)
, 1/2 < r(x, θ) < 1,
1, r(x, θ) ≥ 1
, (7.77)
G(x, θ) =
∫
γ(x,θ)
f(y) dy, Hk(x, θ) =
∫
γ(x,θ)
f 2k (y) dy, x ∈ R2, θ ∈ S1, (7.78)
where f, fk are defined in (7.46), (7.47), respectively, rays γ(x, θ) are given by (7.24).
Formula (7.77) implies that W0 is defined on Ω0(1/2) ⊂ Ω.
Due to (7.47)-(7.50), (7.73), (7.76), in (7.78) we have that
Hk(x, θ) 6= 0 if ψk−2(r(x, θ)) 6= 0, (x, θ) ∈ Ω, (7.79)
ψk−2(r(x, θ))
Hk(x, θ)
∈ C∞(Ω(1/2, 1)), (7.80)
where r(x, θ) is defined in (7.13), Ω, Ω(·) are defined in (7.12), (7.16), d = 2.
Also, for any fixed (x, θ) ∈ Ω, 1/2 < r(x, θ), the series in the right hand-side of (7.77) has
only a finite number of non-zero terms (in fact, no more than two) and, hence, the weight
W0 is well-defined.
By the spherical symmetry of f , functions G,Hk in (7.77) are of the type (7.29) (and
(7.31)). Therefore, W0 is rotation invariant (in the sense of (7.29) and (7.31)).
Actually, formula (7.62) follows from (7.46), (7.47), (7.77), (7.78) (see Subsection 6.2 for
details).
Using the construction of W0 and the assumption that r(x, θ) > 1/2 one can see that W0
is C∞ on its domain of definition, possibly, except points with r(x, θ) = 1.
Note also that due to (7.46), (7.47), the functions fk, G,Hk, used in (7.77), (7.78) can
be considered as functions of one-dimensional arguments.
Formulas (7.59)-(7.61) are proved in Subsection 6.1.
196
Remark 3. Formulas (7.77), (7.78) given above for the weight W0 are considered for the rays
from T0(δ0) (mentioned in Remark 2) and, in particular, for rays close to the tangent rays to
∂B. These formulas are direct two-dimensional analogs of the related formulas in [GN18].
At the same time, formulas (7.77), (7.78) are similar to the related formulas in [Bo93] with
the important difference that f, fk are spherically symmetric in the present work and, as
a corollary, W0 is rotation invariant. Also, in a similar way with [Bo93], [GN18], in the
present work we show that G(x, θ) tends to zero sufficiently fast as r(x, θ) → 1. This is a
very essential point for continuity of W0 and it is given in Lemma 3 of Subsection 6.1.
Construction of W1, . . . ,WN and ξ0, . . . , ξN
Lemma 2. Let f ∈ C∞0 (R2) be spherically symmetric, (x0, θ0) ∈ TS1, f |γ(x0,θ0) 6≡ 0 and
f |γ(x0,θ0) changes the sign. Then there exist ε0 > 0 and weight W(x0,θ0),ε0 such that
PW(x0,θ0),ε0f = 0 on Ω(Jr(x0,θ0),ε0), (7.81)
W(x0,θ0),ε0 is bounded, infinitely smooth,
strictly positive and rotation invariant on Ω(Jr(x0,θ0),ε0),
(7.82)
where Ω(Jr,ε0),Jr,ε0 are defined in (7.16) and (7.20), respectively.
Lemma 2 is proved in Section 7. This lemma is a two-dimensional analog of the related
lemma in [GN18].
Remark 4. In Lemma 2 the construction of W(x0,θ0),ε0 arises from
1. finding strictly positive and regular weight W(x0,θ0),ε on the rays γ = γ(x, θ) with fixed
θ = θ0, where r(x, θ0) ∈ Jr(x0,θ0),ε for some ε > 0, such that (7.81) holds for θ = θ0 and
under the condition that
W(x0,θ0),ε(y, γ) = W(x0,θ0),ε(|yθ0|, γ), y ∈ γ = γ(x, θ0), r(x, θ0) ∈ Jr(x0,θ0),ε; (7.83)
2. extending Wr(x0,θ0),ε to all rays γ = γ(x, θ), r(x, θ) ∈ Jr(x0,θ0),ε, θ ∈ S1, via formula
(7.8).
We recall that r(x, θ) is defined in (7.13).
Let f be the function of (7.46), (7.47). Then, using Lemmas 1, 2 one can see that
for all δ ∈ (0, 1) there exist {Ji = Jri,εi ,Wi = W(xi,θi),εi}Ni=1
such that Ji, i = 1, N, is an open cover of [0, δ] in R,
and Wi satisfy (7.81) and (7.82) on Ω(Ji), respectively.
(7.84)
Actually, we consider (7.84) for the case of δ = δ0 of (7.61).
Note that in this case {Ω(Ji)}Ni=1 for Ji of (7.84) is the open cover of Ω1(δ0).
To the set Ω0(δ0) we associate the open set
J0 = (δ0,+∞) ⊂ R. (7.85)
Therefore, the collection of intervals {±Ji, i = 0, N} is an open cover of R, where −Ji is the
symmetrical reflection of Ji with respect to {0} ∈ R.
We construct the partition of unity {ξi}Ni=0 as follows:
ξi(s) = ξi(|s|) = 1
2
(ξ˜i(s) + ξ˜i(−s)), s ∈ R, (7.86)
supp ξi ⊂ Ji ∪ (−Ji), i = 0, N, (7.87)
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where {ξ˜i}Ni=0 is a partition of unity for the open cover {Ji∪(−Ji)}Ni=0 (see Section 2, Partition
of unity, for Ui = Ji ∪ (−Ji)).
Properties (7.63), (7.87) follow from (7.33) for {ξ˜i}Ni=0 with Ui = Ji∪(−Ji), the symmetry
of Ji ∪ (−Ji), i = 1, N , choice of J0 in (7.85) and from (7.86).
In turn, (7.64) follows from (7.85) and the construction of Ji, i = 1, N , from (7.84) (see
the proof of Lemma 2 and properties (7.84) in Section 7 for details).
Properties (7.66)-(7.68) follow from (7.84) for δ = δ0 and from (7.85)-(7.87).
This completes the description of W1, . . . ,WN and {ξi}Ni=0.
Remark 5. We have that Ji = Λi, i = 1, . . . , N , where Λi are the intervals in formula (7.72)
of Remark 2 and Ji are the intervals considered in (7.84), (7.85).
3.2 Construction of W and f for d ≥ 3
Consider f and W of Theorem 1, for d = 2, constructed in Subsection 3.1. For these f and
W consider f˜ and U˜ such that
f(x) = f˜(|x|), W (x, θ) = U˜(|x|, |xθ|), x ∈ R2, θ ∈ S1. (7.88)
Proposition 1. Let W and f , for d ≥ 3, be defined as
W (x, θ) = U˜(|x|, |xθ|), (x, θ) ∈ Rd × Sd−1, (7.89)
f(x) = f˜(|x|), x ∈ Rd, (7.90)
where U˜ , f˜ are the functions of (7.88). Then
PWf ≡ 0 on TSd−1. (7.91)
In addition, weight W satisfies properties (7.35)-(7.38), f is spherically symmetric infinitely
smooth and compactly supported on Rd, f 6≡ 0.
Proposition 1 is proved in Subsection 5.2.
This completes the proof of Theorem 1.
4 Proof of Theorem 2
4.1 Proof for d ≥ 3
Let
W be the weight of Theorem 1 for d ≥ 3, (7.92)
R be the number in (7.38) for d ≥ 3, (7.93)
{yi}∞i=1 be a sequence of vectors in Rd such that y1 = 0, |yi − yj| > 2R
for i 6= j, i, j ∈ N, (7.94)
{Bi}∞i=1 be the closed balls in Rd of radius R centered at yi (see (7.93), (7.94)). (7.95)
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The weight Wn is defined as follows
Wn(x, θ) =

1 if x 6∈
n⋃
i=1
Bi,
W (x− y1, θ) = W (x, θ) if x ∈ B1,
W (x− y2, θ) if x ∈ B2,
...,
W (x− yk, θ) if x ∈ Bk,
...,
W (x− yn, θ) if x ∈ Bn,
(7.96)
θ ∈ Sd−1, n ∈ N ∪ {∞}, d ≥ 3,
where W is defined in (7.92), yi and Bi are defined in (7.94), (7.95), respectively.
Properties (7.4), (7.44) and (7.45) for Wn, defined in (7.96), for d ≥ 3, follow from
(7.35)-(7.38), (7.92), (7.93).
Let
f1(x)
def
= f(x), f2(x)
def
= f(x− y2), . . . , fn(x) def= f(x− yn), x ∈ Rd, d ≥ 3, (7.97)
where yi are defined in (7.94) and
f is the function of Theorem 1 for d ≥ 3. (7.98)
One can see that
fi ∈ C∞0 (Rd), d ≥ 3, fi 6≡ 0, supp fi ⊂ Bi, Bi ∩Bj = ∅ for i 6= j, (7.99)
where Bi are defined in (7.95), i = 1, . . . , n.
The point is that
PWnfi ≡ 0 on TSd−1, d ≥ 3, i = 1, . . . , n, (7.100)
fi are linearly independent in C
∞
0 (Rd), d ≥ 3, i = 1, . . . , n, (7.101)
where Wn is defined in (7.96), fi are defined in (7.97).
To prove (7.100) we use, in particular, the following general formula:
PWyfy(x, θ) =
∫
γ(x,θ)
W (y′ − y, θ)f(y′ − y)dy′
=
∫
γ(x−y,θ)
W (y′, θ)f(y′)dy′ = PWf(x− y, θ), x ∈ Rd, θ ∈ Sd−1,
(7.102)
Wy(x, θ) = W (x− y, θ), fy = f(x− y), x, y ∈ Rd, θ ∈ Sd−1. (7.103)
where W is an arbitrary weight satisfying (7.4), f is a test-function, γ(x, θ) is defined ac-
cording to (7.24).
Formula (7.100) follows from formula (7.34), definitions (7.96), (7.97), (7.98), properties
(7.99) and from formulas (7.102), (7.103).
Formula (7.101) follows from definitions (7.97), (7.98) and properties (7.99).
This completes the proof of Theorem 2 for d ≥ 3.
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4.2 Proof for d = 2
In [Bo93], there were constructed a weight W and a function f for d = 2, such that:
PWf ≡ 0 on TS1, (7.104)
W = W ≥ c > 0, W ∈ C∞(R2 × S1), (7.105)
f ∈ C∞0 (R2), f 6≡ 0, suppf ⊂ B, (7.106)
where c is a constant, B is defined in (7.27).
We define
W˜ (x, θ) = c−1φ1(x)W (x, θ) + φ2(x), x ∈ R2, θ ∈ S1, (7.107)
where W is the weight of (7.104), (7.105), c is a constant of (7.105).
φ1 = φ1(x), φ2 = φ2(x) is a C
∞-smooth partition of unity on R2 such that,
φ1 ≡ 0 for |x| ≥ R > 1, φ1 ≡ 1 for |x| ≤ 1, φ1 ≥ 0 on R2,
φ2 ≡ 0 for |x| ≤ 1, φ2 ≥ 0 on R2,
(7.108)
where R is a constant.
From (7.104)-(7.108) it follows that
PW˜f ≡ 0 on TS1, (7.109)
W˜ ≥ 1, W˜ ∈ C∞(R2 × S1),
W˜ (x, θ) ≡ 1 for |x| ≥ R > 1, θ ∈ S1.
(7.110)
The proof of Theorem 2 for d = 2 proceeding from (7.106), (7.107), (7.109), (7.110) is
completely similar to the proof of Theorem 2 for d ≥ 3, proceeding from Theorem 1.
Theorem 2 is proved.
5 Proofs of Corollary 1.1 and Proposition 1
5.1 Proof of Corollary 1.1
Let
Xr = {x1e1 + x2e2 + re3 : (x1, x2) ∈ R2}, 0 ≤ r < 1, (7.111)
S = X0 ∩ S2 = {(cosφ, sinφ, 0) ∈ R3 : φ ∈ [0, 2pi)} ' S1. (7.112)
where (e1, e2, e3) is the standard orthonormal basis in R3.
Without loss of generality we assume that 0 < δ < 1. Choosing r so that√
1− δ2 ≤ r < 1, we have that the intersection of the three dimensional ball B(0, 1) with Xr
is the two-dimensional disk B(0, δ′), δ′ ≤ δ (with respect to the coordinates (x1, x2) induced
by basis (e1, e2) on Xr).
We define N, Wδ on R2 × S1 and fδ on R2 as follows:
N = ‖W‖Cα(R3×S2), (7.113)
Wδ := W |Xr×S, (7.114)
fδ := f |Xr , (7.115)
for r =
√
1− δ2,
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where W and f are the functions of Theorem 1 for d = 3.
Due to (7.35)-(7.37), (7.113), (7.114) we have that
Wδ ≥ 1/2, ‖Wδ‖Cα(R2×S1) ≤ N. (7.116)
Properties (7.116) imply (7.39).
In view of Lemma 1 for the function f of Theorem 1, we have that fδ is spherically
symmetric, fδ ∈ C∞0 (B(0, δ′)), fδ 6≡ 0.
Using (7.34), (7.114), (7.115) one can see that (7.41) holds.
This completes the proof of Corollary 1.1.
5.2 Proof of Proposition 1
Let
I(r) =
∫
γr
U˜(|y|, r)f˜(|y|) dy, r ≥ 0, γr = γ(re2, e1), (7.117)
where γ(x, θ) is defined by (7.3), (e1, . . . , ed) is the standard basis in Rd.
Due to formula (7.34) of Theorem 1 for d = 2 and formulas (7.88), (7.117) we have that
I(r) = PWf(re2, e1) = 0 for r ≥ 0. (7.118)
Next, using (7.1), (7.88), (7.118) we have also that
PWf(x, θ) =
∫
γ(x,θ)
U˜(|y|, |y − (yθ)θ|)f˜(|y|) dy = I(|x|) = 0 for (x, θ) ∈ TSd−1, (7.119)
where γ(x, θ) is defined in (7.3).
Formula (7.119) implies (7.91). Properties of W and f mentioned in Proposition 1 follow
from properties (7.35)-(7.38) of W and of f of Theorem 1 for d = 2.
This completes the proof of Proposition 1.
6 Proofs of formulas (7.59)-(7.62)
6.1 Proof of formulas (7.59)-(7.61)
Lemma 3. Let W0 be defined by (7.77), (7.78). Then W0 admits the following representation:
W0(x, θ) = U0(|x− (xθ)θ|, xθ), (x, θ) ∈ Ω((1/2,+∞)), (7.120)
U0(r, s) =
 1− G˜(r)
∞∑
k=3
k!f˜k((s
2 + r2)1/2)
ψk−2(r)
H˜k(r)
, 1/2 < r < 1,
1, r ≥ 1
, (7.121)
G˜(r)
def
=
∫
γr
f˜(|y|) dy, H˜k(r) def=
∫
γr
f˜ 2k (|y|) dy, f˜ =
∞∑
k=1
f˜k
k!
, (7.122)
s ∈ R, x ∈ R2, γr is an arbitrary ray in T (r), r > 1/2,
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where f˜k are defined by (7.47), T (r) is defined by (7.19), d = 2. In addition:
U0 is infinitely smooth on {(1/2, 1) ∪ (1,+∞)} × R, (7.123)
U0(r, s)→ 1 as r → 1 (uniformly in s ∈ R), (7.124)
U0(r, s) = 1 if s
2 + r2 ≥ 1, (7.125)
|1− U0(r, s)| ≤ C0(1− r)1/2 log42
(
1
1− r
)
, (7.126)
for 1/2 < r < 1, s ∈ R,
|U0(r, s)− U0(r′, s′)| ≤ C1|s− s′|α + C1|r − r′|α, (7.127)
for α ∈ (0, 1/16), r, r′ > 1/2, s, s′ ∈ R, |r − r′| ≤ 1, |s− s′| ≤ 1,
where C0, C1 are positive constants depending on Φ of (7.48)-(7.50).
Lemma 3 is proved Section 8.
Lemma 3 implies (7.59)-(7.61) as follows.
The continuity and rotation invariancy of W0 in (7.59) follow from (7.29), (7.30), (7.120),
(7.127).
Due to (7.73), (7.120), (7.121), (7.122) we have also that
U0 admits a continuous extension to [1/2,+∞)× R. (7.128)
Properties (7.125), (7.128) imply the boundedness of W0 on Ω0(1/2), where Ω0(·) is defined
in (7.14), d = 2. This completes the proof of (7.59).
Formula (7.60) follows from (7.120), (7.123), (7.127) and from the fact that xθ, |x− (xθ)θ|
are infinitely smooth functions on Ω0(1/2) and are Lipshitz in (x, θ) for x ∈ B(0, R), R > 1.
Formula (7.61) follows from (7.59), (7.120), (7.121), (7.124), (7.125).
This completes the proof of (7.59)-(7.61).
6.2 Proof of formula (7.62)
From (7.1), (7.46)-(7.49), (7.73), (7.77), (7.78) it follows that:
PW0f(x, θ) =
∫
γ(x,θ)
f(y) dy −G(x, θ)
∞∑
k=3
k!ψk−2(r(x, θ))
∫
γ(x,θ)
f(y)fk(y)dy
Hk(x, θ)
=
∫
γ(x,θ)
f(y) dy −
∫
γ(x,θ)
f(y) dy
∞∑
k=3
ψk−2(r(x, θ))
∫
γ(x,θ)
f 2k (y)dy∫
γ(x,θ)
f 2k (y) dy
(7.129)
=
∫
γ(x,θ)
f(y) dy −
∫
γ(x,θ)
f(y) dy
∞∑
k=3
ψk−2(r(x, θ)) = 0 for (x, θ) ∈ Ω0(1/2),
where γ(x, θ) is defined in (7.3), Ω0(·) is defined in (7.14), d = 2.
Formula (7.62) is proved.
7 Proof of Lemma 2
By u ∈ R we denote the coordinates on a fixed ray γ(x, θ), (x, θ) ∈ Ω, d = 2, taking into
account the orientation, where u = 0 at the point x− (xθ)θ ∈ γ(x, θ); see notation (7.24).
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Using Lemma 1, one can see that
f |γ(x,θ) ∈ C∞0 (R), f |γ(x,θ)(u) = f |γ(x,θ)(|u|), u ∈ R. (7.130)
Using (7.130) and the assumption that f |γ(x0,θ0)(u) changes the sign, one can see that
there exists ψ(x0,θ0) such that
ψ(x0,θ0) ∈ C∞0 (R), ψ(x0,θ0) ≥ 0, ψ(x0,θ0)(u) = ψ(x0,θ0)(|u|), u ∈ R, (7.131)∫
γ(x0,θ0)
fψ(x0,θ0) dσ 6= 0, (7.132)
and if ∫
γ(x0,θ0)
f dσ 6= 0 (7.133)
then also
sgn(
∫
γ(x0,θ0)
f dσ) sgn(
∫
γ(x0,θ0)
fψ(x0,θ0) dσ) = −1, (7.134)
where dσ = du (i.e., σ is the standard Euclidean measure on γ(x, θ)).
Let
W(x0,θ0)(x, θ) = 1− ψ(x0,θ0)(xθ)
∫
γ(x,θ)
f dσ∫
γ(x,θ)
fψ(x0,θ0) dσ
, x ∈ R2, θ ∈ S1, (7.135)
where dσ = du, where u is the coordinate on γ(x, θ).
Lemma 1 and property (7.131) imply that∫
γ(x,θ)
f dσ and
∫
γ(x,θ)
fψ(x0,θ0) dσ depend only on r(x, θ), where (x, θ) ∈ Ω, (7.136)
where r(x, θ) is defined in (7.13), Ω is defined in (7.12), d = 2.
From (7.131), (7.135), (7.136) it follows that W(x0,θ0) is rotation-invariant in the sense
(7.29).
Formulas (7.132), (7.135), (7.136), properties of f of Lemma 1 and properties of ψ(x0,θ0)
of (7.131) imply that
∃ε1 > 0 :
∫
γ(x,θ)
fψ(x0,θ0) dσ 6= 0 for (x, θ) ∈ Ω(Jr(x0,θ0),ε1), (7.137)
where sets Ω(Js,ε), Js,ε are defined in (7.16), (7.20), respectively.
In addition, using properties of f of Lemma 1 and also using (7.46), (7.52), (7.131),
(7.135), (7.137), one can see that
W(x0,θ0) ∈ C∞(Ω(Jr(x0,θ0),ε1)). (7.138)
In addition, from (7.130)-(7.136) it follows that
if r(x, θ) = r(x0, θ0) then W(x0,θ0)(x, θ) = 1− ψ(x0,θ0)(xθ)
∫
γ(x0,θ0)
f dσ∫
γ(x0,θ0)
fψ(x0,θ0) dσ
= 1− ψ(x0,θ0)(xθ)
∫
γ(x0,θ0)
f dσ∫
γ(x0,θ0)
fψ(x0,θ0) dσ
≥ 1, (7.139)
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where r(x, θ) is defined in (7.13), d = 2.
From properties of f of Lemma 1, properties of ψ(x0,θ0) of (7.131) and from formulas
(7.135), (7.137), (7.138), (7.139) it follows that
∃ε0 > 0 (ε0 < ε1) : W(x0,θ0)(x, θ) ≥ 1/2 for (x, θ) ∈ Ω(Jr(x0,θ0),ε0). (7.140)
Let
W(x0,θ0),ε0 := W(x0,θ0) for (x, θ) ∈ Ω(Jr(x0,θ0),ε0), (7.141)
where W(x0,θ0) is defined in (7.135).
Properties (7.136), (7.138), (7.140) imply (7.82) for W(x0,θ0),ε0 of (7.141).
Using (7.1), (7.135), (7.137), (7.141) one can see that
PW(x0,θ0),ε0f(x, θ) =
∫
γ(x,θ)
W(x0,θ0)(·, θ)f dσ
=
∫
γ(x,θ)
f dσ −
∫
γ(x,θ)
f dσ∫
γ(x,θ)
fψ(x0,θ0) dσ
∫
γ(x,θ)
fψ(x0,θ0) dσ = 0 for (x, θ) ∈ Ω(Jr(x0,θ0),ε0),
(7.142)
where Ω(·) is defined in (7.16), d = 2, Jr,ε is defined in (7.20). Formula (7.81) follows from
(7.142).
Lemma 2 is proved.
8 Proof of Lemma 3
Proof of (7.120)-(7.122). Using (7.13), (7.46), (7.47), (7.78), (7.122) we obtain
G(x, θ) = G˜(r(x, θ)) =
∫
γ(x,θ)
f(x) dx, (7.143)
Hk(x, θ) = H˜k(r(x, θ)) =
∫
γ(x,θ)
f 2k (x) dx, (7.144)
f˜k(|x|) = f˜k((|xθ|2 + |x− (xθ)θ|2)1/2), (x, θ) ∈ Ω0(1/2), (7.145)
where Ω0(·) is defined in (7.14), d = 2, γ(x, θ) is defined as in (7.24).
Formulas (7.77), (7.78), (7.143)-(7.145) imply (7.120)-(7.122).
Proof of (7.123). Let
Λk = (1− 2−k+3, 1− 2−k+1), k ∈ N, k ≥ 4. (7.146)
From (7.73) it follows that, for k ≥ 4:
suppψk−1 ⊂ (1− 2−k+2, 1− 2−k), (7.147)
suppψk−2 ⊂ (1− 2−k+3, 1− 2−k+1) = Λk, (7.148)
suppψk−3 ⊂ (1− 2−k+4, 1− 2−k+2). (7.149)
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Due to (7.121), (7.122), (7.147)-(7.149), we have the following formula for U0:
U0(r, s) = 1− G˜(r)
(
(k − 1)!f˜k−1((s2 + r2)1/2)ψk−3(r)
H˜k−1(r)
+k!f˜k((s
2 + r2)1/2)
ψk−2(r)
H˜k(r)
(7.150)
+(k + 1)!f˜k+1((s
2 + r2)1/2)
ψk−1(r)
H˜k+1(r)
)
for r ∈ Λk, s ∈ R, k ≥ 4.
From (7.122), (7.150) it follows that
∂nU0
∂sn
(r, s) = − G˜(r)
(
(k − 1)!∂
nf˜k−1((s2 + r2)1/2)
∂sn
ψk−3(r)
H˜k−1(r)
+k!
∂nf˜k((s
2 + r2)1/2)
∂sn
ψk−2(r)
H˜k(r)
(7.151)
+(k + 1)!
∂nf˜k+1((s
2 + r2)1/2)
∂sn
ψk−1(r)
H˜k+1(r)
)
,
∂nG˜
∂rn
(r) =
+∞∫
−∞
∂n
∂rn
f˜((s2 + r2)1/2) ds,
∂nH˜m
∂rn
(r) =
+∞∫
−∞
∂n
∂rn
f˜ 2m((s
2 + r2)1/2) ds, (7.152)
r ∈ Λk, s ∈ R, m ≥ 1, n ≥ 0, k ≥ 4,
where G˜, H˜m are defined in (7.122).
Using Lemma 1 and formulas (7.46), (7.47), (7.73)-(7.80), (7.122) one can see that:
f˜ , f˜m−2, G˜, H˜m belong to C∞0 (R),
ψm−2
H˜m
belongs to C∞0 ((1/2, 1)) for any m ≥ 3.
(7.153)
From (7.151)-(7.153) it follows that U0(r, s) has continuous partial derivatives of all orders
with respect to r ∈ Λk, s ∈ R. It implies that U0 ∈ C∞(Λk × R). From the fact that
Λk, k ≥ 4, is an open cover of (1/2, 1) and from definition (7.121) of U0, it follows that
U0 ∈ C∞({(1/2, 1) ∪ (1,+∞)} × R).
This completes the proof of (7.123).
Proof of (7.125). From (7.47)-(7.50) it follows that
f˜k(|x|) = 0 if |x| ≥ 1 for k ∈ N. (7.154)
Formula |x|2 = |xθ|2 + |x − (xθ)θ|2, x ∈ R2, θ ∈ S1, and formulas (7.121), (7.154) imply
(7.125).
Proofs of (7.126)-(7.127).
Lemma 4. There are positive constants c, k1 depending on Φ of (7.48)-(7.50), such that
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(i) for all k ∈ N the following estimates hold:
|f˜k| ≤ 1, (7.155)
|f˜ ′k| ≤ c8k, (7.156)
where f˜ ′k denotes the derivative of f˜k defined in (7.122).
(ii) for k ≥ k1 and 1/2 < r ≤ 1 the following estimates hold:∣∣∣∣∣ψk−2(r)H˜k(r)
∣∣∣∣∣ ≤ c2k, (7.157)∣∣∣∣∣ ddr
(
ψk−2(r)
H˜k(r)
)∣∣∣∣∣ ≤ c25k, (7.158)
where ψk are defined in (7.73), H˜k is defined in (7.122).
(iii) for k ≥ 3 and r ≥ 1− 2−k the following estimates hold:
|G˜(r)| ≤ c(2
√
2)−k
k!
, (7.159)∣∣∣∣∣dG˜dr (r)
∣∣∣∣∣ ≤ c8kk! , (7.160)
where G˜ is defined in (7.122).
Lemma 5. Let U0 be defined by (7.121)-(7.122). Then the following estimates are valid:∣∣∣∣∂U0∂s (r, s)
∣∣∣∣ ≤ C(1− r)3 ,
∣∣∣∣∂U0∂r (r, s)
∣∣∣∣ ≤ C(1− r)5 for r ∈ (1/2, 1), s ∈ R, (7.161)
where C is a constant depending only on Φ of (7.48)-(7.50).
Lemmas 4, 5 are proved in Subsections 9.1, 9.2, respectively.
Proof of (7.126). From (7.157), (7.159) it follows that
|G˜(r)| ≤ c(2
√
2)−k+3/(k − 3)!, (7.162)∣∣∣∣∣ψk−2(r)H˜k(r)
∣∣∣∣∣ ≤ c2k, (7.163)
for r ∈ Λk, k ≥ max(4, k1),
where Λk is defined in (7.146).
Properties (7.147)-(7.149) and estimate (7.157) imply that
ψk−1(r) = 0,∣∣∣∣∣ψk−3(r)H˜k−1(r)
∣∣∣∣∣ ≤ c2k−1 if r ∈ (1− 2−k+3, 1− 2−k+2), (7.164)
ψk−2(r) = 0,∣∣∣∣∣ψk−1(r)H˜k+1(r)
∣∣∣∣∣ ≤ c2k+1 if r ∈ (1− 2−k+2, 1− 2−k+1), (7.165){
ψk−1(r) = 0,
ψk−3(r) = 0
if r = 1− 2−k+2, (7.166)
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for k ≥ max(4, k1).
Note that the assumption that r ∈ Λk is splitted into the assumptions on r of (7.164),
(7.165), (7.166).
Using formulas (7.150), (7.162)-(7.166), we obtain the following estimates:
|1− U0(r, s)| = |G˜(r)|
∣∣∣∣∣(k − 1)!f˜k−1((s2 + r2)1/2)ψk−3(r)H˜k−1(r) + k!f˜k((s2 + r2)1/2)ψk−2(r)H˜k(r)
∣∣∣∣∣
≤ c(2
√
2)−k+3(c(k − 2)(k − 1)2k−1 + c(k − 2)(k − 1)k2k)
≤ 25
√
2c22−k/2k3 if r ∈ (1− 2−k+3, 1− 2−k+2),
(7.167)
|1− U0(r, s)| = |G˜(r)|
∣∣∣∣∣k!f˜k((s2 + r2)1/2)ψk−2(r)H˜k(r) + (k + 1)!f˜k+1((p2 + r2)1/2)ψk−1(r)H˜k+1(r)
∣∣∣∣∣
≤ c(2
√
2)−k+3(c2k(k − 2)(k − 1)k + c2k+1(k − 2)(k − 1)k(k + 1))
≤ 210
√
2c22−k/2k4 if r ∈ (1− 2−k+2, 1− 2−k+1),
(7.168)
|1− U0(r, s)| = |G˜(r)|
∣∣∣∣∣k!f˜k((s2 + r2)1/2)ψk−2(r)H˜k(r)
∣∣∣∣∣
≤ 24
√
2c22−k/2k3 if r = 1− 2−k+2,
(7.169)
for s ∈ R, k ≥ max(4, k1). Estimates (7.167)-(7.169) imply that
|1− U0(r, s)| ≤ C 2−k/2k4, r ∈ Λk, s ∈ R, k ≥ max(4, k1), (7.170)
where C is a positive constant depending on c of Lemma 4.
In addition, for r ∈ Λk we have that 2−k+1 < (1−r) < 2−k+3, which together with (7.170)
imply (7.126).
This completes the proof of (7.126).
Proof of (7.127). We consider the following cases of s, s′, r, r′ in (7.127):
1. Let
s, s′ ∈ R and r, r′ ≥ 1. (7.171)
Due to (7.121) we have that
U0(r, s) = 1, U0(r
′, s′) = 1. (7.172)
Identities in (7.172) and assumption (7.171) imply (7.127) for this case.
2. Let
s, s′ ∈ R, 1/2 < r < 1 and r′ ≥ 1. (7.173)
Then, due to (7.121), (7.126) we have that
|1− U0(r, s)| ≤ C(1− r)1/3, (7.174)
U0(r
′, s′) = 1, (7.175)
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where s, s′, r, r′ satisfy assumption (7.173), C is a constant depending only on Φ. In
particular, inequality (7.174) follows from (7.126) due to the following simple property
of the logarithm:
loga2
(
1
1− r
)
≤ C(a, ε)(1− r)−ε for any ε > 0, r ∈ [0, 1), a > 0, (7.176)
where C(a, ε) is some positive constant depending only on a and ε.
Due to (7.173), (7.174), (7.175) we have that
|U0(r′, s′)− U0(r, s)| = |1− U0(r, s)| ≤ C(1− r)1/3
≤ C|r − r′|1/3 ≤ C(|r − r′|1/3 + |s− s′|1/3), (7.177)
where C is a constant depending only on Φ.
Estimate (7.177) and assumptions (7.173) imply (7.127) for this case. Note that the
case when s, s′ ∈ R, 1/2 < r′ < 1 and r ≥ 1 is completely similar to (7.173).
3. Let
s, s′ ∈ R and r, r′ ∈ (1/2, 1). (7.178)
In addition, without loss of generality we assume that r > r′.
Next, using (7.123) one can see that
|U0(r, s)− U0(r′, s′)| = |U0(r, s)− U0(r, s′) + U0(r, s′)− U0(r′, s′)|
≤ |U0(r, s)− U0(r, s′)|+ |U0(r, s′)− U0(r′, s′)|
≤
∣∣∣∣∂U0∂s (r, sˆ)
∣∣∣∣ |s− s′|+ ∣∣∣∣∂U0∂r (rˆ, s′)
∣∣∣∣ |r − r′|, (7.179)
for s, s′ ∈ R, r, r′ >1/2, and for appropriate sˆ, rˆ.
Note that sˆ, rˆ belong to open intervals (s, s′), (r′, r), respectively.
Using (7.126), (7.161), (7.174), (7.179) and the property that 1/2 < r′ < rˆ < r < 1 we
obtain
|U0(r, s)− U0(r′, s′)| ≤ C((1− r)1/3 + (1− r′)1/3), (7.180)
|U0(r, s)− U0(r′, s′)| ≤ C
(1− r)5 (|s− s
′|+ |r − r′|), (7.181)
where C is a constant depending only on Φ.
We have that
(1− r)1/3 + (1− r′)1/3 = (1− r)1/3 + ((1− r) + (r − r′))1/3
≤ 2(1− r)1/3 + |r − r′|1/3
≤
{
3|r − r′|1/3 if 1− r ≤ |r − r′|,
3(1− r)1/3 if 1− r > |r − r′|, (7.182)
where r, r′ satisfy (7.178). Note that in (7.182) we used the following inequality:
(a+ b)1/m ≤ a1/m + b1/m for a ≥ 0, b ≥ 0, m ∈ N. (7.183)
In particular, using (7.180), (7.182) we have that
|U0(r, s)− U0(r′, s′)|15 ≤ 315C15(1− r)5 if 1− r > |r − r′|, (7.184)
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where s, s′, r, r′ satisfy assumption (7.178), C is a constant of (7.180), (7.181).
Multiplying the left and the right hand-sides of (7.181), (7.184) we obtain
|U0(r, s)− U0(r′, s′)|16 ≤ 315C16(|s− s′|+ |r − r′|), if 1− r > |r − r′|. (7.185)
Using (7.180), (7.182) we obtain
|U0(r, s)− U0(r′, s′)| ≤ 3C|r − r′|1/3, if 1− r ≤ |r − r′|, (7.186)
where C is a constant of (7.180), (7.181) depending only on Φ. Using (7.185) and
(7.183) for m = 16, a = |s− s′|, b = |r − r′|, we have that
|U0(r, s)− U0(r′, s′)| ≤ 3C(|s− s′|1/16 + |r − r′|1/16), if 1− r > |r − r′|, (7.187)
where s, s′, r, r′ satisfy assumption (7.178), C is a constant of (7.180), (7.181) which
depends only on Φ.
Formulas (7.186), (7.187) imply (7.127) for this case.
Note that assumptions (7.171), (7.173), (7.178) for cases 1, 2, 3, respectively, cover all
possible choices of s, s′, r, r′ in (7.127).
This completes the proof of (7.127).
This completes the proof of Lemma 3.
9 Proofs of Lemmas 4, 5
9.1 Proof of Lemma 4
Proof of (7.155), (7.156). Estimates (7.155), (7.156) follow directly from (7.47)-(7.50).
Proof of (7.159). We will use the following parametrization of the points y on γ(x, θ) ∈
TS1, (x, θ) ∈ Ω, r(x, θ) 6= 0 (see notations (7.12), (7.13), (7.24) for d = 2):
y(β) = x− (xθ)θ + tan(β)r(x, θ) θ, β ∈ (−pi/2, pi/2), (7.188)
where β is the parameter.
We have that:
dσ(β) = r d(tan(β)) =
r dβ
cos2 β
, r = r(x, θ), (7.189)
where σ is the standard Lebesgue measure on γ(x, θ).
From definitions (7.46), (7.122) it follows that
G˜(r) =
∞∑
k=1
G˜k(r)
k!
, (7.190)
G˜k(r) =
∫
γr
f˜k(|y|) dy, γr ∈ T (r), r > 1/2, (7.191)
where T (r) is defined by (7.19).
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Using (7.47), (7.188), (7.189), (7.191) we obtain the following formula for G˜k:
G˜k(r) = r
pi/2∫
−pi/2
Φ
(
2k
(
1− r
cos β
))
cos
(
8k
r2
cos2 β
)
dβ
cos2 β
= {u = tan(β)} = 2 r
+∞∫
0
Φ
(
2k
(
1− r
√
u2 + 1
))
cos
(
8kr2(u2 + 1)
)
du
= {t = u2} = r
+∞∫
0
Φ
(
2k
(
1− r√t+ 1
))
cos
(
8kr2(t+ 1)
) dt√
t
= r cos(8kr2)
+∞∫
0
Φ(2k(1− r√t+ 1))cos(8
kr2t)√
t
dt
− r sin(8kr2)
+∞∫
0
Φ(2k(1− r√t+ 1))sin(8
kr2t)√
t
dt
= 8−k/2r−1 cos(8kr2)
+∞∫
0
Φk(t, r)
cos(t)√
t
dt
− 8−k/2r−1 sin(8kr2)
+∞∫
0
Φk(t, r)
sin(t)√
t
dt, r > 1/2,
(7.192)
where
Φk(t, r) = Φ(2
k(1− r
√
8−kr−2t+ 1)), t ≥ 0, r > 1/2, k ∈ N. (7.193)
For integrals arising in (7.192) the following estimates hold:∣∣∣∣∣∣
+∞∫
0
Φk(t, r)
sin(t)√
t
dt
∣∣∣∣∣∣ ≤ C1 < +∞, (7.194)∣∣∣∣∣∣
+∞∫
0
Φk(t, r)
cos(t)√
t
dt
∣∣∣∣∣∣ ≤ C2 < +∞, (7.195)
for 1/2 < r < 1, k ≥ 1.
where Φk is defined in (7.193), C1, C2 are some positive constants depending only on Φ and
not depending on k and r.
Estimates (7.194), (7.195) are proved in Subsection 9.3.
From (7.192)-(7.195) it follows that
|G˜k(r)| ≤ 2 · 8−k/2(C1 + C2) for r > 1/2, k ∈ N. (7.196)
Note that for y ∈ γr, the following inequality holds:
2k(1− |y|) ≤ 2k(1− r) ≤ 2k−m ≤ 1/2 < 4/5
for 1− 2−m ≤ r < 1, k < m, m ≥ 3, (7.197)
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where γr is a ray in T (r) (see notations of (7.19), d = 2).
Formulas (7.47), (7.48), (7.122), (7.197) imply that
γr ∩ supp fk = ∅ if r ≥ 1− 2−m, k < m, (7.198)
In turn, (7.191), (7.198) imply that
G˜k(r) = 0 for r ≥ 1− 2−m, k < m, m ≥ 3. (7.199)
Due to (7.190), (7.191), (7.196), (7.199) we have that:
|G˜(r)| ≤
∞∑
k=m
|G˜k(r)|/k!
≤ 2(C1 + C2)(2
√
2)−m
m!
∞∑
k=0
(2
√
2)−k = c1
(2
√
2)−m
m!
,
c1 =(C1 + C2)
4
√
2
2
√
2− 1 ,
(7.200)
for r ≥ 1− 2−m, m ≥ 3.
This completes the proof of estimate (7.159).
Proof of (7.160). Using (7.190), (7.191) we have that:∣∣∣∣∣dG˜dr (r)
∣∣∣∣∣ ≤
∞∑
k=1
1
k!
∣∣∣∣∣dG˜k(r)dr
∣∣∣∣∣ . (7.201)
Formulas (7.47), (7.152) for n = 1, (7.156), (7.191) imply that∣∣∣∣∣dG˜kdr (r)
∣∣∣∣∣ =
∣∣∣∣∣∣
+∞∫
−∞
rf˜ ′k((s
2 + r2)1/2)√
r2 + s2
ds
∣∣∣∣∣∣
≤
+∞∫
−∞
|f˜ ′k((s2 + r2)1/2)| ds =
∫
γr
|f˜ ′k(|y|)| dy ≤ c8k
∫
γr∩B(0,1)
dy ≤ 2c8k,
(7.202)
where B(0, 1) is defined in (7.27), d = 2.
At the same time, formula (7.199) implies that
dG˜k(r)
dr
= 0 for r ≥ 1− 2−m, k < m, m ≥ 3. (7.203)
Formulas (7.201), (7.202), (7.203) imply the following sequence of inequalities:∣∣∣∣∣dG˜(r)dr
∣∣∣∣∣ ≤
∞∑
k=m
1
k!
∣∣∣∣∣dG˜k(r)dr
∣∣∣∣∣ ≤ c8mm!
∞∑
k=0
m!8k
(k +m)!
, r ≥ 1− 2−m, m ≥ 3. (7.204)
The series in the right hand-side in (7.204) admits the following estimate:
∞∑
k=0
m!8k
(k +m)!
≤
∞∑
k=0
8k
k!
= e8 and the estimate does not depend on m. (7.205)
Formulas (7.204), (7.205) imply (7.160).
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Proof of (7.157). For each ψk from (7.73) we have that
|ψk| ≤ 1. (7.206)
Therefore, it is sufficient to show that
H˜k ≥ C2−k for k ≥ k1, C = c−1. (7.207)
Proceeding from (7.122) and in a similar way with (7.192) we obtain the formulas
H˜k(r) = r
+∞∫
0
Φ2(2k(1− r√t+ 1))√
t
cos2(8kr2(t+ 1)) dt = H˜k,1(r) + H˜k,2(r), r > 1/2,
(7.208)
H˜k,1(r) =
r
2
+∞∫
0
Φ2(2k(1− r√t+ 1))√
t
dt, (7.209)
H˜k,2(r) =
r
2
+∞∫
0
Φ2(2k(1− r√t+ 1))√
t
cos(2 · 8kr2(t+ 1)) dt. (7.210)
In addition, we have that:
supptΦ
2(2k(1− r√t+ 1)) ⊂ [0, 3] for 1/2 < r ≤ 1− 2−k+1, k ≥ 3, (7.211)
where suppt denotes the support of the function in variable t. Property (7.211) is proved
below in this paragraph (see formulas (7.213)-(7.216)).
Note that
2k(1− r) ≥ 2k · 2−k+1 ≥ 2 > 6/5 for 1/2 < r ≤ 1− 2−k+1, k ≥ 3. (7.212)
From (7.48), (7.49) and from (7.212) we have that:
supptΦ
2(2k(1− r√t+ 1)) ⊂ [0,+∞) for 1/2 < r ≤ 1− 2−k+1, k ≥ 3. (7.213)
We have that
∃t(k)1 = t(k)1 (r) ≥ 0, t(k)2 = t(k)2 (r) ≥ 0, t(k)2 > t(k)1 , such that2k(1− r
√
t
(k)
1 + 1) = 11/10,
2k(1− r
√
t
(k)
2 + 1) = 9/10,
(7.214)
|t(k)2 − t(k)1 | ≥
(√
t
(k)
2 + 1−
√
t
(k)
1 + 1
)
=
2−k
5
r−1 ≥ 2
−k
5
, (7.215)
for 1/2 < r ≤ 1− 2−k+1, k ≥ 3.
In addition, from (7.214) it follows that
t
(k)
1 =
(1− 2−k 11
10
)2
r2
− 1 ≤ 4(1− 2−k 11
10
)2 − 1 ≤ 3,
t
(k)
2 =
(1− 2−k 9
10
)2
r2
− 1 ≤ 4(1− 2−k 11
10
)2 − 1 ≤ 3,
(7.216)
for 1/2 < r ≤ 1− 2−k+1, k ≥ 3.
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Using (7.48)-(7.50), (7.209), (7.211), (7.214)-(7.216) we have that
H˜k,1(r) ≥ r
2
t
(k)
2∫
t
(k)
1
dt√
t
≥ r
2
1+t
(k)
2∫
1+t
(k)
1
dt√
t
≥ r(
√
t
(k)
2 + 1−
√
t
(k)
1 + 1) ≥
2−k
10
for 1/2 < r ≤ 1− 2−k+1, k ≥ 3. (7.217)
On the other hand, proceeding from using (7.210) and, in a similar way with (7.192)-(7.196),
we have
|H˜k,2(r)| = r
2
∣∣∣∣∣∣
+∞∫
0
Φ2(2k(1− r√t+ 1))√
t
cos(2 · 8kr2(t+ 1)) dt
∣∣∣∣∣∣
≤ r
2
| cos(2 · 8kr2)|
∣∣∣∣∣∣
+∞∫
0
Φ2(2k(1− r√t+ 1))cos(2 · 8
kr2t)√
t
dt
∣∣∣∣∣∣
+
r
2
| sin(2 · 8kr2)|
∣∣∣∣∣∣
+∞∫
0
Φ2(2k(1− r√t+ 1))sin(2 · 8
kr2t)√
t
dt
∣∣∣∣∣∣
≤ 8−k/2 r
−1
2
∣∣∣∣∣∣
+∞∫
0
Φ2k(t, r)
cos(2t)√
t
dt
∣∣∣∣∣∣+ 8−k/2 r
−1
2
∣∣∣∣∣∣
+∞∫
0
Φ2k(t, r)
sin(2t)√
t
dt
∣∣∣∣∣∣
≤ 8−k/2C, for 1/2 < r < 1− 2−k+1, k ≥ 3,
(7.218)
where Φk(t, r) is defined in (7.193), C is some constant depending only on Φ and not de-
pending on k, r. In (7.218) we have also used that Φ2(t) satisfies assumptions (7.48)-(7.50).
Note also that Φ2(t) satisfies assumptions (7.48)-(7.50) for Φ(t).
Using (7.208)-(7.210), (7.217), (7.218) we obtain
|H˜k(r)| ≥ |H˜k,1(r)| − |H˜k,2(r)|
≥ 2
−k
10
− C ′ · 8−k/2
≥ 2−k
(
1
10
− C
′
(
√
2)k
)
≥ C · 2−k for 1/2 < r < 1− 2−k+1, k ≥ k1 ≥ 3,
C =
1
10
− C ′(
√
2)−k1 ,
(7.219)
where C ′ depends only on Φ, k1 is arbitrary constant such that k1 ≥ 3 and C is positive.
Formulas (7.157) follows from (7.73), (7.219).
This completes the proof (7.157).
Proof of (7.158). The following formula holds:
d
dr
(
ψk−2(r)
H˜k(r)
)
= −H˜
′
k(r)ψk−2(r)− H˜k(r)ψ′k−2(r)
H˜2k(r)
, 1/2 < r < 1, (7.220)
where H˜ ′k, ψ
′
k−2 denote the derivatives of H˜k, ψk, defined in (7.122), (7.73), respectively.
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Using (7.47), (7.122), (7.152), n = 1, (7.155), (7.156) we have that
|H˜ ′k(r)| = 2
∣∣∣∣∣∣
+∞∫
−∞
r√
r2 + s2
f˜k(
√
r2 + s2)f˜ ′k(
√
r2 + s2) ds
∣∣∣∣∣∣
≤ 2
+∞∫
−∞
∣∣∣f˜k(√r2 + s2)f˜ ′k(√r2 + s2)∣∣∣ ds = 2∫
γr
|f˜k(|y|)f˜ ′k(|y|)| dy
≤ 2c8k
∫
γr∩B(0,1)
dy ≤ 4c8k, γr ∈ T (r), k ≥ 3, r > 1/2,
(7.221)
where we use notations (7.19), (7.27), d = 2.
Using (7.73), (7.74), (7.157), (7.219)-(7.221) we have that∣∣∣∣∣ ddr
(
ψk−2(r)
H˜k(r)
)∣∣∣∣∣ ≤ C22k(|H˜ ′k(r)|+ |H˜k(r)| · |ψ′k(r)|) ≤ C ′25k, (7.222)
for 1/2 < r < 1− 2−k+1, k ≥ k1 ≥ 3,
where C ′ is a constant not depending on k and r and depending only on Φ.
This completes the proof of Lemma 4.
9.2 Proof of Lemma 5
It is sufficient to show that ∣∣∣∣∂U0(r, s)∂s
∣∣∣∣ ≤ C(1− r)3 , (7.223)∣∣∣∣∂U0(r, s)∂r
∣∣∣∣ ≤ C(1− r)5 , (7.224)
for s ∈ R, r ∈ Λk, k ≥ max(4, k1),
where C is a positive constant depending only on Φ of (7.47), Λk is defined in (7.146), k1 is
a constant arising in Lemma 4 and depending only on Φ.
Indeed, estimates (7.161) follow from (7.123), (7.223), (7.224) and the fact that Λk, k ≥ 4,
is an open cover of (1/2, 1).
In turn, estimates (7.223), (7.224) follow from the estimates∣∣∣∣∂U0(r, s)∂s
∣∣∣∣ ≤ C · 8k, (7.225)∣∣∣∣∂U0(r, s)∂r
∣∣∣∣ ≤ C · (32)k, (7.226)
for s ∈ R, r ∈ Λk,
and from the fact that 2−k+1 < 1 − r < 2−k+3, k ≥ max(4, k1), for r ∈ Λk, where C is a
positive constant depending only on Φ.
Estimate (7.225) follows from formula (7.151) for n = 1 and estimates (7.156), (7.157),
(7.162)-(7.166).
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Estimate (7.226) follows from (7.150), (7.155)-(7.158), (7.162)-(7.166) and from the esti-
mates: ∣∣∣∣∣ ddr
(
ψk−i(r)
H˜k−i+2(r)
)∣∣∣∣∣ ≤ c25(k+1), (7.227)∣∣∣∣∣dG˜(r)dr
∣∣∣∣∣ ≤ c 8−k+3(k − 3)! , (7.228)
for r ∈ Λk, i ∈ {1, 2, 3},
where c is a constant arising in Lemma 4.
Estimate (7.227) follows from (7.158) (used with k− 1, k, k+ 1 in place of k). Estimate
(7.228) follows from (7.160) (used with k − 3 in place of k).
This completes the proof of Lemma 5.
9.3 Proof of estimates (7.194), (7.195)
We use the following Bonnet’s integration formulas (see, e.g., [Fic59], Chapter 2):
b∫
a
f1(t)h(t) dt = f1(a)
ξ1∫
a
h(t) dt, (7.229)
b∫
a
f2(t)h(t) dt = f2(b)
b∫
ξ2
h(t) dt, (7.230)
for some appropriate ξ1, ξ2 ∈ [a, b], where
f1 is monotonously decreasing on [a, b], f1 ≥ 0,
f2 is monotonously increasing on [a, b], f2 ≥ 0,
h(t) is integrable on [a, b].
(7.231)
Let
g1(t) =
sin(t)√
t
, g2(t) =
cos(t)√
t
, t > 0, (7.232)
G1(s) =
s∫
0
sin(t)√
t
dt, G2(s) =
s∫
0
cos(t)√
t
dt, s ≥ 0. (7.233)
We recall that
lim
s→+∞
G1(s) = lim
s→+∞
G2(s) =
√
pi
2
. (7.234)
From (7.232), (7.233), (7.234) it follows that
G1, G2 are continuous and bounded on [0,+∞). (7.235)
Due to (7.48)-(7.51), (7.193) and monotonicity of the function 2k(1 − r√8−kr−2t+ 1) in t
on [0,+∞) it follows that
Φk(t, r) is monotonously decreasing on [0,+∞), if 2k(1− r) ≤ 11/10, (7.236)
Φk(t, r) is monotonously increasing on [0, t0] for some t0 > 0
and is monotonously decreasing on [t0,+∞), if 2k(1− r) > 11/10.
(7.237)
for r > 1/2, k ∈ N,
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Moreover, due to (7.48)-(7.50), (7.193), for Tk = 8
k, k ∈ N, we have that
Φk(Tk, r) = Φ(2
k(1− r
√
r−2 + 1)) = Φ(2k(1−
√
1 + r−2)) = 0, (7.238)
Φk(t, r) = 0 for t ≥ Tk, (7.239)
|Φk(t, r)| ≤ 1 for t ≥ 0, (7.240)
r > 1/2, k ∈ N.
Using (7.193), (7.232)-(7.237), (7.239) and (7.229)-(7.231) we obtain
+∞∫
0
Φk(t, r)gi(t) dt =
Tk∫
0
Φk(t, r)gi(t) dt = Φk(0, r)
ξ∫
0
gi(t) dt (7.241)
= Φk(0, r)Gi(ξ) for appropriate ξ ∈ [0, Tk], if 2k(1− r) ≤ 11/10,
∞∫
0
Φk(t, r)gi(t) dt =
Tk∫
0
Φk(t, r)gi(t) dt =
t0∫
0
Φk(t, r)gi(t) dt+
Tk∫
t0
Φk(t, r)gi(t) dt
= Φk(t0, r)
t0∫
ξ′
gi(t) dt+ Φk(t0, r)
ξ′′∫
t0
gi(t) dt
= Φk(t0, r)(Gi(ξ
′′)−Gi(ξ′)) (7.242)
for appropriate ξ′ ∈ [0, t0], ξ′′ ∈ [t0, Tk], if 2k(1− r) > 11/10,
where i = 1, 2.
Estimates (7.194), (7.195) follow from (7.232), (7.233), (7.235), (7.240)-(7.242).
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Titre : Transformations de Radon pondérées et leurs applications
Mots Clefs : problèmes inverses, tomographie, transforamtions de Radon, géometrie integrale, analyse
numérique
Résumé : Cette thèse est consacrée à l'étude des problèmes inverses des transformations de Radon
pondérées dans les espaces euclidiens. D'une part, nos études sont motivées par l'application des trans-
formations de Radon pondérées pour diﬀérentes tomographies, par exemple en tomographie d'émission
(PET, SPECT), en tomographie de ﬂuorescence et en tomographie optique. En particulier, nous dé-
veloppons une nouvelle approche de reconstruction pour les tomographies en 3D, où les données sont
modélisées par des transformations des rayons pondérées le long des rayons parallèles à un plan ﬁxe.
A cet égard, nos résultats contiennent : des formules pour la réduction des transformées des rayons
pondérées en transformées de Radon le long de plans en 3D ; un analogue de la formule d'inversion
approximative de Chang et un analogue de l'algorithme d'inversion itératif de type Kunyansky pour les
transformations de Radon pondérées en multidimension ; des reconstructions numériques à partir de
données simulées et réelles. D'autre part, nos études sont motivées par des problèmes mathématiques
liés aux transformations susmentionnées. Plus précisément, nous poursuivons l'étude de l'injectivité
et de la non-injectivité des transformations de Radon et des transformations des rayons pondérées en
multidimension et construisons une série de contre-exemples à l'injectivité de ces dernières. Ces contre-
exemples sont intéressants et, dans un certain sens, inattendus parce qu'ils sont proches des cas où ces
transformations deviennent injectives. En particulier, par l'une des nos constructions, nous donnons
des contre-exemples à des théorèmes d'injectivité bien connus pour les transformations des rayons pon-
dérées (Quinto (1983), Markoe, Quinto (1985), Finch (1986), Ilmavirta (2016)) lorsque les hypothèses
de régularité des poids sont légèrement relaxées. Par ce résultat, nous montrons en particulier que les
hypothèses de régularité sur les poids sont cruciales pour l'injectivité et qu'il y a une brisure de cette
dernière si les hypothèses sont légèrement aﬀaiblies.
Title : Weighted Radon transforms and their applications
Keys words : inverse problems, tomography, Radon transforms, integral geometry, numerical analysis
Abstract : This thesis is devoted to studies of inverse problems for weighted Radon transforms in
euclidean spaces. On one hand, our studies are motivated by applications of weighted Radon trans-
forms in diﬀerent tomographies, for example, in emission tomographies (PET, SPECT), ﬂuorescence
tomography and optical tomography. In particular, we develop a new reconstruction approach for to-
mographies in 3D, where data are modeled by weighted ray transforms along rays parallel to some ﬁxed
plane. In this connection our results include : formulas for reduction of the aforementioned weighted
ray transforms to weighted Radon transforms along planes in 3D ; an analog of Chang approximate
inversion formula and an analog of Kunyansky-type iterative inversion algorithm for weighted Radon
transforms in multidimensions ; numerical reconstructions from simulated and real data. On the other
hand, our studies are motivated by mathematical problems related to the aforementioned transforms.
More precisely, we continue studies of injectivity and non-injectivity of weighted ray and Radon trans-
forms in multidimensions and we construct a series of counterexamples to injectivity for the latter.
These counterexamples are interesting and in some sense unexpected because they are close to the
setting when the corresponding weighted ray and Radon transforms become injective. In particular,
by one of our constructions we give counterexamples to well-known injectivity theorems for weighted
ray transforms (Quinto (1983), Markoe, Quinto (1985), Finch (1986), Ilmavirta (2016)) when the re-
gularity assumptions on weights are slightly relaxed. By this result we show that, in particular, the
regularity assumptions on weights are crucial for the injectivity and there is a breakdown of the latter
if the assumptions are slightly relaxed.
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