This paper focuses on the problem of distributed adaptive estimation over dynamic multi-task networks, where a set of nodes is required to collectively estimate some parameters of interest from noisy measurements. Besides, since nodes in the network are constrained by communication power consumption and external interference in a non-stationary environment, the objective pursued by the node is prone to change or abnormality. The problem is worth considering in several contexts including multi-target tracking, multi-model classification and heterogeneous network segmentation. We propose a distributed adaptive clustering strategy, which is mainly composed of two procedures: normal task adaptation and the same task cluster. The task anomaly detection based on non-cooperative least-mean-squares (NC-LMS) algorithm and task switching detection based on diffusion maximum correntropy criterion (D-MCC) algorithm are provided. A series of scenarios, such as dynamic network, time-varying tasks and non-stationary (Gaussian and pulse interference) are simulated. We also discuss optimization schemes to design the NC-LMS and D-MCC weights and examine the estimate performance and clustering effects of the proposed algorithm by simulation results.
I. INTRODUCTION
Distributed estimation for adaptation, learning, modeling, and optimization through cooperation between nodes plays an key role in reinforcement learning, signal processing, and online supervised learning and many other application areas, which aims to estimate a single parameter vector collaboratively. However, in reality, there are many parameters of interest happening to be multitask-oriented. In other words, there are multiple optimum parameter vectors that are simultaneously inferred in a collaborative manner. Multi-task problems have been studied in many important applications, such as multi-task clustering [1] - [4] , multi-target The associate editor coordinating the review of this manuscript and approving it for publication was Theofanis P. Raptis .
tracking [5] - [7] , and multi-model classification [8] - [10] . In our work, we consider the situation where there are connected clusters of nodes, and each cluster has a parameter vector to estimate.
In recent years, several useful distributed strategies have been proposed in the literature, including incremental strategies [11] - [13] , consensus strategies [14] , [15] and diffusion strategies [21] - [23] , [48] . In particular, many researchers are attracted by diffusion strategies because of their scalability and reliability. It is worth noting that [22] has proved that the diffusion strategy in data processing on adaptive networks has better stability and robust performance than consensus-based strategies. Accordingly, the diffusion adaptive learning algorithm is mainly considered in our work. Adaptive networks are well-suited for decentralized inference, filtering and clustering tasks. However, previous work on topology design and tuning techniques that was not dynamic [18] - [20] , and in the sense that they cannot track changes in the network. Motivated by the problem, we develop an adaptive clustering algorithm over dynamic multi-task network in this paper, which can reduce the impact of weak links on network estimation by selecting data subsets from neighbour nodes with normal tasks.
In many previous works, distributed algorithms based on diffusion strategy have been proposed under the background of diffusion LMS [24] - [26] . An inspection of the existing articles on the above algorithms shows that most works are based on the mean-square error (MSE) cost function because it has attractive characteristics such as smoothness, convenience, low computational burden and optimality under Gaussian assumptions. If the signal is Gaussian, then MSE is desirable. However, in the case of non-Gaussian, its performance may be significantly reduced. In these cases, the non-secondary cost is usually better than MSE [27] . The kernel function in entropy is usually a Gaussian kernel due to its smoothness and strict positive determination. These properties showed the effectiveness of maximum correntropy criterion (MCC) for occlusion and corruption problems [28] - [32] , [46] , [47] . In particular, MCC is suited for dealing with impulsive noises.
Motivated by the desirable features of correntropy and others(see Table 1 ), we propose in this work a novel distributed clustering strategy based on diffusion maximum correntropy criterion (D-MMC), for robust distributed multi-task network estimation in a nonstationary environment. Moreover, we consider a general situation where there are connected clusters of nodes, and each cluster has a parameter vector to be estimated.
The main contributions of the paper are three-folds: (i) In non-stationary multi-task networks, an adaptive clustering strategy is derived, which can make the nodes in a network correctly clustered and improve clustering accuracy through enhanced intra-cluster cooperation. (ii) Normal task adaptation based on non-cooperative least-mean-squares (NC-LMS) algorithm is developed, which can discriminate the abnormality of the task to combat interference effectively. (iii) The same task clustering based on adaptive D-MCC algorithm is provided to solve the distributed estimation over multi-task networks. In addition, simulations are conducted to illustrate the performance of the proposed methods under mixed noise (Gaussian and impulsive) disturbances.
This work is organized as follows. Section II describes the system model. Section III describes the problem statement and presents a solution. In Section IV, we motivate and derive a family of diffusion LMS algorithms under the MCC for distributed clustering estimation. In Section V, we simulate different choices of weighting rules for the diffusion algorithms over MCC, and discuss the effect of kernel size on the MSD performance. In addition, we conclude our work in Section IV.
Notation: We use (·) T and |·| represent the transpose and represents the absolute value respectively, E for expectation and · for Euclidean norm. In addition, we use the symbol 1 N denote the vector with unit entries, and other used symbols are defined in the context of the article.
II. SYSTEM MODEL
In the section, we describe the system model and give a brief review of adaptive diffusion strategy based on minimum mean-square-error (MMSE) criterion.
A. NETWORK MODEL
We focus mainly on a set V = {1, 2, · · ·, N } of N nodes with limited processing capabilities, which are divided into Q clusters. Particularly, the nodes are distributed over a given geographical area, and the position of them changes over time. The nodes are connected directly by an edge if they are neighbors, and note that nodes from different clusters may be connected, which forms a partially connected network. The neighborhood of an arbitrary node k is denoted as N k , and its size as |N k | by the notation n k . Fig. 1 provides a graphical representation of a connected network with N = 9 nodes, and Fig. 1 illustrates the neighborhood of node 6, which consists of nodes {3, 4, 8, 9}. Accordingly, node 6 has degree 5, which is the size of its neighborhood. In our work, we consider the situation where each node k in the connected network observes random measurements
regression vector data, which are assumed to be related to some unknown L × 1 parameter vector w o k,i by a linear regression model of the form:
where u k,i , at time instant i, is temporally white and independent over space with covariance matrix R u,k = Eu k,i u T k,i > 0 and zero means. v k,i is an additive temporally and spatially independent zero-mean noise process with a time-independent variance σ 2 v,k , and it is independent of every other signal over space. It is considered that nodes of different clusters track different objectives (which also call tasks) [26] , and there is one task per cluster, namely,
In wireless sensor networks, sensors are responsible for information collection, and different ocean buoys carry different sensors. When the sensor is accelerating or decelerating, the sensor chooses to change the target due to the constraints of communication distance and power consumption to ensure the integrity and accuracy of information collection. To understand this dynamic process of each node's tasks more clearly, we introduce the task time-varying model as follows:
where z k,i−1 is the process noise for node k at time instant i − 1, which is independent of measurement noise v k,i and regression vector u k,i . When s k,i = 1, then the task w o k,i pursued by the node kat time i will switch from w o k,i−1 to w o C p . In our work, we assume that the cost of one information communication between adjacent nodes is equal to c 0 , and the potential communication cost of each node at the time i is c k,i = c 0 n k,i , where n k,i represents the number of neighbor nodes of node k at time i. When the communication cost c k,i−1 of each node k exceeds the threshold c r tolerated by the node k, then s k,i = 1, otherwise s k,i = 0. Therefore, we introduce the task switching condition:
Although the cost c 0 may vary depending on the distance of the network nodes, we assume that c 0 is the same for all nodes.
B. ADAPTIVE DIFFUSION STRATEGY
Adaptive diffusion strategy based on MMSE criterion has been studied in previous studies [21] , [22] , [34] , [39] for single-task problems, which seek the optimal linear estimator w o that minimizes the following global cost function:
where J k (w) is the local cost function that is developed based on MSE by
Adaptive diffusion strategy based on MMSE criterion contains adapt-then-combine (ATC) diffusion strategy and combine-then-adapt (CTA) diffusion strategy. The ATC algorithm has the same processing and communication complexity as the CTA algorithm while the former outperforms the latter. Therefore, in what follows, we focus on the ATC strategy to illustrate the main results. Each node k of the network tries to learn its optimum vector w o k from collected data {d k,i , u k,i } through the ATC diffusion strategy based on MMSE, including adaptation and combination steps:
whereμ k is a positive constant step-size for the process repeated continuously, and the combination coefficients {a k , c k } are used to share the local data between connected nodes. The matrices A and C are collections of coefficients {a k } and {c k }, respectively, which are required to satisfy
By using instantaneous approximation, the approximate gradient vector can be given by
Substituting the approximate gradient vector ∇J (w k,i−1 ) into the steepest descent strategy in (7), we can rewrite ATC diffusion strategy as
where µ k = 2μ k . Indiscriminate cooperation between nodes that belong to different clusters pursuing different task, may bring undesired results and even worse results than non-cooperative approach. Accordingly, what deserves our consideration is that solving clustering problems over multi-task network through ATC diffusion strategy in (11) is challenging.
III. PROBLEM FORMULATION AND SOLUTION A. PROBLEM FORMULATION
We consider that every node k in the network has individual cost function J k (w) : R 1×L → R for a vector parameter w with a unique minimized point w o k . Since nodes belonging to different clusters share different minimizers in the network, then the goal of nodes in the network is to deal with the clustered multi-task problem through seeking the unique minimizer of the aggregate cost function J glob (w), defined as If the cluster information C q is available to nodes in the network, the clustered multi-task problem in (4) above can be broken down into separate optimization problems through subnetworks related to the clusters, namely,
for q = 1, 2, · · ·, Q. It is assumed that all cluster topologies are as connected as possible, and each cluster uses a diffusion strategy to find the corresponding minimizer w o q . The above process means that the networks connected by different cluster nodes are decomposed into subnetworks connected just to the same cluster nodes.
In our work, we consider the challenging scenario: 1) the cluster information is entirely unavailable; 2) the network changes dynamically in a non-stationary environment; 3) the task of nodes changes over time due to noise, power consumption and communication constraints. In this case, the problem we need to solve is how to realize the decomposition of the network connected by different clusters into subnetworks connected just for the same cluster nodes.
B. SOLUTION SCHEME
To solve the problem in the previous section, we propose a distributed clustering scheme based on the maximum entropy criterion estimation algorithm, which mainly includes the two processes of normal task adaptation and the same task clustering. The former is used to provide a normal task intermediate estimate for the fusion step in the latter, which eliminates interference of abnormal tasks on parameter estimation. Whereas the latter is used to achieve distributed clustering estimation over the same task detection.
From the viewpoint of implementation, normal task adaptation process mainly includes four steps: adaptation, detection, communication, and adaptation, see the block diagram given in Fig. 2 . (1)
Adaptation: each node k updates the estimate based on its individual measurements {d k,i , u k,i };
Detection: a threshold test is made to detect the abnormality of the task; (3)
Communication: each node k sends its local measurements for normal task to its neighbors and also receives the measurements {d ,i , u ,i } from its neighbors; (4) Adaptation: each node k updates the intermediate estimate ψ k,i based on local measurements of neighbors {d ,i , u ,i } for normal task. The same task clustering process mainly includes four steps: communication, combination, detection and clustering, see the block diagram given in Fig. 3 .
(5) Communication: each node k sends its intermediate estimate to its neighbors and also receives the intermediate estimate ψ ,i from its neighbors; (6) Combination: the intermediate estimates are combined based on an adaptive fusion weight c k,i ; (7) Detection: the same task is detected via another threshold test; (8) Clustering: adjacent links within the same cluster are kept active, and adjacent links from different clusters are dropped. The distributed clustering algorithm involved in this scheme will be elaborated in the next section.
IV. DISTRIBUTED CLUSTERING ALGORITHM
In this section, a distributed clustering algorithm is proposed for achieving reliable distributed estimation in a non-stationary environment. Each node k in the network can updates the estimate by using the non-cooperative leastmean-squares (NC-LMS) learning strategy, namely,
Through the distributed diffusion strategy, we can see that each node applies adaptive gain to the measurement, during the estimation update process, to limit the impact of abnormal and damaged measurements. Since the task anomaly can be detected by the fluctuation of the adaptive gain, Thus, a hypothesis test judge whether the task is normal or not based on the updated estimate w k,i is developed to ascertain whether the task of node k is abnormal, namely,
where the H 0 hypothesis denotes the task of node k is normal, and node k sends data {d k,i , u k,i } to neighbors . Conversely, the hypothesis H 1 denotes the task of node k is abnormal, and node k does not send data {d k,i , u k,i } to neighbors . The threshold θ 0 is predefined. Besides, no exchange of data for abnormal task is needed during the adaptation, which makes the communication cost relatively low. The correntropy between two random variables x and y is associated with a generalized correlation function [29] , which scales the similarity of x and y via
where β is the Gaussian kernel size. With Gaussian kernel and local error e k,
To reduce the impact of noise on the estimate, each node k in the network can updates the intermediate estimate through the diffusion learning strategy over MCC. The ATC usually outperforms the CTA. Since the ATC-DMCC algorithm tends to outperform the CTA-DMCC [31] , we consider ATC-DMCC in this work, namely,
By using instantaneous approximation for (17), an approximation of the gradient vector is obtained
Based on the correntropy cost function in (18), a stochastic gradient for adaptive algorithm, the diffusion algorithm based on MCC (D-MCC), can be simply derived as
where G MCC β (e ,i ) is a Gaussian kernel, as kernel size β → ∞, then G MCC β (e ,i ) → 1. Note that the kernel size for correntropy function is quite important, and the Gaussian Since the network is considered to be dynamically changing and the adaptive step in (18) only fuses the measurement data {d ,i , u ,i } for the normal task. Thus, the neighborhood set N k will be time-dependent and expressed as N k,i , and combination coefficient a k,i is improved as follows:
where a k ≥ 0, N a k = 1, a k = 0if / ∈ N k for k = 1, 2, . . . , N . Therefore, the algorithm D-MCC will be rewritten as
where η k = µ k β 2 is the step size. It is worth mentioning that the selection of combination coefficients c k,i has a significant impact on the performance of multi-task networks. As mentioned earlier, the task of nodes may switch due to power consumption and communication constraints. Blindly blending intermediate estimates will reduce the accuracy of parameter estimation and affect clustering accuracy. Hence, an adaptive combination weights rule should be formulated to help the nodes ignoring this misleading task. Note that the weights can be used to minimize the instantaneous mean-square deviation (MSD) of the network:
The combination coefficients c k,i can be obtained through (24)(see Appendix I), which can be approximated by
where N − k,i = N k \{k}. From the combination rule in (23) we can find that the closeness of the local estimate to the neighboring intermediate estimates is adaptive to adjust the combination weights. In other word, the combination rule gives larger weights to neighbors with common cluster and smaller weights to neighbors that come from different clusters. Then, the combination step in (18) is rewritten by
Because w k,i and w ,i can be accessed through local interaction in the community, and the estimated error values w k,i − w ,i of neighbors can reflect the similarity of the two tasks, the larger the error value, the smaller the similarity of their tasks. Therefore, we introduce another hypothesis test by using these dynamically-evolving estimates. The hypothesis test is based on the updated estimate w k,i , and it is developed to ascertain whether the tasks of node k and node are the same at time i,namely,
where θ 1 is a predefined threshold. In general, task anomalies have a much greater impact than task similarity, so the threshold θ 0 is greater than θ 1 . The H 0 hypothesis denotes the tasks of node k and node are the same, and the link between node k with neighbor are active. Conversely, the hypothesis H 1 denotes the tasks of node k and node are different, and the links between node k with neighbor are dropped. Then, the cluster connection coefficient l c k ,i is given by
The proposed diffusion clustering algorithm over dynamic multi-task network with adaptive combination rules is presented (see Table 2 ).
V. NUMERICAL EXPERIMENTS
In this section, some numerical simulations are performed to evaluate the estimate performance and clustering effects of the proposed method in a variety of different scenarios, i.e., dynamic network, time-varying tasks, non-stationary (Gaussian interference or pulse interference) and all nodes have no prior knowledge about the clusters. In addition, we compare it with those of several other diffusion clustering strategies. 
A. MODEL VALIDATION
The topology of the network consisting of N = 20 nodes divided into Q = 3 clusters, i.e., C 1 = {1 − 5}, C 2 = {7 − 14}, and C 3 = {15 − 20}, with connection is generated as a random geometric graph model as shown in Fig. 5 . The location coordinates (x k,i , y k,i ) of each node k in the square region [0, 110] × [0, 110]. In the time-varying scenario, they vary according to the first-order Markov vector process:
where b = 0.98 and h(i) is an independent zero-mean Gaussian vector process with variance
The input regression data with size L = 4 and the zero-mean Gaussian noise are independent in time and space with statistical profiles shown in Fig. 6 . The parameters of the algorithms are fixed to µ k = 0.04, β = 3, θ 0 = 0.3, and θ 1 = 0.04. The loading factors for the three clusters, w o 1 , w o 2 , and w o 3 are randomly generated set to randn(L,1)
√ L , where L = 4 and randn(·) is the function of generating Gaussian random. In the time-varying scenario, they vary as mentioned early (4)-(5) and c r = 0.03. The corresponding probability density VOLUME 8, 2020 function of the process noise z i−1 is attained by.
where σ 2 z = σ 2 z 0 + σ 2 z i . Increasing κ i leads to more frequent impulses:
B. ILLUSTRATIVE NUMERICAL SIMULATION
In this subsection, to illustrate the adaptive network performance, we provide some simulation examples in Figs. 7-9 , and we initialize all nodes with the parameter vectors w k,−1 = 0. All simulation curves are obtained by an average of 50 runs, and the number of repetitions for per simulation is set to 500. In addition, all results are obtained by taking the overall average of the network MSDs in 300 independent Monte Carlo runs.
1) THE EFFECT OF KERNEL SIZE ON THE MSD PERFORMANCE
In this subsubsection, to investigate the effect of kernel size on the MSD performance, we show the convergence curves of the proposed algorithm with different kernel size in Fig. 7 . Specifically, four kernel sizes β = {0.1, 0.5, 1.0, 1.5} are chosen, and all the other parameters remain unchanged to look into the performance of the proposed algorithm. According to the Fig. 7 , the best MSD performance of the proposed algorithm obtain by using a large kernel size. Thus, we conclude that a larger size is able to efficiently aggregate dynamic nodes of different tasks on the network. 
2) THE EFFECT OF COMBINATION RULE ON THE MSD PERFORMANCE
For comparison aims, the properties for uniform, metropolis, laplacian combination rule and the proposed in this work are presented (see Table 3 ). In addition, the MSD performances for diffusion strategy with the above five combination rules are depicted in Fig. 8 . It can be found that since uniform, metropolis and laplacian cooperation rules simply deal with the estimates from the neighbors without reasonable error penalty, these cooperation rules algorithms introduce biases that cause them to provide lower performance. In comparison, since in our work nodes with the different task are prevented to cooperate with each other in non-stationary environments, the proposed algorithm with cooperation policy based on an adaptive MCC combination weight attains a superior MSD learning performance.
3) THE MSD PERFORMANCE FOR DIFFERENT CLUSTERING ALGORITHMS
In order to investigate the estimated performance of our proposed algorithm, we compare it with the diffusion LMS introduced in previous study [26] by their MSD learning curves, over a dynamic multi-task network. In more detail, the algorithms that need to be compared are as follows: diffusion LMS (d-LMS) with the cooperation policy over multi-task networks [26] , non-cooperative LMS (NC-LMS), the proposed diffusion algorithm over MCC (D-MCC). The MSD learning curves of the above three algorithms are depicted in Fig. 9 . From Fig. 9 , we can find that the proposed algorithm has a superior performance in comparison with the other two algorithms. In another word, the proposed algorithm can distinguish the tasks well for clustering, resulting in a better MSD learning performance in comparison with diffusion LMS in previous work. 
C. ADAPTIVE CLUSTERING OVER TIME-VARYING MODEL
In the subsection, under the assumption that all nodes have no prior knowledge about the clusters, clustering effects of the proposed method in the following two scenarios are illustrated. Scenario 1: The location coordinates of nodes in network fluctuate is gentle (the network structure changes slightly, i.e., σ 2 h = 0.01), then for zero-mean Gaussian interference with κ i = 0 and σ 2 z i = 0.5, the task of nodes does not switch and cannot evolve to exceptions. Scenario 2: The location coordinates of nodes in network fluctuate is dramatic (the network structure changes wildly, i.e., σ 2 h = 1), then for Impulse interference with and σ 2 z i = 10 3 , the task of nodes is switched and abnormal.
1) SCENARIO 1 (NO TASK SWITCHING OR EXCEPTION)
In the first scenario, the network node position fluctuates slightly, and it suffers from constrained Gaussian interference. After approximate 400 iterations of MSD curves, The clustering decision of the proposed algorithm does not change with time. The neighboring links within the same cluster are active whereas the neighboring links, which come from different clusters, are dropped. Fig. 10 illustrates the resulting topology when the network is in steady-state. It can be seen that the underlying topology as shown in Fig. 5 is pruned and divided into three disjoint subnetworks. This result implies that the proposed clustering strategy can suppress the interference between clusters. From the simulation results, we find that there is no task switching or exception when the nodes are under Gaussian interference with small constraint. The MSD learning curves for the proposed clustering algorithm consisting of the recursions NC-LMS and D-MCC are plotted in Fig. 11 . It is obvious that three clusters take MCC cooperation clustering policy to improve their MSD performance on average.
2) SCENARIO 2 (TASK SWITCHING AND EXCEPTION)
In the second scenario, the network node position fluctuates wildly, and it suffers from Impulse interference. VOLUME 8, 2020 After approximate 400 iterations of MSD curves, similarly, the clustering decision of the proposed algorithm does not change with time. In addition, the neighboring links within the same cluster are active, whereas the neighboring links that come from different clusters, are dropped. Fig. 12 illustrates that the three subnetworks are themselves connected when network is at steady-state. There is a similar implied result with scenario 1 that the proposed clustering strategy can suppress the interference between clusters. From Fig. 12 , we can see that there are task switching and exceptions when the nodes are Impulse interference. The MSD learning curves for the proposed clustering algorithm consisting of the recursions NC-LMS and D-MCC are plotted in Fig. 13 . Obviously, the proposed algorithm for recursion D-MCC has a superior performance in comparison with recursion NC-LMS. Additionally, comparing Fig. 11 and Fig. 13 , we can find that the MSD performance of the proposed algorithm decreases with increasing noise.
In our work, we mainly focus on realistic wireless sensor networks, and then consider dynamic multi-task networks. When the network topology changes randomly, the neighbor domain of the network node changes, and at the same time, the communication power consumption of the network node gradually decreases. In order to complete the network communication, the node switches to a task with relatively low consumption. Therefore, the network we have considered in this article is general and has certain applicability in other more complex networks, such as multi-agent networks, complex networks, and wireless sensor networks, etc. For details, see references [40] , [43] , [44] VI. CONCLUSION In this paper, we consider a dynamic non-stationary multitask network where nodes are constrained by communication power consumption and external interference. To solve the multi-task problems, we develop a distributed adaptive clustering strategy based on MCC, which can enable nodes that get a similar normal task to have a collaboration with each other, and nodes that have discommoned or abnormal tasks are prevented from collaborating. The clustering approach can be used not only to segment heterogeneous networks to enhance intra-cluster collaboration and suppress cross-cluster interference, but also to prevent intrusions or interference by isolating abnormal tasks from normal tasks for homogeneous networks. In addition, we simulate a variety of scenarios and examine the estimated performance and clustering effect of the proposed algorithm.
APPENDIX
Let ϑ k,i = w • k − w k,i , At each instant i, following the expression (23), we can give the instantaneous MSD at node k by
Because the matrix C is assumed left-stochastic in (9), the expression (32) can be rewritten as
Let ψ k be the matrix at each node k with ( , p)-th entry defined as
Let c k = [c 1k , . . . , c Nk ] T . Minimizing (33) for node k at time i, subject to left-stochasticity of C and c k = 0 for / ∈ N k , can be formulated as follows:
min c T k ψ k c k subject to 1 T N c k = 1, c k ≥ 0,
Generally, since ψ k and w • k are unknown, it is impossible to solve (35) at each node k. Thus, we use an approximation for w • k to approximate matrix ψ k , and to drop its off-diagonal entries in order to make the problem tractable. The resulting problem is as follows:
with w k,i−1 some approximation for w • k . The objective function shown above has the natural interpretation of penalizing the combination weight c k assigned by node to node k if the local estimate at node is far from the objective at node k. The solution to this problem is given by 
