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Abstract
We consider the problem of stability estimate of the inverse problem of determining the magnetic field
entering the magnetic Schrödinger equation in a bounded smooth domain of Rn with input Dirichlet data,
from measured Neumann boundary observations. This information is enclosed in the dynamical Dirichlet-
to-Neumann map associated to the solutions of the magnetic Schrödinger equation. We prove in dimension
n  2 that the knowledge of the Dirichlet-to-Neumann map for the magnetic Schrödinger equation mea-
sured on the boundary determines uniquely the magnetic field and we prove a Hölder-type stability in
determining the magnetic field induced by the magnetic potential.
© 2009 Elsevier Inc. All rights reserved.
Keywords: Stability estimate; Schrödinger inverse problem; Magnetic field; Dirichlet-to-Neumann map
1. Introduction
In this paper we study an inverse problem for the dynamical Schrödinger equation in the pres-
ence of a magnetic potential. Such an equation appears naturally in some mathematical models
related to certain quantum dynamical systems. We shall consider the physically important case
of a real valued magnetic potential. We will see below that in this case one has conservation of
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162 M. Bellassoued, M. Choulli / Journal of Functional Analysis 258 (2010) 161–195charge. The dynamical Schrödinger equation plays also an important role in geometry. We refer
to [42] and references therein for more details.
Throughout this paper we assume that Ω is an open bounded subset of Rn, n  2, with C∞
boundary Γ . Given T > 0, we consider the following initial boundary value problem (IBVP
in short) for the Schrödinger equation with a magnetic potential, where Q = (0, T ) × Ω and
Σ = (0, T )× Γ , {
(i∂t +A)u = 0, in Q,
u(0, ·) = 0, in Ω,
u = f, on Σ,
(1.1)
where
A =
n∑
j=1
(∂j + iaj )2 = + 2iA · ∇ + i div(A)− |A|2.
Here A = (aj )1jn ∈ W 1,∞(Ω;Rn) is the magnetic potential. We may define the operator
ΛA(f ) = (∂ν + iA · ν)u, f ∈ L2(Σ),
where ν = ν(x) denotes the unit outward normal to Γ at x. We call ΛA the Dirichlet-to-Neumann
map (DN map in short) associated to the IBVP (1.1).
We consider the inverse problem to know whether the DN map ΛA determines uniquely the
magnetic potential A.
First of all, let us observe that there is an obstruction to uniqueness. In fact as it was noted
in [19], the DN map is invariant under the gauge transformation of the magnetic potential.
Namely, given Ψ ∈ C1(Ω) such that Ψ |Γ = 0 one has
e−iΨ AeiΨ = A+∇Ψ , e−iΨ ΛAeiΨ = ΛA+∇Ψ , (1.2)
and ΛA = ΛA+∇Ψ . Therefore, the magnetic potential A cannot be uniquely determined by the
DN map ΛA. From a geometric view point this can be seen as follows. The vector field A defines
the connection given by the one form αA =∑nj=1 aj dxj , and the non-uniqueness manifested in
(1.2) says that the best we could hope to reconstruct from the DN map ΛA is the 2-form called
the magnetic field dαA given by
dαA =
n∑
i,j=1
(
∂ai
∂xj
− ∂aj
∂xi
)
dxj ∧ dxi.
Physically, our inverse problem consists in determining the magnetic field dαA induced by the
magnetic potential A of an inhomogeneous medium by probing it with disturbances generated
on the boundary. The data are responses of the medium to these disturbances which are measured
on the boundary and the goal is to recover the magnetic field dαA which describes the property
of the medium. Here we assume that the medium is quiet initially and f is a disturbance which
is used to probe the medium. Roughly speaking, the data is (∂ν + iν · A)u measured on the
boundary for different choices of f .
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in a Schödinger equation in a domain with obstacles, from the DN map was proved by Eskin [21].
The main ingredient in his proof is the construction of geometric optics solutions. In [1], Avdonin
et al. use the so-called BC (boundary control) method to prove that the DN map determines the
time-independent electrical potential in a one dimensional Schrödinger equation.
The problem of stability in determining the time-independent potential in a Schödinger equa-
tion from a single boundary measurement was studied by Baudouin and Puel [2]. They establish
Lipschitz stability estimate by a method based essentially on an appropriate Carleman inequality.
More recently, Mercado, Osses and Rosier [35] improved the results in [2]. In both above men-
tioned papers, the main assumption is that the part of the boundary where the measurement is
made must satisfy a geometric condition (related to geometric optics condition insuring observ-
ability). Recently, we showed [6] that this geometric condition can be relaxed provided that the
potential is known near the boundary. The key idea was the following: we used an FBI transform
to change the Schödinger equation near the boundary into a heat equation for which we have a
useful Carleman inequality involving a boundary term and without any geometric condition.
In recent years significant progress has been made for the problem of identifying the electrical
potential. In [39], Rakesh and Symes prove that the DN map determines uniquely the time-
independent potential in a wave equation. Ramm and Sjöstrand [40] has extended the result
in [39] to the case of time-dependent potentials. Isakov [25] has considered the simultaneous
determination of a zeroth order coefficient and a damping coefficient. A key ingredient in the
existing results is the construction of complex geometric optics solutions of the wave equation,
concentrated along a line, and the relationship between the hyperbolic DN map and the X-ray
transform play a crucial role.
In [5], Bellassoued and Benjoud use complex geometric optics solutions concentrating near
lines in any direction to prove that the DN map determines uniquely the magnetic field induced by
a magnetic potential in a magnetic wave equation. In this work, the DN map gives an equivalent
information to the responses on the whole boundary for all possible input disturbances.
Cipolatti and Lopez [16] consider the inverse problem of recovering the time-independent
damping coefficient in a wave equation from the DN map. They prove Lipschitz or Hölder sta-
bility. Moreover in [16] it is proved that if an unknown coefficient belongs to a given finite
dimensional vector space, then the uniqueness follows by a finite number of measurements on
the whole boundary.
All results mentioned above are concerned with the full data, i.e., measurements are made on
the whole boundary. The uniqueness by a local DN map is well solved (e.g., Belishev [3], Eskin
[18–20], Eskin and Ralston [22], Katchlov, Kurylev and Lassas [28], Kurylev and Lassas [31]).
The stability estimates in the case where the DN map is considered on the whole lateral boundary
were established in Cipolatti and Lopez [16], Stefanov and Uhlmann [43], Sun [44]. However
the stability by a local DN map is not discussed comprehensively. For it, see Isakov and Sun [27]
where a local DN map yields a stability result in determining a coefficient in a subdomain.
For the DN map for an elliptic equation, the paper by Calderón [11] is a pioneering work. We
also refer to Bukhgeim and Uhlamnn [10], Hech and Wang [23], Salo [41] and Uhlmann [46] as
a survey. In [17] Dos Santos Ferreira, Kenig, Sjostrand, Uhlmann prove that the knowledge of
the Cauchy data for the Schrödinger equation in the presence of magnetic potential, measured on
possibly very small subset of the boundary, determines uniquely the magnetic field. In [45], Tzou
proves a log log-type estimate which show that the magnetic field and the electric potential of the
magnetic Schrödinger equation depends stably on the DN map even when the boundary measure-
ment is taken only on a subset that is slightly larger than the half of the boundary. In [15], Cheng
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regularized solutions.
As for results by a finite number of data of DN map, see Bellassoued, Jellali and Yamamoto
[7,8], Cheng and Nakamura [14], Cipolatti and Lopez [16], Rakesh [38]. There are many other
works on DN maps and our references are far from being complete. See also Cardoso and Men-
doza [12], Rachele [37], Uhlmann [46] as related papers.
Let us mention that the method using Carleman inequalities was initiated by Bukhgeim and
Klibanov [9]. Furthermore, as for applications of Carleman estimates to inverse problems, we can
refer to Bellassoued [4], Imanuvilov and Yamamoto [24], Isakov [26], Klibanov [29], Klibanov
and Timonov [30,33]. Most of those papers treat the determination of spatially varying functions
by a single measurement. As for observability inequalities by means of a Carleman estimate,
see [30].
In the present paper, we prove a Hölder-type estimate which shows that a magnetic field
induced by a magnetic potential depends stably on the DN map.
We organize this paper as follows. We state our main results, Theorem 2.1 and its corollary,
in Section 2. We collect in Section 3 all the results on the initial-boundary value problem for
the magnetic Schrödinger equation that are needed in the analysis of our inverse problem. In
Section 4 we construct the so-called geometric optics solutions to the magnetic Schrödinger
equation. These solutions constitute the main ingredient in our proof of stability estimate for
the inverse problem. We establish in Section 5 a preliminary technical estimate that we use in
Section 6 to prove a stability estimate for the X-ray transform of some functions related to our
problem. Finally, we complete the proof of Theorem 2.1 and its corollary in Section 7.
2. Stability estimate
We first need to define the notion of a solution in the transposition sense of the IBVP (1.1).
To this end, we introduce the following subspace of H 2,1(Q) = {u ∈ L2(Q); ∂iu, ∂ij u, ∂tu ∈
L2(Q)}
X (Q) = {v ∈ H 2,1(Q);v(T , ·) = 0, v = 0 on Σ}.
We define on X (Q) the following bounded antilinear form
(v) =
∫
Σ
f ∂νv, v ∈ X (Q).
Usually, the transposition solution is defined by duality. We proceed as follows. If u ∈ H 2,1(Q)
is a solution of (1.1) then multiplying the first equation of (1.1) by v ∈ X (Q), we find, by using
an integration by parts with respect to the variable t and Green’s formula with respect to the
variable x, ∫
Q
u(i∂t +A)v = (v), v ∈ X (Q). (2.1)
Suppose that we can show that for any ϕ ∈ L2(Q), there exists v ∈ X (Q) such that
(i∂t +A)v = ϕ and |(v)|  C‖ϕ‖L2(Q). In this case one can extend  (by using the Hahn–
Banach extension theorem) to a bounded antilinear form on L2(Q). Therefore, we find (think
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do this for Schrödinger type equations. In fact to solve Schrödinger type equations we need more
than L2(Q) regularity for the non-homogenous term. To overcome this difficulty, we have to
replace (2.1) by a weaker form: 〈
u, (i∂t +A)v
〉
H ′,H = (v)
with v is in some appropriate space, where H is a subspace of L2(Q) and 〈·,·〉 is the duality pair-
ing between H and H ′. In the next section we show that we can choose H = H 10 (0, T ;L2(Ω)).
More precisely, we prove that the IBVP (1.1) has a unique transposition solution u = u(f ) ∈
H−1(0, T ;L2(Ω)) and, in addition, the mapping f → ∂νu(f ) define a bounded operator from
L2(Σ) into H−1(0, T ;H−3/2(Γ )). We then define the DN map
ΛA(f ) = (∂ν + iA · ν)u, f ∈ L2(Σ).
Clearly ΛA ∈ B(L2(Σ),H−1(0, T ;H−3/2(Γ ))), where B(L2(Σ),H−1(0, T ;H−3/2(Γ ))) is
the Banach space of linear bounded operators from L2(Σ) into H−1(0, T ;H−3/2(Γ )).
In the sequel the norm of ΛA in B(L2(Σ),H−1(0, T ;H−3/2(Γ ))) will denoted by ‖ΛA‖.
We now introduce the following subset of W 1,∞(Ω;Rn), where ∇A = ∇ + iA,
A = {A ∈ W 1,∞(Ω;Rn);ϕ → |||∇Aϕ|||L2(Ω) defines an equivalent norm on H 10 (Ω)}.
In Lemma 3.1 below we give a characterization of this set.
The main result of this paper can be stated as follows
Theorem 2.1. Let M > 0 be a given constant and A1, A2 ∈ W 3,∞(Ω;Rn) ∩ A such that
‖Ai‖W 3,∞ M , i = 1,2. We assume that A1 = A2 and ∂jA1 = ∂jA2 on Γ . Then there exists
a constant C > 0, depending only on A1, M , Ω , T and n, such that
‖dαA1 − dαA2‖H−1(Ω)  C‖ΛA1 −ΛA2‖κ ,
where κ = ( 32n+ 15)−1.
By Theorem 2.1, we can readily derive the following stability estimate
Corollary 2.1. Let A1, A2 ∈ W 3,∞(Ω;Rn) ∩ A such that ‖Ai‖Hs(Ω) M , i = 1,2, where s >
n/2 + 3. We assume that A1 = A2 and ∂jA1 = ∂jA2 on Γ . Then there exists a constant C > 0,
depending only on A1, M , Ω , T and n, such that
‖dαA1 − dαA2‖L∞(Ω)  C‖ΛA1 −ΛA2‖κ
′
. (2.2)
Here κ ′ = κ(s−1−n/2)2s , where κ is as in the preceding theorem.
Our proof is inspired by techniques used by Bukhgeim and Uhlmann [10], Dos Santos Fer-
reira, Kenig, Sjostrand, Uhlmann [17] and Salo [41] for proving an uniqueness theorem related
to an inverse elliptic problem. Their idea in turn goes back to the earlier work of Calderón [11].
We note that, contrary to the elliptic case, geometric optics solutions interact with the interior of
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tions of the Schrödinger equation, concentrated along a line, starting on one side of the boundary,
and measure the responses of the medium on other side of the boundary. A response gives a line
integral of dαA.
3. The magnetic Schödinger equation
Even if they are not explicitly listed in literature, some of the results of this section are more
or less known. For sake of completeness, we give most of details.
Let Ω be as before. That is a bounded C∞ smooth domain of Rn with boundary Γ . We recall
that to A = (aj ) ∈ W 1,∞(Ω,Rn) we associated the operator
A =
n∑
j=1
(∂j + iaj )2.
We first observe that −A with the domain D(−A) = H 10 (Ω) ∩ H 2(Ω) is an unbounded
self-adjoint operator on L2(Ω). This can be easily seen from Green’s formula. Indeed, if
u,v ∈ D(−A) then∫
Ω
−Auv dx = −
∫
Ω
∑
j
(∂j + iaj )2uv dx
= −
∫
Ω
∑
j
(∂j + iaj )u(−∂j + iaj )v dx
= −
∫
Ω
∑
j
u(−∂j + iaj )2v dx
=
∫
Ω
u(−Av)dx.
The following lemma gives a characterization of the set A introduced in the previous section. We
recall that ∇A = ∇ + iA and we consider
V = {(v,w) ∈ H 10 (Ω)2;∇v = wA and ∇w = −vA}.
Lemma 3.1. The mapping u → ‖∇Au‖L2(Ω) defines a norm on H 10 (Ω), equivalent to the norm‖∇u‖L2(Ω) if and only if one of following conditions holds.
(i) 0 is not an eigenvalue of −A or 0 is an eigenvalue of −A and for each corresponding
eigenfunction u, (Re(u), Im(u)) /∈ V .
(ii) 1 is not an eigenvalue of the operator
TA =
(
(−0)−1 0
0 (− )−1
)( |A|2 −div(A)
div(A) |A|2
)0
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domain H 10 (Ω)∩H 2(Ω).
Proof. We have
|||∇Au|||L2(Ω)  |||∇u|||L2(Ω) + |||A|||L∞(Ω)‖u‖L2(Ω), u ∈ H 10 (Ω).
In view of Poincaré’s inequality, this estimate implies
|||∇Au|||L2(Ω)  C0|||∇u|||L2(Ω),
for some positive constant C = C(Ω, |||A|||L∞(Ω)).
Next, we claim that there exists a positive constant C1(Ω,A) such that
‖u‖L2(Ω)  C1|||∇Au|||L2(Ω), for all u ∈ H 10 (Ω) (3.1)
if one of conditions (i) and (ii) is satisfied. Otherwise, we find a sequence (uk) in H 10 (Ω) such
that ‖uk‖L2(Ω) = 1 and |||∇Auk|||L2(Ω) converges to 0. In particular (|∇uk|) is bounded in L2(Ω),
i.e. (uk) is bounded in H 10 (Ω). Therefore, (uk) converges strongly in L
2(Ω) to u ∈ L2(Ω) and
weakly in H 10 (Ω). Therefore ∇Au = 0. This condition implies: (a) that (Re(u), Im(u)) ∈ V and
Au = ∇A · ∇Au = 0; or (b) (v,w) = (Re(u), Im(u)) ∈ V and{
v = div(wA) = div(A)w + ∇w ·A = div(A)w − |A|2v,
w = div(−vA) = −div(A)w − ∇v ·A = −div(A)v − |A|2w.
It can be seen that this system is equivalent to (I − TA)
( v
w
)= 0. Hence, if (i) or (ii) is satisfied
then u = 0. But this contradicts the fact that ‖u‖L2(Ω) = limk→+∞ ‖uk‖L2(Ω) = 1.
Combining (3.1) with the following inequality
|||∇u|||L2(Ω)  |||∇Au|||L2(Ω) + ‖A‖L∞(Ω)‖u‖L2(Ω),
we find
‖∇u‖L2(Ω)  C2|||∇Au|||L2(Ω), for all u ∈ H 10 (Ω),
where C2 = C2(Ω,A) is some positive constant.
This completes the proof. 
We have seen above that the unbounded operator −A is self-adjoint. Therefore PA = −iA,
with D(PA) = D(−A) is skew-adjoint. Since D(PA) is dense in L2(Ω) we deduce from a clas-
sical result (see for instance [13]) that PA (and also −PA) generates on L2(Ω) a one-parameter
group of isometries (SA(t)).
Lemma 3.2.
(i) For each u0 ∈ H 1(Ω), |||∇ASA(t)u0|||L2(Ω) = |||∇Au0|||L2(Ω).0
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v(t) =
t∫
0
SA(t − s)f (s) ds.
Then v ∈ C([0, T ];H 10 (Ω)) and
‖v‖C([0,T ];H 10 (Ω))  ‖f ‖L1(0,T ;H 10 (Ω)).
(iii) Let M > 0 be a given constant, A1,A2 ∈ W 1,1(Ω,Rn)∩A such that |||A1−A2|||L∞(Ω) M .
Let f ∈ W 1,1(0, T ;L2(Ω)) with f (0) = 0. Then v given by
v(t) =
t∫
0
SA2(t − s)f (s) ds
(which belongs to C([0, T ];D(PA2))∩ C1([0, T ];L2(Ω))) satisfies: for all 0 <   1,∣∣∣∣∣∣∇v(t)∣∣∣∣∣∣
L2(Ω)  C
(
−1
∥∥f (t)∥∥
L1(0,T ;L2(Ω)) + 2
∥∥f ′(t)∥∥
L1(0,T ;L2(Ω))
)
,
where the constant C = C(A1,M) doesn’t depend on .
Proof. (i) We start with smooth u0. We assume that u0 ∈ D(P 2A). Therefore u(t) = SA(t)u0 ∈
C1([0,+∞[;D(PA)). We set
E(t) = 1
2
∫
Ω
∣∣∇Au(t)∣∣2 dx.
Then we have
E′(t) = 1
2
∫
Ω
[∇Au(t) · ∇Au′(t)+ ∇Au′(t)∇Au(t)]dx
= Re
(∫
Ω
∇Au′(t) · ∇Au(t) dx
)
= Re
(∫
Ω
−Au(t)u′(t) dx
)
= Re
(
i
∫ ∣∣u′(t)∣∣2 dx)= 0.
Ω
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E(t) = E(0) = 1
2
∫
Ω
|∇Au0|2 dx.
Next, let u0 ∈ H 10 (Ω) and let (uk0) be a sequence in D(P 2A) converging to u0 in H 10 (Ω). If
u(t) = SA(t)u0 and uk(t) = SA(t)uk0 then the preceding result leads∫
Ω
∣∣∇Auk(t)− ∇Aul(t)∣∣2 dx = ∫
Ω
∣∣∇Auk0 − ∇Aul0∣∣2 dx.
Since we have also ∫
Ω
∣∣uk(t)− ul(t)∣∣2 dx = ∫
Ω
∣∣uk0 − ul0∣∣2 dx,
we conclude that (uk) is a Cauchy sequence in C([0, T ];H 10 (Ω)). But we already know that (uk)
converges to u in C([0, T ];L2(Ω)). Consequently, u ∈ C([0, T ];H 10 (Ω)). Finally, passing to the
limit in the identity ∣∣∣∣∣∣∇ASA(t)uk0∣∣∣∣∣∣L2(Ω) = ∣∣∣∣∣∣∇Auk0∣∣∣∣∣∣L2(Ω),
we find ∣∣∣∣∣∣∇ASA(t)u0∣∣∣∣∣∣L2(Ω) = |||∇Au0|||L2(Ω).
(ii) As
∇Av(t) =
t∫
0
∇ASA(t − s)f (s) ds, (3.2)
we have, for small h > 0,
∇Av(t + h)− ∇Av(t) =
t+h∫
0
∇ASA(t + h− s)f (s) ds −
t∫
0
∇ASA(t − s)f (s) ds
=
t∫
0
∇ASA(t + h− s)f (s) ds −
t∫
0
∇ASA(t − s)f (s) ds
+
t+h∫
∇ASA(t + h− s)f (s) ds
t
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t∫
0
∇ASA(t − s)
[
SA(h)f (s)− f (s)
]
ds
+
t+h∫
t
∇ASA(t + h− s)f (s) ds.
This and (i) imply
∣∣∣∣∣∣∇Av(t + h)− ∇Av(t)∣∣∣∣∣∣L2(Ω) 
t∫
0
∣∣∣∣∣∣∇ASA(h)f (s)− ∇Af (s)∣∣∣∣∣∣L2(Ω)
+
t+h∫
t
∣∣∣∣∣∣∇Af (s)∣∣∣∣∣∣L2(Ω) ds.
Clearly the second term of the right-hand side in the last inequality converges to 0 as h tends
to 0. On the other hand, since t → ∇ASA(t)f (s) is continuous for a.e. s ∈ (0, T ), we deduce that
∇ASA(h)f (s) converges to ∇Af (s) for a.e. s ∈ (0, T ), as h tends to 0. Since∣∣∣∣∣∣∇ASA(h)f (s)− ∇Af (s)∣∣∣∣∣∣L2(Ω)  2∣∣∣∣∣∣∇Af (s)∣∣∣∣∣∣L2(Ω),
we can then apply the dominated convergence theorem to conclude that the first term of
the right-hand side converges also to 0 as h tends to 0. In the other words, we prove that
v ∈ C([0, T ];H 10 (Ω)). Finally, (3.2) and (i) lead
‖v‖C([0,T ];H 10 (Ω))  ‖f ‖L1(0,T ;H 10 (Ω)).
(iii) We have
v′(t) =
t∫
0
SA2(t − s)f ′(s) ds.
Therefore ∥∥v(t)∥∥
L2(Ω)  ‖f ‖L1(0,T ;L2(Ω))
and ∥∥v′(t)∥∥
L2(Ω)  ‖f ′‖L1(0,T ;L2(Ω)).
On the other hand, we have
v′(t) = iA v(t)+ f (t).2
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Ω
v′(t)v(t) dx = i
∫
Ω
∣∣∇A2v(t)∣∣2 dx + ∫
Ω
f (t)v(t) dx
= i
∫
Ω
∣∣∇A2v(t)∣∣2 dx + ∫
Ω
t∫
0
f ′(s)v(t) dx ds.
Hence ∣∣∣∣∣∣∇A2v(t)∣∣∣∣∣∣2L2(Ω)  ∥∥v(t)∥∥L2(Ω)∥∥v′(t)∥∥L2(Ω) + ∥∥f ′(t)∥∥L1(0,T ;L2(Ω))∥∥v(t)∥∥L2(Ω)
 2
∥∥f (t)∥∥
L1(0,T ;L2(Ω))
∥∥f ′(t)∥∥
L1(0,T ;L2(Ω)).
This and the elementary inequalities 2ab 2a2 + −2b2, √a + b√a + √b implies
∣∣∣∣∣∣∇A2v(t)∣∣∣∣∣∣L2(Ω)  2 ∥∥f (t)∥∥L1(0,T ;L2(Ω)) + 2∥∥f ′(t)∥∥L1(0,T ;L2(Ω)).
But ∣∣∣∣∣∣∇A1v(t)∣∣∣∣∣∣L2(Ω)  ∣∣∣∣∣∣∇A2v(t)∣∣∣∣∣∣L2(Ω) + |||A1 −A2|||L∞(Ω)∥∥v(t)∥∥L2(Ω)

∣∣∣∣∣∣∇A2v(t)∣∣∣∣∣∣L2(Ω) +M∥∥v(t)∥∥L2(Ω).
Therefore
∣∣∣∣∣∣∇A1v(t)∣∣∣∣∣∣L2(Ω)  2 ∥∥f (t)∥∥L1(0,T ;L2(Ω)) + 2∥∥f ′(t)∥∥L1(0,T ;L2(Ω)) +M∥∥f (t)∥∥L1(0,T ;L2(Ω))
 2 +M

∥∥f (t)∥∥
L1(0,T ;L2(Ω)) + 2
∥∥f ′(t)∥∥
L1(0,T ;L2(Ω)).
The conclusion follows then from the fact that w → |||∇A1w(t)|||L2(Ω) defines an equivalent norm
on H 10 (Ω). 
Let us introduce the mapping
S : L2(Ω)×L1(0, T ;L2(Ω))→ C([0, T ];L2(Ω)),
(u0, f ) → S (u0, f )(t) = SA(t)u0 +
t∫
0
SA(t − s)f (s) ds.
Let us recall that if (u0, f ) ∈ D(PA)× C([0, T ],D(PA)) then
S (u0, f ) ∈ C
([0, T ];D(PA))∩ C1([0, T ];L2(Ω)).
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H 1/2(Γ ))).
Theorem 3.1. The operator (u0, f ) ∈ D(PA) × C([0, T ],D(PA)) → ∂νS (u0, f ) ∈ L2(Σ) can
be extended to a bounded operator from H 10 (Ω)×L1(0, T ;H 10 (Ω)) into L2(Σ).
Proof. Since Ω is C∞-smooth, there exists γ ∈ C∞(Ω,Rn) such that γ = ν on Γ . We fix
(u0, f ) ∈ D(PA) × C([0, T ],D(PA)) and we set u = S (u0, f ). We will use the fact that u
is the solution of the following initial value problem.{
u′(t) = PAu(t)+ f (t) = iAu(t)+ f (t), t ∈ [0, T ],
u(0) = u0.
From the first equation in the initial value problem above, we obtain∫
Ω
u′(t)γ · ∇Au(t) dx =
∫
Ω
iAu(t)γ · ∇Au(t) dx +
∫
Ω
f (t)γ · ∇Au(t) dx.
We apply Green’s formula to the first term of the right-hand side of this identity. After some
elementary calculations, we get
Re
[
i
∫
Ω
u′(t)γ · ∇Au(t) dx
]
=
∫
Ω
(γ ′)t∇Au(t) · ∇Au(t) dx + 12
∫
Ω
γ · ∇(∣∣∇Au(t)∣∣2)dx
−
∫
Γ
∣∣∂νu(t)∣∣2 dσ + Re[i ∫
Ω
f (t)γ · ∇Au(t) dx
]
.
Here and henceforth, γ ′ = (∂lγk). But∫
Ω
γ · ∇(∣∣∇Au(t)∣∣2)dx = −∫
Ω
div(γ )
∣∣∇Au(t)∣∣2 dx + ∫
Γ
∣∣∂νu(t)∣∣2 dσ.
This identity follows also from Green’s formula. Therefore
Re
[
i
∫
Ω
u′(t)γ · ∇Au(t) dx
]
=
∫
Ω
(γ ′)t∇Au(t) · ∇Au(t) dx − 12
∫
Ω
div(γ )
∣∣∇Au(t)∣∣2 dx
− 1
2
∫
Γ
∣∣∂νu(t)∣∣2 dσ + Re[i ∫
Ω
f (t)γ · ∇Au(t) dx
]
.
Hence
Re
[
i
T∫ ∫
u′(t)γ · ∇Au(t) dx dt
]
0 Ω
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T∫
0
∫
Ω
(γ ′)t∇Au(t) · ∇Au(t) dx dt − 12
T∫
0
∫
Ω
div(γ
)∣∣∇Au(t)∣∣2 dx dt
− 1
2
T∫
0
∫
Γ
∣∣∂νu(t)∣∣2 dσ dt + Re[i T∫
0
∫
Ω
f (t)γ · ∇Au(t) dx dt
]
. (3.3)
We have
Re
[
i
T∫
0
∫
Ω
u′(t)γ · ∇Au(t) dx dt
]
= i
2
T∫
0
∫
Ω
[
u′(t)γ · ∇Au(t)− u′(t)γ · ∇Au(t)
]
dx dt.
But
u′(t)γ · ∇Au(t)− u′(t)γ · ∇Au(t) =
[
u′(t)γ · ∇u(t)− u′(t)γ · ∇u(t)]− i∑
j
aj
(∣∣u(t)∣∣2)′.
Consequently
Re
[
i
T∫
0
∫
Ω
u′(t)γ · ∇Au(t) dx dt
]
= i
2
T∫
0
∫
Ω
[
u′(t)γ · ∇u(t)− u′(t)γ · ∇u(t)]dx dt
+ 1
2
∫
Ω
∑
j
aj
(∣∣u(T )∣∣2 − ∣∣u(0)∣∣2). (3.4)
We now make an integration by parts with respect to the variable t . We find
T∫
0
∫
Ω
u′(t)γ · ∇Au(t) dx dt
=
∫
Ω
[
u(T )γ · ∇u(T )− u(0)γ · ∇u(0)]dx − T∫
0
∫
Ω
u(t)γ · ∇Au′(t) dx dt.
Once again, if we apply Green’s formula to the last term in the right-hand side in the identity
above then we get
T∫
0
∫
Ω
u′(t)γ · ∇Au(t) dx dt
=
∫ [
u(T )γ · ∇u(T )− u(0)γ · ∇u(0)]dx − T∫ ∫ div(u(t)γ )u′(t) dx dt
Ω 0 Ω
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∫
Ω
[
u(T )γ · ∇u(T )− u(0)γ · ∇u(0)]dx + T∫
0
∫
Ω
∇u(t) · γ u′(t) dx dt
+
T∫
0
∫
Ω
div(γ )u(t)u′(t) dx dt.
That is
T∫
0
∫
Ω
[
u′(t)γ · ∇Au(t)− ∇Au(t) · γ u′(t) dx dt
]= T∫
0
∫
Ω
div(γ )u(t)u′(t) dx dt
+
∫
Ω
[
u(T )γ · ∇u(T )− u(0)γ · ∇u(0)]dx.
This and (3.4) give
Re
[
i
T∫
0
∫
Ω
u′(t)γ · ∇Au(t) dx dt
]
= i
2
∫
Ω
[
u(T )γ · ∇u(T )− u(0)γ · ∇u(0)]dx
+ 1
2
∫
Ω
∑
j
aj
(∣∣u(T )∣∣2 − ∣∣u(0)∣∣2)dx
+ i
2
T∫
0
∫
Ω
div(γ )u(t)u′(t) dx dt. (3.5)
In this identity, we replace in the last term of the right-hand side u′(t) by iAu(t) + f (t). That
is we have
T∫
0
∫
Ω
div(γ )u(t)u′(t) dx dt =
T∫
0
∫
Ω
div(γ )u(t)iAu(t) dx dt +
T∫
0
∫
Ω
div(γ )u(t)f (t) dx dt.
A simple application of Green’s formula leads
T∫
0
∫
Ω
div(γ )u(t)Au(t) dx dt = −
T∫
0
∫
Ω
div(γ )
∣∣∇Au(t)∣∣2 dx dt
−
T∫ ∫
u(t)∇A
(
div(γ )
) · ∇Au(t) dx dt.
0 Ω
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T∫
0
∫
Ω
div(γ )u(t)u′(t) dx dt = −i
T∫
0
∫
Ω
div(γ )
∣∣∇Au(t)∣∣2 dx dt
−
T∫
0
∫
Ω
u(t)∇A
(
div(γ )
) · ∇Au(t) dx dt
+
T∫
0
∫
Ω
div(γ )u(t)f (t) dx dt.
This identity, combined with (3.5), implies
Re
[
i
T∫
0
∫
Ω
u′(t)γ · ∇Au(t) dx dt
]
= i
2
∫
Ω
[
u(T )γ · ∇u(T )− u(0)γ · ∇u(0)]dx
+ 1
2
∫
Ω
∑
j
aj
(∣∣u(T )∣∣2 − ∣∣u(0)∣∣2)
+ 1
2
T∫
0
∫
Ω
div(γ )
∣∣∇Au(t)∣∣2 dx dt
− i
2
T∫
0
∫
Ω
u(t)∇A
(
div(γ )
) · ∇Au(t) dx dt
+ i
2
T∫
0
∫
Ω
div(γ )u(t)f (t) dx dt. (3.6)
We deduce by comparing (3.3) and (3.6)
T∫
0
∫
Γ
∣∣∂νu(t)∣∣2 dσ dt = 2 T∫
0
∫
Ω
(γ ′)t∇Au(t) · ∇Au(t) dx dt
+
T∫
0
∫
Ω
u(t)∇A
(
div(γ )
) · ∇Au(t) dx dt
− i
∫ [
u(T )γ · ∇u(T )− u(0)γ · ∇u(0)]dxΩ
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∫
Ω
∑
j
aj
(∣∣u(T )∣∣2 − ∣∣u(0)∣∣2)+ T∫
0
∫
Ω
u(t)∇(div(γ )) · ∇u(t) dx dt
− i
T∫
0
∫
Ω
div(γ )u(t)f (t) dx dt − 2 Re
[ T∫
0
∫
Ω
if (t)γ · ∇Au(t) dx dt
]
.
In view of Lemma 3.2, it follows from this identity that there exists a constant C = C(Ω,A)
such that
‖∂νu‖L2(Σ)  C
(‖u0‖H 10 (Ω) + ‖f ‖L1(0,T ;H 10 (Ω))).
We complete the proof by noting that D(PA) × C([0, T ],D(PA)) is dense in H 10 (Ω) ×
L1(0, T ;H 10 (Ω)). 
Our proof of Theorem 3.1 was inspired by that of Machtyngier [34] (see also Baudouin and
Puel [2]). The original idea goes back to Lasiecka, Lions and Triggiani [32], where they prove
the same result for a wave IBVP.
Corollary 3.1. The operator (u0, f ) ∈ D(PA) × C1([0, T ];L2(Ω)) → ∂νS (u0, f ) ∈ L2(Σ)
can extended to a bounded operator from H 10 (Ω)×W 1,1(0, T ;L2(Ω)) into L2(Σ).
Proof. Let (u0, f ) ∈ H 10 (Ω)×W 1,1(0, T ;L2(Ω)) into L2(Σ). We split u = S (u0, f ) into two
terms u = v +w, where v = S (u0,0) and w = S (0, f ). From Theorem 3.1, ∂νv ∈ L2(Σ) and
‖∂νv‖L2(Σ)  C0‖u0‖H 10 (Ω), (3.7)
for some positive constant C0 = C0(Ω). On the other hand, we know that
w ∈ C1([0, T ];L2(Ω))∩ C([0, T ];D(PA))
and
PAw = w′(t)− f (t) = SA(t)f (0)+
t∫
0
SA(s)f
′(t − s) ds − f (t).
Therefore ∥∥Aw(t)∥∥L2(Ω)  C1‖f ‖W 1,1(0,T ;L2(Ω)),
for some positive constant C1 = C1(T ).
Furthermore, if we fix λ not being in the spectrum of A then from the classical elliptic
estimate we have
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H 2(Ω)  C2
∥∥(A − λ)w(t)∥∥L2(Ω)
 C2
(∥∥Aw(t)∥∥L2(Ω) + |λ|∥∥w(t)∥∥L2(Ω)), t ∈ [0, T ],
where C2 = C2(Ω,A) is a positive constant.
But, we already proved ∥∥Aw(t)∥∥L2(Ω)  C1‖f ‖W 1,1(0,T ;L2(Ω)).
Since ∥∥w(t)∥∥
L2(Ω)  ‖f ‖L1(0,T ;L2(Ω)),
we get ∥∥w(t)∥∥
H 2(Ω)  C3‖f ‖W 1,1(0,T ;L2(Ω)), t ∈ [0, T ].
Here C3 = C3(Ω,A,T ) is a positive constant. This and the fact that the trace operator ϕ ∈
H 2(Ω) → ∂νϕ ∈ L2(Γ ) is bounded imply
‖∂νw‖L2(Σ)  C4‖f ‖W 1,1(0,T ;L2(Ω)), (3.8)
for some positive constant C4 = C4(Ω,A,T ).
Finally, a combination of (3.7) and (3.8) leads
‖∂νu‖L2(Σ)  C5
(‖u0‖H 10 (Ω) + ‖f ‖W 1,1(0,T ;L2(Ω))),
where C5 = C5(Ω,A,T ) is a positive constant. 
Theorem 3.1 and Corollary 3.1 are still valid if we replace the mapping S by the following
one
S˜ : L2(Ω)×L1(0, T ;L2(Ω))→ C([0, T ];L2(Ω)),
(uT , f ) → S˜ (uT , f )(t) = SA(−T + t)uT +
−T+t∫
0
SA(−T + t − s)f (s + T )ds.
We note that v(t) = S˜ (uT , f )(t) is nothing more than the weak solution for the backward
Schrödinger equation for the magnetic laplacian with Dirichlet boundary condition, or, equiva-
lently, the mild solution of the following Cauchy problem
{
v′(t) = PAv(t)+ f (t), t ∈ (0, T ),
v(T ) = uT .
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the IBVP (1.1). We fix f ∈ L2(Σ). From Corollary 3.1, we deduce, since H 10 (0, T ;L2(Ω)) is a
subspace of W 1,1(0, T ;L2(Ω)), that the operator
F ∈ H 10
(
0, T ;L2(Ω))→ ∂νv(F ) ∈ L2(Σ),
is bounded, where v(F ) = S (0,F ) ∈ C1([0, T ];L2(Ω)) ∩ C([0, T ];D(PA)). Hence the linear
form
F ∈ H 10
(
0, T ;L2(Ω))→ ∫
Σ
f ∂νv(F )dσ
is bounded. Therefore, there exists u ∈ H−1(0, T ;L2(Ω)) = (H 10 (0, T ;L2(Ω)))′ such that
〈u,F 〉H−1(0,T ;L2(Ω)),H 10 (0,T ;L2(Ω)) =
∫
Σ
f ∂νv(F )dσ, F ∈ H 10
(
0, T ;L2(Ω)).
Or equivalently
〈u,F 〉H−1(0,T ;L2(Ω)),H 10 (0,T ;L2(Ω)) =
∫
Σ
f ∂νv(F )dσ, F ∈ H 10
(
0, T ;L2(Ω)).
Moreover
‖u‖H−1(0,T ;L2(Ω)) = sup
{
Re
∫
Σ
f ∂νv(F )dσ ; ‖F‖H 10 (0,T ;L2(Ω)) = 1
}
 ‖f ‖L2(Σ).
But any v ∈ Y (Q), where
Y (Q) = {w ∈ C1([0, T ];L2(Ω))∩ C([0, T ];D(PA)); (i∂t +A)w ∈ H 10 (0, T ;L2(Ω))
and w(T , ·) = 0},
is such that v = v(F ) with F = (i∂t +A)v.
Therefore, we get
〈
u, (i∂t +A)v
〉
H−1(0,T ;L2(Ω)),H 10 (0,T ;L2(Ω)) =
∫
Σ
f ∂νv dσ, for each v ∈ Y (Q).
The solution u obtained in this way will be called the transposition solution of the IBVP (1.1).
Next we show how ∂νu can be defined as an element of H−1(0, T ;H−3/2(Γ )). To do so,
for ϕ ∈ H 10 (0, T ;H 3/2(Γ )), let ψ(t) ∈ H 2(Ω) be the unique solution of the following boundary
value problem {
ψ(t) = 0 in Ω,
ψ = ϕ(t) on Γ.
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From Green’s formula, if v is a sufficiently smooth function defined over Q then∫
Σ
∂νvϕ dσ dt =
∫
Q
vψ dx dt.
Inspired by this formula, we can define ∂νu as an element of H−1(0, T ;H−3/2(Γ )) by duality
in the following way, where we used that u ∈ H−1(0, T ;H−2(Ω)),
〈∂νu,ϕ〉H−1(0,T ;H−3/2(Γ )),H 10 (0,T ;H 3/2(Γ )) = 〈u,ψ〉H−1(0,T ;H−2(Ω)),H 10 (0,T ;H 2(Ω)).
Indeed, according one more time to the H 2 elliptic estimate, there exist a positive constant K =
K(Ω) such that
〈∂νu,ϕ〉H−1(0,T ;H−3/2(Γ )),H 10 (0,T ;H 3/2(Γ ))  ‖u‖H−1(0,T ;H−2(Ω))‖ψ‖H 10 (0,T ;H 2(Ω))
K‖u‖H−1(0,T ;H−2(Ω))‖ϕ‖H 10 (0,T ;H 3/2(Γ )).
Since ‖u‖H−1(0,T ;L2(Ω))  C‖f ‖L2(Σ), for some positive constant C, we get
‖u‖H−1(0,T ;H−2(Ω))  ‖u‖H−1(0,T ;L2(Ω))  C‖f ‖L2(Σ)
and then
〈∂νu,ϕ〉H−1(0,T ;H−3/2(Γ )),H 10 (0,T ;H 3/2(Γ )) KC‖f ‖L2(Σ)‖ϕ‖H 10 (0,T ;H 3/2(Γ )).
We summarize this in the following theorem.
Theorem 3.2. For any f ∈ L2(Σ), the IBVP (1.1) has a unique transposition solution u ∈
H−1(0, T ;L2(Ω)). In addition, the mapping
f → ∂νu
defines a bounded operator from L2(Σ) into H−1(0, T ;H−3/2(Γ )).
4. Geometric optics solutions
We construct geometric optics solutions for the magnetic Schrödinger equation.
Below, we shall make use the following Green’s formula. For A ∈ W 1,∞(Ω;Rn), the follow-
ing identity holds∫
Ω
(Auv − uAv)dx =
∫
Γ
(
(∂ν + iν ·A)uv − u(∂ν + iν ·A)v
)
dσ, (4.1)
for all u,v ∈ H 1(Ω) such that u,v ∈ L2(Ω).
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w(0, x) = 0, x ∈ Ω and w(t, x) = 0, (t, x) ∈ Σ. (4.2)
Let h be defined on Σ be such that h = H|Σ , where H ∈ C1([0, T ];L2(Ω))∩ C([0, T ];H 2(Ω))
is such that (i∂t +A)H ∈ C([0, T ];D(PA)). From the results in Section 3, we can easily deduce
that there exists a unique solution u1 ∈ C1([0, T ];L2(Ω)) ∩ C([0, T ];H 2(Ω)) of the following
backward magnetic Schrödinger IBVP{
(i∂t +A)u1 = 0 in Q,
u1(T , ·) = 0 in Ω,
u1 = h on Σ.
(4.3)
w and u1 being as above, we have the following identity∫
Q
(i∂tw +Aw)u1 dx dt =
∫
Q
w(i∂tu1 +Au1) dx dt −
∫
Σ
(∂ν + iν ·A)wu1 dσ dt
= −
∫
Σ
(∂ν + iν ·A)wu1 dσ dt. (4.4)
In fact, in order to prove (4.4), we use (4.2), (4.3) and we apply Green’s formula (4.1) to the
left-hand side of (4.4).
Let R > 0 such that Ω ⊂ B(0,R) and we set
DR = B(0,R + 1)\B(0,R).
Let φ ∈ C∞0 (Rn) such that
supp(φ) ⊂DR. (4.5)
In the sequel we assume σ > 2R+1
T
. Then
suppφ ∩Ω = ∅, (suppφ − σT ω)∩Ω = ∅, (suppφ + σT ω)∩Ω = ∅1,
∀ω ∈ Sn−1. (4.6)
We note that the function Φ given by
Φ(t, x) = φ(x − tω)
solves in R×Rn the transport equation
(∂t +ω · ∇)Φ(t, x) = 0.
1 Indeed, if x ∈ (suppφ − σT ω) then x is of the form x = y − σT ω with y ∈ suppφ. Therefore ‖x‖ σT − ‖y‖ >
2R + 1 − ‖y‖. Or suppφ ⊂ B(0,R + 1). Hence ‖x‖ > R. This implies that x /∈ Ω because Ω ⊂ B(0,R). Similarly we
prove (suppφ + σT ω)∩Ω = ∅.
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b(t, x) = exp
(
−i
t∫
0
ω ·A(x − sω)ds
)
,
where we extended A by 0 outside Ω . We have
ω · ∇b = −ib
t∫
0
∑
k
ωk
∑
j
ωj ∂j ak(x − sω)ds = ib
∑
k
ωk
t∫
0
d
ds
ak(x − sω)
= iω ·A(x − tω)b − iω ·Ab = −∂tb − iω ·Ab.
Therefore b satisfies
(∂t +ω · ∇A)b = (∂t +ω · ∇ + iω ·A)b = 0.
For ω ∈ Sn−1, we consider the following subspace of H 2(Rn)
H2ω(DR) =
{
φ ∈ H 2(Rn);ω · ∇φ ∈ H 2(Rn) and supp(φ) ⊂DR}.
This space is equipped with its natural norm. Namely
Nω(φ) = ‖φ‖H 2(Rn) + ‖ω · ∇φ‖H 2(Rn).
In the rest of this paper we assume that σ  1.
We prove in the present section the following lemma.
Lemma 4.1. Fix ω ∈ Sn−1 and let A ∈ W 3,∞(Ω;Rn)∩ A. If φ ∈ H2ω(DR) then
(i∂t +A)u = 0, (t, x) ∈ Q,
has a solution of the form
u(t, x) = Φ(2σ t, x)b(2σ t, x)eiσ (x·ω−σ t) +ψσ (t, x)
satisfying
u ∈ C1([0, T ];L2(Ω))∩ C([0, T ];H 2(Ω)),
where ψσ satisfies
ψσ = 0, for all (t, x) ∈ Σ
and
ψσ (0, x) = 0, x ∈ Ω.
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σ‖ψσ‖L2(Q) + ‖∇ψσ‖L2(Q)  CNω(φ) (4.7)
where C is a constant depending only on Ω , T , n and A.
We have a similar result by replacing above ψσ (0, ·) = 0 by ψσ (T , ·) = 0.
Proof. For simplicity, we use the following notations in this proof.
Eσ (x, t) = eiσ (x·ω−σ t) and ϕσ (t, x) = Φ(2σ t, x)b(2σ t, x).
Clearly, ψσ must be a solution of the following IBVP{
(i∂t +A)ψ = G, in Q,
ψ(0, ·) = 0, in Ω,
ψ = 0, on Σ,
(4.8)
where G = −(i∂t +A)(Eσϕσ ).
Since Eσ and ϕσ are the respective solutions of the following two equations
(i∂t +A)E =
(−2σω ·A− |A|2 + i div(A))E,
(∂t + 2σ · ∇ + 2iσω ·A)ϕ = 0,
we deduce that G = EσAϕσ .
By our assumptions G ∈ H 10 (0, T ;L2(Ω)). Therefore, by the results in Section 3, the IBVP
(4.8) has a unique solution
ψσ ∈ C1
([0, T ];L2(Ω))∩C([0, T ];H 2(Ω)∩H 10 (Ω))
and
‖ψσ‖L2(Q)  C
T∫
0
∥∥G0(2σ t, ·)∥∥L2(Ω) dt
 C
σ
∫
R
∥∥G0(s, ·)∥∥L2(Ω) ds
 C
σ
‖φ‖H 2(Rn).
Here G0 = Aϕσ . Moreover, in view of (iii) of Lemma 3.2, we have for any  > 0,
∥∥∇ψσ (t)∥∥L2(Ω)  Cε
T∫
0
(
σ 2
∥∥G0(2σ t, ·)∥∥L2(Ω) + σ∥∥∂tG0(2σ t, ·)∥∥L2(Ω))dt
+ ε−1
T∫ ∥∥G0(2σ t, ·)∥∥L2(Ω) dt.0
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∥∥∇ψσ (t)∥∥L2(Ω)  C(∫
R
∥∥G0(s, ·)∥∥L2(Ω) ds + ∫
R
∥∥∂tG0(s, ·)∥∥L2(Ω) ds)
 C
(‖φ‖H 2(Rn) + ‖ω · ∇φ‖H 2(Rn)). (4.9)
The proof is complete. 
5. Preliminary estimate
Let ω ∈ Sn−1 and A1,A2 ∈ W 3,∞(Ω;Rn)∩ A be given such that ‖Aj‖W 3,∞ M . We set
A = A2 −A1 and for ω ∈ Sn−1, b(t, x) = (b2b1)(t, x) = exp
(
−i
t∫
0
ω ·A(x − sω)ds
)
.
Here
bj (t, x) = exp
(
−i
t∫
0
ω ·Aj(x − sω)ds
)
, j = 1,2.
Since A1 − A2 = 0 on Γ , the zero extension of A outside Ω , still denoted by A, belongs to
H 1(Rn). Therefore we can consider dαA as a function in L2(Rn) supported in Ω .
Lemma 5.1. We assume that σ > 2R/T . Then there exists a constant C = C(A1,M) > 0 such
that for any ω ∈ Sn−1 and φ1, φ2 ∈ H2ω(DR) the following estimate holds
∣∣∣∣∣
T∫
0
∫
Rn
σω ·A(x)(φ2φ1)(x − 2σ tω)b(2σ t, x) dx dt
∣∣∣∣∣
 C
(
σ 2‖ΛA1 −ΛA2‖ + σ−1
)Nω(φ1)Nω(φ2).
Proof. Let φ2 ∈ H2ω(DR). Then Lemma 4.1 guarantees the existence of the geometric optics
solution u2 of the equation
(i∂t +A2)u = 0 in Q,
of the form
u2(t, x) = Φ2(2σ t, x)b2(2σ t, x)eiσ (x·ω−σ t) +ψ2,σ (t, x),
where ψ2,σ satisfies
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ψ2,σ = 0, on Σ,
ψ2,σ (0, ·) = 0, in Ω, (5.1)
and
u2 ∈ C1
([0, T ];L2(Ω))∩ C([0, T ];H 2(Ω)).
We note that according to (iii) of Lemma 3.2, the constant C in (5.1) can be chosen independent
on A2, but can depend on M and A1.
Let
fσ,2(t, x) = Φ2(2σ t, x)b2(2σ t, x)eiσ (x·ω−σ t), x ∈ Γ, t ∈ (0, T )
and we denote by v the solution of the following IBVP⎧⎨⎩
(i∂t +A1)v = 0, in Q,
v(0, ·) = 0, in Ω,
v = u2 := fσ,2, on Σ.
(5.2)
As we have seen in the preceding section
v ∈ C1([0, T ];L2(Ω))∩ C([0, T ];H 2(Ω)).
Defining w = v − u2, we get{
(i∂t +A1)w = 2iA · ∇u2 + V (x)u2, inQ,
w(0, ·) = 0, in Ω,
w = 0, on Σ,
where
V = i div (A)− |A2|2 + |A1|2.
We observe that
w ∈ C1([0, T ];L2(Ω))∩ C([0, T ];H 2(Ω)∩H 10 (Ω)).
Next let u1 ∈ C1(0, T ;L2(Ω))∩ C(0, T ;H 2(Ω)) be a solution of the equation
(i∂t +A1)u = 0, in Q,
having the form
u1(t, x) = Φ1(2σ t, x)b1(2σ t, x)eiσ (x·ω−2σ t) +ψ1,σ (t, x),
where ψ1,σ satisfies
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ψ1,σ = 0, on Σ,
ψ1,σ (T , ·) = 0, in Ω. (5.3)
Such a solution exists according to Lemma 4.1.
It follows from identity (4.4),
∫
Q
(i∂t +A1)wu1 dx dt =
∫
Q
2iA · ∇u2u1 dx dt +
∫
Q
V (x)u2u1 dx dt
= −
∫
Σ
(∂ν + iA1 · ν)wu1 dσ dt. (5.4)
As A = 0 on Γ , a combination of (5.2) and (5.4) gives
∫
Q
2iA · ∇u2u1 dx dt +
∫
Q
V (x)u2u1 dx dt = −
∫
Σ
(ΛA1 −ΛA2)(fσ,2)fσ,1 dσ dt
= −〈(ΛA1 −ΛA2)(fσ,2), fσ,1〉, (5.5)
where
fσ,1(t, x) = Φ1(2σ t, x)b1(2σ t, x)eiσ (x·ω−2σ t), (t, x) ∈ Σ
and, for simplicity, we set 〈·,·〉 for the duality pairing between H−1(0, T ;H−3/2(Γ )) and
H 10 (0, T ;H 3/2(Γ )).
We have∫
Q
2iA · ∇u2u1 dx dt = −
∫
Q
2σω ·A(x)(Φ2Φ1)(2σ t, x)(b2b1)(2σ t, x) dx dt
+
∫
Q
2iA · ∇(Φ2(2σ t, x)b2(2σ t, x))Φ1(2σ t, x)b1(2σ t, x) dx dt
+
∫
Q
2iA · ∇(Φ2(2σ t, x)b2(2σ t, x))eiσ (x·ω−σ t)ψ1,σ (t, x) dx dt
+
∫
Q
2iA · ∇ψ2,σ (t, x)Φ1(2σ t, x)b1(2σ t, x)e−iσ (x·ω−σ t) dx dt
+
∫
2iA · ∇ψ2,σ (t, x)ψ1,σ (t, x) dx dt
Q
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∫
Q
2σω ·A(x)b2(2σ t, x)Φ2(2σ t, x)ψ1,σ (t, x)eiσ (x·ω−σ t) dx dt
= −
∫
Q
2σω ·A(x)(φ2φ1)(x − 2σ tω)(b2b1)(2σ t, x) dx dt + Iσ . (5.6)
Using (5.1) and (5.3), we obtain
|Iσ | Cσ−1Nω(φ2)Nω(φ1). (5.7)
Consequently, from (5.5), (5.6) and (5.7), we obtain
σ
∣∣∣∣ ∫
Q
ω ·A(x)(φ2φ1)(x − 2σ tω)(b2b1)(2σ t, x) dx dt
∣∣∣∣
 C
[∣∣∣∣ ∫
Q
V u2u1 dx dt
∣∣∣∣+ ∣∣∣∣ ∫
Σ
(ΛA1 −ΛA2)(fσ,2)fσ,1 dσ dt
∣∣∣∣+ σ−1Nω(φ2)Nω(φ1)]. (5.8)
On the other hand (5.1) and (5.3) imply
∣∣∣∣ ∫
Q
V (x)u2u1 dx dt
∣∣∣∣ Cσ−1Nω(φ2)Nω(φ1) (5.9)
and we have
∣∣∣∣ ∫
Σ
(ΛA1 −ΛA2)(fσ,2)fσ,1 dσx dt
∣∣∣∣= 〈(ΛA1 −ΛA2)(fσ,2), fσ,1〉
 ‖ΛA1 −ΛA2‖‖fσ,2‖L2(Σ)‖fσ,1‖H 1(0,T ;H 3/2(Γ ))
 Cσ 2Nω(φ1)Nω(φ2)‖ΛA1 −ΛA2‖. (5.10)
From (5.8), (5.9) and (5.10), we derive
∣∣∣∣∣
T∫
0
∫
Rn
σω ·A(x)(φ2φ1)(x − 2σ tω)b(2σ t, x) dx dt
∣∣∣∣∣
 C
[
σ 2Nω(φ1)Nω(φ2)‖ΛA1 −ΛA2‖ + σ−1Nω(φ1)Nω(φ2)
]
. (5.11)
This completes the proof of the lemma. 
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We establish a stability estimate for the X-ray transform of a function related to our main
result.
We shall use the same notations and assumptions as in the previous sections.
We recall that the X-ray transform of a function f , defined on Rn, is given by
P(f )(ω,x) :=
∫
R
f (x + sω)ds, ω ∈ Sn−1, x ∈Rn.
We can see that P(f )(ω,x) represents the integral of f over the straight line passing through
x in the direction of ω and we observe that P(f )(ω,x) does not change if x is moved in the
direction of ω. Therefore we restrict x to ω⊥ = {θ ∈Rn; θ ·ω = 0} and we can consider P(f ) as
a function on the tangent bundle T = {(ω, x): ω ∈ Sn−1, x ∈ ω⊥} (e.g., Natterer [36]).
The following so-called projection slice theorem shows how the Fourier transform of the
parallel beam radiograph can be obtained from the Fourier transform of the X-ray attenuation
density. Hereafter, fˆ denotes the Fourier transform of the function f
fˆ (ξ) = (2π)− n2
∫
Rn
f (x)e−ix.ξ dx.
Lemma 6.1. Let f ∈ L1(Rn) and ω ∈ Sn−1. Then Pf (ω, .) ∈ L1(ω⊥) and
(Pf (ω, .))ˆ (ξ) := ∫
ω⊥
e−ix·ξP(f )(ω,x) dx = √2πfˆ (ξ)
for all ξ ∈ ω⊥.
Proof. Lemma 6.1 was proved in [36]. For the sake of completeness we recall briefly its proof.
Obviously, ∫
ω⊥
∣∣Pf (ω,x)∣∣dx  ∫
ω⊥
∫
R
∣∣f (x + tω)∣∣dt dx = ‖f ‖1 < +∞.
For f ∈ L1(Rn), the change of variable y = x + tω ∈ ω⊥ ⊕Rω =Rn yields dy = dx dt and,
after noting that ξ ∈ ω⊥ implies x · ξ = x · ξ + tω · ξ = y · ξ ,
(Pf (ω, .))ˆ (ξ) = (2π)− n−12 ∫
ω⊥
∫
R
f (x + tω)e−ix.ξ dtdx
= √2π(2π)− n2
∫
Rn
f (y)e−iy.ξ dy = √2πfˆ (ξ).
This completes the proof. 
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ρj (x) = ω · ∂A
∂xj
(x) =
n∑
i=1
ωi
∂ai
∂xj
(x), x ∈Rn. (6.1)
For ω ∈ Sn−1, let
D−R(ω) = {x ∈DR, x ·ω < 0}.
Here DR is as in Section 4. That is DR = B(0,R + 1)\B(0,R).
We prove in this section the following lemma.
Lemma 6.2. Let σ0 = 2R/T . Then there exists a constant C = C(A1,M) > 0 such that for all
ω ∈ Sn−1 and φ ∈ H2ω(DR) satisfying supp(φ) ⊂D−R(ω) and ∂jφ ∈ H2ω(DR), j = 1, . . . , n, thefollowing estimate ∣∣∣∣ ∫
Rn
φ2(x)P(ρj )(ω, x) exp
(
−i
∫
R
ω ·A(x + sω)ds
)
dx
∣∣∣∣
 C
(
σ 2‖ΛA1 −ΛA2‖ +
1
σ
)
Nω(φ)Nω(∂jφ)
holds for any σ > σ0 and j ∈ {1, . . . , n}.
Proof. Let φ1, φ2 ∈ H2ω(DR) such that supp(φj ) ⊂D−R(ω), we have
T∫
0
∫
Rn
σω ·A(x)(φ2φ1)(x − 2σ tω)b(2σ t, x) dx dt
=
T∫
0
∫
Rn
σω ·A(x)(φ2φ1)(x − 2σ tω) exp
(
−i
2σ t∫
0
ω ·A(x − sω)ds
)
dx dt
=
T∫
0
∫
Rn
σω ·A(x + 2σ tω)(φ2φ1)(x)b(2σ t, x + 2σ tω)dx dt
=
∫
Rn
(φ2φ1)(x)
T∫
0
σω ·A(x + 2σ tω) exp
(
−i
2σ t∫
0
ω ·A(x + sω)ds
)
dx dt
= i
2
∫
Rn
(φ2φ1)(x)
T∫
0
d
dt
exp
(
−i
2σ t∫
0
ω ·A(x + sω)ds
)
dt dx
= i
2
∫
n
(φ2φ1)(x)
[
exp
(
−i
2σT∫
ω ·A(x + sω)ds
)
− 1
]
dx. (6.2)R 0
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formula, (6.2) yields
T∫
0
∫
Rn
σω ·A(x)(φ2φ1)(x − 2σ tω)b(2σ t, x) dx dt
= − i
2
∫
Rn
φ2(x)
∂
∂xj
[
exp
(
−i
2σT∫
0
ω ·A(x + sω)ds
)]
dx
= −1
2
∫
Rn
φ2(x)
∂
∂xj
( 2σT∫
0
ω ·A(x + sω)ds
)
exp
(
−i
2σT∫
0
ω ·A(x + sω)ds
)
dx.
Since the support of A is contained in B(0,R), we have
2σT∫
0
ω ·A(x + sω)ds =
∫
R
ω ·A(x + sω)ds (6.3)
when x ∈D−R(ω). In fact, for s  2σT and x ∈DR it is easy to see that (x + sω) /∈ B(0,R), for
any σ > σ0. So
2σT∫
0
ω ·A(x + sω)ds =
∞∫
0
ω ·A(x + sω)ds.
On the other hand, if s  0 and x ∈D−R , we get |x + sω|2 = |x|2 + s2 + 2sx · ω  R2 and then
A(x + sω) = 0. This way, (6.3) is obtained.
Substituting (6.3) into Eq. (6.2), we obtain
T∫
0
∫
Rn
σω ·A(x)(φ2φ1)(x − 2σ tω)b(2σ t, x) dx dt
= −1
2
∫
Rn
φ2(x)
∂
∂xj
(∫
R
ω ·A(x + sω)ds
)
exp
(
−i
∫
R
ω ·A(x + sω)ds
)
dx
= −1
2
∫
Rn
φ2(x)P(ρj )(ω, x) exp
(
−i
∫
R
ω ·A(x + sω)ds
)
dx, (6.4)
where ρj is given by (6.1). By (6.4) and the estimate from Lemma 5.1, we conclude that for any
σ > σ0,
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Rn
φ2(x)P(ρj )(ω, x) exp
(
−i
∫
R
ω ·A(x + sω)ds
)
dx
∣∣∣∣

(
σ 2‖ΛA1 −ΛA2‖ +
C
σ
Nω(φ)Nω(∂jφ)
)
.
The proof is then complete. 
7. Estimate for the magnetic potential
In this last section we use the estimate of the preceding section to prove Theorem 2.1 and its
corollary.
We shall use the following notations. For x0 ∈ ω⊥∩B(0,R+1/2) we have B(x0,1/2)∩ω⊥ ⊂
B(0,R + 1)∩ω⊥. Let
rx0 =
√(
R + 3
4
)2
− |x0|2,
and
x1 = x0 − rx0ω.
It is not difficult to check that B(x1,1/4) ⊂D−R(ω) = {x ∈Rn;x ·ω < 0}.
We start with an estimate for the Fourier transform of βij ,
βij (x) = ∂ai
∂xj
(x)− ∂aj
∂xi
(x), i, j = 1, . . . , n.
Lemma 7.1. Let σ0 = 2R/T . Then there exists a constant C = C(A1,M) > 0 such that the
following estimate
∣∣β̂ij (ξ)∣∣ C(σ 2‖ΛA1 −ΛA2‖ + 1σ
)
〈ξ 〉5
holds for all σ > σ0 and ξ ∈Rn, where 〈ξ 〉 =
√
1 + |ξ |2.
Proof. We fix x0 ∈ ω⊥ ∩B(0,R + 1/2). Let h ∈ C∞0 ((0,1/8)) such that∫
R
h2(t) dt = 1
and let φ0 ∈ C∞0 (ω⊥ ∩B(x0,1/8)) and φ0  0.
We put
φ(y) = h(y ·ω + rx0)e−
i
2 y·ξ φ1/20
(
y − (y ·ω)ω) exp( i
2
∫
ω ·A(y + sω)ds
)
. (7.1)R
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supp(φ) ⊂ B(x1,1/4) ⊂D−R(ω).
We observe that
ω · ∇
(∫
R
ω · ∂A
∂xj
(y + sω)ds
)
= 0 (7.2)
and since A ∈ W 3,∞(Ω;Rn), we conclude that φ and ∂jφ ∈ H2ω(DR) for any j = 1, . . . , n.
The change of variable y = x + tω ∈ ω⊥ ⊕Rω, dy = dx dt yields, after noting that ξ ∈ ω⊥,∫
Rn
φ2(x)P(ρj )(ω, x) exp
(
−i
∫
R
ω ·A(x + sω)ds
)
dx
=
∫
R
∫
ω⊥
φ2(x + tω)P(ρj )(ω, x + tω) exp
(
−i
∫
R
ω ·A(x + sω)ds
)
dx dt
=
∫
R
∫
ω⊥
h2(t)e−ix·ξ φ0(x)P(ρj )(ω, x) dx dt
=
∫
ω⊥
e−ix·ξφ0(x)P(ρj )(ω, x) dx. (7.3)
Then from (7.3) and the estimate in Lemma 6.2 we deduce∣∣∣∣ ∫
ω⊥
e−ix·ξ φ0(x)P(ρj )(ω, x) dx
∣∣∣∣ C(σ 2‖ΛA1 −ΛA2‖ + 1σ
)
Nω(φ)Nω(∂jφ).
As φ is given by (7.1) and Nω(φ) = ‖φ‖H 2(Rn) + ‖ω · ∇φ‖H 2(Rn), an elementary calculation
gives, for any ξ ∈ ω⊥,
Nω(φ)Nω(∂jφ) C〈ξ 〉5,
where used (7.2). We note that the term 〈ξ 〉5 comes from the exponential factor e− i2 y·ξ in formula
(7.1).
From the last two inequalities we derive that, for any ξ ∈ ω⊥,∣∣∣∣ ∫
ω⊥
e−ix·ξP(ρj )(ω, x) dx
∣∣∣∣ C(σ 2‖ΛA1 −ΛA2‖ + 1σ
)
〈ξ 〉5. (7.4)
Consequently, it follows from (7.4) and the identity in Lemma 6.1 that, for any ξ ∈ ω⊥,
∣∣ρ̂j (ξ)∣∣ C(σ 2‖ΛA1 −ΛA2‖ + 1 )〈ξ 〉5.σ
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ρ̂j (ξ) =
n∑
i=1
ωiξj Âi(ξ) =
n∑
i=1
ωi
(
ξj Âi(ξ)− ξiÂj (ξ)
)= n∑
i=1
ωiβ̂ij (ξ) for all ξ ∈ ω⊥,
and ω ∈ Sn−1 is arbitrary, we get, for any ξ ∈Rn,
∣∣β̂ij (ξ)∣∣ C(σ 2‖ΛA1 −ΛA2‖ + 1σ
)
〈ξ 〉5. (7.5)
This completes the proof of Lemma 7.1. 
We can now terminate the proof of Theorem 2.1. In the sequel C denotes a generic constant
that can depend only on A1, M , Ω , T and n.
Using (7.5) we get∫
|ξ |γ
∣∣β̂ij (ξ)∣∣2〈ξ 〉−2 dξ  C(σ 2‖ΛA1 −ΛA2‖ + 1σ
)2 ∫
|ξ |γ
〈ξ 〉8dξ
 C
(
σ 2‖ΛA1 −ΛA2‖ +
1
σ
)2
γ n+8.
On the other hand, we assumed that ‖Aj‖W 3,∞(Rn) M , j = 1,2. Hence
‖β̂ij‖L2(Rn) = ‖βij‖L2(Ω)  C.
Therefore
‖βij‖2H−1(Rn) =
∫
|ξ |γ
∣∣β̂ij (ξ)∣∣2〈ξ 〉−2 dξ + ∫
|ξ |>γ
∣∣β̂ij (ξ)∣∣2〈ξ 〉−2 dξ
 C
(
σ 4γ n+8‖ΛA1 −ΛA2‖2 +
γ n+8
σ 2
+ 1
γ 2
)
.
Choosing
σ 2 = γ n+10, (7.6)
we obtain
‖βij‖H−1(Rd )  C
(
γ k‖ΛA1 −ΛA2‖ +
1
γ
)
where k = 32n+14. The argument above is valid if σ > σ0. By (7.6) we need to take γ sufficiently
large. So there exists a m > 0 such that if ‖ΛA1 − ΛA2‖ < m and γ = ‖ΛA1 − ΛA2‖−
1
k+1 we
have σ  σ0 and by (7.6) we obtain
‖βij‖H−1(Rn)  C‖ΛA −ΛA ‖κ , (7.7)1 2
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‖βij‖H−1(Rn)  ‖βij‖L∞(Rn)  2‖A‖W 3,∞(Rn) 
4M
m1/(k+1)
m1/(k+1)
 4M
mμ
‖ΛA1 −ΛA2‖κ , (7.8)
where we used the a priori bound ‖A‖W 3,∞(Rn)  ‖A1‖W 3,∞(Rn) + ‖A2‖W 3,∞(Rn)  2M . There-
fore, (7.7) also holds. Thus it follows from (7.8) that
‖dαA1 − dαA2‖H−1(Ω) 
∑
i,j
‖βij‖H−1(Rn)  C‖ΛA1 −ΛA2‖κ .
This ends the proof of Theorem 2.1.
Corollary (2.1) is now an easy consequence of an interpolation inequality and Theorem 2.1.
Let δ > 0 such that s−1 = n2 +2δ. By Sobolev’s embedding theorem, since Aj ∈ W 3,∞(Ω,Rn),
we obtain
‖dαA1 − dαA2‖L∞(Ω)  C‖dαA1 − dαA2‖H n2 +δ(Rn)
 C‖dαA1 − dαA2‖1−βH−1(Rn)‖dαA1 − dαA2‖
β
Hs−1(Rn)
 C‖ΛA1 −ΛA2‖μ
′
,
which yields the desired estimate with κ ′ = κ(s−1−n/2)2s .
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