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Abstract
This paper addresses asymptotic properties of general penalized spline estimators with
an arbitrary B-spline degree and an arbitrary order difference penalty. The estimator is
approximated by a solution of a linear differential equation subject to suitable boundary
conditions. It is shown that, in certain sense, the penalized smoothing corresponds ap-
proximately to smoothing by the kernel method. The equivalent kernels for both inner
points and boundary points are obtained with the help of Green’s functions of the dif-
ferential equation. Further, the asymptotic normality is established for the estimator at
interior points. It is shown that the convergence rate is independent of the degree of the
splines, and the number of knots does not affect the asymptotic distribution, provided
that it tends to infinity fast enough.
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1 Introduction
Consider the problem of estimating the function f : [0, 1] → R from a univariate regression
model yi = f(ti) + ǫi, i = 1, . . . , n, where the ti are pre-specified design points and the ǫi
are iid normal random variables with mean 0 and variance σ2. This paper presents a local
asymptotic theory of penalized spline estimators of f .
The penalized spline regression model with difference penalty was introduced by Eilers
and Marx (1996), who coined the term “P -splines”, but using less knots for the regression
problem can be traced back at least to O’Sullivan (1986). Penalized spline smoothing has
become popular over the last decade and the uses of low rank bases lead to highly tractable
computation. The methodology and applications of P -splines are discussed extensively in
Ruppert, Wand and Carroll (2003). On the other hand, asymptotic properties of the P -
spline estimators are less explored in the literature. A few exceptions include recent papers
such as Hall and Opsomer (2005), Li and Ruppert (2008), and Claeskens, Krivobokova, and
Opsomer (2009). Hall and Opsomer (2005) placed knots continuously over a design set and
established consistency of the estimator. Li and Ruppert (2008) developed an asymptotic
theory of P -splines for piecewise constant and linear B-splines with the first and second order
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difference penalties. Claeskens, Krivobokova, and Opsomer (2009) studied bias, variance and
asymptotic rates of the P -spline estimator under different choices of the number of knots and
penalty parameters. An interested reader may also refer to Pal and Woodroofe (2007), Shen
and Wang (2009), and Wang and Shen (2009) for shape constrained regression estimators and
their applications.
The P -spline model approximates the regression function by f [p](x) =
∑Kn+p
k=1 bkB
[p]
k (x),
where
{
B
[p]
k : k = 1, . . . ,Kn + p
}
is the p th degree B-spline basis with knots 0 = κ0 <
κ1 < · · · < κKn = 1. The value of Kn will depend upon n as discussed below. The spline
coefficients bˆ = {bˆk, k = 1, . . . ,Kn+p} subject to the mth-order difference penalty are chosen
to minimize
n∑
i=1
[
yi −
Kn+p∑
k=1
bkB
[p]
k (ti)
]2
+ λ∗
Kn+p∑
k=m+1
[
∆m(bk)
]2
, (1)
where λ∗ > 0 and ∆ is the backward difference operator, i.e., ∆bk ≡ bk − bk−1 and
∆mbk = ∆∆
m−1bk = · · · =
m∑
j=0
(−1)m−j
(
m
j
)
bk−m+j . (2)
For simplicity, we assume that both the design points and the knots are equally spaced on the
interval [0, 1]. We also assume that n/Kn is an integer denoted by Mn. Hence every Mnth
design point is a knot, that is, κj = tjMn for j = 1, . . . ,Kn; a more general case is discussed
briefly in Section 6. The P -spline estimator is given by fˆ [p](x) =
∑Kn+p
k=1 bˆkB
[p]
k (x).
This paper develops a general asymptotic theory of P -splines under an arbitrary choice
of p and m. It is shown that the P -spline estimator can be approximated by the solution of
an ordinary differential equation (ODE) with suitable boundary conditions. This estimator
is then shown to be described by a kernel estimator, using a Green’s function obtained from
a closely related boundary value problem as a kernel. The asymptotic properties of the
estimator thus are explicitly established based on the Green’s function and the solution of the
differential equation. It is worth mentioning that asymptotic analysis of smoothing splines
using Green’s functions was performed by Rice and Rosenblatt (1983), Silverman (1984),
Messer (1991), Nychka (1995) and Pal and Woodroofe (2007). However, these papers only
treat limited special cases. In contrast, the current paper develops a general framework for
P -splines. This framework leads to a relatively simpler approach to obtain a closed-form
expression of an equivalent kernel for both inner points and boundary points at the first
time. Further, we show that the convergence rate of fˆ [p] depends only on m but not on p,
as long as Kn tends to infinity fast enough; see Corollary 4.1 where Kn is of order n
γ , where
γ > (2m− 1)/(4m + 1).
The contributions of the present paper are twofold: (i) the paper develops a general
approach for asymptotic analysis of a P -spline estimator with an arbitrary spline degree
and arbitrary order difference penalty via Green’s functions. To handle a general P -spline
estimator, various techniques for linear ODEs are exploited to obtain a corresponding Green’s
function. (ii) the closed-form expressions of equivalent kernels for both inner and boundary
points are established and convergence rates are developed for general P -spline estimators.
Compared with the existing results based on matrix techniques, e.g. Li and Ruppert (2008)
and Claeskens, Krivobokova, and Opsomer (2009), the use of Green’s functions considerably
simplifies the development and yields an instrumental alternative to establish the equivalent
kernels for general P -splines. Moreover, this also leads to the convergence rates and the
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observation that the rates are independent of the splines’ degrees and the number of knots
for an arbitrary P -spline estimator. While this observation is pointed out by Li and Ruppert
(2008) for piecewise constant and piecewise linear splines and is conjectured for general P -
splines, no rigorous justification has been given for general P -splines in the literature; the
current paper offers a satisfactory answer to this issue in a general setting.
The paper is organized as follows. Section 2 characterizes the general P -spline estimator
as an approximate solution of a linear differential equation subject to suitable boundary
conditions. Section 3 investigates the solution of such the differential equation and obtains
the related Green’s functions as equivalent kernels for a P -spline estimator of an arbitrary B-
spline degree with any order difference penalty. Using these Green’s functions, the asymptotic
properties of P -splines are established in Section 4. Section 5 addresses kernel approximation
near the boundary of the design set. By formulating boundary conditions as an appropriate
integral form, an explicit equivalent kernel is obtained. Finally, extensions to unequally spaced
data and multivariate P -splines are discussed in Section 6.
2 Characterization of the estimator
Let X = [Bk(xi)] ∈ Rn×(Kn+p) be the design matrix, and let Dm ∈ R(K+p−m)×(K+p) be the
mth-order difference matrix such that Dmb = [∆
m(bm+1), . . . ,∆
m(bKn+p)]
T . The optimality
condition is given by
(XTX + λ∗DTmDm)bˆ = X
T y, (3)
where y = (y1, . . . , yn)
T .
To characterize the P -spline estimator fˆ [p], we introduce more notation. Define C ∈
R
(Kn+p)×(Kn+p) and C˜ ∈ R(Kn+p)×n, respectively, as
C =

1 0 0 0 · · · 0 0
1 1 0 0 · · · 0 0
1 1 1 0 · · · 0 0
· · · · · ·
1 1 1 1 · · · 1 0
1 1 1 1 · · · 1 1
 and C˜ =

0 0 0 · · · 0 0
· · · · · ·
0 0 0 · · · 0 0
1T 0 0 · · · 0 0
1T 1T 0 · · · 0 0
· · · · · ·
1T 1T 1T · · · 1T 0
1T 1T 1T · · · 1T 1T

,
where 1 = [1, 1, · · · , 1]T ∈ RMn×1. Since C is invertible, for any k ∈ N, (3) is equivalent to
λ∗CkDTmDmbˆ+ C
kXT fˆ = CkXT y, (4)
where fˆ = [fˆ [p](x1), . . . , fˆ
[p](xn)]
T and Ck = CC · · ·C︸ ︷︷ ︸
k−copies
. The matrix DTmDm is a banded
symmetric matrix. Except for the first m and last m rows, every row of DTmDm has the
form (0, · · · , 0, ω∗0 , ω∗1 , · · · , ω∗2m, 0, · · · , 0), where ω∗j = (−1)m(−1)2m−j
(
2m
j
)
, j = 0, . . . , 2m.
Moreover, except for the first m− k and last m rows, the ith row of CkDTmDm has the form(
0, · · · , 0,︸ ︷︷ ︸
(i−m+k−1)−copies
ω0, · · · , ω2m−k, 0, · · · , 0︸ ︷︷ ︸
(Kn+p)−(i+m)−copies
)
,
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where
ωj = (−1)m(−1)2m−k−j
(
2m− k
j
)
, j = 0, . . . , 2m− k. (5)
Further, the elements of the last k rows of CkDTmDm are all zeros. In particular, when k = m,
CmDTmDmbˆ = (−1)m
[
∆mbˆm+1,∆
mbˆm+2, · · · ,∆mbˆKn+p, 0, . . . , 0
]T
. (6)
It is also interesting to note the derivative formula for B-spline functions (de Boor, 2001)
d l
dxl
Kn+p∑
k=1
bkB
[p]
k (x) =
Kn+p∑
k=l+1
K ln∆
lbk B
[p−l]
k−1 (x), l ≤ p. (7)
Hence,
dm
dxm
Kn+m∑
k=1
bˆkB
[m]
k (x) = K
m
n
Kn+m∑
k=m+1
∆mbˆkB
[0]
k−m(x),
and therefore,
∆mbˆm+k =
1
Kmn
dm
dxm
fˆ [m](x), x ∈ (κk−1, κk], k = 1, . . . ,Kn. (8)
Let ω1 be the uniform distribution on x1, . . . , xn and ω2 be the uniform distribution
on κ1, . . . , κKn . Let g and fˇ be two piecewise constant functions for which g(xk) = yk and
fˇ(xk) = fˆ(xk) for k = 1, ..., n, respectively. Let G1(x) =
∫ x
0 g(t)dω1(t), Fˇ1(x) =
∫ x
0 fˇ(t)dω1(t),
Fˆ1(x) =
∫ x
0 fˆ(t)dt, and for k ≥ 2, define
Gk(x) =
∫ x
0
Gk−1(t)dω2(t), Fˇk(x) =
∫ x
0
Fˇk−1(t)dω2(t), Fˆk(x) =
∫ x
0
Fˆk−1(t)dt.
To obtain the analogous representation for fˆ , we introduce a few variables and functions
related to the true regression function f . Define Φ1(x) =
∫ x
0 f(t)dt, Φ˜1(x) =
∫ x
0 f(t)dω1(t),
and for k ≥ 2,
Φk(x) =
∫ x
0
Φk−1(t)dt, Φ˜k(x) =
∫ x
0
Φ˜k−1(t)dω2(t).
Letting R = C XT − C˜, we have CmXT fˆ = Cm−1C˜fˆ + Cm−1Rfˆ . Therefore, the jth row of
(4), when k = m, can be written as
Fˇm(κj+p−1) +Rfj + (−1)m λ
∗
nKm−1n
∆mbm+j = Gm(κj+p−1) +Ryj , j = 1, . . . ,Kn, (9)
where Rfj and Ryj are the jth row of
1
nKm−1n
Cm−1Rfˆ and 1
nKm−1n
Cm−1Ry, respectively.
Furthermore, since the elements of the last k rows of CkDTmDm are all zeros, we also have
Fˇk(1) = Gk(1), k = 1, . . . ,m. (10)
Next, we proceed by replacing that difference equation (9) by an analogous differential
equation. We shall focus on the case when p = m first; the case when p 6= m will be discussed
in Section 4. For any x ∈ [0, 1], letting kx = ⌊Knx⌋+ 1, (9) gives
Fˇm(κkx+p) +Rf,kx+1 + (−1)m
λ∗
nKm−1n
∆mbm+kx+1 = Gm(κkx+p) +Ry,kx+1. (11)
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Define
R˜(x) = Fˆm(x)−Gm(x) +Gm(κkx+p)− Fˇm(κkx+p) +Ry,kx+1 −Rf,kx+1. (12)
Then, from (8) and (11), Fˆm solves the ordinary differential equation
(−1)mαFˆ (2m)m (x) + Fˆm(x) = Gm(x) + R˜(x), 0 ≤ x ≤ 1, (13)
where α = λ∗/(nK2m−1n ). We have 2m boundary conditions for (13):
Fˆ (k)m (0) = 0, Fˆ
(k)
m (1) = Gm−k(1) + em−k, k = 0, . . . ,m− 1,
where em−k = Fˆ
(k)
m (1)− Fˇm−k(1). We shall show that fˆ [p] is stochastically bounded, therefore
the ek are small with an order of Op(1/n).
3 Green’s functions
The solution to (13) can be represented by a corresponding Green’s function explicitly. It
shall be shown that the P -spline estimator can be approximated by a kernel estimator, using
the corresponding Green’s function. For this end, consider the differential equation
(−1)mαF (2m)(t) + F (t) = G(t), 0 ≤ t ≤ 1, (14)
subject to the boundary conditions F (i)(0) = 0 and F (i)(1) = G(i)(1), i = 0, . . . ,m − 1. Let
β ≡ α−1/(2m). We consider two cases: (1) m is even; and (2) m is odd.
3.1 Even m
In this case, the characteristic equation is given by λ2m + β2m = 0, and we obtain 2m
eigenvalues
λk = β
[
cos
(1 + 2k)π
2m
+ ı sin
(1 + 2k)π
2m
]
, k = 0, 1, · · · , 2m− 1.
Let
µk = cos
(1 + 2k)π
2m
and ωk = sin
(1 + 2k)π
2m
.
Then the homogeneous ODE: αF (2m)(t) + F (t) = 0 has 2m solutions
e(±µk±ıωk)βt = e±βµkt
[
cos(βωkt)± ı sin(βωkt)
]
, k = 0, · · · , m
2
− 1,
where µk > 0 and ωk > 0 for k = 0, · · · , m2 − 1.
To find the corresponding Green’s function for the ODE: αF (2m)(t) + F (t) = G(t) on
[0, 1], we define the following function
L(t) ≡
m
2
−1∑
k=0
β e−βµkt
[
ck cos(ωkβt) + dk sin(ωkβt)
]
, (15)
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where the coefficients ck, dk are to be determined, and K(t, s) ≡ L(|t−s|). Since L is a linear
combination of the solutions of the homogeneous ODE, L(2m) + β2mL = 0 also holds. Let
F0(t) ≡
∫ 1
0
K(t, s)G(s)ds, t ∈ [0, 1].
By noting F0(t) =
∫ t
0 L(t− s)G(s)ds +
∫ 1
t L(s − t)G(s)ds for all t ∈ [0, 1], it is easy to verify
that if
L(k)(t)
∣∣
t=0
= 0, ∀ k = 1, 3, · · · , 2m− 3, and L(2m−1)(t)∣∣
t=0
=
β 2m
2
, (16)
then F0(t) is a solution of αF
(2m) + F = G.
To find the coefficients ck, dk, define
p k(t) ≡ e−βµkt
[
ck cos(ωkβt)+dk sin(ωkβt)
]
, qk(t) ≡ e−βµkt
[−ck sin(ωkβt)+dk cos(ωkβt)].
Hence p k(0) = ck and qk(0) = dk. Since(
p′k(t)
q′k(t)
)
= β
[−µk ωk
−ωk −µk
]
︸ ︷︷ ︸
Ak
(
p k(t)
qk(t)
)
, (17)
we have (
p
(j)
k (t)
q
(j)
k (t)
)
=
(
βAk
)j (p k(t)
qk(t)
)
,
where p
(j)
k (t) and q
(j)
k (t) stand for the j-th derivatives of pk and qk respectively. Letting
Ajk(i, ℓ) denote the (i, ℓ)-element of A
j
k, we obtain the following linear equation for {ck, dk}
from (16):
A0(1, 1) A0(1, 2) · · · · · · Am
2
−1(1, 1) Am
2
−1(1, 2)
A30(1, 1) A
3
0(1, 2) · · · · · · A3m
2
−1(1, 1) A
3
m
2
−1(1, 2)
...
...
...
...
A
(2m−3)
0 (1, 1) A
(2m−3)
0 (1, 2) · · · · · · A(2m−3)m
2
−1 (1, 1) A
(2m−3)
m
2
−1 (1, 2)
A
(2m−1)
0 (1, 1) A
(2m−1)
0 (1, 2) · · · · · · A(2m−1)m
2
−1 (1, 1) A
(2m−1)
m
2
−1 (1, 2)

︸ ︷︷ ︸
Ae

c0
d0
...
cm
2
−1
dm
2
−1
 =

0
0
...
0
1
2
 . (18)
It shall be shown in Lemma 3.1 that the above equation has a unique solution.
3.2 Odd m
The characteristic equation is given by λ2m − β2m = 0 and the eigenvalues are:
λk = β
(
cos
kπ
m
+ ı sin
kπ
m
)
, k = 0, 1, · · · , 2m− 1.
Then the homogeneous ODE: αF (2m)(t) + F (t) = 0 has 2m solutions: e±βt and
e(±µk±ıωk)βt = e±βµkt
[
cos(βωkt)± ı sin(βωkt)
]
, k = 1, · · · , m− 1
2
,
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where µk = cos
kπ
m > 0 and ωk = sin
kπ
m > 0 for k = 1, · · · , m−12 . Similar to the even case,
define
P (t) ≡ c0 βe−βt +
(m−1)/2∑
k=1
β e−βµkt
[
ck cos(ωkβt) + dk sin(ωkβt)
]
, (19)
where the coefficients ck, dk are to be determined, and P (t) satisfies P
(2m)(t)− β2mP (t) = 0.
Let K(t, s) ≡ P (|t− s|) and F0(t) ≡
∫ 1
0 K(t, s)G(s)ds. It can be verified that if
P (k)(t)
∣∣
t=0
= 0, ∀ k = 1, 3, · · · , 2m− 3, and P (2m−1)(t)∣∣
t=0
= −β
2m
2
, (20)
then F0(t) is a solution of αF
(2m) − F = −G. Similarly, it can be shown that P is also a
2mth-order kernel. To find the coefficients c0 and ck, dk, we may use p k, qk and Ak introduced
in the last subsection. Indeed, we obtain the following linear equation for c0 and {ck, dk} from
(20):
−1 A1(1, 1) A1(1, 2) · · · · · · Am−1
2
(1, 1) Am−1
2
(1, 2)
−1 A31(1, 1) A31(1, 2) · · · · · · A3m−1
2
(1, 1) A3
m−1
2
(1, 2)
...
...
...
...
...
−1 A(2m−3)1 (1, 1) A(2m−3)1 (1, 2) · · · · · · A(2m−3)m−1
2
(1, 1) A
(2m−3)
m−1
2
(1, 2)
−1 A(2m−1)1 (1, 1) A(2m−1)1 (1, 2) · · · · · · A(2m−1)m−1
2
(1, 1) A
(2m−1)
m−1
2
(1, 2)

︸ ︷︷ ︸
Ao

c0
c1
d1
...
cm−1
2
dm−1
2
 =

0
0
0
...
0
− 12
 .
(21)
3.3 The equivalent kernels
Lemma 3.1. Each of the equations (18) and (21) has a unique solution.
Proof. We introduce some trigonometric identities to be used in the proof. Let p, q ∈
N. By observing sin(−θ)∑pk=1 cos[(2k − 1)θ] = 12 ∑pk=1 [ sin(2(k − 1)θ) + sin(−2kθ)] and
sin(θ)
∑p
k=1 sin[(2k − 1)θ] = 12
∑p
k=1
[
cos(2(k − 1)θ) − cos(2kθ)], it is easy to see (i) for
θ =
q
2p
π,
∑p
k=1 cos[(2k − 1)θ] = 0; and (ii) for θ =
q
p
π,
∑p
k=1 sin[(2k − 1)θ] = 0.
We consider an even m first. Let θ ≡ π − π
2m
. It is clear that −µk = cos
(
(2k + 1)θ
)
and
ωk = sin
(
(2k+1)θ
)
for all k = 0, · · · ,m/2−1. Hence Ak in (17) becomes Ak =M((2k+1)θ),
where M(·) ∈ SO(2) is given by
M(·) ≡
[
cos(·) sin(·)
− sin(·) cos(·)
]
. (22)
Thus (Ak)
j =M(j(2k + 1)θ). Let Aei• denote the ith row of A
e and ηi ≡ (2i − 1)θ. Hence,
Aei• =
(
cos(ηi) sin(ηi) cos(3ηi) sin(3ηi) · · · cos((m− 1)ηi) sin((m− 1)ηi)
)
.
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Therefore, Aei•
(
Aei•
)T
= m2 , and if i 6= j, then
Aei•
(
Aej•
)T
=
m
2∑
ℓ=1
[
cos((2ℓ− 1)(2i − 1)θ) cos((2ℓ− 1)(2j − 1)θ)
+ sin((2ℓ− 1)(2i − 1)θ) sin((2ℓ− 1)(2j − 1)θ)
]
=
m
2∑
ℓ=1
cos
(
2(2ℓ − 1)(i− j)θ) = m2∑
ℓ=1
cos
(
(2ℓ− 1)(i − j) π
m
)
= 0,
where the last step is attained from (i). This shows that Ae(Ae)T = m2 I. Thus A
e is invertible
so that equation (18) has a unique solution.
We then consider an odd m. In this case, −µk = cos
(
π − kπm
)
and ωk = sin
(
π − kπm
)
for
k = 1, · · · , (m− 1)/2. Let γk ≡ π − kπm . Then the ith row of Ao is given by
Aoi• =
(
cos((2i − 1)π) cos((2i − 1)γ1) sin((2i− 1)γ1) cos((2i− 1)γ2) sin((2i− 1)γ2)
· · · · · · cos ((2i− 1)γm−1
2
)
sin
(
(2i− 1)γm−1
2
) )
.
Let Ao•i denote the ith column of A
o. Clearly
(
Ao•i
)T
Ao•i > 0. For i 6= j, either
(
Ao•i
)T
Ao•j =∑m
k=1 cos((2k−1)γs) cos((2k−1)γt) with s 6= t or
(
Ao•i
)T
Ao•j =
∑m
k=1 cos((2k−1)γs) sin((2k−
1)γt), for some s, t ∈ {1, · · · , m−12 }. Since
m∑
k=1
cos
(
(2k − 1)γs
)
cos
(
(2k − 1)γt
)
=
1
2
m∑
k=1
[
cos((2k − 1)(γs + γt)) + cos((2k − 1)(γs − γt))
]
,
m∑
k=1
cos
(
(2k − 1)γs
)
sin
(
(2k − 1)γt
)
=
1
2
m∑
k=1
[
sin((2k − 1)(γs + γt)) + sin((2k − 1)(γs − γt))
]
,
we conclude that
(
Ao•i
)T
Ao•j = 0 by using (i)–(ii) established at the beginning of the proof.
This shows that (Ao)TAo is a diagonal matrix with positive diagonal entries. Therefore Ao is
invertible and equation (21) has a unique solution.
The following proposition show that L and P derived above yield the equivalent kernels.
Proposition 3.1. When β = 1, L(|t|) in (15) and P (|t|) in (19) are 2mth order kernels
respectively.
Proof. We consider L(|t|) only since the other case follows from the similar argument. We
shall show that
∫∞
−∞ L(|τ |)dτ = 1 and
∫∞
−∞ τ
kL(|τ |)dτ = 0 for all k = 1, · · · , 2m − 1. This
holds true trivially when k is odd. For an even k, by observing L(2m) + β2mL = 0 (with
β = 1), we have ∫ ∞
−∞
τkL(|τ |)dτ = 2
∫ ∞
0
τkL(τ)dτ = −2
∫ ∞
0
τkL(2m)(τ)dτ.
Repeatedly using the integration by part, we deduce∫ t
0
τkL(2m)(τ)dτ =
k∑
i=0
k!
(k − i)! (−1)
itk−i
(
L(2m−1−i)(t)− L(2m−1−i)(0)
)
.
In light of (16), we obtain the desired result.
8
−15 −10 −5 0 5 10 15
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
 t 
K
(|t|
)
The kernels for m=1,2,3,4
Figure 1: The equivalent kernels for m = 1, 2, 3, 4: (i) m = 1: the dashed line; (ii) m = 2:
the dotted line; (iii) m = 3: the dashdot line; (iv) m = 4: the solid line.
Example 3.1. As an illustration, the closed-form expressions of the first four equivalent
kernels are given below and their plots are shown in Figure 1, respectively.
m = 1 : K(t) =
1
2
e−|t|
m = 2 : K(t) =
1
2
√
2
e
− 1√
2
|t|(
cos
|t|√
2
+ sin
|t|√
2
)
m = 3 : K(t) =
1
6
e−|t| + e−
1
2
|t|
( 1
6
cos
√
3|t|
2
+
√
3
6
sin
√
3|t|
2
)
m = 4 : K(t) = e−0.9239|t|
(
0.2310 cos(0.3827|t|) + 0.0957 sin(0.3827|t|)
)
+ e−0.3827|t|
(
0.0957 cos(0.9239|t|) + 0.2310 sin(0.9239|t|)
)
3.4 Boundary conditions
Recall that the boundary conditions for the ODE (14) are F (i)(0) = 0, F (i)(1) = G(i)(1),
i = 0, · · · ,m−1. In the following, we consider an even m first. In this case, the homogeneous
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ODE: F (2m) + β2mF = 0 has the following 2m (linearly independent) solutions:
e−βµkt cos(βωkt), e−βµkt sin(βωkt), e−βµk(1−t) cos(βωkt), e−βµk(1−t) sin(βωkt),
where k = 0, · · · , m2 − 1 and µk, ωk > 0 for the above k. The solution to ODE (14) subject to
the boundary conditions can be written as
F (t) =
∫ 1
0
L(|t− s|)G(s)ds︸ ︷︷ ︸
F0(t)
+J(t), (23)
where
J(t) =
m
2
−1∑
k=0
{
e−βµkt
[
ak cos(βωkt) + bk sin(βωkt)
]
+ e−βµk(1−t)
[
a+k cos(βωkt) + b
+
k sin(βωkt)
]}
,
(24)
and the coefficients ak, bk, a
+
k , b
+
k are to be determined from the boundary conditions, and the
kernel L is given in (15). Define ‖G‖ ≡ sup
t∈[0,1]
|G(t)|. LetG = (‖G‖, G(1), G′(1), · · · , G(m−1)(1)),
and
a =
(
a0, b0, · · · , am
2
−1, bm
2
−1, a+0 , b
+
0 , · · · , a+m
2
−1, b
+
m
2
−1
)T
(25)
be the coefficient vector.
By making use of the boundary conditions, we obtain the linear equation Bea = v, where
vT = [v0,v1],
v0 =
[
− F0(0), −F
′
0(0)
β
, · · · , −F
(m−1)
0 (0)
βm−1
]
,
v1 =
[
− F0(1) +G(1), −F
′
0(1) +G
′(1)
β
, · · · , −F
(m−1)
0 (1) +G
(m−1)(1)
βm−1
]
,
and
Be =
[
Be11 B
e
12
Be21 B
e
22
]
.
Here the matrix blocks Beij ∈ Rm×m are obtained via the similar technique in Section 3.1 as
Be11 =
1 0 1 0 · · · · · · 1 0
cos(η1) sin(η1) cos(3η1) sin(3η1) · · · · · · cos((m− 1)η1) sin((m− 1)η1)
...
...
...
...
...
...
cos(ηm−1) sin(ηm−1) cos(3ηm−1) sin(3ηm−1) · · · · · · cos((m− 1)ηm−1) sin((m− 1)ηm−1)
 ,
(26)
where ηk = k(π − π2m), k = 1, · · · ,m− 1, and
Be22 =
cos(ψ0,0) sin(ψ0,0) cos(ψ1,0) sin(ψ1,0) · · · · · · cos(ψm
2
−1,0) sin(ψm
2
−1,0)
cos(ψ0,1) sin(ψ0,1) cos(ψ1,1) sin(ψ1,1) · · · · · · cos(ψm
2
−1,1) sin(ψm
2
−1,1)
...
...
...
...
...
...
cos(ψ0,m−1) sin(ψ0,m−1) cos(ψ1,m−1) sin(ψ1,m−1) · · · · · · cos(ψm
2
−1,m−1) sin(ψm
2
−1,m−1)
,
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where η+k =
kπ
2m for k = 0, · · · ,m − 1, and ψj,ℓ = β ωj + (2j + 1)η+ℓ for all j = 0, · · · , m2 , ℓ =
0, · · · ,m− 1, and each entry of Be12 and Be21 is of order O(e−β).
Lemma 3.2. Given an even m. There exist positive real numbers β∗ and ̺, dependent on m
only, such that for all β ≥ β∗, the coefficient vector a is unique and satisfies ‖a‖ ≤ ̺ ‖G‖.
Proof. Note that for β sufficiently large, each element of Be12 and B
e
21 is sufficiently small.
Hence it suffices to show that Be11 and B
e
22 are invertible. For this end, let B
e
11(k) denote
the kth column of Be11. Define C11 ≡
[
Be11(2) B
e
11(1) B
e
11(4) B
e
11(3) · · · Be11(m) Be11(m− 1)
]
.
Letting ϑ = π2m , it can be verified that
Be11 + ıC11 =
1 ı 1 ı · · · · · · 1 ı
−e
−ıϑ
−ıe
ıϑ
−e
−ı3ϑ
−ıe
ı3ϑ
· · · · · · −e
−ı(m−1)ϑ
−ıe
ı(m−1)ϑ
...
...
...
...
...
...
(−e−ıϑ)m−1 ı(−eıϑ)m−1 (−e−ı3ϑ)m−1 ı(−eı3ϑ)m−1 · · · · · · (−e−ı(m−1)ϑ)m−1 ı(−eı(m−1)ϑ)m−1
 .
Therefore Be11 + ıC11 can be written as diag(1, ı, 1, ı, · · · , 1, ı)V , where V is an invertible
Vandermonde matrix. This implies that Be11 + ıC11 is invertible. On the other hand, by
noting C11 = B
e
11J , where J = diag (J∗, · · · , J∗)︸ ︷︷ ︸
m
2
−copies
with J∗ =
[
0 1
1 0
]
, Be11 + ıC11 = B
e
11(I + ıJ).
It is easily seen that I + ıJ is invertible, so is Be11. To show the invertibility of B
e
22, it is
noticed that Be22 = B˜
e
22R, where B˜
e
22 is similar to B
e
11 defined in (26) with ηi replaced by
η+i and R = diag
(
M(βω0),M(βω1), · · · ,M(βωm
2
)
)
where M(·) is given in (22). Clearly R is
invertible for all β, and it can be proved in the similar way as for Be11 that B˜
e
22 is nonsingular.
Hence, Be22 is invertible for all β. Consequently det(B
e) = det(Be11) det(B
e
22) +O(e
−mβ) 6= 0
for all β sufficiently large. In addition, since each entry of the adjoint of Be is bounded, we
deduce that (Be)−1 = adj(B
e)
det(Be) is bounded and the upper bound depends on m only, where
adj(Be) stands for the adjoint of Be. Furthermore, letting κ = maxk(|ck|, |dk|), where ck, dk
are the coefficients in the kernel L, and ̺ = min{µk, k = 0, · · · , m2 − 1}, we have, for t∗ = 0
or 1, ∣∣F (j)0 (t∗)∣∣
βj
≤ 2mκ
∫ 1
0
βe−β̺τdτ ‖G‖ ≤ 2mκ/̺ ‖G‖, ∀ j = 1, · · · ,m− 1.
As a result, the equation Bex = v has a unique solution a that satisfies the desired bound.
Consider an odd m. The homogeneous ODE: F (2m) − β2mF = 0 has the following 2m
(linearly independent) solutions:
e±βt, e−βµkt cos(βωkt), e−βµkt sin(βωkt), e−βµk(1−t) cos(βωkt), e−βµk(1−t) sin(βωkt),
where k = 1, · · · , m−12 and µk, ωk > 0 for the above k. The solution to ODE (14) subject to
the boundary conditions can be written as
F (t) =
∫ 1
0
P (|t− s|)G(s)ds︸ ︷︷ ︸
F0(t)
+J(t), (27)
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where
J(t) = a0e
−βt + a+0 e
−β(1−t) +
m−1
2∑
k=1
{
e−βµkt
[
ak cos(βωkt) + bk sin(βωkt)
]
+ e−βµk(1−t)
[
a+k cos(βωkt) + b
+
k sin(βωkt)
]}
, (28)
and the coefficients ak, bk, a
+
k , b
+
k are to be determined from the boundary conditions, and the
kernel P is given in (19). Let
b =
(
a0, a1, b1, · · · , am−1
2
, bm−1
2
, a+0 , a
+
1 , b
+
1 , · · · , a+m−1
2
, b+m−1
2
)T
(29)
be the coefficient vector. Similar to the case where m is even, we obtain the linear equation
Bob = v, where vT = [v0,v1] and
Bo =
[
Bo11 B
o
12
Bo21 B
o
22
]
.
Here the matrix blocks Boij ∈ Rm×m are obtained via the similar technique in Section 3.2 as
Bo11 =
1 1 0 · · · · · · 1 0
−1 cos(γ1) sin(γ1) · · · · · · cos(γm−1
2
) sin(γm−1
2
)
...
...
...
...
...
(−1)m−1 cos((m− 1)γ1) sin((m− 1)γ1) · · · · · · cos((m− 1)γm−1
2
) sin((m− 1)γm−1
2
)
 ,
(30)
where γk = (π − kπm ), k = 1, 2, · · · , m−12 , and
Bo22 =

1 cos(ζ1,0) sin(ζ1,0) · · · · · · cos(ζm−1
2
,0) sin(ζm−1
2
,0)
1 cos(ζ1,1) sin(ζ1,1) · · · · · · cos(ζm−1
2
,1) sin(ζm−1
2
,1)
...
...
...
...
...
1 cos(ζ1,m−1) sin(ζ1,m−1) · · · · · · cos(ζm−1
2
,m−1) sin(ζm−1
2
,m−1)
 ,
where γ+k =
kπ
m , ζk,ℓ = β ωk + ℓγ
+
k for all k = 1, 2, · · · , m−12 , ℓ = 0, 1, · · · ,m − 1, and each
entry of Bo12 and B
o
21 is of order O(e
−β). To show the invertibility of Bo11, we introduce
E11 ≡
[
0 Bo11(3) B
o
11(2) B
o
11(5) B
o
11(4) · · · Bo11(m) Be11(m−1)
]
, where Bo11(k) denotes the kth
column of Bo11. As before it can be shown that B
o
11 + ıE11 is nonsingular and B
o
11 + ıE11 =
Bo11(I + ıK), where K ≡ diag(0, J∗, · · · , J∗︸ ︷︷ ︸
m−1
2
−copies
) and J∗ is the 2× 2 matrix defined before. Since
I + ıK is nonsingular, so is Bo11. Furthermore, by applying the similar technique, we can
show that Bo22 is invertible for all β. This thus implies that for all β sufficiently large, B
o is
invertible and each entry of (Bo)−1 is bounded by a positive number depending on m only.
We summarize the above discussions as follows:
Lemma 3.3. Given an odd m. There exist positive real numbers β∗ and ̺, dependent on m
only, such that for all β ≥ β∗, the coefficient vector b is unique and satisfies ‖b‖ ≤ ̺ ‖G‖.
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4 Asymptotic properties of P -splines
To establish the asymptotic properties of the estimator, we first represent Fˆm as the sum of
the convolutions of K(t, s) (defined in Section 3) with Gm and a remainder term that is of
smaller order.
Lemma 4.1. The Fˆm in (13) can be represented as
Fˆm(t) =
∫ 1
0
K(s, t)Gm(s)ds +
∫ 1
0
K(s, t)R˜(s)ds + J(t), (31)
where J(t) is given by (24) and (28) for even m and odd m, respectively. The ‖ · ‖∞-norms
of both coefficient vectors a in (25) and b in (29) are stochastically bounded, and ‖R˜‖ =
Op
(( logKn
nKn
)1/2)
.
Proof. The representation of Fˆm in (31) follows from the discussions in Section 3. The stochas-
tic boundedness of the coefficient vectors is the direct applications of Lemma 3.2 and Lemma
3.3. Let y¯ = Knn X
T y and λ = λ∗Kn/n. Claeskens et al. (2009) showed that ‖H−1‖∞ = O(1),
where H = Knn X
TX + λDTmDm. Thus, bˆ is stochastically bounded, so is fˆ
[p]. Let b¯ solve
(XTX + λ∗DTmDm)b¯ = XT f and denote f¯(x) =
∑Kn+p
k=1 b¯kB
(p)
k (x). We have
‖fˆ [p] − f¯‖ ≤ ‖bˆ− b¯‖∞ ≤ ‖H−1‖∞ ‖ y¯ − E[y¯] ‖∞ = Op
(√Kn
n
√
2 logKn
)
. (32)
It is shown that ‖f¯ − f‖ = O(α) if p = m. The development of this result is a special case of
Theorem 4.1 in Section 4. Thus,
|Fˆ1(x)−G1(x) +G1(κkx+p)− Fˇ1(κkx+p)|
≤ |Fˆ1(x)− Fˇ1(x)|+ |(G1(κkx+p)−G1(x)) − (Φ1(κkx+p)−Φ1(x))|
+|(Φ1(κkx+p)− Φ1(x))− (F¯1(κkx+p)− F¯1(x))| + |(F¯1(κkx+p)− F¯1(x))− (Fˇ1(κkx+p)− Fˇ1(x))|
≤ 2
n
‖fˆ‖+Op
( 1√
nKn
)
+
pMn
n
‖f¯ − f‖+ pMn
n
‖fˆ − f¯‖
= Op
( 1
n
)
+Op
(( logKn
nKn
)1/2)
+Op
( α
Kn
)
.
A similar rate can be obtained for |Ry,kx+1 − Rf,kx+1|. Given the admissible ranges of Kn
and α in next Corollary 4.2, Op((logKn/nKn)
1/2) is the dominating term. Hence, the lemma
follows.
Theorem 4.1. If the true regression function is 2mth order continuously differentiable with
bounded 2mth derivative, then the P -spline estimator fˆ [m] can be written as
fˆ [m](t) = f(t) + (−1)m−1αf (2m)(t) + o(α) + 1
n
n∑
i=1
K(t, ti)ǫi (33)
+Op
(√ logKn
nKn
)
βm + e−βt(1−t)Op(βm),
uniformly in α and in t ∈ (0, 1).
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Proof. Taking the mth derivative of
∫ 1
0 K(s, t)Gm(s)ds, we obtain∫ 1
0
∂mK(t, s)
∂tm
Gm(s)ds =
∫ 1
0
∂mK(t, s)
∂tm
Φm(s)ds +
∫ 1
0
∂mK(t, s)
∂tm
[
Gm(s)− Φ˜m(s)
]
ds
+
∫ 1
0
∂mK(t, s)
∂tm
[
Φ˜m(s)− Φm(s)
]
ds.
It is easy to show that∫ 1
0
∂K(t, s)
∂t
Φm(s)ds = −
∫ 1
0
∂K(t, s)
∂s
Φm(s)ds = −Φm(1)K(t, 1) +
∫ 1
0
K(t, s)Φm−1(s)ds.
Therefore,∫ 1
0
∂mK(t, s)
∂tm
Φm(s)ds = −
m−1∑
j=0
Φm−j(1)
∂m−j
∂t(m−j)
K(t, 1) +
∫ 1
0
K(t, s)f(s)ds.
By Equation (6.4) in Theorem 2.2 of Nychka (1995), we have∫ 1
0
K(t, s)f(s)ds = f(t) + (−1)m−1αf (2m)(t) + o(α).
Similarly,∫ 1
0
∂mK(t, s)
∂tm
[
Gm(s)− Φ˜m(s)
]
ds = −
m−1∑
j=0
[
Gm−j(1)− Φ˜m−j(1)
] ∂m−j
∂t(m−j)
K(t, 1)
+
∫ 1
0
K(t, s)
[
dG1(s)− dΦ˜1(s)
]
,
= Op
(
βme
−β(1−t)√
n
)
+
1
n
n∑
i=1
K(t, ti)ǫi.
Moreover, ∣∣∣ ∫ 1
0
∂mK(t, s)
∂tm
[
Φ˜m(s)− Φm(s)
]
ds
∣∣∣ ≤ ‖Φ˜m − Φm‖ ∣∣∣ ∫ 1
0
∂mK(t, s)
∂tm
ds
∣∣∣,
which is of order O(1/n)βm. Finally, in light of Lemma 4.1, ‖ dmdtm
∫ 1
0 K(s, t)R˜(s)ds‖ is of
order (logKn/nKn)
1/2βm. It is easy to verify that the mth derivative of J(t) is of order
e−βt(1−t)βm. This completes the detail of the representation.
Remark 4.1. Theorem 4.1 indicates that the P -spline estimator is approximately a kernel
regression estimator. The equivalent kernel is K(t, s) given in Section 3, and α plays a role
similar to the bandwidth h. The asymptotic mean has the bias (−1)m−1αf (2m)(x), which can
be negligible if α is reasonably small. On the other hand, α can not be arbitrarily small as
that will inflate the random component. The admissible range for α given in Corollary 4.1 is
a compromise between these two.
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Corollary 4.1. Let α satisfy αn2m/(4m+1) → 0 and α−(2m−1)/2m logKn/Kn → 0. Suppose
also that the true regression function f is 2mth order continuously differentiable with bounded
2mth derivative. Then for t ∈ (0, 1),√
n
β
[fˆ [m](t)− f(t)]→d N(0, σ2K(t)), (34)
where 1β
∫ 1
0 K
2(t, s)ds → σ2K(t) as n → ∞. However, if α = c2mn−
2m
4m+1 for c > 0, and let
Kn ∼ nγ with γ > (2m− 1)/(4m + 1), then
n2m/(4m+1) [fˆ [m](t)− f(t)]→d N
(
(−1)m−1c2mf (2m)(t), σ
2
K(t)
c
)
. (35)
Proof. Let Π(t) = 1n
∑n
i=1K(t, ti)ǫi. For any fixed t, the Lindeberg-Levy central limit theorem
gives √
n
β
Π(t)→ N(0, σ2K(t))
in distribution, where 1β
∫ 1
0 K
2(t, s)ds → σ2K(t) as n → ∞. If α satisfies αn2m/(4m+1) → 0
and α−(2m−1)/2m logKn/Kn → 0, it is easy to see that the remainder terms in (33) are
op(1). If α = c
2mn−
2m
4m+1 for c > 0, and Kn ∼ nγ with γ > (2m − 1)/(4m + 1), we have√
n/βα = c2m+1/2 and
√
n/β
√
logKn
nKn
βm → 0. The theorem follows.
Remark 4.2. The asymptotic results in Corollary 4.1 provide theoretical justification of the
observation that the number of knots is not important, as long as it is above some minimal
level (Ruppert, 2002). It is easy to find that the mean squared error of the P -spline estimator
is of order n−4m/4m+1, which achieves the optimal rate of convergence given in Stone (1982).
In the following, we study the asymptotic property of fˆ [p](t) =
∑Kn+p
k=1 bˆkB
[p]
k (t) when
p 6= m. We first define a piecewise mth degree polynomial f˜ [m], where fˆ [p] and f˜ [m] share
the same set of spline coefficients. In particular, define f˜ [m](t) =
∑Kn+m
k=1 bˆkB
[m]
k (t) if p > m,
or f˜ [m](t) =
∑Kn+p
k=1 bˆkB
[m]
k (t) if p < m. Note that, if p < m, f˜
[m] is defined on [0, 1 − m−pKn ].
Following the similar discussion as above, we can establish the asymptotic distribution for
f˜ [m] as in (34) and (35), respectively, under different admissible ranges of α and Kn.
Lemma 4.2. For any t ∈ (0, 1), let d = ⌊Knt⌋ + 1. Let γˆ(t) = fˆ [p](t) − f˜ [m](t). Then, if
p > m,
γˆ(t) =
p∑
q=m+1
d+q∑
i=d+1
(Kn
q
(t− κi−q)
)
B
[q−1]
i (t)
p∑
l=1
ai+1−d,lK−ln
dl
dtl
fˆ [p](t), (36)
and if p < m,
γˆ(t) = −
m∑
q=p+1
d+m∑
i=d+1
(Kn
q
(t− κi−q)
)
B
[q−1]
i (t)
m∑
l=1
bi+1−d,lK−ln
dl
dtl
f˜ [m](t), (37)
where the coefficients {aij} and {bij} are constants.
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Proof. The B-spline basis functions have the recurrence relationship such that
B
[p]
j (t) =
Kn
p
(t− κj−p−1)B[p−1]j−1 (t) +
Kn
p
(κj − t)B[p−1]j (t).
Let f [p−1](t) =
∑Kn+p−1
k=1 bkB
[p−1]
k (t) with the same first (Kn + p− 1) coefficients of f [p]. For
x ∈ (κd, κd+1), the difference between f [p](t) and f [p−1](t) is given by
f [p](t)− f [p−1](t) =
d+p∑
i=d+1
[
bi+1
Kn
p
(t− κi−p) + bi
(Kn
p
(κi − t)− 1
)]
B
[p−1]
i (t)
=
d+p∑
i=d+1
(bi+1 − bi)
(Kn
p
(t− κi−p)
)
B
[p−1]
i (t). (38)
From (38), if p > m,
fˆ [p](t) = f˜ [m](t) +
p∑
q=m+1
d+q∑
i=d+1
∆bi+1
(Kn
q
(t− κi−q)
)
B
[q−1]
i (t).
From (2), we have ∆lbk = c
T
l (∆bk−l+1,∆bk−l+2, . . . ,∆bk), where
cl =
[
(−1)l−1
(
l − 1
0
)
, (−1)l−2
(
l − 1
1
)
, . . . , (−1)0
(
l − 1
l − 1
) ]T
.
Combining this with (7), it is easy to show that there exists Cd ∈ Rp×p such that[
∆bd+2,∆bd+2, . . . ,∆bd+p+1
]T
= Cd
[
K−1n
d
dt
f [p](t), . . . ,K−pn
dp
dtp
f [p](t)
]T
.
Hence, we can write
∆bd+k =
p∑
l=1
aklK
−l
n
dl
dxl
f [p](t), k = 2, . . . , p+ 1, (39)
which gives (36). (37) can be established similarly. Thus the lemma follows.
Corollary 4.2. Suppose that f is 2mth order continuously differentiable with bounded 2mth
derivative on [0, 1]. Let α satisfy αn2m/(4m+1) → 0 and α−(2m−1)/2m logKn/Kn → 0. Then,
for t ∈ (0, 1), √
n
β
[fˆ [p](t)− f(t)− γˆ(t)]→d N(0, σ2K(t)), (40)
where γ(t) is given by (36) if p < m or (37) if p > m. However, if α = c2mn−
2m
4m+1 for c > 0,
and let Kn ∼ nγ with γ > (2m− 1)/(4m + 1), then
n2m/(4m+1) [fˆ [p](t)− f(t)− γˆ(t)]→d N
(
(−1)m−1c2mf (2m)(t), σ
2
K(t)
c
)
. (41)
Remark 4.3. When p is not equal to m, the asymptotic bias has an additional term γˆ(t),
which is of order Op(1/Kn). When Kn grows sufficiently fast with respect to n, this term is
asymptotically negligible.
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5 The equivalent kernels near boundary
The approximation of the equivalent kernel K(t, s) deteriorates when t is near the boundary
points of the design set. In this section, we derive an explicit formula for the equivalent kernel
when t is close to the boundary. We discuss the case when t is close to 0 only; the case when
t is close to 1 follows from the similar argument and thus is omitted.
Consider an even m first. It follows from the closed-form expressions (23) and (24) for
Fˆm(t) that for t ∈ [0, 1] sufficiently small, them-th derivative of
∑m
2
−1
k=0 e
−βµk(1−t)[a+k cos(βωkt)+
b+k sin(βωkt)
]
is of order Op(β
me−β). Hence, we only consider
F˜ (t) ≡ F0(t) +
m
2
−1∑
k=0
e−βµkt
[
ak cos(βωkt) + bk sin(βωkt)
]
. (42)
In the subsequent, we shall express the coefficients ak, bk in terms of F0(0) and its derivatives.
This will eventually lead to an explicit expression for the kernel.
In view of (15), we have
F
(j)
0 (0) =
∫ 1
0
∂L(j)(|s − t|)
∂ tj
∣∣∣
t=0
G(s)ds = (−1)j
∫ 1
0
∂L(j)(s)
∂ sj
G(s)ds, ∀ j = 1, · · · , 2m− 1.
(43)
Moreover, it follows from Section 3.1 that L(s) = β
m
2
−1∑
k=0
pk(s) = β
m
2
−1∑
k=0
[
1 0
] [pk(s)
qk(s)
]
, where
[
pk(s)
qk(s)
]
= e−βµksS(ωkβs)
[
ck
dk
]
,
and S(·) ∈ SO(2) is given by S(·) =
[
cos(·) sin(·)
− sin(·) cos(·)
]
. In light of (17), we have
[
p
(j)
k (s)
q
(j)
k (s)
]
= (βAk)
j
[
pk(s)
qk(s)
]
= (βAk)
je−βµksS(ωkβs)
[
ck
dk
]
.
As a result, we obtain
∂L(j)(s)
∂ sj
= β
m
2
−1∑
k=0
[
1 0
] [p(j)k (s)
q
(j)
k (s)
]
= βj+1
m
2
−1∑
k=0
(Ak)
j
1•e
−βµksS(ωkβs)
[
ck
dk
]
,
where (Ak)
j
1• denotes the first row of the j-th power of Ak given in (17). This, along with
(43), yields
F
(j)
0 (0)
βj
= (−1)j
∫ 1
0
( m2 −1∑
k=0
(Ak)
j
1•βe
−βµksS(ωkβs)
[
ck
dk
])
G(s)ds
=
m
2
−1∑
k=0
(−Ak)j1•
∫ 1
0
(
βe−βµksS(ωkβs)
[
ck
dk
])
G(s)ds.
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For notational simplicity, let B̂e11 denote the inverse of the matrix B
e
11 defined in (26) and let
pj =
m
2
−1∑
k=0
(−Ak)j1•
∫ 1
0
(
βe−βµksS(ωkβs)
[
ck
dk
])
G(s)ds, j = 0, · · · ,m− 1,
and p = [p0,p1, · · · ,pm−1]T ∈ Rm. Therefore, it follows from the development in Section 3.4
that 
a0
b0
...
am
2
−1
bm
2
−1
 = −(B̂e11 +Op(e−β))p = −B̂e11 p+Op(e−β). (44)
Returning to F˜ (m)(t) and using (44), we have, for β →∞,
F˜ (m)(t) = F
(m)
0 (t) + β
m
m
2
−1∑
ℓ=0
(Aℓ)
m
1•e
−βµℓtS(ωℓβ t)
[
aℓ
bℓ
]
=
∫ 1
0
∂L(m)(|t− s|)
∂ sm
G(s)ds + βm qT (t)
(
− B̂e11
)
p, (45)
where q(t) ≡ [q0(t),q1(t), · · · ,qm
2
−1(t)
]T ∈ Rm with qℓ(t) ≡ (Aℓ)m1•e−βµℓtS(ωℓβt) ∈ R1×2 for
ℓ = 0, 1, · · · , m2 − 1.
To find the kernel in this case, particularly the kernel for the second term, recall[
pk(s)
qk(s)
]
= e−βµksS(ωkβs)
[
ck
dk
]
.
Therefore, the second term in (45) becomes
βm qT (t)
(
− B̂e11
)
p =
∫ 1
0
W (t, s)G(s)ds,
where
W (t, s) = βmqT (t)
(
− B̂e11
)
ν0(s)
ν1(s)
...
νm−1(s)

and νj(s) =
m
2
−1∑
k=0
(−Ak)j1•
(
β
[
pk(s)
qk(s)
])
, j = 0, . . . ,m− 1.
Denote by p
(r)
k (s) and q
(r)
k (s) the r-th order integrals of pk(s) and qk(s) respectively,
namely,
p
(r)
k (s) ≡
∫
· · ·
∫
︸ ︷︷ ︸
r−copies
pk dτ1 · · · dτr, q(r)k (s) ≡
∫
· · ·
∫
︸ ︷︷ ︸
r−copies
qk dτ1 · · · dτr.
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In light of (17), it is easy to verify that[
p
(r)
k (s)
q
(r)
k (s)
]
= (βAk)
−r
[
pk(s)
qk(s)
]
= e−βµks(βAk)−rS(ωkβs)
[
ck
dk
]
.
Using this and
∂mp
(m)
k (s)
∂sm
= pk(s),
∂mq
(m)
k (s)
∂sm
= qk(s), we have
νj(s) =
m
2
−1∑
k=0
(−Ak)j1•
(
β
∂mp(m)k (s)∂sm
∂mq
(m)
k
(s)
∂sm
) = ∂m
∂sm
m
2
−1∑
k=0
(−Ak)j1•
(
β
[
p
(m)
k (s)
q
(m)
k (s)
])
=
∂m
∂sm
m
2
−1∑
k=0
(−Ak)j1•
(
βe−βµks(βAk)−mS(ωkβs)
[
ck
dk
])
.
Therefore,
W (t, s) ≡ ∂
m
∂sm
(
qT (t)
(− B̂e11) r(s)), (46)
where r(s) = [r0(s), r1(s), . . . , rm−1(s)]T ∈ Rm, and
rj(s) =
m
2
−1∑
k=0
(−Ak)−(m−j)1• βe−βµksS(ωkβs)
[
ck
dk
]
, j = 0, . . . ,m− 1.
Here the coefficients ck, dk satisfy the linear equation (18). Finally, we obtain the equivalent
kernel for t ≥ 0 sufficiently small (when β →∞) as
Kb(t, s) = L(|t− s|) + qT (t)
( − B̂e11) r(s). (47)
Example 5.1. As an illustration, we derive the closed-form expression of the kernel near the
boundary t = 0 for m = 2 and compare it with the boundary kernel established by Silverman
(1984) for the smoothing splines. Since c0 = d0 =
1
2
√
2
,
A0 =
[
cos(3π4 ) sin(
3π
4 )
− sin(3π4 ) cos(3π4 )
]
, S(ω0βt) =
[
cos( βt√
2
) sin( βt√
2
)
− sin( βt√
2
) cos( βt√
2
)
]
, B̂e11 =
[
1 0
1
√
2
]
,
we have
q(t) = e
− βt√
2
[
sin( βt√
2
)
− cos( βt√
2
)
]
, r(t) =
β
2
√
2
e
− βs√
2
[
− sin( βs√
2
) + cos( βs√
2
)√
2 cos( βs√
2
)
]
.
Hence, the equivalent kernel near the boundary t = 0 is
Kb(t, s) = L(|t− s|) + qT (t)
(
− B̂e11
)
r(s) (48)
= L(|t− s|) + β
2
√
2
e
− β√
2
(t+s)
[
cos
( β√
2
(t− s))+ 2cos ( β√
2
t
)
cos
( β√
2
s
)− sin ( β√
2
(t+ s)
)]
.
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Figure 2: The non-boundary kernel (solid), the finite-sample kernel (dashed) and asymptotic
boundary kernel (dotted) for m = 2 and for (a) β = 4, (b) β = 6, (c) β = 8, (d) β = 10. The
kernels are for estimation at x = 0.2.
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When t = 0, since L(|t−s|) = β
2
√
2
e
− β√
2
s[
cos( β√
2
s)+sin( β√
2
s)
]
, the boundary kernel becomes
√
2 e
− β√
2
s
cos( β√
2
s), s ∈ [0, 1]. It is interesting to notice that the boundary kernel in (48) agrees
with that obtained by Silverman (1984). Figure 2 displays the non-boundary kernel, boundary
kernel, and the finite sample kernel when we estimate x = 0.2 with different choices of β,
where the finite sample kernel is obtained by incorporating the terms containing e−βµk(1−t)
ignored in (42). Indeed, this kernel is given by
L(|t− s|) + β
2
√
2
e
− β√
2
(t+s)
[
cos
( β√
2
(t− s))+ 2cos ( β√
2
t
)
cos
( β√
2
s
)− sin ( β√
2
(t+ s)
)]
+β2 e
− β√
2
(2−t−s){
cos
(β(1−t)√
2
+ π4
)[
cos(β(1−s)√
2
)− sin(β(1−s)√
2
)
]
+
√
2 cos(β(1−t)√
2
) cos(β(1−s)√
2
)
}
.
There are a good agreement between the finite-sample and asymptotic kernels when β = 6
and an excellent agreement when β = 10.
The development of the boundary kernel for an odd m is similar and we omit the details
here. For notational simplicity, let B̂o11 denote the inverse of the matrix B
o
11 defined in (30).
we obtain the equivalent kernel for t ≥ 0 sufficiently small (when β →∞) as
Kb(t, s) = P (|t− s|) + qT (t)
(
− B̂o11
)
r(s), (49)
where q(t) =
[
(−1)me−βt,q1(t), . . . ,qm−1
2
(t)
]T ∈ Rm and r(s) = [r0(s), r1(s), . . . , rm−1(s)]T ∈
R
m, and
qℓ(t) = (Aℓ)
m
1•e
−βµℓtS(ωℓβt) ∈ R1×2, ℓ = 1, . . . , m− 1
2
,
rj(s) = (−1)mc0βe−βs +
m−1
2∑
k=1
(−Ak)−(m−j)1• βe−βµksS(ωkβs)
[
ck
dk
]
, j = 0, . . . ,m− 1,
where the coefficients ck, dk satisfy the linear equation (21).
6 Extensions to unequally spaced data and multivariate smooth-
ing
We have so far focused on the equally spaced design case and equally spaced knots. When
the design is not equally spaced, one can use the ideas of Stute (1984) and Li and Ruppert
(2008). In specific, assume that xi’s are in (a, b). Find a smoothing monotone function Υ
such that Υ(xi) = i/n from (a, b) to (0, 1). We use the P -spline smoothing to fit (i/n, yi),
and thus the regression function is give by f ◦ Υ−1. We place knots at sample quantiles so
that there are equal numbers of data points between consecutive knots.
The univariate P -splines can be naturally extended to multivariate P -splines (Marx and
Eilers, 2005). The asymptotic properties can be studied along the same line. Consider
the problem of estimating the ν dimensional function f(t1, . . . , tν) from noisy observations
yi = f(t1i, . . . , tνi) + ǫi, i = 1, . . . , n. The P -spline model approximates f by
f(t1, . . . , tν) =
K1n+p1∑
k1=1
· · ·
Kνn+pν∑
kν=1
bk1,...,kνB
[p1]
k1
(t1) · · ·B[pν ]kν (tν).
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The spline coefficient bˆ subject to the difference penalty are chosen to minimize
n∑
i=1
[
yi −
K1n+p1∑
k1=1
· · ·
Kdn+pd∑
kd=1
bk1,...,kdB
[p1]
k1
(t1i) · · ·B[pd]kd (tdi)
]2
+ λ∗
K1n+p1∑
k1=m1+1
· · ·
Kdn+pd∑
kd=md+1
[
∆m1,m2,...,mdbk1,k2,...,kd
]2
,
where the difference operator for d dimensional case is defined as follows:
∆0,...,0bk1,...,kν = bk1,...,kν , k1 = 1, . . . ,K1n + p1, . . . , kν = 1, . . . ,Kνn + pν,
∆m1,m2,...,mν bk1,k2,...,kν = ∆
m1−1,m2,...,mν bk1,k2,...,kν −∆m1−1,m2,...,mνbk1−1,k2,...,kν
= ∆m1,m2−1,...,mν bk1,k2,...,kν −∆m1,m2−1,...,mνbk1,k2−1,...,kν
= · · ·
= ∆m1,m2,...,mν−1bk1,k2,...,kν −∆m1,m2,...,mν−1bk1−1,k2,...,kν−1.
For example, consider a two dimensional difference operator when k1 = 1 and k2 = 2:
∆1,2bks = ∆
0,2bks −∆0,2bk−1,s
= [bks − 2bk,s−1 + bk,s−2]− [bk−1,s − 2bk−1,s−1 + bk−1,s−2].
Let X be the n×{Πνj=1(Kjn+ pj)} matrix with (i, j)th entry equal to B[p1]k1 (t1i) · · ·B
[pν ]
kν
(tdi).
Define D as the {Πνj=1(Kjn + pj −mj)} × {Πνj=1(Kjn + pj)} differencing matrix satisfying
Db =
 ∆
m1,...,mν bm1+1,...,mν+1
...
∆m1,...,mνbK1n+p1,...,Kνn+pν
 .
The optimality condition is given by
(XTX + λ∗DTD)bˆ = XT y. (50)
Note that D = Dm1 ⊗Dm2 ⊗ · · · ⊗Dmν and DTD = DTm1Dm1 ⊗DTm2Dm2 ⊗ · · · ⊗DTmdDmd ,
where “⊗” represents the Kronecker product. We may go though the same procedure as
described in this paper. The multivariate P -spline smoothing is asymptotically equivalent
to kernel smoothing and the equivalent kernel is the Green’s function corresponding to the
partial differential equation (PDE):
(−1)m1+···+mdα ∂
2m1+···+2md
∂t2m11 · · · ∂t2mdd
F (t1, . . . , td) + F (t1, . . . , td) = G(t1, . . . , td), (51)
subject to the boundary conditions:
∂k1+···+kd
∂tk11 · · · ∂tkdd
F (t1, . . . , td) = 0, if any ti = 0, ki = 0, . . . ,mi − 1,
∂k1+···+kd
∂tk11 · · · ∂tkdd
F (t1, . . . , td) =
∂k1+···+kd
∂tk11 · · · ∂tkdd
G(t1, . . . , td), if any ti = 1, ki = 0, . . . ,mi − 1.
Further study of this issue is beyond the scope of this paper and shall be reported in a future
publication.
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