Recent years have witnessed significant interest in convex relaxations of the power flows, with several papers showing that the second-order cone relaxation is tight for tree networks under various conditions on loads or voltages. This paper shows that ac-feasibility, i.e., to find whether some generator dispatch can satisfy a given demand, is NP-hard for tree networks.
I. INTRODUCTION
M ANY interesting applications in power systems, including optimal power flows, optimize an objective function over the steady-state power flow equations, which are nonlinear and nonconvex. These applications typically include an ac-feasibility (AC-FEAS) subproblem: find whether some generator dispatch can satisfy a given demand.
Although the set of ac-feasible solutions is in general a nonconvex set, this does not imply that the ac-feasibility problem is NP-hard, 1 as nonconvexity does not imply NP-hardness. For example, the family of optimization problems such that where has a nonconvex constraint and a nonconvex solution set but the optimal solution is always and can be trivially computed. The first NP-hardness proof for ac-feasibility was given for a cyclic network structure in [1] . It relies on a variant of the dc model [2] but uses a sine function around the phase angle difference. From an ac perspective, this means that conductances are 0, voltage magnitudes are all fixed at 1, and reactive power is ignored.
This paper proves that ac-feasibility is NP-hard for tree networks. As is typical for NP-hardness proofs, the NP-hardness reduction only uses a subset of all ac power flow instances. In particular, the proof uses power flow instances where voltage magnitudes are fixed to 1 in the per-unit system and there is exactly one load with a positive reactive power demand. The proof does not require bounds on generation and is valid for realistic conductances, susceptances, and bounds on the phase angles.
This NP-hardness result provides a counterpart to a series of positive results on convex relaxations of the ac power flow equations following the seminal work of Jabr et al. [3] , [4] . See also [5] - [8] , as well as the comprehensive survey in [9] . In particular, this survey indicates that there are three types of sufficient conditions that guarantee exactness of the convex relaxations for the optimal power flow (OPF) problem, i.e., minimizing the generation dispatch costs while satisfying a given demand (ac-feasibility is a subproblem of OPF). The first sufficient condition is linear separability, which is violated by the instances in the NP-hardness reduction which fix the injection at the load. The second sufficient condition requires that the upper bound on the voltage bound is not tight, which is violated in the reduction instances where the voltage magnitude is fixed. The final set of conditions requires that the phase angle difference across each line depends on the ratio of conductance and susceptance and that there is no lower bound on reactive power. These conditions are once again violated in the proof whose instances have a lower bound on reactive power. There is a beautiful geometric interpretation of these conditions and the role of bounds on reactive power (e.g., [8] , [5] ). Indeed, these geometric studies show that the feasible set for each line is an ellipse and ac-feasibility is polynomial-time solvable if there is no constraint on reactive power. Bounds on reactive power divide the ellipses and our hardness result can be interpreted geometrically as indicating that this division makes the problem NP-hard.
Observe that the general ac-feasibility problem on trees is NP-hard even if the proof only uses instances where the voltage magnitudes are fixed. In general, NP-hardness proofs only use a subset of instances in the encodings and this is sufficient to show the hardness results which are worst-case. In this particular case, the hardness proof indicates that, if there exists a polynomial-time algorithm for deciding ac-feasibility of arbitrary tree networks with arbitrary bounds on voltage magnitudes, injections, loads, and phase angles, then it must be the case that P NP, since the encoding instances are special cases of this general problem. Note also that, for simplicity, the proof does not show membership to NP, since potential solutions may involve irrational numbers that cannot be represented in finite space. Hence a simple argument based on checking feasibility in polynomial time cannot be used to show NP-membership in this case.
II. PROBLEM DEFINITION
Here, we present the problem description and the assumptions underlying the proof. Our ac-feasibility problem receives as input fixed demands for real ( ) and reactive ( ) power. It fixes all voltage magnitudes to one and assumes that lines have a maximum phase angle difference . The proof also assumes a susceptance and conductance and imposes a natural condition on the relationship between , and . In the model, the set of buses is defined as the disjoint union of the set of loads and the set of generators . Hence every bus is either a generator or a load (with possibly 0 demand).
is the set of lines and is the set of directed lines. For a line , we use the notation to indication the line susceptance and conductance .
With these assumptions and notations, the ac-feasibility problem consists in finding the phase angles , the real power flows , and the reactive power flows satisfying This formulation uses phase angles and a bound on phase angles since this makes the proof simpler. Phase angles are not typically used in optimization over tree networks. However there is no loss of generality in this formulation since, under the assumption that the voltage magnitude is one, imposing a maximum phase angle difference is equivalent to enforcing a line capacity (thermal limit). Indeed, the maximum phase angle difference implies a capacity of For a given capacity and taking into account that the phase angle difference has to be within , we can define a maximum phase angle difference as if otherwise.
III. AC-FEASIBILITY ON STAR NETWORKS IS NP-HARD
We prove in this section that the ac-feasibility of an ac network with a star structure and one load is NP-hard. A graph with nodes is called a star if it is a connected tree with leaves and one non-leave node. The inspiration underlying the proof came from the 2-bus example in [10] that exhibits disconnected feasibility regions.
Let .
The key element of the proof is that, for any choice of and , the ratio between real and reactive power is unique with respect to the phase angle difference . This is captured in the following lemma, which also uses the following notations for clarity: Lemma 1: Let be a line with and . The following statements are true:
Proof: To simplify notations we define ; and
. Let us assume that . Using the fact that the tangent is strongly monotonic increasing within the interval , we have
Using the trigonometric identity and multiplying both sides of the last equation with (using the fact that ), we obtain which is for . Equation (1) is true if or . Hence, (1) and (2) are true in general. To make sure that the load used in our encoding is in fact consuming power, it is necessary to ensure that . This introduces a constraint on the values of , and in the networks considered by the proof. However, note that this constraint does not remove realistic values for , and . The next lemma establishes an important property of the phase angles derived from the real power flow equation.
Lemma 2: Consider , and let and be such that the condition holds. Then, we have
Proof: For , we have . Assume that . We have This contradicts the premise that . Hence, we have . We are now in a position to prove our main result. Theorem 1: AC-feasibility on trees is NP-hard.
Proof: To prove that star networks are NP-had, we present a reduction from the NP-hard subset sum problem to ac-feasibility. Given a set and a number , the subset sum problem decides whether there exists such that . If such a set exists, we call the problem instance solvable. Let be an arbitrary instance of the subset sum problem. We define the ac-network via where , and are chosen to satisfy the condition in Lemma 2. This encoding is polynomial in the size of , since it uses only rational numbers and finitely many real numbers constructed from rational numbers, sine, and cosine. The rest of the proof shows that Case 1:
has feasible solution is solvable. Let be a solution for . We define . It is easy to see that the maximum phase angle difference constraints and the ac-power laws are satisfied. Using the fact that is a solution for , the conservation law at is Moreover, the generation constraints are satisfied because is always positive for a positive phase angle difference. Hence, we have defined a feasible solution.
Case 2: has feasible solution is solvable. Let , and be the feasible solution. Lemma 2 together with the fact that we have the constraint that the real power at the generators has to be positive implies that . We define . Because we have a feasible solution, Kirchhoff's conservation law for real and reactive power becomes and . Using and , we can derive
Equation (1) in Lemma 1 implies that every summand in this equation is non-positive. Hence, all summands must be 0. Given our choice of and using (2) from Lemma 1, we have . This implies and hence using Kirchhoff's conservation law for real power we have which proves .
IV. CONCLUSION
This paper has shown that ac-feasibility on tree networks is NP-hard. which means that, unless , there exists no polynomial-time algorithm for deciding ac-feasibility of arbitrary tree networks with arbitrary bounds on voltage magnitudes, injections, loads, and phase angles. As a corollary, convex relaxations that can be solved in time polynomial in the input size cannot be tight on tree networks without additional conditions on the network (unless ). See [11] for a detailed discussion of the complexity of convex optimization.
The proof relies on the existence of arbitrarily small bounds on voltage magnitudes (the proof fixes the voltage magnitudes to one in the proof for simplicity) and either generation bounds, capacity constraints, or a bound on phase angle differences. Our current work aims at understanding whether the NP-hardness result continues to hold for looser voltage bounds, understanding more precisely the frontier between polynomial-time solvability and NP-hardness and further complementing the existing results.
