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Abstract
This work derives a finite population delta method. The delta method creates
more general inference results when coupled with central limit theorem results for the
finite population. This opens up a range of new estimators for which we can find
finite population asymptotic properties. We focus on the use of this method to derive
asymptotic distributional results and variance expressions for causal estimators. We
illustrate the use of the method by obtaining a finite population asymptotic distribution
for a causal ratio estimator.
Keywords: Potential outcome; Randomization inference; Variance estimation
1 Introduction
The potential outcome framework (Splawa-Neyman et al., 1990; Rubin, 1974) for causal
inference often focuses on finite population inference. In this setting, inference is made
only with respect to units in the study, these units and their potential outcomes are
considered fixed, and randomness comes only from random assignment of units to
treatment. Fisher and Neyman were leaders in developing inference methodology for
this setting (Fisher, 1926; Splawa-Neyman et al., 1990) and, following them, much of
the causal inference literature has focused on estimating additive treatment effects or
the difference in means. Li and Ding (2017) laid out general central limit theorems for
these types of causal estimators in the finite population setting. They also explored
other causal estimators such as those for multiple treatments and with regression ad-
justment. In this paper, we aim to build upon the work of Li and Ding (2017) by giving
conditions for a finite population version of the delta method that can be used with
their central limit theorems. Given a random variable for which we know the limiting
distribution, the delta method is a well known method of obtaining limiting distribu-
tions and asymptotic variances for functions of that variable (see Ver Hoef, 2012, for
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discussions and comments, especially with regards to the Skorokhod representation step of the proof. The
author would also like to thank Luke Miratrix for helpful comments on the work. Nicole Pashley is supported
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opinion, findings, and conclusions or recommendations expressed in this material are those of the author and
do not necessarily reflect the views of the National Science Foundation.
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discussion of uses and history). Thus, we can use it to create asymptotic results for
more general, nonlinear causal estimators, such as ratio estimators. We start by giving
the results for the simple univariate case in Section 2. Then we give results for the
multivariate case in Section 3. In this section we also discuss applications to causal
inference. Section 4 concludes. All proofs can be found in the appendix, as well as
some further details of the methods. The theorems are intentionally kept general, with
examples illustrating applications in the causal inference setting.
2 Univariate delta method
In this section,we give a simple version of the finite population delta method. We will
build on this in Section 3 to obtain a more general result which is applicable to causal
inference. In Section 2.1, we first give a simple and common setting for the use of this
method, to help build intuition. Then Section 2.2 gives the general setting and the
main theorem of this section. Section 2.3 illustrates the method with an example.
2.1 Simple setting
We start by giving a simple and standard setting for finite population inference. Let us
have a fixed, finite population of N units, with associated values {AN,1, · · · , AN,N}. As
typical in the finite population literature (see Aronow and Middleton, 2013; Lehmann,
1975, 1999; Li and Ding, 2017; Scott and Wu, 1981), assume that this finite population
is embedded in a sequence of growing finite populations. From the finite population,
we draw random sample of n = ⌈pN⌉ units, for some fixed 0 < p < 1. Note that here,
by fixing p, n →∞ and N − n →∞ as N →∞. We are interested in estimating the
finite population mean, AN , using the sample mean, aN . Let Zi be the indicator for
inclusion of unit i is in the sample, i.e. Zi = 1 if unit i in the sample and Zi = 0 if
unit i is not in the sample. Then, because each unit i in the population has associated
value AN,i, the population mean would be
AN =
1
N
N∑
i=1
AN,i
and the sample mean would be
aN =
1
n
N∑
i=1
ZiAN,i.
Note that AN is not random because the finite population outcomes are fixed. The
subscript N denotes that aN is the estimator for the population with N units, although
it only uses a sample of those units. Indexing by N is used to clarify that we take limits
with respect to the growing sequence of finite populations.
2.2 General setting
Assume that we have a fixed finite population of N units embedded in a sequence
of growing finite populations. We are interested in estimating some finite population
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value AN ∈ R, which is a fixed function of the outcomes, or other values, associated
with the N units. Note that AN is not random but rather fixed for the finite population
of size N . Let aN be some random estimator for AN . For instance, AN could be the
finite population average treatment effect and aN could be an estimate of the average
treatment effect based on random assignment of units to treatment and control. We
have a function g : R → R and wish to make inference for g(aN )− g(AN ). Note that,
throughout, we assume limits are taken as N →∞.
Theorem 1. Assume that we have the result that, as N →∞,
aN −AN p−→ 0
and
aN −AN√
Var(aN )
=
√
N(aN −AN )√
NVar(aN )
d−→ N(0, 1). (1)
Let g : R → R be a differentiable, non-zero valued function with g′ also continuous on
the domain of AN . Also assume that g
′(AN ) is bounded away from zero (i.e. g
′(AN ) 6=
0 and g′(AN ) 6→ 0). Then we have the result
g(aN )− g(AN )
g′(AN )
√
Var(aN )
d−→ N(0, 1). (2)
See Appendix A for derivations. We can use Theorem 1 of Li and Ding (2017) to
get the normality condition of Equation 1 for sample means.
Remark. We require g′(AN ) 6= 0 for this version of the delta method, but in the case
that g′(AN ) = 0 we may be able to use a higher order delta method to get around this
problem.
Remark. It is interesting to note that typical delta method approaches for super-
population settings assume a limiting value for aN , say µa and only need to assume
that g(µa) 6= 0.
2.3 Example: Squared estimator
Assume that we have a random sample of n = ⌈pN⌉ units from a population of N units
such that 1 ≤ n ≤ N − 1, with the assumption that p remains fixed as N →∞. Each
unit has associated outcome YN,i > 0. Let Zi = 1 if unit i is included in the sample. Let
Y¯N be the population mean outcome (i.e., Y¯N =
∑N
i=1 YN,i/N) and y¯N be the observed
or estimated mean outcome (i.e., y¯N =
∑N
i=1 ZiYN,i/n). We are interested in finding
the finite population asymptotic distributional result for y¯2N . Following notation from
Li and Ding (2017), let
mN = max1≤i≤N
[
YN,i − Y¯N
]2
and
vN =
1
N − 1
N∑
i=1
[
YN,i − Y¯N
]2
.
We have from Theorem 1 of Li and Ding (2017) that if as N →∞
1
min(n,N − n)
mN
vN
→ 0
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then
y¯N − Y¯N√
Var(y¯N )
d−→ N(0, 1).
We also assume that nVar(y¯N ) (defined further below) has a limiting value, which
ensures that
y¯N − Y¯N p−→ 0,
which can be proved using the previous distributional result or by Markov’s inequality.
Define g(x) = x2. Then g′(x) = 2x. The continuity requirements for the delta
method hold for any x ∈ R. The other requirement of Theorem 1 is that g′(Y¯N ) = 2Y¯N
does not approach zero. This assumption holds because of the domain of YN,i.
It is well known and can be found in, for instance, Li and Ding (2017) that
Var(y¯N ) =
(
1
n
− 1
N
)
vN .
Then we can easily apply Theorem 1 to get
y¯2N − Y¯ 2N
2Y¯N
√
Var(y¯N )
d−→ N(0, 1).
3 Delta method: Multivariate
We now give a more general version of the delta method when we have a vector of
outcomes. That is, now AN ,aN ∈ RK with AN still a fixed quantity based on the N
units in the finite population and aN still a random estimator for AN . For instance,
as in Section 3 of Li and Ding (2017), aN could be a vector of observed averages of
potential outcomes under different treatments (or a linear combination there of) and
AN could be the corresponding true finite population averages of potential outcomes.
We again assume that we have a normality result for aN−AN . Let the kth component
aN and AN be denoted aN [k] and AN [k], respectively. We are interested in finding a
similar result for some function of our estimator, g : RK → R where g is a differentiable,
non-zero valued function with all of its first order partial derivatives also continuous
on the domain of AN . Let ∇g(b) be the vector of partial derivatives evaluated at b.
Define
VN =


√
Var(aN [1]) 0 · · · 0
0
√
Var(aN [2]) · · · 0
...
...
. . .
...
0 0 · · ·
√
Var(aN [K])

 .
Theorem 2. Assume that we have the result that, as N →∞,
aN −AN p−→ 0
and 
aN [1] −AN [1]√
Var(aN [1])
, . . . ,
aN [K] −AN [K]√
Var(aN [K])

T d−→ N(0,Σ),
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where Σ is the limit of the correlation matrix. Let g : RK → R be a differentiable,
non-zero valued function with all of its first order partial derivatives also continuous
on the domain of AN . Also assume that at least one term in ∇g(AN ) is bounded away
from zero (i.e. ∇g(AN )[k] 6= 0 and ∇g(AN )[k] 6→ 0 for some k). Then we have the
result
g(aN )− g(AN )√
(∇g(AN ))T VNΣVN∇g(AN )
d−→ N(0, 1),
where VNΣVN is equal to the covariance matrix of(
aN [1] −AN [1], . . . ,aN [K] −AN [K]
)
if we replace Σ with sample values.
See Appendix B for derivations. We can use Li and Ding (2017) to satisfy some of
the conditions of the theorem. In particular, we can use Theorem 2 and Theorem 4
of that paper to get the normality condition for sample means or linear combinations
there of.
The remarks from the univariate case extend directly to the multivariate case given
here.
3.1 General form of causal estimator variance
In this section we look at the classic causal inference set up with two treatment groups.
We derive the general form of the variance for a function of the observed means of
potential outcomes under treatment and control. Let us have N units in the finite
population with n1 = pN(> 1) units assigned to treatment and n0 = (1 − p)N(>
1) units assigned to control, with the assumption that p remains fixed as N → ∞.
Let Zi = 1 if unit i is assigned to treatment and Zi = 0 is unit i is assigned to
control. The potential outcome for unit i under treatment is YN,i(1) and under control
is YN,i(0). Let Y¯N (z) be the population mean potential outcome under treatment z
(i.e., Y¯N (z) =
∑N
i=1 YN,i(z)/N) and y¯N (z) be the observed or estimated mean potential
outcome under treatment z (i.e., y¯N(z) =
∑N
i=1 ZiYN,i(z)/nz). We are interested in
the asymptotic distribution for some function g : R2 → R, of the estimated potential
outcome means. We can proceed with inference in this scenario, keeping with the
randomization based framework, by utilizing the finite population delta method.
First we need to satisfy the conditions of Theorem 2. Following notation from
Li and Ding (2017), let
mN,z = max1≤i≤N
[
YN,i(z)− Y¯N (z)
]2
, z ∈ {0, 1}
and
vN,z =
1
N − 1
N∑
i=1
[
YN,i(z) − Y¯N (z)
]2
, z ∈ {0, 1}.
We have from Theorem 2 of Li and Ding (2017) that if as N →∞
maxz∈{0,1}
1
n2z
mN,z(
n−11 −N−1
)
vN,1 +
(
n−10 −N−1
)
vN,0
→ 0
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and the correlation matrix of (y¯N (0), y¯N (1)) has limiting value Σ, then(
y¯N (0)− Y¯N (0)√
Var(y¯N (0))
,
y¯N(1) − Y¯N (1)√
Var(y¯N (1))
)
d−→ N(0,Σ).
We also assume that nVar(y¯N (0)) and nVar(y¯N (1)) have limiting values to ensure the
required convergence in probability assumption:
y¯N (0)− Y¯N (0) p−→ 0 and y¯N(1) − Y¯N (1) p−→ 0.
Assuming that g and its partial derivatives meet the continuity requirements, we can
now invoke Theorem 2.
We have
Var (y¯N (0)) =
p
(1− p)N(N − 1)
N∑
i=1
(
YN,i(0)− Y¯N (0)
)2
=
(
1
n0
− 1
N
)
vN,0
Var (y¯N (1)) =
1− p
pN(N − 1)
N∑
i=1
(
YN,i(1)− Y¯N (1)
)2
=
(
1
n1
− 1
N
)
vN,1
Cov (y¯N (1), y¯N (0)) = − 1
N(N − 1)
N∑
i=1
(
YN,i(1)− Y¯N (1)
) (
YN,i(0) − Y¯N (0)
)
.
∇g (Y¯N (0), Y¯N (1)) is a vector of length two, with the first entry, which we denote
∇g[1], corresponding to the partial derivative with respect to the control mean and
the second entry, ∇g[2], corresponding to the partial derivative with respect to the
treatment mean.
Plugging in sample values for Σ, which corresponds to using the finite population
covariance rather than the limiting correlation multiplied by the square root of the
finite population variances,
VNΣVN =
(
Var (y¯N(0)) Cov (y¯N(1), y¯N (0))
Cov (y¯N (1), y¯N (0)) Var (y¯N (1))
)
.
So then(∇g (Y¯N (0), Y¯N (1)))T VNΣVN∇g (Y¯N (0), Y¯N (1))
= ∇g2[1]Var (y¯N (0)) + 2∇g[1]∇g[2]Cov (y¯N (1), y¯N (0)) +∇g2[2]Var (y¯N (1))
= ∇g2[1]
vN,0
n0
+∇g2[2]
vN,1
n1
+ 2∇g[1]∇g[2]Cov (y¯N (1), y¯N (0)) −∇g2[1]
vN,0
N
−∇g2[2]
vN,1
N
= ∇g2[1]
vN,0
n0
+∇g2[2]
vN,1
n1
− 1
N(N − 1)
N∑
i=1
[∇g[2]YN,i(1) +∇g[1]YN,i(0)− (∇g[2]Y¯N (1) +∇g[1]Y¯N (0))]2 .
Note that we can use the typical Neyman style variance estimators to estimate
vN,1 and vN,0. Hence we can obtain a conservative estimator for the variance term by
excluding the negative term. That is, for vN,z we can use estimator
vˆN,z =
∑
i:Zi=z
(YN,i(z)− y¯N (z))2 .
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3.2 Example: Ratio Estimator
We now give an example, using the causal inference set up and notations introduced in
the previous section. We also assume the same assumptions to get the normality and
convergence results given in the prior section so that we can apply Theorem 2. Most
of the causal inference literature tries to estimate the average treatment effect defined
as τ = Y¯N (1) − Y¯N (0). However, a multiplicative effect, τ = Y¯N (1)Y¯N (0) , may also be of
interest1 for outcomes such that YN,i(z) > 0 for z ∈ {0, 1}. For this estimator we need
to assume that Y¯ (0) approaches some finite, positive value as N → ∞. Set function
g(x,w) = x/w. Then
(∇g(x,w))T =
(
− x
w2
,
1
w
)
.
Given that YN,i(z) > 0 for z ∈ {0, 1}, the continuity requirements are satisfied for the
original function and the partial derivatives.
Then we have under Theorem 2 and using the finite population values for Σ along
with the variance expression derived in the previous section (with some simplifications),
y¯N (1)/y¯N (0)− Y¯N (1)/Y¯N (0)√(∇g(Y¯N (0), Y¯N (1)))T VNΣVN∇g(Y¯N (0), Y¯N (1))
=
y¯N (1)/y¯(0)− Y¯N (1)/Y¯N (0)√
1
Y¯N (0)2
(
vN,1
n1
+ Y¯N (1)
2
Y¯N (0)2
vN,0
n0
)
− 1N(N−1)
∑N
i=1
YN,i(0)2
Y¯N (0)2
(
YN,i(1)
Y¯N,i(0)
− Y¯N (1)
Y¯N (0)
)2
d−→ N(0, 1).
4 Discussion
In this work we have derived a finite population version of the delta method and have
applied it to get results for more general causal estimators by coupling it with central
limit theorem results from Li and Ding (2017). This is useful for deriving both asymp-
totic distributional results and variance expressions. There are a few generalizations
of this work that could be made. We only allow g : RK → R but generalizations to
g : RK → RJ can be made. Additionally, as mentioned previously, issues with par-
tial derivatives approaching zero may be resolved by implementing a higher order delta
method. Finally, the delta method is not restricted to use with the normal distribution,
and so extensions to other distributions should be explored.
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A Univariate case
We start by assuming that Assume that we have the result that, as N →∞,
aN −AN p−→ 0
and
aN −AN√
Var(aN )
d−→ N(0, 1).
Following the usual delta method proof, we have from Taylor’s Theorem and the
mean value theorem that
g(aN ) = g(AN ) + g
′(b)(aN −AN ) (3)
for some b between AN and aN . Now we have that
|b−AN | ≤ |aN −AN | p−→ 0,
and so
b−AN p−→ 0.
The Continuous Mapping Theorem is usually defined for a super-population view,
but note that by the definition of convergence in probability and the continuity of g,
we can get the usual result that
g′(b)− g′(AN ) p−→ 0.
We have, by rearranging Equation (3),
g(aN )− g(AN )
g′(b)
√
Var(aN )
=
aN −AN√
Var(aN )
d−→ N(0, 1).
Now we want to change the b in the denominator to AN . The difference is
g(aN )− g(AN )
g′(b)
√
Var(aN )
− g(aN )− g(AN )
g′(AN )
√
Var(aN )
=
(g′(AN )− g′(b)) (g(aN )− g(AN ))
g′(b)g′(AN )
√
Var(aN )
=
g′(AN )− g′(b)
g′(AN )︸ ︷︷ ︸
X
g(aN )− g(AN )
g′(b)
√
Var(aN )︸ ︷︷ ︸
Y
.
We have that term Y is asymptotically Normally distributed. Note that for these
equations to be defined we need to assume that g′(AN ) 6= 0 and g′(b) 6= 0 (or the
same for g′(aN )). If we can show that term X
p−→ 0, then the difference goes to zero in
probability.
We have, by the Continuous Mapping Theorem,
g′(AN )− g′(b) p−→ 0.
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Let us also have that g′(AN ) does not converge to 0 as N →∞.2 Then
g(aN )− g(AN )
g′(b)
√
Var(aN )
− g(aN )− g(AN )
g′(AN )
√
Var(aN )
p−→ 0
and so
g(aN )− g(AN )
g′(AN )
√
Var(aN )
d−→ N(0, 1).
So, we have our result with only the additional constraint that g′(AN ) does not
converge to 0, which would not occur if it approaches a finite nonzero value.
B Delta method for vector random variable
B.1 Simple case
Now let AN ,aN ∈ RK . Assume that we have the results that
aN −AN p−→ 0
and √
N(aN −AN ) d−→ N(0, IK).
That is, we are starting with a simple case of asymptotically independent variables
with unit variance.
We are interested in finding a similar result for some function of our estimator,
g : RK → R where g is a differentiable, non-zero valued function with with all of its
first order partial derivatives also continuous on the domain of AN .
We have
g(aN ) = g(AN ) + (∇g(b))T (aN −AN )
for some b where b[k] is between aN [k] and AN [k] for each k, and where ∇g(b) is the
vector of partial derivatives evaluated at b.
Note that
b−AN p−→ 0
and so by the Continuous Mapping Theorem,
∇g(b) −∇g(AN ) p−→ 0.
Then we have
g(aN ) = g(AN ) + (∇g(b))T (aN −AN )
g(aN )− g(AN ) = (∇g(AN ))T (aN −AN ) + (∇g(b) −∇g(AN ))T (aN −AN )√
N (g(aN )− g(AN ))√
(∇g(AN ))T ∇g(AN )
=
(∇g(AN ))T
√
N(aN −AN )√
(∇g(AN ))T ∇g(AN )
+
(∇g(b)−∇g(AN ))T
√
N(aN −AN )√
(∇g(AN ))T ∇g(AN )
,
2To to be more precise, we only require that g′(AN ) cannot converge to 0 faster than g
′(AN ) − g′(b)
converges to 0 in probability. According to the traditional delta method, the asymptotic distribution is
degenerate if g′(AN ) = 0 and thus a higher order Taylor expansion needs to be used in place of the simple
delta method.
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where we have assumed that (∇g(AN ))T∇g(AN ) > 0 sufficiently large N .
We see that
(∇g(AN ))T√
(∇g(AN ))T ∇g(AN )
is a unit vector that is fixed for each N but does change as N →∞. So we have that
for every N and Y ∼ N(0, IK),
(∇g(AN ))T√
(∇g(AN ))T ∇g(AN )
Y ∼ N(0, 1).
Note that by Skorokhod representation, there exists a probability space on which
there exist random variables c and X with c ∼ √N (aN −AN ) for all N and X ∼
N(0, IK) satisfying c
a.s.−−→X. Now we have∣∣∣∣∣∣ (∇g(AN ))
T
c√
(∇g(AN ))T ∇g(AN )
− (∇g(AN ))
T
X√
(∇g(AN ))T ∇g(AN )
∣∣∣∣∣∣ =
∣∣∣∣∣∣ (∇g(AN ))
T√
(∇g(AN ))T ∇g(AN )
(c−X)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣ (∇g(AN ))√
(∇g(AN ))T ∇g(AN )
∣∣∣∣∣∣
2
||c−X||2
= ||c−X||2
a.s.−−→ 0
where the second line comes from the Cauchy-Schwarz inequality.
So we have
(∇g(AN ))T c√
(∇g(AN ))T ∇g(AN )
d−→ N(0, 1)
which implies that
(∇g(AN ))T
√
N(aN −AN )√
(∇g(AN ))T ∇g(AN )
d−→ N(0, 1).
Recall we have
√
N (g(aN )− g(AN ))√
(∇g(AN ))T ∇g(AN )
=
(∇g(AN ))T
√
N(aN −AN )√
(∇g(AN ))T ∇g(AN )
+
(∇g(b) −∇g(AN ))T
√
N(aN −AN )√
(∇g(AN ))T ∇g(AN )
.
So for our result to hold, it is sufficient that
(∇g(b)−∇g(AN ))T
√
N(aN −AN )√
(∇g(AN ))T ∇g(AN )
p−→ 0.
We have
(∇g(b) −∇g(AN ))T
√
N(aN −AN ) = op(1)
so it is sufficient that
√
(∇g(AN ))T ∇g(AN ) not go to zero, which would occur if it
was lower bounded (e.g. it approaches a value that is bounded away from zero). This
means that at least one component of ∇g(AN ) must be bounded away from zero.
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B.2 General Case
We now have the more general case for AN ,aN ∈ RK , assuming that
aN −AN p−→ 0
and 
aN [1] −AN [1]√
Var(aN [1])
, . . . ,
aN [K] −AN [K]√
Var(aN [K])

T d−→ N(0,Σ),
where Σ is the limit of the correlation matrix.
We have
g(aN ) = g(AN ) + (∇g(b))T (aN −AN )
for some b where b[k] is between aN [k] and AN [k] for each k and where ∇g(b) is the
vector of partial derivatives evaluated at b.
Let
VN =


√
Var(aN [1]) 0 · · · 0
0
√
Var(aN [2]) · · · 0
...
...
. . .
...
0 0 · · ·
√
Var(aN [K])


so
V
−1
N =


1√
Var(aN[1])
0 · · · 0
0 1√
Var(aN[2])
· · · 0
...
...
. . .
...
0 0 · · · 1√
Var(aN[K])

 .
We see that
Σ
−1/2
V
−1
N (aN −AN ) = Σ−1/2

aN [1] −AN [1]√
Var(aN [1])
, . . . ,
aN [K] −AN [K]√
Var(aN [K])

T
d−→ N(0, IK).
Then we have
g(aN )− g(AN ) = (∇g(b))T (aN −AN )
= (∇g(b))T VNΣ1/2Σ−1/2V −1N (aN −AN )
= (∇g(aN ))T VNΣ1/2Σ−1/2V −1N (aN −AN )
+ (∇g(b)−∇g(aN ))T VNΣ1/2Σ−1/2V −1N (aN −AN ).
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Then we can standardize to get
g(aN )− g(AN )√
(∇g(AN ))T VNΣVN∇g(AN )
=
(∇g(AN ))T VNΣ1/2√
(∇g(AN ))T VNΣVN∇g(AN )
Σ
−1/2
V
−1
N (aN −AN )
+
(∇g(b)−∇g(aN ))T VNΣ1/2√
(∇g(AN ))T VNΣVN∇g(AN )
Σ
−1/2
V
−1
N (aN −AN ),
where we have assumed that (∇g(AN ))T∇g(AN ) > 0 for sufficiently large N .
Let’s start with the first term of this final expression. Note that
(∇g(AN ))T VNΣ1/2√
(∇g(AN ))T VNΣVN∇g(AN )
is a unit vector that is constant for each N but changes as N → ∞. So then we can
use the same argument as in the previous section to show that
(∇g(AN ))T VNΣ1/2√
(∇g(AN ))T VNΣVN∇g(AN )
Σ
−1/2
V
−1
N (aN −AN )
d−→ N(0, 1).
So we again just need the second term,
(∇g(b) −∇g(aN ))T VNΣ1/2√
(∇g(AN ))T VNΣVN∇g(AN )
Σ
−1/2
V
−1
N (aN −AN ),
to go to zero.
We have that
Σ
−1/2
V
−1
N (aN −AN )
d−→ N(0, IK),
so we need to show that the other factor goes to zero in probability.
Recall that
b−AN p−→ 0
and so by the Continuous Mapping Theorem,
∇g(b) −∇g(AN ) p−→ 0.
So if the other terms in that factor do not grow to infinity, we will have convergence
in probability to 0 of the whole term.
(∇g(AN ))T VN =
(
∂g(x)
∂x1
|x=AN
√
Var(aN [1]) · · · ∂g(x)∂xK |x=AN
√
Var(aN [K])
)
(∇g(AN ))T VNΣVN∇g(AN ) =
K∑
k=1
K∑
j=1
∂g(x)
∂xk
|x=AN
∂g(x)
∂xj
|x=AN ρj,k
√
Var(aN [k])Var(aN [j])
=
K∑
k=1
K∑
j=1
∂g(x)
∂xk
|x=AN
∂g(x)
∂xj
|x=ANCov(aN [k],aN [j])
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Let us assume that
√
Cov(aN [k],aN [j]) = O(f(N)) for some function
3 f for k, j =
1, · · · ,K. It is sufficient that at least one term in ∇g(AN ) is bounded away from zero
so that
√
(∇g(AN ))T VNΣVN∇g(AN ) ≥ O(f(N)). This implies that
VNΣ
1/2√
(∇g(AN ))T VNΣVN∇g(AN )
≤ O(1)
so that
(∇g(b) −∇g(aN ))T VNΣ1/2√
(∇g(AN ))T VNΣVN∇g(AN )
p−→ 0.
Then we also have
(∇g(b)−∇g(aN ))T VNΣ1/2√
(∇g(AN ))T VNΣVN∇g(AN )
Σ
−1/2
V
−1
N (aN −AN )
p−→ 0.
Under these conditions, we have
g(aN )− g(AN )√
(∇g(AN ))T VNΣVN∇g(AN )
d−→ N(0, 1).
3Commonly it is assumed that NVar(aN) has a finite limiting value has a limiting value and hence√
Cov(aN [k],aN [j]) = O(
√
N), see Theorem 5 of Li and Ding (2017). Assuming a limiting value greatly
simplifies the proofs.
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