We present a novel passive radar imaging method for moving targets using distributed apertures. We develop a passive measurement model that relates measurements at a given receiver to measurements at other receivers. We formulate the passive imaging problem as a Generalized likelihood ratio test (GLRT) for a hypothetical target located at an unknown position, moving with an unknown velocity. We design a linear discriminant functional by maximizing the signal-to-noise ratio (SNR) of the test-statistic, and use the resulting position-and velocity-resolved test-statistic to form an image of the scene of interest. We present numerical experiments to demonstrate the performance of our imaging method.
INTRODUCTION
In recent years, passive radar imaging using transmitters of opportunity has emerged as an active area of research. This research effort is motivated by the increasing number of broadcasting stations, mobile phone base stations, communication and navigation satellites, particular in urban areas, as well as relatively low cost and rapid deployment of receivers. A number of passive moving target detection and imaging approaches have been developed in the literature. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] We present a new passive image formation method for moving targets to determine the distribution of targets in position and velocity spaces using a sparse array of receivers and non-cooperative transmitters.
We develop a new passive measurement model that relates the Doppler as well as the delay information measured at a receiver location to the delay and Doppler information measured at other receiver locations due to a hypothetical moving target in position and velocity spaces. We use the new passive measurement model to address the moving target imaging problem as a position-and velocity-resolved binary hypothesis testing, which has its root in the Generalized Likelihood Ratio Test (GLRT). 19, 20 The GLRT-based approach provides a particularly suitable framework for the sparse aperture arrays due to limited data available. The test-statistic produced by the hypothesis testing can be viewed as a superposition of filtered, delayed and scaled (or dilated) correlations of measurements at different receivers. We use the position-and velocity-resolved test-statistics to form an image in position and velocity spaces. We present numerical simulations to demonstrate the performance of our passive moving target imaging algorithms.
Our passive imaging method has the following advantages: (1) Unlike the existing methods that focuses on the detection of the radial velocity of moving targets [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] using specific waveforms available in real world or target radiation, our approach determines the two-or three-dimensional velocity vector as well as two-or three-dimensional position vector of the moving target. (2) As compared to the existing passive radar detection
and
In (5), g(x, y, t) is defined as the 3D Green's function of the background environment that is equal to g(x, (y, h(y)), t).
In (6), g(y, z, t) is the 3D Green's function defined as g((y, h(y)), z, t).
Note that (6) represents the incident field observed by a moving target with velocity v due to transmitters located at z q , q = 1, · · · , M transmitting waveformsp q starting at time t = T zq , which accounts for the Doppler scaling effect induced by the movement of the target.
The scale factor,μ y,v,zq in (8) accounts for the Doppler scaling effect induced by the movement of the target on the field at y due to a source located at z q . We refer toμ y,v,zq as the Doppler-scale-factor observed by the moving target located at y moving with velocity v due to a waveform transmitted from z q . The scale factor, μ y,v,x in (7) accounts for the Doppler scaling effect observed at the receiver location x due to a moving target with velocity v. We refer to μ y,v,x as the Doppler-scale-factor observed at location x due to a moving target with velocity v at location y. In the discussion that follows, we focus on the slow-mover case.
Using (5) , in Fourier domain the measurement at the receiver located at x 0 contaminated with additive thermal noise n(t) can be modeled aŝ
where we assume that n is zero-mean with finite second-order statistics, and
Note that since the waveformp is typically band-limited, we restrict our analysis to some range of ω.
Passive Measurement Model
In the analysis that follows, we consider N receivers located at x i , i = 1, · · · , N and M transmitters located at z q , q = 1, · · · , M. The receivers and transmitters are arbitrarily located with several hundred wavelengths apart with known receiver locations, but unknown transmitter locations.
For the rest of our development we assume that the phase-space distribution q v (y) is deterministic. This assumption allows us to simplify the analysis and distill the important aspects of our imaging theory. The results can be easily extended to statistical targets embedded in clutter.
For non-cooperative passive detection and imaging applications, the information on the transmitted waveforms and the location of the transmitters is not available. Since the measurements at all receivers are due to the same incident fieldẼ in , target velocity and phase space distribution, we express the measurement,m i , at the i th receiver in terms of the measurement,m j , at the j th receiver by back-propagatingm j measured at x j to a hypothetical target location with a hypothetical velocity via the back-propagation operator; and then forward propagating the resulting field to x i via the forward-propagation operator.
In many applications, the moving target model can be simplified to a point scatterer moving at a constant velocity, i.e.,
where ρ is the reflectivity of the point target located at y 0 , at time t = 0, moving with velocity v 0 .
Thus, for a point target moving at a constant velocity, we express the forward-propagation operator as
where P y,v,i denotes the forward operator with respect to the i th receiver,
and μ y0,v0,i is given by (7) . Accordingly, the back-propagation operator can be expressed as
where P −1 y,v,i denotes the back-propagation operator, which is defined as the inverse of P y,v,i . Using (12) and (15), for a moving point target, the full expression for the passive measurement model becomeŝ
where n i denotes the noise at the i th receiver, γ y,v,ij is the ratio of the Doppler-scale-factors with respect to the i th and j th receivers given by
. Note that γ y,v,ij is the Doppler-hitchhiker-scale-factor defined in. 27 Due to the static nature of the receivers in the present work, we refer to γ y,v,ij as the passive-Dopplerscale-factor.
Substituting (14) into (17), we obtain
where k = ω/c 0 .
For N receivers located at x 1 , . . . x N , a vector measurement model can be formed by taking one of the receivers as a reference. Without loss of generality, we take the j th receiver as a reference and form the following measurement vector:
Similarly, we vectorize the "reference measurements" and the noise as follows:
wheren i , i = j is the additive thermal noise at the i th receiver. Note that m, m r and n are all (N −1) dimensional vectors.
The composition of the back-propagation and forward-propagation operators can be represented as a diagonal matrix given by
where i = j and P y,v is (N − 1) × (N − 1).
Using (16), (20)- (23), we form a vectorized passive measurement model as follows:
for some range of ω. Note that in (24) , all operations are understood to be elementwise.
IMAGING OF MOVING TARGETS AS A POSITION-AND VELOCITY-RESOLVED BINARY HYPOTHESIS TEST
We address the imaging formation as a Generalized Likelihood Ratio Test (GLRT) 19, 20 for unknown target position and velocity using the passive moving target imaging model introduced in Section (2.2).
We determine a test-statistic by maximizing the Signal-to-Noise Ratio (SNR) of the test-statistic while constraining the associated discriminant functional to be linear. The image is then formed in the (y, v) domain with the position-and velocity-resolved test-statistic where the location, possibly the shapes of the targets; and their velocities can be identified by thresholding the resulting four-dimensional test-statistic image.
The passive moving target imaging problem can be formulated as a test of the following position-and velocityresolved binary hypothesis:
where P y,v , m r , m and n are as defined in (20)- (24).
The null hypothesis states that the measurement is due to noise whereas the alternative hypothesis states that the measurement is due to a target located at y moving with velocity v.
Using (21), (22), (25), we obtain
where E denotes the expectation operator and Cov denotes the covariance operator;
denotes the Hermitian transpose of P y,v ; R n denotes the autocovariance of the noise vector n, i.e., R n (ω, ω ) = E n(ω)n H (ω ) and R nr denotes the autocovariance of the noise vector n r :
The linear discriminant functional involved in our problem has the form
where λ denotes the the output of the discriminant functional, which we call the test-statistic, and w is a template given by
We determine the template by maximizing the SNR of λ.
Under the assumption that the noise at different receivers are uncorrelated and wide-sense stationary, the resulting optimal template is 
where i = 1, · · · , N and i = j and γ y,v,ij is given by (18) .
The first term in (33) is a prewhitening filter due to colored noise, the second term involves scaling due to geometrical spreading factors and the passive-Doppler-scale-factor, the third term involves delay due to the path difference between the two receivers and a temporal dilation due to the passive-Doppler-scale-factor, and the last term involves averaged dilated reference measurement.
Thus, the output of the linear discriminant functional can be viewed as a summation of the correlations between the filtered, delayed, scaled (or dilated) replica of the reference measurement m j and the measurement m i , i = j, which is given by
where m j (t) is the filtered version of m j (t) with the filtering given by S −1 i (ω). Note that for stationary targets, the passive-Doppler-scaling factor, γ y,v,ij becomes 1, and the test-statistic in (34) reduces to the one in passive imaging of stationary targts using distributed apertures in free-space. 
NUMERICAL SIMULATIONS
We conducted numerical simulations to demonstrate the performance of our passive imaging method using a moving point target model.
We reconstructed the four-dimensional test-statistic image in (y, v) (or (y 1 , y 2 , v 1 , v 2 )) coordinates. However, in order to facilitate visualization and performance evaluation, we generated three two-dimensional images from the original four dimensional image: The fist image, which we refer to as the peak-value image, was generated by choosing the maximum value of the four-dimensional image for each velocity (v 1 , v 2 ). We then, choose the maximum value,ṽ, of the peak-value image as the estimate of the velocity. The second image, which we refer to as the position-image, is the cross-section of the four-dimensional image, for v =ṽ. We take the maximum value,ỹ, of the position-image as the estimate of the target's position. The third image, which we refer to as the velocity-image, is the cross-section of the four-dimensional image, for y =ỹ. We performed the performance evaluation using the position-and velocity-images.
Simulation Parameters
We considered a scene of size Taking into account the waveforms available in practice as illuminators of opportunity, we used the type of waveforms having high Doppler resolution and relatively poor range resolution in our simulations. Examples for such waveforms include Frequency Modulated (FM) radio and television signals, waveforms used by Global System for Mobile Communication (GSM), etc. We simulated the high-Doppler resolution waveform as a singlefrequency continuous-wave (CW) with 4GHz carrier frequency and 0.1s duration in our experiments. Such a waveform provides a radial velocity resolution of about 0.375 m/s in monostatic operations.
We performed the image reconstruction considering the following number of receivers and transmitters: (a)a single transmitter and 3 receivers; (b) a single transmitter and 5 receivers; (c) two transmitter and 5 receivers. For the two-transmitter case, we assumed that both transmitters are transmitting the same waveform.
Both the transmitter and receivers were assumed to be on the same z−plane, z = 6. The receivers were assumed to lie on the x-axis, equidistant form each other in the range of [0, 3e3] T m for the three-receiver and five-receiver cases.. The single transmitter was assumed to be located at [1.5e3, 0, 6] T m. For two-transmitter case, the transmitters were located at [0.5e3 0 6] T m and [1.5e3 0 6] T m, all in meters. .
In all the experiments, we simulated the thermal noise as an additive white Gaussian process.
Results
We used the high-Doppler resolution waveform described in Section 4.1 in the simulation experiment. The reconstructed images of the moving point target using a single transmitter and 3 and 5 receivers are shown in Fig. 1, Fig. 2 , respectively. Fig. 1(a) and Fig. 2(a) show the peak-value images formed using 3 and 5 receivers, respectively. The maximum value of the peak-value image, which corresponds to the estimated velocity,ṽ, is indicated by a circle. Fig. 1(b) and Fig. 2(b) show the corresponding position-images (cross-section of the four-dimensional image) when v =ṽ. The maximum value of the position-image, which corresponds to the estimated position,ỹ, is indicated by a red circle. For ease of comparison, the true position of the target is indicated by a solid red dot. Fig. 1(c) and Fig. 2(c) show the corresponding velocity-images (cross-section of the four-dimensional image) when y =ỹ. The maximum value of the velocity-image, i.e., the estimated velocity is indicated by a blue circle. The true velocity is indicated by a solid blue dot. Note that if the estimated value is almost equal to the true value, only the marker for true value is shown. The existence of the ambiguities is related to the velocity resolution of the imaging operator. As can be seen from Fig. 1(c) , the velocity-image is ridge-like. Relatively strong ambiguities are present along the ridges. Comparing Fig. 1(c) with Fig. 1(a) , we see that the ambiguities in the peak-value image are related to the ambiguities embedded in the velocity-image.
When the number of receivers increases, additional contours intersect at the correct target velocity, resulting in increased test-statistic value and thus, improved velocity resolution as shown in Fig. 2(c) . Although the velocity-images are still ridge-like, the ambiguities along the ridges are much weaker as compared to that of the three-receiver case. This, in return, weakens the ambiguities in the peak-value image, as shown in Fig. 2(a) .
Comparing the reconstructed position-images in Fig. 1(b) and Fig. 2(b) , we see that similar to the reconstructed velocity-images, the strength of the position-image at the correct target location increases with the increasing number of receivers, which results in improved position resolution. In the five-receiver case, the target was reconstructed at the correct location, (2500, 2000)m, as shown in Fig. 2(a) . Fig. 3 shows the reconstruction results of a moving point target for the case of 5 receivers and 2 transmitters using the high-Doppler resolution waveform.
Comparing Fig. 3 with Fig. 2 , which are the reconstructed results for the single-transmitter case, we see that in the multiple-transmitter case, the strength of the position image and velocity image at the target location and velocity increases with the increasing number of transmitters. However, multiple transmitters also induce artifacts in the reconstructed images. 
CONCLUSION
In this work, we presented a new passive imaging method for moving targets in position and velocity spaces using sparsely distributed receivers and non-cooperative transmitters of opportunity. We proposed a novel passive measurement model for moving targets. We formulated the passive image formation problem within a GLRT framework where we set up a test of binary hypothesis using the passive measurement model for a hypothetical target located at an unknown position, moving with an unknown velocity. We designed a linear discriminant functional by maximizing the SNR of the test-statistic. The resulting discriminant functional correlates the filtered, delayed and scaled (or dilated) averaged measurements from one receiver location with the measurements at another receiver location.
We presented numerical simulation results to demonstrate the performance of our passive imaging method. Resolution analysis of our imaging method will be the focus of our future work. We intend to perform theoretical and quantitative resolution analysis under a variety of scenarios. Additionally, our passive measurement model can be extended to be operating in multiple-scattering environments, which will be discussed in another paper.
Finally, we note that the passive moving target imaging method introduced in this paper is not limited to radar, and can be easily adapted to similar passive moving object imaging problems in acoustics, geophysics or microwave imaging.
