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Efficient application of Gauss’ principle
to generic mechanical systems
A Fumagalli and P Masarati∗
Politecnico di Milano, Dipartimento di Ingegneria Aerospaziale, Milano, Italy
Abstract: This article discusses one of the solutions proposed in the literature to Gauss’ prin-
ciple known as principle of ‘least constraint’, proposing a clarifying interpretation that allows
significant computational improvements when considering its application to problems with
non-diagonal mass matrix. The case of non-symmetric mass matrix is briefly discussed as well.
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1 INTRODUCTION
In computational mechanics, the importance of con-
strained systems modelling is highlighted by its use
in many fields of application. Although the problem
of formulating the laws that systems of bodies must
obey during their motion has been solved many years
ago by great scientists and mathematicians like New-
ton, d’Alembert, Lagrange, and Euler, the very same
principles can be viewed from different perspectives
and formulated in different, yet equivalent, manners,
as pointed out by Gauss himself in reference [1]. This
is the case, e.g. of Hamilton’s, Gauss’, Jourdain’s, and
Gibbs–Appell’s principles, and of Maggi–Kane’s equa-
tions, as illustrated in many textbooks and articles on
analytical dynamics [2, 3].
One of the reasons those principles have been for-
mulated for is the capability to describe the motion
of constrained systems without the need to explicitly
take into account the details of the kinematics of the
constraints.
This article discusses the principle of ‘least con-
straint’, as formulated by Gauss [1], and its solution
proposed in recent years byUdwadia andKalaba [4,5].
The latter formulation is presented in the literature as
an elegant means of simulating mechanical systems
with redundant or varying constraints [6]. In refer-
ence [7], Arabyan and Wu state that the greatest merit
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of the Udwadia–Kalaba formulation is that it ‘is more
advantageous for systematic generation of equations
of motion because the user of a program based on this
formulation does not have to worry about the possible
redundancy of a pair of constraints’.
Although redundant constraints do not need special
care, the solution proposed in references [4] and [5]
needs some care in the choice of the coordinates and
in formulating the inertia properties of the model. In
fact, the Udwadia–Kalaba formulation makes intense
use of the square root of the mass matrix. Its compu-
tation is straightforward when the matrix is diagonal.
However, when dealing with non-diagonal matrices,
thecomputationof the square rootof thematrix canbe
very expensive, possibly reducing the appeal of the for-
mulation. This may happen, e.g. when modelling rigid
and/or flexible multibody systems, using a consistent
inertia formulation, or accounting for the rigid-body
motion of bodies whose inertia tensor is not isotropic,
or whose motion is not referred to the centre of
mass.
This work illustrates a modification to the original
solution that reformulates it in a computationally effi-
cient manner in those cases where a non-diagonal,
possibly non-symmetric mass matrix must be dealt
with, while maintaining all the qualities of the original
one.
In section 2, Gauss’ principle of least constraint is
presented, while section 3 illustrates the expression of
the corresponding accelerations as given by Udwadia
and Kalaba in references [4] and [5]. A computa-
tionally more efficient formulation when dealing with
non-diagonal mass matrices is presented in section 4,
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which helps giving a deeper insight into the mean-
ing of Udwadia–Kalaba’s solution. Section 5 illustrates
how the solution of section 3 can be obtained by
a constrained minimization of the Gaussian func-
tional, augmented by the constraint equations in a
Lagrangian multipliers’ sense. Appendix 2 shows how
theprinciple and theproposed solutioncanbeapplied
to those cases characterized by a non-symmetric
inertia matrix, illustrated by practical examples.
2 GAUSS’ PRINCIPLE
Gauss (Carl Friedrich Gauss (1777–1855), the great
German mathematician), in his 1829 paper [1], for-
mulated the principle of least constraint in mechan-
ics, a generalization of an intuition of Maupertuis
(Pierre-Louis Moreau de Maupertuis (1698–1759) was
a French philosopher and mathematician who, in a
dissertation presented in 1741 to the Academy of Sci-
ences of Paris, ‘Loi du repos des corps’ (Law of bodies
at rest), formulated an essentially philosophical prin-
ciple about a quantity, generically called ‘action’, that
tends to be minimized in all natural phenomena, thus
the name of ‘least action’).
The principle states that the functional
G(x¨) = 1
2
(x¨ − a)TM(x¨ − a) (1)
is minimal, where
a = M−1f (2)
are the accelerations caused by the external forces f
applied to the corresponding unconstrained system
of inertia matrix M. The functional G(x¨) is called the
Gaussian function.
A strict minimum of G(x¨) must exist, since matrix
M is positive-definite (matrix M is positive definite iff
vTMv > 0∀v = 0; if thematrix is semi-definite, namely
vTMv  0 ∀v = 0, then the order of the system can be
reduced by eliminating the degrees of freedom with
no associated inertia, resulting in a positive-definite
reduced matrix). In the case of an unconstrained sys-
tem, the accelerations x¨ are coincident with those of
equation (2), and the functional is exactly zero.
If the system is constrained by ideal bilateral con-
straints in the form
A(x, x˙, t)x¨ = b(x, x˙, t) (3)
the minimization of G(x¨) can be used to find the right
value of x¨ among those that comply with equation (3).
This constraint equation can either be the second
derivative (in this case, matrix A would possibly
depend on x and t , but not on x˙) of an equation
φ(x, t) = 0 (4a)
(φ/x)x˙ = −φ/t (4b)
φ/x︸︷︷︸
A
x¨ = −(φ/x x˙ + φ/t)/x x˙ − (φ/x x˙ + φ/t)/t︸ ︷︷ ︸
b
(4c)
describing a set of holonomic constraints, or the first
derivative (In this case, matrix A could also depend
on x˙ if the constraint expressed by ψ is non-linear in
x˙; this extension is attributed to Udwadia and Kalaba
[8]) of an equation
ψ(x, x˙, t) = 0 (5a)
ψ/x˙︸︷︷︸
A
x¨ = −ψ/x x˙ − ψ/t︸ ︷︷ ︸
b
(5b)
describing a set of non-holonomic constraints.
The principle is equivalent to d’Alembert-Lagrange
equations, but presents them in a different, interest-
ing variational light. A formal verification is given in
section 5.
3 UDWADIA–KALABA’S FORMULATION
According to the formulation proposed by Udwa-
dia and Kalaba [4, 5], the only acceleration x¨
that simultaneously complies with the constraints
of equation (3), and minimizes Gauss’ functional
expressed by equation (1), is
x¨ = a + M−1/2(AM−1/2)+(b − Aa) (6)
where (·)+ indicates the Moore–Penrose pseudoin-
verse of a matrix [9, 10], whose properties are well
described in reference [11].
This formulation requires the computation of the
square root of the inertia matrix M, and of its inverse,
an expensive operation when the matrix is not diago-
nal, although symmetric and positive definite.
The forces applied by the constraints to the other-
wise unconstrained system are
f c = M1/2(AM−1/2)+(b − Aa) (7)
The solution proposed by Udwadia and Kalaba
appears interesting because its use of a pseudoinver-
sion allows to transparently handle overconstrained
systems, which are characterized by a rank-deficient
matrix A.
This formulation is appealing because it allows to
compute the accelerations directly from the external
loads as if the problem were not constrained but,
unlike other approaches, it does not need to prelim-
inarily reduce the coordinate set. Since the resulting
equations are formally independent and differential,
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numerical integration techniques for ordinary differ-
ential equations (ODE) can be used. In this case, how-
ever, the integration may suffer from drift, since only
the second derivative of the constraints is enforced,
so only the accelerations are guaranteed to be compli-
ant; constraint stabilization is thus required. This can
be provided by a variety of techniques, ranging from
the early work of Baumgarte [12], extended by other
authors (e.g. reference [13]), to augmented Lagrangian
[14] and projection methods [3]. An interesting review
is presented in reference [15].
3.1 The square root of a matrix
Equations (6) and (7) require the square root of the
mass matrix. This section briefly discusses the impli-
cations of computing the square root of a matrix, in
view of eliminating this requirement.
The square root of a matrix H is another matrix
H1/2 that, multiplied by itself, yields the original one,
namely
H1/2H1/2 = H (8)
The requirements for the square root of a matrix to
exist and be real are usually met by inertia matrices,
typically symmetric positive-definite.
Several techniques have been developed to com-
pute the square root of a matrix. For example, the one
based on matrix diagonalization, and other, more effi-
cient algorithms, like those based on the matrix sign
function method [16–18], or on Schur decomposition
[19, 20].
The spectral decomposition of the original matrix,
when it is diagonalizable (a mass matrix, usually
symmetric positive-definite, is) yields
H = VDV−1 (9)
where V is a complete basis for H and D is a diagonal
matrix containing the eigenvalues of matrix H. This
formulation can be extended to generic non-singular
(it is assumed in this work that problems with singular
inertia matrices can be reduced in order to eliminate
the singularity) matrices; in that case matrix D will be
in Jordan canonical form instead of diagonal [20].
The square root of a diagonal matrix consists of a
diagonal matrix whose diagonal coefficients are the
square roots of the coefficients of the original matrix.
IfH ispositivedefinite, or at leastpositive semidefinite,
its eigenvalues are real non-negative; in this case, the
coefficients of the square root matrix are real as well.
So matrix H1/2 is
H1/2 = VD1/2V−1 (10)
where the positive roots of matrix D are arbitrarily
chosen for D1/2. The computational complexity of this
algorithm goes from 12n3 for a symmetric matrix to
21n3 in the general case.
Similarly, since the inverse of matrix H is
H−1 = VD−1V−1 (11)
where D−1 is a diagonal matrix whose diagonal con-
tains the inverses of the diagonal coefficients of matrix
D, the inverse of matrix H1/2 is
H−1/2 = VD−1/2V−1 (12)
The Denman and Beavers iterative algorithm [16]
consists of recursively computing matrices
Yk+1 = 12 (Yk + Z
−1
k ) (13a)
Zk+1 = 12 (Zk +Y
−1
k ) (13b)
initialized asY0 = M and Z0 = I. MatricesY and Z con-
verge quadratically to M1/2 and M−1/2, respectively.The
cost of this algorithm is that of severalmatrix factoriza-
tions, repeated as many times as needed for quadratic
convergence.
Another method [19] consists of computing the
Schur decomposition of matrix M as
M = QSQT (14)
where Q is a unitary matrix and S is upper trian-
gular (quasi-upper triangular when matrix M is not
diagonalizable). Then, a matrix T, such that
T2 = S (15)
can be easily and efficiently computed based only on
the square root of the diagonal coefficients (the matrix
square rootof thediagonalblockswhenmatrixM isnot
diagonalizable) of S. Thus the square root of matrix M
is given by
M1/2 = QTQT (16)
This algorithm has been extended in reference [20]
to make use only of real arithmetic when applied to
real matrices that have real square roots, also con-
sidering numerical stability issues [21]. The computa-
tional complexity of the real arithmetic version of this
algorithm, according to reference [20], is 15n3 for the
Schur decomposition, n3/6 for the computation of T,
and 3n3/2 for equation (16). The overall complexity is
thus 50n3/3.
In conclusion, the formulation proposed by Udwa-
dia and Kalaba could require the solution of a full
eigenproblem, or in any case a similarly expensive
matrix decomposition, with little chances to be able
to exploit any mass matrix sparsity, unless matrix
M is already diagonal. As a consequence, the direct
application of equation (6) could be quite expensive.
3
4 A BETTER COMPUTATIONAL FORM
A slightly different formulation is proposed, which is
shown to possess the same properties of that pre-
sented by Udwadia and Kalaba, but requires much less
computational effort when matrix M is not diagonal.
4.1 What property of the matrix square root is
actually required?
In Udwadia–Kalaba’s formulation, the square root of
matrix M is essentially used because of its property
expressedbyequation (8). SincematrixM is symmetric
positive-definite, if the rowsofmatrixVarenormalized
with unit norm, then equations (9) and (10) can be,
respectively, written as
H = VDVT (17)
and
H1/2 = VD1/2VT (18)
which shows that both are symmetric by construction.
As a consequence, in this case equation (8) can also be
written as
(H1/2)TH1/2 = H (19)
In fact,what is basically requiredby theweighted least-
squares interpretation of Gauss’ principle is to be able
to describe equation (1) in the form of the dot product
of a vector by itself, namely
G(x¨) = 1
2
(x¨ − a)TM(x¨ − a)
= 1
2
[M1/2(x¨ − a)]T[M1/2(x¨ − a)] (20)
This suggests that any other convenient decomposi-
tion that allows to write matrix M as the product of a
matrix by its transpose could be used as well.
A very convenient decomposition is the one pro-
posed by Cholesky [22], namely
M = UTU (21)
where U is an upper-triangular matrix (this decom-
position is occasionally found in the literature in the
alternative form M = LLT, where L = UT is a lower-
triangular matrix). This transformation was already
suggested in reference [23] as a means to turn a
constrained dynamics problem into a minimization
problem for the Euclidean norm of a variable w =
Ux¨, corresponding to a non-Euclidean norm for the
variable x¨.
Thedecompositionof equation (21) is perfectly suit-
able tomatrixMbecause thematrix ispositive-definite
by definition, and usually symmetric, yielding
G(x¨) = 1
2
[U(x¨ − a)]T[U(x¨ − a)] (22)
Moreover, this decomposition can also be used in
equation (2) to efficiently compute the accelerations
of the unconstrained system required in equations (1)
and (6), and thus only needs to be computed once for
two purposes, allowing one to ‘kill two birds with a
stone’, a highly appreciated art when developing com-
putationally intensive scientific software. The compu-
tational complexity of this decomposition is n3/3, thus
more than 30 times less than any of the algorithms
illustrated in section 3.1 to extract the matrix square
root. Moreover, it can be dramatically reduced when
matrix sparsity is exploited.
4.2 Is the proposed modification to
Udwadia–Kalaba’s formula fit?
In order to demonstrate that the proposed modifica-
tion to Udwadia–Kalaba’s formulation is correct, one
needs to show that the accelerations resulting from
the formula
x¨ = a + U−1(AU−1)+(b − Aa) (23)
simultaneously:
(a) comply with the constraints of equation (3);
(b) minimize the functional of equation (1).
Compliance with requirement (a) is ensured by
the fact that, after substituting equation (23) into
equation (3), one obtains
b = Aa + AU−1(AU−1)+(b − Aa)
= Aa + (AU−1)(AU−1)+b − (AU−1)(AU−1)+(AU−1)︸ ︷︷ ︸
AU−1
(Ua)
= (AU−1)(AU−1)+b (24)
The requirement is strictly satisfied only when AU−1
is full row-rank, implying that A is full row-rank, and
thus (AU−1)(AU−1)+ = I. However, if equation (24) is
not satisfied not only are the constraints redundant,
but also the term b is inconsistent. The use of Gauss’
principle of least constraint to address inconsistently
constrained systems is illustrated in reference [24].
Proof: if matrix A is not full rank, equation (3) can only
be satisfied when its right-hand side, vector b, belongs
to the rangespace of matrix A. Consider a singular
value decomposition (SVD) of matrix A
A = [Um×r |Um×(m−r)]
[
r×r 0r×(n−r)
0(m−r)×r 0(m−r)×(n−r)
]
× [Vn×r |Vn×(n−r)]T (25)
where submatricesU(·)×(·),V(·)×(·) areunitary,while sub-
matrix r×r is diagonal and contains the non-null
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singular values of A. Vector b must belong to the space
represented by submatrix Um×r
b = Um×rb∗ (26)
b∗ ∈ Rr . The problem can be reformulated by left-
multiplying equation (3) by the transpose of matrix
Um×r , yielding
A∗x¨ = b∗ (27)
with
A∗ = UTm×rA
= r×rVTn×r (28)
which is full rank. The problem of equation (27) is for-
mally equivalent to the original one when matrix A is
full rank.
Compliance with requirement (b) is achieved by
showing that any other acceleration that differs from
the one of equation (23), while complying with
equation (3), implies a larger value of Gauss’ func-
tional, equation (1). Proof: consider an acceleration
u¨ = x¨ + y¨ (29)
that complies with the constraints of equation (3),
namely
b = Au¨
= A(x¨ + y¨) (30)
Since x¨ alreadycomplieswithequation (3), this implies
that y¨ belongs to the nullspace of A; as a consequence
Ay¨ = 0 (31)
This in turn implies that
AU−1Uy¨ = 0 (32)
The pseudoinverse of a null vector is the transpose of
the null vector itself
0+ = 0T (33)
while the pseudoinverse of a non-null vector is
v+ = 1
vTv
vT (34)
As a consequence, the pseudoinversion of equation
(31) yields
(Ay¨)+ = 0T (35)
while that of equation (32) yields
0T = (Uy¨)T (AU−1)+ (36)
under the assumption that Uy¨ = 0 for y¨ = 0, guar-
anteed by the positive definiteness of matrix M. The
evaluation of Gauss’ functional of equation (1) with
the accelerations of equation (29) yields
G(u¨) = 1
2
(u¨ − a)TM(u¨ − a)
= 1
2
[(AU−1)+(b − Aa) + Uy¨]T
× [(AU−1)+(b − Aa) + Uy¨]
= 1
2
[(AU−1)+(b − Aa)]T[(AU−1)+(b − Aa)]
+ 1
2
(Uy¨)T(AU−1)+︸ ︷︷ ︸
= 0 (according to equation (36))
(b − Aa)
+ 1
2
(b − Aa)T [(AU−1)+]T(Uy¨)︸ ︷︷ ︸
= 0 (according to equation (36))
+ 1
2
(Uy¨)T(Uy¨)
= G(x¨) + 1
2
y¨TMy¨ (37)
The value of G(u¨) in equation (37) can only be larger
than that of G(x¨), since the value of y¨TMy¨ can only be
positivewhen y¨ = 0, asmatrixM is positive-definite.
4.3 Is it really the same formula?
The question whether the proposed formula,
equation (23), and the one by Udwadia and Kalaba,
equation (6), are the same arises. In fact, their proof,
which inspired the one presented in this work, clearly
indicates that the formula of equation (6) is unique.
The next paragraph shows that the two formulae are
exactly the same.
The Moore–Penrose pseudoinverse of a matrix H ∈
R
m×n, with n > m and rank r = m, is
H+ = HT(HHT)−1 (38)
The requirement on r = m can be relaxed to r  m;
this means that the constraints expressed by matrix H
are not independent; in this case, the pseudoinverse is
defined as the limit
H+ = lim
ε→0
HT(HHT + εI)−1 (39)
and this limit exists for every matrix H.
So, in the case of equation (6), the expression
M−1/2(AM−1/2)+ yields
M−1/2(AM−1/2)+ = M−1/2(AM−1/2)T[(AM−1/2)(AM−1/2)T]+
= M−1/2(M−1/2)TAT[AM−1/2(M−1/2)TAT]+
= M−1AT(AM−1AT)+ (40)
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In the case of equation (23), the expression
U−1(AU−1)+ yields
U−1(AU−1)+ = U−1(AU−1)T[(AU−1)(AU−1)T]+
= U−1U−TAT(AU−1U−TAT)+
= M−1AT(AM−1AT)+ (41)
The two expressions in equations (40) and (41) are
clearly the same. So the use of Cholesky’s decomposi-
tion simply represents a much more computationally
efficient way to write the same correction to the
unconstrained accelerations proposed by Udwadia
and Kalaba.
5 WHERE DOES IT COME FROM?
The principle of least constraint requires the mini-
mization of the functional of equation (1), subjected
to the linear constraint of equation (3). Consider
the functional of equation (1) augmented by the lin-
ear constraint of equation (3) using the Lagrange
multipliers approach
G˜(x¨,λ) = 1
2
(x¨ − a)TM(x¨ − a) + λT(Ax¨ − b) (42)
and minimize it by imposing the vanishing of its gra-
dient with respect to both the unknown accelerations
x¨ and the Lagrange multipliers λ
∂G˜
∂ x¨
= M(x¨ − a) + ATλ = 0 (43a)
∂G˜
∂λ
= Ax¨ − b = 0 (43b)
Solve equation (43a) with respect to x¨
x¨ = a − M−1ATλ (44)
and use it to solve equation (43b) with respect to λ
λ = −(AM−1AT)+(b − Aa) (45)
where the pseudoinverse of matrix AM−1AT is used
instead of its inverse, to indicate the fact that the
inverse either exists as is, or in the limit sense of
equation (39). This allows to account for the case of
redundant constrains, where the rank of matrix A ∈
R
m×n is r  m. When the multipliers are finally elimi-
nated by exploiting equation (45) in equation (44), one
obtains
x¨ = a + M−1AT(AM−1AT)+(b − Aa) (46)
which is Udwadia–Kalaba’s formula after removing the
need to compute the non-strictly necessary matrix
M1/2, and the pseudoinversion is confined to the place
where it could be required, if ever, as indicated in
equations (40) and (41).
If r < m, the multipliers are not determined; this is
not an issue, because the dynamics of the system are
not affected. In fact, the constraints of equation (3) are
ideal, and thus the constraint reaction forces donot do
work for any admissible motion. The pseudoinversion
of matrix AM−1AT computes the minimal norm value
of the multipliers, weighted by matrix M−1, among the
values that yield the accelerations of equation (46).
Note that equation (46) can be conveniently re-
worked as
x¨ = (I − P)a + M−1AT(AM−1AT)+b (47)
where
P = M−1AT(AM−1AT)+A (48)
is the non-orthogonal projection (P2 = P, PT = P) that
maps the accelerations in the space of the physical
coordinates onto the rangespace of the constraints A,
weighted by the inertia matrix M. An analogous inter-
pretation was given in reference [25], in a different
context.
The physics of the projection provided by matrix P,
interpreting equation (48) right to left, is as follows:
(a) matrix A computes the accelerations a in the
rangespace of the constraints;
(b) matrix (AM−1AT)+ is the mass matrix projected in
the space of the constraints, so it computes the
inertia forces in the space of the constraints result-
ing from the previously described accelerations;
(c) matrix AT projects the inertia forces in the space of
the constraints back onto the space of the physical
coordinates;
(d) finally, matrix M−1 extracts the accelerations from
the previously described inertia forces.
Since P is a projection matrix, the norm of the con-
strained accelerations, ‖x¨‖, is always less than the
norm of the unconstrained ones, ‖a‖, when b = 0, as
canbe shownbyconsideringa spectral decomposition
of matrix P.
It is worth noticing that the symmetry of matrix M
is not required by equation (46), nor anywhere in this
section. Althoughunusual, theremight be caseswhere
the equations of motion of a system can conveniently
be written in a manner that yields a non-symmetric
mass matrix, as pointed out in Appendix 2. What is
described in this section applies in those cases as well.
6 COMPUTATIONAL COMPLEXITY
The claim for more efficiency comes from a series
of considerations, reported in the following. They are
based on the assumption that full matrices are con-
sidered. This is not usually the case for typical mass
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matrices related to the physical coordinates of sys-
tems of bodies. Apart from the trivial case of diagonal
mass matrix, typically the mass matrix of a system
of rigid bodies is block diagonal. Coupling might be
more complex when inertia is formulated in a consis-
tent manner, although typically resulting in a banded
matrix. In any case, a discussion addressing issues
related to sparsityhandlingwouldprobably exceed the
scope of this work.
The key step required to directly compute the con-
strained system accelerations x¨ is represented by
the inversion of the matrix that yields the correc-
tion to the unconstrained system accelerations. The
proposed formulation of equation (23) exploits an
efficient factorization of matrix M that is required
anyway by equation (2). The original formulation of
equation (6) needs matrix M−1/2; its efficient compu-
tation would provide a relatively efficient factorization
of matrix M as well (e.g. the spectral decomposition
of M, or its Cholesky’s factorization for the first itera-
tion of Denman and Beavers’ algorithm, or its Schur’s
decomposition).
Thematrices on the left-hand sides of equations (40)
and (41) do not actually need to be computed; in
fact, what needs to be computed is their product by
vector (Aa − b). As a consequence, most of the com-
putational complexity is represented by computing
and pseudoinverting the respective matrices (AM−1/2)
and (AU−1), while the remaining operations would
essentially be O(nm) at most.
The pseudoinverse of the previously mentioned
matrices can be computed using the SVD. Its compu-
tational complexity amounts to 4n2m + 8nm2 + 9m3.
With respect to pseudoinversion, the two approaches
would have the same complexity; the one proposed
in this work would still be slightly more efficient since
the cost of AU−1 is n2m, while that of AM−1/2 is 2n2m
if M−1/2 is available as a n × n matrix, or higher if
it is available as any of the factorizations indicated
previously.
It is worth noticing that the ‘regularized’ Lagrange’s
formulation of equation (46) outperforms both the
above mentioned formulations. This is especially true
when n  m, and thus a problem with many bod-
ies has a limited number of constraints. In fact,
equation (46) requires the pseudoinversion of matrix
(AM−1AT). The computation of this matrix can exploit
the Cholesky’s factorization of matrix M, and the sym-
metry of the resulting matrix, for a complexity of
n2m + nm2. The complexity of the SVD for the pseu-
doinversion reduces to 12m3, thanks to the symmetry
of the matrix.
7 CONCLUDING REMARKS
This work illustrates how the solution proposed by
Udwadia and Kalaba to the problem of constrained
system dynamics, based on Gauss’ least constraint
principle, does not actually need to deal with the
square root of themassmatrix, nor it requires themass
matrix to be symmetric.
A computational approach that preserves the orig-
inal formalism of Udwadia and Kalaba is proposed,
based on Cholesky’s decomposition. Its advantages in
terms of computational complexity are highlighted.
An alternative, generic projection that directly com-
putes the constrained system accelerations from the
active forces is also presented. The latter formulation
does not require the symmetry of the mass matrix.
Points of strength are:
(a) no coordinate partitioning is required;
(b) the problem is naturally written in the form of
ODEs, thus it can be solved by explicit integration
schemes;
(c) redundant and inconsistent constraints can be
handled seamlessly.
Points of weakness are:
(a) the solution resulting from the integration of x¨
may suffer from drift, and needs constraint sta-
bilization;
(b) the formulation needs the second derivative (for
holonomic constraints) or the first derivative (for
non-holonomic ones) of the constraint equation,
which might not be trivial to formulate and evalu-
ate;
(c) the matrix pseudo inversion required by the pro-
posed formula can be computationally expensive,
although less than the original one especially for
large bodies to constraint ratios;
(d) the basic formulation does not handle non-ideal
constraints; extensions have been proposed, lim-
ited to the case of independent non-ideal con-
straints, but no definitive solution exists, to the
authors’ knowledge.
Examples of non-symmetric mass matrices result-
ing from problem formulations of general usefulness,
including rigid and deformable body dynamics, are
presented and discussed in Appendix 2.
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APPENDIX 1
Notation
a ∈ Rn unconstrained bodies
accelerations
A ∈ Rm×n constraint matrix
b ∈ Rm constraint equation
right-hand side
D ∈ Cn×n diagonal matrix containing
(Rn×n > 0) the (positive) eigenvalues of
matrix H
f ∈ Rn external loads
G ∈ R  0 Gauss’ functional (the
‘Gaussian’)
H ∈ Rn×n (>0) generic (positive definite)
matrix
m ∈ N number of constraint
equations
M ∈ Rn×n sym > 0 inertia matrix
n ∈ N order of the problem
P ∈ Rn×n constrained accelerations
projection matrix
Q ∈ Rn×n unitary matrix from Schur
decomposition of M
r ∈ N number of independent
constraint equations (rank of
matrix A; r  m)
S ∈ Rn×n (quasi-)upper triangular
matrix from Schur
decomposition of M
t ∈ R the time
T ∈ Rn×n square root of matrix S
u¨ ∈ Rn perturbed accelerations
U ∈ Rn×n Cholesky’s decomposition of
matrix M
v ∈ Rn generic vector
V ∈ Cn×n (Rn×n) matrix of (real) eigenvectors
of H
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w ∈ Rn normalized accelerations
(w = Ux¨)
x ∈ Rn coordinates of the bodies
X ∈ Rn×n matrix transformation
between test and trial
variables
y¨ ∈ Rn acceleration perturbation
Y ∈ Rn×n estimate of M1/2 in Denman
and Beavers iteration
Z ∈ Rn×n estimate of M−1/2 in Denman
and Beavers iteration
ε ∈ R > 0 small positive quantity
λ ∈ Rm Lagrange’s multipliers vector
φ ∈ Rm holonomic constraints vector
ψ ∈ Rm non-holonomic constraints
vector
Note: symbols used only in the examples are defined
in each specific section
APPENDIX 2
Non-Symmetric Inertia Matrix
To further generalize the discussion of Gauss’ princi-
ple of least constraint, consider an inertia matrix M,∗
that, although non-singular, is not symmetric. Non-
symmetric inertia matrices can result from Petrov–
Galerkin approaches where different trial and test
functions are used; examples are given at the end of
this section.
Since in Lagrangian mechanics an inertia matrix
M results from a consistent definition of the kinetic
coenergy of a mechanical system, it must be symmet-
ric. However, there might be reasons to express the
equations of motion of the system using a set of trial
variables, x∗, that differ from the test variables x. They
are related by the invertible relationship
x∗ = x∗(x) (49)
whose second-order derivative is linear in the second-
order derivative of x
x¨∗ = ∂x
∗
∂x
x¨ + ∂
∂x
(
∂x∗
∂x
x˙
)
x˙
= X−1x¨ + (x∗/x x˙)/x x˙ (50)
Since the transformation is invertible, matrix X is non-
singular. The non-symmetric mass matrix results from
this transformation, namely
M,∗ = MX (51)
If equations (50) were known, the symmetry of the
matrix would be restored by substituting it into the
definition of the fraction of the inertia forces that
depend on the second derivative of x∗, namely
M,∗x¨∗ − MX(x∗/x x˙)/x x˙ = MXX−1x¨ (52)
and thus
M = M,∗X−1 = X−T(M,∗)T (53)
Similarly, the same fraction of the inertia forces could
be rewritten as generalized forces conjugated to a
virtual variation of x∗
δx∗ = x∗/xδx (54)
by premultiplying them by the transpose of the virtual
displacement δx, namely
δxTM,∗x¨∗ = (δx∗)TXTM,∗x¨∗ (55)
the corresponding inertia matrix would be
M∗,∗ = XTM,∗ = (M,∗)TX (56)
Tobeconsistentwith the relationshipbetween the trial
and the test functions of equation (49), the augmented
Gaussian of equation (42) needs to be redefined as
G(x¨∗(x),λ) = 1
2
(x¨ − a)TM,∗(x¨∗ − a∗)
+ λT
(
AX︸︷︷︸
A,∗
x¨∗ − b
)
(57)
with
a∗ = (M,∗)−1f + (x∗/x x˙)/x x˙
= X−1a + (x∗/x x˙)/x x˙ (58)
Recalling equations (56) and (50), equations (43)
become
M,∗(x¨∗ − a∗) + ATλ = 0 (59a)
A,∗x¨∗ = b (59b)
Equations (59) are identical to equations (43) when
equations (50) and (58) are taken into account. After
substituting x¨∗ from equation (59a) into equation
(59b) to compute the multipliers λ, one obtains
x¨∗ = a∗ − (M,∗)−1AT(A,∗(M,∗)−1AT)+(A,∗a∗ − b) (60)
which, premultiplied by X, would yield equation (46).
Note that matrix M does not need to be actually built
from equation (53); in general, this is not possible at
all, since matrix X might be unavailable. In this case
equation (60) needs to deal with a non-symmetric
mass matrix, thus requiring a linear solver for generic
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matrices. For typical multibody problems, an efficient
sparse LU factorization would fit.
Few examples follow, which illustrate how non-
diagonal, non-symmetric inertia matrices can arise
from the formulation of non-trivial constrained dyn-
amics problems.
Example: Newton–Euler equations
Consider the Newton–Euler formulation of the equa-
tions of motion of a rigid body
mx¨CM = f (61a)
JCMω˙ + ω × JCMω = mCM (61b)
where m is the mass, xCM is the location of the centre
of mass, f are the external forces, JCM is the inertia
tensor with respect to the centre of mass, projected
in an inertial reference frame and thus depending on
the parameters used to describe the orientation of the
body,ω is the angular velocity of the body, andmCM are
the external moments, including those of the external
forceswith respect to the centre ofmass. Consider now
an arbitrary parametrization g of the rotations, such
that
R = R(g ) (62a)
ω = (g )g˙ (62b)
where R is the orthonormal rotation tensor and ω
is the angular velocity, while matrix (g ) expresses
the relationship between the angular velocity and the
derivatives of the rotation parameters, with (The oper-
ator (·)× is used to indicate the matrix that produces
the vector cross-product when multiplies a vector: a×
produces a × b when multiplied by vector b)
ω× = R˙RT (63)
The equations of motion, in the variables xCM and g ,
become[
mI 0
0 JCM(g )
]{
x¨CM
g¨
}
=
{
f
mCM − JCM˙(g )g˙ − ω × JCMω
}
(64)
where the inertia matrix is clearly non-diagonal and
non-symmetricbecauseof the JCM(g )block-diagonal
term. In this case the transformation matrix X is
known; for each body
x∗ =
{
xCM
g
}
(65)
M =
[
mI 0
0 JCM
]
(66)
X =
[
I 0
0 (g )
]
(67)
Asymmetric inertiamatrixwould resultwhenapply-
ing the Virtual Work Principle, Lagrange’s equations
of the first kind or similar formulations. In that case,
the moment equations would be premultiplied by
ωT/g˙ = (g )T, resulting in
[
mI 0
0 (g )TJCM(g )
]{
x¨CM
g¨
}
=
{
f
(g )T(mCM − JCM˙(g )g˙ − ω × JCMω)
}
(68)
In this latter case, the inertia matrix is symmetric,
but the moment equations no longer truly express
the equilibrium of the moments applied to the body;
they rather express the equilibrium of the generalized
forces conjugated to the orientation parameters g .
Their linearization is further complicated by the need
to take into account the (g )T term that premultiplies
the moment equations. Also for this reason, implicit
formulations of the equations of motion that would in
any case yield a non-symmetric Jacobian matrix may
find the use of Newton–Euler equations appealing.
Example: finite volume beam
Consider the finite volume beam formulation pro-
posed in [26]. It basically consists of writing the force
and moment equilibrium of finite portions of beam
with respect to the node they are related to, including
the internal forces and moments at the boundaries of
the finite portion.
The equilibrium of an infinitesimal beam slice sub-
jected to distributed loads yields
{
f
m
}
/ξ
+
[
0 0
p/ξ × 0
]{
f
m
}
=
{
τ
µ
}
(69)
where f and m are the internal force and moment vec-
tors, respectively, while τ and µ are the distributed
forces and moments, and p(ξ) is the position of the
generic point at abscissa ξ along the reference line p
of the beam. An interesting weak form is obtained by
integrating equation (69) weighted by piecewise con-
stant functions. Integration by parts shows that this
corresponds to writing the equilibrium of finite por-
tions of beam, subjected to the external loads and
to the internal forces and moments evaluated at the
span-wise boundaries of each finite portion. The lat-
ter, in turn, can be expressed as functions of the beam
kinematics by means of appropriate interpolation
functions.
The distributed inertia forces and moments τ and
µ acting on the node n, located at ξn and comprised
between abscissae a and b of each beam portion, yield
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the external forces and moments[
I 0
(p(ξ) − p(ξn))× I
]{
f
m
}∣∣∣∣b
a
=
∫ b
a
[
I 0
(p(ξ) − p(ξn))× I
]{
τ
µ
}
dp
dξ
dξ (70)
and
dp
dξ
=
√
dp
dξ
T dp
dξ
(71)
Consider the distributed inertia forces and moments{
τ
µ
}
= −
[
mI s×T
s× J
]{
p¨
ω˙
}
(72)
They result from multiplying the reference linear and
angular accelerations of the beam section, respec-
tively, p¨ and ω˙, by the sectional inertiaproperties (mass
m and first and second inertia moments s and J per
unit length, the latter evaluated with respect to the
reference line, which need not be coincident with the
centre of mass). In this case, equation (70) yields the
nodal inertia forces and moments.
For example, when the linear and angular acceler-
ations at the generic point of abscissa ξ are linearly
interpolated from nodal values, indicated by the sub-
script n, by means of regular shape functions N n(ξ),
namely
p = N n(ξ)pn (73a)
g = N n(ξ)gn (73b)
where p and g are generic position and orientation
parameters, and thus
p¨ = N n(ξ)p¨n (74a)
ω˙ = [g (ξ)]N n(ξ)g¨n + γ[g (ξ), g˙ (ξ)] (74b)
this expression naturally leads to a non-symmetric
form for the inertia matrix of the corresponding
finite element of beam. In fact, even when s = 0
equation (70) clearly shows that the nodal force f only
depends on the distributed inertia force, while the
nodal moment mn depends on both the distributed
inertia force andmomentbecause of the cross product
by the arm p(ξ) − p(ξn).
In this latter example, the transformation matrix X
that would allow to symmetrize the inertia matrix can-
not be explicitly formulated in a trivial manner. For
this reason, the capability to dealwithnon-symmetric,
yet consistently formulated inertia matrices can be
important.
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