A Riemannian metric on a manifold M induces a family of Riemannian metrics on the loop space LM depending on a Sobolev space parameter. In Part I, we compute the Levi-Civita connection for these metrics. The connection and curvature forms take values in pseudodifferential operators (ΨDOs), and we compute the top symbols of these forms. In Part II, we develop a theory of Chern-Simons classes CS W 2k−1 ∈ H 2k−1 (LM, R), using the Wodzicki residue on ΨDOs. By results in Part I, for stably parallelizable manifolds these "Wodzicki-Chern-Simons" classes are defined for all metrics and are smooth invariants of M for k > 2. We use CS W 3 to distinguish some classical circle actions on S 3 .
Introduction
The loop space LM of a manifold M appears frequently in mathematics and mathematical physics. In this paper, using an infinite dimensional version of Chern-Simons theory, we develop a nontrivial, computable theory of secondary characteristic classes on certain infinite rank bundles including the tangent bundles to loop spaces.
The theory of primary characteristic classes on infinite rank bundles was treated via Chern-Weil theory in [23] . While these classes can be nonzero, the Pontrjagin classes vanish for loop spaces (Corollary 6.15).
In fact, the Pontrjagin forms vanish on loop spaces, which is the precondition for defining Chern-Simons classes. For technical reasons, we can only define Chern-Simons classes for stably parallelizable manifolds, (i.e. manifolds whose tangent bundle is stably trivial), but these "Wodzicki-Chern-Simons" classes CS W 2k−1 ∈ H 2k−1 (LM, R) are stronger than their finite dimensional counterparts in several ways:
• they are defined for any metric on M for k ≥ 2 (Theorem 6.11);
• they are frame independent, and hence give real (as opposed to R/Z) classes (Proposition 6.13) ;
• they are metric independent (i.e. smooth invariants) for k ≥ 3 (Theorem 7.2);
• they are potentially nontrivial in all odd dimensions (Remark 6.4). As an application, we use CS W 3 for a fixed metric to homologically distinguish some classical actions (rotations, the Hopf action, the trivial action) on S 3 . We do not know of any other method to prove that these actions cannot be homotoped to each other.
Since Chern-Weil and Chern-Simons theory are geometric, it is necessary to understand connections and curvature on loop spaces. A Riemannian metric g on M induces a family of metrics g s on LM parametrized by a Sobolev space parameter s ≥ 0, where s = 0 gives the usual L 2 metric. This metric is too weak for analysis on LM, so we think of s as a necessary but annoying regularizing parameter.
In Part I, we compute the connection and curvature forms for the Levi-Civita connection for g s . These forms take values in pseudodifferential operators (ΨDOs) acting on a trivial bundle over S 1 , as first shown by Freed for loop groups [13] . We are able to write down the Levi-Civita connection one-form fairly explicitly for integer Sobolev parameter; the noninteger case is more technical and is quarantined to a separate section. The symbol calculus for ΨDOs effectively computes symbols of the connection and curvature forms, so this theory is as computable as finite dimensional curvature calculations. In particular, it is easy to spot the parameter-independent portion of the calculations.
In Part II, we develop a theory of Chern-Simons classes on loop spaces. The structure group of the tangent bundle of (LM, g s ) is a group of ΨDOs, so we need to find invariant polynomials on the corresponding Lie algebra. We could use the standard polynomials Tr(Ω k ) on the curvature Ω = Ω s , where Tr is the operator trace, but this trace is impossible to compute in general. Instead, as in [23] we use the locally computable Wodzicki residue, the only trace on the full algebra of ΨDOs. Following Chern-Simons [8] as much as possible, we build a theory of Wodzicki-Chern-Simons (WCS) classes. The main difference from the finite dimensional theory is the absence of a Narasimhan-Ramanan universal connection theorem. As a result, we can only define WCS classes for stably parallelizable manifolds. We define parameter-free or regularized WCS classes by setting s = 1 is the final formulas (Definition 6.4); this "continuation to s = 1" is not the same as computing WCS classes in the s = 1 metric on LM.
The paper is organized as follows. Part I treats the family of metrics g s on LM associated to (M, g). §2 discusses the relatively easy case s ∈ Z + . After some preliminary material, we compute the Levi-Civita connection one-form for g s (Theorem 2. 1) and show that the one-form takes values in ΨDOs of order zero (Proposition 2.2).
§3 discusses the case s ∈ Z + . In this case, the Levi-Civita one-form takes values in bounded operators GL(H) on a specific Hilbert space H; these operators are in some sense a limit of ΨDOs of increasing order. As a result, we have to extend the structure group for the frame bundle F LM to GL(H). The corresponding extended frame bundle is trivial, so we lose the topological information in the original frame bundle. We can define an extension of the Wodzicki residue to the appropriate operators, except possibly when s is a half integer.
In §4, we compute some symbols of the Levi-Civita connection one-form and the curvature two-form for the g s metric. The key results are Theorems 4.3, 4.4, which state that the curvature takes values in ΨDOs of order at most -1, for s not a half integer, and compute the top order symbol. This unexpected negative order underlies the main results bulleted above. We finish Part I in §5 with a comparison of our results with Freed's on loop groups [13] .
Part II covers Wodzicki-Chern-Simons classes. In §6 we review finite dimensional Chern-Weil and Chern-Simons theory for O(n)-bundles. As mentioned above, we replace the ordinary matrix trace by the Wodzicki residue to define characteristic and secondary classes on LM. (An alternative trace given by the leading order symbol is also discussed in §6. 3) We show that the Wodzicki-Pontrjagin classes vanish on LM and more generally on Maps(N, M), the space of maps from one Riemannian manifold to another. For M stably parallelizable, WCS classes and regularized WCS classes are defined in §6. 4 and are shown to be independent of the trivializing frame.
In §7, we show that the WCS classes CS W 2k−1 are independent of the metric on stably parallelizable M for k ≥ 3, and CS W 3 is an invariant of conformal families of Einstein metrics. In §8, we use Mathematica calculations to produce examples (up to high precision) of metrics on SO(3) × S 1 with nonvanishing CS W 3 . In particular, we show that CS W 3 does depend on the metric. In §9, we define when two actions are homologically distinct and show that the rotational actions, the Hopf action and the trivial action on S 3 are all homologically distinct. As a result, these actions cannot be homotoped to each other.
Our many discussions with Sylvie Paycha are gratefully acknowledged.
Part I. The Levi-Civita Connection on the Loop Space LM
In this part of the paper, we compute the Levi-Civita connection on LM associated to a Riemannian metric on M and a Sobolev parameter s. The main result is Theorem 2.1, which computes the Levi-Civita connection explicitly except for one term denoted A X Y. This term is analyzed more concretely in Proposition 2.2 for s ∈ Z + .
Part I is organized as follows. In §2, we review background material on LM and pseudodifferential operators on manifolds, and prove the main theorem for s ∈ Z + . In §3, we cover the more technical case of s ∈ Z + . In §4, we compute symbols of the Levi-Civita connection one-form and the curvature two-form. In §5, we compare our results with earlier work of Freed [13] on loop groups.
The Levi-Civita Connection for Integer Sobolev Parameters
This section covers background material and computes the Levi-Civita connection on LM for integer Sobolev parameter. In §2.1, we review material on LM, and in §2.2 we review pseudodifferential operators and the Wodzicki residue. In §2.3, we give the main computation of the connection one-form for the Levi-Civita connection on LM. In §2.4, we give a more complete calculation of the Levi-Civita connection for integer Sobolev parameter. In §2.5, we prove a technical lemma allowing us to reduce local coordinate computations on LM to local computations on M.
2.1. Preliminaries on LM. Let (M, , ) be a closed oriented Riemannian nmanifold with loop space LM = C ∞ (S 1 , M) of smooth loops. LM is a smooth infinite dimensional Fréchet manifold, but it is technically simpler to work with the smooth Hilbert manifold of loops in some Sobolev class s ≫ 0, as we now recall. For γ ∈ LM, the formal tangent space T γ LM is Γ(γ * T M), the space of smooth sections of the pullback bundle γ * T M −→ S 1 . For s > 1/2, we complete Γ(γ * T M ⊗ C) with respect to the Sobolev inner product X, Y s = 1 2π
2π 0 (1 + ∆) s X(α), Y (α) γ(α) dα, X, Y ∈ Γ(γ * T M).
Here ∆ = D * D, with D = D/dγ the covariant derivative along γ. We need the complexified pullback bundle, denoted from now on just as γ * T M, in order to apply the ΨDO (1 + ∆) s . The construction of (1 + ∆) s is reviewed in §2.2. We denote this completion by H s (γ * T M).
A small real neighborhood U γ of the zero section in H s (γ * T M) is a coordinate chart near γ in the space of H s loops via the pointwise exponential map
(2.1)
The differentiability of the transition functions exp −1 γ 1 · exp γ 2 is proved in [10] and [14, Appendix A]. Here γ 1 , γ 2 are close loops in the sense that a geodesically convex neighborhood of γ 1 (θ) contains γ 2 (θ) and vice versa for all θ. Since γ * T M is (noncanonically) isomorphic to the trivial bundle R = S 1 × R n −→ S 1 , the model space for LM is the set of H s sections of this trivial bundle.
The tangent bundle T LM has transition functions d(exp −1 γ 1 • exp γ 2 ). Under the isomorphisms T γ 1 LM ≃ R ≃ T γ 2 LM, the transition functions lie in the gauge group G(R), so this is the structure group of T LM.
2.2.
Review of ΨDO Calculus. We recall the construction of classical pseudodifferential operators (ΨDOs) on a closed manifold M from [15, 26] , assuming knowledge of ΨDOs on R n . We emphasize how to calculate global symbols in local coordinates, since subprincipal terms are coordinate dependent (e.g. (2.2)).
A linear operator P :
, φP ψ is a ΨDO of order d on R n , where we do not distinguish between U and its diffeomorphic image in R n . Let {U i } be a cover of M with subordinate partition of unity {φ i }. Let ψ i ∈ C ∞ c (U i ) have ψ i ≡ 1 on supp(φ i ) and set P i = ψ i P φ i . Then i φ i P i ψ i is a ΨDO of M, and P differs from i φ i P i ψ i by a smoothing operator, denoted P ∼ i φ i P i ψ i . In particular, this sum is independent of the choices up to smoothing operators.
An example is the ΨDO (1 + ∆ − λ) −1 for ∆ a positive order nonnegative elliptic ΨDO and λ outside the spectrum of 1 + ∆. In each U i , we construct a parametrix P i for A i = ψ i (1 + ∆ − λ)φ i by formally inverting σ(A i ) and then constructing a ΨDO with the inverted symbol.
where φ is a bump function with φ(x) = 1 [15, p. 29] ; the symbol depends on the choice of (U i , φ i ).
The operator (1 + ∆) s for Re(s) < 0, which exists as a bounded operator on L 2 (M) by the functional calculus, is also a ΨDO. To see this, we construct the putative
dλ around the spectrum of 1 + ∆. We then construct a ΨDO Q i on U i with σ(Q i ) = σ i , and set Q = i φ i Q i ψ i . By arguments in [26] ,
where we use ψ i ≡ 1 on supp(φ i ), ∂ α x φ(x) = 0 and ∂ α x ψ = 0 on supp(φ) for α = 0. Thus symbols can be calculated locally.
Recall that the Wodzicki residue of a ΨDO P on sections of a bundle E −→ M n is
where S * M is the unit cosphere bundle for some metric. The Wodzicki residue is independent of choice of local coordinates, and up to scaling is the unique trace on the algebra of ΨDOs if dim(M) > 1 (see e.g. [11] in general and [24] for the case M = S 1 .). It will be used in Part II to define characteristic classes on LM.
If the U i are diffeomorphic to precompact open balls in R n , σ(P i ) extends smoothly to ∂U i after possible shrinking of the U i .
As with any differential form, letting φ 1 equal one on "more and more" of U 1 and letting the other φ i equal one on "a little more than" V i , we get
the invariance of the Wodzicki residue makes the right hand side well defined. Therefore, for Wodzicki residue calculations we can sum up the integrals of the locally defined symbols. In particular, for a bundle E over S 1 with ΨDO P , we can find a closed cover I i = [a i , a i+1 ] with E| I i trivial, and then 
in local coordinates on a finite dimensional manifold. Note that
(2.4) continues to hold for vector fields on LM, even though the index a does not refer to coordinates on LM. To see this, one checks that the coordinate-free proof that L X Y (f ) = [X, Y ](f ) for f ∈ C ∞ (M) (e.g. [29, p. 70] ) carries over to functions on LM. In brief, the usual proof involves a map H(s, t) of a neighborhood of the origin in R 2 into M, where s, t are parameters for the flows of X, Y, resp. For LM, we have a map H(s, t, θ), where θ is the loop parameter. The usual proof uses only s, t differentiations, so θ is unaffected. The point is that the Y i are local functions on the (s, t, θ) parameter space, whereas the Y i are not local functions on M at points where loops cross or self-intersect.
Fix a loop γ and choose a cover {(a i , b i )} of S 1 such that there is a coordinate cover
(2.5)
With these covers fixed, (2.5) holds for all loops near γ. Let {φ i } be a partition of unity on S 1 subordinate to the cover {(a i , b i )}, and let g ab = g (i)
ab be the metric tensor on U i . The first term on the right hand side of (2.3) is
Collecting all terms from the six term formula similar to the last two terms in (2.7) gives
The three terms in the six term formula corresponding to the first term on the right hand side of (2.7) contribute
The three terms in the six term formula corresponding to the second term on the right hand side of (2.7) contribute
(2.10)
The last term in (2.10) is linear in Z, and so is of the form
The second term on the right hand side of (2.12) is
In the last line, we take a diffeomorphism of (a i , b i ) to R, and compute the various ΨDOs in these local charts as in §2.2. The last expression in (2.13) is not of the form W, Z s , since
In fact, all the other terms on the right hand side of (2.12) are of the form S 1 φ i g ab (f i ) a Z b for some locally defined vector fields f i , since e.g. δ X Y a also depends on coordinate choices along γ. Since the left hand side of (2.12) is global, the apparently local terms on the right hand side must sum to a global expression. With this understanding, we have Theorem 2.1. The Levi-Civita connection ∇ = ∇ (s) for the H s -metric on LM is given by
with A X Y defined by (2.11).
In the theorem, δ X (1 + ∆) s Y a is shorthand for [(δ X (1 + ∆) s )(Y )] a , and similarly for the other terms.
2.4. Integer Sobolev Parameters. If s is a positive integer, it is easy to understand the terms on the right hand side of Theorem 2.1.
Of the six terms on the right hand side of Theorem 2.1 involving the ΨDO (1+∆) −s , the first, third and fifth are standard ΨDOs acting on Y .
For the second and fourth terms, we have to analyze the variation of (1 + ∆) s .
The situation is different for (locally defined) functions on
(2.15) The covariant derivative along γ is the operator on τ ∈ Γ(γ * T M) given by 
Therefore, by (2.15)
is a second order differential operators in Z and a first, resp. 2s − 1, order differential operator in Y . In summary, the second term in (2.1) is order −1 in Y . Similarly, the fourth term
We now treat the last term in Theorem 2.1. By (2.11),
Applying integration by parts to the right hand side of (2.17), we obtain the L 2 inner product of Z with a second order differential operator acting on Y ; this operator is A X Y . Applying (1 + ∆) −s , we get the H s inner product of Z with a ΨDO of order −2s + 2. In particular, for s > 3 2 , this term does not contribute to the 0 or −1 order symbol of the connection one-form.
We summarize this section:
Proposition 2.2. The term A X Y in Theorem 2.1 is a second order differential operator acting on Y . For s ∈ Z + , the last six terms on the right hand side of Theorem 2.1 are ΨDOs in Y of order 0, −1, −2s, −2s + 2, −2s, −2s + 2, respectively.
Remark 2.1. For s ≥ 2, only the first two terms have order 0 or −1. This is crucial for the Chern-Simons theory calculations in §6, as the Wodzicki residue for ΨDOs over the circle depends on σ −1 . The case s = 1 is more difficult to treat directly. In §6, we instead compute Wodzicki-Chern-Simons classes for s ≫ 0 and continue the formulas to s = 1.
2.5. The Levi-Civita Connection One-Form. In local coordinates on a manifold N, the Levi-Civita connection on T N is ∇ = d + ω. For a vector field Y and a tangent vector X, d X (Y ) = δ X Y in the notation of §2.3, and ω(X)(Y ) is the Levi-Civita connection one-form. In Theorem 2.1, the right hand side is not in the form d + ω, since δ X (Y a ) is computed in local coordinates on M, not on N = LM. Nevertheless, we make the following definition:
Definition 2.1. The Levi-Civita connection one-form for the H s metric on LM is the sum of the last six terms on the right hand side of (2.14) and is denoted ω = ω (s) .
In this section, we prove a technical local lemma that justifies using this Levi-Civita connection one-form to compute symbols as in §4 below. We also extend the local lemma to a global lemma used in §6 to extend our definition of Wodzicki-Chern-Simons classes from parallelizable to stably parallelizable manifolds.
As just mentioned, for a vector field Y on LM and a tangent vector X ∈ T γ LM,
while Y a are components with respect to a finite set of coordinates of M near some γ(θ 0 ). Of course, we can
to compute the curvature on LM; as usual, we obtain Ω = dω + 1 2 [ω, ω], where dω is defined by the Cartan formula in the a-coordinates. This is very useful for computing symbols of Ω, whereas a decomposition ∇ = d LM + ω LM in coordinates on LM would be useless for symbol computations.
For Chern-Simons theory in Part II, we have to compute terms of the form χ * θ, where χ is a local section of the frame bundle F LM and θ is a Lie algebra valued connection one-form on F LM. We have to compare χ * θ for LM with the M-coordinate expression ω (s) , as we can only compute symbols for ω-like expressions.
The following lemma relates χ * θ to ω.
Proof: For any local frame χ, χ * θ is the connection one-form in the χ trivialization of
Let {ρ i } be a partition of unity for a cover {U i } as in (2.5), and let
Since
The lemma follows if we can find χ and U i (with coordinates) such that X(ψ j α )(γ)(θ) = 0 whenever γ(θ) ∈ U i .
Let (ψ 0 α ) be a basis of the H s γ * 0 T M, and let {e i } be a global frame of γ * 0 T M. Fix p = γ 0 (θ 0 ). For short vectors
The metric on M used to define the exponential coordinates and the local frame χ in the proof need not be the fixed metric on M.
(ii) If M is parallelizable with global frame {e i }, this frame also trivializes γ * T M for all γ ∈ LM: cf. Definition 6.4 of regularized Wodzicki-Chern-Simons classes.
To end this section, we check that the local section in Lemma 2.3 can be extended to a global section if the frame bundle F LM is trivial, the setup of Part II.
There exists an open subset V ′ ⊂ V , and a global sectioñ
Proof: Let χ 1 be a global section of F LM. There exists a gauge transformation [9] , g| C has a continuous extension g 2 from the metric space LM to the locally convex vector space Hom(R). Identifying R with γ * T M at a loop γ and composing g 2 with the pointwise exponential map on GL(n, C) gives a continuous extension
Since LM is a Hilbert manifold, each component function of g 3 | Vα−C can be uniformly approximated by a smooth function g 4,α [3] . Since LM admits a smooth partition of unity, these local approximations can be glued to a smooth function g 1 which agrees with g on V .
The Levi-Civita Connection for Noninteger Sobolev Parameters
If s ∈ Z + , we have to analyze the fourth and sixth terms A X Y, δ Y (1 + ∆) s X in (2.14) more carefully. The calculations leads to an extension of the structure group of the frame bundle of LM, which weakens the corresponding theory of characteristic classes.
In §3.1, we check that δ Z (1 + ∆) s is a ΨDO for any value of s. In §3.2, we analyze A X Y and δ Y (1 + ∆) s X, noting that the integration by parts used in §2.4 no longer terminates after a finite number of steps. This leads to an extended notion of Wodzicki residue in §3.3, and forces us in §3.4 to extend the frame bundle of LM from a gauge bundle to a GL(H) bundle for a particular Hilbert space H. This is the most technical section of the paper. Its purpose is to justify later calculations of Wodzicki-type characteristic classes for noninteger parameters, but the reader may prefer to just assume the integer theory extends to the noninteger case.
The Variation of
Proof: δ Z (1 + ∆) s is a limit of differences of ΨDOs. The result follows, since the algebra of ΨDO is closed in the Fréchet topology of all C k seminorms of symbols and smoothing terms on compact sets.
Since we will need the symbol of δ Z (1 + ∆) s , we give a second proof. First assume Re(s) < 0. As in the construction of (1 + ∆) s , we will compute what the symbol asymptotics of δ Z (1 + ∆) s should be, and then construct an operator with these asymptotics. From the functional calculus for unbounded operators, we have
where Γ is a contour around the spectrum of 1 + ∆, and the hypothesis on s justifies the exchange of δ Z and the integral.
Thus the top order symbol of
Similarly, all the terms in the symbol asymptotics for A are of the form B ℓ j ξ n (ξ 2 −λ) m for some matrices B ℓ j = B ℓ j (n, m). This produces a symbol sequence σ ∼ k σ 2s−k , and there exists a ΨDO P with σ(P ) = σ. (As in §2.2, we first produce operators P i on a coordinate cover U i of S 1 , and then set P = i φ i P i ψ i .) The construction depends on the choice of local coordinates covering γ as in (2.5), the partition of unity and cutoff functions as above, and a cutoff function in ξ; as usual, different choices change the operator by a smoothing operator. Standard estimates show that (iii) Since δ Z ∆ is second order in Z, a symbol calculus calculation shows that σ −k (A) has at most k − 2 derivatives of Z. It follows that for Re(s) < 0, σ 2s−k (δ Z (1 + ∆) s ) has at most k derivatives of Z, and the same result then holds for Re(s) > 0.
3.2.
Analyzing the Difficult Terms. We continue to assume s ∈ Z + .
We first analyze the term A X Y defined by (2.11). By Lemma 3.1 and Remark 3.1(iii), δ Z (1 + ∆) s is a ΨDO with explicitly computable symbol σ ∼ k∈Z + σ 2s−k , and σ 2s−k contains at most k derivatives of Z. Fix ℓ and let P = P Z,ℓ be a ΨDO with symbol ℓ k=1 σ 2s−k . As in the proof of Lemma 3.1, P = i φ i P i ψ i with respect to some cover {(a i , b i )} of S 1 , and the symbol expansion of σ depends on the cover. Q = δ Z (1 + ∆) s − P is an operator of order at most 2s − ℓ − 1. Suppressing the i dependence of the symbols, we have
In the next to last term in (3.1), consider a term (Z d ) (k) A a dc in a fixed σ 2s−k 0 with k ≤ k 0 derivatives in Z. In order to write this term as an inner product with Z, we have to perform k integration by parts in θ. There are several special cases:
(1) If k θ-derivatives act on φ i , replace this term with φ i φ (k) i φ i , noting that this function extends by zero to {φ i = 0}. This gives the expression
This is the (local) H s inner product of Z with
This term is a ΨDO of order −2s as an operator on Y .
(2) If k θ-derivatives act on g ab , we get the local H s inner product of Z with
which is of order −2s as an operator on Y . (3) If k θ-derivatives act on e iθ·ξ , we get the local H s inner product of Z with
which is of order −2s as an operator on Y .
which is of order −2s as an operator on Y . (5) If k θ-derivatives act on Y b , we get the local H s inner product of Z with
which is of order −2s + k as an operator on Y .
In general, each of the k integration by parts will act as in one of the previous cases, so the final result can be written as an H s inner product with Z.
In summary, for fixed ℓ, A X Y involves the operator Q in (3.1) which we are ignoring, and an operator (1 + ∆) −s P ′ X,ℓ of order at most −2s + ℓ defined by
k σ 2s−k as an operator on X. As before, let P Y,ℓ be an operator with symbol ℓ k σ 2s−k . Omitting partitions of unity and cutoff functions, by Remark 3.1(iii) a typical term in (1 + ∆) s P Y,ℓ is of the form
Pulling Y d,(k) out of the integral shows that for fixed X,
In the next section, we address the issue that ℓ can be arbitrarily large. 
we extend X, Z toX,Z near γ as follows. Extend X arbitrarily toX =X(r, ψ), where (r, ψ) are polar coordinates on T γ LM (i.e. on each fiber of the trivial bundle γ * T M) and r ≈ 0. (SetX = 0 if X γ = 0.) Let ǫ(ψ) be a smooth positive function on the unit sphere of T γ LM in the H s metric, and set
We similarly extend Z arbitrarily toZ 1 and then toZ 1,ǫ .
Dropping the tildes and epsilons, we have
Since δ Y g ab −→ 0 uniformly as Y −→ 0 in H s , by the estimates above and (3.4),
This justifies the next definition.
Elements of A have a ΨDO expansion given by an α ∈ R and a sequence of ΨDOs P ℓ , ℓ ∈ Z + , ord(P ℓ ) ≤ α + ℓ. This expansion is linear in A ∈ A and is defined as follows: (i) if P ∈ ΨDO, set P k = P for all k, and α = ord(P ); (ii) for
provided the limit exists. Proof: The first statement follows from the definition. In cases (ii), (iii), P ℓ has order −2s + ℓ = −1 for s not a half integer.
In summary:
and not a half-integer, only the first and second terms in the connection one-form (2.14) contribute to its extended Wodzicki residue, and the extended and ordinary Wodzicki residues agree.
The restriction on s follows as in the case of integer s (cf. Remark 2.1). Remark 3.3. (i) Our Chern-Simons classes will have a linear dependence on s, so we will extend our results to half integer values by continuity.
(ii) An alternative approach to this section would be to couple the Sobolev parameter s to the "cutoff" parameter ℓ, so that ord(P ℓ ) = −2s + ℓ is always less than −1. This would artificially force the fourth and sixth terms of (2.14) to have no contribution to the Wodzicki residue of the connection one-form. 
This applies to N = LM. The frame bundle F LM −→ LM is constructed as in the finite dimensional case. The fiber over γ is isomorphic to the gauge group G of R and fibers are glued by the transition functions for T LM. Thus the frame bundle is topologically a G-bundle.
However, for s ∈ Z + , the connection form and hence the curvature form take values in ΨDO ≤0 , the algebra of ΨDOs of order at most zero. For s ∈ Z, these forms take values in the bounded operators B(H), on H = H s γ * T M. These forms should take values in the Lie algebra of the structure group. In the first case, we should take as structure group ΨDO * 0 , the group of invertible zeroth order (i.e. elliptic) ΨDOs, since the Lie algebra is ΨDO ≤0 . In the second case, we will take GL(H) as the structure group. This leads to extended frame bundles, also denoted F LM. The transition functions are unchanged, since G ⊂ ΨDO * 0 ⊂ GL(H). Thus (F LM, θ s ) as a geometric bundle (i.e. as a bundle with connection θ s associated to ∇ s ) is either a ΨDO * 0 -bundle or a B(H)-bundle. In summary, we have
As in the previous section, we restrict attention to s > 3/2. Remark 3.4. For s ∈ Z + , if we extend the structure group of the frame bundle with connection from ΨDO * 0 to GL(H), the frame bundle becomes trivial by Kuiper's theorem. This would allow us to define Chern-Simons forms on LM for all M by the procedures of §6.4. However, there is a potential loss of information if we pass to the larger frame bundle. For s ∈ Z + , we are forced to extend the structure group.
The situation is similar to the following examples. Let E −→ S 1 be the GL(1, R) (real line) bundle with gluing functions (multiplication by) 1 at 1 ∈ S 1 and 2 at −1 ∈ S 1 . E is trivial as a GL(1, R)-bundle, with global section θ → f (θ), f (−π) = 1, f (0) = 0, f (π) = 2. However, as a GL(1, Q) + -bundle, E is nontrivial, as a global section is locally constant. As a second example, let E −→ M be a nontrivial GL(n, C)-bundle.
Embed C n into a Hilbert space H, and extend E to an GL(H)-bundle E with fiber H and with the same transition functions. Then E is trivial.
Local Symbol Calculations
In this section, we compute the 0 and −1 order symbols of the connection one-form and the curvature two-form of the H s Levi-Civita connection, under the assumption that s > 3/2 is not a half integer. The dependence of these symbols on s is linear, so we can extract the parameter independent part (see Definition 6.4 of regularized Wodzicki-Chern-Simons classes).
Since the connection one-form takes values in ΨDO ≤0 , the curvature takes values in the same algebra. The main result is Theorem 4.2, which states that the order of the curvature is at most −1. This is crucial for the Chern-Simons theory in Part II.
Throughout this section, we denote the last six terms on the right hand side of (2.14) by a X through f X , so their sum is the Levi-Civita connection form ω X as an operator on Y .
4.1. The 0 and −1 Order Symbols of the Connection Form. The only term in (2.14) contributing to the zeroth order symbol of ω X is a X . Hence
From the identity ∂ m g ab = Γ n am g nb + Γ n bm g an , we get g af ∂ i g ef = Γ n ei g nf g af + Γ n f i g en g af . Thus
Lemma 4.1. The Levi-Civita connection form ω X is a zeroth order ΨDO with zeroth order symbol
We now compute the −1 order symbol of ω X , which involves contributions from a X and b X . Denote the kth order symbol of an operator P by [P ] k . To simplify notation, set
The contribution from b X is
From these expressions, we obtain Lemma 4.2. The -1 order symbol of the Levi-Civita connection form ω X is given by
where h a k = −2Γ a νkγ ν and δ X = X i ∂ i .
4.2.
Symbols of the Curvature Form. In this section we compute the symbols of the curvature
To use Theorem 2.1, by Lemma 2.3 we have to choose exponential normal coordinates on local neighborhoods of Im(γ). Since the top order symbol of an operator is tensorial, we can center the normal coordinates at a fixed point γ(θ), which allows us to drop terms with first order derivatives of the metric or with an undifferentiated Christoffel symbol. In particular, we can assume that the first order symbol of ∆ is zero.
• The zeroth order symbol of the curvature Combine (4.4) with (2.14). The only zeroth order terms in (4.4) are
as the terms multiplied by a X or a Y have vanishing zeroth order terms in normal coordinates. (In (4.5) we abuse notation by omitting terms like δ X δ Y on the right hand sides, since δ
The following crucial result extends [13] for loop groups. Proof: From the computation of a X in (4.1), and using (4.4), (4.5), we get
i.e. (4.6) vanishes at γ(θ). Proposition 2.2 implies that the order of Ω s is max{−2s + 2, −1} = −1.
• The −1 order symbol for the curvature tensor
We explicitly compute the −1 order symbol of Ω s . As before, we use normal coordinates to find the contribution from each of the terms on the right hand side of (4.4). The contribution from the first term is given by
(4.7)
In fact, the contribution from the last two terms of (4.7) is zero. We have
However, in normal coordinates [a X ] 0 = [a Y ] 0 = 0, so this contribution vanishes. Similarly,
Hence the only contribution to (4.7) comes from
3) and using h a j = 0, we get
Call these last two terms A X , B X . For A X , we obtain
For B X , we obtain
. The second term on the right hand side of (4.4) has −1 order terms A Y and B Y given by switching X and Y in (4.8) and (4.9).
Finally, from (4.3), (4.4), the last contribution to the −1 order symbol of the curvature tensor is given by (isξ(ξ 2 ) −1 times)
Let A [X,Y ] , B [X,Y ] be the last two terms in (4.10). The notation X ↔ Y means "the previous term(s) with X and Y switched." We obtain
The first term on the right hand side of the last equation cancels with the third term of A X , and the second term cancels with the third term of A Y . For the remaining term B [X,Y ] , we have
The first term on the right hand side cancels the first term in B X , and the second term cancels the corresponding term in B Y .
Applying δ Xγ t =Ẋ t from (2.15) gives
Let ∂ p (.) denote all the terms with p-derivatives in (σ −1 (Ω)) a e . Using the symmetries of the curvature tensor and the Bianchi identity, we get
There is a similar expression for the q-derivative terms. We finally obtain 
where R q ℓeq;p (γ(θ)) are the components of the covariant derivative of the curvature tensor on M. (ii) This theorem extends to Maps(N, M), where N has a Riemannian metric (h µν ) [28] . Ω s has order at most −1 and
(4.12)
The Loop Group Case
In this section, we relate our work to Freed's work on based loop groups ΩG [13] . We find a particular representation of the loop algebra that controls the order of the curvature of the H 1 metric on ΩG.
ΩG ⊂ LG with base point e.g. e ∈ G has tangent space T γ ΩG = {X ∈ T γ LG : X(0) = X(2π) = 0} in some Sobolev topology. Instead of using D 2 /dγ 2 to define the Sobolev spaces, the usual choice is ∆ S 1 = −d 2 /dθ 2 coupled to the identity operator on the Lie algebra g. Since this operator has no kernel on T γ ΩM, 1 + ∆ is replaced by ∆. These changes in the H s inner product do not alter the spaces of Sobolev sections, but they do change the Levi-Civita connection. In any case, for X, Y, Z left invariant vector fields, the first three terms on the right hand side of (2.3) vanish. Under the standing assumption that G has a left invariant, Ad-invariant inner product, one obtains 2∇
It is an interesting question to compute the order of the curvature operator as a function of s. For the H s inner product on the free loop space LG defined via 1 + D 2 /∂γ 2 , the order is at most −2, using Remark 4.1(i) and considering G as a symmetric space.
For the more standard H s inner product on ΩG, the following case appears to be very special.
Proposition 5.1. The curvature of the Levi-Civita connection for the H 1 inner product on ΩG is a ΨDO of order −∞.
Proof: We give two proofs.
By [13] , the H 1 curvature operator Ω = Ω (1) satisfies
whereŻ = ∂ θ Z as usual, and the inner product is with respect to the Ad-invariant form on the Lie algebra g. We want to write the right hand side of this equation as an H 1 inner product with W , in order to recognize Ω(X, Y ) as a ΨDO. Let {e i } be an orthonormal basis of g, considered as a left-invariant frame of T G. Let c k ij = ([e i , e j ], e k ) g be the structure constants of g. (The Levi-Civita connection on left invariant vector fields for the left-invariant metric is given by ∇ X Y = 1 2 [X, Y ], so the structure constants are twice the Christoffel symbols.) For X = X i e i = X i (θ)e i , Y = Y j e j , etc., integration by parts gives
Since 
We now show that Z → S 1 a k j (θ, θ ′ )Z j (θ ′ )dθ ′ e k is a smoothing operator. Applying Fourier transform and Fourier inversion to Z j yields
(with the usual mixing of local and global notation.) For fixed θ, the integral is the Fourier transform ofẎ i (θ ′ ), the only term in a k j (θ, θ ′ ) depending on θ ′ . Since the Fourier transform is taken in a local chart with respect to a partition of unity, and since in each chartẎ i times the partition of unity function is compactly supported, the Fourier transform of a k j in each chart is rapidly decreasing. Thus b k j (θ, ξ) is the product of a rapidly decreasing function with e iθ·ξ , and hence is of order −∞.
We now give a second proof. Recall that for all s
Label the terms on the right hand side (1) -(3). As an operator on Y for fixed X, the symbol of (1) is σ((1)) a µ = 1 2 X e c a εµ . Abbreviating (ξ 2 ) −s by ξ −2s , we have
Set s = 1 in (5.1), and replace ℓ by ℓ − 2 in the first infinite sum. Since ∆ = −∂ 2 θ , a little algebra gives
2)
where {e k } is an orthonormal basis of g as before.
Denote the infinite sum in the last term of (5.2) by W (X, θ, ξ). The map X → W (X, θ, ξ) takes the Lie algebra of left invariant vector fields on LG to the Lie algebra Lg[[ξ −1 ]], the space of formal ΨDOs of nonpositive integer order on the trivial bundle S 1 × g −→ S 1 , where the Lie bracket on the target involves multiplication of power series and bracketing in g. We claim that this map is a Lie algebra homomorphism. Assuming this, we see that
which proves that Ω(X, Y ) is a smoothing operator.
To prove the claim, set X = x a n e inθ e a , Y = y b m e imθ e b . Then
and these two sums are clearly equal.
It would be interesting to understand how the map W fits into the representation theory of the loop algebra Lg.
Part II. Characteristic Classes on LM
In this part of the paper, we construct a general theory of Chern-Simons classes on infinite rank bundles including the frame/tangent bundle of loop spaces, following the construction of primary characteristic classes in [23] . The primary classes vanish on loop spaces, which forces the consideration of secondary classes. We discuss the metric and frame dependence of these "Wodzicki-Chern-Simons" (WCS) classes, and give an example of a nontrivial WCS class. The key ingredient is to replace the ordinary matrix trace in the Chern-Weil theory of invariant polynomials on finite dimensional Lie groups with the Wodzicki residue on invertible ΨDOs.
In §6, the general theory is developed for stably parallelizable manifolds, and we prove a vanishing result for the Pontrjagin classes of LM and more general spaces of maps. In §7, we show that the WCS forms are closed in dimensions three and above, and the resulting cohomology classes are metric independent in dimensions above three. The three dimensional WCS class is an invariant for conformal families of Einstein metrics, and the first WCS form is closed for Einstein metrics. In §8, we use computer calculations to check that certain metrics on SO(3)×S 1 have nontrivial three dimensional WCS class.
Chern-Simons Classes on Loop Spaces
We begin this section with a review of Chern-Weil and Chern-Simons theory in finite dimensions ( §6.1), following the seminal paper [8] . In §6.2, we discuss Chern-Simons theory on a class of infinite rank bundles including the frame bundles of loop spaces. Since the geometric structure group of these bundles is ΨDO * 0 , we need traces on the Lie algebra ΨDO ≤0 to define invariant polynomials. There are essentially two possible traces, one given by taking the zeroth order symbol and one given by the Wodzicki residue.
In §6.3, we discuss the zeroth order symbol theory. Chern-Simons forms are always defined, but we have no examples of nontrivial Chern-Simons classes. In §6.4, we consider the richer Wodzicki-Chern-Simons theory. WCS classes are defined for the loop space of a stably parallelizable manifold and are independent of the frame/trivialization of the stabilized tangent bundle. As a result, the WCS classes are real, not just R/Z classes. We can spot the part of the WCS class which is independent of the Sobolev parameter, and this enables us to define regularized WCS classes. In §6.5, we prove that the corresponding Wodzicki-Pontrjagin classes vanish for the tangent bundle to Maps(N, M) for Riemannian manifolds N, M. 
Two key properties are:
• (The commutativity property) For φ ∈ Λ k (E, g l ), d(P (φ)) = P (dφ). (6.1)
Theorem 6.1 (The Chern-Weil Homomorphism [17] ). Let E −→ M have a connection θ with curvature Ω E ∈ Λ 2 (E, g). For P ∈ I l (G), P (Ω E ) is a closed invariant real form on E, and so determines a closed form P (Ω M ) ∈ Λ 2l (M, R). The Chern-Weil map
is a well-defined algebra homomorphism.
[P (Ω M )] is called the characteristic class of P . We now review Chern-Simons theory. A crucial observation is that P (Ω E ) is exact, although in general P (Ω M ) is not. 
Then dT P (θ) = P (Ω) ∈ Λ 2l (E).
Proof. We recall the proof for later purposes. Set
where we have used the commutativity property (6.1). On the other hand, we have
by (6.1) and the structure equation Ω = dθ + 1 2 [θ, θ]. Since dφ t = t[φ t , θ], the last term in (6.4) equals
Using the invariance property (6.2) with φ = θ, ψ 1 = θ and ψ k = ψ t , k = 2, . . . , l − 1, we obtain
. This implies (6.4) equals (6.3).
Setting E = EG, M = BG in Theorem 6.1 gives the universal Chern-Weil homomorphism W : I l (G) −→ H 2l (BG, R).
We write P ∈ I l 0 (G) if W (P ) ∈ H 2l (BG, Z). For this subalgebra of polynomials, we obtain more information on T P (θ). In Theorem 6.10 below, we rework the proof of this theorem in our context. Notice that the secondary class or Chern-Simons class CS P (θ), is defined only when the characteristic form P (Ω E ) vanishes. The proof of Theorem 6.10 shows that CS P (θ) is independent of the choice of U.
The following corollary will be taken as the definition of Chern-Simons classes for trivial ΨDO * 0 -bundles (see Definition 6.2). Proof. This follows from Corollary 6.4 and πχ = Id.
If we do not reduce coefficients to R/Z, this corollary fails; cf. Prop. 6.13.
6.2. Chern-Simons Theory on Loop Spaces. In [23], Chern forms are defined on complex vector/principal bundles with structure group ΨDO * 0 and with ΨDO * 0connections, where the ΨDOs act on sections of a finite rank hermitian bundle E −→ N over a closed manifold (e.g. γ * T M ⊗ C −→ S 1 for loop spaces). The key technical point is to find suitable polynomials P ∈ I l (ΨDO * 0 ). We single out two analogs of the Newton polynomials Tr(A l ): for A ∈ ΨDO * 0 , define
Here S * N is the unit cosphere bundle of N and k(l) = (2πi) −l (Vol S * N) −1 . Note that d l = (2πi) −l is the normalizing constant such that d l [tr((Ω u ) l )] ∈ H 2l (BU(n), Z) for a connection θ u on EU(n) −→ BU(n) 1 . In [22] , P (0) l is called a Leading Order Symbol Trace.
The second analog is 
Then dT P (θ) = P (Ω l ). We can replace ΨDO * 0 by G. Remark 6.2. By Chern-Weil theory, P For F LM, only the L 2 = H 0 Levi-Civita connection is a G-connection. One easily checks that the L 2 connection one-form ω l (Ω (0) ) γ = 1 4π γ tr P l (Ω M ) dθ, so the theory of leading order characteristic forms is a straightforward generalization of the finite dimensional case. Considering constant loops, we see that secondary classes are only defined for flat metrics on M. In contrast, we will see in §6.4 that Wodzicki-Chern-Simons classes are defined for all metrics.
As we now explain, the case of gauge bundles over Maps(N, M) which arise from finite rank bundles over M is similar. This class of bundles includes T Maps(N, M) . For most of this section, we assume that G is the gauge group of an oriented real bundle E −→ M, but the arguments carry over to e.g. hermitian bundles.
By It is well known that connections push down under π * . For the gauge group case, this gives the following: Lemma 6.7. The universal bundle EG −→ BG is isomorphic to π * ev * ESO(n). EG has a universal connection θ EG defined on s ∈ Γ(EG) by
Here θ u is the universal connection on ESO(n) −→ BSO(n), and u s :
Proof. See [22, §4] . Proof. This follows from ] ]s(f )(n) and the previous lemma. Lemma 6.9. Let G be the group of gauge transformations acting on sections of a finite rank bundle E −→ M. Then P (0) l ∈ I l 0 (G). Proof. For all n 0 ∈ N, the maps ev n 0 are homotopic, so the cohomology class
since Ω u is a multiplication operator. By the choice of d l , the last term in (6.8) lies in ev * n 0 H 2l (BSO(n), Z) ⊂ H 2l (BG), Z). Thus As in [8] , we have Theorem 6.10. Let (E, θ) −→ B be a G-bundle with connection θ and assume P l (Ω) ≡ 0. Let T P (θ) be the mod Z reduction of T P (θ). Then there exists a cochain U ∈ C 2l−1 (B, R/Z) such that T P (θ) = π * (U) + coboundary.
Proof. By Lemma 6.7, EG −→ BG has a universal connectionθ (with curvatureΩ). Thus there exists a geometric classifying map φ : B −→ BG: i.e. (E, θ) ≃ (φ * EG, φ * θ ). By Lemma 6.9, P ∈ I l 0 (G), so its mod Z reduction is zero. From the Bockstein sequence
we deduce that P (Ω) represents an integral class in BG. Thus P (Ω) as a cochain vanishes on all cycles in BG, and hence is an R/Z coboundary, i.e. there existsū ∈ C 2l−1 (BG, R/Z) such that δū = P (Ω). We have δπ * (ū) = π * (δu) = π * ( P (Ω)) = dT P (θ) = δ( T P (θ)).
The acyclicity of EG implies T P (θ) = π * (ū) + coboundary. Now set U = φ * (ū). The definition depends on the choice ofū in the previous theorem. This dependence is treated in the theory of differential characters [7, viz. Prop. 2.8] .
We can also define leading order Chern-Simons classes for ΨDO * 0 -bundles with connection. If ΨDO * 0 acts on E −→ N, the top order symbol is a homomorphism σ 0 : ΨDO * 0 −→ G, where G is the gauge group of π * E −→ S * N. A ΨDO * 0 -bundle E has an associated G-bundle E ′ with transition functions σ 0 (A), for A a transition function of E. A connection θ with curvature Ω on E gives rise to a connection θ ′ = σ 0 (θ) on E ′ with curvature σ 0 (Ω). Since P This lack of a Narasimhan-Ramanan theorem prevents us from defining Chern-Simons classes on arbitrary ΨDO * 0 -bundles using the Wodzicki residue. In the next section, we will define Wodzicki-Chern-Simons class for F LM when M is stably parallelizable.
6.4. Wodzicki-Chern-Simons Classes. In this section, we extend the classical definition of Chern-Simons classes to P W l for trivial ΨDO * 0 -bundles. This allows us to define Wodzicki-Chern-Simons classes for loop spaces of stably parallelizable manifolds.
We use the construction of Corollary 6.5 to define secondary classes. 
. For the case of a trivial frame bundle F LM −→ LM for a Riemannian manifold (M, g) and P = P W l in (6.6), the corresponding Chern-Simons class is denoted CS W 2l−1 (θ s (g), χ) and is called the s th Wodzicki-Chern-Simons (WCS) class of LM with respect to g. Remark 6.4. In finite dimensions, the form T P 4l−3 (θ) vanishes because the trace of the product of an odd number of skew-symmetric matrices is zero. Thus the usual indexing is CS l ∈ H 4l−1 (M, R/Z). On LM, the connection and curvature forms are skew-symmetric ΨDOs, but their symbols need not be skew-symmetric. Therefore, we have to allow for the existence of WCS classes in all odd dimensions.
For the rest of this section, we specialize to the frame bundle F LM. Remark 6.5. (i) We have not taken the mod Z reduction as in finite dimensions, but the a priori dependence of the WCS class on χ will be removed in Proposition 6.13.
(ii) As in Remark 3.4, we can always extend the structure group to GL(H) so that a global section χ exists whether or not the original ΨDO * 0 bundle is trivial. This yields a general definition of a Wodzicki-Chern-Simons form, but with a possible loss of information. 
where π 2 : M × R n −→ R n is the projection. It is easy to check that α is a smooth trivialization of T LM in the H s norm.
The proof extends to Maps(N, M).
To investigate the dependence of the WCS class on the frame, we recall the Cartan homotopy formula [20, 30] . For A 0 , A 1 ∈ Λ 1 (M, g) for a manifold M and a Lie algebra g, set A t = A 0 +t(A 1 −A 0 ), Ω t = dA t +A t ∧A t . Define l t from the algebra F generated by the symbols A t , Ω t to Λ * (M × [0, 1], g) by l t A t = 0, l t Ω t = (A 1 − A 0 )dt, with l t extended as a signed derivation to F . For a polynomial S(A, Ω), the Cartan homotopy formula is
where kS(A t , Ω t ) = Proof. Consider loopified frames χ 1 , χ 0 : LM −→ F LM. The pullbacks of the connection θ on F LM are related by
where g is the loopified gauge transformation taking χ 0 (m) to χ 1 (m). For the family A t = tg −1 χ * 0 (θ)g + g −1 dg and S(A, Ω) = T P (A, Ω) = χ * T P W l (θ), (6.9) yields
Since the gauge transformation g is a multiplication operator on T LM, the Wodzicki residues of the connection g −1 dg and its curvature vanish. Thus T P (g −1 dg) = 0. Remark 6.6. (i) For a principal bundle with compact structure group, [T P (g −1 dg)] is an integer class, called the instanton number in [12] . This shows that the R/Z reduction of χ * T P (θ) is frame independent. A more topological proof, valid for compact structure groups only, is in [8, (6. 2)].
(ii) Assume the mod Z reduction of CS W 2 (θ) = CS W 2 (θ, χ) ∈ H 3 (LM, R) vanishes for a loopified frame on LM for M parallelizable. The Bockstein sequence gives a (non-unique) class in α ∈ H 3 (LM, Z) mapping onto CS W 2 (θ). α has a representative, a gerbe with connection, whose curvature is χ * T P (θ) [16] . Analogously, for finite dimensional parallelizable manifolds, there is a gerbe associated to a vanishing three dimensional Chern-Simons class. This gerbe functions as a tertiary characteristic class associated to a connection and a framing.
The definitions and results of this section extend to stably parallelizable manifolds such as S n , i.e. manifolds M with T M ⊕ ε k = ε r for trivial bundles ε k , ε r . We have T M ⊕ ε k = T (M × R k ). For a Riemannian metric g on M and the standard metric g 0 on R k , put the product metricg = g ⊕ g 0 on M × R k . By Lemma 6.12, F L(M × R k ) has a global sectionχ. Definition 6.3. Let (M, g) be a stably parallelizable Riemannian manifold. The s th Wodzicki-Chern-Simons (WCS) class of LM with respect to g is CS W 2l−1 (θ s (g),χ) ∈ H 2l−1 (LM, R).
Here we work with R k with its standard chart to define (1 + ∆) s on M × R k and the H s metrics on M × R k . The definition uses that L(M × R k ) is diffeomorphic to LM × LR k , so H * (LM) = H * (L(M × R k )) by the de Rham theorem for loop spaces [4] . There is an ambiguity in the definition, in that one can replace ε k by ε s for s > k. However, taking the standard frame on R s−k and its loopification χ s−k , one easily checks that the CS W 2l−1 (θ s (g ⊕ g s 0 ),χ k × χ s−k ) is independent of s. For M stably parallelizable, by Remark 2.2(ii) we can take a global frame so that Lemma 2.3 applies, which allows us to use the symbol calculations of §4. By Lemma 4.1, Lemma 4.2 and Theorem 4.4, the Wodzicki residue of a wedge of connection and curvature forms is a constant multiple of s > 3/2. Therefore, the WCS class also depends linearly on s. This motivates the following definition: χ) . The regularized WCS class captures the s-independent part of this theory. It differs a priori from a direct definition of the WCS class at s = 1, as the symbol calculations are not valid at this parameter.
6.5.
Vanishing Results for Wodzicki-Chern Classes. The tangent space T LM to a loop space fits into the framework of the Families Index Theorem. In this section, we show that the infinite rank bundles appearing in this framework have vanishing Wodzicki-Chern classes, generalizing [19] . For loop spaces, this follows from In general, the Wodzicki-Chern classes are an obstruction to the reduction of the structure group of a ΨDO * 0 bundle. Proposition 6. 16 . Let E −→ B be an infinite rank ΨDO * 0 -bundle, for ΨDO * 0 acting on E −→ N n . If E admits a reduction to the structure group G(E), then c W k (E) = 0 for all k. If E admits a ΨDO * 0 -connection whose curvature has order −k, then 0 = c [n/k] (E) = c [n/k]+1 (E) = . . .
Proof:
For such an E, there exists a connection one-form with values in Lie(G) = Hom(E), the Lie algebra of multiplication operators. Thus the Wodzicki residue of powers of the curvature vanishes. For the second statement, the powers of the curvature of the connection has ord(Ω ℓ ) < −n for ℓ ≥ [n/k], and so the Wodzicki residue vanishes in this range.
Invariance of Wodzicki-Chern-Simons Classes
In this section we show that the WCS classes CS W 2k−1 ∈ H 2k−1 (LM, R), k ≥ 3, are smooth invariants on loop spaces of parallelizable manifolds, and give results for CS W 1 , CS W 3 related to conformal geometry. In contrast, Chern-Simons classes are conformal invariants in finite dimensions. 7.1. Conformal Invariance in Finite Dimensions. We begin with a discussion of the finite dimensional case T M −→ M. We avoid using the Narasimhan-Ramanan universal bundle theorem, as these techniques do not carry over to infinite dimensions.
We recall results from [8] about the conformal geometry of Chern-Simons classes. Letĝ = e 2f g be a conformal change of the metric g on M, and pick a g-orthonormal frame χ of T M. For χ = (e 1 , . . . , e n ), A = A g = χ * θ g is a global one-form defined by ∇ g e i e j = A k j (e i )e k , where θ g , ∇ g are the Levi-Civita connection one-form on F M and the Levi-Civita connection on T M for g, respectively.χ = (e −f e 1 , . . . , e −f e n ) iŝ g-orthonormal. Let Ω t be the curvature of ∇ t = (1 − t)∇ g + t∇ĝ, the Levi-Civita connection for the metric g t = e 2tf g.
The invariant polynomials are generated by P (A) = Tr(A ℓ ) for ℓ even. For i t : M −→ M ′ , i t (m) = (m, t), the Cartan homotopy formula gives
where Iω = − 1 0 (−1) deg(ω)−1 ı ∂t ω dt. We claim the last term in (7.2) vanishes. We have
It follows from the definition of A k j that
where {e i } are the dual one-forms. Fix t, and use tildes to denote e.g.
becauseR i jkℓẽ j ∧ẽ k ∧ẽ ℓ = 0 by the Bianchi identity. This vanishing and (7.3), (7.4) show that the last term in (7.2) is zero.
The proof carries over to stably parallelizable manifolds with product metric as in Definition 6.3.
7.2.
Metric Invariance in Infinite Dimensions. We modify the previous Proposition to show that on LM the WCS classes CS W 2ℓ−1 , ℓ ≥ 3, are independent of the metric on M.
As in (6.7), we set
for P ℓ the polarization of Tr(A ℓ ). R) is independent of the metric on M. In particular, the regularized WCS class is independent of the metric.
Proof: By Proposition 6.13, CS W 2ℓ−1 is independent of the frame χ. Let g,ĝ be metrics on M. For notational simplicity, we assume that M is parallelizable. We need to show that T P W ℓ (χ * θ ) − T P W ℓ (χ * θ) is exact. By the proof of Proposition 7.1 (with χ t = χ for all t), specifically by (7.2), (7.3), it suffices to show Id M ′ T P W (A) = 0. This will follow from
for A t the connection one-forms for the line of metrics joining g,ĝ. By Theorem 4.3, σ −1 ((Ω t ) ℓ−1 ) = 0 automatically for ℓ > 2.
The case ℓ = 2 seems to be difficult. To show that CS W 3 is even a conformal invariant as in finite dimensions, we want Id M ′ T P (A) in (7.2) to vanish. Since σ 0 (∂ t A t ) = ∂ t σ 0 (A t ), reworking (7.4) in local coordinates gives
By (4.11),
where we drop the dependence on t in the notation.
Thus CS W 3 (θ) is invariant for a conformal family of metrics with ∇Ric = 0 for each metric. We know no nontrivial examples.
Finally, for l = 1 and P W 1 (A) = S * S 1 tr σ −1 (A), the form for P (Ω) = P 2 (Ω) = d 2 (2π) 2 Tr(Ω 2 ) and any frame χ of LM. For g 1 we will take the product of the standard metrics on S 3 and S 1 . The WCS form vanishes for this metric, so CS W 3 (θ 1 ) = 0. We will then produce a cycle a in LM and many metrics g 2 for which a χ * T P (θ 2 ) = 0. This proves that the WCS class CS W 3 does depend on the metric. Since
LG is diffeomorphic to ΩG × G for Lie groups, φ is a diffeomorphism. ΩSO(3) has two diffeomorphic path components, and by [6] , H 2 (ΩSO(3), Z) has two generators τ 1 , τ 2 . ΩS 1 is homotopy equivalent to Z, since based loops are homotopic iff they have the same winding number. This gives: 
In this subsection, we show that CS W 3 = 0 for the product metric on SO(3) × S 1 . We will treat slightly more general metrics in preparation for the next subsection.
To begin the computation, we fix spherical coordinates (ρ, θ, φ) on T np S 3 , for np = (0, 0, 0, 1). We take the exponential map for the standard metric, and denote exp * ∂ ρ by ∂ ρ , etc. Then
and all other inner products are zero.
Let π : S 3 −→ SO(3) be the double cover map. The map π • exp : {ρ < π/2} −→ SO(3) gives coordinates on SO(3) minus a set of measure zero. In these coordinates, the product metric on SO(3) × S 1 is diagonal.
We now compute the representative χ * T P (θ) for CS W 3 for the product metric. For l = 2, (6.7) gives
By the symbol calculus for ΨDOs and Theorem 4.3, we have
. (8.8) As in §3.4, we may replace χ * θ by ω and χ * Ω by Ω.
The contribution of (8.8) to (8.6) easily vanishes. This term involves covariant derivatives of the curvature by Thm. 4.4, and these vanish for the product of the standard metrics.
Since the left hand side of (8.6) is a global three-form on LM, so is the last term of (8.6) (i.e. the integral of (8.7)). Therefore this last term can be computed in any coordinates, viz. the "symbol friendly" coordinates and frame in Lemmas 2.3, 2.4. (Take γ 0 in the proof of Lemma 2.3 to be the loop in a based at np. The chart consisting of exponential coordinates on SO(3) and the standard exponential map on S 1 covers all the loops in the cycle a except for a set of measure zero, so this chart suffices to compute (8.5) . Strictly speaking, the exponential map on S 1 is only a chart map to S 1 minus a point, but the chart computations extend to the point.)
Computing σ 0 (ω) in (8.7) for the standard metric, we get that σ 0 (ω)(X) is the 4×4 matrix with all entries 0 except for the (3, 3) entry, which is (cos 2 (φ) sin 2 (ρ)) −1 X i ∂ i (cos 2 (φ) sin 2 (ρ)), where ∂ 1 = ∂ ρ , etc. Since two of the terms in (8.7) are this diagonal matrix, it follows easily that (8.7) vanishes pointwise along a loop.
Thus the WCS form χ * T P (θ 1 ) = 0 for this metric, and CS W 3 (θ 1 ) = 0. 8.3. Computing CS W 3 for Other Metrics. We continue to use spherical coordinates (ρ, φ, θ) on S 3 . In these coordinates, as in the last subsection we set S 3 + to be the closed upper hemisphere of S 3 and take a metric on where F, G, H are smooth functions and α is the angular variable on S 1 . The metric descends to a metric on SO(3) if for all points (π/2, φ, θ) F (π/2, φ, θ) = F (π/2, π − φ, −θ), ∂ k ρ F (π/2, φ, θ, α) = (−1) k ∂ k ρ F (π/2, π − φ, −θ, α), (8.10) and similarly for G, H.
We now compute χ * T P (θ) for this metric using (8.6), (8.7), (8.8) . By Lemma 4.1, σ 0 (ω)(X) is 
where ∂ i = ∂ ρ , etc. Since this matrix is diagonal, it follows as in the last subsection that (8.7) vanishes. For any metric of the form (8.9), the only term contributing to (8.6) is (8.8) . Since this term is the top order symbol of the −1 order ΨDO ω ∧ Ω, it can be computed in symbol friendly coordinates. By Theorem 4.4, the −1 order symbol of the curvature is (σ −1 [Ω(X, Y )]) a e = iξ −1 X p Y q ∂ µ γ t R a teq;p − R a tep;q . This symbol has a fairly complicated explicit expression for the metric (8.9). To simplify the computations, we choose the following form for the diagonal elements: and g(ρ, φ, θ) has a long explicit expression in F, G, H which can be loaded as the file FiLoTrace1 in the notebook http://math.bu.edu/people/sr/articles/notebooks/LocalComputations.nb. One can gain some sense of g(ρ, φ, θ) by computing a few slices ( Figure 2) . The presence of a bump function in the metric rules out a closed form expression for SO(3) g(ρ, φ, θ). Within our computing limits, a numerical integration gives SO(3) g(ρ, φ, θ) = −3.89289 for the metric given by (8.12) . (The Mathematica file listed above includes this computation.) The key point is that the SO(3) integral is nonzero.
Thus CS W 3 is nonzero if S 1 f (n) (α) is nonzero. Figure 3 shows plots of (8.13) for different choices of λ(α), µ(α). The number above each of the plots in the third column is a numerical computation of S 1 f (1) (α), and S 1 f (n) (α) just multiplies this number by n. Since these values are nonzero up to a high degree of precision, for these (and many other) choices of λ, µ, ν, CS W 3 (θ) ∈ H 3 (L(SO(3) × S 1 ), R) is almost certainly nontrivial. This finishes the proof that CS W 3 is not metric independent in general.
An Application of Wodzicki-Chern-Simons Classes to Circle Actions
In this section we use WCS classes to distinguish different S 1 actions on S 3 . Intuitively, two S 1 actions on a manifold M are homotopic if the orbit starting at x ∈ M for one action can be homotoped to the orbit starting at x for the second action with this homotopy continuous (or smooth) in x. More precisely, smooth actions a 1 , a 2 : S 1 × M −→ M are homotopic if there exists a smooth map F : [0, 1] × S 1 × M −→ M with F (0, ·, ·) = a 1 , F (1, ·, ·) = a 2 . We do not require that F (t, ·, ·) be an action for other t.
We now introduce a weaker homological notion of equivalent actions. Let M n have a (possibly trivial) S 1 action a : We will say that two actions a 1 , a 2 are homologically distinct if h a 1 = h a 2 .
We will show that the trivial action on S 3 , the action of rotating around an axis, and the Hopf action are all homologically distinct. In particular, these actions are homotopically distinct in the sense above, even though each orbit of each action is contractible. Indeed, such a homotopy would give a homotopy of the cycles representing the two action classes in H 3 (LS 3 ).
To show that these actions are homologically distinct, it suffices to show that CS W 3 , a 1 = CS W 3 , a 2 for some metric on S 3 . In contrast, the S 1 index cannot distinguish these actions. If two actions are homotopic, it is easy to check that the S 1 index of the two actions is the same. However, the S 1 index of an odd dimensional manifold vanishes, as can be seen from the local version of the S 1 index theorem [5, Thm. 6.16 ]. 2 In [18] , we interpret the S 1 index theorem as the integral of an equivariant chracteristic class over a, which implies by Stokes' Theorem that the S 1 index cannot even detect the weaker notion of homologically distinct actions.
As in §8, it is easier to work on S 3 × S 1 . (The S 1 index still vanishes on S 3 × S 1 .) Embed LS 3 into L(S 3 × S 1 ) = LS 3 × LS 1 by i(γ) = (γ, I), where I(e iθ ) = e iθ . Set j a = i * h a = i * ã * [S 3 ] ∈ H 3 (L(S 3 × S 1 )). It is clear that two actions are homologicially distinct iff their j a classes differ. Thus it suffices to find a metric on S 3 × S 1 with
Recall that on S 3 , we have (x, y, z, w) = (sin(ρ) sin(φ) cos(θ), sin(ρ) sin(φ) sin(θ), sin(ρ) cos(φ), cos(ρ)) in spherical coordinates. We can also think of S 3 as {(z, w) ∈ C 2 : |z| 2 + |w| 2 = 1}, where the two uses of z, w should cause no confusion. We set a n , b n : S 1 × S 3 −→ S 3 by a n (e iβ , (sin(ρ) sin(φ) cos(θ), sin(ρ) sin(φ) sin(θ), sin(ρ) cos(φ), cos(ρ))) = (sin(ρ) sin(φ) cos(θ + nβ), sin(ρ) sin(φ) sin(θ + nβ), sin(ρ) cos(φ), cos(ρ)) h n (e iβ , (z, w)) = (e inβ z, e inβ w).
Thus a n is the rotation of S 3 n times around the w axis, and h 1 is the Hopf action. Note that a 0 = h 0 is the trivial action.
The Mathematica file S3Rotation.nb at http://math.bu.edu/people/sr/articles/notebook.html computes
for the standard metric on S 3 × S 1 warped by functions of α ∈ S 1 . In particular, the bump function of §8 is not needed. This file shows (i) ja 1 CS W 3 (θ) = 0, (ii) ja n CS W 3 (θ) = n ja 1 CS W 3 (θ). This gives the following result:
Theorem 9.1. For all n, the actions a n of rotating n times around an axis of S 3 are homologically distinct. 
