Abstract. Data are often collected for a single species within an ecological community, so quantitative tools for drawing inferences about the unobserved portions of the community from single-species data are valuable. In this paper, we present and examine a method for estimating community dimension (the number of strongly interacting species or groups) from time series data on a single species. The dynamics of one species can be strongly affected by environmental stochasticity acting not only on itself, but also on other species with which it interacts. By fully accounting for the effects of stochasticity on populations embedded in a community, our approach gives better estimates of community dimension than commonly used methods. Using a combination of time series data and simulations, we show that failing to properly account for stochasticity when attempting to relate population dynamics to attributes of the community can give misleading information about community dimension.
INTRODUCTION
Within an ecological community, species have the potential to influence one another's population dynamics through species interactions. Although this idea is central to much of ecological theory, it is often difficult to observe directly in real ecological systems because data are often only available for a single focal species. Determining the contribution of interspecific interactions to the dynamics of that focal species remains a major challenge. To this end, analyses of single-species data have been used to estimate community dimension (Royama 1992 , Stenseth et al. 1997 . The dimension of an ecological system is the number of interacting components, which can often be interpreted as the number of strongly interacting species or groups in a community. For example, predator-prey interactions have been inferred from long-period cycles in a single population (Murdoch et al. 2002) even in the absence of data on the other population.
Throughout this paper, we will use the term ''community dimension'' to mean the autoregressive dimension of an ecological time series for a single species. We consider community dimension to be an estimate of the number of closely interacting species in a community, but we wish first to acknowledge a few important issues underlying this interpretation. When we estimate community dimension from time series data on a single species, we are estimating the number of species (including itself ) with which that species interacts strongly. In most cases, this number will be much smaller than the size of the food web for the entire community, so it is important to remember that estimates of community dimension are made with respect to a particular focal species. Second, community dimension is, in fact, only a rough estimate of the number of strongly interacting species. The community dimension will only include interacting species that experience temporal fluctuations in population density. Factors like age or stage structure and maternal effects can increase the dimension of an ecological system. When several species, such as a guild or functional group, act together on the focal species, they will collectively be counted only once in the measure of community dimension. Clearly, it is possible for community dimension to be larger or smaller than the actual number of species interacting strongly with the focal population.
Despite these complications, community dimension is an extremely useful quantity for data exploration, particularly in cases where the forces driving population dynamics are poorly understood. As Berryman and Turchin (2001) prudently emphasize, statistical time series analysis is a tool for exploration and hypothesis building, and the results should not be used as a basis for drawing definitive biological conclusions. To that end, community dimension estimated from a time series can yield important information about what might be driving population dynamics. Before mechanistic models can be built for an ecological system, for instance, some information is needed about how complex a meaningful model should be. When a given community dimension could have several plausible explanations (e.g., competition, predation, stage structure), then different candi- 3 E-mail: kcabbott@wisc.edu date mechanistic models can be constructed to represent these different hypotheses. For any of the hypotheses, the system dimension provides the minimum level of complexity that should be considered by candidate models. Community dimension can also be used for generating hypotheses about why certain species exhibit very different population dynamics at different points in time or space. If such differences can be attributed to changes in community dimension, then efforts may be focused on building hypotheses around differences in the composition of the interacting communities. Existing methods for estimating community dimension are motivated by Takens' embedding theorem, a result from deterministic systems theory for capturing the dynamics of multidimensional physical systems using data on a single observed component (Takens 1981) . Ecological populations are, of course, not deterministic, but little attention has been paid to how stochasticity might affect the usefulness of Takens' theorem in ecology. The dynamics of a population are influenced by stochasticity acting directly on that population. Additionally, populations are affected indirectly by the stochastic perturbations acting on other populations in the same food web through species interactions. When considering the impact of environmental stochasticity on a community, it is important to note that interacting populations necessarily share more or less the same environment and so their responses to environmental fluctuations may be correlated. If, for example, two interacting populations are sensitive to low temperatures, their growth rates will fluctuate with a positive correlation because a bad environment for one population is also bad for the other. If, on the other hand, both populations are sensitive to temperature fluctuations but with non-overlapping temperature niches, their growth rate fluctuations will be negatively correlated (Hughes et al. 2002) . Further, different sensitivities to environmental fluctuations gives differences in the amplitude of the resulting random fluctuations in population growth rate. Such patterns of correlation and variance differences among populations can have substantial effects on the dynamics of the populations in a community (e.g., Ripa and Ives 2003) . Here, we show that they can also strongly affect our estimates of community dimension if we do not fully account for stochasticity acting on all species.
In this study, we present a method for using time series data to estimate the dimension of the dynamics of a single focal species. This method accounts for the way in which stochasticity is propagated by species interactions, and it is just as simple to use as the standard method based on Takens' theorem which does not account for the stochastic nature of ecological systems. We apply the both the standard and improved methods to time series data and compare their estimates of community dimension. We also apply the methods to simulated time series in order to explore the statistical properties of the techniques. We show that the apparent number of interacting species in a food web, as judged from a single population time series, can vary considerably depending on which method is used, and that our estimates are greatly improved when we fully accounting for the direct and indirect stochasticity acting on the focal species.
THEORY
Takens' embedding theorem states that the dynamics of a state variable in a deterministic n-dimensional system can be fully described by an autoregressive model with a maximum of 2n þ 1 time lags (Takens 1981) . That is, the dynamics of a single state variable can be expressed in terms only of its own past values (up to 2n þ 1 time steps ago) and without references to any of the other n À 1 state variables in the system. If we think of an n-species ecological system, this means that the dynamics of any one species can be described using a single-species model with up to 2n þ 1 time lags. Takens' theorem becomes even simpler if we assume that the deterministic n-dimensional system is linear, in which case n lags will be needed. The linear version of Takens' theorem is the most useful for ecological questions because there is a direct correspondence between the number of autoregressive (AR) lags and the dimension of the system. In this context, therefore, ecologists typically assume that population dynamics are approximately linear. The number of AR lags needed to describe the dynamics of a single species then gives an estimate of community dimension (Royama 1992) .
Because Takens' theorem was derived for deterministic dynamical systems, it is not particularly well suited to ecological communities, which are stochastic. Stark et al. (2003) extended Takens' theorem to show that a nonlinear stochastic n-dimensional systems can always be fully described by an autoregressive moving average (ARMA) process that likewise has up to 2n þ 1 AR lags. For ease of interpretation, we again focus on the linear case in which there is a direct correspondence between system dimension and the number of autoregressive lags. In a linear stochastic n-dimensional system, any single species will have dynamics described by n AR lags and n À 1 moving average (MA) lags (Reinsel 1997) . Below, we show the derivation of these results for simple linear two-species communities, and then we consider their application to nonlinear communities with greater numbers of species.
Linear stochastic systems
To illustrate the problem of identifying system dimension from single-species data, we use a linear two-species model. This model is simpler than those often used to describe ecological populations, but we use it because it is simple enough to be solved explicitly, thereby giving the exact model for single-species data. We will subsequently discuss nonlinear population models. Let N i,t be the difference between the log abundance of species i at time t and species i 's mean log abundance. The deterministic two-species model is:
where the coefficients b ij define the effect of species j on species i. A little algebra reveals that the dynamics of one species can be described completely in terms of its own past densities. To then apply this model to real, stochastic data, we could add a random variable e 1,t to represent the direct effects of stochasticity on the dynamics of species 1. This leads to the following model:
This approach represents a simple application of Takens' embedding theorem, in which one component in an n-dimensional linear system can be fully described using an AR(n) model. Our two-species community therefore yielded single-species dynamics with two autoregressive lags. In ecology, Takens' theorem implies that communities with a greater number of closely interacting species will yield single-species dynamics that require more time lags, an effect that has been demonstrated experimentally by Bjørnstad et al. (2001) . As explained above, the typical application of Takens' theorem in ecology is to assume that population dynamics are approximately linear (or log-linear), then to figure out how many time lags are needed to fit an AR model to a population's time series. The number of lags needed to describe single-species dynamics can be found by fitting a partial autocorrelation function (PACF) to a time series and identifying the longest significant time lag (Royama 1992, Berryman and Turchin 2001) . This number of lags is then the estimated community dimension (Royama 1981 (Royama , 1992 .
Because real populations are affected by environmental stochasticity, it is important to carefully consider how adding variability to Eqs. 1a, b will affect singlespecies dynamics (Stark et al. 2003) . Consider the following stochastic linear two-species model:
where e i,t is a random variable representing environmental stochasticity with mean 0 and variance r 2 i . In this case, the dynamics of species 1 are
Note that Eq. 4 contains e Á,t and e Á,tÀ1 terms (Royama 1981) , so simply adding a random variable e 1,t to the deterministic equation for species 1 (as we did in Eq. 2) will not fully account for the effects of stochasticity on species 1's dynamics.
The total environmental stochasticity acting on population 1 at time t is equivalent to a moving average process that is dependent on the variances in the noise experienced by each population as well as on the correlation in that noise. Specifically, we can write
in which the / tÀl , l ¼ 0, 1 are independent random variables with zero mean and variance r 2 / given by
where q is the correlation between e 1,t and e 2,t , and d in Eqs. 5 and 6 is
The results in Eqs. 4-7 show that a population embedded in a stochastic linear two-species community is expected to have ARMA(2, 1) dynamics. That is, the population dynamics of species 1 are given by an autoregressive (AR) component that depends on two past population densities, plus a moving average (MA) component that depends on one past value of the random variable /.
More generally, a species in a linear n-dimensional community will have dynamics given by an ARMA(n, n À 1) process (except in rare special cases; Reinsel 1997). The autoregressive part is completely determined by species interactions, whereas the moving average part is influenced by species interactions and the variances and covariances in the stochasticity affecting each species. The coefficient d in Eq. 5 determines how strongly lagged stochasticity influences species 1's dynamics. The value of d is partially determined by the variances in the environments experienced by each species, as well as the correlation in those environments (Eq. 7). Even when the species' environments are uncorrelated (q ¼ 0), d . 0. Only when d ¼ 0, for which the time lag in the MA environment disappears, can species 1 can be accurately described by an AR(2) model. This occurs when q has a value that we will call q*, where
As q moves away from q*, the underlying ARMA(2,1) process becomes more poorly approximated by an AR(2) model at a rate determined by the parameter values. This equation can therefore be interpreted as a rough gauge of how well or poorly an AR model can describe the true ARMA process given by Eq. 4. In the special case in which species are competitors that respond identically to the environment (r 1 ¼ r 2 , q¼ 1) and in which inter-and intraspecific competition are equally strong on species 2 (b 12 ¼ b 22 ), then q*¼ q ¼ 1 and species 1 will be described by an AR(2). This occurs because the lagged environment of species 2 cancels out the lagged environment of species 1 in Eq. 4. There are other ways to achieve q ¼ q* as in this special case, but the conditions are fairly restrictive. Indeed, q ¼ q* is impossible unless jb 22 r 1 j jb 12 r 2 j, sinceÀ1 , q , 1. Even whenÀ1 , q* , 1, there is no obvious biological reason that q is particularly likely to take on the value given by Eq. 8. Unless d ¼ 0 by coincidence, then an AR model will not adequately describe the dynamics of one species in a stochastic linear community. A similar conclusion is reached for systems with more dimensions: while it is possible to find parameter values for which the MA component of the ARMA(n, n À 1) process is very close to zero, these represent special cases that are not likely to be common in ecological data. In other words, the strict adherence of single-species data to an AR process is unlikely.
Nonlinear stochastic models
So far, we have used only linear population models, which have allowed us to derive exact single-species AR and ARMA models. Many populations may be better described by nonlinear models. We will now use a nonlinear model in order to explore the effects of lagged stochasticity in a system that does not produce exact ARMA single-species dynamics. With this example, we can see that stochasticity in nonlinear models also affects single-species dynamics in direct and indirect ways, and that correlations in the environment can strongly alter dynamics just as in the linear model above.
In this example, we use a nonlinear three-species model consisting of two competitors and a shared predator. N 1,t and N 2,t are the population densities of the two competitors at time t and P t is the predator's density. Each competitor population increases at a maximum rate of r, and the parameter a determines the strength of competition. The competitors are affected by environmental stochasticity, e i,t , that is normally distributed with mean 0, variance r 2 i , and correlation q. The predation rate on each species is given by a. The predator has population growth rate r P and conversion efficiency c, and is affected directly by environmental stochasticity, e P,t , that is normally distributed with mean 0 and variance r 2 P . For simplicity, we assume that e P,t is not correlated with e 1,t and e 2,t . The resulting model is
This model can show stable or fluctuating coexistence, depending on the parameter values. Fig. 1A , C, E show sample time series predicted by this nonlinear model under different assumptions about q, the parameter that gives the correlation between e 1,t and e 2,t . For the parameter values shown in the figures, the model would exhibit stable coexistence at a fixed equilibrium point in the absence of stochasticity. Environmental stochasticity in these simulations promotes fluctuations by preventing oscillations from damping out, but the way in which they do so is strongly influenced by the correlation q. When species interactions are held constant, negative correlations drive low-frequency oscillations in density, whereas positive correlations promote rapid boom-and-bust oscillations. Given information for all interacting species, it is possible to derive mathematically how a focal species will respond to different environmental covariance structures (Ripa and Ives 2003) . However, as the examples suggest, the reverse process of determining species interactions from one focal species' dynamics is not straightforward. In fact, even though the three examples were simulated from the same model, partial autocorrelation functions (PACFs) calculated for one of the competitors suggest different things about the community dimension (Fig. 1B, D, F ). These differences arise not because of the nonlinearity of the model used for this example (the same issues arise in linear models), but because the PACFs fail to account for the lagged stochastic terms that affect the focal species.
The example in Fig. 1 underlines the need for methods that can account for the time lags in both the autoregressive and the stochastic components of singlespecies dynamics. Although PACFs are often used to estimate the number of lags needed to describe time series data (Royama 1981 , 1992 , Berryman and Turchin 2001 , this approach assumes an AR model for population dynamics (Royama 1992) . In what follows, we instead estimate the number of autoregressive lags in ARMA models fitted to single-species data. We find that for nearly half of the data sets we examine, the AR and ARMA dimensions disagree. Using simulations, we find that the autoregressive dimension of an ARMA model gives a much better estimate of community size than the dimension of a simple AR model.
ESTIMATING COMMUNITY DIMENSION FROM TIME SERIES

Data
The ultimate goal in understanding how single-species time series relate to community interactions is to be able to extract community information from ecological time series data. We assembled 50 data sets on a range of taxa: 11 invertebrates (six Lepidopterans, one other insect, and four marine invertebrates), 17 mammals, 19 birds, and three fish. One of these data sets (Lymantria dispar) came from the U.S. Forest Service (2007) and all others were from the Global Population Dynamics Database (NERC Centre for Population Biology 1999). The time series ranged in length from 35 to 157 years, with a mean length of 60.9 years. We, of course, do not know the ''true'' community dimension for these data sets, so we cannot make claims about the accuracy of the fitted dimensions produced by fitting AR and ARMA models. We can, however, look for consistent differences among the dimensions fitted by the different models and for the different taxa.
We compared models using corrected Akaike's information criterion, AIC c : (Burnham and Anderson 2002) , in which NLL is the negative log-likelihood of the model, k is the number of fitted parameters (k ¼ n þ m þ 1 because we fit n AR coefficients, m MA coefficients, and r 2 / ), and T is the length of the time series being fitted. Unless T is quite large, AIC c is less biased than the more commonly used AIC. An AIC c difference for a model, DAIC c , is the AIC c value minus the lowest AIC c value observed for (Box et al. 1994) ; PACFs greater in absolute value than these limits are statistically significant at the P ¼ 0.05 level. Other parameters are: competitor's population growth parameter r ¼ 1.5, strength of competition a ¼ 0.8, predator's population growth parameter r P ¼ 0.5, strength of predation a ¼ 0.5, predator's conversion efficiency c ¼ 5, standard deviation in competitor i 's environment r i ¼ 0.1, and standard deviation in predator's environment r P ¼ 0.015.
any of the models. The model with the lowest AIC c is the most strongly supported by the data and this model will have DAIC c ¼ 0. Any model with DAIC c , 2 is supported essentially as well as the best model, and models with DAIC c , 4 are almost as well supported (Burnham and Anderson 2002) .
For each data set, we fitted AR(n) models with n ¼ 1, 2, . . . , 4 in R (R Development Core Team 2005) and found the n giving the lowest AIC c . We repeated this for ARMA(n, m) using n ¼ 1, 2, . . . , 4 and m ¼ 1, 2, 3. We then compared the best-fitting AR(n) and the best ARMA(n, m) and noted which of these had the lowest AIC c . To avoid confusion, note that we are comparing models at two different levels: first, we compare all the AR models to each other, and we do the same for the ARMA models. This comparison yields a ''withinmodel'' DAIC c value for each n, or n, m combination in the case of ARMA. We then compare the best AR and the best ARMA to one another, yielding an ''amongmodel'' DAIC c value for each of the best models (which, by definition, both have a within-model DAIC c ¼ 0). The model with an among-model DAIC c ¼ 0 is the best overall model, and its fitted n is the estimate for community dimension that is most strongly supported by the data.
Almost half (22 out of 50) of the data sets we fitted were best described by an ARMA process (Appendix, Table A1 ). The theory of stochastic linear systems presented above predicts that the best-fitting model should be an ARMA(n, n À 1), and this was the case for 24 of the 50 data sets (including data sets best described by an AR(1) model, which is equivalent to an ARMA(1, 0) model).
There were some taxonomic patterns in which model fitted best (Appendix , Table A1 ). Seven out of 11 invertebrates were best fitted by ARMA models. Out of 19 birds, 14 supported AR models and 11 of those were best described by an AR(1). Some congeners supported the exact same model as one another (Ursus and Haliotis) or the same model type with different fitted dimensions (Lymantria and Mustela), but congeners also sometimes supported completely different models (Lynx, Lagopus, and Buteo).
In 29 out of the 50 data sets, the best-fitting ARMA model had the same autoregressive dimension, n, as the best-fitting AR model ( Fig. 2A) . When the two model types predicted different dimensions, the AR model fitted a higher n the majority of the time (15 of the 21 cases). When we consider only data sets that appear to be stationary, the AR model fitted the same or a higher dimension than the ARMA in all but three cases (Fig.  2B) . Stationary data sets are those whose fitted model has a dominant eigenvalue with magnitude ,1, indicating that the population is neither increasing geometrically toward infinity nor declining geometrically to extinction. When models have dominant eigenvalues with magnitudes very close to 1, it is difficult to state with much certainty whether the data are stationary or nonstationary. For this particular exercise, we would rather err by excluding some stationary series than inadvertently including some nonstationary series, so we show data sets whose fitted model has an eigenvalue with magnitude ,0.98 in Fig. 2B .
Simulations
The data analysis above unfortunately cannot reveal whether the AR or ARMA models are giving an accurate estimate of community dimension because the true process underlying the dynamics of the species is unknown. We therefore apply the same methods to simulated time series, for which we have full knowledge of the underlying model and its community dimension. We begin by fitting models to time series of N 1,t simulated from a linear three-species model (analogous to Eqs. 3a, b) to test the ability of these methods to correctly identify the dimension of the underlying true ARMA process. For each of several values of q, we simulated 50 replicate time series for 1000 time steps (years) and fitted time series models to the last 60 years of each. We chose to use 60 years because this is approximately the average length (60.9 years) of the collection of real ecological time series that we analyzed. We fitted AR(n) models and two different ARMA models: an ARMA(n, n À 1) and an ARMA(n, m) in which the MA lag, m, is not constrained to have any particular relationship to the AR lag, n. As with the data, we considered candidate models with n up to 4 and m up to 3. For these linear simulations, we know that the ARMA(3, 2) model is the correct model. By also fitting alternative models, we can ask whether the other models (AR(n) and ARMA(n, m) with m not constrained to equal n À 1) can still identify the proper community dimension, n ¼ 3.
We repeated the model-fitting exercise using time series simulated from the nonlinear three-species model (Eqs. 9a-c). For this model, we do not know a priori that an ARMA(n, n À 1) is more appropriate than an ARMA(n, m), but we do know that single-species dynamics are affected by lagged stochasticity and so an AR(n) model should be especially inappropriate. For these simulated nonlinear communities, we again ask whether any of the time series models can correctly identify the community dimension. Note that, as in the linear three-species model, the true number of interacting species is three even though a major mechanistic assumption is that the competitors compete for implicit resources. These resources do not constitute a fourth dimension because only species with temporal fluctuations in density will influence community dimension, and the implicit resources in Eqs. 9a-c are assumed to be constant.
We simulated the linear three-species model under parameters that yielded bounded (''stable'') oscillations:
.5, and b 31 ¼ b 32 ¼ 0.5. We simulated the nonlinear population model under two sets of species interaction parameters with the intent of comparing a model with a stable equilibrium point to a model with unstable dynamics (here, a stable periodic orbit). This is important because our technique of fitting ARMA models to find the community dimension was derived assuming linear population dynamics. Nonlinear dynamics around a stable equilibrium point should be well approximated by linear models, but the same is not true of cyclic nonlinear dynamics. We therefore might expect that ARMA models are less accurate at identifying system dimension when dynamics are nonlinear and lack a stable equilibrium point. For all simulations of Eqs. 9a-c, we set a ¼ 0.8, c ¼ 5; for stable simulations, we used r ¼ 1.1, r P ¼ 0.4, and a ¼ 0.5 and for unstable simulations, we used r ¼ 2, r P ¼ 0.3, and a ¼ 0.6. In all cases, we set r 1 ¼ r 2 ¼ 0.1 and r P ¼ 0.015. We varied q between À0.9 and 0.9. All parameter values were chosen so that no q in this range would yield AR or MA coefficients equal or very close to zero for the linearized system. If the longest-lag coefficients were to equal zero, then the model with the correct number of dimensions would actually be penalized by AIC c for fitting that coefficient, since a model with fewer dimensions simply assumes zero coefficients for the unfitted lags and would fit equally well.
When linear models are used in ecology, they are usually applied to log densities, whereas models like Eqs. 9a-c are typically used to represent untransformed population densities. We therefore did all analysis on the series ln (N 1,t ) , not N 1,t , when the nonlinear model was simulated.
All time series models tended to underestimate the dimension of the community when fitted to stable simulations (Fig. 3A, C) . For unstable simulations, however, they usually overestimated the dimension (Fig. 3E) . In several instances, the accuracy of the fitted dimension improved with positive q.
All time series models were at least somewhat unreliable in identifying the true community dimension (Fig. 3A, C, E) . In many cases, however, the true dimension was supported nearly as well as the best fitting dimension (that is, models with n ¼ 3 often had DAIC c , 4 (Fig. 3B, D, F) . The exception was the unstable nonlinear model, for which the true dimension often received very little support. Only the ARMA(n, m) model and sometimes the AR(n) showed much evidence in favor of the true community dimension of the unstable model (Fig. 3F) . Just as the best-fitting dimension sometimes tended to approach the true dimension as q increased, support for the true dimension likewise improved with larger q for several models.
As with the data sets, AR models fitted to our simulations tended to estimate a larger community dimension than ARMA models. When the two model types produced different estimates of community dimension, the AR lag was 1 greater than the ARMA lag in the majority of cases, regardless of the value of q (Fig.  4) .
The length of a time series can have a major effect on the strength of inferences than can be drawn from that time series (Chatfield 2004 ). For the above analyses, we used time series that were 60 years long. This is reasonable for ecological time series, but the vast majority of time series in ecology will be shorter. On the other hand, 60 time steps may still be too short for time series models to be fitted with much accuracy. We simulated the three community models 50 times and fitted AR(n), ARMA(n, n À 1), and ARMA(n, m) models to time series of different lengths: 20, 30, 50, 100, and 250 time steps. For simplicity, we considered only the case where q ¼ 0. We then looked at how the accuracy with which each time series model correctly identified the community dimension changed with time series length. We also examined how the fitted dimension itself changed with time series length to see whether longer time series consistently support models with more parameters than short time series. We again compared models using AIC c . AIC c is more suitable for the shorter time series, and it converges to AIC for the longer time series.
For all models, the fitted dimension increased with time series length (Fig. 5, dashed lines) , resulting in an underestimate of n for short time series and an overestimate for long ones. As a result, the AR(n) model typically had the greatest success rate at supporting the true dimension at intermediate lengths (DAIC c , 2 for n ¼ 3; Fig. 5A, D, G, solid lines) . The two ARMA models were less prone to overfitting long time series, particularly when dynamics were stable, and generally increased in accuracy with increasing time series length (Fig. 5B, C, E, F, H, I , solid lines).
Additional simulations (not shown) of linear and nonlinear two-species models confirmed the patterns reported here for our three-species models.
DISCUSSION
Environmental stochasticity can strongly affect a population's dynamics, both directly and indirectly via species interactions. Here, we have presented and analyzed an approach for estimating community dimension from stochastic time series. This method accounts for the direct and indirect effects of stochasticity by including moving average terms, which avoids the problem of errantly fitting extra autoregressive terms to try to explain lagged environmental effects (Williams FIG. 3 . Results for AR(n), ARMA(n, n À 1), and ARMA(n, m) models fitted to the (A, B) linear and (CÀF) nonlinear threespecies models. The environmental correlation, q, is shown on the x-axes. and Liebhold 1995). The exercise of estimating the number of interacting species from data on a single species is of course imprecise, and the results should always be treated as hypotheses about rather than descriptors of the unobserved community. Nonetheless, our method of fitting ARMAs constitutes a notable improvement over the practice of fitting AR models to obtain these estimates.
Our analyses show that the apparent dimension of a system, as judged from a time series of a single species, depends not only on the true dimension but also on the correlation between the environmental fluctuations of the interacting populations, the complexity of species interactions, and the length of the time series being analyzed. Even when a time series model derives good support for the true community dimension, there is often equivalent support for other dimensions (Fig. 3) , and it may be difficult in practice to distinguish the true community dimension. Using an ARMA model instead of an AR to estimate the community dimension will nonetheless increase the chances that the true dimension remains on the list of candidates supported by the data.
The patterns in Fig. 5 are useful for understanding how AR and ARMA fits respond to differences in the length of the time series and the underlying population model. For time series of ecologically realistic lengths (20-100 time points), the ARMA(n, m) model usually had the best success rate at supporting the true dimension, particularly when unstable dynamics caused all models to performed poorly. Taken together with Fig. 3 , these results demonstrate that while no model invariably supports the true community dimension, the ARMA(n, m) model is the most reliable.
Although linear theory predicts that single species should follow ARMA(n, n À 1) dynamics, many of the simulated time series and real time series data were better described by an ARMA(n, m 6 ¼ n À 1) process. There are several reasons why this might occur. First, for nonlinear models, Eq. 4 is not an exact representation of single-species dynamics and is instead a linear approximation of dynamics near a stable equilibrium point. When the equilibrium is unstable and the species' trajectories travel away from the equilibrium point, the linear approximation itself and the ARMA derived for the linearized system should be less appropriate, and strongly nonlinear dynamics are indeed known to bias the estimated dimension of an AR process (Berryman and Lima 2007) . It is in the unstable simulations that we see the biggest discrepancy between the two ARMA models (Fig. 3) . Second, if the stochastic environment is temporally autocorrelated, this can alter the number of time lags apparent in single-species dynamics (Ripa and Ives 2007) . For our simulated data, we know that the environment was not autocorrelated, but temporally autocorrelated stochasticity may have been acting on some of the species for which we analyzed actual data sets. Most long-term ecological time series, including all of the examples considered in this paper, use a one-year time step. Although weather conditions generally do not appear to be autocorrelated on such long time scales in terrestrial systems, some species, including those in marine environments, might experience autocorrelated stochasticity (Madden and Shea 1978, Steele 1985) . In these cases, we do not expect the number of MA lags to FIG. 4 . A histogram comparing the dimensions of AR(n) and ARMA(n, m) models fitted to simulations. Parameter values are as in Fig. 3. equal n À 1, even for linear systems. There are thus several reasons why the ARMA(n, n À 1) model should not necessarily outperform all ARMA(n, m) models, despite the fact that we have only given analytical support for the former. It appears that the added flexibility of the ARMA(n, m) model improves its ability to identify the underlying AR dimension.
For our linear simulations, the process underlying the focal species' dynamics truly is an ARMA, and yet even with long time series, the ARMA models do not identify the correct dimension 100% of the time (Fig. 5B, C) . This result can be understood by examining the properties of AIC c a little more closely. When using model selection, the key thing to quantify for each model is the amount of information lost when a particular model is used to approximate some true process (Burnham and Anderson 2002) . This quantity (the Kullback-Leibler information) cannot be computed without full knowledge of the true process, so estimators like AIC c are used instead. AIC c is not a consistent estimator, meaning that it does not converge on the true Kullback-Leibler information as sample size increases (Hurvich and Tsai 1989) . If 250-year time series were commonplace in ecology, then perhaps ecologists would be wise to use a consistent estimator instead of AIC c . Such long time series are not common, however, and AIC c dramatically outperforms other selection criteria for short time series (Hurvich and Tsai 1989) . Therefore, our decision to use AIC c in the current study is reasonable, but we note that its inability to find the true model all of the time even for very long time series is expected on theoretical grounds.
The results presented here have a number of important implications for theoretical and applied FIG. 5 . AR(n), ARMA(n, n-1), and ARMA(n, m) models are fitted to simulated time series from three-species models that are (A, B, C) linear and stable, (D, E, F) nonlinear and stable, or (G, H, I) nonlinear and unstable. Solid lines (left-hand y-axis) show the proportion of 50 iterations to have a within-model DAIC c 2 for the true dimension (n ¼ 3), plotted against the length of the simulated time series. The dashed lines (right-hand y-axis) show the average fitted dimension, and the true dimension is shown by the horizontal line. Note that the x-axis is categorical. Parameter values are as in Fig. 3 , with q ¼ 0. population ecology. In general, theoretical investigations of community dynamics should take the possible structure of environmental fluctuations into account, or important effects of environmental stochasticity could be overlooked. No species exists free from interspecific interactions so the potential for significant indirect stochasticity is universal. From a more applied point of view, ecological time series analyses should incorporate a moving average environment as a model for environmental fluctuations. Model selection procedures from the ecological literature (e.g., PACF) most often do not include such environmental structure, which may generate upwardly biased estimates of community dimension. Parameter estimates, such as species interaction strengths, may likewise be misleading when the stochastic effects of species interactions are not explicitly modeled. More broadly, our results serve to remind us that stochasticity does not always simply add variability about a deterministic prediction; it can have a major qualitative impact on dynamics.
