Nonlinear optimization problems in complex variables are frequently encountered in applied mathematics and engineering applications such as control theory, signal processing and electrical engineering. Optimization of these problems often requires a firstor second-order approximation of the objective function to generate a new step or descent direction. However, such methods cannot be applied to real functions in complex variables because they are necessarily nonanalytic in their argument, i.e., the Taylor series expansion in their argument alone does not exist. To overcome this problem, the objective function is often redefined as a function of the real and imaginary parts of its complex argument so that standard optimization methods can be applied. We show that real functions in complex variables do have a Taylor series expansion in complex variables, which we then use to generalize existing optimization methods for both general nonlinear optimization problems and nonlinear least squares problems. We then apply these methods to a number of case studies which show that complex Taylor expansions can lead to greater insight in the structure of the problem and that this structure can often be exploited to improve computational complexity and storage cost.
1. Introduction. In this article we focus on methods to solve unconstrained nonlinear optimization problems of the form
where f is a real, smooth function in n complex variables z and their complex conjugates z. We will also consider unconstrained nonlinear least squares problems of the form
where F maps n complex variables z and their complex conjugates z to m complex residuals F (z, z). Many nonlinear optimization methods use a first-or second-order approximation of the objective function to generate a new step or a descent direction, where the approximation is either updated or recomputed every iteration. A problem that arises with real-valued functions f in complex variables z is that they are necessarily nonanalytic in z. In other words, there exists no Taylor series in z of f at z 0 so that the series converges to f (z) in a neighbourhood of z 0 . A common workaround is to convert the optimization problem to the real domain by viewing f as a function of the real and imaginary parts of z. However, by reformulating an optimization problem that is inherently complex to the real domain, it becomes easy to miss important insights about the structure of the problem which might otherwise be exploited. By making the dependence of the objective function on both z and z explicit as we have in (1.1) and (1.2), we will see that there are several ways to expand these functions into a complex Taylor series. The key to this observation lies in the fact that if a function is analytic in the space spanned by Re{z} and Im{z}, it is also analytic in the space spanned by z and z. These expansions allow us to generalize existing real optimization methods to the complex domain, and importantly, depend on complex derivatives that are often described by more elegant expressions than their real counterparts. The paper is organized as follows. In Section §2 we first review the notation, and give a short overview of Wirtinger calculus, which is the underlying framework for the complex derivatives used in this article. We then apply this framework to derive Taylor series expansions of functions in complex variables. In Section §3 we use these expansions to generalize nonlinear optimization methods such as L-BFGS and nonlinear conjugate gradient to functions in complex variables. In Section §4 we do the same for nonlinear least squares methods such as Gauss-Newton and LevenbergMarquardt. In Section §5 we show the potential of these generalized optimization methods with two case studies. The first is the canonical polyadic decomposition, which is a tensor decomposition in rank-one terms. The second is the simulation of nonlinear circuits in the frequency domain. We conclude the paper in Section §6.
Wirtinger calculus.
2.1. Notation and preliminaries. Vectors are denoted by boldface letters and are lower case, e.g., a. Matrices are denoted by capital letters, e.g., A. Higher-order tensors are denoted by Euler script letters, e.g., A. The ith entry of a vector a is denoted by a i , element (i, j) of a matrix A by a ij and element (i, j, k) of a thirdorder tensor A by a ijk . Indices typically range from one to their capital version, e.g., i = 1, . . . , I. A colon is used to indicate all elements of a mode. Thus a :j corresponds to the jth column of a matrix A, which we write compactly as a j . The nth element in a sequence is denoted by a superscript in parentheses, e.g., A
(n) denotes the nth matrix in a sequence. The superscripts · T , · H , · −1 and · † are used for the transpose, Hermitian conjugate, matrix inversion and Moore-Penrose pseudo-inverse, respectively. The identity matrix of order n is denoted by I n×n . The complex conjugate is denoted by an overline, e.g., a T is equivalent to a H . The two-norm and Frobenius norm are denoted by · and · F , respectively. We use parentheses to denote the concatenation of two or more vectors, e.g., (a, b) is equivalent to a T b T T . The calculus underlying the complex derivatives in this article goes back to H. Poincaré and was developed principally by W. Wirtinger. It is often called, especially in the German literature, the Wirtinger calculus [36] . In order to facilitate the transition from and to the real and complex numbers, we first define the vector spaces R, C and
, respectively. Elements of C n have an equivalent representation in any of these spaces. Let z ∈ C n , then we define
Furthermore, the linear map
is an isomorphism from R to C and its inverse is given by
is an isomorphism from C to the dual space C * . Its inverse is given by S −1 = S T = S. Definition 2.1. Let z ∈ C n and let x = Re{z} and y = Im{z}. The cogradient operator ∂ ∂z and conjugate cogradient operator ∂ ∂z are defined as [2, 21, 26, 36] ∂ ∂z
The (conjugate) cogradient operator acts as a partial derivative with respect to z (z), treating z (z) as a constant. To see this, let z ∈ C and let x = Re{z} and y = Im{z} so that x = Using the cogradient operator, we note that the Cauchy-Riemann conditions for f to be analytic in z can be written compactly as ∂f ∂z = 0, i.e., f is function only of z. Analogously, f is analytic in z if and only if ∂f ∂z = 0. Although their definitions often allow the cogradients to be expressed elegantly in terms of z and z, neither contains enough information by itself to express the change in a function with respect to a change z. This motivates the following definition of a complex gradient operator.
Definition 2.2. Let z ∈ C n . We define the complex gradient operator
The linear map (2.1) can be used to express the relation between the complex gradient . We have that
Similarly, the real Hessian
can be transformed into several complex Hessians, two of which are
2.2. First-order complex Taylor series expansion. Consider the first-order real Taylor series expansion of a function
(2.7)
Because R and C are isomorphic, the function F can also be regarded as a function of C z. Although it is generally not true that F is analytic in z and z independently if 3 F is analytic in R z, it does hold that F is analytic in z and z as a whole. Using (2.1) and (2.5), the first-order complex Taylor series expansion of F can be expressed as
(2.8)
The matrix
is obtained by applying the transpose of the complex gradient operator (2.5) component-wise to F . The matrices ∂F ∂z T and ∂F ∂z T are called the Jacobian and conjugate Jacobian, respectively.
2.3. Second-order complex Taylor series expansion. Consider the secondorder real Taylor series expansion of a function f : R → C,
(2.9)
Because R and C are isomorphic, the function f can also be regarded as a function of C z. Using (2.1), (2.5) and (2.6), the second-order Taylor series expansion of f ( C z) can be expressed in the following two equivalent ways
Often f ( R z) will have continuous second-order derivatives. Clairaut's theorem [18] states that the order of differentiation does not matter for functions for which this property holds, and hence that the real Hessian
is symmetric. It then follows from (2.6) that
is symmetric and 
The complex gradient of the second-order Taylor expansions (2.10) can now be computed as
respectively. Let us now assume f maps to the real numbers. This assumption has certain consequences for the structure of the gradient and Hessian in the Taylor series expansions (2.10). First, because of the identity ∂f ∂z = ∂f ∂z [26, 36] , it follows that ∂f ∂z = ∂f ∂z for real-valued f . Second, it is also not hard to show that
Using these properties, we can simplify expression (2.11b) by premul-tiplying with S, so that
3. Nonlinear optimization problems min z f (z, z). First we consider nonlinear optimization problems of the form (1.1). The space spanned by z and z is equal to C, which is equivalent to R under the linear map (2.1). It is then understood that the function f can also be regarded as a function that maps C or R to R, so that both the second-order model (2.9) in R z and the two second-order models (2.10) in C z are applicable.
The generalized (limited memory) BFGS method.
In the generalized BFGS method, we use the quadratic model
of the objective function f at the current iterate C z k , where B k is a Hermitian positive definite matrix that is updated every iteration. Since f is real-valued, the minimizer of this convex quadratic model can be obtained by setting the conjugate complex gradient (2.12) equal to zero, and is given by
In a line search framework, the next iterate is z k+1 = z k + α k p k , where the real step length α k is usually chosen to satisfy the (strong) Wolfe conditions [28, 42] . A reasonable requirement for the updated Hessian B k+1 is that the gradient of the model m k+1 matches the gradient of the objective function f in the last two iterates C z k and C z k+1 . The second condition is satisfied automatically by (3.1). The first condition can be written as
by rearranging we find that B k+1 should satisfy the secant equation
The BFGS update [3, 9, 13, 38] is chosen so that the inverse of the updated Hessian B −1
k+1 is, among all symmetric positive definite matrices satisfying the secant equation (3.3), in some sense closest to the current inverse Hessian approximation B −1 k . In Lemma 3.2 and Theorem 3.3, we generalize Schnabel and Dennis' derivation of the BFGS update [37] to Hermitian Hessians. The proof requires the Broyden update [8] , which is also generalized to Hermitian matrices in Theorem 3.1. is given by the Broyden update
Proof. To show that B * is a solution to (3.4), note that B * s = y and that
That B * is the unique solution follows from the fact that the mapping f : C n×n → R defined by f (B) = B −B F is strictly convex in C n×n and that the set ofB ∈ C n×n such thatBs = y is convex. 6) so that
and
Proof. LetB be a Hermitian positive definite matrix in Q(y, s), then s H y = s HB s > 0 is a necessary condition for the update to exist. The nearest matrixL in Frobenius norm to L that satisfiesLv = y is given by the Broyden update (3.5)
If we can find a v ∈ C n such that v =L H s, then by Lemma 3.2 we know thatLL [39, 40] , respectively. Theorem 3.3 holds for any s and y in C 2n if all dimensions are scaled appropriately, and hence also for the subset C ⊂ C 2n . At every step of the generalized BFGS method, the inverse Hessian can then be updated by (3.8) , so that
If the number of variables n is large, the cost of storing and manipulating the inverse Hessian B −1 k+1 can become prohibitive. The limited-memory BFGS method [12, 22, 27 ] circumvents this problem by storing the inverse Hessian implicitly as a set of m vector pairs {
In fact, it suffices to store {s i , y i }, since the second half of any vector in C is just the complex conjugate of its first half.
Suppose we have a real function of complex variables f : C → R that we are interested in minimizing for z ∈ C n as well as for x ∈ R n . The quasi-Newton step (3.2) depends on the complex gradient. Because the conjugate cogradient is just the complex conjugate of the cogradient for real-valued f , we need only compute one of the cogradients, say the conjugate cogradient
. For x ∈ R n we need the real gradient
, which can also be expressed as
. Therefore, by constructing complex optimization algorithms in a way that only requires evaluating
, the function can be minimized over C n as well as R n without a separate implementation of the real gradient
. In Algorithm 3.1 a generalized limited-memory BFGS two-loop recursion for computing the quasi-Newton step (3.2) is presented. Its computational and storage cost are equal to that of the limited-memory BFGS method applied in the real domain. However, the generalized method requires the objective function's gradient in a form that may be more intuitive to the user, and can furthermore minimize the same objective function over R n without requiring the real gradient to be treated as a separate case.
The quasi-Newton step p QN k computed by Algorithm 3.1 can be used in either a line search or trust-region framework. In the former, the next iterate is z k+1 = 7 Input:
Output: p where
The step length α k is usually chosen to loosely minimize the onedimensional optimization problem min α k f (
where 0 < c 1 < c 2 < 1, are satisfied. Inequalities (3.9a) and (3.9b) are known as the sufficient decrease and curvature condition, respectively. The former ensures the objective function is sufficiently smaller at the next iterate, and the latter ensures convergence of the gradient to zero. Furthermore, the curvature condition is a sufficient condition for the BFGS update to exist since
A step length may satisfy the Wolfe conditions without being particularly close to a minimizer of f (
In the strong Wolfe conditions, the curvature condition is replaced by
so that points far from stationary points are excluded. Line search algorithms are an integral part of quasi-Newton methods, but can be difficult to implement. There are several good software implementations available in the public domain, such as Moré and Thuente [23] and Hager and Zhang [14] , which require little effort to adapt to minimization of functions in complex variables since they often only require function evaluations and derivative information along a given descent direction.
In a trust-region framework, a region around the current iterate z k is defined in which the model m k is trusted to be an adequate representation of the objective function. The next iterate z k+1 is then chosen to be the approximate minimizer of the model in this region. In effect, the direction and length of the step is chosen simultaneously. The trust-region radius ∆ k is updated every iteration based on the trustworthiness ρ k of the model, which is defined as the ratio of the actual reduction f (
There exist several strategies to approximately solve the trust-region subproblem
The quasi-Newton step p QN k minimizes (3.10) when p QN k ≤ ∆ k . If the trust-region radius is small compared to the quasi-Newton step, the quadratic term in m k has little effect and the solution to the trust-region subproblem can be approximated by
. The dogleg method [31, 32] , double-dogleg method [7] and twodimensional subspace minimization [4] all attempt to approximately minimize (3.10) by restricting p to (a subset of) the two-dimensional subspace spanned by the steepest descent direction −g k and the quasi-Newton step p QN k when the model Hessian B k is positive definite. Two-dimensional subspace minimization can also be adapted for indefinite B k , though in that case it requires an estimate of the most negative eigenvalue of this matrix. For a comprehensive treatment of trust-region methods, see [6] .
3.2. The generalized nonlinear conjugate gradient method. In the nonlinear conjugate gradient method, search directions C p k are generated by the recurrence relation k+1 p k = 0 for all k, is assumed. We then obtain
1 In Section §3.1 it was argued that g k = 2
is a more practical choice for a computer implementation. Using the latter definition throughout this section is also possible, although the generated steps would be twice as large since it is then implicitly assumed that B −1 k = 2I 2n×2n . One way to take this extra scaling factor into account is by scaling the initial line search step length appropriately. However, as it is inherent to the conjugate gradient method that the search directions it generates are often poorly scaled, the extra factor two can safely be ignored depending on the strategy chosen for the initial step length [28] .
When g H k+1 p k = 0, (3.12a) reduces to the Polak-Ribière update parameter [30] 
Further, if f is quadratic, g H k+1 g k = 0, and we find the Fletcher-Reeves update parameter [10] 
Powell [33] showed that the Fletcher-Reeves method is susceptible to jamming. That is, the algorithm could take many short steps without making significant progress to the minimum. The Hestenes-Stiefel and Polak-Ribière methods, which share the common numerator Re{(g k+1 − g k ) H g k+1 }, possess a built-in restart feature that addresses the jamming problem [15] . When the step z k+1 − z k is small, the factor g k+1 − g k tends to zero. Hence, β k+1 becomes small and the new search direction p k+1 is essentially the steepest descent direction −g k+1 . Gilbert and Nocedal [11] proved that the modified Polak-Ribière method [34] , where β PR+ k+1 = max{β PR k+1 , 0}, is globally convergent even when an inexact line search is used. Similarly, it can also be shown [15] that the modified Hestenes-Stiefel method, where β HS+ k+1 = max{β HS k+1 , 0}, is also globally convergent when using an inexact line search.
Nonlinear least squares problems min z F (z, z)
2 . Now we consider the special case where the objective is a nonlinear least squares problem of the form (1.2). The space spanned by z and z is equal to C, which is equivalent to R under the linear map (2.1). It is then understood that the function F can also be regarded as a function that maps C or R to C m , so that both the first-order model (2.7) in 
to approximate F at the current iterate
where λ k is the Levenberg-Marquardt regularization parameter which influences both the length and direction of the step p that minimizes m f k . In the Gauss-Newton method, λ k = 0 for all k, and a trust region framework can instead be used to control the length and direction of the step. Let
. By substituting (4.1) in (4.2), we find
Comparing (4.3) to (2.10b) reveals that the complex gradient of f is given by
Since f is real-valued, its conjugate complex gradient must be zero when its complex gradient is zero. The minimizer of the convex quadratic model (4.2) is then
∂z T . A more efficient way to compute the minimizer (4.4) is
There are a number of cases in which additional structure in F can be exploited to simplify (4.5) further:
The least squares system (4.5) is equivalent to the system we would have arrived at had we applied the real Gauss-Newton or Levenberg-Marquardt, which is the de facto course of action for complex nonlinear least squares problems. However, expression (4.5) offers an alternative way of computing the real Jacobian using the complex Jacobian and conjugate Jacobian, which are often easier to derive and lead to more elegant expressions than is the case for the real Jacobian, as we demonstrate in the second case study. Moreover, we also show that the real Jacobian matrix-vector product can be expressed in terms of matrix-vector products with the complex Jacobians. In this way, conjugate gradient type methods that implicitly solve the normal equations can take advantage of any structure present in the complex Jacobians.
5. Case studies.
The canonical polyadic decomposition.
A tensor may be considered as an element of the tensor product of a set of vector spaces, although for this discussion their representation as a multiway array, given a choice of bases, suffices. Before we introduce the canonical polyadic decomposition, we review a few necessary definitions.
Definition 5.1. The inner product T , U of two tensors T , U ∈ C I1×···×I N is defined as
Definition 5.2. The outer product T •U of a tensor T ∈ C I1×···×I P and a tensor U ∈ C J1×···×J Q is the tensor defined by
3. An N th order T is rank-one if it is equal to the outer product
. The canonical polyadic decomposition (CPD) [5, 16] approximates an N th order tensor by a sum of R rank-one tensors, i.e.
( 5.3)
The rank of a tensor, denoted by rank(T ), is defined as the minimal number of rank-one terms such that (5.3) is exact. Such a decomposition is called a rank decomposition. For any CPD, the order of the different rank-one terms may be arbitrarily permuted, and the components of the rank-one terms may be arbitrarily scaled as long as their outer product remains the same. These properties are referred to as the permutation and scaling indeterminacy, respectively. When a rank decomposition is subject only to these trivial indeterminacies, it is called essentially unique. An interesting property of higher-order tensors is that their rank decompositions are often essentially unique, which is not the case for matrices. Next, we introduce a few operators which will allow us to formulate the CPD as an optimization problem.
T ≈ Definition 5.4. In a mode-n matricization, flattening or unfolding T (n) of an N th order tensor T ∈ C I1×···×I N , tensor element with indices (i 1 , . . . , i N ) is mapped to matrix element (i n , j) such that
Definition 5.5. The Kronecker product of two matrices A ∈ C I×J and B ∈ C K×L is defined as
Definition 5.6. The Khatri-Rao product [20] of two matrices A ∈ C I×K and B ∈ C J×K is defined as
Definition 5.7. The Hadamard product of two matrices A ∈ C I×J and B ∈ C I×J is defined as
be the factor matrix corresponding to the nth mode. The rank-R CPD of an N th order tensor T can be written in terms of its mode-n unfoldings as
The CPD can now be cast as the nonlinear least squares problem min 8) where
T . There are as many residuals as there are elements in T and these residuals can be arranged in N different ways, depending on which mode-n unfolding is chosen. First we look for an expression for the complex gradient of f CPD . Let
The objective function f CPD can be written as the sum
CPD +f
CPD ), where
The partial derivative of f
CPD with respect to the factor matrix A (n) is given by
Similarly, it can be shown that
CPD ∂A (n) = 0 and
be the Hadamard product of all matrices A (n) H A (n) , n ∈ {1, . . . , N }\Q. Then a corollary of Proposition 5.8 is that V {n} H V {n} can be evaluated more efficiently as W {n} without explicitly forming any Khatri-Rao products [41] .
where p is any permutation of {1, . . . , N } and let
In , where vec(·) denotes the columnwise vectorization of a matrix. The cogradient of f CPD completely determines the complex gradient of f CPD and is given by
As outlined in Section §3, it suffices to implement the function f CPD and its associated scaled conjugate cogradient g CPD 2 ∂f CPD ∂z to be able to apply any of the generalized gradient based optimization methods presented in that section. Although we did not explicitly derive an expression for the real gradient, it is not hard to imagine that this derivation and resulting expression would be relatively more complicated compared to that of the complex gradient.
To apply either the generalized Gauss-Newton or Levenberg-Marquardt method, we define J as the Jacobian
∂z T of the nonlinear least squares problem (5.8).
Since the conjugate Jacobian is identically equal to zero, F CPD is analytic in z and we may use (4.6) to compute the Levenberg-Marquardt step p LM k . However, the number of rows in J is equal to N n I n and is potentially very large compared to the number of columns R N n I n . Solving the normal equations J
is one way to reduce the computational complexity, although at the cost of squaring the condition number of the system. It can be shown that J H J is an N × N block matrix, in which the (n, m)-th block is the R × R block matrix
3 ) flop unless its structure is taken into account. A straightforward way to do so is by solving the normal equations iteratively with a preconditioned conjugate gradient method. Let Y ∈ C Im×R and let y = vec(Y ), then it can be shown that
The matrix-vector product J H Jz costs only O(N R 2 N n=1 I n ) flop using (5.12), which means that inverting J H J can be done in at most O(N R 3 (
In practice an approximate solution can often be obtained in fewer than R N n=1 I n iterations with the help of the block-diagonal preconditioner P , wherein the nth diagonal block is defined as W {n} ⊗ I In×In . From (5.12) we see that inverting P requires solving N square Hermitian linear systems of order R, for a total cost of O(N R 3 ) flop.
5.2. Simulation of nonlinear circuits in the frequency domain. Simulation in the frequency domain avoids many of the problems experienced when trying to use traditional time domain simulators such as SPICE [24, 35] to find the steadystate behavior of analog, radio frequency and microwave circuits. In principle, the periodic response can always be found by integrating the differential equations that describe the system until the transient responses vanish. However, this approach can be prohibitively expensive whenever the transients are governed by large time constants.
Applying Kirchoff's current law in the frequency domain to a nonlinear circuit of N + 1 nodes yields N parametrized nonlinear equations 13) where I(ω, V (ω), V (ω)) describes the total current through each node as a function of the angular frequency ω and the node voltages. One of the nodes is selected as a reference node. The node voltages are referenced with respect to the reference node. V (ω) ∈ C N . Voltage sources can be brought into account using a Norton equivalent circuit. If the circuit were linear, (5.13) could be written as the parametrized linear system Y (ω)V (ω) + I s (ω) = 0, where Y (ω) ∈ C N ×N is a node admittance matrix and I s (ω) ∈ C N represents the current sources from and to each node. In the harmonic balance method [25] , the node voltages and currents are approximated by a truncated Fourier series of H harmonics. The time domain voltage v n (t) of the nth node is represented by the complex coefficients V Analogously, the time domain current i n (t, v(t)) through the nth node is a function of all node voltages v(t) {v 1 (t), . . . , v N (t)} and is represented by the complex coefficients I where F HBM = (I (1) , . . . , I (N ) ). At this point the optimization problem (5.15) is usually converted to the real domain so that real optimization methods can be applied. However, the derivatives of F HBM with respect to the real and imaginary parts of V (n) h obscure the structure in the real Jacobian. In comparison, the expressions for the complex (conjugate) Jacobian required by the generalized Gauss-Newton and Levenberg-Marquardt methods are much more elegant. As we will see, their structure is easy to recognize and in this case also easy to exploit. To apply one of the latter methods, we need expressions for the Jacobian and conjugate Jacobian of F HBM . The derivative of the hth harmonic of the current through the nth node I (n) h with respect to the kth harmonic of the mth node voltage V (m) k 6. Conclusion. In this paper we showed that functions of complex variables have complex Taylor series expansions. The complex derivatives underlying these expansions avoid the structural overhead of dealing with derivatives of the real and imaginary parts separately. We used this approach to generalize the L-BFGS and nonlinear conjugate gradient methods to functions of complex variables. We showed that these methods need only depend on the objective function and its scaled conjugate cogradient. The latter conveniently coincides with the real gradient when optimizing over the real domain. The computational and storage cost of these generalized methods are equal to those of their real counterparts applied on the optimization problem formulated in the real domain. We also generalized Gauss-Newton and LevenbergMarquardt methods for solving nonlinear least squares problems. We showed that the real Jacobian arising in the equivalent nonlinear least squares problem formulated in the real domain, is in fact composed of a combination of two complex Jacobians. In the case studies we demonstrated that the complex gradients and complex Jacobians are not only often easier to derive than their real counterparts, but are also described by more compact expressions. Additionally, we showed that the real Jacobian matrixvector product can be expressed in terms of complex Jacobian matrix-vector products. This allows the structure of the complex Jacobians to be exploited when applying iterative methods for solving the normal equations associated with the Gauss-Newton or Levenberg-Marquardt step. The algorithms discussed in this article, including several line search and trust region variants, have been implemented and tested in MATLAB and are available upon request.
