Supplementary text T1
Following Ye et al. (2014) and Nocquet et al. (2017) , we compare waveforms of the 1942 earthquake recorded at the DBN station (De Bilt, Netherlands) with stochastic waveform predictions at the same station for the 2016 Pedernales slip distribution.
We compute displacement Green's functions for each subfault patch using the Kikuchi-Kanamori program (Kikuchi and Kanamori, 2003; Kikuchi, Masayuki and Kanamori, Hiroo, 1982 ). For comparison, we then convolve predicted stochastic waveforms with the instrumental response of the Galitzin seismometer that recorded the 1942 earthquake (pendulum and galvanometer periods T p =T g =25 s and gain factor V m =310; Charlier and Van Gils, 1953) .
In Fig. S10a , we first compare 1942 waveforms with predictions of the kinematic slip model (i.e., for the posterior distributions of slip, rise-times, rupture velocities) and hypocenter location obtained for the 2016 Pedernales earthquake. Model predictions show poor fit to the 1942 earthquake waveform. In Fig. S10b , we then compute predictions for the same kinematic slip distribution, but with a hypocenter location between the two slip asperities. With that hypocenter location, model predictions have a very good fit to the 1942 waveform. Finally, in Fig. S10c , we predict waveforms for a slip distribution on the megathrust interface, but updip of the actual 2016 rupture. Notice, that the dip is different due to the variation of the slab interface geometry with depth. We also correct the slip amplitude for the variation of shear modulus in our velocity model (cf., Fig. S2 ). Similarly to the previous case, the hypocenter is located between the two slip asperities. In this scenario, we are also able to explain the 1942 waveform. It illustrates that the teleseismic P-waveform is mostly sensitive to the relative location of the hypocenter and slip asperity rather than the absolute location of the earthquake. Figure S2 : Different models variability of the P-wave, S-wave, and density as a function of depth in central Ecuador. A layered model used in this study for Green's function [GF] calculations is plotted as a solid black line. The blue line represents the CRUTST2.0 model in the area (http://igppweb.ucsd.edu/~gabi/rem.html). The other models are from (Vallee et al., 2013; Bethoux et al., 2011; Nocquet et al., 2017) . Grey histograms are the probability density function representing our confidence level on the elastic properties, as used to build the model prediction error. ALOS-2 (asc.) Figure S6 : Empirical covariance functions for the InSAR observations 1D empirical covariance functions and the associated best-fit exponential function for each tracks. For each image, we compute the empirical covariance as a function of the distance between pixels and then fit an exponential function to these covariances (Jolivet et al., 2012 ). This exponential function is then used to build the data covariance matrix used in the inversion. 
