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（Locality Sensitive Hashing, LSH）の一種である．本論文では，スケッチを用いた多次
元データの類似検索について議論する．多次元データは距離空間に配置されていると仮定
し，類似検索としては，k近傍検索を用いる．ここで，k近傍検索とは，k ≥ 1に対し，与
えられた質問データ qに対して，検索対象のデータベースから qに近い上位 k個のデータ
を求めることである．
本論文では，球面分割（BP）に基づくスケッチを用いる．BPは，空間内のデータに対
して，中心点が p，半径 r の球の内外に対応して，ビット “0”または “1”を割り当てる．
この中心点と半径の対（p, r）をピボットという．ピボットを w 個用いて，長さ w ビット
のスケッチを作成する．スケッチの長さを幅という．スケッチは，距離情報を部分的にし
か保持できないので，スケッチを用いる k 近傍検索は 2段階で行う．第 1段階では，ス
ケッチによるフィルタリングを行い，質問とのスケッチ間の距離が近い順に K 個の解候
補を選択する．ただし，K ≥ k である．第 2段階では，K 個の解候補に対してデータ間
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2, 17, 26, 18, 20, 16, 21, 22, 6, 13, 14] を用いる．スケッチは，多次元データを表した
コンパクトなビット列であり，データ間の類似性をある程度保持できる局所性鋭敏ハッ



































by Increasing Resampling, AIR） [12, 5] による最適化も有効であることを示す．AIR
は，評価に標本からランダムに選んだ再標本を用いて，従来の SAにおける温度制御を評











る [7]．これは，球面分割によるスケッチは次元縮小射影 Simple-Map [25, 15]の量子化
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像とみなすことができるという事実に基づいた手法である．Simple-Mapは．ピボットの


































































s と 1 ビットだけ異なるスケッチは 3 個あり，1 箇所だけ 1 の 3 ビット列（001,
010, 100）と s との XOR で求められる．それぞれ，s ⊕ 001 = 010, s ⊕ 010 =
001, s⊕ 100 = 111 である．
距離 2 のスケッチ
s と 2 ビットだけ異なるスケッチ 3 個は，2 箇所だけ 1 の 3 ビット列（011, 101,
110）と s との XOR で求められる．それぞれ，s ⊕ 011 = 000, s ⊕ 101 = 110,
s⊕ 110 =101 である．
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距離 3 のスケッチ
sと 3ビットすべて異なるスケッチは 1個．3箇所すべて 1の 3ビット列 111と s
の XORで求められる．s⊕ 111 =100
このように，3 ビットスケッチの場合には， ON ビット数の昇順のビットパターンの列






























データを取り出すことである [28]．検索対象のデータベースの特徴空間全体を U = Rm
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とする．ここで，Rは実数全体，mは特徴データの次元数である．任意の 2点のデータ
間の非類似度の指標を示す距離関数を D : U × U → R+ とし，(D,U) を距離空間とす
る．本論文で扱う類似検索では，距離関数 D は距離の公理である次の条件を満たすもの
とする．
1. D(x, y) ≥ 0 (非負性)
2. D(x, y) = D(y, x) (対称性)
3. D(x, y) ≤ D(x, z) +D(z, y) (三角不等式)
4. D(x, y) = 0⇔ x = y (同一性)
ここで，x, y, z ∈ U である．上の条件の中で最も重要なものは，三角不等式である．




db = {x0, . . . , xn−1} ⊆ U
とする．2 個のデータ xi と xj 間の非類似度は，距離 D(xi, xj) で定義される．質問
q ∈ U に関する最近傍検索とは，すべての y ∈ dbに関してD(q, x) ≤ D(q, y)となるよう
な x ∈ dbを見つけることである．
次に，本論文で用いる距離計測について説明する．特徴空間内の任意のデータを xとす
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る．x の特徴は m 個の実数の組 (x(0), x(1), . . . , x(m−1)) で表される．以下の三つの距離
計測関数は距離の公理を満たす．
L1距離 : D(x, y) =
m−1∑
i=0
|x(i) − y(i)| (2.1)
L2距離 : D(x, y) =
√√√√m−1∑
i=0
(x(i) − y(i))2 (2.2)



















射影に用いる中心点を p ∈ U とすると，任意のデータ x ∈ U の射影空間上での座標
値は
φp(x) = D(p, x)
と定義される．三角不等式より，任意の 2点 x，y 間の射影空間における距離を D′(x, y)
とすると，射影距離 D′(x, y) は中心点を媒介することで距離の縮みが生じる可能性が
ある．
D′(x, y) = |φp(x)− φp(y)| ≤ D(x, y)
中心点を複数用いた場合に拡張する．S-Map による射影では，中心点の数が射影空間で
の次元数となる．中心点の集合を P = {p0, p1, . . . , pm′−1}とすると，射影関数は




D′(x, y) = max
p∈P










0, if D(p, x) ≤ r,
1, otherwise.
BPに基づく幅 wのスケッチ関数 sP は w個のピボット集合
P = {(p0, r0), . . . , (pw−1, rw−1)}
を用いて，以下のように BPによるビットを連接したものとして定義される．
sP (x) = BP(pw−1,rw−1)(x) · · ·BP(p0,r0)(x)


















すべてのスケッチ s(x0), . . . , s(xn−1)を計算する．
2. 第 1段階 （スケッチ間の距離によるフィルタリング）:
質問 q のスケッチ s(q)に近いスケッチ s(xi0), . . . , s(xiK−1)をもつ K 個の解候補
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xi0 , . . . , xiK−1 を選ぶ．
3. 第 2段階 （実距離計算による最近傍検索）:













































• 画像データ: 2,900本の動画のコマ画像から 2次元周波数スペクトラムとして特徴
抽出した約 700万件の 64次元データ














データベース Database 1 Database 2 Database 3 Database 4 Database 5
データ数 (×106) 6.9 6.9 6.9 6.9× 14 6.9×
1
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ベースからランダムに選んだ 2個のデータ xと y を用いて，xに対して，ノイズとして y
を 5%，10%，. . .，50%の割合で混ぜた質問を作ることにした．たとえば，ノイズレベル
5%の質問 q はデータベースからランダムに選んだデータ xと y をそれぞれ 95%と 5%
の重みで加重和したものである．つまり，
q = 0.95x+ 0.05y
である．それぞれのノイズレベルについて，1,000質問作る．質問のレイズレベルごとの














よいという経験則とデータの分布を利用する 2 値量子化法 QBP を用いる．また，焼き
なまし法（Simulated Annealing, SA）の効率的な実現法である増加再標本焼きなまし





集合 P を選ぶ．異なるデータ xと y に対して，それらのスケッチが一致するとき，すな
わち，































D < A = C < B  
p0p1
z1
図 3.1 QBPによる 2ビットスケッチとハミング距離




図 3.1に，2次元ユークリッド平面上における QBPによる 2ビットスケッチとハミン
グ距離による優先順位の例を示す．データの中央値を medとする．データからランダム
に選んだ 2点を z0，z1 とすると，medを閾値として 2値量子化すると，それぞれ，med
より左下，右下にあるので，p0，p1 になる．量子化した点と中央値の距離を r0，r1 とし




// m: 特徴データの次元数, n: データベースのデータ数
// x[0], x[1], . . . , x[n− 1]: データベースの特徴データ
// z[j] (j = 0, . . . ,m− 1): データ z の第 j 次元の特徴値
// med [j] (j = 0, . . . ,m− 1): データベースの特徴データの第 j 次元の中央値
// Trials: 各ピボットの探索の試行回数
// random(n): 0～n− 1の一様乱数
// MIN ,MIN : 特徴値の最大値と最小値
1 procedure SelectPivotQBP(p[w][m], r[w], w)
// p[w][m], r[w]: ピボットの中心と半径のための配列
// w: スケッチの幅（ビット数）
// E: ピボット群の標本 S に対する評価値（衝突確率）を求める関数
2 for i = 0 to w − 1 do
3 best ←∞;
4 for t = 1 to Trials do
5 c← random(n); z ← x[c];
// 2値量子化（binary quantization）
6 for j = 0 to m− 1 do
7 if z[j] ≤ med [j] then
8 p[i][j]← MIN ;
9 else
10 p[i][j]← MAX ;
11 r[i]← D(p[i],med);
12 current ← E({(p[0], r[0]), . . . , (p[i], r[i])});
13 if current < best then
14 best ← current ; temp ← p[i]; rtemp ← r[i];
15 p[i]← temp; r[i]← rtemp;
Algorithm 1: 2値量子化を用いたピボット選択アルゴリズム SelectPivotQBP
32
る．A または B,C,D の任意の点 x に対して，sP (x) は，それぞれ 01 または 00, 10, 11
である．図のように，q を両方の球の外側の質問とすると，q からの部分空間の任意の点
に対するハミング距離による優先順位は，図の右の表のようになる．ここで，ハミング距
離では部分空間 Aと C が区別できないがことに注意しよう．
3.2 焼きなまし法によるスケッチの最適化
本節では，増加再標本焼きなまし法（Annealing by Increasing Resampling, AIR）
[11, 12]を用いたスケッチの最適化について議論する．ここでは，X を解空間とし，X の
要素を状態という．評価用のデータの母集団を F とし，その有限部分集合 S ⊆ F を標
本という．目的関数を E : X × 2F → Rとし，E(x, S)は標本中の個々の y ∈ S に対す
る評価の平均で与えられていると仮定する．ここでは，最適化は，E(x, S)を最小とする
x ∈ X を求める最小化問題であるとする．また，任意の状態 xの近傍Nb(x) ⊆ X が定め
られていると仮定する．
従来の SAでは，温度を用いて高温時にランダムウォーク，徐々に温度が下がるにつれ
て局所探索を行うようにする．Algorithm 2に SAの概略を示す．ただし，Tt は，時刻 t







// random(0, 1): 範囲 [0, 1)の一様乱数
// Tt: 時刻 tにおける温度（単調減少）
// Pr : 受理確率
2 x← 任意の状態;
3 for t = 0 to ∞ do
4 x′ ← xの近傍 Nb(x)から選んだ任意の状態;
5 ∆E ← E(x′)− E(x);
6 ω ← random(0, 1);
7 if ω ≤ Pr(Tt,∆E) then x← x′ ;






// size(t): 時刻 tにおける再標本サイズ（単調増加）
2 x← 任意の状態;
3 for t = 0 to ∞ do
4 x′ ← xの近傍 Nb(x)から選んだ任意の状態;
5 S′ ← ランダムに選んだ再標本，ただし S′ ⊆ S かつ |S′| = size(t);
6 if E(x′,S ′)− E(x,S ′) ≤ 0 then x← x′ ;
Algorithm 3: Annealing by Increasing Resampling
本研究では，m 次元に特徴抽出した各次元 0 から 255 の座標値を持つデータを用い，












約 690万件 64次元の画像データを用いて，w = 32ビットのスケッチの最適化を三つの
手法 BP，QBP，AIRで行った．QBPは，Algorithm 1で示したもので，BPは，QBP
における 2 値量子化を省いたものである．最適化の目的関数は衝突確率を用いた．評価
用の標本 S は，データベースからランダムに選んだ 10,000点を用いた．比較のため，ピ
ボット探索にかかる時間が同程度 (100秒程度）となるように以下のように設定する．
• BP，QBP： 各次元試行回数 Trials = 1, 000回
• AIR： 初期サンプル 100，総試行回数 10,000回，局所探索 2,028回
AIR における局所探索の回数は各ピボットの各次元 1 回ずつ変更を行える程度の 2,028
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回 (ピボット数 ×ピボットの特徴次元数)にしている．AIRは，初期状態に依存しないた
め，Trials = 1の BPで得られるものを初期状態として実験を行う．
表 3.1 AIRの適用
最適化 衝突確率 [×10−7] 精度 [%]
BP 25.9± 6.20 88.5± 1.05
QBP 22.0± 4.95 90.9± 0.620

















ピボット集合を P = {(p0, r0), ..., (pw−1, rw−1)}とする．質問 q と BP(pi,ri) の分割境界
37
との最小距離を ei(q, P )とすると，
ei(q, P ) = |D(pi, q)− ri|
質問とデータのスケッチが異なるとき，少なくとも質問と分割境界との最小距離だけ
離れていることは明らかである．これを用いて， つぎのように，D(q, x) の距離下限値
bi(q, sP (x))を求めることができる．
bi(q, sP (x)) =

0, if BP (pi,ri)(q) = BP (pi,ri)(x),
ei(q, P ), otherwise.
ここで，bi(q, sP (x))を求めるために，xについては，そのスケッチのみがあればよく，x
自身は不要であることに注意されたい．第 1段階における解候補選択の基準として距離下
限値 bi(q, sP (x))に基づいて優先順位付けする．下限値の最大である以下の socre∞ を優
先順位付けとするとき，真の距離下限値であるので安全な枝刈りが可能である．



















図 4.1 に，2 次元ユークリッド平面上における QBP による 2 ビットスケッチと優先
順位の例を示す．データの中央値を med とする．データからランダムに選んだ 2 点を
z0, z1 とすると，med を閾値として 2値量子化すると，それぞれ p0, p1 になる．量子化し
た点と中央値の距離を r0, r1 として，2個のピボット集合 P = {(p0, r0), (p1, r1)}を用い
ると，2ビットスケッチが得られる．中央値との距離を半径とするのは，球面分割によっ
てデータがほぼ半々に分けられるからである．2 個の球面分割によって，平面は，4 個
の部分空間 A,B,C,D に分けられる．A または B,C,D の任意の点 x に対して，sP (x)
は，それぞれ 01または 00, 10, 11である．図のように，q を両方の球の外側の質問とする
と，qからの部分空間の任意の点に対する優先順位は，図の右の表のようになる．ただし，
e0, e1 は，q と分割境界との最小距離である．ここで，従来の優先順位付けであるハミン
グ距離では部分空間 Aと C が区別できないが，score1 を用いるとすべてが分離できるこ


















A 1 e1 e1
B 2 e1 e0+e1
C 1 e0 e0
D 0 0 0
質問 qからの優先順位
D < A = C < B  （ハミング距離）
D < C < A = B （score∞ ）
D < C < A < B （score1 ）
p0p1
z1
図 4.1 QBPによる 2ビットスケッチと優先順位付け
4.3 優先順位付けの比較実験




















































• x[0], x[1], . . . , x[n− 1]: 特徴データの配列，ただし，データがメモリ上でスケッチ
順になるようにソートしておく．（ポインタを介した間接的なソートではない）
• id [i]: 特徴データ x[i] のデータ ID．
• first [s]: スケッチが sであるデータの配列 xにおける先頭位置．
• num[s]: スケッチが sであるデータ数．
このようにすると，スケッチが sであるデータは，
x[first [s]], x[first [s] + 1], . . . , x[first [s] + num[s]− 1]
になる．また，ハミング距離による検索のための準備として，すべての 16ビットパター
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// x[0], . . . , x[n− 1]: スケッチ順にソートした特徴データの配列
// id [i]: 特徴データ x[i] のデータ ID
// first [s]: スケッチが sであるデータの配列 xにおける先頭位置
// num[s]: スケッチが sであるデータ数
// K: 第 1段階で得る候補数＝実距離計算回数
// mk[0], . . . ,mk[2w − 1]: ビットパターンを ONビット数の昇順に並べた配列
// w: スケッチの幅（ビット数）
1 function Search(query, s,NN, nearest, checked)
2 for i = first [s] to first [s] + num[s]− 1 do
3 checked← checked+ 1;
4 if D(query, x[i]) ≤ nearest then
5 (NN,nearest)← (id[i], D(query, x[i]));




10 (NN,nearest, checked)← (“none”,∞, 0);
11 for i = 0 to 2w − 1 do
12 s← sketch(query)⊕mk[i];
13 (NN,nearest, checked)←Search(query, s,NN, nearest, checked);
14 if checked ≥ K then
15 return NN ;
16 return NN ;
Algorithm 4: ハミング距離順の列挙による最近傍検索アルゴリズム
ンを ONビット数の昇順に並べたマスク配列mk を用意しておく．
mk[0], . . . ,mk[216 − 1]
45







• ビット列を 2進数と見たときの 2i の位を位置 iとする（i = 0, 1, 2）．
• (pi, ri)：位置 i に対応する球面分割のピボット．
• P = {(p0, r0), (p1, r1), (p2, r2)}: ピボット集合．
• q: 質問．
• ei = |D(q, pi) − ri|: 質問と位置 iに対応する球面分割境界の最小距離．簡単のた
め，これらの距離下限値は，つぎを満たしているとする．
e2 ≥ e1 ≥ e0
そうすると，質問とスケッチ間の score∞ は，小さい順に 0, e0, e1, または e2 の高々 4
種類しかない．質問のスケッチを sP (q) = 011 とすると，それぞれの score∞ をもつス
ケッチは，以下のようになる．
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score∞ = 0 のスケッチ
011自身．
score∞ = e0 のスケッチ
011と位置 0のビットだけ異なるもの，つまり，010．これは sP (q)と 001の XOR
で求められる．
score∞ = e1 のスケッチ
011 と位置 2 のビットは同じで，位置 1 のビットが異なり，位置 0 のビットは任
意．つまり，000 と 001．これらは，sP (q)とそれぞれ 010, 011 の XORである．
score∞ = e2 のスケッチ
011と位置 2のビットが異なり，残りは任意．つまり，100, 101, 110, 111．これ
らは，sP (q)とそれぞれ 100, 101, 110, 111 の XOR．
このように，sP (q)との score∞ が小さい順のスケッチは，sP (q)と 2進数で小さい順
となるつぎのビットパターン列との XORで求められる．
000, 001, 010, 011, 100, 101, 110, 111
score∞ はこのビットパターンの先頭の ONビットの位置で決まることに注意すれば，こ
れをグレイコード順に並べてもよいことがわかる．





000⊕ 001 = 001 011⊕ 001 = 010 e0
001⊕ 010 = 011 010⊕ 010 = 000 e1
011⊕ 001 = 010 000⊕ 001 = 001 e1
010⊕ 100 = 110 001⊕ 100 = 101 e2
110⊕ 001 = 111 101⊕ 001 = 100 e2
111⊕ 010 = 101 100⊕ 010 = 110 e2
101⊕ 001 = 100 110⊕ 001 = 111 e2
いる位置の昇順であるからである．
どのビット位置を反転させるかの系列は, 表 5.1 のように，0, 1, 0, 2, 0, 1, 0, 3, 0,
1, 0, 2, 0, 1, 0 のようになっている．このグレイコードの性質を利用すると，効率的
な列挙が可能となる．質問に対する各ビット位置の距離下限値の順序が決まれば，そ
れを用いた相対的な位置のビット反転操作を行うのである．反転させるビット位置は
bitcount(i⊕ (i+ 1))− 1で求めることが可能である．オール 0のビットパターンから始






に対応するグレイコードを g(i) とする（i = 0, 1, . . .）．つまり，g(0) = 000, g(1) =
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001, . . . , g(7) = 100 である．そうすると，生成すべき列挙の第 i 番目のスケッチは，
sP (q)⊕ g(i)である．排他的論理和 ⊕の性質により，つぎが成り立つ．
(sP (q)⊕ g(i))⊕ (sP (q)⊕ g(i+ 1)) = g(i)⊕ g(i+ 1)
ここで，グレイコードの性質より，g(i) ⊕ g(i + 1) は ON ビットが 1 個だけのビットパ
ターンであることに注意しよう．
g(i)⊕ g(i+ 1) = (1 ⟨⟨ (bitcount(i⊕ (i+ 1))− 1))
であるので，sP (q)から始めて，グレイコードを生成するときと同じビット反転操作を適
用すると，求めるスケッチが列挙できる．ここで，⟨⟨は左論理シフト演算子である．
質問と分割境界との最小距離は，e2 ≥ e1 ≥ e0 を満たしているとは限らないの
で，実際には，これらの順位を求めておく．Algorithm 5 に示したアルゴリズムでは，
bidx[0], . . . , bidx[w − 1]は，0, 1, . . . , w − 1の並べ替えで，つぎを満たしているとする．
ebidx[w−1] ≥ · · · ≥ ebidx[1] ≥ ebidx[0]
列挙アルゴリズムは，この順位だけで最小距離そのものは用いていない．また，関数
Searchはハミング距離を用いるアルゴリズム（Algorithm 4）で示している．
5.4 優先順位付け score1 を用いる検索の高速化
優先順位付けには score∞ よりも score1 を用いる方が精度がよくなることがわかって
いる．しかし，score∞ は距離パターンが高々 w + 1 = 17個しかないことを利用して高
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// w : スケッチの幅（ビット数）
// K : 第 1段階における候補数 = 実距離計算回数
1 function SearchByScoreInf(query)
2 query に対する距離下限値の順位表 bidx[0], . . . , bidx[w − 1] を準備する;
3 (NN,nearest, checked)← (“none”,∞, 0);
4 s← sketch(query);
5 (NN,nearest, checked)←Search(query, s,NN, nearest, checked);
6 if checked ≥ K then
7 return NN ;
8 for i = 0 to 2w − 1 do
9 s← s⊕ (1 ⟨⟨ bidx[bitcount(i⊕ (i+ 1))− 1]);
10 (NN,nearest, checked)←Search(query, s,NN, nearest, checked);
11 if checked ≥ K then
12 return NN ;
13 return NN ;
Algorithm 5: 優先順位付け score∞ 順の列挙による最近傍検索アルゴリズム
速化しているが，score1 の値は最大 2w = 216 個あるため同様の高速化はできない．以下
に示すように，優先度付き待ち行列を利用した効率的な列挙が可能である．









スケッチの列挙には優先度付き待ち行列 PQを用いている．PQの要素は，(score, s, i)
の組で，sはスケッチ，score = score1(query, s)，MSB(qs⊕ s) = i− 1である．ここ
で，MSB は最左ビット位置，qsは query のスケッチとする．
まず，ループの外側では，質問のスケッチ qsと一致するもの，つまり score1 = 0であ
るものを検索している（6行目）．続いて，(e[0], qs⊕1, 1)を PQに挿入している（9行目）．
このとき，MSB(qs ⊕ (qs ⊕ 1)) = MSB(1) = 0であり，score1(query, qs ⊕ 1) = e[0]
であることに注意しよう．
ループ内では，PQからスコアが最小の (score, s, i)ものを取り出して（11行目），ス
ケッチが sであるものを検索し（12行目），その後，2個の要素
(score−e[i−1]+e[i], (s⊕(1 ⟨⟨ i))⊕(1 ⟨⟨ i−1), i+1)と (score+e[i], s⊕(1 ⟨⟨ i), i+1)
を PQに挿入している（17行目及び 18行目）．ここで，PQから取り出されたスケッチ s
と質問のスケッチ qsに対して，
s⊕ qs = 1X，ただし，X は i− 1桁の 2進数





// w : スケッチの幅（ビット数）
// K : 第 1段階における候補数 = 実距離計算回数
// PQ : 優先度付き待ち行列（要素は（score, sketch, i）で scoreが優先度）
1 function SearchByScore1(query)
2 qurey に対する距離下限値 e[0], . . . , e[w − 1] を求める;
3 query に対する距離下限値の順位表 bidx[0], . . . , bidx[w − 1] を準備する;
4 (NN,nearest, checked)← (“none”,∞, 0);
5 s← sketch(query);
6 (NN,nearest, checked)←Search(query, s,NN, nearest, checked);
7 if checked ≥ K then
8 return NN ;
9 PQ← (e[bidx[0]], s⊕ 1 ⟨⟨ bidx[0], 1);
10 while PQ is not empty do
11 (score, s, i)← PQ;
12 (NN,nearest, checked)←Search(query, s,NN, nearest, checked);
13 if checked ≥ K then
14 return NN ;
15 if i < w then
16 s← s⊕ (1 ⟨⟨ bidx[i]);
17 PQ← (score− e[bidx[i]− 1] + e[bidx[i]], s⊕ (1 ⟨⟨ bidx[i]− 1), i+ 1);
18 PQ← (score+ e[bidx[i]], s, i+ 1);







まず，6.1 節では，論文 [10, 9] で報告した提案手法の 16 ビットスケッチを用いた実験
結果を示す．これまでは，提案手法のスケッチの幅は 16ビットに固定していた．実際に
は，これ以外のビット幅を用いる方が効率が良い可能性がある．6.2 節では，データベー
スのデータ数や特徴次元数と最適なスケッチ幅の関係について，論文 [8] で報告した 13
～28 ビットのスケッチを用いた実験結果に基いて議論する．いずれの場合も，3.1 節の










空バケット数 908 (1.5%) 2104 (3.1%)
要素数 10以上のバケット数の割合（%） 87% 74%
6.1 16ビットスケッチによる検索の精度と速度











索時間（ミリ秒）を表す（1st st. は第 1段階の検索時間）．列挙を用いる場合は，第 1段
階検索のコストは分離することは困難なので省略している．実距離計算回数 K は検索精
度が同程度（画像では 70%，音データでは 65%）以上になるように 32ビットでは 0.1%，
16 ビットでは 1.0% とする．All は全質問に対する平均精度を表す．32 ビットスケッチ













タベースに対しても，16ビットスケッチ（K = 1.0%）で 32ビットスケッチ（K = 0.1%）




score ハミング距離 score∞ score1
width 32 16 32 16 32 16
K(%) 0.1 1.0 0.1 1.0 0.1 1.0
sketches(%) − 100 0.76 − 100 0.73 − 100 0.62
1st st. time 28.7 4.36 − 35.6 3.23 − 32.0 4.90 −
total time 29.8 7.16 2.85 36.9 6.06 2.68 33.2 7.76 3.07
All 70.2 73.4 73.0 74.3 79.7 79.7 80.2 85.1 85.6
very-near 99.8 99.7 99.6 100 100 100 100 100 100
near 96.9 94.4 94.8 99.1 99.3 99.3 100 100 99.8
middle 80.4 80.3 79.3 85.7 88.8 88.8 92.7 94.4 94.4
far 46.0 53.9 53.3 52.4 63.5 63.5 63.7 73.2 74.1








結果を表 6.5，表 6.6に示す．精度を 90%以上に保つためには，画像データにおいては，
従来の 32 ビットスケッチを用いた検索速度（1 質問当たり 139 ミリ秒，score∞ を用い
た 106ミリ秒，score1 を用いて 107ミリ秒）は，素朴な全探索（550ミリ秒）より 4倍
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表 6.4 音データに対する検索精度
score ハミング距離 score∞ score1
width 32 16 32 16 32 16
K(%) 0.1 1.0 0.1 1.0 0.1 1.0
sketches(%) − 100 0.55 − 100 0.48 − 100 0.46
1st st. time 30.3 4.33 − 36.3 3.23 − 34.4 4.63 −
total time 31.7 7.89 3.58 38.0 6.82 3.38 36.0 8.30 3.76
All 65.5 66.8 66.0 63.6 75.1 73.4 72.3 77.8 77.7
very-near 99.7 98.7 98.2 99.5 99.8 99.7 100 100 100
near 93.3 89.1 89.3 92.2 95.3 94.8 97.2 97.2 97.4
middle 70.6 68.2 67.6 67.4 80.3 78.5 79.8 83.0 83.1
far 40.2 44.2 43.7 36.9 55.6 53.1 51.2 61.5 61.2
very-far 23.9 33.7 31.4 21.9 44.5 41.2 33.2 47.4 46.9
表 6.5 画像データに対する検索精度 90%以上の実験結果
score ハミング距離 score∞ score1
width 32 16 32 16 32 16
K(%) 2.0 6.5 1.5 5.0 1.0 2.5
sketches(%) − 100 5.8 − 100 4.1 − 100 1.7
time(ms) 139 22.0 17.5 106 16.8 12.8 107 12.0 7.32
All 91.5 90.2 90.2 90.1 92.0 90.6 93.8 91.4 92.0
very-near 100 100 100 100 100 100 100 100 100
near 100 99.7 99.7 99.9 100 99.9 100 100 100
middle 97.4 95.4 95.4 97.3 97.3 96.6 99.1 97.3 97.7
far 84.4 82.4 82.4 81.8 85.8 83.4 88.7 85.3 86.0
very-far 76.0 73.8 73.8 71.6 77.0 73.4 81.5 74.7 76.4
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表 6.6 音データに対する検索精度 90%以上の実験結果
score ハミング距離 score∞ score1
width 32 16 32 16 32 16
K(%) 3.5 10 3.5 8.0 1.5 4.0
sketches(%) − 100 7.4 − 100 5.5 − 100 2.2
time(ms) 227 37.4 32.7 188 30.1 25.1 160 18.7 14.5
All 90.8 90.4 90.1 90.3 92.2 90.6 92.0 90.9 90.6
very-near 100 100 100 100 100 99.8 100 100 100
near 99.2 98.8 98.6 98.6 99.1 98.9 99.4 99.2 99.5
middle 93.9 92.9 92.5 92.9 94.7 93.4 95.2 94.1 94.0
far 85.2 84.2 83.5 84.3 86.8 85.7 86.9 84.6 84.1
very-far 76.0 76.3 76.2 75.8 80.5 75.9 78.6 76.6 75.4
程度，あるいは距離計算の打ち切りを行う全探索（280ミリ秒）より 2倍程度の高速化に
しかならない．16ビットスケッチでは 32ビットのときより，K は大きくする必要がある
が，8倍から 10倍高速化でき，画像データに対しては，全探索より 40倍または 20倍程
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した．各データベースごとの実験結果を表 6.9，表 6.10，表 6.11，表 6.12，表 6.13に示
している．また，それぞれの実験結果は次の項目別にまとめている．すべての値は質問ご
との平均である．
• K: 候補数 (データ件数に対する割合).
• sketches: 列挙されたスケッチ数.
• empty : 列挙されたスケッチのうち空のバケット数.
• elements: 列挙された空でないバケットの平均要素数.
• time: 検索時間 (ms)
• unsorted : データベースのソートなしでの検索時間 (ms).
• enum: スケッチの列挙にかかる時間 (ms).













表 6.7に各画像データベースのスケッチの最適ビット幅，表 6.8に score1 の列挙を用












データベース 次元数 データ数 ハミング距離 score∞ score1
Database 1 64 All 19 18 18
Database 2 36 All 19 20 19
Database 3 16 All 24 27 24
Database 4 64 1/4 17 16 16
Database 5 64 1/16 15 14 14
表 6.8 score1 の列挙を用いた検索の高速化率
データベース full search 提案手法（score1） 高速化率
No. 次元数 データ数 (ms) w K(%) (ms) ( fullscore1 )
1 64 All 551 18 1.51 4.97 111
2 36 All 331 19 0.653 1.31 253
3 16 All 136 24 0.132 0.179 759
4 64 1/4 136 16 2.37 2.02 67.4
5 64 1/16 34.1 14 3.00 0.615 55.4
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表 6.9 実験結果（Database 1：データ数 = 6.9 ×106, 特徴次元数 = 64）
優先順位付け width 16 17 18 19 20 21
K(%) 6.82 6.32 5.60 5.25 4.89 5.01
sketches 3676 6586 11271 20356 36181 71199
empty 49 287 1189 4374 12608 35817
elements 130 69 38 23 14 10
ハミング距離 time(ms) 18.8 18.1 17.0 16.8 17.2 19.7
unsorted(ms) 62.0 58.5 53.3 50.9 49.2 52.5
enum(ms) 0.697 0.695 0.718 0.858 1.08 1.55
speedup 3.39 3.33 3.23 3.14 2.99 2.80
K(%) 4.59 4.32 3.77 3.70 3.32 3.02
sketches 2407 4400 7383 13993 23944 40742
empty 29 174 730 2899 8126 19943
elements 133 71 39 23 14 10
score∞ time(ms) 12.7 11.9 11.0 11.7 11.6 12.3
unsorted(ms) 38.3 36.5 32.5 32.5 30.2 28.4
enum(ms) 0.470 0.494 0.498 0.612 0.763 0.978
speedup 3.09 3.16 3.04 2.87 2.72 2.43
K(%) 2.03 1.75 1.51 1.37 1.22 1.33
sketches 862 1377 2205 3630 5919 9640
empty 4 26 119 454 1353 3453
elements 163 89 50 30 18 13
score1 time(ms) 5.74 5.22 4.97 5.15 5.56 6.50
unsorted(ms) 18.5 16.4 14.3 13.8 13.3 13.5
enum(ms) 0.309 0.360 0.472 0.699 1.11 1.82
speedup 3.34 3.29 3.07 2.95 2.75 2.50
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表 6.10 実験結果（Database 2：データ数 = 6.9 ×106, 特徴次元数 = 36）
優先順位付け width 16 17 18 19 20 21
K(%) 3.85 3.22 2.86 2.57 2.36 2.26
sketches 1624 2472 4067 6583 10967 19047
empty 122 370 1004 2431 5393 11575
elements 177 106 64 43 29 21
ハミング距離 time(ms) 5.78 5.06 4.72 4.43 4.44 4.62
unsorted(ms) 23.3 19.9 18.0 16.5 15.5 15.3
enum(ms) 0.194 0.176 0.180 0.191 0.226 0.283
speedup 4.13 4.05 3.92 3.85 3.64 3.47
K(%) 2.03 1.75 1.60 1.40 1.29 1.17
sketches 725 1121 1859 2826 4618 7360
empty 39 128 365 860 1946 3963
elements 204 122 74 49 33 24
score∞ time(ms) 3.12 2.86 2.72 2.51 2.50 2.54
unsorted(ms) 11.77 10.48 9.62 8.62 8.18 7.59
enum(ms) 0.106 0.0980 0.103 0.106 0.124 0.146
speedup 3.86 3.76 3.64 3.55 3.38 3.11
K(%) 0.974 0.839 0.737 0.653 0.586 0.518
sketches 252 370 557 813 1227 1790
empty 5 19 56 142 330 667
elements 272 165 101 67 45 32
score1 time(ms) 1.59 1.44 1.32 1.31 1.36 1.41
unsorted(ms) 5.90 5.26 4.75 4.38 4.13 3.88
enum(ms) 0.0758 0.0868 0.108 0.144 0.206 0.300
speedup 3.86 3.82 3.83 3.64 3.39 3.22
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表 6.11 実験結果（Database 3：データ数 = 6.9 ×106, 特徴次元数 = 16）
優先順位付け width 20 22 24 26 27 28
K(%) 0.834 0.669 0.538 0.505 0.497 0.511
sketches 1190 2526 5154 13851 23512 41555
empty 743 1909 4380 12746 22191 39940
elements 129 75 48 32 26 22
ハミング距離 time(ms) 0.696 0.637 0.606 0.729 0.836 1.04
unsorted(ms) 2.61 2.23 1.92 1.98 2.09 2.34
enum(ms) 0.0496 0.0523 0.0678 0.122 0.176 0.275
speedup 3.95 3.72 3.44 3.06 2.89 2.69
K(%) 0.301 0.239 0.191 0.158 0.139 0.130
sketches 172 326 590 1190 1657 2421
empty 59 164 380 921 1362 2092
elements 184 102 63 40 33 27
score∞ time(ms) 0.269 0.237 0.215 0.205 0.204 0.209
unsorted(ms) 1.02 0.845 0.718 0.635 0.586 0.573
enum(ms) 0.0190 0.0191 0.0212 0.0276 0.0323 0.0404
speedup 3.99 3.80 3.60 3.42 3.23 3.16
K(%) 0.229 0.172 0.132 0.107 0.0990 0.0901
sketches 90 144 226 400 550 704
empty 18 47 105 244 370 507
elements 219 122 75 47 38 32
score1 time(ms) 0.216 0.196 0.179 0.206 0.231 0.265
unsorted(ms) 0.821 0.670 0.563 0.525 0.533 0.541
enum(ms) 0.0234 0.0300 0.0429 0.0739 0.103 0.136
speedup 4.14 3.85 3.83 3.40 3.36 3.14
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表 6.12 実験結果（Database 4：データ数 = 6.9 ×106/4, 特徴次元数 = 64）
優先順位付け width 15 16 17 18 19 20
K(%) 8.95 8.21 6.92 6.86 6.97 7.23
sketches 2565 4564 7356 14396 28223 56808
empty 27 175 806 3313 10914 31267
elements 243 129 73 43 28 20
ハミング距離 time(ms) 6.53 6.22 5.65 6.18 6.99 8.41
unsorted(ms) 22.48 20.90 17.93 18.39 19.41 21.31
enum(ms) 0.254 0.271 0.280 0.407 0.620 0.966
speedup 3.54 3.47 3.29 3.12 2.95 2.73
K(%) 5.81 5.25 4.58 4.22 4.00 3.86
sketches 1634 2882 4797 8587 15581 28629
empty 16 109 517 1906 5882 15333
elements 248 131 74 44 28 20
score∞ time(ms) 4.26 4.06 3.77 3.95 4.35 4.88
unsorted(ms) 13.84 12.72 11.33 10.81 10.63 10.84
enum(ms) 0.166 0.176 0.206 0.263 0.381 0.555
speedup 3.34 3.23 3.12 2.86 2.58 2.38
K(%) 2.83 2.37 2.07 1.83 1.61 1.37
sketches 679 1074 1729 2847 4556 6839
empty 3 22 116 437 1278 2882
elements 289 156 89 53 34 24
score1 time(ms) 2.26 2.02 2.04 2.24 2.58 3.01
unsorted(ms) 7.17 6.34 5.81 5.41 5.41 5.40
enum(ms) 0.158 0.208 0.297 0.476 0.777 1.195
speedup 3.33 3.39 3.16 2.80 2.56 2.31
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表 6.13 実験結果（Database 5：データ数 = 6.9 ×106/16, 特徴次元数 = 64）
優先順位付け width 13 14 15 16 17 18
K(%) 10.50 8.83 8.37 7.80 7.58 7.84
sketches 774 1274 2383 4335 8195 16703
empty 1 18 142 158 2428 7819
elements 937 485 258 146 91 61
ハミング距離 time(ms) 1.92 1.69 1.67 1.69 1.84 2.17
unsorted(ms) 5.48 4.70 4.56 4.37 4.41 4.87
enum(ms) 0.0739 0.0721 0.0888 0.118 0.176 0.298
speedup 2.93 2.87 2.82 2.71 2.55 2.44
K(%) 6.84 6.35 5.93 5.50 4.80 4.67
sketches 496 901 1646 2974 5040 9434
empty 1 12 92 432 1451 4293
elements 954 493 263 149 92 63
score∞ time(ms) 1.26 1.21 1.21 1.24 1.22 1.42
unsorted(ms) 3.50 3.29 3.14 3.02 2.77 2.86
enum(ms) 0.0515 0.0551 0.0658 0.0880 0.122 0.191
speedup 2.86 2.81 2.68 2.54 2.41 2.18
K(%) 3.66 3.00 2.67 2.39 2.14 1.85
sketches 239 372 627 1067 1792 2844
empty 0 2 21 108 392 1045
elements 1057 560 304 172 106 71
score1 time(ms) 0.728 0.615 0.656 0.696 0.821 1.01
unsorted(ms) 1.97 1.66 1.56 1.54 1.56 1.62
enum(ms) 0.0513 0.0653 0.100 0.170 0.273 0.451










したがって，状況によっては，score1 による検索速度が score∞ による検索速度よりも遅
くなる場合がある．たとえば，27ビット以上のスケッチの場合，score1 による検索時間




距離下限値に基づくスコア score1 と score∞ の課題は，ハミング距離よりも正確な優




ことを示した．たとえば，特徴次元数 64の約 690万件の画像データベース（Database 1）
の場合，18ビットまたは 19ビットのスケッチを使用した検索が最も高速である．次元数
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