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Abstract—Battery energy storage systems (BESSs) can play 
a key role in mitigating the intermittency and uncertainty 
associated with adding large amounts of wind energy to the bulk 
power system (BPS). Lithium-ion (LI) BESSs are the industry 
standard in this regard because of their very high efficiency, high 
energy density, and faster response time. However, they possess 
relatively lower lifetimes, and low discharge durations. 
Vanadium redox flow (VRF) BESSs, an upcoming technology, 
can be completely discharged with minimal battery damage, and 
have very long lifecycles. However, the higher initial investment 
costs and complicated modeling of VRF BESSs are impediments 
to their widespread use. This paper first quantifies the 
uncertainty associated with wind energy and system load in the 
BPS using mixture models. Next, a fixed-flexible BESS allocation 
scheme is proposed that exploits the complementary benefits of 
LI and VRF BESSs to attain optimal techno-economic benefits. 
Studies carried out on relatively large transmission networks 
demonstrate that benefits such as reduction in system operation 
cost, wind spillage, voltage fluctuations, and discounted payback 
period, can be realized by using the proposed scheme.  
  
Index terms—Bivariate piecewise linearization, fixed-flexible 
BESS, mixed integer linear program (MILP), mixture model, 
Vanadium redox flow (VRF), wind energy. 
I. INTRODUCTION 
VER the last few decades, rapid growth in wind 
penetration has been observed in power systems across 
the world, with the global installed wind power capacity 
expected to reach almost 850 GW by 2022 [1]. However, the 
intermittency and randomness of wind power can result in 
supply-demand imbalance, which can then lead to detrimental 
impacts on stability and reliability of the BPS. Energy storage 
systems are a viable solution in this regard because by acting 
as buffers, they can help manage the system variability. 
However, the initial capital and maintenance costs for energy 
storage systems, in general, and BESSs, in particular, are 
relatively high [2]. Therefore, it is critical to optimally size 
and site BESSs, especially for large networks. Doing so will 
also provide additional benefits such as transmission 
congestion alleviation and network upgrade deferral [3].  
LI BESS is the most commonly used BESS because of its 
very high efficiency, high energy density, and faster response 
time [4]. However, it possesses relatively shorter lifetime, and 
low discharge duration [5]. The mathematical model of LI 
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BESS operation is also non-linear because its charge/discharge 
power limits vary as a function of its state-of-charge (SOC) 
[6]. Unlike LI BESS, one unique aspect of VRF BESS is that 
its cyclic degradation and self-discharge rates are extremely 
low, resulting in VRF BESS having very long lifecycles [2]. 
Other favorable features of VRF BESS include [7]-[9]: the 
ability to completely discharge with minimal battery damage; 
their power and energy capacities can be scaled independently 
to MW and MWh levels; and the ability to discharge power 
for a longer duration. Several current or proposed MW-level 
VRF BESS installations in the US and the world can be found 
in [10]. However, in addition to their relatively high initial 
investment cost, a unique challenge associated with modeling 
VRF BESS operation is that the mathematical expressions for 
its charging/discharging input powers and efficiencies are 
highly non-linear, as they are a function of the SOC as well as 
the charging/discharging output powers [11].  
As the techno-economic benefits offered by VRF BESS 
complement those offered by the more widely-used LI BESS, 
in this paper, we propose the usage of a novel mixed BESS 
allocation scheme for transmission networks with high 
penetration of wind energy. Since wind and load profiles vary 
significantly throughout the year, the BESS requirements 
computed for a particular season may not be sufficient for a 
different season. This problem is addressed by placing fixed LI 
BESSs at strategic locations throughout the year, while 
strategically-placed flexible VRF BESSs are made to operate 
only during certain seasons (in which more violations in 
operational constraints due to variations in wind and load are 
observed). We also design a unique scenario generation 
methodology where seasonal variations of wind and load are 
expressed as Weibull mixture and Gaussian mixture models, 
respectively.  
The main contributions of this paper are:  
1. Design of a techno-economically viable fixed-flexible 
BESS allocation scheme for large transmission networks. 
2. Bivariate piecewise linearization of the highly non-linear 
VRF BESS model. An enhanced mixed integer linear 
optimization model of LI BESS is also incorporated in the 
BESS allocation framework. 
3. Modeling of (VRF and LI) BESS, tap-changing under load 
(TCUL) transformers, and wind energy resources with both 
active and reactive power capabilities. Modeling of BESS 
degradation cost and self-discharge is also considered in 
the optimization model. 
4. Quantification of the uncertainty associated with wind 
energy and system load using mixture models and 
submodular scenario reduction (SSR). 
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II. RELATED WORKS 
In order to justify the need for a new BESS allocation 
scheme, we first identify research gaps found in relevant prior 
work [11]-[22]. The gaps identified are summarized below. 
• Recent work on modeling and optimally siting/sizing of 
VRF BESSs, in particular, has been limited to microgrids 
or distribution networks [11]-[15]. It is important to study 
the problem of optimally allocating VRF BESS in large 
transmission networks as several VRF BESSs have been 
(or will be) deployed at the transmission level [7]-[10]. 
Also, distribution-level optimal BESS allocation methods 
may not be directly applicable to transmission grids [16]. 
• The usage of metaheuristic techniques (e.g., genetic 
algorithm (GA), particle swarm optimization (PSO)) in 
[12], [15], [17], [18] for BESS allocation introduced 
difficulties in algorithm parameter selection, low 
convergence rates, and premature convergence [23]. 
Dynamic programming, which was used in [13], [14] can 
be computationally inefficient for large power networks. 
• Non-linearities associated with BESS operation were not 
modeled in [16]-[22]. For example, the charge/discharge 
power limits of LI BESSs vary as a function of their SOC 
[6] and are not constant. 
• Lastly, [11]-[22] did not model the reactive power 
capability of BESSs, which can substantially contribute to 
bus voltage profile improvement. 
III. SCENARIO-BASED PROBLEM FORMULATION FOR FIXED 
AND FLEXIBLE BESS ALLOCATION 
A. Wind power output and load scenario generation 
Accurate and efficient generation of scenarios for uncertain 
load and wind power output is a key step in solving large-scale 
power system planning problems. It was shown in [24] that 
Gaussian mixture models (GMMs) give a good representation 
of system load. Similarly, Weibull distribution was found to 
be a good model for wind [18]. For the scenario generation 
task, we first collected wind power output and system load 
data for twelve years (2007-2018) from Bonneville Power 
Administration (BPA) [25]. For the BPA dataset, we found 
that using both GMMs and Weibull mixture models (WMMs) 
provided better representations of seasonal variations in 
system load and wind power output, respectively, than their 
single-component counterparts. We built GMMs/WMMs by 
using the BPA system load/wind power output data from 
January 1, 2007 to December 31, 2015 (training dataset). The 
testing dataset comprised of the data from January 1, 2016 to 
December 31, 2018. A 3-component GMM and a 2-
component WMM were found to be good fits for the BPA 
load and wind power output data, respectively. 
Using the GMMs and WMMs obtained above, a large 
number of scenarios were initially created. Then, to improve 
the computational performance and validity of the results, SSR 
[26] was used to identify distinct scenarios that are likely-to-
occur. The SSR algorithm is an accelerated greedy algorithm 
which maximizes a specific submodular function by using a 
similarity matrix generated for scenario pairs (using a radial 
basis kernel function and an 𝑙2-norm). The reduced scenario-
sets generated by SSR and fast backward scenario reduction 
[26] algorithms are identical, but the former generates those 
scenarios in a shorter time-period.  
Fig. 1 shows the variations of the original system load for 
the test dataset. Fig. 2 shows the variation of 100 summer load 
scenarios (generated by using the GMMs and SSR). It is 
observed from Figs. 1 and 2 that the general shapes of the load 
curves are nearly the same. Similar results were also obtained 
for the other seasons considering both system load and wind 
power output. 
 
 
Fig. 1. Variation of original BPA system daily load during the summer season. 
 
 
Fig. 2. Variation of 100 summer daily load scenarios generated by using 
GMMs and SSR. 
B. Problem formulation 
In this section, we utilize scenarios of wind power output 
and system load generated in Section III-A to develop the 
problem formulation for fixed LI and flexible VRF BESS 
allocation in transmission networks. The role of TCUL 
transformers in attaining the desired objectives (reduce line 
power losses, minimize bus voltage fluctuations and lower 
operation costs) is also investigated. The proposed algorithm, 
called FixedFlexibleBESSAllocation, is shown in Fig. 3, 
where 𝑇𝑆𝑒𝑡 and 𝐵𝐴𝑙𝑙𝑜𝑐 are optimization formulations that 
determine season-wise TCUL transformer tap-settings and 
fixed and/or flexible BESS allocation, respectively. 
𝐴𝑇𝑆𝑒𝑡 , 𝐴𝐵𝐴𝑙𝑙𝑜𝑐 ∈ ℝ
3; the first dimension representing the 
number of buses/branches in the system, the second dimension 
representing the number of variables in the system (e.g., BESS 
energy capacity, BESS power capacity, TCUL transformer 
setting, etc.), and the third dimension representing the number 
of seasons (represented by 𝑠). 𝑉𝑖𝑜𝑙 and 𝐶𝑜𝑠𝑡 determine the 
season-wise power/voltage limit violations and system 
operation cost and are obtained from 𝐴𝑇𝑆𝑒𝑡 and 𝐴𝐵𝐴𝑙𝑙𝑜𝑐 . 
The problem formulation for a season in TSet is described 
by (1)-(33), with (1) being the objective function. 
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Algorithm: FixedFlexibleBESSAllocation 
Input[𝑆𝑃]: Season-wise sets of system parameters and initial variable values 
Output[𝛢]: Optimal values of system variables, including settings of TCUL 
transformers and sites and sizes of fixed and/or flexible BESSs for all seasons  
𝐴𝑇𝑆𝑒𝑡,𝑠 ← 0, 𝐴𝐵𝐴𝑙𝑙𝑜𝑐,𝑠 ← 0, 𝑉𝑖𝑜𝑙𝑇𝑆𝑒𝑡 ← 0, 𝑂𝑝𝐶𝑜𝑠𝑡𝑇𝑆𝑒𝑡 ← 0, 𝑉𝑖𝑜𝑙𝐵𝐴𝑙𝑙𝑜𝑐 ← 0, 
𝑂𝑝𝐶𝑜𝑠𝑡𝐵𝐴𝑙𝑙𝑜𝑐 ← 0, 𝑆 ← {𝑊𝑖𝑛𝑡𝑒𝑟(1), 𝑆𝑝𝑟𝑖𝑛𝑔(2), 𝑆𝑢𝑚𝑚𝑒𝑟(3), 𝐹𝑎𝑙𝑙(4)} 
for each 𝑠 ∈ 𝑆 do 
𝐴𝑇𝑆𝑒𝑡,𝑠 ≔ 𝑇𝑆𝑒𝑡(𝑆𝑃𝑠) 
𝐴𝐵𝐴𝑙𝑙𝑜𝑐,𝑠 ≔ 𝐵𝐴𝑙𝑙𝑜𝑐(𝑆𝑃𝑠) 
𝑉𝑖𝑜𝑙𝑇𝑆𝑒𝑡 ← 𝑉𝑖𝑜𝑙𝑇𝑆𝑒𝑡 + 𝑉𝑖𝑜𝑙(𝐴𝑇𝑆𝑒𝑡,𝑠) 
𝑂𝑝𝐶𝑜𝑠𝑡𝑇𝑆𝑒𝑡 ← 𝑂𝑝𝐶𝑜𝑠𝑡𝑇𝑆𝑒𝑡 +𝑂𝑝𝐶𝑜𝑠𝑡(𝐴𝑇𝑆𝑒𝑡,𝑠) 
𝑉𝑖𝑜𝑙𝐵𝐴𝑙𝑙𝑜𝑐 ← 𝑉𝑖𝑜𝑙𝐵𝐴𝑙𝑙𝑜𝑐 + 𝑉𝑖𝑜𝑙(𝐴𝐵𝐴𝑙𝑙𝑜𝑐,𝑠) 
𝑂𝑝𝐶𝑜𝑠𝑡𝐵𝐴𝑙𝑙𝑜𝑐 ← 𝑂𝑝𝐶𝑜𝑠𝑡𝐵𝐴𝑙𝑙𝑜𝑐 + 𝑂𝑝𝐶𝑜𝑠𝑡(𝐴𝐵𝐴𝑙𝑙𝑜𝑐,𝑠) 
end for 
if 𝑉𝑖𝑜𝑙𝑇𝑆𝑒𝑡 = 0 & 𝑉𝑖𝑜𝑙𝐵𝐴𝑙𝑙𝑜𝑐 = 0 then  
if 𝑂𝑝𝐶𝑜𝑠𝑡𝑇𝑆𝑒𝑡 −𝑂𝑝𝐶𝑜𝑠𝑡𝐵𝐴𝑙𝑙𝑜𝑐 <= 0 then  
𝛢 ≔ 𝐴𝑇𝑆𝑒𝑡 
else 
𝛢 ≔ 𝐴𝐵𝐴𝑙𝑙𝑜𝑐  
end if 
else 
𝛢 ≔ 𝐴𝐵𝐴𝑙𝑙𝑜𝑐  
end if 
Fig. 3. Algorithm for the proposed fixed-flexible BESS allocation scheme. 
 
𝑀𝑖𝑛: 𝐶𝑂𝑃,𝐵𝐴𝑆𝐸
𝑠 = ∑ 𝑝𝑠,𝜓 [∑{∑(𝐶𝐺𝑔,𝑡
𝑠,𝜓
+ 𝑆𝑈𝐶𝑔𝜚𝑔,𝑡
𝑠,𝜓
+ 𝑆𝐷𝐶𝑔𝜅𝑔,𝑡
𝑠,𝜓)
𝑁𝑔
𝑔=1
𝑇𝑠
𝑡=1
𝛯𝑠
𝜓=1
+ 𝑐𝑒𝑚∑𝑃𝐺𝑔,𝑡
𝑠,𝜓
𝑁𝑔
𝑔=1
+ 𝑐𝑝𝑙∑𝑃𝑙𝑙,𝑡
𝑠,𝜓
𝑁𝑙
𝑙=1
+ 𝑐𝑠𝑝∑𝑊𝑃𝑆𝑔,𝑡
𝑠,𝜓
𝑁𝑔
𝑔=1
+∑(𝑐𝑣𝑗)𝐵𝑉𝑗,𝑡
𝑠,𝜓
𝑁
𝑗=1
}]                                                    (1) 
In (1), 𝐶𝐺𝑔,𝑡
𝑠,𝜓
 is the conventional generator’s piecewise 
linearized cost function. The indices 𝜓, 𝑡, 𝑔, 𝑙, 𝑠 and 𝑗 denote 
the indices for scenario, time-instant, generating unit, 
transmission line, season, and bus, respectively. The 
parameters, 𝛯𝑠, 𝑝
𝑠,𝜓, 𝑇𝑠, 𝑆𝑈𝐶𝑔, 𝑆𝐷𝐶𝑔, 𝑐𝑒𝑚, 𝑐𝑝𝑙, 𝑐𝑠𝑝, and 𝑐𝑣𝑗  
denote the number of scenarios, scenario probability, time-
instants, start-up cost, shut-down cost, emission cost, active 
power loss cost, wind spillage cost, and voltage deviation 
penalty factor for bus 𝑗, respectively. The variables 𝑃𝐺𝑔,𝑡
𝑠,𝜓
, 
𝜚𝑔,𝑡
𝑠,𝜓
, 𝜅𝑔,𝑡
𝑠,𝜓
, 𝑃𝑙𝑙,𝑡
𝑠,𝜓
, 𝑊𝑃𝑆𝑡
𝑠,𝜓
, and 𝐵𝑉𝑗,𝑡
𝑠,𝜓
 denote the active power 
generation, start-up status, shut-down status, active power 
loss, wind power spilled, and bus voltage deviation, 
respectively. The value of 𝑐𝑣𝑗 for 𝑗 ∈ {1, …𝑁} is set such that 
the minimization of voltage deviations does not dominate the 
minimization of other cost components in (1). The constraints 
imposed on 𝐶𝑂𝑃,𝐵𝐴𝑆𝐸
𝑠  are as follows.  
1) Piecewise linearized generator cost function: 
𝐶𝐺𝑔,𝑡
𝑠,𝜓
= 𝑐2(𝑃𝐺𝑔,𝑡
𝑠,𝜓)
2
+ 𝑐1𝑃𝐺𝑔,𝑡
𝑠,𝜓
+ 𝑐0, ∀𝑔, 𝑡, 𝜓.                                           (2) 
𝑃𝐺𝑔,𝑡
𝑠,𝜓
=∑Δ𝑃𝐺𝑔,𝑡
𝑠,𝜓(𝑝)
𝐿
𝑝=1
, ∀𝑔, 𝑡, 𝜓.                                                                  (3) 
0 ≤ Δ𝑃𝐺𝑔,𝑡
𝑠,𝜓(𝑝) ≤ 𝑃𝐺𝑔
𝑠,𝑚𝑎𝑥/𝐿, ∀𝑔, 𝑡, 𝜓.                                                        (4) 
𝐶𝐺𝑔,𝑡
𝑠,𝜓
=∑𝑚𝑔(𝑝)Δ𝑃𝐺𝑔,𝑡
𝑠,𝜓(𝑝)
𝐿
𝑝=1
+ 𝑐0, ∀𝑔, 𝑡, 𝜓.                                             (5) 
𝑚𝑔(𝑝) = (2𝑝 − 1)𝑐2 (
𝑃𝐺𝑔
𝑠,𝑚𝑎𝑥
𝐿
) + 𝑐1, ∀𝑔, 𝑝.                                             (6) 
In (2)-(6), Δ𝑃𝐺𝑔,𝑡
𝑠,𝜓(𝑝), 𝑃𝐺𝑔
𝑠,𝑚𝑎𝑥
, 𝑚𝑔(𝑝) and 𝐿 are the 𝑝th 
linear section of the output of generator 𝑔, maximum 
generator capacity, slope of the 𝑝th linear section for generator 
𝑔, and total piecewise linear segments, respectively. 
2) Conventional generator operational constraints: 
𝑃𝐺𝑔,𝑡
𝑠,𝜓
− 𝑃𝐺𝑔,𝑡−1
𝑠,𝜓
≤ 𝑅𝑈𝑔, 𝑃𝐺𝑔,𝑡−1
𝑠,𝜓
− 𝑃𝐺𝑔,𝑡
𝑠,𝜓
≤ 𝑅𝐷𝑔, ∀𝑡, 𝜓, 𝑔.                    (7) 
(𝑂𝑁𝑇𝑔,𝑡
𝑠,𝜓
−𝑀𝑈𝑇𝑔)(𝜒𝑔,𝑡−1
𝑠,𝜓
− 𝜒𝑔,𝑡
𝑠,𝜓)
≥ 0, (𝑂𝐹𝑇𝑔,𝑡
𝑠,𝜓
−𝑀𝐷𝑇𝑔)(𝜒𝑔,𝑡
𝑠,𝜓
− 𝜒𝑔,𝑡−1
𝑠,𝜓 ) ≥ 0 
∀𝑡, 𝜓, 𝑔.                                                                                                                (8) 
𝜒𝑔,𝑡
𝑠,𝜓
− 𝜒𝑔,𝑡−1
𝑠,𝜓
≤ 𝜚𝑔,𝑡
𝑠,𝜓
, 𝜒𝑔,𝑡−1
𝑠,𝜓
− 𝜒𝑔,𝑡
𝑠,𝜓
≤ 𝜅𝑔,𝑡
𝑠,𝜓
, 𝜒𝑔,𝑡
𝑠,𝜓
− 𝜒𝑔,𝑡−1
𝑠,𝜓
= 𝜚𝑔,𝑡
𝑠,𝜓
− 𝜅𝑔,𝑡
𝑠,𝜓
, 𝜚𝑔,𝑡
𝑠,𝜓
+ 𝜅𝑔,𝑡
𝑠,𝜓
≤ 1, ∀𝑡, 𝜓, 𝑔.               (9) 
𝑃𝐺𝑔
𝑠,𝑚𝑖𝑛𝜒𝑔,𝑡
𝑠,𝜓
≤ 𝑃𝐺𝑔,𝑡
𝑠,𝜓
≤ 𝑃𝐺𝑔
𝑠,𝑚𝑎𝑥𝜒𝑔,𝑡
𝑠,𝜓
, 𝑄𝐺𝑔
𝑠,𝑚𝑖𝑛𝜒𝑔,𝑡
𝑠,𝜓
≤ 𝑄𝐺𝑔,𝑡
𝑠,𝜓
≤ 𝑄𝐺𝑔
𝑠,𝑚𝑎𝑥𝜒𝑔,𝑡
𝑠,𝜓
, ∀𝑡, 𝜓, 𝑔.                                         (10) 
In (7)-(10), 𝑅𝑈𝑔, 𝑅𝐷𝑔, 𝑂𝑁𝑇𝑔,𝑡
𝑠,𝜓
, 𝑀𝑈𝑇𝑔, 𝜒𝑔,𝑡
𝑠,𝜓
, 𝑂𝐹𝑇𝑔,𝑡
𝑠,𝜓
, 
𝑀𝐷𝑇𝑔 and 𝑄𝐺𝑔,𝑡
𝑠,𝜓
 represent the ramp-up limit, ramp-down 
limit, generator on-time, minimum up-time, unit commitment 
status, generator off-time, minimum down-time and reactive 
power generation, respectively. 
3) Power balance constraint: 
∑𝑃𝐺𝑔,𝑡
𝑠,𝜓
𝑁𝑔
𝑔=1
+∑(𝑃𝑊𝑔,𝑡
𝑠,𝜓
−𝑊𝑃𝑆𝑔,𝑡
𝑠,𝜓)
𝑁𝑔
𝑔=1
=∑𝑃𝐷𝑗,𝑡
𝑠,𝜓
𝑁
𝑗=1
+∑𝑃𝑙𝑙,𝑡
𝑠,𝜓
𝑁𝑙
𝑙=1
, ∀𝑡, 𝜓.                             (11) 
In (11), 𝑃𝑊𝑔,𝑡
𝑠,𝜓
, 𝑊𝑃𝑆𝑔,𝑡
𝑠,𝜓
 and 𝑃𝐷𝑗,𝑡
𝑠,𝜓
 refer to the wind power 
output, wind power spilled, and power demand, respectively. 
4) Linearized power flow constraints:  
𝑃𝐺𝑗,𝑡
𝑠,𝜓
+ 𝑃𝑊𝑗,𝑡
𝑠,𝜓
−𝑊𝑃𝑆𝑗,𝑡
𝑠,𝜓
− 𝑃𝐷𝑗,𝑡
𝑠,𝜓
 
=∑{(1 + Δ𝑉𝑗,𝑡
𝑠,𝜓
+ Δ𝑉𝑘,𝑡
𝑠,𝜓)𝐺𝑗,𝑘 + (𝛿𝑗,𝑡
𝑠,𝜓
− 𝛿𝑘,𝑡
𝑠,𝜓)𝐵𝑗,𝑘}
𝑁
𝑘=1
, ∀𝑗, 𝑡, 𝜓.           (12) 
𝑄𝐺𝑗,𝑡
𝑠,𝜓
+ 𝑄𝑊𝑗,𝑡
𝑠,𝜓
− 𝑄𝐷𝑗,𝑡
𝑠,𝜓
 
=∑{(𝛿𝑗,𝑡
𝑠,𝜓
− 𝛿𝑘,𝑡
𝑠,𝜓)𝐺𝑗,𝑘 − (1 + Δ𝑉𝑗,𝑡
𝑠,𝜓
+ Δ𝑉𝑘,𝑡
𝑠,𝜓)𝐵𝑗,𝑘}
𝑁
𝑘=1
, ∀𝑗, 𝑡, 𝜓.           (13) 
In (12) and (13), Δ𝑉𝑗,𝑡
𝑠,𝜓
, 𝐺𝑗,𝑘, 𝐵𝑗,𝑘, 𝛿𝑗,𝑡
𝑠,𝜓
, 𝑄𝑊𝑗,𝑡
𝑠,𝜓
 and 𝑄𝐷𝑗,𝑡
𝑠,𝜓
 
represent the bus voltage deviation, real part of bus admittance 
matrix, imaginary part of admittance matrix, phase angle, 
wind resource’s reactive power output, and reactive power 
demand, respectively. 
5) Linearized branch power flow constraints: 
𝑃𝑗,𝑘,𝑡
𝑠,𝜓
= (Δ𝑉𝑗,𝑡
𝑠,𝜓
− Δ𝑉𝑘,𝑡
𝑠,𝜓)𝑔𝑗,𝑘 − (𝛿𝑗,𝑡
𝑠,𝜓
− 𝛿𝑘,𝑡
𝑠,𝜓)𝑏𝑗,𝑘 , ∀𝑗, 𝑘, 𝑡, 𝜓.                (14) 
𝑄𝑗,𝑘,𝑡
𝑠,𝜓
= −(1 + 2Δ𝑉𝑗,𝑡
𝑠,𝜓)𝑏𝑗,𝑘0 − (Δ𝑉𝑗,𝑡
𝑠,𝜓
− Δ𝑉𝑘,𝑡
𝑠,𝜓)𝑏𝑗,𝑘
− (𝛿𝑗,𝑡
𝑠,𝜓
− 𝛿𝑘,𝑡
𝑠,𝜓)𝑔𝑗,𝑘 , ∀𝑗, 𝑘, 𝑡, 𝜓.                              (15) 
𝑃𝑘,𝑗,𝑡
𝑠,𝜓
= −(Δ𝑉𝑗,𝑡
𝑠,𝜓
− Δ𝑉𝑘,𝑡
𝑠,𝜓)𝑔𝑗,𝑘 + (𝛿𝑗,𝑡
𝑠,𝜓
− 𝛿𝑘,𝑡
𝑠,𝜓)𝑏𝑗,𝑘 , ∀𝑗, 𝑘, 𝑡, 𝜓.            (16) 
𝑄𝑘,𝑗,𝑡
𝑠,𝜓
= −(1 + 2Δ𝑉𝑘,𝑡
𝑠,𝜓)𝑏𝑗,𝑘0 + (Δ𝑉𝑗,𝑡
𝑠,𝜓
− Δ𝑉𝑘,𝑡
𝑠,𝜓)𝑏𝑗,𝑘
+ (𝛿𝑗,𝑡
𝑠,𝜓
− 𝛿𝑘,𝑡
𝑠,𝜓)𝑔𝑗,𝑘 , ∀𝑗, 𝑘, 𝑡, 𝜓.                              (17) 
𝑆𝑗,𝑘
𝑠,𝑚𝑖𝑛 ≤ √(𝑃𝑗,𝑘,𝑡
𝑠,𝜓
)
2
+ (𝑄𝑗,𝑘,𝑡
𝑠,𝜓
)
2
≤ 𝑆𝑗,𝑘
𝑠,𝑚𝑎𝑥 , ∀𝑗, 𝑘, 𝑡, 𝜓.                              (18) 
In (14)-(18), 𝑃𝑗,𝑘,𝑡
𝑠,𝜓
, 𝑄𝑗,𝑘,𝑡
𝑠,𝜓
, 𝑔𝑗,𝑘, 𝑏𝑗,𝑘, 𝑆𝑗,𝑘
𝑠,𝑚𝑖𝑛
 and 𝑆𝑗,𝑘
𝑠,𝑚𝑖𝑛
 
represent active power flow, reactive power flow, line 
conductance, line susceptance, and minimum and maximum 
limits of apparent power flow, respectively. 
6) Linearized TCUL transformer power flow constraints: 
𝑃𝑇𝑘,𝑡
𝑠,𝜓
= (Δ𝑉𝑘,𝑡
𝑠,𝜓
− Δ𝑉𝑗,𝑡
𝑠,𝜓
− Δ𝑟𝑗,𝑘,𝑡
𝑠,𝜓)𝑔𝑗,𝑘
− (𝛿𝑘,𝑡
𝑠,𝜓
− 𝛿𝑗,𝑡
𝑠,𝜓)𝑏𝑗,𝑘 , ∀𝑗, 𝑘, 𝑡, 𝜓.                               (19) 
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𝑄𝑇𝑘,𝑡
𝑠,𝜓
= (Δ𝑉𝑗,𝑡
𝑠,𝜓
− Δ𝑉𝑘,𝑡
𝑠,𝜓
+ Δ𝑟𝑗,𝑘,𝑡
𝑠,𝜓)𝑏𝑗,𝑘
− (𝛿𝑘,𝑡
𝑠,𝜓
− 𝛿𝑗,𝑡
𝑠,𝜓)𝑔𝑗,𝑘 , ∀𝑗, 𝑘, 𝑡, 𝜓.                              (20) 
𝑃𝑇𝑗,𝑡
𝑠,𝜓
= (Δ𝑟𝑗,𝑘,𝑡
𝑠,𝜓
− Δ𝑉𝑘,𝑡
𝑠,𝜓)𝑔𝑗,𝑘 − (𝛿𝑗,𝑡
𝑠,𝜓
− 𝛿𝑘,𝑡
𝑠,𝜓)𝑏𝑗,𝑘, ∀𝑗, 𝑘, 𝑡, 𝜓.              (21) 
𝑄𝑇𝑗,𝑡
𝑠,𝜓
= (Δ𝑉𝑘,𝑡
𝑠,𝜓
− Δ𝑟𝑗,𝑘,𝑡
𝑠,𝜓)𝑏𝑗,𝑘 − (𝛿𝑗,𝑡
𝑠,𝜓
− 𝛿𝑘,𝑡
𝑠,𝜓)𝑔𝑗,𝑘, ∀𝑗, 𝑘, 𝑡, 𝜓.             (22) 
Δ𝑟𝑗,𝑘
𝑠,𝑚𝑖𝑛 ≤ Δ𝑟𝑗,𝑘,𝑡
𝑠,𝜓
≤ Δ𝑟𝑗,𝑘
𝑠,𝑚𝑎𝑥 , ∀𝑗, 𝑘, 𝑡, 𝜓.                                                       (23) 
In (19)-(23), 𝑃𝑇𝑘,𝑡
𝑠,𝜓
, 𝑄𝑇𝑘,𝑡
𝑠,𝜓
 and Δ𝑟𝑗,𝑘,𝑡
𝑠,𝜓
 represent line active 
power flow, reactive power flow and deviation in magnitude 
of TCUL transformer tap setting, respectively. Equations (12)-
(23) are derived from the original non-convex, non-linear 
formulations by assuming that in a large transmission network, 
bus voltage magnitudes and TCUL transformer tap-settings 
remain ≈1.0 p.u. and the angle difference across the lines are 
small enough so that sin(𝛿𝑙,𝑡
𝑠,𝜓) ≈ 𝛿𝑙,𝑡
𝑠,𝜓
 and cos(𝛿𝑙,𝑡
𝑠,𝜓) ≈ 1 [28]. 
7) Linearized power loss constraints: 
𝑃𝑙𝑙,𝑡
𝑠,𝜓
= 𝑔𝑙∑𝑚𝑙(𝑝)Δ𝛿𝑙,𝑡
𝑠,𝜓
(𝑝)
𝐿
𝑝=1
, ∀𝑙, 𝑡, 𝜓.                                                     (24) 
𝛿𝑙,𝑡
𝑠,𝜓
= (𝛿𝑙,𝑡
𝑠,𝜓)
+
− (𝛿𝑙,𝑡
𝑠,𝜓)
−
, ∀𝑙, 𝑡, 𝜓.                                                              (25) 
∑Δ𝛿𝑙,𝑡
𝑠,𝜓
(𝑝)
𝐿
𝑝=1
= (𝛿𝑙,𝑡
𝑠,𝜓)
+
+ (𝛿𝑙,𝑡
𝑠,𝜓)
−
, ∀𝑙, 𝑡, 𝜓.                                              (26) 
0 ≤ (𝛿𝑙,𝑡
𝑠,𝜓)
+
≤ 𝛼𝑙
𝑠𝛿𝑙
𝑠,𝑚𝑎𝑥 , 0 ≤ (𝛿𝑙,𝑡
𝑠,𝜓)
−
≤ (1 − 𝛼𝑙
𝑠)𝛿𝑙
𝑠,𝑚𝑎𝑥 , ∀𝑙, 𝑡, 𝜓.    (27) 
0 ≤ Δ𝛿𝑙,𝑡
𝑠,𝜓
(𝑝) ≤
𝛿𝑙
𝑠,𝑚𝑎𝑥
𝐿
, ∀𝑙, 𝑡, 𝜓.                                                                 (28) 
𝑚𝑙(𝑝) = (2𝑝 − 1)
𝛿𝑙
𝑠,𝑚𝑎𝑥
𝐿
, ∀𝑙, 𝑝.                                                                  (29) 
−𝛿𝑙
𝑠,𝑚𝑎𝑥 ≤ 𝛿𝑙,𝑡
𝑠,𝜓
≤ 𝛿𝑙
𝑠,𝑚𝑎𝑥 , ∀𝑙, 𝑡, 𝜓.                                                              (30) 
In (24)-(30), 𝑚𝑙(𝑝), Δ𝛿𝑙,𝑡
𝑠,𝜓
(𝑝), (𝛿𝑙,𝑡
𝑠,𝜓
)
+
, (𝛿𝑙,𝑡
𝑠,𝜓
)
−
 and 𝛼𝑙
𝑠 
represent the slope of the 𝑝th piecewise linear block, 𝑝th 
piecewise linear block for the 𝑙th line, first slack variable, 
second slack variable and binary variable for 𝑙th line, 
respectively. Equations (24)-(30) are based on the piecewise 
linearization of the original non-convex network loss 
equations [27]. 
8) Wind energy resource constraints: 
𝑊𝑖𝑛𝑑 𝑠𝑝𝑖𝑙𝑙𝑎𝑔𝑒: 0 ≤ 𝑊𝑃𝑆𝑔,𝑡
𝑠,𝜓
≤ 𝑃𝑊𝑔,𝑡
𝑠,𝜓
, ∀𝑔, 𝑡, 𝜓.                                 (31𝑎) 
𝑅𝑒𝑎𝑐𝑡𝑖𝑣𝑒 𝑝𝑜𝑤𝑒𝑟: (𝑃𝑊𝑔,𝑡
𝑠,𝜓)
2
+ (𝑄𝑊𝑔,𝑡
𝑠,𝜓)
2
≤ (𝑆𝑊𝑔
𝑚𝑎𝑥)
2
, ∀𝑔, 𝑡, 𝜓.   (31𝑏) 
𝑅𝑒𝑎𝑐𝑡𝑖𝑣𝑒 𝑝𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡𝑠:−𝑆𝑊𝑔
𝑚𝑎𝑥 ≤ 𝑄𝑊𝑔,𝑡
𝑠,𝜓
≤ 𝑆𝑊𝑔
𝑚𝑎𝑥 , ∀𝑔, 𝑡, 𝜓.   (31𝑐) 
9) Slack bus initialization: 
Δ𝑉1,𝑡
𝑠,𝜓
= 0, 𝛿1,𝑡
𝑠,𝜓
= 0, ∀𝑡, 𝜓.                                                                           (32) 
10) Voltage deviation limits at other buses: 
Δ𝑉𝑗
𝑠,𝑚𝑖𝑛 ≤ Δ𝑉𝑗,𝑡
𝑠,𝜓
≤ Δ𝑉𝑗
𝑠,𝑚𝑎𝑥 , ∀𝑡, 𝑗 ∈ {2,… , 𝑁}, 𝜓.                                 (33) 
The fixed LI BESS allocation problem formulation for a 
season in BAlloc is described by (2)-(65), while the flexible 
VRF BESS allocation problem formulation for a season in 
BAlloc is described by (2)-(84). The objective function of 
BAlloc is shown in (34). 
𝑀𝑖𝑛: 𝐶𝑇𝑂𝑇
𝑠 = 𝐶𝑂𝑃,𝐵𝐴𝑆𝐸
𝑠 + 𝐶𝑂𝑃,𝐵𝐸𝑆𝑆
𝑠 + 𝐶𝐼,𝐵𝐸𝑆𝑆
𝑠 + 𝐶𝑅,𝐵𝐸𝑆𝑆
𝑠                            (34) 
𝐶𝑂𝑃,𝐵𝐸𝑆𝑆
𝑠 = ∑ 𝑝𝑠,𝜓 [∑{∑(
𝐶𝐴𝑃𝐵𝐸𝑆𝑆 
𝐸𝑆𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑 ⋅ 𝐿𝐶
) (𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
Δ𝑡 + 𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
Δ𝑡
𝑁
𝑗=1
𝑇𝑠
𝑡=1
𝛯𝑠
𝜓=1
+ 𝐸𝑆𝑗,𝑡
𝑠,𝜓
⋅ 𝜂𝐿𝐿)}]                                                       (35) 
𝐶𝐼,𝐵𝐸𝑆𝑆
𝑠 =
𝑟(1 + 𝑟)𝑁𝑦
𝐷𝑠[(1 + 𝑟)
𝑁𝑦 − 1]
(𝑐𝑖𝑒∑𝐸𝑆𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑
𝑁
𝑗=1
+ 𝑐𝑖𝑝∑𝑃𝐸𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑
𝑁
𝑗=1
+ 𝑐𝑐𝑜𝑛∑𝑆𝑃𝑗
𝑚𝑎𝑥
𝑁
𝑗=1
)                                                   (36) 
𝐶𝑅,𝐵𝐸𝑆𝑆
𝑠 = 𝑐𝑟∑𝑃𝐸𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑
𝑁
𝑗=1
+ 𝑐𝑐∑𝑆𝑃𝑗
𝑚𝑎𝑥
𝑁
𝑗=1
                                               (37) 
The daily BESS operation cost (including lifecycle 
depreciation cost), BESS investment cost (with cost related to 
power conditioning system (PCS)), and the BESS repair cost 
are shown in (35)-(37), respectively. In (35)-(37), 𝐶𝐴𝑃𝐵𝐸𝑆𝑆, 
𝐿𝐶, 𝜂𝐿𝐿, 𝑟, 𝑁𝑦, 𝐷𝑠, 𝑐𝑖𝑒 , 𝑐𝑖𝑝, 𝑐𝑐𝑜𝑛, 𝑐𝑟, 𝑐𝑐, and Δ𝑡 denote the 
BESS capital investment, maximum lifecycle, leakage loss 
factor [11], discount rate, BESS lifetime (years), seasonal 
days, energy investment cost, power investment cost, PCS 
investment cost, BESS and PCS repair cost, and optimization 
time-step size, respectively. The variables 𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
, 𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
, 
𝐸𝑆𝑗,𝑡
𝑠,𝜓
, 𝐸𝑆𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑
, 𝑃𝐸𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑
, and 𝑆𝑃𝑗
𝑚𝑎𝑥  denote the discharging 
power, charging power, energy stored, BESS energy rating, 
BESS power rating, and PCS power rating, respectively.  
In BAlloc, we modify constraints (11), (12), and (13) by 
including the terms ∑ (𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
− 𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
)𝑁𝑗=1 , (𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
−
𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
) and 𝑄𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
, respectively, on their left hand sides 
(LHSs); where 𝑄𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
 refers to the BESS’s reactive power 
dispatch. The other constraints related to both LI and VRF 
BESS modeling are shown in (38)-(54). 
11) BESS operational constraints:  
∑𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
𝑁
𝑗=1
≤∑𝑊𝑃𝑆𝑗,𝑡
𝑠,𝜓
𝑁
𝑗=1
, ∀𝑗, 𝑡, 𝜓.                                                             (38) 
0 ≤ 𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
, 𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
≤ 𝑃𝐸𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑 , ∀𝑗 ∈ {1, … ,𝑁}, 𝑡, 𝜓.                        (39)  
0 ≤ 𝑃𝐸𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑 ≤ 𝑑𝑗
𝑠,𝐵𝐸𝑆𝑆𝑃𝐸𝑗
𝑟𝑎𝑡𝑒𝑑,𝑚𝑎𝑥 , ∀𝑗 ∈ {1,… ,𝑁}.                            (40) 
∑𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
𝑁
𝑗=1
=
{
  
 
  
 
|∑(𝑃𝐺𝑔,𝑡
𝑠,𝜓
+ 𝑃𝑊𝑔,𝑡
𝑠,𝜓
−𝑊𝑃𝑆𝑔,𝑡
𝑠,𝜓
)
𝑁𝑔
𝑔=1
−∑𝑃𝐷𝑗,𝑡
𝑠,𝜓
𝑁
𝑗=1
−∑𝑃𝑙𝑙,𝑡
𝑠,𝜓
𝑁𝑙
𝑙=1
| ,
𝑖𝑓 ∑(𝑃𝐺𝑔,𝑡
𝑠,𝜓
+ 𝑃𝑊𝑔,𝑡
𝑠,𝜓
−𝑊𝑃𝑆𝑔,𝑡
𝑠,𝜓
)
𝑁𝑔
𝑔=1
≤∑𝑃𝐷𝑗,𝑡
𝑠,𝜓
𝑁
𝑗=1
+∑𝑃𝑙𝑙,𝑡
𝑠,𝜓
𝑁𝑙
𝑙=1
, ∀𝑡, 𝜓.    (41) 
∑𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
𝑁
𝑗=1
=
{
  
 
  
 
|∑(𝑃𝐺𝑔,𝑡
𝑠,𝜓
+ 𝑃𝑊𝑔,𝑡
𝑠,𝜓
−𝑊𝑃𝑆𝑔,𝑡
𝑠,𝜓
)
𝑁𝑔
𝑔=1
−∑𝑃𝐷𝑗,𝑡
𝑠,𝜓
𝑁
𝑗=1
−∑𝑃𝑙𝑙,𝑡
𝑠,𝜓
𝑁𝑙
𝑙=1
| ,
𝑖𝑓 ∑(𝑃𝐺𝑔,𝑡
𝑠,𝜓
+ 𝑃𝑊𝑔,𝑡
𝑠,𝜓
−𝑊𝑃𝑆𝑔,𝑡
𝑠,𝜓
)
𝑁𝑔
𝑔=1
>∑𝑃𝐷𝑗,𝑡
𝑠,𝜓
𝑁
𝑗=1
+∑𝑃𝑙𝑙,𝑡
𝑠,𝜓
𝑁𝑙
𝑙=1
, ∀𝑡, 𝜓.   (42) 
𝐷𝑇𝑗,𝑡
𝑠,𝜓
≤ 𝐷𝑇𝑗
𝑚𝑎𝑥 , ∀𝑗 ∈ {1, … ,𝑁}, 𝑡, 𝜓.                                                         (43) 
𝐸𝑆𝑗,𝑡
𝑠,𝜓
− (1 − 𝜛)𝐸𝑆𝑗,𝑡−1
𝑠,𝜓
− 𝜂𝑗,𝑡−1
𝑐ℎ 𝑃𝐶ℎ𝑗,𝑡−1
𝑠,𝜓
Δ𝑡 +
𝑃𝐷𝑖𝑠𝑗,𝑡−1
𝑠,𝜓
𝜂𝑗,𝑡−1
𝑑𝑖𝑠 Δ𝑡
= 0, ∀𝑗, 𝑡, 𝜓.                                                                (44) 
0 ≤ 𝐸𝑆𝑗,𝑡
𝑠,𝜓
≤ 𝐸𝑆𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑 , ∀𝑗 ∈ {1,… ,𝑁}, 𝑡, 𝜓.                                             (45) 
0 ≤ 𝐸𝑆𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑 ≤ 𝑑𝑗
𝑠,𝐵𝐸𝑆𝑆𝐸𝑆𝑗
𝑟𝑎𝑡𝑒𝑑,𝑚𝑎𝑥 , ∀𝑗 ∈ {1,… ,𝑁}.                             (46) 
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𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
=
𝐸𝑆𝑗,𝑡
𝑠,𝜓
+ 𝐸𝑆𝑗,𝑡−1
𝑠,𝜓
2 ∗ 𝐸𝑆𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑                                                                             (47) 
𝑆𝑂𝐶𝑗
𝑚𝑖𝑛 ≤ 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
≤ 𝑆𝑂𝐶𝑗
𝑚𝑎𝑥 , ∀𝑗 ∈ {1,… ,𝑁}, 𝑡, 𝜓.                               (48) 
∑𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
𝐸𝑆𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑
𝑁
𝑗=1
≥ 𝐸𝑟𝑒𝑠
𝑠 , ∀𝜓, 𝑡.                                                              (49) 
12) BESS reactive power capability modeling: 
(𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓)
2
+ (𝑄𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓)
2
≤ (𝑆𝑃𝑗
𝑚𝑎𝑥)
2
, (𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓)
2
+ (𝑄𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓)
2
≤ (𝑆𝑃𝑗
𝑚𝑎𝑥)
2
, ∀𝑗, 𝑡, 𝜓.                                                (50) 
𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
, 𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
≥ 0, ∀𝑗, 𝑡, 𝜓.                                                                       (51) 
−𝑆𝑃𝑗
𝑚𝑎𝑥 ≤ 𝑄𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
≤ 𝑆𝑃𝑗
𝑚𝑎𝑥 , ∀𝑗, 𝑡, 𝜓.                                                      (52) 
𝑆𝑃𝑗,𝑡
𝑠,𝜓
=
{
 
 √(𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
)
2
+ (𝑄𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
)
2
, ∀𝑗, 𝜓, 𝑡 ∈ 𝑇𝑜𝑛−𝑝𝑒𝑎𝑘 .
√(𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
)
2
+ (𝑄𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
)
2
, ∀𝑗, 𝜓, 𝑡 ∈ 𝑇𝑜𝑓𝑓−𝑝𝑒𝑎𝑘 .
               (53) 
𝑄𝐴𝑗,𝑡
𝑠,𝜓
=
{
 
 ±√(𝑆𝑃𝑗
𝑚𝑎𝑥)
2
− (𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
)
2
, ∀𝑗, 𝜓, 𝑡 ∈ 𝑇𝑜𝑛−𝑝𝑒𝑎𝑘 .
±√(𝑆𝑃𝑗
𝑚𝑎𝑥)
2
− (𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
)
2
, ∀𝑗, 𝜓, 𝑡 ∈ 𝑇𝑜𝑓𝑓−𝑝𝑒𝑎𝑘 .
              (54) 
In (38)-(54), 𝑃𝐸𝑗
𝑟𝑎𝑡𝑒𝑑,𝑚𝑎𝑥 , 𝐷𝑇𝑗
𝑚𝑎𝑥 , 𝜛, 𝐸𝑆𝑗
𝑟𝑎𝑡𝑒𝑑,𝑚𝑎𝑥
, 
𝑆𝑂𝐶𝑗
𝑚𝑖𝑛, 𝑆𝑂𝐶𝑗
𝑚𝑎𝑥 , and 𝐸𝑟𝑒𝑠
𝑠  are parameters representing the 
maximum BESS power rating, maximum discharge duration, 
self-discharge rate, maximum BESS energy rating, minimum 
and maximum SOC limits, and reserve BESS capacity for 
emergency requirements, respectively. In (38)-(54), 𝑑𝑗
𝑠,𝐵𝐸𝑆𝑆
, 
𝜂𝑗,𝑡
𝑐ℎ, 𝜂𝑗,𝑡
𝑑𝑖𝑠, and 𝑄𝐴𝑗,𝑡
𝑠,𝜓
 are variables representing the binary 
BESS siting decision, charging efficiency, discharging 
efficiency, and BESS’s available reactive power, respectively. 
Equation (38) ensures that the total BESS discharging 
power is limited by the total wind power spilled. Equation (39) 
ensures that the charging/discharging powers of BESS remain 
within the rated BESS power capacity limit for the buses at 
which they are placed. For each time-instant, we ensure that 
the VRF BESS’s charging/discharging powers lie within the 
maximum VRF BESS absorption power [14]. Equations (41) 
and (42) control the total BESS power capacity present in the 
system at a time-instant based on whether the BESS operates 
in discharging or charging mode. The BESS can operate in a 
discharging mode only for a certain maximum time-period 
given in (43). Equation (44) controls the energy stored in the 
BESS at a time-instant; we also account for the different self-
discharge rates of BESSs. Equations (45)-(48) denote the 
energy and SOC-related limits, while (49) is the emergency 
reserve capacity constraint. We have modeled the BESS to 
have active and reactive power control capability in (50)-(54). 
Any BESS primarily consists of a PCS and a storage unit [29], 
which makes it possible to independently and rapidly control 
both active and reactive power in all four quadrants.  
13) Enhanced LI BESS model: 
Apart from the operational constraints for LI BESS shown 
in (38)-(54), other constraints related to its enhanced 
representation are based on model M1 from [6]. In the MILP 
model M1, the LI BESS’s charge/discharge power limits vary 
as functions of its SOC and are not treated as hard limits, as 
shown in (55)-(65). 
∑Δ𝑆𝐶ℎ𝑢,𝑡
𝑠,𝜓
𝑚𝑐𝑗(𝑢)
𝑈
𝑢=1
= 𝐹𝐶ℎ𝑗,𝑡
𝑠,𝜓
, ∀𝑗, 𝜓, 𝑡.                                                      (55) 
∑Δ𝑆𝐷𝑖𝑠𝑣,𝑡
𝑠,𝜓
𝑚𝑑𝑗(𝑣)
𝑉
𝑣=1
= 𝐹𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
, ∀𝑗, 𝜓, 𝑡.                                                  (56) 
∑Δ𝑆𝐶ℎ𝑢,𝑡
𝑠,𝜓
𝑈
𝑢=1
= 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
,∑Δ𝑆𝐷𝑖𝑠𝑣,𝑡
𝑠,𝜓
𝑉
𝑣=1
= 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
, ∀𝑗, 𝜓, 𝑡.                      (57) 
Δ𝑆𝐶ℎ𝑢,𝑡
𝑠,𝜓
≤ 𝑠𝑐𝑗(𝑢)𝑧𝑐𝑢,𝑡
𝑠,𝜓
, Δ𝑆𝐷𝑖𝑠𝑣,𝑡
𝑠,𝜓
≤ 𝑠𝑑𝑗(𝑣)𝑧𝑑𝑣,𝑡
𝑠,𝜓
, ∀𝑢, 𝑣, 𝑗, 𝜓, 𝑡.          (58) 
Δ𝑆𝐶ℎ𝑢−1,𝑡
𝑠,𝜓
≥ 𝑠𝑐𝑗(𝑢 − 1)𝑧𝑐𝑢,𝑡
𝑠,𝜓
, ∀𝑗, 𝜓, 𝑡, 𝑢 ≥ 2.                                          (59) 
Δ𝑆𝐷𝑖𝑠𝑣−1,𝑡
𝑠,𝜓
≥ 𝑠𝑑𝑗(𝑣 − 1)𝑧𝑑𝑣,𝑡
𝑠,𝜓
, ∀𝑗, 𝜓, 𝑡, 𝑣 ≥ 2.                                        (60) 
0 ≤ 𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
≤ 𝑃𝐸𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑𝐹𝐶ℎ𝑗,𝑡
𝑠,𝜓
, ∀𝑗, 𝑡, 𝜓.                                                 (61) 
0 ≤ 𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
≤ 𝑃𝐸𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑𝐹𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
, ∀𝑗, 𝑡, 𝜓.                                                 (62) 
𝐹𝐶ℎ𝑗,𝑡
𝑠,𝜓
, 𝐹𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
≥ 0, ∀𝑗, 𝑡, 𝜓.                                                                       (63) 
Δ𝑆𝐶ℎ𝑢,𝑡
𝑠,𝜓
, Δ𝑆𝐷𝑖𝑠𝑣,𝑡
𝑠,𝜓
≥ 0, ∀𝑢, 𝑣, 𝑡, 𝜓.                                                             (64) 
𝑧𝑐𝑢,𝑡
𝑠,𝜓
, 𝑧𝑑𝑣,𝑡
𝑠,𝜓
∈ {0,1}, ∀𝑢, 𝑣, 𝑡, 𝜓.                                                                    (65) 
In (55) and (56), 𝐹𝐶ℎ𝑗,𝑡
𝑠,𝜓
 and 𝐹𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
 are variables 
representing the fractions of the maximum battery limits that 
can be used in period 𝑡 for charging and discharging, 
respectively. Equations (55)-(60) describe the piecewise linear 
functions for charging and discharging of the LI BESS. We 
partition the non-linear curve into 𝑈 pieces for charging and 𝑉 
pieces for discharging. Equations (55) and (56) calculate the 
fractions of charging and discharging limits available given 
the components of SOC level and linearized slopes (𝑚𝑐𝑗(𝑢) 
for charging and 𝑚𝑑𝑗(𝑣) for discharging) of the relationship 
between fraction of power limit available and the SOC. 
Equation (57) ensures that the SOC components of the 
piecewise linear function adds up to the SOC level at time 𝑡. 
Parameters 𝑠𝑐𝑗(𝑢) and 𝑠𝑑𝑗(𝑣) represent the pieces of the 
piecewise linear functions for SOC level for charging and 
discharging, respectively. Equation (58) ensures that the SOC 
components of the piecewise linear functions remain less than 
or equal to 𝑠𝑐𝑗(𝑢) for charging and 𝑠𝑑𝑗(𝑣) for discharging if 
the particular piece is active; binary variables 𝑧𝑐𝑢,𝑡
𝑠,𝜓
 and 𝑧𝑑𝑣,𝑡
𝑠,𝜓
 
are 1 for charging and discharging, respectively. Equations 
(59) and (60) ensure that if a later piece is active, the piece 
prior to it should also be active. Equations (61) and (62) limit 
the LI BESS’s maximum charging/discharging power limits if 
the fractions 𝐹𝐶ℎ𝑗,𝑡
𝑠,𝜓
 and 𝐹𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
 are known. Equations (63)-
(65) enforce non-negativity constraints and describe the binary 
variables, 𝑧𝑐𝑢,𝑡
𝑠,𝜓
 and 𝑧𝑑𝑣,𝑡
𝑠,𝜓
. 
14) Bivariate piecewise linearization of VRF BESS model: 
Reference [11] has the following highly non-linear 
expressions for the efficiencies of VRF BESS. 
𝜂𝑗,𝑡
𝑑𝑖𝑠 =
𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓(𝑎𝑑𝑖𝑠
𝑣 𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓 + 𝑏𝑑𝑖𝑠
𝑣 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓 + 𝑐𝑑𝑖𝑠
𝑣 )
{𝑎𝑑𝑖𝑠
𝑝 𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
+ 𝑏𝑑𝑖𝑠
𝑝 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓(𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
− 1) + 𝑐𝑑𝑖𝑠
𝑝 } {Γ(𝑎𝑜𝑣𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
+ 𝑏𝑜𝑣) + 𝑐𝑜𝑣}
 
∀𝑗, 𝜓, 𝑡 ∈ 𝑇𝑜𝑛−𝑝𝑒𝑎𝑘 .                                                                                         (66) 
𝜂𝑗,𝑡
𝑐ℎ =
{(𝑎𝑐ℎ
𝑝 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓 + 𝑏𝑐ℎ
𝑝 )𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓 + 𝑐𝑐ℎ
𝑝 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓 + 𝑑𝑐ℎ
𝑝 }{Γ(𝑎𝑜
𝑣𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓 + 𝑏𝑜
𝑣) + 𝑐𝑜
𝑣}
𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓 {(𝑎𝑐ℎ
𝑣 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
+ 𝑏𝑐ℎ
𝑣 )𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
+ 𝑐𝑐ℎ
𝑣 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
+ 𝑑𝑐ℎ
𝑣 }
 
∀𝑗, 𝜓, 𝑡 ∈ 𝑇𝑜𝑓𝑓−𝑝𝑒𝑎𝑘 .                                                                                        (67) 
where, the 𝑎, 𝑏, 𝑐, and 𝑑 parameters are taken from [11], and 
Γ is the electrolyte temperature. Upon substituting (66) and 
(67) in the third and fourth terms on the LHS of (44) we get,  
𝜂𝑗,𝑡
𝑐ℎ𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
= 𝐹1𝑗,𝑡
𝑠,𝜓(𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
, 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓)
=
{(𝑎𝑐ℎ
𝑝
𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
+ 𝑏𝑐ℎ
𝑝 )𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
+ 𝑐𝑐ℎ
𝑝
𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
+ 𝑑𝑐ℎ
𝑝 }{Γ(𝑎𝑜
𝑣𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
+ 𝑏𝑜
𝑣) + 𝑐𝑜
𝑣}
{(𝑎𝑐ℎ
𝑣 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
+ 𝑏𝑐ℎ
𝑣 )𝑃𝐶ℎ𝑗,𝑡
𝑠,𝜓
+ 𝑐𝑐ℎ
𝑣 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
+ 𝑑𝑐ℎ
𝑣 }
    (68) 
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𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
𝜂𝑗,𝑡
𝑑𝑖𝑠 = 𝐹2𝑗,𝑡
𝑠,𝜓(𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
, 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓)
=
{𝑎𝑑𝑖𝑠
𝑝
𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
+ 𝑏𝑑𝑖𝑠
𝑝
𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓(𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
− 1) + 𝑐𝑑𝑖𝑠
𝑝 }{Γ(𝑎𝑜
𝑣𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
+ 𝑏𝑜
𝑣) + 𝑐𝑜
𝑣}
(𝑎𝑑𝑖𝑠
𝑣 𝑃𝐷𝑖𝑠𝑗,𝑡
𝑠,𝜓
+ 𝑏𝑑𝑖𝑠
𝑣 𝑆𝑂𝐶𝑗,𝑡
𝑠,𝜓
+ 𝑐𝑑𝑖𝑠
𝑣 )
   (69) 
where, 𝐹1 and 𝐹2 are functions of two variables, namely 
charging/discharging power and SOC, and highly non-linear. 
In order to linearize 𝐹1 and 𝐹2 using bivariate piecewise 
linearization [30], we first divide 𝑃𝐶ℎ𝑗,𝑡, 𝑃𝐷𝑖𝑠𝑗,𝑡, and 𝑆𝑂𝐶𝑗,𝑡 
into 𝛫 − 1, 𝛬 − 1 and 𝛶 − 1 segments with set of breakpoints 
{𝑝𝑐𝑗
1, 𝑝𝑐𝑗
2, … , 𝑝𝑐𝑗
𝛫}, {𝑝𝑑𝑗
1, 𝑝𝑑𝑗
2, … , 𝑝𝑑𝑗
𝛬} and {𝑠𝑗
1, 𝑠𝑗
2, … , 𝑠𝑗
𝛶}, 
respectively. The breakpoints 𝑝𝑐𝑗
1 and 𝑝𝑐𝑗
𝛫, 𝑝𝑑𝑗
1 and 𝑝𝑑𝑗
𝛬, and 
𝑠𝑗
1 and 𝑠𝑗
𝛶 have values equal to the upper and lower limits of 
𝑃𝐶ℎ𝑗,𝑡, 𝑃𝐷𝑖𝑠𝑗,𝑡, and 𝑆𝑂𝐶𝑗,𝑡, respectively. The sets of segments 
for 𝑃𝐶ℎ𝑗,𝑡 and 𝑆𝑂𝐶𝑗,𝑡, and 𝑃𝐷𝑖𝑠𝑗,𝑡 and 𝑆𝑂𝐶𝑗,𝑡 divide the 
functions 𝐹1𝑗,𝑡 and 𝐹2𝑗,𝑡 into several rectangles. Since the 
general procedure for linearization of 𝐹1 and 𝐹2 is the same, 
we describe below the detailed formulation for 𝐹2. 
Consider the three-dimensional representation of bivariate 
function 𝐹2𝑗,𝑡 shown in Fig. 4. A rectangle consisting of 
vertices (𝑝𝑑𝑗
𝜆, 𝑠𝑗
𝜐), (𝑝𝑑𝑗
𝜆+1, 𝑠𝑗
𝜐), (𝑝𝑑𝑗
𝜆+1, 𝑠𝑗
𝜐+1), and 
(𝑝𝑑𝑗
𝜆, 𝑠𝑗
𝜐+1) is also shown in the figure. The rectangle is 
composed of two triangles having vertices (𝑝𝑑𝑗
𝜆, 𝑠𝑗
𝜐), 
(𝑝𝑑𝑗
𝜆, 𝑠𝑗
𝜐+1), (𝑝𝑑𝑗
𝜆+1, 𝑠𝑗
𝜐+1), and (𝑝𝑑𝑗
𝜆, 𝑠𝑗
𝜐), (𝑝𝑑𝑗
𝜆+1, 𝑠𝑗
𝜐), 
(𝑝𝑑𝑗
𝜆+1, 𝑠𝑗
𝜐+1), and the triangles are separated by the diagonal 
(𝑝𝑑𝑗
𝜆, 𝑠𝑗
𝜐), (𝑝𝑑𝑗
𝜆+1, 𝑠𝑗
𝜐+1). Next, we define a continuous 
variable 𝜁𝑗,𝑡
𝜆,𝜐 ∈ [0,1] that is related to each vertex (𝜆, 𝜐), and 
two binary variables 𝜌𝑗,𝑡
𝜆,𝜐
 (𝜆 = 1,… , 𝛬 − 1; 𝜐 = 2,… , 𝛶) and 
𝜚𝑗,𝑡
𝜆,𝜐
 (𝜆 = 2,… , 𝛬; 𝜐 = 1,… , 𝛶 − 1) that are related to the 
lower-left and upper-right triangles, respectively. 
We use (70) and (71) to uniquely represent a given point, 
𝑝𝑑𝑗
𝜆 ≤ 𝑃𝐷𝑖𝑠𝑗,𝑡 ≤ 𝑝𝑑𝑗
𝜆+1 and 𝑠𝑗
𝜐 ≤ 𝑆𝑂𝐶𝑗,𝑡 ≤ 𝑠𝑗
𝜐+1. Then, we 
calculate linear combinations of the vertex coordinates which 
are weighted by the corresponding variables 𝜁𝑗,𝑡
𝜆,𝜐
. The 
bivariate non-linear function 𝐹2𝑗,𝑡 can now be approximated 
by a linear function 𝐹2̅̅̅̅ 𝑗,𝑡 in (72), which is essentially convex 
combinations of 𝐹2𝑗,𝑡 calculated at the vertices of the triangle 
that contains the point (𝑃𝐷𝑖𝑠𝑗,𝑡 , 𝑆𝑂𝐶𝑗,𝑡), while being weighted 
by continuous variables 𝜁𝑗,𝑡
𝜆,𝜐
. To ensure that in any solution 
only one of the triangles is chosen, we have (73). To ensure 
that in any solution, at most three of the continuous variables 
𝜁𝑗,𝑡
𝜆,𝜐
 take non-zero values, we have (74)-(76). This completes 
the linearization process. 
𝑃𝐷𝑖𝑠𝑗,𝑡 =∑∑𝑝𝑑𝑗
𝜆𝜁𝑗,𝑡
𝜆,𝜐
𝛶
𝜐=1
𝛬
𝜆=1
, ∀𝑗, 𝑡.                                                                   (70) 
𝑆𝑂𝐶𝑗,𝑡 =∑∑𝑠𝑗
𝜐𝜁𝑗,𝑡
𝜆,𝜐
𝛶
𝜐=1
𝛬
𝜆=1
, ∀𝑗, 𝑡.                                                                       (71) 
𝐹2̅̅̅̅ 𝑗,𝑡 =∑∑𝐹2𝑗,𝑡(𝑝𝑑𝑗
𝜆, 𝑠𝑗
𝜐)𝜁𝑗,𝑡
𝜆,𝜐
𝛶
𝜐=1
𝛬
𝜆=1
, ∀𝑗, 𝑡.                                                    (72) 
∑∑(𝜌𝑗,𝑡
𝜆,𝜐 + 𝜚𝑗,𝑡
𝜆,𝜐)
𝛶
𝜐=1
𝛬
𝜆=1
= 1, ∀𝑗, 𝑡.                                                                    (73) 
∑∑𝜁𝑗,𝑡
𝜆,𝜐
𝛶
𝜐=1
𝛬
𝜆=1
= 1, ∀𝑗, 𝑡.                                                                                     (74) 
𝜁𝑗,𝑡
𝜆,𝜐 ≤ 𝜌𝑗,𝑡
𝜆,𝜐−1 + 𝜌𝑗,𝑡
𝜆+1,𝜐 + 𝜌𝑗,𝑡
𝜆,𝜐 + 𝜚𝑗,𝑡
𝜆−1,𝜐 + 𝜚𝑗,𝑡
𝜆,𝜐+1 + 𝜚𝑗,𝑡
𝜆,𝜐, ∀𝑗, 𝑡, 𝜆, 𝜐.     (75) 
0 ≤ 𝜁𝑗,𝑡
𝜆,𝜐 ≤ 1, ∀𝑗, 𝑡, 𝜆, 𝜐.                                                                                  (76) 
 
 
Fig. 4. Three-dimensional representation of the non-linear function 𝐹2𝑗,𝑡. 
 
The corresponding set of equations for bivariate piecewise 
linearization of function 𝐹1 is shown in (77)-(83). 
𝑃𝐶ℎ𝑗,𝑡 =∑∑𝑝𝑐𝑗
𝜅𝜑𝑗,𝑡
𝜅,𝜐
𝛶
𝜐=1
𝛫
𝜅=1
, ∀𝑗, 𝑡.                                                                   (77) 
𝑆𝑂𝐶𝑗,𝑡 =∑∑𝑠𝑗
𝜐𝜑𝑗,𝑡
𝜅,𝜐
𝛶
𝜐=1
𝛫
𝜅=1
, ∀𝑗, 𝑡.                                                                      (78) 
𝐹1̅̅̅̅ 𝑗,𝑡 =∑∑𝐹1𝑗,𝑡(𝑝𝑐𝑗
𝜅, 𝑠𝑗
𝜐)𝜑𝑗,𝑡
𝜅,𝜐
𝛶
𝜐=1
𝛫
𝜅=1
, ∀𝑗, 𝑡.                                                   (79) 
∑∑(𝜊𝑗,𝑡
𝜅,𝜐 + 𝜎𝑗,𝑡
𝜅,𝜐)
𝛶
𝜐=1
𝛫
𝜅=1
= 1, ∀𝑗, 𝑡.                                                                     (80) 
∑∑𝜑𝑗,𝑡
𝜅,𝜐
𝛶
𝜐=1
𝛫
𝜅=1
= 1, ∀𝑗, 𝑡.                                                                                    (81) 
𝜑𝑗,𝑡
𝜅,𝜐 ≤ 𝜊𝑗,𝑡
𝜅,𝜐−1 + 𝜊𝑗,𝑡
𝜅+1,𝜐 + 𝜊𝑗,𝑡
𝜅,𝜐 + 𝜎𝑗,𝑡
𝜅−1,𝜐 + 𝜎𝑗,𝑡
𝜅,𝜐+1 + 𝜎𝑗,𝑡
𝜅,𝜐, ∀𝑗, 𝑡, 𝜅, 𝜐.    (82) 
0 ≤ 𝜑𝑗,𝑡
𝜅,𝜐 ≤ 1, ∀𝑗, 𝑡, 𝜅, 𝜐.                                                                                 (83) 
In (77)-(83), 𝜑𝑗,𝑡
𝜅,𝜐 ∈ [0,1] is a continuous variable that is 
related to each vertex (𝜅, 𝜐). 𝜊𝑗,𝑡
𝜅,𝜐
 and 𝜎𝑗,𝑡
𝜅,𝜐
 are two binary 
variables that are related to the lower-left and upper-right 
triangles, respectively, similar to those that are used for 
linearizing non-linear function 𝐹2 in (70)-(76). 
Since the fixed LI BESS allocation in (2)-(65) is conducted 
on a seasonal basis, it is possible that the allocated LI BESS 
capacity found for a certain season is insufficient to ensure 
that all the voltage and power related constraints associated 
with the operation of the power network are met. In such a 
situation, BAlloc identifies the buses selected for LI BESS 
placement that are common to all four seasons and places the 
maximum BESS capacities at the respective buses. These 
become the locations and sizes of the fixed LI BESSs. Season-
wise AC optimal power flow (ACOPF) studies are then 
performed by including the set of fixed LI BESSs found 
above. If the ACOPF results reveal that the voltage 
magnitudes and power flows for all seasons lie within the 
prescribed limits, optimal BESS locations and capacities have 
been determined. Otherwise, BAlloc proceeds to optimizing 
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the allocation of flexible VRF BESSs. Constraint (84) ensures 
that the allocation of fixed LI BESSs determined previously 
remains unchanged. 
𝑃𝐸𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑 = 𝑃𝐸𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑,fixed, 𝐸𝑆𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑 = 𝐸𝑆𝑗
𝑠,𝑟𝑎𝑡𝑒𝑑,fixed, ∀𝑗
∈ {1,… , 𝑁𝐸}.                                                               (84) 
where, 𝑁𝐸 refers to the number of buses with fixed LI BESSs. 
IV. RESULTS AND DISCUSSION 
The season-wise wind power and load modeling 
methodology described in Section III is implemented in 
MATLAB. For a season, we initially generated 2,000 wind 
power output and load scenarios and then reduced the original 
scenario-set to a set of 100 distinct but likely scenarios using 
SSR. The season-wise scenario-based problem formulations 
are implemented in AMPL and solved by using GUROBI on a 
CPU with 3.6 GHz, Intel® core™ i7-7700 processor and 16 
GB RAM. The proposed technique for fixed-flexible LI-VRF 
BESS allocation is applied to IEEE 30-bus (System S1), IEEE 
300-bus (System S2) and Polish 2383-bus (System S3) 
systems to test its efficacy and large power system 
applicability, over a 20-year horizon. 
A. BESS allocation considering 50% penetration level 
For System S1, the wind penetration level (as a percentage 
of total system load) is set at ~50% (115.4 MW). It is also 
assumed that certain conventional generating units have been 
gradually retired and replaced by wind energy resources at 
buses 7 and 10. At such a high wind penetration level, TSet is 
unable to ensure all system operational constraints are 
satisfied; therefore, BAlloc determines the locations and 
capacities of fixed and flexible BESSs as well as TCUL 
transformer settings. The BESS allocation results are shown in 
Tables I and II. Since a significant number of power flow limit 
violations and voltage fluctuations occurred in summer and 
spring, Table I indicates that these two seasons required more 
LI BESS than winter and fall. To select the fixed LI BESS 
locations and capacities, we first picked the buses that are 
common to all seasons and then placed the maximum BESS 
capacity at the selected buses (boldfaced and underlined in 
Table I), across all seasons. After determining the fixed LI 
BESS locations and capacities, BAlloc checks whether flexible 
VRF BESS is needed. It is observed in Table II that only the 
summer and spring seasons required flexible VRF BESSs, 
with a total capacity of 6.92 MW. The CPU time for 
generating the aforementioned BESS allocation results is ~28 
minutes.  
Next, we compare the proposed fixed-flexible allocation 
scheme to a scheme where the allocation of a single-
technology BESS (such as LI BESS) is carried out on an 
annual basis. For this fixed BESS allocation scheme (referred 
to as Scheme (ii) henceforth), the wind power outputs and 
system loads are generated for the entire year, and the TCUL 
transformer settings and BESS allocation determined 
accordingly. From the results summarized in Table III, it is 
realized that the BESS capacity required using the proposed 
approach (10.48 + 7.33 + 6.92 = 24.73 MW) is less than what 
is required using Scheme (ii) (= 25.59 MW). A more detailed 
techno-economic analysis of the fixed and the proposed fixed-
flexible BESS allocation schemes is provided below. 
 
TABLE I. SEASONAL LI BESS ALLOCATION FOR SYSTEM S1 
Season 
Power capacity (MW) 
B7 B10 B20 B28 
Summer 9.88 6.51 6.82 2.84 
Winter 7.53 - 6.26 - 
Spring 10.48 6.62 7.10 2.87 
Fall 8.75 - 7.33 - 
 
TABLE II. FLEXIBLE VRF BESS ALLOCATION FOR SYSTEM S1 (PROPOSED) 
Season 
Power capacity (MW) Total power capacity 
(MW) B10 B28 
Summer 4.61 1.97 6.58 
Spring 4.82 2.10 6.92 
 
TABLE III. FIXED LI BESS ALLOCATION SCHEME FOR SYSTEM S1 
Season 
Power capacity (MW) Total power 
capacity (MW) B7 B10 B20 B28 
All 9.90 6.27 6.72 2.70 25.59 
 
We now compare the costs associated with (1) and (34) 
considering four schemes: (i) optimization of tap-settings of 
TCUL transformers using TSet without any BESS allocation; 
(ii) Scheme (i) with only fixed LI BESS allocation (identical 
to the fixed BESS allocation scheme described in Table III); 
(iii) Scheme (i) with fixed LI and flexible LI BESS allocation; 
and (iv) proposed fixed LI and flexible VRF BESS allocation. 
Table IV presents a comparison across Schemes (ii) to (iv) 
with regards to network operation metrics (average/maximum 
bus voltage fluctuations); annual network operation costs; and 
BESS investment and repair costs and payback periods. 
Specifically, we use the discounted payback period (DPP) [31] 
for comparison, which is a key metric that is used to evaluate 
the feasibility and profitability of an investment. The 
following key observations are made from Table IV.  
1) Network Operation Metrics: Scheme (ii) incurs lower 
voltage deviations than Scheme (iii) because all allocated 
BESS units in Scheme (ii) (= 25.59 MW) operate in the 
regular charge/discharge mode throughout the year and 
utilize their reactive power capabilities in minimizing 
voltage deviations; in Scheme (iii), only the fixed LI 
portion (10.48 + 7.33 = 17.81 MW) operate throughout the 
year. Scheme (iv) uses the complementary characteristics 
of LI and VRF BESSs to incur voltage deviations that are 
nearly equal to those of Scheme (ii). 
2) Network Operation Costs: Schemes (ii) and (iii) have 
identical values for the first four cost components; 
however, because of more charge/discharge cycles, the 
year-round operation of BESSs in Scheme (ii) results in 
higher BESS operation costs than Scheme (iii). The 
network operation cost is lowest for Scheme (iv) because 
of the extremely low self-discharge rate, higher range of 
charging and discharging (both in terms of power and 
energy), relatively longer discharge durations, and longer 
lifetimes of the VRF BESSs operating in that scheme. 
3) BESS Investment and Repair Costs and DPP: As per (36) 
and (37), the investment and repair costs are affected by 
the numbers and capacities of BESS allocated, the p.u. cost 
components, and the BESS lifetimes. For example, Scheme 
(iii) results in the allocation of 17.81 MW and 8.33 MW of 
fixed and flexible LI BESSs, respectively, while the 
corresponding values for Scheme (iv) are 17.81 MW and 
6.92 MW, respectively. Based on the VRF and LI BESS 
lifetime and cost information provided in the Appendix, it 
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is realized from Table IV that Scheme (iv) results in a 
substantial reduction in BESS investment and repair costs 
in comparison to Schemes (ii) and (iii). The DPP is 
dependent on the initial investment (e.g., investment cost 
for Schemes (ii), (iii) or (iv)), the discount rate, and the 
operation cost benefits (e.g., obtained by using Schemes 
(ii), (iii) or (iv) with respect to Scheme (i)). Table IV 
indicates that the proposed Scheme (iv) generates the 
lowest value of DPP among the three schemes. 
 
TABLE IV. SYSTEM S1: COMPARISON OF THREE BESS ALLOCATION SCHEMES 
 Scheme (ii) Scheme (iii) Scheme (iv) 
 Network operation metrics (p.u.) 
Avg. voltage deviation 0.016 0.024 0.017 
Max. voltage deviation 0.027 0.041 0.029 
 Network operation costs (M$) 
Conventional generation 3.53 3.53 3.42 
Emission 0.27 0.27 0.25 
Wind spillage 1.03 1.03 1.00 
Active power loss 0.73 0.73 0.70 
BESS operation 2.07 1.96 1.85 
 BESS investment and repair costs and DPP 
Investment (M$) 17.83 17.81 15.85 
Repair (M$) 2.91 2.88 2.83 
DPP (years) 13.94 12.64 9.07 
B. BESS allocation results with growth in wind penetration 
The next study on System S1 consists of investigating the 
variation of the annual operation cost of the wind-integrated 
transmission network over a 20-year horizon with growth in 
installed wind penetration from 0% to 50% (load grows at 1% 
per year over the same time period). The total operation cost 
for a season is either: (a) sum of costs due to conventional 
generation, emissions, power loss, and wind spillage (for 
Scheme (i)) or, (b) sum of costs due to conventional 
generation, emissions, power loss, wind spillage, and BESS 
operation (for Schemes (ii) to (iv)). The annual operation cost 
is the aggregate of the total operation costs across all seasons.  
We first describe the variation in annual operation cost 
with increase in wind penetration considering Scheme (i), 
which is represented by the black curve in Fig. 5. We see that 
the operation cost gradually increases with increase in wind 
penetration. This is because in absence of a BESS, the 
increase in cost is proportional to the amount of wind power 
that is spilled. For Scheme (ii), which is represented by the 
green curve, we see that the operation cost gradually decreases 
with increase in wind penetration. There are two reasons why 
this happens. First, due to the presence of fixed LI BESSs, 
there is a substantial decrease in costs due to wind spillage, 
which then brings down the annual operation cost. Second, the 
optimally allocated fixed LI BESSs (which may be located 
close to certain load buses) can charge during off-peak periods 
and discharge during peak-load periods and serve the peak 
demand instead of conventional generating units. The ability 
of the BESSs to serve loads located close to them during peak-
load periods brings about a reduction in transmission line 
losses, and thereby lower the cost of conventional generation 
and associated emissions. The reasons behind the reductions in 
network operation costs across Schemes (ii) to (iv) was 
described through Table IV, for a specific wind penetration 
level (50%). The same rationales hold true for other wind 
penetration levels between 0% and 50%. Schemes (iii) and 
(iv) are represented by the red and blue curves, respectively, 
in Fig. 5.  
Fig. 5 also indicates that (a) the annual operational benefits 
(e.g., difference between the costs shown by the black curve 
and the blue curve) increases with growth in wind penetration, 
and (b) the annual operational benefits obtained by using the 
proposed Scheme (iv) is notably higher than those obtained 
using Schemes (ii) and (iii). For instance, with 50% wind 
penetration, the annual operation cost is ~9.35 M$, if Scheme 
(i) is employed, while the operational benefit is 2.13 M$, if the 
proposed Scheme (iv) is employed. Lastly, the first four cost 
values in Fig. 5 indicate that there is no requirement of BESS 
investment till a wind penetration level of ~4% is reached. 
This means that the existing TCUL transformers in System S1 
are capable of mitigating the power limit violations and 
voltage fluctuations that may occur for wind penetration levels 
between 0% and 4%. 
 
 
Fig. 5. Annual operation costs for System S1 with growth in wind penetration. 
C. Large transmission system studies 
1) Results for the IEEE 300-bus system 
The proposed BESS allocation technique is applied to 
System S2 (IEEE 300-bus system) to validate its performance 
on relatively larger systems. The scenario-based problem for 
fixed LI and flexible VRF BESS allocation is implemented in 
a manner similar to what was done for System S1 in Sections 
IV-A and IV-B. Wind generation resources are placed on 
buses 80, 88, 125, 128, 156, 199, 222, 246, 248, 7049, and 
9001 to make wind penetration level reach up to 50% (= 
14,352 MW). Season-wise scenarios of wind power output 
and system load are generated in a manner similar to those 
generated for System S1. By using the proposed BESS 
allocation scheme, we obtained fourteen fixed LI BESS 
locations, with a total fixed BESS capacity of 1098.35 MW 
(shown in Table V). In summer and spring, twelve additional 
buses are selected for flexible VRF BESS placement, with a 
total capacity of 615.84 MW (shown in Table VI). The CPU 
time for generating the aforementioned BESS allocation 
results is ~5.5 hours. 
Next, we conducted studies similar to those shown in Table 
IV and Fig. 5, for System S2. By applying the proposed 
Scheme (iv) to System S2, the average and maximum bus 
voltage deviation values were found to be 0.021 p.u. and 0.032 
p.u., respectively. The BESS investment and repair costs were 
approximately 516.91 M$ and 84.36 M$, respectively. With 
50% wind penetration, the annual operation cost is 303.64 M$, 
if Scheme (i) is used, while the operational benefit is 70.88 
M$, if Scheme (iv) is employed. The DPP for Scheme (iv) was 
9.32 years, which was lower than the DPPs for Scheme (ii) 
(14.36 years) and Scheme (iii) (13.02 years). 
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TABLE V. SYSTEM S2: FIXED LI BESS ALLOCATION 
Location and power capacity (MW) 
B5 (76.36), B22 (79.03), B48 (82.33), B80 (58.94), B88 (70.07), B125 
(65.85), B128 (90.35), B143 (56.38), B156 (97.31), B193 (72.31), B220 
(90.68), B281 (96.45), B9001 (86.87), B9023 (75.33) 
 
TABLE VI. SYSTEM S2: OPTIMAL FLEXIBLE VRF BESS ALLOCATION 
Season Location and power capacity (MW) 
Summer 
B4 (48.50), B87 (42.76), B125 (34.88), B146 (45.92), B156 
(36.43), B200 (56.94), B246 (62.53), B248 (52.79), B531 
(51.27), B7049 (56.66), B9001 (46.35), B9003 (41.63) 
Spring 
B4 (52.03), B87 (42.90), B125 (37.42), B146 (49.27), B156 
(39.09), B200 (61.09), B246 (67.08), B248 (56.64), B531 
(55.00), B7049 (60.79), B9001 (49.73), B9003 (44.67) 
2) Results for the Polish 2383-bus system 
The proposed BESS allocation technique is applied to the 
wind-integrated System S3 to validate its performance on a  
practical system. The scenario-based problem for fixed LI and 
flexible VRF BESS allocation is implemented in a manner 
similar to what was done for Systems S2 and S3. System S3 
consists of 2,383 buses, 327 generators, 2,726 transmission 
lines and 170 transformers. The total peak load is 29,665 MW 
and generation capacity is 30,213 MW. Wind generation 
resources are placed on buses 64, 730, 1024, 1875 and 2204, 
to make the wind penetration level reach up to 50% (= 14,982 
MW). Season-wise scenarios of wind power output and 
system load are generated in a manner similar to those 
generated for Systems S1 and S2. By using the proposed 
BESS allocation scheme, fixed LI BESSs with a total capacity 
of 2,293.19 MW are placed at 165 buses. In summer and 
spring, 147 additional buses (apart from the fixed LI BESS 
locations) are selected for flexible VRF BESS placement, with 
a total capacity of 1,282.07 MW. The CPU time for generating 
the fixed and flexible BESS allocation results is ~49.5 hours. 
For System S3, we conducted studies similar to those 
shown in Table V and Fig. 5. By applying the proposed 
Scheme (iv) to System S3, we did not encounter any 
power/voltage limit violations, while the average and 
maximum bus voltage deviation values are 0.023 p.u. and 
0.035 p.u., respectively. The BESS investment and repair costs 
are approximately 990.47 M$ and 159.41 M$, respectively. 
With 50% wind penetration, the annual operation cost is 
730.23 M$, if Scheme (i) is employed, while the operational 
benefit is 131.61 M$, if proposed Scheme (iv) is employed. 
The DPP for Scheme (iv) was 9.73 years, which was lower 
than the DPPs for Scheme (ii) (14.78 years) and Scheme (iii) 
(13.4 years). 
V. CONCLUSIONS 
This paper developed a novel scenario-based approach for 
optimal allocation of fixed and flexible BESSs in relatively 
large wind-integrated transmission networks. Real historical 
wind power output and load data was used to build and 
validate mixtures of probability distributions, in order to create 
realistic scenarios of wind power output and system load. 
Next, a novel approach to allocate fixed LI and flexible VRF 
BESSs in wind-integrated transmission networks was 
presented. The fixed LI BESS was operated throughout the 
year, while the flexible VRF BESS was operated only during 
specific seasons that encountered relatively higher violations 
in system operational limits. Detailed BESS models were 
created, and the BESS allocation framework was linearized to 
ensure near-global optimality and scalability.  
The proposed strategy of fixed and flexible BESS 
allocation resulted in both technical (in terms of minimization 
of emissions, network losses, voltage fluctuations, and wind 
power spillage) as well as economic (in terms of reduction of 
network operation, and BESS costs, and discounted payback 
period) benefits with regards to two other BESS allocation 
schemes. The proposed framework utilized the complementary 
benefits of LI and VRF BESS technologies, primarily, the 
higher efficiency of LI BESS and the very low rates of cyclic 
degradation and self-discharge of VRF BESS, to attain the 
desired objectives. Future extension of this research work will 
involve the development of a comprehensive and 
computationally efficient framework for co-optimized 
allocation of fixed and flexible BESSs in realistic transmission 
& distribution (T&D) networks considering renewable energy 
and load-induced uncertainties. 
APPENDIX 
 
The values of key parameters used in this paper are, 
𝑟 = 5%, 𝐿𝐶 = 12,000 cycles for VRF and 2,000 cycles for LI 
[2], 𝑆𝑂𝐶𝑗
𝑚𝑖𝑛 = 0% for VRF [2] and 20% for LI [4], 𝑆𝑂𝐶𝑗
𝑚𝑎𝑥  = 
100% for VRF [2] and 80% for LI [4], 𝐷𝑇𝑗
𝑚𝑎𝑥  = 8 h for VRF 
and 4 h for LI [4], 𝑐𝑟 = $11/kW [4], 𝜛 = 0%/month for VRF 
and 10%/month for LI [11], 𝑐𝑒𝑚 = $20.14/MWh [32], 𝑐𝑝𝑙  = 
$42.58/MWh [33], 𝑐𝑠𝑝 = $100/MWh [34], 𝑐𝑖𝑒  = $150/kWh for 
VRF and $300/kWh for LI [35], 𝑐𝑐 = $2/kW [35], 𝑐𝑐𝑜𝑛 = 
$150/kW [35], 𝑐𝑖𝑝 = $600/kW for VRF and $900/kW for LI 
[36]. 
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