Abstract. A Las Vegas type probabilistic algorithm is presented for nding the Frobenius canonical form of an n n matrix T over any eld K. The algorithm requires O~(MM(n)) = MM(n) (logn) O(1) operations in K, where O(MM(n)) operations in K are su cient to multiply two n n matrices over K. This nearly matches the lower bound of (MM(n)) operations in K for this problem, and improves on the O(n 4 ) operations in K required by the previously best known algorithms. We also demonstrate a fast parallel implementation of our algorithm for the Frobenius form, which is processor-e cient on a PRAM. As an application we give an algorithm to evaluate a polynomial g 2 K x] at T which requires only O~(MM(n)) operations in K when degg n 2 . Other applications include sequential and parallel algorithms for computing the minimal and characteristic polynomials of a matrix, the rational Jordan form of a matrix, for testing whether two matrices are similar, and for matrix powering, which are substantially faster than those previously known.
A matrix S with these properties, called the Frobenius form of T, always exists and is unique and rational, i.e., it remains the same even if the entries of T are allowed to lie in an algebraic closure of K. The polynomials f 1 ; : : :; f k 2 K x] are the invariant factors of T, and the rst of these, f 1 , is the minimal polynomial of T, that is f 1 is the polynomial of smallest degree in K x] n f0g such that f 1 (T) = 0. The product f 1 f k is the characteristic polynomial of T. Since T is similar to S, by de nition there exists an invertible U 2 K n n such that U ?1 TU = S. Our approach to nding the Frobenius form is to nd such a matrix U, from which we nd S. Two excellent references for the background information are Gantmacher (1990) , Chapter 7, and Ho man & Kunze (1971) , Chapter 7.
In Sections 1 through 4 we link the cost of computing the Frobenius form to the cost of multiplying two matrices. Speci cally, if MM(n) operations in K are su cient to multiply two n n matrices over a eld K, we show that O~(MM(n)) = MM(n) (log n) O(1) operations in K su ce to compute the Frobenius form of an n n matrix over K. This algorithm is of the Las Vegas type | it is allowed to choose elements randomly and uniformly from a nite subset of K at unit cost, and with probability at least 1=4 it returns the correct answer, otherwise it reports failure. An incorrect answer is never returned. Our algorithm only works as stated when #K n 2 . When K has q < n 2 elements, we embed K in a eld F of degree O(logn) over K which does possess n 2 elements. The Frobenius form of T lies in K n n since it is rational, but U 2 F n n may have entries in F n K. In this case the running time of our algorithms is multiplied by a small power of log q n. Details are presented in Section 4. In Section 5 we show how to implement our algorithm for the Frobenius form in a processor-e cient manner on a PRAM. As a by-product we obtain the rst processor-e cient parallel algorithm for the characteristic polynomial of a matrix.
The best previously known algorithms for nding the Frobenius form of a matrix in K n n , by Ozello (1987) and L uneburg (1987) , require O(n 4 ) operations in K (see also Kannan & Bachem 1979, and Kannan 1985) . Kaltofen et al. (1987 Kaltofen et al. ( , 1990 ) present probabilistic algorithms for nding the Frobenius form of a matrix in the parallel complexity class RNC 2 . They achieve their result through the use of a more general algorithm to compute the Smith normal form of a polynomial matrix. From the Smith normal form of the matrix I ? T 2 K ] n n (where is an indeterminate) the Frobenius form S of T can be derived easily. A (deterministic) NC 2 algorithm for computing the Frobenius form is demonstrated by Villard (1994) .
Our algorithm for computing the Frobenius form is nearly optimal in that there is a lower bound for the problem of (MM(n)) operations in K. If we can compute the Frobenius form, then we can nd the characteristic polynomial f 2 K x] of T with O(n 2 ) additional operations in K. The determinant of T is f(0), and it is shown in Baur & Strassen (1982) that computing the determinant requires (MM(n)) operations in K, whence computing the Frobenius form of T requires (MM(n)) operations in K (one must be careful of the model of computation here as Baur & Strassen's result is for the arithmetic circuit model { see Giesbrecht 1993 , Section 1.1 for details).
As applications of our algorithm for computing the Frobenius form, we obtain fast algorithms for a number of interesting problems. One of the most striking results is for the problem of evaluating a polynomial at a matrix. In Section 6 we show that a polynomial g 2 K x], of degree r, can be evaluated at any matrix T 2 K n n with O~(MM(n) + r) operations in K. We also demonstrate a lower bound for evaluating a xed non-linear polynomial at a matrix of (MM(n)) operations in K, so in fact our algorithm is nearly optimal. The algorithm we present here improves upon the previously fastest algorithm of Paterson & Stockmeyer (1973) , which requires O(MM(n) p r) operations in K. More generally, we show that an arithmetic circuit or straight-line program can be evaluated at a matrix in nearly optimal time sequentially, and processor-e ciently in parallel. In brief, the Frobenius form provides a mechanism to transform the problem of evaluating a polynomial in K x] at a matrix in K n n from the multiplicative semi-group of K n n to the multiplicative semi-group of a modular polynomial ring, where computation can be performed much more quickly.
As noted above, the companion matrix of the minimal polynomial forms the rst block in the Frobenius form. Also, any two similar matrices have the same Frobenius form. Thus, our algorithm for computing the Frobenius form yields Las Vegas algorithms to determine the similarity of any two matrices in K n n , and to nd the minimal polynomial of a matrix, which require O~(MM(n)) operations in K. Our algorithm for computing the minimal polynomial is also nearly optimal: it is shown by Wiedemann (see also Kaltofen 1992 ) that if we can compute the minimal polynomial of an n n matrix over a eld K with t(n) operations in K, then there is a Las Vegas algorithm to compute the determinant of any matrix in K n n for which O(t(n)) operations in K are su cient (see Giesbrecht 1993 for details). The best previously known algorithm for computing the minimal polynomial of an n n matrix is the Monte Carlo algorithm of Wiedemann (1986) , and requires an expected O(n 3 ) operations (a Monte Carlo type algorithm has the ability to select random elements uniformly from a nite subset of K and with constant probability returns the correct answer, but with some controllably small probability may return an incorrect answer). To determine similarity, the best previously known sequential algorithms are the Frobenius form algorithms of L uneburg (1987) and Ozello (1987) , which require O(n 4 ) eld operations. An algorithm by Zalcstein & Garzon (1987) , based on a very di erent method, runs in the parallel complexity class NC 2 . The Jordan normal form is probably the most commonly encountered of all canonical matrix forms, and is also one of the more di cult to compute. In particular, it requires that we determine both the geometric structure of the matrix (as captured in the Frobenius form) and the factorization of the minimal polynomial of the matrix into linear factors. In Section 7 we introduce the rational Jordan form as a slight generalization of the usual Jordan form. The rational Jordan form always exists and coincides with the usual Jordan form whenever that form exists. We show that computing the rational Jordan form of an n n matrix over any eld K can be accomplished by a Las Vegas type algorithm with an expected number of O~(MM(n)) operations in K, given the complete factorization (into irreducible factors in K x]) of the minimal polynomial of that matrix. A simple lower bound of (MM(n)) operations in K is shown for this problem. The requirement of a complete factorization of the minimal polynomial is also necessary, given that the complete factorization of any polynomial can be read o the rational Jordan form of the companion matrix of that polynomial.
Computational Model and Complexity Assumptions. The algorithms presented in this paper are generally given for both sequential and parallel models of computation. For the sequential algorithms we employ the arithmetic RAM, described more formally in von zur Gathen (1993) . Informally, this is just a standard (Boolean) Random Access Machine (or RAM, see Aho et al. 1974 , Section 1.2), with an additional memory for holding elements of some eld K. The instructions of the usual RAM are supplemented with instructions for basic eld operations in K (+, , ?, ), as well as a test for the zero element in K, and appropriate input and output instructions for elements in K. We report the cost of our algorithms as the number operations in K required as a function of the number of elements of K in the input.
For parallel algorithms we employ the arithmetic Parallel Random Access Machine (arithmetic PRAM) model over a eld K (see Karp & Ramachandran 1990) . This is a collection of arithmetic RAM's (over K) communicating by means of a set of shared memory cells. All accesses to global (and local) memory require unit time. The time t(n) required by an arithmetic PRAM algorithm is the maximum of the number of eld operations required by each of the component arithmetic RAM's in the PRAM on input size n. Also of interest is p(n), the largest number of processors involved in the computation on any input of size n, as is the work w(n) = t(n) p(n). It is useful to compare the work required by an algorithm running on a PRAM with the time required by an optimal sequential algorithm. Assume that any sequential algorithm for some problem requires time (t(n)) on input size n. A PRAM algorithm for this problem is called processor-e cient if it requires time (log n) O(1) when run on t(n) (logn) O(1) processors. That is, it is a fast parallel algorithm for which the work is within a poly-logarithmic factor of the optimal.
It is occasionally convenient, especially in summarizing results, to ignore logarithmic factors using the \soft O" notation: for any g; h: R >0 ! R >0 , g = O~(h) if and only if there exists a constant k 0 such that g = O(h(log h) k ). We isolate the cost of algorithms for polynomial arithmetic and linear algebra as named functions (M and MM, respectively) of their input sizes when their costs appear in the cost of some algorithm using these operations. Over a ring F, we assume O(M F (n)) operations in F are su cient to multiply two polynomials in F x] of degree at most n. The fast integer multiplication algorithms of Sch onhage & Strassen (1971) can be recast as polynomial multiplication algorithms (see Sch onhage 1977 and Nussbaumer 1980) , and allow us to choose M F (n) = n logn loglog n when F is a eld. More generally, for any ring F, the algorithm of Cantor & Kaltofen (1991) allows us to choose M F (n) = n logn log logn. If K is a eld, and f; g 2 K x] have degree at most n, we can compute the division with remainder of f by g, that is, we can nd Q; R 2 K x] such that f = Qg +R with R = 0 or deg R < deg g in O(M F (n)) operations in K. We can compute gcd(f; g) with O(M F (n) logn) operations in K (see Aho et al. 1974, Section 8.9 ). Generally we will simply write M(n) for M F (n) when F is clear from context. For any eld K, let K n n be the ring of n n matrices with entries in K. We assume that O(MM(n)) operations in K are su cient to multiply two matrices in K n n . Currently, the asymptotically best algorithm for matrix multiplication is by Coppersmith & Winograd (1990) , with MM(n) = n 2:376 . For convenience we assume throughout this paper that MM(n) = (n 2+ ) for some > 0. O(MM(n)) operations in K are also su cient to compute the rank and determinant of an n n matrix over a eld K, as well as to invert a non-singular matrix in K n n . Also, we can solve a system of n linear equations in n unknowns over K (which may be singular) with O(MM(n)) operations in K (Bunch & Hopcroft 1974) . Corresponding parallel algorithms for the polynomial and matrix operations above are discussed in Section 5.
1. Finding a Modular Cyclic Decomposition. The Frobenius normal form of the matrix T 2 K n n corresponds to a decomposition of the vector space K n 1 , called the cyclic decomposition of K n 1 with respect to T. It is convenient to simply consider the linear map T as a K-endomorphism of a nite dimensional vector space V over K (i.e., T 2 End K V ), ignoring for now its representation as a matrix (in the case of T 2 K n n we have V = K n 1 ). V is a K x]-module as follows: any Our algorithm for nding the Frobenius normal form S of a matrix T 2 K n n proceeds by constructing the matrix U as in (1.2), and then computing S = U ?1 TU. To do this we must somehow nd the invariant factors f 1 ; : : :; f k 2 K x] and an associated set of vectors v 1 ; : : :; v k 2 V generating the cyclic components. Unfortunately, such vectors are very rare, and the approach of choosing them randomly will fail miserably. Ozello (1987), and L uneburg (1987) construct them deterministically, but using more time than we allow ourselves. Our approach will be to rst choose randomly a list of vectors w 1 ; : : :; w k 2 V . With high probability these generate a \modular cyclic decomposition" of V (which we de ne later), from which the invariant factors and the Frobenius form S of T can be determined. The vectors w 1 ; : : :; w k are then \puri ed" to obtain vectors v 1 ; : : :; v k generating the components of the cyclic decomposition.
Our construction follows approximately the geometric proof of the Cyclic Decomposition Theorem by Gantmacher (1990) If w 1 ; : : :; w k are as in the above theorem, then we say that they generate a modular cyclic basis w 1 ; Tw 1 ; : : :; T d1?1 w 1 ; w 2 ; Tw 2 ; : : :; T d2?1 w 2 ; : : :; w k ; Tw k ; : : :; T dk?1 w k for V . Of course the summation V = Orb(T; w 1 )+ +Orb(T; w k ) in Fact 1.3 is not direct, and once we have found w 1 ; : : :; w k , we must somehow \purify" them to get a direct sum. This is accomplished in Section 3.
Our approach to nding w 1 ; : : :; w k 2 V is to choose them randomly. This will only work when #K n 2 . When #K < n 2 , we choose a small extension eld F of K such that #F n 2 . This will be discussed in Section 4. For the remainder of this section, assume that #K n Proof. Let y 1 ; : : :; y l 2 W be such that W = Orb(T; y 1 ) Orb(T; y 2 ) Orb(T; y l ) is the cyclic decomposition of W with respect to T, where T has l invariant factors.
For 1 i l, let g i = min(T; y i ) 2 K x] be the ith invariant factor of T, so g i jg i?1 for 2 i l.
We choose random elements a 1 ; : : :; a n 2 L and assign v = P To determine the probability that, for randomly chosen a 1 ; : : :; a n 2 L, we have gcd( P 1 i n a i h i ; g 1 ) = 1, consider the polynomial = P 1 i n x i h i 2 K x 1 ; : : :; x n ] x], in the indeterminates x 1 ; : : :; x n ; x. To prove the theorem it is su cient to show that Prob (a1 ;:::;an)2L n n gcd( (a 1 ; : : :; a n )(x); g 1 (x)) = 1 o 1 ? 1 n : This is accomplished with the aid of resultants (see van der Waerden 1970, Section 5.8). The resultant of and g 1 , considered as polynomials in x with coe cients in the integral domain K x 1 ; : : :; x n ] is a polynomial R 2 K x 1 ; : : :; x n ] of degree at most n. Moreover, gcd( (a 1 ; : : :; a n )(x); g 1 (x)) = 1 if and only if R(a 1 ; : : :; a n ) 6 = 0.
The polynomial R is non-zero as follows. The component of y 1 in Orb(T; y 1 ) is y 1 itself, and hence has minimal polynomial g 1 . Assume y 1 = P 1 j n b j u j for some b 1 ; : : :; b n 2 K. Then P 1 j n b j h j 1 mod g 1 , and since each h j has degree less than g 1 by de nition, P 1 j n b j h j = 1. Thus, R(b 1 ; : : :; b n ) 6 = 0.
We now apply Corollary 1 of Schwartz (1980) to obtain Prob (a1;:::;an)2L n n R(a 1 ; : : :; a n ) 6 = 0 o 1 ? n #L 1 ? 1 n :
A modular cyclic decomposition is now constructed by simply choosing the generating vectors \randomly" from V . Actually, since we do not know the number k of invariant factors beforehand, we choose w 1 ; : : :; w n 2 V and consider the probability that the rst k of these generate V in the desired manner. Proof. First we note, for 1 i n, that V i is a T-invariant subspace, so V=V i is well de ned as a K T]-module. We show that for each 1 i n that the probability that min(T i?1 ; w i + V i?1 ) = min(T i?1 ; V=V i?1 ) is at least 1 ? 1=n. To see this, consider the standard basis e 1 ; : : :; e n 2 K n 1 for V , i.e., e i is the vector with a one in the ith row and zeros in all other rows. We have chosen w i = P 1 i n a i e i for some randomly selected a 1 ; : : :; a n 2 L. The number of components k in the cyclic decomposition is certainly at most n, whence 2. Computing the Invariant Factors of T on V . Assume now that we are given vectors w 1 ; : : :; w n 2 V for V such that w 1 ; : : :; w k generate a modular cyclic basis for V , and let V i ; T i be as in Fact 1.3, for 0 i k. How do we nd k and the invariant factors f 1 ; : : :; f k ? We adapt an algorithm of Keller-Gehrig (1985) to accomplish this with O(MM(n) log n) operations in K.
Fact 2.1 (Keller-Gehrig 1985) . Let T 2 K n n and u 1 ; : : :; u n 2 V . Matrices H i 2 K n di for 1 i n with the following properties can be computed with O(MM(n) log n) operations in K: Keller-Gehrig's (1985) algorithm is essentially an asymptotically fast version of the algorithm of Danilevsky (1937) for computing the characteristic polynomial of a matrix (see Faddeev & Faddeeva 1963) . Applying Fact 2.1 to the vectors w 1 ; : : :; w n yields k, bases for V 1 ; : : :; V k , and the degrees of the invariant factors f 1 ; : : :; f k . That is, the columns of H 1 ; : : :; H i form a basis for V i = Orb(T; w 1 ) + + Orb(T; w i ) and deg f i = d i for 1 i k. We know d i = 0 for k < i n since w 1 ; : : :; w k are assumed to generate V as a K x]-module.
Let H = H 1 jH 2 j jH k ] 2 K n n , which we call a modular cyclic transition matrix for T. Combining Fact 2.1 with Theorem 1.5 gives a probabilistic algorithm to nd a modular cyclic transition matrix, which is correct with probability at least 1=4. We summarize this algorithm below.
Algorithm: FindModCyc Input: T 2 K n n , where #K n 2 and L is a subset of K with #L n 2 ; Output: a modular cyclic transition matrix H = H 1 j jH k ] 2 K n n for T, where H i = w i j jT di?1 w i ] 2 K n di for some w i 2 V (1 i k);
(1) Choose w 1 ; : : :; w n randomly from L n 1 .
(2) Find H = H 1 j jH k ] such that H i = w i j jT di?1 w i ] 2 K n di , where P 1 i k d i = n for 1 i k, the columns of H 1 ; : : :; H i form a basis of the K x]-module generated by w 1 ; : : :; w i , using Keller-Gehrig's algorithm.
End.
Theorem 2.2. Let #K n 2 . Given T 2 K n n , the algorithm FindModCyc returns w 1 ; : : :; w k 2 V and matrices H i 2 K n di for 1 i k de ned as follows:
The columns of H 1 ; : : :; H i form a basis for V i = Orb(T; w 1 )+ +Orb(T; w i ), (iv) f i = min(T mod V i?1 ; w i + V i?1 ) = min(T mod V i?1 ; V=V i?1 ) for 1 i k, i.e., H is a modular cyclic transition matrix for T. The algorithm is probabilistic, and returns the correct answer with probability at least 1=4 (it may produce an incorrect answer). It requires O(MM(n) log n) operations in K. When H is a modular cyclic transition matrix it determines a change of basis on V under which T has the form of T are along the diagonal of H ?1 TH, from which we can construct the Frobenius form S of T. Of course, with positive probability we will get an erroneous Frobenius form, and since we do not get an invertible matrix U 2 K n n such that S = U ?1 TU from this procedure, we have no way of verifying that S is correct. This problem is addressed in the next section. Note that this theorem does not assume that w 1 ; : : :; w k generate a modular cyclic basis for V , only that they generate V as a K x]-module.
To compute v 1 ; : : :; v k , rst compute h ij = g ij =f i 2 K x] for all 1 j < i k.
For each 1 i k we note that P 1 j<i deg g ij n, so we can compute all g ij for 1 j < i with O(M(n)) operations in K. The number k of invariant factors is at most n, so all the g ij 's can be found with O(nM(n)) operations in K.
Computing Output: { The Frobenius form S 2 K n n of T, { an invertible U 2 K n n such that S = U ?1 TU;
(1) Using FindModCyc, compute a modular cyclic transition matrix H = H 1 j jH k ] 2 K n n , where H i = w i jTw i j jT di?1 w i 2 K n di for 1 i k, the columns of H 1 ; : : :; H i span the K x]-module generated by the vectors w 1 ; : : :; w i for 1 i k; An erroneous computation of H will be detected in step (2) End. Theorem 4.1. Let T 2 K n n over any eld K with at least n 2 elements. With probability at least 1=4, FrobeniusForm returns the Frobenius form S of T and an invertible U 2 K n n such that S = U ?1 TU. Otherwise the algorithm reports \failure".
In either case O(MM(n) log n + nM(n)) operations in K are su cient.
Proof. First we prove the correctness of the output. We employ the algorithm FindModCyc, analyzed in Theorem 2.2, to compute a modular cyclic transition matrix H, which will be correct with probability at least 1=4. Assume for now that H is computed correctly. By Fact 3.1 we know f i j g ij for 1 j < i and 1 i k, and certainly f i j f i?1 for 2 i k. Theorem 3.2 guarantees that v 1 ; : : :; v k generate the cyclic composition factors of V and Gantmacher (1990) , Section 7.5.2, shows that S = U ?1 TU is in Frobenius normal form. If H is incorrectly computed, the algorithm reports failure in step (2) or (4). Certainly if H is singular then it is incorrect, and this is detected in step (2). Otherwise, assume that the tests in step (4) By Theorem 2.2, step (1) requires O(MM(n) logn) operations in K. Using Theorem 2.3, steps (2)-(4) require O(MM(n)) operations in K (H is singular exactly when its last column is zero). By Theorem 3.3 steps (5)-(6) require O(MM(n)) operations in K to complete. The matrix U in step (7) can be found using Fact 2.1, with O(MM(n) log n) operations in K.
The algorithm FrobeniusForm requires that the eld K contain at least n 2 elements. If this is not the case, and q = #K < n 2 , the chances of choosing w 1 ; : : :; w k correctly may be very low. To remedy this we construct a eld extension F of K containing n 2 elements. We then run the algorithm FrobeniusForm on T 2 F n n . By Theorem 4.1 this correctly returns the Frobenius form S 2 F n n and an invertible U 2 F n n such that S = U ?1 TU, with probability at least 1=4. However, the Frobenius form of T is a unique rational invariant of T, regardless of the eld in which the elements of T are embedded. Thus S 2 K n n and this is precisely what we are looking for. The only drawback to this technique, aside from the slightly increased cost of operations in F, is that U is not necessarily a matrix over K.
To construct the eld F K, we use the deterministic algorithm of Shoup (1993) to nd a polynomial 2 K x] of degree d2 log q ne. Shoup's algorithm requires O~(n) Theorem 4.2. Let T 2 K n n , where q = #K < n 2 . The modi cation of FrobeniusForm described above computes the Frobenius form S 2 K n n of T, and an invertible matrix U 2 F n n such that S = U ?1 TU. The eld F = K x]=( ) is an extension of K, given by an irreducible monic 2 K x] of degree d2 log q ne. The algorithm succeeds with probability at least 1=4, and otherwise reports \failure". It requires O((MM(n) log n+nM(n)) M(log q n) log log q n) or O~(MM(n)) operations in K.
A Processor-E cient Parallel Algorithm. In this section we exhibit a
processor-e cient parallel algorithm for nding the Frobenius form of a matrix. Recall that computing the Frobenius form of a T 2 K n n is at least as hard as matrix multiplication, since from the Frobenius form we can quickly compute the determinant of T, which is known to be as hard as multiplying matrices (see Baur & Strassen, 1982) . We demonstrate that our algorithm for computing the Frobenius form of any T 2 K n n , can be implemented in a processor-e cient manner, and can be executed in (Las Vegas) time (log n) O(1) using O(MM(n)) processors. Actually, the only part of the algorithm FrobeniusForm which requires modication, other than specifying an implementation technique for each step from the \toolkit" of known parallel algorithms, is the subroutine FindModCyc used in step (1). The routine of Keller-Gehrig's (1985) , used in step (2) of FindModCyc in Section 2, is the heart of his asymptotically fast version of Danilevsky's (1937) 's algorithm for nding the characteristic polynomial of a matrix. It is not immediately clear that Keller-Gehrig's algorithm can be implemented in a processor-e cient manner. In this section we exhibit fast parallel versions of Keller-Gehrig's algorithm for computing the characteristic polynomial of a matrix and of our routine FindModCyc, both of which are processor-e cient. We then give the implementation details of a processor-e cient version of FrobeniusForm. We begin by collecting a number of useful parallel algorithms which we require as subroutines.
Fact 5.1. Suppose K is a eld with characteristic p. Proof. Part (i) is shown by Pan & Reif (1985) Theorem A.1. A processor-e cient algorithm for matrix inversion is given by Kaltofen & Pan (1991) and Kaltofen & Pan (1992) . Eberly (1991) shows (iii). The fast polynomial multiplication algorithms of Cantor & Kaltofen (1991) also have parallel time and processor bounds as stated in Part (iv). Part (v) is shown by Bini & Pan (1992) . We make the assumption, based on Fact 5.1(i), that there exists an algorithm which requires time O(logn) on O(MM(n)) processors to multiply two n n matrices over a eld K. Assume that we are given vectors u 1 ; : : :; u n 2 V . As in Fact 2.1, we want to nd matrices H i 2 K n di for 1 i n with the following properties: i is the ith column of T for 1 i n. The idea is that at the end of stage j we will have computed H Here d (j) i is the smallest integer less than 2 j such that T d . The lexicographically rst subset of the columns of J (j) are identi ed with the algorithm of Eberly (1991) (Fact 5.1(iii) in this paper), and H (j) 2 K n n is constructed as above. This is repeated r = dlog 2 ne times. . Given T 2 K n n , the algorithm FindModCyc implemented in a processor-e cient manner as described above, returns w 1 ; : : :; w k 2 V and matrices H i 2 K n di for 1 i k de ned as follows: Proof. The statement of the parallel algorithm does not vary from the description in Section 4. Only the manner in which each step is executed changes, and we address these changes now.
Step (1) is accomplished using the processor-e cient implementation of FindModCyc described in Theorem 5.3. The matrix H is singular exactly when its last column is zero, and this can be tested with constant time and work to perform step (2). As in the sequential algorithm, the coe cients of f i and g ij for 2 i k and 1 j < i are read from G = H ?1 TH as in Theorem 2.3, and G can be computed within the desired parallel time and processor bounds by Fact 5.1. Steps (4){(5) can be done using processor-e cient polynomial division algorithms, as speci ed in Fact 5.1 parts (iv) and (v).
Step (6) can be performed by a single matrix product as in Theorem 3.3, and so can be done in a processor-e cient manner. Applying Theorem 5.3 gives us U in step (7).
When #K < n 2 similar theorems hold, with running times and processor requirements multiplied by a small power of log q n.
Theorem 5.5. Let K be a eld with q < n 2 and T 2 K n n . We can implement the algorithm FrobeniusForm, as modi ed in Theorem 4.2, in a processor-e cient manner.
(i) If p n and p = 0 it requires time O(log 4 n log log q n) on O(MM(n) M(log q n)) processors.
(ii) If 2 p < n it requires time O(log 5 n log log q n= log p) on O(MM(n) M(log q n)) processors.
Proof. The proof is the same as that of Theorem 5.4 except that we work in an extension F of K of algebraic degree dlog q ne over K, which does contain O(n 2 ) elements (see Theorem 4.2). Each operations in F requires O(log log q n) operations in K on O(M(log q n)) processors.
Theorem 5.3 also has the following important corollary, essentially a processore cient version of the algorithms of Danilevsky (1937) and Keller-Gehrig (1985) for computing the characteristic polynomial of a matrix. Proof. We rst nd a matrix H 2 K n n as in Theorem 5.2 such that G = H ?1 TH is as in (2.3). The inverse of H and product f 1 f k can be computed within the desired time and processor bounds using the methods described in Fact 5.1.
Note that the characteristic polynomial of T 2 K n n can also be computed as the product of the invariant factors of T, which can be read from the Frobenius form of T. The above corollary is a slight improvement on this for small elds. It relies on the fact that we do not need H ?1 TH to be in Frobenius form; the product of the polynomials whose companion matrices are on the diagonal of H ?1 TH always equals the characteristic polynomial of T.
6. Fast Evaluation of Matrix Functions. We now consider applications of our algorithm for nding the Frobenius form to evaluating polynomials at matrices, determining matrix similarity and nding the minimal polynomial of matrices. New algorithms requiring almost optimal time are presented. We also give lower bounds for the problems of evaluating a polynomial at matrix, and for nding the minimal polynomial of a matrix, which matches our upper bounds within poly-logarithmic factors.
Evaluating Polynomials at Matrices. Computing the Frobenius form S 2 K n n of a matrix T 2 K n n allows quick evaluation of g(T) 2 K n n for any polynomial g 2 K x]. The problem of evaluating polynomials at matrices is certainly not new. Paterson & Stockmeyer (1973) give an algorithm to evaluate a polynomial g 2 K x] at any point in a ring extension < of K, which requires O( p r) non-scalar multiplications in <, where r = deg g. They apply their algorithm to evaluate g(T) at any T 2 K n n with O(MM(n) p r) operations in K (see also Brent & Kung 1978) . Theorem 6.2 gives a substantial improvement over this, especially when r is large, allowing evaluation of g(T) with O~(MM(n) + r) operations in K. The well known observation required is that if S = U ?1 TU for some invertible U 2 K n n , and S = diag(C f1 ; : : :; C fk ) as in (0.1), then g(T) = U g(S) U ?1 = U diag(g(C f1 ); : : :; g(C fk )) U ?1 :
Furthermore, each g(C fi ) can be evaluated quickly once g mod f i has been computed, and g(S) can be computed with O(n 2 ) operations in K when deg g n. Theorem 6.2. Given g 2 K x] of degree r and T 2 K n n , we can compute g(T) 2 K n n with a Las Vegas type probabilistic algorithm requiring O(MM(n) log n+ nM(n) + M(r)) operations in K. Here K is any eld with at least n 2 elements.
Proof. First compute the Frobenius form S 2 K n n of T, and an invertible U 2 F n n such that U ?1 TU = S. This requires O(MM(n) logn+nM(n)) operations in K using Theorem 4.1. For each invariant factor f i 2 K x] of T, determine g i g mod f i , where deg g i < deg f i , for 1 i k. This can be done with O(M(r) + nM(n)) operations in K by rst reducing g modulo f 1 , since all the other invariant factors divide f 1 . Next compute the matrices g i (C fi ) = g(C fi ) for 1 i k. Using Lemma 6.1 above, this can be accomplished with O(n 2 ) operations in K. Now g(S) = diag(g(C f1 ); : : :; g(C fk )) and g(T) = Ug(S)U ?1 .
A more general theorem can be obtained using arithmetic circuits or straight-line programs (see Aho et al. 1974 , Section 1.5 or von zur Gathen 1986 for a formal de nition). This model gives a very natural computational representation of rational functions, nicely formalizing and generalizing such notions as sparseness and ease of computation. Brie y, an algebraic circuit or straight-line program } over a eld K consists of a nite list s 1 ; s 2 ; : : :; s m of statements, each of the form a i := b i op i c i , where a i is a variable (assigned only at step i), op i 2 f+; ?; ; =g, and each of b i , c i is either equal to a j for some 1 j < i, or is a constant in K, or is the input x. The output is the value of a m upon evaluation of each of the steps in sequence (this semantics glosses over a number of subtleties | see von zur Gathen 1986). The sequential cost of } is m. To de ne the parallel cost, note that } de nes a directed acyclic graph on the nodes x; s 1 ; : : :; s k , where there is an edge from s i to s j (or x to s j ) if s j references a i (resp. x). The parallel cost is the depth, or maximum path length from the node x to the node s m . Now let } be algebraic circuit over K. Let F be an extension ring of K, so } can The algorithm is of the Las Vegas type, returns the correct answer with probability at least 1=4 and otherwise reports \failure".
Proof. First compute the Frobenius form S 2 K n n of T, and an invertible U 2 F n n such that U ?1 TU = S. Assume that S = diag(C f1 ; : : :; C fk ), where f 1 ; : : :; f k 2 K x] are the invariant factors of T, and C f1 ; : : :; C fk are their respective companion matrices. Then evaluate } at x mod f 1 in the ring K x]=(f 1 ). If this evaluation fails, then we report that the circuit is unde ned at T. Otherwise, assume the result of this evaluation yields h mod f 1 for some h 2 K x]. Next compute h i h mod f i for 1 i k. The nal result is then U ?1 diag(h 1 (C f1 ); : : :; h k (C fk ))U 2 K n n . Correctness is clear from the ring-isomorphism between between K T] and K x] mod f 1 .
The cost of the algorithm is measured as follows. Computing the Frobenius form requires O(MM(n) log n + nM(n)) operations in K using Theorem 4.1. In parallel, we can use Theorem 5.4, which requires O(log 4 n) time on O(MM(n)) processors when p n or p = 0, or time O(log 5 n= logp) on O(MM(n)) processors when 2 p < n. We can evaluate } at x in K x]=(f 1 ) with O(m M(n)) operations in K sequentially, or time O(d logn) on O(m M(n)) processors in parallel. The time required by the the remaining steps is dominated by the time required by these rst two.
As an application of this straight-line program evaluation technique we consider computing high powers of matrices, an operation performed in some cryptographic systems (see, for example, Chuang & Dunham 1990) . Using linear recurrences and companion matrices to compute powers of matrices is certainly not new, dating at least to Ranum (1911) .
Corollary 6.4. Given s 0 and T 2 K n n , we can compute T s 2 K n n with a Las Vegas type probabilistic algorithm requiring O(MM(n) log n + (n + log s)M(n)) or O~(MM(n) + n log s) operations in K, where K is any eld with at least n 2 elements.
Proof. The repeated squaring method of computing high powers of elements in any group yields a straight-line program of depth and length O(log s). Apply Theorem 6.3 to obtain the result.
We now summarize the above results for elds with fewer than n 2 elements. These follow immediately from the use of Theorems 4.2 (sequential) and 5.5 (parallel) instead of Theorems 4.1 and 5.4 respectively. Theorem 6.5. Let K be any eld with q < n 2 elements and characteristic p, T 2 K n n , and F the smallest extension eld of K containing n 2 elements. Las Vegas type probabilistic algorithms exist as follows:
(i) given g 2 K x] of degree r we can evaluate g(T) 2 K n n with O((MM(n) log n+ nM(n)) M(log q n) loglog q n + M(r)) or O~(MM(n) + r) operations in K sequentially. In parallel we can do this in time O(log 4 n log log q n + log r) when p = 0 or p n, or in time O(log 5 n loglog q n= logp + logr) when 2 p < n, on O(MM(n)M(log q n) + M(r)) processors.
(ii) given a straight-line program } with length m and depth d, we can evaluate } at T with O((MM(n) log n+nM(n)) M(log q n) log log q n+mM(n)) operations in K. In parallel we can do this in time O(log 4 n loglog q n + d logn) when p = 0 or p n, or in time O(log 5 n loglog q n= logp+d logn) when 2 p < n, on O(MM(n)M(log q n) + m M(n)) processors.
A Lower Bound on Evaluating Polynomials at Matrices. In this subsection we show that evaluating a non-linear polynomial at a matrix is at least as hard as matrix multiplication. Speci cally, if g 2 K x] has degree r 2 and we can evaluate g(T) at any T 2 K n n with at most t(n) operations in K, then we can multiply two n n matrices over K with O(t(n)) operations in K. We make a technical assumption about the cost function t: R >0 ! R >0 : 8a 2 R >0 8b 2 R 1 b 2 t(a) t(ab) b 3:5 t(a): The problem of evaluating a polynomial at a matrix has a trivial lower bound of (n 2 ) operations in K and, as discussed above, a deterministic upper bound of O(n 3:5 ) operations in K, making this assumption reasonable.
We will assume here that #K r ? 1. A similar argument is presented in Giesbrecht (1993) ; where c 2 K and 0 n ; I n 2 K n n are the zero and identity matrices respectively. Since the coe cient of z r?2 in h is b r 6 = 0, we know deg h = r ? 2. Now, we have assumed that #K > r ? 2, so there exists a c 2 K such that h(c) 6 = 0 because h has at most r ? 2 roots. Such a c can be found by evaluating h at r ? 1 distinct points in K, and using fast multi-point evaluation (see Aho et al. 1974, Section 8.5) , can be found with O(M(r) log r) operations in K. Now AB = h(c) ?1 C, which can be computed with an additional O(t(n)) operations in K.
Theorem 6.7. Let g 2 K x] have degree r 2. Suppose we can evaluate g(T) for any matrix T 2 K n n with t(n) operations in K. If #K r ? 1 we can multiply two n n matrices with O(t(n) + M(r) log r) operations in K.
In fact, for any given n, we need only compute a single c 2 K such that h(c) 6 = 0.
After such a c has been found, evaluating g at any matrix in K n n requires only O(t(n)) operations in K. where I r is the r r identity matrix, and C g 2 K r r is the companion matrix of g.
It is easily shown that both the minimal and characteristic polynomials of J (m) g are equal to g m 2 K x] (see 7.1 below). Any T 2 K n n is similar to its rational Jordan form, a matrix Q = diag(Q 1 ; Q 2 ; : : :; Q l ) 2 K n n , where Q 1 ; : : :; Q l are rational Jordan blocks. Notice that when all eigenvalues of T lie in K, then Q is in fact the usual Jordan form of T. The rational Jordan form is unique up to the order of the (rational) Jordan blocks, as is the usual Jordan form. Rational forms akin to the rational Jordan form were investigated at least as early as Frobenius (1911) . Kaltofen et al. (1990) exhibit fast probabilistic parallel algorithms for a somewhat di erent rational Jordan form, as well as a \symbolic Jordan form" of a matrix. Roch & Villard (1994) demonstrate fast deterministic parallel algorithms, in the complexity class NC lcm(g e1 1 ; : : :; g es s ) = g e1 1 g es s = f, since the minimal polynomial of J (ei) gi is g mi i for 1 i s by Lemma 7.1. Since deg f = n and f is the minimal polynomial of B, B is similar to the companion matrix C f of f. Theorem 7.3. Suppose T 2 K n n has invariant factors f 1 ; : : :; f k 2 K x], where f i has companion matrix C fi 2 K di di , with deg f i = d i , for 1 i k. If B i 2 K di di is the rational Jordan form of C fi for 1 i k, then Q = diag(B 1 ; : : :; B k ) 2 K n n is the rational Jordan form of T.
Proof. By Lemma 7.2 there exists a non-singular P i 2 K di di such that B i = P ?1 i C fi P i for 1 i k. The matrix P = diag(P 1 ; : : :; P k ) 2 K n n satis es Q = P ?1 TP, and Q is in rational Jordan form.
Theorem 7.4. Let K be any eld with at least n 2 elements. Given T 2 K n n , there is a Las Vegas reduction from the problem of nding the rational Jordan form Q 2 K n n of T and an invertible P 2 K n n such that Q = P ?1 TP to the problem of factoring a single polynomial in K x] of degree at most n (namely the minimal polynomial f 1 2 K x] of T). This reduction requires O(MM(n) log n + nM(n)) or O~(MM(n)) operations in K.
Proof. We nd the Frobenius form S 2 K n n of T and an invertible U 0 2 K n n such that U ?1 0 TU 0 = S using the algorithm FrobeniusForm. We factor the rst invariant factor f 1 2 K x] (determined by the Frobenius form and identical to the minimal polynomial of T) and construct the rational Jordan form Q 2 K n n of T using Theorem 7.3. An invertible U 1 2 K n n such that U ?1 1 QU 1 = S is constructed using FrobeniusForm (we know Q is similar to S by its construction). Then Q = U 1 U ?1 0 TU 0 U ?1 1 and P = U 0 U ?1 1 satis es Q = P ?1 TP.
To nd the rational Jordan form of T 2 K n n when K has fewer than n 2 elements we embed K into a slightly larger eld F to nd the Frobenius form of T, using Theorem 4.2. As in Theorem 4.2, F = K x]=( ), where 2 K x] is monic and irreducible of degree d2 log q ne.
Theorem 7.5. Let K be a eld with q = #K < n 2 . Given T 2 K n n , there is a Las Vegas reduction from the problem of nding the rational Jordan form Q 2 K n n of T, and an invertible P 2 F n n such that Q = P ?1 TP, to factoring a single polynomial in K x] of degree at most n (namely the minimal polynomial f 1 2 K x] of T). This reduction requires O((MM(n) log n + nM(n)) M(log q n) loglog q n) or O~(MM(n)) operations in K. Using the Las Vegas algorithm of Berlekamp (1970) for factoring polynomials over nite elds we obtain an algorithm for computing the rational Jordan form of a matrix, given only that matrix. Corollary 7.6. Let K be a nite eld of size q and T 2 K n n . The rational Jordan form of T can be computed by a Las Vegas algorithm with O(MM(n) logn + nM(n)+n logq) or O~(MM(n)+n logq) operations in K if #K n 2 , and O((MM(n) log n + nM(n)) M(log q n) log log q n + n logq) or O~(MM(n) + n log q) operations in K if #K < n 2 .
