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Abstract
In the present paper we investigate a semi-group of triangular in-
tegral operators Vβ, which is an analogue of the semi-group of the
fractional integral operators Jβ. With the help of these semi-groups,
we construct and study two classes of triangular Friedrichs models
Aβ and Bβ, respectively. Using generalized wave operators we prove
that Aβ and Bβ are linearly similar to a self-adjoint operator with
absolutely continuous spectrum.
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1 Introduction
1. In the present paper we investigate the triangular integral operators
Vβf =
1
Γ(β)
∫ x
0
Eβ(x− t)f(t) dt, ℜβ > 0, f(x)∈L
2(0, ω), (1.1)
where Γ(z) is Euler gamma function,
Eβ(x) =
∫ ∞
0
1
Γ(s)
e−Cssβ−1xs−1 ds, C ∈ C, (1.2)
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and C stands for the complex plane. We shall show that the operators Vβ
form a semi-group, which is an analogue of the semi-group of the fractional
integral operators
Jβf =
1
Γ(β)
∫ x
0
(x− t)β−1f(t) dt, ℜβ > 0, f(x)∈L2(0, ω). (1.3)
With the help of the semi-groups of operators Jβ and Vβ we construct and
study two classes of triangular Friedrichs models Aβ and Bβ, respectively.
Using generalized wave operators we prove that Aβ andBβ are linearly similar
to a self-adjoint operator with absolutely continuous spectrum.
Lemma 1.1 The function Eβ(x) is continuous in the domain (0, ω] and
Eβ(x) =
Γ(β + 1)
x| ln(x)|β+1
(
1 +O
(
1
ln(x)
))
, x→0. (1.4)
Proof. It follows from (1.2) that the function Eβ(x) is continuous in the
domain (0, ω] and
Eβ(x) =
∫ 1
0
1
Γ(s)
e−Cssβ−1xs−1 ds +O(1). (1.5)
Using relations
1
Γ(s)
= s+O(s2), e−Cs = 1 +O(s) (s→0), (1.6)
we obtain
Eβ(x) =
1
x
∫ 1
0
sβ
(
1 +O(s)
)
e−s| ln(x)| ds+O(1). (1.7)
Equality (1.7) implies the equality (1.4). The lemma is proved. 
Proposition 1.2 The operators Vβ, defined by formula (1.1), are bounded
in all spaces Lp(0, ω), p≥1.
Proof. Indeed, according to (1.4) we have (see [9, p. 24])
∥∥Vβ∥∥p≤m(β) =
∫ ω
0
∣∣Eβ(x)/Γ(β)∣∣ dx <∞. (1.8)
This proves the proposition. 
The operators Vβ have a following important property [10].
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Theorem 1.3 The operators Vβ (ℜβ > 0) defined by formula (1.1), form a
semi-group, that is,
VαVβ = Vα+β, ℜα > 0, ℜβ > 0. (1.9)
2. We introduce the following integro-differential operator
Rf = −
∫ x
0
f ′(t) ln(x− t) dt, f(x)∈L(0, ω). (1.10)
In the book [9, p. 73] we proved that the operator V1 is a right inverse of R.
Proposition 1.4 If β = 1 and C = −Γ′(1) then
RV1ϕ = ϕ, ϕ
′(x)∈L(0, ω). (1.11)
3. By Hα we denote the space of all function such that f(x)∈L
2(0, ω) and
f(x) = 0 when x∈[0, α]. It is easy to see that the spaces Hα, 0 < α≤ω, are
invariant subspaces of the operator Vβ.
Definition 1.5 A bounded operator T is unicellular if its lattice of invariant
subspaces is totally ordered by inclusion.
Theorem 1.6 The operator Vβ, 0 < β≤1, defined by formula (1.1) is uni-
cellular.
Proof. Let us consider the inner product
(
V nβ f, g
)
=
∫ ∞
0
1
Γ(s)
e−Cssnβ−1
(∫ ω
0
∫ x
0
(x− t)s−1f(t) dt g(x) dx
)
ds.
(1.12)
Assuming that
(
V nβ f, g
)
= 0 we use the set of functions ψn(x) = e
−x2/2H2n(x),
where H2n(x) are Hermite polynomials. The set of functions ψn(x) is com-
plete in the Hilbert space L2(0,∞). We note that H2n(x) are even poly-
nomials of the degree 2n. Hence, the set of functions ϕn(x) = e
−x2/2x2n is
complete in the Hilbert space L2(0,∞). Changing the variable sβ/2 = u and
taking into account the formulas (1.12) and
(
V nβ f, g
)
= 0, we have∫ ω
0
∫ x
0
(x− t)s−1f(t) dt g(x) dx = 0, 0 < β≤1. (1.13)
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Relation (1.13) can be written in the form∫ ω
0
us−1
∫ ω
u
f(x− u)g(x) dx du = 0. (1.14)
It follows from (1.14) that∫ ω
u
f(x− u)g(x) dx = 0. (1.15)
By changing the variables x = ω − x1, u = ω − u1 we obtain∫ u1
0
f(u1 − x1)g(ω − x1) dx1 = 0. (1.16)
Using well-known Titchmarsh’s theorem ([11, Theorem 152]) we receive the
following assertion: if f(x)∈Hα and f(x)/∈Hγ, when γ > α, then the system
V nβ f is complete in the space Hα. This proves the theorem. 
Remark 1.7 Using Titchmarsh’s theorem ([11, Theorem 152]) it is easy to
prove that operator Jβ, β > 0, is unicellular.
2 Triangular integral operators with logarith-
mic type kernels
1. In the present section we shall consider the operators
Sβf = β
∫ x
0
f(t)
∣∣ ln(x− t)∣∣−β−1 dt
x− t
, ℜβ > 0, (2.1)
in the space L2(0, ω), 0 < ω < 1. The operator Sβ is the main term in
the expression which defines the operator Vβ (see (1.1), (1.2)). Thus, by
investigating the operator Sβ we also obtain some properties of the operator
Vβ. The operator Sβ is of independent interest as well. Rewrite the operator
Sβ in the following form
Sβf =
d
dx
∫ x
0
f(t)
∣∣ ln(x− t)∣∣−β dt, ℜβ≥0. (2.2)
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We note that the operator Sβ is well-defined by formula (2.2) in the case
where ℜβ≥0. Let us introduce the functions (see [8] and [10])
s˜(λ) =
∫ ω
0
eitλ
∣∣ ln(t)∣∣−β dt, ℜβ≥0, (2.3)
s˜1(λ) =
∫ ω
0
eitλ
∣∣ ln(t)∣∣−β(1− t/ω)dt, ℜβ≥0. (2.4)
Theorem 2.1 If ℜβ≥0 and 0 < ω < 1, then the following asymptotic rela-
tions are valid:
−iλs˜(λ) =
(
ln |λ|
)−β(
1 + o(1)
)
− eiλω
(
− lnω
)−β
, λ→±∞, (2.5)
−iλs˜1(λ) =
(
ln |λ|
)−β(
1 + o(1)
)
, λ→±∞. (2.6)
Proof. According to the Cauchy theorem we have∫
γ
eitλ
(
− ln(t)
)−β
dt = 0, (2.7)
where the curve γ is depicted by Fig.1.
Figure 1: Contour of integration
From (2.3) and (2.7) we obtain the equality
s˜(λ) =
∫ iω
0
eitλ
(
− ln t
)−β
dt−
∫ pi/2
0
eitλ
(
− ln(t)
)−β
it dϕ, t = ωeiϕ. (2.8)
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Let us consider the integral∫ iω
0
eitλ
(
−ln t
)−β
dt =
∫ λω
0
e−u
(
−ln u+lnλ−ipi/2
)−β
i du/λ, λ > 0. (2.9)
When λ tends to infinity, equality (2.9) yields∫ iω
0
eitλ
(
− ln t
)−β
dt =
i
λ
(
lnλ
)−β(
1 + o(1)
)
, λ→+∞. (2.10)
Integrating by parts we estimate the integral∫ pi/2
0
eitλ
(
− ln(t)
)−β
it dϕ = −
1
iλ
(
eiλω
(
− lnω
)−β
+ o(1)
)
, λ→+∞, (2.11)
where t = ωeiϕ, λ→ +∞. Relations (2.8), (2.10) and (2.11) imply (2.5) for
the case λ→∞. In the same way we deduce (2.5) for the case λ→−∞.
Relation (2.6) follows from (2.5) and from the equality (see [8])
− iλs˜1(λ) = −iλs˜(λ) + e
iλω
(
− lnω
)−β
+ o(1), λ→∞. (2.12)
The theorem is proved. 
Thus, the function −iλs˜(λ) is bounded. Hence, we obtain the following
assertion (see [8]).
Corollary 2.2 If ℜβ≥0 and 0 < ω < 1, then the operator Sβ defined by
formula (2.2) is bounded in the space L2(0, ω).
Further we need the following asymptotic relation (see [8]):∥∥Sβe−ixλ + iλs˜1(λ)e−ixλ∥∥→0, λ→∞. (2.13)
Using (2.6) and (2.13) we derive two statements below.
Corollary 2.3 If ℜβ = 0 and |z| = 1, then the points z belong to the spec-
trum of the operator Sβ.
Corollary 2.4 If ℜβ = 0, ν > 0, γ = β + ν, then in the space L2(0, ω) we
have
Sγ→Sβ, ν→0 (strong convergence). (2.14)
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2. Taking into account (1.3) we can reformulate Corollaries 2.2–2.4 for the
operator Vβ.
Corollary 2.5 If ℜβ≥0 and 0 < ω < 1, then the operator Vβ is bounded in
the space L2(0,∞).
Corollary 2.6 If ℜβ = 0 and |z| = 1, then the points z belong to the spec-
trum of the operator Vβ.
Corollary 2.7 If ℜβ = 0, ν > 0, γ = β + ν, then in the space L2(0,∞) we
have
Vγ→Vβ, ν→0, (strong convergence). (2.15)
3. Let us introduce the operator
Tβf =
∫ x
0
f(t)
∣∣ ln(x− t)∣∣−β dt, β > 0, (2.16)
where f(x)∈L2(0, ω) and 0 < ω < 1.
Proposition 2.8 The operator Tβ is such that Tβ∈σ2 and Tβ /∈σ1.
Proof. It is obvious that Tβ∈σ2. In order to prove that Tβ /∈σ1 we write the
operator Tβ in the form
Tβf =
d
dx
∫ x
0
f(t)R(x− t) dt, (2.17)
where
R(x) =
∫ x
0
ln−β(u) du. (2.18)
Integrating by parts the right-hand side of the expression
s˜1(λ) =
∫ ω
0
eitλR(t)(1− t/ω) dt, (2.19)
we obtain
s˜1(λ) =
−1
iλ
∫ ω
0
eitλ
∣∣ ln(t)∣∣−β dt. (2.20)
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Comparing relations (2.3) and (2.20), we see that −iλs˜1(λ) for the operator
Tβ is equal to s˜(λ) for the operator Sβ. Relations (2.5) and (2.20) imply that
s˜1(λ) =
eiωλ
λ2
(− lnω)−β
(
1 + o(1)
)
, λ→∞. (2.21)
It follows from (2.13) and (2.21) that
∞∑
n=1
∣∣(Tβϕn, ϕn)∣∣ =∞, (2.22)
where ϕn(x) = e
ixn/ω.
Next, we use the following result [3]: if an operator A is compact in the
Hilbert space and ϕj is an orthonormal system, then
n∑
1
∣∣(Aϕj , ϕj)∣∣≤ n∑
j=1
sn, (2.23)
where sj(A) is the non-decreasing sequence of the eigenvalues of the opera-
tor (AA∗)1/2. The formulated result implies the following statement: if the
equality
∞∑
1
∣∣(Aϕj , ϕj)∣∣ =∞ (2.24)
is valid, then
∑∞
j=1 sj =∞. In other words, (2.22) yields
∞∑
j=1
sj =∞. (2.25)
Hence, the proposition is proved. 
3 Friedrichs model
Let us consider in the Hilbert space L2(0, ω) the operator
Aα,βf = VβQVαf, Qf = xf, ℜα > 0, ℜβ > 0. (3.1)
Using relations (1.1) and (1.2) we obtain
Aα,βf =
∫ x
0
f(u)Uα,β(x, u) du, (3.2)
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where
Uα,β(x, u) =
1
Γ(α)Γ(β)
∫ x−u
0
Eβ(x− u− y)(u+ y)Eα(y) dy. (3.3)
We need the relation (see [1]):∫ x
0
(x− y)α−1yβ−1 dy =
Γ(α)Γ(β)
Γ(α + β)
xα+β−1, ℜα > 0, ℜβ > 0. (3.4)
Relations (1.2) and (3.4) imply that
1
Γ(α)Γ(β)
∫ x−u
0
Eβ(x− u− y)uEα(y) dy =
1
Γ(α+ β)
Eα+β(x− u)u, (3.5)
1
Γ(α)Γ(β)
∫ x−u
0
Eβ(x−u− y)yEα(y) dy =
(x− u)α
Γ(α + β + 1)
Eα+β(x− u). (3.6)
Relations (3.3) and (3.5), (3.6) imply the following proposition.
Proposition 3.1 The operator Aα,β is defined by (3.2), where
Uα,β(x, u) =
1
Γ(α + β)
Eα+β(x− u)u+
(x− u)α
Γ(α + β + 1)
Eα+β(x− u). (3.7)
Using again relations (1.2) and (3.4) we have
1
Γ(m)
VβEm(y) =
1
Γ(m+ β)
Em+β(x), ℜβ > 0, ℜm > 0. (3.8)
Hence, the equality
lim
β→0
Vβ
(
1
Γ(m)
Em(y)
)
=
1
Γ(m)
Em(x) (3.9)
is valid.
Remark 3.2 It is easy to see, that the functions Em(x) form a complete
system in the Hilbert space L2(0, ω),
Thus, we proved the following statement.
Proposition 3.3 The operator Vβ strongly converges to the identity operator
I when β→+ 0.
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In view of (3.1), (3.7) and Proposition 3.3 the following theorem is valid.
Theorem 3.4 Let ℜα = 0, α 6=0, β = −α. Then the operator
Aα = V
−1
α QVα (3.10)
has the form
Aαf = xf(x) + α
∫ x
0
(x− y)E0(x− y)f(y) dy, f(x)∈L
2(0, ω), (3.11)
where
E0(x) =
∫ ∞
0
1
Γ(s)
e−Css−1xs−1 ds. (3.12)
It follows from (3.12) that
xE0(x) =
1
| lnx|
(
1 + o(1)
)
, x→0. (3.13)
Let us formulate the analogue of the Theorem 3.4 ([9, Ch. 3, Section 4]).
Theorem 3.5 Let ℜα = 0, α 6=0. Then the operator
Bα = J
−1
α QJα (3.14)
has the form
Bαf = xf(x) + α
∫ x
0
f(y) dy, f(x)∈L2(0, ω). (3.15)
We note, that the operators Aα and Bα are partial cases of the Friedrichs
model [2].
4 Generalized wave operators
1. Let us introduce the notion of the generalized wave operators ([7]).
Definition 4.1 Let the operators A and A0 act in the Hilbert space H, where
the operator A0 is self-adjoint with absolutely continuous spectrum. We as-
sume that there exists a unitary operator function W0(t) satisfying the fol-
lowing conditions:
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1. The limits in the sense of strong convergence
W±(A,A0) = lim
t→±∞
(
eiAte−iA0tW0(t)
)
(4.1)
exist.
2.
lim
t→±∞
W−10 (t+ τ)W0(t) = I. (4.2)
3. The commutations relations hold for arbitrary values t and τ :
W0(t)A0 = A0W0(t), W0(t)W0(t+ τ) = W0(t + τ)W0(t). (4.3)
The operators W±(A,A0) are named generalized wave operators.
If W0(t) = I then the operators W±(A,A0) are usual wave operators.
The formulated notions of wave operators and generalized wave operators
are correct and useful not only for self-adjoint operators A, but for non-self-
adjoint operators A too.
Definition 4.2 The spectrum of non-self-adjoint operator A is absolutely
continuous if the operator A can be represented in the form
A = V −1A0V, (4.4)
where the operators V and V −1 are bounded and the operator A0 is self-adjoint
with absolutely continuous spectrum.
Proposition 4.3 Let conditions (4.1)–(4.3) be fulfilled. Then
W±(A,A0)e
iA0t = eiAtW±(A,A0) (4.5)
Proof. As in the of self-adjoint case we use the relation
W±(A,A0) = lim
t→±∞
(
eiA(t+s)e−iA0(t+s)W0(t+ s)
)
. (4.6)
The second relation of (4.3) and (4.6) imply
W±(A,A0) = e
iAsW±(A,A0)e
−iA0s. (4.7)
This proves the proposition. 
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Example 4.4 Let us consider the operator Aα, where ℜα = 0, α 6=0, and
the operator A0 = Q (see Theorem 3.4).
According to equality (3.10) the operator Aα has absolutely continuous spec-
trum. The following statement is valid.
Proposition 4.5 We assume that
W0(t) =
(
ln−α |t|
)
I. (4.8)
We have
W±(Aα, Q) = V
−1
α . (4.9)
Proof. Relations (4.2) and (4.3) are fulfilled. Now, we write the equality
eiAαte−iQtW0(t)e
ixτ = V −1α e
iQtVαe
−iQtW0(t)e
ixτ . (4.10)
Using (2.6), (2.13), (4.2) we obtain (4.9). The proposition is proved. 
Example 4.6 Let us consider the operator Bα, where ℜα = 0, α 6=0, and
the operator A0 = Q (see Theorem 3.5).
According to equality (3.14) the operator Bα has absolutely continuous spec-
trum. The following statement is valid.
Proposition 4.7 Assume that
W0(t) =
(
|t|−α
)
I. (4.11)
Then we have
W±(Bα, Q) = e
±(iαpi/2)J−α. (4.12)
Proof. Relations (4.2) and (4.3) are fulfilled. For the operator Jα (ℜα = 0,
α 6=0) the following relation
− iλs˜1(λ) = |λ|
−α
(
1 + o(1)
)
e±(iαpi/2), λ→±∞ (4.13)
holds (see [8, formula (22)]). Now, we write the equality
eiBαte−iQtW0(t)e
ixτ = J−αeiQtJαe−iQtW0(t)e
ixτ . (4.14)
Hence, using (2.13), (4.13) and (4.2) we obtain (4.12). The proposition is
proved. 
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