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Let G=(V1 , V2 ; E ) be a bipartite graph with |V1|=|V2|=n2k, where k is a
positive integer. Suppose that the minimum degree of G is at least k+1. We show
that if n>2k, then G contains k vertex-disjoint cycles. We also show that if n=2k,
then G contains k&1 quadrilaterals and a path of order 4 such that all of them are
vertex-disjoint. Moreover, the condition on degrees is sharp. We conjecture that
when n=2k, G indeed contains k vertex-disjoint quadrilaterals.  1996 Academic
Press, Inc.
1. Introduction
We discuss only finite simple graphs and use standard terminology and
notation from [1] except as indicated. A set of graphs is said to be inde-
pendent if no two of them have any vertex in common. Corra di and Hajnal
[2] investigated the maximum number of independent cycles in a graph.
They proved that a graph G of order n3k contains k independent cycles
provided $(G)2k holds. In particular, when the order of G is exactly 3k,
then G contains k independent triangles. In this paper, we consider a
similar problem in bipartite graphs. We use (X, Y; E) to denote a bipartite
graph with (X, Y ) as its bipartition and E as its edge set. We use l(C ) to
denote the length of a cycle C. A quadrilateral is a cycle of length 4. We
prove the following two theorems.
Theorem 1. Let G=(V1 , V2 ; E) be a bipartite graph with |V1|=|V2|=
n>2k, where k is a positive integer. Suppose that the minimum degree of G
is at least k+1. Then G contains k independent cycles.
Theorem 2. Let G=(V1 , V2 ; E ) be a bipartite graph with |V1|=
|V2|=2k, where k is a positive integer. Suppose that the minimum degree of
G is at least k+1. Then G contains k&1 independent quadrilaterals and a
path of order 4 such that the path is independent of all the k&1 quadri-
laterals.
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Let us use examples to demonstrate the sharpness of the condition on
minimum degrees in these two theorems. We construct bipartite graphs
Gk, m for positive integers k and mk+1 as follows. Let G1=(A, B; E1)
and G2=(X, Y; E2) be two independent complete bipartite graphs with
|A|=|Y |=k&1 and |B|=|X |=m. Then Gk, m consists of G1 , G2 and a set
of m independent edges between B and X. Clearly, (A _ X, B _ Y ) is a
bipartition of Gk, m . It is easy to see that every cycle in Gk, m contains at
least two vertices in A _ Y. As |A _ Y |=2(k&1), Gk, m does not contain
k&1 independent cycles and a path of order 4 such that the path is
independent of all the k&1 cycles. But the minimum degree of Gk, m is k.
When k is odd, the union of two independent complete bipartite graphs
isomorphic to Kk, m(mk) is another example.
We conjecture the following.
Conjecture 3. Let G=(V1 , V2 ; E ) be a bipartite graph with |V1|=
|V2|=2k, where k is a positive integer. If the minimum degree of G is at
least k+1, then G contains k independent quadrilaterals.
We need the following notation and terminology. Let G=(V, E ) be a
graph. For any u # V, if G$ is a subgraph of G, we define N(u, G$) to be
NG(u) & V(G$) and let d(u, G$)=|N(u, G$)|. Thus d(u, G)=|NG(u)| is the
degree of u in G. If d(u, G)=0 or 1 we say that u is an isolated vertex or
an endvertex of G, respectively. For a subset U of V, G[U] is the subgraph
of G induced by U. For two independent subgraphs G1 and G2 of G,
E(G1 , G2) is the set of all edges of G between G1 and G2 . Let e(G1 , G2)=
|E(G1 , G2)|, i.e., e(G1 , G2)=x # V(G1)d(x, G2). Similarly, we define
E(G1 , G2) and e(G1 , G2) if one of G1 and G2 is a subset of V or both are
subsets of V as long as G1 and G2 do not have any vertex of G in common.
For a cycle C=x1 x2 } } } xmx1 and two distinct vertices xi and xj , C[xi , xj]
denotes the path xi xi+1 } } } xj&1xj , where subscripts are reduced modulo m.
Therefore C[xi , xj] and C[xj , xi] have no vertices in common except xi
and xj . Let C[xi , xi]=xi . A graph is acyclic if it does not have cycles.
2. Lemmas
In the following, G=(V1 , V2 ; E) is a given bipartite graph. The first
two lemmas are easy observations and the proof of the third is an easy
induction argument on the order of the trees.
Lemma 2.1. Let C be a cycle of G and x a vertex of G not on C. Suppose
d(x, C )2. Then either C is a quadrilateral or C+x contains a cycle C$
such that l(C$)<l(C ).
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Lemma 2.2. Let C be a quadrilateral of G. Let x # V1 and y # V2 be two
vertices not on C. Suppose d(x, C )+d( y, C )3. Then there exists z # V(C )
such that either C&z+x is a quadrilateral and yz # E, or C&z+y is a
quadrilateral and xz # E.
Lemma 2.3. Let T be a tree of order at least 2 with a bipartition (X, Y )
such that |Y ||X |. Let p=|Y |&|X |. Then Y contains at least p+1
endvertices of T.
Lemma 2.4. Let P=x1 x2x3 and Q=y1 y2y3 be two independent paths
of G with x1 # V1 and y1 # V2 . Let C be a quadrilateral of G such that C is
independent of both P and Q. Suppose d(x1 , C )+d(x3 , C )+d( y1 , C )+
d( y3 , C)5. Then G[V(C _ P _ Q)] contains a quadrilateral C$ and a path
P$ of order 6 such that P$ is independent of C$.
Proof. It is easy to see that there exists u # V(C ) such that either
d(u, P)=2 or d(u, Q)=2. W.l.o.g., say d(u, P)=2. As d(x1 , C )+
d(x3 , C )4, one of y1 and y3 has a neighbor on C. Then uPu is a quadri-
lateral and G[V(C _ Q)&[u]] is a path of order 6.
Lemma 2.5. Let C be a quadrilateral of G. Let uv and xy be two
independent edges of G such that they are independent of C. Suppose
d(u, C)+d(v, C )+d(x, C )+d( y, C )5. Then G[V(C ) _ [u, v, x, y]]
contains a quadrilateral C$ and a path P$ of order 4 such that P$ is inde-
pendent of C$.
Proof. Let C=w1 w2w3w4 w1 and we may assume [w1 , u, x]V1 .
Clearly, either d(u, C )+d(v, C )3 or d(x, C)+d( y, C )3. W.l.o.g., say
the former holds and then assume that d(u, C )=2 and vw1 # E. The lemma
follows from that e(C, xy)2. K
Lemma 2.6. Let C be a quadrilateral and P a path of order 4 in G
such that P is independent of C and x # V(P)d(x, C )6. Then either
G[V(C _ P)] contains two independent quadrilaterals, or P has an endver-
tex, say z, such that d(z, C )=0.
Proof. Let C=u1u2u3u4u1 and P=x1x2x3 x4 with [u1 , x1]V1 .
Suppose, for a contradiction, that G[V(C _ P)] does not contain two
independent quadrilaterals with d(x1 , C)1 and d(x4 , C )1. W.l.o.g.,
assume [u1x4 , u2x1]E. If d(x1 , C )=1=d(x4 , C ), then d(x2 , C )=2=
d(x3 , C ). Consequently, x1 x2u3 u2 x1 and x3x4u1u4x3 are two independent
quadrilaterals of G[V(C _ P)]. So we may assume d(x1 , C )=2. If
ui # N(x2 , C) & N(x4 , C) for some i # [1, 3], then C&ui+x1 and
P&x1+ui are two independent quadrilaterals of G[V(C _ P)]. So we may
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further assume N(x2 , C) & N(x4 , C)=<. It follows that d(x3 , C )=2 and
d(x2 , C )+d(x4 , C )=2 as 4i=1 d(xi , C)6. Hence either x2 u3 # E or
x4 u3 # E. In either case, it is easy to see that G[V(C _ P)] contains two
independent quadrilaterals, a contradiction. K
Lemma 2.7. Let C be a quadrilateral and P a path of order s6
in G such that C is independent of P. If x # V(P) d(x, C )s+1, then
G[V(C _ P)] contains two independent cycles.
Proof. Suppose, for a contradiction, that the lemma fails and assume
that s has the smallest value with C and P satisfying the condition of the
lemma such that G[V(C _ P)] does not contain two independent cycles.
Let C=u1u2 u3u4u1 and P=x1 x2 } } } xs and we may assume [u1 , x1]V1 .
Let us first suppose s>6. It follows, from the minimality of s,
that d(x1 , C)=d(xs , C )=2. If s is even, we may assume w.l.o.g. that
d(u1 , P)2 as 4i=1 d(ui , P)s+1. Then P&x1+u1 contains a cycle
which is independent of the quadrilateral C&u1+x1 , a contradiction. So
s is odd and by the same argument, we should have d(u1 , P)1 and
d(u3 , P)1. If d(u1 , P)=0=d(u3 , P), then d(u2 , P)=d(u4 , P)=(s+1)2,
and obviously, G[V(P) _ [u2 , u4]] contains two independent quadri-
laterals. Therefore we may assume d(u1 , P)=1, say u1xa # E for some
a # [2, 4, ..., s&1]. As 4i=1 d(ui , P)s+1, there exists b # [3, 5, ..., s&2]
such that d(xb , C)>0. W.l.o.g., assume u2 xb # E and b<a. Then x1 x2 } } }
xb u2 x1 and u1xaxa+1 } } } xsu4u1 are two independent cycles of
G[V(C _ P)].
We now assume s=6. First, suppose d(x1 , C)=2 or d(x6 , C)=2.
Say d(x1 , C)=2. As before, we have d(u1 , P)1 and d(u3 , P)1. As
4i=1 d(ui , P)7, it follows that 6d(u2 , P)+d(u4 , P)5 and d(u1 , P)+
d(u3 , P)1. W.l.o.g., say d(u2 , P)=3, d(u4 , P)2 and d(u1 , P)=1. It is
easy to see that if d(u4 , P)=3, then G[V(C _ P)] contains two independ-
ent quadrilaterals. So d(u4 , P)=2 and therefore d(u3 , P)=1. By now it is
not difficult to check that G[V(C _ P)] contains two independent quad-
rilaterals.
Next, we suppose d(x1 , C )=d(x6 , C)=1. Say [u1x6 , u2x1]E. If
d(u3 , P)+d(u4 , P)3, then either [u3x2 , u3x4 , u4 xi]E (for i=3 or 5),
or [u4x3 , u4x5 , u3xi]E (for i=2 or 4). In either case, there exist
i, j # [2, 3, 4, 5] so that i< j and [u3xi , u4xj]E, and we see that
G[V(C _ P)] contains two independent cycles. Therefore d(u3 , P)+
d(u4 , P)2, and consequently, d(u1 , P)+d(u2 , P)5. W.l.o.g., say
d(u1 , P)=3 and d(u2 , P)2. If u2x3 # E, then x1x2 x3u2 x1 and
u1 x4 x5x6 u1 are two independent quadrilaterals of G[V(C _ P)]. So
d(u2 , P)=2 and u2 x5 # E. Thus d(u3 , P)+d(u4 , P)=2. By now it is not
difficult to check that G[V(C _ P)] contains two independent quadri-
laterals.
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Finally, we suppose d(x1 , C )+d(x6 , C )1. Then 5i=2 d(xi , C )6. By
Lemma 2.6, we have either d(x2 , C )=0 or d(x5 , C )=0. It follows that
G[V(C _ P)] contains two independent quadrilaterals.
Lemma 2.8. Let s and t be two integers such that ts2 and t3. Let
C1 and C2 be two independent cycles of G with lengths 2s and 2t, respec-
tively. Suppose that x # V(C2)d(x, C1)2t+1. Then G[V(C1 _ C2)] con-
tains two independent cycles C$ and C" such that l(C$)+l(C")<2s+2t.
Proof. Suppose, for a contradiction, that G[V(C1 _ C2)] does not
contain two required cycles. Let C1=u1u2 } } } u2su1 and C2=x1x2 } } } x2tx1
with [u1 , x1]V1. We may assume d(x1 , C1)d(xi , C1) for all i # [1, 2, ..., 2t].
Clearly, d(x1 , C1)2. We claim
d(x1 , C1)=2. (1)
Proof of (1). Suppose d(x1 , C1)3 and we may asumme [u2i , u2j , u2s]
N(x1 , C1) for some 1i< j<s. Let P1=C1[u1 , u2i&1], P2=C1[u2i+1 ,
u2j&1], P3=C1[u2j+1, u2s&1] and L=C2&x1 . Clearly, e(C1 , L)
2t+1&s4. If e(P1 , L)2, then G[V(P1 _ L)] contains a cycle inde-
pendent of the cycle x1u2j P3u2s x1 and we are done. So e(P1 , L)1, and
similarly, e(P2 , L)1 and e(P3 , L)1. Thus e([u2i , u2j , u2s], L)1.
W.l.o.g., assume d(u2j , L)1. Then e(P2 _ P3 , L)=0 and d(u2j , L)=1 for
otherwise G[V(L _ P2 _ P3) _ [u2j]] contains a cycle not containing either
x2 or x2t but independent of the cycle x1 u2s P1u2ix1 and we are done.
Hence e([u2i , u2s], L)2. Similarly, we can show that d(u2i , L)=
d(u2s , L)=1 and e(P1 , L)=0. Hence e(C1 , L)=3, a contradiction. So (1)
holds.
We now assume N(x1 , C1)=[u2j , u2s] for some 1 j<s. Let L1=
C1[u1 , u2j&1] and L2=C1[u2j+1, u2s&1]. As both x1u2sL1u2j x1 and
x1 u2j L2u2sx1 are cycles of G[V(C1 _ C2)], we see that for each i # [1, 2],
either G[V(Li _ L)] does not contain a cycle, or G[V(Li _ L)] is a cycle
itself. Therefore
e(L1 , L)2 with equality only if
E(L1 , L)=[u1 x2 , u2j&1x2t] or E(L1 , L)=[u1 x2t , u2j&1x2]; (2)
e(L2 , L)2 with equality only if
E(L2 , L)=[u2j+1x2 , u2s&1x2t] or E(L2 , L)=[u2j+1x2t , u2s&1 x2]. (3)
It follows that d(u2j , C2)+d(u2s , C2)2t+1&4=2t&3. W.l.o.g., we
assume d(u2s , C2)d(u2j , C2). Clearly, d(u2s , C2)t&1. As e(C1 , C2)
2t+1, we have e(L1 _ L2 , L)1. W.l.o.g., say uaxb # E with ua # V(L1) and
xb # V(L).
156 HONG WANG
File: 582B 169106 . By:CV . Date:15:05:96 . Time:16:19 LOP8M. V8.0. Page 01:01
Codes: 3353 Signs: 2377 . Length: 45 pic 0 pts, 190 mm
Case 1. d(u2s , C2)=t.
In this case, if xb # [x2 , x2t], say xb=x2 , then G[V(L1) _ [x1 , x2 , u2j]]
contains a cycle independent of the quadrilateral u2sx3x4x5u2s and we are
done. So xb  [x2 , x2t]. This argument shows that we may assume
e([x2 , x2t], L1 _ L2)=0. By (2), e(L1 , L)=1. It is easy to see that if
d(u2j , C2)=t, then b must be even by (1) and G[V(C1 _ C2)] contains two
required cycles. So d(u2j , C2)t&1. Thus e(L2 , L)1. Similarly, by (3),
e(L2 , L)=1 and therefore d(u2j , C2)=t&1. Then either u2jx3 # E or
u2jx2t&1 # E. W.l.o.g., say the former holds. By (1), xb{x3 . Then
G[V(L1 _ L2 _ L) _ [u2s]&[x2t]] contains a cycle independent of the
quadrilateral u2jx1 x2x3u2j and we are done.
Case 2. d(u2s , C2)=t&1.
In this case, we have either u2sx3 # E or u2sx2t&1 # E. W.l.o.g., say
u2s x3 # E. As e(C1 , C2)2t+1 and d(u2s , C2)d(u2j , C2), we have
e(L1 _ L2 , L)3. By (2) and (3), either e(L1 , L)=2 and e(L2 , L)1,
or e(L1 , L)1 and e(L2 , L)=2. If e(L1 , L)=2=e(L2 , L), then
G[V(C1&u2s) _ [x2t]] contains a cycle independent of the quadrilateral
u2s x1x2x3u2s and we are done. Therefore we may assume w.l.o.g. that
e(L1 , L)=1 and e(L2 , L)=2. Then we have d(u2j , C2)=t&1. If
u2jx2t&1 # E, then G[V(L2) _ [u2j , x2t&1 , x2t]] contains a cycle inde-
pendent of the quadrilateral u2sx1x2x3u2s and we are done. So
u2jx2t&1  E, i.e., N(u2j , C2)=[x1 , x3 , ..., x2t&3]. Similarly, we can show
N(u2s , C2)=[x1 , x3 , ..., x2t&3]. By (3), we may assume w.l.o.g. that
[u2j+1x2 , u2s&1 x2t]E. It follows that u2j+1=u2s&1 for otherwise
G[V(L2 _ C2) _ [u2j , u2s]] contains two independent quadrilaterals.
By (1), xb  [x1 , x3 , ..., x2t&3]. If xb=x2t&1 , then G[V(L1) _ [x2t&1 ,
x2t , u2s&2 , u2s&1]] contains a cycle not containing u1 but independent of
the quadrilateral u2sx1x2 x3u2s . So xb # [x2 , x4 , ..., x2t]. If xb  [x2 , x2t],
then G[V(L1) _ [u2s&2 , xb&1, x6]] contains a cycle not containing x2t but
independent of the quadrilateral u2s&1u2s x1x2 u2s&1. If xb=x2t , then
G[V(L1) _ [u2s&2, u2s&1 , x2t]] contains a cycle not containing x4 but
independent of the quadrilateral u2s x1x2x3u2s . If xb=x2 , then G[V(L1) _
[x2 , x3 , u2s&2]] contains a cycle not containing x4 but independent of the
quadrilateral u2s&1 u2s x1x2t u2s&1 . This proves the lemma. K
3. Proofs of the Theorems
To prove the theorems, we introduce the following terminology. For a
graph H and a path P=x1x2 } } } xs of H, we define _(P, H )=
max[d(x2 , H ), d(xs&1 , H )] if s2 and _(P, H)=d(x1 , H ) if s=1.
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Let G=(V1 , V2 ; E ) be a bipartite graph with |V1 |= |V2 |=n2k and
$(G)k+1, where k is a positive integer. Clearly, G contains a cycle. Let
t be the greatest integer in [1, 2, ..., k] such that G contains t independent
cycles. We choose t independent cycles C1 , C2 , ..., Ct such that
:
t
i=1
l(Ci) is minimum. (4)
Subject to (4), we choose C1 , C2 , ..., Ct such that
The length of the longest path in G&V \ .
t
i=1
Ci+ is maximal. (5)
Let P=x1x2 } } } xp be a fixed longest path of G&V( ti=1Gi). W.l.o.g.,
assume x1 # V1 . Subject to (4) and (5), we choose C1 , C2 , ..., Ct such that
_ \P, G&V \ .
t
i=1
Ci++ is minimum. (6)
Subject to (4), (5) and (6), we choose C1 , C2 , ..., Ct such that
The length of the longest path in G&V(P) _ V( .
t
i=1
Ci)is maximal. (7)
Let Q=y1y2 } } } yq be a fixed longest path of G&V(P) _ V( ti=1 Ci).
W.l.o.g., assume y1 # V1 if q is even. Subject to (4), (5), (6) and (7), we
finally choose C1 , C2 , ..., Ct such that
If q is odd, then _ \Q, G&V(P) _ V \ .
t
i=1
Ci++ is minimum; (8)
If q is even, then d \ y2 , G&V(P) _ V \ .
t
i=1
Ci++ is minimum. (9)
Clearly, pq. Let H= ti=1Ci , D=G&V(H ), D0=D&V(P) and 2d=
|V(D)|. For the proofs of the theorems, we may assume that t<k if n>2k.
Moreover, if n=2k, we assume that either t<k&1, or t=k&1 and p<4.
In the following, we prove a number of claims. To do so, we frequently
replace a cycle of H by a quadrilateral such that (4) to (9) should be
preserved in the descending priorities. This would amount to a contra-
diction with one of the above assumptions. First, we claim
If n>2k or t<k&1 then d3; (10)
If n=2k and t=k&1 then d=2. (11)
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Proof of (10) and (11). Suppose that when n>2k or t<k&1, d2,
and when n=2k and t=k&1, d1. We may assume that l(C1)
l(C2) } } } l(Ct). Then we have l(Ct)6. By Lemma 2.8 and (4), we
have x # V(Ct) d(x, Ci)l(Ct) for all i # [1, 2, ..., t&1]. By (4), d(x, Ct)=2
for any x # V(Ct). By Lemma 2.1 and (4), d( y, Ct)1 for all y # V(D). We
obtain
(k+1) l(Ct) :
x # V(Ct)
d(x, G)(t+1) l(Ct)+2d. (12)
This implies l(Ct)=4 as tk&1 and d2, a contradiction. So (10) and
(11) hold.
We claim
p3 and if |V(D0)|4 then q3. (13)
Proof of (13). First, suppose q2 while |V(D0)|4. Let x and y be
any two vertices of D0 with x # V1 and y # V2 such that d(x, D0)+
d( y, D0)1. Then d(x, D)+d( y, D)3 as D is acyclic and therefore
d(x, H )+d( y, H )2(k+1)&3=2(k&1)+1. This implies that there
exists Ci in H such that d(x, Ci)+d( y, Ci)3. By Lemma 2.1 and (4), Ci
must be a quadrilateral. By Lemma 2.2, G[V(Ci) _ [x, y]] contains a
quadrilateral C$ and an edge e$ independent of C$. Moreover, exactly one
of x and y is an endvertex of e$. By (5), neither of the two endvertices of
e$ is adjacent to a vertex in [x1 , x2 , xp&1 , xp]. Replacing Ci by C$, we see
that (4) to (6) are maintained. So q=2. This argument shows that we can
choose C1 , C2 , ..., Ct satisfying (4) to (9) such that D0 contains two inde-
pendent edges. Let x1y1 and x2 y2 be two independent edges of D0 . As D
is acyclic and q=2, 2i=1 (d(xi , D)+d( yi , D))6. Then 
2
i=1 (d(xi , H )+
d( yi , H ))4(k+1)&6=4(k&1)+2. This implies that there exists Cj in
H such that 2i=1 (d(xi , Cj)+d( yi , Cj))5. By Lemma 2.1 and (4), Cj
must be a quadrilateral. By Lemma 2.5, G[V(Cj) _ [x1 , x2 , y1 , y2]]
contains a quadrilateral C" and a path Q$ of order 4 such that Q$ is inde-
pendent of C". By (5), no vertex of Q$ is adjacent to a vertex in [x1 , x2 ,
xp&1 , xp]. Replacing Cj by C", we obtain a contradiction with (7) while
(4) to (6) are maintained. So q3 if |V(D0)|4. A similar argument,
however simpler, shows p3 as d2 and we have no concern for the
priorities (6) to (9). So (13) holds.
We claim
_(P, D)=2, _(Q, D0)2 if q is odd, and d( y2 , D0)2 if q is even. (14)
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Proof of (14). First, suppose that _(Q, D0)3 if q is odd and
d( y2 , D0)3 if q is even. In the former case, we may assume d( y2 , D0)3.
Let [a, b]=[1, 2] be such that y1 # Va . Let u be an endvertex of D0 such
that uy2 # E and u  [ y1 , yq]. Clearly, either d(u, P)=0 or d( y1 , P)=0 as
D is acyclic. Assume w.l.o.g. that d(u, P)=0. Let (A, B) be the bipartition
of D0&V(Q) _ [u] with AVa and BVb . Clearly, |B|>|A|, so
D0&V(Q) _ [u] has a component F such that |V(F ) & B|>|V(F ) & A|. As
there is at most one edge between Q and F and by Lemma 2.3, we can
choose a vertex v # V(F ) & B such that d(v, D0)1. As d(v, P)1, we have
d(u, H )+d(v, H )2(k+1)&3=2(k&1)+1. This implies that there
exists Ci in H such that d(u, Ci)+d(v, Ci)3. By Lemma 2.1 and (4), Ci
must be a quadrilateral. By Lemma 2.2, G[V(Ci) _ [u, v]] contains a
quadrilateral C$ and an edge e$ such that e$ is independent of C$ and
exactly one of u and v is an endvertex of e$. Let D$=D&V(j{i Ci) _
V(C$) and D$0=D$&V(P). By (5), P is still a longest path of D$. So neither
of the two endvertices of e$ is adjacent to x2 or xp&1 and therefore
_(P, D$)_(P, D). Subsequently, Q is still a longest path of D$0 by (7).
So neither of the two endvertices of e$ is adjacent to y2 or yq&1 .
Thus u # V(C$), d( y2 , D$0)=d( y2 , D0)&1 and d( yq&1 , D$0)d( yq&1, D0).
Repeating this argument for yq&1 if q is odd and d( yq&1 , D$0)3, we
obtain a contradiction with (8) or (9) while (4) to (7) are maintained. A
similar argument, however simpler, shows that _(P, D)=2 as we have no
concern for the priorities (7) to (9). So (14) holds.
Remark. The proof of (14) shows that if |V(D0)|2, then q2. For if
q=1, we can choose u # V1 & V(D0) and v # V2 & V(D0) and repeat the
argument.
We claim
p2d&1. (15)
Proof of (15). Suppose p2d&2. As remarked, pq2. We dis-
tinguish two cases: p is even or odd.
Case 1. p is even.
In this case, let R=[x1 , xp , y1 , y2]. By (14), d( y1 , D0)+d( y2 , D0)3.
Since e(P, Q)1 and d(x1 , D)+d(xp , D)=2, we have z # R d(z, H )
4(k+1)&6=4(k&1)+2. This implies that there exists Ci in H such that
z # R d(z, Ci)5. By Lemma 2.1 and (4), Ci must be a quadrilateral.
Let Ci=u1u2 u3u4u1 . W.l.o.g., assume [u1 , x1 , y1]V1 . Clearly, either
d(x1 , Ci)+d( y2 , Ci)3 or d(xp , Ci)+d( y1 , Ci)3. W.l.o.g., say the
former holds. By Lemma 2.2, G[V(Ci) _ [x1 , y2]] contains a quadrilateral
C$ and an edge e$ independent of C$ such that exactly one of x1 and y2 is
an endvertex of e$. By (5), x1 is not an endvertex of e$. So d(x1 , Ci)=2 and
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d( y2 , Ci)=1. As d( y1 , Ci)+d(xp , Ci)2, we have either d( y1 , Ci)>0 or
N(xp , Ci) & N( y2 , Ci){<. In either case, it is easy to see that
G[V(Ci _ P) _ [ y1 , y2]] contains a quadrilateral C" and a path P$ of
order p+2 such that P$ is independent of C", contradicting (5).
Case 2. p is odd.
In this case, let us first show that if q=3, we may choose Q such that
y1 # V2 . Suppose that this claim is not true with q=3. Then y1 # V1 . Let
(A, B) be the bipartition of D0&V(Q) such that AV1 and BV2 . Then
|B|=|A|+2. As D is acyclic and by Lemma 2.3, we can choose a vertex
y0 # B such that d( y0 , D0)1. Clearly, d( y0 , P)1 and d( y1 , P)+
d( y3 , P)1. We may assume d( y1 , P)=0. So d( y0 , H )+d( y1 , H )
2(k+1)&3=2(k&1)+1. This implies that there exists Ci in H such that
d( y0 , Ci)+d( y1 , Ci)3. By Lemma 2.1, (4) and Lemma 2.2 as before, Ci
must be a quadrilateral, and moreover, G[V(Ci) _ [ y0 , y1]] contains a
quadrilateral C$ and an edge e$ independent of C$ such that exactly one of
y0 and y1 is an endvertex of e$. Replacing Ci by C$ and by (5), we see that
neither of the two endvertices of e$ is adjacent to a vertex in [x1 , x2 ,
xp&1 , xp]. Therefore (4) to (6) are maintained. By (7), y1 is not an end-
vertex of e$. So e$=y0z0 for some z0 # V(Ci). Let H$=(H&V(Ci)) _ C$,
D$=D&y1+z0 and D$0=D$&V(P). Then D$0 does not contain a path of
order 3 with its two endvertices in V2 . It follows from (14) that
d( y2 , D$0)=1. Moreover, if S=[ y2 , y3 , y0 , z0], then z # S d(z, D$0)5. As
D$ is acyclic, z # S d(z, D$)7. Therefore z # S d(z, H$)4(k+1)&7=
4(k&1)+1. This implies that there exists a cycle C" in H$ such that
z # S d(z, C")5. By Lemma 2.1 and (4), C" must be a quadrilateral. By
Lemma 2.5, G[V(C") _ S] contains a quadrilateral C$$$ and a path Q$ of
order 4 such that Q$ is independent of C$$$. By (5), no vertex of Q$ is adja-
cent to a vertex in [x1 , x2 , xp&1 , xp]. Thus we obtain a contradiction with
(7) while (4) to (6) are maintained. So the claim is true.
So we can choose three distinct vertices z1 , z2 , z3 from D0 with z1 # V1
and [z2 , z3]V2 such that [z1 , z2]=[ y1 , y2] and if q3 then
z3 # [ yq&1 , yq]. If q=2, then |V(D0)|=3 by (13) and therefore z3 is an
isolated vertex of D0 . Let T=[x1 , xp&1 , xp , z1 , z2 , z3]. As D is acyclic
and d(z3 , P)1, we deduce from (14) that u # T d(u, D)10. So
u # T d(u, H )6(k+1)&10=6(k&1)+2. This implies that there exists
Ci in H such that u # T d(u, Ci)7. By Lemma 2.1 and (4), Ci must be a
quadrilateral. Let Ci=v1 v2 v3v4 v1 with v1 # V1 . If d(z2 , Ci)=2 or
d(z3 , Ci)=2, it is easy to see, by observing two situations that either
d(x1 , Ci)+d(xp , Ci)1 or d(x1 , Ci)+d(xp , Ci)=0, that G[V(Ci _ P) _
[z1 , z2 , z3]] contains a quadrilateral C$ and a path P$ independent of C$
but longer than P, contradicting (5). So d(z2 , Ci)1 and d(z3 , Ci)1. We
distinguish the following two subcases. Note that z1z2 # E.
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Subcase 2.1. q3.
In this case, we first suppose that d(z1 , Ci)1 and d(z2 , Ci)=1. Say
w.l.o.g. that [v1 z2 , v2z1]E. Then C$=v1v2z1z2 v1 is a quadrilateral. By
(5), e([x1 , xp&1 , xp], [v3 , v4])=0. As u # T d(u, Ci)7, we deduce that
d(u, Ci)=1 for all u # T&[z1] and d(z1 , Ci)=2. Then z1z2 v1v4z1 and
v2Pv2 are two independent cycles in G[V(Ci _ P) _ [z1 , z2]], contra-
dicting the maximality of t. So either d(z1 , Ci)=0 or d(z2 , Ci)=0. Suppose
d(z1 , Ci)=0. Then d(x1 , Ci)+d(xp&1 , Ci)+d(xp , Ci)5 and therefore
N(x1 , Ci) & N(xp , Ci){<, say v2 # N(x1 , Ci) & N(xp , Ci). Clearly,
G[V(Ci _ Q)&[v2]] is independent of v2Pv2 and therefore is acyclic.
So d(z2 , Ci)+d(z3 , Ci)1. Consequently, d(x1 , Ci)=d(xp&1 , Ci)=
d(xp , Ci)=2 and d(zj , Ci)=1 for some j # [2, 3]. Say w.l.o.g. zjv1 # E.
Then the quadrilateral xp&1 xp v4v3xp&1 is independent of the path
zj v1v2x1x2 } } } xp&2 which is longer than P, contradicting (5). Therefore
d(z1 , Ci)>0 and d(z2 , Ci)=0.
If d(z3 , Ci)=0, then there exists u$ # [x1 , xp&1 , xp , z1] such that
d(u, Ci)=2 for all u # [x1 , xp&1 , xp , z1]&[u$] and d(u$, Ci)1. This
implies that [viz1 , vix1 , vjxp]E for some [i, j]=[2, 4] and xp&1vh # E
for some h # [1, 3]. Then the quadrilateral xp&1xp vjvhxp&1 is independent
of the path z2z1vi x1 x2 } } } xp&2 which is longer than P, contradicting (5).
Therefore d(z3 , Ci)=1. Say [v1 z3 , v2z1]E. Then G[V(Q) _ [v1 , v2]]
contains a cycle and therefore G[V(P) _ [v3 , v4]] is acyclic. Hence
e([x1 , xp&1, xp], [v3 , v4])1. This implies that d(x1 , Ci)+d(xp&1 , Ci)+
d(xp , Ci)=4 as d(z1 , Ci)+d(z3 , Ci)3. Thus d(z1 , Ci)=2 and xp&1 v1 # E.
Then the quadrilateral z1 v2v3v4 z1 is independent of the path x1 x2 } } }
xp&1v1z3 which is longer than P, contradicting (5).
Subcase 2.2. q=2.
In this case, d(z3 , D)1 and d(xp , H )+d(z3 , H )2(k+1)&2=2k.
This implies that there exists Ci in H such that d(xp , Ci)+d(z3 , Ci)3. As
before, by Lemma 2.1, Lemma 2.2, (4) and (5), we see that Ci is a quadri-
lateral, d(xp , Ci)=2 and d(z3 , Ci)=1. Let L1=Ci&z4+xp where z4 #
V(Ci) such that z3z4 # E and L1 is a quadrilateral.
Let H1=(H&V(Ci)) _ L1 and D1=G&V(H1). AS D1 is acyclic,
4i=1 d(zi , D1)7. Therefore 
4
i=1 d(zi , H1)4(k+1)&7=4(k&1)+1.
This implies that there exists a cycle C$ in H1 such that 4i=1 d(zi , C$)5.
By Lemma 2.1 and (4), C$ must be a quadrilateral. By Lemma 2.5,
G[V(C$) _ [z1 , z2 , z3 , z4]] contains a quadrilateral C" and a path Q$ of
order 4 such that Q$ is independent of C". As p is odd and by (5),
p5. Let H2=(H1&V(C$)) _ C", D2=G&V(H2), P$=P&xp and Q$=
u1 u2 u3 u4 with u1 # V1 . Then D2 is acyclic and e(P$, Q$)1.
If p7, then  p&1i=1 d(xi , H2)( p&1)(k+1)&2( p&2)&1=( p&1)_
(k&1)+1. This implies that there exists a cycle C$$$ in H2 such that
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 p&1i=1 d(xi , C$$$)p. By Lemma 2.1 and (4), C$$$ must be a quadrilateral.
By Lemma 2.7, G[V(C$$$ _ P$)] contains two independent cycles, contra-
dicting the maximality of t.
If p=5, then e([x1 , x3], [u2 , u4])=0. Let W=[x1 , x3 , u2 , u4]. Then
w # W d(w, D2)=6 as D2 is acyclic. Thus w # W d(w, H2)4(k+1)&6=
4(k&1)+2. This implies that there exists a cycle L$ in H2 such that
w # W d(w, L$)5. By Lemma 2.1 and (4), L$ must be a quadrilateral. By
Lemma 2.4, G[V(L$) _ [x1 , x2 , x3 , u2 , u3 , u4]] contains a quadrilateral L"
and a path P" of order 6 and independent of L". This is in contradiction
with (5) as p=5. So (15) holds.
We are now in the position to complete the proofs. By (10), (11) and
(15), p2d&13. As D is acyclic,  pi=1 d(xi , D)2( p&1)+1. So
 pi=1 d(xi , H)p(k+1)&2( p&1)&1=p(k&1)+1. This implies that
there exists Cj in H such that  pi=1 d(xi , Cj)p+1. By Lemma 2.1 and
(4), Cj must be a quadrilateral. If p6, then by Lemma 2.7, G[V(Cj _ P)]
contains two independent cycles, contradicting the maximality of t. So
p5 and therefore d=2 or 3.
If d=2, then n=2k and t=k&1 by (11). We need to prove Theorem 2,
so assume p=3. Let x # V1 and y # V2 be two vertices of D such that
xy  E. Then d(x, H )+d( y, H )2(k+1)&2=2k. This implies that
d(x, Ci)+d( y, Ci)3 for some Ci in H. By Lemma 2.2, G[V(Ci) _ [x, y]]
contains a quadrilateral C$ and an edge e$ independent of C$. This argu-
ment shows that we can choose k&1 independent quadrilaterals
C1 , C2 , ..., Ck&1 such that G&V(k&1i=1 Ci) contains two independent
edges, say x1 y1 and x2y2 with [x1 , x2]V1 . If x1y2 # E or x2 y1 # E, then
we are done. Otherwise 2i=1 (d(xi , 
k&1
j=1 Cj)+d( yi , 
k&1
j=1 Cj))
4(k+1)&4=4k. This implies that 2i=1 (d(xi , Cj)+d( yi , Cj))5 for
some j # [1, 2, ..., k&1]. By Lemma 2.5, G[V(Cj) _ [x1 , x2 , y1 , y2]] con-
tains a quadrilateral C$ and a path P$ of order 4 such that P$ is independ-
ent of C$. So Theorem 2 holds.
If d=3, then p=5. Let z0 # V(D)&V(P). Then d(x1 , H )+d(z0 , H )
2(k+1)&2=2k. This implies that there exists Ci in H, say Ci=C1 , such
that d(x1 , C1)+d(z0 , C1)3. As before, by Lemma 2.1, Lemma 2.2,(4)
and (5), we see that C1 is a quadrilateral, d(x1 , C1)=2 and d(z0 , C1)=1.
Let H1=H&V(C1) and z1 # V(C1) be such that z1z0 # E. Then
d(x5 , H1)+d(z0 , H1)2(k+1)&5=2(k&2)+1. This implies that there
exists Cj in H1 , say Cj=C2 , such that d(x5 , C2)+d(z0 , C2)3. Again by
the same reason, C2 is a quadrilateral, d(x5 , C2)=2 and d(z0 , C2)=1. Let
z2 # V(C2) be such that z0z2 # E. Let H$=(H&V(C1 _ C2)) _
(C1&z1+x1) _ (C2&z2+x5), D$=G&V(H$) and U=[x2 , x4 , z1 , z2].
Clearly, H$ consists of t independent cycles satisfying (4). Then d(u, D$)=1
for all u # U for otherwise D$ contains a path of order 6, contradicting (5).
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Therefore u # U d(u, H$)4(k+1)&4=4(k&1)+4. This implies that
there exists a cycle C$ in H$ such that u # U d(u, C$)5. By Lemma 2.1
and (4), C$ is a quadrilateral. By Lemma 2.4, G[V(C$ _ D$)] contains a
quadrilateral C" and a path P$ of order 6 and independent of C",
contradicting (5) again. This completes the proofs of the theorems.
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