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1 はじめに
情報化社会の進展により，インターネット上の情報
は増え続けている．ユーザは，増え続ける膨大な情報
の中から，自分が求めている情報を探し当てることが
容易ではなくなっている．その中で，ユーザが求めて
いる情報を予測し，提案するレコメンドシステムは必
要不可欠なものになっている．ECサイトでは，レコメ
ンドシステムの導入が活発であり，協調フィルタリン
グのようなレコメンドアルゴリズムがよく用いられる．
しかし，既存のレコメンドアルゴリズムはユーザの意
思決定を単純化したモデリングをしており，ECサイト
や SNSの普及により複雑化している意思決定を捉えき
れていない面があると言わざるを得ない．そこで，複
雑化したユーザの意思決定を考慮したレコメンドを行
う必要がある．
一方，ここ数年，コンピュータの性能が向上し，大量
のデータを分析する機械学習が注目されている．機械
学習は従来の手法に比べ，複雑な関係を考慮でき，精
度の向上が期待されている．機械学習の中でも，Deep
Learningが画像認識や音声認識の分野で成果を挙げて
話題となっている．この Deep Learningを用いること
で，複雑化したユーザの意思決定を考慮したレコメン
ドを行えることが期待できる．
本研究では，Deep Learningの一種である，再帰型
ニューラルネットワークを用いたレコメンドアルゴリ
ズムを構築し，その性能を評価することを目的とする．
2 関連研究
Deep Learningをレコメンデーションの分野に応用
した例は，Van らの研究 [?] や川上らの研究 [?] があ
る．Vanらの研究では，音楽に関するコンテンツベー
スフィルタリングを行う際の音楽の特徴抽出に，Deep
Learningを用いている．この研究では，画像認識の分
野で成果を上げた畳み込みニューラルネットワークを用
いて音楽の特徴抽出を行っている．さらに得られた特徴
を基に音楽のタグ付けを行い，既存手法を大きく上回る
性能を示した．また，川上らの研究では，映画推薦シス
テムMovieLensのデータに対して，Deep Learningで
は事前学習に用いられる自己符号化器を用いて，ユー
ザの映画に対する評価値を予測している．中心化した
データを学習させることで，協調フィルタリングを上
回る性能を示した．
3 再帰型ニューラルネットワーク（RNN）
再帰型ニューラルネットワーク（Recurrent Neural
Network）とは，ネットワークの内部に帰還路を持つ
ニューラルネットワークである．ネットワークの内部
で情報を記憶し，振る舞いを動的に変化させることが
できる．このような構造により，系列データをうまく
学習できることが知られている．主に音声認識や自然
言語処理といった系列データを扱う問題に対して用い
られるニューラルネットワークである．
本研究では，1990年にElman[?]が提案した，中間層
に帰還路を持つ単純再帰型ニューラルネットを用いる．
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図 1: 単純再帰型ニューラルネット
3.1 順伝搬計算
時刻 tにおけるネットワークへの入力を xtとし，入
力層から中間層への結合の重みをW(in)，中間層から
中間層への帰還路の結合の重みをW，中間層の活性化
関数を f とすると，中間層の出力 ztは以下のように表
せる．
zt = f(W(in)xt +Wzt 1) (1)
時刻 t = 1における初期値 z0は通常 0とする．また，
中間層から出力層への結合の重みをW(out)，出力層の
活性化関数を f (out) とすると，ネットワークの出力 yt
は以下のように表せる．
yt = f (out)(W(out)zt) (2)
3.2 逆伝搬計算
本研究において，逆伝搬計算は，ネットワークを時間
方向に展開して誤差逆伝搬計算を行うBPTT法（back-
propagation through time）を用いる．RNN は時間
方向に展開することで，帰還路のない一般的な順伝搬
型ニューラルネットワークとして表現できる．時刻を
t = 1; : : : ; T とすると，誤差は時刻 t = T から t = 1に
向かって伝搬していく．時刻 tの中間層の誤差は，時刻
tの出力層から伝搬してくる誤差と時刻 t+ 1の中間層
から伝搬してくる誤差の和になる．時刻 t = T + 1に
おける誤差は計算できないため，0として計算する．
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図 2: BPTT法における RNNの誤差逆伝搬
4 提案手法
本研究では，ECサイトのデータに対するレコメンド
アルゴリズムを構築する．ユーザの商品閲覧履歴を基
に，次に閲覧する商品の商品カテゴリを予測する．EC
サイトの商品閲覧行動に意味のある前後関係があると
仮定すると，その文脈を学習できるモデルが必要にな
る．そのため，本研究では閲覧する商品の予測に再帰
型ニューラルネットワークを用いる．ネットワークの
内部に有向閉路を持つ再帰型ニューラルネットワーク
は，理論上，過去の全ての入力を基にして出力を計算
する．このような構造のおかげで，文章中の文脈をう
まく学習でき，自然言語処理の分野では機械翻訳にも
用いられている．この再帰型ニューラルネットワーク
を用いることで，ECサイトでの商品閲覧行動の文脈も
うまく学習でき，適切なレコメンドが行えることが期
待できる．
4.1 提案手法 1
使用するネットワークは，入力層，中間層，出力層の
3層からなり，中間層に帰還路を持つ単純再帰型ニュー
ラルネットである．入力層の活性化関数は恒等写像，中
間層の活性化関数はシグモイド関数，出力層の活性化
関数はソフトマックス関数とする．このネットワーク
を使い，ユーザが商品を閲覧した際に，次に閲覧する
商品の商品カテゴリを予測する．入力層と出力層のユ
ニット数は商品カテゴリ数と同数とし，中間層のユニッ
ト数は商品カテゴリ数の 2倍とする．入力データは，閲
覧した商品の商品カテゴリが iであった場合，i番目の
要素が 1，それ以外の要素が 0であるベクトルとする．
また，次に閲覧した商品の商品カテゴリが jであった場
合，入力データと同様に，j番目の要素が 1，それ以外
の要素が 0であるベクトルを作成し，それを教師デー
タとして学習させる．
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図 3: 提案手法のイメージ図
4.2 提案手法 2
しかしながら，提案手法 1では各ユーザの商品閲覧
行動の文脈をうまく学習できない可能性が考えられる．
そこで本研究では，この問題に対処すべく，もう 1つ
手法を提案する．使用するネットワークは，提案手法
1と同じ層数・ユニット数・活性化関数を持つ．しかし
提案手法 1と違い，ネットワークの内部に内部状態と
して，各ユーザの前商品閲覧時に計算された中間層か
らの出力を保持しておき，順伝播時にはその値を参照
して出力を計算する．つまり，ネットワークの内部に
内部状態としてユーザ数中間層のユニット数の行列
を保持しておき，ユーザ iの順伝播時にはその行列の
第 i行の値と入力層からの値を基にして出力を計算す
る．このような構造を持たせることで，各ユーザの商
品閲覧行動の文脈をうまく学習できることが期待でき
る．例として，ユーザ iが商品を閲覧した際のネット
ワークのイメージを図??に記す．ここでは，ユーザ数
はNu，中間層のユニット数はNh とする．
5 分析
5.1 対象データ
本研究で使用するデータは，株式会社良品計画から
提供されたユーザ ID付き商品閲覧履歴である．データ
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図 4: 提案手法 2のイメージ図
の概要を以下の表??に記す．
表 1: データ概要
学習サンプル数 50,000サンプル
検証サンプル数 5,000サンプル
テストサンプル数 10,000サンプル
ユーザ数 3157人
商品カテゴリ数 825カテゴリ
5.2 分析結果
分析には，2つの提案手法の他に，比較手法として
ロジスティック回帰と順伝播型ニューラルネットワーク
（以下 FFNN）を用いた．FFNN は，層数・ユニット
数・活性化関数は提案手法と等しくした．どのモデル
も誤差関数は交差エントロピーとし，確率的勾配降下
法で学習を行った．また，過学習を避けるために，検
証誤差が学習に従って増加してきた時点で学習を終了
した．
各モデルの学習データに対する正答率と交差エント
ロピーの値を表??に記した．同様に，各モデルのテス
トデータに対する正答率と交差エントロピーの値を表
??に記した．なお，表の各値は 3回分析を行った結果
の平均値である．また，ここで言う正答率とは，予測し
た商品カテゴリと実際にユーザが閲覧した商品カテゴ
リが合致した割合である. 表??，表??より，学習デー
タに対しては提案手法 2の正答率が最も高いという結
果が得られたのに対し，テストデータに対してはロジ
スティック回帰の正答率が最も高いという結果が得ら
れた．一方，交差エントロピーの値は，学習データに
対しては提案手法 2の値が最も低いという結果が得ら
れたのに対し，テストデータに対しては，FFNNの値
が最も低いという結果が得られた．
6 考察
6.1 比較手法の正答率について
表??より，テストデータに対する正答率は 2つの提
案手法が，どちらも比較手法を下回るという結果になっ
た．この原因として，ユーザの商品閲覧行動の特徴が影
響していると考えられる．実際に使用したデータを見て
みると，学習データとテストデータのどちらも，同じ商
品カテゴリの商品を連続して閲覧しているデータが全
体の約 40%を占めており，前に閲覧した商品と同じ商
品カテゴリの商品を見ているユーザが多いことがわかっ
た．図??にテストデータ中の同じ商品カテゴリの商品
を連続して閲覧しているデータに対する各モデルの正
答率を，図??に異なる商品カテゴリの商品を閲覧して
いるデータに対する各モデルの正答率を記す．なお，以
下では同じ商品カテゴリの商品を連続して閲覧してい
るデータを連続閲覧（Successive View），次の閲覧で前
閲覧時の商品カテゴリと異なる商品カテゴリの商品を閲
覧しているデータを不連続閲覧（Unsuccessive View）
と表すことにする．図??，??より，ロジスティック回
帰と FFNNは，連続閲覧に対しては 90%以上と高い正
答率を出しているが，不連続閲覧に対しては約 2%程度
にとどまっていることがわかる．したがって，比較手
法は閲覧した商品の商品カテゴリと同じ商品カテゴリ
を出力するという単純なモデルで約 40%の閲覧を正し
く予測でき，高い精度を出すことができたのだと考え
られる．
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図 5: 同じ商品カテゴリの連続閲覧時の正答率
6.2 提案手法の有効性について
本研究の提案手法は以下の 2つの点で，有効である
と考えられる．
1つ目は，提案手法は比較手法では捉えきれなかった
ユーザの閲覧行動の文脈を学習できているという点で
表 2: 各モデルの学習データに対する正答率と交差エントロピー
モデル 提案手法 1 提案手法 2 FFNN ロジスティック回帰
正答率 37.69% 39.79% 38.72% 39.17%
交差エントロピー 3.351 3.035 3.217 3.210
表 3: 各モデルのテストデータに対する正答率と交差エントロピー
モデル 提案手法 1 提案手法 2 FFNN ロジスティック回帰
正答率 35.16% 35.44% 40.00% 40.34%
交差エントロピー 3.936 3.730 3.568 3.595
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図 6: 異なる商品カテゴリを閲覧している時の正答率
ある．図??より，提案手法は不連続閲覧に対しては比
較手法よりも高い精度を出していることがわかる．提
案手法 2に関しては，比較手法の 2倍以上の精度が出
ている．この結果から，提案手法はネットワークに内部
状態を保持し，それを予測に用いることで，比較手法で
は学習できなかったユーザの閲覧行動の文脈を学習で
きていると考えられる．さらに，提案手法 2では，内部
状態をユーザごとに別々に保持することで，各ユーザ
固有の閲覧行動の文脈を学習できたのだと考えられる．
2つ目は，提案手法は比較手法よりも多様性のある推
薦ができるという点である．提案手法は連続閲覧に対
しては比較手法の精度を下回るという結果が得られた．
これは，提案手法は比較手法に比べて閲覧した商品の
商品カテゴリと同じ商品カテゴリを予測していること
が少ないことを表している．比較手法のように閲覧し
た商品の商品カテゴリと同じ商品カテゴリを予測した
場合，推薦する商品は似たような商品に偏ってしまう．
一方，提案手法は閲覧した商品の商品カテゴリとは別
の商品カテゴリを予測することができるため，より多
様性のある推薦ができると考えられる．
7 まとめ
本研究では，Deep Learningの一種であり，系列デー
タに対して使われる再帰型ニューラルネットワークを
用いてレコメンドアルゴリズムを構築し，その性能を
評価した．実際の ECサイトの商品閲覧履歴を用いて
性能を評価した結果，提案手法は比較手法であるロジ
スティック回帰と順伝播型ニューラルネットワークに正
答率で劣るという結果が得られた．しかしその一方で，
ユーザが閲覧した商品の商品カテゴリが 1つ前に閲覧
した商品の商品カテゴリと異なっているデータに対し
ては，提案手法の正答率が比較手法を上回るという結
果が得られた．
本研究の提案手法では，単純再帰型ニューラルネット
を用いた．今後は，LSTM（Long Short TermMemory）
など他の再帰型ニューラルネットワークのモデルでも
分析を行い，性能を評価する必要がある．また，Deep
Leaningでよく用いられる事前学習などの方法で，パ
ラメータの初期値を適切に設定することで，より良い
精度が得られることが期待できる．
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