In this paper, an optimal control problem is formulated for the large-scale atmospheric dynamics, which is mainly characterized by slow-moving planetary-scale waves with zonal wavenumbers 1 to 6, also known as Rossby waves. An equivalent barotropic model of the atmosphere is used to describe the evolution of Rossby waves. Necessary conditions for optimality are obtained.
Introduction
Weather modification is the man-made activity for intentionally manipulating or altering the weather and atmospheric processes. This activity has so far been considered outside the scope of control theory [2, 3, 7] . For this reason the boundaries of weather modification, its goals and methods of achieving the objectives are commonly formulated in general terms and expected results are fairly vague. However, weather modification can be designed and implemented on the basis of control theory. This paper aims to formulate the optimal control problem for large-scale atmospheric dynamics, which is mainly characterized by slow-moving planetary-scale waves, also known as Rossby waves [4] . On weather maps these waves are observed as large-scale meanders of the pressure field in the middle troposphere. Since Rossby waves are quasi-vertical and quasi-barotropic, in this study an equivalent barotropic model (EBM) of the atmosphere [5] is used as a tool to formulate the optimal control problem and to derive the necessary conditions for optimality.
Equivalent barotropic model of the atmosphere
Atmospheric models, used for numerical weather prediction (NWP), are formulated as initial value problems for systems of nonlinear partial differential equations called primitive equations (PEs), which are comprised of the horizontal momentum equations, the equation of hydrostatic equilibrium, the thermodynamic equation and the continuity equation. We consider the inviscid adiabatic PEs written in the normalized isobaric coordinates ( ,,
where   ,  u uv is the horizontal velocity vector;  is the two-dimensional gradient operator on a surface of constant ξ;  is the geopotential; f is the Coriolis parameter;
T is the temperature; dp dt   is pressure vertical velocity, where p is pressure; R is the gas constant for dry air; S  is the static stability measure,  pP  is the normalized pressure, 1000  P hPa is a "standard" pressure. The equation of the EBM is derived from the vorticity equation. Taking  x of (2) and subtracting  y of (1) gives the equation for the vertical component of vorticity
, which represents the most interest in meteorology. Retaining the terms of order 10 -10 s -2 yields the vorticity equation that is valid for large-scale atmospheric dynamics [4, 5] :
where we have used the continuity equation (4) .
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The following basic assumptions are made in the derivation of EBM: the wind speeds vary little with height, and the variations of wind velocity with height are similar at all vertical levels. With these assumptions, at a certain vertical level    the motion of the baroclinic atmosphere corresponds to the motion of a barotropic atmosphere and the vorticity equation can be written as [5] :
where   A  is an empirical function used to describe the vertical variation of the horizontal wind speed, and 0  is a pressure vertical velocity at the level
 is known as the equivalent barotropic level, and the equation (6) is called as the equivalent barotropic vorticity equation. Climatological data shows that there exist two equivalent barotropic levels in the atmosphere: one around the 500 hPa (~5.5 km) level, and the other around 100 hPa (~16 km) level. The mid-tropospheric level (500 hPa) is of particular interest for the NWP. Since the large-scale atmospheric motions are quasi-geostrophic [4] , the vorticity equation (6) can be recast in terms of the geostrophic streamfunction
where
By the definition [4, 5] : (7) gives: ,
The coefficient 2 c AR f P has the dimension of an inverse square length. Thus, from (9) we can obtain the following inhomogeneous Helmholtz equation:
where (10) 
Consequently, we can obtain the forecast of geopotential field
which characterizes the Rossby wave dynamics. The forward difference (13) is used only on the first time step and then a central difference is applied.
Statement of the optimal control problem
When the equation (6) is equal to zero on the right-hand side, we refer to it as a barotropic vorticity equation. Thus, (6) is a forced barotropic equation in which the forcing term is determined by the vertical motion at the lower boundary 0  .
The control objective is to manipulate the phase velocity of Rossby waves. It is known that the natural forcing of Rossby waves in the atmosphere is mainly of orographic or thermal origin. These two effects are formally described by the right-hand term in the vorticity equation (6) are the zonal and meridional wavenumbers respectively, and c is a perturbation phase speed. After substituting (15) into (14) we can obtain the dispersion relationship for the Rossby waves:
This formula shows that the atmospheric vertical structure through the factor 
The term G is calculated using the geostrophic streamfunction at the initial time
Let us assume that the control variable  U U , where U is the set of all permissible controls. The control U, from a physical standpoint, is a measure of additional vertical velocity on the bottom of the atmosphere near the ground. It is very important to note that the set U should be defined on the basis of physical and technical feasibility, taking into account the properties of the atmosphere as a physical object. Let us introduce the performance index as   ) is proportional to the consumed energy. The optimal control problem is defined as follows: find the control   U U generating the system state   z X such that the performance index (18) is minimized. Here X is a set of additional constraints on the state variable z . The control problem, from a physical viewpoint, reflects the ability to manipulate phase speeds of large-scale atmospheric waves by changing a vertical velocity on the lower boundary of the atmosphere. Let us transform the equations (17) to a normal form by introducing new dependent and parametric variables [1, 6] 
Adjoin the equations (19) to the performance index (18) with spatial-varying Lagrange multipliers 1  2  3  1  2 , , , ,
to hold along D . Then, taking into account (11), we can obtain the following boundary conditions for the system (19): 
Equations (25) and (28) with the boundary conditions (17) and (26) represent the necessary conditions for optimum, which can be written as   3  1  1  2  2  1  0  1  2  0   33  1  3  2  3  3  2 , ,
Therefore, to find the control U that minimize the performance index (18) we must solve the system of 12 partial differential equations (19) and (29) with 12 unknown two-dimensional variables and with given boundary conditions: 
Since 32   , the second and third equations of the system (31) are similar to the first two equations of the system (19) and we might make the following assumptions [1, 6] : It follows that the performance index can achieve its absolute minimum under the constraint (17).
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To find the optimal control U that minimizes Rossby waves propagate westward relative to the mean quasi-zonal flow [4] , so that it is possible for them to be stationary (with respect to the surface) in a westerly atmospheric flow. If the optimal control objective is to achieve the stationarity of Rossby waves by manipulating the lower boundary vertical velocity, i.e. (18) may not achieve its absolute extremum, and then the expression for calculating the control variable U is not so obvious.
Conclusion
Based on the optimal control theory of distributed parameter systems, an optimal control problem for Rossby wave dynamics in the atmosphere has been theoretically formulated. The equivalent barotropic atmospheric model was used as an instrument to obtain the necessary conditions for optimality. The application of the optimal control theory to manipulate weather and climate (geoengineering) represents a new multidisciplinary research area. However, this problem is extremely complex due to the uniqueness of the control object, the atmosphere, which is very sophisticated to model and predict.
This paper provides a basis for further research in the field of meteorological cybernetics that is a new research area of a self-regulating cybernetic system in which the atmosphere represents the control object and the human society plays the role of controller. There is no doubt that this problem requires also the consideration of physical, technical, ethical and legal aspects and limitations.
