Introduction
Rolling bearings are the key components of rotating machinery and their operational status directly influences the performance of the whole machine [1] . Critical work environment, such as high speed, heavy load, and repeated action of contact stress, makes it easy to deteriorate the operationalstatus of rolling bearings. The performance degradation of rolling bearings is a development process from minor faults to serious faults. In some cases, if rolling bearings appear as early minor faults, they do not need to be replaced. In order to effectively guide the maintenance of rolling bearings and save cost, the research on the defect severity of rolling bearings has caused wide attention. Bourdon et al. in [2] studied deeply the correlation between the length of the defect and Instantaneous Angular Speed (IAS) variations and then proposed a signal processing tool to reconstruct the IAS variations caused by the damage of rolling bearings. Finally, the effectiveness of the proposed tool is verified by different severities of spall defects. Ali et al. in [3] , Zhang et al. in [4] , and Kang et al. in [5] , respectively, used empirical mode decomposition (EMD), ensemble empirical mode decomposition (EEMD), and wavelet transform (WT) to extract the fault features, revealed the relationship between entropy energy and defect severity, and then successfully distinguished the rolling bearings with different defect types and severities. Moreover, Rauber et al. in [6] and Sharma et al. in [7] considered the time-domain and frequency-domain indexes as the fault features, studied the changes of these indexes under various defect severities, and also obtained good results.
In addition to the above methods, the common fault feature extraction methods of rolling bearings include Wigner Ville distribution, spectral kurtosis, and envelope analysis.
However, these methods tend to become unstable when used in complex signal processing [8] [9] [10] . Recently, Multifractal Detrended Fluctuation Analysis (MFDFA) method and Alpha Stable Distribution (ASD) method have been investigated to address this limitation. On one hand, there is a link between the multifractal spectrum parameters and the ASD parameters. Many groups have studied this connection and combined the advantages of both methods to make some achievements in human behavior analysis and signal modulation recognition [11] [12] [13] . On the other hand, MFDFA is able to characterize the internal dynamics mechanism of fault signal and to detect slight changes in complex environment of rotating machinery. The widely used ASD has good robustness in the modeling of pulse shape in non-Gauss signals. Therefore, both are very suitable for the fault diagnosis of rotating machinery, especially the rolling bearings [14] [15] [16] [17] . Success combining of both methods may comprehensively utilize various information of fault features, reduce the uncertainty of diagnosis, and further improve the precision of diagnostic model.
The goal of this paper is to make further exploration on the fault feature extraction of rolling bearings with MFDFA and ASD and to achieve intelligent classification of different fault position and damage severity of rolling bearing signals.
Basic Theory

MFDFA and MFDFA Features Extraction
A Brief Introduction of MFDFA.
The details about the theory and procedure of MFDFA were covered in [22, 23] . Its relationship to the classical multifractal theory is described below:
(1) If the mean value of th order fluctuation function ( ) and the equal length have the relationship as follows:
the series is of multifractality, where ( ) is the generalized Hurst exponent.
(2) The relationship between ( ) and the scaling exponent ( ) is as follows:
(3) The relationship between the singularity exponent ℎ and the multifractal spectrum (ℎ ) is as follows:
MFDFA Features Extraction.
The multifractal spectrum calculated by MFDFA is a parameter set that can fully describe the dynamics behavior of multifractal time series. The failure of rolling bearings will lead to changes in the parameters of multifractal spectrum. This paper adopts five common multifractal spectrum parameters as the MFDFA features (as shown in Figure 1 ). The spectral width Δℎ = ℎ max − ℎ min reflects the unevenness of probability distribution of the fractal structure. The larger the Δℎ , the greater the unevenness degree and the stronger the multifractality.
The singularity exponent corresponding to the pole ℎ 0 ( max = (ℎ 0 ), ℎ 0 ∈ [ℎ min , ℎ max ]) reflects the randomness of the vibration signal. The larger the ℎ 0 , the more irregular the vibration signal and the stronger the randomness.
The fractal dimension difference of probability subset Δ = (ℎ max ) − (ℎ min ) reflects the proportion of small peak and large peak of the vibration signal. If Δ < 0, the maximum probability subset number is greater than the minimum probability subset number, and vice versa.
The left endpoint ℎ min and the right endpoint ℎ max represent the maximum and minimum fluctuation of singularity exponent, respectively.
ASD and ASD Features Extraction
A Brief Introduction of ASD.
ASD was developed from the generalized central limit theorem. It has more extensive applicability than the Gaussian distribution. Gaussian distribution, Cauchy distribution, and Levy distribution are three special cases of it. The theory and procedure of ASD can be found in document [24, 25] .
ASD does not have a closed expression of PDF. Hence generally characteristic function is used to describe its statistical properties. Its characteristic function can be expressed as
where
ASD Features Extraction.
As (4) shows, the statistical characteristics of ASD are completely determined by four parameters ( , , , ). In [16] , it has been proved that the use of the four parameters of ASD as the fault features in fault diagnosis of rolling bearings is operable. In addition, the author found that if a rolling bearing fault occurs, not only will the above four parameters change, but also the extremum of PDF ℎ has a clear variation. Therefore, this paper will use the following five parameters as ASD features (as shown in Figure 1 ). The characteristic exponent (0 < ≤ 2) reflects the tail thickness of ASD. The smaller the , the thicker the tail, and the stronger the signal pulse. The skewness parameter (−1 ≤ ≤ 1) represents the skewness of ASD. When = 0, the PDF is symmetric about the location parameter (−∞ ≤ ≤ ∞).
The scale factor ( > 0) determines the scattered degree of ASD.
The extremum of PDF ℎ (ℎ > 0) equals the probability when transient amplitude is zero. The smaller the ℎ, the greater the probability density of large amplitude of vibration signals, and the more scattered the curve. (PCA) . The data samples of input space are mapped to a high-dimensional feature space by nonlinear mapping; then the nonlinear structure information of data samples can be extracted by PCA. The procedure of KPCA can be found in [26, 27] .
Particle Swarm Optimization (PSO) originated in the study of birds feeding behavior, which is a kind of widely used evolutionary computation theory. The theory and procedure of PSO were covered in [28] . The update equation is
where is iteration number. and are, respectively, the position and velocity of particles. 1 and 2 are two independent random numbers in the range of [0, 1]. 1 and 2 are two positive constants named acceleration coefficients. and are, respectively, the local best and global best. The algorithm of Least Squares Support Vectors Machine (LSSVM) proposed by Suykens and Vandewalle [29] is a generalization of the support vectors machine (SVM). It is also a kind of regression prediction algorithm but is more efficient than SVM. The selection of kernel function is the key of LSSVM method. The common kernel function includes radial basis function (RBF), polynomial kernel function, and sigmoid kernel function. Because RBF requires the least parameters (only the regularization parameter and kernel parameter ), we select it to construct the LSSVM.
The Parameter Optimization Method of LSSVM Based on PSO.
Parameters and have a great impact on the classification accuracy of LSSVM. At present, besides the PSO, the optimized methods of the two parameters mainly include cross validation method and modeling experience statistics method [30] .
Cross validation method is difficult to determine a reasonable parameter range in advance to a certain extent and hence will affect the speed and accuracy of fault diagnosis. Modeling experience statistics method requires the accumulation of long-term experiment. Therefore, this paper uses PSO to optimize the two parameters of LSSVM. Figure 2 is the parameter optimization process.
The specific steps are illustrated as follows:
(1) Initialization settings are as follows: set population size, iteration number, initial position and velocity, and so forth.
(2) Compute the particle fitness value: using LSSVM corresponding to each particle vector to predict the training samples. The prediction error value of the current position of the particle is used as the fitness value.
(3) Find the optimal particle location: comparing current fitness value with the best fitness value of the particle and updating the optimal position of the particle based on the fitness value.
(4) Find the optimal population location: comparing the best fitness value of the particle with the best fitness value of the population and updating the optimal position of the population based on the fitness value. (6) Check the end condition; if not met, return to step (2) to the further iterative calculation until meeting the end conditions, and then output the results.
A Fault Diagnosis Method for Rolling Bearings Based on Feature Fusion of MFDFA and ASD
MFDFA features and ASD features contain the fault information of rolling bearings in different status space. Fuse the two kinds of features and heterogeneous information can complement each other. More abundant information than single signal feature can be obtained. Combining the two features in a serial manner is the simplest feature fusion method, but the high dimensionality and redundancy of combined features easily result in the decline of classifier's recognition ability. KPCA has a strong capacity of dimension reduction fusion and redundant elimination. Use KPCA on the combined features; the KPCFFs which are beneficial for fault classification can be easily obtained.
Finally, PSO-LSSVM was applied to the KPCFFs to identify the status of rolling bearings. The diagnosis model constructed in this paper is shown in Figure 3 .
The specific process is described as follows:
(1) Obtain status of vibration signals of rolling bearings, including normal, inner-race faults (different damage degree), outer-race faults (different damage degree), and ball faults (different damage degree), labeled as 1, 2, 3, . . . , , respectively.
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Data Source.
The data of rolling bearing is obtained from the Bearing Data Center of Case Western Reserve University (CWRU) [31] . The data is acquired by the bench test after setting some artificial faults. The type of test bearing is deep groove ball bearing (SKF 6205-2RS JEM). Figure 4 shows the experimental system. It can be seen from Figure 4 that the rolling bearing is installed in the mechanical system driven by a motor; the vibration acceleration sensor is vertically fixed on the shell at the top of drive end bearing; the types of collected vibration signal of rolling bearing include normal, inner-race faults, outer-race faults, and the ball faults. In this paper, seven kinds of status data will be selected (sample length of each status is 120000) to verify the effectiveness of the proposed method. The detailed descriptions of seven vibration signals are shown in Table 1 .
The waveforms of seven vibration signals are shown in Figure 5 . The figure shows that only from the time-domain signal is it very difficult to distinguish the seven statuses of the bearing.
MFDFA Features Extraction.
Dividing evenly each status data item into twenty segments, the length of each segment is 6000. Ten segments were randomly selected (as the training samples) from the twenty segments to perform MFDFA analysis. After averaging, the multifractal spectrums shown in Figure 6 can be obtained. Five MFDFA features were extracted from each signal in all seven kinds of signals, as shown in Table 2 (due to space limitations, only the top five sets of data were listed here).
It can be seen from Figure 6 that the size, shape, and location of multifractal spectrums of the vibration signal in each status are different. Also obvious difference exists in five parameters of multifractal spectrums (Table 2) . It shows that the seven signals have different intrinsic dynamic mechanism and multifractal properties. ℎ 0 or ℎ min are not only able to distinguish whether there is a fault in the rolling bearing (normal ≫ failure), but also can describe the fault degree under the same fault position (slight faults > serious faults). The values of ℎ max are not only able to distinguish whether there is a fault in the rolling bearing (normal ≫ failure), but also can describe the fault degree under the same fault position (slight faults < serious faults).
ASD Features Extraction.
We estimated the parameters of ASD by using the empirical characteristic function method [32] and calculated the PDFs of the above ten segments data. After averaging, the PDFs of each status as shown in Figure 7 can be obtained. We extracted five ASD features from seven kinds of signals, such as shown in Table 3 (similarly, only the top five sets of data were listed here). It can be seen from Figure 7 that the size, shape, and location of PDFs of the vibration signal in each status are different, so is the obvious difference in the extremum of PDFs ℎ. It shows that the seven signals have different statistical properties. Table 3 shows, under different statuses, that the values of the five ASD features of each status are not identical. The normal signal, = 2, can be considered to be subject to Gaussian normal distribution; the fault signals, < 2, are non-Gaussian signals.
The values of are not only able to distinguish whether there is a fault in the rolling bearing (normal > ball faults > inner-race faults > outer-race faults), but also can describe the fault degree under the same fault position (slight faults > serious faults ).
The values of ℎ are not only able to distinguish whether there is a fault in the rolling bearing (normal ≫ failure), but also can describe the fault degree under the same fault position (slight faults > serious faults ). Except for the normal signal, the value of of all the rest signals is close to zero, indicating that not only is the PDF of normal signal symmetric, but also all the PDFs of fault signals are almost symmetric. This is because of the actual symmetric structure of the bearing. Table 4 (similarly, only the top five sets of fusion feature were listed here).
If we choose the first and second KPCFFs to be abscissa and ordinate, respectively, the result of classification of seven vibration signals can be obtained as shown in Figure 8 . It can be seen from Figure 8 that the training samples are well classified only relying on the first two KPCFFs, and the seven vibration signals dispersed in seven distinct areas, which further demonstrates the correctness and effectiveness of the proposed method in this paper. 
Intelligent Diagnosis.
We then put the KPCFFs obtained in Section 4.4 into the PSO-LSSVM classifier for training. The initial parameters of PSO are as follows: population size is 40; the maximum iteration is 200; the initial position and initial velocity are generated randomly; acceleration coefficients 1 and 2 are both 2; optimal ranges of and are 0.1∼100 and 0.01∼1000, respectively. After the iteration, we obtained the optimal parameters for LSSVM: = 0.1 and = 0.67895. At the same time, we used the remaining ten segments data as the test samples to extract the MFDFA features and ASD features, then got the five-dimensional KPCFFs through KPCA, and finally put it into the PSO-LSSVM model which was well trained to classify. In order to reduce the amount of calculation, we chose the minimum output coding (MOC) as the coding method. For seven different statuses, adopting three classifiers can meet the requirement of diagnosis. The specific coding is as follows:
In the formula above, column 1 to column 7, respectively, correspond to seven statuses of rolling bearing (S1∼S7). In order to clearly show the advantages of this feature fusion method in the fault diagnosis of rolling bearing, we also feed the original MFDFA features, original ASD features, MFDFA features with KPCA, and ASD features with KPCA into the same PSO-LSSVM model for the comparison of classification results. After decoding, the diagnosis results with various methods are shown in Table 5 . It can be seen from Table 5 , under the condition of training samples and test samples which are both 70, that five methods based on MFDFA features or ASD features can effectively distinguish the status of the test samples. This once again shows that the vibration signals of rolling bearing have multifractal properties and obey the Alpha Stable Distribution and that their parameters can be used as the fault features to describe the variation trend of operational status and to distinguish different fault position and fault degree of rolling bearing.
Regarding the generalization ability, the feature fusion method based on MFDFA features and ASD features has only one mistake (a sample originally belongs to S4 but was classified as another category); the diagnostic accuracy is 98.6%, significantly higher than the single feature method and the corresponding single feature fusion method. It demonstrated that, compared with the single feature method, KPCFFs make full use of the redundant and complementary information of heterogeneous source and the nonlinear relation between the original features, gain more comprehensive information in the operational status of rolling bearing, enhance the recognition ability of the classifier, and hence improve the accuracy of the diagnosis.
Discussion and Comparison with Some Previous Works.
To further show the effectiveness of the proposed method, a comparison between the present work and the works published in the recent two years that use the same real data from CWRU is detailed in Table 6 . Rauber et al. in [6] used various feature models which are based on the timedomain and frequency-domain parameters, complex envelope spectrum, and wavelet packet analysis, utilized SVM, the k-nearest neighbor classifier (k-NN), and multilayer perceptron (MLP) for classification of seven failures (normal, two different severities of ball faults, two different severities of inner-race faults, and two different severities of outerrace faults), and reported an accuracy of 98.13%, 99.96%, and 99.97%, respectively. Saidi et al. in [18] used the higher order statistics analysis (HOSA) features with feature reduction using PCA and classified the rolling bearing faults into four classes (normal, ball faults, inner-race faults, and outer-race faults) with an accuracy of 96.98%. Zhu et al. in [19] used multiscale entropy (MSE) and hierarchical entropy (HE) and classified ten faults into normal, two different severities of ball faults, four different severities of inner-race faults, and three different severities of outer-race faults, using the PSO-SVM method with an accuracy of 97.75% and 100%, respectively.
All in all, evaluation of our method versus previous works given in Table 6 shows that our experiment demonstrates the fusion features of MFDFA and ASD, including sufficient fault information of the vibration signals, and suggests that fusion features have good potential for improving diagnostic accuracy of rolling bearings. The fusion feature with the PSO-LSSVM classifier produces a good classification performance: the average diagnostic result is 98.6% in small samples, and the results could be improved if we adopt more data. The method proposed in this paper is promising for a more excellent diagnosis of rolling bearings. 
Conclusions and Future Works
When rolling bearings fail, the weak fault features are usually buried and make it fairly difficult to determine the damage degree. To solve the problem, this paper introduces a new fault diagnosis method to achieve feature extraction and intelligent classification of different fault position and damage degree of rolling bearing signals based on feature fusion of MFDFA and ASD. Based on the analysis of different operational status data, the following conclusions can be drawn:
( There are two possible directions for future works. First, this work has classified the faults of rolling bearings into seven classes under the condition of small samples and should complement more data sets (more fault signals, more training and test samples) to further test its capacity for multiclassification. Secondly, the bearings data from CWRU is relatively clean, and this approach should be applied to detect the various fault signals of rolling bearings in actual projects which contain a lot of noise.
