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Abstract 
KAMET II Concept Modeling Language (CML) is a consistent visual language with high usability and flexibility devised to 
acquire and organize knowledge from different sources in a very intuitive way. Similar recent work, which suggests visual tools 
for supporting knowledge acquisition (KA) processes, like Cmaptools and ICONKAT, are closed environments that cannot be 
easily translated to more popular frameworks like Protégé. On the other hand, languages for Semantic Web used for KA, like 
Extensible Markup Languages (XML), are designed for machine interpretation without considering the users interaction. 
KAMET II CML, on the contrary, cares about the input facilities for constructing knowledge models without disregarding its 
complexity, and it is compatible with commercial methodologies. We describe and demonstrate the advantages of KAMET II 
CML by proving its consistency and formality using Concept Algebra, a mathematical structure for the formal treatment of 
concepts and their algebraic relations, operations and associative rules. We do a direct transformation of KAMET II CML 
diagnosis models to Concept Network (CN) diagrams making use of Concept Algebra. As a result, KAMET II CML models are 
compatible with regular ontology representations and can be shared and used by other systems without adding complexity. 
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1. Introduction 
Due to the high demand of Knowledge Based Systems (KBS), different methodologies for acquiring, validating 
and verifying knowledge had been developed; most of them have been proven to be adequate tools for completing 
the Knowledge Engineering Process (KEP) of the KBS. The knowledge possessed by human experts is often tacit 
and unstructured; one of the major goals of KEP is to help experts to make explicit knowledge in an understandable 
and sharable manner.  KEP is divided into different major activities where knowledge acquisition (KA) and 
knowledge representation (KR) take place at the beginning of the cycle. KA involves acquiring the knowledge from 
human experts, books, documents or computer files, to mention some examples; and KR organizes the acquired 
knowledge in order to get it ready for use9. 
 
As seen in previous publications, KAMET II1 is a proposed methodology which assists the process of modeling 
KBS during KA activities, resulting in not just machine readable KR diagrams, but meaningful networks of explicit 
knowledge that can be easy interpreted and discussed before being processed by computers. The KAMET II life-
cycle model provides a dynamic graphical framework for organizing knowledge acquired from distinct sources, 
sharing knowledge, monitoring project progress. Also checking quality controls in a spiral, where the knowledge 
grows upward by transforming tacit knowledge to implicit. The KAMET II methodology introduces knowledge 
acquisition as a cognitive process that facilitates understanding and reasoning by means of visually representing the 
exchange of ideas and opinions, understanding concepts and their relations in a more natural way to human experts, 
which in the end are the main sources of knowledge.  
 
The KAMET II methodology involves refining the model in every cycle, resulting in adding more complex and 
systematic explicit knowledge. The source of the explicit knowledge is the tacit knowledge that the experts own and 
has to be externalized in order to be share and add to the model. This is not an easy task. KAMET II makes use of 
KAMET II Concept Modeling Language (CML), a visual language for diagnosing problems to help the experts turn 
tacit knowledge into explicit. KAMET II has been successfully used to generate many KBSs related to medical 
diagnosis, telecommunications, recruiting, and concrete design, among others1. 
 
The most common methodologies used for KR include Semantic Web and languages based on Extensible Markup 
Languages (XML) 10, like Resource Description Framework (RDF) 4, Ontology Inference Layer (OIL) 3, and Web 
Ontology Language (OWL) 6. These mainly focus on the creation of machine-readable representations for the Web, 
emphasizing simplicity and formality over the Internet, not taking care of user level interactions. KAMET II CML 
makes the process of KR easier by providing interactive editing tools, turning KA into a cognitive task. There are 
some related works7, 8, and methodologies with interactive interfaces for KA, like Cmaptools2 and ICONKAT5. They 
have shown to satisfy the cognitive needs of KA, but they are closed environments and the models can hardly be 
compatible with more commercially used frameworks like Protégé. The advantage of using KAMET II CML is that 
the created models are formal and consistent. This makes them translatable to a middle algebraic representation 
which can be turned into models compatible with commercial frameworks.  
 
KAMET II CML can be proved to be consistent and formal by using Concept Algebra (CA) 12. We translate 
KAMET II CML models to concept networks CN, which represent a set of concepts and their relations using 
Concept Algebra. CA provides generic and formal knowledge manipulation tools capable of dealing with complex 
knowledge and software structures as well as their algebraic operations. Each component of KAMET II CML 
models can be translated in an appropriate object, concept or attribute described by CA.  
 
Nomenclature 
CA Concept Algebra 
CN Concept Network 
CML Concept Modeling Language  
KBS Knowledge Based Systems 
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KEP Knowledge Engineering Process 
2. Concept Algebra for managing knowledge representation 
In order to demonstrate KAMET II CML consistency and transparency we made use of Concept Algebra which is 
an abstract mathematical structure for the formal treatment of concepts and their algebraic relations, operations and 
associative rules11. CA is centered on modeling of abstract concepts, which are the main units of thought and 
reasoning. A concept is a cognitive unit which models real-world concrete entities and perceived-world abstract 
subjects. Concepts can be classified into two categories: concrete concepts and abstract concepts. A concrete concept 
represents an entity from reality while an abstract concept is the intermediate representation in reasoning. 
 
Concept Algebra consists of three main components: mathematical models of abstract concepts, relational 
operations, and compositional operations. The first refers to the representation of the relation of abstract concepts 
using algebra to produce a CN. The relational operations define comparisons that do not modify the concepts but 
point out the dependencies between concepts. The compositional operations provide a set of manipulation rules like 
inheritance, composition or aggregation which modify the concepts. The next subsection gives a little description of 
the basic definitions of CA used to prove KAMET II consistency; if it is needed, refer to 12 for a deeper definition. 
2.1. Concept Algebra for knowledge manipulation 
Definition 1. Let ࣩ denote a finite nonempty set of objects, and ࣛ be a finite nonempty set of attributes, then a 
semantic environment or context ȣ௖ is denoted as a triple, where ࣬ is a set of relations between ࣩ and ࣛ, and | 
demotes alternative relations. 
 
ȣ௖ ؝ ሺࣩǡࣛǡ࣬ሻ                    (1) 
 ൌ ࣬ǣ ࣩ ՜ ࣩȁࣩ ՜ ࣛȁࣛ ՜ ࣩȁࣛ ՜ ࣛ 
 
Definition 2. An abstract concept c on ȣ௖ is a 5-tuple where,ܱ is a finite nonempty set of objects of the concept, 
ܱ ൌ ሼ݋ଵǡ ݋ଶǡ ǥ ǡ ݋௠ሽ ك ࣩ, where ࣩ denotes a power set of ࣩ. ܣ is a finite nonempty set of attributes, ܣ ൌ
ሼܽଵǡ ܽଶǡ ǥ ǡ ܽ௡ሽ ك ࣛ. ܴ௖ ൌ ܱ ൈ ܣ is a set of internal relations. ܴ௜ ك ܣᇱ ൈ ܣǡ ܣԢ َ ܥԢٿܣ َ ܿ , is a set of input 
relations, where ܥԢ is a set of external concepts, ܥԢ ك ȣ௖. For convenience, ܴ௜ ൌ ܣԢ ൈ ܣ may be simply denoted 
asܴ௜ ൌ ܥԢ ൈ ܿ.ܴ௢ ك ܿ ൈ ܥԢ is a set of output relations. 

ܿ ؝ ሺܱǡ ܣǡ ܴ௖ǡ ܴ௜ǡ ܴ௢ሻ                   (2) 
 
Definition 3. A concept algebra CA on a given semantic environment ȣ௖ is a triple, ,where OP = {•r, •c} are the 
sets of relational and compositional operations on abstract concepts. 
 
ܥܣ ؝ ሺܥǡ ܱܲǡ ȣ௖ሻ ൌ ቀሺܱǡ ܣǡ ܴ௖ǡ ܴ௜ǡ ܴ௢ሻǡ ሼڄ௥ǡή௖ሽǡ ȣ௖ቁ              (3) 
Definition 4. The relational operations •r in concept algebra encompass 8 comparative operators for 
manipulating the algebraic relations between concepts, where the relational operators stand for related, independent, 
subconcept, superconcept, equivalent, consistent, comparison, and definition, respectively. 
 
ή௥؝ ሼุǡոǡطǡظǡൌǡ؆ǡ ׽ǡ؜ሽ                  (4) 
 
The related concepts are a pair of concepts that share some common attributes in their intensions; while the 
independent concepts are two concepts that their intensions are disjoint. The subconcept of a given concept is a 
concept that its intension is a superset; while a superconcept over a concept is a concept thats intension is a subset 
of the subconcept. The equivalent concepts are two concepts whose intensions and extensions are identical. The 
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consistent concepts are two concepts with a relation of being either a sub- or super-concept. A comparison between 
two concepts is an operation that determines the equivalency or similarity level of their intensions. Concept 
comparison is implemented according to the definition in Table 1, where the range of similarity between two 
concepts is between 0 to 100%, where 0% means no similarity and 100% means a full similarity between two given 
concepts. Concept definition is an association between two concepts where they are equivalent. 
 
Definition 5. The compositional operations •c in concept algebra encompasses 9 associative operators for 
manipulating the algebraic compositions among concepts, where the compositional operators stand for inheritance, 
tailoring, extension, substitute, composition, decomposition, aggregation, specification, and instantiation, 
respectively.  
 
ή௖؝ ቄฺǡ
ି֜ǡ ା֜ǡ ̱֜ǡًǡ ړǡ֤ǡ ٟǡ฽ቅ                (5) 
 
Concept inheritance indicates one concept is derived from another while multiple inheritances are associative 
operations where a concept is derived from multiple concepts; tailoring, is a special inheritance operation that 
reduces some inherited attributes or objects in the derived concept; extension, carries out a special concept of 
inheritance with the introduction of additional attributes and/or objects in the derived concept; substitution, results 
in the replacement or overload of attributes and/or objects by locally defined ones; composition, integrates multiple 
concepts in order to form a new complex one; decomposition, is the inverse operation of composition, it divides a 
concept into a set of subconcepts; aggregation, assembles of complex concept by using components provided from 
those of multiple concepts;  specification refines a concept by another sub-concept with more specific and precise 
attributes; instantiation, derives an object, or instance, on the basis of the inherited concept.  
 
The mathematical model of knowledge can be set as a CN, where CA is applied as a set of rules for knowledge 
composition.  
 
Definition 6. A generic knowledge K is an n-nary relation Ը among a set of n concepts and the entire set of 
concepts C, i.e.: 
 
ܭ ൌ ࣬ǣ ሺ ௜ܺୀଵ௡ ܥ௜ ื ܥሻ                (6) 
 
,where  ۫௜ୀଵ௡ ܥ௜ ൌ ܥ , and ࣬ ൌή௖ൌ ቄฺǡ
ି֜ǡ ା֜ǡ ̱֜ǡًǡ ړǡ֤ǡ ٟǡ฽ቅ 
 
Definition 7. A concept network is a hierarchical network of concepts interlinked by the set of nine composing 
rules Ը concept algebra, i.e.: 
 
ܥܰ ൌ ࣬ǣ ௜ܺୀଵ௡ ܥଵ ื ௝ܺୀଵ௡ ܥ௝               (7) 
 
Theorem 1. In a CN, the abstract levels of concepts κ௖ form a partial order of a series of superconcepts, where ׎ 
is the empty concept ׎ = (٣, ٣), and Ω the universal concept, Ω = (O, A). 
 
κ௖ ൌ ሺ߶ ع ܿଵ ع ܿଶ ع ڮ ع ܿ௡ ڝ ڮ ڝ ȳሻ             (8) 
3. KAMET II CML: the conceptual modeling language 
KAMET II CML stands for Knowledge Acquisition Methodology Conceptual Modeling Language, which was 
primarily aimed at solving diagnosis problems.  It is a highly user friendly language based on visual structures and 
symbols, which can be used to represent concepts and the relation between them1.  KAMET II CML can represent 
complex knowledge through intuitive tools compatible with diagnosis problems knowledge representation. KAMET 
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II CML is expressive enough to have flexibility when modeling without adding complexity. KAMET II CML can 
rectify the correctness of the models inserted according to its semantic rules, but it cannot assure anything about the 
liability of the content.   
3.1. The KAMET II CML assumptions 
KAMET II CML has three levels of abstraction. The first one corresponds to structural constructors and 
structural components. The structural constructors are used to describe the problem itself, and the structural 
components are used to establish the possible solutions to the problem and can be mixed to define the antecedents of 
a problem; both of them are represented in Fig 1 and Fig 2 respectively.  
Fig. 1. Structural constructors.  
 
According to Fig 1, the structural constructors are: problem represents a situation, condition, or issue that is still 
unresolved; classification stands for a characteristic inference structure that systematically relates data to a 
preenumerated set of solutions by abstraction, heuristic association, and refinement; subdividion is the act of 
dividing a problem into small pieces that are easier to solve. 
 
Fig 2. Structural components. 
 
The structural components defined in Fig 2 are: symptom, indicates the presence of an alteration; antecedent, 
shows a preceding event or cause; solution, refers to an answer to the problem; time, is used to quantify the 
durations of events and the intervals between them; value, concerning the value of symptoms, antecedents, groups; 
inaccurate, indicates a loss of precision; process, describes the act of converting procedures to another; formula, is 
used to make definitions; examination, expresses a recommendation or necessity to conduct tests. 
 
The second level of abstraction corresponds to nodes (N) and composition rules (CR).  Nodes are built using 
structural constructors and components. We distinguish between three different types of nodes: initial, intermediate 
and terminal. Initial nodes have just output relations; intermediate nodes can be united to n initial and m terminal 
nodes; terminal nodes can only have input relations. Composition rules (Fig 3), for their part, permit the appropriate 
combination of nodes. 
Fig 3. Composition rules. 
 
The third level of abstraction corresponds to the global model. It consists of at least one initial node, any number 
of intermediate nodes, and one or more terminal nodes. A global model should represent the knowledge acquired 
from multiple knowledge sources in a specific knowledge domain. 
Subdivision: Shows 
a subdivision.
Implication:  It
represents a 
connection from a 
source to a  
complication. 
Action: Expresses that
something must be
completed: a formula, 
an examination, etc. 
Union: The line shows a 
a connection between
subdividions. 
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3.2. Diagrammatic convention and postulates for KAMET II CML 
A diagrammatic convention is a chart designed to demonstrate or explain how something works or to clarify the 
relationship between the parts of a whole. On the other hand, a postulate is a proposition in logic that is not proved 
or demonstrated but is considered to be self-evident. We make use of both to make clear how the components of 
KAMET II CML are used. 
3.2.1. Diagrammatic convention 
 
DG1. The structural constructors and structural components can be named using a numerical or alphanumeric 
label. Using names makes it easier to construct and refer to models. 
 
DG2. The indicator, represented with a square, is used to set up the number of elements that must be present in 
either a structural component or group (Fig 4). It is located in the upper right-hand corner of the group or the 
structural component. An indicator n is used to express the exact number of elements that must be present, an n+ is 
used to indicate that at least n elements must be present, and an n,m is used to show the minimum and maximum 
number of elements that must be present, where n and m are integer values, and m>n.  
 
Fig 4. Indicators: a) n; b) n+; c) n,m . 
 
DG3. The structural component time (Fig 5) should always be placed to the right of a group, problem, 
subdivision, antecedent, symptom, etc. 
 
 
Fig 5. Time: a) problem with time; b) symptom with time; and c) group with time. 
 
DG4. The structural component value (Fig 6) is always placed above a symptom, antecedent or group. The value 
component can make use of an indicator.  
Fig 6. Value: a) antecedent with a value; b) symptom with a value; and  c) group with three values and one indicator, just one value is used. 
3.2.2. Postulates 
 
P1. A chain (Fig 7) is defined as the link of two or more symptoms, antecedents, and/or groups (DG4). The order 
of the elements is irrelevant.  
Fig 7. Chains: a) symptom and two antecedents; b) symptom, group and antecedent; c) antecedent and two groups. 
 
P2. A group (Fig 8) is defined as a special chain. The linked elements have times and/or values in common, or 
are related among each other through an indicator. The group concept is recursive.  
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Fig 8. Groups: a) group; b) group with an indicator n; c) recursive group. 
 
P3. Assignment (Fig 9) is defined as the process of labeling a node in order to reuse it.  
 
Fig 9. Names assignation: a) labeling a node; and b) using a labeled node.  
 
P4. The solution components are only related to structural constructors.  
 
P5. There are three types of nodes: initial (I), intermediate (M) and terminal (T). The nodes are related using 
composition rules. The following relationships are possible: initial with terminal, initial with intermediate, 
intermediate with intermediate, and intermediate with terminal.  
 
P6. An initial node represents a symptom, antecedent, group, or chain. It is used to describe a part of the 
problem. It does not have input flow and can have more than one output flow. The intermediate node is used to 
describe an intermediate part of the problem. It may have one or more further inflows and one or more output flows.  
A terminal node represents a structural constructor. It has one or more input flows. The output flow is only used to 
show possible solutions.  
 
P7. The initial and intermediate nodes can be grouped together, without losing their properties or functions, into 
molecular nodes. These nodes, in turn, will act as a node in their own right. The molecular nodes are formed 
through conjunctions or disjunctions (Fig 10).  
Fig 10. Molecular nodes: a) conjunction; and b) disjunction. 
 
P8. The composition rules are used mainly to relate the different nodes and the structural components with the 
solution component. 
 
P9. The accuracy value assigned to a group is always set as another node joined by conjunction or disjunction. 
The accuracy represented by a diamond affects the whole nodes related to it like input relations (Fig 11). If symptom 
7 is shown to be true, then the problem P2 is presented with accuracy 0.9. 
Figure 11: With the accuracy of 0.9 when symptom 7 is presented then P2 is presented too. 
3.2.3. A simple example of a KAMET II CML model 
 
(Fig 12) provides a simple example of a model built with KAMET II CML in order to illustrate the method 
sketched in the previous section. The example models the problem of deterioration due to aggressive water (P2.4). 
The antecedent A27 represents the fact that the structure carries water current. The dotted rectangle in this figure has 
an indicator that at least one symptom (S16 and S17) inside the rectangle must be presented. S14 indicates 
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dissolving of the paste exposing the aggregates, S16 represents the presence of holes on the surface and S17 the 
presence of grains of sand on the surface of the concrete. The presence of the symptoms and antecedents mentioned 
above let us conclude the existence of problem P2.4 with a probability of p, shown in a rounded rectangle. 
Figure 12. Simple electrical diagnosis. 
4. Proving KAMET II CML consistency and transparency using CA 
In 11 it was proved that Concept Algebra models can be computed automatically, and since CA has consistent and 
transparent rules by itself, defining KAMET II CML in terms of CA proves formality and consistency of its 
building rules. In order to prove the consistency of KAMET II CML some conventions must be followed.  
 
C1. Each initial, intermediate and terminal node that consists of more than one member can be assigned with a 
label or identifier (P3) so it can be seen like a whole. The accuracy is mapped as an attribute of the node directly 
related with an input. We show an example of how to use the leveling in (Fig 13). The node W1.1 is integrated by 
the antecedent A27, the symptom S14 and at least one of the symptoms S16 and S17. The whole node owns an 
accuracy of P of causing P2.4. 
Fig 13. The node W1.1 as an example of assignment rule for nodes. 
 
C2. The structural constructors and some components (symptom, antecedent, solution, process, formula and 
examination) are represented with concepts and objects. The structural components that refer to time, value and 
inaccurate are represented as attributes of concepts.  
 
C3. Each KAMET II CML model can be represented as a CN where each abstract concept has instance of other 
concepts, objects, attributes and the relations between them. A problem can be seen as a concept which denotes the 
relations between the internal symptoms and antecedents that make sure the problem is presented. 
 
C4. It is illegal that any component during the inference chain gets to itself indirectly. That means cycles are not 
allowed. It is right to use in the same model instance of the same labeled block, but they cannot be related by 
superconcept or subconcept relation. One concept cannot be composed by itself directly or indirectly. 
 
Using (Def 1) from section 2.1, we then see that a semantic environment context  ȣ௖ for a KAMET II CML 
model exists, and it represents the set of all objects, ȣ௖ ؝ ሺࣩǡࣛǡ࣬ሻ, where, ࣩ is the set of instances of structural 
constructors and structural components in a KAMET II CML model; ࣛ  is the set of permitted attributes by 
convention C2, ࣛ ൌ ሼܽଵ ൌ ݐ݅݉݁ǡ ܽଶ ൌ ݒ݈ܽݑ݁ǡ ܽଷ ൌ ݅݊݊ܽܿݑݎܽ݊ܿ݁ሽ and ࣬ denotes the relations between objects to 
objects, objects to attributes, attributes to attributes and attributes to object. 
 
Making use of (Def 2) we can define problem, classification and subdivision, structural constructors, as an 
abstract concept where the instance of symptom, antecedent, solution, process, formula, examination, problems, 
classification and subdivision are related. The first six are structural components while the last three are the 
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structural constructors defined previously.  
 
To make clear how we translate KAMET II CML models to the appropriate form on Concept Algebra, lets 
consider the example from (Fig 13). The abstract concept of the problem P2.4 is represented by, ܿ௉ଶǤସ ؝
ሺܱǡ ܣǡ ܴ௖ǡ ܴ௜ǡ ܴ௢ሻ , where the objects that compose it are the sets ܱ ൌ ሼ݋஺ଶ଻ǡ ݋ௌଵସǡ ݋ௌଵ଺ǡ ݋ௌଵ଻ሽ , and ܣ ൌ ሼܽଷ ൌ
݅݊݊ܽܿݑݎܽ݊ܿ݁ሽ 
 
The relationsܴ௖ǡ ܴ௜ǡ ܴ௢, (Def 4) and (Def 5),can be describe as follow, ܴ௜ ൌ ׎ǡ ܴ௢ ൌ ׎ due to the fact that the 
problem is not related to other  abstract concepts, like it could be either problem, classification or subdivision. ܴ௖  , 
is defined by the relations between the elements on ܱ and ܣ. The internal relations ܴ௖  between the objects and 
attributes described in ܿ௉ଶǤସ can be understood in an easier way by using an OR/ AND tree. It is necessary that A27 
and S14 are presented and at least one of symptoms S16 and S17 (Fig 14).  
Figure 14. Simple electrical diagnosis represented in AND / OR diagram. 
 
The union of the objects shares ܽଷ , that can only be truth if A27, S14 and at least one between S16 and S17 are 
presented. It means ܽଷis a global attribute of ܿ௉ଶǤସ. In (Fig 14) we use some auxiliary concepts: XX, Y, X and Z to 
represent the different composition of the objects. XX can be Y or X or Z at a time, Y is S16, X is S16 and S17 
presented at the same time and Z is just S17. At the end P2.4 is presented if A27, S14 and XX are presented.  
 
As an example of how to do the translation we can show that between the auxiliary concepts Y, X and Z: 
ܼ ً ሼܻǡ ܺሽ, ܼ ାฺܻ, ܼ ାฺܺ,  ܻ ିฺܼ. In the first relation, Z is a composition of Y and X, the second means Z is an 
extension of Y. The third means Z is an extension of X, and the last one about Y means, Y is tailored of Z. All of 
them are true. 
 
Following convention C3 and using a bigger example (Fig 15), we can denote a Concept Network (CN). 
Retaking (Def 7) to set a CN with abstract levels of concepts κ௖ . Different problems can be associated to others in a 
hierarchical CN using the set of relations described in ࣬, following the composition rules of CA. 
 
The concepts related on CN can form a queue of superconcepts and subconcepts according to the relation 
between each concept. Using (Theorem 1) we can set the level of each concept due to the hierarchical order it 
follows, where ܿ௡ define concepts from the domain of the knowledge represented by the KAMET II CML diagram 
or context ȣ௖ ؝ ሺࣩǡࣛǡ࣬ሻ related to the same diagram. 
 
We are working with concept, subconcepts and superconcepts according to the hierarchical relation between the 
abstract concepts of the original diagram made in KAMET II CML. The levels are built according of the flow of the 
diagram; the lowest level would be made out of the initial nodes and the levels in the middle by intermediate nodes, 
where N is the number of total concepts in C. It defines the concepts that are part of a level like a subset of concepts 
in C. The relation between concepts that integrate the same superconcept is evident. Some concepts share 
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subconcepts, so they   can be made out of the composition, decomposition, aggregation, substitution and other 
concept algebra operations.  
 
κ௡ ൌ ڂ ܿ௡ ك ܥே௡ୀଵ           (9) 
5. Conclusions and future work 
KAMET II CML is a consistent and formal visual language with high usability, devised to acquire and organize 
knowledge from different sources in a very intuitive way. Languages based on Extensible Markup Languages 
(XML) used in Semantic Web, which are addressed to be interpreted by machines, omit the cognitive part of KA, 
which involves discussion and analysis of the models. Similar recent languages to KAMET II CML, like Cmaptools 
and ICONKAT, have shown taken advantage of the cognitive characteristic of KA, but they are developed in closed 
environments. Methodologies like Cmaptools and ICONKAT cannot easily be translated to more commercial 
representations. We demonstrated the consistency and formality of KAMET II CML by using Concept Algebra, 
which let us translate the KAMET II CML models to different ontology representation languages in order to expand 
the scope of sharing and running the models. We translated the KAMET II CML diagrams to CA showing its 
versatility and validity.  
 
We are working on translating KAMET II CML diagrams to different conceptual languages like OWL, and to 
other representations compatible with more popular frameworks like Protégé. In future works, we want to make 
KAMET II CML more intuitive by adapting its components to more suggestive symbols, which can help the experts 
to easier learn how to use it. 
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