Abstract-In this paper,a novel design method for determining the optimal proportional-integral-derivative (PID) controller parameters for Takagi-Sugeno fuzzy model using the particle swarm optimization (PSO) algorithm is presented. In order to assist estimating the performance of the proposed PSO-PID controller,a new timedomain performance criterion function has been used. The proposed approach yields better solution in term of rise time, settling time,maximum overshoot and steady state error condition of the system.the proposed method was indeed more efficient and robust in improving the step response.
I. INTRODUCTION
During the past decades,the process control techniques in the industry have made great advances. Numerous control methods such as adaptive control,neural control,and fuzzy control have been studied [1] [2] .(93-103). Among them,proportional-Integral-Derivative (PID) controllers have been widely used for speed and position control of various applications. Among the conventional PID tuning methods, the ZieglerNichols method [3] may be the most well known technique,but,In general,it is often hard to determine optimal or near optimal PID parameters with the Ziegler-Nichols formula in many industrial plants [4] [5] . For these reasons,People have made lots of research, and proposed some advanced PID control methods,such as expert PID control based on knowledge inference [6] ,self-learning PID control based on regulation, neural network PID control based on connection mechanism [7] ,and intelligent PID control based on fuzzy logic [8, 9] . Genetic algorithm (GA) has (566) been applied to self-tuning of PID parameters,too [10] . However,GA has the disadvantages of premature and slow convergence rate,and the need to set up many parameters. Recently,the computational intelligence has proposed particle swarm optimization (PSO) [11, 12] as opened paths to a new generation of advanced process control. The PSO algorithm, proposed by Kennedy and Eberhart [11] in 1995,was an evolution computation technology based on population intelligent methods. In comparison with genetic algorithm,PSO is simple,easy to realize and has very deep intelligent background. It is not only suitable for scientific research,but also suitable for engineering applications in particular. Thus,PSO received widely attentions from evolution computation field and other fields. Now the PSO has become a hotspot of research. Various objective functions based on error performance criterion are used to evaluate the performance of PSO algorithms. Each objective function is fundamentally the same except for the section of code that defines the specific error performance criterion being implemented to optimize the performance of a PID controlled system. Performance indices used to estimate the best parameters of PID controller are given by: , ,and . The main aim of this research paper is to establish a methodology for optimal design of PID controllers for Takagi-Sugeno (T-S) fuzzy model. the T-S fuzzy model is widely used in many research areas because of its excellent ability of nonlinear system description. It has a great capacity to approximate any nonlinear system [9] . for this,a particle swarm optimization (PSO) algorithm are proposed to improve controller by adjusting transfer function parameters. The rest of the paper is organized as follows. In section 2,a brief review of the TS fuzzy model formulation is given. In section 3,describes the standard PSO.PID controller design by the proposed PSO algorithm is described in Section 4. Some simulation results is shown in Section 5. Finally,some conclusions are made in section 6.
II. T-S FUZZY MODEL OF NONLINEAR SYSTEM
We consider a class of nonlinear systems defined by:
With the regression vector represented by:
Here,k denotes the discrete time,and n define the number of delayed output. Through this contribution, the unknown function ( ( )) is approximated by a T-S fuzzy model which is charities by rule consequents that are linear function of the input variables [13] . The rule base comprises r rules of the form:
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Where denotes the ℎ fuzzy inference rule:
• is the number of inference rules;
• ( = 1... ) are fuzzy sets;
• ( ) is the system input variable;
• ( ) is the system output; 
III. ESTIMATION METHOD OF RECURSIVE LEAST SQUARES (RLS)
For nonlinear systems the online adaptation is necessary to obtain a model able to continue the system in its evolution. The system described by can also be rewritten as:
This is a regression form, with being a system parameter vector and Φ a regression vector. It should be noted that the system (5) is in general nonlinear but it is linear with respect to its unknown parameter vectors. Based on parameterization (5), the identification algorithm giving estimatesˆ( ) of ( ) can be obtained using the normalized least-squares algorithm [14] .We define:
The system described by (4) can also be rewritten as:
IV. PID CONTROLLER The feedback control system is illustrated in Fig. 1 where yr,y are respectively the reference and controlled variables. The PID controller is used to improve the dynamic response as well as to reduce or eliminate the steady-state error. The derivative controller adds a finite zero to the open-loop plant transfer function and improves the transient response [15] . The integral controller adds a pole at the origin, thus increasing system type by one and reducing the steady-state error due to a step function to zero. The PID controller transfer function is
where , and are respectively the proportional, integral and derivative gains parameters of the PID controllers. We can also rewrite as Controller design attempts to minimize the system error produced by certain anticipated inputs [17] . The system error is defined as the difference between the desired response of the system and its actual response. Performance criteria are mainly based on measures of the system error. Basically, PID controller design method using criterion as tabulate in minimization can result in a response with relatively small overshoot but a long settling time because and performance criterion weights all errors equally independent of time. Although the performance criterion weights errors with time, the derivation processes of the analytical formula are complex and time consuming. In this paper,a new performance criterion in the time domain is proposed for evaluating the PID controller. A set of good control parameters , and can yield a good step response that will result in performance criteria minimization in the time domain. These performance criteria in the time domain include the overshoot ,rise time ,settling time ,and steady-state error . Therefore,a new performance criterion is defined as follows: time and settling time. 
A. PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization, first introduced by Kennedy and Eberhart,is one of optimization algorithms. It was developed through simulation of simplified social system, and has been found to be robust in solving continuous nonlinear optimization problems [16] . The PSO technique can generate a high quality solution within shorter calculation time and stable convergence characteristic than other stochastic methods. PSO is a population based search process where individuals, referred to as particles,are grouped into a swarm.
Each particle in swarm represents a candidate solution to the optimization problem. In PSO technique,each particle is flown through the multidimensional search space,adjusting its position in search space according to its own experience and that of neighboring particles. A particle therefore makes use of best position encountered by itself and that of its neighbors to position itself toward an optimal solution. The effect is that particles fly toward a minimum,while still searching a wide area around the best solution. The performance of each particle (i.e., the closeness of a particle to a global optimum) is measured using a predefined fitness function, which encapsulates the characteristics of the optimization problem. As example, the ℎ particle is represented as = ( ,1 , ,2 , ..., , ) in the gdimensional space. The best previous position of the ℎ particle is recorded and represented as = (  ,1 ,  ,2 , ..., , ). The index of best particle among all particles in the group is represented by the gbestd. The rate of the position change (velocity) for particle j is represented as = ( ,1 ,2 , ..., , ) .The modified velocity and position of each particle can be calculated using the current velocity and distance from , to as shown in the following formulas:
Where:
• is of particle .
• is of the group. where min , max and max are minimum,maximum values of , the current iteration number,and pre-specified maximum number of iteration cycles,respectively.
B. IMPLEMENTATION OF A PSO-PID CONTROLLER
In this paper,a PID controller using the PSO algorithm was developed to improve the step transient response of nonlinear system. It was also called the PSO-PID controller. The PSO algorithm was mainly utilized to determine three optimal controller parameters ,and such that the controlled system could obtain a good step response output. For our case of design,we had to tune all the three parameters of PID such that it gives the best output results or in other words we have to optimize all the parameters of the PID for best results. Here we define a three dimensional search space in which all the three dimensions represent three different parameters of the PID. Each particular point in the search space represent a particular combination of [ ] for which a particular response is obtained The performance of the point or the combination of PID parameters is determined by a fitness function or the cost function. This fitness function consists of several component functions which are the performance index of the design. The point in the search space is the best point for which the fitness function attains an optimal value. For the case of our design,we have taken four component functions to define fittness function. The fittness function is a function of steady state error, peak overshoot, rise time and settling time. However the contribution of these component functions towards the original fittness function is determined by a scale factor that depends upon the choice of the designer. For this design the best point is the point where the fitness function has the minimal value.
C. Proposed PSO-PID Controller
the PSO-PID controller for searching the optimal controller parameters,
, and , with the PSO algorithm. Each individual contains three members , and . Its dimension is * 3. The searching procedures of the proposed PSO-PID controller were shown as below.
Step 1
• Specify the lower and upper bounds of the three controller parameters and initialize randomly the individuals of the population including searching points, velocities, , and .
• Determine the lower bound and the upper Bound , , and .
step 2
• Evaluate the objective criterion and calculate the values of the four performance criteria , , and step 3
• Compare the individual fitness of each particle to its previous . If the fitness is better, update the fitness as .
step 4
• Modify the velocity of each individual according to (8) .
Step 6
• Modify the member position of each individual according to (9) .such that ⪯ +1 ⪯ step 7
• If the number of iterations reaches the maximum, then go to Step 8. Otherwise, go to Step 2.
Step 8
• The individual that generates the latest is an optimal controller parameter.
V. SIMULATION RESULTS
This section presents a simulation example to shown an application of the proposed control algorithm and its satisfactory performance. The nonlinear system is written as the following recursive form: (5) and adapted by using algorithm with for gueting factor = 0.9 For the rule :
:
, ,
The system response is shown in figure(1) , the proposed method can guarantee a good control performance. 
VI. CONCLUSIONS
This paper presents a novel design method for determining the PID controller parameters using the PSO method for Takagi-Sugeno fuzzy model. The proposed method integrates the PSO algorithm with the new performance criterion into a PSO-PID controller. Through the simulation,the results show that the proposed controller can perform an efficient search for the optimal PID controller parameters.
