Speech is the natural and simp lest way of co mmunicat ion and Speech Recognition is a fascinating application of Dig ital Signal Processing which has many real-world applicat ions. In this paper, a speech recognition system is developed for Automated Teller Mach ines (ATMs) using Wavelet Packet Decomposition (WPD) and Artificial Neural Networks (ANN). Speech signals are one-dimensional and are random in nature. ATM machines communicate with the customers using the stored speech samples and the user communicates with the mach ine using spoken digits. Daubechies wavelets are employed here. A mu ltilayer neural network trained with back propagation training algorith m is used for classification purpose. The proposed method is implemented for 500 speakers uttering 10 spoken digits in English. The experimental results show good recognition accuracy of 87.38% and the efficiency of co mbin ing these two techniques.
I. INTRODUCTION
ATMs enable customers to perform financial transactions like cash withdrawal, check balances or credit mobile phones with the help of the mach ine and without any human intervention. A plastic ATM card with a magnetic stripe or a plastic smart card with a chip and a unique card nu mber and security information is used for the transaction. Authentication is done by using the Personal Identificat ion Number (PIN). ATM machines also allo w the conversion of one currency into another with the best possible exchange rates. Most cash mach ines are connected to interbank networks. This enables people to withdraw and deposit money fro m mach ines not belonging to the bank where they have their accounts or in the countries where their accounts are held enabling cash withdrawals in local currency [1] .
A voice recognition system can be used for different purposes. Machines can identify the speaker through the voice thus enhancing the security and privacy of the transactions. The main objective of this work is to allow illiterate people to operate the ATMs without reading the instructions for the cash transactions. Speech recognition is still an intensive field of research in the area of dig ital signal processing due to its versatile applications. Since speech is the primary means of communicat ion between people, research in automatic speech recognition and speech synthesis by machine has attracted a great deal of attention over the past five decades [2] . Speech recognition system mostly performs two fundamental operations: signal modelling and pattern matching [3] . During signal modelling, speech signal is converted into a set of parameters using different feature extract ion methods. The extracted features are compared with the parameter set fro m memory of the ATM machine and the pattern which closely matches the parameter set obtained from the input speech signal is classified during the classificat ion stage. Better feature is good for imp roving recognition rate and the performance of a speech recognition system is measured in terms of recognition accuracy.
The main advantage of this system is that the user can interact with the ATM machine through speech that too using only spoken digits. The paper is organized as follows. In section 2, the methodology employed in this work is illustrated. The spoken digits database used in this system is given in section 3. The theory of feature extract ion followed by the concepts of wavelet packet decomposition emp loyed during this stage is described in section 4. Section 5 describes the pattern classification stage using ANN. Section 6 presents the detailed analysis of the experiments done and the results obtained. Conclusions are given in the last section.
II. METHODOLOGY
The transctions in ATM machines can be performed using spoken voice messages. A customer enters the ATM cabin and inserts his ATM card in the ATM machine. The customer is then prompted to enter his/her PIN number through voice message. The PIN is validated and then the customer has to select fro m the options provided. If a customer selects option -1 which is cash withdrawal through voice message, he/she is prompted to enter the amount to be withdrawn. After entering the required amount, the customer is requested to re-enter the amount in order to confirm it. If both the amounts entered matches, cash is made available. Otherwise customer has to redo the transaction once again. If customer selects option -2, balance enquiry -balance in the account is displayed. If the customer selects option 3 which is Mini statement, a print of the min i statement is provided. If customer selects option 4, Funds transfer, he/she is required to enter the account number and amount to be transferred. Then this has to be reconfirmed by entering the amount and if found correct, funds are transferred. After complet ing the transaction, a Thank you screen is displayed. A new transaction can now be init iated.
III. SPOKEN DIGITS DATABASE
For this experiment, a spoken digit database is created for English language using 500 speakers. Vo ice has a physiological trait. Every person has different pitch, frequency and so the voice recognition is main ly based on the study of the way a person speaks, commonly classified as behavioral. We have used 200 male speakers, 200 female speakers and 100 ch ild ren for creating the database. The samples stored in the database are recorded by using a high quality studio-recording microphone at a sampling rate of 8 KHz (4 KHz band limited). Recognition has been made on the ten digits from 0 to 9 under the same configuration. The database consists of a total of 5000 utterances of the digits. The spoken digits are preprocessed, numbered and stored in the appropriate classes in the database. The spoken digits database is shown in Table 1 . 
IV. SPEECH FEATURE EXTRACTION
Feature extraction plays a vital ro le in the speech recognition process. During feature extraction step, the original speech signal is converted into a sequence of feature vectors. The feature vectors thus obtained are the inputs to the classification stage of the speech recognition system. The technique selected for feature extraction plays a vital ro le in the speech recognition rate. Researchers have experimented with many different types of methods for use in speech recognition. Most of the speech-based studies are based on Fourier Transforms (FTs), Short Time Fourier Transforms (STFTs), Mel-Frequency Cepstral coefficients (MFCCs), Linear predictive Coding (LPCs), and prosodic parameters. Literature on various studies reveals that in the case of the above said parameters, the feature vector dimensions and computational complexity are h igher to a greater extent. Moreover, many of these methods accept signals stationary within a given time frame. So, it is difficult to analyse the localized events correctly. By using wavelets, the size of the feature vector can be reduced when compared to other methods and thus the computational complexity also can be successfully reduced. Daubechies wavelets are used here because of its orthogonality property and efficient filter implementation [4] .
The Wavelet Packet Decomposition
In WPD, the speech signals are decomposed into low frequency components and high frequency components at each level called the approximation coefficients and detail coefficients . These are again decomposed to get new low resolution approximation and detail coefficients [5] . The wavelet packet decomposition applies the transform step to both the low pass and the high pass result. It allo ws simultaneous use of long-time interval fo r low-frequency informat ion and shorttime interval for high-frequency informat ion [6] . In wavelet packet decomposition, each detail coefficient vector is also decomposed into two parts using the same approach as in approximation vector splitting. When a signal is decomposed into subbands using wavelet transform, appro ximat ion components contain the characteristics of a signal and high frequency components are related with noise and disturbance in a signal [7] . It allo ws simu ltaneous use of long-time interval for lowfrequency information and short-time interval for high-frequency information [8] Though removing the high frequency contents retain the features of the signal, sometimes it may contain useful features of the signal. So both the high and low frequency components are decomposed in WPD. The decomposition tree for WPD is given in fig.1 
V. NEURAL NETWORKS CLASSIFIER
Artificial Neural Networks have been investigated for many years in the hope that speech recognition can be done similar to hu man beings. A Neural Netwo rk is a massively parallel-distributed processor made up of simp le process ing units. It can store experimental knowledge and make it available for use. Inspired by the structure of the brain, a neural network consists of a set of highly interconnected entities, called nodes designed to mimic its biological counterpart, the neurons. Each neuron accepts a weighted set of inputs and produces an output [9] . Neural Net works have become a very important method for pattern recognition because of their ability to deal with uncertain, fu zzy, or insufficient data. Algorith ms based on neural networks are well suitable for addressing speech recognition tasks.
The architecture of the Multi Layer Perceptron (M LP) network, which consists of an input layer, one or more hidden layers, and an output layer, is used here. The algorithm used is the back propagation training algorith m wh ich is a systematic method for t rain ing multi-layer neural networks. This is a mu lti-layer feed forward, supervised learning network based on gradient descent learning rule. In this type of network, the input is presented to the network and moves through the weights and nonlinear activation functions towards the output layer, and the error is corrected in a backward direction using the well-known error back propagation correction algorith m. After extensive training, the network will eventually establish the input-output relationships through the adjusted weights on the network [10] . In most networks, the principle of learn ing a network is based on minimizing the gradient of erro r [11] [12] . After training the network, it is tested with the dataset used for testing.
VI. EXPERIMENTS AND RESULTS
The recognition accuracy depends on the wavelet family chosen and the mother wavelet used. The most popular wavelets called the Daubechies wavelets with the db4 type of mother wavelet is used for feature extraction. Daubechies wavelets are found to perform better than the other wavelet families based on recognition accuracy [13] . The speech samples in the database are successively decomposed into approximat ion and detailed coefficients. The speech signal is decomposed up to 12 levels. The original signal and the coefficient values after decomposition of digits 6 and 7 are shown in figure 2 and figure 3 .
Fig. 2 Decomposition of d igit six

Fig. 3 Deco mposition of digit seven
Since speech recognition is a multi class classification problem, the developed feature vectors are given to an ANN, which can handle multi class parameter classificat ion. We have divided the database into three. 70% of the data is used for training, 15% for validation and 15% for testing. MLP arch itecture is used for the classificat ion scenario. It uses one input layer, one hidden layer and one output layer. Using this network, the feature vector set obtained is trained first and then they are tested. From the results obtained, it is found that the MLP structure could successfully recognize the spoken digits. After testing, the corresponding accuracy of each spoken digit is obtained.
The feature vectors obtained after wavelet packet decomposition are given as input to the ANN for classification and an overall recognition accuracy of 87.38% is obtained for the spoken digits by using the combination of Wavelet Packet Decomposition and Artificial Neural Networks. The confusion matrix obtained using this classification is given in Table 2 The results obtained after classification is given in Table 3 . 
VII. CONCLUSION
The research in the domain of audio and speech recognition is still go ing on and this work is an application of speech recognition for financial transactions in ATMs. In this work, a novel speech recognition system is developed consisting of wavelet packet decomposition and Artificial Neural Networks for recognizing speaker independent spoken digits for ATM transactions. The computational complexity and feature vector size is successfully reduced to a great extent by using wavelet packet deco mposition.
Out of 5000 samples, 4369 samp les are recognized correct ly and an overall recognition accuracy of 87.38% is obtained from this work. In this experiment, we have used a limited number of samples. The vocabulary size can be increased to obtain more recognition accuracy. Neural network classifiers are well suited for speech recognition and it provides good accuracies. As an extension of this work, alternate classifiers like Support Vector Machines, Genetic algorith ms, Fu zzy set approaches etc. can also be used and a comparative study of these can be performed.
