A unified proof is given of the maximum principle for optimal control with various kinds of constraints by using a multiplier rule on metric spaces.
Introduction
There is an extensive literature on maximum principles for deterministic optimal controls; see [9, 11, 12] and [20] , for example. Using a multiplier rule proved in [16] for a constrained optimization problem on a metric space, we give a proof of the maximum principle for optimal controls with both isoperimetric and pointwise constraints. The proof is unified and direct, and the hypothesis of sequential strict differentiability of the data is weaker than the commonly assumed continuous differentiability for classical maximum principles.
Let (W, d) be a complete metric space and (Z, · ) be a Banach space. Let (J (·), S(·)) : W → R × Z be continuous maps and Q ⊂ Z a subset. Consider
Problem.
minimize J (w), w ∈ W with S(w) ∈ Q.
(1)
The multiplier rule for this problem proved in [16] uses a new notion of derivative, called a sequential strict derivate. As observed in [16] , this new object is, in the classical case of maps between two Banach spaces, analogous to a directional derivative. 
The set of all δ-derivates of S at w is denoted by D δ S(w).
(b) We say that z ∈ Z is a sequential strict derivate of S at w 0 if there exists a function δ : W → R + such that δ(w) → 0 as d(w, w 0 ) → 0 and for all w ∈ W,
z ∈ D δ(w) S(w).
The set of all sequential strict derivates z is denoted by D s S(w 0 ).
The following theorem is proved in [16] . Let W = R n × M( [a, b] ; U (·)) and fix (ζ, u(·)) ∈ W, then under appropriate conditions (specified below) the differential equation
Theorem 1 (Multiplier Rule). Suppose that w 0 is a minimum point of J (·) subject to S(·)
∈
dx(t)/dt = f t, x(t), u(t) , t ∈ [a, b], x(a)
will have a unique solution x(·) ∈ W 1,1 ([a, b] , R n ) (the space of absolutely continuous functions). Note: we will occasionally use the notation ϕ(·) to remind the reader that ϕ is a function. Consider the functionals
The objective functional to be minimized is J 0 (ζ, u; a). The other functionals in (5) are used to define constraints. These constraints are divided into two types: isoperimetric (1 i N ) and pointwise (N + 1 i M). Assume 0 N M and let Q I ⊂ R N and Q P ⊂ (C [a, b] ) M−N be any closed and convex subsets. The constraints can be arranged in one expression by defining
We will consider the problem of minimizing J 0 (ζ, u; a) for (ζ, u) ∈ W subject to the constraint
Note that for i = 0, . . . , N, we are interested in J i (ζ, u; t) only at t = a, thus we may assume that h i (ζ, t, x t , x b ) is independent of (t, x t ), and write
Also note that pointwise state constraints in the existing literature are mostly defined as h i (ζ, t, x(t), x(b)) alone; see [8, 13, 14, 20] , for example. Here an integral term is added in J i (ζ, u; t) (i N + 1). Examples of classical isoperimetric and pointwise constraints are given in Corollary 4. Here are some other examples of constraints included in the preceding setting.
(1) Let C ⊂ R 2n be a given closed and convex subset. Then the initial and terminal state constraint (x(a), x(b)) ∈ C is the special case with
where m{·} is Lebesgue measure. It is well known that (M( [a, b] ; U (·)), d M ) is a complete metric space; see, for example, Proposition 3.10 in [14, Chapter 4] . (The fact that this set is a metric space but not a linear space was our original motivation for considering optimization problems on metric spaces.) It follows that the set of controls
is also a complete metric space with the product metric D:
The set W ad of admissible controls consists of w = (ζ, u(·)) ∈ W such that the state equation ( 
for all w = (ζ, u(·)) ∈ W ad with S(w) ∈ Q.
We now state our basic assumptions (H1)-(H4), where (H1) and (H2) are general hypotheses, and (H3) and (H4) are associated with the optimal
Assumptions. 
for all |x − x 0 (t)| δ and |y − x 0 (t)| δ, and moreover 
Note that the hypotheses assure that the differential equation in (4) has a solution; see Proposition 5. We now state a maximum principle for the optimal control problem (8).
Theorem 2 (Maximum principle). Let assumptions (H1)-(H4) hold. Suppose that Q ⊂ R N × (C[a, b]) M−N is a closed, convex and finitely codimensional subset. Let
(ζ 0 , u 0 (·)) be a control that minimizes J 0 (ζ, u(·)) subject to S(ζ, u(·)) ∈ Q. Then there exist multipliers (λ 0 , λ 1 , . . . , λ N ) ∈ R + × R N and functions (Ψ N +1 (·), . . . , Ψ M (·)) of bounded variation on [a, b] and costates p(·) ∈ W 1,1 ([a, b], R n ) and q(·) ∈ BV ([a, b], R n ) (
space of functions of bounded variation) satisfying conditions (1) and (3) below.
, where
. . N and define the Hamiltonian and Lagrangian by
The costate equations are satisfied by p and q:
and
for t ∈ [a, b]. And finally, the minimizing conditions are
Theorem 2 is a classical maximum principle for a general deterministic optimal control problem with fixed horizon. Various special cases have been proved with different approaches; see [9, 11] for a survey of maximum principles on such control problems. As is usually the case for optimal control problems, the correct statements of maximum principles like Theorem 2 can be easily guessed. The challenge is to validate the statement under minimal conditions. Here we give a unified proof for this maximum principle as an application of the multiplier rule in Theorem 1. Our assumption that f , L i and h i be strictly differentiable appears to be the weakest among classical maximum principles for optimal controls with pointwise constraints. Note that the differentiability condition can be further weakened if there are no pointwise constraints; see [2] and [10] . In addition, for optimal controls with nondifferentiable data, non-smooth versions of the maximum principle can be established; see [5] [6] [7] 15, [17] [18] [19] and [20] for example.
As with most proofs of the maximum principle, the proof is lengthy. We have chosen to break the proof into two steps. The first part shows the existence of the multipliers while the second part proves the required inequalities for the multipliers and the main inequality that gives the theorem its name. Between these two steps there is a significant technical result that identifies certain sequential strict derivates of the relevant functional J . The proof of this result and the necessary lemmas will be split off and proved in Section 3. Now by the multiplier rule Theorem 1, there exist multipliers
Proof of Theorem 2 (Part I: Existence of Multipliers
for all η ∈ Q and
where
Note that the Riesz Representation Theorem continues to hold for 
where the right-hand side is the Lebesgue-Stieltjes integral. In fact, we can take Ψ i (t) = ψ i ([a, t) (5),
Let
where y(t) is the solution of the integral equation (a "linearized version" of the state equation)
and the following notations are used:
and for φ = L i or f :
Note that for (7), so for these i
Remark on notation The dot product notation was used in (18) only for emphasis in that equation and will not be used in the sequel. It is however useful to note the kinds of "products" that occur here as well as below. 
The function f is a (column) vector so that the product f x y as in (19) means the column vector that is the transpose: (f 1 x y, . . . , f n x y) T .
Theorem 3. Assume that f, L and h satisfy assumptions (H1)-(H4). We have for all t ∈ [a, b],
This technical result identifying elements of the sequential strict derivate is crucial to the completion of the proof. It will be proved in the next section. Assuming this theorem for now we can finish the proof of the maximum principle. The rest of the proof amounts to rearranging inequality (14.3) from the multiplier rule so that it results in the inequality (13) with the Hamiltonian asserted in the statement of the theorem.
Proof of Theorem 2 (Part II: Inequalities for multipliers). Theorem 3 says that
This implies that (14.3) holds with
In view of (15) and (16) 
Substituting (18) into (24) to get
We reorganize this inequality to show that (13) holds. By the definition (11) of p ∈ W 1,1 ([a, b]; R n ) and in terms of Ψ i (t) and the notations in (20) and (21), we have that 
By the fundamental theorem of calculus and Eq. (19) for y(·), term II in (25) becomes
Using integration by parts again on the fourth term in (25) gives
Substitute (26)- (28) into (25) and collect like terms to obtain
Recall the notation from (10) 
Since ζ is arbitrary, we are led to conclude that
Using the definition of Ψ i (t) for i = 0, . . . , N and the definitions in (20) and (21), we see that (i) is precisely the first equality in (13) . Similarly, q(t) is precisely the function in (12) .
To show the inequality in (13),
recall first that the notation u H Ψ indicates the change in H Ψ in the u-argument from u 0 (t) to v(t). Next note that since (ii) holds for every v(·) ∈ M([a, b]; U (·)), it holds with v(t) replaced by
for all s ∈ [a, b) and small ε > 0. 
Therefore (ii) implies that

t), u 0 (t), p(t) + q(t) = H Ψ t, x 0 (t), u 0 (t), p(t) + q(t) − H Ψ t, x 0 (t), v j (t), p(t) + q(t)
for all v j (t) in assumption (H1). For each such s, letting → 0 in (30) gives
. .} is dense in U (s), the second inequality in (13) holds for all v ∈ U (s). 2
We can rewrite Theorem 2 for optimal control problems with initial and terminal values belonging to convex sets and a more common form of the isoperimetric and pointwise constraints defined by equalities and inequalities. The result is the following corollary that is a more standard version of the maximum principle.
Corollary 4. Let
where C a and C b are closed and convex subsets of 
such that the following hold.
), p(t) + q(t) for all v ∈ U (t) and a.e. t ∈ [a, b].
Then the corresponding states x(·) and x σ (·) satisfy
Proof. By assumption (H3)(a),
Let y(t) = x(t) σ − x(t). Then from the differential equation (4) we have for t ∈ [a, b]
Recall Gronwall's inequality says that any function |y(t)| satisfying (34) also satisfies
This implies (31). 2
This proposition also allows us to conclude that every w ∈ W is admissible. Indeed, since
By (H3)(a), we have [a, b] ). In other words, J (w) is defined and so every w ∈ W is admissible. 2
The rest of the section focuses on proving Theorem 3. To prepare, we first construct variations of a function g by modifying g on small sets. These are commonly called spike variations. We will shortly construct appropriate spike variations of w using the following lemma, which is a corollary of a more general construction in [14, pp. 143-145] . For the reader's convenience, a direct proof is given here. Let χ(E; ·) denote the characteristic function of E ⊂ [a, b].
Lemma 6 (Construction of spike variations). Let
Proof. 
Let a = r 0 < r 1 < · · · < r n = b be a partition of σf (r j ) r.
Putting these together we get 
using (39), (40), and (38), in that order
Note. The conclusion of the preceding lemma will often be used in the form
For a given
where E σ is chosen so that the estimate (37) in the preceding proposition holds for
(The function u σ is the aforementioned spike variation.) It follows that
Let x 0 (·), x(·) and x σ (·) be the states associated with w 0 , w and w σ , respectively. Use the following notation for various differences
Note that there are three controls w 0 , w and w σ and states x 0 (·), x(·) and x σ (·) that are involved here.
The following technical lemma is important in identifying the sequential strict derivate of the functional J . In the lemma we will use the notation (σ, w) to denote any function of σ and w such that the iterated limit (in the appropriate norm) lim w→w 0 lim sup σ →0 + (σ, w) = 0. This will be used in much the same way as the little-oh notation so various instances of (σ, w) may well represent different functions. This notation also has the usual "arithmetic" associated with the little-oh notation, for example, (σ, w) + (σ, w) = (σ, w). 
Proof. We begin by proving the first equality. Next we prove the statement involving the supremum and finally we show how these will imply the remaining equality. Define sets
The functions u, u 0 , and u σ are imagined so that F σ should be "most" of the interval [a, b] .) Recall the set E = {t ∈ [a, b]: u(t) = u 0 (t)} and E σ from Lemma 6. It follows that
By (31) and the choice of E σ , x σ (t) and x(t) satisfy the estimate 
t, x(t), v(t) − f t, x(t), u(t) dt + o(σ ) .
The last inequality uses Eq. (41) with the difference of f 's here for g there. Factoring a σ out of each of the terms in the brackets still leaves a function of w since x depends on w resulting in
On the other hand, by (36)
As w → w 0 in the metric on W, both of the preceding terms go to zero. So we can write
using the (σ, w)-notation introduced prior to the proof (in fact |x(t) − x 0 (t)| is independent of σ ). It also follows from the triangle inequality that
We now subtract the first two integrals in (46) and show that the result is again a (w, σ ) function. In the following computation, write the integrals with the variable of integration r suppressed; break the integral over The last equality is a result of the hypothesis on ω φ specifying that 
