Multi-task learning uses auxiliary data or knowledge from relevant tasks to facilitate the learning in a new task. Multitask optimization applies multi-task learning to optimization to study how to effectively and efficiently tackle multiple optimization problems simultaneously. Evolutionary multi-tasking, or multi-factorial optimization, is an emerging subfield of multitask optimization, which integrates evolutionary computation and multi-task learning. This paper proposes a novel and easy-toimplement multi-tasking genetic algorithm (MTGA), which copes well with significantly different optimization tasks by estimating and using the bias among them. Comparative studies with eight state-of-the-art single-and multi-task approaches in the literature on nine benchmarks demonstrated that on average the MTGA outperformed all of them, and had lower computational cost than six of them. Based on the MTGA, a simultaneous optimization strategy for fuzzy system design is also proposed. Experiments on simultaneous optimization of type-1 and interval type-2 fuzzy logic controllers for couple-tank water level control demonstrated that the MTGA can find better fuzzy logic controllers than other approaches.
I. INTRODUCTION
M ULTI-task learning [1] , [2] is a subfield of machine learning, particularly transfer learning [3] - [6] , which uses auxiliary data or knowledge from related/similar tasks to facilitate the learning in a new task. As a result, a learning model for the new task can be built with much less taskspecific training data. Or, in other words, with the same amount of task-specific data, a much better model could be trained. In multi-task learning, multiple related learning tasks are performed simultaneously using a (partially) shared model representation. As a result, the common information contained in these related tasks can be exploited to improve the learning efficiency and generalization performance of each task-specific model.
Multi-task optimization (MTO) [7] - [10] applies multi-task learning to optimization to study how to effectively and efficiently tackle multiple optimization problems simultaneously. Evolutionary multi-tasking [9] , or multi-factorial optimization (MFO) [8] , is an emerging subfield of MTO, which integrates evolutionary computation and multi-task learning. It assumes that each constitutive task has some (positive) influence on D. Wu the evolutionary process of a single population of individuals, and hence evolving multiple populations from different tasks together simultaneously could be more efficient than evolving each individual task separately. A multi-factorial evolutionary algorithm (MFEA) has recently been proposed in [8] and demonstrated promising performance in synthetic and realworld MTO problems. More details about MFEA can be found in the Supplementary Material.
In this paper, we consider single-objective multi-tasking optimization, where every point in the search space maps to a scalar objective value. There have been multiple such approaches in the literature, which mainly focus on the following five aspects: 1) How to effectively transfer relevant information between tasks. Yuan et al. [11] introduced two new improvements, a new unified representation and a new survivor selection procedure, to the MFEA and demonstrated their effectiveness. Bali et al. [12] proposed a linearized domain adaptation strategy to improve the MFEA. It transforms the search space of a simple task to the search space similar to its constitutive complex task. This high order representative space resembles high correlation with its constitutive task and provides a platform for efficient knowledge transfer via crossover.
The proposed LDA-MFEA demonstrated competitive performances against the MFEA. Liew and Ting [13] proposes a general framework, the evolution of biocoenosis through symbiosis, for evolutionary algorithms to deal with many-tasking problems, and showed that its performance may be better than the MFEA. Ding et al. [14] proposed decision variable translation and shuffling strategies to facilitate knowledge transfer between optimization problems having different locations of the optimums and different numbers of decision variables, and verified their effectiveness in multi-tasking optimization. Feng et al. [15] used autoencoding to explicitly transfer knowledge across tasks in evolutionary multi-tasking, and demonstrated its performance in both single-and multi-objective multi-task optimization problems. Hashimoto et al. [16] pointed out that the MFEA can be viewed as a special island model, and proposed a simple implementation of evolutionary multitasking using the standard island model, which achieved promising performance. 2) How to allocate computing resources to different tasks.
Gong et al. [17] proposed an evolutionary multitasking algorithm using a dynamic resource allocation strategy, which can dynamically allocate more resources to the more difficult tasks. 3) How to dynamically adjust the amount of information passed between the tasks. Wen and Ting [18] proposed two improvements to the MFEA (parting ways detection and resource reallocation), and showed that they can often result in better solutions, especially when the tasks share low similarity of landscapes. 4) How to combine with other optimization algorithms.
Cheng et al. [19] developed a particle swarm optimization based co-evolutionary multi-tasking approach for concurrent global optimization, and demonstrated its performance on synthetic functions and in real-world complex engineering design. Chen et al. [20] proposed an evolutionary multi-tasking single-objective optimization approach based on the cooperative co-evolutionary memetic algorithm. Local search based on the quasi-Newton approach was used to accelerate its convergence. 5) How to apply to new applications. Sagarna and Ong [21] applied multi-task evolutionary computation to concurrently searching branches in software tests generation. Tang, Gong and Zhang [22] used evolutionary multitasking to evolve the modular topologies of extreme learning machine classifiers. Li et al. [23] employed evolutionary multi-tasking to optimize multiple sparse reconstruction tasks simultaneously.
To our knowledge, except [11] , all other approaches adopt the unified representation used in the MFEA, which transforms the solutions of different tasks into a common unified search space, and then performs information transfer in this space. A careful examination of the principle of unified representation reveals that the location of the optimum in the unified search space is related to the ranges of the variables. That is, if two tasks have different variable ranges, even if their fitness landscapes are identical in the original space, their optima will be different in the unified search space. In the absence of prior knowledge, correctly setting the variable ranges is very challenging, but is also critical to the success of existing multitasking evolutionary algorithms. Furthermore, even if we can correctly specify the variable ranges, the locations of the optima of different tasks in the unified search space may also be different. Hence, it is very important to consider the bias between different tasks.
To mitigate the negative effects of bias, we should estimate and use it during chromosome transfer. Based on this motivation, we propose a novel multi-tasking genetic algorithm (MTGA), which on average outperforms eight state-of-theart approaches on nine multi-tasking benchmarks [10] . It also demonstrates outstanding performance in simultaneous optimization of type-1 (T1) and interval type-2 (IT2) fuzzy logic controllers (FLCs).
The main contributions of this paper are: 1) We propose a novel MTGA approach for multi-task optimization, which has superior performance and low computational cost. 2) We propose a novel MTGA-based simultaneous optimization strategy for fuzzy system design, and demon-strate its effectiveness in fuzzy logic controller optimization. The remainder of the paper is organized as follows: Section II proposes the MTGA approach. Section III validates the performance of the MTGA on nine benchmarks. Section IV proposes an MTGA-based simultaneous optimization strategy for fuzzy system design, and demonstrates its performance on simultaneous optimization of T1 and IT2 FLCs for coupledtank water level control. Section V draws conclusion.
II. MULTI-TASKING GENETIC ALGORITHM (MTGA)
This section introduces our proposed MTGA, whose pseudocode is given in Algorithm 1.
We use the same problem setting as the one in [8] . Without loss of generality, assume there are M tasks, all of which are minimization problems. The mth task, T m , has an objective function f m : X m → R on a search space X m . Each task may also be constrained by several equalities and/or inequalities that must be satisfied by a feasible solution. The goal of the MTGA is to find:
For the ease of illustration, we only consider two tasks, i.e., M = 2. The extension to more than two tasks is straightforward.
A. Motivation of the Proposed MTGA
The MFEA may offer no advantage over optimizing each single task separately, if in the unified search space the optimal solutions of different tasks, or their fitness landscapes, are significantly different. Unfortunately, in practice often we do not know a priori how similar the tasks are, and it is desirable to have a multi-tasking optimization algorithm that can achieve good performance even in the worst-case scenario that the tasks are significantly different.
The MTGA is proposed to cope with the above problem. Particularly, it addresses two important questions: 1) how to estimate the difference between the optimal solutions of the two tasks, and, 2) how to effectively transfer the fittest chromosomes between the two populations (tasks). Its main idea is to estimate the bias between the two tasks and then remove it in chromosome transfer, so that the optimal solutions of the two tasks are close to each other. In this way, a promising chromosome from one task can also be transformed into a promising solution for the other task, expediting the convergence.
The MTGA's approach to estimate the bias can be explained using the example in Fig. 1 , where the two tasks are onedimensional Ackley and Sphere functions [10] . Ackley maintains a population P 1 , and Sphere a population P 2 , each of which has 10 chromosomes. Clearly, there is a large bias between their optimal solutions, and hence blindly transferring a promising solution from P 1 to P 2 (or the opposite) may not benefit the search. The MTGA first computes the mean of a few fittest chromosomes (four were used in our example) Algorithm 1: Pseudocode of the proposed MTGA.
Input: Two tasks T 1 and T 2 ;
N , the population size; K, the maximum number of generations; n t , the number of transferred chromosomes. Output: x * m , the best chromosome for each T m , m = 1, 2. for m = 1, 2 do Randomly generate N chromosomes {x m,n } N n=1 to initialize the population P m for Task T m ; Compute the fitness for each x m,n in P m ; Sort all chromosomes in P m in descending order according to their fitness;
Compute m 1 and m 2 in (2); for m = 1, 2 do Initialize a temporary population P t = ∅; Construct the first n t chromosomes of P t from the n t best chromosomes in P 3−m , using (4); Construct the remaining N − n t chromosomes of P t as the N − n t best chromosomes in P m ; Construct an index vector s as a random permutation of [1, ..., N ]; Initialize the offspring population O = ∅; for n = 1, ..., N/2 do Pick two parents x m,s(n) and x m,s(N/2+n) ; Crossover to generate two offsprings x e and x f according to (6) in each population, and then estimates the bias between their optimal solutions as the difference between these two means. When transferring a promising chromosome from one population to the other, it adds (or subtracts, depending on the direction) this bias to make it more compatible with the new task. In the first few generations, bias estimation may not be very accurate, because the fittest chromosomes in each population may be far away from its global optimum. However, as the evolution goes on, the fittest chromosomes will move towards their corresponding global optima, and hence the bias estimate will be more accurate, which benefits the transfer more. 
is the mean of the fittest four chromosomes in P 1 (P 2 ). |m 2 − m 1 | is the estimated bias.
To effectively transfer the fittest chromosomes between the two populations, the MTGA uses sequential transfer in each generation, i.e., P 1 first transfers its fittest chromosomes to P 2 (after considering the bias), then P 2 performs crossover, mutation, fitness evaluation and reproduction to generate a new P 2 . The fittest chromosomes in this new P 2 are then transferred to P 1 (after considering the bias), which next goes through crossover, mutation, fitness evaluation and reproduction to generate a new P 1 . In this way, the updated fittest chromosomes in one population are immediately used by the other in the same generation, expediting the converge. On the contrary, the MFEA uses simultaneous chromosome transfer, i.e., the two tasks transfer their fittest chromosomes to the other simultaneously (without considering the bias), and then perform crossover, mutation, fitness evaluation and reproduction separately. As a result, the updated fittest chromosomes for one task cannot be shared by the other until the next generation, which is a waste of information. The difference is illustrated in Fig. 2 . The details of the MTGA are presented next.
B. Population Initialization
Unlike the MFEA, which keeps a single population and uses a skill factor to identity which chromosome belongs to which task, the MTGA keeps a separate population for each individual task.
Let N be the population size of each task, and P m the population for T m (m = 1, 2). P m is randomly initialized in the first generation of the MTGA.
C. Chromosome Transfer
Chromosome transfer is considered in each subsequent iteration. We first compute the means of the best n t chromosomes in P 1 and P 2 respectively, and denote them as m 1 and m 2 . The difference between m 1 and m 2 represents the bias between the two tasks, which can be used to make the transferred chromosomes more consistent with the new population.
Let's focus on T 1 as an example. We transfer n t best chromosomes from P 2 to P 1 , to replace the n t worst chromosomes in P 1 . Assume the chromosomes in P 1 and P 2 have been sorted from the best to the worst according to their fitness, respectively. Denote the sorted chromosomes as {x 1,n } N n=1 and {x 2,n } N n=1 , respectively. Then,
We then construct a temporary population P t as:
where x ′ 1,n (n = 1, ..., n t ) is a transferred chromosome from P 2 , computed as follows.
Let d m = |X m | be the dimensionality of the search space of Task T m , or equivalently, the number of genes in a chromosome in P m , m = 1, 2. When d 1 ≥ d 2 , we construct an index set I by randomly sampling without replacement d 2 locations from the d 1 locations. When d 1 < d 2 , we construct an index set I by randomly sampling with replacement d 2 locations from the d 1 locations. Then,
Note that I is usually randomly constructed for each transferred chromosome, i.e., the ith gene in x ′ 1,n is randomly matched to a gene (not necessarily the ith gene) in x 2,n , and the matching is also different for different n. We use a random matching instead of a fixed matching because usually in practice we do not know which gene in T 2 can best benefit a gene in T 1 , and randomizing the matching for different genes and different n offers more diversity and higher likelihood to find a good matching than a blind fixed matching. However, if we know there is a correspondence between a pair of genes, then a fixed matching may also be used.
Once a matching between x ′ 1,n (i) and x 2,n (I(i)) is established, m 1 (i) − m 2 (I(i)) represents the bias between the two genes in the two tasks, and subtracting this bias from x 2,n (I(i)) makes the genes in the two tasks more consistent, and hence facilitates the knowledge transfer.
Note also that there could be optimization problems in which some gene values are essentially categorical, and hence (2) should not be applied to them. For example, for the fuzzy system optimization problem introduced in the next section, we may also want to optimize the rulebase so that good control performance may be obtained by fewer than nine rules, instead of always using the nine rules in Table III . One approach is to add nine new genes to the chromosome, each indicating whether a particular rule in Table III should be used or not. These genes may take values of 0 (the corresponding rule is not used) or 1 (the corresponding rule is used), but we cannot simply compute their average, e.g., the average of 0 and 1 is 0.5, which is not meaningful. In this case, we should exclude these genes from chromosome transfer, and consider only the genes which are truly numerical.
D. Crossover and Mutation
Next, we perform crossover, and make sure the n t transferred chromosomes from P 2 are all used in the crossover.
We define an index vector s as a random permutation of [1, ..., N ]. Each time, we pick two parents x s(n) and x s(n+N/2) (n = 1, ..., N/2), and use the simulated binary crossover (SBX) [24] and polynomial mutation [25] operators, the same as those in [10] .
For notation simplicity, let the two parents be
where d is the dimensionality of the search space. Then, in SBX, we first compute:
where β is a user-specified parameter, and r is a random number in [0, 1], which is regenerated for each j. The two offsprings,
, obtained from the SBX are (j = 1, ..., d):
Clearly, x e + x f = x s(n) + x s(n+N/2) . Additionally, it's easy to observe that x e is closer to x s(n) than to x s(n+N/2) , and x f is closer to x s(n+N/2) than to x s(n) , because c(j) > 0.
Let η be a user-specified parameter, and r be a random number in [0, 1]. Then, the polynomial mutation of a gene x(j) with range [l, u] is computed as [25] :
After mutation, x e and x f are added to the offspring population O. The above crossover and mutation operations are repeated N/2 times so that O has N chromosomes.
E. Reproduction
We then evaluate the fitness of each chromosome in O, combine the chromosomes in O with those in P m , and sort the 2N chromosomes from the best to the worse according to their fitness. We use an elitist selection mechanism to prorogate the first N best chromosomes to the next generation for T m .
III. EXPERIMENTS ON BENCHMARKS
This section compares the MTGA with eight state-of-theart single-and multi-task evolutionary algorithms on the nine benchmarks introduced in [10] .
A. Performance Measures
In addition to the error (the difference from the known minimum) in each task, the simple performance metric proposed in [10] is also used to quantify the performance of different algorithms.
Assume there are K algorithms, A 1 , ..., A K for a problem with M minimization tasks T 1 , ..., T M , and each algorithm has been run for L repetitions. Let B(k, m) l denote the best obtained result on the lth repetition by Algorithm A k on Task T m , and µ m and σ m be the mean and standard deviation (std) of B(k, m) l , k = 1, ..., K, l = 1, ..., L. Then, the normalized performance B ′ (k, m) l is computed as:
and the performance score of Algorithm A k is:
A smaller performance score indicates a better overall performance.
B. Algorithms
We compare the performance of our proposed MTGA with a classic single-task evolutionary algorithm, and seven stateof-the-art multi-task algorithms:
1) The single-objective evolutionary algorithm (SOEA), which considers each task independently. We used the SOEA code (in Matlab) provided in the WCCI2018 competition on evolutionary multi-task optimization. Essentially, each SOEA implements a genetic algorithm [26] , [27] , with SBX crossover and polynomial mutation.
2) The MFEA [8] . We also used the MFEA code (in Matlab) provided in the WCCI2018 competition on evolutionary multi-task optimization.
3) The evolution of biocoenosis through symbiosis (EBS)
algorithm [13] , which can deal with many-tasking problems. The basic evolutionary algorithm used in the EBS was identical to the genetic algorithm in the SOEA and the MFEA. 4) The MFEA-LBS [11] , which employs a permutation based unified representation and level-based selection (LBS) to enhance the original MFEA.
5) The multi-factorial evolutionary algorithm with resource reallocation (MFEARR) [18] , which adds a resource allocation mechanism to facilitate the discovery and utilization of synergy among tasks. 6) The linearized domain adaptation multi-factorial evolutionary algorithm (LDA-MFEA) [12] , which uses LDA to transform the search space of a simple task to a new one similar to its constitutive complex task for efficient problem solving. 7) The generalized multi-factorial evolutionary algorithm (G-MFEA) [14] , which uses decision variable translation and shuffling strategies to facilitate knowledge transfer between optimization problems. 8) The evolutionary multi-tasking via explicit autoencoding (EMEA) algorithm [15] , which uses autoencoding to explicitly transfer knowledge across tasks in evolutionary multi-tasking.
We implemented the last six algorithms in Matlab according to the corresponding publications, and tried our best to optimize them.
We used a population size of 200 in the MFEA and its variants. For the SOEA, the G-MTGA, the EMEA and the MTGA, each task had a population size of 100. The maximum number of function evaluations was 100,000 for all algorithms, i.e., all algorithms terminated after 500 iterations. rmp = 0.3, β = 2 in (5) of the SBX, and η = 5 in (8) of polynomial mutation, were used in all algorithms. Additionally, n t = 10 was used in the EMEA (as in [15] ), and n t = 40 in the MTGA.
To cope with the randomness, each algorithm was run 20 times, each time with a randomly initialized population. Then several statistics, such as the mean and std of the objectives in the two tasks, were computed.
C. Experimental Results
Individual experimental results on the nine benchmarks are shown in Fig. 3 , and the average performance scores of the nine algorithms across the nine benchmarks are shown in Fig. 4 . Observe that:
1) On average all multi-task algorithms outperformed the SOEA, which suggests that the transfer of information between the tasks can indeed improve the overall optimization performance. 2) On average the EBS and the MFEARR performed worse than the MFEA, and the MFEA-LBS had comparable performance as the MFEA.
3) The LDA-MFEA achieved the best performance when the number of function evaluations was small, but gradually degraded when the number of function evaluations increased. 4) The G-MFEA slightly outperformed the MFEA when the number of function evaluations was large. 5) Among the eight existing algorithms, on average EMEA achieved the second best performance (worse only than the LDA-MFEA) when the number of function evaluations was small, and the best performance when the number of function evaluations was large.
6) Among all nine algorithms, on average our proposed MTGA achieved the second best performance (worse only than the LDA-MFEA) when the number of function evaluations was small, and the best performance when the number of function evaluations was large. The average errors (mean and std) of different algorithms on different tasks, after 100,000 function evaluations, are given in Table I . Observe that the MTGA achieved the best performance score in eight out of the nine benchmarks. Overall it dominated the other eight algorithms. More experimental results on the parameter sensitivity of the MTGA, and its performance on nine more challenging and practical benchmarks, can be found in the Supplementary Material. Fig. 3 and Table I also show that MTGA did not achieve the best performance on Benchmarks 3 and 9. Table III in [10] gives the inter-task similarity of the two tasks in each benchmark. The two tasks in Benchmarks 3 and 9 have the lowest inter-task similarity (0.0002 and 0.0016, respectively) among the nine benchmarks. This fact may explain why MTGA did not perform well on them: though MTGA explicitly considers the bias between two tasks, it is still based on the assumption that the two tasks are similar. When the two tasks are almost completely different, MTGA has difficulty transferring useful information between them. This is a problem deserving future research.
The normalized mean and std of different algorithms after 100,000 function evaluations, w.r.t. the SOEA, are shown in Fig. 5 . Clearly, the MTGA achieved on average the smallest mean and std, suggesting that the MTGA consistently outperformed other approaches.
It is also interesting to compare the computational cost of different algorithms. For each benchmark, we normalized the actual computation time (recorded in Matlab) of the eight multi-task algorithms w.r.t. the SOEA, and plot the results in Fig. 6 . On average the SOEA, the EMEA and the MTGA had comparable computational cost (with values 1.0000, 0.9891, and 1.0368 respectively in the last group of Fig. 6 ), and they were the fastest among the nine. The MFEA-LBS and the EBS also had comparable computational cost, all of which were much smaller than the MFEA, the G-MFEA and the MFEARR. The computational cost of the LDA-MFEA was almost three times higher than the MTGA.
In summary, we can conclude that the proposed MTGA is effective and efficient.
IV. MTGA-BASED FUZZY SYSTEM OPTIMIZATION
This section applies the MTGA to fuzzy system optimization.
IT2 fuzzy systems have become very popular in the last two decades, because they have demonstrated outstanding performances in numerous applications [27] - [30] . Evolutionary algorithms, such as genetic algorithms, are frequently used to optimize IT2 fuzzy systems. There are generally two strategies for evolutionary IT2 fuzzy system optimization in the literature: 1) Partially dependent strategy: An optimal T1 fuzzy system is designed first, and then its membership functions are blurred to obtain an IT2 fuzzy system.
2) Totally independent strategy: An IT2 fuzzy system is optimized from scratch, without using a baseline T1 fuzzy system. Based on the MTGA, this section proposes a novel simultaneous optimization strategy for fuzzy system design, which simultaneously optimize a T1 fuzzy system and an IT2 fuzzy system. This strategy has the following advantages: 1) Optimizing two fuzzy systems simultaneously by the MTGA may result in better fuzzy systems than optimizing each separately. 2) Obtaining a T1 fuzzy system and an IT2 fuzzy system simultaneously enables one to compare their performances and better determine which one to use in practice: if their performances are similar, then the T1 fuzzy system may be preferred for its simplicity; otherwise, the betterperforming one (which is usually the IT2 fuzzy system) is chosen. All multi-tasking optimization algorithms compared in the previous section can be used in the simultaneous optimization strategy. As an example, we compare MTGA with SOEA and MFEA in this section, on simultaneously optimizing T1 and IT2 FLCs for coupled-tank water level control [27] , [28] . Their parameters were identical to those used in the previous section. Each algorithm was again run 20 times.
A. The Coupled-Tank Water Level Control System
T1 and IT2 FLCs were optimized to control the water level of the coupled-tank system shown in Fig. 7 . The plant has two small tower-type tanks mounted above a reservoir. Water can be pumped into the top of each tank by two independent pumps. The water levels are measured by two capacitive-type probe sensors. Each tank has an outlet, which allows water to flow out. Raising the baffle between the two tanks allows water to flow between them. The amount of water that returns to the reservoir is approximately proportional to the square root of the height of water in the tank, and hence the system is nonlinear.
The dynamics of the coupled-tank plant is described as: In our experiment, Outlet 1 and Pump #2 were shut off, and Pump #1 was used to control the water level in Tank #2. In this case, H 1 ≥ H 2 always held.
B. Fitness Function
Each chromosome in the population was evaluated on four different configurations of the couple-tank plant, shown in Table II . This enables the optimized FLC to cope with a wide Number of function evaluations range of modeling uncertainties, and hence has a better chance to perform well on the actual plant. The same strategy was also used in our previous research [27] , [28] . The fitness of each chromosome was the inverse of the sum of the integral of the time-weighted absolute errors (ITAEs) on the four plants [27] , [28] : where e p (t) is the difference between the setpoint and the actual water height at the tth sampling of the pth plant, w p is the weight corresponding to the ITAE of the pth plant, and N p = 200 is the number of samples. Because the ITAE of the third plant is usually several times bigger than others, to balance the contributions from the four plants, α 3 was defined as 1/3 while the other three weights were unity.
C. FLC Structure and Parameters
Proportional-integral FLCs were used. The inputs were the feedback error e and the change of errorė. The output was the change of control signal,u. Three Gaussian membership functions were used in each input domain. The rulebase is shown in Table III , which included only five different consequents,u i (i = 1, 2, ..., 5). Each T1 Gaussian membership function had two parameters: mean (m) and std (δ). Each IT2 Gaussian membership function with a fixed mean and uncertain std had three parameters: mean (m), and the bounds of the std ([δ l , δ r ]). So, the T1 FLC (F LC 1 ) had 2 × 3 × 2 + 5 = 17 parameters, and the IT2 FLC (F LC 2 ) had 3 × 3 × 2 + 5 = 23 parameters. The coding scheme is shown in Fig. 8 . 
There were some natural constraints on the relative values of the parameters, as shown in Fig. 8 , e.g., m E1 < m E2 < m E3 , where m E1 , m E2 and m E3 are the mean of the Gaussian membership function of E 1 , E 2 and E 3 , respectively. So, we need to re-rank the genes to satisfy the constraints before evaluating the fitness of each chromosome.
In the previous section, MTGA used random matching in chromosome transfer. However, in this application, each parameter in the two FLCs has a specific physical meaning, which can be used to find the correspondence between parameters of the two FLCs. So, we used fixed matching in chromosome transfer, as shown in Fig. 9 . The two genes in the same column were matched in chromosome transfer, and the genes in F LC 2 that do not appear in Fig. 9 were not used in chromosome transfer. More specifically, δ Eir and δĖ ir (i = 1, 2, 3) in the original F LC 2 chromosome were kept unchanged. However, because δ E il ≤ δ Eir and δĖ il ≤ δĖ ir should always be satisfied, when the transferred genes violated these constraints, the corresponding δ E il and δ Eir (or δĖ il and δĖ ir ) were switched. It is also possible to transfer the average value of the upper and lower membership functions, instead of the upper or lower membership function only. This approach is similar to the partially dependent strategy introduced at the beginning of this section, in which an optimal T1 fuzzy system is designed first, and then its membership functions are blurred to obtain an IT2 fuzzy system. A frequently used approach for blurring the std of the membership function is to change the std of a T1 membership function, e.g., δ, to an interval [δ − σ, δ + σ] centered at δ. This chromosome transfer approach will be considered in our future research.
D. Optimization Results
The optimization results of the three algorithms, averaged over 20 runs, are shown in Fig. 10 . We only plot the results after 25 generations so that they can be better distinguished. Fig. 10 shows that: Fig. 10 . ITAEs of the three optimization algorithms. To better visualize the differences, we only show the ITAEs after 25 generations.
many results in the literature [27] , [28] , and also our expectation. 2) When the MFEA was used to optimize the T1 and IT2 FLCs simultaneously, F LC 2 may not outperform F LC 1 , which is contradicting with our expectation, and suggests that MFEA may not be suitable for this realworld application. 3) When the MTGA was used to optimize the T1 and IT2 FLCs simultaneously, the IT2 FLC outperformed the T1 FLC, which coincided with the results in SOEA and also our expectation. 4) When the number of generation was large (e.g., larger than 125), the T1 (IT2) FLC obtained from the MTGA almost always gave a smaller ITAE than those obtained from the SOEA and the MFEA, suggesting that the MTGA is superior to the SOEA and the MFEA in realworld FLC optimization.
The membership functions of the best T1 and IT2 FLCs, obtained both from the MTGA, are shown in Fig. 11 . The corresponding rule consequents are shown in Table IV . It's interesting that E 2 andĖ 3 of the IT2 FLC had almost completely filled-in footprint of uncertainties [29] , i.e., the lower membership functions were very narrow. In summary, we have demonstrated that when the MTGA is used, the newly proposed simultaneous optimization strategy can be used to effectively optimize a T1 FLC and an IT2 FLC together.
V. CONCLUSION
Evolutionary multi-tasking, or multi-factorial optimization, is an emerging subfield of multi-task optimization, which integrates evolutionary computation and multi-task learning to optimize multiple optimization tasks simultaneously. This paper has proposed a novel and easy-to-implement MTGA, which copes well with different tasks by estimating and using the bias among them. Comparative studies with eight existing approaches in the literature on nine benchmarks demonstrated that on average MTGA outperformed all of them, and had lower computational cost than six of them. Moreover, MTGA also demonstrated outstanding performance in simultaneous optimization of a T1 FLC and an IT2 FLC for coupled-tank water level control, which represents a brand-new simultaneous optimization strategy for fuzzy system design. Although as an example we only demonstrated the effectiveness of the MTGA-based simultaneous optimization strategy in FLC optimization, it could also be used in other applications of fuzzy systems, e.g., classification and regression.
