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У РА В Н Е Н И Й  С О П Е РЕ Ж Е Н И Е М  И ЗА П А ЗД Ы В А Н И Е М *
1. Введение
Математическая теория дифференциальных уравнений с запаздыванием, 
бурно развивавшаяся в последние десятилетия [1- 6], во многом приобрела 
законченный вид и сейчас активно применяется при моделировании различ­
ных объектов. Разработаны также численные алгоритмы решения уравнений 
с запаздыванием различных видов [7,8].
В то же время уравнения с опережением времени практически не изуче­
ны, хотя упоминания о них встречаются давно, в основном в связи с класси­
фикацией уравнений с отклоняющимся аргументом [2,9]. Причинами такого 
невнимания можно назвать отсутствие свойства «физической осуществимо­
сти» в математическом моделировании, а также сложность и зачастую некор­
ректность математических постановок задач с опережением времени. Из об­
щих результатов можно упомянуть результаты работ пермской школы [10], 
в которые, в частности, можно вложить и многие постановки задач с опере­
жением, но эти результаты зачастую являются неконструктивными. Линей­
ным уравнениям второго порядка с опережением и запаздыванием посвящена 
третья глава в книге [9].
Между тем интерес к задачам с одновременным наличием опережения и 
запаздывания обусловлен рядом задач, в которых такие системы появляются 
как необходимый объект изучения. Упомянем три такие задачи.
В теории управления движением, если система имеет запаздывание, то 
в необходимых условиях оптимальности в форме принципа максимума соот­
ветствующая сопряженная система будет иметь опережение [6 , 11, 12].
В некоторых прикладных задачах, например из области электротехники, 
математические модели приводят к дифференциальным уравнениям с опере­
жением и запаздыванием [3,13-16].
В численных методах решения краевых задач одним из основных алгорит­
мов является метод прогонки [18-20], сводящий краевую задачу к начальной 
путем обращения времени [17]. Если система имела запаздывание, то при 
обращении времени возникнет опережение.
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Эти и другие модельные задачи дифференциальных систем с одновремен­
ным запаздыванием и опережением делают актуальным разработку методи­
ки подобных задач, причем по нашему убеждению, в силу сложности задач, 
основным инструментом решения должны стать численные методы.
В данной работе изучаются линейные системы обыкновенных диффе­
ренциальных уравнений с опережением и запаздыванием. Для таких систем 
формулируется краевая задача на конечном промежутке времени. Для этой 
задачи исследуется вопрос о существовании и единственности решения, ис­
следуются свойства решения, а также предлагаются методы приближенного 
нахождения этого решения.
Вопрос о существовании и единственности решения исследуется с помо­
щью принципа сжимающих отображений. При этом условие, состоящее в том, 
что соответствующий показатель сжатия строго меньше единицы, выступа­
ет достаточным условием как для существования, так и для единственности 
решения рассматриваемой краевой задачи. Приводятся примеры, показываю­
щие, что это достаточное условие является существенным условием, без него 
краевая задача может иметь несколько (и даже бесконечное число) решений, 
а может и не иметь решений. Приводятся также примеры, показывающие, 
что это условие не является необходимым условием как для существования, 
так и для единственности решения.
Показано, что решение сформулированной краевой задачи непрерывно 
зависит как от исходных данных (начальной функции, начального состояния 
системы, финальной функции), так и от матричных коэффициентов системы, 
при варьировании всех этих параметров в их естественных пространствах.
Доказаны теоремы о сходимости приближенных решений, найденных по 
явной разностной схеме Эйлера, к точному решению исходной дифференци­
альной задачи при стремлении шага разностной сетки к нулю. Приводятся 
также некоторые оценки, показывающие скорость сходимости приближенных 
решений к точному решению дифференциальной задачи.
В последнем разделе работы описываются результаты численного модели­
рования рассматриваемых краевых задач. Исходная дифференциальная за­
дача аппроксимируется по явной разностной схеме Эйлера (из-за наличия 
опережения схема в целом является неявной). Получившаяся в результате 
аппроксимации система линейных алгебраических уравнений (СЛАУ) реша­
ется тремя различными итерационными методами: методом Гаусса-Зейделя, 
методом сопряженных градиентов и методом минимальных невязок. Резуль­
таты расчетов сравниваются между собой и сравниваются с точным реше­
нием исходной дифференциальной задачи. Для каждого из методов решения 
СЛАУ указаны условия их сходимости. Проведены вычислительные экспери­
менты и приведены сравнительные характеристики результатов вычислений.
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2. Постановка задачи
Рассматривается система линейных дифференциальных уравнений с опе­
режением и запаздыванием следующего вида:
ж(£) =  И(£)ж(£) +  1?(£)ж(£ — т) +  С(£)ж(£ +  т) +  !?(£), а ^  ^  6, (2 .1)
где И(-), £?(•)> С(-) -  заданные непрерывные матрицы-функции (матрицы раз­
мерности п х п, элементами которой являются непрерывные функции), опре­
деленные на заданном отрезке [а,Ь\ числовой прямой М, а < 6, п Е М; П(-) -  
известная непрерывная п-мерная вектор-функция, определенная на том же 
отрезке; т -  величина запаздывания и опережения (величины запаздывания и 
опережения считаются одинаковыми). Пусть заданы также какой-либо эле­
мент ж0 Е Мп и какие-либо непрерывные п-мерные вектор-функции <£>(•) и 
'ф(-),  определенные на промежутках [а — т7а) и (Ь, Ь +  т] соответственно. Бу­
дем считать, что вектор-функция <£>(•) имеет конечный односторонний предел 
в точке £ =  а, а вектор-функция -0 (*) имеет конечный односторонний предел 
в точке £ =  6. Пусть также 1 — Ъ — а ^  т > 0.
Под решением системы (2.1) будем понимать кусочно-непрерывную п-мер- 
ную вектор-функцию ж =  ж(£), а — т ^  £ ^  6 +  т, которая непрерывна на 
отрезке [а, Ь], почти во всех точках этого отрезка дифференцируема и удовле­
творяет системе (2 .1), в точке £ =  а принимает значение жо, на промежутке 
[а — т, а) совпадает с функцией <£>(•), а на промежутке (Ь, Ь +  т] совпадает 
с функцией ^(*):
ж(£) =  </?(£), а — т ^  t < а; х(а) =  жо; ж(£) =  ?/>(£), Ь < £ ^  Ь +  т. (2 .2)
Задачу нахождения решения системы (2 .1), удовлетворяющего условиям
(2 .2), будем называть краевой задачей.
Требуется исследовать вопрос о существовании и единственности решения 
краевой задачи (2 .1)—(2 .2), исследовать свойства решения, а также разрабо­
тать методы приближенного нахождения этого решения.
3. Теорема сущ ествования и единственности реш ения
Пусть X  обозначает множество всех кусочно-непрерывных на отрезке 
[а — т, Ь +  т] п-мерных вектор-функций, которые непрерывны на отрезке [а, Ь\ 
и имеют разрывы первого рода только в точках £ =  а и £ =  Ъ. На множестве 
X  рассмотрим метрику
Р х ( х 1 , х 2) = эир е Д ж Д )  — ж2 а — т < £ < 6 +  т
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и согласованную с ней норму
|ж||д =  вир е Л^ |ж(£)|| : а — т ^ t ^ b  + т
где || • || — какая-либо норма в 1 п; Л -  какое-либо положительное число.
Во множестве X  рассмотрим подмножество Г2, состоящее из всех функций, 
которые непрерывны на отрезке [а, Ь] и совпадают с функциями <£>(•) и ф(-) 
на полуинтервалах [а — т, а) и (Ь, Ь +  т] соответственно:
П =  |  х Е X  : ж(£) =  <р(£), £ Е [а — т, а); ж(£) =  !/>(£), £ Е (Ь, Ь +  г]
Из полноты пространства непрерывных функций С ([а, Ь]; Мп) следует, что 
множество П с метрикой рд является полным метрическим пространством.
Рассмотрим оператор Т  : Г2 —^ Г2, определяемый равенством
(Тж)(£) =  <р(£), а — т < а; (Тж)(£) =  !/>(£), Ь < £ ^  Ь +  т;
= Жо+ /
Л а
Включение Тж Е Г2 следует из непрерывности интеграла с переменным 
верхним пределом для кусочно-непрерывной подынтегральной функции. 
Найдем условия, при которых оператор Т является сжимающим.
Для элементов х\ и ж2 из Г2 при £ Е [а, Ь] справедлива цепочка оценок
- А Л (Тж1) (£ ) - (Т ж 2)(£)|| ^
,-Ар-О
+
/ Д о к АЩ 1( о - * 2Ю) '
Л а
I В({) е~х^ ~т\х1 (£-т)-ж2(£-т))
</ а
[  С ( 0  е“ Л^ +т)(ж1(^ +  г) — ж2(£ +  г))
«/а




3- А ( < - £ + т )
=- А ( 4 - § - т )
+
£
£— а + т
—\ и с1и
еХи<1и
+ т — £
| р  -  ж2||а ^
,-лг
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Правая часть этой цепочки неравенств не зависит от t Е [а, Ь], поэтому, 
взяв максимум по t Е [а, 6] в левой части этой цепочки неравенств, получим
px ( T x ı , T x 2) = max \e~M\\(Txı)(t) -  (Tx2)(t)\\] ^  сгЛрЛ(жь ж2),
I _  p - m  p - ^ r  _  - A ( l + r )  p \ t  _  A(t - Z )ax = mile t + Ц-ВЦс ,-----+ IICIIc-Л ..................   Л    Л
Если при некотором А > 0 выполняется условие
СТА <  1 , (3.1)
то оператор Т  является сжимающим на Г2.
При выполнении условия (3.1), согласно принципу сжимающих отобра­
жений [21], оператор Т  имеет единственную неподвижную точку. Эта непо­
движная точка, как легко проверить, и является единственным решением 
исходной краевой задачи (2 .1)—(2 .2).
Сформулируем доказанное утверждение в виде теоремы.
Теорема 3.1. Если при некотором А > 0 выполняется условие (3.1); то 
краевая задача (2 .1) - (2 .2) имеет единственное решение.
4. Примеры неединственности и несущ ествования реш ения
В связи с использованием условия (3.1) встает вопрос о его существенно­
сти. Ниже в примерах показано, что это условие существенно для единствен­
ности решения задачи.
Пример 4.1. Рассмотрим частный случай исходной задачи (2.1)—(2.2), ко­
гда п — 1. Пусть величина запаздывания т укладывается ровно два раза в 
отрезок [а, Ь], т. е. b — а — 2т, и сама задача имеет вид
x(t) =  bx(t — т) +  cx(t +  т), а =  0 ^  t ^  2т =  Ъ;
x{t) = 0 , - r ^ t <  0 ;
ж(0) = 0 ;  ^ }
x(t) = 0 , 2т < t ^  Зт.
Сразу отметим, что эта задача, очевидно, имеет тривиальное решение. 
Но она может иметь и много других решений. Выясним это. Сведем данную 
задачу к соответствующей задаче для системы обыкновенных дифференци­
альных уравнений посредством замены
Г ж i ( t ) = x ( t ) ,  0  ^  t  ^  т;
1  x 2 (t) = x(t  +  г), 0 ^  t ^  т.
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Система (4.1) равносильна следующей задаче для системы обыкновенных 
дифференциальных уравнений:
Г х ^ )  =сх2&), 0 ^  £ ^  т, а?1(0) =  0;
у Х 2 ^ ) — Ъх х(£), 0 ^  ^  Т, Ж2(0)= Ж 1 (т).
Найдем сначала общее решение системы обыкновенных дифференциаль­
ных уравнений. Находим корни характеристического уравнения и соответ­
ствующие собственные векторы:
Л! =  л/Ъс, Л2 =  -л/Ъс, /ц = , Н2 =  (  ^  .
Предположим далее, что Ь > 0, с < 0, тогда удобно переписать
=  г \/—6с , Л2 =  -%\П-Ъс , /11 =  , 1г2 = ■
Общее вещественное решение системы имеет вид
х г^ ) \  _  ^  ( —' / —с ' ( л/—с • соъ ^ ^ —Ьс)
%2 ^ ) )  \  л/Ь • сое^ л / —Ьс) ; + 7 2  у \/Ъ • Ъс)
где 71 и 72 — произвольные вещественные константы.
Нетрудно проверить, что для выполнения первого начального условия 
ж 1(0) =  0 следует положить 72 =  0 , а для выполнения второго начального 
условия ж2(0) =  Ж1(т) необходимо выполнить равенство
л/ —с • 8ш (тл/—Ьс) =  —л/Ь. (4.2)
Поскольку (—л/Ь/л/—с) < 0, то для определения из этого равенства т необхо­
димо выполнение неравенства — 1 ^  (—у/ Ь / у/ ^ с) или, что то же самое, нера­
венства Ь ^  — с. Пусть неравенства 6 > 0 ,  с < 0 ,  6 ^ —с далее выполняются.
Решение соответствующей системы обыкновенных дифференциальных 
уравнений можно переписать в виде (переобозначим 7  =  —71)
— 7 л/~с вт(£л/—Ьс), 0 ^  £ ^  г;
Х2 ^)  — —7 л/Ь сое(£л/—Ьс), 0 ^  £ ^  т.
Отсюда сразу вытекает, что при выполнении равенства (4.2) решение ис­
ходной краевой задачи (4.1) имеет следующий вид:
ж(*)
' 0 , / е [ —г,0];
—с эиД л/—6с), t £ [0, т];
7 \/б сов((/ — т ) \ / —6с), / £ [т, 2т];
Д ,  / б ( 2т , 3т ] .
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Здесь 7  — произвольная константа, значит, получено целое однопарамет­
рическое семейство решений задачи (4.1). Равенству (4.2) всегда можно удо­
влетворить при
7тк(—1)^ / \[Ъ
Ъ> 0 , с < О, Ь 75 —с, т =  , агсвш! — - к е  N.
V —Ъс \ \ f - -c '  л/ —Ъс
Если, например, взять Ь = 1, с = — 1, то из условия (4.2) получим, что 
эш(т) =  —1 и соответственно т =  —2~1тт +  2ттк, к 6 М, а решение задачи (4.1) 
будет иметь вид
(О, ь е [ - т ,  0];
д-в н Д ), £е[0,т];
— 7 -соз(< —т), £(Е[т, 2т];
0, ££(2т,3т] ,
где у -  произвольная константа. Итак, задача имеет неединственное решение. 
Условие (3.1) в данном случае имеет вид
аД)
э- \ т  _  - А (£+т) эАт _  \ { т - £ )
— С < 1, (4.3)Л Л
оно не выполняется ни при каком А > 0. Действительно, перепишем неравен­
ство в виде
е~Хт -  е-Л(^+т) — с е Ат _  е А ( т - * )
Рассмотрим вспомогательную функцию
/(А )  =  Ь е - А т  _  е - А ( £ + т ) — С еАт -  еЛ^т_^
- Л  < 0.
— А, А Е [0, оо).
Поскольку /(0 ) =  0 и / 7(А) ^  0 всюду при А ^  0, т. е. функция /(•) является 
монотонно возрастающей на промежутке [0, сю), то /(А) ^  0 всюду при А ^  0. 
Это означает, что неравенство /(А) < 0 невозможно ни при каком А > 0.
Построенный пример показывает, что условие (3.1) является существен­
ным для единственности решения задачи (2 .1)—(2 .2).
П ри м ер  4.2. Рассмотрим другой частный случай исходной задачи (2.1)—(2.2) 
в одномерном случае (п =  1). Пусть величина запаздывания т укладывается 
ровно три раза в отрезок [а, Ь], т. е. Ь — а — Зт, и сама задача имеет вид
' ж(£) =  Ь • х (£ — т) +  с • х (£ +  т), а =  0 7Д  75 Зт =  /у
ж(£) = 0 , — т ^  £ < 0 ;
ж(0) =  0 ;
, ж(£) = 0 ,  3т < t ^  4т.
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Сразу отметим, что данная задача, очевидно, имеет тривиальное решение. 
Выясним, существуют ли нетривиальные решения. Сведем решение задачи к 
решению соответствующей задачи для системы обыкновенных дифференци­
альных уравнений посредством следующей замены:
Найдем сначала общее решение системы обыкновенных дифференциаль­
ных уравнений из (4.5). Находим соответствующие корни и собственные век­
торы:
Как и в предыдущем примере, возьмем 5 > 0, с < 0. Тогда общее вещественное 
решение системы уравнений из (4.5) можно записать в виде
Подберем параметры 71 , 72 , 73 так, чтобы выполнялись начальные усло­
вия из (4.5):
'  72 =  - 7 ъ
\  71 * [с — с • со8(тл/—25с) ] +  73 * [с • эпфтл/—25с) — л/—25с] =  0, (4.6)
, 71 • [ л/—25с • 8 т (т V —25с) +  25 ] +  73 • [ л/—25с • со8(тл/—25с) ] =  0.
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2 7 (5) =  ж(5), 0 ^  5 ^  т;
Х2 (£) =  ж(5 +  т), 0 ^  5 ^  т;
жз(5) =  ж(5 +  2т), 0 ^  5 ^  т.
Тогда задача (4.4) будет равносильна задаче
ац(£) =  с • Ж2 (£), 0 ^ 5 ^  Зт
Ж2(£) =  5 • 27 (5) +  с • жз(5), 0 ^  5 ^  Зт (4.5)ж3(£) =  Ь • ж2(Д  
жх(0 ) =  0 ,
0 75  ^ 75 Зт;
ж2(0) = хх(т), ж3(0) = ж2(т).
Ах = 0 , Л2 =  л/ 2 6с, Аз =  — л/2  Ьс,
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Однородная система линейных алгебраических уравнений (4.6) относи­
тельно 71 и 7 з имеет ненулевое решение, если ее определитель равен нулю. 
Условие равенства нулю определителя можно записать в виде
с • со8(тл/—2Ьс) +  2л/—25с • ът(т\/—2Ъс) — с —2Ъ. (4.7)
Это равенство, для удобства определения из него т, перепишем в виде
с 2 л/ —2 Ьс . >——— с — 2Ъ
■ co s(tу / —25с) Н  • s m (r y /—2bc) —
л/с2 — 8 Ьс л/с2 — 8 Ьс л/с2 — 8 Ьс
или в виде
sin (а +  тл/—2Ъс) =  (с — 2Ъ)/ л/с2 — 8Ьс ,
где а  -  некоторый подходящий вспомогательный угол, определяемый из усло­
вий
cos(a) =  с / л/с2 — 86с, sin(a) =  2 л /—2Ьс/л/с2 — 8 Ьс.
Поскольку с — 2Ь < 0, то для определения из рассматриваемого равенства 
т необходимо выполнение неравенства —1 ^  (с — 25)/л/с2 — 8Ьс или, что то 
же самое, неравенства 5 ^  —с.
Пусть условие (4.7) выполняется, тогда
7з =  71 * [с — с • cos(rV—2bc) ]/[ л/—2Ьс — с • s in ( r \/—2Ьс) ] 
и решение задачи (4.5) можно записать так:
/ ч  / /— ч ч . / /—^ — ч с2 — с2 cos(tл/—25с)XI (£) =  д(с — с cos (W —2bc) ) +  7  sm (£\/—25с) .  . ;
V —25с — cs in (rv  —25с)
/ ч  /— хт— . / /— хт—ч / /— хт—ч л / —25с [с — с c o s (t л/ —25с)1ж2(£) =  7 л/—25с sm(tv^—25с) +  j c o s ( W —2Ьс) —  --------------  — ;
V —25с — cs in (rv  —25с)
Жз(г) =  - 7 Ь( 1 +  cos(*Cz 2fc )) + 7 s in ftC ^ 2fc) ^ У ^ СС08(тл/~ 7 7 1  .
V —25с — cs in (rv  —25с)
Здесь 7  — произвольная константа, значит, в выписанных формулах пред­
ставлено однопараметрическое семейство решений задачи (4.5). С его помо­
щью легко выписывается однопараметрическое семейство решений исходной 
задачи (4.4)
' о ,  г е [ - т , 0 ] ;
X i ( t ) ,  г е [ 0 , т ] ;
x ( t )  =  < Х 2 ( t  -  г ) ,  t  6  [ т , 2 т ] ;
x 3( t - 2 r ) ,  t  €  [ 2 т , З т ] ;
Д ,  t  6  ( З т , 4 т ] .
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Равенству (4.7) всегда можно удовлетворить при Ь > 0, с < 0, Ь ^  —с, 
( - 1 ) *  . /  с - 2 6  \  7г к- а  - -Г  г  =  —. Н . агсып ( —^
л /—2 Ъс \ / —2 Ъс
( с ~ гь \  VI   :
щ /с 2 — 8 Ьс'
+
л / “ 2 Ъс
> О, к Е N.
Полученное семейство решений записывается довольно громоздко. Если, 
например, взять Ь > 0, с =  —Ь, то условию (4.7) можно удовлетворить, поло­
жив
Ъ =  л/2/2, с =  —л/2/2, т =  агсзш(1/3) +  Зтг/2,
при этом семейство решений задачи (4.4) выписывается достаточно просто:
' о, 6 6 [—т, 0];
аДб) = 7 ' ( ^  сов(б) +  эт(б) -  ^  ) , 6 6 [0,г];
=  ^ — т) = у • ^зт(б — т) — л/2соз(б — т) ) ,  6 6 [т,2т];
жз(6 — 2т) =  7 • ( —-^  сое (6 — 2т) — вт(6 — 2т) — ) ,  6 6 [2т, Зт];
к 0, 6 6 (Зт, 4т].
Итак, задача имеет неединственное решение. Условие (3.1) в данном при­
мере имеет вид (4.3). При Ь > 0, с < 0, Ь ^  —с оно не выполняется ни 
при каком Л > 0. Доказательство этого факта проведено при рассмотрении 
предыдущего примера.
Построенный пример также показывает, что условие (3.1) является суще­
ственным для единственности решения задачи (2 .1)—(2 .2).
Приведенные примеры показали также, что условие (3.1) является суще­
ственным достаточным условием для единственности решения задачи (2 .1)-
(2 .2). Однако, как доказывает следующий пример, оно не является необходи­
мым условием для единственности решения задачи (2 .1)—(2 .2).
Пример 4.3. Рассмотрим краевую задачу
г х(£) — х(Ъ +  т), 
х{ф) =  0 , 
ж(0) =  0 ; 
ж(6) =  0, 2т < 6 ^  Зт, т ф 1.
Условие (3.1) для нее принимает вид
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Это условие не выполняется ни при каком А > 0. Действительно, перепи­
шем неравенство в виде
еЛт -  е~Хт -  Л < 0.
Рассмотрим вспомогательную функцию
/(А) =  еЛт — е~Хт — А, А Е [0, оо).
Поскольку /(0 ) =  0 и / ' ( А) ^  0 всюду при А ^  0, то /(А) ^  0 всюду при А ^  0. 
Это означает, что неравенство /(А) < 0 невозможно ни при каком А > 0. 
Рассматриваемая задача имеет только нулевое решение:
x(t) = 0 ,  t Е [—т, Зт].
Действительно, из финального условия x{t) — 0, 2т < t ^  Зт, следует, что 
х  (6) = 0  на промежутке т < t ^  2т, значит,
x{t) — С2 — const, t Е (т, 2т].
Отсюда вытекает, что
x{t) — С2, x{t) — С\ +  C2t 7 t Е (0,т], С\ — const.
Поскольку решение должно быть непрерывным в точке t =  т, то получаем 
равенство
С1 + С 2т =  С2, 
которое удобно записать в виде
с г =  С2 • (1  -  г ) .
Решение должно быть также непрерывно слева в точке 6 =  0, значит,
( ? !  =  С 2 • (1  -  т )  =  о .
Отсюда С\ — 0. С2 — 0, поэтому
x(t) = 0 ,  t Е [—т,Зт].
Таким образом, задача имеет единственное решение (тривиальное), хотя 
условие (3.1) не выполнено.
Ниже в примерах показано, что условие (3.1) существенно для того, чтобы 
задача имела решение. Однако оно не является необходимым для существова­
ния решения задачи. В этих примерах условие (3.1) не выполняется, в первом 
и втором примерах соответствующие задачи не имеют решений, в третьем -  
имеет единственное решение.
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Пример 4.4. Рассмотрим пример, аналогичный 4.3, но в отличие от примера 
4.3 возьмем жо /  0, т — 1:
' ж(£) =  ж(£ +  т), а — 0 ^  ^  2т — Ь;
ж(£) = 0 , — т ^  £ < 0 ;
ж(0) =  жо /  0 ;
, ж(£) = 0 , 2т < £ ^  Зт, т =  1.
Для этой краевой задачи условие (3.1) не выполняется ни при каком Л > 0.
Это показано при рассмотрении примера 4.3. Там же показано, что решение
этой задачи на промежутке (0 , Зт] должно иметь вид
x ( t ) =
' C2t, t £ (0, т ];
С2, t £ ( т ,  2 т ] ;
Д , t £ ( 2 т , З т ] .
Поскольку решение должно быть непрерывным слева в точке £ =  0, то полу­
чаем противоречивое равенство
0 ф ж0 =  0 =  С2 • 0 ,
следовательно, решения рассматриваемой краевой задачи не существует.
Пример 4.5. Рассмотрим пример, аналогичный примеру 4.1, но с ненулевы­
ми начальными данными:
' ж(£) =  ж(£ — т) — ж(£ +  т), а — 0 ^  ^  2т =  6;
ж(£) — ip — const, — т ^  £ < 0 ;
<
ж ( 0 )  =  ж 0 ;
, ж(£) =  ф — const, 2т < £ ^  Зт.
Для этой краевой задачи условие (3.1) не выполняется ни при каком Л > 0. 
Это показано при исследовании примера 4.1. Исследуем задачу на разреши­
мость.
Сведем исходную задачу к соответствующей задаче для системы обыкно­
венных дифференциальных уравнений посредством следующей замены:
( x i ( t ) = x ( t ) ,
\  x 2(t) =  x(t  +  г), 0 < t ^  т.
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Исходная задача равносильна следующей задаче для системы обыкновен­
ных дифференциальных уравнений:
Xi(t) =  - x 2(t) +  <р, 
x 2(t) = Xi(t) -  ф,
®i(0) = x 0] 
x 2(0) = X i ( t )  .
Общее решение этой системы обыкновенных дифференциальных уравне­
ний (без учета начальных данных) имеет вид
XI (t)
X2(t) =  7i *
— sin(t)
COS (t) +  72
COS (t)
sin(t) +
Д ля выполнения начальных условий жДО) =  xq и  #2(0) =  х\{т) необходи­
мо выполнение двух равенств
72 =  X q фу 71 • (1 +  sin(r)) -  72 * C O s ( t )  —  ф — p .
Пусть величина запаздывания т  такова, что 1 +  sin (г) =  0, например 
т — Зтг/2 . Тогда cos(t) =  0 и  второе из равенств будет иметь вид
71 • 0 — 72 • 0 =  ф — (р.
Если ф — р ф 0, то это равенство невозможно. Итак, при ф ф р  рассмат­
риваемая задача не имеет решения.
Пример 4.6. Рассмотрим задачу из примера 4.2.
Дальнейший анализ задачи показывает, что при 1 +  sin (г) =  0 и ф — р  




Х\(ф) =  - 7 1  • вт(*) +  72 • соэ(£) +  ф,
Х2 (ф — т) = 71 • совф -  г) +  72 • вт(£ — т) + р,
О ,
где 71 -  произвольная константа; 72 =  хо — ф.
При 1 +  эпфт) ф 0 задача имеет единственное решение:
V,
хо,
хф) =   ^ Хгф) =  - 7 1  • вт(*) +  72 • сояф) +  ф,
Х2Ф -  т) =  71 • сов(* — г) +  72 • вт(£ -  т) +  р,
t G [—т , 0); 
t — 0; 
t G [0,т]; 
t G [т,2т]; 
t G (2т, Зт],
t G [—г, 0); 
t — 0; 
t G [0,r]; 
t G [r,2 r]; 
t G (2 r,3 r],
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где
Ф -  (р + 72 • С08(т)
71 = --------1 , . / ч ; 72 = х о - ф  .1 +  )
Таким образом, условие существования и единственности решения (3.1) 
в данном примере не выполнено. Однако при этом задача может иметь одно 
или несколько решений.
5. Непрерывная зависимость реш ения от параметров
Сначала докажем непрерывную зависимость решения краевой задачи 
(2 .1)—(2 .2) от начальной функции (р, финальной функции ф и начального 
состояния хо при выполнении условия существования и единственности ре­
шения (3.1).
Пусть решение ац(*) соответствует исходным функциям <£>1(*), ф\{') и на­
чальному состоянию а решение Ж2(*) соответствует исходным функци­
ям <Д2 ( ')5 *02(*) и начальному состоянию Рассмотрим разности ж(-) =  
=  Ж1О) -  ж2(-), Д )  =  -  ^2(0) Д О  =  Д ( 0  -  1^ 2 (О) Ж0 =  ж? -  ж£. Тогда
ж(-) является решением задачи
ж(£) =  И(£)ж(£) +  1?(£)ж(£ —  т) +  С(£)ж(£ +  т ), а ^  ^  6;
ж(£) =  <£>(£), а — т < а;
ж(а) =  ж0;
ж(£) =  0(£), Ь < £ ^  Ь +  т.
Оценим сверху величину ||ж(*)||л, воспользовавшись равенством
ж(0 =  Х° +  [  [Л (£)ж (0  +  В ( £ ) х ( £  -  т) +  С ( Щ ( £  +  О  ] ^>  а ^  ^  Ь-
J а
Предварительно отметим, что
|ж ( - ) | | а ^  т а х { е  Л(а г ) |М 1с, ш ах1 а<£<6
— А£ |
ДОН п-АЬ С }
<
< е— А(а—т) с  +  шаха<£<6
е - Л4||ж(*)|| + е ~ хь\Щ\с.
(5.1)
(5.2)
Оценку второго слагаемого выполним по аналогии с тем, как выполнялась 





* ( 0 1 1 шаха<£<6
е_Л4||ж°|
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+  т а х [ е  А* [  |Д (Щ (£ )  +  -  т) + С(£)х(£ + т) 1 (%
] а I -I
^  е_Аа||ж°|| +  <тл||ж(-)||л-
Таким образом,
||*(.)||л ^  е_А<г||ж°|| +  е~х^ М \ с  + е~хь\Щ\с  + ^а||*(-)11л-




е_Аа||ж°|| +  е-Ча-т)11т1\с  + е- м С
Далее,
е Ч Ш т )
|ж(-)||с =  sup ||аД)|| <  --------
a — СТА
И 1 + с +  и \ с
Итак, при выполнении условия (3.1) из последней оценки следует устой­
чивость (непрерывная зависимость) решения краевой задачи (2 .1)—(2 .2) по 
начальному состоянию жо, начальной функции р  и финальной функции Д 
при малом варьировании последних в нормах 1 • 11, 1 • 11 с=с[а,а-т) и IMI с=с(ь,ь+т] 
соответственно.
Докажем теперь устойчивость решения краевой задачи (2.1)—(2.2) по мат­
ричным коэффициентам Д(-), В(-), С(-), D(-). Последовательно проверим 
устойчивость сначала по Д(-), затем по В(-) и т.д. Тогда, в силу линейно­
сти системы уравнений, будет показана общая устойчивость решения рас­
сматриваемой краевой задачи по указанным коэффициентам. Здесь, как и 
в предыдущем случае, будем считать выполненным условие (3.1) для всех 
варьируемых матричных коэффициентов.
Пусть решение жД-) соответствует матричным коэффициентам ДД-), 
!?(•), С(-), D('); решение Ж2(*) соответствует матричным коэффициентам 
ДД*)? В(-), С(-), D(')] начальные состояния как в одном, так и в другом 
случе являются одинаковыми. Запишем равенства
x\{t) — ДД£)жД£) +  B(t)x \{ t  — т) +  C{t)x\{t  +  т) +  D (t), а ^  t ^  Ь;
Ж*2 (t) =  Д2 (t)x2 (t) +  B ( t )x 2 (t -  т) +  C(t)x2 (t +  т) +  D (t), a ^  t ^  b.
Вычтем второе уравнение из первого и положим ж(-) =  жД-) — Ж2(*). Тогда 
для ж(-) получим следующую краевую задачу:
жД) =  Дх Д)жД) +  B{t)x{t  — т)+ СД)жД +  т) +  (ДД*) -  A 2(t))x2(t)
жД) = 0 ,  t £ [а — т, a) U Д, Ь +  г]; 
ж(а) =  0 .
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Теперь проведем оценку решения этой краевой задачи на отрезке [а, Ь\ 
точно так же, как она проводилась в предыдущем случае:
е - Д Ц г ) |К е - А* [  Р 1( Щ ( £ ) + Б ( Щ ( £ - т ) + С ( Щ ( £  +  т)||сг£ +
«/ а
+  е - м \\А1 - А 2\\с  Г  ||
«/ а




« 4 1,1М-)11л +  | | А , - - 4 2||с | И - ) 1 1 л [ У Л  +  11-4, -AzWce-^ / “ W i l l
J а
^  { а \ } +
п—\1
где таково, что \\Ai — =  m^x \\Ai(t) — H.2(t)|| ^  ^
a< t< b
а( 1) и
1 — е —Х£
i | \с~ +  1151
э- \ т  _  р —\(1+ т)
с~ + \\С\\ 0Х т  _  р Х ( т —1)с~ < 1 .
Таким образом,
и - ) 11л «  {
е\е _  1 
А
Пусть S достаточно мало, например, удовлетворяет условию
г e x i  — 1
м
1 — а ( 1)
тогда выполняется неравенство
2Л Г
Н*(-)11с =  sup ||ж(г)|| ^ - - - - - (Т)еХ{£+т) /  1М 6 М £ ^  с г5.
а-т^ЩЪ+т 1 +  СГд J а
Из последнего неравенства, при выполнении для варьируемых матрич­
ных коэффициентов условия (3.1), следует непрерывная зависимость реше­
ния краевой задачи (2 .1)—(2 .2) от матричного коэффициента А(-) при его ма­
лом варьировании около исходного коэффициента ИД*) в равномерной мет­
рике.
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Аналогичные оценки и аналогичный результат получим при малом ва­
рьировании в равномерной метрике коэффициентов В(-), С(-) и £>(•) соот­
ветственно.
Итак, установлена непрерывная зависимость решения краевой задачи 
(2 .1)—(2 .2) от исходных данных (начальной функции финальной функции 
ф, начального состояния хф) и матричных коэффициентов системы А(-), В(-),
<?(•), В Д .
6. Сходимость к точному реш ению
Укажем некоторые условия, при которых приближенное решение краевой 
задачи (2 .1)—(2 .2), найденное по явной схеме Эйлера
иг+1 иг + А А гиг +  В гиг- т +  Сгиг+т +  В 1
сходится к точному решению этой краевой задачи при А -+ 0 .
Предположим, что задача (2.1)—(2.2) имеет непрерывно дифференцируе­
мое решение х — х(ф) на отрезке [а, Ь]. Модуль непрерывности первой произ­
водной этого решения обозначим символом ш(-):
о;(А) =  тах{|ж(Н) -  ж(^2)| : е[а,Ь],  | Н - ^ | ^ А } .
В силу равномерной непрерывности производной ж(-) на отрезке [а, 6] имеем
а;(Д) -+ 0 , А -+ 0 .
Представим равенство (2.1) в узлах сетки следующим образом:
А
Отметим, что
Л  (А) =
В гх г ■г„г+гаС гх + Б г






-  х ( и )
( А ) | | Д - Г
:+1
\ х(0 - х ( и ) \ \ ^  Д А ) .
Из равенства (6.1) следует, что точное решение в узлах сетки удовлетво­
ряет следующей системе линейных алгебраических уравнений:
Д+ 1 —
,.Р+1 ,Р+ 1
+ +  +  Б У “ т  +  С + + т  +  Л  + Л  (А) 
, х р+т = 'фр+т.
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Приближенное решение удовлетворяет аналогичной системе
и 171 — р  ш, • • • ,и  1 — р  и0 — х о;
л+1 _=  и1 +  А • А 1и1 +  В 1и1- т +  С1и1+т +  £>г г =  0 1;
и1.р+1 _=  =  фр+т.
Вычитая из первой системы вторую, получим, что разность 
г 1 — х 1 — иг7 г =  —га, . . .  ,р +  га, 
удовлетворяет системе
=  0 ,--- , 2-1  = 0 , 2° =  0 ;
„г+1 гг +  А- И У  + Я У " т  +  С У + т  +  Л  (А) 0 , . . .  — 1;
=  (),••• ,ир+т = 0 . 
Отсюда следует неравенство
уг+1| ^  1И 1 +  А • PH с ^1 + \ \в \ \с  • |кг- шц + \\с\\с • 1кг+ш|| + ^(Д)
Введем обозначение
\г\\с =  т а х { |У || : г =  0 ,
тогда из последнего неравенства имеем
Ъ — а
1 -  (Ъ -  а) ■ [ Р | | с  +  ||-В||с +  ЦГЦс]
■ДА),
если
(■Ь — а)• Р | | с  +  \\В\\С +  ЦГЦс < 1 .
(6 .2 )
(6.3)
Из оценки (6.2) следует, что при выполнении условия (6.3) приближен­
ное решение исходной дифференциальной задачи, найденное по явной схеме 
Эйлера, сходится к точному решению дифференциальной задачи
\г\\с -> 0 , А -> 0 . (6.4)
Т еорем а 6 .1 . Пусть задача (2.1)-(2.2) имеет непрерывно дифференцируе­
мое на отрезке [а,Ь] решение х — ж(£), а ^  I ^  Ь. Тогда при выполнении 
условия (6.3) приближенное решение задачи (2.1)-(2.2); найденное по явной 
схеме Эйлера; сходится к точному решению этой задачи при А —»■ 0 в смыс­
ле (6.4); причем для точности приближения справедлива оценка (6.2).
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Укажем еще одно условие сходимости рассматриваемого приближенного 
решения к точному решению краевой задачи (2 .1)—(2 .2), которое будет опи­
раться на неравенство (3.1).
Просуммируем равенства
хк+1 = г к + д  
в результате получим
А кг к +  В кг к~т +  С кг к+т +  сок (А)
I
+ + 1 =  Д  . +  В кг К~т +  с " Д + т  +  Д ( Д )
к=О
Пусть
\ г \ \ ^  =  тах{е  • ||^г|| : г =  0 , . . .  А =  сопв! > 0.
(6.5)
Умножим равенство (6.5) на е А*;+1 =  е А(“+д (г+1)) и преобразуем его:
е- \ и +1 . |М + 1 || =  д  .
£ ■
к=0
А к2 к +  В к2 к~т +  с кхк+т +  Д  (А) £
к = 0
к _ ^ ^к . ^ У г^+1 к^)
А • £}к  _ е - Щ к - т )  . . е -А ( ^ + 1-г* ,+ т )
к=0
+
+ А . е - Л+ + т )  . ,^ + т  . е _А(*<+1-*к-т) +  д  . у  Д ( А )
&=0 к=0
с  • 1н1с
к=0
|(А)
(А) . Д . в~А(<г+1-^+т)_|_
&=0
+  ||СЦс • М % >  • А  • ^  е - А^ - ^ - т) +  + +1 -  а) - Д А )  ^
к = 0
^  | Д | | с  • ЦгЦ^ • /  1+1 е “ А(^ +1“ 5) (Ц +  \ \В\ \с  • | И |^ } • /  ^  е - А^ + 1-С+т)
«/а «/а
+  1Д11С • |к||1А) • Г  е ~ х^ ~ ^  <Щ +  ( Ь - а ) -  Д А ) ,
«/ а
^  • НДс^ + ( Ь- а )  ■ и (А), г \ №  ^   ----------- Д А ) .  (6.6)
1С "  1 -
Неравенство (6 .6) гарантирует сходимость приближенного решения.
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Теорема 6.2. Если при некотором Л > 0 выполняется условие (3.1), то 
приближенное решение краевой задачи (2 .1) - (2 .2), найденное по явной схеме 
Эйлера, сходится к точному решению этой задачи при А —»■ 0 , причем для 
точности приближения справедлива оценка (6 .6).
7. Ч исленное моделирование
В этом параграфе снова обратимся к исходной краевой задаче и рассмот­
рим вопрос о численном нахождении ее приближенного решения. Проведем 
дискретизацию задачи, используя явную схему Эйлера. Для простоты будем 
считать, что Ъ — а = кг, к Е N. В схеме Эйлера будем использовать посто­
янный шаг дискретизации А, пусть для простоты он входит целое число раз 
в величину запаздывания, т. е. А =  т/га, где га Е N. Тогда Ь — а +  тк — 
— а +  А к т  — а +  Ар, где р — кт.
Введем сеточное разбиение отрезка [а — т, Ь +  т] точками II Е {и}^=™т :
t{ — о Т А • % (Э—т — о т , . . .  До — <2, . . .  Др — 6, . . . ,  tp-\-т — Ь Т т ) .
Обозначим
<рДД=<Д, % — —га, . . . ,  —1; Д ( ^ ) = Д г, г = р +  1 , . . . , р  +  га;
А(и) = А \  В(и)  = В \  С (и) =  Сг, £>(*<) =  В \  % =  0 , . . .  ,р.
Пусть х{б) -  точное решение задачи (2.1)—(2.2). Будем искать приближе­
ние
и 1 «  х 1 — х(и) (и\ «  Жр =  хь(и), к — 1, . . .  , п), г =  1, . . . , р .
Исходное дифференциальное уравнение аппроксимируем разностной схе­
мой
■Д+ 1 =и* + А , г =  0 , . . .  ,р — 1. (7.1)
Отсюда получаем систему линейных алгебраических уравнений (СЛАУ) 
для нахождения неизвестных и1, г — 1, . . . ,  р :
г и~т — р ~т , • • • , г/ -1  =  <р-1 , и0 =  жо;
А В 1и1~т +  (1 +  Д А > *  -  ^ +1 +  ДС%*+Ш =  -Д /У , г =  0 , . . .  ,р -  1; 
гУ+1 =  ^ +1, • • • , ир+т =  ?Д+ т
Запишем эту систему в матричной форме:
А и =  Т. (7.2)
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Матрица А системы является блочной четырехдиагональной. Все блоки име­
ют размерность п  х п.
Систему (7.2) предварительно симметризуем методом Гаусса, т. е. перей­
дем от системы (7.2) к системе
Àu = ¥, Ä =  АТА, F =  ATF. (7.3)
Для решения системы (7.3) воспользуемся следующими итерационными 
методами: методом Гаусса-Зейделя, методом сопряженных градиентов, мето­
дом минимальных невязок [20].
Приступим теперь к описанию вычислительного эксперимента. 
Вычислительный эксперимент будет проводиться при п — 2.
Эксперимент проведем на контрольном примере, в котором функции
Х\ (t) =  ц\  +  n \ t  +  2 +  ц\  sin n \ t  +  n\  cos n \ t ,
Ж 2 (t ) =  /4  +  lAß* +  lAA  +  \A sin аФ +  lÄ COS /Ф
будут решением дифференциального уравнения (2 .1) с коэффициентами
«il (t) — &11 +  otßt +  a ß t 2 +  s in a ^ t  +  a ß  cos a ß t ,
«12 ( 4  =  «o2 +  +  a 22t2 +  «з2 sinc4 2£ +  a l2 cos a ß t ,
«21 ( 4  =  «o1 +  a21t +  « l 1^2 +  s in a 21^  +  a 21 cosajpt,
«22 ( 4  =  «o2 +  a ?2  ^+  a 22^2 +  « 32 sina22t +  a 22 cos ajpt, 
bn(i) =  Д0И +  Д !^  +  ß l l t2 +  Дз1 sin ß \ l t +  Д51 cos Де1*,
1^2 (4 =  До2 ß \2t ß22^2 “I“ Дз2 sin ß l2t +  Д52 COS ßß t ,
^ 2i(4  =  До1 +  Д21* H- ß^ßt2 “Ь д ! 1 Sin д | 4  +  Д2"*" cos д | 4 ,
&22(*) =  До2 +  ß l2t +  Д|2^2 +  Дз2 sin ß f t  +  Д|2 COS ß f t ,
Cil ( 4  =  To11 +  7 in * +  7 ^  +  7311 sin7 ^ *  +  7 5n  cos76n t,
C12W = 7о12 +  7i12t +  7212*2 +  7з12 sin7412* +  7512 œ s 7 e12t,
021 (t) =  7o21 +  7i21^  +  7221^ 2 +  7 21 sin7421t +  7f  cos7 21t,
022 (t) =  7 o22 +  T?2* +  7 22^2 +  7322 sin7f t  +  7f  cos7 22t,
D{t) — D l {t) — x{t) — A{t)x{t) — B{t)ip{t) — C(t)x(t  +  t ) ,  a ^  t  ^  a +  t ,
D(t)  =  D 2(t) =  x(t) — A(t)x(t) — B(t)x( t  — r) — C(t)x(t  +  t ) ,  a - \ - r < t ^ b  — r, 
D(t) =  D 3(t) =  x(£) — A(t)x(t) — B(t )x(t  — r) — C(t)ÿ(t) ,  b — r  < t ^  b,
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и  и с х о д н ы м и  д а н н ы м и
х\  =  XI (a), xl  =  я 2(а),
(£) =  erg +  c r j t  +  +  (т\ s i n  a \ t  +  a \  c o s  a \ t ,
i f 2 ( t )  —  <7q  +  ( T ^ t  +  +  < J 2  Sin c r |  t  +  C r |  COS CTg t ,
( t )  — Vо +  z / j t  +  v \ t 2 +  i/3 s i n  v \ t  +  Z /g  COS Z /g  t  .
1^ 2 ( t )  — Vq +  Z / f 1  +  Z/f £ 2  +  z/f s i n  z/f £  +  z/f c o s  z/f £  .
Рассмотрим несколько конкретных примеров.
П ри м ер  7.1. Параметры примера указаны в таблице. В этом примере выпол­
нено условие существования и единственности решения (3.1). Приведенные 
ниже результаты расчетов показывают, что все три метода достаточно быстро 
сходятся к решению соответствующей СЛАУ, образовавшейся при дискрети­
зации задачи, при увеличении числа итераций. А решение СЛАУ, как видно 
из результатов, достаточно близко к заданному точному решению при малых 
значениях шага дискретизации А.
Т абли ца п ар ам етр ов  п р и м ер а  7.1
а = 0 , т = 1, 6 = 3, /с = 3
i  = 0 1 2 3 4 5 6
ац °«п = 0.1 0 0 0 0 0 0
а 12 а }2 = 0 0 0 0 0 0 0
а  21 а 21 = 0 0 0 0 0 0 0
«22 «f2 = 0.1 0 0 0 0 0 0
Ьп ÄU = 0 0.1 0 0 0 0 0
Ь\2 ß}2 = 0 0.5 0 0 0 0 0
&21 ßi1 = 0 0 0 0 0 0 0
^22 ßP = 0 0 0 0 0 0 0
СЦ i l 1 = 0.1 0 0 0 0 0 0
С12 7 f  = 0 0 0 0 0 0 0
С21 721 = 0 0 0 0 0 0 0
С22 7 f  = 0 0.05 0 0 0 0 0
1 0 0 0 0 0 0
У 2 * i = - 1 0 0 0 0 0 0
Ф1 - 2 0 0 0 0 0 0
Ф2 *? = 2 0 0 0 0 0 0
XI Mi = 1 2 - 1 0 0 0 0
Х2 Mi = - 1 1 0 0 0 0 0
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Результаты расчетов при шаге сетки А =  0 .02 , числе итераций к — 1000 
и начальном приближении и =  0 .
Рис. 1. Зависимость та, та и их приближений от t 
Результаты расчетов при шаге сетки А =  0 .02 , числе итераций к — 100000 
и начальном приближении и =  0 .
Рис. 2. Зависимость та, та и их приближений от I
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П ри м ер  7.2. Параметры примера указаны в таблице. В этом примере не вы­
полнено условие существования и единственности решения (3.1). Наименьшее 
значение сг\ при Л > 0 достигается в точке Л =  1.48 ±0.01 и равно 24.76 ±0.01. 
Приведенные ниже результаты расчетов показывают, что методы не сходятся 
к предъявленному точному решению дифференциальной задачи при увели­
чении числа итераций и уменьшении шага дискретизации А. Значит, решение 
соответствующей СЛАУ, образовавшейся в результате дискретизации, не при­
ближает предъявленное точное решение исходной дифференциальной задачи 
при уменьшении шага дискретизации А. Причем каждый метод дает неко­
торое свое приближение к решению СЛАУ и, вообще говоря, не наблюдается 
сходимости к какому-либо одному приближению при увеличении числа итера­
ций. Причина этого может заключаться в неединственности решения диффе­
ренциальной задачи и неединственности решения соответствующей СЛАУ.
Т абли ца п ар ам етр ов  п р и м ер а  7.2
а =  0, т =  1, 6 =  3, /с =  3
г = 0 1 2 3 4 5 6
а ц 1 1 0 0 0 0 0
&12 1 1 0 0 0 0 0
&21 1 1 0 0 0 0 0
а>22 * ? 2 = 1 1 0 0 0 0 0
Ъп 2 - 2 0 0 0 0 0
Ъ\2 ф12 = 2 2 0 0 0 0 0
&21 ф21 = 2 2 0 0 0 0 0
^22 ф22 = 2 - 2 0 0 0 0 0
Си 7гП = 3 0 0 0 0 0 0
С12 7 Г  = - 3 0 0 0 0 0 0
С21 721 = 3 0 0 0 0 0 0
С22 722 = - 3 0 0 0 0 0 0
А  = 1 1 0 0 0 0 0
Р^2 А  = - 1 1 0 0 0 0 0
Ф1 -1 = - 1 - 1 0 0 0 0 0
Ф2 А  = - 1 1 0 0 0 0 0
XI & = 1 2 - 3 0 0 0 0
Х2 А  = - 1 1 0 3 1 0 0
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Результаты расчетов при величине шага дискретизации А =  0 .02 , числе 
итераций к — 100 и начальном приближении и =  0 .
Рис. 3. Зависимость яд, тд и их приближений от t 
Результаты расчетов при величине шага дискретизации А =  0 .02 , числе 
итераций к — 10000 и начальном приближении и = 0 .
Рис. 4. Зависимость ад, и их приближений от t
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Результаты расчетов при величине шага дискретизации А =  0.005, числе 
итераций к — 1000 и начальном приближении и = 0 .
Рис. 5. Зависимость яд, тд и их приближений от t
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