Optimal False Discovery Control of Minimax Estimator by Song, Qifan & Cheng, Guang
Submitted to the Annals of Statistics
arXiv: arXiv:0000.0000
OPTIMAL FALSE DISCOVERY CONTROL OF MINIMAX
ESTIMATOR
By Qifan Song† and Guang Cheng†
Purdue University
In the analysis of high dimensional regression models, there are
two important objectives: statistical estimation and variable selec-
tion. In literature, most works focus on either optimal estimation,
e.g., minimax L2 error, or optimal selection behavior, e.g., minimax
Hamming loss. However in this study, we investigate the subtle in-
terplay between the estimation accuracy and selection behavior. Our
result shows that an estimator’s L2 error rate critically depends on its
performance of type I error control. Essentially, the minimax conver-
gence rate of false discovery rate over all rate-minimax estimators is
a polynomial of the true sparsity ratio. This result helps us to charac-
terize the false positive control of rate-optimal estimators under dif-
ferent sparsity regimes. More specifically, under near-linear sparsity,
the number of yielded false positives always explodes to infinity under
worst scenario, but the false discovery rate still converges to 0; under
linear sparsity, even the false discovery rate doesn’t asymptotically
converge to 0. On the other side, in order to asymptotically eliminate
all false discoveries, the estimator must be sub-optimal in terms of
its convergence rate. This work attempts to offer rigorous analysis on
the incompatibility phenomenon between selection consistency and
rate-minimaxity observed in the high dimensional regression litera-
ture.
1. Introduction. Modern studies in the sciences collect huge data sets
which include information of a large number of potential explanatory vari-
ables, and then attempt to discover the possible association between these
variables and the response of interest. For example, in the genome-wide as-
sociation study (GWAS), where researchers want to find which genetic vari-
ants are associated with a trait, we collect high dimensional single-nucleotide
polymorphism (SNP) arrays and then aim at finding the association between
the trait and SNPs.
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Consider the following linear regression model:
(1.1) y = Xβ + ε,
where X ∈ Rn×pn and the dimension pn is potentially much larger than the
number of observations n. The regression coefficient vector β has sparsity
sn, which is assumed to satisfy lim sup sn/pn ≤ ζ throughout this paper,
where the constant ζ ∈ [0, 1). Note this sparsity setting includes both the
classical strict sparse model, i.e., sn/pn → 0, and the linear sparsity model,
i.e., lim sn/pn ∈ (0, 1) [27]. An important aspect of any high dimensional
estimation procedure is its variable selection performance. To evaluate it,
we may consider multiple hypotheses testing
Hj : βj = 0 for j = 1, 2, .., pn
with a particular control on its type I and type II errors. In literature, a
popular way is to make as many rejections as possible subject to a pre-
determined false discovery rate (FDR) [3], or said differently, to pursue the
largest testing power under a given bound for the (expected) proportion of
false rejection. Various works [3, 4, 23, 26] studied FDR control for indepen-
dent or dependent p-values. Recently, [27, 32] analyze the trade-off between
type I and type II errors along the Lasso regularization path under Gaus-
sian random design and linear sparsity. Unlike the multiple testing problems
whose primary focus is only on the correctness of the rejection decisions, the
regression analysis has another important objective: the accuracy of param-
eter estimation. As far as we are aware, the connection between estimation
and selection is rarely studied in the literature. Therefore, in this work, we
try to bridge the selection correctness and estimation accuracy and to un-
derstand the interplay between them. More specifically, we will pursue the
best type I error control, in the sense of number of false discoveries and false
discovery rate, subject to rate-optimal L2 estimation error.
As proved by [21], when the design matrix X meets certain regularity
conditions and pn/sn ≥ 2, the minimax L2 convergence rate for β is of
the order [sn log(pn/sn)/n]
1/2 1. And, various estimation approaches attain
this minimax rate [1, 5, 12, 17, 22, 24, 28, 33, 35]. Our main result shows
that if an estimator is rate-minimax, i.e., there exists a constant c1 such
that Eβ‖β̂ − β‖2 ≤ c1sn log(pn/sn)/n holds for any sn-sparse vector β with
lim sup sn/pn ≤ ζ, then the logarithm of its false discover rate under worst
scenario is no smaller than the order of log(sn/pn). In other words, for any
1When X is an identity matrix, the minimax rate is [Csn log(n/sn)]
1/2 [14] where
C = 2 + o(1) if sn/n→ 0.
OPTIMAL FALSE DISCOVERY CONTROL 3
rate minimax estimator,
sup
β
E(number of False Positives) ≥ Csn(sn/pn)τ1 , and
sup
β
FDR ≥ C(sn/pn)τ2
for some positive constants τ1, τ2 and C, where τ1 and τ2 increase as c1
increases. Furthermore we show that this polynomial decay (with respect
to sparse ratio sn/pn) is achievable. Therefore, this implies the following
minmax type result for FDR (and number of false discoveries respectively):
min
{β̂ is rate-minimax}
max
{β is sn-sparse}
log[FDR(β̂)]  log(sn/pn).
Particularly, if sn = o(pn), we obtain a sharper minimax result for the
number of false discoveries when c1 > 2:
min
{β̂ is rate-minimax}
max
{β is sn-sparse}
log[E(number of False Positives)/sn]
=[c1/2− 1 + o(1)] log(sn/pn).
Based on this result, we characterize the optimal type I error control
depending on the model sparsity:
1. (Polynomial sparsity) If sn ≤ pαn for some fixed α < 1, then rate-
minimax estimators, at the best, can guarantee that the number of
false discoveries decays to 0 (as long as constant c1 is sufficiently large);
2. (Near-linear sparsity) If sn/pn → 0 and log sn/ log pn → 1, the best
rate-minimax estimators can guarantee the rate of false discoveries
decays to 0, but false positive selection always occurs under worst sce-
nario. Note that this complies with existing results such as theorem 3.4
of [5] or Corollary 5.3 of [17], which suggest rate-minimax estimators
will select larger model than true model;
3. (Linear sparsity) If sn = δpn for some fixed δ > 0, no minimax esti-
mation can ensure a decaying false discovery rate.
Note that the near-linear sparsity scenario is still a strict sparse setting.
If combined with certain beta-min condition (i.e., the nonzero coordinates
of β are bounded away from 0) that guarantees no false negative selection,
the above result implies that (a) under polynomial sparsity, rate-minimax
estimators can achieve selection consistent; (b) under near-linear sparsity,
rate-minimax estimators, at the best, achieve almost full model recovery [8],
that is,
number of false positives and false negatives
true model size
→ 0 in probability.
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To comment on other similar results, [1] also established the relationship
between asymptotic sharp minimaxity and false discovery rate for Gaussian
means models. Their results rely on a narrower range of sparsity (i.e., poly-
nomial sparsity) and decaying rate of FDR is at most of logarithm order. In
contrast, this presented work considers more general regression models and
broader sparsity range.
A toy simulation is conducted under normal means models, i.e., n = pn
and X = I, where sn = n
1/2, and nonzero β’s are [2 log(n/s)]1/2 which
corresponds to the worst case of β. The rate minimax estimator (4.1) with
γ = 2.1 is used for estimation, and Figure 1 plots the logarithm of estimated
FDR based on 100 independent simulations versus the logarithm of true
sparsity ratio log(n/sn). The plot displays a clear and strong linear trend
with R2 = 0.9882.
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Fig 1. This figure plots convergence of FDR with respect to the sparsity ratio.
It is worth mentioning that in literature, a variety of regression estimators
achieve the rate-[sn log pn/n]
1/2 [10, 11, 20, 34, 36, 37, 38]. Our above type
I error control results don’t apply to this class of estimators, for example,
under a proper choice of tuning parameter, Lasso solution doesn’t include
any false positives [31]. Note that [sn log(pn/sm)/n]
1/2 and [sn log pn/n]
1/2
share the exactly same order under polynomial sparsity setting. However,
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under near-linear and linear sparse models, [sn log pn/n]
1/2 is strictly larger
than the minimax rate. Thus rate-[sn log pn/n]
1/2 estimators are considered
as (situational) suboptimal. In this work, we distinguish suboptimal estima-
tors from universally rate-minimax estimators, since near-linear and linear
sparsity settings are of great practical interests. In many modern high dimen-
sional study such as omics studies, this is not an uncommon situation that
the underlying model contains many many covariates, i.e, dense model. For
example, in gene regulator network study, there usually are a huge number
of regulators interacting with each other to change the expression level.
Another interesting relationship between rate-optimal estimators and rate-
[sn log(pn/sn)/n]
1/2 suboptimal estimators is that, the former ones do yield
false discovery (under near-linear or linear sparsity) whilst the latter ones can
achieve no false discovery. Use hard thresholding estimator β̂i = yi1(|yi| > t)
of normal means regression as an example, if and only if t ≥ σ(2 log(n −
s))1/2, it ensures no false positive selection, but in consequence, its conver-
gence rate is of O(s log n)1/2. On the other side, to attain rate-minimaxity,
one must reduce t, say to (2 log(n/s))1/2 [13]. Similar things occur to the
LASSO tuning parameter as well [35]. Rigorously, we shows that 1) any esti-
mator that ensures no false positive selection (no-false-positive estimators),
at the best, has suboptimal rates; and furthermore, we show that 2) under
proper regularity requirement, selection-consistent estimation must be no-
false-positive estimator. Together, it explains the phenomenon in literature
that most of the model selection consistent estimations only achieve subop-
timal convergence rate. It is worth to emphasize that second result in above
is not trivial. The term ”no-false-positive” means there is asymptotically no
false positive selection regardless of the magnitude of true parameter β and
the term ”selection-consistent” refers to consistently select true underlying
model under a necessary beta-min condition, therefore no false positive is
not a necessary condition for selection consistent. More discussion can be
found in Sections 2 and 3.
Our study and results mainly focus on the mean sequence models and
regression models with independent random Gaussian covariates, and this
paper is organized as follows. In Section 2, we study the selection behavior of
rate minimax estimators under normal means models, and similar theoreti-
cal investigation is conducted for regression models under Gaussian random
design in Section 3. Section 4 shows that the lower bound discussed in Sec-
tions 2 and 3 can be achieved by
∑k
i=1 log(p/i)-penalization. Some more
discussion and conclusive remarks are provided in Section 5. All technical
proofs are provided in the Appendix.
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Notation of this work:
Throughout the paper, we use ξ ⊂ {1, . . . , p} to denote a subset model, and
|ξ| be the size of this model. For any vector β ∈ Rp and matrix X ∈ Rn×p,
βξ and Xξ denote the sub-vector or submatrix corresponding to the model
ξ. Denote ‖β‖min = minβi 6=0 |βi|, and if β is a zero vector, then we de-
fine ‖β‖min = ∞. With slight abuse of the notation, we use ξ(β) as the
the operator that extracts the model of β, i.e., ξ(β) = {j;βj 6= 0}. Let
B(pn, sn) = {β ∈ Rpn : ‖β‖0 ≤ sn} denote all sn-sparse vectors in the
the pn dimensional space. For two sequences of positive values {an}∞n=1
and {bn}∞n=1, an  bn means that limn an/bn = ∞, an  bn means 0 <
lim inf an/bn ≤ lim sup an/bn < ∞, an ∼ bn means that lim an/bn = 1, and
an . bn means that lim sup an − bn < 0. Given two vectors y, z ∈ Rp, y is
called to majorize z if sign(yi)sign(zi) ≥ 0 and |yi| ≥ |zi| for all i = 1, . . . , p.
2. Type I Error Control under Normal Means Models. In this
section, we investigate the relationship between type I error control and rate
minimxity for the simple normal means model
y = β + ε,
where y ∈ Rn, ε ∼ N(0, In) and true parameter β ∈ B(n, sn). We are inter-
ested in answering the following question: what is the best a rate-minimax
estimator can do in term of controlling the number of false discoveries, or
false discovery rate? And our main result proves that the false discovery rate
of a rate-minimax estimator decreases, at the best, at a polynomial rate of
sn/n.
To state our result, we denote FP(β̂) be the number of false discovery
yielded by estimator β̂, and define Ωo(c1) = {β̂ : supβ∈B(n,sn)Eβ‖β − β̂‖2 ≤
c1sn log(n/sn)}. Hence the set Ωo(c1) is the collection of all estimators whose
L2 convergence are rate-optimal with a multiplicative constant c1. Our next
theorem studies the minimax lower bound for the expected number of false
discoveries.
Theorem 2.1. Under normal means models, if sn > 2, then
inf
β̂∈Ωo(c1)
sup
β∈B(n,sn)
Eβ[FP(β̂)] ≥ Csn exp{τ log(sn/n)} − s−1/8n(2.1)
for some positive constant C and τ which depend on c1 and the ratio sn/n.
Furthermore, if lim sn/n = 0 and c1 > 2, then (2.1) holds for any τ <
c1/2− 1 asymptotically.
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Given a reasonably large sn, the above theorem shows any rate-minimax
estimator can yield at least Csn(sn/n)
τ false discoveries (for some C > 0)
on average in the worst scenario. On the other side, this polynomial lower
bound of Eβ(FP(β̂)) can be achieved by a simple hard thresholding minimax
estimator
(2.2) β̂i(y) = yi1(|yi|2 ≥ γ log(n/sn)).
For this estimator, apparently FP(β̂) ∼ Bin(n−‖β‖0, 2Φ(−{γ log(n/sn)}1/2)).
By the fact that φ(t)t/(t2 + 1) ≤ Φ(−t) ≤ φ(t)/t where φ(·) and Φ(·) are
pdf and cdf of standard normal, we have that for any β ∈ B(n, sn) with
sn/n ≤ ζ < 1, this hard thresholding estimator satisfies
(2.3) Eβ(FP(β̂))  [sn(sn/n)α]/[log(n/sn)]1/2 for α = γ/2− 1.
Note that this hard-thresholding estimator is not practical since it relies on
the unknown true sparsity, and in Section 4, we will discuss some adaptive
estimator that can also achieve the same false positive control. In summary,
we claim that
min
rate-minimax β̂
max
β∈B(n,sn)
log(Eβ(FP(β̂))/sn)  log(sn/n).
By the remarks in the proof of Theorem 2.1, the polynomial degree τ in
(2.1) increases as c1 increases, which implies a potential trade-off between
estimation accuracy and false discovery control. In other words, estimators
with larger c1 (i.e., worse convergence rate in terms of multiplicative con-
stant) will have a smaller lower bound for the expected number of false
positives (i.e., potentially less type I errors). Such trade-off is also reflected
by the thresholding estimator (2.2): larger penalization parameter γ will in-
crease the multiplicative constant of the L2 convergence, but on the other
side, it decreases the number of false positives as the the polynomial degree
α in (2.3) is larger.
This presented minimax result implies that under the polynomial sparsity
that sn = O(n
α′) for some α′ < 1, as long as c1 is sufficient large such
that τ > α′/(1 − α′), then sn(sn/n)τ → 0, that is, there will be no false
discovery in probability; But under linear or near-linear sparsity, we always
have sn(sn/n)
τ → ∞ regardless of the value of τ . Note that E(FP) → ∞
doesn’t necessarily imply that P (FP = 0) doesn’t converge to 1. However,
later on in Theorem 2.2, we will show that rate-minimax estimators indeed
can never guarantee P (FP = 0)→ 1 under near-linear or linear sparsity.
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The result in Theorem 2.1 also implies a lower bound for the minimax
false discovery rate under minimax estimations. Note that
FDP(β̂) =
FP(β̂)
FP(β̂) + TP(β̂)
≥ 1
n
FP(β̂),
where TP(β̂) is the number of true positives. Combining with FDR(β̂) =
Eβ[FDP(β̂)], we have that
inf
β̂∈Ωo(c1)
sup
β∈B(n,sn)
FDR(β̂) ≥ C(sn/n)τ+1.
In Section 4, we will show that polynomial decaying of false discovery rate
are attainable, thus
min
rate-minimax β̂
max
β∈B(n,sn)
log(FDR(β̂))  log(sn/n).
This trivially implies that, a good rate-minimax estimation can ensure that
FDR decays to 0 as n increases under polynomial or near-linear sparsity,
but not under linear sparsity. Note that readers shall not interpret this
result as that rate-minimax estimator can not achieve small FDR under
linear sparsity. Given any pre-specific level of FDR, no matter how small it
is, rate-minimax estimator can still attain it, but at the expense of a very
large c1; but given a pre-specified c1, the worst-case FDR of a rate-minimax
estimator will be always bounded away from 0 as n increases under linear
sparsity.
Another important aspect of the selection behavior is the type II error, or
said differently, the false negative selections. In high dimensional literature, a
common result is that a nonzero covariate will be consistently selected if the
magnitude of true parameter is larger than certain thresholding value, i.e.,
under a proper beta-min condition. A trivial result will be that, if the esti-
mator satisfies ‖β̂−β‖ ≤M(sn log(n/sn))1/2 for some constant M with high
probability, then β̂j 6= 0 in probability, as long as |βj | > M(sn log(n/sn))1/2.
Sharper beta-min condition is on a case-by-case basis and depends what es-
timator is used.
Combining the above discussions with our previous results on false dis-
covery control, we can conclude that if β̂ is a rate-minimax estimator with
optimal polynomial decaying FDR control, then, under polynomial sparsity
and beta-min condition, it can still recover the exact sparsity structure;
under near-linear sparsity and beta-min condition, since E(FP)/sn → 0,
it can accomplish almost fully recovery for the sparsity structure [8], i.e.,
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|ξ(β̂) 4 ξ(β)|/sn → 0, where 4 denotes the symmetric difference of two
sets; under linear sparsity and beta-min condition, it can only ensure that
ξ(β̂) ) ξ(β) and |ξ(β̂)|/|ξ(β)| ≤ (1 + δ) for some positive δ, and we can
make the δ smaller at the expense of larger multiplicative constant of its
convergence rate. It is worthy mentioning that these model selection be-
haviors described above only hold for rate-minimax estimators that have
universally polynomial decay rates for FDR, but not to all rate-minimax
estimators. For instance, the estimator β̂ = arg min‖θ‖0≤s∗ ‖y − θ‖2, which
selects the top s∗ = ‖β‖0 covariates in terms of the absolute value |yi|, is
a rate-minimax estimator, but it has no control on the false discover at all,
especially when the true nonzero coefficients are small. Hence our previous
arguments don’t apply here, and this estimator indeed is always selection
consistent under beta-min condition regardless of the growth of sparsity.
Now, we would like to investigate in depth the false discovery control
for minimax estimator under near-linear or linear sparsity setting. As dis-
cussed above, under (near-)linear sparsity, supβ Eβ(FP)→∞, but it doesn’t
directly imply that false discover will occur with positive probability, i.e.,
supβ Pβ(FP > 0) ≥ nonzero constant. But our next result confirms it in the
following way.
Theorem 2.2. For any estimator β̂, we have
(2.4) sup
β∈B(n,sn)
Eβ‖β̂ − β‖2 ≥M(1− sup
β∈B(n,sn)
Pβ(FP(β̂) > 0)− δn)sn log n,
for some constant M , where δn → 0 as n, sn →∞ and lim sup sn/n ≤ ζ < 1.
Result (2.4) claims if an estimator ensures no false discovery, that is
supβ∈B(n,sn) Pβ(FP(β̂) > 0) → 0, its convergence rate is at least of order
O(sn log n). Under (near-)linear sparsity setting, to achieve sn log(n/sn)-
rate, we must require [1− supβ∈B(n,sn) Pβ(FP(β̂) > 0)] = o(1). Equivalently,
a rate-minimax estimator must satisfy supβ∈B(n,sn) Pβ(FP(β̂) > 0) ≈ 1 un-
der (near-)linear sparsity, that is, under worst case, false discovery always
occurs.
Theorem 2.2 essentially claims the incompatibility between rate mini-
maxity and no false discovery. It is quite tempting to believe that similar
incompatibility phenomenon occurs between rate minimaxity and selection
consistency as well, since it is indeed true for many popular penalized esti-
mators and Bayesian shrinkage estimators proposed in literature. However,
as mentioned in the Introduction section, no false discovery is not quite a
prerequisite for selection consistency, since the former concept holds uni-
formly for all sn-sparse β and the latter one requires beta-min condition.
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Counterexamples that can achieve rate-minimaxity and selection consistency
simultaneously include the estimator that selects top ‖β‖0 covariates, or the
following one which doesn’t rely on true sparsity ‖β‖0,
β̂(y) = argmin
β
‖y − β‖2 + γpe(|{j : |βj |2 < γ log n)}|)(2.5)
where pe(k) =
∑k
i=1 log(n/i) and γ ≥ 2 is some large constant. The rate-
minimaxity of estimator (2.5) follows from similar arguments used in Theo-
rem 4.1. These counterexamples, although are selection consistent and rate
minimax, possess an unusual selection behavior that is a larger data value
doesn’t always induces a larger selected model. For instance, let two data
y1 = (a1, a2, 0, . . . , 0)
T and y2 = (a1, a3, 0, . . . , 0)
T where a23 > γ log n >
a21 > a
2
2 > γ(log n+ log(n/2))/2, i.e., y2 is a larger than y1 in terms of data
magnitude. Then for estimator (2.5), ξ(β̂(y1)) = {1, 2} and ξ(β̂(y2)) = {2},
i.e., larger data values actually yield a smaller subset model.
It turns out that the incompatibility between selection consistency and
rate minimaxity does depend on whether this estimator possesses certain
monotone selection property. And a monotone estimator is never both se-
lection consistent and rate minimax. Formally, we call an estimator β̂(y) is
monotone if β̂(y) majorizes β̂(z) providing that y majorizes z. This mono-
tonicity trivially implies that ξ(β̂(y)) ⊇ ξ(β̂(z)) if y majorizes z. Define the
class of selection consistency estimators as Ω1 = {β̂(·) : limn Pβ(n) [{ξ(β̂(y)) =
ξ(β(n))] = 1, for any sequence of β(n) ∈ B(n, sn) satisfying lim sup sn/n ≤
ζ and ‖β(n)‖min ≥ t(n, sn)} for some given positive function t(n, sn), where
t(n, sn) represents the minimal signal strength, e.g. t(n, sn) = (2 log n)
1/2.
Let Ω2 = {β̂(·) : limn Pβ(n) [FP(β̂(y)) = 0] = 1, for any sequence of β(n) ∈
B(n, sn) with lim sup sn/n ≤ ζ} be the collection of estimators that ensure
no false discovery asymptotically.
Lemma 2.1. If a monotone estimator β̂(·) ∈ Ω1, then β̂(·) ∈ Ω2.
The above result states that if a selection consistent estimator is mono-
tone, then it must never yield false discovery, hence by Theorem 2.2, it
must not be rate-minimax. This result provides us an explanation for the
incompatibility between rate minimaxity and selection consistency observed
in literature, as most of estimators used are monotone. For instance, if
a separable penalty function (i.e., pe(β) =
∑n
i=1 p(βi) for some function
p) is used for penalized estimator under normal mean models, then the
monotonicity of estimator is equivalent to that the thresholding function
S(yi) = arg minβi(yi − βi)2 + p(βi) is monotone. This is true, as long as
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that p(·) is symmetric and non-negative, p(0) = 0, and p is monotone on
(0,∞). Therefore, almost all penalty functions proposed in literature, in-
cluding LASSO, non-concave penalties [15, 36], L0 penalty and reciprocal
penalty [25], lead to monotone estimators. Other popular frequentist ap-
proaches, such as FDR estimator [1] and SLOPE estimator [28], also belong
to the class of monotone estimators.
3. Type I Error Control under Gaussian Regression Models. In
this section, we are interested in generalizing the theorems in Section 2 to
regression models
y = Xβ + ε,
where X ∈ Rn×pn and ε ∼ N(0, In). To facilitate theoretical analysis, we re-
strict our investigation to the case that the design matrix is almost orthogo-
nal. Particularly, we consider that the design matrix follows the independent
Gaussian random design, i.e.
C1: All entries in the design matrix X are i.i.d standard normally dis-
tributed.
First of all, we obtain the same lower bound for the minimax expected
value of false positive as in the means models. Define the collection of rate-
minimax estimators Ωo(c1) = {β̂(X, y) : supβ∈B(pn,sn)EβEX‖β − β̂‖2 ≤
c1sn log(pn/sn)/n} with any constant c1 > 0. The following result holds:
Theorem 3.1. Under condition (C1), if log pn ≤Mn for some constant
M , and sn, pn are reasonably large, then
inf
β̂∈Ωo(c1)
sup
β∈B(pn,sn)
EβEX(FP(β̂)) ≥ Csn exp{τ log(sn/pn)} − s−1/8n .(3.1)
for some constant C and τ , where τ depends on c1, sn/pn and M . In par-
ticular, if c1 > 2, sn/pn → 0 and log pn/n→ 0, the above lower bound holds
for any τ > c1/2− 1 asymptotically.
It is worth mentioning this polynomial decaying lower bound actually
holds as long as maxi ‖xi‖2 = Op(n1/2) where xi denotes the ith column
of X, but not necessarily under random Gaussian design. The proof in the
appendix shows that this lower bound can be attained by some estimation
function qβi(X, y, β−i) where subscript −i denotes all indices but i. Note
that this is not an estimator since it depends on knowledge of true β. In
Section 4, we will show that under condition (C1) and sn log(pn/sn) ≺ n1/2,
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there exists a penalized estimator that can achieve this polynomial decaying
bound. Thus, by the same arguments used in Section 2,
min
rate-minimax β̂
max
β∈B(pn,sn)
log(EβEX(FP(β̂))/sn)
 min
rate-minimax β̂
max
β∈B(pn,sn)
log((FDR(β̂)))  log(sn/pn),
under Gaussian design and sn log(pn/sn) ≺ n1/2. Our remarks on the rela-
tionship between sparsity growth and type I error control behavior for means
models, therefore apply to Gaussian linear regression model as well.
As in means model, the following theorem establishes the relationship be-
tween the rate of convergence and the probability of selecting false discovery,
and claims that rate minimax estimators always yield false positive under
the worst scenario.
Theorem 3.2. Under Gaussian regression models, any estimator β̂ sat-
isfies
(3.2)
sup
β∈B(pn,sn)
EβEX‖β̂−β‖2 ≥M(1− sup
β∈B(pn,sn)
Pβ(FP(β̂) > 0)−δn)sn log pn/n,
for some constant M , where δn → 0 as n, sn, pn → ∞, lim sup sn/pn ≤ ζ
and log2 pn ≺ n.
Under normal means model, we connect the no-false-discovery estimation
and selection-consistent estimation by introducing the concept of monotonic-
ity. But under general regression model, due to the column dependencies of
X, it is difficult to introduce a similar concept or to obtain similar results
such as Lemma 2.1. However, by random matrix theory, e.g., [30], under
condition (C1), with high probability, the singular values of low dimensional
submatrix of X are very close to 1, i.e., the columns in X are nearly orthogo-
nal. Hence, we conjecture that selection-consistent estimators β̂(X, y) which
possess monotonicity under normal means models (i.e., β̂(I, y) is a mono-
tone estimator), can still ensure no false discovery for Gaussian regression
models, under a proper condition on the growth rate of dimension and spar-
sity. For example, [31] showed that, LASSO estimator is selection consistent
and yields no false positive when sn log pn = o(n) and its tuning parameter
λ2 ≥ 4 log pn/n; Similar result holds for L0 penalized estimator with penalty
pe(β) = γ‖β‖0 log pn as well, if s2n log2 pn = o(n) and γ > 2 (refer to Lemma
A.4 in the Appendix). Theoretical investigation on this matter is beyond
the scope of this work. In general, we conjecture that:
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Proposition 3.1. Selection consistent penalized estimators induced by
separable penalty function pe(β) =
∑pn
i=1 p(βi), in general, ensure that, asymp-
totically there is no false discovery if pn and sn grow slowly.
More discussions on the above proposition are provided in the Appendix
B. In particular, we show that the above proposition is true under some
regularity conditions. Therefore, at least for some class of penalized estima-
tor, selection consistency and rate-minimaxity can never be accomplished
simultaneously.
4. Optimal Penalized Estimator. In this section, we show that there
exists a rate-minimax estimator that can achieve the polynomial decay rate
for the false discovery control, i.e., the lower bounds derived in the previous
theorems are attainable. We consider the class of estimators based on L0
selection criterion:
β̂ = arg min
β
‖y −Xβ‖2 + pe(‖β‖0),
where the penalty only depends on the L0 norm. The estimator β̂ is the OLS
estimation based on the selected model ξ̂, which is obtained by searching
the model space as follows:
ξ̂ = arg min
ξ⊂{1,...,pn}
RSS(ξ) + pe(|ξ|).
Here, RSS(ξ) = yT (I − Xξ(XTξ Xξ)−1XTξ )y is the residual sum of squares
under model ξ.
The particular penalty function we use in this section is
pe(k) = γ
k∑
i=1
log(pn/i) if k ≤ p˜n and pe(k) =∞ if k > p˜n
for some user-specific parameter p˜n. Equivalently,
(4.1) β̂ = argmin
‖θ‖0<p˜n
‖y −Xθ‖2 + γ
‖θ‖0∑
i=1
log(pn/i).
Thus, tuning parameter p˜n is an upper bound size for the searched models,
and a trivial choice could be p˜n = min(pn, n). Within the model size search
range [0, p˜n], this penalty function assigns smaller penalty for adding one
more covariate into the current model when the size of current model is
larger.
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The penalty γ
∑k
i=1 log(p/i) has been already extensively used for regres-
sion in literature [6, 16, 18, 29, 33]. For example, [33] investigated conver-
gence rate of this penalization under normal means problem, and established
sharp minimaxity under γ = 2 and p˜n = n/ log n. [6] studied the a wide class
of selection penalization under a general regression setting including (4.1).
These existing results in literature mostly focused on the convergence of
estimation ‖β̂ − β(n)‖ or the risk ‖Xβ̂ − Xβ(n)‖. In this section, we will
also focus on its selection behavior, especially the false discovery control
behavior.
It is worth mentioning that this form of penalty also strongly links to
the Benjamini-Hochberg (BH) FDR control procedure [3]. More specifically,
under means models, the step-up BH FDR estimator [1] is β̂i = yi1(|yi| >
|y|
(k̂)
), where |y|(i) is the ith largest entry of |y|, k̂ is the rightmost local
minimum of
(4.2) S(k) =
n∑
l=k+1
y2jl +
k∑
l=1
[Φ−1(1− ql/2p)]2,
where q is the desired FDR level. [1] showed that the step-up BH FDR
estimator is sharply minimax if q < 1/2 and the sparsity ratio sn/n ∈
[log5 n/n, n−] for some  > 0. On the other hand, the penalized estimator
(4.1) is also equivalent to β̂i = yi1(|yi| > |y|(k˜)) where the k˜ is the global
minimum within the range of [0, p˜n] for the objective function
(4.3) S′(k) =
n∑
l=k+1
y2jl +
k∑
l=1
γ log(pn/l).
When γ = 2, S(k) and S′(k) are approximately the same, since [Φ−1(1 −
ql/2p)]2 ∼ 2 log(pn/l)− 2 log q − log log(pn/ql). Another related work is the
SLOPE estimator [7, 28], which can be viewed as a soft thresholding FDR
penalization. SLOPE estimator controls the FDR under means model, and
achieves sharp minimaxity under Gaussian random design.
For the sparse means model, the next theorem show that the
∑k
i=1 log(p/i)
penalty induces a rate-minimax estimator, as well as polynomial decay of
false discovery control.
Theorem 4.1. Consider estimator (4.1) under mean sequence models
with parameter β(n) ∈ B(n, sn) and lim sup sn/n ≤ ζ, if the tuning param-
eters p˜n ∈ [sn, n] and γ is sufficiently large, then the following properties
asymptotically hold with dominating probability ,
‖β̂ − β(n)‖2 ≤ (γ + δ)sn log(n/sn) and
OPTIMAL FALSE DISCOVERY CONTROL 15
FP(β̂)
TP(β̂)
≤
(
TP(β̂)
n
)γ′
≤ (sn/n)γ′ if TP(β̂) > 0; FP(β̂) = 0 if TP(β̂) = 0,
where δ and γ′ are some positive constants. Furthermore, if sn ≺ n and
tuning parameters satisfy sn ≤ p˜n ≺ n and γ > 2, then the above results
asymptotically hold for any δ > 0 and 0 < γ′ ≤ (γ − 2)/2.
This result indicates that in probability, the number of false discoveries
is bounded by sn(sn/n)
γ′ , and said differently, log(FP) matches the lower
bound order presented in the previous section. Furthermore, under the strict
sparsity setting, the polynomial degree can be as large as γ′ = (γ − 2)/2 ≈
(γ+ δ)/2− 1, where γ+ δ is the upper bound of the multiplicative constant
of L2 convergence rate. Comparing with the polynomial degree of lower
bound result (i.e., τ > c1/2−1) in Theorem 2.1, we see that the polynomial
degree of estimator (4.1) is nearly optimal as well. In the statement of this
theorem, phrase “with dominating probability” means with probability as
least 1 − exp{Csn log(n/sn)} for some C, as showed in the proof in the
Appendix. This hence implies that
FDR = E(FDP) ≤ (sn/n)γ′/[(sn/n)γ′+1]+exp{−Csn log(n/sn)}  (sn/n)γ′ .
In the literature, [1] established the sharp minimaxity of step-up BH FDR
estimator under polynomial sparsity, where its FDR is allowed to decrease at
rate of O(1/ log n). But our result shows that estimator (4.1) is almost min-
imax under both polynomial and near-linear sparsity (when γ is sufficiently
close to 2), and its FDR can decay polynomially fast.
In general, the value of γ plays a role of balancing the rate of convergence
and rate of false discovery rate decay. A larger γ leads to a large polynomial
order γ′, but at the expense of greater multiplicative constant in the con-
vergence rate. In other words, there is a trade-off between false discoveries
control and estimation accuracy in terms of the choice of γ.
For Gaussian design regression model, similar results can be developed,
as stated in the next theorem.
Theorem 4.2. Consider estimator (4.1) for Gaussian design linear re-
gression models with parameter β(n) ∈ B0(sn, pn), sn log(pn/sn) ≺ n and
lim sup sn/pn ≤ ζ, if we choose tuning parameters sn ≤ p˜n ≤ min(n, pn)
and γ to be a sufficiently large constant, then the following results holds
asymptotically with dominating probability:
(4.4) n‖β̂ − β(n)‖2 ≤ (γ + δ)sn log(pn/sn), and FP(β̂) ≤ δ′sn,
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for some positive constant δ and δ′. If furthermore, s2n log
2(pn/sn) ≺ n, then
(4.5)
FP(β̂)
TP(β̂)
≤
(
TP(β̂)
pn
)γ′
≤ (sn/pn)γ′ if TP(β̂) > 0; FP(β̂) = 0 if TP(β̂) = 0,
hold with high probability for some constant γ′.
More importantly, under the strictly sparse setting, i.e., sn ≺ pn, if we
choose sn ≤ p˜n ≺ pn and γ > 2, then (4.4) and (4.5) hold asymptotically in
probability for any positive δ, δ′ and γ′ ≤ (γ − 2)/2.
The above theorem asserts that the number of false discoveries is bounded
linearly by δsn, and the polynomial rate of false discovery control can be
attained under the dimensional condition s2n log
2(pn/sn) ≺ n. Under strictly
sparse setting, as showed by theorem 1.3 of [28], the minimax L2 convergence
rate is {[2 + o(1)]sn log(pn/sn)/n}1/2, thus the estimator (4.1) is almost
sharply minimax if we choose γ ≈ 2, and the polynomial degree γ′ for the
type I control is almost sharp as well. Other remarks for the Theorem 4.1
also apply to this theorem as well.
5. Conclusion and Discussion. In this work, we mainly investigate
the selection performance for rate-minimaxity estimators, more precisely,
we are interested in understanding the best possible type I error control
behavior under rate-optimal estimation. Our study shows that rate-optimal
estimation can induce as many as sn(sn/pn)
τ false positive selections, and its
FDR decay rate is at best of a polynomial rate of sn/pn. Therefore, depend-
ing on the growth rate of sparsity, rate-minimax estimators have different
optimal selection performance. Under near-linear sparsity, the number of
false discoveries cannot be bounded, and its can explode to infinity; under
linear sparsity, the false discovery rate is bounded away from 0 in the worst
case. These results also help us to understand the incompatibility between
selection consistency and rate-minimaxity observed in statistical literature.
Polynomial rate of false discovery control can be achieved by the adaptive
penalty γ
∑k
i log(pn/i). Under the beta-min condition, the resulting penal-
ized estimator can recover the true model under polynomial sparsity, and
almost recover the true model under near-linear sparsity. But under linear
sparsity, no such selection consistency is guaranteed any more. In addition,
this penalized estimator is almost sharp minimax under polynomial or near-
linear sparsity given γ > 2. Notice that the SLOPE estimator employs a
soft L1 version of γ
∑k
i log(pn/i)-penalization, hence we conjecture that the
SLOPE estimator can also achieve a similar asymptotic FDP control as in
our Theorem 4.2.
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APPENDIX A: PROOFS
Proof of Lemma 2.1
Proof. If a monotone selection consistent estimator β̂(·) /∈ Ω2, then
there exists a sequence of β(n) ∈ Rn, such that lim supn Pβ(n)(Kn) = c > 0,
where Kn = {y : ξ(β̂(y))\ξ(β(n)) 6= ∅} ⊂ Rn. To induce contraction, it is
sufficient to show that there exists a sequence of β˜(n), such that ‖β˜(n)‖min ≥
t(n) and Pβ˜(n)(Kn) ≥ Pβ(n)(Kn).
For any β(n), if |β(n)i | < t(n) and β(n)i 6= 0 for some index i, we claim that if
we replace this entry by a sufficiently large value, i.e., there exist a qβ(n) such
that qβ(n)j = β(n)j for all j 6= i and |qβ(n)i | > t(n), then Pqβ(n)(Kcn) ≤ Pβ(n)(Kcn).
Therefore, the β˜(n) can be constructed by replacing all small-but-nonzero
entries of β(n) by large absolute value entries.
Now we show the existence of qβ(n). Without losing generality, let the
index i = 1 and denote β(n) = (β
(n)
1 , β
(n)
−1 ) where β
(n)
−1 ∈ Rn−1. We define set
Kcn(λ) = {y ∈ Rn−1 : (λ, y)T ∈ Kcn} where λ ∈ R. By the monotonicity of
estimator, if sign(λ1) = sign(λ2), and |λ1| ≤ |λ2|, then Kcn(λ1) ⊇ Kcn(λ2).
First of all, if Pβ(n)(K
c
n) = 0, then K
c
n is zero Lebesgue measure set, and the
existence of qβ(n) is trivial. Now we only consider Pβ(n)(Kcn) > 0. If
(A.1) lim
λ→∞
∫ +∞
λ
∫
Kcn(z)
φ(z′;β(n)−1 , In−1)dz
′φ(z;λ0, 1)dz = 0,
where φ(·;µ,Σ) denotes the density of (multivariate) normal distribution,
then for any  > 0, there exists a λ0 > 0 such that∫ +∞
λ0
∫
Kcn(z)
φ(z′;β(n)−1 , In−1)dz
′φ(z;λ0, 1)dz ≤ .
Thus we can choose a sufficiently large λ1 > max(λ0, t(n)) such that∫ λ0
−∞
∫
Kcn(z)
φ(z′;β(n)−1 , In−1)dz
′φ(z;λ1, 1)dz ≤ .
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And furthermore,∫ +∞
λ0
∫
Kcn(z)
φ(z′;β(n)−1 , In−1)dz
′φ(z;λ1, 1)dz
=
∫ λ1
λ0
∫
Kcn(z)
φ(z′;β(n)−1 , In−1)dz
′φ(z;λ1, 1)dz
+
∫ +∞
λ1
∫
Kcn(z)
φ(z′;β(n)−1 , In−1)dz
′φ(z;λ1, 1)dz
≤
∫ λ1
λ0
∫
Kcn(z)
φ(z′;β(n)−1 , In−1)dz
′φ(z;λ0, 1)dz
+
∫ +∞
λ0
∫
Kcn(z)
φ(z′;β(n)−1 , In−1)dz
′φ(z;λ0, 1)dz ≤ 2,
(A.2)
where the first inequality is due to the fact that Kcn(z) is a smaller set as
z increase. Given a sufficiently small  ≤ Pqβ(n)(Kcn)/3, we can constructqβ(n) = (λ1, β(n)−1 ).
Similarly, if
(A.3) lim
λ→−∞
∫ λ
−∞
∫
Kcn(z)
φ(z′;β(n)−1 , In−1)dz
′φ(z;λ0, 1)dz = 0,
we can construct a qβ(n) = (λ1, β(n)−1 ), where λ1 < 0, and |λ1| is sufficiently
large.
If both (A.1) and (A.3) fail, then we must have Kcn+ ∩z>0 Kcn(z) 6= ∅
and Kcn− = ∩z<0Kcn(z) 6= ∅. Without losing generality, we assume that∫
Kcn−
φ(z′;β(n)−1 , In−1)dz
′ ≥ ∫Kcn+ φ(z′;β(n)−1 , In−1)dz′ = c. If Pβ(n)(Kcn) =∫ +∞
−∞
∫
Kcn(z)
φ(z′;β(n)−1 , In−1)dz
′φ(z;β(n)1 , 1)dz = c, since K
c
n(z) is shrinking
as |z| increases, we have that Kcn\(R+ ⊗Kcn− ∪R− ⊗Kcn+) is zero-measure.
Then for any λ1 and qβ(n) = (λ1, β(n)−1 ), Pqβ(n)(Kcn) = c = Pβ(n)(Kcn). If
Pβ(n)(K
c
n) > c, by the same arguments of (A.2), there exist a sufficiently
large λ1 > 0, and qβ(n) = (λ1, β(n)−1 ) such that Pqβ(n)(Kcn) ≤ c+3 < Pβ(n)(Kcn).
This concludes the proof.
Proof of Theorem 2.1
Proof. We denote η̂i = 1{β̂ 6= 0} be the selector induced by estima-
tor β̂, ηi = 1{β 6= 0} and pi be a prior on β which satisfies that pi(β) =∏
i(s
′/n)1{βi = [c2 log(n/sn)]1/2}+ (1− s′/n)1{βi = 0} for some s′. Let Eβ
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be the expectation over y with respect to measure to parameter β, let Epi be
the expectation over β with respect to distribution prior pi, and we denote
piA be the measure conditional on set A, i.e., piA(B) = pi(A∩B)/pi(A), then,
sup
β∈B(n,sn)
Eβ
n∑
i=1
η̂i1{ηi = 0} ≥ EpiB(n,sn)Eβ
n∑
i=1
η̂i1{ηi = 0}
≥EpiEβ
n∑
i=1
η̂i1{ηi = 0} − Epi[
n∑
i=1
1{ηi = 0}1(‖β‖0 > sn)]
Now, we choose s′ = sn − (3/2){(sn log sn)}1/2, and by [9], when sn ≥ 2,
then s′ > 0 and
Epi[
n∑
i=1
1{ηi = 0}1(‖β‖0 > sn)] ≤ s′ exp(−(sn − s′)2/2sn) ≤ sn−1/8.
Hence,
sup
β∈B(n,sn)
Eβ
n∑
i=1
η̂i1{ηi = 0} ≥ EpiEβ
n∑
i=1
η̂i1{ηi = 0} − s−1/8n
≥
n∑
i=1
EpiiEβiEpi−iEβ−i η̂i1{ηi = 0} − s−1/8n =
n∑
i=1
EpiiEβi η˜i1{ηi = 0} − s−1/8n
=
∑
i
(1− s′/n)
∫
η˜(x)φ(x)dx− s−1/8n ,
(A.4)
where Epi−i and Eβ−i denote expectation over all βj for j 6= i and all yj
for j 6= i, and η˜i = Epi−iEβ−i η̂i ∈ [0, 1] is an estimator that only de-
pends on yi. If β̂ is rate minimax, i.e. c1sn log(n/sn) ≥ Eβ‖β̂ − β‖2 ≥∑n
i=1 β
2
i Eβ(1 − η̂i) for β ∈ B(n, sn), then when all the nonzero coefficients
of β are larger than {c2 log(n/sn)}1/2, (c1/c2)sn ≥
∑
ηiEβiEβ−i(1 − η̂i) =∑
ηi−
∑
EβiEβ−i η̂i1{ηi = 1}. If we take expectation EpiB(n,sn) on both side,
we have
(c1/c2)sn ≥ Epi(
∑
ηi −
∑
EβiEβ−i η̂i1{ηi = 1})− s−1/8n
=s′ − Epi(
∑
EβiEβ−i η̂i1{ηi = 1})− s−1/8n
=s′ −
n∑
i=1
EpiiEβiEpi−iEβ−i η̂i1{ηi = 1} − s−1/8n , or equivalently
n∑
i=1
(s′/n)
∫
η˜i(x)φ(x; {c2 log(n/sn)}1/2, 1) ≥ s′ − (c1/c2)sn − s−1/8n ,
(A.5)
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where φ(x;µ, σ2) is the pdf of a normal distribution.
By Neyman–Pearson lemma, subject to
∫
η˜i(x)φ(x; {c2 log(n/sn)}1/2, 1)dx ≥
ai for some ai ∈ [0, 1] and η˜i(·) ∈ [0, 1], the following minimization holds:∫
η˜i(x)φ(x; 0, 1) ≥ Φ(Φ−1(ai) − {c2 log(n/sn)}1/2). Hence subject to (A.5),
we have ∑
i
∫
η˜(x)φ(x; 0, 1)dx
≥ min∑
ai=n−c1snn/(c2s′)−s−1/8n n/s′
∑
i
Φ(Φ−1(ai)− {c2 log(n/sn)}1/2)
≥nΦ(Φ−1(1− c1sn/(c2s′)− s−1/8n /s′)− {c2 log(n/sn)}1/2),
(A.6)
where the second inequality is due to Jensen inequality.
Combine (A.4), (A.5) and (A.6), we have that
inf
β̂∈Ωo(c1)
sup
β∈B(n,sn)
Eβ
n∑
i=1
η̂i1{ηi = 0}
≥nΦ(Φ−1(1− c1sn/(c2s′))− {c2 log(n/sn)}1/2)− s−1/8n .
By the fact that the normal tail probability is bounded by
√
2piΦ(−x) ≥
exp{−x2/2}[x/(x2 + 1)], hence if we choose c2 > max(2c1, 2) the above
inequality becomes
inf
β̂∈Ωo(c1)
sup
β∈B(n,sn)
Eβ
n∑
i=1
η̂i1{ηi = 0}
≥nC(sn/n)κ − s−1/8n = Csn(sn/n)κ−1 − s−1/8n .
(A.7)
for some constant C and κ > 1 which depends on c1 and c (n/sn . c).
Furthermore, if sn ≺ n, i.e., c = 0 and sn, n are sufficiently large, we can
choose c2 = c1 + δ for any tiny δ > 0, then (A.7) holds for any κ − 1 >
(c2/2)− 1 ≈ (c1 − 2)/2.
Remarks:
From the proof, we see that generally, the smaller the c1, i.e., more accurate
estimation, the smaller the κ− 1, i.e., worse false discoveries control.
Lemma A.1. Let µρ be some probability measure on Fρ = {θ ∈ F , ‖θ‖ ≥
ρ} and define measure Pµρ =
∫
Pθdµρ(θ). Assuming that Pµρ is absolutely
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continuous with respect to P0 we define Lµρ(y) = dPµρ(y)/dP0. For all α >
0, ν ∈ [0, 1− α], if E0{L2µρ∗ (Y )} ≤ 1 + 4(1− α− ν)2, then
∀ρ ≥ ρ∗, inf
Φα
sup
θ∈Fρ
Pθ(Φα = 0) ≥ ν,
where Φα is the set of α-level test, such that P0(Φα = 0) = 1− α.
The above lemma is due to [2].
Proof of Theorem 2.2
Proof. For any estimator β̂, we assume its convergence rate follows
supβ∈B(n,sn)E‖β̂ − β‖2 = λsn log n for some λ. Note here λ is not neces-
sary a constant, it can be a function of n and sn.
Let B′(n, sn) be the set of all n-dimensional vectors who have exactly
sn nonzero entries, and all the nonzero entries are {c3 log n}1/2, for some
constant c3. Hence for any β ∈ B′(n, sn),
λsn log n ≥ E‖β̂ − β‖2 ≥ c3 log n
∑
i∈ξ(β)
Pβ(β̂i = 0).
This implies that for any β ∈ B′(n, sn),
∑
i∈ξ(β) Pβ(β̂i = 0) ≤ λsn/c3, and
there exist i1, . . . is′ ∈ ξ(β) such that Pβ(β̂ij = 0) ≤ 2λ/c3, where s′ = sn/2.
Note there are totally n!/sn!(n − sn)! elements in B′(n, sn), each one of
them has its own indices i1, . . . is′ ∈ ξ(β); and on the other side, there are
totally n!/(sn − 1)!(n + 1 − sn)! elements in B′(n, sn − 1). Therefore, it is
not difficult to see that there exist at least one β0 ∈ B′sn−1, and k1, . . . , km /∈
ξ(β0), such that Pβj0
(β̂kj = 0) ≤ 2λ/c3 for all j = 1, . . . ,m, where m =
s′[n!/sn!(n − sn)!]/[n!/(sn − 1)!(n + 1 − sn)!] = (n − sn + 1)/2, and βj0 is
the vector which replaces kjth entry of β0 from 0 to {c3 log n}1/2. (Without
losing generality, we let kj = j.)
Now let A = {y : ξ(β0) ⊃ ξ(β̂(y))}, the above argument implies that
(A.8)∫
Ac
φ(y;β0, I)dy + max
j≤m
∫
A
φ(y;βj0, I)dy ≤ sup
β∈B(n,sn)
Pβ(FP > 0) + 2λ/c3.
Note that set A can be viewed as the accept region for hypothesis H0 :
β = β0. Let Pµ∗ρ = (1/m)
∑
j Pφ(·;βj0,I), then Lµ
∗
ρ
(y) = (1/m)
∑m
j=1 exp{tyj−
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t2/2}, where t = {c3 log n}1/2, then
E0(Lµ∗ρ(y)
2) = (1/m2)
∑
i 6=j
E exp{tyj + tyi − t2}+
∑
j
E exp{2tyj − t2}

=(1/m2)[m(m− 1) exp(0) +m exp(t2)] = 1 + (nc3 − 1)/m.
Therefore, by lemma A.1, we must have
2λ/c3 ≥ 1− sup
β∈B(n,sn)
Pβ(FP > 0)− {(nc3 − 1)/m}1/2/2.
By choosing c3 < 1, the above result reduces to
λ ≥M(1− sup
β∈B(n,sn)
Pβ(FP > 0)− δn),
where δn = {(nc3 − 1)/m}1/2/2→ 0.
Proof of Theorem 3.1
Proof. Instead of considering rate-minimax estimator β̂(X, y), we con-
sider all rate-minimax estimating functions qβ = (qβi)pni=1 where qβi = qβi(X, y, β−i)
and β−i = (β1, . . . , βi−1, βi+1, . . . , βpn). Note that qβ is not necessarily an es-
timator, since qβi depends on the true parameter β−i. We define the collection
of rate-minimax estimating functions qΩo(c2) :
qΩo(c1) = {qβ : sup
β∈B(pn,sn)
Eβ
∑
i
(βi − qβi(X, y, β−i))2 ≤ c1sn log(pn/sn)/n}.
Note that Ωo(c1) ⊂ qΩo(c1), hence
inf
β̂∈Ωo(c1)
sup
β∈B(pn,sn)
Eβ
pn∑
i=1
η̂i1{ηi = 0} ≥ infqβ∈qΩo(c1) supβ∈B(pn,sn)Eβ
pn∑
i=1
qηi1{ηi = 0},
where qηi is the selection function induced by qβi. Note that qηi(X, y, β−i) can
be rewritten as qηi(zi, X, β−i) where zi = y −X−iβ−i.
Define pi to be the prior on β ∈ Rpn such that pi(β) = ∏i(s′/pn)1{βi =
[c2 log(pn/sn)/n]
1/2}+(1−s′/pn)1{βi = 0} for s′ = sn−(3/2){(sn log sn)}1/2.
Let EX denote expectation over the probability measure of X, Ey denote
expectation over the condition probability of y given X and β, Epi denote
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the expectation over β with respect to prior pi. Similar to (A.4), we can
derive that
sup
β∈B(pn,sn)
EXEy
pn∑
i=1
qηi(zi, X, β−i)1{ηi = 0} ≥ EpiB(n,sn)EXEy∑
i=1
qηi1{ηi = 0}
≥EXEpiEy
∑
i=1
qηi1{ηi = 0} − s−1/8n .
It is worth noting that Eyqηi(zi, X, β−i)1{ηi = 0} = Eziqηi(zi, X, β−i)1{ηi =
0} and hence,
sup
β∈B(pn,sn)
EXEy
pn∑
i=1
qηi(zi, X, β−i)1{ηi = 0}
≥EXEpiiEziEpi−i
∑
i=1
qηi(zi, X, β−i)1{ηi = 0} − s−1/8n
=EX
∑
i
EpiiEzi η˜i(zi, X)1{ηi = 0} − s−1/8n
=EX
∑
i
(1− s′/pn)
∫
η˜i(z,X)φ(z; 0, In)dz − s−1/8n ,
(A.9)
where η˜i(zi, X) = Epi−iqηi(zi, X, β−i), and φ is cdf of multivariate normal.
On the other side, since qηi is rate-minimax, similar to (A.5), we obtain
that
s′ − (c1/c2)sn − s−1/8n
≤EX(s′/pn)
∑
i
∫
η˜i(z,X)φ(z, {c2 log(pn/sn)}1/2xi, In)dz(A.10)
where xi is the ith column of X.
By Lemma A.2, P (X = {maxi ‖xi‖ ≤ {λn}1/2}) ≥ 1− p−δn , for any δ > 0
and λ = (1 + 2M + δM + {2(2 + δ)M}1/2). Let EX denote the integral
with respect to measure of X truncated on X (note this is not a probability
measure, since its total measure is less than 1). Combined with (A.10), we
have
EX (s′/pn)
∑
i
∫
η˜i(z,X)φ(z, {c2 log(pn/sn)}1/2xi, In)dz
≥s′ − (c1/c2)sn − s−1/8n − s′(1− P (X ))
(A.11)
By Neyman–Pearson lemma, if
∫
η˜i(z,X)φ(z;
√
c2 log(pn/sn)/nxi, In)dz ≥
ai for some ai ∈ [0, 1] and η˜i(·) ∈ [0, 1], then we must have
∫
η˜i(z)φ(z; 0, In)dz ≥
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Φ(Φ−1(ai) −
√
c2 log(n/sn)/n‖xi‖), and respectively on X , we must have∫
η˜i(z)φ(z; 0, In)dz ≥ Φ(Φ−1(ai)− {c2λ log(n/sn)}1/2).
Therefore
EX
∑
i
(1− s′/pn)
∫
η˜i(z,X)φ(z; 0, In)dz
≥(1− s
′
pn
)EX
∑
i
∫
η˜i(z,X)φ(z; 0, In)dz
≥(1− s
′
pn
)EX
∑
i
Φ
(
Φ−1
[∫
η˜i(z,X)φ(z; {c2 log(pn/sn)/n}1/2xi, In)dz
]
− {c2λ log(n/sn)}1/2
)
≥(1− s
′
pn
)P (X )pn
×Φ
(
Φ−1
(
EX
∑
i
∫
η˜i(z,X)φ(z; {c2 log(pn/sn)/n}1/2xi, In)dz
pnP (X )
)
− {c2λ log(n/sn)}1/2
)
≥(1− s
′
pn
)P (X )pnΦ
(
Φ−1
{
1− (c1/c2)sn/s′ − s−1/8n /s′ − (1− P (X ))
P (X )
}
− {c2λ log(n/sn)}1/2
)
.
Note that third inequality is due to Jensen’s inequality.
Hence, by same argument used in the proof of theorem 3.1,
inf
β̂∈Ωo(c1)
sup
β∈B(pn,sn)
Eβ
∑
i=1
η̂i1{ηi = 0} ≥ infqβ∈Ωo(c1) supβ∈B(n,sn)Eβ
∑
i=1
qηi1{ηi = 0}
≥pnC(sn/pn)κ − s−1/8n = Csn(sn/pn)κ−1 − s−1/8n .
(A.12)
for some constant C and κ > 1 which depends on c1, c (n/sn . c) and M
(log p ≤ Mn). Furthermore, if sn  n and log p  n, and n, pn, sn are
sufficiently large, then (A.12) holds for any κ− 1 > (c1− 2)/2 + δ for any δ.
Proof of Theorem 3.2
Proof. This proof is similar to the proof of Theorem 2.2. Assume an
estimator β̂ satisfies supβ∈B(pn,sn)EXEβ‖β̂−β‖2 = λsn log pn/n for some λ,
where λ can be a function of n and sn and pn.
Let B′(pn, sn) be the set of all pn-vectors who have exactly sn nonzero
entries, and all the nonzero entries have value {c3 log pn/n}1/2 for some
small constant c3. By the same argument used in the proof of theorem
2.2, there exists a β0 ∈ B′(pn, sn − 1), and k1, . . . , km /∈ ξ(β0), such that
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P
βj0
(β̂kj = 0) ≤ 2λ/c3 for all j = 1, . . . ,m, where m = (p−s+1)/2 and βj0 is
the vector which replaces kjth entry of β0 from 0 to {c3 log p/n}1/2. (Without
losing generality, we let kj = j.) Let A = {(X, y) : ξ(β0) ⊃ ξ(β̂(X, y))}, then
we have ∫
Ac
g(X, y;β0)dXdy + max
j≤m
∫
A
g(X, y;βj0)dXdy
≤ sup
β∈B(pn,sn)
PX,β(FP > 0) + 2λ/c3.
(A.13)
where g(·, ·;β) is the data generation density function given regression pa-
rameter β.
We view A as the accept region for hypothesis H0 : β = β0. Use the
notation in Lemma A.1, we define density Pµ∗ρ(X, y) = (1/m)
∑
j g(X, y;β
j
0)
and Lµ∗ρ(X, y) = Pµ∗ρ(X, y)/g(X, y;β0). Thus, we can show that
E0(Lµ∗ρ(X, y)
2) =
m(m− 1)(1− c22 log2 pn/n2)−n/2 +m(1− 4c2 log pn/n)−n/2
m2
.
If log pn ≺ n−1/2, it is not difficult to calculate that
E0(Lµ∗ρ(X, y)
2) = [(m−1)(1+O(log2 pn/n))+O(exp{8c2 log pn})]/m = 1+o(1)
when 8c2 < 1.
Therefore, by Lemma A.1, we have
2λ/c3 ≥1− sup
β∈B(pn,sn)
Pβ(FP > 0)− {E0(Lµ∗ρ(X, y)2)− 1}1/2/2
=1− sup
β∈B(pn,sn)
Pβ(FP > 0)− o(1).
Lemma A.2. Let χ2d(κ) be a chi-square distribution with degree of free-
dom d, and noncentral parameter κ, then we have the following concentration
inequality
Pr(χ2d(κ) > d+ κ+ 2x+ {(4d+ 8κ)x}1/2 ≤ exp(−x), and
Pr(χ2d(κ) < d+ κ− {(4d+ 8κ)x}1/2 ≤ exp(−x).
The proof follows the argument of lemma 1 of [19].
Now let us state a condition on the design matrix X, which will be used
in the following Lemmas.
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C2: There exist two constants λ, λ, such that all the the eigenvalues of
XTξ Xξ/n are bouned within (λ, λ) for any |ξ| ≤ qn = Msn for some
sufficiently large M .
Lemma A.3. For a regression problem y = Xβ(n) + ε where β(n) ∈
B0(sn, pn) and X satisfies condition (C2), if either 1. sn ≤ p˜n ≺ pn and
γ > 2; or 2. lim sup sn/pn < ζ, p˜n = min(n, pn) and γ is satisfies (A.20),
then the estimator (4.1) satisfies
lim
n
Pβ(n)(‖β̂ − β(n)‖ ≤ C{sn log(pn/sn)/n}1/2) = 1,(A.14)
lim
n
Pβ(n)(‖β̂‖0 ≤ C ′sn) = 1,(A.15)
for some sufficiently large C and C ′, where C ′ can be arbitrarily close to 1
as long as γ is sufficiently large.
Proof. Let us denote SC(ξ) = RSS(ξ)+γ log(p
|ξ|
n /|ξ|!) and ξ∗ = ξ(β(n)).
Thus β̂ = βo
ξ̂
where ξ̂ = min|ξ|≤p˜n SC(ξ) and β
o
ξ denotes the OLS estimation
under model ξ.
First, we show the result (A.15), i.e., the model size of β̂ is bounded. Let
Ξ = {ξ; SC(ξ) ≤ SC(ξ∗)}, then it is sufficient to show that Ξ ⊂ {ξ : |ξ| ≤
C ′sn} for some C ′ with large probability. Note that
SC(ξ)− SC(ξ∗) ≥ (RSS(ξ ∪ ξ∗)− RSS(ξ∗)) + γ log(p|ξ|−|ξ∗|n |ξ∗|!/|ξ|!),
(A.16)
where −(RSS(ξ ∪ ξ∗) − RSS(ξ∗)) =d χ2|ξ\ξ∗|. By Lemma A.2, uniformly for
all |ξ| = S, with probability larger than 1− exp{−c1C ′sn log(epn/C ′sn)},
−RSS(ξ ∪ ξ∗) + RSS(ξ∗)
≤|ξ|+ 2[log
(
pn
S
)
+ c1C
′sn log(epn/C ′sn)]
+ 2
{
|ξ|[log
(
pn
S
)
+ c1C
′sn log(epn/C ′sn)]
}1/2
,
(A.17)
for any positive c1. On the other hand, for |ξ| ∈ (C ′sn, pn], by Stirling’s ap-
proximation, (2pi)1/2nn+1/2e−ne1/(12n+1) < n! < (2pi)1/2nn+1/2e−ne1/(12n),
the second term on the right handed side of (A.16) satisfies
γ log(p|ξ|−snn sn!/|ξ|!)
≥γ log(pSn/S!)
(d(C ′ − 1)sne log(epn/sn)− (dC ′sne+ 1/2) log[(dC ′sne/sn]
dC ′sne log(epn/sn)
)
(A.18)
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Note that if pn  sn, then the last term of (A.18) in the parentheses con-
verges to 1− 1/C ′.
If sn ≺ pn and C ′sn ≤ S ≤ p˜n ≺ pn, we have
S = o(log pSn/S!), log(p
S
n/S!)/max(log
(
pn
S
)
, C ′sn log(epn/C ′sn)) & 1.
Combining the above results with (A.16), (A.17) and (A.18), it is easy to
see that if
γ
(d(C ′ − 1)sne log(epn/sn)− (dC ′sne+ 1/2) log[(dC ′sne/sn]
dC ′sne log(epn/sn)
)
> 2 + c1,
then (A.18) is asymptotically larger than (A.17), and (A.16) is positive.
Therefore if sn ≺ pn and p˜n ≺ pn, for any γ > 2, there exist a sufficiently
large constant C ′ and a sufficiently small c1, such that (A.16) is positive for
all p˜n ≥ |ξ| > C ′sn, with probability at least 1−p˜n exp{−c1C ′ log(epn/sn)} =
1− o(1) asymptotically.
If C ′sn ≤ S ≤ pn, by Stirling’s approximation,
log(pSn/S!)/max
{
C ′sn log(epn/C ′sn), S, log
(
pn
S
)}
& 1,
hence, as long as
γ
(
d(C ′ − 1)sne log(epn/sn)− (dC ′sne+ 12) log[(dC ′sne/sn]
dC ′sne log(epn/sn)
)
>3 + 2c1 + 2(1 + c1)
1/2
(A.19)
holds for all C ′sn ≤ pn, then (A.16) is positive for all |ξ| > C ′sn with
probability at least 1− pn exp{−c1C ′ log(epn/C ′sn)}. If C ′ > 1 is an integer
and lim sup sn/pn ≤ ζ < 1, then the (A.19) reduces to
γ
(
C ′ − 1
C ′
− logC
′
(1 + log(max{C ′, 1/ζ))}
)
> 5, or
γ max
C′∈N+
(
C ′ − 1
C ′
− logC
′
(1 + log(max{C ′, 1/ζ))}
)
> 5
(A.20)
given small c1. On the other hand, for any 1 < C
′ < 1/ζ, (even if C ′ is very
close to 1) it is not difficult to see that
lim inf
(d(C ′ − 1)sne log(epn/sn)− (dC ′sne+ 1/2) log[(dC ′sne/sn]
dC ′sne log(epn/sn)
)
> 0,
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thus that (A.19) still holds if γ is sufficiently large.
Secondly, let us prove (A.14). It is sufficient to show that uniformly for
any ξ ∈ Ξ ∩ {ξ : |ξ| ≤ C ′sn}, ‖βoξ − β(n)‖2 ≤ Csn log(pn/sn)/n for some
constant C.
For any ξ ⊃ ξ∗ and |ξ| ≤ C ′sn, by condition (C2) and Lemma A.2, given
a large C,
P{‖βoξ − β(n)‖2 ≥ Csn log(epn/sn)/n} ≤ Pr{χ2|ξ| ≥ λCsn log(epn/sn)}
≤ exp(−c2sn log(epn/sn))
(A.21)
for some constant c2.
For any ξ ∈ Ξ, |ξ| ≤ Cs and ξ∗ * ξ, note that
0 >SC(ξ)− SC(ξ∗)
>RSS(ξ)− RSS(ξ ∪ ξ∗) + RSS(ξ ∪ ξ∗)− RSS(ξ∗)− γ
|ξ∗|∑
j=1
log(pn/j).
By Lemma A.2 and condition (C2), we have |RSS(ξ ∪ ξ∗) − RSS(ξ∗)| =
O(sn log(epn/sn)) with dominating probability, thus [RSS(ξ)−RSS(ξ∪ξ∗)] =
O(sn log(epn/sn)). Note that [RSS(ξ) − RSS(ξ ∪ ξ∗)] follows a noncentral
chi-squared distribution, thus by Lemma A.2, we must have that ‖β(n)ξ∗\ξ‖2 =
O(sn log(pn/sn)/n). This furthermore leads to that
P{‖βoξ − β(n)‖2 ≥ Csn log(epn/sn)/n} ≤ exp(−c3sn log(epn/sn)),(A.22)
for some positive c3 given a sufficiently large C. Combine (A.21) and (A.22),
P{‖βoξ − β(n)‖2 ≥ Csn log(epn/sn)/n, for all ξ ∈ Ξ, |ξ| ≤ C ′sn}
≤C ′sn
(
pn
C ′sn
)
exp(−min(c2, c3)sn log(epn/sn)) ≤ exp(−c4sn log(pn/sn)),
where the last inequality holds if c2 and c3 is large enough which is ensured
by a sufficiently large C.
Proof of Theorem 4.1
Proof. In this proof, we only show the results corresponding to the case
sn ≺ n. The proof for the general case that lim sup sn/n ≤ ζ is similar, we
igore it.
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First of all, the normal means model can be rewritten as y = n1/2(β(n)/n1/2),
i.e., we view n1/2I as the design matrix. Therefore, it satisfies condition
C2, and use the same arguments in the proof of Lemma A.3, we have that
‖β̂−β(n)‖2 ≤ Csn log(n/sn) and ‖β̂‖0 ≤ C ′sn, With dominating probability.
Let ξ̂ = ξ(β̂), ξ1 = ξ
∗ ∩ ξ̂ and ξ2 = ξ̂\ξ1, then with high probability,
SC(ξ1)− SC(ξ2 ∪ ξ1) =
∑
i∈ξ2
ε2i − γ
|ξ2∪ξ1|∑
i=|ξ1|+1
log(n/i)
≤(2 + δ)|ξ2| log(n/|ξ2|)− γ
|ξ2∪ξ1|∑
i=|ξ1|+1
log(n/i)
=(2 + δ + o(1))
|ξ2|∑
i=1
log(n/i)− γ
|ξ2|∑
i=1
log(n/(|ξ1|+ i))
(A.23)
where the inequality holds with dominating probability for any δ > 0 by
Lemma A.2, and last equation is due to
∑|ξ2|
i=1 log(n/i) ∼ |ξ2| log(n/|ξ2|). Let
γ′ be any constant satisfying (1 + γ′)(2 + δ) < γ. We can show that (A.23)
is negative if |ξ2| ≥ max{1, |ξ1|(|ξ1|/n)γ′} when n is sufficiently large. This
is due the following two facts. First, if C ′sn ≥ i ≥ |ξ1|,
(2 + δ + o(1)) log(n/i)− γ log(n/(|ξ1|+ i))
=γ log((|ξ1|+ i)/i)− (γ − 2− δ − o(1)) log(n/i)
≤γ log 2− (γ − 2− δ − o(1)) log(n/(C ′sn)) < 0, when n is large.
Second, if |ξ1| ≥ i > |ξ1|(|ξ1|/n)γ′ ,
(2 + δ + o(1)) log(n/i)− γ log(n/(|ξ1|+ i))
=(2 + δ + o(1)) log(1 + |ξ1|/i)− (γ − 2− δ − o(1)) log(n/(|ξ1|+ i)))
<(2 + δ + o(1)) log[1 + (n/|ξ1|)γ′ ]− (γ − 2− δ − o(1)) log(n/|ξ1|) < 0,
when n is large. Third, for i = d|ξ1|(|ξ1|/n)γ′e,
(2 + δ)i log(n/i)− γ
|ξ1|+i∑
j=|ξ1|+1
log(n/i)
≤(2 + δ)i log(n/i)− γi log(n/(|ξ1|+ i))
≤i[(2 + δ) log(n/i)− γ log(n/(2|ξ1|))]
=i[(2 + δ) log(2|ξ1|/i) + (γ − 2− δ) log(n/(2|ξ1|))].
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Together, these above three inequalities imply our result on the false positive
control of β̂.
Now we study the convergence rate of β̂. Note that ‖β̂−β(n)‖2 = ∑i∈ξ1 ε2i+∑
i∈ξ2 ε
2
i +
∑
i∈ξ∗\ξ1 [β
(n)
i ]
2. By Lemma 6 of [33],
∑
i∈ξ1 ε
2
i = Op(sn) =
op(sn log(n/sn)),
∑
i∈ξ2 ε
2
i = Op(|ξ2| log(n/|ξ2|)) , thus we only need to
show that
∑
i∈ξ∗\ξ1 [β
(n)
i ]
2 ≤ (γ + )sn log(n/sn) with high probability, for
any positive small . Note that this can be derived from the facts that
SC(ξ1 ∪ ξ2) < SC(ξ∗), and |ξ2|/sn is sufficiently small.
Lemma A.4. For regression model under Gaussian random design (con-
dition C1) with β(n) ∈ B0(sn, pn), sn log(pn/sn) ≺ n and sn ≺ pn, given any
positive constants C, M and tiny constant  > 0, we have that
yT (Pξ1∪ξ2 − Pξ1)y ≤
[
C0{s2n log2(pn/sn)/n}2 + {(2 + )|ξ2| log(p/|ξ2|)}1/2
]2
holds with high probability uniformly for all ξ1 ⊆ ξ∗ = ξ(β(n)), ‖β(n)ξ∗\ξ1‖ ≤
M{sn log(pn/sn)/n}1/2, 0 < |ξ2| ≤ Cs and ξ2 ⊂ ξ∗c where C0 is some
positive constant and Pξ denotes the projection matrix induced by Xξ.
Proof. First of all, conditional on Xξ∗ , ε
TPξ∗ε ∼ χ2s, thus by Lemma
A.2, with probability at least 1− exp{−c1sn log(pn/sn)},
(A.24) εTPξ∗ε ≤ sn log(pn/sn),
for some positive c1. Similarly, given a subset model ξ, for a random vec-
tor ε˜ ∼ N(0, σ2) that is independent of Xξ, with probability 1 − exp((1 +
c2)|ξ| log(pn/|ξ|)),
(A.25) ε˜TPξ ε˜ ≤ |ξ|+ (2 + 2c2)|ξ| log(pn/|ξ|) + 2|ξ|{(1 + c2) log(pn/|ξ|)}1/2,
for any c2 > 0.
By Corollary 5.35 of [30], given a sufficiently large n, with probability
at least 1 − exp{−c3sn log(pn/sn)}, uniformly for all |ξ1 ∪ ξ2| ≤ (C + 1)s,
the singular values of of Xξ1∪ξ2/n1/2 are inside the interval (1− δn, 1 + δn),
where c3 is some positive constant and δn  {sn log(pn/sn)/n}1/2. This
implies that Xξ1 and Xξ2 are almost orthogonal, and by matrix algebra, we
can show that
yT (Pξ1∪ξ2 − Pξ1)y = (y −Xξ1β(n)ξ1 )T (Pξ1∪ξ2 − Pξ1)(y −Xξ1β
(n)
ξ1
)
=(C ′δn‖Pξ1(y −Xξ1β(n)ξ1 )‖+ (1 + C ′δn)‖Pξ2(y −Xξ1β
(n)
ξ1
)‖)2
≤(C ′δn‖Pξ∗ε‖+ C ′δn‖Pξ1Xξ∗\ξ1β(n)ξ∗\ξ1‖+ (1 + C
′δn)‖Pξ2(y −Xξ1β(n)ξ1 )‖)2
≤(C ′δn‖Pξ∗ε‖+ C ′′δ2n(1 + δn)(n)1/2‖βξ(n)\ξ1‖+ (1 + C ′δn)‖Pξ2(y −Xξ1β
(n)
ξ1
)‖)2,
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for some constants C ′ and C ′′.
Note that (y − Xξ1β(n)ξ1 ) ∼ N(0, (1 + ‖βξ(n)\ξ1‖2)In) is independent to
Xξ2 . Thus, combine the above inequality with (A.24) and (A.25), we have
that with probability at least 1−exp{−c1sn log(pn/sn)}−
∑Csn
i=1 (pn!/i!(pn−
i)!) exp{(1 + c2)i log(pn/i)} − exp{−c3sn log(pn/sn)}(= 1− o(1)),
yT (Pξ1∪ξ2 − Pξ1)y
≤[C ′δn{sn log(pn/sn)}1/2 + C ′′δ2n(1 + δn)n1/2‖β(n)ξ∗\ξ1‖
+ (1 + C ′δn){1 + ‖β(n)ξ∗\ξ1‖
2}1/2{(2 + c4)|ξ2| log(p/|ξ2|)}1/2]2
≤
[
C0{s2n log2(pn/sn)/n}1/2 + {(2 + )|ξ2| log(pn/|ξ2|)}1/2
]2
for some constant C0, where c4 > 2c3 can be arbitrarily small if we choose
c3 to be sufficiently small.
Proof of Theorem 4.2
Proof. We only prove the case that sn ≺ pn. The results for general case
that lim sup sn/pn < ζ can be proved in a similar way.
By Corollary 5.35 of [30] and sn log(pn/sn) ≺ n, condition C2 holds
with dominating probability, thus by Lemma A.3, |ξ̂| < Cs and ‖β(n)
ξ∗\ξ̂‖ ≤
M{sn log(pn/sn)/n}1/2 for some C and M , where ξ̂ = ξ(β̂) and ξ∗ = ξ(β(n)).
Let ξ1 = ξ
∗ ∩ ξ̂ and ξ2 = ξ̂\ξ1, then by Lemma A.4, with high probability,
SC(ξ1)− SC(ξ2 ∪ ξ1) = yT (Pξ1∪ξ2 − Pξ1)y − γ
|ξ2∪ξ1|∑
i=|ξ1|+1
log(p/i)
≤
[
C0{s2n log2(pn/sn)/n}1/2 + {(2 + )|ξ2| log(pn/|ξ2|)}1/2
]2 − γ |ξ2∪ξ1|∑
i=|ξ1|+1
log(p/i),
(A.26)
Note that since s log(p/s) ≺ n, hence {s2 log2(p/s)/n}1/2 = o({s log(p/s)}1/2).
Therefore, it is not difficult to see that (A.26) asymptotically is negative if
|ξ2| ≥ δ′s for any positive δ′ > 0, as long as γ > (2 + ). If furthermore,
s log(p/s) ≺ n1/2, then {s2 log2(p/s)/n}1/2 = o(1), and by the same argu-
ment used in the proof of Theorem 4.1, we can show that (A.26) asymp-
totically is negative if |ξ2| ≥ max{1, |ξ1|(|ξ1|/p)γ′} where γ′ satisfies (1 +
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γ′)(2 + ) < γ. This hence proves our claim on the number of false positive
selection.
Now, we study the L2 estimation error ‖β̂ − β(n)‖2 =
∑
i∈ξ∗\ξ̂[β
(n)
i ]
2 +∑
i∈ξ̂(β̂i−β
(n)
i )
2. Recall that given a large n, with high probability, condition
C2 holds with 1− δ < λ < λ < 1 + δ for any fixed arbitrarily small constant
δ. And our following analysis is conditional on this event. First of all,
[
∑
i∈ξ̂
(β̂i − β(n)i )2]1/2 = ‖(XTξ̂ Xξ̂)
−1XT
ξ̂
ε‖+ ‖(XT
ξ̂
X
ξ̂
)−1XT
ξ̂
X
ξ∗\ξ̂β
(n)
ξ∗\ξ̂‖
≤ sup
ξ:|ξ\ξ∗|≤δ′s
‖(XT
ξ̂
X
ξ̂
)−1XT
ξ̂
ε‖+ {(2δ/(1− δ))
∑
i∈ξ∗\ξ̂
[β
(n)
i ]
2}1/2
≤δ′O(sn log(pn/sn))1/2 + {(2δ/(1− δ))
∑
i∈ξ∗\ξ̂
[β
(n)
i ]
2}1/2,
(A.27)
with high probability. Therefore, it suffices to study the value ‖β(n)
ξ∗\ξ̂‖.
Since ξ̂ is the solution of minimization,
0 > SC(ξ̂)− SC(ξ̂ ∪ ξ∗) ≥ RSS(ξ̂)− RSS(ξ̂ ∪ ξ∗)− γ
sn∑
i=1
log(pn/i)
= ‖(P
ξ̂∪ξ∗ − Pξ̂)Xβ(n) + (Pξ̂∪ξ∗ − Pξ̂)ε)‖2 − γ
sn∑
i=1
log(pn/i)
≥
{(1− δ) ∑
i∈ξ∗\ξ̂
[β
(n)
i ]
2}1/2 − ‖(P
ξ̂∪ξ∗ − Pξ̂)ε‖
2 − γ sn∑
i=1
log(pn/i).
(A.28)
Note that (P
ξ̂∪ξ∗ −Pξ̂)ε = (I −Pξ̂)Xξ˜(XTξ˜ (I −Pξ̂)Xξ˜)−1XTξ˜ (I −Pξ̂)ε, where
ξ˜ = ξ∗\ξ̂, hence ‖(P
ξ̂∪ξ∗−Pξ̂)ε‖ ≤ {1/n(1−δ)}1/2‖XTξ˜ (I−Pξ̂)ε‖ ≤ {1/n(1−
δ)}1/2(‖XT
ξ˜
ε‖+ ‖XT
ξ˜
P
ξ̂
ε‖). Note that |ξ̂| ≤ (1 + δ′)sn, and by Lemma A.2,
for any fixed δ′′ > 0, we have
sup
|ξ|≤(1+δ′)sn
‖XTξ∗\ξε‖+ ‖XTξ∗\ξPξε‖
≤{n(1 + δ)}1/2{(s+ 2 log 2s + (δ′′/3)s log(p/s))}1/2
+ {2nδ}1/2
[
(1 + δ′)s+ (2 + δ′′1/3) log
(
p
(1 + δ′)s
)]1/2(A.29)
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holds with probability at least 1− exp{−cs log(p/s)} for some c > 0.
Combine (A.28), (A.29) and (A.27), it is easy to see that with high prob-
ability, n‖β̂ − β(n)‖2 ≤ (γ + δ)sn log(pn/sn) for any fixed δ, as long as we
choose δ, δ′ and δ′′ to be sufficiently small.
APPENDIX B: DISCUSSION OF PROPOSITION
In this section, we provide some discussion on the Proposition 3.1. Let
β̂(X, y) be the penalized estimator using penalty function pe(β) =
∑
j p(βj , pn, n),
i.e., β̂ = argmin
β
‖y −Xβ‖2/σ2 + pe(β), where σ2 is the known variance for
random error term. Assume the function p satisfies
(D1): | arg minβj (yj − βj)2 + σ2p(βj)| > 0 if and only if |yj | > σh(pn, n),
where h(pn, n) = h is the thresholding value caused by the penalization
under exact orthogonal design. Furthermore, we assume that under random
Gaussian design, the estimator has the following properties:
(D2): Its convergence rate is rn = rn(n, pn, sn), i.e., limn Pβ(n)(‖β̂(X, y) −
β(n)‖ ≤ rn) = 1;
(D3): limn Pβ(n)(‖β̂(X, y)‖0 ≤ C0sn) = 1 for some C0 > 0;
(D4): limn Pβ(n){ξ(β̂(y)) = ξ(β(n))} = 1, if ‖β(n)‖min ≥ t(n, sn, pn) for some
function t,
for any sequence of β(n) ∈ B(pn, sn) satisfying (sn, pn)∞n=1 ∈ D where D is
some set of configurations of dimension and sparsity growth. Then, we have
that
Theorem B.1. All estimators satisfying the above conditions satisfies
that
lim
n
Pβ(n)(FP = 0) = 1,
for any sequence of β(n) ∈ B(pn, sn) satisfying (sn, pn)∞n=1 ∈ D ∩ D˜) where
D˜ = {(sn, pn)∞n=1 : lim sup sn/pn ≤ c < 1, lim pn = ∞ and s1/2n log pnrn ≺
1}.
Proof. If this theorem is not true, then there exists a sequence of β(n) ∈
Rpn satisfying (sn, pn)∞n=1 ∈ D ∩ D˜, such that Pβ(n)(FP(β̂(X, y)) ≥ 1) ≥
C > 0 for all n where C is some positive constant. By condition D2 and
D3, Pβ(n)(FP(β̂) ≥ 1, ‖β̂‖0 ≤ C0sn and ‖β̂ − β(n)‖ ≤ rn) ≥ C ′ for some
C ′ ∈ (0, C).
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Note that β̂i 6= 0 implies that
argmin
βi
n∑
k=1
(yk −
pn∑
j 6=i
xkj β̂j − xkiβi)2 + p(βi)
=argmin
βi
βi − ∑nk=1 xki(εk +∑pnj 6=i xkj(β(n)j − β̂j))∑n
k=1 x
2
ki
2 + p(βi)∑n
k=1 x
2
ki
6= 0
Therefore, by condition D1, with probability as least C ′, ‖β̂‖0 ≤ C0sn,
‖β̂ − β(n)‖ ≤ rn and
max
i/∈ξ(β(n))
∣∣∣∣
∑n
k=1 xki(εk +
∑pn
j 6=i xkj(β
n
j − β̂j))
(
∑n
k=1 x
2
ki)
1/2
∣∣∣∣ ≥ h(pn, n).
Combining with fact that with dominating probability, the singular values of
any n by (C0)sn submatrix of X is bounded by n
1/2(1 +O(sn log pn/n)
1/2),
the above inequality implies that
max
i
∣∣∣∣ ∑nk=1 εkxki(∑nk=1 x2ki)1/2
∣∣∣∣ ≥ h(pn, n)−O(rn(sn log pn)1/2), with probability at least C ′′ > 0,
where 0 < C ′′ < C ′.
Note that Zi =
∑n
k=1 εkxki/(
∑n
k=1 x
2
ki)
1/2 ∼ N(0, 1), thus
P
(
max
i
∣∣∣∣ ∑nk=1 εkxki(∑nk=1 x2ki)1/2
∣∣∣∣ ≥ h(pn, n))
≥1− (2Φ[Φ−1((1− C ′′/2)1/pn) +O(rn(sn log pn)1/2)]− 1)pn
≥1− (2Φ[Φ−1(exp(−C ′′/2pn)) +O(rn(sn log pn)1/2)]− 1)pn
≥1− {2 exp(−C ′′/2pn)− 1− 2φ[Φ−1(exp(−C ′′/2pn))]O(rn(sn log pn)1/2)}pn .
(B.1)
By the facts φ(x) ≤ (1−Φ(x))[(x2+1)/x], Φ−1(exp(−C ′′/2pn))  (log pn)1/2,
and the assumption O(rn(sn log pn)
1/2) = o(1/(log pn)
1/2), we have
φ[Φ−1(exp(−C ′′/2pn))]O(rn(sn log pn)1/2)
=[1− exp(−C ′′/2pn)]O(log pn)1/2)O(rn(sn log pn)1/2)
=o([1− exp(−C ′′/2pn)]) = o(1/pn)
Therefore, (B.1) reduces to
(B.2) P
(
max
i
∣∣∣∣ ∑nk=1 εkxki(∑nk=1 x2ki)1/2
∣∣∣∣ ≥ h(pn, n)) & 1− exp{−C ′′} > 0.
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Result (B.2) implies that if the true parameter is a 0 vector, with prob-
ability at least 1 − exp{−C ′′}, ξ(β̂) 6= ∅, and this contradict to condition
D4.
Remarks:
Conditions D1-D4 hold for many popular choices of penalty functions, in-
cluding LASSO, SCAD and L1 penalties with r
2
n  sn log pn/n, and under
such cases, the set D˜ = {(sn, pn)∞n=1 : lim sup sn/pn ≤ c < 1, lim pn =
∞ and s2n log3 pn ≺ n}.
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