Introduction
This chapter deals with the vast literature on panel data discrete choice models of consumer demand. The reason this area is so active is that very high quality data is available.
Firms like Nielsen and IRI have, for over 30 years, been collecting panel data on households' purchases of consumer goods. This is known as -scanner data,‖ because it is collected by checkout machine scanners. Available scanner data sets often follow households for several years, and record all their purchases in several different product categories. The typical data set not only contains information on the universal product codes (UPC) of the consumer goods that households buy on each shopping trip, but also information on several exogenous forcing variables, such as price and whether the goods were displayed or advertised in various ways.
To my knowledge the first paper using scanner data to study the impact of price and other marketing variables on consumer demand was Guadagni and Little (1983) in Marketing Science.
But few economists knew about scanner data until the mid to late 90s. Once they became aware of this treasure trove of data, they started to use it very actively. Today, estimation of demand models on scanner data has become a major part of the field of empirical industrial organization.
Thus, the consumer demand literature based on scanner data is unusual relative to other literatures discussed in this Handbook in two respects. First, it remains true that the majority of work in this area is by marketers rather than economists. Second, this is an uncommon case where the -imperial science‖ of economics (see, e.g., Stigler (1984) ) has experienced a substantial knowledge transfer from another area (i.e., marketing). Furthermore, it should be noted that discrete choice models of consumer demand are also widely used in other fields like transportation research, agricultural and resource economics, environmental economics, etc..
Given that the literature on panel data models of consumer demand is so large, I will make no attempt to survey all the important papers in the field. Instead, I will focus on the main research questions that dominate this area, and the progress that has been made in addressing them. Thus, I apologize in advance for the many important papers that are not cited.
The most salient feature of scanner panel data is that consumers exhibit substantial persistence in their brand choices. In the language of marketing, consumers show substantial -brand loyalty.‖ A second obvious aspect of the data is that, if we aggregate to the store level, then in most product categories the sales of a brand jump considerably when it is on sale (i.e., typically the price elasticity of demand is on the order of 3 to 5). Superficially these two observations seem contradictory. If individual consumers are very loyal to particular brands, then why would demand for brands be very price sensitive in the aggregate?
In light of these empirical observations, the first main objective of the panel data demand literature has been to understand the underlying sources of persistence in brand choices. Based on work by Heckman (1981) on employment dynamics, it is now understood that persistence in brand choices may arise from three sources: (i) permanent unobserved heterogeneity in tastes,
(ii) serial correlation in taste shocks, or (iii) -true‖ or -structural‖ state dependence.
Only the third source of persistence (i.e., state dependence) involves a causal effect of past choices on the current choice (and, likewise, an effect of the current choice on future choices). Uncovering whether state dependence exists is of great importance in both marketing and industrial organization. If it exists, then current marketing actions, such as price discounts, will affect not only current but also future demand. This has important implications for pricing policy, the nature of firm competition, etc..
The second major objective of the literature has been to distinguish alternative possible explanations for structural state dependence (assuming that it exists). Some of the potential explanations include habit persistence, learning about quality through trial, inventory behavior, variety seeking behavior, switching costs, and so on.
A third, but closely related, major objective of the literature has been to understand the dynamics of demand. Most important is to understand the sources of the observed increase in demand when a brand is on sale. The increase in sales may arise from three sources: (i) brand switching, (ii) category expansion, or (iii) purchase acceleration, also known as cannibalization.
In everyday language, these correspond to (i) stealing customers from your competitors, (ii) bringing new customers into the category, or (iii) merely accelerating purchases by consumers who are loyal to a brand and who would have eventually bought it at the regular price anyway.
The distinction among these three sources of increased demand is obviously of crucial important for pricing policy. For example, if most of the increase of sales that results from a price discount is due to cannibalization of future sales, then a policy of having periodic price discounts obviously makes no sense.
The estimation of discrete choice models with many alternatives is a difficult econometric problem. This is because the order of integration required to calculate choice probabilities in such a model is typically on the order of J-1, where J is the number of choice alternatives. The development of simulation methods for the estimation of multinomial discrete choice models in the late 80s was largely motivated by this problem (see McFadden (1989) ).
As discussed in Keane (1994) , in the panel data case the required order of integration to construct the choice probabilities in discrete choice models is much higher. This is because it is the probability of a consumer's entire choice sequence that enters the likelihood function. Thus, the required order of integration is (J-1)•T, where T is the number of time periods. In typical scanner panels T is on the order of 50 to 200 weeks, so the order of integration is very high.
In Keane (1994) , I developed a method of -sequential importance sampling‖ that makes estimation of panel data discrete choice models feasible. In the special case of the normal errors, which gives the panel probit model, this method is known as the -GHK‖ algorithm. GHK is a highly accurate method for approximating multi-dimensional normal integrals. It is notable that the development of simulation based econometric methods has gone hand-in-hand with the desire to estimate demand models with large choice sets, multiple time periods, and complex error structures.
The outline of the remainder of the chapter is as follows. In section 2, I describe a fairly general panel data discrete choice model. Section 3 discusses the econometric methods needed to estimate such models. Then, Section 4 discusses the theoretical issues involved in distinguishing state dependence from heterogeneity, while Section 5 discusses empirical work on state dependence and/or choice dynamics. Section 6 concludes.
The Typical Structure of Panel Data Discrete Choice Models
Here I describe the typical structure of demand models used in marketing (and more recently in industrial organization). Let j =1,…,J index alternatives, t =1,…,T index time, and i =1,…,N index people. Then the -canonical‖ brand choice model can be written as follows:
(1) (2) Equation (1) expresses the utility that person i receives from the purchase of brand j at time t.
Utility (U ijt ) depends on a vector of product attributes X ijt and the utility or attribute weights β. Utility also depends on consumer i's intrinsic preference for brand j, which I denote by α ij . It is further assumed that utility depends on whether brand j was chosen by person i on the previous choice occasion (d ij,t-1 =1). Finally, there is a purely idiosyncratic person, time and brand specific taste shock ε ijt . This is allowed to be serially correlated, with the fundamental shocks η ijt being iid. Equation (2) simply says that person i chooses the brand j that gives him greatest utility at time t. Of course, in a discrete choice model we only observe choices and not utilities.
Before turning to the econometrics it is important to give an economic interpretation to the terms in (1). A utility function that is linear in attributes is quite standard in the demand literature (see Lancaster (1966) for the classic exposition of attribute based utility). But in (1) we assume the utility weights β are common across consumers (as in traditional logit and probit models). This is a strong assumption, but it is only for expositional convenience.
1 The simulation methods discussed below can easily accommodate heterogeneity in β.
I will focus attention on heterogeneity in the brand intercepts α ij . These capture consumer heterogeneity in tastes for attributes of alternatives that are not observed by the econometrician (see Berry (1994) , Elrod and Keane (1995) , Keane (1997) ). For example, in some products like cars or clothing or perfume, different brands convey a certain -image‖ that is hard to quantify.
Heterogeneous tastes for that -image‖ would be subsumed in the α ij . Of course, even mundane products have unobserved attributes (e.g., the -crispness‖ of different potato chips).
It is worth emphasizing that one of the attributes included in X ijt is price, which we denote by p ijt . The budget constraint conditional on purchase of brand j is C it = I it -p ijt . As frequently purchased consumer goods are fairly inexpensive, it makes sense to assume the marginal utility of consumption of the outside good is a constant over the range [I it -p max , I it -p min ], where p max and p min are the highest and lowest prices ever observed in the category. This justifies making utility linear in consumption of the outside good. If we use the budget constraint to substitute for C it , we obtain a conditional indirect utility function that is linear in income and price.
Furthermore, income is person specific and not alternative specific. Because income is the same across all alternatives j for an individual, it does not alter the utility differences between alternatives. As a result, income drops out of the model and we are left with only price. It is important to remember, however, that price only appears because we are dealing with an indirect utility function, and its coefficient is not interpretable as just another attribute weight. The price coefficient is actually the marginal utility of consumption of the outside good.
Thus, an important implication of consumer theory is that the price coefficient should be equal across all alternatives. However, it will generally vary across people, as the marginal utility of consumption is smaller for those with higher income. This can be accounted for by letting the price coefficient depend on income and other household characteristics.
The next important feature of (1) There are many reasons why a structural effect of lagged purchase on current utility may exist; such as habit persistence, learning, inventories, variety seeking behavior, switching costs and so on. I discuss efforts to distinguish among these sources of state dependence in Section 5.
First, in Section 4, I'll focus on the question of whether state dependence exists at all (whether γ≠0). This question alone has been the focus of a large literature. The question is difficult to address, because failure to adequately control for heterogeneity and other serial correlation will lead to what Heckman (1981) called -spurious‖ state dependence. Furthermore, there are deep econometric and philosophical issues around the question of whether it is even possible to distinguish state dependence from heterogeneity (or serial correlation in general).
Finally, equation (1) includes idiosyncratic taste shocks ε ijt . These may be interpreted in different ways, depending on ones perspective. In the economic theory of random utility models (Bloch and Marschak (1960), McFadden (1974) ) choice is deterministic from the point of view of the consumer, who observes his/her own utility. In that case, choice only appears to be random from the point of view of the econometrician, who has incomplete information about consumer preferences and brand attributes. As Keane (1997) These ideas are the basis of the -market mapping‖ literature that uses panel data to determine the location of brands in a latent attribute space (see Elrod (1988) , Elrod and Keane (1995) , Keane (1997) Note that the multinomial logit model assumes all errors are uncorrelated. This makes all brands -equally (dis)similar‖ (i.e., equally spread out in the market map) so that all cross-price elasticities of demand are equal. It was a desire to escape this unrealistic assumption that resulted in work on simulation methods -see, e.g., Lerman and Manski (1981) and McFadden (1989) that make estimation of the multinomial probit model (with correlated normal errors) feasible. This is the focus of the next section.
Estimation of Panel Data Discrete Choice Models
Here I discuss the computational problems that arise in estimating panel data discrete choice models. Maximum likelihood estimation of the model in (1)- (2) ), where j(t) denotes the index j of the option that the consumer actually chose at time t, while the X it ≡ (x i1t ,…,x iJt ) are vectors of covariates for all J alternatives at time t. The difficulty here is that, given the structure (1)- (2), this joint probability is very computationally difficult to construct.
First, consider the case where γ=ρ=0. That is, there is no state dependence and the idiosyncratic errors ε ijt are serially independent. Then the only source of persistence in choices over time are the brand specific individual effects (α i1 ,…, α iJ ). This gives an equicorrelated structure for the composite error terms , so we have a -random effects probit model.‖ Here, choice probabilities are independent over time conditional on the α ij , so we have:
Each conditional probability ( ) ) is a cross-section probit probability. As is well known, these are multivariate normal integrals of dimension J-1. When J≥3 or 4, it is necessary to use simulation methods like the GHK algorithm to evaluate these integrals. As the focus here is on panel data issues and not problems that already arise in cross-section discrete choice models, I'll refer the reader to Geweke and Keane (2001) for further details.
The key problem in forming the choice probability in (3) is how to evaluate the integral over the density f(α|Σ) of the multivariate normal (J-1)-vector of individual effects α. Butler and Moffitt (19**) proposed a computationally efficient Gaussian quadrature procedure to evaluate normal integrals like that in (3). The procedure involves replacing the integral in (3) with a weighted sum over Gauss-Hermite quadrature points. If J=2, so α is a scalar, we have:
The α g are the quadrature points, and the w g are the associated weights. Butler and Moffitt (1982) describe the derivation of the weights and points, and find that rather accurate evaluations of normal integrals can be obtained using just several points (i.e., typically only 6 or 7).
In the case of J=3 one needs two sets of quadrature points (α i1 ,α i2 ) and the single sum in (4) is replaced by a double sum. In general, a J-1 dimensional sum is required. Thus, quadrature, like other numerical methods for evaluating integrals, suffers a curse of dimensionality. As a result, the quadrature method is applicable when J is fairly small (i.e., J≤3).
However, a useful strategy when J is large is to impose a relatively low dimensional factor structure on Σ. Then the required order of integration in (3) is the number of factors (F) regardless of the size of J-1. Lancaster (1963) discussed the idea that in a market with many products, those products may only be differentiated on a few attribute dimensions (e.g., there are hundreds of brands of cereal, but they differ on only a few attributes like sugar content, fibre content, etc.). Work on -market mapping‖ using scanner data finds that the unobserved attribute space for most products is well described by just a few factors (e.g., F≤3), even when J is very large (see Elrod (1984) , Elrod and Keane (1995) , Keane (1997) , Andrews and Manrai (1999) ).
Another advantage of using a factor structure with F<J-1 is that, in general, the number of parameters in Σ is J•(J-1)/2. Even for modest J it is cumbersome to estimate so many parameters.
And, although formally identified, estimation of large covariance matrices creates severe practical/numerical problems in discrete choice models (see Keane (1992) , Keane and Wasi (2013) ). But in a model with F factors the number of factor loadings to be estimated is F•(J-1), which increases only linearly with J, thus breaking the curse of dimensionality.
Given the speed of modern computers, a brute force frequency simulation approach is also feasible, even when J is very large. That is, let
density obtained using a random number generator. This gives:
The similarity between (4) and (5) is notable, as each involves evaluating the choice probabilities at a discrete set of α values and summing the results. The difference is that the quadrature points are chosen analytically so as to provide an accurate approximation with as few points as possible, while in (5) the α d are simply drawn at random. This means that the number of draws D must be quite large to achieve reasonable accuracy (i.e., at least a few hundred in most applications).
However, the virtue of simulation is that, unlike quadrature and other numerical methods, it does not suffer from the curse of dimensionality. The simulation error variance in simulation estimators of probabilities is of order 1/D, regardless of the size of J. That is, in equation (5) A more sophisticated way to simulate the integral in (3) is to use sequential importance sampling, as developed in Keane (1993 Keane ( , 1994 . This approach, known as the -GHK‖ algorithm in the special case of importance sampling from the normal, is described in quite a few papers in the literature, 2 so I just give a basic example here. Continue to consider the case of γ=ρ=0, and define the composite error:
Equation (1) implies a bound on such that option j is chosen at time t:
To simplify even further, consider the case where J=2. As we noted earlier, the utility of a base option (say #1) is normalized to zero, leaving a single utility index U it for the other option (say #2). Hence we do not need the j subscript in this case. We write that j=2 is chosen over j=1 iff:
Now, to be concrete, consider the problem of simulating the probability of a particular sequence ). That is, T=3 and the consumer chooses option 2 in all three periods.
To implement the GHK algorithm we divide the sequence probability into transition probabilities. That is, we have:
A key point is that the transition probabilities in (8) depend on lagged choices and covariates despite the fact that we have assumed γ=0, so there is no true state dependence (only serial correlation). This occurs because of a fundamental property of discrete choice models:
Specifically, as we only observe choices and not the latent utilities, we cannot construct lagged values of the error term. For instance, if , all this tells us is that .
Thus we cannot form the transition probability ). We can only form:
Notice that both the lagged choice and lagged covariates are informative about the distribution of as they enable us to infer its truncation (i.e., ). And, given that the errors are serially correlated, we have a conditional density of the form ).
The computational problem that arises in discrete choice panel data models becomes obvious when we move to period 3. Now, the fact that ) only tells us that and . We have that:
The point is that the history at t=1 still matters for the t=3 choice probability, because of the fact that contains additional information about the distribution of ν i3 beyond that contained in the t=2 outcome, . Thus, the conditional density of ν i3 has the form ). And the probability of the sequence (2, 2, 2) is:
Thus, the probability of a 3 period sequence is a 3-variate integral. And the probability of a T period sequence is a T-variate integral, as the entire history matters for the choice probability in any period. If we consider J>2, then the probability of a T period sequence is a T•(J-1) variate integral. This explains the severe computational burden of estimating panel probit models.
This problem is in sharp contrast to a linear model with serially correlated errors, such as: (12) Here we can form E(y it | x it , ε i,t-1 ) = because, conditional on any estimate of β, we observe the lagged error . Similarly, if we could observe and in the probit model, then, letting and denote the observed values, equation (11) becomes:
Thus the sequence probability would simply be the product of three univariate integrals. The basic idea of the GHK algorithm is to draw values of the unobserved lagged ν t 's and condition on these, enabling us to use equations like (13) to evaluate sequence probabilities rather than (11).
Guided by the structure in (13), the GHK simulator of the sequence probability in (11) is:
where { } are draws from the conditional distributions of ν 1 and ν 2 given that option 2 was chosen in both periods 1 and 2. So GHK replaces the 3-variate integral in (11) by three univariate integrals, and two draws from truncated normal distributions.
A key aspect of the GHK algorithm is how to draw the { } sequences in (14) appropriately. The first step is to construct the Cholesky decomposition of the covariance matrix of the error vector ( ). Note that is equicorrelated because the have a random effects structure. But the algorithm does not change in any way if has a more complex structure, such as that which would arise if the AR(1) parameter ρ were non-zero. For the Cholesky decomposition we have:
where a 11 = 1 to impose that =1, which is the identifying scale restriction on utility. , and set = ( ). This process can be repeated multiple times for person i so as to obtain a set of draw sequences { } . Consistent with our earlier discussion, it is the uniform draws { } that should be help fixed as one iterates.
The GHK algorithm can be extended to multiple periods in an obvious way, by adding additional terms to (14). The bound on the time t draw is always of the form [ ]. With T periods one needs to evaluate T univariate integrals and draw T-1 truncated normals. These operations are extremely fast compared to T-dimensional integration.
Next we consider the case where the α ij are normal while the  ijt are extreme value. This gives the normal mixture of logits model (N-MIXL). It has been studied extensively by Berry (1994), Berry et al (1995) , Harris and Keane (1999) , McFadden and Train (2000) , Train (2003) and others. The choice probabilities have the form:
The probability simulator for this model is closely related to the frequency simulator in (5), except that now we use a logit kernel rather than a probit kernel. As before, let {α d } d=1,…,D denote D random vectors (α 1d ,…, α Jd ) drawn from the f(α|Σ) density, and form the frequency simulator:
One advantage of MIXL is that, in contrast to the random effects probit, once we condition on the individual effects α i = (α i1 ,…, α iJ ), the choice probability integrals have a closed form given The next set of models that have been popular in the consumer demand literature are -latent class‖ models. In these models there are a discrete set of consumer types, each with its own vector of brand specific individual effects. That is, we have (α i1 ,…, α iJ ) ( ) where c=1,…,C indexes types or classes. One estimates both the α c vector for each class c, as well as the population proportion of each class, π c . We then obtain unconditional choice sequence probabilities by taking the weight sum over type specific probabilities:
Here ( ) ) is typically a logit or probit kernel. We can interpret the latent class model as a special case of MIXL where the mixing distribution is discrete (in contrast to the normal mixing distributions we considered earlier). Note that the probability in (18) is analytical when a logit kernel is used (no simulation methods are needed).
To my knowledge, Kamakura and Russell (1989) was the first paper to apply the latent class approach in marketing. Work by Elrod and Keane (1995) showed that the latent class approach tends to understate the degree of heterogeneity in consumer preferences. I think it is fair to say that with the advent of simulation methods, latent class models have become relatively less widely-used (at least in academic research) compared to probit and mixed logit models that allow for continuous heterogeneity distributions.
Recently Keane and Wasi (2013) used several different data sets to compare the fit of latent class models to that of several alternative models with continuous heterogeneity distributions (including N-MIXL and the mixture-of-normals model). We found that models with continuous heterogeneity distributions typically provided a much better fit to the data.
Nevertheless, we also found that the simple structure of latent class models often provides useful insights into the structure of heterogeneity in the data, and helps one to understand and interpret results from the more complex models. Thus, it appears that latent class models still have a useful role to play in interpreting discrete choice demand data, even if they are outperformed by other models in terms of fit and predictive ability.
3.B. Extension to Serially Correlated Taste Shocks
So far, I have conducted the discussion of methods for estimating the model in equations (1)- (2) in the case where γ=ρ=0. That is, there is no state dependence and the idiosyncratic errors (or taste shocks) ε ijt are serially independent. Then the only source of serial correlation was brand specific individual effects. I now consider generalizations of this model. As we discussed in Section 2, it is quite plausible that unobserved brand preferences vary over time rather than being
fixed. An example is the AR(1) process in (1). Starting with Keane (1997) and Allenby and Lenk (1994) , a number of papers have added AR(1) errors to the random effects structure.
It is simple to discuss extension of the methods we have described to this case of serially correlated ε ijt , as in every case the extension is either simple or practically impossible. For instance, the Butler and Moffitt (1982) quadrature procedure relies specifically on the random effects probit structure and it cannot be extended to serial correlation in ε ijt .
Latent class models are designed specifically to deal with permanent unobserved heterogeneity, so they cannot handle serially correlated idiosyncratic errors. In principle one could have a model with both discrete types and serially correlated idiosyncratic errors. But the resultant models would no longer generate closed form choice probabilities as in (18). They would only be estimable using simulation methods.
On the other hand, the random effects probit model can easily be extended to include serially correlated idiosyncratic errors (like the AR(1) structure in (1)). To estimate this model using the GHK algorithm, one simply constructs the covariance matrix in a way that incorporates the additional source of serial correlation. Then, construct the corresponding Cholesky matrix and draw the { } sequences in (14) accordingly. Unlike the random effects case, the will no longer be equicorrelated. But the algorithm described in equations (13)- (15) does not change in any way if has a more complex structure.
The frequency simulator in (5) can also be extended to allow for serially correlated ε ijt .
For instance, take the model where and α i ~ N(0,Σ) and  it ~ N(0,Ω). We can in principle simulate choice probabilities in this model just by drawing the α i and  it from the appropriate distributions and counting the frequency with which each option is chosen.
However, this approach is not practical, because if we draw the entire composite error the model will deterministically generate particular choices and choice sequences, as in equations (6)- (7). So, equation (5) would become:
where ( ) ) is an indicator function for the choice d ij(t),t being observed at time t given the draws α d and ε dt . The practical problem is that the number of possible sequences is J T .
As we noted in the introduction, this is a very large number even for modest J and T. As a result, most individual sequences have very small probabilities. Hence, even for large D the value of (19) will often be zero. As Lerman and Manski (1981) discussed, very large simulations sizes are needed to provide accurate simulated probabilities of low probability events.
A potential solution to this problem, proposed by Berkovec and Stern (1991) 
Note that there are two ways to interpret (21). One could consider (20) the -true‖ model and view (21) as an unbiased probability simulator for this model. Alternatively, one could view the errors ω ijt as simply a smoothing device, and view (21) as a smoothed version of (19). Such ad hoc smoothing will induce bias in the simulator, as noted by McFadden (1989) .
The normal mixture of logits model (N-MIXL), where the α ij are normal while the  ijt are
iid extreme value, can also be easily modified to accommodate serially correlated idiosyncratic shocks. Since the probability simulator for this model (equation (17)) is a frequency simulator, the procedure is exactly like what I just described, except in reverse. In this case the extreme value errors ω ijt , which are present in the basic model, play the role of the -noise‖ that smooths the simulated probabilities. It is the serially correlated shocks ε ijt that are added.
3.C. Extension to Include State Dependence
Finally, consider including true state dependence (γ ≠ 0) in the model in (1)-(2). The difficult here is that we must not only simulate the error terms, but also lagged choices. Methods based on frequency simulation are not easily extended to this case. We can easily simulate entire choice histories from the model in (1)-(2) by drawing the α i and  it from the appropriate distributions. In each period these draws imply that one choice is optimal, as it satisfies (2). This choice is then treated as part of the history when we move on to simulate data for the next period.
So the frequency simulator in (19) would become:
where ( ) ) is an indicator function for the choice d ij(t),t being observed at time t given the draws α r and ε rt and the lagged simulated choice d r,t-1 . The practical problem here is the same as we discussed in the γ = 0 case. The number of sequences is so large that we are unlikely to obtain draws that are consistent with a consumer's observed choice history, so in most cases (22) will simply be zero. Very large simulations sizes are needed to provide accurate simulated probabilities of low probability events.
In contrast, the GHK algorithm can be easily applied to estimate models that include individual effects, serial correlation and structural state dependence without any modification to the procedure described earlier. This is because the central idea of the algorithm is to construct random draw sequences that are required to be consistent with a consumer's observed choice history. These are then used to simulate transition probabilities from the choice at t-1 to the choice at t. (See equations (14)- (15) and the surrounding discussion).
In fact, Keane (1993 Keane ( , 1994 interpreted the GHK algorithm as an importance sampling algorithm where stochastic terms are drawn in a constrained way so that they must be consistent with observed choice histories (see equation (7)). These draws are not taken from the correct distribution given by α i ~ N(0,Σ),  it ~ N(0,Ω) and ρ. Rather, this is only used as a source density to generate draws that satisfy the constraints implied by the observed choice history. Importance sampling weights are then applied to these sequences when they are used to construct the probability simulator. That is, when taking the average over draws as in (14), sequences of draws that have greater likelihood under the correct distribution are given more weight. It turns out that in GHK the importance sampling weights simplify to transition probabilities as in (14).
There are ways to use frequency simulation in conjunction with smoothing or importance sampling to construct feasible simulators in the presence of state dependence. For example Keane and Wolpin (2001) and Keane and Sauer (2010) develop an algorithm based on the idea that all discrete outcomes are measured with some classification error. Then, any simulated draw sequence has a positive probability of generating any observed choice history. This is the probability of the set of misclassifications needed to reconcile the two histories. But this approach is not likely to be useful in most demand estimation contexts, as scanner data measuer choices quite accurately.
Testing for the Existence State Dependence
A large part of the literature on panel data discrete choice models of consumer demand has been concerned with estimating the degree of true state dependence in choice behavior.
Researchers have been concerned with the question of whether, and to what extent, the observed (substantial) persistence in choice behavior over time can be attributed to unobserved individual effects and/or serially correlated tastes on the one hand, vs. true state dependence on the other.
We can gain some valuable intuition into the nature of state dependence by considering the linear case. So we reformulate equation (1) to be:
where now U it is an observed continuous outcome. I have suppressed the j subscripts to save on notation. By repeated substitution for the lagged U it , we obtain:
Here U ij0 is the initial condition of the process. In conventional panel data analysis with large N and small T the treatment of initial conditions is often quite critical for the results. But in scanner data panels, where T is typically much larger, the results are not usually very sensitive to the treatment of initial conditions. Hence, I will not dwell on this topic here. Wooldridge (****) has an excellent discussion of this topic.
The critical thing to note about (24) is that lagged Xs matter for the current U iff γ ≠ 0.
Thus, the key substantive implication of structural state dependence is that lagged Xs help to predict current outcomes. This point was emphasized by Chamberlain (1984 Chamberlain ( , 1985 To be concrete, in consumer demand applications using scanner data, the covariates in X are typically (i) the observed characteristics of the products in the choice set, which are typically time invariant, (iii) a set of brand intercepts, which capture intrinsic preferences for brands and/or mean preferences for the unobserved attributes of brands, and (iii) the -marketing mix‖ variables, such as price, promotion activity and advertising activity, which are time varying. As only the marketing mix variables are time varying, at least one of these (price, display, ad exposures, etc.) must play the role of in our effort to identify true state dependence.
Is it plausible that a variable like price would affect current demand only through its affect on lagged demand? At first glance the answer may seem completely obvious: Why should the lagged price affect current demand? After all, it doesn't enter the consumer's current budget constraint. Isn't the only plausible story for why lagged price would predict current demand that it shifts lagged demand, which then affects current demand via some state dependence mechanism (like habit persistence, inventory, switching costs, etc.)?
But a closer examination of the issue reveals that there are subtleties. For example, Berry, Levinson and Pakes (1995) argue that prices of different car models may be positively correlated with their unobserved (to the econometrician) quality. This would tend to bias price elasticities of demand toward zero. They proposed using exogenous instruments for price to deal with this problem. Notably, however, they considered data with only one or a few periods. In the scanner data context, where there are many periods, it is much more straightforward to use brand intercepts to capture unobserved attributes of brands. In the typical scanner data context, once one controls for brand intercepts, there is no reason to expect that prices are correlated with unobserved attributes of the alternatives.
In contrast to the brand intercepts, which capture mean preferences for the unobserved attributes of products, the α i are mean zero random variables which are interpreted as capturing heterogeneity in tastes for unobserved attributes of products. In my view, it is also plausible that prices are uncorrelated with the α i . Why would the price of a product be correlated with person i's intrinsic taste for that product? One person's tastes are too insignificant a part of total demand to affect the price of a product. In general, the random effects assumption:
is plausible when the Xs include only brand attributes and marketing mix variables like price.
Finally, consider the time-varying taste shocks ε ijt . It seems highly implausible that idiosyncratic taste shocks of individuals could affect the price of a product. Thus I would argue it is quite plausible that the strict exogeneity assumption holds:
But this assumes the ε ijt are independent across consumers. A source of potential concern is aggregate taste shocks that generate cross-sectional dependence. But I would argue that, in weekly data, it is implausible that unanticipated aggregate taste shocks could influence the weekly price. In most instances there is simply not enough time for retailers to assess the demand shift and alter prices so quickly. On the other hand, seasonal demand shocks are presumably anticipated long enough in advance to be reflected in the price are. Thus, I would argue that (26) is plausible even in the presence of aggregate shocks, provided one includes seasonal dummies. (i) Reference price effects. There is a large literature in marketing arguing that consumer demand does not depend of price itself but rather on how the price compares to a -reference price.‖ Key early work in this area was by Winer (1986) . The reference price is typically operationalized as the average price of a product, or as some moving average of past prices. Reference price effects were originally motivated by psychological theories of choice. For instance, if the current price is higher than the reference price the consumer may perceive the price as -unfair‖ and be unwilling to pay it. But regardless of how one rationalizes the reference price variable, its existence implies that all lagged prices help to predict current demand.
(ii) Inventory effects. Erdem, Imai and Keane (2003) argued that reference price effects could be motivated as resulting from inventory behavior. If a product is storable, consumers will try to time their purchases for when price is relatively low. This creates an economic rationale for consumers to care about current price relative to a reference price. More generally, consumers are more likely to buy if current price is low relative to expected future prices. Thus, lagged prices matter if they are useful for forecasting future prices.
(iii) Price as Signal of Quality. Another mechanism for lagged prices to have a direct effect on current demand is if consumers have uncertainty about product attributes and use price as a signal of quality. Erdem, Keane and Sun (2008) estimated a model of this form. In such a model, a history of high prices will cause relatively uninformed consumers to infer that a brand is high quality. As a result, willingness to pay for a product is increasing in its own lagged prices.
Of course, such a mechanism becomes less important as consumers gain experience with a product category. Erdem and Keane (1996) , Ackerberg (2003) , Crawford and Shum (2005) and Ching (2010) . In the learning model of Erdem and Keane (1996) , which Keller (2002) calls -the canonical economic model of brand equity,‖ consumers are risk averse with respect to variability in brand quality. As a result, they are willing to pay a premium for familiar brands whose quality is relatively certain, as opposed to less familiar brands with equal expected quality but greater uncertainty. For this reason, lagged purchases affect the current utility evaluation, because they reduce ones uncertainty about a product's attributes.
Thus, if we estimate (24), and the true model is a learning model, we might expect to find that lagged prices matter because they influence lagged purchase decisions. But this is not so clear. In the simplest Bayesian learning model, with use experience as the only signal, the perceived variance of brand j at time t is:
Here, is consumer i's prior uncertainty about the quality of brand j, while is variability of experience signals. N ij (t) is the total number of times that consumer i bought brand j prior to t.
We would expect lower lagged prices to lead to higher N ij (t) and hence lower . But, at the same time, a brand with relatively low 's (across all consumers in the market) may charge relatively high prices because it has more brand equity. This leaves the correlation between lagged prices and current demand ambiguous.
This argument amounts to a statement that estimates of (24) Now consider the additional issues that arise in testing for state dependence in the case of a discrete dependent variable, as in (1)-(2). Recall from our discussion in Section 3, that in the case of a random effect but no state dependence (or other forms of serial correlation), we have:
Thus, the choice probability at time t depends on the whole history of the process { } , and not just on X it . In equation (10), we gave a simple intuition for why, based on a three period case with only two alternatives, where the consumer chooses option 2 in all three periods:
That is, the reason the whole past history helps to predict d it is that we can't observe lagged utility, only lagged choices. But information on lagged choices, such as d i1 =d i2 =2, implies conditions like and , which are informative about the distribution of the current error. In fact, as we noted earlier, the conditional density of ν i3 in this case has the form ). This exact same argument holds regardless of whether the source of serial correlation in the errors is a random effect, serial correlation in the timevarying error component, or both.
As Heckman (1981) discussed, the fact that lagged choices help to predict the current error means that lagged choices will tend to be significant in a discrete choice model with serial correlation, even if there is no true state dependence. This phenomenon is known as -spurious state dependence.‖ The fact that the whole history matters when there is serial correlation makes it extremely difficult to distinguish true state dependence from serial correlation. There are two practical implications of these results:
First, if one estimates a discrete choice model without adequately controlling for random effects and serial correlation, then one is likely to find spurious state dependence. Indeed, numerous studies since Guadagni and Little (1983) have found that the estimated strength of state dependence in consumer brand choices declines substantially when one controls for heterogeneity and serial correlation.
Second, within the probit framework, one can test if state dependence exists by including rich controls for heterogeneity and serial correlation and then testing the significance of lagged dependent variables. This approach was pursued in Keane (1997) and in a number of subsequent papers, such as Paap and Franses (2000), Smith (2005) , Dubé, Hitsch and Rossi (2010) and many others. This work consistently finds evidence for the existence of state dependence.
Chamberlain argued, however, that tests within the probit framework were suspect because of their reliance on the probit functional form -in particular, the fact that it is not possible within the probit framework to choose and error structure that generates a Markov chain. Chamberlain (1985, p. 14) went on to suggest that a test based on regressing the current choice on current and lagged Xs (and controlling for heterogeneity) -should not be very sensitive to functional form.‖ However, we discussed tests based on lagged Xs (especially price) earlier, and found that strong economic assumptions underlie such tests in the consumer demand context. Chamberlain (1985) went on to argue that a completely non-parametric test for state dependence cannot exist, because one can always find a latent variable α i such that:
That is, one can always find a distribution of α i such that {d i1 ,…,d iT } is independent of {X i1 ,…,X iT }. He gives a simple example (p. 1281) where α i is simply a unique integer assigned to every different configuration of Xs in the data. This is equivalent to a latent class model with a discrete distribution of types. Each type has its own vector of multinomial choice probabilities.
And each configuration of Xs in the data corresponds to a different type. Then, type summarizes all the information in the Xs, giving independence of d and X conditional on α.
Chamberlain defines a relationship of X to d as -static‖ conditional on α if X is strictly exogenous (conditional on α) and if d t is independent of {X i1 ,…,X i,t-1 } conditional on X t and α. If a relationship is static there is no structural state dependence. Equation (29) implies there always exists a specification of α such that the relationship of X to d is static. Thus, we cannot test for structural state dependence without imposing some structure on P(•|•) and the distribution of α.
However, I do not view this negative result as disturbing. As Koopmans et al (1950) noted long ago, we cannot learn anything of substance from data without making some a priori structural assumptions (see Keane (2010a,b) for discussion of this issue). So I would be very surprised if that were not true with regard to drawing inferences about state dependence. In other words, the fact that our inferences about the nature of state dependence, heterogeneity and serial correlation in tastes are contingent on our modeling assumptions is not at all unique to this set of issues. It is the normal state of affairs throughout economics and the natural sciences as well.
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A good example of imposing structure is Chamberlain (1984)'s -correlated random effects probit model,‖ henceforth CRE. In this model, α i is constrained to be a linear function of the time varying elements of X i , which I denote by Z i , plus a normal error term, giving:
Note that the effect of time-invariant elements of X i on α i is not identified separately from the intercepts; letting a time-invariant element of X i shift α i would be equivalent to letting it shift X it β by a constant. Given (29), one can test for state dependence and strict exogeneity.
A CRE model combining (1)- (2) with (30) may be very useful if the Xs are individual characteristics, which obviously may be correlated with preferences (see Hyslop (1999) and Keane and Sauer (2010) for recent labor applications). But in the consumer demand context, the Xs are not usually characteristics of people but rather of products, including marketing variables like price and advertising. Here, I think the CRE model is not very compelling.
In particular, I argued earlier that a standard random effects assumption on α i is plausible in the consumer demand context (see equation (25)). The most obvious time-varying attribute of a product is price. It is clearly implausible that price would be affected by individual brand preferences. But before ruling out correlation between α i and price we should also ask, -What is the source of price variation in prices across consumers and over time? ‖ Erdem, Imai and Keane (2003) argue that almost all price variation in scanner data is exogenous from the point of view of consumers. Pesendorfer (2002) and Hong et al (2002) argue that a type of inter-temporal price discrimination strategy on the part of firms, where retailers play mixed strategies, most plausibly explains the frequent week-to-week price fluctuations for frequently purchased consumer goods that we see in scanner data. 6 This price variation would appear random to consumers. 
Empirical Work and State Dependence and Sources of Dynamics in Demand
In this section I discuss attempts to identify and quantify sources of state dependence, and choice dynamics more generally. The field of marketing has reached rather broad consensus on many key issues related to the dynamics of consumer demand over the past 20 years, as I discuss below. The potential explanations for state dependence include learning, inventories and/or reference prices, habit persistence, variety seeking and switching costs. All of these have been examined, but learning and inventories have received the most attention in the literature. I'll start by discussing some of the more influential work on the functional form of state dependence.
After Guadagni and Little (1983) , the main approach to modeling state dependence in the marketing literature was to let current utility depend on an exponentially smoothed weighted average of lagged purchase indicators, denoted GL ijt . Specifically, replace in (1) with:
Guadagni and Little famously called GL ijt the -brand loyalty‖ variable. The smoothing parameter 6 There are sensible arguments for why consumer types may be correlated with brand prices, but I do not believe they are empirically relevant. Scanner data is typically collected from all the (large) stores in a particular area, like Sioux Falls, SD or Springfield, MO. So regional variation is not a potential source of price variation, but cross-store variation potentially is. However, while it is likely that stores differ in their average price level (e.g., some stores are more -up-scale,‖ or are located in wealthier areas, and therefore charge higher prices in general), it not clear why relative prices of brands would differ by store. Another idea is that consumers may actively seek out stores where their preferred brand is on sale. Or, even if they regularly visit only one store, to time visits for when that store is having a sale on their preferred brand. Such behavior might be relevant for expensive goods (e.g., meat, wine, diapers), but I doubt that anyone would decide when or what store to visit based on the price of Oreo cookies. Some years ago I attempted (in joint work with Tulin Erdem) to develop a model of store choice based on prices of various items. But we abandoned the project as we could not find any products that predicted store choice. (1) errors is T(J-1) = 180, and choice probabilities were evaluated using the GHK algorithm.
Keane assumed that α i ~ N(0,Σ) and  it ~ N(0,Ω), giving a multinomial multi-period probit model. A major problem is that unrestricted Σ and Ω would contain T(J-1)J/2 -1= 631
parameters. To deal with this, he assumed that both Σ and Ω had a one factor structure. Then the covariance structure is characterized by (i) the AR(1) parameter ρ, (ii) the 6 factor loadings on the common factor that underlies Σ, (iii) the uniquenesses of Σ, which are assumed equal for all brands and denoted by κ, and (iv) the same 7 parameters for Ω. This gives only 15 parameters.
Although this structure is very parsimonious, additional factors were not significant.
One goal of Keane (1997) was to give a taxonomy of types of heterogeneity. He argued that to rationalize the most general models in the literature on needs 7 types: (i) observed and unobserved heterogeneity in tastes for observed attributes, (ii) observed heterogeneity in brand intercepts, (iii) unobserved heterogeneity in tastes for unobserved common and unique attributes for which consumers have fixed tastes, and (iv) the same for attributes where consumers have time varying tastes. The basic strategy in Keane (1997) was to add more and more types of heterogeneity and see how estimates of state dependence were affected.
Keane's -Model 1‖ is very similar to Guadagni and Little (1983) but with normal errors (panel probit). He estimates θ=.813 and λ = 1.985. Note that λ(1-θ) = .37 is the extra utility from buying brand j at t if you bought it at t-1. The estimate of the price coefficient is -1.45, so this is equivalent to 27 cent price cut. As mean price is roughly $1.20, this is about a 22.5% price cut.
Keane's -Model 2‖ eliminates state dependence but includes heterogeneity in brand intercepts of the form α i ~ N(0,κI J-1 ). So we have unique factors but no common factors. The unique factors account for 48% of total error variance, imply substantial heterogeneity in tastes.
Keane's -Model 3‖ includes both the GL form of state dependence and -κ-heterogeneity‖ (i.e., unique factors). When both are include, each becomes less important. The fraction of the error variance due to unique factors drops to 31%. We now get θ=.833, λ = 0.889, and a price coefficient of -1.66. So the effect of lagged purchase is equivalent to only a 9 cent price cut.
In the full model (-Model 16‖), which includes all 7 types of heterogeneity, λ = 1.346
and θ = .909. The price coefficient is heterogeneous, but for a typical family it is about -2.4. So lagged purchase has an effect on demand that is similar to roughly a 5-cent price cut (4%).
The effect of a purchase today on the probability of a purchase tomorrow is known as the -purchase carry-over effect‖ in marketing. The bottom line of Keane (1997) is that extensive controls for heterogeneity reduce the estimated carry-over effect from being equivalent to a 22.5% price cut to a 4% price cut -thus reducing it by roughly 80%. So most of the observed persistence in brand choice does appear to be due to taste heterogeneity, but there is still a significant fraction that is due to state dependence.
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Of course, as we discussed in Section 4, inferences about the relative importance of heterogeneity and state dependence are always functional form dependent. Erdem and Keane (1996) showed that a Bayesian learning model implies a very different form of state dependence from that in GL. In their model, prior to receiving any information, consumers perceive that the true quality of brand j, denoted Q j , is distributed normally with mean Q j0 and variance . Over time a consumer receives noisy information about a brand through use experience and ad signals.
Let be an indicator for whether brand j is bought at time t, and let denote the noise in experience signals. Let be an indicator for whether an ad for brand j is seen at time t, and let denote the noise in ad signals. Let N j (t) and ) denote the total number of experience and ad signals received up through time t, respectively. Then the Bayesian learning model implies:
Here, Q jt is the perceived quality of brand j based on information received up through time t, and is the perception error variance.
Note that the Bayesian learning model implies a very different form of state dependence than GL. First, note that more lagged purchases (N j (t)) reduce perceived uncertainty about the quality of a brand ( ). If consumers are risk averse with respect to quality variation, this makes familiar brands more attractive, generating state dependence. The Bayesian framework in (33) implies that only the total number of lagged purchases of a brand, N j (t), matters for its current demand, while the GL framework in (31) implies that more recent experience is more important.
A more subtle difference between the models is that, in the learning model, heterogeneity and state dependence are not neatly separable phenomena. In (32), perceived quality of brand j at time t, Q jt , is a function of all quality signals received up through t. This is heterogeneous across consumers -some will, by chance, receive better quality signals than others. Thus, heterogeneity in brand preferences evolves through time via the same process that generates state dependence.
Because the Q jt are serially correlated random variables, which depend on lagged signals, we must use simulation to approximate the likelihood. What we have is a very complex mixture of logits model, with the mixing distribution given by the distribution of the Q jt . The method used to simulate the likelihood is a smooth frequency simulator, like that presented in equation (21), with the playing the role of the draws for the Q jt .
Erdem and Keane (1996) compared a Guadagni and Little (1983) When Erdem and Keane estimated the GL model they obtained θ = .770 and λ = 3.363, so λ(1-θ) = .773. The price coefficient was -1.077, implying that the impact of lagged purchase is equivalent to roughly a 72 cent price cut. Mean price is roughly $3.50, so this is 21%. This is very close to the effect Keane (1997) found for the GL model for ketchup. Surprisingly, the λ for advertising was only 0.14 with a standard error of .31 (not significant). Thus, the GL model implies the awkward result that advertising has no effect on demand.
However, Erdem and Keane (1996) found the Bayesian learning model gave a much better fit to the data than the Guadagni-Little model. The log likelihood (LL) and Bayes Information Criterion (BIC) for the GL model were -7463 and 7531. But for the learning model they obtained LL and BIC values of -7312 and 7384. Thus, the BIC improvement is 147 points.
The key parameters that generate state dependence are =0.053, σ ε =0.374 and σ A =3.418.
The EK model is too complex to give simple calculations of the impact of lagged choices on current demand as we did with the GL and Keane (1997) models. The effects of price changes and changes in ad exposure frequency can only be evaluation by simulating the model.
Unfortunately, EK only report advertising and not price simulations. But they do find clear evidence of state dependence in the advertising simulations. As they state, -although the short run effect of advertising is not large, advertising has a strong cumulative effect on choice over time as it gradually reduces the perceived riskiness of a brand.‖
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Based on the evidence in Erdem and Keane (1996) and Keane (1997) , as well as a large body of subsequent work, much of which is very well described by , there is now a broad consensus on three issues: (i) state dependence in demand does exist, (ii) as a result, both price promotion and advertising have long run effects, but (iii) consumer taste heterogeneity is a of state dependence. The myopic model can be estimated using methods discussed in Section 3. The forward-looking version requires dynamic programming, which is beyond the scope of this paper. 10 Unfortunately, their paper contains a major typo in key figure (Figure 1 ) that shows this result. The Figure 1 in the paper just duplicates Figure 3 . Fortunately, the basic result can also be seen in Figure 2 (for the model with forward-looking consumers).
much stronger source of the observed persistence in choice behavior than is state dependence.
In contrast to the consensus on existence of state dependence, there is no clear consensus on its source. The Guadagni and Little (1983) and Keane (1997) types of model can be viewed as structural models where prior use experience literally increases the utility of current consumption of a brand through a habit persistence mechanism. Alternatively, these models can be viewed as flexible approximations to a broad (but unspecified) set of models that generate state dependence that is well described by the -brand loyalty‖ variable. The Erdem and Keane (1996) model and the large body of subsequent work derived from it (see Ching, Erdem and Keane (2013) for a review) definitively takes stand that state dependence derives from the learning mechanism.
Other work, especially Erdem, Imai and Keane (2003) and Hendel and Nevo (2006) , posits that inventories are an importance source of dynamics. Erdem, Keane and Sun (2008) show that the learning and inventory mechanisms are actually very hard to disentangle empirically, if one allows for a priori consumer taste heterogeneity. There is little consensus on the relative importance of the different mechanisms that may generate state dependence.
The third key research objective that I mentioned in the introduction is to understand the dynamics of demand. Most important is to understand the sources of the observed increase in demand when a brand is on sale. Here, I think the literature has reached a high degree of consensus. Consider the demand for frequently purchased consumer goods. There is broad consensus that own price elasticities (given temporary price cuts) are about -3 to -4.5. But it is also widely accepted by firms and academics just knowing how much demand goes up when you cut prices is not very interesting. What really matters is where the increase comes from. Erdem, Imai and Keane (2003) and Erdem, Keane and Sun (2008) estimate that roughly 20-30 percent of the increase in sales due to a temporary price cut is cannibalization of future sales. Of the remaining incremental sales, 70-80 percent is due to category expansion and only about 20-30 percent is due to brand switching. It is hard to exaggerate the importance of this 3-way decomposition of the price elasticity of demand, as it determines the profitability of price promotion. And a remarkable consensus has emerged on these figures in recent years. Some key papers on cannibalization rates are van Heerde, Wittink (2000, 2004) and Ailawadi, Gedenk, Lutzky, Neslin (2006) . And some important studies of brand switching are Pauwels, Hanssens and Siddarth (2002) , van Heerde, Gupta and Wittink (2003) , Sun, Neslin and Srinivasan (2003) and Mace and Neslin (2004) .
Conclusion
As we have seen, there is broad consensus that state dependence in consumer demand exists. There is also clear evidence that dynamic demand models fit the data much better than static models (see Ching, Erdem and Keane (2008) ). And there is broad agreement that only about 20-25% of the incremental sales that accompany a price cut is due to brand switching, with the rest due to category expansion and cannibalization of own future sales. On the other hand, there is little agreement on the fundamental mechanism that generates dynamics in demand. The main competing theories are learning, inventories and habit persistence. Progress in this area is severely hindered by the computational difficulty of nesting all this mechanisms in one model.
Much of demand modeling is done with the ultimate goal of merging the demand side with supply side models of industry competition. Such equilibrium models can be used for merger analysis, advertising regulation, anti-competitive pricing regulation, etc. But existing work in this area has typically used static demand models, due to the computational difficulty of solving the problem of oligopolistic firms when demand is dynamic.
Unfortunately, static demand models greatly exaggerate cross-price elasticities, as they attribute too much of incremental sales to switching (see Sun, Neslin and Srinivasan (2003) and Erdem, Imai and Keane (2003) , Erdem, Keane and Sun (2008) ). As cross-price elasticities of demand summarize the degree of competition between products, this bias will create serious problems in attempting to predict effects of mergers. This example that makes obvious the importance of further work on developing dynamic models, particularly ones that are sophisticated enough to capture observed dynamics, yet simple enough to merge with supply side models.
