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Introduction
Dans de nombreux domaines d’application tels que la mode´lisation de terrain, l’ana-
lyse de donne´es, le traitement du signal et de l’image ou la planification de trajectoire de
syste`mes me´caniques, il est ne´cessaire d’interpoler ou d’approcher des donne´es, continues
ou discre`tes, par une courbe ou une surface. Parmi les outils les plus classiquement utilise´s,
citons les splines polynomiales [DB01, Far02, HLS93, Far08, Nu¨89], les splines rationnelles
[FJ, PT97], les splines de Chebyshev [KS66, Sch81] et les sche´mas de subdivision [CDM91].
Dans les proble`mes de mode´lisation sous-jacents aux applications cite´es plus toˆt, il est es-
sentiel d’obtenir des proprie´te´s de conservation de la forme des donne´es telles que la conser-
vation de la monotonie et de la convexite´. Ces pre´occupations ont ge´ne´re´ une abondante
litte´rature (voir par exemple [Gre86, Man01, MS03, Sab04, Maz06, LM06, PS08, MM10]).
Il est bien connu que les splines d’interpolation ne conservent pas toujours la forme des
donne´es lorsque celles-ci pre´sentent de fortes variations d’amplitude [DB01]. En particu-
lier, Schweikert avait de´ja` note´ dans [Sch65] ce phe´nome`ne, appele´ phe´nome`ne de Gibbs,
pour les splines cubiques d’interpolation L2. Zhang et Martin ont donne´ un encadrement
de celui-ci pour l’interpolation de la fonction de Heaviside [ZM97]. De nombreuses solu-
tions ont e´te´ envisage´es afin d’atte´nuer ce phe´nome`ne telles que les ce´le`bres splines sous
tension de Schweikert [Sch65]. Mazure conside`re plus ge´ne´ralement des splines dont chaque
morceau est dans un espace de Chebyshev e´tendu, potentiellement diffe´rent d’un morceau
a` l’autre et d’e´ventuelles matrices de connexion entre morceaux conse´cutifs [Maz06]. Les
effets de forme fournis par les coefficients des matrices peuvent alors eˆtre cumule´s de
fac¸on tre`s efficace avec les effets de tension/souplesse permis par un choix ade´quat d’es-
paces de Chebyshev. Ce phe´nome`ne peut e´galement eˆtre atte´nue´ par l’interpolation ENO
(Essentiellement Non-Oscillante) qui consiste a` se´lectionner l’interpolant le moins oscillant
- obtenu par minimisation d’une fonction couˆt - au voisinage d’une discontinuite´ [CDM03].
Lavery et ses collaborateurs ont propose´ une autre alternative de`s le de´but des anne´es
2000 avec les splines d’interpolation minimisant la norme L1 de leur de´rive´e seconde
[Lav00b, Lav01, Lav02, Lav05, Lav06, CFL02, CFL04, CFL05, CFL 08]. Dans le cadre
tre`s ge´ne´ral d’espaces de Sobolev, un tel proble`me de minimisation n’admet pas tou-
jours de solution [FJ75, dB76, Pin88]. Lavery et ses coauteurs ont donc introduit des
me´thodes d’interpolation L1 par spline polynomiale qui admettent une solution non tou-
ix
jours unique mais qui ne pre´sente pas d’oscillations en cas de changements brusques de
forme. Dans [AGN07b, AGN07a, Auq07], Auquiert, Gibaru et Nyiri montrent notamment
dans [AGN07b] qu’une spline cubique d’interpolation L1 a` plus de six nœuds de la fonction
de Heaviside ne pre´sente pas de phe´nome`ne de Gibbs.
Dans le domaine du traitement du signal, la minimisation L1 est e´galement avanta-
geuse car contrairement a` la minimisation L2, elle permet de reconstruire exactement des
signaux parcimonieux a` partir d’ensembles de mesures fortement incomplets [DS89]. En
vision par ordinateur, la me´thode L2 d’Ho¨rn-Schunk pour le calcul du flux optique d’une
vide´o (le mouvement apparent des e´le´ments de celle-ci repre´sente´ par un champ de vecteur)
a e´te´ ame´liore´e par diverses versions L1 plus robustes [MPSC09, PUZ
 07, WPZ 09]. De
meˆme, Hotelling introduit un e´quivalent L1 a` la me´thode statistique d’analyse en compo-
santes principales qui consiste a` transformer des observations potentiellement corre´le´es en
des variables de´corre´le´es les unes des autres [Hot33]. Cette me´thode et ses de´veloppements
sont plus robustes aux points aberrants [BDB13, TJLF13, DLFL14].
Il faut cependant reconnaˆıtre que les algorithmes de re´solution pour l’interpolation
spline L1 [BR73, BR74, Van89, CFL02, CFL04] peuvent pre´senter des proble`mes de
convergence pour un grand nombre de donne´es. Nyiri, Gibaru et Auquiert ont donc pro-
pose´ une me´thode de re´solution par feneˆtre glissante sur cinq points pour compenser
ce phe´nome`ne [NGA11]. Cette me´thode permet d’obtenir un algorithme paralle´lisable et
de complexite´ line´aire en le nombre de donne´es. A` partir d’une minimisation sur cinq
points, il est alors possible d’effectuer une re´solution formelle du proble`me d’interpolation
[NGA11, JLF10, YJLF10, JYLF11] et donc d’obtenir des algorithmes tre`s performants.
Enfin, les proprie´te´s de conservation de forme sont semblables a` celles obtenues par la
me´thode globale.
Dans la continuite´ des travaux de Lavery, Gibaru, Nyiri et Auquiert, ce travail de
the`se concerne le proble`me d’approximation au sens de la norme L1 de fonctions et de
donne´es discre`tes dans certains ensembles de fonctions. Nous en de´veloppons des aspects
a` la fois the´orique (existence et caracte´risation de meilleures approximations, explicitation
de solutions), me´thodologique (proposition d’algorithmes) et pratique (application a` la
planification de trajectoire, a` l’image). Nous de´butons ce me´moire par l’e´tude de proble`me
de meilleure approximation au sens de la norme L1 pour lequel Jackson a montre´ l’exis-
tence d’une solution (non-unique en ge´ne´ral) dans des sous-espaces de dimension finie
[Jac21]. Dans [Kri65], Kripke et Rivlin donnent une caracte´risation tre`s utile et utilise´e de
ces solutions de meilleure approximation au sens de la norme L1. Ils remarquent de plus
qu’une meilleure approximation L1 d’une fonction continue interpole celle-ci en un nombre
de points supe´rieur ou e´gal a` la dimension de l’espace quand celui-ci est de dimension finie.
Beaucoup d’articles traitent du proble`me de meilleure approximation L1 de fonctions conti-
nues. Citons de manie`re non-exhaustive [Ric64a, Uso67, Mic77, Kam79, Peh79, Str84].
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Les de´monstrations donne´es dans ces articles s’articulent autour du the´ore`me de ca-
racte´risation de Kripke-Rivlin de´ja` e´voque´ et du the´ore`me d’Hobby-Rice [HR65]. Nous
rappelons ces re´sultats majeurs dans le premier chapitre. Pour ce qui est des fonctions
discontinues telles que la fonction de Heaviside, nous trouvons tre`s peu de re´fe´rences. De
plus, dans celles-ci, les auteurs se placent dans des espaces tre`s particuliers. Ainsi, Mos-
kona, Petrucci et Saff se sont inte´resse´s a` la meilleure approximation L1 d’une fonction
de type Heaviside par un polynoˆme trigonome´trique [MPS95]. Ils ont notamment mis en
e´vidence l’existence d’un phe´nome`ne de Gibbs qui est cependant de moindre amplitude
que celui obtenu pour la norme L2. Saff et Tashev ont, quant a` eux, conside´re´ ce meˆme
proble`me de meilleure approximation mais par des lignes polygonales [ST99]. Leur travail
a mis en e´vidence un phe´nome`ne de Gibbs, de´ja` observe´ par Foster pour la norme L2
[FR91]. Il se re´ve`le une nouvelle fois eˆtre moindre en norme L1. De plus, Saff et Tashev
ont de´montre´ que ce phe´nome`ne de Gibbs de´croˆıt et tend vers ze´ro lorsque le nombre
de nœuds, uniforme´ment re´partis sur un intervalle centre´ en ze´ro, tend vers l’infini. Ceci
montre une nouvelle fois l’inte´reˆt de la norme L1.
Dans notre premier chapitre, nous proposons un cadre plus ge´ne´ral de meilleure ap-
proximation L1 de fonctions de type Heaviside (ou fonctions saut) dans des espaces de
Chebyshev et faiblement de Chebyshev - dont les exemples les plus ce´le`bres sont res-
pectivement les fonctions polynomiales et les splines polynomiales a` nœuds fixe´s. Nous
montrons qu’il est possible de de´terminer des solutions a` ce proble`me de meilleure ap-
proximation via un proble`me d’interpolation. Pour obtenir ce re´sultat, nous devons au
pre´alable e´tablir une extension ade´quate du the´ore`me d’Hobby-Rice. Cette extension nous
permet en particulier de montrer l’unicite´ de la meilleure approximation L1 de fonctions
saut dans des espaces de Chebyshev de dimension paire. Cette unicite´ n’est pas garantie
en ge´ne´ral. Ce chapitre inclut e´galement une e´tude des meilleures approximations `1 de
donne´es discre`tes, notamment par re´gression line´aire. Nous mettons en e´vidence la robus-
tesse de cette me´thode aux points aberrants. L’ensemble des re´sultats de ce chapitre est
illustre´ dans le cadre polynomial et splines polynomiales. Que ce soit pour les fonctions ou
pour les donne´es discre`tes, nous constatons la pre´sence d’un phe´nome`ne de Gibbs meˆme
si celui-ci est atte´nue´ par rapport aux analogues L2.
Apre`s un rappel sur les re´sultats connus concernant l’interpolation L1 par spline po-
lynomiale, le second chapitre propose des strate´gies pour reme´dier a` ce proble`me de non-
conservation de la forme des donne´es. Ces me´thodes sont dans la ligne´e des travaux de
Lavery [Lav00a, Lav04] et ceux d’Auquiert, Gibaru et Nyiri [NGA11]. Les outils utilise´s
sont des splines de lissage et d’ajustement L1 propose´s dans [Lav00a, Lav04] et dont nous
montrons ici l’existence. La premie`re me´thode consiste a` de´terminer une spline minimi-
sant une combinaison line´aire de la fonctionnelle d’approximation et de la fonctionnelle
utilise´e pour l’interpolation L1. Les splines d’ajustement sont, quant a` elles, des meilleures
approximations au sens de la norme L1 sur un ensemble de splines admissibles issu de
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la re´union de splines d’interpolation L1. Nous constatons que ces deux types splines per-
mettent une tre`s nette atte´nuation des oscillations en cas de changement brusque de la
forme des donne´es. Les secondes ont l’avantage de ne pas ne´cessiter un parame`tre de
re´gularisation difficile a` fixer en ge´ne´ral mais l’algorithme pour les obtenir est de com-
plexite´ polynomiale. C’est pourquoi, reprenant l’ide´e de feneˆtre glissante de´veloppe´e dans
[NGA11] pour l’interpolation L1, nous introduisons des me´thodes locales d’approximation
par spline d’ajustement afin d’obtenir un algorithme de complexite´ line´aire en le nombre
des donne´es.
Les proble`mes de planification de trajectoire ne´cessitent de pouvoir controˆler la dis-
tance entre les donne´es initiales et la solution propose´e. Les splines e´tudie´es au chapitre
2 ne permettent pas facilement un tel controˆle. C’est pourquoi, au chapitre 3, nous in-
troduisons une nouvelle strate´gie d’approximation pre´cise´ment dans le but d’imposer une
distance maximale entre la solution calcule´e et les donne´es. Nous de´finissons donc les
splines cubiques d’interpolation L1 a` δ pre`s et nous montrons leur existence. Nous expli-
citons des solutions a` ce proble`me dans certains cas. Nous e´tudions le cas ou` les solutions
sont affines, puis le cas de configurations de trois points quelconques. Graˆce a` ces re´sultats,
nous proposons des constructions algorithmiques d’une spline d’interpolation L1 a` δ pre`s
base´es sur le principe de feneˆtre glissante. Ces algorithmes se re´ve`lent e´galement efficaces
pour traiter des donne´es bruite´es. De plus, l’un de ces algorithmes est purement alge´brique.
Il peut donc eˆtre utilise´ pour des applications temps re´el.
Les re´sultats et me´thodes du chapitre 3 peuvent eˆtre adapte´s pour obtenir des splines
bicubiques d’interpolation L1 a` δ pre`s de donne´es re´parties dans une grille. En effet, nous
proposons au chapitre 4 des algorithmes utilisant un principe de croix glissante a` neuf puis
a` cinq points. Nous mettons en e´vidence que ces me´thodes ne font pas apparaˆıtre d’oscil-
lations lorsqu’elles sont applique´es a` des donne´es comportant de fortes variations d’ampli-
tude. Nous appliquons alors les algorithmes pre´sente´s pour la restauration d’images.
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Liste des notations
– R : le corps des re´els.
– R : le corps des re´els prive´ de ze´ro.
– N : l’ensemble des entiers naturels.
– N : l’ensemble des entiers naturels prive´ de ze´ro.
– CkpX,Y q : l’ensemble des fonctions de´finies sur X a` valeurs dans Y , k fois de´rivable
et dont la de´rive´e ke`me est continue.
– CkpXq : l’ensemble des fonctions de´finies sur X a` valeurs dans R, k fois de´rivable
et dont la de´rive´e ke`me est continue.
– Sr,x  ts P Cr1rx1, xns, s|rxk,xk 1s P Prrxk, xk 1s, k  1, 2, . . . , nu l’espace des
splines polynomiales de degre´ r P N et de nœuds x  px1, x2, . . . , xnq.
– rSr,x  ts P Crrx1, xns, s|rxk,xk 1s P P2r 1rxk, xk 1s, k  1, 2, . . . , nu l’espace des
splines polynomiales d’Hermite de degre´ 2r 1, r P N, de re´gularite´ Cr et de nœuds
x  px1, x2, . . . , xnq.
– X : l’adhe´rence de X.
– BX : la frontie`re de X.
– XzY : X prive´ de Y .
– Y1 ` Y2 : la somme directe de deux sous-espaces vectoriels d’un espace vectoriel X.
– 1X : la fonction indicatrice de X de´finie de R dans R, valant 1 sur X, 0 ailleurs.
– ~h~X : la norme d’une application line´aire h de X dans R.
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– ra, bs, sa, br, sa, bs, ra, br : les intervalles avec borne infe´rieure a et supe´rieure b.
– sup ess
xPX
fpxq : le supremum essentiel d’une fonction f sur un ensemble X.
– inf
xPX
fpxq, min
xPX
fpxq : respectivement l’infimum et le minimum d’une fonction f sur
un ensemble X.
– sgn : x P R ÞÑ
$'&'%
1 si x ¡ 0,
0 si x  0,
1 si x   0.
: la fonction signe.
– tu : la fonction partie entie`re.
– rs : la fonction partie entie`re par exce`s.
– vectpφ1, φ2, . . . , φnq : l’espace vectoriel engendre´ par n fonctions φ1, φ2, . . . , φn.
– vectpY, φq : l’espace vectoriel engendre´ par Y  vectpφ1, φ2, . . . , φnq et φ.
–
ÝÝÑ
AB : le vecteur de´fini par les deux points A et B.
– AT : la transpose´e d’un vecteur ou d’une matrice A.
– In : la matrice identite´ de taille n n.
– 1n : le vecteur colonne de taille n ne contenant que des 1.
– 0n : le vecteur colonne de taille n ne contenant que des 0.
– δn : le vecteur colonne de taille n ne contenant que des δ P R.
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2 CHAPITRE 1. MEILLEURE APPROXIMATION AU SENS DE LA NORME L1
Dans ce chapitre, nous dressons un e´tat de l’art et apportons des contributions (para-
graphes 2.3, 3.2, 4.2, 5 et 6.3) au proble`me de meilleure approximation de fonctions et de
donne´es discre`tes au sens de la norme L1. Apre`s avoir rappele´ quelques ge´ne´ralite´s sur l’ap-
proximation dans un espace vectoriel norme´, nous e´tudions des re´fe´rences classiques concer-
nant le cadre ge´ne´ral de ce proble`me [Ric64a, Kri65, HR65, Pin76, Mic77, Pin89, DL93].
Nous e´tudions ensuite ce proble`me de meilleure approximation dans un espace de Che-
byshev et faiblement de Chebyshev dont les exemples-type respectifs sont les fonctions
polynomiales et les fonctions splines polynomiales a` nœuds fixe´s. Pour ces espaces, nous
conside´rons l’approximation de fonctions continues et de fonctions saut. Ces dernie`res sont
de´finies comme suit.
De´finition 1.1. Une fonction f est appele´e fonction saut sur ra, bs en ξ0 Psa, br si :
f P C0pra, bsztξ0uq, lim
xÑξ0
x ξ0
|fpxq| et lim
xÑξ0
x¡ξ0
|fpxq|existent et sont finies.
Nous notons Jξ0ra, bs l’espace vectoriel de telles fonctions.
Tandis que le proble`me de meilleure approximation L1 de fonctions continues a e´te´
largement e´tudie´ dans la litte´rature [Uso67, Mic77, Kam79, Peh79, Som83, Str84], peu
d’articles font re´fe´rence a` la meilleure approximation L1 de fonctions discontinues. Dans
[MPS95], Moskona, Petrucci et Saff s’inte´ressent a` la meilleure approximation L1 par un
polynoˆme trigonome´trique d’une fonction de type Heaviside. Dans [ST99], Saff et Tashev
effectuent un travail similaire en utilisant une ligne polygonale. Les auteurs notent dans
les deux cas l’existence d’un phe´nome`ne de Gibbs pour une meilleure approximation L1
de la fonction de Heaviside qui est cependant de moindre amplitude que celui observe´ en
norme L2 (voir la Figure 1.1).
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Figure 1.1 – Meilleure approximation L1 (ligne pleine) et L2 (pointille´s) de la fonction
de Heaviside par un polynoˆme trigonome´trique de degre´ 10 (a` gauche) et par une ligne
polygonale a` vingt-et-un nœuds e´quire´partis (a` droite).
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Cette conclusion inte´ressante justifie notre inte´reˆt pour le proble`me de meilleure approxi-
mation L1 de fonctions saut. Nous proposons donc dans ce chapitre l’e´tude d’un cadre
plus ge´ne´ral englobant les deux cas particuliers cite´s pre´cedemment. Nous obtenons des
re´sultats, pre´sente´s par ailleurs dans [GGNF14], concernant le proble`me de meilleure ap-
proximation L1 de fonctions saut dans des espaces de Chebyshev et faiblement de Cheby-
shev.
Nous e´tudions enfin le cas d iscret, notamment la re´gression line´aire `1. Nous donnons
des e´le´ments de re´ponse concernant la robustesse de cette me´thode aux points aberrants.
Enfin, nous mettons en e´vidence les limites d’une me´thode de meilleure approximation `1
de donne´es discre`tes par des splines polynomiales d’Hermite.
1 Approximation de fonctions dans un espace vectoriel norme´
Soient pX, }  }q un espace vectoriel norme´ re´el et Y une partie non-vide de X. Nous
notons e´galement pour tout f P XzY , l’erreur d’approximation par :
Epf, Y q  inf
gPY
}f  g}. (1.1)
Une solution de ce proble`me est appele´e meilleure approximation de f dans Y . Nous nous
inte´ressons dans la suite a` l’existence, la caracte´risation et l’unicite´ de telles solutions.
Sauf mention contraire, les de´monstrations sont inspire´es de l’ouvrage de Pinkus [Pin89].
1.1 Existence
Sans condition sur le sous-ensemble Y, nous ne pouvons pas garantir l’existence d’une
meilleure approximation d’une fonction f P X. Nous rappelons alors le re´sultat suivant
issu de [Pin89].
The´ore`me 1.2. Soit Y un sous-ensemble de X. Si l’une des affirmations suivantes est
vraie :
i. Y est compact,
ii. Y est ferme´ dans un sous-espace vectoriel de dimension finie de X,
alors pour tout f P XzY , il existe un e´le´ment g P Y pour lequel :
@g P Y, }f  g} ¤ }f  g}.
De´monstration. i. Soit f P XzY . Par de´finition de Epf, Y q, il existe une suite tgn, n P Nu
de fonctions dans Y telle que limnÑ 8 }f  gn}  Epf, Y q. Or, Y est compact, donc il
existe une sous-suite convergente tgnk , k P Nu. Nous notons la limite de cette sous-suite
g. Aussi, pour tout k, par l’ine´galite´ triangulaire :
}f  g} ¤ }f  gnk}   }gnk  g}.
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Par passage a` la limite, il vient }f  g} ¤ Epf, Y q.
De plus, par de´finition, Epf, Y q ¤ }fg}. Donc }fg}  Epf, Y q et g est une meilleure
approximation de f dans Y .
ii. Supposons Y ferme´ dans U , un sous-espace vectoriel de dimension finie de X. Soient
f P X et h P Y . Pour approcher au mieux f dans Y , il suffit de conside´rer seulement les
e´le´ments g P Y tels que :
}f  g} ¤ }f  h} M.
De´finissons alors A  tg P Y, }f  g} ¤ Mu. Posons aussi }f}  N . Ainsi, par l’ine´galite´
triangulaire, pour tout g P A, }g} ¤ N  M .
L’ensemble A est alors ferme´ et borne´ dans un espace de dimension finie. Il est donc
compact. Nous concluons par i.
Une conse´quence directe et inte´ressante de la proposition ii est rappele´e dans le corollaire
suivant.
Corollaire 1.3. Si Y est un sous-espace vectoriel de dimension finie de X, alors pour
tout f P XzY , il existe un e´le´ment g P Y pour lequel :
@g P Y, }f  g} ¤ }f  g}.
1.2 Caracte´risation
Dans ce paragraphe, nous rappelons comment le the´ore`me de Hahn-Banach permet
de caracte´riser la meilleure approximation dans un espace vectoriel norme´. Il s’agit de la
version analytique de Hahn-Banach que nous e´nonc¸ons ci-dessous.
The´ore`me 1.4 (Hahn-Banach). Si Y est un sous-espace vectoriel de X, alors toute forme
line´aire continue sur Y se prolonge en une forme line´aire continue sur X de meˆme norme.
Nous e´nonc¸ons donc maintenant le re´sultat principal de ce paragraphe issu de [Pin89]
concernant la caracte´risation d’une meilleure approximation dans un espace vectoriel
norme´.
The´ore`me 1.5. Soient Y un sous-espace vectoriel de X et f P XzY . Pour tout e´le´ment
g de Y , les deux proprie´te´s suivantes sont e´quivalentes :
i. g est une meilleure approximation de f dans Y .
ii. il existe une forme line´aire continue sur X, de norme 1, dont le noyau contient Y et
qui vaut }f  g} en f .
De´monstration. Supposons que g soit une meilleure approximation de f dans Y . Dans
ce cas, Epf, Y q  }f  g}. Soit L le sous-espace engendre´ par Y et f . De´finissons h une
forme line´aire de L comme suit. Pour α P R, g P Y ,
hpαf   gq  α}f  g}.
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Cette forme line´aire est continue. De plus, par de´finition, pour tout g P Y , hpgq  0 et
hpfq  }f  g}. Il reste a` montrer que ~h~L  1. Nous avons :
|hpαf   gq|  |α|}f  g},
¤ |α|}f  z}, ou` α  0 et z   1
α
g P Y,
¤ }g   αf}.
Si α  0 alors |hpgq|  0 ¤ }g}. Donc ~h~L ¤ 1. De plus,
|hpαf  αgq|  }αf  αg}.
Donc ~h~L  1. La proposition ii de´coule alors du the´ore`me d’Hahn-Banach.
Re´ciproquement, supposons ii vraie. Soit g P Y , alors :
}f  g}  Hpf  gq  Hpf  gq ¤ ~H~  }f  g}  }f  g}.
Donc g est une meilleure approximation de f dans Y .
Remarque. Il existe un autre the´ore`me de caracte´risation base´ sur les de´rive´es de Gaˆteaux.
Nous renvoyons le lecteur inte´resse´ a` [Pin89], chapitre 1, page 3-4.
1.3 Unicite´
Soit Y une partie non-vide de X. Pour tout f P X, de´finissons le sous-ensemble de Y
contenant toutes les meilleures approximations de f dans Y comme suit :
PY pfq  tg P Y, }f  g}  Epf, Y qu.
Proposition 1.6. Si Y est convexe alors PY pfq est convexe pour tout f P X.
De´monstration. Soient g1, g2 P PY pfq. Pour tout λ P r0, 1s, pλg1   p1  λqg2q P Y car Y
est convexe. D’ou`, }f  pλg1   p1 λqg2q} ¥ Epf, Y q. De plus,
}f  pλg1   p1 λqg2q} ¤ λ}f  g1}   p1 λq}f  g2}  Epf, Y q.
Donc pλg1   p1 λqg2q P PY pfq.
Dans la suite, Y est encore suppose´ convexe et nous e´nonc¸ons le the´ore`me d’unicite´ suivant
issu de [Pin89].
The´ore`me 1.7. Soit Y un sous-ensemble convexe d’un espace vectoriel norme´ strictement
convexe. Alors, pour tout f P XzY , PY pfq contient au plus un e´le´ment.
Remarque. Nous rappelons qu’un espace est dit strictement convexe si sa boule unite´
ferme´e est strictement convexe. Autrement dit, pour tous x, y dans la boule unite´ ferme´e
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et tout λ P r0, 1s, }tx p1 tqy}   1. Par exemple, l’espace `2 est strictement convexe. Au
contraire, l’espace `1 ne l’est pas.
De´monstration. Supposons par l’absurde qu’il existe g1, g2 P PY pfq, g1  g2. Notons que
Epf, Y q ¡ 0 car f P XzY . De plus, fg1Epf,Y q et fg2Epf,Y q appartiennent a` la boule unite´ ferme´e
de X. L’espace X est strictement convexe donc pour tout λ Ps0, 1r :λ f  g1Epf, Y q   p1 λq f  g2Epf, Y q
   1.
Par conse´quent :
}λpf  g1q   p1 λqpf  g2q}   Epf, Y q.
Or, PY pfq est convexe. D’ou` la contradiction, ainsi g1  g2.
2 Meilleure approximation de fonctions en norme L1
2.1 Ge´ne´ralite´s sur les espaces Lp
Soit l’espace mesure´ pB,Σ, νq ou` B est un ensemble re´el, Σ la tribu engendre´e par les
parties de B et ν une mesure positive de´finie sur Σ.
De´finition 1.8. L’espace LppB,Σ, νq, 1 ¤ p    8, est l’ensemble des fonctions a` valeurs
re´elles de´finies sur B, ν-mesurables et telles que |f |p est ν-inte´grable.
L’espace L8pB,Σ, νq, est l’ensemble des fonctions a` valeurs re´elles de´finies sur B ν-
mesurables et telles que sup ess
xPB
|fpxq|   8.
Nous rappelons que le supremum essentiel (sup ess) de f sur B est le plus petit a dans
RY t 8u tel que f soit supe´rieur a` a seulement sur un ensemble de mesure nulle.
Remarque. Dans la suite, nous notons l’espace LppB,Σ, νq plus simplement LppB, νq.
Avec la convention que deux fonctions de LppB, νq sont e´quivalentes si elles sont e´gales
ν-presque-partout, l’espace LppB, νq muni de la norme :
}f}p 
»
B
|fpxq|p dνpxq

 1
p
, 1 ¤ p    8,
}f}8  sup ess
xPB
|fpxq|, p   8,
est un espace de Banach. Il est e´galement bien connu que le dual de LppB, νq, 1   p    8
est LqpB, νq ou` 1{p   1{q  1. En supposant que ν est σ-finie, le dual de L1pB, νq est
L8pB, νq. Le proble`me d’approximation dans L1pB, νq est e´tudie´ dans ce paragraphe.
La the´orie d’existence a de´ja` e´te´ e´nonce´e dans le paragraphe 1.1. Les questions de ca-
racte´risation et d’unicite´ de solutions sont donc discute´es dans la suite.
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2.2 Caracte´risation
Soit f P L1pB, νq. De´finissons l’ensemble des ze´ros de f , Zpfq  tx P B, fpxq  0u
et son comple´mentaire dans B, Npfq  BzZpfq. De´finissons e´galement la fonction signe
comme suit :
sgnpfpxqq 
$'&'%
1 si fpxq ¡ 0,
0 si fpxq  0,
1 si fpxq   0.
Nous rappelons le the´ore`me de caracte´risation de Kripke-Rivlin [Kri65], dont une de´monstration
issue de [Pin89] et base´e sur le The´ore`me 1.4 d’Hahn-Banach, est donne´e.
The´ore`me 1.9 (Kripke-Rivlin). Soit Y un sous-espace de dimension finie de L1pB, νq
et f P L1pB, νqzY . Alors g est une meilleure approximation L1pB, νq de f dans Y si et
seulement si :
@g P Y,
»
B
sgnpfpxq  gpxqqgpxq dνpxq
 ¤ »
Zpfgq
|gpxq| dνpxq. (1.2)
De´monstration. Supposons que (1.2) soit vraie. Soit g P Y .
}f  g}1 
»
B
sgnpfpxq  gpxqqpfpxq  gpxqq dνpxq,

»
B
sgnpfpxq  gpxqqpfpxq  gpxqq dνpxq  
»
B
sgnpfpxq  gpxqqpgpxq  gpxqq dνpxq,
¤
»
Npfgq
|fpxq  gpxq| dνpxq  
»
Zpfgq
|gpxq  gpxq| dνpxq,

»
Npfgq
|fpxq  gpxq| dνpxq  
»
Zpfgq
|gpxq  fpxq| dνpxq,
 }f  g}1.
Ainsi, g est une meilleure approximation de f dans Y .
Re´ciproquement, supposons que g soit une meilleure approximation de f dans Y . Par le
The´ore`me 1.5, il existe une forme line´aire continue H sur L1pB, νq telle que :
i.
³
BHpxqgpxq dνpxq  0 pour tout g P Y .
ii. ~H~  1.
iii.
³
BHpxqpfpxq  gpxqq dνpxq 
³
B |fpxq  gpxq| dνpxq.
En utilisant ii et iii, il vient que H  sgnpf  gq ν-presque-partout sur Npf  gq. En
utilisant i et ii, pour tout g P Y :»
B
sgnpfpxq  gpxqqgpxq dνpxq
 

»
Zpfgq
Hpxqgpxq dνpxq
 ¤
»
Zpfgq
|gpxq| dνpxq.
Nous de´duisons imme´diatement du The´ore`me 1.9 le corollaire suivant.
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Corollaire 1.10. Soit g P Y telle que pour tout g P Y :»
B
sgnpfpxq  gpxqqgpxq dνpxq  0, (1.3)
alors g est une meilleure approximation L1pB, νq de f dans Y .
Ce corollaire est lie´ au the´ore`me d’Hobby-Rice. Nous rappelons ce re´sultat essentiel en
meilleure approximation au sens de la norme L1 et en donnons une extension tre`s utile
dans le paragraphe suivant.
2.3 Le the´ore`me d’Hobby-Rice, corollaire et extension
Supposons dans ce paragraphe que B soit un intervalle re´el borne´ ra, bs. Le Corollaire
1.10 affirme que pour de´terminer une meilleure approximation L1 d’une fonction f P
L1pra, bs, νq, il suffit de de´terminer une fonction changement de signe s telle que pour tout
g P Y : » b
a
spxqgpxq dνpxq  0. (1.4)
ou` s est de´finie a` partir de r (a` de´terminer en fonction de f) re´els dans l’intervalle sa, br,
a  α0   α1        αr   αr 1  b, r P N,
par l’expression :
spxq 
r 1¸
i1
p1qi1rαi1,αirpxq. (1.5)
Pour que s soit e´gal a` sgnpf  gq, il est ne´cessaire et suffisant que g P Y interpole en
changeant de signe la fonction f uniquement en ces abscisses. Sinon, la fonction s est
diffe´rente de sgnpf  gq et alors le Corollaire 1.10 ne s’applique pas. C’est en cela que
r de´pend de f . Sans informations supple´mentaires sur la fonction f et le sous-espace Y ,
nous ne savons pas qualifier davantage cette de´pendance mais ceci sera aborde´ dans les
paragraphes 3 et 4. Nous nous inte´ressons pour le moment au proble`me d’existence d’une
fonction changement de signe satisfaisant (1.4). Le the´ore`me d’Hobby-Rice [HR65] permet
de montrer l’existence d’une telle fonction avec r ¤ n quand Y est un sous-espace de
dimension finie de L1pra, bs, νq. Dans ce the´ore`me, la mesure ν est suppose´e non-atomique.
Nous rappelons la de´finition de cette notion ci-dessous.
De´finition 1.11. Une mesure ν sur pB,Σq est dite non-atomique si pour tout A1 P Σ de
mesure non nulle, il existe A2  A1 tel que 0   νpA2q   νpA1q.
Par exemple, la mesure de Lebesgue est non-atomique. Le the´ore`me d’Hobby-Rice
s’e´nonce comme suit.
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The´ore`me 1.12 (Hobby-Rice). Soit Y un sous-espace vectoriel de dimension n    8 de
L1pra, bs, νq ou` ν est une mesure finie, non-atomique. Alors il existe une fonction change-
ment de signe s associe´e a` r re´els :
a  α0   α1   α2        αr   αr 1  b,
avec r ¤ n telle que pour tout g P Y :» b
a
spxqgpxq dνpxq  0. (1.6)
Nous rappelons la de´monstration astucieuse de ce re´sultat donne´e par Pinkus dans [Pin76]
qui est base´e sur le the´ore`me d’antipodalite´ de Borsuk e´nonce´ ci-dessous et pour lequel
nous pouvons trouver une de´monstration dans [SFN 69], chapitre 1, page 14.
The´ore`me 1.13 (Antipodalite´ de Borsuk). Soit Ω un voisinage de 0, ouvert, borne´ et
syme´trique dans Rm et T P C0pBΩ,Rnq, n   m une fonction continue et impaire. Alors
il existe x P BΩ tel que T pxq  0.
De´monstration (The´ore`me d’Hobby-Rice). Sans perte de ge´ne´ralite´, nous pouvons nous
ramener a` l’espace L1pr0, 1s, νq. Soit tφj , j  1, 2, . . . , nu une base de Y . Il suffit de
montrer l’existence d’une fonction changement de signe s qui ve´rifie :» 1
0
spxqφjpxq dx, j  1, . . . , n.
En utilisant (1.5), ce proble`me revient a` montrer l’existence de re´els αi comme donne´s
dans le the´ore`me qui ve´rifient :
r 1¸
i1
p1qi
» αi
αi1
φjpxq dνpxq  0, j  1, 2, . . . , n.
Soit Sn  tx  px1, x2, . . . , xn 1q,
n 1¸
i1
|xi|  1u la sphe`re unite´ en norme `1 de Rn 1.
De´finissons α0pxq  0 et αkpxq 
k¸
i1
|xi|.
Soit T pxq  pT1pxq, T2pxq, . . . , Tnpxqq la fonction de´finie par :
Tjpxq 
n 1¸
i1
sgnpxiq
» αipxq
αi1pxq
φjpxq dνpxq, j  1, 2, . . . , n.
La fonction T est continue et impaire. Nous appliquons alors le the´ore`me d’antipodalite´
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de Borsuk. Il existe x P Sn tel que :
n 1¸
i1
sgnpxi q
» αipxq
αi1pxq
φjpxq dνpxq  0, j  1, 2, . . . , n.
Les e´le´ments de la suite tsgnpxi q, i  1, . . . , nu changent de signe un nombre fini de fois,
disons r P N. Nous se´lectionnons alors les r re´els αipxq correspondants. Nous notons a`
nouveau ces valeurs α1, α2, . . . , αr. On de´finit e´galement α0  0 et αr 1  1. Il vient :
r 1¸
i1
p1qi
» αi
αi1
φjpxq dνpxq  0, j  1, 2, . . . , n.
Nous avons donc montre´ l’existence d’une fonction changement de signe s satisfaisant
(1.6).
Le the´ore`me d’Hobby-Rice de´coule donc du the´ore`me d’antipodalite´ de Borsuk pour
m  n   1. Cependant, ce the´ore`me est, sous cette forme, insuffisant pour caracte´riser
une meilleure approximation L1 dans un sous-espace de dimension finie. En effet, sur
la Figure 1.2, nous mettons en e´vidence une meilleure approximation L1 d’une fonction
continue, f : x ÞÑ sinp3xq, dans l’espace P3  vectp1, x, x2, x3q des fonctions polynomiales
de degre´ infe´rieur ou e´gal a` trois, qui est de dimension quatre, sur l’intervalle r1, 1s.
Le graphe de cette solution pre´sente cinq intersections avec celui de la fonction f . Or,
le the´ore`me d’Hobby-Rice ne permet pas de caracte´riser les solutions pour lesquelles le
nombre d’abscisses est supe´rieur a` la dimension de l’espace.
−1.5
−1
−0.5
0
0.5
1
1.5
α1α0 α2 α3 α4 α5 α6
Figure 1.2 – Meilleure approximation L1 (trait plein) de x ÞÑ sinp3xq (pointille´s) par une
fonction de P3 sur r1, 1s.
Si nous essayons de construire une solution de meilleure approximation L1 de cette
fonction en utilisant le the´ore`me de Hobby-Rice, nous obtenons une fonction changement
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de signe s de´finie par quatre abscisses α1, . . . , α4 telle que :» 1
0
spxqxj dx  0, j  0, 1, 2, 3.
Nous pouvons de´montrer par calcul que les abscisses αi  cospipi{5q, i  1, . . . , 4, sont
solutions de ce syste`me d’e´quations 1. La fonction p1 P P3 interpolant f aux abscisses αi
interpole de plus f en ze´ro (voir la Figure 1.3). Nous avons donc :
sgnpf  p1q  s.
Alors le Corollaire 1.10 ne s’applique pas. De plus :» 1
1
sgnpfpxq  p1pxqqx dx  1 
?
5
2
 0.
Nous pouvons donc conclure que p1 n’est pas une meilleure approximation L1 de la fonc-
tion x ÞÑ sinp3xq.
−1.5
−1
−0.5
0
0.5
1
1.5
α0 α1 α2
α30 α4 α5
Figure 1.3 – La fonction p1 P P3 obtenue par interpolation aux abscisses calcule´es par le
the´ore`me d’Hobby-Rice mais qui n’est pas une meilleure approximation L1.
Nous cherchons donc maintenant a` de´terminer une fonction p2 P P3 telle que x ÞÑ
sgnpp2pxq  sinp3xqq soit de´finie par (1.5) par cinq autres re´els α1, α2, . . . , α5 ve´rifiant :» 1
1
sgnpp2pxq  sinp3xqqxj dνpxq  0, j  0, 1, 2, 3.
Nous pouvons ve´rifier que les abscisses αi  cospipi{6q, i  1, . . . , 5, sont solutions de ce
syste`me d’e´quations. Par application du Corollaire 1.10, nous montrons que la fonction
p2 est une meilleure approximation L1 de x ÞÑ sinp3xq. Elle est repre´sente´e sur la Figure
1. Nous verrons par la suite que, par la Proposition 1.19, page 16, cette solution est unique.
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1.2. Nous constatons donc dans ce cas que le the´ore`me d’Hobby-Rice n’est pas suffisant
pour caracte´riser une solution de meilleure approximation L1. Suite a` ce constat, nous
proposons donc un corollaire du the´ore`me d’Hobby-Rice, issu de [GGNF14] qui a` notre
connaissance n’avait jamais e´te´ note´.
Corollaire 1.14. Soient Y un sous espace de dimension n    8 de L1pra, bs, νq ou` ν
est une mesure finie non-atomique et m un entier non nul donne´ tel que m ¥ n. Alors il
existe une fonction changement de signe s associe´e a` rm re´els
a  α0   α1   α2        αrm   αrm 1  b,
avec rm ¤ m telle que pour tout g P Y :» b
a
spxqgpxq dνpxq  0. (1.7)
De´monstration. Soit E un sous-espace de dimension m de L1pra, bs, νq tel que Y  E.
Nous appliquons alors le the´ore`me d’Hobby-Rice sur le sous-espace E.
Le the´ore`me d’Hobby-Rice et son corollaire sont utiles pour caracte´riser une meilleure
approximation L1 d’une fonction continue (voir les paragraphes 3.1 et 4.1). Nous conside´rons
de plus dans notre e´tude le cas de la meilleure approximation L1 de fonctions saut en ξ0
dont la de´finition a e´te´ donne´e dans l’introduction du chapitre.
−0.2
0
0.2
0.4
0.6
0.8
1
α3α2α−3 α−2 α−1
α0 α1
Figure 1.4 – Une meilleure approximation L1 de la fonction de Heaviside par une fonction
de P3.
Ce cas ne´cessite un traitement diffe´rent car un changement de signe dans la diffe´rence entre
la fonction a` approcher f et sa meilleure approximation g peut se pre´senter e´galement
a` la discontinuite´ ξ0 (voir la Figure 1.4). Or, le the´ore`me d’Hobby-Rice ne garantit pas
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que l’un des αi soit e´gal a` ξ0. Nous de´cidons donc de chercher une solution de (1.6)
avec une des valeurs αi fixe´e a` ξ0. Sans perte de ge´ne´ralite´, nous e´nonc¸ons ce the´ore`me
original, pre´sente´ par ailleurs dans [GGNF14], sur L1pr1, 1s, νq et avec ξ0  0. En effet,
nous pouvons montrer que Jξ0ra, bs et J0r1, 1s sont home´omorphes via une homographie.
Ceci nous permet d’e´tablir une version syme´trique du the´ore`me d’Hobby-Rice en e´liminant
les fonctions paires. Cette nouvelle version se re´ve´lera essentielle pour caracte´riser les
solutions de meilleure approximation L1 de fonctions saut dans un espace de Chebyshev
et faiblement de Chebyshev.
The´ore`me 1.15. Soit Y un sous-espace de dimension n   8 de L1pr1, 1s, νq ou` ν est
une mesure finie non atomique. Soit Z le sous-espace de Y forme´ par les fonctions paires
avec q  n  dim Z. Alors pour tout m ¥ q fixe´, il existe une fonction changement de
signe associe´e a` 2rm   1 re´els, rm ¤ m :
1  αrm1   αrm        α1   α0  0   α1        αrm   αrm 1  1,
avec αi  αi, i  1, . . . , rm telle que pour tout g P Y :» 1
1
spxqgpxq dνpxq  0. (1.8)
De´monstration. L’ide´e de la de´monstration consiste a` de´terminer la partie positive de la
suite de re´els αi, i  1, . . . , rm par application du corollaire du the´ore`me d’Hobby-Rice
(Corollaire 1.14) a` un espace pY  L1pr0, 1s, νq bien choisi de dimension pq ¤ q, de fac¸on a`
de´duire (1.8) par syme´trie.
Quelle que soit la fonction changement de signe s avec un changement de signe en 0 et
g P Y , nous avons : » 1
1
spxqgpxqdνpxq 
» 1
0
spxqpgpxq  gpxqqdνpxq.
Ceci montre que l’e´galite´ (1.8) est automatiquement satisfaite par tous les e´le´ments g P Z.
De´finissons l’espace W de dimension q tel que Z `W  Y . Le proble`me consiste alors a`
de´terminer une fonction changement de signe s telle que :» 1
0
spxqpgpxq  gpxqqdνpxq  0 pour tout g PW.
Cette proprie´te´ est obtenue en appliquant le Corollaire 1.14 a` l’espace pY de´fini comme
suit : pY  tpg : x P r0, 1s ÞÑ gpxq  gpxq, g PW u,
qui est effectivement de dimension au plus q.
Ce the´ore`me caracte´rise le cas ou` les abscisses αi sont syme´triques par rapport a`
ze´ro. Cependant, nous ne sommes pas encore parvenus a` de´terminer dans le cas ge´ne´ral
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l’existence de cas ou` cette syme´trie n’existe pas. Il est e´galement difficile de pre´ciser rm en
fonction de m. Nous verrons cependant dans les paragraphes 3 et 4 des re´sultats pre´cis a`
ce propos lorsque le sous-espace conside´re´ est de Chebyshev ou faiblement de Chebyshev.
2.4 Unicite´
Nous ne pouvons pas appliquer le The´ore`me 1.7 pour garantir l’unicite´ de solution au
proble`me de meilleure approximation L1. En effet, l’espace L1pB, νq n’est pas strictement
convexe. Nous pouvons rapidement trouver un contre-exemple en conside´rant l’espace
L1pr0, 1s, µq ou` µ est la mesure de Lebesgue. Nous conside´rons les fonctions x ÞÑ 1 et
x ÞÑ 2x. Elles appartiennent toutes deux a` la boule unite´ ferme´e de L1pr0, 1s, µq mais il
existe une combinaison line´aire de ces deux fonctions de norme 1. En effet :12 .1  12 .2x

1

x  12

1
 1.
Comme le The´ore`me 1.7 ne s’applique pas, il est donc le´gitime de se demander s’il existe
des conditions permettant d’obtenir l’unicite´. Nous rappelons le re´sultat suivant (voir par
exemple [Pin89]).
Proposition 1.16. Soit Y un sous-ensemble de L1pB, νq tel que toute fonction de L1pB, νq
posse`de au moins une meilleure approximation L1 dans Y . Soient f P L1pB, νq et g une
meilleure approximation L1 de f dans Y , alors rg P Y , rg  g est aussi une meilleure
approximation de f dans Y si et seulement si :
i. pf  gqpf  rgq ¥ 0 ν-presque-partout sur B,
ii.
»
B
sgnpfpxq  gpxqqprgpxq  gpxqqdνpxq  »
Zpfgq
|rgpxq  gpxq| dνpxq.
De´monstration. Soit rg une autre meilleure approximation de f dans Y . En utilisant la
de´monstration du The´ore`me 1.9, nous avons :
}f  g}1 
»
B
sgnpfpxq  gpxqqpfpxq  gpxqq dνpxq,

»
B
sgnpfpxq  gpxqqpfpxq  rgpxqq dνpxq   »
B
sgnpfpxq  gpxqqprgpxq  gpxqq dνpxq,

»
Npfgq
|fpxq  rgpxq| dνpxq   »
Zpfgq
|rgpxq  gpxq| dνpxq,
 }fpxq  rgpxq}1.
Il vient :
– sgnpf  gqpf  rgq  |f  rg| ν-presque-partout sur Npf  gq,
–
³
B sgnpf  gqprg  gq dν  ³Zpfgq |rg  g| dν.
Nous en de´duisons i et ii.
Re´ciproquement, supposons que rg  g satisfasse i et ii. Par la pre´ce´dente suite d’e´galite´,
nous de´duisons que rg est aussi une meilleure approximation.
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Le corollaire suivant issu de [Kri65] donne une condition suffisante afin d’obtenir l’unicite´.
Corollaire 1.17. Soit g une meilleure approximation L1 de f dans Y . Si l’ine´galite´
stricte : »
B
sgnpfpxq  gpxqqgpxq dνpxq
   »
Zpfgq
|gpxq| dνpxq, (1.9)
est ve´rifie´e pour tout g P Y , g  0, alors g est unique.
Il faut remarquer que cette condition suffisante ne peut eˆtre satisfaite que lorsque νpZpf
gqq  0. Autrement dit, elle s’applique dans les cas ou` le the´ore`me d’Hobby-Rice ou son
extension ne sont pas applicables pour de´terminer une meilleure approximation L1. Ainsi,
il est difficile de conclure sur les conditions a` respecter pour obtenir l’unicite´ des solutions.
Cependant, pour les espaces de Chebyshev, nous pouvons donner quelques re´sultats.
3 Meilleure approximation de fonctions en norme L1 dans
un espace de Chebyshev
Le nombre des abscisses αi reste incertain dans le the´ore`me d’Hobby-Rice. Une fac¸on
classique de re´soudre ce proble`me, utilise´e par exemple par Kripke et Rivlin [Kri65] et
Micchelli [Mic77], est d’utiliser des espaces de Chebyshev dont la de´finition est rappele´e
ci-dessous.
De´finition 1.18. Un sous-espace de C0ra, bs est appele´ espace de Chebyshev de dimension
n sur ra, bs si tout e´le´ment non-trivial de Y posse`de au plus n 1 ze´ros distincts.
Les espaces de Chebyshev et leurs extensions jouent un roˆle important en the´orie de
l’approximation, en statistiques [KS66] mais aussi en mode´lisation ge´ome´trique [Maz06,
KM07]. Les fonctions polynomiales sur un intervalle re´el et les polynoˆmes trigonome´triques
sur r0, 2pir sont des exemples classiques de espaces de Chebyshev. Nous accordons un
inte´reˆt particulier pour l’exemple des fonctions polynomiales dans le cas du proble`me
de meilleure approximation de fonctions saut. Avant cela, nous rappelons deux re´sultats
classiques concernant la meilleure approximation L1 de fonctions continues.
3.1 Cas des fonctions continues
Nous rappelons tout d’abord un corollaire du The´ore`me 1.12 dans le cadre des espaces
de Chebyshev (voir par exemple [Nu¨89]).
Proposition 1.19. Soit Y un espace de Chebyshev de dimension n sur ra, bs. Alors pour
tout m ¥ n fixe´, il existe une fonction changement de signe s associe´e a` des re´els :
a  α0   α1   α2        αm   αm 1  b,
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satisfaisant pour tout g P Y : » b
a
spxqgpxq dνpxq  0. (1.10)
De plus, si m  n, s est unique.
La proposition pre´ce´dente fait appel au lemme suivant dont la de´monstration se trouve
par exemple dans [Nu¨89], page 13.
Lemme 1.20. Soient Y un espace de Chebyshev de dimension n sur ra, bs et txi, i 
1, . . . , ru, r   n, un ensemble r abscisses distinctes dans l’intervalle sa, br. Alors il existe
un e´le´ment de Y qui s’annule et change de signe uniquement aux abscisses xi.
De´monstration (Proposition 1.3). Soit m fixe´ supe´rieur ou e´gal a` n. D’apre`s [Zal75], il
existe un espace de Chebyshev E de dimension m sur ra, bs tel que Y  E.
Nous appliquons alors le The´ore`me 1.12 sur l’espace de Chebyshev E. Il existe une fonction
changement de signe s de´finie par des re´els tαi, i  1, . . . , ru, r ¤ m telle que (1.10) soit
satisfaite. Supposons par l’absurde r   m.
Par application du Lemme 1.20, il existe une fonction g P Y qui s’annule et change de
signe uniquement aux αi sur r1, 1s.
La fonction x ÞÑ spxqgpxq est de signe constant sur [a,b] et donc :» 1
1
spxqgpxqdνpxq  0.
Ceci contredit (1.10) et l’existence de m re´els αi satisfaisant (1.10) de´montre´e.
Supposons m  n et qu’il existe une autre fonction changement de signe de´finie par
d’autres re´els tβi, i  1, . . . , nu satisfaisant (1.10). Posons β0  α0  1 et βn 1 
αn 1  1. De´finissons les deux fonctions changement de signe :
sαpxq 
n 1¸
i1
p1qi1rαi1,αirpxq,
sβpxq 
n 1¸
i1
p1qi1rβi1,βirpxq.
Soit p P N tel que :
αp  min
i1,...,n
tαi | αi  βiu.
Supposons αp   βp, sinon nous e´changeons les roˆles de α et β. Il vient que :
sαpxq  sβpxq  0, x P rα0, αpq, (1.11)
p1qp 1psαpαpq  sβpαpqq ¡ 0, (1.12)
p1qipsαpxq  sβpxqq ¥ 0, x P rαi1, αis, i  p, . . . , n. (1.13)
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En effet, nous avons (1.12) car :
p1qp 1psαpαpq  sβpαpqq  p1qp 1pp1qp 1  p1qpq
 p1q2p 2p1 p1qq
 2 ¡ 0.
Nous avons (1.13) car pour i  p  1, . . . , n  1 et x P rαi1, αir :
p1qipsαpxq  sβpxqq  p1qipp1qi  sβpxqq
 p1q2ip1 p1qisβpxqq ¥ 0.
Soit tφj , j  1, 2, . . . , nu une base de Y . De´finissons maintenant :
gppxq  detpφkpγlqql1...,nk1...,n, x P ra, bs,
ou` pγ1, . . . , γnq  pα1, . . . , αj1, αj 1, . . . , xq. Comme Y est un espace de Chebyshev (voir
par exemple [Pin89], Annexe A, page 195), en remplac¸ant gp par gp si ne´cessaire, nous
avons :
p1qigppxq ¥ 0, x P rαi1, αis, i  p  1, . . . , n  1, (1.14)
et
p1qp 1gppαpq ¡ 0. (1.15)
La fonction gp change de signe en chaque αi sauf en αp.
En utilisant (1.13) et (1.14) :
gppxqpsαpxq  sβpxqq ¥ 0, x P rαi1, αis, i  p  1, . . . , n  1, (1.16)
et en utilisant (1.12) et (1.15) :
gpαpqpsαpαpq  sβpαpqq ¡ 0. (1.17)
D’ou` : » b
a
gppxqpsαpxq  sβpxqq dx 
» b
αp
gppxqpsαpxq  sβpxqq dx par (1.11),
¡ 0 par (1.16) et (1.17).
Ceci contredit le fait que sα et sβ soient solutions de (1.10) pour l’espace de Chebyshev
Y .
Cette proposition permet de de´montrer le the´ore`me classique suivant concernant la meilleure
approximation L1 d’une fonction continue dont nous rappelons une de´monstration issue
de [Nu¨89].
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The´ore`me 1.21. Soit Y un espace de Chebyshev de dimension n sur ra, bs. Toute fonction
f continue sur ra, bs posse`de au plus une meilleure approximation L1 dans Y .
De plus, si vectpY, fq est un espace de Chebyshev de dimension n   1 sur ra, bs alors g,
la meilleure approximation L1 de f dans Y , est de´termine´e par :
gpαiq  fpαiq, i  1, . . . , n,
ou` les αi sont les re´els de´finis dans la Proposition 1.19, page 16.
De´monstration. L’existence d’une solution a de´ja` e´te´ montre´e par ailleurs dans le The´ore`me
1.2. Supposons qu’une solution g1 soit telle que νpZpf  g1qq  0. Par la Proposition 1.19,
Zpf  g1q contient au moins n points. Supposons de´sormais qu’il existe une autre solution
g2. Nous devons alors avoir par la Proposition 1.16 :
pf  g1qpf  g2q ¥ 0, ν  p.p. sur ra, bs.
Il vient alors que g1 et g2 doivent eˆtre e´gales en au moins n points. Or, Y est un espace
de Chebyshev de dimension n, donc g1  g2.
Supposons que f posse`de deux meilleures approximations L1 note´es g1 et g2 telles que
νpZpf  g1qq  0 et νpZpf  g2qq  0. Pour tout λ P r0, 1s, nous pouvons montrer que
λg1pxq p1λqg2pxq est aussi une meilleure approximation de f . De´finissons une fonction
ψ sur r0, 1s  ra, bs telle que :
ψpλ, xq  fpxq   λg1pxq   p1 λqg2pxq.
S’il existe λ P r0, 1s tel que νpZpgpλ, qq  0 alors nous concluons par le re´sultat pre´ce´dent.
Supposons alors que pour tout λ P r0, 1s, νpZpgpλ, qq ¡ 0. Nous utilisons le Lemme 4.7 de
[Ric64b] page 120. Il affirme qu’il existe λ1 et λ2 tels que νpZpgpλ1, qq X Zpgpλ2, qq  0.
En particulier, Zpgpλ1, qq X Zpgpλ2, qq contient n points et donc :
λ1g1   p1 λ1qg2  λ2g1   p1 λ2qg2.
Il vient donc g1  g2.
Supposons maintenant que f soit telle que vectpY, fq est un espace de Chebyshev de
dimension n  1. Comme Y est un espace de Chebyshev, par application du Lemme 1.20,
page 16, il existe une unique fonction g P Y telle que :
gpαiq  fpαiq, i  1, . . . , n.
De plus, comme vectpY, fq est un espace de Chebyshev, la fonction g  f P vectpY, fq
posse`de au plus n ze´ros. La fonction g est donc la meilleure approximation de f dans
Y .
Ce the´ore`me explique le fait que nous observions, dans la Figure 1.2, page 10, plus
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d’intersections entre le graphe de la fonction x ÞÑ sinp3xq et celui de sa meilleure ap-
proximation L1, g
 P P3 sur r1, 1s. En effet, l’espace engendre´ par p1, x, x2, x3, sinp3xqq
n’est pas un espace de Chebyshev. Alors, l’unique suite de quatre re´els de´termine´s dans la
Proposition 1.19, page 16, ne permet pas de construire la meilleure approximation L1 de
la fonction x ÞÑ sinp3xq.
3.2 Cas des fonctions saut
Dans cette partie, nous e´tudions pour la premie`re fois le proble`me de meilleure ap-
proximation L1 de fonctions saut dans un espace de Chebyshev. Nous allons e´noncer un
nouveau re´sultat issu de [GGNF14] qui prolonge le The´ore`me 1.15, page 13, pour un es-
pace de Chebyshev. Ce re´sultat sera indispensable pour de´montrer un the´ore`me d’unicite´
sous certaines conditions. Avant cela, nous avons besoin du lemme original suivant.
Lemme 1.22. Soit Y un espace de Chebyshev de dimension n    8 sur r1, 1s. La
dimension du sous-espace de Y forme´ par les fonctions paires est au plus rn{2s.
De´monstration. Supposons n pair. Le cas n impair est similaire. Supposons par l’absurde
que Z, le sous-espace de Y forme´ par les fonctions paires, soit de dimension n{2  1. Nous
appliquons alors le The´ore`me 1.15 avec m  n{2  1. Il existe une fonction changement
de signe associe´e a` 2rm   1 re´els, rm ¤ m :
1  αrm1   αrm        α1   α0  0   α1        αrm   αrm 1  1,
avec αi  αi, i  1, . . . , rm telle que pour tout g P Y :» 1
1
spxqgpxq dνpxq  0. (1.18)
Nous notons que 2rm   1   n. Comme Y est un espace de Chebyshev, par application du
Lemme 1.20, page 16, il existe g P Y qui change de signe uniquement aux αi sur r1, 1s.
Donc la fonction x ÞÑ spxqgpxq est de signe constant sur [-1,1] et :» 1
1
spxqgpxqdνpxq  0.
Ceci contredit (1.18).
En supposant que la dimension du sous-espace de Y forme´ par les fonctions paires est
de dimension exactement rn{2u, nous sommes en mesure de montrer le re´sultat suivant.
Proposition 1.23. Soient Y un espace de Chebyshev de dimension n    8 sur r1, 1s
et Z le sous-espace de Y forme´ par les fonctions paires. Supposons dim Z  rn{2s. Alors il
existe une unique fonction changement de signe s associe´e a` une suite croissante de re´els
αi :
1  αtn{2u1   αtn{2u        α1   α0  0   α1        αtn{2u   αtn{2u 1  1,
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avec αi  αi, i  1, . . . , tn{2u telle que pour tout g P Y» 1
1
spxqgpxq dνpxq  0, j  1, 2, . . . , n. (1.19)
De´monstration. Nous appliquons le The´ore`me 1.15, page 13 pour m  tn{2u. Ainsi par la
proprie´te´ de syme´trie des re´els de´finissant la fonction changement signe dans ce the´ore`me,
nous obtenons au plus n re´els tαi, i  r, . . . , ru avec α0  0 et αk  αk, k  1, . . . , r
tels que (1.8) soit satisfaite. Supposons que r   tn{2u.
Comme Y est un espace de Chebyshev, par application du Lemme 1.20, page 16, il existe
g P Y qui change de signe uniquement aux αi sur r1, 1s.
Donc la fonction x ÞÑ spxqgpxq est de signe constant sur [-1,1] et :» 1
1
spxqgpxqdνpxq  0.
Ceci contredit (1.19).
Supposons maintenant qu’il existe d’autres re´els tβi, i  tn{2u, . . . , tn{2uu, non tous
e´gaux aux αi satisfaisant (1.19). Nous avons β0  α0  1 et βtn{2u 1  αtn{2u 1  1.
De´finissons les deux fonctions changement de signe suivantes :
sαpxq 
tn{2u 1¸
itn{2u
p1qi1rαi1,αirpxq,
sβpxq 
tn{2u 1¸
itn{2u
p1qi1rβi1,βirpxq.
De`s lors, nous proce´dons exactement comme dans la de´monstration de la Proposition 1.19,
page 16, pour de´montrer l’unicite´.
Graˆce a` ce re´sultat, nous sommes en mesure de montrer le the´ore`me original d’unicite´
suivant issu de [GGNF14].
The´ore`me 1.24. Soit Y un espace de Chebyshev sur r1, 1s de dimension n avec n pair.
Supposons que le sous-espace forme´ par les fonctions paires de Y soit de dimension n{2.
Alors toute fonction f P J0r1, 1s admet une unique meilleure approximation L1 dans Y .
De plus,
si tout e´le´ment de vectpY, fq a au plus n ze´ros simples, (1.20)
alors la meilleure approximation L1 g
 de f dans Y est de´termine´e par :
gpαiq  fpαiq, i  n{2,n{2  1, . . . ,1, 1, . . . , n{2,
ou` les αi sont ceux donne´s par la Proposition 1.23, page 20.
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De´monstration. Supposons tout d’abord que g1, une meilleure approximation de f dans
Y , soit telle que νpZpf  g1qq  0. Comme n est pair, par la Proposition 1.23, Zpf  g1q
contient au moins n e´le´ments. Supposons aussi qu’il existe une autre solution g2. De
meˆme que pour g1, Zpf  g2q contient au moins n e´le´ments. Nous devons alors avoir par
la Proposition 1.16, page 14 :
pf  g1qpf  g2q ¥ 0, ν  p.p. sur r1, 1s.
S’il existe x P Zpf  g1q tel que g1pxq  g2pxq alors fpxq g2pxq  0. La dernie`re ine´galite´
ne peut donc pas eˆtre satisfaite de part et d’autre de x. Donc g1 et g2 doivent eˆtre e´gales
sur Zpf  g1q en au moins n points. Or, Y est un espace de Chebyshev de dimension n
sur r1, 1s. Donc, g1  g2  0.
Supposons maintenant que f ait deux meilleures approximations L1, g1 et g2, telles que
νpZpf  g1qq  0 et νpZpf  g2qq  0. Nous proce´dons comme dans la de´monstration du
The´ore`me 1.21 pour montrer que g1  g2.
Nous savons par la Proposition 1.23, page 20 qu’il existe une unique suite de n re´els αi
telle que (1.19) est satisfaite. D’apre`s [Zie79], Chapitre 1, page 1, il existe une fonction
g P Y telle que g  f s’annule aux αi. Comme tout e´le´ment non trivial de vectpY, fq a
au plus n ze´ros simples alors g  f s’annule uniquement aux αi. La fonction g est donc
la meilleure approximation L1 de f dans Y .
Nous ne pouvons pas conclure en ge´ne´ral sur l’unicite´ de la meilleure approxima-
tion L1 dans un espace de Chebyshev sur r1, 1s de dimension impaire. En effet, si nous
conside´rons une fonction g avec la proprie´te´ νpZpf  gqq  0, alors par la Proposition
1.23, Zpf  gq a au moins n  1 e´le´ments. Nous ne pouvons donc pas conclure comme
dans la premie`re partie de la de´monstration du the´ore`me pre´ce´dent. En pratique, pour
certaines fonctions, il reste un parame`tre libre pouvant eˆtre de´termine´ en fixant la valeur
de la solution en 0 a` une valeur entre la partie infe´rieure et la partie supe´rieure du saut,
gp0q Psfp0q, fp0 qr. Cette valeur ne doit pas changer la fonction changement de signe
de f  g. Si au contraire gp0q Rsfp0q, fp0 qr, alors la fonction qui interpole les αi de
la Proposition 1.23 ne pre´sente pas de changement de signe en 0 et ne peut donc pas eˆtre
une meilleure approximation de f .
A` titre d’exemple, nous conside´rons l’espace Pn1r1, 1s des fonctions polynomiales
de degre´ au plus n 1 sur r1, 1s. C’est un espace de Chebyshev sur r1, 1s de dimension
n sur r1, 1s. Sa base canonique t1, x, x2, . . . , xn1u posse`de la proprie´te´ d’avoir rn{2s
fonctions paires. Nous pouvons donc appliquer la Proposition 1.23. De plus, nous pouvons
de´terminer explicitement les re´els αi.
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Proposition 1.25. Soient Pn1r1, 1s l’espace des fonctions polynomiales de degre´ au
plus n 1 sur r1, 1s et m un entier supe´rieur ou e´gal a` tn{2u alors il vient :
@P P Pn1r1, 1s,
m 1¸
im
p1qi
» αi
αi1
P pxq dx  0, (1.21)
ou`
αi  cos
pm  1 iqpi
2m  2


, i  m 1, . . . ,m  1. (1.22)
Remarque. Les re´els αi, i  m, . . . ,m, sont les ze´ros du polynoˆme de Chebyshev de
deuxie`me espe`ce de degre´ 2m  1 de´fini comme suit :
Tm 1pcospθqq  sinppm  2qθq
sinpθq , θ P rpi, pis. (1.23)
La de´monstration suivante est inspire´e de celle du The´ore`me 4.10 de [Nu¨89].
De´monstration. Soient tT0, T1, . . . , Tn1u la base des polynoˆmes de Chebyshev de premie`re
espe`ce, la fonction changement de signe associe´e a` une suite croissante de 2m 1 re´els αi :
sαpxq 
m 1¸
im
p1qi1rαi1,αirpxq,
et σαpθq  sαpcospθqq, θ P r0, pis. La fonction σα est e´tendue a` rpi, 0s en posant :
σαpθq  σαpθq,
et sur R par 2pi-pe´riodicite´.
Par de´finition des αi,
σα

θ   pi
2m1   2


 σαpθq. (1.24)
Il vient pour k  0, 1, . . . , n 1 que :
m1 1¸
im1
p1qi
» αi
αi1
Tkpxq dx 
» pi
0
σαpθq cospkθq sin θ dθ
 1
2
» pi
0
σαpθq psinppk   1qθq  sinppk  1qθqq dθ
 1
4
» pi
pi
σαpθq psinppk   1qθq  sinppk  1qθqq dθ.
Il faut donc montrer pour k  0, 1, . . . , n que :» pi
pi
σαpθq sinpkθq dθ  0.
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Ceci est ve´rifie´ pour k  0. Soit k P t1, 2, . . . , nu alors, par pe´riodicite´ et (1.24),» pi
pi
σαpθq sinpkθq dθ  
» pi
pi
σα

θ   pi
2m1   2


sin

k

θ   pi
2m1   2



dθ,
  cos

kpi
2m1   2

» pi
pi
σαpθq sinpkθq dθ  sin

kpi
2m1   2

» pi
pi
σαpθq cospkθq dθ,
  cos

kpi
2m1   2

» pi
pi
σαpθq sinpkθq dθ,
 0.
Ceci conclut la de´monstration.
Sous la condition (1.20), les abscisses obtenues en Proposition 1.25 permettent de cal-
culer des meilleures approximations L1 de certaines fonctions saut par des fonctions poly-
nomiales. Nous pouvons par exemple de´terminer la meilleure approximation polynomiale
au sens L1 sur r1, 1s de la fonction de Heaviside :
H : x P R ÞÑ
$'&'%
0 si x   0
1
2 si x  0
1 si x ¡ 0
(1.25)
par application du The´ore`me 1.24.
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Figure 1.5 – Unique meilleure approximation L1 de la fonction de Heaviside par une
fonction de P3.
Nous de´terminons ainsi l’unique meilleure approximation L1 de la fonction de Heaviside
par une fonction polynomiale de degre´ au plus trois par interpolation de Lagrange aux
abscisses cospipi{6q, i  1, . . . , 5, comme illustre´ sur la Figure 1.5. En effet, nous pouvons
ve´rifier que vectpP3, Hq ve´rifie la proprie´te´ (1.21). Supposons par l’absurde qu’il existe
une fonction dans vectpP3, Hq qui posse`de cinq ze´ros simples. Ceci revient a` montrer qu’il
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existe un e´le´ment g P P3 tel que la fonction g H posse`de cinq ze´ros simples sur r1, 1s.
Nous raisonnons sur la re´partition de ces ze´ros. Il est impossible d’avoir quatre ou cinq
ze´ros sur r1, 0s ou r0, 1s car g posse`de au maximum trois ze´ros. Si g H s’annule trois
fois sur r1, 0s (respectivement [0,1]) et deux fois sur r0, 1s (respectivement [-1,0]), alors
g posse`de deux points d’inflexion, ce qui est impossible.
En conside´rant toujours l’exemple polynomial et la fonction de Heaviside, nous donnons
un contre-exemple de l’unicite´ de meilleure approximation L1 d’une fonction saut dans le
cas d’un espace de Chebyshev de dimension impaire. Ce contre-exemple est illustre´ sur la
Figure 1.6.
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Figure 1.6 – Deux meilleures approximations L1 de la fonction de Heaviside par une
fonction polynomiale de degre´ au plus 2.
Nous conside´rons deux fonctions dans P2r1, 1s note´es g1 et g2. La fonction g1 est de´finie
par interpolation line´aire de la fonction de Heaviside aux points de´finis dans la Proposition
1.25 :
α1  
?
2
2
, α1 
?
2
2
.
Il vient :
g1pxq 
?
2
2

x 
?
2
2


.
Nous pouvons alors ve´rifier que la fonction H  g1, ou` H est la fonction de Heaviside, ne
change de signe qu’en α1, 0 et α1. La fonction g1 est donc une meilleure approximation
de H. Nous avons en particulier :
}H  g1}1 
» 1
1
|Hpxq  g1pxq| dx,
 2
» 1
0
|Hpxq  g1pxq| dx,
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 2
» α1
0
1 g1pxq dx 
» 1
α1
g1pxq  1 dx


,

?
2 1.
De´finissons maintenant g2 la fonction parabolique telle que g2p0q  2{3 et qui interpole H
en α1 et α1. Il vient :
g2pxq  2
3
 
?
2
2
x 1
3
x2.
Nous pouvons ve´rifier que la fonction H  g2 ne change de signe qu’en α1, 0 et α1 et
nous avons :
}H  g2}1 
?
2 1.
Les fonctions g1 et g2 sont donc deux meilleures approximations L1 de la fonction de Hea-
viside par une fonction polynomiale de degre´ au plus deux.
Certains cas restent proble´matiques. Dans l’exemple pre´sente´ sur la Figure 1.7, la condi-
tion (1.20) n’est pas satisfaite. Nous notons que le nombre d’intersections n’est pas connu
a priori. Les abscisses αi observe´es sont ne´anmoins les abscisses de Chebyshev cospipi{8q,
i  1, . . . , 7. Dans l’exemple pre´sente´ sur la Figure 1.8, nous notons une dissyme´trie dans
les points d’intersections entre la meilleure approximation L1 et la fonction saut pre´sente´e.
Nous ne connaissons pas dans ce cas l’expression des abscisses. Cet exemple ne remet ce-
pendant pas en cause les re´sultats pre´sente´s, notamment l’unicite´ dans le The´ore`me 1.24,
page 20.
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Figure 1.7 – Unique meilleure approximation L1 d’une fonction saut par une fonction
cubique.
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Figure 1.8 – Unique meilleure approximation L1, pre´sentant une dissyme´trie sur les
valeurs αi, d’une fonction saut par une fonction cubique.
4 Meilleure approximation de fonctions en norme L1 dans
un espace faiblement de Chebyshev
Les espaces de splines polynomiales a` nœuds fixe´s ne sont pas des espaces de Chebyshev.
En effet, de telles splines peuvent eˆtre nulle sur un ensemble de mesure non nulle, donc
une infinite´ de fois, sans eˆtre identiquement e´gale a` ze´ro (voir la Figure 1.9). Cependant,
en ge´ne´ral, les espaces de splines polynomiales a` nœuds fixe´s sont des espaces faiblement
de Chebyshev.
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Figure 1.9 – Une spline polynomiale, non identiquement nulle, posse´dant une infinite´ de
ze´ros.
De´finition 1.26. Un sous-espace Y de C0ra, bs est appele´ espace faiblement de Chebyshev
de dimension n sur ra, bs si tout e´le´ment de Y posse`de au plus n 1 changements de signe
forts sur ra, bs.
Nous rappelons que nous de´nombrons les changements de signe forts en ignorant les
ze´ros. Sur la Figure 1.9, nous observons trois changements de signe forts et six changements
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de signe faibles. Le lecteur inte´resse´ peut se re´fe´rer a` [Sch81], chapitre 2, page 25, pour
une de´finition pre´cise des notions de changements de signe faibles et forts. Nous rappelons
un the´ore`me tre`s important issu de [Nu¨89] qui e´tablit un lien entre les espaces faiblement
de Chebyshev et les espaces de Chebyshev.
The´ore`me 1.27. Soient Y un espace faiblement de Chebyshev de dimension n sur ra, bs et
tφj , j  1, . . . , nu une base quelconque de Y alors il existe une suite tYp, p P Nu d’espace
de Chebyshev de dimension n sur ra, bs munie d’une suite de bases associe´e tφj,p, j 
1, . . . , n, p P Nu telle que :
lim
pÑ 8 }φj  φj,p}8  0, j  1, 2, . . . , n. (1.26)
L’ide´e de la de´monstration consiste a` montrer que pour p P N, l’espace engendre´ par :
φj,pptq 
»
R
φjpsqKpps, tq ds, j  1, . . . , n
ou` Kp est le noyau de Gauss de´fini comme suit :
Kp : ps, tq P R2 ÞÝÑ p?
2pi
e
p2
2
pstq2 ,
est un espace de Chebyshev de dimension n sur ra, bs. Ensuite, nous pouvons montrer la
proprie´te´ de convergence (1.26). Le lecteur inte´resse´ peut se re´fe´rer a` [Nu¨89], page 184,
pour les de´tails de la de´monstration. Nous rappelons enfin un re´sultat issu de [Mic77]
qui nous sera utile pour e´tablir les re´sultats de meilleures approximations de fonctions
continues et de fonctions saut dans un espace faiblement de Chebyshev.
Lemme 1.28. Soient Y un espace faiblement de Chebyshev de dimension n sur ra, bs et
s P L8pra, bs, νq. Supposons que l’ensemble des ze´ros de s soit de mesure nulle et que pour
tout g P Y : » b
a
spxqgpxq dx  0,
alors la fonction s posse`de au moins n changements de signe forts sur ra, bs.
4.1 Cas des fonctions continues
Comme dans le cas Chebyshev, nous rappelons une variante du The´ore`me 1.12, issue
de [Mic77], dans le cadre des espaces faiblement de Chebyshev.
Proposition 1.29. Soit Y un espace faiblement de Chebyshev de dimension n sur ra, bs.
Alors il existe une fonction changement de signe s de´finies par n re´els :
a  α0   α1   α2        αn   αn 1  b,
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telle que pour tout g P Y :» b
a
spxqgpxq dνpxq  0, j  1, 2, . . . , n. (1.27)
De´monstration. Soit tφj , j  1, 2, . . . , nu une base de Y . Comme Y est un espace fai-
blement de Chebyshev, par application du The´ore`me 1.27, il existe une suite tφj,p, j 
1, 2, . . . , nu de bases d’espaces de Chebyshev telle que :
lim
pÑ 8 }φj  φj,p}8  0, j  1, 2, . . . , n.
En appliquant la Proposition 1.19, page 16, nous pouvons trouver des suites tαi,pupPN
de´finies sur ra, bs pour i  0, . . . , n  1 avec α0,p  a, αn 1,p  b pour p P N telles que :
n 1¸
i1
p1qi
» αi 1,p
αi,p
φj,ppxq dνpxq  0, j  1, 2, . . . , n.
Comme ra, bs est compact, pour i  1, 2, . . . , n, tαi,pupPN admet une sous-suite convergente
et nous notons cette limite αi. Nous obtenons donc une suite croissante de n re´els telle
que :
n 1¸
i1
p1qi
» αi
αi1
φjpxq dνpxq  0, j  1, 2, . . . , n. (1.28)
Ces re´els de´finissent une fonction signe. Par application du Lemme 1.28, cette fonction
signe doit changer de signe au moins n fois. La suite des re´els tαiu est donc strictement
croissante.
La diffe´rence fondamentale avec la Proposition 1.19, page 16, est qu’en ge´ne´ral, nous
ne pouvons pas garantir l’unicite´ des re´els αi. Le the´ore`me suivant par Micchelli [Mic77]
de´finit pour tout a   x1        xn   b et pour Y un espace faiblement de Chebyshev,
l’ensemble Y rx1, . . . , xns par :
tpgpx1q, . . . , gpxnqq, g telle que vectpY, gq est un espace faiblement de Chebyshevu .
The´ore`me 1.30. Soit Y un espace faiblement de Chebyshev de dimension n sur r1, 1s.
Supposons que pour tout a   x1        xn   b, le plus petit sous-espace de Rn contenant
Y rx1, . . . , xns soit de dimension n. Alors toute fonction continue f telle que vectpY, fq
est un espace faiblement de Chebyshev de dimension n   1 admet une unique meilleure
approximation L1 dans Y .
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4.2 Cas des fonctions saut
Dans ce paragraphe, nous proposons un re´sultat original issu de [GGNF14] qui e´tend
la Proposition 1.23, page 20, au cas des espaces faiblement de Chebyshev.
Proposition 1.31. Soient Y un espace faiblement de Chebyshev de dimension n    8
sur r1, 1s et Z le sous-espace de Y forme´ par les fonctions paires. Supposons dim Z 
rn{2s. Alors il existe une fonction changement de signe s associe´e a` une suite croissante
de re´els :
1  αtn{2u1   αtn{2u        α1   α0  0   α1        αtn{2u   αtn{2u 1  1,
avec αi  αi, i  1, . . . , tn{2u telle que pour tout g P Y» 1
1
spxqgpxq dνpxq  0, j  1, 2, . . . , n. (1.29)
Remarque. Comme dans le cas Chebyshev, nous pouvons montrer que le sous-espace d’un
espace faiblement de Chebyshev de dimension n forme´ par les fonctions paires est de
dimension au plus rn{2s. C’est une conse´quence du The´ore`me 1.15, page 13 et du Lemme
1.28, page 27.
De´monstration. Soit tφj , j  1, 2, . . . , nu une base de Y avec rn{2s fonctions de base
paires. Comme Y est un espace faiblement de Chebyshev, par application du The´ore`me
1.27, il existe une suite tφj,p, j  1, 2, . . . , n, p P Nu de bases d’espace de Chebyshev de
dimension n telle que :
lim
pÑ 8 }φj  φj,p}8  0, j  1, 2, . . . , n.
De plus, nous avons vu que nous pouvons de´finir φj,p pour tout j  1, 2, . . . , n et p P N
comme suit :
φj,pptq 
»
R
φjpsqKpps, tq dνpsq.
Alors si φj est paire, φj,p l’est aussi. En effet :
φj,pptq 
»
R
φjpsqKpps,tq dνpsq,

»
R
φjpsqKpps,tq dνpsq,

»
R
φjpsqKpps, tq dνpsq,
 φj,pptq.
Graˆce a` la Proposition 1.23, 20, nous pouvons trouver des suites tαi,p, p P Nu de´finies
sur r1, 1s pour i  tn{2u, . . . , tn{2u avec αi,p  αi,p pour i  1, . . . , tn{2u, p P N telles
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que :
tn{2u 1¸
itn{2u
p1qi
» αi 1,p
αi,p
φj,ppxq dx  0, pour j  1, 2, . . . , n,
avec en particulier, α0,p  0 αn 1,p  1 pour tout p P N.
Comme r1, 1s est compact, pour i  1, 2, . . . , n, tαi,p, p P Nu admet une sous-suite
convergente et nous notons cette limite αi. Nous obtenons donc une suite croissante de
re´els telle que :
tn{2u 1¸
itn{2u
p1qi
» αi
αi1
φjpxq dνpxq  0, j  1, 2, . . . , n. (1.30)
Ces re´els de´finissent une fonction signe avec 2tn{2u   1 changements de signe. Par appli-
cation du Lemme 1.28, cette fonction signe doit changer de signe au moins n fois. Si n
est impair, alors 2tn{2u  1  n et nous concluons que la suite est strictement croissante.
Si n est pair, alors 2tn{2u   1  n   1. Il est cependant impossible d’obtenir une fonc-
tion changement de signe a` n changements de signe car la suite des αi est construite de
manie`re syme´trique. Donc la fonction changement de signe associe´e aux αi posse`de n  1
changements de signe et alors la suite est strictement croissante.
Nous venons ici de montrer que le nombre minimal de valeurs d’annulation entre une
fonction et une meilleure approximation L1 est 2tn{2u. Nous pouvons donc en de´duire
imme´diatement le re´sultat suivant.
Proposition 1.32. Soit Y un espace faiblement de Chebyshev sur [-1,1] de dimension n
muni d’une base avec rn{2s fonctions paires, alors une meilleure approximation L1 d’une
fonction saut f P J0r1, 1s dans Y interpole f en au moins n points si n est pair et n 1
points si n est impair.
5 Application aux splines polynomiales d’Hermite a` nœuds
fixe´s
Nous de´finissons dans ce paragraphe les splines polynomiales d’Hermite a` nœuds fixe´s.
Nous montrons que ces splines rentrent dans le cadre des re´sultats e´nonce´s pre´ce´demment
pour la meilleure approximation de fonctions saut dans un espace faiblement de Chebyshev.
Nous utiliserons e´galement ces splines dans les chapitres suivants.
De´finition 1.33. Un spline polynomiale d’Hermite d’ordre k aux nœuds x  tx1, x2, . . . , xnu,
x1, x2, . . . , xn, est une fonction de re´gularite´ C
k sur rx1, xns, polynomiale de degre´ infe´rieur
ou e´gal a` 2k   1 sur chaque intervalle rxi, xi 1s. Nous notons rSk,x l’espace vectoriel des
telles fonctions.
Une base de rSk,x est donne´e dans la proposition suivante.
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Proposition 1.34. Soit x  tx1, x2, . . . , xnu tel que x1, x2, . . . , xn et les npk 1q fonctions
suivantes :
pjpxq  px x1qj , j  0, 1, . . . , 2k   1,
ϕj,qpxq  px xjqq , j  2, 3, . . . , n 1; q  k   1, k   2, . . . , 2k   1.
(1.31)
Alors :
tpj , j  0, . . . , 2k   1u Y tϕj,q, j  1, . . . , n 1, q  k   1, . . . , 2k   1u
est une base de rSk,x et dim rSk,x  npk   1q.
De´monstration. Tout d’abord, les fonctions tpj , j  0, . . . , 2k 1u et tϕj,q, j  1, . . . , n
1, q  k   1, . . . , 2k   1u appartiennent a` rSk,x. C’est e´vident pour tpj , j  0, . . . , 2k   1u
car ces fonctions sont polynomiales, C8, de degre´ infe´rieur ou e´gal a` 2k   1. De plus,
ϕ
pmq
j,q pxjq  0 pour m  0, 1, . . . , q  1 et q  k   1, k   2, . . . , 2k   1,
et ϕ
pqq
j,q pxjq  q!. Alors les fonctions tϕj,q, j  1, . . . , n 1, q  k   1, . . . , 2k   1u appar-
tiennent a` rSk,x.
Nous raisonnons maintenant par re´currence sur le nombre de nœuds.
De´finissons xk  tx1, . . . , xku, k  1, . . . , n.
Pour n  2, tpj , j  0, . . . , 2k   1u est la base de Taylor pour rSk,x2 . Supposons que la
proposition soit vraie pour n 1 nœuds.
Soit z P rSk,xn , alors
z|rx1,xn1s P rSk,xn1 .
Par l’hypothe`se de re´currence, il existe d’uniques re´els :
α0, . . . , α2k 1, β1,q, . . . , βn2,q, q  k   1, . . . , 2k   1,
tels que :
rzpxq  z|rx1,xn1spxq  2k 1¸
j0
αjpjpxq  
n2¸
j1
2k 1¸
qk 1
βj,qϕj,qpxq.
Nous conside´rons alors la fonction :
ψ  z  rz  2k 1¸
qk 1
βn1,qϕn1,q,
pour certains re´els βn1,q. Pour q  k   1, . . . , 2k   1, nous avons :
ψpqqpx n1q  zpqqpx n1q  rzpqqpx n1q  βn1,qq!,
 zpqqpx n1q  rzpqqpxn1q  βn1,qq!,
 zpqqpx n1q  zpqqpxn1q  βn1,qq!.
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Posons alors pour q  k   1, . . . , 2k   1,
βn1,q 
zpqqpx n1q  zpqqpxn1q
q!
.
La proposition est donc ve´rifie´e pour n.
Ces espaces de splines sont de´finis d’une manie`re assez naturelle. De´finir une spline
cubique d’Hermite, c’est de´finir ses valeurs aux nœuds ainsi que ses de´rive´es premie`res
(voir Figure 1.10). Pour une spline quintique d’Hermite, nous devons en plus de´finir les
valeurs des de´rive´es secondes.
Figure 1.10 – Une spline cubique d’Hermite.
Nous donnons maintenant une proprie´te´ importante de l’espace rSk,x.
Proposition 1.35. Pour tout x  tx1, x2, . . . , xnu P Rn tel que x1, x2, . . . , xn et k P N,rSk,x est un espace faiblement de Chebyshev sur r1, 1s de dimension npk   1q.
De´monstration. Pour n  2, rSk,x2  P2k 1 est un espace de Chebyshev, et par conse´quent
un espace faiblement de Chebyshev.
Pour k  0, rSk,xn  S1,xn est un espace faiblement de Chebyshev (voir par exemple
[Nu¨89], page 95).
Supposons maintenant que k ¥ 1, n ¡ 2 et par l’absurde que z P rSk,xn ait npk   1q
changements de signe forts. Par le the´ore`me de Rolle, z1 a npk   1q  1 changements de
signe fort. Par re´currence, zpkq a npk   1q  k  pn 1qk   n changements de signe fort.
Or, zpkq est une spline polynomiale de re´gularite´ C0 et de degre´ k   1. Une telle fonction
a au plus pn  1qpk   1q  pn  1qk   n  1 changements de signe fort. Nous avons alors
une contradiction.
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La base de´finie en (1.31) ne satisfait pas la proprie´te´ d’avoir la moitie´ de ses fonctions
paires. Cependant, nous pouvons montrer la proposition suivante.
Proposition 1.36. Soit x  txn, . . . ,x1, 0, x1, . . . , xnu P R2n 1 tel que 0   x1       
xn. Alors il existe une base de rSk,x avec la moitie´ de ses fonctions paires.
De´monstration. Sans perte de ge´ne´ralite´, nous pouvons conside´rer x  tn,n 1, . . . , n
1, nu. La dimension de rSk,x est p2n 1qpk 1q. Nous cherchons rp2n 1qpk 1q{2s fonctions
paires et inde´pendantes dans rSk,x. Nous concluons alors par application du the´ore`me de
la base incomple`te (voir par exemple [Lan86], page 114).
Nous montrons la proposition pour k impair. Le cas pair est similaire. Nous conside´rons
tout d’abord les fonctions pj . Nous pouvons les remplacer par la base canonique 1, x, . . . , x
2k 1
et nous se´lectionnons les k   1 fonctions paires 1, x2, . . . , x2k.
Nous conside´rons ensuite les fonctions ϕj,qpxq. Pour j  1, . . . , n  1, nous les modifions
comme suit :
pϕj,qpxq 
#
px jqq if x ¥ j,
px jqq if x ¤ j. q  k   1, k   2, . . . , 2k   1.
Ces pk   1qpn 1q fonctions pϕj,q sont paires par construction et appartiennent a` rSk,x.
Enfin, nous conside´rons les fonctions ϕ0,qpxq et nous les modifions comme suit :
pϕ0,qpxq  |x|q, pour q impair dans tk   1, k   2, . . . , 2k   1u.
Ces pk   1q{2 fonctions pϕ0,q sont paires par construction et appartiennent a` rSk,x.
Nous avons donc de´fini :
pk   1q   pk   1qpn 1q   k   1
2
 1
2
p2n  1qpk   1q
fonctions paires de rSk,x. Elles sont clairement line´airement inde´pendantes puisqu’elles
n’ont pas le meˆme support. Nous concluons alors par le the´ore`me de la base incomple`te.
En appliquant les re´sultats du paragraphe pre´ce´dent, nous pouvons mettre en e´vidence
des meilleures approximations L1 de fonctions saut par des splines polynomiales d’Hermite.
Une expression alge´brique des re´els de la Proposition 1.31, page 29, n’a pas pu encore
eˆtre de´termine´e. Nous pouvons cependant les de´terminer nume´riquement et de´finir une
meilleure approximation L1 de la fonction d’Heaviside (voir Figures 1.11 et 1.12). Nous
remarquons que le phe´nome`ne de Gibbs observe´ sur celle-ci est de moindre amplitude que
celui observe´ en norme L2. Comme indique´ pre´ce´demment, nous pouvons avoir un nombre
d’intersections supe´rieur a` la dimension de l’espace. Nous mettons ceci en e´vidence sur la
Figure 1.13. Dans ce cas, nous avons quatorze intersections tandis que la dimension de
l’espace de spline est seulement de dix.
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Figure 1.11 – Meilleure approximation L1 (ligne pleine) et L2 (pointille´s) de la fonction de
Heaviside par une spline cubique d’Hermite a` cinq nœuds e´quire´partis et graphe d’erreur
relative.
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Figure 1.12 – Meilleure approximation L1 (ligne pleine) et L2 (pointille´s) de la fonction de
Heaviside par une spline cubique d’Hermite a` sept nœuds e´quire´partis et graphe d’erreur
relative.
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Figure 1.13 – Meilleure approximation L1 (trait plein) d’une fonction oscillante par mor-
ceaux (pointille´s) par une spline cubique d’Hermite a` cinq nœuds e´quire´partis et graphe
d’erreur relative.
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6 Meilleure approximation `1 de donne´es discre`tes
6.1 Ge´ne´ralite´s sur les espaces `p
De´finition 1.37. L’espace `p,npKq, 1 ¤ p    8, n P N, K  R ou C, est l’ensemble
des e´le´ments f  tf1, . . . , fnu de Kn tels que :
n¸
i1
|fi|p    8.
L’espace `8,npKq est l’ensemble des e´le´ments f  tf1, . . . , fnu de Kn tels que :
sup
i1,...,n
|fi|    8.
L’espace `p,npKq muni de la norme
}f}p 

n¸
i1
|fi|p
 1
p
, 1 ¤ p    8,
}f}8  sup
i1,...,n
|fi|, p   8,
est un espace de Banach.
Remarque. Lorsqu’il n’y a pas d’ambigu¨ıte´, nous notons `p,npKq plus simplement par `p.
6.2 Re´sultats ge´ne´raux
Dans ce paragraphe, nous souhaitons approcher une fonction f P L1ra, bs a` partir des
valeurs de celle-ci en certaines abscisses X  txi, i  1, . . . ,mu P ra, bsm. Soit Y un
sous-espace de L1ra, bs de dimension n   m. Le proble`me de meilleure approximation `1
de f dans Y sur X est le suivant :
inf
gPY
n¸
i1
|fpxiq  gpxiq|. (1.32)
Nous rappelons l’analogue discret du The´ore`me 1.9 (voir par exemple [Ric64b]).
The´ore`me 1.38. Soit Y un espace de fonctions de dimension n, X un ensemble de m
abscisses, m ¡ n, dans l’intervalle ra, bs et f une fonction de L1ra, bs. Alors g est une
meilleure approximation `1 de f dans Y sur X si et seulement si pour tout g P Y : ¸
xPX
sgnpfpxq  gpxqqgpxq
 ¤ ¸
xPZpfgq
|gpxq|. (1.33)
Un re´sultat de caracte´risation des meilleures approximations L1 dans un espace de Che-
byshev d’une fonction f sur un ensemble d’abscisses X de´coule de ce the´ore`me. Nous
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le rappelons ci-apre`s et renvoyons le lecteur inte´resse´ a` [Ric64b] pour les de´tails de la
de´monstration.
The´ore`me 1.39. Soit Y un espace de Chebyshev de dimension n. L’ensemble des meilleures
approximations L1 de f dans Y sur X est l’enveloppe convexe des meilleures approxima-
tions L1 de f interpolant celle-ci en au moins n points de X.
6.3 Droite de re´gression `1
Dans ce paragraphe, nous nous inte´ressons au proble`me de re´gression line´aire en norme
`1. Il s’agit d’approcher un ensemble de donne´es discre`tes par une droite. Pour plus de
simplicite´, nous nous inte´ressons seulement au cas planaire. Cette me´thode est parti-
culie`rement inte´ressante lorsqu’elle est compare´e a` la droite de re´gression `2. Alors qu’elles
donnent des re´sultats comparables sur un ensemble de donne´es bruite´s, la re´gression `1 est
cependant plus robuste aux points aberrants et meˆme aux se´quences organise´es de points
aberrants. Ce phe´nome`ne est illustre´ sur la Figure 1.14.
Dans ce paragraphe, nous donnons des re´sultats qui apportent des e´le´ments d’explica-
tion a` ces phe´nome`nes et qui, a` notre connaissance, n’avaient jamais e´te´ de´montre´s. Pour
cela, nous e´nonc¸ons tout d’abord le re´sultat suivant, conse´quence directe du The´ore`me
1.39.
The´ore`me 1.40. Soient tfi  pxi, yiq, i  1, . . . , nu, n points du plan. Le proble`me
suivant
min
a,bPR
n¸
i1
|yi  axi  b|.
admet au moins une solution. L’ensemble des solutions est l’enveloppe convexe des solu-
tions interpolant au moins deux points fi.
6.3.1 Robustesse aux points aberrants
Dans le re´sultat original suivant, nous conside´rons un jeu de donne´es parfaitement
aligne´es. Celui-ci est ensuite perturbe´ par un point aberrant d’amplitude quelconque. Nous
montrons que la solution de re´gression `1 reste la droite initiale.
Proposition 1.41. Soient fi  pxi, yiq, i  1, 2, . . . , n n points de la droite y  αx   β
avec α, β P R. Conside´rons un point P  px0, y0q du plan tel que y0  αx0 β et supposons
qu’il existe k P t1, 2, . . . , n 1u tel que xk   x0   xk 1 alors :
min
a,bPR
n¸
i0
|yi  axi  b| (1.34)
est unique et la solution correspondante est donne´e par a  α et b  β.
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Figure 1.14 – Comparaison entre re´gression `1 (trait plein) et `2 (pointille´s) sur un jeu
de donne´es bruite´es (haut), contenant de plus un point aberrant (milieu) et une se´quence
organise´e de points aberrants (bas).
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Figure 1.15 – Me´thodes de re´gression `1 et `2 applique´es a` des donne´es appartenant a`
une droite et perturbe´es par un point aberrant.
Cette proposition est illustre´e sur la Figure 1.15. Nous remarquons que la proprie´te´ e´nonce´e
dans ce paragraphe n’est pas valable pour la me´thode de re´gression `2. En effet, cette
me´thode est sensible aux points aberrants. Nous de´montrons ce re´sultat ci-apre`s.
De´monstration. Notons :
Fpa, bq  |y0  ax0  b|  
n¸
i1
|yi  axi  b|.
Nous savons que Fpα, βq  |y0  ax0  b|. Les autres candidats possibles pour minimiser
(1.34),par application du The´ore`me 1.40, page 38, interpolent P et un des points fi. Nous
notons pai, biq ces candidats. Supposons que le point aberrant P soit situe´ en dessous de
la droite y  ax  b. Le cas contraire est syme´trique. Si i ¤ k, alors
Fpα, βq   |yk 1  aixk 1  bi|. (1.35)
Nous illustrons cette ine´galite´ pour i  k sur la Figure 1.16.
Si i ¥ k   1,
Fpα, βq   |yk  aixk  bi|.
Nous avons donc dans tous les cas :
Fpα, βq   |yk  aixk  bi|   |yk 1  aixk 1  bi| ¤ Fpai, biq.
Le re´sultat est donc montre´.
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Figure 1.16 – Illustration de l’ine´galite´ (1.35) pour i  k
6.3.2 Robustesse aux se´quences organise´es de points aberrants
Nous montrons un re´sultat original similaire concernant la robustesse aux se´quences
organise´es de points aberrants. Une condition suffisante sur le nombre de points aberrants
successifs et leur position est donne´e afin d’assurer la stabilite´ de la solution.
Proposition 1.42. Soient fi  pxi, yiq, i  1, 2, . . . , n, n points du plan de sorte qu’il
existe pk, k1q P pNq2 tels que les points tfi, i P t1, 2, . . . , kuYtk1 1, k1 2, . . . , nuu soient
aligne´s et tfi, i  k 1, k 2, . . . , k1u forment une se´quence organise´e de points aberrants.
Si le taille de la se´quence organise´e de points aberrants, k1  k, est infe´rieure ou e´gale au
nombre de points a` sa gauche et a` sa droite, alors la droite solution du proble`me :
min
a,bPR
n¸
i1
|yi  axi  b| (1.36)
est unique et interpole les points tfi, i P t1, 2, . . . , ku Y tk1   1, k1   2, . . . , nuu.
Nous illustrons ce re´sultat sur la Figure 1.17. La re´gression `1, contrairement a` la
me´thode de re´gression `2, reste robuste a` la se´quence organise´e de points aberrants sous
la condition suffisante e´nonce´e dans la Proposition 1.42. De´montrons ce re´sultat.
De´monstration. L’ide´e de la de´monstration est similaire au cas d’un point aberrant. No-
tons :
Fpa, bq 
n¸
i1
|yi  axi  b|,
et α, β respectivement la pente et l’ordonne´e a` l’origine de la droite liant les
tfi, i P t1, 2, . . . , ku Y tk1   1, k1   2, . . . , nuu.
Nous avons :
Fpα, βq 
k1¸
ik
|yi  axi  b|.
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Figure 1.17 – Me´thodes de re´gression `1 et de re´gression `2 applique´es a` des donne´es
appartenant a` une droite et perturbe´es par une se´quence organise´e de points aberrants.
Illustration de la robustesse de la re´gression `1 aux se´quences organise´es de points aberrants
sous la condition suffisante e´nonce´e dans la Proposition 1.42.
Nous notons l  k1  k la taille de la se´quence organise´e de points aberrants et :
I1  tles indices des l points pre´ce´dant la se´quenceu,
I2  tles indices des l points succe´dant la se´quenceu.
Par application du The´ore`me 1.40, les candidats possibles interpolent au moins deux
points. Notons pa, bq un tel candidat. Nous montrons que celui-ci satisfait :
Fpα, βq  
¸
kPI1
|yk  axk  b|  
¸
kPI2
|yk  axk  b| ¤ Fpa, bq.
D’ou` le re´sultat.
6.4 Meilleure approximation spline en norme `1
Dans ce dernier paragraphe, nous nous inte´ressons au proble`me de meilleure ap-
proximation `1 de donne´es discre`tes par des splines cubiques d’Hermite. Les re´sultats
nume´riques obtenus pour trois jeux de donne´es discre`tes sont illustre´s sur la Figure 1.18.
Ces jeux de donne´es, issus de [Lav00a], sont choisis ici pour les diffe´rences de niveaux et
de re´partition des donne´es. Ils sont donc de bons tests pour analyser les caracte´ristiques
de la me´thode d’approximation. Nous comparons les solutions obtenues aux solutions ob-
tenues en norme `2. Nous constatons que les solutions `1 sont moins oscillantes que les
solutions `2. Cependant, nous observons un phe´nome`ne oscillatoire comme c’e´tait le cas
pour l’approximation de fonctions. Afin de de´terminer une bonne me´thode spline, c’est-
a`-dire, non-oscillante, il faut contraindre davantage le proble`me. Nous pourrons utiliser
avec inte´reˆt les re´sultats d’interpolation au sens de la norme L1 pre´sente´s dans le chapitre
suivant pour de´finir une telle approximation spline.
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Figure 1.18 – Meilleure approximation en norme `1 (trait plein) et `2 (pointille´s) de trois
jeux de donne´es dans l’ensemble des splines cubiques d’Hermite.
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7 Conclusion du chapitre
Dans ce chapitre, nous avons montre´ que l’approximation L1 de fonctions et de donne´es
discre`tes se re´sume en ge´ne´ral a` un proble`me d’interpolation. Les re´sultats the´oriques et
nume´riques obtenus montrent que les solutions d’approximation L1 de fonctions saut ou de
donne´es avec des sauts posse`dent des oscillations. Un controˆle supple´mentaire des solutions
est donc ne´cessaire afin de minimiser ce phe´nome`ne. La me´thode d’interpolation au sens
de la norme L1 par splines cubiques d’Hermite sur de telles donne´es permet d’obtenir une
solution sans oscillations. Pour cette raison, nous rappelons cette me´thode dans le chapitre
suivant.
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Nous rappelons dans ce chapitre que les splines d’interpolation cubiques C2, issues
d’une minimisation L2, peuvent pre´senter un phe´nome`ne de Gibbs lorsque les donne´es
admettent une forte variation d’amplitude [ZM97]. Pour pallier cet inconve´nient, Lavery
a propose´ une interpolation par splines cubiques d’Hermite minimisent la norme L1 de
la de´rive´e seconde (voir [Lav00b]). Ce proble`me d’interpolation consiste donc a` minimiser
une fonction convexe non-line´aire. Il a alors propose´ une re´solution nume´rique utilisant
un algorithme de complexite´ polynomiale. Nyiri, Gibaru et Auquiert proposent de re´duire
cette complexite´ par une me´thodologie d’interpolation par feneˆtre glissante sur cinq points
[NGA11]. Cet algorithme admet une complexite´ line´aire en le nombre des donne´es. De plus,
sur chaque feneˆtre, le proble`me d’interpolation est re´solu de manie`re exacte sauf dans un
cas. Nous rappelons ici cet algorithme car nous e´tendons cette me´thodologie au cas de
l’approximation L1. Une application a` la robotique est e´galement de´veloppe´e.
Nous e´tudions ensuite le proble`me d’approximation de fonctions et de donne´es discre`tes
par splines de lissage et d’ajustement au sens de la norme L1. Nous de´montrons ici l’exis-
tence de telles splines. La premie`re me´thode [Lav00a] consiste a` de´terminer une spline
minimisant une combinaison convexe de la fonctionnelle d’approximation et de la fonc-
tionnelle utilise´e pour l’interpolation L1. Le parame`tre de re´gularisation est difficile a` fixer
en ge´ne´ral. C’est pourquoi, Lavery a introduit des splines d’ajustement [Lav04]. Celles-ci
sont des meilleures approximations au sens de la norme L1 sur un ensemble de splines
admissibles issu de la re´union de splines d’interpolation L1. Cette me´thode est tre`s perfor-
mante en terme de conservation de forme mais peut eˆtre ”lente” et peu robuste lorsqu’elle
est applique´e a` un grand nombre de donne´es. Une me´thode locale a re´cemment e´te´ pro-
pose´e dans [WLF14] mais elle semble introduire des oscillations de faible amplitude la`
ou` la me´thode globale conservait les alignements. De plus, le gain en temps de calcul est
peu significatif. C’est pourquoi, nous proposons dans ce me´moire une autre approche avec
diffe´rentes me´thodes par feneˆtre glissante permettant de line´ariser la complexite´ algorith-
mique. Nous de´terminons celle qui semble conserver le mieux la forme des donne´es.
1 Rappel sur l’interpolation L1 par spline polynomiale
1.1 Cas de l’interpolation par spline cubique C2
Existence, unicite´ et caracte´risation
Soit f : R Ñ R une fonction d’une variable re´elle et une suite de m abscisses dans R
telles que x1   x2        xm. Posons x  tx1, x2, . . . , xmu. Le proble`me d’interpolation
de la fonction f aux abscisses x par une spline cubique consiste a` de´terminer une fonction
s de S3,x qui ve´rifie :
spxkq  fpxkq, pour tout k  1, 2, . . . ,m. (2.1)
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Posons pour k  1, 2, . . . ,m, fk  fpxkq. Nous rappelons que pour r P N :
Sr,x  ts P Cr1rx1, xms, s|rxk,xk 1s P Prrxk, xk 1s, k  1, 2, . . . ,mu.
Cet espace est de dimension m 2. Les m e´quations (2.1) ne sont donc pas suffisantes pour
garantir l’unicite´ de solution. Nous devons donc introduire deux e´quations supple´mentaires
et inde´pendantes des m premie`res. Un choix classique, mais bien suˆr non-unique, est de
fixer les de´rive´es premie`res au premier et au dernier point. Nous e´nonc¸ons alors le re´sultat
classique suivant (voir par exemple [DB01]).
The´ore`me 2.1. Pour toute fonction f et tout x  tx1, x2, . . . , xmu P Rm tel que x1  
x2        xm, il existe une spline s P S3,x ve´rifiant :
spxkq  fk, pour tout k  1, 2, . . . ,m. (2.2)
De plus, si nous imposons s2px1q  s2pxmq  0 alors s est unique et minimise la fonc-
tionnelle : » xm
x1
pγ2pxqq2 dx,
sur l’ensemble des fonctions γ de re´gularite´ C2, interpolant les fk et ve´rifiant γ
2px1q 
γ1pxmq  0.
La me´thode d’interpolation par spline cubique est donc une me´thode de minimisation
au sens de la norme L2. Lavery appelle spline d’interpolation L2 la spline cubique d’Hermite
qui minimise la norme L2 de la de´rive´e seconde [Lav00b]. Nous pouvons montrer que celle-
ci co¨ıncide avec la spline de´crite dans le The´ore`me 2.1.
Phe´nome`ne de Gibbs pour la fonction de Heaviside
Nous rappelons dans ce paragraphe le re´sultat principal obtenu par Zhang et Martin
[ZM97] concernant l’existence et la caracte´risation d’un phe´nome`ne de Gibbs pour l’in-
terpolation par spline cubique de la fonction de Heaviside. Ils e´tablissent de plus que le
phe´nome`ne de Gibbs persiste quand le nombre de nœuds de la spline tend vers l’infini.
The´ore`me 2.2. Soient H la fonction de Heaviside et xm  tx1, x2, . . . , xmu, m P N,
une subdivision uniforme de l’intervalle r1, 1s. Alors la spline cubique d’interpolation de
H aux nœuds xm converge en norme Lp p1 ¤ p    8q vers H quand m tend vers l’infini.
Cependant, elle ne converge pas vers H en norme L8 et oscille autour de la disconti-
nuite´. De plus, l’amplitude des oscillations est borne´e inde´pendamment de m et de´croˆıt
exponentiellement a` partir de la discontinuite´.
Nous illustrons ce re´sultat sur la Figure 2.1 pour diffe´rents choix du nombre de nœuds.
Le The´ore`me 2.1 affirme que la me´thode d’interpolation par spline cubique est une me´thode
de minimisation au sens de la norme L2. Le The´ore`me 2.2 montre que des oscillations sont
pre´sentes au niveau de la discontinuite´ lorsque nous utilisons cette norme. C’est la raison
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pour laquelle Lavery a remplace´ les splines d’interpolation L2 par les splines d’interpolation
L1, auxquelles le paragraphe suivant est consacre´.
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Figure 2.1 – Interpolation de la fonction de Heaviside par splines cubiques d’interpolation
L2 avec n nœuds e´quire´partis sur r1, 1s, n  10, 20, 30, 40, 50.
1.2 Interpolation par spline L1
1.2.1 Interpolation L1 par spline cubique d’Hermite
Comme nous l’avons vu dans le paragraphe pre´ce´dent, il existe une unique spline de S3,x
interpolant une fonction f aux nœuds x a` condition que les valeurs de la de´rive´e premie`re
au premier et au dernier nœuds soient fixe´es 1. Nous allons donc relaxer la re´gularite´
des splines. Nous utilisons les splines de rS1,x introduites au chapitre 1, page 30. Avec
les notations pre´ce´dentes, nous cherchons donc une spline de rS1,x solution du proble`me
suivant :
inf
"» xm
x1
s2pxqdx, s P rS1,x, spxkq  fk, k  1, 2, . . . ,m* (2.3)
Les splines de rS1,x sont C1 mais bien suˆr C8 sur chaque intervalle sxi, xi 1r. Ceci justifie
l’inte´grale ci-dessus. Notons que sans les conditions d’interpolation, la fonctionnelle s PrS1,x ÞÑ ³xmx1 |s2pxq| dx atteint son minimum pour toute fonction s P rS1,x telle que s2  0.
Par double inte´gration, ceci signifie que s est affine par morceau et comme s est C1, alors s
est une fonction affine. Nous rappelons le the´ore`me d’existence des splines d’interpolation
L1 issu de [Lav00b].
1. Nous pouvons e´galement par exemple fixer les valeurs de la de´rive´e premie`re au premier et au dernier
nœuds pour obtenir l’unicite´.
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The´ore`me 2.3. Pour toute fonction f d’une variable re´elle et tout x  tx1, x2, . . . , xmu
tel que x1   x2        xm, il existe une spline d’interpolation de f dans rS1,x qui
minimise : » xm
x1
s2pxqdx,
sur l’ensemble des splines d’interpolation de f dans rS1,x.
De´monstration. La fonctionnelle (2.3) est continue et convexe. De plus, le proble`me d’in-
terpolation par spline L1 dans S˜1 consiste a` trouver b  pb1, b2, . . . , bmq P Rm qui mini-
mise :
m1¸
k1
» 1
2
 1
2
|bk 1  bk   6tpbk 1   bk  2∆fkq| dt.
Par le Lemme 3.2, page 89, nous avons :
» 1
2
 1
2
|bk 1  bk   6tpbk 1   bk  2t∆fkq| dt ¥ 1
3
|bk 1  bk  pbk 1   bk  2t∆fkq|,
¥ 2
3
|bk  ∆fk|.
La fonctionnelle (2.3) tend donc vers l’infini quand la norme du vecteur des de´rive´es tend
vers l’infini. Ceci garantit l’existence des splines d’interpolation L1.
Remarque. La fonctionnelle (2.3) e´tant convexe, elle n’admet que des minima globaux. De
plus, les vecteurs de´rive´s solution du proble`me d’interpolation L1 appartiennent donc a`
une union d’intervalles re´els ferme´s.
Interpolation de la fonction de Heaviside Dans ce paragraphe, nous comparons
le re´sultat suivant issu de [AGN07b] avec le The´ore`me 2.2, page 47. Il est illustre´ sur la
Figure 2.2.
The´ore`me 2.4. Soient H la fonction de Heaviside et xm  tx1, x2, . . . , xmu une subdivi-
sion uniforme de l’intervalle r1, 1s ou` m est un entier pair supe´rieur ou e´gal a` six. Alors
il existe une unique spline d’interpolation L1 de la fonction de Heaviside dans rS1,xm. Elle
co¨ıncide avec H sauf sur l’intervalle rxk, xk 1s pour k tel que xk   0 ¤ xk 1. Elle converge
en norme Lp p1 ¤ p    8q vers H quand m tend vers l’infini. De plus pour tout ε ¡ 0,
elle converge uniforme´ment vers la fonction de Heaviside sur r1, εrYsε, 1s.
Autrement dit, contrairement a` la spline cubique d’interpolation L2, nous n’obser-
vons pas de phe´nome`ne de Gibbs pour la spline cubique d’interpolation L1 de la fonction
de Heaviside. Ceci justifie l’inte´reˆt de l’utilisation de la norme L1 pour la mode´lisation
ge´ome´trique.
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Figure 2.2 – Interpolation L1 de la fonction de Heaviside par splines cubiques d’Hermite
avec n nœuds e´quire´partis sur r1, 1s, n  10, 20, 30, 40, 50.
Re´solution du proble`me sur cinq points Dans [Auq07, NGA11, JLF10], les auteurs
ont pre´sente´ de nombreux re´sultats concernant la re´solution formelle du proble`me (2.3)
pour un nombre de points allant de deux a` cinq points. Au-dela`, la complexite´ du proble`me
est telle que nous ne savons pas en ge´ne´ral de´terminer de manie`re formelle une solution.
Nous re´sumons donc dans cette partie un re´sultat qui sera utilise´ dans les algorithmes
pre´sente´s au paragraphe 1.4.2 et au chapitre suivant. Il e´tablit les solutions du proble`me
d’interpolation sur cinq points quelconques. Pour cela, nous re´crivons le proble`me (2.3).
Sur chaque intervalle rxk, xk 1s, k  1, . . . , 4, une spline s P rS1,x est de´finie comme suit :
spxq  qk bkpxxkq  1
hk
p3∆qk2bkbk 1qpxxkq2  1
h2i
pbk bk 12∆qkqpxxkq3, (2.4)
ou` qk  spxkq, bk  s1pxkq pour k  1, 2, . . . , 5, hk  xk 1  xk, ∆qk  qk 1qkhk pour
k  1, 2, . . . , 5. La de´rive´e seconde de s sur sxk, xk 1r, k  1, . . . , 4 s’exprime comme suit :
s2pxq  bk 1  bk
hk
  6
h2k

x xk  hk
2


pbk   bk 1  2∆qkq. (2.5)
Par un changement de variable, le proble`me :
inf
"» x5
x1
s2pxqdx, s P rS1,x, spxkq  fk, k  1, 2, . . . ,m*
est alors e´quivalent sur cinq points a` :
min
bpb1,b2,b3,b4,b5qPR5
4¸
i1
» 1
2
 1
2
|bi 1  bi   6tpbi   bi 1  2∆fiq| dt. (2.6)
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En posant x  bi∆fi et y  bi 1∆fi, chaque inte´grale dans la somme est une fonction
du type :
S : px, yq P R2 ÞÝÑ
» 1
2
 1
2
|py  xq   6tpx  yq| dt.
Dans [Auq07, AGN07b], nous trouvons le re´sultat suivant dont nous rappelons la de´monstration
en Annexe A, page 131.
Lemme 2.5. La fonction S : px, yq P R2 ÞÝÑ
» 1
2
 1
2
|py  xq   6tpx  yq| dt est continue et
convexe. Elle ve´rifie pour tout px, yq P R2 :
Spx, yq 
#
|y  x| si |y  x| ¥ 3|x  y|,
3
2 |x  y|   pyxq
2
6|x y| sinon.
(2.7)
De plus,
– min
xPR
Spx, yq  2p
?
10 1q
3
|y| est obtenu pour x 

2?10?
10
	
y.
– min
yPR
Spx, yq  2p
?
10 1q
3
|x| est obtenu pour y 

2?10?
10
	
x.
– min
px,yqPR2
Spx, yq  0 est obtenu pour x  y  0.
Le proble`me (2.3) peut alors se re´crire sous la forme suivante :
min
bPR5
4¸
k1
» 1
2
 1
2
|bk 1  bk   6tpbk   bk 1  2∆fkq| dt
 min
b3PR
#
min
pb1,b2qPR2
2¸
k1
» 1
2
 1
2
|bk 1  bk   6tpbk   bk 1  2∆fkq| dt
  min
pb1,b2qPR2
2¸
k1
» 1
2
 1
2
|bk 1  bk   6tpbk   bk 1  2∆fkq| dt
+
,
 min
b3PR
#
min
b2PR

2p?10 1q
3
|b2 ∆f1|  
» 1
2
 1
2
| b3  b2   6tpb2   b3  2∆f2q| dt

 min
b4PR
» 1
2
 1
2
|b4  b3   6tpb3   b4  2∆f3q| dt  2p
?
10 1q
3
|b4 ∆f4|
+
.
Nous obtenons alors deux sous-proble`mes sur trois points de part et d’autre du troisie`me
point. Le lemme suivant, issu de [NGA11] et dont une de´monstration est rappele´e en
Annexe A, page 133, permet de re´soudre ces deux sous-proble`mes.
Lemme 2.6. Soient x1   x2   x3 trois re´els quelconques et une fonction f : R ÞÑ R.
Posons fk  fpxkq pour k  1, 2, 3 et ∆fk  fk 1fkxk 1xk pour k  1, 2. Soit enfin b1 P R.
Le proble`me de minimisation :
min
pb2,b3qPR2
» 1
2
 1
2
|b2 b1  6tpb2  b1 2∆f1q| dt 
» 1
2
 1
2
|b3 b2  6tpb3  b2 2∆f2q|dt (2.8)
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admet pour unique solution le couple pb2 , b3q de´finit comme suit :
1. Si b1 est compris entre ∆f1  
?
10 1
3 p∆f2 ∆f1q et ∆f1 alors :
b2  ∆f1 
?
10 1
3
pb1∆f1q, b3  ∆f2 
?
10 5
5
p∆f1∆f2q 5 2
?
10
5
pb1∆f1q.
2. Si b1 est compris entre ∆f1 et ∆f1  
?
105
5 p∆f2 ∆f1q alors :
b2  ∆f1 
5 ?10
3
pb1 ∆f1q, b3  ∆f2  
?
10 5
5
p∆f1 ∆f2q   pb1 ∆f1q
3. Sinon b2  b3  ∆f2.
La re´solution de ce proble`me sur trois permet la re´solution sur cinq points en de´terminant
la de´rive´e de la spline au troisie`me nœud 2 par une e´tude de cas sur le signe des ∆fi 1∆fi.
Il y a en tout vingt-sept cas possibles dont certains sont syme´triques. E´noncer ces cas et
les solutions est relativement lourd. Le the´ore`me en Annexe A, page 136 rappelle ces
re´sultats. Sa de´monstration est donne´e dans [JLF10]. Une interpre´tation de ce re´sultat
est cependant pre´sente´e dans la Table 2.1 issue de [JLF10]. Nous pre´cisons si les solutions
obtenues posse`dent certaines proprie´te´s de forme : conservation des alignements, de la
convexite´/concavite´ et la pre´sence ou non d’oscillations. Les re´sultats de la case aligne-
ment n’ont d’inte´reˆt que lorsqu’il existe un alignement dans les donne´es. Dans chaque cas
ayant au moins un ∆fk 1  ∆fk nul, nous constatons que nous conservons l’alignement.
Nous observons que quinze cas sur vingt-sept conservent la convexite´. Bien que ce soit la
majorite´ des cas, nous ne saurions conclure quant a` la qualite´ de la me´thode a` ce sujet.
Enfin, nous observons que vingt-cinq cas sur vingt-sept ne pre´sentent pas d’oscillations.
Les deux cas concerne´s par les oscillations sont les configurations en forme de ”M” et de
”W”. Il est alors naturel, pour ces cas, d’observer un tel phe´nome`ne.
Un re´sultat similaire existe pour la re´solution du proble`me suivant sur cinq points :
inf
"» xm
x1
s1pxqdx, s P rS1,x, spxkq  fk, k  1, 2, . . . ,m* . (2.9)
Nous ne de´taillons pas cette me´thode ni ce re´sultat et nous renvoyons le lecteur inte´resse´
a` [JYLF11].
1.2.2 Interpolation L1 par spline quintique d’Hermite
Pour les applications a` la planification de trajectoire de syste`mes me´caniques, la
re´gularite´ C1 des splines cubiques d’Hermite n’est pas suffisante. La continuite´ de la cour-
bure est le minimum requis pour ces applications. Nous allons donc nous inte´resser au
proble`me d’interpolation L1 par des splines quintiques C
2, autrement dit des splines de
2. Les autres de´rive´es sont donne´es dans le Lemme 2.6.
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Cas ∆f2 ∆f1 ∆f3 ∆f2 ∆f4 ∆f3 = Alignement Convexite´ Oscillation
1 0 0 0 Oui Oui Non
2 0 0 + Oui Oui Non
3 0 0 - 2 Oui Oui Non
4 0 + 0 Oui Oui Non
5 0 + + Oui Oui Non
6 0 + - Oui Non Non
7 0 - 0 4 Oui Oui Non
8 0 - + 6 Oui Non Non
9 0 - - 5 Oui Oui Non
10 + 0 0 2 Oui Oui Non
11 + 0 + Oui Oui Non
12 + 0 - Oui Non Non
13 + + 0 5 Oui Oui Non
14 + + + Non Oui Non
15 + + - Non Non Non
16 + - 0 6 Oui Non Non
17 + - + Non Non Oui
18 + - - 15 Non Non Non
19 - 0 0 2 Oui Oui Non
20 - 0 + 12 Oui Non Non
21 - 0 - 11 Oui Oui Non
22 - + 0 6 Oui Non Non
23 - + + 15 Non Non Non
24 - + - 17 Non Non Oui
25 - - 0 5 Oui Oui Non
26 - - + 15 Non Non Non
27 - - - 14 Non Oui Non
Table 2.1 – Vingt-sept cas pour le proble`me sur cinq points quelconques.
rS2,x. E´tant donne´e x  tx1, x2, . . . , xmu P Rm, nous cherchons a` re´soudre le proble`me
suivant :
inf
"» xm
x1
s2pxqdx, s P rS2,x, spxkq  fk, k  1, 2, . . . ,m* . (2.10)
Dans [Auq07], Auquiert de´montre qu’une solution de ce proble`me existe. Une spline s PrS2,x s’exprime sur chaque intervalle rxk, xk 1s, k  1, . . . ,m 1 comme suit :
spxq qk   px xkqbk   px xkq
2
2
mi   px xkq
3
h2k

10∆qk  6bk  4bk 1   hk
2
pck 1  3ckq


  px xkq
4
h3k

15∆qk   8bk   7bk 1   hk
2
p3ck  2ck 1q


  px xkq
5
h4k

6∆qk  3bk  3bk 1   hk
2
pck 1  ckq


,
(2.11)
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ou` qk  spxkq, bk  s1pxkq, ck  s2pxkq pour k  1, 2, . . . ,m, hk  xk 1xk, ∆qk  qk 1qkhk
pour k  1, 2, . . . ,m  1. Nous exprimons alors la de´rive´e seconde d’une spline s P rS2,x
sur chaque intervalle rxk, xk 1s, k  1, 2, . . . ,m 1 :
s2pxq ck   px xkq
h2k
p60∆fk  36bk  24bk 1   3hkpck 1  3ckqq
  px xkq
2
h3k
p180∆fk   96bk   84bk 1   6hkp3ck  2ck 1qq
  px xkq
3
h4k
p120∆fk  60bk  60bk 1   10hkpck 1  ckqq .
(2.12)
Le proble`me (2.10) revient donc au proble`me suivant :
min
pb,mqPRmRm
m1¸
k1
» 1
2
 1
2

 
3
2   15t 6t2  60t3

bk 1  
 32   15t  6t2  60t3 bk
   14  32 t  3t2   10t3hkck 1    14   32 t  3t2  10t3 ckhk
 p30t  120t3q∆qk
 dt.
(2.13)
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Figure 2.3 – Interpolation L1 de la fonction de Heaviside par splines quintiques d’Hermite
avec n nœuds e´quire´partis sur r1, 1s, n  10, 20, 30, 40, 50.
En pratique, ce proble`me est discre´tise´ par la me´thode d’inte´gration nume´rique base´e
sur la formule du point milieu. Il est ensuite re´solu nume´riquement par un algorithme de
type point inte´rieur comme celui pre´sente´ plus loin dans l’Algorithme 1, page 57. Cette
me´thode est applique´e sur la Figure 2.3 a` la fonction de Heaviside avec divers choix du
nombre de nœuds. Nous nous apercevons, que quel que soit le nombre de nœuds, il existe
un phe´nome`ne de Gibbs pour chaque solution d’interpolation.
1.3 Interpolation par spline cubique parame´trique L1
Nous conside´rons maintenant le proble`me d’interpolation d’une fonction parame´trique
f : r0, 1s Ñ R2. Nous nous donnons donc des points de R2, f  tfk  pfk,1, fk,2q, k 
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1, . . . ,mu. Nous cherchons une spline parame´trique s  ps1, s2q qui interpole les points fk,
k  1, . . . ,m. La premie`re e´tape de la me´thode consiste a` attribuer a` chaque point fk,
k  1, . . . ,m un parame`tre uk P r0, 1s. Alors les conditions d’interpolation s’e´crivent :
spukq  fk, k  1, . . . ,m. (2.14)
Pour cela, nous utilisons une subdivision cordale des abscisses (voir Hoschek, Lasser et
Schumaker [HLS93], page 201). Contrairement a` la subdivision uniforme, elle tient compte
de la distance entre les diffe´rents points et donc de la forme des donne´es. Les nœuds
u  pu1, . . . , umq sont de´finis comme suit :$'&'%
u1  0,
uk 1  uk  


ÝÝÝÝÑ
fkfk 1


2
L , k  1, . . . ,m 1,
(2.15)
ou` L 
m1¸
k1
ÝÝÝÝÑfkfk 1
2
est la longueur de la ligne polygonale de sommets fk, k  1, . . . ,m.
Le proble`me d’interpolation L1 par une spline cubique parame´trique de nœuds u est
donc de´fini par :
inf
"» 1
0
}s2puq}1 du, s P rS1,u  rS1,u, spukq  fk, k  1, . . . ,m* (2.16)
Le terme dans (2.16) peut se de´composer comme suit :» 1
0
|s1puq| du 
» 1
0
|s2puq| du.
En inte´grant les contraintes d’interpolation dans la fonctionnelle (2.16), le proble`me d’in-
terpolation (2.16) revient a` minimiser sur les bk  pbk,1, bk,2q P R2, vecteurs de´rive´es aux
points fk, k  1, . . . ,m, l’expression suivante :
m1¸
k1
» 1
2
 1
2
|bk 1,1bk,1   6tpbk 1,1   bk,1  2∆fk,1q| dt
 
m1¸
k1
» 1
2
 1
2
|bk 1,2  bk,2   6tpbk 1,2   bk,2  2∆fk,2q| dt.
Les deux termes sont inde´pendants. Nous pouvons donc les minimiser inde´pendamment.
Nous nous ramenons donc au proble`me d’interpolation non-parame´trique de´crit au para-
graphe 1.2.1.
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1.4 Algorithme par feneˆtre glissante pour l’interpolation spline L1
Dans ce paragraphe, apre`s avoir e´voque´ les me´thodes globales de re´solution du proble`me
d’interpolation spline L1, nous pre´sentons des algorithmes par feneˆtre glissante. Ces al-
gorithmes ont e´te´ pour la premie`re fois utilise´s pour le proble`me d’interpolation par une
spline L1 (voir [NGA11]) dans le but d’obtenir un algorithme de complexite´ line´aire en le
nombre de donne´es. Nous utiliserons e´galement ce principe pour les me´thodes d’approxi-
mation propose´es dans ce me´moire.
1.4.1 Me´thode globale de re´solution
La fonctionnelle dans (2.3) n’est pas strictement convexe, nous ne garantissons donc pas
en ge´ne´ral l’unicite´ du minimum. Lavery propose donc d’ajouter un terme de re´gularisation
permettant de favoriser une solution 3. Le proble`me de minimisation dans le cas non-
parame´trique devient alors :
min
bPRm
m1¸
k1
» 1
2
 1
2
|bk 1  bk   6tpbk 1   bk  2∆fkq|dt  ε
m¸
k1
|bk|, ε ¡ 0. (2.17)
Ce proble`me est non line´aire. Une solution formelle n’a pu eˆtre de´termine´e. Nous le traitons
donc nume´riquement. Posons :
G : b P Rm ÞÝÑ
m1¸
k1
» 1
2
 1
2
|bk 1  bk   6tpbk 1   bk  2∆fkq| dt  ε
m¸
k1
|bk|.
Nous divisons chaque intervalle d’inte´gration en l intervalles de meˆme longueur et appli-
quons la formule du point milieu. Nous obtenons alors une formulation discre´tise´e de la
fonctionnelle Gpbq :
rGpbq  m1¸
k1
l1¸
j0
|αjbk   βjbk 1  ηj∆fk|   ε
m¸
k1
|bk|, (2.18)
ou` pour j P t0, . . . , l  1u :
αj  4l   6j   3
l2
, βj  2l   6j   3
l2
, ηj  6l   12j   6
l2
.
Sous forme matricielle, nous avons :
rGpbq  }A.bT  C}1
3. Pour autant, nous ne pouvons toujours pas garantir l’unicite´.
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ou` :
A 

α β 0 . . 0
0 α β . .
. . . . . .
. . . . 0
0 . . 0 α β
ε 0
.
0 ε

looooooooooooooomooooooooooooooon
pm1ql m lignes, m colonnes
et Ck 

η∆f1
η∆f2
.
η∆fm
0
.
0

looooomooooon
pm1ql m lignes, 1 colonne
, (2.19)
et :
α 

α0
α1
...
αl1
, β 

β0
β1
...
βl1
, η 

η0
η1
...
ηl1
.
Pour re´soudre ce proble`me, nous pouvons utiliser l’algorithme Primal Affine ([Van89] et
rappele´ dans l’Algorithme 1) ou Primal Dual (voir par exemple [BV04], paragraphe 11.7).
Avec une me´thode de type active set [CFL04], nous pouvons obtenir une complexite´
Opmq. Cependant, ces me´thodes globales peuvent introduire des proble`mes nume´riques
sur de grands jeux de donne´es. C’est pourquoi, nous rappelons dans le paragraphe suivant
une alternative issue de [NGA11].
E´tape 0. k  0,b  0, w¯  0, kmax ?, ρ ?.
E´tape 1. k  k   1.
E´tape 2. Pour i  1, ...,nombre de lignes de A, di  1 |wi|.
E´tape 3. Calculer la solution b1 de A
ᵀD2Aβ  AᵀD2C
E´tape 4. Si }b b1}   ρ alors flag  1, sinon flag  0.
E´tape 5. b  b1.
E´tape 6. Si k   kmax et flag  0 alors p8q, sinon STOP .
E´tape 7. r  C Ab (re´sidu).
E´tape 8. p  D2r.
E´tape 9. α  max
1¤i¤n

max

pi
1 wi ,
pi
1  wi



.
E´tape 10. w  w    23α p.
E´tape 11. aller en E´tape 2..
Algorithme 1 : Algorithme Primal Affine.
1.4.2 Me´thode locale de re´solution par feneˆtre glissante
Nyiri, Gibaru et Auquiert ont introduit en 2011 une me´thode locale d’interpolation
par feneˆtre glissante sur cinq points (voir Figure 2.4 et [NGA11]). Sur chaque feneˆtre,
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ils re´solvent le proble`me d’interpolation et ne conservent qu’une valeur de la de´rive´e au
point central de la feneˆtre. En faisant glisser la feneˆtre le long des donne´es, ils re´cupe`rent
ainsi toutes les informations ne´cessaires pour de´terminer une spline globale d’interpolation.
Figure 2.4 – Illustration de la me´thode de la feneˆtre glissante sur cinq points.
Interpolation L1 par une spline cubique d’Hermite Dans la me´thode d’interpola-
tion L1 par une spline cubique d’Hermite, nous re´solvons une suite de proble`mes (2.6) dont
nous connaissons les solutions formellement graˆce au The´ore`me A.2, page 136. Sur chaque
feneˆtre, nous ne conservons que la de´rive´e b3 calcule´e (ou choisie de manie`re ade´quate dans
l’ensemble de solutions en cas de non-unicite´) au troisie`me point de la feneˆtre sauf sur la
premie`re et la dernie`re feneˆtre. Dans ces cas, nous conservons respectivement les de´rive´es
aux trois premiers points et trois derniers points. Ainsi, pour m points fixe´s a` interpoler,
nous obtenons m informations supple´mentaires. Nous avons donc fixe´ 2m parame`tres. Or,
c’est la dimension de rS1,x. Nous de´finissons donc bien par cette me´thode une spline cu-
bique d’Hermite qui interpole les donne´es.
La me´thode par feneˆtre glissante sur cinq points, comme la me´thode globale, conserve
les alignements. Nous n’observons pas de phe´nome`ne de suroscillation lors de changements
brusques de la forme des donne´es. Ceci est illustre´ sur la Figure 2.5 ou` nous avons applique´
les me´thodes globales et locales dans le cas parame´trique. Nous rappelons que, graˆce
aux arguments e´voque´s au paragraphe 1.3, nous obtenons une spline parame´trique en
appliquant la me´thode d’interpolation dans les directions x et y. Pour la me´thode globale,
la gestion de la non-unicite´ se fait par l’introduction d’un terme de re´gularisation de type°n
i1 |bi| qui complexifie le proble`me d’optimisation. Dans le cas de la me´thode locale,
nous se´lectionnons sur chaque feneˆtre une solution ade´quate. Sur chaque feneˆtre, parmi
l’ensemble des solutions, nous pouvons choisir la de´rive´e au point central la plus proche de
ze´ro (voir la Figure 2.5.c). Un autre choix classique est de se´lectionner sur chaque feneˆtre
la de´rive´e au point central la plus proche de la moyenne des deux pentes adjacentes (voir la
Figure 2.5.d). Ceci est possible graˆce a` la re´solution formelle du proble`me (2.6). Certains
choix peuvent eˆtre inade´quats. Par exemple, selectionner la de´rive´e au point central la plus
grande possible ne donne pas des re´sultats visuellement satisfaisants. Enfin, cette me´thode
a l’avantage d’avoir une complexite´ algorithmique line´aire en le nombre des donne´es. De
plus, la re´solution du proble`me (2.6) sur chaque feneˆtre est inde´pendante. La me´thode
peut donc eˆtre paralle´lise´e.
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a. b.
c. d.
Figure 2.5 – Me´thode globale d’interpolation spline cubique L1 (a.), L2 (b.) et deux
solutions obtenues par la me´thode locale (c. et d.).
Interpolation L1 par spline d’Hermite de degre´ k Nous pouvons envisager une
me´thode similaire a` celle du paragraphe pre´ce´dent pour des splines d’Hermite de plus
haut degre´. Cependant, nous ne posse´dons pas de re´sultats sur la re´solution formelle du
proble`me d’interpolation pour de telles splines. Sur chaque feneˆtre, nous devons donc ef-
fectuer une re´solution nume´rique. Une autre me´thode utilisant la re´solution du proble`me
(2.6), donc formelle, a e´te´ privile´gie´e et propose´e dans [NGA11]. Elle consiste a` appli-
quer ite´rativement la me´thode pre´sente´e dans le paragraphe pre´ce´dent. Par exemple, pour
une spline quintique, nous appliquons une premie`re fois la me´thode d’interpolation par
spline cubique L1. Nous obtenons une suite de de´rive´es premie`res. Nous conside´rons main-
tenant ces de´rive´es premie`res comme des points de donne´es. Nous les interpolons par
la me´thode d’interpolation par spline cubique L1. Nous utilisons les re´sultats de cette
deuxie`me ite´ration comme de´rive´es secondes pour la spline quintique. La me´thode ge´ne´rale
pour une spline d’Hermite de degre´ k est pre´sente´e dans l’Algorithme 2.
Sur la Figure 2.6, nous illustrons une application des me´thodes globale et locale. Nous
observons que les alignements sont conserve´s pour les deux me´thodes. Contrairement a` la
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Data : pxk, fkq, k  1, 2, . . . ,m, r l’ordre de la spline d’Hermite.
for i Ñ 2r   1 do
for j  1 Ñ m do
Fixer b
piq
j , la de´rive´e i
e`me de la spline d’Hermite en xj , par la me´thode
d’interpolation L1 par spline d’Hermite cubique avec feneˆtre glissante sur
cinq points.
end
end
Algorithme 2 : Me´thode ite´rative par feneˆtre glissante pour l’interpolation par spline
dans rSr.
a. b.
Figure 2.6 – Me´thode globale d’interpolation spline quintique L1 (a.), et par la me´thode
locale (b.).
me´thode globale, nous pouvons utiliser la me´thode locale pour des applications temps re´el
comme celle pre´sente´e dans le paragraphe suivant.
1.5 Application a` la robotique collaborative
Dans ce paragraphe, nous pre´sentons une application des splines d’interpolation L1 a` la
robotique collaborative. Afin d’accroˆıtre leur compe´titivite´, les entreprises ont de plus en
plus recours a` des syste`mes robotise´s pour re´aliser des taˆches complexes. Un enjeu majeur
concerne la co-activite´ des robots utilise´s avec l’homme. Nous proposons dans [HBG 13]
un premier travail d’apprentissage, par un syste`me robotise´, de la gestuelle d’un ope´rateur.
L’objectif est de reproduire des taˆches complexes en 3D sans contraintes pour l’ope´rateur.
Cette interaction, via un syste`me de vision low-cost appele´ Leap Motion, permet d’en-
gendrer un nuage de points et de directions tre`s pre´cises. Les caracte´ristiques de ce petit
pe´riphe´rique de huit centime`tres par trois centime`tres en font un appareil tre`s inte´ressant
pour la capture pre´cise des mouvements des doigts. A` ce stade des de´veloppements, ce
pe´riphe´rique est capable de mesurer a` la fois la position et l’orientation dans l’espace de
doigts, baˆtons ou stylos.
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Figure 2.7 – Le syste`me de vision Leap Motion.
La Figure 2.10 illustre un mouvement d’e´criture simple mesure´ en 3D par le Leap
Motion. Le protocole d’acquisition actuel ne permet pas d’assurer un e´chantillonnage tem-
porel constant. Ainsi, meˆme a` vitesse quasi-constante, certaines zones sont de´pourvues
de points de mesure suite a` un geste un peu rapide du doigt par exemple. Afin de per-
mettre la reproduction du mouvement par un syste`me industriel (voir Figure 2.8), il est
indispensable d’interpoler les donne´es mesure´es en garantissant la meilleure conservation
possible de la trajectoire initialement de´crite. Nous proposons donc d’exploiter les splines
d’interpolation L1 quintiques C
2 pour effectuer ceci. La Figure 2.9 montre que la spline
d’interpolation L1 pre´sente moins d’oscillations que la spline d’interpolation L2 dans le
cas ou` les donne´es varient avec de fortes amplitudes au centre. Les splines d’interpolation
L1 sont donc un bon outil pour reproduire les mouvements d’un ope´rateur capte´s par
le syste`me Leap Motion par un robot industriel. Dans le cas du traitement de donne´es
capteur comme c’est le cas ici, nous pouvons observer un bruit re´siduel. L’interpolation
n’est donc pas une bonne option pour e´liminer ce bruit. C’est pourquoi, dans la suite, nous
e´tudions les me´thodes d’approximation par splines de lissage et d’ajustement au sens de
la norme L1.
Figure 2.8 – Acquisition de donne´es pour un mouvement d’e´criture a` vitesse normale
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Figure 2.9 – Donne´es mesure´es pour un mouvement d’e´criture a` vitesse normale et in-
terpolation spline L1 (trait plein) et L2 (pointille´s).
Figure 2.10 – Donne´es mesure´es pour un mouvement d’e´criture a` vitesse normale.
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2 Spline de lissage L1
2.1 Approximation de fonctions
Soient f une fonction de L1ra, bs, x  tx1, x2, . . . , xmu, m P N, une subdivision de
l’intervalle ra, bs et α P r0, 1s un parame`tre de lissage. Une spline de lissage L1 de la
fonction f est une spline solution de :
inf
sP rS1,x
p1 αq
» b
a
|s2pxq| dx  α
» b
a
|spxq  fpxq| dx. (2.20)
Ces splines minimisent donc une combinaison convexe de la fonctionnelle utilise´e dans la
me´thode d’interpolation et de la fonctionnelle de meilleure approximation. Nous de´montrons
le re´sultat d’existence suivant qui n’e´tait pas inclus dans [Lav00a].
The´ore`me 2.7. Les splines de lissage L1 existent pour toute fonction f P L1ra, bs.
De´monstration. La fonctionnelle de minimisation est continue et coercive. Ces proprie´te´s
ont de´ja` e´te´ montre´es pour la fonctionnelle de forme
» b
a
|s2pxq| dx dans la de´monstration
du The´ore`me 2.3. La fonctionnelle d’approximation est continue. En effet, pour toutes
fonctions s1 et s2 dans rS1,x :
|}s1  f}1  }s2  f}1| ¤ }ps1  fq  ps2  fq}1,
 }s1  s2}1.
La fonctionnelle est donc lipschitzienne de constante 1 et alors, elle est continue.
Enfin, soit s P rS1,x. Par l’ine´galite´ triangulaire inverse, }s  f}1 ¥ }s}1  }f}1. De plus
f P L1ra, bs, alors }s  f}1 tend vers  8 quand }s}1 tend vers  8. La fonctionnelle est
donc coercive. Ceci conclut la de´monstration.
Remarque. Nous pouvons e´galement remarquer que la fonctionnelle (2.20) est convexe
mais pas strictement convexe. L’unicite´ de solution n’est donc pas garantie. Comme dans
le cas de l’interpolation, un terme de re´gularisation peut eˆtre ajoute´ a` la fonctionnelle
(2.20) pour favoriser une solution.
Nous comparons ces splines aux splines de lissage L2 de´finies comme solutions de :
inf
sP rS1,x
p1 αq
» b
a
|s2pxq|2 dx  α
» b
a
|spxq  fpxq|2 dx. (2.21)
En pratique, nous discre´tisons les proble`mes (2.20) et (2.21) par la formule du point
milieu. Le proble`me d’approximation par splines de lissage L1 peut alors eˆtre re´solu par
un algorithme de type point inte´rieur comme celui rappele´ dans l’Algorithme 1, page 57.
Pour son analogue L2, nous re´solvons le syste`me line´aire des e´quations normales associe´es.
Nous illustrons l’application de ces me´thodes a` la fonction de Heaviside, respectivement
sur les Figures 2.11 et 2.12, pour diffe´rents choix du parame`tre de lissage. Nous constatons
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Figure 2.11 – Splines de lissage L1 de la fonction de Heaviside (trait plein) avec dix
nœuds e´quire´partis et α  0.5 (- - -), α  0.75 (  ) et α  1 p    q.
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Figure 2.12 – Splines de lissage L2 de la fonction de Heaviside (trait plein) avec dix
nœuds e´quire´partis et α  0.5 (- - -), α  0.75 (  ) et α  1 p    q.
que les splines de lissage L1 sont moins sensibles et sont plus proches de la fonction de
Heaviside que leurs analogues L2. De plus, l’amplitude des oscillations est plus faible dans
le cas L1. Cependant, le choix du parame`tre α est difficile a` de´terminer pour la me´thode
par splines de lissage L1. Nous retrouvons d’ailleurs ce meˆme proble`me pour le cas discret
de´crit ci-apre`s.
2.2 Approximation de donne´es discre`tes
Soient maintenant ppxi, fiq, i  1, . . . , n, une suite d’observations dans R2 avec px1  a
et pxn  b et x  tx1, x2, . . . , xmu une subdivision de l’intervalle ra, bs. Comme dans le cas
continu, une spline de lissage L1 des donne´es discre`tes ppxi, fiq, i  1, . . . , n est une spline
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solution 4 de :
inf
sP rS1,x
p1 αq
» b
a
|s2pxq| dx  α
n¸
i1
|sppxiq  fi|. (2.22)
Nous comparons ce type de splines aux splines de lissage L2 de´finies comme e´tant solution
de :
inf
sP rS1,x
p1 αq
» b
a
|s2pxq|2 dx  α
n¸
i1
|sppxiq  fi|2. (2.23)
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Figure 2.13 – Splines de lissage L1 (haut) et L2 (bas) de donne´es discre`tes avec α  0.5
(trait plein), α  0.75 (- - -) et α  1 p  q.
Les me´thodes de re´solution pour ces deux proble`mes sont similaires au cas continu.
Nous comparons donc a` nouveau les splines de lissage L1 et L2, cette fois, sur des donne´es
discre`tes. Nous observons a` la Figure 2.13 que pour α  1, nous obtenons des oscillations
pour les deux me´thodes car ce sont des meilleures approximations au sens des normes L1 et
L2. Pour α  0.75, nous obtenons une solution L1 proche des donne´es avec des oscillations
de plus faible amplitude que la solution L2. Enfin, pour α  0.5, nous constatons que la
4. L’existence de ces splines est de´montre´e au chapitre 3. C’est un cas particulier du The´ore`me 3.8,
page 92.
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solution L1 est relativement e´loigne´e des donne´es initiales. Le choix du parame`tre α est
donc une question difficile. Nous n’avons aucune maˆıtrise sur celui-ci et nous quantifions
assez mal son impact sur la solution obtenue. Il n’existe pas en effet a` notre connaissance
de me´thode de validation croise´e comme c’est le cas pour les splines de lissage L2 [CW78]
ou les splines de lissage combinant la norme L1 et la norme L2 [BL93]. C’est pourquoi
Lavery a propose´ un nouvel outil, les splines d’ajustement au sens de la norme L1.
3 Splines d’ajustement L1
3.1 Approximation de fonctions
E´tant donne´es les notations du paragraphe 1.1 et q  pq1, q2, . . . , qmq P Rm, de´finissons
l’ensemble des splines :
rS1,x,q  argmin"» b
a
|s2pxq|dx, s P rS1,x, spxkq  qk, k  1, . . . ,m* ,
et
F1,x 
¤
qPRm
rS1,x,q.
Remarque. L’ensemble F1,x n’est pas un sous-espace vectoriel de rS1,x. En ge´ne´ral, la
somme de deux e´le´ments de F1,x n’appartient pas a` F1,x. En outre, l’ensemble F1,x n’est
pas convexe. Nous verrons cependant que celui-ci est ferme´.
Nous appelons alors spline d’ajustement L1 de la fonction f une solution du proble`me :
inf
sPF1,x
» b
a
|spxq  fpxq| dx. (2.24)
Nous de´montrons ici l’existence de ces splines.
The´ore`me 2.8. Pour toute fonction f P L1ra, bs, les splines d’ajustement L1 existent.
De´monstration. Nous allons montrer que l’ensemble F1,x est ferme´ dans rS1,x. Nous mu-
nissons l’espace rS1,x d’une norme quelconque car il est de dimension finie.
Soit s P F1,x alors, par de´finition, il existe une suite psn P rS1,x,qpnqqnPN qui converge vers
s P rS1,x. Pour tout n P N, sn est une spline de rS1,x et donc elle est de´finie par 2m coef-
ficients q
pnq
k , b
pnq
k , k  1, . . . ,m, respectivement les valeurs et les de´rive´es premie`res de sn
aux abscisses xk. Par hypothe`se de convergence dans rS1,x, il existe des re´els finis qk , bk,
k  1, . . . ,m tels que :
q
pnq
k ÝÑnÑ 8 q

k ,
b
pnq
k ÝÑnÑ 8 b

k.
(2.25)
Par unicite´ de la limite, s est de´finie par ces 2m coefficients. Montrons alors que la proprie´te´
de minimisation des sn est conserve´e par passage a` la limite.
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Nous de´duisons de (2.25) que ps2nqnPN converge simplement presque partout vers s2. De
plus, pour tout n P N, s2n est affine par morceaux. Donc nous pouvons facilement la borner
sur l’intervalle ra, bs par une fonction inte´grable. Nous pouvons donc appliquer le the´ore`me
de convergence domine´e. Il vient que :» b
a
|s2npxq| dx ÝÑnÑ 8
» b
a
|s2pxq| dx. (2.26)
Soit maintenant γ P rS1,x telle que γpxkq  qk , k  1, . . . ,m. Par la premie`re proposition
de (2.25), il existe une suite pγn P rS1,xqnPN telle que pour tout n P N et k  1, . . . ,m,
γnpxkq  qpnqk qui converge vers γ. Par des arguments identiques a` pre´ce´demment, nous
montrons que : » b
a
|γ2npxq| dx ÝÑnÑ 8
» b
a
|γ2pxq| dx. (2.27)
Or pour tout n P N, comme sn P rS1,x,qpnq , il vient que :» b
a
|s2npxq| dx ¤
» b
a
|γ2npxq| dx. (2.28)
Par passage a` la limite, nous avons donc que pour tout γ P rS1,x telle que γpxkq  qk :» b
a
|s2pxq| dx ¤
» b
a
|γ2pxq| dx. (2.29)
Donc s P rS1,x,q  F1,x. Donc F1,x est ferme´ dans rS1,x. Par application du The´ore`me 1.2,
page 3, les splines d’ajustement L1 existent.
Ce proble`me d’optimisation est en fait sous contrainte d’un autre proble`me d’opti-
misation. Nous appelons un tel proble`me, proble`me d’optimisation a` deux niveaux. Le
proble`me (2.24) rentre en effet dans ce cadre car l’espace F1,x est de´fini par un proble`me
d’optimisation. Sa re´solution nume´rique sera explique´e dans le paragraphe 4.1. Nous com-
parons ces splines a` leur analogue en norme L2. Autrement dit, nous de´finissons les splines
d’ajustement L2 qui minimisent : » b
a
|spxq  fpxq|2 dx, (2.30)
sur l’ensemble des splines :
¤
qPRm
"
argmin
"» b
a
|s2pxq|2dx, s P rS1,x, spxkq  qk, k  1, . . . ,m** .
Nous pouvons montrer que ce dernier est un espace vectoriel de dimension finie. Ceci
garantit donc l’existence de ces splines. Nous constatons sur la Figure 2.14 l’efficacite´ de
la me´thode d’approximation par splines d’ajustement L1. Alors que nous observons un net
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phe´nome`ne de Gibbs avec les splines d’ajustement L2, celui-ci est tre`s faible en norme L1.
En outre, nous mettons en e´vidence que cette me´thode permet d’atte´nuer le phe´nome`ne
de Gibbs mis en e´vidence dans la solution de meilleure approximation au sens de la norme
L1.
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Figure 2.14 – Spline d’ajustement (trait plein) et meilleure approximation (pointille´s) de
la fonction de Heaviside au sens de la norme L1 (haut) et L2 (bas).
3.2 Approximation de donne´es discre`tes
E´tant donne´es les notations des paragraphes 1.2 et 3.1, nous appelons spline d’ajuste-
ment L1 des donne´es ppxi, fiq, i  1, . . . , n aux nœuds x une solution du proble`me :
inf
sPF1,x
n¸
i1
|sppxiq  fi|. (2.31)
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Nous les comparons aux splines d’ajustement L2 qui minimisent :
n¸
i1
|sppxiq  fi|2, (2.32)
sur l’ensemble des splines :
¤
qPRm
"
argmin
"» b
a
|s2pxq|2dx, s P rS1,x, spxkq  qk, k  1, . . . ,m** .
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Figure 2.15 – Spline d’ajustement L1 (haut) et L2 (bas) de donne´es discre`tes.
En Figure 2.15, nous observons a` nouveau les avantages de la me´thode par spline d’ajus-
tement L1 par rapport a` celle L2 pour l’approximation de donne´es discre`tes. Contraire-
ment a` la me´thode par spline d’ajustement L2 qui introduit des oscillations importantes,
la me´thode par spline d’ajustement L1 semble conserver les alignements des donne´es a`
approcher.
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Au regard des exemples donne´s pour les me´thodes d’approximation par spline de lissage
et d’ajustement au sens des normes L1 et L2, nous concluons qu’en ge´ne´ral la me´thode
par spline d’ajustement L1 est une me´thode approprie´e pour l’approximation de fonctions
ou de donne´es discre`tes. Elle permet d’obtenir des proprie´te´s de conservation de forme
telle que la conservation des alignements dans le cas discret. Le phe´nome`ne de Gibbs
est ne´gligeable dans le cas de l’approximation de la fonction de Heaviside. De plus, par
de´finition, elle ne ne´cessite aucun parame`tre additionnel difficile a` maˆıtriser en ge´ne´ral
comme c’est le cas pour la me´thode de lissage. Cependant, nous ne savons pas quantifier
la proximite´ de la solution aux donne´es initiales 5. De plus, l’obtention nume´rique d’une
solution de ce proble`me d’approximation est en ge´ne´ral plus couˆteuse en temps de calcul
que par splines de lissage. En effet, le premier est un proble`me d’optimisation non-line´aire a`
deux niveaux alors que le second est d’une complexite´ similaire au proble`me d’interpolation
pre´sente´ dans le paragraphe 1.4.1. Dans le paragraphe suivant, nous rappelons l’algorithme
permettant d’obtenir une telle solution. Nous proposons une me´thodologie par feneˆtre
glissante afin de re´duire la complexite´ algorithmique.
4 Me´thodes nume´riques pour le calcul des splines d’ajuste-
ment L1
4.1 Me´thode globale
Le proble`me de la de´termination des splines d’ajustement L1 est un proble`me d’opti-
misation non-line´aire a` deux niveaux. En pratique, nous discre´tisons les inte´grales par la
formule du point milieu afin d’e´crire le proble`me sous forme matricielle. Nous notons q
(respectivement b) le vecteur de taille pm  1q des valeurs qi (respectivement les de´rive´es
premie`res bi). Le proble`me discre´tise´ consiste a` de´terminer un vecteur q solution d’un
syste`me surde´termine´ :
pA0 A1q

q
b

 c (2.33)
tel que pour q donne´, le vecteur b soit solution d’un syste`me surde´termine´ :
pB0 B1q

q
b

 0. (2.34)
L’e´quation (2.33) correspond au premier niveau d’optimisation, c’est-a`-dire l’approxima-
tion, et (2.34) correspond au second niveau d’optimisation, c’est-a`-dire la minimisation de
la norme L1 de la de´rive´e seconde. Les expressions des matrices A0, A1, B0, B1 et du vec-
teur c sont relativement complique´es mais simple a` obtenir en utilisant la formule du point
milieu. Leurs expressions de´taille´es sont donne´es en Annexe A, 137. Nous pouvons utiliser,
pour obtenir une solution a` ce proble`me, l’algorithme Primal Affine via multiplicateurs de
5. Une strate´gie permettant ceci sera introduite au chapitre 3.
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Lagrange pre´sente´ dans [Lav04] et rappele´ dans l’Algorithme 3. Cet algorithme de com-
plexite´ polynomiale est une me´thode ite´rative de moindres carre´s avec une ponde´ration
ajuste´e a` chaque ite´ration. Nous ne pouvons pas garantir l’obtention d’une solution dans
un temps raisonnable lorsqu’il est applique´ a` un jeu de donne´es de taille importante. Nous
cherchons donc un algorithme local reprenant l’ide´e de la feneˆtre glissante. Un tel algo-
rithme a e´te´ re´cemment propose´ dans [WLF14]. Les auteurs cherchent une solution globale
dont les de´rive´es sont guide´es par la re`gle d’interpolation sur cinq points e´nonce´e en page
50. Les re´sultats graphiques sont satisfaisants bien que la me´thode semble introduire des
oscillations de faible amplitude la` ou` la me´thode globale conservait les alignements. De
plus, le gain en temps de calcul est peu significatif. Nous proposons donc une autre ap-
proche dans la suite.
E´tape 0. Initialiser l’incre´ment a` k  0. Initialiser q  0, b  0, w  0 et v  0.
E´tape 1.0. k  k   1.
E´tape 1.1. Soit D la matrice diagonale avec le ie`me terme de sa diagonale e´gale a`
1 |wi|, ou` wi est le ie`me e´le´ment de w. Soit E la matrice diagonale avec le ie`me
terme de sa diagonale e´gale a` 1 |vi|, ou` vi est le ie`me e´le´ment de v.
E´tape 1.2. Calculer la solution au sens des moindres carre´es pqTnew,bTnewq du
syste`me :  AT0 D2A0 AT0 D2A1 BT0 E2B1AT1 D2A0 AT1 D2A1 BT1 E2B1
BT1 E
2B0 B
T
1 E
2B1 0
 qnewbnew
λ

 AT0 D2cAT1 D2c
0

ou`, λ est le vecteur de taille pm  1q des multiplicateurs de Lagrange.
E´tape 1.3. Si }pqnew  q,bnew  bq}1 ¤ εconv alors flag  1 sinon flag  0.
E´tape 1.4. Poser q  qnew et b  bnew.
E´tape 1.5. Si flag  1 ou si k ¡ kmax, stop. Sinon aller en E´tape 2.1.
E´tape 2.1. Calculer le re´sidu r  cA0qA1b et t  B0qB1b. Calculer
p  D2r et q  E2t.
E´tape 2.2. Calculer α  maxipmaxp pi1φi , pi1 φi qq, ou` pii est le ie`me e´le´ment de
pp, qq et φi est le ie`me e´le´ment de pw, vq.
E´tape 2.3. Calculer wnew  wold   p0.666666{αqp et vnew  vold   p0.666666{αqq.
E´tape 2.4. Aller en E´tape 1.0.
Algorithme 3 : Primal Affine via multiplicateurs de Lagrange.
4.2 Me´thodes par feneˆtre glissante
En s’inspirant de l’ide´e de la feneˆtre glissante de´veloppe´e pour le proble`me d’interpo-
lation, nous de´finissons et comparons des me´thodes originales par feneˆtre glissante avec
des tailles de feneˆtre et une conservation d’information diffe´rentes.
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4.2.1 Me´thodes a` nœud central
Dans ce paragraphe, nous de´finissons des me´thodes nume´riques par feneˆtre glissante
de taille l  3, 5, et 7. Pour tout choix de l nœuds conse´cutifs, nous re´solvons le proble`me
(2.24) (ou (2.31) dans le cas discret) discre´tise´ au pre´alable, graˆce a` l’Algorithme 3. Nous
ne conservons que les informations au nœud central des feneˆtres, qi, bi respectivement le
point d’approximation et la de´rive´e associe´e. Nous appelons ces me´thodes a` trois, cinq et
sept nœuds respectivement L1SFL3, L1SFL5 et L1SFL7. Les initiales SF signifient spline
fits qui est le nom des splines d’ajustement dans l’article de Lavery [Lav04] et le ”L”
signifie tout simplement local. Nous testons les diffe´rentes me´thodes sur la fonction de
Heaviside avec dix nœuds re´partis uniforme´ment et illustrons les re´sultats obtenus sur
la Figure 2.16. Dans la Table 2.2, nous donnons les valeurs des erreurs en norme L1 et
L8 entre les solutions de´termine´es par les me´thodes locales et la me´thode globale. Nous
remarquons alors que la me´thode a` sept nœud est nettement plus proche de la solution
obtenue par la me´thode globale.
L1SFL3 L1SFL5 L1SFL7
erreur L1 0,0167 0,0180 1,36109
erreur L8 0,2356 0,2491 1,62108
Table 2.2 – Erreurs L1 et L8 entre les solutions de´termine´es par me´thodes locales et la
solution obtenue par me´thode globale pour la fonction de Heaviside.
Ces me´thodes sont e´galement teste´es sur deux ensembles de donne´es. Nous illustrons
les re´sultats sur les Figures 2.17 et 2.18. Dans les Tables 2.3 et 2.4, nous donnons les va-
leurs des erreurs en norme L1 et L8 entre les solutions de´termine´es par me´thodes locales
et la solution obtenue par me´thode globale pour les donne´es illustre´es respectivement sur
les Figures 2.17 et 2.18. Nous observons encore une fois que la me´thode a` sept nœuds est
la plus proche de la me´thode globale et semble donc eˆtre la plus approprie´e parmi les trois
me´thodes pre´sente´es.
L1SFL3 L1SFL5 L1SFL7
erreur L1 0,0408 0,0462 0,0111
erreur L8 0,4829 0,4602 0,1521
Table 2.3 – Erreurs L1 et L8 entre les solutions de´termine´es par me´thodes locales et celle
obtenue par me´thode globale pour les donne´es illustre´es sur la Figure 2.17.
L1SFL3 L1SFL5 L1SFL7
erreur L1 0,0396 0,0304 0,0172
erreur L8 0,4725 0,2800 0,2203
Table 2.4 – Erreurs L1 et L8 entre les solutions de´termine´es par me´thodes locales et celle
obtenue par me´thode globale pour les donne´es illustre´es sur la Figure 2.18.
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Figure 2.16 – Splines d’ajustement L1 de´termine´es par les trois me´thodes locales pro-
pose´es sur la fonction de Heaviside avec dix nœuds e´quire´partis.
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Figure 2.17 – Splines d’ajustement L1 de´termine´es par me´thode globale (pointille´s) et
par les me´thodes locales propose´es (trait plein).
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Figure 2.18 – Splines d’ajustement L1 de´termine´es par me´thode globale (pointille´s) et
par les me´thodes locales propose´es (trait plein).
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Nous pre´sentons e´galement, sur la Figure 2.19, une comparaison des temps de calcul
obtenus pour les diffe´rentes me´thodes pour l’approximation de la fonction de Heaviside
suivant le nombre de nœuds. Pour toutes les me´thodes a` l’exception de la me´thode a` trois
points, nous observons un graphe de type dents de scie qui s’explique par la pre´sence ou
non d’un nœud a` la discontinuite´ de la fonction de Heaviside. La convergence est plus lente
lorsqu’un nœud est situe´ a` la discontinuite´. Nous observons e´galement un comportement
attendu concernant la re´duction significative du temps de calcul pour les me´thodes locales.
15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0
0.5
1
1.5
2
2.5
3
3.5
4
Number of knots
CP
U 
 ti
m
e 
(se
co
nd
s)
 
 
Global L1SF
L1SFL3
L1SFL5
L1SFL7
Figure 2.19 – Comparaison des temps de calcul de la me´thode locale avec les me´thodes
globales.
4.2.2 Me´thodes a` trois points centraux
Les me´thodes originales pre´sente´es et particulie`rement la me´thode a` cinq nœuds peuvent
mettre en e´vidence des caracte´ristiques peu souhaitables quand elles sont applique´es a` des
donne´es comportant des sauts (voir Figures 2.17, 2.18). Ce phe´nome`ne est duˆ au manque
de cohe´rence entre les diffe´rentes informations calcule´es. En effet, chaque point d’approxi-
mation de´termine´ sur une feneˆtre l’est inde´pendamment des points d’approximation des
feneˆtres voisines. Il en re´sulte des inversions de courbure non-souhaitables (voir la me´thode
a` cinq nœuds sur les Figures 2.17, 2.18). Pour atte´nuer ce phe´nome`ne, nous proposons
deux nouvelles me´thodes, L1SFL5-3 et L1SFL7-3, respectivement des me´thodes a` cinq et
sept nœuds. La diffe´rence avec les me´thodes L1SFL5 et L1SFL7 est que nous conservons
de´sormais les informations, points d’approximation et de´rive´es, aux trois nœuds centraux
et non plus seulement au nœud central. Ces me´thodes ont aussi l’avantage de ne´cessiter
moins de calculs que les me´thodes L1SFL5 et L1SFL7. En effet avec L1SFL5-3 et L1SFL7-
3, il y a moins d’inconnues a` calculer. Nous avons teste´ ces me´thodes sur les donne´es de´ja`
utilise´es auparavant. Les re´sultats sont illustre´s dans les Figures 2.20 et 2.21.
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L1SFL5 L1SFL5-3 L1SFL7 L1SFL7-3
erreur L1 0,0462 0,0408 0,0111 2,1020 104
erreur L8 0,4602 0,4829 0,1521 0,0024
Table 2.5 – Erreurs L1 et L8 entre les solutions de´termine´es par les me´thodes locales
L1SFL5, L1SFL5-3, L1SFL7, L1SFL7-3 et la me´thode globale pour les donne´es illustre´es
sur la Figure 2.20.
L1SFL5 L1SFL5-3 L1SFL7 L1SFL7-3
erreur L1 0,0304 0,0259 0,0172 0,0056
erreur L8 0,2800 0,2851 0,2203 0,0600
Table 2.6 – Erreurs L1 et L8 entre les solutions de´termine´es par les me´thodes locales
L1SFL5, L1SFL5-3, L1SFL7, L1SFL7-3 et la me´thode globale pour les donne´es illustre´es
sur la Figure 2.21.
La solution obtenue par la me´thode L1SFL7-3 est la plus proche de celle obtenue par la
me´thode globale (voir les Tables 2.5 et 2.6). La me´thode globale e´tant notre re´fe´rence, c’est
celle-ci que nous choisissons comme e´tant la plus approprie´e. Elle est un bon compromis
entre temps de calcul et qualite´ intrinse`que de la solution pour ce qui est de la conservation
de la forme des donne´es. Cette me´thode a e´te´ e´galement teste´e sur des donne´es bruite´es
par un bruit gaussien de moyenne nulle et d’e´cart-type 0.05 (voir les Figures 2.22 et 2.23).
5 Conclusion du chapitre
Dans ce chapitre, nous avons rappele´ les me´thodes d’interpolation par splines poly-
nomiales et plus particulie`rement la me´thode d’interpolation par feneˆtre glissante. Nous
avons e´galement rappele´ les me´thodes d’approximation par spline de lissage et d’ajuste-
ment au sens de la norme L1. Cette dernie`re permet de ne pas introduite un parame`tre
de re´gularisation dont la valeur est difficile a` fixer. Nous privile´gions donc dans les appli-
cations, notamment pour la mode´lisation de terrain, la seconde me´thode. C’est pourquoi,
nous avons propose´ des me´thodes locales afin d’ame´liorer les performances en temps de
calcul tout en conservant les proprie´te´s ge´ome´triques de la me´thode initiale. Une me´thode
a` feneˆtre glissante sur sept nœuds avec conservation d’informations aux trois nœuds cen-
traux a e´te´ retenue.
Pour les applications a` la planification de trajectoire, il est souhaitable de pouvoir
controˆler la distance entre la solution d’approximation et les points de donne´es. Nous
proposons alors dans le chapitre suivant une approche originale en ce sens.
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Figure 2.20 – Application des me´thodes L1SFL5-3 et L1SFL7-3 (trait plein) et compa-
raison avec la solution globale (pointille´s) et les me´thodes L1SFL5 et L1SFL7 (points) sur
des donne´es discre`tes.
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Figure 2.21 – Application des me´thodes L1SFL5-3 et L1SFL7-3 (trait plein) et compa-
raison avec la solution globale (pointille´s) et les me´thodes L1SFL5 et L1SFL7 (points) sur
un jeu de donne´es discre`tes.
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Figure 2.22 – Application de la me´thode L1SFL7-3 (haut) sur une configuration de points
de type Heaviside corrompue par un bruit gaussien et graphe d’erreur absolue relative (bas)
entre la fonction de Heaviside et la solution globale (trait plein), et la me´thode L1SFL7
(points).
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Figure 2.23 – Application de la me´thode L1SFL7-3 (haut) sur une configuration de points
de type sinus corrompue par un bruit gaussien et graphe des erreurs absolues relatives (bas)
entre la fonction sinus et la solution globale (trait plein), et la me´thode L1SFL7 (points).
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Dans ce chapitre, nous pre´sentons une approche originale d’approximation, propose´e
par ailleurs dans [GNG13, GGN14], consistant a` interpoler a` δ pre`s des donne´es ou` δ ¡ 0.
Comme e´voque´ dans le chapitre 2, paragraphe 5, il est important pour les applications
a` la planification de trajectoire d’avoir des courbes suffisamment lisses n’excitant pas
les modes de vibration des syste`mes me´caniques permettant la ge´ne´ration du mouvement.
Nous pouvons utiliser pour cela notre me´thode d’interpolation spline L1 sur certains points
de passage. L’ide´e est ici de relaxer les conditions d’interpolation pour assouplir la tra-
jectoire et la rendre ainsi plus aise´e a` parcourir. Nous imposons cependant au syste`me
me´canique de passer a` une distance maximale δ ¡ 0 fixe´e des points de passage initiale-
ment mesure´s. Ce proble`me est pose´ dans le premier paragraphe et nous ve´rifions qu’une
solution existe. Dans un second paragraphe, nous e´tudions the´oriquement le proble`me par
la re´solution formelle de celui-ci dans certains cas afin de comprendre les caracte´ristiques
de la me´thode. Nous e´tudions le cas ou` les solutions sont affines, puis le cas de configura-
tions de trois points quelconques. Afin d’obtenir un algorithme de re´solution de complexite´
minimale, nous de´veloppons des me´thodes par feneˆtre glissante au paragraphe 3. Nous ver-
rons qu’une me´thode a` cinq points nous ame`ne a` effectuer une re´solution nume´rique sur
chaque feneˆtre en utilisant un algorithme de complexite´ polynomiale. Nous proposerons
donc deux me´thodes a` trois points base´es essentiellement sur une re´solution exacte du
proble`me effectue´e au second paragraphe. Nous montrons que les me´thodes de´veloppe´es
peuvent e´galement efficacement lisser des donne´es bruite´es.
1 Pre´sentation du proble`me
Soient fi  pxi, yiq, i  1, 2, . . . , n, n points dans R2 tels que x1   x2        xn. Po-
sons x  tx1, x2, . . . , xnu. Nous cherchons a` approcher ces donne´es par une spline cubique
d’Hermite de nœuds t  tt1, . . . , tmu  x. Dans la strate´gie propose´e, nous conside´rons
la norme L1 de la de´rive´e seconde, souvent utilise´ comme terme de re´gularisation, comme
la base de la formulation de notre proble`me. Nous ajoutons ensuite des contraintes sur la
distance relative des donne´es initiales a` la courbe. Soit donc le proble`me d’interpolation
L1 a` δ pre`s (δ ¡ 0) des points fi par une spline de rS1,t :
inf
s
» xn
x1
|s2pxq| dx (3.1)
sous les contraintes :
s P rS1,t et |spxiq  yi| ¤ δ, i  1, 2, . . . , n. (3.2)
Pour que les contraintes (3.2) puissent eˆtre satisfaites dans tous les cas, nous imposons
que les nœuds t soient choisis de telle sorte qu’il y ait au plus un xk compris strictement
entre ti et ti 1 pour chaque i P t1, . . . ,m  1u. Au-dela`, nous pouvons trouver des cas
proble´matiques car une fonction cubique ne peut avoir qu’un seul point d’inflexion.
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Figure 3.1 – Une spline cubique d’Hermite qui satisfait les contraintes (3.2).
The´ore`me 3.1. Soient fi  pxi, yiq, i  1, 2, . . . , n, n points dans R2 tels que x1   x2  
     xn. Soient x  tx1, x2, . . . , xnu et une subdivision t  tt1, . . . , tmu telle que t  x.
De plus, supposons que pour tout i P t1, . . . ,m 1u, il existe au plus un k P t1, . . . , nu tel
que ti   xk   ti 1. Soit δ ¡ 0 alors :
min
s
» xn
x1
s2pxqdx (3.3)
sous les contraintes :
s P rS1,t et |spxiq  yi| ¤ δ, i  1, 2, . . . , n, (3.4)
existe.
Pour la de´monstration et pour la suite, nous notons q  tqi, i  1, . . . ,mu les points
tels que sptiq  qi, i  1, . . . ,m et b  tbi, i  1, . . . ,mu les de´rive´es premie`res associe´es.
Alors, le proble`me (3.3)-(3.4) peut eˆtre re´crit comme suit :
min
q,b
Φpq,bq (3.5)
sous les contraintes :
q,b P Rm, |spxiq  yi| ¤ δ, i  1, 2, . . . , n, (3.6)
ou`
Φpq,bq 
m1¸
i1
» 1
2
 1
2
|bi 1  bi   6tpbi   bi 1  2∆qiq| dt, (3.7)
avec ∆qi  qi 1qixi 1xi . Les notations introduites sont illustre´es sur la Figure 3.2.
Nous avons aussi besoin du lemme suivant issu de la the`se de Philippe Auquiert [Auq07].
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Figure 3.2 – Illustration des notations introduites dans (3.5)-(3.6).
Lemme 3.2. Soit g : t P R ÞÑ at  b ou` pa, bq P R2 une fonction affine. Alors,
» 1
2
 1
2
|gptq|dt ¥ 1
3
g16

 . (3.8)
De´monstration (The´ore`me 3.1). L’ensemble des fonctions de rS1,t ve´rifiant les contraintes
(3.4) est convexe. En effet, soient deux telles fonctions s1, s2 et λ P r0, 1s alors λs1   p1
λqs2 P rS1,t et pour i  1, . . . , n :
|λs1pxiq   p1 λqs2pxiq  yi|  |λs1pxiq   p1 λqs2pxiq  pλ  p1 λqqyi|,
¤ λ|s1pxiq  yi|   p1 λq|s2pxiq  yi|,
¤ δ.
De plus, cet ensemble est ferme´ par continuite´ de la valeur absolue.
Il n’est pas difficile de montrer que Φ est une fonction continue. Il reste donc a` montrer
sa coercivite´. En utilisant le Lemme 3.2, nous avons les ine´galite´s suivantes :
Φpq,bq ¥ 1
3
n1¸
i1
bi 1  bi   616


pbi   bi 1  2∆qiq
 ,
Φpq,bq ¥ 1
3
n1¸
i1
bi 1  bi   616


pbi   bi 1  2∆qiq
 .
(3.9)
Ainsi, nous montrons que :
Φpq,bq ¥ max

2
3

}b}1,m1  2
h
}q}1,m


,
2
3

}Spbq}1,m1  2
h
}q}1,m



,
(3.10)
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ou` }.}1,p est la norme `1 dans Rp, h  min
iPt1,...,m1u
xi 1  xi et
S : pa1, a2, . . . amq P Rm ÞÝÑ pa2, a3, . . . , amq P Rm1.
Si }pq,bq} Ñ  8 alors }b} Ñ  8. En effet, }q} est borne´ a` cause des contraintes (3.4)
et de l’hypothe`se t  x. Il vient donc, en utilisant l’ine´galite´ (3.10), que Φ est coercive.
Donc il existe un minimum au proble`me (3.3)-(3.4).
Avant de donner des strate´gies de re´solution, nous proposons de mettre en e´vidence
des caracte´ristiques de la me´thode sur des cas particuliers. Cette analyse nous permettra
a` la fois de mieux comprendre comment peuvent se comporter les solutions de ce proble`me
de minimisation mais aussi d’e´laborer par la suite nos strate´gies de re´solution.
2 Re´solution formelle dans des cas particuliers
Dans ce paragraphe, nous e´tudions le proble`me d’interpolation L1 a` δ pre`s. par la
re´solution de cas particuliers. Nous nous inte´ressons aux solutions affines du proble`me
(3.1)-(3.2) quand elles existent. Puis, nous re´solvons le proble`me sur trois points quel-
conques. Nous proposerons d’ailleurs deux me´thodes par feneˆtre glissante au paragraphe
3.3 utilisant ce re´sultat. D’autres re´sultats de re´solution formelle sont donne´es en Annexe
B. Nous avons choisi de les pre´senter en annexe car ils n’ont pas aboutis a` des algorithmes.
Ils restent cependant inte´ressants dans l’analyse des proprie´te´s de cette me´thode.
2.1 Cas des solutions affines
Nous commenc¸ons par e´noncer un re´sultat concernant les e´ventuelles solutions affines
du proble`me (3.3)-(3.4) (voir la Figure 3.3). Comme note´ au chapitre 2, les droites mi-
nimisent la fonctionnelle (3.3). Il est donc le´gitime de se demander quand une droite est
solution de ce proble`me. La proposition suivante de´termine le δ minimal pour qu’une droite
satisfasse les contraintes (3.4) et soit donc solution du proble`me (3.3)-(3.4).
Proposition 3.3. Soient fi  pxi, yiq, i  1, . . . , n, n points de R2 ou` x1   x2        xn
et δ ¡ 0. Soit aussi
δ8  minpa,bqPR2 maxi1,2...,n|yi  axi  b|.
Si δ ¥ δ8 alors les solutions de (3.3)-(3.4) sont affines.
De´monstration. Une droite de re´gression `8, de´finie par le proble`me :
min
pa,bqPR2
max
i1,2...,n
|yi  axi  b|
est une droite minimisant la de´viation maximale des points a` celle-ci. Nous notons cette
de´viation δ8.
Si δ  δ8, alors les droites de re´gression l8 coupe toutes les portes d’amplitude δ associe´es
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aux points fi. En effet, ces droites sont par de´finition a` une distance au plus δ des points
de donne´es par de´finition. Elles sont donc solutions de (3.3)-(3.4).
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Figure 3.3 – Spline d’interpolation L1 a` δ pre`s avec δ  0.2.
2.2 Re´solution exacte sur trois points
E´tant donne´s trois points quelconques, nous recherchons ici une spline a` deux morceaux
solution du proble`me d’interpolation L1 a` δ pre`s. Ce re´sultat sera utilise´ au paragraphe
3.3 pour de´finir des algorithmes par feneˆtre glissante sur trois points.
Proposition 3.4. Soient fi  pxi, yiq, i  1, 2, 3 trois points de R2, les deux pentes
associe´es :
h1  y2  y1
x2  x1 , h2 
y3  y2
x3  x2 ,
et δ un re´el strictement positif. Alors les solutions de (3.3)-(3.4) pour n  3 sont des
droites si et seulement si :
y3  y1
x3  x1 px2  x1q   y1  2δ ¤ y2 ¤
y3  y1
x3  x1 px2  x1q   y1   2δ. (3.11)
Sinon les points d’approximation sont de´termine´s de manie`re unique par :
q1  y1   signph1  h2qδ,
q2  y2  signph1  h2qδ,
q3  y3   signph1  h2qδ,
et les de´rive´es premie`res possibles en ces points sont :
b1 

2?10?
10


b2   2

y2  y1  2signph1  h2qδ
x2  x1

?
10 1?
10


,
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b3 

2?10?
10


b2   2

y3  y2   2signph1  h2qδ
x3  x2

?
10 1?
10


,
b2 P rmin

y2  y1  2signph1  h2qδ
x2  x1 ;
y3  y2   2signph1  h2qδ
x3  x2


,
max

y2  y1  2signph1  h2qδ
x2  x1 ;
y3  y2   2signph1  h2qδ
x3  x2


.
Avant de de´montrer cette proposition, nous e´nonc¸ons le lemme suivant issu de [Auq07],
page 28, et dont la preuve est rappele´e en annexe B. Il permet de re´soudre le proble`me
d’interpolation L1 par spline cubique d’Hermite sur trois points quelconques.
Lemme 3.5. Soient x1, x2, x3 trois re´els tels que x1   x2   x3. Pour trois re´els fixe´s q1,
q2, q3 :
min
b1,b2,b3PR
2¸
i1
» 1
2
 1
2
|bi 1  bi   6tpbi   bi 1  2∆qiq| dt
 2
?
10 1
3

  q2  q1x2  x1  q3  q2x3  x2
 ,
(3.12)
et le minimum est obtenu pour :
b1 

2?10?
10


b2   2

q2  q1
x2  x1

?
10 1?
10


,
b3 

2?10?
10


b2   2

q3  q2
x3  x2

?
10 1?
10


,
b2 P

min

q2  q1
x2  x1 ;
q3  q2
x3  x2


,max

q2  q1
x2  x1 ;
q3  q2
x3  x2


.
Nous pouvons donc passer a` la de´monstration de la Proposition 3.4.
De´monstration (Proposition 3.4). Nous conside´rons ici la position de f3 relativement a`
f1, f2. Un cas limite pour obtenir une solution droite est que le point px3, y3  δq (res-
pectivement px3, y3   δq) appartient a` la droite qui interpole px1, y1  δq et px2, y2   δq
(respectivement px1, y1   δq et px2, y2  δq). Ainsi, nous avons les deux conditions :
y3  δ ¤ y2  y1   2δ
x2  x1 px3  x1q   y1  δ,
y3   δ ¤ y2  y1  2δ
x2  x1 px3  x1q   y1   δ,
qui sont e´quivalentes a` (3.11).
Supposons maintenant que (3.11) ne soit pas satisfaite. En vertu du Lemme 3.5, posons
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Figure 3.4 – Cas limite pour l’obtention d’une solution droite.
la fonction :
f : ry1  δ, y1   δs  ry2  δ, y2   δs  ry3  δ, y3   δs ÝÑ R.
pq1, q2, q3q ÞÝÑ q2  q1
x2  x1 
q3  q2
x3  x2 ,
(3.13)
La fonction f change de signe si et seulement si (3.11) est satisfaite. Sinon, nous avons :
signph1  h2q  signpfq.
Nous utilisons alors (3.12). Il reste donc a` re´soudre le proble`me suivant :
min
qi, i1,2,3
 q2  q1x2  x1  q3  q2x3  x2
 sous les contraintes @i  1, 2, 3, qi P ryi δ, yi  δs. (3.14)
Si h1   h2, alors
 q2q1x2x1  q3q2x3x2   q3q2x3x2  q2q1x2x1 . Donc le minimum de (3.14) est
obtenu pour q1  y1  δ, q2  y2   δ et q3  y3  δ. Le cas h1 ¡ h2 est syme´trique.
De la Proposition 3.4, nous pouvons de´duire le corollaire suivant. Il e´tablit le δ minimal
pour obtenir une solution droite.
Corollaire 3.6. Soient fi  pxi, yiq, i  1, 2, 3 trois points de R2 et les deux pentes
associe´es :
h1  y2  y1
x2  x1 , h2 
y3  y2
x3  x2 .
Posons :
δ8  x1py3  y2q   x2py1  y3q   x3py2  y1q
2px3  x1q  signph1  h2q. (3.15)
Alors pour tout δ ¥ δ8, les solutions de (3.3)-(3.4) sont affines.
De´monstration. Tant que δ ne ve´rifie pas (3.11), les solutions interpolent les extre´mite´s
des portes comme de´finies dans la Proposition 3.4. La plus petite valeur de δ qui satisfait
(3.11) donne une solution affine qui interpole les points :
px1, y1   signph1  h2qδq, px2, y2  signph1  h2qδq, px3, y3   signph1  h2qδq.
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Figure 3.5 – Interpolation L1 a` δ pre`s de trois points quelconques.
Ainsi, nous re´solvons l’e´quation :
y1   signph1  h2qδ   y2  y1  2signph1  h2qδ
x2  x1 px3  x1q  y3   signph1  h2qδ.
Il en re´sulte la valeur δ8 pre´sente´e dans le corollaire.
Au vu des re´sultats obtenus dans ce paragraphe, nous remarquons que les solutions
ont tendance a` passer aux extre´mite´s des portes et a` posse´der des morceaux affines. Ce
constat sera utile dans les me´thodes que nous introduisons dans la suite.
3 Me´thodes globale de re´solution
Dans un premier temps, nous pre´sentons dans ce paragraphe la me´thode globale
nume´rique afin d’observer a` nouveau les caracte´ristiques des solutions du proble`me (3.1)-
(3.2). Dans le cas de grands flots de donne´es, nous proposerons notamment d’utiliser cette
me´thode par feneˆtre glissante.
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3.1 Un proble`me re´gularise´ associe´
Le lagrangien du proble`me (3.1)-(3.2) n’e´tant pas diffe´rentiable partout, nous n’utili-
sons pas une me´thode de multiplicateurs de Lagrange. Nous allons conside´rer un proble`me
re´gularise´ associe´. Pour cela, nous e´nonc¸ons dans un premier temps le re´sultat suivant.
Proposition 3.7. Le proble`me (3.1)-(3.2) est e´quivalent au proble`me :
min
s
» xn
x1
s2pxq dx (3.16)
sous les contraintes :
s P rS1,t et n¸
i1
p|spxiq  yi  δ|   |spxiq  yi   δ|q  2nδ. (3.17)
De´monstration. Pour montrer l’e´quivalence des contraintes (3.2) et (3.17), nous conside´rons
le proble`me de minimisation pour p P R et δ ¡ 0 donne´s :
min
rPR
|r  p δ|   |r  p  δ|.
Le minimum est e´gal a` 2δ et est atteint pour tout r P rp  δ, p   δs. En effet, la fonction
r ÞÑ |r  p δ|   |r  p  δ| est affine par morceaux :
r ÞÝÑ
$'&'%
2p 2r si r ¤ p δ,
2δ si p δ   r ¤ p  δ,
2r  2p si r ¡ p  δ.
Ainsi, les contraintes (3.17) sont e´quivalentes a` chercher sptiq P ryi  δ, yi   δs pour i 
1, 2, . . . , n. Ceci est e´quivalent aux contraintes (3.2).
Le proble`me L1{`8 initial (3.1)-(3.2) est donc e´quivalent a` un proble`me L1{`1. De
plus, e´crit sous la forme (3.16)-(3.17), la version re´gularise´e de ce proble`me est facile a`
de´terminer. Elle est pre´sente´e dans le the´ore`me suivant.
The´ore`me 3.8. Soient fi  pxi, yiq, i  1, . . . , n, n points de donne´es dans R2, t 
tt1        tmu  x  tx1        xnu. Soient λ, δ deux re´els positifs. Alors :
min
sP rS1,t
» xn
x1
s2pxqdx  λ n¸
i1
p|sptiq  yi  δ|   |sptiq  yi   δ|q (3.18)
existe.
Remarque. Le parame`tre λ est un parame`tre de re´gularisation. Nous conjecturons que
pour tout ensemble de points fi, i  1, . . . , n, il existe un λ0 ¡ 0 tel que, pour tout
λ ¡ λ0, les contraintes (3.17) soient satisfaites.
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La fonctionnelle dans (3.18) peut eˆtre e´crite :
Epq,bq  Φpq,bq   λΨpq,bq
avec dans ce contexte :
Ψpq,bq 
n¸
i1
p|sptiq  yi  δ|   |sptiq  yi   δ|q .
De´monstration. Il n’est pas difficile de montrer que E est une fonction continue et convexe.
Il reste donc a` montrer sa coercivite´. Nous conside´rons dans un premier temps le cas n  m.
Ainsi xi  ti pour tout i P t1, . . . , nu. Nous devons montrer la coercivite´ de E.
Nous remarquons que :
Epq,bq ¥ λΨpq,bq
ùñ Epq,bq ¥ 2λ}q}1  λ

n¸
i1
}yi  δ}1  
n¸
i1
}yi   δ}1

.
(3.19)
Nous avons e´galement :
Ekpq,bq ¥ Φpq,bq 
n1¸
i1
» 1
2
 1
2
|bi 1  bi   6tpbi   bi 1  2∆qiq| dt.
En utilisant le Lemme 3.2, page 86, nous avons les ine´galite´s suivantes :
Φpq,bq ¥ 1
3
n1¸
i1
bi 1  bi   616


pbi   bi 1  2∆qiq
 ,
Φpq,bq ¥ 1
3
n1¸
i1
bi 1  bi   616


pbi   bi 1  2∆qiq
 .
(3.20)
Ainsi, nous montrons que :
Epq,bq ¥ max

2
3

}b}1,m1  2
h
}q}1,m


,
2
3

}Spbq}1,m1  2
h
}q}1,m



,
(3.21)
ou` }.}1,p est la norme L1 dans Rp, h  min
iPt1,...,m1u
xi 1  xi et
S : pa1, a2, . . . amq P Rm ÞÝÑ pa2, a3, . . . , amq P Rm1.
Quand }pq,bq} Ñ  8, si }q} Ñ  8, nous utilisons (3.19) pour montrer que Epq,bq Ñ
 8, sinon nous utilisons (3.21). Ceci me`ne a` la meˆme conclusion. Donc, dans le cas n  m,
Epq,bq est coercive.
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On suppose maintenant m   n. La fonctionnelle peut eˆtre e´crite de la manie`re suivante :
Epq,bq 
m1¸
i1
» 1
2
 1
2
|bi 1  bi   6tpbi   bi 1  2∆qiq| dt
  λ
m¸
i1
| spxiqlomon
qi
yg1piq  δ|   | spxiqlomon
qi
yg1piq   δ|

  λ
nm¸
i1
 |sptg2piqq  yg2piq  δ|   |sptg2piqq  yg2piq   δ| ,
ou` g1 : i P t1, . . . ,mu ÝÑ g1piq est telle que ti  ug1piq et g2 : i P t1, . . . , nmu ÝÑ g2piq
identifie les indices j pour lesquelles tj n’est e´gal a` aucun e´le´ment de u. Ces fonctions
permettent donc d’identifier les abscisses qui sont e´galement des nœuds.
On remarque que :
Epq,bq ¥
m1¸
i1
» 1
2
 1
2
|bi 1  bi   6tpbi   bi 1  2∆qiq| dt
  λ
m¸
i1
 |qi  fg1piq  δ|   |qi  fg2piq   δ|  pEpq,bq.
pEpq,bq est coercive par le travail pre´ce´dent sur le cas n  m. Epq,bq l’est donc aussi.
3.1.1 Algorithme d’interpolation L1 a` δ pre`s
Jusque-la`, nous avons autorise´ le cas de la compression m   n, c’est-a`-dire choisir
moins de nœuds pour la spline que de donne´es. Cependant le proble`me du choix des
nœuds d’approximation n’est pas un proble`me simple en ge´ne´ral et peut ne´cessiter des
calculs tre`s importants. Dans [CFL 08] et [Lav00a], les me´thodes pre´sente´es ne´cessitent
un choix pre´alable pour le placement des nœuds. Pour e´viter ce proble`me, nous imposons
m  n. Ainsi, ui  ti, sptiq  qi pour tout i  1, 2 . . . , n. Le terme de fide´lite´ Ψpq,bq ne
de´pend maintenant plus que de q et s’exprime comme suit :
n¸
i0
p|qi  yi  δ|   |qi  yi   δ|q.
Le proble`me (3.3)-(3.4) est non-line´aire. On discre´tise la fonctionnelle, premie`rement en
la divisant en l inte´grales de meˆme longueur puis en utilisant la formule du point milieu.
Ceci conduit a` la fonctionnelle suivante :
rEpq,bq  n1¸
i1
l1¸
j0
|αjbi   βjbi 1  γj∆qi|   λ
n¸
i0
p|qi  yi  δ|   |qi  yi   δ|q, (3.22)
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ou` pour j P t0, . . . , l  1u :
αj  4d  6j   3
l2
, βj  2d  6j   3
l2
, γj  6d  12j   6
l2
Proposition 3.9. L’erreur de discre´tisation
Epq,bq 
Epq,bq  rEpq,bq , k  1, 2, . . . , d
est borne´e comme suit :
Epq,bq ¤
n1¸
i1
1
l2
#
3|bi 1   bi  2∆qi| si |bi 1  bi| ¤ 3|bi 1   bi  2∆qi|
0 sinon
Ainsi
Epq,bq  rEpq,bq  O   1l2  pour tout pq,bq P Rm Rm.
Pour la de´monstration de cette proposition, nous devons tout d’abord rappeler le lemme
suivant issu de [Auq07] dont une de´monstration est rappele´e en Annexe B.
Lemme 3.10. Soit f : rc, ds ÞÑ R une fonction affine de´finie par fptq  at  b.
1. Si |fptq| ¡ 0 sur sc, dr alors ³dc |fptq|dt  pd cq f  d c2 .
2. Si il existe ξ Psc, dr tel que fpξq  0 alors
³dc |fptq|dt pd cq f  d c2  ¤ pdcq2 a2 .
3. De plus si c  12 et d  12 , |fptq| ¡ 0 sur
12 , 12 si et seulement si 2|b| ¡ |a|.
On peut donc maintenant de´montrer la Proposition 3.9.
De´monstration (Proposition 3.9). Si |bi 1  bi| ¥ 3|bi 1   bi  2∆qi|, d’apre`s le lemme
pre´ce´dent, il n’y a pas d’erreur entre
³ 1
2
 1
2
|bi 1bi 6tpbi 1 bi2∆qiq| dt et sa discre´tise´e.
Sinon il existe un indice p p0 ¤ p ¤ l  1q tel que bi 1  bi   6tpbi 1   bi  2∆qiq  0 sur
l’intervalle

12   pl ,12   p 1l

. On a alors :

³ 1
2
 1
2
|bi 1  bi   6tpbi 1   bi  2∆qiq| dt
°l1j0 |p2l   6j   3qbi 1   p4l   6j   3qbi  p6l   12j   6q∆qi|

¤ 3|bi 1   bi  2∆qi|
l2
.
Dans la pratique, comme pour l’interpolation L1 de´crite dans [Lav00b] et pour reme´dier
a` la non-unicite´ de solution, nous pouvons favoriser un certain type de solutions par l’ajout
d’un terme de re´gularisation. Nous pouvons par exemple chercher une solution aux de´rive´es
les plus faibles possibles. Il en re´sulte alors la fonctionnelle suivante :
rGpq,bq  n1¸
i1
l1¸
j0
|αjbi βjbi 1γj∆qi| λ
n¸
i0
p|qiyiδ| |qiyi δ|q ε
n¸
i1
|bi| (3.23)
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Nous e´crivons le proble`me sous forme matricielle. Pour cela, posons :
α 

α0
α1
...
αl1
, β 

β0
β1
...
βl1
, γ 

γ0
γ1
...
γl1
.
L’e´criture du proble`me sous forme matricielle est donne´e par :
rGpq,bq  }A.pq,bqT  C}1,
ou` :
A 

A0 A1
λ.In 0n,n
λ.In 0n,n
0n,n .In
, C 

04l,1
f1   δ
...
fn  δ
05,1

. (3.24)
Pour p, q P N, Ip la matrice identite´ de taille p, 0p,q la matrice ze´ro a` p lignes et q colonnes
et 1p,1 le vecteur 1 d’ordre p et :
A0 

 γh1
γ
h1
 γh2
γ
h2
. .
 γhn1
γ
hn1
, A1 

α β
α β
. .
α β
.
3.1.2 Application sur de petites configurations
Nous avons teste´ cette me´thode sur des configurations de petites tailles, ici cinq points.
Ces configurations sont illustre´es sur la Figure 3.6. Nous constatons deux tendances de
la me´thode. Premie`rement, les solutions tendent a` interpoler des points a` une distance
δ des donne´es, c’est-a`-dire la distance maximale autorise´e. Deuxie`mement, il existe des
parties affines dans les splines solutions. Nous avions de´ja` observe´es ces deux tendances au
paragraphe 2 a` travers les re´sultats de re´solution formelle sur des configurations de points
avec un nombre de points restreint. Ceci nous motive dans la suite pour l’utilisation d’une
me´thode locale par feneˆtre glissante.
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Figure 3.6 – Interpolation L1 a` δ pre`s par une spline cubique d’Hermite sur de petites
configurations.
4 Me´thode nume´rique a` cinq points
L’algorithme d’interpolation L1 a` δ pre`s par feneˆtre glissante sur cinq points pre´sente´
dans [GNG13] est directement inspire´ de [NGA11] sur le proble`me de l’interpolation L1.
Sur chaque feneˆtre, nous re´solvons notre proble`me d’interpolation L1 a` δ pre`s et nous
ne conservons qu’un point de passage et une de´rive´e premie`re au point central de la
feneˆtre. Dans le cas de l’interpolation, le proble`me d’optimisation sur cinq points est
re´solu alge´briquement. Cette taˆche s’ave`re beaucoup plus complexe pour notre proble`me
puisque les points de passage aux nœuds sont maintenant des inconnues. Notre proble`me
comporte donc deux fois plus d’inconnues que le proble`me d’interpolation. Une re´solution
nume´rique est donc a` ce jour ine´vitable.
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Nous comparons notre me´thode a` la me´thode des splines de lissage L1 rappele´e au
chapitre pre´ce´dent. Nous faisons ce choix car dans les deux me´thodes, nous devons fixer
un parame`tre, α ou δ, qui traduit une exigence de proximite´ de la solution aux donne´es
initiales. Contrairement aux splines de lissage L1, notre approche permet de controˆler la
distance maximale entre les points de donne´es et la solution de´termine´e. Dans des configu-
rations de points avec un coin (voir Figure 3.7 et 3.8), il est raisonnable de savoir a priori
comment le lisser. Avec les splines de lissage L1 sur la Figure 3.7, nous observons que
les solutions sont identiques pour les parame`tres de lissage 0, 1 et 0, 5. De plus, nous ne
savons pas dans quelle mesure le lissage du coin est lie´ au parame`tre de lissage α. En effet,
nous savons simplement que plus α est petit, plus la solution est proche des donne´es. Ce-
pendant, nous ne sommes pas capables de quantifier cette proximite´. Graˆce a` la strate´gie
d’interpolation a` δ pre`s, nous sommes capables de fixer le lissage du coin (voir Figure 3.8).
L’e´cart entre le coin et la spline est borne´ par δ.
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Figure 3.7 – Splines de lissage L1 sur une configuration de points avec un coin pour trois
valeurs du parame`tre de lissage α.
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Figure 3.8 – Spline d’interpolation L1 a` δ pre`s sur une configuration de points avec un
coin pour trois valeurs de δ, λ  100.
Sur des configurations plus re´gulie`res, nous montrons sur la Figure 3.10 que nous pou-
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vons obtenir des re´sultats aussi satisfaisants avec les splines d’interpolation L1 a` δ pre`s
qu’avec les splines de lissage L1 (voir Figure 3.9). Une nouvelle fois, nous remarquons que
nous sommes capables de controˆler plus pre´cise´ment l’e´cart entre les solutions et les points
de donne´es.
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Figure 3.9 – Splines de lissage L1 sur une configuration de points de type sinus pour trois
valeurs du parame`tre de lissage α.
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Figure 3.10 – Spline d’interpolation L1 a` δ pre`s sur une configuration de points de type
sinus pour trois valeurs de δ, λ  100.
4.1 Me´thode ite´rative pour les donne´es bruite´es
Comme nous utilisons un algorithme de feneˆtre glissante sur cinq points, les courbes
obtenues conservent localement la forme des donne´es. Ceci donne de bons re´sultats dans
le cas de donne´es lisses (voir le paragraphe pre´ce´dent) mais dans de nombreux domaines
d’application, les donne´es peuvent eˆtre bruite´es. Sur ce type de donne´es, une ite´ration
de l’algorithme n’est pas suffisante (voir Figure 3.11.a) meˆme en modifiant les valeurs de
λ ou δ. Une fac¸on d’ame´liorer le lissage global des donne´es est d’ite´rer l’algorithme sur
l’ensemble des points d’approximation qi. L’ensemble q
pk1q des points d’approximation
de´termine´s a` l’e´tape k  1 est utilise´ comme donne´es a` l’e´tape k. Dans les Figures 3.11
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et 3.12, cette strate´gie est applique´e a` des donne´es perturbe´es par un bruit gaussien de
moyenne nulle et d’e´cart-type 0,05. Dans le cas de saut dans les donne´es, la me´thode
ite´rative atte´nue le saut d’au plus δ par ite´ration (voir Figure 3.12).
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Figure 3.11 – Ite´ration de la me´thode sur des donne´es bruite´es avec λ  100 et δ  0, 05.
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Figure 3.12 – Ite´ration de la me´thode sur des donne´es type Heaviside bruite´ avec λ  100
et δ  0, 05.
5 Me´thodes a` trois points
La me´thode a` cinq points pre´sente´e au paragraphe pre´ce´dent effectue une re´solution
nume´rique sur chaque feneˆtre. Afin de re´duire le nombre d’ope´rations arithme´tiques et
donc le temps de calcul, nous pre´sentons, dans ce paragraphe, deux me´thodes par feneˆtre
glissante sur trois points. Nous utilisons pour ces me´thodes la Proposition 3.4, page 88,
qui re´sout de manie`re exacte le proble`me lorsque (3.11) n’est pas satisfaite. Quand (3.11)
est satisfaite, les solutions du proble`me (3.3)-(3.4) sont affines. Il faut alors en se´lectionner
une cohe´rente vis-a`-vis des donne´es. Pour cela, nous introduisons la me´thode suivante qui
sera utilise´e dans les deux me´thodes a` trois points pre´sente´es.
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(3.11) est satisfaite (3.11) n’est pas satisfaite
Figure 3.13 – Les deux cas possibles dans l’algorithme a` trois points.
5.1 Me´thode de re´gression `1 a` δ pre`s
Nous introduisons dans ce paragraphe le proble`me de re´gression `1 a` δ pre`s. La
re´solution de ce proble`me sera utile dans l’algorithme a` trois points propose´ au paragraphe
suivant. Soient fi  pxi, yiq, i  1, 2, . . . , n, n points du plan et ωi ¥ 0, i  1, 2, . . . , n,
leurs poids associe´s et δ ¥ 0. Le proble`me de re´gression line´aire `1 a` δ pre`s est formule´
comme suit :
min
pa,bqPR2
n¸
i1
ωi p|yi  δ  axi  b|   |yi   δ  axi  b|q . (3.25)
Ce proble`me est conc¸u afin de trouver une droite de re´gression au plus proche des portes
associe´es aux points de donne´es. De plus, la pre´sence de poids permet de donner plus
d’importance a` certains points.
Dans la Figure 3.14, nous utilisons la me´thode de re´gression line´aire `1 a` δ pre`s pour δ  1
et diffe´rents choix de poids. La re´solution est ici nume´rique. Nous utilisons un algorithme
de type point inte´rieur comme celui rappele´ dans l’Algorithme 1, page 57. Dans le cas
non-ponde´re´, ω  p1, 1, 1, 1, 1, 1, 1q, nous remarquons que la proprie´te´ d’interpolation des
meilleures approximations `1 est conserve´e. En effet, nous avons le re´sultat suivant.
Proposition 3.11. Soient fi  pxi, yiq, i  1, 2, . . . , n des points du plan et δ ¥ 0. Il
existe au moins une solution du proble`me :
min
a,bPR
n¸
i1
p|yi  δ  axi  b|   |yi   δ  axi  b|q , (3.26)
qui interpole au moins deux points parmi les pxi, yi  δq, i  1, 2, . . . , n.
De´monstration. Il suffit d’utiliser le The´ore`me 1.40, page 38, pour les points pxi, yi  δq
et pxi, yi   δq.
Nous nous inte´ressons aussi sur la Figure 3.14 a` d’autres choix de ponde´ration ω. Nous
constatons un alignement remarquable des points 2 a` 5. Les poids ω  p1, 10, 10, 10, 10, 1, 1q
donnent plus d’importance a` ces points et permettent ainsi d’obtenir une solution qui tient
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Figure 3.14 – La me´thode de re´gression line´aire `1 a` δ pre`s sur un jeu de donne´es pour
diffe´rents choix de poids ω  tωiui1,...,n.
compte de l’observation faite en coupant les portes 2 a` 5. L’algorithme pre´sente´ ci-apre`s
se basera en partie sur ce principe.
5.2 Me´thode quasi-alge´brique a` trois points
L’algorithme 4 est compose´ de deux e´tapes majeures. La premie`re e´tape consiste a`
de´terminer les points d’approximation qi . Conside´rons la ie`me feneˆtre. Si (3.11) n’est pas
satisfaite, par la Proposition 3.4, page 88, nous de´terminons directement le point d’ap-
proximation au centre de la feneˆtre. Sinon, la ou les solutions du proble`me d’interpolation
L1 a` δ pre`s sont affines. Par la de´monstration de la Proposition 3.7, page 92, elles sont
solutions du proble`me de re´gression `1 a` δ pre`s :
min
pa,bqPR2
i 1¸
ji1
p|yj  δ  axj  b|   |yj   δ  axj  b|q .
L’ensemble des solutions de ce proble`me est en ge´ne´ral infini. Afin de choisir une solution
cohe´rente localement avec la forme des donne´es, nous e´tendons la feneˆtre a` deux voisins
supple´mentaires. De plus, afin que la solution de´termine´e satisfasse l’exigence que son
graphe coupe les trois portes de la feneˆtre initiale, nous affectons des poids ωj ¡ 0. Ces
poids sont plus importants pour les termes associe´s aux trois points de la feneˆtre initiale
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dans le proble`me de re´gression `1 a` δ pre`s :
min
pa,bqPR2
i 2¸
ji2
ωj p|yj  δ  axj  b|   |yj   δ  axj  b|q .
Nous re´solvons ce proble`me par un algorithme de type point inte´rieur et obtenons une
solution pa, bq. Le point d’approximation qi recherche´ est donc axi   b.
La deuxie`me e´tape consiste a` de´terminer les de´rive´es premie`res aux points d’approxi-
mation par la me´thode d’interpolation spline cubique d’Hermite L1 par feneˆtre glissante
sur cinq points pre´sente´e dans le chapitre 2, paragraphe 1.4.2, page 57. Nous choisissons
cette approche car le faisceau de de´rive´es possibles pour une re´solution sur trois points est
large en ge´ne´ral. Il est difficile de choisir une valeur cohe´rente quand nous ne conside´rons
que deux voisins directs. La me´thode d’interpolation utilise´e e´tant alge´brique, le nombre
d’ope´rations arithme´tiques dans l’algorithme augmente tre`s peu.
Data : tfi  pxi, yiqui1,...,n, δ ¡ 0.
for i  2 Ñ n 1 do
α  yi 1yi1xi 1xi1 pxi  xi1q   yi1;
if α 2δ ¤ yi ¤ α  2δ then
E´tendre la feneˆtre a` fi2 et/ou fi 2;
De´terminer nume´riquement une droite de re´gression L1 controˆle´e
y  ax  b;
else
qi  pxi, axi   bq;
hi1  yiyi1xixi1 ;
hi  yi 1yixi 1xi ;
qi  pxi, yi  signphi1  hiqδq;
end
end
Interpoler les qi par la me´thode d’interpolation L1, Chapitre 2, paragraphe 4.2.1.
Algorithme 4 : Algorithme par feneˆtre glissante sur trois points pour l’interpolation
L1 a` δ pre`s par une spline cubique d’Hermite.
Nous avons applique´ l’Algorithme 4 a` une configuration de type Heaviside. Ceci est
illustre´ sur la Figure 3.15. Nous remarquons que la me´thode conserve les alignements sauf
au niveau du saut ou` celui-ci est lisse´ de δ de chaque coˆte´. Nous ne constatons ni de
phe´nome`ne d’oscillation ni de sursaut autour du saut et celui-ci est lisse´ avec controˆle.
Nous appliquons e´galement cette me´thode aux configurations de points e´tudie´es pour
la me´thode a` cinq points Ceci est illustre´ sur les Figures 3.16 et 3.17. Nous constatons
que nous obtenons des solutions similaires. On justifie donc ici l’inte´reˆt ge´ome´trique d’une
me´thode a` trois points.
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a. b.
Figure 3.15 – Application de la me´thode a` trois points quasi-alge´brique sur une configu-
ration de points de type Heaviside et avec δ  0., (a.), zoom sur la partie supe´rieure du
saut (b.).
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Figure 3.16 – Spline d’interpolation L1 a` δ pre`s par la me´thode quasi-alge´brique a` trois
points sur une configuration de points avec un coin pour trois valeurs de δ.
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Figure 3.17 – Spline d’interpolation L1 a` δ pre`s par la me´thode quasi-alge´brique a` trois
points sur une configuration de points de type sinus pour trois valeurs de δ.
L’autre atout de cette me´thode est qu’elle est plus rapide que la me´thode a` cinq
points graˆce notamment a` l’utilisation de la Proposition 3.4, page 88. De plus, la taille
du syste`me nume´rique de la re´gression `1 a` δ pre`s a` re´soudre est de loin plus petit que
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celui de la me´thode a` cinq points. Dans cette dernie`re me´thode, nous rappelons qu’il faut
re´soudre sur chaque feneˆtre un syste`me de 4l   8 e´quations avec dix inconnues ou` l est
le nombre de divisions de l’intervalle d’inte´gration ope´re´es lors de la discre´tisation du
proble`me d’interpolation a` δ pre`s. En comparaison, la re´gression line´aire `1 a` δ pre`s est un
proble`me line´aire de dix e´quations a` deux inconnues. Lorsque nous appliquons la me´thode
a` des donne´es bruite´es 1, la solution obtenue n’est pas lisse et posse`de encore des oscillations
comme montre´ sur la Figure 3.18. Nous proposons donc, comme pre´ce´demment, d’ite´rer
l’Algorithme 4. Nous obtenons des re´sultats graphiques similaires (voir aussi la Figure
3.19) a` la me´thode a` cinq points mais avec un temps de calcul en moyenne quinze fois plus
petit.
0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1
Ite´ration 1
0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1
Ite´ration 3
0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1
Ite´ration 5
−1 −0.5 0 0.5 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Ite´ration 1
−1 −0.5 0 0.5 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Ite´ration 5
−1 −0.5 0 0.5 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Ite´ration 8
Figure 3.18 – Lissage d’un sinus bruite´ et d’une configuration de Heaviside bruite´e par
la me´thode trois points avec δ  0, 05.
Afin d’aller plus loin dans la comparaison des me´thodes a` trois et cinq points, nous
avons engendre´ un e´chantillon de cent jeux de donne´es. Ces jeux de donne´es ont e´te´ ob-
tenus en de´gradant la fonction x P r0, pis ÞÑ sinpxq par un bruit gaussien d’espe´rance nulle
et d’e´cart type 0,05. Nous avons applique´ dix fois les me´thodes a` trois et cinq points sur
chaque e´le´ment de l’e´chantillon. Nous avons calcule´ l’e´cart relatif maximal entre les deux
solutions de´termine´es a` chaque ite´ration. Nous avons calcule´ une moyenne de ces e´carts
et nous avons de´termine´ le plus petit et le plus grand. Ces re´sultats sont illustre´s dans les
histogrammes sur la Figure 3.20. Nous remarquons une de´croissance de ces e´carts ite´ration
apre`s ite´ration. Ceci confirme notre inte´reˆt pour une me´thode a` trois points qui donnent
1. Nous re´utilisons les donne´es des Figures 3.11 et 3.12.
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Figure 3.19 – E´cart absolu dans un repe`re semi-logarithmique entre les solutions a` trois
et cinq points apre`s cinq ite´rations des me´thodes sur le signal sinus bruite´ illustre´ aux
Figures 3.11 et 3.18 avec δ  0, 05.
des re´sultats similaire a` la me´thode a` cinq point mais en ne´cessitant moins de calculs.
Nous proposons dans la section suivante une approche pour diminuer encore davantage le
nombre de calculs.
5.3 Me´thode alge´brique a` trois points
Lorsque (3.11) est satisfaite, le proble`me (3.3)-(3.4) est e´quivalent au proble`me (3.26).
Dans la me´thode pre´ce´dente, nous avons propose´ une re´solution nume´rique de ce proble`me
tout en agrandissant la feneˆtre pour plus de cohe´rence quant a` la forme des donne´es. Nous
proposons dans ce paragraphe de de´terminer alge´briquement une telle solution. E´tant
donne´s les points f1, f2, f3, la Proposition 3.11, page 101, affirme qu’il existe une solution
de ce proble`me parmi les fonctions affines qui interpolent deux des points suivants :
f1   εδ2, f2   εδ2, f3   εδ2 ou` ε  1 ou 1.
Dans notre algorithme alge´brique, toutes ces fonctions affines sont teste´es et nous de´terminons
ainsi lesquelles sont solutions du proble`me (3.3)-(3.4) sur trois points. Afin de conserver les
alignements et d’en introduire lorsque c’est possible, nous testons e´galement les fonctions
affines qui interpolent deux des trois points f1, f2 et f3. Nous disposons a` la fin de ce test
d’un ensemble de solutions. Nous se´lectionnons l’une d’entre elles en e´largissant la feneˆtre
a` deux voisins supple´mentaires comme dans la me´thode quasi-alge´brique. En effet, nous
en choisissons une qui minimise sur l’ensemble des solutions conside´re´es la fonction couˆt :
min
pa,bqPR2
j 2¸
ij2
ωi p|yi  δ  axi  b|   |yi   δ  axi  b|q ,
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Figure 3.20 – Histogrammes de l’e´volution de l’e´cart maximal moyen (haut), du minimum
(milieu) et du maximum des e´carts maximaux observe´s, ite´ration apre`s ite´ration, entre une
solution obtenue par la me´thode nume´rique a` cinq points et la me´thode quasi-alge´brique
a` trois points.
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avec ωj2  ωj 2 ! ωj1  ωj  ωj 1. Nous appliquons cette me´thode aux configurations
de points avec un coin et de type sinus de´ja` utilise´es pour les me´thodes a` cinq points
et a` quasi-alge´brique trois points. Nous obtenons des re´sultats similaires aux me´thodes
pre´ce´dentes pour les configuration de type coin et sinus (voir les Figures 3.21 et 3.22).
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Figure 3.21 – Spline d’interpolation L1 a` δ pre`s par la me´thode alge´brique a` trois points
sur une configuration de points avec un coin pour trois valeurs de δ.
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Figure 3.22 – Spline d’interpolation L1 a` δ pre`s par la me´thode alge´brique a` trois points
sur une configuration de points de type sinus pour trois valeurs de δ.
Nous avons teste´ e´galement cette me´thode sur les donne´es bruite´es illustre´es sur les
Figures 3.11 et 3.12 avec le meˆme nombre d’ite´rations et la meˆme tole´rance δ  0, 05. Les
re´sultats sont illustre´s sur les Figures 3.23 et 3.24. Cette me´thode n’ayant pas l’aspect
optimal de la me´thode quasi-alge´brique pre´ce´dente (re´solution de (3.26)), elle donne de
moins bons re´sultats au bout de six ite´rations. Cependant, avec un δ plus petit (δ  0, 01)
et un nombre d’ite´rations plus important, nous observons sur les Figures 3.23 et 3.25 que
nous obtenons de bons re´sultats graphiques. Les ite´rations e´tant purement alge´brique, un
nombre plus important d’ite´ration n’affecte que tre`s peu la complexite´ algorithmique.
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Figure 3.23 – Lissage d’un sinus bruite´ par la me´thode alge´brique a` trois points avec
δ  0, 05.
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Figure 3.24 – Lissage d’une configuration de Heaviside bruite´e par la me´thode alge´brique
a` trois points avec δ  0, 05.
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Figure 3.25 – Lissage d’un sinus bruite´ par la me´thode alge´brique a` trois points avec
δ  0, 01.
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Figure 3.26 – Lissage d’une configuration de type Heaviside bruite´e par la me´thode
alge´brique a` trois points avec δ  0, 01.
6 Conclusion du chapitre
Dans ce chapitre, nous avons introduit une nouvelle strate´gie consistant a` interpoler a`
δ pre`s des donne´es discre`tes. Nous avons de´veloppe´ des algorithmes par feneˆtres glissantes,
dont l’un a` trois points est totalement alge´brique et applicable en temps re´el pour les ap-
plications a` la planification de trajectoire de syste`mes me´caniques. La me´thode pre´sente´e
est C1. Par la technique pre´sente´e au chapitre 2, paragraphe 4.2.2, nous pouvons rendre
facilement la me´thode Ck, k ¥ 1.
Nous e´tendons dans le chapitre suivant cette strate´gie au cas des surfaces pour des
donne´es re´parties dans une grille re´gulie`re.
Chapitre 4
Interpolation a` δ pre`s par une
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Dans ce chapitre, nous cherchons a` approcher des donne´es re´parties dans une grille
re´gulie`re par une surface spline bicubique d’interpolation L1 a` δ pre`s, δ ¡ 0. Lavery a
introduit plusieurs me´thodes d’approximation de donne´es discre`tes par une surface spline
bicubique C1 par minimisation de la combinaison convexe de la norme L1 des diffe´rentes
de´rive´es secondes et d’un terme d’approximation [Lav01]. Ce sont donc des me´thodes de
lissage. Dobrev, Guermond et Popov ont introduit une me´thode similaire en utilisant des
splines dans un espace de Sobolev [DGP10]. Ces deux approches permettent d’obtenir
de bons re´sultats, notamment dans le cas de l’approximation de donne´es posse´dant de
brusques changements de forme. En effet, nous n’observons pas de phe´nome`ne de Gibbs
autour des sauts comme c’est le cas pour les me´thodes de lissage au sens de la norme L2.
Cependant, ces me´thodes ne permettent pas de controˆler la distance de la solution calcule´e
aux donne´es initiales. Nous proposons donc d’e´tendre ici au cas des surfaces la strate´gie
d’interpolation L1 a` δ pre`s de´crite au chapitre pre´ce´dent.
E´tant donne´e la complexite´ du proble`me, les me´thodes pre´sente´es dans la litte´rature ne
permettent pas d’obtenir une solution dans un temps ”raisonnable” lorsqu’elles sont ap-
plique´es a` un grand flot de donne´es. Notre me´thodologie pre´sente aussi le meˆme proble`me.
C’est pourquoi, nous avons choisi de de´velopper un algorithme par feneˆtre glissante pour
y reme´dier. Nous verrons que l’utilisation d’une croix glissante donne de bons re´sultats
concernant la conservation de la forme des donne´es. Sur chaque croix, nous de´terminons
un couple de splines d’interpolation L1 a` δ pre`s s’intersectant au point situe´ au centre de la
croix. Nous re´cupe´rons alors les informations en ce point. Celles-ci nous permettent, apre`s
avoir fait glisser la croix sur l’ensemble de la grille de donne´es, de construire la surface
spline d’interpolation L1 a` δ pre`s.
Dans un premier paragraphe, nous pre´sentons le proble`me d’interpolation L1 a` δ pre`s
sur une croix de donne´es issues de donne´es re´parties dans une grille re´gulie`re. Nous pro-
posons alors au second paragraphe un algorithme a` croix glissante sur neuf points. Cette
me´thode permet d’obtenir un algorithme de complexite´ line´aire donnant des re´sultats si-
milaires a` ceux obtenus par Lavery et Dobrev et al. sur des donne´es comportant des sauts.
Cependant, nous sommes amene´s a` faire une re´solution nume´rique sur chaque croix. Afin
de re´duire encore la complexite´ algorithmique, nous re´duisons le nombre de points dans
la croix glissante. Nous pre´sentons donc un algorithme par croix glissante sur cinq points
base´ sur un re´sultat de re´solution formelle dans certains cas. Enfin, nous appliquons ces
me´thodes a` diffe´rents proble`mes de restauration d’images.
1 Interpolation L1 a` δ pre`s sur une croix de donne´es
Conside´rons une croix a` 4n   1 points de centre P0  px0, y0, z0q, de composante
horizontale :
H  tPi  pxi, y0, ziq, i  1, . . . , 2nu Y P0,
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et verticale :
V  tPi  px0, yi, ziq, i  2n  1, . . . , 4nu Y P0.
Posons x  tx0, x1, . . . , x2nu et y  ty0, y2n 1, y2n 2, . . . , y4nu. Une illustration pour n  2
est donne´e sur la Figure 4.1. Le proble`me d’interpolation L1 a` δ pre`s, δ ¡ 0, par un couple
de splines cubiques d’Hermite sur une telle croix est de´fini dans la proposition suivante.
Figure 4.1 – Croix glissante sur neuf points.
Proposition 4.1.
min
γ,ξ
» x2n
x1
B2γBx2 px, y0q
dx  » y4n
y2n 1
B2ξBy2 px0, yq
dy (4.1)
sous les contraintes :
γp., y0q P rS1,x,
ξpx0, .q P rS1,y,
|γpxi, y0q  zi| ¤ δ, si Pi P H, i  0, 1, . . . , 4n,
|ξpx0, yiq  zi| ¤ δ, si Pi P V, i  0, 1, . . . , 4n,
γpx0, y0q  ξpx0, y0q.
(4.2)
existe.
Nous pouvons montrer cette proposition par une de´monstration tre`s similaire a` celle
du The´ore`me 3.1, page 84.
2 Me´thode a` croix glissante sur neuf points
Nous proposons dans ce paragraphe une me´thode par croix glissante sur neuf points
illustre´e sur la Figure 4.1. Avec les notations du paragraphe pre´ce´dent et n  2, nous
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avons : » x4
x1
B2γBx2 px, y0q
dx  » 12 1
2
|b2  b1   6tpb1   b2  2 q2  q1
x2  x1 q|dt
 
» 1
2
 1
2
|b0  b2   6tpb0   b2  2 q0  q2
x0  x2 q|dt
 
» 1
2
 1
2
|b3  b0   6tpb3   b0  2 q3  q0
x3  x0 q|dt
 
» 1
2
 1
2
|b4  b3   6tpb4   b3  2 q4  q3
x4  x3 q|dt,
(4.3)
et : » y8
y5
B2ξBy2 px0, yq
dy  » 12 1
2
|c6  c5   6tpc5   c6  2 q6  q5
y6  y5 q|dt
 
» 1
2
 1
2
|c0  c6   6tpc6   c0  2 q0  q6
y0  y6 q|dt
 
» 1
2
 1
2
|c7  c0   6tpc0   c7  2 q7  q0
y7  y0 q|dt
 
» 1
2
 1
2
|c8  c7   6tpc7   c8  2 q8  q7
y8  y7 q|dt,
(4.4)
ou` de manie`re similaire au cas courbe, les qi sont les points d’approximation et les bi, ci
sont les de´rive´es premie`res associe´es dans les deux directions de la grille. E´tant donne´e la
complexite´ du proble`me, nous optons pour une re´solution nume´rique. Afin de tenir compte
des contraintes (4.2), nous ajoutons aux termes (4.3) et (4.4) le terme :
λ
8¸
i0
p|qi  zi   δ|   |qi  zi  δ|q, (4.5)
ou` λ ¡ 0 est choisi grand. Ce proble`me est ensuite discre´tise´ et nous le re´solvons par
une me´thode de type point inte´rieur comme celui rappele´ dans l’Algorithme 1, page 57.
Afin d’obtenir une solution d’approximation globale, nous faisons parcourir a` cette croix
l’ensemble de la grille. Nous ne conservons que les informations au point central de la
grille, point d’approximation et de´rive´es premie`res dans les deux directions. Nous avons
teste´ cette me´thode sur un jeu de donne´es de type pyramide (voir Figure 4.2.b). Nous la
comparons a` la me´thode d’interpolation L1 qui consiste a` appliquer la me´thode courbe
de´crite au chapitre 2, paragraphe 1.4.2 dans toutes les directions de la grille (voir Figure
4.2.a). Nous constatons que la me´thode que nous avons introduite permet d’atte´nuer l’effet
de marche sur les areˆtes de la pyramide. Contrairement a` ce qu’affirmait les auteurs dans
[DGP10], il n’est pas ne´cessaire de relaxer la continuite´ C1 de la solution pour obtenir
des re´sultats satisfaisants sur les coins pre´sents dans cette configuration. Nous comparons
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e´galement cette me´thode aux me´thodes de lissage L1 et L2 par splines bicubiques qui
consistent a` minimiser une combinaison convexe d’un terme base´ sur la norme L1 de la
de´rive´e seconde et d’un terme d’approximation. Tout comme la me´thode de lissage L1
et contrairement a` son analogue L2, notre me´thode n’introduit pas d’oscillations autour
des parties abruptes de la pyramide. Cependant, nous ne savons pas a priori quantifier la
proximite´ de la spline de lissage L1 par rapport aux donne´es. Avec la solution d’interpo-
lation a` δ pre`s, par construction, la distance entre celle-ci et les donne´es initiales est alors
borne´e.
a. Interpolation L1 b. δ  0.01, λ  100
c. α  0.5 d. α  0.5
e. α  0.01 f. α  0.01
Figure 4.2 – Surface spline bicubique d’interpolation L1 (a.) et d’interpolation L1 a` δ
pre`s (λ  100, δ  0.01) (b.) sur une configuration pyramidale. Spline bicubique de lissage
L1 (c., e.) et L2 (d., f.) avec parame`tre de re´gularisation α  0.5 et α  0.01.
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Nous pouvons appliquer la me´thode ite´rativement a` des donne´es bruite´es. Nous appli-
quons la me´thode a` une image corrompue par un bruit gaussien de moyenne nulle et de
variance e´gale a` quinze.
Figure 4.3 – Application ite´rative de la me´thode a` neuf points d’interpolation L1 a` δ pre`s
avec λ  100, δ  5.
Nous pouvons constater sur la Figure 4.3 qu’apre`s une ite´ration de la me´thode, le bruit
semble eˆtre atte´nue´. Nous obtenons une solution proche de l’image originale apre`s quatre
ite´rations. Nous observons de plus sur la Figure 4.4 que notre me´thode posse`de des per-
formances similaires en terme de PSNR a` la me´thode de de´bruitage par transformation en
ondelettes de type Coiflet [Dau92]. Il faut cependant reconnaˆıtre un meilleur rendu visuel
a` la solution obtenue par cette dernie`re me´thode.
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Figure 4.4 – De´bruitage de l’image de Lena bruite´e par utilisation d’ondelettes de type
Coiflet.
Nous avons aussi re´alise´ des expe´riences de de´bruitage sur un fragment de 70  70
pixels de l’image de Lena bruite´e pour plusieurs valeurs de δ. Les re´sultats des valeurs de
PSNR (Peak Signal to Noise Ratio) sont re´sume´s dans la Table 4.1 et sur la Figure 4.5.
Nous constatons une certaine syme´trie dans ces re´sultats. Cependant, nous ne pouvons
pas conclure qu’une simple ite´ration avec un δ grand remplace les effets de l’ite´ration.
Ite´rer l’algorithme permet d’obtenir un lissage global. Cette ite´ration est donc ne´cessaire
sur les donne´es bruite´es. En effet, pour un δ grand, l’algorithme lisse les donne´es sur neuf
points uniquement et la proprie´te´ de lissage est alors locale.
PPPPPPPPδ
Ite´ration
1 2 3 4
1 25.12 25.49 25.86 26.24
2 25.49 26.24 27.00 27.77
3 25.86 26.99 28.13 29.26
4 26.23 27.75 29.25 30.70
5 26.60 28.48 30.21 32.09
6 26.96 29.19 31.39 33.5
7 27.31 29.90 32.47 34.73
8 27.66 30.59 33.48 35.59
9 27.99 31.27 34.38 36.20
10 28.31 31.95 35.07 36.58
Table 4.1 – Valeurs du PSNR en dB pour plusieurs valeurs de δ sur un fragment de 7070
pixels de l’image de Lena bruite´e.
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Original image Noisy image δ=3
δ=5 δ=10 δ=15
Figure 4.5 – De´bruitage d’un fragment de 7070 pixels de l’image de Lena bruite´e apre`s
quatre ite´rations de la me´thode a` croix glissante sur neuf points et pour plusieurs valeurs
de δ.
Nous obtenons globalement de bons re´sultats graphiques pour cette me´thode. De plus,
la complexite´ de la me´thode est line´aire. Cependant, la re´solution sur chaque croix est
purement nume´rique. Afin de re´duire encore davantage la complexite´ algorithmique, nous
e´tudions dans le paragraphe suivant le cas d’une croix glissante sur cinq points et nous
comparons les re´sultats pour les deux me´thodes.
3 Me´thode a` croix glissante sur cinq points
Nous de´finissons dans ce paragraphe une me´thode d’interpolation L1 a` δ pre`s utilisant
une croix glissante sur cinq points. En utilisant le Lemme 3.5, le proble`me (4.1) s’e´crit
dans le cas d’une croix sur cinq points sous la forme suivante :
min
qi, i0,...,4
 q0  q1x0  x1  q3  q0x3  x0
    q0  q2y0  y2  q4  q0y4  y0
 (4.6)
sous les contraintes :
|qi  zi| ¤ δ, i  0, . . . , 4, (4.7)
ou` les qi sont les altitudes des points d’approximation recherche´s. Avec cette approche,
nous ne rencontrons en fait que deux types de configurations de points que nous illustrons
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sur la Figure 4.6. Nous les appelons configuration coˆne et selle. Selon le positionnement des
points et le choix de δ, nous pouvons tirer be´ne´fice de la re´solution exacte sur trois points
dans le cas courbe en appliquant la Proposition 3.4, page 88 dans les deux directions de
la croix. La proposition suivante pre´cise ceci.
Configuration coˆne Configuration selle
Figure 4.6 – Les deux types de configurations de points rencontre´s dans la me´thode a`
croix glissante sur cinq points.
Proposition 4.2. Soit une croix a` cinq points dans R3 de centre P0  px0, y0, z0q et de
composantes :
H  tPi  pxi, y0, ziq, i  1, 2u Y P0, V  tPi  px0, yi, ziq, i  3, 4u Y P0.
Soient les pentes h1  z0z1x0x1 , h2  z2z0x2x0 , h3  z0z3y0y3 , h4  z4z0y4y0 et :
δ ¡ 0, α  z2  z1
x2  x1 px0  x1q   z1, β 
z4  z3
y4  y3 py0  y4q   z4,
κ  1
y4  y0  
1
y0  y3 
1
x2  x0 
1
x0  x1 .
Si z0 R rα  2δ, α   2δs et z0 R rβ  2δ, β   2δs, alors les solutions du proble`me (4.6)
satisfont la re`gle suivante :
– Si sgnph1h2q  sgnph3h4q, alors q0  z0sgnph1h2qδ, qi  zi sgnph1h2qδ,
i  1, 2, 3, 4.
– Si sgnph1  h2q  sgnph3  h4q et sgnpκq  0, alors q0  z0  sgnpκqδ,
qi  zi   sgnph1  h2qδ pour i  1, 2 et qi  zi   sgnph3  h4qδ pour i  3, 4.
– Sinon, q0 peut prendre toute valeur dans l’intervalle rz0  δ, z0   δs.
De plus, qi  zi  sgnph1h2qδ pour i  1, 2 et qi  zi  sgnph3h4qδ pour i  3, 4
De´monstration. Conside´rons le proble`me dans la direction x :
min
 q0  q1x0  x1  q2  q0x2  x0

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sous les contraintes :
|qi  zi| ¤ δ, i  0, 1, 2.
Par la Proposition 3.4, page 88, si z0 R rα  2δ, α   2δs alors la solution de ce proble`me
est :
q1  z1   sgnph1  h2qδ, q0  z0  sgnph1  h2qδ, q2  z2   sgnph1  h2qδ.
De meˆme, conside´rons le proble`me dans la direction y :
min
 q0  q3x0  x3  q4  q0y4  y0

sous les contraintes :
|qi  zi| ¤ δ, i  0, 3, 4.
Par la Proposition 3.4, page 88, si z0 R rβ  2δ, β   2δs alors la solution de ce proble`me
est :
q3  z3   sgnph3  h4qδ, pq0  z0  sgnph3  h4qδ, q4  z4   sgnph3  h4qδ.
Si sgnph1  h2q  sgnph3  h4q alors q0  pq0. Il vient donc que si z0 R rα 2δ, α  2δs Y
rβ2δ, β 2δs et si signph1h2q  sgnph3h4q, les qi sont la solution du proble`me (4.6).
Si z0 R rα 2δ, α  2δs Y rβ  2δ, β   2δs mais h1   h2 et h3 ¡ h4, alors la fonctionnelle a`
minimiser est d’apre`s la preuve de la Proposition 3.4, page 88 :
q0  q1
x0  x1 
q3  q0
x3  x0 
q0  q3
x0  x3  
q4  q0
y4  y0 . (4.8)
Nous proce´dons comme dans la preuve de la Proposition 3.4 pour montrer que :
q1  z1   sgnph1  h2qδ, q2  z2   sgnph1  h2qδ,
q3  z3   sgnph3  h4qδ, q4  z4   sgnph3  h4qδ.
La fonctionnelle (4.8) peut se re´crire alors q0κ   C ou` C est une constante. Si κ ¡ 0,
q0  z0  δ. Si κ   0, q0  z0   δ. Enfin, si κ  0, q0 peut prendre toute valeur dans
l’intervalle rz0  δ, z0   δs. Le cas h1 ¡ h2 et h3   h4 est syme´trique.
Si z0 P rα  2δ, α   2δs ou z0 P rβ  2δ, β   2δs alors nous re´solvons le proble`me
nume´riquement. Le proble`me matriciel est de taille bien infe´rieure au proble`me sur neuf
points. En effet, nous proposons de le re´soudre par un proble`me approche´ en minimisant
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sur les qi, i  0, . . . , 4 la fonction suivante : q0  q1x0  x1  q2  q0x2  x0
    q0  q3y0  y3  q4  q0y4  y0

  λ p|q0  z0   δ|   |q0  z0  δ|q
  λ

4¸
i1
|qi  zi   δ|   |qi  zi  δ|

, λ ¡ 0.
Ce proble`me, e´crit sous forme matricielle, est de taille 12 5 sur chaque feneˆtre alors
que la matrice de la me´thode a` neuf points est de taille p8l  19q  10 ou` 1{l est le pas de
discre´tisation des inte´grales. Nous testons cette me´thode sur la configuration pyramidale
de´ja` utilise´e sur la Figure 4.2. Le re´sultat est illustre´ sur la Figure 4.7. Nous observons
un re´sultat semblable a` la me´thode obtenue par la me´thode a` neuf points. Nous avons
cependant divise´ par quinze le temps de calcul 1.
Figure 4.7 – Application de la me´thode par croix glissante sur cinq points sur la confi-
guration pyramidale avec δ  0.001.
Nous avons e´galement teste´ cette me´thode sur des donne´es bruite´es. Nous utilisons a`
nouveau l’image de Lena bruite´e. Les re´sultats obtenus, illustre´s sur la Figure 4.8 sont
similaires a` ceux obtenus sur la Figure 4.3. Ceci motive une nouvelle fois la re´duction de
la taille de la feneˆtre pour l’approche d’interpolation a` δ pre`s.
1. Les expe´rimentations ont e´te´ re´alise´es sur un ordinateur Dell Latitude E5430 avec un processeur Intel
Core i5-3210M CPU 2.5GHz et 4.00Go de RAM. Le syste`me d’exploitation est Windows 7 Professionnel.
Le logiciel utilise´ est Matlab R2012b.
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Figure 4.8 – Application ite´rative de la me´thode a` cinq points d’interpolation L1 a` δ pre`s
avec λ  100, δ  5.
Enfin, nous avons adapte´ cette me´thode pour l’appliquer au proble`me de restauration
d’images lorsque celles-ci sont corrompues par un bruit de type ”poivre et sel” (voir la
Figure 4.10) ou lorsqu’elles posse`dent de larges zones de pixels inconnus (repre´sente´s en
blanc) comme dans les exemples pre´sente´s sur les Figures 4.13, 4.14 et 4.15. Ces exemples
demandent un traitement particulier car avec notre strate´gie, les pixels blancs et noirs se-
raient interpole´s a` δ pre`s. Ceci n’est e´videmment pas souhaitable. Nous conside´rons donc
les pixels blancs et noirs comme des pixels inconnus. Lorsque nous rencontrons sur une
croix un ou des pixels inconnus, la croix s’e´tend aux pixels voisins jusqu’a` rencontrer une
donne´e re´elle. Ce proce´de´ est illustre´ sur la Figure 4.9. Si le pixel inconnu se situe au centre
de la croix, nous passons a` la croix suivante. Nous re´solvons alors le proble`me d’interpo-
lation L1 a` δ pre`s sur cette croix e´tendue. Ceci nous permet de calculer des valeurs aux
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pixels manquants. En faisant glisser la croix le long des donne´es, nous obtenons ainsi une
solution globale d’interpolation a` δ pre`s.
Figure 4.9 – Extension de la croix glissante sur cinq points en cas d’informations man-
quantes.
Dans les exemples traite´s, nous conside´rons δ  0 car les images utilise´es ne sont pas
corrompues par un autre bruit. Nous avons tout d’abord teste´ cette me´thode sur l’image de
Lena corrompue par un bruit ”poivre et sel” sur 20% des pixels de l’image. Nous illustrons
le re´sultat obtenu sur la Figure 4.10. La reconstruction obtenue est visuellement de tre`s
bonne qualite´. De plus, nous obtenons une valeur du PSNR e´gale a` 38,03dB. Pour un tre`s
haut niveau de bruit, ici 80%, nous obtenons e´galement une reconstruction visuellement
acceptable meˆme pour un tel niveau de bruit (voir la Figure 4.11).
Figure 4.10 – Restauration de l’image de Lena corrompue par un bruit de type ”poivre
et sel” sur 20% des pixels graˆce a` la me´thode d’interpolation L1 par croix glissante sur
cinq points.
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Figure 4.11 – Restauration de l’image de Lena corrompue par un bruit de type ”poivre
et sel” sur 80% des pixels graˆce a` la me´thode d’interpolation L1 par croix glissante sur
cinq points.
Les filtres me´dians sont bien adapte´s au proble`me de restauration d’images corrompues
par un bruit de type ”poivre et sel”. Nous comparons notre me´thode a` deux filtres perfor-
mants de ce type appele´s MDBUTMF (Modified Decision Based Unsymmetric Trimmed
Median Filter [EVSP11]) et SUMF (Super Mean Filter [LKC]). Dans la Table 4.2, nous
indiquons les valeurs du PSNR obtenues par ces me´thodes et la noˆtre pour l’image de
Lena avec un bruit ”poivre et sel” de 10% a` 90%. Nous constatons que graˆce a` notre
me´thode, nous obtenons de meilleures valeurs de PSNR que par la me´thode SMUF pour
un niveau de bruit jusqu’a` 90%. Nous obtenons e´galement des valeurs de PSNR meilleures
ou similaires a` celles obtenues par la me´thode MDBUTMF pour un niveau de bruit faible
a` mode´re´. Sur la Figure 4.12, nous illustrons les reconstructions obtenues par les me´thodes
SUMF et MDBUTMF pour l’image de Lena de´grade´e par 80% de bruit ”poivre et sel”.
Niveau de bruit SUMF MDBUTMF Reconstruction L1
10% 38,10 42,79 44,90
20% 34,49 39,41 40,87
30% 32,05 37,16 37,58
40% 30,13 35,42 35,01
50% 28,42 33,67 32,68
60% 26,70 31,85 29,94
70% 25,05 29,96 27,59
80% 22,73 27,20 24,68
90% 20,07 23,90 20,83
Table 4.2 – Comparaison des valeurs du PSNR en dB obtenus par les me´thodes SUMF,
MDBUTMF et la me´thode d’interpolation L1 par croix glissante sur cinq points sur l’image
de Lena corrompue par un bruit ”poivre et sel”.
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Figure 4.12 – Restauration de l’image de Lena corrompue par un bruit de type ”poivre
et sel” sur 80% des pixels graˆce aux me´thodes SUMF et MDBUTMF.
Nous e´tudions ensuite le cas d’images posse´dant de larges zones d’informations man-
quantes. Ce proble`me a de´ja` e´te´ e´tudie´ avec succe`s (voir par exemple [BBC 01, VMFE12,
CGMP11]). Notre me´thode n’ame´liore pas les re´sultats obtenus dans les articles cite´s mais
nous mettons cependant en e´vidence qu’elle est adapte´e a` cette proble´matique. Conside´rons
le cas d’une image pre´sentant une bande horizontale de pixels manquants. La reconstruc-
tion calcule´e est parfaite (voir la Figure 4.13). Nous avons ensuite introduit une bande
diagonale de pixels manquants (voir la Figure 4.14). Seuls les deux pixels aux coins n’ont
pas e´te´ reconstruits parfaitement. Ce sont les pixels de transition du noir au gris.
Figure 4.13 – Restauration d’une image avec une bande horizontale d’informations man-
quantes graˆce a` la me´thode d’interpolation L1 par croix glissante sur cinq points.
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Figure 4.14 – Restauration d’une image avec une bande diagonale d’informations man-
quantes graˆce a` la me´thode d’interpolation L1 par croix glissante sur cinq points.
Nous avons enfin teste´ cette me´thode sur une image re´elle. Nous avons introduit quatre
bandes horizontales dans l’image de Lena. Nous observons des de´fauts de reconstruction
dans la solution a` deux endroits sur le chapeau et un sur l’e´paule de Lena. Ceux-ci s’ex-
pliquent par un nombre conse´quent de pixels manquant a` proximite´ d’un contour. Ce-
pendant, la plupart des e´le´ments de l’image sont reconstruits tre`s fide`lement a` l’image
originale.
Figure 4.15 – Restauration de l’image de Lena corrompue par quatre bandes horizontales
d’informations manquantes graˆce a` la me´thode d’interpolation L1 par croix glissante sur
cinq points.
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4 Conclusion du chapitre
Dans ce dernier chapitre, nous avons de´fini des me´thodes d’interpolation L1 a` δ pre`s
de donne´es re´parties dans une grille par une surface spline bicubique. Ces me´thodes uti-
lisent le principe de croix glissante a` neuf et cinq points. Nous avons vu que ces deux
me´thodes donnaient des re´sultats similaires. Elles permettent notamment d’approcher des
donne´es comportant de fortes variations d’amplitude sans introduire d’oscillations. Elles
donnent e´galement des re´sultats inte´ressants lorsqu’elles sont applique´es ite´rativement sur
des donne´es corrompues par un bruit gaussien. La me´thode a` cinq points ne´cessite cepen-
dant beaucoup moins de calculs que celle a` neuf points.
Nous avons adapte´s la me´thode a` cinq points afin qu’elle puisse traiter des images
corrompues par un bruit de type ”poivre et sel” ou pre´sentant des zones d’informations
manquantes. Cette adaptation s’ave`re compe´titive pour de´bruiter des images corrompue
par un haut niveau de bruit ”poivre et sel”.
Une perspective inte´ressante est d’e´tendre ce travail au cas de donne´es organise´es dans
une triangulation. En effet, les me´thodes L1 actuelles [Zha07, DGP10] donnent de bons
re´sultats mais il n’est pas garanti d’obtenir une solution dans un temps raisonnable lorsque
nous traitons un grand flot de donne´es.
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Conclusion
Dans cette the`se, nous contribuons a` la the´orie de la meilleure approximation L1 de
fonctions. Nous montrons qu’une meilleure approximation au sens L1 d’une fonction saut
telle que la fonction de Heaviside est une fonction interpolant certains points de´termine´s.
Ce re´sultat est obtenu graˆce a` une extension originale du the´ore`me d’Hobby-Rice. Dans
le cas des proble`mes de meilleure approximation L1 de fonctions saut dans un sous-espace
de Chebyshev et faiblement de Chebyshev, des re´sultats de caracte´risation sont e´nonce´s.
En particulier, nous donnons des conditions pour l’unicite´ de solution dans un sous-espace
Chebyshev. Ces cas the´oriques ont permis la compre´hension de cas pratiques tels que
l’approximation polynomiale et par spline polynomiale au sens de la norme L1. Nous
de´duisons en effet l’existence d’un phe´nome`ne de Gibbs pour une solution de meilleure ap-
proximation L1 de la fonction de Heaviside par une fonction polynomiale et par une spline
polynomiale. Certains cas proble´matiques restent a` e´lucider. Nous ne savons pas encore
caracte´riser le nombre d’intersections entre une meilleure approximation L1 et la fonction
saut associe´e. De plus, nous ne savons pas non plus aujourd’hui caracte´riser les solutions
pre´sentant un nombre d’intersection asyme´trique par rapport a` la discontinuite´. Ce travail
a e´te´ en partie sponsorise´ par le programme Fulbright et soutenu par l’Universite´ d’E´tat
de Caroline du Nord. Il a fait l’objet d’un article de revue [GGNF14] soumis re´cemment
et d’une pre´sentation orale a` la 8e`me confe´rence internationale Curves and Surfaces en juin
2014.
Des e´le´ments de compre´hension ont e´te´ donne´s concernant la robustesse de la me´thode
de meilleure approximation L1 de donne´es discre`tes par une droite lorsque les donne´es
posse`dent des points aberrants ou des se´quences organise´es de points aberrants. Nous
avons en effet montre´ que la me´thode de re´gression `1 n’est pas sensible a` un point aber-
rant perturbant des donne´es parfaitement aligne´es. Une condition suffisante sur la taille
et la position d’une se´quence organise´e de points aberrants pour que la re´gression `1 ne
soit pas sensible a` celle-ci a e´te´ introduite. Malgre´ les apparentes qualite´s des me´thodes
de meilleure approximation `1 de donne´es discre`tes, celles-ci posse`dent des limites. Nous
avons constate´ que la me´thode de meilleure approximation `1 par spline polynomiale intro-
duit des oscillations quand elle est applique´e sur des donne´es pre´sentant des changements
brusques de forme. Le besoin de contraintes additionnelles nous a donc amene´ a` e´tudier
les me´thodes existantes d’interpolation et d’approximation au sens de la norme L1. Nous
129
avons rappele´ les me´thodes d’approximation par splines de lissage et d’ajustement L1.
Nous avons mis en e´vidence que le parame`tre de re´gularisation dans la me´thode a` pa-
rame`tre est en ge´ne´ral difficile a` fixer. C’est pourquoi, nous recommandons l’utilisation de
la me´thode d’approximation par spline d’ajustement L1. Cependant, elle est relativement
couˆteuse en temps de calcul. Nous avons donc propose´ des me´thodes locales pour diminuer
sa complexite´. Une me´thode a` sept points a e´te´ choisie comme e´tant la plus approprie´e
pour une application pratique.
La me´thode pre´ce´dente ne permet pas de controˆler la distance entre la courbe solu-
tion et les donne´es ce qui peut eˆtre important pour certaines applications. Une nouvelle
strate´gie d’approximation dans ce sens a donc e´te´ propose´e. Celle-ci consiste interpoler
au sens L1 a` δ pre`s. Ce proble`me a e´te´ e´tudie´ the´oriquement et nous avons de´montre´ un
re´sultat d’existence. Une re´solution formelle est propose´e dans des cas particuliers. Ces
re´sultats nous ont permis de constater deux tendances de la me´thode : l’introduction de
parties affines dans les solutions et la tendance pour les solutions a` se positionner a` la dis-
tance maximale autorise´e des points de donne´es. Nous avons ensuite de´fini des me´thodes
locales pour le traitement de grands flots de donne´es. Une premie`re me´thode par feneˆtre
glissante sur cinq points a e´te´ pre´sente´e. Elle a e´te´ publie´e dans une revue internatio-
nale [GGN14]. Une ame´lioration de celle-ci par re´duction de la taille de la feneˆtre sur
trois points a fait l’objet d’un article pour la confe´rence internationale Geometric Science
of Information 2013 [GNG13]. Cette me´thode s’appuie sur une re´solution exacte pour
certains cas. Une re´solution nume´rique reste ne´cessaire dans les autres cas. Nous avons
finalement propose´ une me´thode purement alge´brique performante. Celle-ci est approprie´e
pour les applications temps-re´el. Nous avons aussi montre´ que nos me´thodes e´taient, par
un proce´de´ d’ite´ration, adapte´es pour lisser des donne´es bruite´es. Des extensions surfa-
ciques pour traiter des donne´es grilles ont e´te´ introduites. Nous avons enfin de´veloppe´ une
application a` la restauration d’images.
A` l’avenir, nous souhaitons e´tendre ces me´thodes aux donne´es de´sorganise´es dans l’es-
pace. Ces donne´es peuvent eˆtre dans un premier temps organise´es par un maillage triangu-
laire. Nous souhaitons ensuite construire une surface spline L1 sur cette triangulation. Des
premie`res me´thodes ont e´te´ introduites dans la litte´rature [Zha07, DGP10]. Ces me´thodes
sont globales et e´tant donne´e la complexite´ du proble`me, il n’est pas garanti d’obtenir une
solution dans un temps raisonnable lorsque nous traitons un grand flot de donne´es. L’enjeu
a` venir est donc de trouver un formalisme sur feneˆtre glissante cohe´rent permettant de
re´duire la complexite´ du proble`me.
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Annexe A
De´tails sur le Chapitre 2
1 De´monstration du Lemme 2.5
Ce re´sultat e´nonce´ en page 51 est rappele´ ci-dessous.
Lemme. La fonction S : px, yq P R2 ÞÝÑ
» 1
2
 1
2
|py  xq   6tpx   yq| dt est continue et
convexe. Elle ve´rifie pour tout px, yq P R2 :
Spx, yq 
#
|y  x| si |y  x| ¥ 3|x  y|,
3
2 |x  y|   pyxq
2
6|x y| sinon.
(A.1)
De plus,
– min
xPR
Spx, yq  2p
?
10 1q
3
|y| est obtenu pour x 

2?10?
10
	
y.
– min
yPR
Spx, yq  2p
?
10 1q
3
|x| est obtenu pour y 

2?10?
10
	
x.
– min
px,yqPR2
Spx, yq  0 est obtenu pour x  y  0.
Nous allons dans cette preuve utiliser le lemme suivant.
Lemme A.1. Conside´rons la fonction affine fptq  at  b.
Si fp12q  fp12q ¥ 0 alors
» 1
2
 1
2
|fptq|dt  |b|, sinon
» 1
2
 1
2
|fptq|dt  1
4
|a|   b
2
|a| .
De´monstration. (Lemme A.1). La fonction f e´tant affine, l’hypothe`se fp12q  fp12q ¥ 0
signifie que f est de signe constant sur l’intervalle r1{2, 1{2s. Il vient alors le re´sultat
attendu.
Si fp12q  fp12q   0, f change de signe en b{a et nous concluons en utilisant la relation
de Chasles.
Nous pouvons maintenant de´montrer le Lemme 2.5.
De´monstration. Nous utilisons ce lemme pour la fonction affine fptq  pyxq 6tpx yq.
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Nous avons :
f

1
2


 py  xq  3px  yq et f

1
2


 py  xq   3px  yq.
Nous notons que :
f

1
2


 f

1
2


¥ 0 ô py  xq2  9px  yq2 ¥ 0 ô |y  x| ¥ 3|x  y|.
Ainsi, par le Lemme A.1 :
Spx, yq 
#
|y  x| si|y  x| ¥ 3|x  y|
3
2 |x  y|   pyxq
2
6|x y| sinon.
La condition |y  x| ¥ 3|x  y| peut eˆtre de´veloppe´e de la manie`re suivante :
– Si y ¥ x, |y  x| ¥ 3|x  y| ô
#
y ¤ 2xy ¥ 2x
y ¥ 12x
– Si y ¤ x, |y  x| ¥ 3|x  y| ô
#
y ¤ 12x
y ¥ 2xy ¥ 2x
Nous effectuons maintenant une e´tude de cas.
Minimisation de Spx, yq pour y donne´
Cas 1 : |y  x| ¥ 3|x  y|
– Si y ¥ 0 alors Spx, yq  y  x et c’est une fonction de´croissante de x.
– Si y ¤ 0 alors Spx, yq  x y et c’est une fonction croissante de x.
Cas 2 : |y  x|   3|x  y|
Cas 2.1 x  y ¡ 0
Nous avons alors Spx, yq  32px  yq   pyxq
2
6px yq et en de´rivant par rapport a` x, nous avons :
BxSpx, yq  5px  yq
2  2y2
3px  yq2 .
Les racines du nume´rateur sont :
x1  
?
10 2?
10


y et x2  
?
10  2?
10


y.
De manie`re e´quivalente, nous avons :
y  
 ?
10?
10 2


x1 et y  
 ?
10?
10  2


x2.
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Pour y ¥ 0, nous avons x2   y   12y   x1. Donc sur
12y, x1, BxSpx, yq est ne´gative
et alors Sp., yq est une fonction de´croissante. Sur rx1, 8r, BxSpx, yq est positive et alors
Sp., yq est une fonction croissante.
Pour y ¤ 0, x1   x2   2y, d’ou` sur r2y, 8r, BxSpx, yq est positive et alors Sp., yq est
une fonction croissante.
Cas 2.1 x  y   0
Nous avons alors Spx, yq  32px yq pyxq
2
6px yq et en de´rivant par rapport a` x, nous avons :
BxSpx, yq  5px  yq
2  2y2
3px  yq2 .
Ses racines sont bien suˆr x1 et x2 de´finies pre´ce´demment.
Pour y ¥ 0, nous avons 2y   x2   x1. Sur s  8,2ys, BxSpx, yq est ne´gative et alors
Sp., yq est une fonction de´croissante.
Pour y ¤ 0, nous avons x1   12y   x2. Donc sur s8, x1, BxSpx, yq est ne´gative et alors
Sp., yq est une fonction de´croissante. Sur rx1,12yr, BxSpx, yq est positive et alors Sp., yq
est une fonction croissante.
En conclusion, pour y fixe´, sur s  8, x1s, Sp., yq est de´croissante tandis que sur
rx1, 8r, elle est croissante. Le minimum de Sp., yq est donc obtenu pour x  
?
102?
10
	
y
et vaut 2p
?
101q
3 |y|.
La minimisation pour x donne´ suit la meˆme de´monstration puisque les roˆles de x et y sont
syme´triques dans la fonction S.
Minimisation de S sur R2
Nous notons que si |x   y|  0, Spx, yq ¡ 0. Si |x   y|  0, la valeur minimale de
Spx, yq  |y  x| vaut 0 et est obtenue si et seulement si y  x  0, y   x  0. Donc
Spx, yq  0 si et seulement si x  y  0.
2 De´monstration du Lemme 2.6
Rappelons ce lemme e´nonce´ a` la page 52.
Lemme. Soient x1   x2   x3 trois re´els quelconques et une fonction f : R ÞÑ R. Posons
fk  fpxkq pour k  1, 2, 3 et ∆fk  fk 1fkxk 1xk pour k  1, 2. Soit enfin b1 P R. Le
proble`me de minimisation :
min
pb2,b3qPR2
» 1
2
 1
2
|b2 b1  6tpb2  b1 2∆f1q| dt 
» 1
2
 1
2
|b3 b2  6tpb3  b2 2∆f2q|dt (A.2)
admet pour solutions :
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1. Si b1 est compris entre ∆f1  
?
10 1
3 p∆f2 ∆f1q et ∆f1 alors :
b2  ∆f1 
?
10 1
3
pb1∆f1q, b3  ∆f2 
?
10 5
5
p∆f1∆f2q 5 2
?
10
5
pb1∆f1q.
2. Si b1 est compris entre ∆f1 et ∆f1  
?
105
5 p∆f2 ∆f1q alors :
b2  ∆f1 
5 ?10
3
pb1 ∆f1q, b3  ∆f2  
?
10 5
5
p∆f1 ∆f2q   pb1 ∆f1q
3. Sinon b2  b3  ∆f2.
De´monstration. Nous posons x  b1  ∆f1 et y  b2  ∆f1, par application du Lemme
2.5, la fonction a` minimiser est :
Hpx, yq 
#
2p?101q
3 |y ∆f1 ∆f2|   |y  x| si |y  x| ¥ 3|x  y|,
2p?101q
3 |y ∆f1 ∆f2|   32 |x  y|   pyxq
2
6|x y| sinon.
Nous posons φpxq  min
yPR
Hpx, yq.
Cas 1. h2  h1, le minimum de H est atteint pour px, yq  p0, 0q et vaut 0. Les donne´es
aligne´es sont interpole´es par une droite.
Cas 2. h2  h1   0,
Sous-cas 2.1. Si x P

8,
?
101
3 ph2  h1q

, alors φpxq  32px   ∆f2  ∆f1q 
p∆f2∆f1xq2
6px ∆f2∆f1q est une fonction de´croissante.
Sous-cas 2.2. Si x P
?
101
3 ph2  h1q, 0

, alors φpxq  84
?
10
3 x   2p
?
101q
3 p∆f1 
∆f2q est de´croissante.
Sous-cas 2.3. Si x P

0,
?
105
5 ph2  h1q

, alors φpxq  2p
?
101q
3 p∆f1  ∆f2q est
constante.
Sous-cas 2.4. Si x P
?
105
5 ph2  h1q,12ph2  h1q

, alors φpxq  32px   ∆f2 
∆f1q  p∆f2∆f1xq
2
6px ∆f2∆f1q est une fonction croissante.
Par convexite´, nous pouvons conclure a` ce stade. Tout x P

0,
?
105
5 ph2  h1q

re´alise
le minimum de φ.
Cas 3. h2  h1 ¡ 0,
Sous-cas 3.1. Si x P s8,2ph2  h1qs, alors φpxq  32px   ∆f2  ∆f1q 
p∆f2∆f1xq2
6px ∆f2∆f1q est une fonction de´croissante.
Sous-cas 3.2. Si x P r2ph2  h1q, s, alors φpxq  x  h2  h1 est de´croissante.
Sous-cas 3.3. Si x P

12ph2  h1q,
?
105
5 ph2  h1q

, alors φpxq  32px   ∆f2 
∆f1q  p∆f2∆f1xq
2
6px ∆f2∆f1q est de´croissante.
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Sous-cas 3.4. Si x P
?
105
5 ph2  h1q, 0

, alors φpxq  2p
?
101q
3 p∆f1  ∆f2q est
une fonction constante.
Sous-cas 3.5. Si x P

0,
?
10 1
3 ph2  h1q

, alors φpxq  2p
?
101q
3 p∆f1  ∆f2q est
une fonction croissante.
Nous concluons donc comme dans le Cas 2.
3 Re´solution exacte du proble`me sur cinq points
The´ore`me A.2. La (ou les) solution(s) de :
inf
"» x5
x1
s2pxqdx, s P S˜1,x, spxkq  fk, k  1, 2, . . . ,m*
ve´rifie(nt) la re`gle suivante :
Cas 1. Si ∆f1  ∆f2  ∆f3  ∆f4 alors b3  ∆f2.
Cas 2. Si ∆f1  ∆f2  ∆f3   ∆f4 alors b3  ∆f2.
Cas 4. Si ∆f1  ∆f2   ∆f3  ∆f4 alors b3 peut prendre toute valeur dans r∆f2,∆f3s.
Cas 5. Si ∆f1  ∆f2   ∆f3   ∆f4 alors b3  ∆f2.
Cas 6. Si ∆f1  ∆f2   ∆f3 ¡ ∆f4 alors b3  ∆f2.
Cas 11. Si ∆f1   ∆f2  ∆f3   ∆f4 alors b3  ∆f2.
Cas 12. Si ∆f1   ∆f2  ∆f3 ¡ ∆f4 alors b3 peut prendre toute valeur dans l’intervalle :
r∆f2,∆f2  min
"
2?10?
10
p∆f1 ∆f2q, 2
?
10?
10
p∆f4 ∆f3q
*
.
Cas 14. Si ∆f1   ∆f2   ∆f3   ∆f4,
Sous-cas 14.1. si ∆f3  ∆f2 ¤
?
102?
10
p|∆z1  ∆z2|   |∆f4  ∆f3|q alors b3 peut
prendre toute valeur dans l’intervalle :
max
"
∆f2, ∆f3   2
?
10?
10
p∆f4 ∆f3q
*
,min
"
∆f2   2
?
10?
10
p∆f1 ∆f2q, ∆f3
*
.
Sous-cas 14.2. si
?
102?
10
p|∆z1  ∆z2|   |∆f4  ∆f3|q ¤ ∆f3  ∆f2 ¤ 12p|∆z1 
∆z2|   |∆f4 ∆f3|q alors il existe un unique b3 optimal dans l’intervalle :
max
"
∆f2   2
?
10?
10
p∆f1 ∆f2q, ∆f3  1
2
p∆f4 ∆f3q
*
,
min
"
∆f2  1
2
p∆f1 ∆f2q, ∆f3   2
?
10?
10
p∆f4 ∆f3q
*
.
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Sous-cas 14.3. si 12p|∆z1  ∆z2|   |∆f4  ∆f3|q ¤ ∆f3  ∆f2 ¤ 2p|∆z1  ∆z2|  
|∆f4 ∆f3|q alors b3 peut prendre toute valeur dans l’intervalle :
max
"
∆f2   1
2
p∆f1 ∆f2q, ∆f3  2p∆f4 ∆f3qu ,
min
"
∆f2  2p∆f1 ∆f2q, ∆f3   1
2
p∆f4 ∆f3q
*
.
Sous-cas 14.4. si 2p|∆z1  ∆z2|   |∆f4  ∆f3|q   ∆f3  ∆f1, alors il existe un
unique b3 dans l’intervalle r∆f2  2p∆f1 ∆f2q,∆f3  2p∆f4 ∆f3qs.
Cas 15. Si ∆f1   ∆f2   ∆f3 ¡ ∆f4,
Sous-cas 15.1. si ∆f3  ∆f1   2
?
10?
10
p∆f1  ∆f2q, b2 peut prendre toute valeur
dans l’intervalle :
∆f3,min
"
∆f2   2
?
10?
10
p∆f1 ∆f2q, ∆f3   2
?
10?
10
p∆f4 ∆f3q
*
.
Sous-cas 15.2. si 2
?
10?
10
p∆f1  ∆f2q   ∆f3  ∆f2   7 
?
10
3 p∆f2  ∆f1q alors
b2  ∆f3.
Sous-cas 15.3. si 7 
?
10
3 p∆f2 ∆f1q   ∆f3 ∆f2, il existe un unique b3 optimal
dans l’intervalle

∆f2  7 
?
10
3 p∆f1 ∆f2q, ∆f3

.
Cas 17. Si ∆f1   ∆f2 ¡ ∆f3   ∆f4,
Sous-cas 17.1. si ∆f2  ∆f3 ¡
?
10 1
3 p|∆f1  ∆f2|   |∆f4  ∆f3|q, il existe un
unique b3 optimal dans l’intervalle :
∆f3  
?
10  1
3
p∆f4 ∆f3q, ∆f2  
?
10  1
3
p∆f1 ∆f2q

.
Sous-cas 17.2. si ∆f2∆f3
?
10 1
3 p|∆f1∆f2| |∆f4∆f3|q alors b2 peut prendre
toute valeur dans l’intervalle :
max
"
∆f3, ∆f2  
?
10  1
3
p∆f1 ∆f2q
*
, min
"
∆f2, ∆f3  
?
10  1
3
p∆f4 ∆f3q
*
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4 Matrices du proble`me discre´tise´ pour l’approximation par
spline d’ajustement sans parame`tre L1
Nous de´finissons les matrices du premier niveau du proble`me d’approximation par :
A0 

1l 1  ξp1q ξp1q 0 . . 0
0 1l 1  ξp2q ξp2q . .
. . . . . .
. . . . 0
0 . . 0 1l 1  ξpn1q ξpn1q
,
A1 

θp1q κp1q 0 . . 0
0 θp2q κp2q . .
. . . . . .
. . . . 0
0 . . 0 θpn1q κpn1q
.
ou` 1l 1 est un vecteur de taille l   1 compose´ uniquement de 1. Les matrices du second
niveau du proble`me d’approximation (2.34) par :
B0 

 γh1
γ
h1
 γh2
γ
h2
. .
 γhn1
γ
hm1
, B1 

α β 0 . . 0
0 α β . .
. . . . . .
. . . . 0
0 . . 0 α β
,
et le vecteur c  p0, . . . , 0loomoon
n fois
, f1, f2, . . . , fnqT , avec α, β, γ de´finis en page 57 et :
ξpkq 

ξ
pkq
0
ξ
pkq
1
...
ξ
p1q
l
, θpkq 

θ
pkq
0
θ
pkq
1
...
θ
p1q
l
, κpkq 

κ
pkq
0
κ
pkq
1
...
κ
pkq
l
,
ou` pour j P t0, . . . , lu et k P t1, . . . , n 1u :
ξ
pkq
j 

a  pb aq i
l
 xk

2 3
hk
  2
 
a  pb aq il  xk

h2k

,
θ
pkq
j 

a  pb aq i
l
 xk


 2
 
a  pb aq il  xk
2
hk
 
 
a  pb aq il  xk
3
h2k

,
κ
pkq
j  
 
a  pb aq il  xk
2
hk
 
 
a  pb aq il  xk
3
h2k

.
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Annexe B
De´tails sur le Chapitre 3
1 De´monstration du Lemme 3.5
Rappelons ce lemme e´nonce´ a` la page 89.
Lemme. Soient x1, x2, x3 trois re´els tels que x1   x2   x3. Pour trois re´els fixe´s q1, q2,
q3 :
min
b1,b2,b3PR
2¸
i1
» 1
2
 1
2
|bi 1  bi   6tpbi   bi 1  2∆qiq| dt
 2
?
10 1
3

  q2  q1x2  x1  q3  q2x3  x2
 ,
pour :
b1 

2?10?
10


b2   2

q2  q1
x2  x1

?
10 1?
10


,
b3 

2?10?
10


b2   2

q3  q2
x3  x2

?
10 1?
10


,
b2 P

min

q2  q1
x2  x1 ;
q3  q2
x3  x2


,max

q2  q1
x2  x1 ;
q3  q2
x3  x2


.
Nous cherchons a` minimiser :» 1
2
 1
2
b2  b1   6tb1   b2  2 q2  q1x2  x1

 dt  » 12 1
2
b3  b2   6tb2   b3  2 q3  q2x3  x2

 dt.
(B.1)
Nous utilisons le lemme du paragraphe pre´ce´dent sur
pb1, b2q ÞÑ
» 1
2
 1
2
b2  b1   6tb1   b2  2 q2  q1x2  x1

 dt.
En posant x  b1  q2q1x2x1 et y  b2 
q2q1
x2x1 , il vient en effet que la valeur minimale de
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³ 1
2
 1
2
b2  b1   6tb1   b2  2 q2q1x2x1	 dt par rapport a` b1 est obtenue pour :
b1 
2?10?
10
b2   2 q2  q1
x2  x1
?
10 1?
10
,
et vaut 2
?
101
3
b2  q2q1x2x1 .
En minimisant le second terme de (B.1) par rapport a` b3 par le meˆme proce´de´, la fonc-
tionnelle a` minimiser est la fonction de b2 :
Epb2q  2
?
10 1
3
b2  q2  q1x2  x1
  b2  q3  q2x3  x2

 .
Nous discutons maintenant des cas possibles :
– Si b2 ¤ min

q2q1
x2x1 ;
q3q2
x3x2
	
, alors Epb2q  2
?
101
3

q2q1
x2x1  
q3q2
x3x2  2b2
	
est une
fonction de´croissante de b2.
– Si min

q2q1
x2x1 ;
q3q2
x3x2
	
¤ b2 ¤ max

q2q1
x2x1 ;
q3q2
x3x2
	
, alors
Epb2q  2
?
101
3

max

q2q1
x2x1 ;
q3q2
x3x2
	
min

q2q1
x2x1 ;
q3q2
x3x2
		
est une fonction constante
de b2.
– Si b2 ¥ max

q2q1
x2x1 ;
q3q2
x3x2
	
, alors Epb2q  2
?
101
3

2b2  q2q1x2x1 
q3q2
x3x2
	
est une
fonction croissante de b2.
Le re´sultat est ainsi montre´.
2 Re´solution du proble`me d’approximation avec erreur pres-
crite dans des cas particuliers
Nous donnons tout d’abord deux de´finitions supple´mentaires utiles dans le deuxie`me
paragraphe.
De´finition B.1. Soient px, yq un point du plan et δ un re´el strictement positif. Nous
appelons porte d’amplitude δ le segment x  ry  δ, y   δs.
De´finition B.2. Soient donc fi  pxi, yiq, i  1, . . . , n, n points du plan avec x  tx1  
x2        xnu, t  x et δ ¡ 0.
– Si i est tel que xi P t, alors la porte associe´e au point fi d’amplitude δ est appele´e
porte principale.
– Sinon, la porte associe´e au point fi d’amplitude δ est appele´e porte secondaire.
Sur la Figure 3.2, page 86, le graphe de la spline coupe cinq portes principales alors que sur
la Figure 3.1, page 85, le graphe de la spline coupe quatre portes principales en x  1, 3, 4, 5
et une porte secondaire en x  2.
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2.1 Re´solution exacte pour deux points
2.1.1 Avec de´rive´e fixe´e au premier point et passage dans une porte principale
Dans la proposition suivante, nous nous inte´ressons a` l’approximation de deux points,
l’un e´tant fixe´ avec sa de´rive´e associe´e (voir Figure B.1). Ce proble`me nous donne une
indication sur le comportement de la fonctionnelle vis-a`-vis des contraintes de passage
dans les portes.
Figure B.1 – Illustration du proble`me (B.2).
Proposition B.3. Soient fi  pxi, yiq, i  1, 2, deux points du plan, b1 P R la de´rive´e
premie`re en f1 et le proble`me de minimisation :
min
q2,b2
» 1
2
 1
2
b2  b1   6tb2   b1  2 q2  y1x2  x1

dt
sous les contraintes : pq2, b2q P R2, q2 P ry2  δ, y2   δs.
(B.2)
Alors, le minimum est atteint pour :
1. q2  px2  x1qb1   y1 si y2  δ ¤ px2  x1qb1   y1 ¤ y2   δ,
2. q2  y2   δ si y2   δ   px2  x1qb1   y1,
3. q2  y2  δ si px2  x1qb1   y1 ¤ y2  δ,
et
b2 
2?10
10
b1  8 
?
10
10
q2  y1
x2  x1 .
De´monstration. Ici, nous conside´rons q1  y1 l’ordonne´e du premier point d’approxima-
tion. Nous utilisons le Lemme 2.5, page 51 et nous montrons ainsi que le minimum de
l’inte´grale dans (B.2) par rapport a` b2 vaut :
2p?10 1q
3px2  x1q |b1px2  x1q   y1  q2| pour b

2 
2?10
10
b1  8 
?
10
10
q2  y1
x2  x1 .
On cherche maintenant a` minimiser cette expression par rapport a` q2. Il y a alors trois cas
possibles illustre´s sur la Figure B.2 :
1. Si y2  δ ¤ px2  x1qb1   y1 ¤ y2   δ alors q2  px2  x1qb1  y1 et le minimum de
(B.2) vaut donc ze´ro.
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2. Si y2   δ   px2  x1qb1   y1 alors q2  y2   δ et le minimum de (B.2) vaut donc :
2p?10 1q
3px2  x1q pb1px2  x1q   y1  y2  δq.
3. Si px2  x1qb1   y1 ¤ y2  δ alors q2  y2  δ et le minimum de (B.2) vaut donc :
2p?10 1q
3px2  x1q py2  y1  δ  b1px2  x1qq.
Figure B.2 – Re´solution du proble`me (B.2).
La Figure B.2 illustre la re´solution du proble`me (B.2). Le point d’approximation
cherche´ est le point de la porte le plus proche de la tangente.
2.1.2 Avec passage dans deux portes principales
Nous re´solvons ici le proble`me (3.3)-(3.4) pour deux points quelconques (voir la Figure
B.3). Nous montrons que l’ensemble solution est un faisceau de droite.
Proposition B.4. Soit f1, f2 deux points du plan alors le proble`me de minimisation :
min
q1,q2,b1,b2
» 1
2
 1
2
b2  b1   6tb2   b1  2 q2  q1x2  x1

dt
sous les contraintes : pq1, q2, b1, b2q P R4, qi P ryi  δ, yi   δs, i  1, 2.
(B.3)
admet pour solutions tout pq1, q2q P ry1  δ, y1   δs  ry2  δ, y2   δs et b1  b2  q2q1x2x1 .
De´monstration. Nous pouvons trouver une infinite´ de droites qui coupent les deux portes
principales x1  ry1  δ, y1   δs et x2  ry2  δ, y2   δs. Autrement dit, pour deux points
quelconques, δ8  0. On applique alors la Proposition 3.3, page 87.
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Figure B.3 – Le proble`me (3.3)-(3.4) pour deux points quelconques
2.2 Re´solution exacte pour trois points
2.2.1 Avec deux points fixe´s, la de´rive´e fixe´e au premier point et passage
dans une porte secondaire
Dans ce proble`me, nous fixons le premier et le dernier point ainsi que la de´rive´e au
premier point. Nous conside´rons une porte secondaire au deuxie`me point (voir Figure B.4).
Ce re´sultat analyse l’influence de la de´rive´e au premier point sur le passage de la solution
dans une porte (voir aussi la Figure B.5).
Figure B.4 – Illustration du proble`me (B.4)
Proposition B.5. Soient fi  pxi, yiq, i  1, 2, 3 trois points du plan tels que x1   x2  
x3, b1 P R la de´rive´e premie`re impose´e en f1 et h la pente entre f1 et f3. Soient δ ¡ 0 et
le proble`me de minimisation :
min
b3
» 1
2
 1
2
b3  b1   6tb3   b1  2 y3  y1x3  x1

dt
sous les contraintes : b3 P R, q2 P ry2  δ, y2   δs.
(B.4)
Posons :
α 

1
h2
px2  x1q3  1
h
px2  x1q2


,
β y1

1 3
h2
px2  x1q2   2
h3
px2  x1q3


  y3

3
h2
px2  x1q2  2
h3
px2  x1q3


  b1

px2  x1q  2
h
px2  x1q2   1
h2
px2  x1q3


,
et
I 

y2   δ  β
α
,
y2  δ  β
α

.
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Enfin, posons :
b3 
2?10
10
b1  8 
?
10
10
y3  y1
x3  x1 .
Alors le proble`me (B.4) admet pour solution :
1. b3 si b

3 P I.
2. y2 δβα si b

3 ¤ y2 δβα .
3. y2δβα si b

3 ¥ y2δβα .
Figure B.5 – Re´solution du proble`me (B.4) pour diffe´rents choix de b1.
De´monstration. Par explicitation d’une fonction s dans P3, q2  spx2q peut se re´crire sous
la forme suivant :
q2  βpy1, y3, b1q   αb3.
Le proble`me de minimisation devient alors :
min
b3PR
» 1
2
 1
2
b3  b1   6tb3   b1  2 y3  y1x3  x1

dt
tel que b3 P I 

min

y2  δ  β
α
,
y2   δ  β
α


,max

y2  δ  β
α
,
y2   δ  β
α


.
(B.5)
Nous montrons aise´ment que α est strictement ne´gatif, d’ou` :
I 

y2   δ  β
α
,
y2  δ  β
α

.
Sans contrainte, le minimum de la fonction dans (B.5) par rapport a` b3 vaut :
2p?10 1q
3px3  x1q |b1px3  x1q   y1  y3| pour b

3 
2?10
10
b1  8 
?
10
10
y3  y1
x3  x1 .
Trois cas pour la re´solution du proble`me (B.4) :
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1. Si b3 P I alors la solution est b3.
2. Si b3 ¤ min I alors par convexite´ de la fonctionnelle, la solution est min I.
3. Si b3 ¥ max I alors par convexite´ de la fonctionnelle, la solution est max I.
2.2.2 Avec deux points fixe´s, la de´rive´e libre en tout point et passage dans
une porte secondaire
Ce proble`me diffe`re du pre´ce´dent par la relaxation de la de´rive´e au premier point. C’est
maintenant un parame`tre d’optimisation. Nous ne sommes pas en mesure de de´terminer
de manie`re exacte une solution dans tous les cas mais nous montrons une caracte´risation
inte´ressante de celle-ci.
Proposition B.6. Soient fi  pxi, yiq, i  1, 2, 3 trois points du plan tels que x1   x2   x3
et h la pente entre f1 et f3. Soit le proble`me d’approximation :
min
b1,b3
» 1
2
 1
2
b3  b1   6tb3   b1  2 y3  y1x3  x1

dt
sous les contraintes : pb1, b3q P R2, q2 P ry2  δ, y2   δs.
(B.6)
La solution du proble`me (B.6) suit la re`gle suivante :
– Si y1   hpx2  x1q P ry2  δ, y2   δs alors b1  b3  h.
– Si y1   hpx2  x1q ¡ y2   δ alors q2  y2   δ.
– Si y1   hpx2  x1q   y2  δ alors q2  y2  δ.
y1   hpx2  x1q P
ry2  δ, y2   δs y1   hpx2  x1q ¡ y2   δ
y1   hpx2  x1q   y2  δ
Figure B.6 – Illustration de la Proposition B.6.
De´monstration. Sans la contrainte q2 P ry2  δ, y2   δs, le minimum de l’inte´grale dans
(B.6) vaut ze´ro et est atteint pour b1  b3  h. Si la droite liant f1 et f2 coupe la porte
secondaire en f2, alors c’est la solution du proble`me (B.7) et donc b

1  b3  h. Sinon,
nous utilisons alors la convexite´ de la fonctionnelle pour obtenir ce re´sultat.
2.2.3 Avec le premier point fixe´ et passage dans deux portes en utilisant une
seule cubique
De´sormais, la contrainte du troisie`me point est relaxe´e. Nous cherchons une courbe
dont le graphe coupe une porte secondaire au deuxie`me point et une porte principale au
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troisie`me point. Nous montrons que la solution de´pend fortement de la position de la
porte secondaire au deuxie`me point par rapport au triangle forme´ par le premier point et
la porte principale au troisie`me point (voir Figure B.7).
Figure B.7 – Illustration du proble`me (B.7).
Proposition B.7. Soient fi  pxi, yiq, i  1, 2, 3 trois points du plan tels que x1   x2  
x3. Soient δ ¡ 0 et le proble`me d’approximation :
min
b1,b3,q3
» 1
2
 1
2
b3  b1   6tb3   b1  2 q3  y1x3  x1

dt
sous les contraintes :
pb1, b3, q3q P R3
q2 P ry2  δ, y2   δs,
q3 P ry3  δ, y3   δs.
(B.7)
Nous notons :
C  tpx, yq P rx1, x3s R | y1   y3  y1  δ
x3  x1 px x1q ¤ y ¤ y1  
y3  y1   δ
x3  x1 px x1qu.
Alors les solutions de (B.7) suivent la re`gle suivante :
– Si x2  ry2  δ, y2   δs X C  ∅ alors q2 P ry2  δ, y2   δs X C et b1  b3  q2y1x2x1 .
– Si y2   δ   y1   y3y1δx3x1 px2  x1q alors q2  y2   δ et q3  y3  δ.
– Si y2  δ ¡ y1   y3y1 δx3x1 px2  x1q alors q2  y2  δ et q3  y3   δ.
De´monstration. Le domaine C est repre´sente´ sur la Figure B.7. Si la porte secondaire
x2  ry2  δ, y2   δs coupe C alors les solutions du proble`me (B.7) sont des droites et alors
q2 peut prendre toute valeur dans ry2 δ, y2  δsXC. Sinon, nous concluons par convexite´
de la fonctionnelle.
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3 De´monstration du Lemme 3.10
Rappelons ce lemme e´nonce´ a` la page 95.
Lemme. Soit f : rc, ds ÞÑ R une fonction affine de´finie par fptq  at  b.
1. Si |fptq| ¡ 0 sur sc, dr alors ³dc |fptq|dt  pd cq f  d c2 .
2. Si il existe ξ Psc, dr tel que fpξq  0 alors
³dc |fptq|dt pd cq f  d c2  ¤ pdcq2 a2 .
3. De plus si c  12 et d  12 , |fptq| ¡ 0 sur
12 , 12 si et seulement si 2|b| ¡ |a|.
1. Supposons f strictement positive sur sc, dr, alors :» d
c
|fptq| dt  ad
2  c2
2
  bpd cq,
 pd cqpad  c
2
  bq.
Le cas f strictement ne´gative sur sc, dr est syme´trique.
2. Nous avons :» d
c
|fptq| dt pd cq
f d  c2

  » d
c
|fptq| 
f d  c2

 dt ,
¤
» d
c
|fptq|  f d  c2

 dt,
¤ pd cq max
tPrc,ds
|fptq|  f d  c2

 ,
¤ pd cq|a| max
tPrc,ds
t d  c
2
,
¤ pd cq
2
2
|a|.
3. Supposons f strictement positive sur sc, dr, alors soit :
– a ¡ 0. On doit avoir fpcq ¥ 0 et alors il vient 2b ¥ a.
– a   0. On doit avoir fpdq ¥ 0 et alors il vient 2b ¥ a.
– a  0. On doit avoir fpdq ¡ 0.
Re´ciproquement, si a ¡ 0, c’est e´vident. Supposons a ¡ 0. Il vient b   a{2   b. Nous
avons alors ba{2 et b a{2 strictement positifs. Or, ce sont respectivement les valeurs de
fp1{2q et fp1{2q. Comme f est affine, il vient |f | est strictement positive sur s1{2, 1{2r.
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Approximation de fonctions et de données discrètes 
 au sens de la norme L1 par splines polynomiales 
RESUME : L’approximation de données discrètes est fondamentale dans des domaines tels 
que la planification de trajectoire ou le traitement du signal (données issues de capteurs). Dans 
ces domaines, il est important d’obtenir des courbes conservant la forme initiale des données. 
L’utilisation des splines L1 semble être une bonne solution au regard des résultats obtenus pour 
le problème d’interpolation de données discrètes par de telles splines. Ces splines permettent 
notamment de préserver les linéarités des données et de ne pas introduire d’oscillations 
résiduelles comme c’est le cas pour les splines d’interpolation L2. Nous proposons dans cette 
thèse une étude du problème de meilleure approximation au sens de la norme L1. Cette étude 
comprend des développements théoriques sur la meilleure approximation L1 de fonctions 
présentant une discontinuité de type saut dans des espaces fonctionnels généraux appelés 
espace de Chebyshev et faiblement Chebyshev. Les splines polynomiales entrent dans ce 
cadre. Des algorithmes d’approximation de données discrètes au sens de la norme L1 par 
procédé de fenêtre glissante sont développés en se basant sur les travaux existants sur les 
splines de lissage et d’ajustement. Les méthodes présentées dans la littérature pour ces types 
de splines peuvent être relativement couteuse en temps de calcul. Les algorithmes par fenêtre 
glissante permettent d’obtenir une complexité linéaire en le nombre de données. De plus, une 
parallélisation est possible. Enfin, une approche originale d’approximation avec erreur prescrite 
est développée. Un algorithme algébrique avec une complexité linéaire et qui peut être utilisé 
pour des applications temps réel. 
Mots clés : Approximation, splines L1, conservation de forme, données bruitées, planification 
de trajectoire, algorithme par fenêtre glissante. 
 
 
Function and data approximation in L1 norm 
 by polynomial splines 
ABSTRACT : Data approximation is fundamental in application domains like path planning or 
signal processing (sensor data). In such domains, it is important to obtain curves that preserve 
the shape of initial data.  L1 splines appear to be a good solution considering the results 
obtained for the problem of data interpolation. Contrary to classical L2 splines, these spline 
enable to preserve linearities in the data and to not introduce extraneous oscillations when 
applied on data sets with abrupt changes. We propose in this dissertation a study of the 
problem of best L1 approximation. This study includes developments on best L1 approximation 
of functions with a jump discontinuity in general spaces, Chebyshev and weak-Chebyshev 
spaces. Polynomial splines fit in this framework. Approximation algorithms by smoothing splines 
and spline fits based on a sliding window process are introduced. The methods previously 
proposed in the littérature can be relatively time consuming when applied on large datasets. 
Sliding window algorithm enables to linearize the complexity of the algorithm. Moreover, these 
algorithms can be parallelized. Finally, a new approximation approach with prescribed error is 
introduced. A pure algebraic algorithm with linear complexity is introduced. This algorithm is 
then applicable to real-time application.  
Keywords : Approximation, L1 splines, shape preservation, noisy data, path planning, sliding-
window algorithm. 
 
