The SDP (semidefinite programming) relaxation for general POPs (polynomial optimization problems), which was proposed as a method for computing global optimal solutions of POPs by Lasserre, has become an active research subject recently. We propose a new heuristic method exploiting the equality constraints in a given POP, and strengthen the SDP relaxation so as to achieve faster convergence to the global optimum of the POP. We can apply this method to both of the dense SDP relaxation which was originally proposed by Lasserre, and the sparse SDP relaxation which was later proposed by Kim, Kojima, Muramatsu and Waki. Especially, our heuristic method incorporated into the sparse SDP relaxation method has shown a promising performance in numerical experiments on large scale sparse POPs. Roughly speaking, we induce valid equality constraints from the original equality constraints of the POP, and then use them to convert the dense or sparse SDP relaxation into a new stronger SDP relaxation. Our method is enlightened by some strong theoretical results on the convergence of SDP relaxations for POPs with equality constraints provided by Lasserre , Parrilo and Laurent, but we place the main emphasis on the practical aspect to compute more accurate lower bounds of larger sparse POPs.
Introduction
We consider the following POP (polynomial optimization problem):
(1) POP      minimize f (x), subject to g i (x) ≥ 0 (i = 1, . . . , p), h i (x) = 0 (i = 1, . . . , k)
where f (x), g 1 (x), . . . , g p (x) and h 1 (x), . . . , h k (x) are polynomials in x ∈ R n with real coecients.
The SDP relaxation (semidenite programming relaxation, or sums of squares relaxation) for POPs, which was proposed as a method for computing global optimal Although the theoretical global convergence property on the SDP relaxation mentioned above is very attractive, the sizes of the SDPs grow rapidly with the size of a POP to be solved. This discourages engineering applications of the SDP relaxation. Therefore, it is necessary from a practical point of view to revise the SDP relaxation so as to construct a hierarchy of smaller size SDP relaxation problems without sacricing the quality of the lower bounds they provide. The heuristic proposed in this paper aims at such a revision eectively utilizing equality constraints involved in a POP.
The research on the SDP relaxation method spreads widely from fundamental theory to practical implementation of the method for large scale POPs. Important theoretical results include the theories on the convergence of the optimal values of the SDP relaxations to the optimal value of the POP (see Lasserre [Las01b] , Parrilo [Par03] ). Henrion and Lasserre [HL03] showed by numerical experiments that the method is powerful for small size POPs. Applications of the method to POPs from engineering, which are of larger scales but sparse, is the main subject of practical approaches by Kim We propose a new heuristic method exploiting the equality constraints in POP , which we can apply to both of the dense and sparse SDP relaxations, and strengthen the SDP relaxations so as to achieve faster convergence to the global minimum of POP . Roughly speaking, we rst add valid equality constraints induced from the original equality constraints of POP . Secondly we use them to convert the dense or sparse SDP relaxation into an SDP satisfying the following properties:
• The psd (positive semidenite) constraints of the new SDP becomes smaller than that of the original SDP.
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• The new SDP may have more equality constraints.
• The lower bound given as the optimal value of the new SDP for POP is expected better (at least not worse) than that given by the original SDP.
Our heuristic method incorporated into the sparse SDP relaxation method has shown a promising performance in numerical experiments on large scale sparse POPs. The experiments have shown that the new SDPs are easier to solve, and the optimal values of the new SDPs converge faster to the optimal value of a given POP.
Our heuristic method exploiting the equality constraints in POPs is enlightened by the theoretical results referred below, but it places the main emphasis on the practical aspect to compute more accurate lower bounds of larger sparse POPs.
Lasserre [Las02, Las01a] showed that optimization of a polynomial on a grid of nite
, reduces to an SDP problem of xed size. In particular, every 0-1 POP in n variables is equivalent to an SDP problem in 2 n − 1 variables (generated by the n-th SDP relaxation). Later, Parrilo [Par02] extends Lasserre's results to the case where the feasible region of POP is an arbitrary nite set. He required that the set {x ∈ C n : h i (x) = 0 (i = 1, . . . , k)} to be nite and that the ideal I generated by h 1 (x),..., h k (x) to be radical, and proved that every polynomial nonnegative on the feasible region belongs to the quadratic module generated by the equality constraints and inequality constraints. As a consequence, the sum of squares relaxation is exact for some proper nite supports. However, a prerequisite for obtaining the SDP representation is to completely enumerate all feasible solutions of the given POP. Laurent [Lau04] presented a new SDP relaxation which involves combinatorial moment matrices. When the polynomial equality constraints have a nite set of complex solutions, without assuming that the ideal I generated by the equality constraints is radical, she extended Parrilo's results furthermore and proved that the POP can be reformulated as a nite SDP problem. She then proved the convergence of the sum of squares relaxations in the case where I is radical (i.e. the result of [Par02] ) and in the case where the equality constraints construct a Groebner basis of I. The combinatorial moment matrices involved in her method are indexed by a basis of the quotient space R[x]/I. Hence they have smaller size comparing to the size of the classical moment matrices, though, the formulation of combinatorial moment matrices requires a considerable computational cost.
After some preparation of the dense and sparse SDP relaxation method for POP in Section 2, we show how to reduce the dimensions of psd matrices in these relaxations in Section 3, how to add valid equality constraints to POP in Section 4, and report numerical results in Section 5. Concluding discussions are given in Section 6.
Preliminaries
Let R n denote the n dimensional Euclidean space, and Z n + the set of nonnegative integer vectors in R n . A real-valued polynomial t : R n → R is dened as follows.
Let S ⊂ Z n + be a nonempty nite set. Assuming that for each α ∈ S, a real value t α is given, we have t(x) = α∈S t α x α , where
n . The support of t is dened by supp t = {α ∈ S, t α = 0}, and the degree of t by deg t = max α∈supp t |α|, where |α| =
We say that α < lex β and x α < lex x β for α, β ∈ Z n + , x ∈ R n if, in the vector α − β the left-most nonzero entry is negative.
In the following, the elements of a nite set S ⊂ Z n + are always arranged in the lexicographical order mentioned above.
For a symmetric square matrix A, A O means that A is positive semidenite.
we introduce the following PSDP (polynomial SDP) problem which is to lead to a dense SDP relaxation or a sparse SDP relaxation:
n is a feasible solution of POP , then it is feasible to PSDP , since
. . , r, j = 1, . . . , p, l = 1, . . . , k), therefore any feasible solution of PSDP will be feasible to POP . Moreover, the objective functions of POP and PSDP are the same. Consequently, PSDP is equivalent to POP .
We can rewrite PSDP as:
where S C1 , . . . , S Cr , S G1 , . . . , S Gp , S H1 , . . . , S H k are nite subsets of Z n + and M α , M α , M α are symmetric square matrices, deriving from the coecients of polyno-
Let SDP denote the SDP resulting from PSDP by linearization, i.e. by replacing each monomial x α in (4) by a new variable y α ∈ R:
We say that SDP is a SDP relaxation of POP in relaxation order N . This SDP represents a dense SDP relaxation ( [Las01b] ) or a sparse SDP relaxation
Proposition 1. If POP has an optimal solutionx, then SDP has a nonempty feasible solution set. Moreover, the optimal value of SDP is a lower bound for that of POP .
Proof. Letȳ α =x α , then (ȳ α ) is a feasible solution of SDP . Moreover, the objective value of SDP at (ȳ α ) is equivalent to the optimal value of POP . The conclusion follows since SDP is a minimization problem.
The dimensions of the symmetric square matrices appearing in SDP are determined by the cardinality of C i , G i and H i as follows:
Lasserre introduces in [Las01b] a hierarchy of SDP relaxations, which we call dense relaxations in this paper, since C i , G i , H i are set as the largest possible ones, i. e. given N , referring to (2):
The hierarchy of dense relaxations provides a sequence of SDP whose associated optimal values asymptotically converge to the global minimum of POP , under a mild assumption ([Las01b, Theorem 4.2]). In practice, the convergence is usually fast, and often nite (up to machine precision); see e.g. [HL03] . However, despite these nice features, the size of the dense relaxations grows rapidly with the size of the original POP. Typically, the dense relaxation of relaxation order N has to handle at least one psd matrix of size n + N N × n + N N , and
variables. The large size of the dense relaxations limits the applicability of the method to problems with small to medium size only.
Following Kim, Kojima, Muramatsu and Waki [KKW05, WKKM04b] , we introduce the correlative sparsity. We rst observe that the number of possible mono-
, however, a polynomial in practical cases often consists of a much smaller number of monomials; that is when the polynomial is sparse. Let V = {1, . . . , n} and for a polynomial t(x), ind t = {j ∈ V : max α∈supp t α j > 0} is to denote indices of the variables appearing in t(x).
• a csp (correlative sparsity pattern) graph G = V, E is built as: {i, j} ∈ E if and only if either x i and x j appear simultaneously in a monomial of f (x) or they appear in an inequality (or equality) constraint;
• let C 1 , . . . , C r be the maximum cliques of a chordal extension of G (a chordal graph is a simple graph possessing no chordless cycles, see [Wes96] );
• let G i = Cj ⊇ind gi C j for i = 1, . . . , p;
• let H i = Cj ⊇ind hi C j for i = 1, . . . , k.
Finally, referring to (2): Lasserre [Las05] has made some (computationally) slight modication to the SDP relaxations dened in [WKKM04b] and has proved theoretical convergence of the sparse SDP relaxations under a certain condition on the sparsity pattern.
3. Contraction of semidefinite matrices
where t(x) may be 1. We will show in this section how to translate this psd constraint into a smaller one and additional equality constraints when we are given valid equality constraints on the monomial set S, i. e. given a matrix K such that:
is satised by any feasible solution x of PSDP . In Section 4, we will explain how to nd such a matrix K, given a nite set S ⊂ Z n + . Assume K is of full row rank. There exists a matrix J such that
is a non-singular square matrix.
Then (8) is equivalent to
However, by (9), among the four submatrices of the psd matrix above, the Northeast, the Southeast and the Southwest must be zeros, and the Northwest psd, or equivalently:
Now let us write (8) as (14)
α∈T
Then its linearization becomes
Proposition 2. We consider the following system:
1) (16) is the linearization of (13).
2) Any solution y satisfying (16) also satisfy (15).
Proof. Premultiplying and multiplying L and L T respectively to (14), we see that (11) and (12) can be rewrote as
and its linearization
It is clear from (17), (18) and (12) that (16) is exactly the linearization of (13).
Because L is nonsingular due to (10), clearly (15) and (18) are equivalent each other.
If y satisfy (16), then the Northeast, the Southeast, and the Southwest submatrices of (18) are all zeros, and the Northwest submatrix of (18) is positive semidenite.
Therefore the positive semideniteness of the whole matrix follows.
Moreover, when K in (9) is given, we can choose J to satisfy (10) such that J (x α : α ∈ S) becomes a sub-vector of (x α : α ∈ S), as follows. Let k = |S|, e i denote the i-th row of the k×k identity matrix. Since the vector set {e 1 , e 2 , . . . , e k } is linearly independent, we can select a subset V = e i1 , e i2 , . . . ,
. .
Finally, we use vectors in the vector set V as row vectors to build the matrix J. Now, since J is a sub-matrix of the identity matrix, we have x α : α ∈S = J (x α : α ∈ S) for someS ⊂ S. Therefore (13) becomes
Note that if for the monomial set S we do not have K available to satisfy (9), then in (19) we supposeS = S and omit the equality constraint (or let K = O).
Using the technique described above, corresponding to PSDP (2), if we have the following valid equality constraints:
then we can translate PSDP into the following optimization problems:
p).
Note thatḠ i andC i are subsets of G i and C i , respectively. Though PSDP is equivalent to PSDP , the sizes of the psd matrices in PSDP are smaller than the sizes of respective psd matrices in PSDP . Let the linearizations of PSDP and PSDP be SDP and SDP , respectively, we have the following propositions.
Proposition 3. If POP has an optimal solutionx, then SDP has a nonempty feasible solution set. Moreover, the optimal value of SDP is a lower bound for that of POP .
Proof. Similar to the proof of Proposition 1.
Proposition 4. If POP has an optimal solutionx, then SDP has an optimal value larger than, or at least equal to that of SDP . The main idea in producing new valid equality constraints boils down to recognizing that the more valid equality constraints we have, the more we can reduce the size of psd matrices M Ci (x) (i = 1, . . . , r) and M Gj (x) (j = 1, . . . , p) in PSDP as we have done in Section 3. We will show how to conduct valid equality constraints for a given nite monomial set (x α : α ∈ S), S ⊂ Z n + . In other words, we nd a coecient matrix K to satisfy (9), i. e. K (x α : α ∈ S) = 0, but rst we need to conduct more valid equality constraints for POP . An equal-
Let the degree of PSDP be 2N as it is set in (2), (3). We have the following system of valid equality constraints for PSDP :
which we rewrite as
for a nite set A ⊂ Z n + and a coecient matrix C. Note that the degree of (22) is exactly N ; if deg h j > N for some j (1 ≤ j ≤ k), then we do not use that h j in the system of valid equality constraints (21) above.
To nd a coecient matrix K satisfying (9), separate A into the set B of α those contained in S and the setB of the others:
• B = S ∩ A, •B = A\B. Instead of nding valid equality constraints on (x α : α ∈ S), we can nd valid equality constraints on (x α : α ∈ B), since B ⊆ S. For appropriate submatrices C B and CB of the coecient matrix C we rewrite (22) as follows.
(23)
We need a matrix Q such that QCB = O, since premultiplying such Q to (23) we obtain the necessary valid equality constraints:
We adopt a heuristic to compute the necessary valid equality constraints faster. Let C B denote the submatrix of C B , which consists of rows of C B where corresponding rows of CB are zeros. Immediately we have:
We use this heuristic in the numerical experiments in Section 5. It works signicantly well when the equality constraints of POP are sparse, whence C in (22) is sparse and the sparsity of C B and CB in (23) follows.
Numerical experiments
We have incorporated our method into the sparse SDP relaxation method [KKW05, WKKM04b] to test its performance on large scale sparse POPs. The method is implemented on a 2.4 GHz Linux workstation with 7.5GB memory, using Sparse- Some test problems are selected from the literature and the others are generated randomly. Table 1 explains the notation used subsequently. Note that SDPobj is an eective lower bound of the optimal objective value of the POP, due to Proposition 1. Proper box constraints u ≥ x ≥ l (u ∈ R n , l ∈ R n ) are added to all test problems for computational eciency. Typical parameters of SparsePOP and SeDuMi are explained in Table 2 and Table 6 . We see that the speed-up ratio is about 1.5 ∼ 2.8.
In particular, for problem ex9_2_8, our method helps solving the problem with relaxation order 1, while the original sparse (or even dense) relaxations only solve the problem with relaxation order 2.
5.2. Linearly constrained quadratic problems. We have generated linearly constrained quadratic optimization problems with structured sparsity, following [WKKM04b] .
where, given n large enough then m is chosen properly such that:
• n 1 = 1 < n 2 < n 3 < · · · < n m < n m+1 = n, Table 7 . We see the speed-up ratio is about 7, which is remarkable. 
The coecients a ij , b ij , c j , d i are integers satisfying
Our method can solve some problems of this type with relaxation order 1 and satisfying accuracy, while the ordinary relaxation method can not. The numerical results are given in Table 8 . We see that for the rst test problem with m = 4, k = 5, the speed-up ratio is about 2825, since our method solves the problem with relaxation order 1 in 0.13 seconds, though the ordinary method requires relaxation order 2 and 367.28 seconds . For the other test problems, the ordinary relaxation method runs out of memory when trying to solve the problems with relaxation order 2. In contrast, our method can solve the problems with relaxation order 1.
These results are conclusive. The equality constraints of a POP can be used to strengthen SDP relaxations for the POP. We rst (i) induce valid equality constraints from the original equality constraints of the POP, and then (ii) use them to contract the psd matrices in the SDP relaxations. Given that the POP is sparse, these tasks are computationally cheap. This leads to notable speedup for some test cases, especially those with a large number of sparse linear equality constraints.
Theoretically, our heuristic method should work more eectively as the POP (1) involves more equality constraints. We should mention, however, that if the POP has too many equality constraints then the number of equality constraints in the SDP relaxation problem generated by our heuristic method get very large, causing instability for SDP solvers currently available. On the other hand, if the given POP has only a very few equality constraints, then the number of valid equality constraints added is a few, and our heuristic does not work eectively. Therefore, SDP solvers more stable to handle many equality constraints would be necessary for our heuristic method to demonstrate its real power.
