A partition-based framework is presented for a formal study of classification problems. An information table is used as a knowledge representation, in which all basic notions are precisely defined by using a language known as the decision logic language. Solutions to, and solution space of, classification problems are formulated in terms of partitions. Algorithms for finding solutions are modelled as searching in a space of partitions under the refinement order relation. We focus on a particular type of solutions called conjunctively definable partitions. Two level-wise methods for decision tree construction are investigated, which are related to two different strategies: local optimization and global optimization. They are not in competition but complementary to each other. Experimental results are reported to evaluate the two methods.
Introduction
Knowledge engineering is a technique to build intelligent systems. It involves integrating knowledge into computer systems in order to solve complex problems that normally require a high level of human expertise. To effectively practice knowledge engineering, a knowledge engineer requires knowledge in two main areas, namely, knowledge representation and knowledge modelling 9 . These two areas provide a conceptual basis for the study and implementation of intelligent systems. In this paper, we study knowledge engineering in a specific field, known as classification. Classification is one of the main tasks in machine learning, data mining and pattern recognition 4, 12, 14, 24 . It deals with classifying labeled objects. There are two distinct views towards the study of classification and the study of knowledge engineering. By utilizing classification, or more generally, machine learning and data mining methods, one can discover new knowledge from data automatically. This may raise new philosophical questions and promote the philosophical study of knowledge engineering. By utilizing the knowledge engineering approaches, one can inquiry into the nature of machine learning and data mining, and simulate and improve the techniques related to them. It is important to note that these two studies are interweaved.
The mainstream research of classification focuses on classification algorithms and their experimental evaluations 1, 2, 3, 7, 11, 13, 15, 17, 18, 20 . In comparison, less attention
Partition-based Framework for Classification
In this section, we introduce the concepts of information tables for knowledge representation. Based on the notion of partition, many concept spaces can be defined. The partition-based framework can be applied to classification tasks, and finding a solution to a classification problem can be modelled as a search for a partition in a certain partition space. 
Information tables and definability of sets
An information table provides a convenient way to describe a finite set of objects by a finite set of attributes. It deals with the issues of knowledge representation for classification problems 6, 16, 23 . Basic definitions related to information tables are summarized as follows.
Definition 1. An information table S is the tuple:
where U is a finite nonempty set of objects, At is a finite nonempty set of attributes, L is a language defined by using attributes in At, commonly known as a decision logic language 23 . V a is a nonempty set of values for a where a ∈ At, and I a : U → V a is an information function.
For an attribute a ∈ At and an object x ∈ U , I a (x) denotes the value of x on a. In general, for a subset A ⊆ At of attributes, A = {a 1 , . . . , a m }, I A (x) stands for the value of x on the attribute set A, and I A (x) = (I a 1 (x), . . . , I a m (x)) is a vector. Definition 3. In an information table S, the satisfiability of a formula φ by an object x, written as x |= S φ, or in short x |= φ if S is understood, is defined as follows:
(1)
x |= ¬φ iff not x |= φ,
Definition 4. If φ is a formula, the set m S (φ) defined by
is called the meaning of the formula φ in S. If S is understood, we simply write m(φ).
The meaning of a formula φ is the set of all objects having the properties expressed by the formula φ. A connection between formulas of L and subsets of U is thus established.
Definition 5.
A subset X ⊆ U is called a definable granule in an information table S if there exists at least one formula φ such that m(φ) = X. For a subset of attributes A ⊆ At, X is an A-definable granule if there exists at least one formula φ A using only attributes from A such that m(φ A ) = X.
The notion of definability includes two meanings: (1) The set X of objects satisfies φ, denoted as x |= φ, for all x ∈ X, (2) All the objects possessing φ are in X. The notion of definability of subsets in an information table is essential to data analysis. In fact, definable subsets are the basic units that can be described and discussed, upon which other notions can be developed.
In many classification algorithms, one is only interested in formulas of a certain form. Suppose we restrict the connectives of language L to only conjunction ∧. Each formula is a conjunction of atomic formulas, and such a formula is referred to as a conjunctor.
Definition 6. A subset X ⊆ U is a conjunctively definable granule in an information table S if there exists a conjunctor φ such that m(φ) = X.
Similarly, we can define the disjunctive definable granules and other classes of definable sets 26 .
Partitions in an information table
Classification involves the division of the set U of objects into many classes. The notion of partitions provides a formal means to describe classification.
Definition 7.
A partition π of a set U is a collection of nonempty, and pairwise disjoint subsets of U whose union is U . Subsets in a partition are called blocks.
Different partitions may be related to each other. We can define an order relation on partitions.
Definition 8.
A partition π 1 is a refinement of another partition π 2 , or equivalently, π 2 is a coarsening of π 1 , denoted by π 1 π 2 , if every block of π 1 is contained in some blocks of π 2 .
The refinement relation is a partial order, namely, it is reflexive, antisymmetric, and transitive. This naturally defines a refinement order on the set of all partitions, and in fact forms a partition lattice Π(U ). Given two partitions π 1 and π 2 , the meet of their blocks, π 1 ∧ π 2 , are all nonempty intersections of a block from π 1 and a block from π 2 . The join of their blocks, π 1 ∨ π 2 , are the smallest subsets which are exactly a union of blocks from π 1 and π 2 . The meet, π 1 ∧π 2 , is the largest refinement partition of both π 1 and π 2 ; the join, π 1 ∨ π 2 , is the smallest coarsening partition of both π 1 and π 2 .
We extend the notion of definability of subsets to the definability of partitions. The family of all definable partitions is denoted by Π D (U ), which is a subset of Π(U ). For each partition, the blocks are pairwise disjoint, and their union is U . The refinement relation exists among these partitions. For instance, π 2 π 1 since every block of π 2 is contained in some block of π 1 . Similarly, we can observe π 4 π 1 . We can also observe that,
In the information 4 } in the partition π 1 has to use a disjunction (e.g. C = 1 ∨ A = 1) or a negation (e.g. ¬(A = 0 ∧ B = 0 ∧ C = 0)) to define.
Definition 11.
A partition is called a tree definable partition π tree if there exists a tree that induces the partition.
In an information table, we can partition the universe by using a tree. An internal node is labelled by an attribute, a branch from the node is labelled by a value of that attribute, a leaf consists of a subset of objects. For an internal node a and a branch v, we can form a formula a = v. All objects in a leaf satisfy the conjunction of conditions from the root to the leaf. Thus, a leaf is a conjunctively definable granule. The family of all leaves forms a partition of the universe. The tree definable partitions have been used extensively in machine learning 17 . The family of all tree definable partitions is denoted by Π tree (U ), which is a subset of Π CD (U ). Suppose that attribute A is used for constructing a partition. By adding A to the conjunctor, the universe U is partitioned by A into three blocks, labelled by A = a 1 , A = a 2 and A = a 3 , respectively. Suppose, attribute B is then used for the block A = a 1 , and attribute C is used for the block A = a 2 and A = a 3 . Attribute B is added to the block A = a 1 to form two finer blocks,
Similarly, attribute C is added to the block A = a 3 to form two finer blocks, A = a 3 ∧ C = c 1 and
For each block there is an attribute for the further partition. The partition can be continued until the user is willing to stop or no more finer granules can be found. Every block is conjunctively defined by attribute-values, the blocks form a tree structure. As a result, each level of the tree can use different attributes, and the same attributes can appear at different levels. Figure 1 demonstrates one of such trees associated with the tree definable partition.
Definition 12. For a set of attributes A ⊆ At, let π A denote the partition defined by A. The corresponding equivalence relation E A is defined by
The corresponding partition is called an attribute-induced partition, more specifically, an A-induced partition.
The attribute-induced partitions have been studied in databases 8 and rough set theory 16 . Clearly, π ∅ = U is the coarsest partition, and π At is the finest partition, for any A ⊆ At, we have π At π A π ∅ . The family of all attribute-induced partitions forms a partition lattice Π attr (U ), which is a subset of Π tree (U ).
Example 3:
We use the same information Table 2 , by adding the attribute A to the conjunctor, the universe U is partitioned by A into A = a 1 , A = a 2 and A = a 3 three blocks. By adding the second attribute B to each conjunctor, each block is partitioned into two finer blocks, labelled by
respectively. Same as the tree definable partition, the attribute-induced partition can be continued by adding more attributes to the conjunctors, until the user is willing to stop or no more finer partitions can be found. Every block is conjunctively defined by attribute-values, the blocks also form a tree structure. It is easy to identify that in an attribute-induced partition, each level of the tree has only one attribute. Therefore, a tree associated with the attribute-induced partition is a special tree in terms of the tree definable partition. We have the following connection among the partition families, they provide a formal basis of classification problems.
Classification problems and the solutions
In an information table for classification problems, we have a set of attribute At = F ∪ {class}. This kind of information tables are also called decision tables 16 . The problem can be formally stated in terms of partitions.
The consistent and inconsistent classification problems
Definition 13. A decision table is said to define a consistent classification if objects with the same description have the same class value, namely, for any two objects x, y ∈ U , I F (x) = I F (y) implies I class (x) = I class (y), otherwise, the decision table defines an inconsistent classification.
The partition π class is not always definable by a descriptive attribute set A ⊆ F . If π class is not definable then the decision table does not define a consistent classification. Therefore, the purpose of a classification task can be understood as a search for precise or approximate descriptions of π class defined by A ⊆ F .
The deterministic and probabilistic solutions
In the partition-based framework, we can easily define a deterministic solution to a classification problem. Suppose π is a deterministic solution to a classification problem, namely, π π class . For a pair of equivalence classes X ∈ π and C j ∈ π class with X ⊆ C j , we can derive a classification rule Des(X) =⇒ Des(C j ), where Des(X) and Des(C j ) are the formulas that describe sets X and C j , respectively.
In many practical situations, one is satisfied with an probabilistic solution of a classification problem instead of a deterministic solution; in other practical situations, one may only obtain probabilistic solutions since the partition π class is not consistently defined by the given decision table. Therefore, we define the probabilistic solution to the inconsistent classification problem.
+ be a function such that ρ(π, π class ) measures the degree to which π π class is true, where + are non-negative reals. For a threshold α, a partition π is said to be a probabilistic solution if ρ(π, π class ) ≥ α.
Suppose π is a probabilistic solution to a classification problem. For a pair of equivalence classes X ∈ π and C j ∈ π class , we can derive a classification rule Des(X) =⇒ ρ(X, C)Des(C j ), where Des(X) and Des(C j ) are the formulas that describe sets X and C j , respectively.
The measure ρ can be defined to capture various aspects of classification. Two such measures are discussed below. They are the ratio of sure classification (RSC), and the accuracy of classification.
Definition 16. For the partition π = {X 1 , X 2 , . . . , X m }, the ratio of sure classification (RSC) by π is given by:
where | · | denotes the cardinality of a set. The ratio of sure classification represents the percentage of objects that can be classified by π without any uncertainty. The measure ρ 1 (π, π class ) reaches the maximum value 1 if π π class , and reaches the minimum value 0 if for all blocks X i ∈ π and C j ∈ π class , X i ⊆ C j does not hold. For two partitions with π 1 π 2 , we have
Definition 17. For the partition π = {X 1 , X 2 , . . . , X m }, the accuracy of classification by a partition is defined by:
where
The accuracy of π is in fact the weighted average accuracies of individual rules. The measure ρ 2 (π, π class ) reaches the maximum value 1 if π π class . A deterministic solution is special case of a probabilistic solution with ρ 1 = 100% and ρ 2 = 100%.
The above mentioned two measures are only two examples for evaluating the classification performance. Additional measures can be defined based on the properties of partitions. For example, many quantitative measures and informationtheoretic measures can be used 25, 28 . If the partition π F is a deterministic solution to a classification problem, namely, π F π class , then the problem is a consistent classification problem; if π F is a probabilistic solution with respect to a pair of ρ and α < 100%, then the problem is inconsistent classification.
If the classification problem is consistent, we can either search for deterministic or probabilistic solutions to it; if the classification problem is inconsistent, only probabilistic solutions can be obtained.
The solution space
Let the set of partitions Π sol be the set of all solutions, including the deterministic and probabilistic solutions. Π sol is a subset of the set of partitions, and Π sol forms a solution space. The relationship between the partition-based solution space and the partition-based search spaces is illustrated in Figure 3 . Some search spaces are too broad to be practically useful. solutions π 1 and π 2 , π 1 ∧ π 2 is also a solution. The solution space Π sol is closed under meet subset. In most cases, we are interested in the most general solutions.
Classification as searching
Conceptually, finding a solution to a decision tree classification problem can be modelled as a search for a partition π in the whole partition space Π D under the order relation . A difficulty with this straightforward search is that the space is too large to be practically applicable. One may avoid such a difficulty in several ways. For instance, one can search the space of conjunctively definable partitions. The general classification method by conjunctively definable partition approach can be described as:
Continue to search for a finer partition of π by adding one more attribute unless
No more finer partitions can be found.
In particular, in searching the conjunctively definable partitions, two special search spaces deserve consideration, namely, the family Π tree of the tree definable partitions, and the family Π attr of the attribute-induced partitions. Strategy 1: The ID3 algorithm is considered as the milestone of the decision tree method 17 . There are many variants of ID3 and its later version known as the C4.5 algorithm 18 . In this paper, we refer to them as the ID3-like algorithms. The ID3-like algorithms search the space of tree definable partitions (Π tree , refer to Figure 3 ). Typically, a classification is constructed in a depth-first manner until the leaf nodes are subsets that consist of elements of the same class with respect to class. By labeling the leaves by the class symbol of class, we obtain a commonly used decision tree for classification. The bias of searching solutions in the space of tree definable partitions is to find the shortest tree.
Strategy 2: Searching solutions in the space of attribute-induced partitions (Π attr , refer to Figure 3) can be achieved by breadth-first classification methods 16, 22 . Suppose all the attributes of F have the same priorities. The goal of solution searching is to find a subset of attributes A so that π A is the most general solution to the classification problem.
Algorithms of breadth-first classification are studied extensively in the field of rough set. The important notions of rough set based approaches are summarized below:
Definition 18. An attribute a ∈ A is called a core attribute, if π F −{a} is not a solution, i.e., ¬(π F −{a} π class ). A reduct is a set of attributes, that individually necessary and jointly sufficient for classification. There may exist more than one reduct. Each reduct provides one solution to the classification problems. A core attribute must be presented in each reduct, namely, a core attribute is used in every solution to the classification problem. The set of core attributes is the intersection of all reducts. The bias of searching solutions in the space of attribute-induced partitions is to find a set of attributes that is, or close to a reduct.
Conceptually, one can combine these two searches together, i.e., construct a classification tree by using a selected attribute set. This enables us to compare the two types of methods in the same setting in the next two sections. The comparison leads to the introduction of level-wise construction of decision trees.
Level-wise Construction of Decision Trees
Two level-wise construction methods are discussed in this section. The term of "level-wise" is proposed corresponding to the term of "depth-first". It constitutes two different kinds of search methods, either parallelized depth-first search, or breadth-first search.
Most of the existing ID3-like algorithms perform the depth-first construction of a decision tree. Mitchell pointed out that the ID3-like algorithms can be conceptually interpreted in a breadth-first manner 14 . That is, all nodes are split in one level before moving to another level. Since the partition of a node is independent of the other nodes, the depth-first method can be easily parallelized. Examples of such algorithms are SLIQ 11 and SPRINT 20 . The parallel computation applies special data structures, and can improve the efficiency of classification. In this paper, we propose a simple breadth-first algorithm called LID3 as a level-wise construction version of ID3. Intuitively, both ID3 and LID3 are understood as searches in the tree definable partition space. LID3 results the same tree structure as the ID3 tree, but judges the overall performance of classification (such as ρ 1 RSC and ρ 2 accuracy) in a level-wise fashion. The criteria used by ID3-like methods are based on local optimization. That is, when splitting a node, an attribute is chosen based on information only about this node, but not on any other nodes in the same level. The consequence is that nodes in the same level may use different attributes, and moreover, the same attribute may be used at different levels.
In comparison with local optimization, one may think of global optimization by considering all the nodes in the same level at the same time. A breadth-first method, called kLR, is thus proposed in this paper, by extending the 1R algorithm proposed by Holte 5 . kLR is a search in the attribute-induced partition space, it chooses the attribute for all nodes in the same level. While LID3 produces the same tree as the depth-first ID3 algorithm, kLR produces a different tree. There are practical reasons for a breadth-first method. From an extensive experimental study, Holte suggested that simple classification rules perform well on many commonly used datasets 5 . In particular, Holte showed that simple rules consisting of one attribute performed reasonably well. Conceptually, such 1R rules correspond to the first level of the decision tree. By extending 1R rules, we introduce the notion of kR rules, where k stands for the number of attribute used. The kR rules can be obtained by restricting the decision tree to k levels. The main categories of decision tree construction methods are shown in Figure 4 . 
The LID3 algorithm
The ID3 algorithm starts with the entire set of objects and is recursively partitioned by attributes, until each block is a subset of objects belong to one class 17 . A levelwise construction method of ID3, LID3, searches solutions in the tree definable partitions, and is described in Figure 5 .
The selection criterion used by ID3 is an information-theoretic measures called conditional entropy. Let S denote the set of objects in a particular node at level (k − 1). The conditional entropy of class given an attribute a is denoted by:
where the subscript S indicates that all quantities are defined with respect to the set S. An attribute with the minimum entropy value is chosen to split a node. For the sample decision table given by Table 3 , we obtain a decision tree and its analysis of RSC and accuracy are illustrated in Figure 6. 
The kLR algorithm
Recall that a reduct is a set of individually necessary and jointly sufficient attributes that correctly classify the objects. The kLR algorithm, described in Figure 7 , can find a reduct, or a subset of conditional attributes that is close to a reduct. The kLR algorithm searches in the attribute-induced partitions.
Note that when choosing an attribute, one needs to consider all the inconsistent nodes. In contrast, LID3 only considers one inconsistent node at a time.
Conditional entropy can also be used as the selection criterion γ. In this case, the subset of examples considered at each level is the union of all inconsistent nodes. Let A (k−1) be the set of attributes used from level 0 to level (k − 1). The next attribute a for level k can be selected based on the following conditional entropy: The use of A (k−1) ensures that all inconsistent nodes at level k − 1 are considered in the selection of level k attribute 22 . The resulting tree of the kLR algorithm is similar to the oblivious decision tree, i.e., given an order of the attributes, all nodes at one level are tested and partitioned by the same attribute 10 . While the order is not given, we can use the function γ : At −→ to decide an order. The criterion γ can be one of the information measures, for example, conditional entropy (as shown above) or mutual information, which indicate how much information the attributes contribute to the decision attribute class; or the statistical measures, for example, the χ 2 test, which indicate the dependency level between the test attribute and the decision attribute class. We can get such an order by testing all the attributes. The constant ordering applied by the oblivious decision tree is not enough. We need to update the order level by level. There are two reasons for level-wise updating. First, one can stop further construction when the deterministic solutions or the probabilistic solutions are found. The search space is possibly changed at different levels. Second, for each test that partitions the search space into uneven-sized blocks, the value of function kLR: A breadth-first level-wise construction method γ is the sum of the function value of γ for each block multiplies the probability distribution of the block. Consider the earlier example, based on the conditional entropy, the decision tree is built by the kLR algorithm. The analysis of RSC and accuracy is summarized in Figure 8 .
Comparing the two level-wise decision tree construction methods, we notice that kLR can construct a tree possessing the same RSC and accuracy as the LID3 decision tree with fewer attributes involved. In this example, the set of attributes {A, B, D} is a reduct, since π {A,B,D} π class , and for any proper subset X ⊂ {A, B, D}, ¬(π X π class ).
Experimental Evaluations
In order to evaluate level-wise construction methods, we choose some well-known datasets from the UCI machine learning repository 21 . The SGI MLC++ utilities 2.0 is used to discretize the datasets into categorical attribute sets 19 . The selected datasets and their descriptions are shown in Table 4 .
ID
Name # of objects # of attributes # of classes Classification 
Dataset 1:
Credit is a discretized, inconsistently classified dataset with 15 attributes and 690 records. The detail experiment results are reported in Figure 9 .
Reading the top table of Figure 9 we notice that, both LID3 and kLR reach the same RSC and accuracy at the first level. This is because they both apply the conditional entropy as the attribute selection criterion within the entire set of conditional attributes. Also, both LID3 and kLR reach the same RSC and accuracy at the last level, level 15. This is because for the inconsistence classification tasks, classifiers will not stop searching for a better solution until all the conditional attributes are used. The classifiers reach the same performance. kLR generates more rules than its counterpart. Comparing the same level, kLR performs inferior in terms of RSC and accuracy than LID3 (except RSC in level 2). However comparing the trees where the same number of attributes are used, kLR obtains higher RSC and accuracy values. For example, by using three and five attributes, kLR has a competitive RSC and accuracy to LID3, while adding up to 14 attributes at the 14th level, kLR has sufficient higher RSC and accuracy than LID3 in level 4, where 14 attributes are also used. The comparison with respect to level and the number of attributes are plotted in Figure 9 . The two figures in the upper row compares RSC and accuracy The difference between RSC and accuracy at the same level of the LID3 tree is distinctly smaller than that of the kLR tree. For example, starting from level 7 of the LID3 tree, RSC and accuracy are very close to each other. It is up to level 12 for the kLR tree to produce the distinction. This indicates that LID3 is more biased towards generating a more deterministic solution. That also indicates that for Dataset 1 at least 12 attributes are required to achieve a relatively deterministic solution.
If we want the algorithms to reach a certain performance, for example, RSC is not lower than 90%, or accuracy is greater than or equal to 95%, then the search is stopped when such a criterion is reached. This is also called the pre-pruning method. By using pre-pruning method, the experiment results of Dataset 1 are plotted by the last table in Figure 9 . According to the first row of the table, to reach an RSC greater than or equal to 85%, LID3 needs to construct a tree of 6 levels with 14 attributes; kLR needs to construct a tree of 11 levels, but only requires 11 attributes. It shows, although kLR has higher computing complexity, it does reach a certain classification performance by using less attributes.
Dataset 2: Cleve is a discretized, inconsistently classified dataset with 13 attributes and 303 records. We also search for a probabilistic solution. The experiment results of this dataset presents the same fashion. Comparing the trees with same number of attributes being used, we can observe that the kLR tree demonstrates much higher RSC and accuracy than the LID3 tree. For example, when eight attributes are used, kLR has RSC=81.85% and accuracy=94.72%, LID3 has RSC=19.80% and accuracy=86.80%. The kLR tree consists of 11 attributes. The experiment results are reported in Figure 10 .
Dataset 3: Vote is a discretized, consistently classified dataset with 16 attributes and 435 records. We search for the deterministic solution. In the case of LID3, the tree is 8 levels with 15 attributes for 100% of RSC and accuracy. In the case of kLR, we can reach the same level of RSC and accuracy by a 11-level-tree with 11 attributes. The experiment results are reported in Figure 11 .
Suppose we use a hybrid algorithm, i.e., first use kLR to generate a selected attribute set, consisting of 11 attributes as we mentioned above, then use LID3 to generate an LID3 tree with local optimization. The statistics of such a hybrid tree is shown in Table 5 . It demonstrates that we can use the hybrid algorithm to generate a short tree with high classification performance and less attributes.
The same experiments can be carried out on the other datasets. From the results of experiments, we have the following observations. The difference of local and global selection causes different tree structures. Normally, LID3 may obtain a shorter tree as shown in the above three experiments. On the other hand, if we restrict the height of decision trees, LID3 may use more attributes than kLR. With respect to the RSC measure, LID3 tree is normally better than kLR tree at the same level. With respect to the accuracy measure, LID3 tree is not substantially better than kLR tree at the same level. With respect to different levels of two trees with same number of attributes are used, kLR obtains much better accuracy and RSC than LID3. The comparisons are summarized in Table 6 . LID3 generates a more deterministic solution than kLR. The main advantage of kLR method is that it uses fewer number of attributes to achieve the same level of accuracy. A hybrid algorithm uses the subset of attributes (suggested by kLR) to generate a short tree with level-wise higher RSC and accuracy (achieved by LID3).
LID3 kLR length of tree shorter longer # of attributes more less # of blocks less more RSC/level k higher lower Accuracy/level k higher lower RSC/n attributes lower higher Accuracy/ n attributes lower higher Table 6 . Comparison of the LID3 trees and the kLR trees.
Conclusion
In this paper, we develop a formal partition-based framework for decision tree classification method. Within the framework, we are able to define precisely and concisely many fundamental notions. All the information is stored in a decision Four specific partition spaces can be distinguished. They are definable partitions, conjunctively definable partitions, tree definable partitions, and attribute-induced partitions. Finding solutions of decision trees can be understood as a search in the tree-definable partition spaces and the attribute-induced partition spaces. An important observation is: every decision tree can be mapped to a partition. On the other hand, not all partitions can be represented in a tree structure, since the blocks of a partition may not be definable, or not definable in a conjunctive form. Even if they are conjunctively definable, they may not be able to form a tree structure. In fact, we have a many-to-one mapping between a decision tree and a tree definable partition. We define the different types of classification tasks and solutions. The structure of solution space is studied. The connections between the partition-based search spaces and the solution space are established. Two level-wise construction methods for decision tree construction are suggested in the partition-based framework: a parallelized depth-first version of ID3, called LID3, searches the space of the tree definable partitions; and a breadth-first method, called kLR, searches solutions in the attribute-induced partitions. Experimental results are reported to compare these two methods. The results are encouraging. They suggest that one needs to pay more attention to the less studied level-wise construction methods.
