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We use two different methods, the Hirsch-Fye quantum Monte Carlo simulation and the slave-
boson mean field analysis to estimate the effect of spin-orbit coupling on the Kondo temperature in
a quantum wire. In quantum Monte Carlo simulation, we calculate the product of spin susceptibility
and temperature for different spin-orbit couplings and impurity energies. The variation of the Kondo
temperature is estimated via the low temperature universal curves. In the mean field analysis, the
Kondo temperature is estimated as the condensation temperature of slave-boson. Both the two
methods demonstrate that the Kondo temperature is almost a linear function of the spin-orbit
energy, and that the Kondo temperature is suppressed by the spin-orbit coupling. Our results are
dramatically different from those given by the perturbative renormalization group analysis.
PACS numbers: 72.10.Fk, 71.70.Ej, 72.15.Qm
I. INTRODUCTION
Spin-orbit coupling1 (SOC), the interaction between a
quantum particle’s spin and the effective magnetic field
induced by its (orbital) motion, has attracted much at-
tention as an useful tool for the realization of spintronics
in the last few decades2–4. In recent years, SOC plays
an important role in the topological nontrivial quan-
tum materials, e.g., topological insulator5,6, topological
superconductor7, quantum anomalous Hall effect8, Weyl
semimetal9, Majorana fermion10,11, etc. Magnetic dop-
ing in these systems is an efficient method to tune and
control the transport properties for some of these sys-
tems, e.g. breaking the time-reversal symmetry and in-
ducing a finite band gap on the surface of topological
insulator.
The Kondo effect in some of these SOC systems
has been theoretically investigated12 and experimentally
confirmed13. However, as a fundamental problem, the
effect of SOC on the Kondo temperature is still unclear
as far as we know. In recent years, several theoretical
works have investigated this problem14–20. By studying
the standard Kondo model in a two-dimensional electron
gas, Malecki14 conclude that the Kondo effect is robust
against Rashba SOC. However, it is demonstrated15,21
that the standard Kondo model in SOC systems is incom-
plete. Under a generalized Schrieffer-Wolff transforma-
tion of the Anderson impurity model in two-dimensional
electron gas with Rashba SOC, Zarea et al.15 find that, in
addition to the usual Kondo interaction, these is another
Dzyaloshinskii-Moriya interaction between the magnetic
impurity and the conduction electrons. Using the per-
turbative renormalization group analysis, they conclude
that the Kondo temperature is exponentially enhanced
by the SOC. However, both the numerical renormaliza-
tion group calculation16,18 and the quantum Monte Carlo
simulation20 show that the Kondo temperature is almost
a linear function of the spin-orbit energy.
Recently, Sousa et al.21 find that the effect of SOC
on the Kondo temperature in the one-dimensional quan-
tum wire is special due to the discontinuity of the fermi
surface. In addition to the traditional spin-flipping scat-
tering and the Dzyaloshinskii-Moriya interaction in SOC
system, there is another process for one-dimensional
quantum wire, the Elliott-Yafet scattering. The combi-
nation of these two processes, Dzyaloshinskii-Moriya in-
teraction and Elliott-Yafet scattering, makes the Kondo
temperature exponentially enhanced by the SOC. How-
ever, these conclusions are based on the perturbative
renormalization group analysis, a non-perturbation study
is still opening. In this paper, we use the Hirsch-
Fye quantum Monte Carlo (HFQMC) simulation and
the slave-boson mean field theory (SBMF) to study the
single-impurity Anderson model in quantum wire with
both Rashba and linear Dresselhaus SOC, and estimate
the effect of the SOC on the Kondo temperature.
The rest of the paper is organized as follows. We
present the Anderson impurity model in Sec. II. The
HFQMC simulations are given in Sec. III. Sec. IV
presents the formulation and results of the SBMF anal-
ysis. A discussion is given in Sec. V.
II. MODEL HAMILTONIAN
The single-impurity Anderson model in quantum wire
with Rashba and linear Dresselhaus SOC is formulated
as, H = Hwire +Hdot +Hhyb, where,
Hdot =
∑
s=↑,↓
εdns + Un↑n↓, (1)
describes the quantum impurity, in which s =↑, ↓ refer
to the spin-up and spin-down impurity states, ns = d
†
sds
is the occupation number of spin-s state, d†s and ds are
the creation and annihilation operators of the spin-s im-
purity state, respectively. U is the Hubbard interaction
between the occupied spin-up and spin-down states on
the impurity energy level εd. The Hamiltonian of the
2quantum wire is given by,
Hwire =
∑
k,ss′
[εk + k (γDσ
x
ss′ − γRσ
y
ss′ )] c
†
kscks′ , (2)
where k is the wave-vector of the conduction electron
state along the z axis, εk = ~
2k2/2m∗−EF is the kinetic
energy represented with effective mass m∗. EF is the
Fermi energy. γR and γD are the Rashba and the linear
Dresselhaus SOC. σ(x,y) are the first two Pauli matri-
ces. c†ks and cks are the creation and annihilation opera-
tors of the electron state with wave-vector k and spin s.
The hybridization between the isolated impurity and the
quantum wire is represented as,
Hhyb =
∑
ks
(
Vkc
†
ksds + V
∗
k d
†
scks
)
, (3)
where Vk is the hybridization matrix element. With-
out loss of generality, we assume that the hybridization
is short ranged, so that Vk is wave-vector independent,
Vk = V .
The conduction band electron states in the quantum
wire can be integrated out to get the partition function
of the impurity states,
Z =
∫
Dd†sDdse
−S , (4)
S =
∫ β
0
dτ
[
d†s
(
∂
∂τ
+ εd +Σd
)
ds + Ud
†
↑d↑d
†
↓d↓
]
, (5)
where β = 1/kBT is the inverse temperature, kB is the
Boltzmann constant. The effect of the conduction band
electron states is included in the self-energy of the impu-
rity states, Σd. In the imaginary-frequency representa-
tion, the self-energy is given in the following form,
Σd(iωn) = −
i Γ sgn[Im(iω)]√
2(iωn + EF ) + Eγ
, (6)
where Γ = ρV 2 is the hybridization strength in the con-
ventional form, ρ is the density of states (DOS). ωn =
(2n+1)pikBT is the Matsubara frequency of Fermion. It
is easy to check that, the total DOS of the non-interacting
quantum wire, ρ(ε) = ρ↑(ε)+ρ↓(ε), is proportional to the
imaginary part of Σd(ε + i0
+). In the non-interacting
limit, U → 0, the imaginary-time free Green’s function
of the impurity state is given by the Fourier transforma-
tion,
G0(τ) =
1
β
∑
n
e−iωnτ [iωn + EF − εd − Σ(iωn)]
−1
. (7)
Once we get the imaginary-time free Green’s function,
we can use the HFQMC method to solve the magnetic
impurity problem.
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FIG. 1. (color online) The particle number n = n↑ + n↓,
square of local moment, m2 = (n↑−n↓)
2, vacancy (1−n↑)(1−
n↓), and double occupancy (with error-bars) vs temperature.
Parameters used in the simulation: hybridization Γ = 0.05pi,
Fermi energy EF = 0.2, impurity energy level εd = −0.5,
Hubbard interaction U = 1, spin-orbit energy Eγ = 0.
III. HIRSCH-FYE QUANTUM MONTE CARLO
SIMULATION
In the HFQMC calculation, the Hubbard interaction
is simulated by the statistical average over the auxiliary
Ising pseudo-spin configurations. In the following nu-
merical simulations, all of the results are averaged over
20 independent samples, and every sample runs over
2000 HFQMC loops after warm-up. HFQMC is nu-
merical non-perturbative method, it is widely used in
the previous works, i.e. the local moment of magnetic
impurity22,23, the competition between Kondo screen
and Ruderman-Kittel-Kasuya-Yosida (RKKY) interac-
tion for two-impurity Anderson model24,25, the local
moment formation in dilute magnetic semiconductors26
and graphene27, the RKKY interaction in a topological
insulator28.
Fig 1 shows four important static physical quantities,
the particle number n = n↑+n↓, the square of local mo-
ment m2 = (n↑ − n↓)
2, the vacancy (1 − n↑)(1 − n↓),
and the double occupancy n↑n↓ vs temperature. From
this plotting, we find three results. Firstly, the particle
number n = n↑ + n↓ ≈ 1, which demonstrates that the
Hubbard interaction U = 1 is strong enough for the for-
mation of local moment states. Secondly, the square of
local moment, m2 = (n↑−n↓)
2, has a maximum point at
the intermedia region, 0.1 < T < 1, which demonstrates
that the local moment is formed in this region and fur-
ther screened in the strong correlation region, T < 0.1.
Thirdly, the statistical error bars are plotted and most of
them are too small to be observed, which demonstrates
that 20 samples and 2000 loops for each sample are ac-
curate enough for this problem.
Now we consider the effect of SOC on the Kondo tem-
perature. This situation has been studied in Ref. [21]
by using the perturbative renormalization group method.
Here we use the universal curve to study the problem. In
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FIG. 2. (color online) (a)-(c), the product kBTχ vs temperature for different impurity energies, spin-orbit energies: (a)
εd = −0.3, (b) εd = −0.5, (c) εd = −0.7. (d)-(f) the product kBTχ vs rescaled temperatures corresponding to (a)-(c),
respectively. Model parameters used in these simulations: Γ = 0.05pi, U = 1.0, EF = 0.2, h = 0.
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FIG. 3. (color online)(a) The variation of Kondo temperature
TK vs spin-orbit energy Eγ for three different impurity ener-
gies ε = −0.3, −0.5, −0.7, fitted from Fig. 2. (b) The DOS
for different spin-orbit energies from Eγ = 0 to Eγ = 0.7.
the seminal paper [29], the Kondo temperate is related
to the product of temperature and impurity spin suscep-
tibility via the following universal relationship,
Φ[4kBTχ(T )− 1] = ln(T/TK), (8)
where Φ is a universal function and the impurity spin
susceptibility χ(T ) is defined as,
χ(T ) =
∫ β
0
dτ〈Sz(τ)Sz(0)〉, (9)
Sz(τ) = [n↑(τ)− n↓(τ)]/2. Fig. 2 (a)-(c) show the prod-
uct of temperature and spin susceptibility vs temperature
for different parameters. According to Eq. (8), we keep
the Y-axis unchanged and the X-axis rescaled, such that
in the low temperature region (kBT < 0.1) the curves
coincide to each other. The results are plotted in Fig. 2
(d)-(f). The rescaling defines the variation of the Kondo
temperature TK(Eγ)/TK(0) vs the spin-orbit energy, as
shown in Fig. 3(a). One can find that (a) the Kondo tem-
perature TK is almost a linear function of the spin-orbit
energy Eγ , (b) the Kondo temperature is suppressed by
the spin-orbit energy. This is qualitatively different from
those given by the perturbative renormalization group
theory, which show that the Kondo temperature is ex-
ponentially enhanced by the spin-orbit energy. Quali-
tatively, this is easy to understood. Fig. 3(b) shows
the DOS for different spin-orbit energies. One can find
that, the larger spin-orbit energy will induce a smaller
DOS on the fermi surface, EF = 0.2, which demon-
strates that a lower Kondo temperature is required to
screen the local moment state. For the model (1)-(3),
our non-perturbative simulations show that the variation
of the Kondo temperature is dominated by the alterna-
tion of the DOS on the Fermi surface, rather than the
Dzyaloshinskii-Moriya interaction or Elliott-Yafet spin-
flip scattering mechanism proposed in Ref. [21].
IV. SLAVE-BOSON MEAN FIELD ANALYSIS
In order to be more persuasive, we use another ap-
proach, the SBMF method, to estimate the effect of the
SOC on the Kondo temperature. SBMF is used in the
previous studies of the Anderson impurity in the mixed-
valence regime30,31, the Anderson lattice model32–34, and
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FIG. 4. (color online) (a) The density of states of the impurity for different spin-orbit energies from Eγ = 0 to Eγ = 0.7. (b)
b20 vs temperature for different spin-orbit energies. (c) The variation of the Kondo temperature vs spin-orbit energy estimated
from the vanishing point of b20. The other parameters are chosen as EF = 0.2, Γ = 0.05pi.
the low-energy physics in strong correlation systems such
as the magnetic impurity resonance states in a d-wave
superconductor35 and iron-based superconductors36. We
consider a strong on-site Coulomb interaction on the im-
purity, U → ∞. In this limit, only the empty state and
the singly occupied states are allowed. An auxiliary bo-
son field, is introduced to reformulate the annihilation
and creation operators of the impurity state as,
ds = b
†fs, d
†
s = f
†
s b, (10)
where b† and b are the boson creation and annihilation
operators of the empty states, f †s and fs are the fermion
operators of the singly occupied states. These states ex-
pand the whole Hilbert space of the impurity with strong
Coulomb interaction, such that these operators have to
obey the local constraint b†b +
∑
s f
†
sfs = 1. Under the
mean field approximation, the local constraint is approx-
imated by adding a term λ0(b
†b +
∑
s f
†
sfs − 1) to the
model Hamiltonian, where λ0 is a Lagrangian multiplier.
The boson operators, b and b† are approximated by a
complex number b0 and its complex conjugate b
∗
0. With-
out loss of generality, here we assume that b0 is a real
number. Substituting Eq. (10) in to Eq. (1) and Eq.
(3), we get,
Hdot =
∑
s
ε˜df
†
sfs + λ0(b
2
0 − 1), (11)
Hhyb =
∑
k,s
(
V˜kc
†
k,sfs + V˜
∗
k f
†
s ck,s
)
, (12)
in the SBMF approximation, where ε˜d = εd + λ0 is the
renormalized impurity energy and V˜k = b0Vk is the renor-
malized hybridization strength. Following the procedure
presented in Sec. III, we can finish the integration over
the fermion states and get the partition function,
Z = exp
{
βλ0(1− b
2
0) + 2
∑
n
log
[
iωn − ε˜d − Σ˜d(iωn)
]}
.
(13)
The free energy is given by,
F = −
1
β
log(Z)
= λ0(b
2
0 − 1)−
2
β
∑
n
log
[
iω − ε˜− Σ˜(iωn)
]
, (14)
where the renormalized self energy is,
Σ˜(iωn) = −
i Γ˜ sgn[Im(iωn)]√
2(iωn + EF ) + Eγ
, Γ˜ = b20Γ. (15)
The parameters λ0 and b
2
0 are determined by minimizing
the free energy F . We get the following expressions,
2
β
∑
n
1
iω − ε˜d − Σ˜(iωn)
+ b20 − 1 = 0, (16)
2
β
∑
n
Σ˜(iω)
iωn − ε˜d − Σ˜(iωn)
+ λ0b
2
0 = 0. (17)
Taking the analytical continuation, iωn → ω + i0
+, we
can rewrite these expressions in the real-frequency for-
malism,
2
∫ ∞
−∞
dω
ρd(ω)
eβω + 1
+ b20 − 1 = 0, (18)
2
∫ ∞
−∞
dω
(ω − ε˜d)ρd(ω)
eβω + 1
+ λ0b
2
0 = 0. (19)
where ρd(ω) is the density of impurity states,
ρd(ω) = −
1
pi
Im Σ˜(ω)
[ω − ε˜− Re Σ˜(ω)]2 + [Im Σ˜(ω)]2
, (20)
Σ˜(ω) is the analytical continuation of Σ˜(iωn), its explicit
expression is given by,
Re Σ˜(ω) = −
Γ˜Θ(−ω − EF −
1
2Eγ)√
|2(ω + EF ) + Eγ |
, (21)
Im Σ˜(ω) = −
Γ˜Θ(ω + EF +
1
2Eγ)√
2(ω + EF ) + Eγ
, (22)
5where Θ(x) is the step function. The Kondo temperature
TK is estimated as the T that makes the slave-boson pa-
rameter b20 vanishing
33,34, the condensation temperature
of the slave-boson.
It is difficult to get the analytical solution of Eqs. (18)-
(19), here we show the numerical results. Unless other-
wise noted, in the following calculations we choose the
Fermi energy EF = 0.2, impurity energy εd = −0.5, and
hybridization strength Γ = 0.05pi. Fig. 4(a) shows the
zero-temperature density of states of the impurity, ρd(ω),
calculated using the SBMF method. We find that, in ad-
dition to the Kondo resonance peak near the Fermi sur-
face (ω = 0), there is another sharp peak. This additional
peak is induced by the divergence of the density of states
at the conduction band edge. One can find that, when
the spin-orbit energy increases from Eγ = 0 to Eγ = 0.7,
the sharp peak come from the conduction band edge
is dramatically decreased. Meanwhile, the Kondo res-
onance peak gets more sharp, which demonstrates that
the Kondo temperature is suppressed by the SOC. In or-
der to get a more quantitative result, Fig. 4(b) shows
b20 as a function of the temperature T for several values
of spin-orbit energies varying from Eγ = 0 to Eγ = 0.7.
We find that b20 is vanishing in the temperature region
0.01 to 0.1, and the Kondo temperature, TK , which is
defined as the condensation temperature where b20 = 0,
is suppressed by the spin-orbit energy. Quantitatively,
Fig. 4(c) shows the variation of TK vs spin-orbit energy
Eγ . One can find that the Kondo temperature is almost
a linear function of the spin-orbit energy, and that TK is
suppressed by the SOC. These results are consistent with
the estimation from the HFQMC simulations.
V. DISCUSSION
In this paper, we use two different methods, the un-
biased HFQMC simulation and the SBMF analysis to
study the effect of SOC on the Kondo temperature in
a quantum wire. Both the two methods show that the
Kondo temperature is suppressed by the SOC, and that
the Kondo temperature is almost a linear function of the
spin-orbit energy. Our results are qualitatively differ-
ent from the perturbative renormalization group analy-
sis. In the perturbative renormalization group analysis,
the Kondo temperature is always enhanced by the SOC,
and an exponential enhancement is predicted.
For the linear dependence of TK on the spin-orbit cou-
pling, our results are consistent with Refs. [16] and [20].
However, both Refs. [16] and [20] show that the TK can
be enhanced or depressed by SOC in the two-dimensional
electron gas system. For the one-dimensional quantum
wire, we find that the Kondo temperature is always sup-
pressed by SOC. This distinction comes from the explicit
difference of the form of DOS in the two-dimensional elec-
tron gas and the one-dimensional quantum wire. For the
two-dimensional electron gas, as shown in [16] and [20],
the DOS on the Fermi surface is invariant for different
SOCs if EF > 0. Which makes the details of εd, U , and
Γ being important, and the Kondo temperature being ei-
ther enhanced or suppressed by SOC. However, for the
one-dimensional quantum wire, the DOS on the Fermi
surface is variable for different Eγs. Further more, one
can find from Fig. 3(b) that the DOS on the Fermi sur-
face is a decreasing function of Eγ . This influence dom-
inates that the Kondo temperature is suppressed by the
SOC.
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