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A convolution quadrature method for Maxwell’s
equations in dispersive media
Ju¨rgen Do¨lz, Herbert Egger, and Vsevolod Shashkov
Abstract We study the systematic numerical approximation of Maxwell’s equa-
tions in dispersive media. Two discretization strategies are considered, one based on
a traditional leapfrog time integration method and the other based on convolution
quadrature. The two schemes are proven to be equivalent and to preserve the under-
lying energy-dissipation structure of the problem. The second approach, however,
is independent of the number of internal states and allows to handle rather general
dispersive materials. Using ideas of fast-and-oblivious convolution quadrature, the
method can be implemented efficiently.
1 Introduction
We consider electromagneticwave propagation through linear dispersivemedia. The
underlying physics are described by Maxwell’s equations
∂t d = curlh, ∂t b =−curle (1)
with e,h and d,b denoting the electric and magnetic fields and fluxes, respectively,
which are mutually related by the constitutive relations
b = µ0h, d = ε0ε∞e+p. (2)
Here ε0,µ0 are the permittivity and permeability of vacuum, and ε∞ = 1+ ε
′
∞ is the
high frequency limit of the relative permittivity. Further, p denotes the memory part
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of the polarization ptot = ε0ε
′
∞e+p, which is described in frequency domain by
pˆ(s) = ε0 χˆ(s)eˆ(s). (3)
The system is complemented by appropriate boundary and initial conditions. For
ease of presentation, we assume that e(0) = p(0) = 0 in the following. By inverse
Laplace-transform, the polarization can then be expressed in time domain by
p(t) = ε0
∫ t
0
χ(t− s)e(s)ds. (4)
We further assume throughout the paper that the susceptibility kernel χ can be writ-
ten as a superposition of simple Debye functions [4], i.e.,
χˆ(s) = ∑i χˆi(s) with χˆi(s) =
εi,s− ε ′i,∞
1+ sτi
, (5)
where τi denotes the relaxation time and εi,s, ε
′
i,∞ are the static and high-frequency
limits of the electric susceptibility of the ith component with ∑i ε
′
i,∞ = ε
′
∞. Such
multipole Debye models have been used, e.g., for the modeling of the dielectric
response of biological tissue; see [2, 5] and the references given there. In general,
the summation in (5) may be over infinitely many terms.
One of the key features of the multipole Debye model is its provable passivity,
which follows from the energy–dissipation principle [1, 12]
d
dt
E =−∑i ‖
√
τi
ε0(εi,s−ε ′i,∞)
∂t pi‖2, (6)
valid for any sufficiently smooth solution of (1)–(3) with homogeneous or periodic
boundary conditions. Here ‖·‖ is the L2-norm, furtherp=∑i pi is the decomposition
of the memory part of the polarization into its components according to (5), and
E =
1
2
(
‖√µ0h‖2+ ‖
√
ε0ε∞e‖2+∑i ‖ 1√ε0(εi−ε ′∞)pi‖
2
)
(7)
denotes the electromagnetic energy of the system. Due to the rational structure of
the transfer functions χˆi, the individual polarizations pi can be characterized equiv-
alently by the differential equations
τi∂t pi+pi = ε0(εi,s− ε ′i,∞)e, (8)
with initial values pi(0) = 0, which is the basis for various simulation methods.
Corresponding finite difference and finite element schemes have been considered,
for instance, in [1,6,9,10,12,13,17,20]. Let us note that with increasing number of
internal states pi, all methods become computationally more and more expensive.
In this paper, we consider a different approach for the numerical solution of
(1)–(3), which allows to us compute the time evolution of e, h, and p without ex-
plicitly computing the internal states pi. As indicated in [8], this can be accom-
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plished through discretization of the integral (4) by means of appropriate convolu-
tion quadratures [14, 16], instead of integrating (8) with time-differencing schemes.
The complexity of every time step is then independent of the number of internal
states pi. Moreover, using ideas of [18, 19], the additional memory cost for storing
the history of the field e can be reduced to the logarithm of the number of time steps.
The remainder of the manuscript is organized as follows: In Section 2, we briefly
discuss the discretization of (1)–(2) together with (8) by means of standard methods,
and we present a short proof of the underlying energy-dissipation structure, which
results in passivity of the discrete scheme. In Section 3, we then introduce our al-
ternative approach based on convolution quadrature, and we prove its equivalence
with the method discussed in Section 2. As a consequence, the favorable stability
properties of standard schemes are automatically inherited. In Section 4, we present
computational results for the propagation of an electromagnetic pulse across the
interface between air and human tissue and we illustrate the energy–dissipation be-
havior as well as the equivalence of the two schemes discussed in the paper.
2 Structure preserving discretization
After space discretization by appropriate finite-difference or finite-element methods
and time-discretization by the leapfrog scheme, the system (1)–(2) with polarization
components defined by (8) can be written in matrix–vector notation as
Mh dτ h
n+Cen = 0, (9)
Me dτ e
n+1/2+∑i dτ p
n+1/2
i −CT h
n
= 0, (10)
Md,i dτ p
n+1/2
i +Mp,ip
n+1/2
i = e
n+1/2, i≥ 1. (11)
The equations hold for all n ≥ 0 and are complemented by appropriate initial con-
ditions. Here un and un+1/2 are the approximations for u(tn) and u(tn+1/2) with
ts = sτ and τ denoting the time step size. Furthermore, dτ u
n = 1τ (u
n+1/2− un−1/2)
is the central difference quotient, and un = 1
2
(un+1/2+ un−1/2) the average of two
steps. Note that equation (11) was obtained from (8) after dividing by ε0(εi,s−ε ′i,∞).
For appropriate space discretization schemes, the mass matrices M∗ are sym-
metric, positive-definite, and diagonal or block-diagonal [3, 7], such that (9)–(11)
amounts to an explicit time-stepping scheme. Moreover, the method satisfies the
following discrete equivalent of the underlying energy–dissipation identity.
Lemma 1. Set ‖a‖2M = (a,a)M and (a,b)M = bTMa, and denote by
E
n =
1
2
(
(hn+1/2,hn−1/2)Mh + ‖en‖2Me +∑i ‖pni ‖2Mp,i
)
the discrete energy at time step tn = nτ . Then any solution of (9)–(11) satisfies
dτ E
n+1/2 =−∑i ‖dτ p
n+1/2
i ‖2Md,i , n≥ 0.
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Proof. By elementary computations, one can verify that
dτ E
n+1/2 =
1
2
(dτ h
n+1+ dτ h
n,hn+1/2)Mh +(dτ e
n+1/2,en+1/2)Me
+∑i(dτ p
n+1/2
i ,p
n+1/2
i )Mp,i .
Note that (a,b)M =(Ma,b) = (Mb,a)where (·, ·) denotes the Euclidean scalar prod-
uct. We then test equation (10) with en+1/2 and (11) with dτ p
n+1/2. Moreover, we
test the average of equation (9) for step n and n+ 1 with hn+1/2. This allows to
replace all terms on the right hand side of the above formula and leads to
dτ E
n+1/2 =−(Cen+1/2,hn+1/2)+ (CThn+1/2−∑i dτ p
n+1/2
i ,e
n+1/2)
+∑i(e
n+1/2−Md,idτ pn+1/2i ,dτ pn+1/2i ).
Using that (Ca,b) = (CTb,a), one can see that most of the terms drop out and we
obtain the assertion of the lemma. ⊓⊔
Remark 1. Method (9)–(11) automatically inherits the energy-dissipation principle
of the continuous problem. We therefore call it a structure-preserving discretization
scheme. The first term in the energy E can be estimated from below by
(hk+1/2,hk−1/2)Mh = ‖hk+1/2‖2Mh + τ(hk+1/2,dτ hk)Mh
= ‖hk+1/2‖2Mh − τ(Cek,hk)
≥ 1
2
‖hk+1/2‖2Mh−
τ2
2
‖Cek‖2
Mh
−1 ,
and the last term can be further bounded from below under the assumption that
τ2‖Ce‖2
Mh
−1 ≤ ‖e‖2Me. (12)
This standard CFL condition for the leapfrogmethod implies stability of the scheme
and allows to show that the energy E is a positive and symmetric quadratic func-
tional and thus induces a norm on the space of state vectors (h,e,p1,p2, . . .). To-
gether with Lemma 1, this is the basis for the error analysis of method (9)–(11); we
refer to [11] for details.
3 A convolution quadrature approach
The dimension of the state space and hence also the computational cost for comput-
ing one time step of method (9)–(11) obviously increases with increasing number
of internal states pi. We will now show that e, h, and p = ∑i pi can be computed
without explicit reference to the internal states pi, which results in an algorithm that
is independent of the number of internal states. Instead of using equation (8), we
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directly discretize the integral (4) by a convolution sum
pn = ∑
n
k=0
ωn−kek. (13)
This is the field of convolution quadrature, and we refer to [14,16] for details on the
mathematical background. As illustrated in [8], a proper choice of the convolution
weights {ωn}n≥0 allows to obtain the following equivalence statement.
Lemma 2. Let {ωn}n≥0 be the coefficients of the power series
ε0 χˆ
(
2(1−ξ )
τ(1+ξ )
)
=
∞
∑
n=0
ωnξ
n. (14)
Then the solution {hn+1/2,en,pn}n≥0 of the scheme (9)–(11) with e0 = p0i = 0 coin-
cides with the solution of the convolution-quadrature method (9)–(10) and (13).
Proof. For convenience of the reader, we briefly summarize the basic ideas of the
proof, which closely follows the arguments presented in [8]. We start by multiplying
equations (11) with ξ n and sum over all n≥ 0 to obtain
∑n≥0Md,i (
1
ξ
− 1)pni ξ n+∑n≥0Mp,i ( 12ξ + 12 )pni ξ n = ∑n≥0( 12ξ + 12 )enξ n.
An appropriate rearrangement of terms then further leads to
∑n≥0 p
n
i ξ
n = χˆi
(
2(1−ξ )
τ(1+ξ )
)
∑n≥0 e
nξ n,
with transfer function χˆi as defined in (5). Summation over all i and using p
n =∑i p
n
i
and the definition of the weights ωn then yields the assertion. ⊓⊔
Remark 2. According to the above lemma, the convolution quadrature (CQ) method
defined by (9)–(10) and (13)–(14) has the same passivity and stability properties as
the underlying difference scheme (9)–(11). Let us note that instead of the internal
states {pni }i≥0, the CQ approach utilizes the history {ek}k≤n of the electric field
values to compute the memory part pn of the polarization.
Before closing this section, we briefly comment on the practical computation of
the weights {ωn}n≥0 and the efficient realization of the proposed CQ approach.
Remark 3. Following [14,15], also see [8], the convolution weights {ωn}n≥0 can be
computed with high accuracy using fast Fourier transforms, i.e.,
ωn ≈ 1Lρn ∑
L−1
ℓ=0
χˆ
(
2
τ
1−ρeiφℓ
1+ρeiφℓ
)
e−inφℓ , φℓ = 2piℓ/L,
and the quadrature error can be controlled by appropriate choice of the parameters
L and ρ ; see [14–16] for details. The computation of all weights {ωn}Nn=0 with
machine precision requires O(N) evaluations of χˆ . If the material parameters are
inhomogeneous, then the weights ωn will also depend on the spatial variable.
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Remark 4. A straight-forward implementation of the CQ approach would require
the storage of the complete history {ek}k≤n to compute the polarization pn via (13).
By ideas of [18, 19], the required storage can be reduced to O(logN) field vectors,
leading to a fast-and-oblivious convolution quadrature (FOCQ) method. The basic
idea is to divide the convolution sum (13) into exponentially growing subsums
∑
n
k=0
ωke
n−k = ∑
L
ℓ=0∑
Bℓ
k=Bℓ−1−1ωke
n−k =:∑
L
ℓ=0
U ℓn ,
where B > 1 is an integer and we assumed for simplicity that n = BL is a power
of the basis B; otherwise the first few summands are taken into account separately.
Under certain regularity assumptions on χˆ , each subsumU ℓn can be approximated ef-
ficiently using interpolation [18] or contour integration techniques [19]. The FOCQ
algorithm thus requires only to store O(logN) historical field vectors and further
only O(logN) evaluations of the transfer function χˆ are needed.
4 Numerical illustration
In our test problem, we consider the propagation of an electromagnetic pulse across
the interface between air and human tissue. The dielectric response of the tissue
is characterized by a five-pole Debye model which was taken from [6]. Using the
notation of Section 1, the total polarization in this model is prescribed in frequency
domain by pˆtot(s) = ε0(ε
′
∞ + χˆ(s))eˆ(s) with ε
′
∞ = 3.3 and
χˆ( jω) =
8.5 ·105
1+ jω/(138pi)
+
8.19 ·103
1+ jω/(86pi ·103) +
1.19 ·103
1+ jω/(1.34pi ·106)
+
32
1+ jω/(460pi ·106) +
45.8
1+ jω/(40pi ·109) .
For our computational tests, we consider a plane wave setting, in which the fields are
of the form e = (ex,0,0), h = (0,hy,0), and pi = (px,i,0,0), and only depend time
t and the propagation direction z. Then (1)–(4) leads to a one–dimensional wave
propagation problem for unknown fields ex, px and hy. As computational domain,
we consider the interval (−1,1) and we impose periodic boundary conditions for the
electric and magnetic field. The initial values are described by ex,0(z) = px,i,0(z) = 0
and hy,0(z) = 10e
−10z2. All quantities are given in SI-units.
For the spatial discretization, we utilize piecewise linear finite elements for ex
and px,i, and piecewise constants to represent hy. Numerical integration by the vertex
rule is used for the assembling of the mass matricesMe,Mp,i, andMd,i, which leads
to a diagonal structure, and the matrixMh is diagonal automatically. In Figure 1, we
display the magnetic field component hy for the two schemes presented in Section 2
and 3 for some selected time steps. As predicted, the numerical solutions cannot
be distinguished by visual inspection; in our computations, the maximal difference
was in the order of 10−12 and thus much smaller than the discretization errors. In
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our computations we tested both, the classical CQ and the FOCQ approach, leading
to almost identical results. The latter was substantially faster, in particular for a large
numbers of time steps.
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6 E
n = 0.7833 ·10−5
(a) t = 0.977 ·10−9
0 0.2 0.4 0.6 0.8 1
0
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6 E
n = 0.7800 ·10−5
(b) t = 2.930 ·10−9
0 0.2 0.4 0.6 0.8 1
0
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6 E
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(c) t = 4.883 ·10−9
0 0.2 0.4 0.6 0.8 1
0
2
4
6 E
n = 0.6154 ·10−5
(d) t = 6.836 ·10−9
Fig. 1: Snapshots of the component hy of the numerical solution restricted to the
interval [0,1] at different time steps. The solution of the leapfrog method (9)–(11) is
drawn in red while that of the convolution-quadrature method (9)–(10) and (13) is
depicted in black. The gray area indicates the location of the dispersive medium.
From the results in Figure 1, one can also recognize the basic physical behavior:
In the initial phase, the pulse propagates through air and the total energy of the
system is conserved exactly.When impinging on the air-tissue interface, a part of the
pulse gets reflected and the rest penetrates into the dispersive medium. Propagation
in the medium is substantially slower and, moreover, energy is dissipated according
to Lemma 1. We were able to reproduce this energy balance up machine precision.
5 Summary
We presented two discretization strategies for simulating Maxwell’s equation in dis-
persive media, which were proven to be equivalent for certain classes of problems
and to comply with the underlying energy–dissipation structure of the problem. The
second scheme, which is based on a convolution quadrature approach, is indepen-
dent of the number of internal states or relaxation times, and can be applied to dis-
persive media with rather general memory kernels. This might become particularly
useful also in the context uncertainty quantification.
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