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Introduction
Polymers are complex objects displaying non-trivial structure from the scale of a (typi-
cally) carbon-carbon bond (1 A˚) to the radius of gyration of the coil (Rg ≈ 10− 100 A˚1).
Here we will be concerned with melts of simple linear polymers where the polymer coils
behave as if they were random walks (RG ∝ N where N is the degree of polymerization
of the chains). Connected with the spread in length scales is an even wider spread in time
scales: from local bond-length and bond-angle vibrations (10−15 − 10−13 s) over confor-
mational transitions between isomeric states in the dihedral potential (10−12− 10−10 s) to
the self-diffusion and overall configurational relaxation of the whole chain which for short
chains scales as N 2 times the time-scale for conformational transitions and for long chains
as N3.4 times that time-scale. With N ranging from 100 (short chains) up to 10000 and
more (long chains) these time scales cover 10−8 s up to 10 s.
The local dynamics is naturally strongly dependent on the exact chemical nature and
structure of the polymer one studies. The large scale dynamics, however, is largely univer-
sal and is described with the Rouse model whereas for longer chains the tube model and
reptation concept is employed to describe the chain dynamics2 (see also the contribution of
K. Kremer in this volume). It is easy to see that no single simulation method can capture
the physics of polymer dynamics on all these length and time scales3. To study the large
scale dynamics in polymer melts therefore, simulations of coarse-grained models - both
Molecular Dynamics (MD) and Monte Carlo (MC) methods were used - have been suc-
cessfully applied. On large length and time scales entropy dominates the physical behavior
of polymer melts giving rise to universality and therefore every model of a linear polymer
faithfully representing excluded volume between monomers as well as connectivity of the
chains can be used in computer simulation studies.
On the local scale, however, the detailed chemistry and energetics dominates structure
as well as relaxation behavior. For situations where we can ignore quantum effects (which
can, however, be important in polymer crystals4) MD simulations of chemically realistic
force fields are the method of choice to study local relaxation.
Besides the necessity for carefully optimized chemically realistic force fields there is
always the question to address whether the simulation is able to equilibrate the model
system at a given thermodynamic state point of temperature, density and chain length.
This means that the simulations mostly are limited to polymer melts well above the glass
transition temperature (or density) and to chains not exceeding the entanglement molecular
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weight.
In the next section we will introduce a simple chemically realistic force field for 1,4-
polybutadiene (PB) which we will use as our model system for the discussions in this
contribution. As this polymer is structurally simple and since there are no relevant partial
charges or specific interactions present in this polymer melt, this polymer can be quan-
titatively described by a relatively simple force field and efficiently simulated using MD
algorithms.
In section 2 we will then discuss the question of equilibration of such a system and
methods developed for efficient equilibration in a computer simulation. Section 3 will
then introduce some techniques for studying local relaxation processes in polymer melts
and describe how to implement these measurements in a computer simulation. From there
we will go in section 4 to the large scale dynamics in polymer melts as observable in
chemically realistic simulations and will finish with some conclusions in section 5.
1 A Simple Chemically Realistic Force Field for PB
Chemically realistic force fields for polymers in general have a complicated functional
form
H({ri}) =
∑
i
U(li) +
∑
j
U(ϑj) +
∑
k
U(φk)
+
1
2
∑
i,j
Udisp(rij) +
1
2
∑
i,j
UCoul(rij) + UHbond
+ cross terms between all intramolecular potentials + . . . (1)
The first line contains the intramolecular potentials for bond lengths (harmonic), bond an-
gles (harmonic) and dihedral angles, the second line contains the non-bonded interactions
due to dispersion forces, Coulomb interactions and hydrogen bonds and the third line con-
tains possible cross terms between all the intramolecular degrees of freedom. There are
force fields in the literature containing easily over 30 parameters, able to fit about the same
amount of experimental information.
C T T
Figure 1. Schematic representation of the chemical micro structure of PB indicating two types of repeat units,
cis and trans conformers.
To really understand the necessary ingredients of such a force-field, for instance to be
able to reproduce experiments on polymer melts, one best starts with very simple polymers
like polyethylene5–9, polyisoprene10, 11, polyisobutylene12 or polybutadiene13, to give just
a few selected examples. In the following we will focus on the force field used for PB13,
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see Fig.1 for a schematic representation of the chemical micro structure of the chains.
Since we are not interested in very high frequency vibrational motion, we will first of all
collapse the hydrogen atoms onto the carbons they are bound to, defining a united atom
model, and furthermore constrain the carbon-carbon bonds to their mechanical equilibrium
values. The non-bonded interactions for this polymer contain no Coulomb contribution and
no hydrogen bonding (making a united atom approach possible). The force-field we are
employing therefore has the form
H({ri}) =
∑
j
kϑj (cos(ϑj)− cos(ϑ0))2 +
∑
j
6∑
n=1
kφjn(1− cos(nφj))
+
1
2
∑
i,j
εαβ
[(
σαβ
rij
)12
− 2
(
σαβ
rij
)6]
. (2)
The constants kϑj and k
φ
jn depend on the type of bond or torsion angle, and εαβ and σαβ
depend on the types of interacting united atom group (CH, CH2 or CH3).
Figure 2. Effective potential (containing a non-bonded LJ contribution) for rotation around the alpha-bond next
to the double bond (black bond in the cis-pentene molecule) in a cis group. The new force field is compared to
literature force fields14, 15.
The parameters for the bond angle potential can be obtained from quantum chemistry
and from spectroscopic information, for the accurate determination of the parameters of
the dihedral potential, however, quantum chemistry is the only tool. Only quantum chem-
ical calculations yield information on the barriers between different isomeric states in the
dihedral potentials. This information is crucial for an accurate modeling of local confor-
mational transitions between isomeric states, since their rate is exponentially sensitive to
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the barriers13. And it is these transitions, as we will see in the following, which underly
all local relaxation processes in a polymer melt and in general set the microscopic time
scale (Rouse rate, effective segmental friction) for the large scale relaxation processes.
Even more difficult to determine than the torsion force constants are the parameters of the
dispersion forces. Equation of state and cohesive energy data are one source of experi-
mental information these parameters can be gouged on, but much more sensitive are phase
diagrams of small oligomers of the polymer under study7.
These chemically realistic models can be simulated using MC as well as MD tech-
niques. Advanced MC techniques which address the equilibration of these model systems
will be discussed in the next section. When we want to study local relaxation processes
we are bound to use MD simulation techniques which faithfully capture the short time bal-
listic and vibrational motion influenced by inertia effects. The quantitative reproduction
of local relaxation processes needs a realistic dynamics on the fs to ns time scales. Typi-
cally one uses Verlet integrators in the NVE ensemble or their second order Runge Kutta
counterpart when one switches to the NVT ensemble by using for instance a Nose´-Hoover
thermostat. Although it can not be in general established that this change of ensemble has
no influence on the relaxation behavior, it was empirically observed to have no discernible
quantitative effect on the local relaxation behavior. The effectiveness of the MD code for
these simulations can be increased using multiple time-step techniques16.
2 Equilibration of Polymer Melts
In this section we want to address the question of equilibration of chemically realistic
models of polymer melts. In addition to the methods discussed already in the contribution
of K. Kremer on the study of reptation dynamics in polymer melts we will now discuss
some advanced MC techniques developed for equilibration of dense polymer systems.
Basically, a discussion of the problems with the equilibration of polymer melt models
can be divided into identifying the two main sources for slow relaxation in polymers, en-
tanglement effects and the glass transition. The first one is entropic in origin, the second
one - at least in chemically realistic polymer models - to a large degree enthalpic. We write
the largest relaxation time in the melt as
τl(T,N) = τmes(T )N
x (3)
where τmes is a mesoscopic time scale. The chain length dependence crosses over from
x = 2 for Rouse behavior to x = 3.4 for reptating chains. Every simulation method
performing configuration changes typical for the mesoscopic time scale τmes, i.e., local
rearrangements, leads to a relaxation of the large scale structure of the polymer chains in
the melt only after O(Nx) such configuration changes, quickly limiting the range of chain
lengths one can treat in thermodynamic equilibrium. To circumvent this problem one has to
use advanced MC techniques implementing global configurational changes within a single
Monte Carlo step.
A class of these advanced MC techniques is comprised of the so-called connectivity
altering moves like the cooperative motion algorithm17 on the lattice and the end-bridging
algorithm18, 19 and its newest variant, the double-bridging algorithm20. The latter two have
been developed with chemically realistic polymer models in mind and we will now shortly
discuss the idea and properties of these algorithms.
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In the original end-bridging algorithm18, 19 an end monomer i of one chain in the melt
attacks a backbone atom j of another chain in sufficiently close proximity and tries to ini-
tiate a change in connectivity of the two involved chains by forming a trimer bridge to
this backbone atom. In the event of a successful bridging the attacking chain grows by a
part cut off the attacked chain and the attacked chain shrinks correspondingly. This de-
scription already exhibits the main drawbacks of the algorithm: it generates polydisperse
polymer melts and it needs a sufficient amount of chain ends to be efficient. Empirically it
was found that the efficiency of the algorithm dropped considerably as the stiffness of the
chains was increased and in the presence of chain orientation. The fact that the algorithm
generates polydisperse samples can be used to simulate the experimentally given molec-
ular weight distribution through the so-called NpTµ∗ ensemble where number of chains,
number of monomers, pressure, temperature and the relative chemical potential of the dif-
ferent chain lengths are prescribed18. The latter thermodynamic constraints generate the
desired molecular weight distribution. In this formulation the algorithm was successfully
applied to, e.g., polyethylene melts21 and cis-1,4 polyisoprene melts10.
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Figure 3. Monomer i of one chain attacks monomer j of a different chain. Only when the shaded trimers are
cut off and bridges between i and j and i′ and j′ are formed, are the resulting chains of the same length as the
original ones.
In the double-bridging algorithm an inner monomer of a chain attacks an inner
monomer of another chain (or the same chain) and tries to form a trimer bridge (this is
shown in Fig.3). Simultaneously another bridge is formed between two monomers which
are 4 steps apart from the first two monomers along the two chains generating two new
chains with exactly the same length as the original one. These requirements understand-
ably put heavy geometric constraints on the configurations of the two chains for which
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this type of move is feasible since only special choices of involved monomers (i, j) and
excised trimers (on which side of i or j, respectively) conserve the chain lengths in the
move. The trimer bridge itself is made of three monomers (atoms) connected by bonds
of fixed lengths l making a fixed angle, which is chosen as the value at the maximum of
the bond-angle distribution of the model. Whenever the monomers i and j have a distance
less than the maximum bridgeable distance of 4l cos((pi − θmax)/2) this geometric prob-
lem is in principle solvable. Wu and Deem22 have shown that it is equivalent to finding
the solutions of an algebraic equation of order 16. Since each trimer bridging problem of
the double-bridging algorithm therefore has between 0 and 16 solutions, the double bridg-
ing problem has between 0 and 256 solutions. To reduce this number Karayiannis et al.20
suggest to discard directly solutions leading to a too high torsional energy or overlap be-
tween segments when hard spheres of diameter σ = 3.2A˚ are placed at the positions of the
bridging atoms. From the remaining s energetically viable solutions, one is then chosen
according to a Boltzmann factor involving the torsional and non-bonded energies
Pselect(old → new) = exp{−β(Vtor(new) + VLJ(new))}∑sold→ new
k=1 exp{−β(Vtor(k) + VLJ(k))}
. (4)
Here β = 1/kBT . The reverse move is selected according to
Pselect(new → old) = exp{−β(Vtor(old) + VLJ(old))}∑snew→ old
k′=1 exp{−β(Vtor(k′) + VLJ(k′))}
. (5)
Furthermore, the selection of a given bridge site is done by choosing from a list of bridge-
able sites from atom i, NDB(i), which is constantly updated in the simulation.
W (old → new) = 1
[NDB(i)]old
W (new → old) = 1
[NDB(j)]new
. (6)
The Metropolis acceptance criterion for the double-bridging move is therefore
Paccept(old → new) = (7)
min
[
1,
W (new → old)Pselect(new → old)J(new) exp{−βV (new)}
W (old → new)Pselect(old → new)J(old) exp{−βV (old)}
]
where J(new) and J(old) are Jacobian determinants for the bridges degrees of freedom in
the initial and final stage20.
This algorithm was found to be especially efficient to relax the large scale conformation
of the chains as observed typically through end-to-end vector decorrelation and center of
mass diffusion. There are two at first glance counterintuitive observations connected with
these relaxation functions in simulations with these connectivity changing algorithms: the
center of mass of a chain diffuses faster than a single monomer and longer chains diffuse
faster (have a faster end-to-end vector decorrelation) than shorter chains as is shown in
Fig. 4. Both of them, however, can be understood by a simple random walk type argument
as for instance presented in23 or along slightly different lines in the following paragraph.
Consider for the double-bridging algorithm monomer n, 3 ≤ n ≤ N/2 − 3 attacking
another chain successfully. The change in center of mass position of the chain n belongs
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Figure 4. Autocorrelation function of the end-to-end unit vector for united atom model chains of alkanes of chain
lengths N = 142 (dotted curve), N = 500 (dashed curve) and N = 1000 (full curve). One observes a clear
decrease of the autocorrelation time scale with increasing chain length for the double-bridging algorithm. (I am
grateful to the authors of20 for supplying these data.)
to is given as
∆Rcm =
1
N
N∑
i=n+1
(rnewi − roldi ) .
As rnewi and r
old
i can be considered as random walks starting at the same position in space,
we can write for the scaling of their difference
∆ri = r
new
i − roldi ≈
√
i∆rˆi
where rˆi is indicating a unit vector. From this we get for a single successful double-
bridging move
〈∆R2cm〉n ≈
1
N2
N∑
i,j=n+1
√
ij〈∆rˆi ·∆rˆj〉 .
When we approximate ∆rˆi and ∆rˆj as being uncorrelated this reduces to
〈∆R2cm〉n ≈
〈∆rˆ2i 〉
2
(
1− n(n+ 1)
N2
)
.
Averaging this finally over the position of the attacking monomer yields
〈∆R2cm〉 = ∆R20
(
1− a1
N
+
a2
N2
)
. (8)
The center of mass of the polymers therefore will perform a random walk with an average
step length which increases up to a saturation value when the chain length N goes to
infinity. In a similar fashion one can calculate the amount of decorrelation of the unit
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vector along the end-to-end vector of a chain in a single successful double-bridging move
and arrive at
∆φ(t) = −c0
(
1− c1
N
)
. (9)
This behavior gives rise to an increase of the measured autocorrelation time for the end-to-
end vector with decreasing chain length. Qualitatively this is observed in the simulations20
as can be seen in Fig. 4.
τN = τ∞(1 +
c1
N
) . (10)
When one performs an exponential fit to the short time decay observable in figure 4 and
0 0.002 0.004 0.006 0.008
1/N
0
0.025
0.05
0.075
0.1
0.125
τ N 0.014*(1+1000/N)
Figure 5. Autocorrelation time for the end-to-end vector reorientation in figure 4 versus inverse chain length.
The predicted scaling is nicely compatible with the data.
then plots the simulation time per chain (note that for Fig. 4 the number of monomers was
fixed) as a function of inverse chain length, the scaling of equ. ( 10) is clearly observed
(see Fig. 5).
We already commented on the fact that the connectivity changing algorithms are espe-
cially efficient in decorrelating large scale structure in the melt. They are typically aug-
mented by local moves and reptation moves to equilibrate the local structure. Before we
turn to a detailed discussion of the local relaxation and the energetics involved in this for
a chemically realistic polymer melt we want to mention an alternative method for over-
coming the entropic slowing down in a polymer melt. This method has so far been tested
on the structural relaxation of a collapsed polymer globule where the connectivity of the
chains and the high density inside the globule lead to a dramatic increase in the structural
relaxation time of the globule. The idea of this algorithm24 is to turn part of the monomers
into ghost particles (alternatively one can think of removing some particles into the fourth
dimension similar to desorbing and readsorbing particles from a two dimensional film into
the third dimension) and forcing them back into the three dimensional structure by applying
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an external field. One can formulate this algorithm in the context of a parallel tempering
simulation of an extended system Hamiltonian
H = H0 +
Npart∑
i=1
hx4(i) ,
whereH0 is the real Hamiltonian of the model system, the external field h is set to different
values labeling the replicas of the real system, and the fourth coordinate x4(i) of monomer
i reduced to being either 0 or 1. The partition function of the extended ensemble in a
parallel tempering simulation therefore reads
Z =
∏
h
∑
{c}
exp
{
−H0 +
∑Npart
i=1 hx4(i)
kBT
}
, (11)
where
∑
{c} indicates a sum over all configurations at fixed h. The external field h de-
termines the average number of ghost particles. For h = 0 half the particles are ghost
particles and for h → ∞ all particles are back in the original threedimensional system.
In this way excluded volume as well as connectivity constraints are partially removed. In
the application to the equilibration of a collapsed polymer globule it became possible for
the first time to identify a liquid to solid transition in the globular phase. In principle, this
scheme is applicable to coarse-grained and chemically realistic continuum models as well,
although its efficiency will depend on whether packing and connectivity or local energetics
are the dominating factor for the slow-down of relaxation processes. The latter will be
discussed in detail in the next section.
3 Local Relaxation in Polymer Melts
In the last section we dealt with the chain length dependence of the longest relaxation time
in a polymer melt and with advanced MC algorithms to overcome this slowing down. We
did not dwell on the prefactor τmes(T ) and its temperature dependence which typically
spans 14 orders of magnitude when we study a glass forming polymer melt above Tg . In
order to understand the physical origin of this slowing down and the relative importance
of energetic effects (intramolecular dihedral potential) versus packing effects (which are
entropic in origin) one has to use chemically realistic modeling. We will present in this
section MD simulations of a random copolymer of 50 % trans 1,4-PB, 40 % cis 1,4-PB
and 10% vinyl groups. This polymer was synthesized with an average molecular weight
corresponding to about 30 repeat units and characterized to possess the above chemical
micro structure13. We have 40 chains of 30 repeat units in our simulation box and we will
be using a united atom model for the CH, CH2 and CH3 groups. With a total of about 5000
united atoms, these systems can be simulated today over a time range of several 100 ns
(about 2 ns of real time trajectory per day on a single processor).
The ability of the simulation to quantitatively reproduce experimental data on relax-
ation processes in polymer melts strongly rests on the implementation of the correct force
fields for the dihedral angles. These typically possess barriers separating the isomeric
states as was discussed in the section on the force field, and it is by correlated jumps over
these barriers25, 5, 6 that the local relaxation processes come about. The frequency of these
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jumps is exponentially sensitive to the height of the barriers. In order to be able to make
a parameter free quantitative comparison with experiment one therefore needs to carefully
determine this part of the force field13, which is done through high-level quantum chem-
istry calculations. The validation of this force field then proceeds through comparison with
experiment.
3.1 NMR Experiments
An experimental technique which is very sensitive to the local dihedral barriers is C13
NMR spin lattice relaxation time measurements.
Figure 6. Comparison of the spin lattice relaxation times determined from MD simulations and experiment for
two different temperatures. The figure shows data for 12 different resonances (cis-cis for example indicates an
sp2 carbon in a cis group next to another cis group, trans an sp3 carbon of a trans group)
For polymers like PB this technique observes the reorientational motion of the CH
bonds as quantified through the second Legendre polynomial of the CH bond orientational
autocorrelation function. It is sensitive to the local chemical environment of the relaxing
bond giving rise to 12 different resonances which can be identified26. A CH bond at the
sp2 carbon of the double bond in a cis group next to a trans group (see Fig. 1)relaxes
differently from one next to another cis group and differently from the ones in a trans
group and differently from the CH bonds at a sp3 carbon. The vinyl group alone gives rise
to six different resonances.
In a computer simulation one measures the CH vector autocorrelation function and
determines the second Legendre polynomial according to
PCH2 (t) =
1
2
(
3
〈
[eCH(t) · eCH(0)]2
〉
− 1
)
(12)
From this function one obtains the spectral density by Fourier transformation
J(ω) =
1
2
∫ ∞
−∞
PCH2 (t)e
iωtdt . (13)
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The spin-lattice relaxation time finally is given by evaluating the spectral density at the
Larmor frequencies of carbon and hydrogen atoms
1
nT1
= K [J(ωH − ωC) + 3J(ωC) + 6J(ωH + ωC)] (14)
where ωH , ωC are Larmor frequencies, K is a constant depending on the hybridization
of the nucleus and n is the number of hydrogen atoms attached to the carbon atom under
study.
Figure 7. Comparison of the spin lattice relaxation times determined from MD simulations and experiment for
the cis-cis (sp2) and the trans (sp3) resonance as a function of inverse temperature. Also shown are results for
the nuclear Overhauser enhancement which is a measure of the non-exponentiality of the observed relaxation
To be able to evaluate this function from a stored trajectory of a simulation of a united
atom model, we have to reinsert hydrogen atoms into the system. This is done using the
information on equilibrium (T = 0) bond lengths and angles which allows the determi-
nation of the hydrogen positions from the positions of the carbon backbone atoms (united
atoms) alone. In Fig 6 we show a comparison between experiment and simulation for the
12 resolvable resonances for two different temperatures. As one can see, there is a very
good agreement (better than within 10%) between simulation and experiment for all but
one resonance. The one that is not reproduced is a rigid body rotation of the side group
which does not lead to a conformation relaxation and which we therefore did not try to
match more accurately. The temperature dependence of the spin lattice relaxation time for
two resonances can be seen in Fig. 7
The spin lattice relaxation time decreases when the autocorrelation time for the ob-
served relaxation increases. For high temperatures, where the nuclear Overhauser en-
hancement is still close to three27, the spin lattice relaxation time traces the temperature
dependence of the autocorrelation time of the torsional transitions and the agreement be-
tween simulation and experiment is a quantitative validation of the torsional force field26.
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From comparing to the observed torsional autocorrelation function in the simulation one
can learn that this identification of the physical motion seen in the NMR experiment breaks
down below about 300 K. In Fig. 8 we compare different measures of the local orientational
Figure 8. Temperature dependence of several measures of the local orientational mobility of the chain. The
lower set of curves pertaining to the right abscissa shows the mean time between torsional transitions for the three
relevant torsional potentials along the chain. The upper two sets of curves give the integrated autocorrelation time
for the second Legendre polynomial of the CH vector orientation, τCH, and the integrated autocorrelation time
for the torsion angle autocorrelation function, τTOR.
mobility of the chains. The most basic one is the mean time between torsional transitions
which we determined with a time resolution of 1 ps along the simulated trajectory. This
time scale shows an Arrhenius temperature dependence. It is different for the three relevant
torsion potentials along the chain, the allyl bonds next to a cis or trans double bond and
the β bond at the connection between two PB monomers. All these time scales, however,
simply follow an Arrhenius law with their energetic dihedral barrier as activation energy
in the observed temperature range, so that there are no packing effects observable on the
dihedral dynamics in this range. Contrary to the mean time between torsional transitions,
the autocorrelation time for the torsions (thick lines in Fig. 8) defined as the time integral
of the following correlation function
f(t) =
〈cos(φ(t)) cos(φ(0))〉 − 〈cos(φ(0))〉2
〈cos(φ(0))2〉 − 〈cos(φ(0))〉2 , (15)
increases in a Vogel-Fulcher like manner. This shows the growing importance of back-
jump correlations for the torsional transitions: a torsional transition which occurs with its
Arrhenius rate is immediately reversed with an increasing probability upon reducing the
temperature, thus leading to no decorrelation of the torsional angle. The final set of curves
denoted by their resonance name in the figure legend gives the autocorrelation time of the
second Legendre polynomial for the CH vectors, i.e., the time integral of P2(t) in equ.
(12). These time scales pick up contributions from different torsions adjacent to the carbon
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atom under study and lie intermediate to the autocorrelation functions of these torsions.
Another technique which is taken as a measure of local relaxation processes in polymer
melts is dielectric relaxation which we will discuss in the following.
3.2 Dielectric Relaxation Experiments
Dielectric relaxation measurements couple to the dynamics of the dipole moment of the
sample. The dielectric permittivity is the Fourier-Laplace transform of the dipole moment
autocorrelation function.
Figure 9. Real and imaginary part of the dielectric permittivity as a function of frequency.
′ + i′′
∆
= 1− iω
∫ ∞
0
Φ(t)e−iωtdt (16)
with Φ(t) defined as
Φ(t) =
〈M(t) ·M(0)〉
〈M(0) ·M(0)〉 .
Furthermore we have used the following relation for the dielectric relaxation strength
∆ = r − u =
(
u + 2
3
)2
3r
2r + u
〈M(0)2〉
3V 0kBT
where u and r are the unrelaxed and relaxed dielectric constants of the material, respec-
tively. The dipole moment of the box is the sum of local dipole moments along the chains
so that Φ(t) in principle contains correlations between all local dipole moments, intra-
molecular and inter-molecular. A comparison with chemically realistic MD simulations
can help to identify the independently relaxing dipoles observed in the experiment.
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Figure 10. Position of the peak in the dielectric loss as a function of temperature for the simulation (filled trian-
gles) and two sets of experimental data (open circles28 and open squares29). The experiments show some scatter,
but the in the overlap temperature regime experiment and simulation agree.
For PB the dipole moments are located on the vinyl side group and the cis group. The
partial charges, however, are small and that was the reason we did not include Coulomb
forces into our MD simulation. Consequently, there can be no correlations due to the local
dipole moment occurring in our simulation trajectory. We then have to see, how well our
results for the dielectric permittivity agree with the experiments27. To this end we reinsert
partial charges into the simulated trajectory. We know that we have to find
〈M2(0)〉 = Nchains〈M2chain(0)〉
and we also find that the autocorrelation function of the box dipole moment can be calcu-
lated through the autocorrelation function of the chain dipole moment
Φ(t) = Φchain(t)
which has a 40 times better statistics. In Fig. 9 we show the real and imaginary part of
the dielectric permittivity as obtained from the simulation. The frequencies of maximum
loss can now be compared with experimental results Experimentally the maximum loss
frequency is typically measured for lower temperatures28, 29 to study the temperature de-
pendence of the structural glass transition or α process. Two sets of experiments in the
literature show some discrepancies in an intermediate temperature range but agree with
each other and with our simulation data at higher temperatures where we have an overlap
temperature window between simulation and experiment. From this we can conclude, that
also in the experiment one sees no correlations between the dipole moments of different
chains. When we furthermore compare the time scale given by the maximum loss fre-
quency with the time scales of the Rouse modes for our chains we can obtain from the
simulation, we can say that the dielectric measurements on PB see the relaxation of a chain
segment of about 6 backbone carbons, which is exactly the length of a statistical segment
of the chains.
182
Figure 11. Time temperature superposition applied to the dielectric loss data obtained from the computer simu-
lation in a temperature range from 500 K down to 253 K.
Many glass-forming materials show two distinct relaxation processes at low temper-
atures in their dielectric spectrum, called the α-process - which shows a Vogel-Fulcher-
Tamman temperature dependence - and the β-process - which shows an Arrhenius tem-
perature dependence. In the temperature regime accessible to our MD simulations so far
we are actually observing the so-called combined α − β process, i.e., there has been no
separation of time scales yet between the two processes which can be observed at lower
temperatures. For a single type of relaxation mechanism underlying the dielectric spectrum
we should be able to see time-temperature superposition if we scale the dielectric loss data
in Fig. 9 by the peak position and peak height, respectively, which is shown in Fig. 11.
Our results in Fig. 11 show that the time temperature superposition is only borne out
for temperatures above 300 K. Below this temperature the scaling breaks down, indicating
a change in the molecular motion mechanisms underlying the dielectric data observed. We
interpret this as the emergence of the β process which becomes clearly resolvable as an
independent feature in the loss spectrum only at lower temperatures.
Let us now come to the question of increasing heterogeneity in the local mobilities
upon decreasing the temperature. We have already identified a tendency for immediate
back jumps after one torsional transition as the reason for the different temperature depen-
dencies of the mean waiting time between torsional transitions 〈twait〉 and the torsional
autocorrelation time. In a homogeneous system, where every chemically identical torsion
shows identical dynamics on the time scales of observation, the probability distribution of
waiting times should be Poissonian. As we can see in Fig. 12 which shows the waiting time
distribution for the 10th jump to occur for temperatures T = 500 K, 450 K, 400 K, 353 K,
323 K, 293 K, 273 K and 253 K, at high temperatures the curves approach the Poisson dis-
tribution indicated by the fat line in the figure. At lower temperatures two features emerge.
There is an increasing probability of very short waiting times which captures the increas-
ing amount of direct back jumps for the dihedral transitions. Furthermore the distribution
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Figure 12. Distribution of waiting times for a total of 10 torsional transitions per dihedral degree of freedom to
occur plotted versus 10 times t/〈twait.
develops a fat tail toward very long waiting times indicating the increasing heterogeneity
between the different torsion angles. For high temperatures this heterogeneity will also
show up on the distribution for the average waiting time until the next jump occurs, but on
the scale of 10 jumps the heterogeneity at high temperatures has been smeared out: slow
angles have had time to become fast and vice versa. At low temperatures this homogeniza-
tion time becomes much longer than the time scales observed for the jump distribution and
the two extremes of the mobility distribution show up clearly. When we characterize the
distribution of waiting times for several values of n, the number of transitions observed,
by their normalized dispersion
D(n, T ) = σ2(n, T )/n
this means that at fixed temperatureD(n, T ) becomes smaller with increasing n approach-
ing the Poisson limit of 1/n. For fixed n, D(n, t) increases dramatically with decreasing
temperature due to the fat tails developing in the waiting time distribution. We can de-
fine a measure for the homogenization time of the dihedral mobility by determining the
number of jumps n∗(T ) (this will be a real value determined by interpolation) after which
D(n,T) reaches a fixed value, for example D(n∗, T ) = 1. This corresponds to a time
scale t∗(T ) = n∗(T )〈twait〉(T ). The temperature dependence of this time scale is com-
pared in Fig. 13 with that of the average waiting time and the torsional autocorrelation
time. It is clear from this comparison that the torsional autocorrelation time is sensitive
to this homogenization process of the torsional mobilities and that the slowing down of
this homogenization leads to the stronger than Arrhenius-like increase in relaxation time
as compared to the average waiting time between transitions.
3.3 Changing the Model Hamiltonian
So far we have presented MD simulations of a chemically realistic united atom model for
PB employing a carefully validated quantum chemistry based force-field. For the following
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Figure 13. Homogenization time scale for the dihedral mobilities compared to the average waiting time and the
dihedral angle autocorrelation time.
study we will slightly modify the chemically realistic model to one without vinyl side
groups, i.e. it will be random copolymer of 55 % trans 1,4-PB and 45 % cis 1,4-PB. We will
again have 40 chains of now 29 repeat units (115 backbone carbons) in our simulation box
and will be using the same united atom force field. We have seen that we can understand
the physics of local relaxation processes observed in NMR and dielectric experiments with
an understanding of the dihedral potentials along the chain. But how important is this
enthalpic effect compared to the entropic packing effects? To resolve this question is a
necessary prerequisite to understanding the glass transition in real polymer melts as well
as the dynamic response of polymer blends. To bring out the effects of the torsional barriers
on the local dynamics of the atoms most dramatically, we use the ability of the simulation
approach to modify parts of the force field selectively. We will compare the results from
the chemically realistic chain (CRC) model simulations to those for a freely rotating chain
(FRC) version of this CRC model, where we switch off all torsion potentials30. Let us first
show that in the case of PB this has no effect on the static structure of the melt.
When we discuss the static structure of an amorphous polymer melt we always have
to take into account two different measures of that structure. One of these is the chain
structure as described by the single chain structure factor
S(q) = 〈 1
N
N∑
i=1
eiq·rn〉 (17)
where the average is meant to include a spherical and a thermal average. This function
is shown in Fig. 14 for T = 240, 273 and 353 K for the CRC model and for 273 K for
the FRC model. The behavior for small momentum transfers agrees well with the Debye
function fD(x) = 2x4 (e
−x2 + x2 − 1) where x = qRg, which describes the scattering of a
Gaussian coil. The obtained value for the radius of gyration agrees well with the directly
measured value. The single chain structure factor shows no temperature dependence in the
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Figure 14. Single chain structure factor for the CRC model at different temperatures indicated in the legend and
for the FRC model at 273 K. Also included is the Debye function which fits the behavior for small momentum
transfers.
depicted temperature range and agrees perfectly between the FRC and CRC models. This
is a peculiarity of PB since for this polymer all minima in the different dihedral potentials
are iso-energetic, which also explains the lack of temperature dependence of the single
chain structure factor of the CRC model.
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Figure 15. Melt structure factor for PB as obtained from simulations of the CRC model and the FRC model at
273 K.
The other quantity characterizing the melt structure is the liquid structure factor. This
is shown over a wide momentum transfer range in Fig.15 at 273 K. For the calculation
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we have used the united atoms as scattering centers of equal scattering strength, calculat-
ing in this way the structure of the actual simulated systems. A quantitative comparison
to the structure factor of PB would be improved by reinserting the hydrogen atoms into
their mechanical equilibrium positions6 and explicitly using the scattering lengths of the
carbon and hydrogen atoms in the system. It is gratifying, that even so the position of the
amorphous halo at q = 1.47 A˚−1 agrees nicely with the experimental results31 and also
the behavior at higher momentum transfers is comparable. We have performed both sets of
simulations at the equilibrium density of the CRC model and this result shows that under
these conditions the liquid structure is the same in both models.
In the preceding paragraphs we have shown that we have two models at hand which
show the same static structure (packing) on the level of the two-body correlation func-
tions. Do they have the same dynamics? The high temperature behavior of the CRC model
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Figure 16. Mean square displacements of the sp3 carbons along the chain back-bone as a function of time for
several temperatures for the CRC model and for T = 273 K for the FRC model.
(curve at T = 353 K in Fig. 16) and the behavior of the FRC model agree. One observes
a crossover from short time ballistic and vibrational motion to a subdiffusive Rouse-like
regime determined by the connectivity of the chains. For the CRC model at 273 K, how-
ever, one observes a plateau intervening between the short time motion and the Rouse-like
regime and this plateau becomes more pronounced upon lowering the temperature to 240
K. It starts at around t = 1 ps and extends almost to 100 ps for 240 K. This slowing down
is not due to packing effects but obviously due to the presence of intramolecular barriers
against dihedral rotation. On the time scale of 1 ps the fast vibrational dynamics of the
bond angles and torsion angles is damped out and this time scale is not strongly depen-
dent on temperature. The mean time between torsional transitions, however, as we have
seen increases in an Arrhenius-like fashion with decreasing temperature. Consequently we
are observing a separation of time scales between the vibrational dynamics and the relax-
ational dynamics governed by the torsional transitions. At 240 K the mean waiting time
between torsional transitions has reached about 100 ps and this is exactly the time scale
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of the break-up of the plateau. For shorter times the mean-squared displacement curves
only pick up contributions from the fast-moving torsions in the waiting time distribution
and upon lowering the temperature these become fewer and fewer (at a fixed time). This
result extends to lower temperatures showing that the glass transition in PB is strongly in-
fluenced by enthalpic effects and not given by the intermolecular packing32 alone. In the
next section we will now focus on the large scale dynamics in chemically realistic polymer
melts.
4 Large Scale Relaxation as Observable in Neutron Scattering
Experiments
The comparison between neutron scattering experiments and MD simulations can be done
on several length and time scales. Comparing to incoherent scattering as for example
measured in time of flight experiments33–35 one focuses on small length scales (momentum
transfers of about one inverse A˚ngstrœm) and time scales below 1 ns and the motion of
individual atoms. This yields complementary information to the one obtained from the
comparison with NMR experiments.
Figure 17. Single chain coherent intermediate scattering function for PB at 353 K compared between experiment
and simulation. Simulation times are scaled by a factor of 0.8 to account for a difference in center of mass
diffusion coefficient.
On larger length and time scales it is a challenge to reproduce in the simulations the dy-
namics of a single chain in the melt as observed in neutron spin echo (NSE) experiments36.
These experiments measure the configurational relaxation of a polymer chain on varying
length scales in form of the intermediate coherent scattering function of the chain
S′(q, t) = S(q, t)/S(q, 0) =
〈∑n,m eiq·(rn(t)−rm(0))〉
〈∑n,m eiq·(rn(0)−rm(0))〉 . (18)
Here the sums run over all atoms of the same chain, so one imagines an experiment where
one has a few deuterated chains in a protonated matrix, giving rise to strong coherent
scattering between the atoms of one single chain.
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This quantity is easily calculated from the computer simulation and Fig. 17 shows a
comparison13 of the results from the simulation (lines) to the experimental data (symbols)
for a momentum transfer range of q = 0.05 A˚−1 to q = 0.3 A˚−1. It turned out that there
is an overall difference in center of mass diffusivity of about 20 % between simulation and
experiment similar to earlier experience37, so for the figure the experimental time points
are rescaled by a factor 0.8. This makes the whole set of scattering curves, measuring the
configurational relaxation of the polymer chain on different length scales superimpose.
Figure 18. Single chain coherent intermediate scattering function for PB at 353 K (full lines) compared to the
Rouse model prediction (dashed lines).
Polymer melt relaxation on these length and time scales and for chains below the en-
tanglement molecular weight, as in our case, is typically analyzed within the Rouse model.
The equation of motion for this chain of phantom beads
ζdrn =
3kBT
σ
2
(rn+1 − 2rn + rn−1) dt+ dW n(t)
〈dWnα(t)〉 = 0 (19)
〈dWnα(t)dWmβ(t′)〉 = δnmδαβδ(t− t′)2ζkBTdt
can be solved analytically and there is a closed expression for the single chain coherent
intermediate scattering function
S(q, t) =
1
N
exp
{−q2Dt} N∑
n,m=1
exp
{
−q
2σ2
6
|n−m| − 2Nq
2σ2
3pi2
×
N∑
p=1
cos
(ppin
N
)
cos
(ppim
N
)(
1− e−p2t/τR
)}
. (20)
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This function depends only on the length scale σ of the model and the segmental friction ζ
entering the center of mass diffusion coefficientDN = kBT/Nζ and the longest relaxation
time of the chain τR = ζN2σ2/3pi2kBT . These quantities can be measured independently
in the simulation so that we get a parameter free comparison to the prediction of the Rouse
model (Fig. 18).
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Figure 19. Comparison of the single chain coherent intermediate scattering function for the CRC (full lines) and
FRC (dashed lines) models at 353 K. The difference in segmental friction is absorbed into a rescaling of the time
axes by the chain center of mass diffusion coefficient.
The simulation data clearly show a stronger stretching compared to the Rouse model
prediction, although there is an astonishingly good overall agreement considering the sim-
ple nature of the model. The differences are, however, significant and can be traced to the
failure of the dynamic Gaussian assumption38
〈exp{iq · (rn(t)− rm(0))}〉 = exp
{
−q
2
6
〈(rn(t)− rm(0))2〉
}
underlying the calculation of the scattering function. For the Rouse model this assumption
is correct because it models the segmental motion as a Gaussian process, but in reality
this assumption is not fulfilled due to interactions between a segment and its environment
leading to non-Gaussian, heterogeneous mobility on the relevant time scales as we already
discussed for the torsional dynamics.
As a final result on the large scale dynamics in polymer melts we can now come back to
the question of universality. When we compare the results for the single chain intermediate
scattering function of the CRC and FRC model39 we expect them to be qualitatively the
same. On the relevant time scales the difference in local dynamics observed in Fig. 16 gets
absorbed into just one effective rate constant, the segmental friction ζ. One would therefore
conclude that on these time and length scales the dynamics is the same after rescaling time
scales for the difference in segmental friction and this is exactly what we find in Fig. 19.
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5 Summary
In this contribution we have discussed on the one hand advanced MC methods for the equi-
libration of dense polymer systems, addressing slowing down due to entropic reasons, and
chemically realistic MD simulations of 1,4-polybutadiene melts to exemplify the impor-
tance of local energetics for the understanding of relaxation processes in polymer melts.
We have seen that modern connectivity altering MC algorithms are able to equilibrate the
large-scale structure of polymer melts very efficiently, that they even increase in efficiency
with increasing chain length. They can therefore provide starting configurations for MD
simulations of chemically realistic polymer melts. These are targeted at understanding
molecular structure and relaxations on small to intermediate length and time scales. They
rely on carefully validated force fields which are able to quantitatively reproduce exper-
imental data on well defined model systems. These force fields become available today
thanks to a combination of experiments, high-level quantum chemistry calculations and
simulations of simple model systems. Having established the ability of the simulation
to reproduce available experimental data without any adjustable parameters one can then
proceed to exploit the strong points of the simulation approach.
Where the range of thermodynamic parameters coverable in the simulation is often
strongly limited, for those thermodynamic state points where a simulation in full equilib-
rium is possible one gets the complete information on the system under study down to
every coordinate and momentum of every particle. This allows for measuring properties
and correlations not available to experimental techniques, like for instance the distribution
of waiting times between torsional transition, which are then instrumental in understanding
and explaining effects of dynamic heterogeneity in polymer melts.
Another strong point of the simulation approach is its ability to selectively change parts
of the model Hamiltonian. In this way we compared a chemically realistic model of PB
with a freely rotating chain version of the same polymer and did not have to switch to
a completely different polymer with some of the same properties like is unavoidable in
experiments40. With this approach we could establish that identical structure on the two-
body correlation function level (single chain and liquid structure factors) does not imply
identical dynamics. Understanding the energetics of the dihedral potential is instrumental
to understanding relaxation processes in polymer melts. These results also raise questions
on the applicability of mode-coupling theory41, 42 to the glass transition in real polymer
melts, because it relies on entropic packing effects as the cause for the glass transition.
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