Abstract-Consider the problem of scheduling sporadic tasks on a multiprocessor platform under mutual exclusion constraints. We present an approach which appears promising for allowing large amounts of parallel task executions and still ensures low amounts of blocking.
I. INTRODUCTION
Typically, a real-time system is comprised of several tasks that execute on a shared computing platform comprised of (i) one or more processors and (ii) other shared resources (such as shared data-structures, shared I/O devices, etc.). Further, accesses to shared resources by the tasks must be synchronized in such a manner that it should be possible to sort the accesses sequentially over time (property of linearization [1] ). This synchronization is typically achieved using one of the following mechanisms: lock-based, lock-free and waitfree. Under the lock-based mechanism, shared resources are managed under mutual exclusion, that is, at every instant, at most one task is allowed to hold and use the resource. Lockfree and wait-free mechanisms [2] on the other hand, allow multiple tasks to access a shared resource at the same time and detect (and rollback) a conflicting access by synchronizing on some of the operations (e.g., write operation of a datastructure). In this paper, we focus on mutual exclusion based mechanisms.
Managing resources under mutual exclusion has always been an important topic in the design of real-time systems, because mutual exclusion can cause an extra delay to a task when it requests access to a shared resource that is in use by another task. Today, however, with the increasing use of multicores, this problem is accentuated. The reason is that the trend in development of multicore processors is to increase the core-count but maintain the processor speed. A task which only needs a processor to execute can typically do so without much delays because the total amount of processing capacity is large. But a task which needs a processor and some other shared resource may experience a large delay because the time taken for some other task that held the shared resource to finish its operation may be large (since the trend is to not increase the speed of processors).
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Ensuring mutual exclusion is straightforward. It is common that the system designer creates a binary semaphore [3] for each resource. A task requesting a resource must first perform wait on the semaphore corresponding to the resource. When a task finishes using a resource, it performs signal on the semaphore corresponding to the resource. Any other task waiting on the semaphore is then allowed access to the resource. This mechanism ensures that at most one task is using the resource at any point in time.
Mechanisms for achieving mutual exclusion interacts with a real-time scheduler however, and dealing with those interactions and analyzing them are non-trivial. It is well known that a negative phenomenon, called priority-inversion, can occur to priority-based real-time scheduling algorithms if the priority of a task is not adjusted at run-time to take into account the interactions between tasks that share resources. Further, in multicores, when a higher priority task is waiting for a lower priority task to release a shared resource, it is possible that some of the processor cores are idling. Thus the mutual exclusion mechanism has a direct impact on the overall processor utilization and analyzing this interaction is hard. Fortunately, the real-time systems computing community has created a family of successful protocols for priority-based scheduling in the context of mutual exclusion constraints where tasks are scheduled on a single processor [4] , [5] , and these protocols have been adapted for multiprocessors as well [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] . Unfortunately, the protocols adapted to multiprocessors tend to be very conservative when deciding whether to grant a resource to a task. This can unnecessarily cause a task to be prevented from executing, and hence the poor performance of such protocols presents a major roadblock for efficiently exploiting the parallel processing capacity of multicores. Therefore, in this paper, we discuss ideas on the design of a new protocol for resource sharing that (i) ensures mutual exclusion, (ii) limits priority-inversion, and (iii) allows a large degree of parallel execution.
The remainder of this paper is organized as follows. Section II discusses our system model and related work. Section III gives an understanding of the problem on both uniprocessors and multiprocessors. Section IV shows a new protocol which offers more parallelism. Finally, Section V gives conclusions and open questions.
II. SYSTEM MODEL AND BACKGROUND

A. System model
Task model. We assume that real-time jobs are generated by sporadic tasks [14] , and are scheduled on a multiprocessor platform comprised of m identical processors. A real-time system with shared resources is specified using p shared resources R 1 , . . . , R p , and n sporadic tasks
where T i denotes the minimum inter-arrival time, C i the worst-case execution time, and D i the relative deadline. Each job of task τ i requires C i units of processing capacity within D i time units from its release, and this processing capacity must be supplied sequentially, i.e., the job cannot be scheduled on more than one processor at any given time instant. Further, any two successive jobs of this task must be released at least T i time units apart.
Multiprocessor scheduling. In general, studies on realtime multiprocessor scheduling theory can fall into two categories: partitioned and global scheduling. Under partitioned scheduling, each task is statically assigned to a single processor, and uniprocessor scheduling algorithms are used to schedule tasks. A shared resource can then be termed as local if all the tasks ever accessing the shared resource are assigned to the same processor, and global otherwise. Under global scheduling, tasks are allowed to migrate across processors, and algorithms that simultaneously schedule on all the m processors are used. In this paper, we focus on global fixedpriority preemptive scheduling. Every task has a base-priority. We assume that base priorities are unique and therefore we order tasks (with no loss of generality) such that for every pair of tasks (τ i ,τ j ) it holds that if task τ i has higher base priority than task τ j then i < j. We let the base priority of a task be a positive integer such that a low number signifies a high priority; that is, priority level 1 is the highest priority level and priority level n is the lowest priority level.
Shared resources. We assume that jobs can issue requests for mutually exclusive access to the shared resources R 1 , . . . , R p . A request for resource R k by a job J of task τ i is said to be granted as soon as J holds the resource. Once J has executed for the amount of time it requires R k , the request is said to be complete and the resource is said to be released. We assume that a resource-sharing protocol cannot force a job to release a resource. Also, note that J could request resource R k on multiple occasions during its entire execution. Associated with these requests is the worst-case duration of time for which J uses resource R k . We denote by C i,k the maximum worst-case resource usage time among all requests for resource R k by jobs of τ i . We make no assumption on the order in which the resources are requested and we make no assumption on where in the execution of a job a request takes place.
A job J of task τ i is said to be directly blocked at time t on a request for resource R k , if all the three conditions below are true: 1) at time t, job J is one of the m highest base-priority jobs with remaining execution time; 2) at time t, resource R k is locked by a job having lower base-priority than J; 3) job J made a request for resource R k and this request has not been granted until time t;
Note that the above definition of blocking does not include the case when R k is locked by a job having higher basepriority than J. This is consistent with the notion of blocking in the standard literature on uniprocessor systems [4] , [5] .
Request for a resource R k is said to be nested within request for another resource R j iff R k 's request is issued after R j 's request but before R j is released. In this paper we assume that all resource requests are perfectly-nested. That is, if some job first requests resource R j and then resource R k while holding R j , then it will first release R k followed by R j in this nesting. Further, an outermost resource request R j is a request which is not preceded by any another resource request whose matching release is after the request for R j , i.e., R j is the first resource requested in this nested resource access.
B. Related work
In work on uniprocessor resource sharing, the priority ceiling protocol (PCP) [4] and the stack-based resource allocation protocol (SRP) [5] have received much attention. Likewise, Anderson et al. [15] have presented approaches for lock-free and wait-free implementations of shared resources.
For multiprocessor systems, there has been a growing interest in the area of resource synchronization. Rajkumar et al. were the first to propose a semaphore-based protocol for resource sharing on multiprocessors [6] , [7] . Two variants of PCP were presented by them for systems that use partitioned fixed-priority scheduling. Several protocols related to multiprocessor PCP have since been proposed for systems scheduled under partitioned dynamic-priority Earliest Deadline First (EDF) scheduling. Chen and Tripati [8] proposed two extensions to the basic protocol, but these extensions were only valid for periodic 1 (and not sporadic) task systems. Further, nesting was not allowed between global and local shared resources (each can be separately nested however). In later work, Lòpez et al. [9] presented an implementation of SRP for partitioned EDF. However, this study required that tasks sharing resources be assigned to the same processor. Recently, Gai et al. [10] also presented an implementation of SRP for partitioned EDF and compared it to PCP. They have implemented a First-In-First-Out (FIFO) queue based spinlock for global shared resources, which has the potential to waste processing time (tasks can busy-wait for other tasks accessing the shared resource). Further, accesses to different global shared resources are not allowed to be nested.
In resource synchronization under global scheduling algorithms, there have been a few recent studies [11] , [12] , [13] . Under global EDF, Devi et al. [11] proposed a FIFOqueue based spin-lock implementation for non-nested resource accesses. They also modified the global EDF scheduler to enforce non-preemption during executions with shared resources. Holman and Anderson [12] have proposed various techniques for implementing mutual exclusion in non-nested shared resources under Pfair [16] global scheduling. They allow FIFOqueue based access to locked resources and present different techniques for handling short and long executions with shared resources. Flexible Multiprocessor Locking Protocol (FMLP), proposed by Block et al. [13] , can be used under partitioned EDF, global EDF, and Pfair scheduling. They handle short executions with shared resources using FIFO-queue based spin-locks, and long ones using priority inheritance similar to PCP. Nested resource accesses are however required to use group locks (separately for short and long executions), thus negating the benefits of nesting.
Under lock-free/wait-free resource sharing in multiprocessors, Tsigas and Zhang [17] have proposed a lock-free implementation of multiple read/write buffers. Similarly, Anderson et al. [18] have proposed wait-free implementations for multiword compare-and-swap and linked lists. Devi et al. [11] have also presented lock-free implementations of common data structures for multiprocessors. They have also derived bounds on the number of retry-loops (rollbacks) required. However, these bounds are highly pessimistic, because they assume that every preemption of a job will result in a retry.
III. UNDERSTANDING THE PROBLEM
We will first (in Section III-A) see the well-known problem of priority-inversion and the idea of how this is solved in the context of uniprocessor scheduling. We will then see (in Section III-B) that transferring this idea to multiprocessor scheduling can cause a limitation in the efficient use of available processing capacity (platform parallelism).
A. Uniprocessor systems
Suppose task set T is scheduled on a single processor using fixed-priority scheduling. It is assumed that the priority of a job is not affected by whether the job is holding a resource or not. Figure 1 shows an example of three jobs where J 1 and J 3 request some shared resource R and job J 2 never requests this resource. It is assumed that J 1 has higher priority than J 2 and J 2 has higher priority than J 3 . First J 3 is released. It executes and then it requests resource R. J 3 is granted the resource R and it continues executing holding the resource. Before it releases R however, J 1 is released and since J 1 has higher priority, it preempts the execution of J 3 . Job J 1 continues to execute and then requests resource R. This request is denied since R is held by job J 3 , i.e., job J 1 is blocked and cannot execute further. In the meantime, since job J 2 was released for execution and it has higher priority than J 3 , it is scheduled by the dispatcher. This job executes for a long time and during its execution the deadline of job J 1 expires.
In the above example, even when a higher priority job J 1 is blocked on a shared resource R held by a lower priority job J 3 , a medium priority job J 2 is allowed to execute and eventually delay the execution of job J 1 . Although it is inevitable that J 1 must block until J 3 releases resource R, J 1 must not be required to wait for job J 2 to finish executing because J 2 is not holding any resource required by J 1 .
The research community has invented protocols to reduce the effect of priority-inversion described in the previous paragraph. These protocols temporarily give jobs that hold shared resources a higher priority. Figure 2 shows the same jobs as in Figure 1 but now the priority of job J 3 is promoted when it holds resource R. In this way, we can see that job J 1 will meet its deadline, because job J 2 is not allowed to execute inbetween. There are different ways to promote the priority of a job that holds a resource; (i) the job could be scheduled non-preemptively or (ii) the job could inherit (transitively) the maximum priority among all jobs that are presently blocked on the same resource or (iii) the job could be assigned the ceiling priority of the resource 2 . The latter approach can be combined with a test that is performed whenever any job requests a shared resource; the job is granted access to the resource iff it has higher priority than the ceiling of all resources that are presently locked. This protocol is known as the PriorityCeiling-Protocol (PCP) [4] . This protocol avoids deadlocks, and ensures that a job is only ever blocked once during its entire execution, even if it requests many resources in a nested manner. Figure 3 shows an example of the operation of PCP. There are three jobs J 1 , J 2 and J 3 , where J 1 has higher priority than J 2 and J 2 has higher priority than J 3 . Job J 3 uses one resource R 1 ; job J 2 uses another resource R 2 ; and job J 1 uses both resources R 1 and R 2 . When job J 2 arrives it will not preempt the execution of J 3 , because J 3 holds a resource (R 1 ) with priority ceiling (equal to the priority of J 1 ) higher than the priority of J 2 . This priority promotion of job J 3 is necessary, because otherwise job J 1 would be blocked by both J 2 and J 3 .
B. Multiprocessor systems
In uniprocessors, we have seen that allowing one job (J 2 in Figure 1 ) to preempt another job while it is holding a resource (J 3 in the same figure) can cause a deadline miss to a third high priority job (J 1 in the figure). Suppose we have the same scenario as in Figure 1 , but now the jobs are scheduled on a multiprocessor platform comprised of 2 processors. Then it is possible to schedule job J 2 without having to preempt the execution of job J 3 , and therefore J 2 will not interfere with the execution of job J 1 . This brings us to the question, "Is it okay to schedule a medium priority job as long as it does not preempt any resource holding lower priority job?". Although the answer seems positive from the previous example, this is not true in all cases. It is actually not just the preemption that causes a deadline miss; the preempting job may request and be granted a resource and then this resource must be released before some high priority job can use it (example in Figure 3) . Therefore we will now pose the question, "Should a request for a resource be granted?", in a multiprocessor scheduling context.
Let us consider three jobs J 1 , J 2 and J 3 as in Figure 3 , but now scheduled using a global fixed-priority strategy on a multiprocessor platform comprised of 3 identical processors. Figure 4 shows a scenario where J 1 misses its deadline because J 2 was granted a resource (R 2 ) and J 1 requested resource R 2 before J 2 had released it. Clearly, the resource sharing protocol in this scenario takes the wrong decision of granting resource R 2 to job J 2 . Note that scheduling job J 2 is by itself not a wrong decision; however granting it resource R 2 at a time when it was known that job J 1 will also request the same resource is a wrong choice in this scenario 3 . Essentially, job J 1 suffers blocking twice within the same nested resource access; once while waiting for resource R 1 and again while waiting for resource R 2 . An improved resource sharing scenario in which job J 2 is denied access to resource R 2 is illustrated in Figure 5 .
This then begs the question, "When should a request for shared resource be granted?". A very safe approach would be to grant access to only one resource at a time, but this would limit parallelism. And this limited parallelism would imply that more work must be done at later times, which in turn can cause deadline misses. Another approach would be to use a PCP-like protocol (as in uniprocessors) and decide that job J 2 should be denied resource R 2 , because J 2 does not have higher priority than the ceilings of all locked resources (namely R 1 ). But this can also unnecessarily limit parallelism resulting in the aforementioned performace drawback. In Figure 4 , if job J 2 would have released resource R 2 just prior to when job J 1 requested access to the same resource, then it would not have affected the finishing time of job J 1 . Thus we can see that a resource request from a medium priority job can be granted if the resource is released before any other higher priority job requests it. Or more generally, a resource request can be granted as long as the maximum direct blocking suffered by any higher priority job is guaranteed to be within pre-defined bounds. In fact, in the next section, we will present a resource sharing protocol based on this idea. It allows parallelism (=granting requests) as much as possible, keeping the direct blocking time within limits.
IV. BHP RESOURCE SHARING PROTOCOL
The main idea. From the discussion in the previous section we can draw the following conclusions about the design of a protocol which limits direct blocking and allows a large degree of parallel execution:
• A priority-inheritance mechanism should be used in order to limit direct blocking but a PCP-like mechanism should not be used (because it would restrict parallel execution too much).
• There should be a mechanism for preventing deadlock (this is needed since we do not use PCP).
• For each task-resource pair, there should be an associated counter variable. This counter specifies the amount of direct blocking that the task can tolerate when requesting the resource. The counter should be updated at run-time to accurately reflect the amount of direct blocking that can be tolerated at any time.
• For every resource request, the protocol should check so that granting the request does not violate tolerable blocking of other task-resource pairs. In this section, we will create the Bounded direct blocking with High Parallelism (BHP) resource sharing protocol based on these ideas. This protocol will limit direct blocking and at the same time allow a large degree of parallel execution. We will first present notations that are needed and then present the dispatching algorithm for global scheduling; it uses the counters as mentioned above. We will then show how the counters are updated and discuss subtle issues with the protocol.
Notations.
• t: Denotes the current time instant. • LP B i : Denotes the Lower Priority direct Blocking for jobs of task τ i . Our protocol guarantees that for each nested resource access (the entire nesting) by jobs of task τ i , the maximum time for which this job will be directly blocked by lower priority jobs is at most LP B i . If a job has two completely separate nested resource accesses during its execution, then it will incur a maximum direct blocking of 2 × LP B i . Our protocol guarantees a value of max{C k,l } for LP B i , where k ≥ i and l ranges over all resources that jobs of τ i access.
ing from the start of the nesting, among all non-outermost accesses to this resource by jobs of task τ k . For example, suppose jobs of τ k request resource R l in three nestings during their execution; 1) R j requested and then R l with a minimum gap of 10 time units, 2) R l alone requested, and 3) R j requested and then R l with a minimum gap of 5 time units. Then MT R k,l in this case is 5.
• R l k : For each task τ k and each resource R l , R l k denotes the maximum direct blocking (in future) that the currently active job of τ k can incur in its current resource nesting. If the job is currently not in any nesting or if R l k is currently irrelevant, then it is set to ∞. The value is initialized to ∞, and only updated by our protocol.
• P T Y i : Effective priority of jobs of task τ i at the current time instant. P T Y i is initialized to i, but can be temporarily modified by our protocol (PIP-like updates). Zero denotes a special (highest) effective priority; whenever P T Y i = 0, the currently active job of task τ i cannot be preempted by the scheduling algorithm. A job of task τ i has higher priority than a job of task τ j iff P T Y i < P T Y j , or P T Y i = P T Y j and i < j. The Protocol. The BHP resource-sharing protocol is given by Algorithm 1, and the update to R l k is performed by Algorithm 2. Both these algorithms are executed at each time instant t, with Algorithm 2 being executed first.
We now explain the BHP protocol using examples illustrated in Figure 6 if J is not requesting any resource then 6: Execute job J 7: n assigned ← n assigned + 1 8:
Let Rj denote the resource requested 10: if Rj is not locked by another job then 11: if all resources in the nesting to which this 12: request belongs are unlocked then 13: if ∀k : Rj k ≥ Cij or 14: P T Yi < P T Y k then 15: Execute J and set P T Yi = 0 16: (P T Yi is reset when J is not 17: holding any shared resource) 18: n assigned ← n assigned + 1 19: end if end if 24: end for has higher priority than job J 2 and J 2 has higher priority than job J 3 , and these jobs are scheduled on 2 identical processors. Further, job J 1 requests resource R 1 , job J 2 requests resource R 1 followed by resource R 2 in a nested manner, and job J 3 requests resource R 2 . In the scenario on the left, job J 2 locks resource R 1 and then job J 1 blocks because it needs R 1 . Then job J 3 arrives and requests to lock resource R 2 . This request is granted because the maximum time for which J 3 will lock R 2 is such that it will not delay the execution of job J 2 (R 2 will be released before t 1 in the figure) . In fact, the protocol will allow J 3 to lock R 2 even if it delays the execution of J 2 , as long as this delay does not increase the blocking time of J 1 beyond LP B 1 . This scenario is depicted on the right-hand-side of the figure (interval (t 2 , t 3 ] is bigger than interval (t 3 , t 4 ]). In summary, when J 3 requests resource R 2 , it is granted access as long as the total blocking suffered by J 2 is such that it does not increase the blocking of J 1 beyond LP B 1 . The adjustment of blocking parameters in Lines 12 and 15 of Algorithm 2 ensures this property. The BHP protocol thus allows lower priority jobs to lock resources even when dependent (through nesting) resources are locked by higher priority jobs, and thereby improves parallelism when compared to other existing approaches.
Algorithm 2 Update rules for R l k 1: if A job of task τi performs an outermost request for 2: resource Rj (first request of a nested access) then 3:
for each non-outermost resource R l in this access do 5: 
if A job of τi is directly blocking some job in (t − 1, t] then 15: It can be shown that the BHP protocol prevents deadlocks (due to the check in Line 11 of Algorithm 1), and ensures that the maximum direct blocking suffered by any job of task τ i is LP B i . The latter can be explained as follows.
• Suppose, at the current time, no job of task τ i is using (or has requested) some shared resource. Then, R l i = ∞ for each shared resource R l , and Line 13 of Algorithm 1 does not constrain the lower priority jobs from locking resources (at least with respect to task τ i ). However, if any lower priority job locks a shared resource, then it executes non-preemptively. Therefore, even if multiple lower priority jobs simultaneously lock shared resources that will be requested by a job of τ i in the future, the maximum direct blocking that these jobs collectively induce on τ i is at most LP B i . This follows from our assumption that LP B i ≥ max{C k,l }, where k ≥ i and l ranges over all resources that τ i accesses.
• Suppose, at the current time, some job of task τ i is using (or has requested) some shared resource. If the job is directly blocked on an outermost resource access, then arguments from the previous point can be used to show that the maximum blocking it will incur for this request is at most LP B i . On the other hand, suppose the job is directly blocked on a non-outermost access for resource R l . If R l was locked (by another job) before the job of τ i entered the current resource nesting, then arguments from the previous point apply again. Whereas, if R l was locked (by another job) after the job of τ i entered the current resource nesting, then the initialization and updates to R l i (Lines 5, 12 and 15 of Algorithm 2) and the constraint check (Line 13 of Algorithm 1) together ensure that the job of τ i is directly blocked for at most LP B i time units until it gets access to R l in the current nesting. This is because the constraint checks whether the maximum blocking time of some lower priority job of τ k (t + C k,l ) is smaller than the permitted blocking time of the higher priority job of τ i ( R l i ). If yes, then the resource is granted to the lower priority job. Once the resource is granted, the constraint is guaranteed to be satisfied because the job cannot be preempted while holding a shared resource (Line 15 of Algorithm 1). Finally, the initialization and updates to R l i also ensure that the limit on direct blocking is achieved even in the presence of a sequence of blocked jobs (J 1 waiting for J 2 to release a resource, which in turn is waiting for J 3 to release a resource, and so on). Although the BHP protocol prevents deadlocks, ensures bounded direct blocking, and improves the parallelism in task executions when compared to existing studies, it incurs overheads in terms of memory requirements for R l k (O(np)) and online time-complexity for updates to R l k (O(np)). Further, it also requires that jobs execute non-preemptively when holding shared resources. The latter causes priority inversion for some higher priority jobs, even when they do not require any shared resource.
V. CONCLUSIONS AND OPEN QUESTIONS
In this paper we have discussed that there is a trade off between blocking and parallelism, and we have proposed the BHP protocol which allows as much parallelism as possible, keeping direct blocking within pre-defined limits. We may note that we are not the first ones to propose that a request for a resource should undergo a check, to calculate the time when the resource will be released (Line 13 of Algorithm 1). In fact, SIRAP [19] (a protocol for hierarchical scheduling) used such a test to decide if a job which requests a resource will finish execution before its budget expires.
Although the BHP protocol addressed some issues concerning the efficient use of parallelism in task executions, some open questions still remain. One of them is "Moving from uniprocessors to multiprocessors, whether it is still relevant to treat processors in a special manner when compared to other shared resources?". In multiprocessors, there is a very clear trade-off between mutually exclusive access to shared resources and the ability to exploit processing parallelism. Then, it would be interesting to consider processors as just another shared resource (although preemptable), and integrate their scheduling directly into the resource sharing protocol. Another question is "How to integrate the loss of parallelism due to shared resources in schedulability analysis?". There are two factors leading to the loss of parallelism that need to be considered; blocking from lower priority jobs and blocking from higher priority jobs 4 . Figure 6 . Example illustrating the BHP protocol
