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Im Vergleich zu den traditionellen Clusteringverfahren ermo¨glicht Subspace Clustering
die Suche nach Clustern in den Unterra¨umen (Subspaces) der Daten. Man unterscheidet zwei
Hauptarten des Subspace-Clustering-Verfahrens: Top-Down- und Bottom-Up-Verfahren. Die
Algorithmen des Top-Down-Verfahrens verkleinern die Suchbereiche von hohen zu niedrigen
Dimensionen. In dem Bottom-Up-Verfahren suchen die Algorithmen nach Clustern in einer
umgekehrten Reihenfolge.
Die Bestimmung der Parameter in den meisten Subspace-Clustering-Verfahren ist nicht
einfach, was die Anwendung der Verfahren erschwert. Daher wird in dieser Arbeit ein Ver-
fahren zur automatischen Parameterbestimmung diskutiert.
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1 Grundlagen
Die traditionellen Clustering-Verfahren wie z.B. K-means, DBscan usw. suchen nach Clus-
tern normalerweise im gesamten hochdimensionalen Raum. Subspace Clustering stellt eine Er-
weiterung des traditionellen Clustering dar, das die Suche nach Clustern in den Unterra¨umen
ermo¨glicht. Es bietet mehr relevante Informationen, da nur die Kombination von manchen Date-
nattributen sinnvoll ist. Die Abbildung 1 zeigt ein Beispiel, in dem drei Cluster auf jeweils zwei,





























Abbildung 1: Subspace Clustering
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Es gibt zwei Hauptarten des Subspace-Clustering-Verfahrens: Top-Down- und Bottom-Up-
Verfahren[1]. Zu den Top-Down-Verfahren za¨hlen PROCLUS[2], ORCLUS[3], FINDIT[4], σ-
Clusters[5], COSA[6] usw. Die bekannten Beispiele fu¨r Bottom-Up-Verfahren sind CLIQUE [7],
ENCLUS [8], MAFIA [9], CBF [10], CLTree [11], DOC [12] usw.
Das Problem der meisten Subspace-Clustering-Verfahren ist die Parameterbestimmung. Die
Tabelle 1 veranschaulicht die Parameter der oben genannten Verfahren.
Verfahren Kurze Beschreibung Parameter
PROCLUS K-Medoid K
ORCLUS Abstand zweier Punkte im Unterraum 1. Clusteranzahl
2. Gro¨ße des Unterraumes
FINDIT Medoids mit eigener Abstandfunktion 1. Minimale Punktanzahl im Cluster
2. Minimaler Abstand zwischen den Clustern
σ-Clusters Coherence (Koha¨renz) 1. Clusteranzahl
2. Clustergro¨ße
COSA Gewichtung der Punkte im Unterraum,
K-na¨chste Nachbarn
1. Grenzwert des Gewichts
2. K
CLIQUE Gruppierung durch Raster 1. Raster-Gro¨ße
2. Grenzwert der Dichte
ENCLUS Entropie Gro¨ße des Rasterintervalls
MAFIA Histogramm 1. Grenzwert der Dichte
2. Grenzwert fu¨r Merging
CBF Cell-basiert 1. Grenzwert der Sektion
2. Minimale Dichte
CLTREE Decision Tree 1. Minimale Anzahl in einem Bereich
2. Dichte fu¨r Merging
DOC Dichtebasiert 1. Maximale La¨nge
2. Minimale Punktanzahl in einem Cluster
Tabelle 1: Vergleich von Parametern in Subspace-Clustering-Verfahren
Die Tabelle zeigt, dass die meisten Verfahren Parameter beno¨tigen mu¨ssen, die sehr schwer
zu bestimmen sind. Daher wird in der vorliegenden Arbeit ein Verfahren mit automatischer
Parameterbestimmung diskutiert.
2 Verfahren
2.1 Definition von Subspace Clustern
Eine Datenbank entha¨lt Objekte und Attribute. Die letzteren ko¨nnen als Dimensionen betrachtet
werden, wobei die Objekte die Punkte in diesen Dimensionen sind. Eine Datenbank kann man
deswegen als einen Raum D ansehen, der eine Kombination von einem Attributraum A und
einem Objektraum O ist:
D = (A,O)
Der Attributraum A ist definiert als die Menge aller Attribute A = {a1, a2, · · · , an}, und der
Objektraum O ist die Menge aller Objekte O = {o1, o2, · · · , op}. Ein Subspace Cluster S ist ein
Unterraum von D:
S = D˜ = (A˜, O˜)
wo A˜ ⊂ A, O˜ ⊂ O und S eine in jedem Verfahren unterschiedlich definierte Bedienung C erfu¨llt.
Die Anzahl der Objekte in S wird mit |S| bezeichnet und |S| = |O˜|. Die Schnittemenge von
zwei Subspace Cluster wird wie folgt definiert:
S1 ∩ S2 = (A˜1 ∪ A˜2, O˜1 ∩ O˜2)
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2.2 Eindimensionales Gravitationsverfahren (Schritt 1)
Fu¨r hochdimensionale Daten ist es schwer, die Anzahl der Cluster vorher einzuscha¨tzen, deswe-
gen ist die Durchfu¨hrung eines K-medoid-basierten Verfahrens problematisch. Aus diesem Grund
basiert der Algorithmus auf Bottom-Up-Verfahren des Subspace Clustering. Der erste Schritt
des Gravitationverfahrens wird in eindimensionalen Ra¨umen durchgefu¨hrt.
Nehmen wir an, dass jedes Objekt ein wahres Objekt mit Gewicht ist, der Datenbankraum D
geographische Eingenschaften hat und die Objekte in einer Dimension Gravitation (Anziehungs-
kraft) erzeugen ko¨nnen.
Die Gravitationsfunktion ist definiert als G = G · m1m2
r2
. Fu¨r die Vereinfachung nehmen wir
die Gravitationskonstante heraus, dann erfolgt die Bestimmung der vereinfachten Gravitation




Es sei hervorgehoben, dass das Gewicht von einem Objekt 1/N ist, wobei N die Anzahl der
Objekte ist und der Abstand zwischen oa, ob als rab =
lab
L/(N − 1) definiert ist, der eine Pro-
portion des wahren zu dem durchschnittlichen Abstand L/(N − 1) bezeichnet, wo L die La¨nge






)2 = L2l2abN2(N − 1)2
Falls lab = 0 ist, dann werden a und b ein neues Objekt mit Gewicht ma +mb bilden.
Die Gravitation eines Objektes und die globale Gravitation in einer Dimension werden durch
folgende Maße berechnet:





• Die globale Gravitation einer Dimension A ist der Durchschnittswert der Gravitationen






Die Gravitation in einem eindimensionalen Raum zeichnet sich durch folgende Eigenschaften
aus:
• Ein Objekt in der Mitte hat einen gro¨ßeren Wert als eines am Rand
• In einem kleinen Bereich liegen die Objekte mit einem großen Gravitationswert na¨her zu
den Nachbarobjekten als die mit einem kleineren Gravitationswert.
Im Vergleich zu G kann das Objekt o mit einer sehr kleinen Go schon als ein Outlier entfernt
werden. Es sei betont, dass ein Objekt mit kleiner Gravitation in der Lage ist, wie ein Sepa-
rator die Clusterobjekte zu trennen. Daher bekommen wir die Clusterinformationen in einem
eindimensionalen Unterraum.
In der Abbildung 2 kann man deutlich sehen, dass die Clusterobjekte im Vergleich zu den
Nicht-Clusterobjekten gro¨ßere Werte der Gravitation haben.
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Abbildung 2: Gravitation der Objekte im eindimensionalen Raum
2.3 Suche nach hochdimensionalen Subspace Clustern (Schritt 2)
Nachdem die Cluster in jeder Dimension gefunden worden sind, mu¨ssen sie miteinander in hohen
Dimensionen kombinieren werden, damit neue Subspace Cluster gebildet werden ko¨nnen. Die
Kombination wird durch das Prinzip der Schnittmenge durchgefu¨hrt. Zum Beispiel wird fu¨r
Subspace Cluster S1 und S2 die Schnittmenge S1 ∩ S2 u¨berpru¨ft. Falls S1 ∩ S2 die Bedienung
C erfu¨llt, ist die neue Menge auch ein Subspace Cluster. Dieser Prozess wird durchgefu¨hrt, bis
kein neuer Subspace Cluster gefunden wird. Dann ist das Subspace Clustering abgeschlossen.
Das U¨berpru¨fen ist einfach: Die Anzahl der Objekte in S1 ∩ S2 wird berechnet, und falls
|S1 ∩ S2| > M ist, bildet S1 ∩ S2 einen neuen Subspace Cluster. M ist die minimale Anzahl von
Objekten in einem Cluster. Da |Si ∩ Sj | ≤ |Si| ist, haben die neugebildeten Cluster nicht mehr
Objekte als die a¨lteren, deswegen soll M nicht groß sein. Wenn M auf 0 gesetzt wird, dann ist
es mo¨glich ganz kleine Cluster zu finden, die spa¨ter entfernt werden ko¨nnen. M ist trotzdem ein
Parameter, den man durch eine grobe Bestimmung im Verfahren verwenden kann.
3 Schlussfolgerung
In dieser Arbeit wurde die Idee fu¨r Subspace Clustering mit einer Gravitationsfunktion vorgestellt,
um das Problem der schweren Parameterbestimmung zu beseitigen.
Die vereinfachte Gravitationsfunktion wird auf eindimensionale Objekte verwendet. Dank
den guten Eigenschaften der Gravitationsfunktion ist es mo¨glich Cluster und Outlier zu trennen.
Hochdimensionale Subspace Cluster ko¨nnen durch die Kombination von Objekten in niedrigen
Unterra¨umen gebildet werden.
Eine spa¨tere Arbeit wird sich der Beziehung von Objekten durch die Gravitation in mehreren
Dimensionen widmen. Es wird versucht, die vereinfachte Gravitationsfunktion noch zu verfein-
ern, damit sie an hohe Dimensionen angepasst werden kann und die Trennung der Cluster- von
Nicht-Clusterobjekten besser erfolgt.
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