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Abstract
Previous work on using BiLSTM mod-
els for PoS tagging has primarily focused
on small tagsets. We evaluate BiLSTM
models for tagging Icelandic, a morpho-
logically rich language, using a relatively
large tagset. Our baseline BiLSTM model
achieves higher accuracy than any previ-
ously published tagger not taking advan-
tage of a morphological lexicon. When we
extend the model by incorporating such
data, we outperform previous state-of-the-
art results by a significant margin. We also
report on work in progress that attempts
to address the problem of data sparsity in-
herent in morphologically detailed, fine-
grained tagsets. We experiment with train-
ing a separate model on only the lexical
category and using the coarse-grained out-
put tag as an input for the main model.
This method further increases the accuracy
and reduces the tagging errors by 21.3%
compared to previous state-of-the-art re-
sults. Finally, we train and test our tagger
on a new gold standard for Icelandic.
1 Introduction
Bidirectional long short-term memory (BiLSTM)
models have in recent years been shown to be ef-
fective for various sequential labelling tasks, in-
cluding Part-of-Speech (PoS) tagging (Ling et al.,
2015; Plank et al., 2016).
BiLSTMs are an extension of general LSTMs
(Hochreiter and Schmidhuber, 1997) that perform
better on sequences where the complete input se-
quence is available. Two LSTMs are trained on
the input sequence, one on its natural reading
order and the other on its reverse (Graves and
Schmidhuber, 2005). In addition to word em-
beddings (WE), character embeddings were first
used for tagging with BiLSTMs by Dos Santos
and Zadrozny (2014). This entails not only ex-
amining the sequence of words in a sentence dur-
ing training but also the sequences of characters
within those words.
In this paper we use BiLSTM models, with both
word and character embeddings, to train a PoS tag-
ger for a morphologically rich language, Icelandic,
with a fine-grained tagset of 565 morphosyntactic
tags. Only a small portion of previous work using
neural networks for PoS tagging has focused on
languages with rich morphology and large tagsets,
e.g. Sagot and Martínez Alonso (2017).
Various taggers have been developed for Ice-
landic: data-driven taggers (Helgadóttir, 2005),
a rule-based tagger (IceTagger) (Loftsson, 2008),
and a hybrid tagger (Loftsson et al., 2009). Prior to
the work presented here, an averaged perceptron
tagger, IceStagger (Loftsson and Östling, 2013),
was the current state-of-the-art tagger, achieving
an accuracy of 93.84% by employing a morpho-
logical lexicon and external word embeddings.
This paper presents the first deep neural net-
work tagger for Icelandic. We evaluate three mod-
els. First, we confirm the effectiveness of a Bi-
LSTM model for PoS tagging using a fine-grained
tagset. Second, we supplement the base model
with an external morphological lexicon, thereby
obtaining state-of-the-art results. Third, we pro-
pose an approach to further increase the accuracy
by creating a coarse-grained tagset from the fine-
grained one and using the resulting tagset to de-
vise a two-step process. This approach is to our
best knowledge novel in the context of neural net-
work tagging. Specifically, we train a separate
model on only the lexical category and use the
coarse-grained output tag as an input into the main
model. Combined, this results in an overall tag-
ging accuracy of 95.15%, which is equivalent to
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an error reduction of 21.3% compared to the pre-
vious state-of-the-art. Finally, we train and test our
model on a new gold standard for Icelandic, MIM-
GOLD. The new standard is larger than the older
one, IFD (see Section 2), and contains more di-
verse texts. We achieve an accuracy of 94.17% on
MIM-GOLD.
2 Data
In this section, we describe the data and the tagset
used in our work.
The IFD Corpus: The taggers developed for
Icelandic so far have all been trained and tested
on the Icelandic Frequency Dictionary (IFD) cor-
pus (Pind et al., 1991), a balanced corpus contain-
ing about 590 thousand tokens. The IFD corpus
was collected in the early 1990s and contains texts
from published books, primarily fiction (60%) but
also biographies (20%) and scholarly work (20%).
As with the other taggers referenced in this paper,
we use the so-called corrected version of the cor-
pus, with the reduced tagset (565 tags) and ten-
fold split from Loftsson et al. (2009).1 The mor-
phosyntactic tags in this tagset are mnemonic en-
codings, i.e. character strings where each charac-
ter has a particular function. The first character
denotes the lexical category. For each category
there is a predefined number of additional charac-
ters (at most six), which describe morphological
features, like gender, number and case for nouns;
degree and declension for adjectives; voice, mood
and tense for verbs, etc. To illustrate, consider the
word form maður “man”. The corresponding tag
is nken, denoting noun (n), masculine (k), singular
(e), and nominative (n) case.
The MIM-GOLD corpus: MIM-GOLD2
(Loftsson et al., 2010), a subset of the MIM cor-
pus (Helgadóttir et al., 2012), contains a greater
diversity of texts than the IFD corpus. In addi-
tion to texts from published books, it contains texts
from news media, blogs, parliamentary speeches
and more. Furthermore, MIM-GOLD contains ap-
proximately 1 million running words, about twice
as many as IFD. The tagset used in MIM-GOLD
consists of the same reduced tagset of 565 tags,
mentioned above.
Morphological Lexicon: The Database of
Modern Icelandic Inflections (DMII) is a lexicon
1IFD can be downloaded from http://malfong.is/
?pg=ordtidnibok.
2MIM-GOLD can be downloaded from http://
malfong.is/?pg=gull.
of about 280 thousand paradigms and close to
six million inflectional forms (Bjarnadóttir, 2012).
The output from the database used in this project
contains word form and morphological features.
By incorporating DMII, the average unknown
word rate in testing, using the IFD ten-fold split,
drops from 6.8% to 1.1% (Loftsson et al., 2011).
3 The Three Models
3.1 Word and Character Embeddings
Word embeddings are vector representations of
words based on their context in training data.
Adding recurrent character embeddings has been
shown to significantly improve performance for
handling of unknown words (e.g. Plank et al.
2016; Dos Santos and Zadrozny 2014). For each
word, both forward and backward expressions are
generated, containing the sequence of characters
in the word, as well as word initial and word final
markers. This helps the model grasp morphologi-
cal details.
In our baseline model, which is similar to Plank
et al. (2016), both word embeddings and recur-
rent character embeddings are used as input. The
character embeddings for a given word are input
into a BiLSTM. The output from the BiLSTM is
concatenated to the word embedding and the com-
bined vector input into another BiLSTM, whose
output is input into a hidden layer. The hidden
layer feeds the output layer, which selects a PoS
tag.
3.2 Using Data from an External
Morphological Lexicon
Horsmann and Zesch (2017) replicated Plank et al.
(2016) using a collection of corpora annotated
with fine-grained tagsets of varying sizes, in con-
trast to the coarse-grained Universal Dependen-
cies (UD) tagset in the previous study (17 tags).
The replication confirmed the superior perfor-
mance of the BiLSTM tagger, also on fine-grained
tagsets. Furthermore, they found that the advan-
tages of the BiLSTM tagger over other taggers
grow proportionally with the tagset size of the cor-
pus. However, they also claim that for large tagsets
of morphologically rich languages, hand-crafted
morphological lexicons are still necessary to reach
state-of-the-art performance.
Using a morphological lexicon has become
common practice for enriching training data for
PoS taggers. Hajicˇ (2000) marked the importance
Figure 1: A partial n-hot vector and the corre-
sponding features from DMII. The example shows
12 features, including the active features for the
word form strætó “bus”. The word, a noun, has the
same form for nominative, dative and accusative
and therefore all corresponding labels are acti-
vated. An actual vector in our model has 61 labels,
which are either active, 1, or inactive, 0.
of this for morphologically rich languages. It was
first done for Icelandic in Loftsson et al. (2011).
Sagot and Martínez Alonso (2017) first used
morphological lexicons as supplemental input for
PoS tagging with BiLSTM taggers and showed
that it yields consistent improvement. Follow-
ing their work, we extend the baseline model by
adding an input layer that contains token-wise fea-
tures obtained from the DMII lexicon (see Section
2). The input vector for a given word is an n-hot
vector where each active value corresponds to one
of 61 possible labels in the lexicon. An example
of an n-hot vector is given in Figure 1.
The vector is concatenated to the two vectors
described in the previous section, i.e. the word
embedding and the character embedding, and the
result is then fed into the BiLSTM layer. Previous
taggers using DMII have had to map the informa-
tion to the IFD tagset. As the tagsets of IFD and
DMII are not completely compatible some infor-
mation has been lost in the mapping process. Our
method allows the model to use and learn from all
the information encoded in the morphological lex-
icon, even though it uses a tagset slightly different
from our training data.
3.3 Stepwise Tagging Model
When employing a fine-grained tagset with
mnemonic encoding, the model does not place dif-
ferent significance on two tags when they differ in
lexical category, on one hand, or share a lexical
category but differ in morphological features, on
the other. A human, however, would consider the
former a more significant error than the latter. A
PoS tagger is especially prone to such errors when
the tagset is large and the amount of training data
is insufficient to detect all the subtle differences
between labels, as sometimes is the case for under-
resourced or domain-specific languages.
To place a higher emphasis on assigning the cor-
rect lexical category, we devise a two-step process.
First, we simplify the tagset from 565 to 10 tags
by using only the first letter of the fine-grained tag
mnemonic, i.e. the letter denoting the lexical cate-
gory. We then train our model on this new coarse-
grained tagset, using word and character embed-
dings as well as the morphological lexicon. This
results in a lexical category tagger with very high
accuracy, 98.97% in our case. In the second step,
the output of that tagger is embedded as a one-
hot vector and concatenated to the vectors input
into the BiLSTM layer of the main model. This
guides the tagger to the correct lexical category
and eliminates some of the errors caused by in-
sufficient training data.
This is a work in progress and other morpholog-
ical features in the tags are promising for evolv-
ing this stepwise approach and further increasing
overall accuracy. Thus, separate models for de-
tecting gender, number and case agreement, for
example, might be considered at each step.
We are not aware of other implementations of
stepwise PoS tagging using BiLSTMs, but Hors-
mann and Zesch (2016) employ such a method in
a slightly different setting. They use a Support
Vector Machine for training, assume the coarse-
grained tags are correct and then have their tag-
ger assign the fine-grained tags based on them. In
their Bidir tagger, Dredze and Wallenberg (2008)
tag case separately in a second-pass, after running
a general first-pass that uses the whole tagset. The
second-pass tagger has access to the output of the
first-pass, and is permitted to change its case and
gender selections.
4 Experiments and Results
4.1 Experimental Setup
Our models were built using DyNet3 (Neubig
et al., 2017). We use the same hyperparame-
ters for all models, SGD training with the initial
learning rate of 0.13, which decays 5% in each
epoch and runs for 30 epochs. The network has
128-dimensional embeddings for words and 20 for
characters. The supplemental embeddings have 61
3The Dynamic Neural Network Toolkit, see http://
dynet.io.
Figure 2: Our full model, employing word embeddings, character embeddings, a morphological lexicon,
and the output of the first-pass of the stepwise model. The hidden layer is omitted for simplicity. Figure
adapted from (Plank et al., 2016).
dimensions for the lexicon and 10 for the lexical
categories. The hidden layer has 32 hidden states.4
Our experiments consist of three models:
Baseline: The first model uses word and char-
acter embeddings only. This corresponds to the
model described in Section 3.1.
DMII: The second model adds external mor-
phological data from DMII to the baseline model
by encoding the information in n-hot vectors as de-
scribed in Section 3.2.
LC: The third and full model then adds the
lexical category embeddings created by a coarse-
grained tagging step described in Section 3.3. This
full model is shown in Figure 2.
4.2 Part-of-Speech Tagging Results
The test results for all three models are shown
in Table 1, with the full model reaching 95.15%
accuracy after 30 epochs. The baseline model
(93.25%) already gets close to state-of-the-art re-
sults and surpasses existing taggers when not us-
ing an external morphological lexicon (cf. Lofts-
son and Östling 2013).
The substantial gain achieved by using DMII
confirms the advantages of using an external mor-
4The source code for our implementation is available from
https://github.com/steinst/ABLTagger
Acc. Known (%) Unknown (%)
Baseline 93.25 95.19 66.84
+ DMII 94.84 95.17 54.61
+ LC 95.15 95.48 54.06
Table 1: Accuracy of the three models trained and
tested on IFD. Note that when DMII is employed
the number of unknown words falls almost 90%,
from 4,036 to 476 out of an average total of 58,977
words in the splits.
phological lexicon as discussed in Section 3.2.
The accuracy gain is considerably higher than the
corresponding gain in IceStagger (1.59 vs. 0.88
percentage points).
By employing the stepwise model discussed in
Section 3.3 we try to guide the tagger to the highly
accurate lexical category given by the coarse-
grained tagger. This helps in assigning rare or am-
biguous tags in the fine-grained tagset by raising
the accuracy of the lexical category, resulting in a
further 0.31 percentage point gain.
Note that the baseline model achieves the high-
est accuracy for unknown words because when
adding data from DMII the unknown word ra-
tio drops considerably (see Table 1), from 6.8%
Acc. Known Unknown
TnT 90.45% 91.82% 71.82%
IceTagger 92.73% 93.84% 77.47%
+ DMII 93.48% 93.85% 60.50%
IceStagger 92.82% 93.97% 77.03%
+ DMII 93.70% 94.02% 61.45%
+ DMII,WE 93.84% 94.15% 61.99%
Our model 95.15% 95.48% 54.06%
Table 2: Comparison to other taggers for Ice-
landic.
to 0.8%. This is in line with results of previous
taggers (see Section 2), further reduction in un-
known words is due to us using the latest version
of DMII, while previous results were published in
2011. When DMII is employed the remaining un-
known words are more likely to be foreign words,
typos or to be irregular in some other way and
therefore more difficult to tag. This explains the
drop in accuracy for unknown words.
4.3 Comparison to other Taggers
A comparison of our model to other previously
published taggers for Icelandic is shown in Ta-
ble 2. The results for TnT, IceTagger and Ice-
Stagger are presented in (Loftsson et al., 2009;
Loftsson, 2008; Loftsson and Östling, 2013), re-
spectively. All the reported results are fully com-
parable as they are based on exactly the same
cross-validation split of the IFD corpus, with the
exception that the TnT tagger does not employ
data from DMII, and has therefore a higher ratio
of unknown words.
Our model outperforms all previous taggers by
a substantial margin, equaling a 21.3% reduc-
tion in errors compared to the highest accuracy
(93.84%) obtained by IceStagger. It also has the
highest accuracy for known words, i.e. those seen
in the training data, including DMII. It should
be noted though, that the numbers for accuracy
of known and unknown words are not very well
comparable between the different models, as us-
ing DMII eliminates a substantial part of unknown
words, but the ones that remain tend to be more ir-
regular, and can thus be harder to tag correctly.
4.4 Error Analysis
When comparing the most frequent kinds of er-
rors our tagger makes to the errors of IceStagger,
two differences stand out. The frequency of
Our model IceStagger
Proposed tag Error Proposed tag
No. > gold tag rate > gold tag
1. aþ>ao 3.28% aþ>ao
2. ao>aþ 2.99% ao>aþ
3. nveo>nveþ 1.80% nveo>nveþ
4. nveþ>nveo 1.72% nveþ>nveo
5. ao>aa 1.18% sng>sfg3fn
6. aa>ao 1.09% ao>aa
7. nkeo>nkeþ 0.98% sfg3eþ>sfg1eþ
8. nheo>nhfo 0.92% aa>ao
9. nkeþ>nkeo 0.82% nheo>nhen
10. ct>c 0.81% nhen>nheo
Table 3: Ten most frequent kinds of errors.
sng>sfg3fn and sfg3eþ>sfg1eþ are drastically re-
duced and are no longer among the ten most fre-
quent kinds of errors (see Table 3). These are
verbs that are assigned infinitive mood instead of
indicative mood (sn...>sf...) and third person in-
stead of first (sfg3...>sfg1...), respectively. These
kinds of errors occur when the subject is far away
from the verb itself and the more frequent tag
for the word form is selected instead of the cor-
rect one. This corroborates that LSTMs are better
at handling long-distance dependencies (Linzen
et al., 2016) than other methods that have a lim-
ited context window during training.
The remaining kinds of errors in the top ten
list are for the most part mistakes in case assign-
ment. For example, prepositions are often wrongly
marked as governing accusative instead of dative
and vice versa (1 and 2) and there is often a confu-
sion between prepositions and adverbs (5 and 6).
The same goes for nouns (7 to 9) and, in addi-
tion, they are often assigned the wrong number,
i.e. singular instead of plural (8). The last kind of
error (10) is caused by a lack of syntactic and con-
textual information: a conjunction is marked as a
relativizer, i.e. conjunction introducing a relative
clause.
The nearly even distributions (1+2, 3+4, 5+6,
7+9) at which these kinds of errors occur indicate
that there is nothing in the training data to dis-
cern which tag to select in these instances. One
way forward to try to tackle these errors is to sup-
plement the model further, e.g. with verb sub-
categorization frames.
Acc. Known Unknown
MIM-GOLD 94.04% 95.13% 68.34%
+ IFD 94.17% 95.62% 68.18%
Table 4: Accuracy when training and testing on
MIM-GOLD.
5 Tagging a Different Gold Standard
In the previous sections, we have described the
tagging process and compared the results to previ-
ous taggers using the same splits on IFD. We have
demonstrated that our tagger achieves a signifi-
cant gain in accuracy over previous taggers. Since
the IFD corpus mainly contains literary work (see
Section 2), these texts are not necessarily charac-
teristic of texts that have to be tagged for language
technology or research purposes. This is one of the
reasons why a new gold standard, MIM-GOLD,
was built containing more diverse texts (see Sec-
tion 2). In 2015, Steingrímsson et al. (2015)
trained IceStagger on MIM-GOLD, but found it
had many inconsistencies and errors. Since then it
has been reviewed and corrected and the final ver-
sion, along with 10-fold splits, was made available
in 2018.
We trained our BiLSTM tagger on these splits
and measured the accuracy for our full model, em-
ploying both DMII and the two-step method. We
carried out two experiments. In the first, we only
trained and tested on the 10-fold splits for MIM-
GOLD, but in the second we added the whole IFD
corpus to the training data. As evident from Ta-
ble 4, there is a substantial drop in accuracy com-
pared to training and testing on IFD (see Table
1). The lower accuracy may, at least partly, be
due to a greater variety in texts than before and a
larger proportion of unknown words in the MIM-
GOLD test set compared to IFD (Steingrímsson
et al., 2015).
6 Conclusions and Future Work
We have shown that BiLSTM models with com-
bined word and character embeddings achieve
state-of-the-art accuracy in PoS tagging of Ice-
landic texts. We have also confirmed that Bi-
LSTMs perform well with a fine-grained tagset,
such as the one used in the Icelandic corpora, IFD
and MIM-GOLD. When dealing with small cor-
pora, as often is the case with under-resourced lan-
guages, supplementing the models with external
data can be highly beneficial as shown by our ex-
periments.
To deal with the problem of data sparsity, which
is more prevalent when using fine-grained tagsets,
we devised a stepwise method to guide the tagger
in assigning lexical categories. This method is a
work in progress – we have pinpointed morpho-
logical features that can be independently iden-
tified with very high accuracy and are therefore
promising candidates for being handled in a sep-
arate step in the tagging process. Furthermore,
it could be worthwhile to pre-train word embed-
dings on unlabeled data, such as the Icelandic Gi-
gaword Corpus (IGC) of 1.2 billion words (Stein-
grímsson et al., 2018), e.g. employing the method
described by Wang et al. (2015), which is specifi-
cally adapted to BiLSTMs.
The error analysis in Section 4.4 suggests that
information on case governance is critical in re-
ducing the most common errors the tagger makes.
This could be external data on case governance
of verbs and prepositions, or data derived from a
method akin to the stepwise method that better dis-
cerns this information from the training data.
The final version of a new gold standard, MIM-
GOLD, has recently been released and has not
been used for training a PoS tagger for Icelandic
before. IFD is heavily biased towards literary fic-
tion but MIM-GOLD is a more balanced mix of
different text genres and is thus more diverse. The
lower accuracy for MIM-GOLD should thus not
have been surprising, even though it has more data
than IFD. Comparison of error analysis for both
gold standards should reveal if there are other fac-
tors at play. We suggest that further work on de-
veloping PoS taggers for Icelandic texts focuses
on this new gold standard.
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