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Abstract
We present a method for discovering and exploiting ob-
ject specific deep learning features and use face detection
as a case study. Motivated by the observation that certain
convolutional channels of a Convolutional Neural Network
(CNN) exhibit object specific responses, we seek to discover
and exploit the convolutional channels of a CNN in which
neurons are activated by the presence of specific objects in
the input image. A method for explicitly fine-tuning a pre-
trained CNN to induce an object specific channel (OSC) and
systematically identifying it for the human face object has
been developed. Based on the basic OSC features, we in-
troduce a multi-resolution approach to constructing robust
face heatmaps for fast face detection in unconstrained set-
tings. We show that multi-resolution OSC can be used to
develop state of the art face detectors which have the ad-
vantage of being simple and compact.
1. Introduction
Convolutional Neural Networks (CNNs) have been
demonstrated to have state-of-the-art performances in many
computer vision tasks such as image classification [12, 26],
detection [5, 23], retrieval [1] and captioning [9]. Several
methods such as Deepvis [36] and deconvolutional tech-
nique [37] have been developed to help get a better under-
standing of how these models work and it has been shown
that CNNs have the ability to learn powerful and inter-
pretable features.
In this paper, we present a method for discovering and
exploiting class specific deep learning features and use face
detection as a case study. A key motivation of this paper is
based on the observation that certain convolutional channels
of CNNs exhibit object specific responses [36]. An object
specific channel (OSC) is a convolutional feature map at a
hidden layer of a CNN in which neurons are strongly ac-
tivated by the presence of a certain class of objects at the
neurons’ corresponding regions in the input image. An ex-
ample is shown in Figure 1 where the last image at the top
row is a face specific OSC where spatial locations corre-
sponding to the face regions have strong responses (white
pixels) while areas corresponding to non-face regions have
weak responses (black pixels). If such an OSC can be reli-
ably identified, then it can be exploited for various tasks in-
cluding object detection. Do such channels exist for a given
class of objects? If so, how can we systematically identify
such channels? If not, can we tune a pre-trained CNN to
have such channels?
A method for explicitly fine-tuning a pre-trained CNN
to induce an OSC and systematically identifying it for the
human face object has been developed. Based on the basic
OSC features, we introduce a multi-resolution approach to
constructing robust face heatmaps for fast face detection in
unconstrained settings. Although we use face as a specific
case study, our method could be easily extended to other
classes of objects to turn the convolutional feature maps of
a CNN into object specific feature channels for object de-
tection and other computer vision tasks.
2. Related Work
Face detection models in the literature can be divided
into four categories: Cascade-based model, Deformable
Part Models (DPM)-based model, Exemplar-based model
and Neural-Networks-based model. The most famous
cascade-base model is the VJ detector [30] based on Haar-
like features, which have demonstrated excellent perfor-
mance in frontal face detection. However Harr-like features
have limited representation ability to deal with variational
settings. Some works try to improve VJ-detector via using
more complicated features such as SURF [38], HoG [17]
and polygonal Haar-like features [22]. Aggregate channel
features [33] are also introduced for solving multi-view face
detection problems.
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Figure 1. (a) An input image is first processed by a CNN, its face specific convolutional channels are identified and a face response heatmap
is generated from multi-resolution face specific convolutional channel features. (b) Face proposals are generated based on the heatmap and
processed by a binary CNN classifier. Finally detected faces are combined through a Non-Maximum Suppression (NMS) algorithm.
Another category is DPM-base model [4], which treats
face as a collection of small parts. DPM-base model can
benefit from the fact that different facial parts independently
have lower visual variations, so it is reasonable to build ro-
bust detectors by combining different models trained for in-
dividual parts. For example, Part-based structural models
[32, 39, 31] have achieved success in face detection and a
vanilla DPM can achieve top performance over the more
sophisticated DPM variants [20].
Exemplar-based detectors [25, 15, 13] try to bring im-
age retrieval techniques into face detection to avoid explic-
itly modelling different face variations in unconstrained set-
tings. Specifically, each exemplar casts a vote following the
Bag-of-Words (BOW) [24] retrieval framework to get a vot-
ing map and uses generalized Hough Voting [14] to locate
the faces in the input image. As a result, faces can be ef-
fectively detected in many challenging settings. However, a
considerable amount of exemplars are required to cover all
kinds of variations.
Neural-Networks-based detectors are usually based on
deep convolutional neural networks. Faceness [35] tries to
find faces through scoring facial parts responses by their
spatial structure and arrangement, and different facial parts
correspond to different CNNs. A two-stage approach is
also proposed by combining multi-patch deep CNNs and
deep metric learning [18]. The CCF detector [34] uses an
integrated method called Convolutional Channel Features,
transferring low-level features extracted from pre-trained
CNN models to a boosting forest model. Cascade archi-
tectures based on CNNs [16] have been also designed to
help reject background regions at low resolution, and select
face area carefully at high resolution. The DDFD detector
[3] uses a single model based on deep convolutional neural
networks for multi-view face detection, and points out that
CNNs can benefit from better sampling and more sophisti-
cated data augmentation techniques.
We try to directly use object specific channel to produce
face response heatmap, which can be used to quickly locate
potential face area. The heatmap is similar to the voting
map in exemplar-based approach [15, 13], but the differ-
ence is that the voting map is produced by the Bag-of-Words
(BOW) [24] retrieval framework, while our heatmap is di-
rectly extracted from a convolutional channel.
3. Object Specific Convolutional Features for
Face Detection
3.1. Overview
Our goal is to discover and exploit face specific convolu-
tional channel features to help locate the face areas quickly
for further processing. Our face specific feature discov-
ery and detection architecture contains two stages as shown
in Figure 1: In the first stage, an image is fed to a CNN.
face specific convolutional channels (OSCs) are identified.
Multi-resolution features are extracted from the OSCs to
form the channel’s face heatmap. In the second stage, a set
of face candidate windows can be quickly identified based
on the OSC heatmap. All candidates are then processed by
a CNN based binary classifier. Finally all face windows are
merged using Non-Maximum Suppression (NMS) [21] to
obtain the final detection results.
3.2. face Specific CNN Feature Extraction
Training Data Preparation and CNN Fine-tuning. We
start with the pre-trained ”AlexNet” [12] provided by the
open source Caffe Library [8]. In order to adapt the CNN
Figure 2. Examples of masked face images (first row) and original images (second row) from AFLW [10] for fine-tuning.
model to our face detection problem, we change the last
classification layer from ImageNet-specific 1000 classes
to 2 classes, which represent images with faces and im-
ages with masked faces (Figure 2) respectively. Specifi-
cally, let Conv be a convolutional layer, LRN a local re-
sponse normalization layer, P a max pooling layer and F
a fully connected layer, the architecture can be described
as Conv1(55x55x96) - LRN - P - Conv2(27x27x256) -
LRN - P - Conv3(13x13x384) - Conv4(13x13x384) -
Conv5(13x13x256) - P - F(4096) - F(4096) - F(2), where
the numbers inside the brackets are the numbers of neurons
and their topology).
The authors of [36, 37] tried to gain insight into the op-
eration of the CNN models via visualizing the features and
filters of their hidden units. The authors of [37] have shown
that the CNN model is highly sensitive to local structure
of the input image and that particular regions of an image
are responsible for firing of specific neural units. [36] dis-
covers that there exists many invariant detectors for faces,
shoulders, text, etc. in the 5th convolutional layer. It shows
that CNNs can learn partial information even though no ex-
plicitly labelled faces or texts exist in the training datasets.
If we can be certain that specific objects will fire specific
hidden neurons in a CNN then it will be very useful because
we can infer the objects in the input from the response of the
hidden neurons. Based on above observations, we believe it
is possible to fine-tune a CNN such that particular neurons
will respond to specific objects if suitably prepared object
specific training examples were used. To verify this idea,
we use Annotated Facial Landmarks in the Wild (AFLW)
database [10] as training dataset to fine-tune the AlexNet.
AFLW database contains 25,993 faces in 21,997 real world
images collected from flickr with a range of diversity and
variation in poses, ages and illuminations. Unlike most
common methods that crop the ground-truth face area as
positive samples and non-face area as negative samples, we
use the original images as positive samples. For negative
samples, we also use the same images, but mask the facial
part with random noises (R, G, B value are randomly gen-
erated from 0-255). Some examples of these positive and
negative samples are shown in Figure 2. The idea is that
if the CNN model can discriminate the masked image from
the original image, it will be forced to use the partial infor-
mation from face area for classification. What we desire is
that through re-enforcing the CNN to discriminate images
with faces and images without faces, then the network will
organise itself such that certain units will be responsible for
representing faces, thus enabling the extraction of face spe-
cific channels for various post processing.
Face Specific Convolutional Feature Extraction. In
order to quantify how well each convolutional channel re-
sponds to faces after fine-tuning, we’ve studied the 5th
convolutional layer which has a 13 x 13 x 256 topology
and can be visualized as 256 different 2-D heatmaps (13
x 13). We resize every heatmap from shape (13 x 13) to
(227 x 227), the same size as the input image, using a
bicubic interpolation. We calculate the average intensity
value of the heatmap both inside and outside the face ar-
eas respectively, which are denoted as ”face-score”, i.e.,
1
wh
∑x+w
i=x
∑y+h
j=y I(i, j), for a given bounding box, where
(x, y) is the top left coordinate, (w, h) are the width and
height, and I(i, j) is the intensity value at point (i, j). The
resized heatmap has the same shape as the input image, and
the face area in the heatmap can be located by directly us-
ing the ground-truth face annotations. To calculate the face-
score in the face areas, all the intensity of pixels inside the
face area are added up and divided by the number of pixels
in that face area. Similarly, the face-score outside the face
area can be calculated easily. We then use 1,000 images ran-
domly chosen from AFLW [10] to calculate the face-scores
inside and outside face areas of all the channels in the 5th
convolutional layer of the fine-tuned model. The final value
of face-score are the average value across all the 1,000 im-
ages. The results are shown in Figure 3. We can see that
the 196th channel has highest face-score inside the face ar-
eas, followed by the 139th channel. The value of face-score
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Figure 3. Face-scores of inside and outside face area for each channel in
conv5 layer, averaged over 1,000 images randomly chosen from ALFW
input image single-resolution multi-resolution
Figure 4. Examples for single-resolution and mutli-
resolution feature extraction
outside face area is small in all channels.
This shows that there do exist face specific channels
where specific neurons will respond to specific objects.
What is also interesting is that the topology of the convolu-
tional layer has a direct correspondence with the input im-
age where objects (faces in this case) fires neurons at the
spatial positions corresponding to face regions in the input
image.
Mutli-resolution Features. From the above, we could
compute contours of the heatmap (conv5196) based on a
given threshold, and then generate the bounding box of that
contour. As a result, the bounding box could be used to
represent the face position. However, as shown in Figure
4, there are two problems if we want to use the heatmap
directly for face detection. One is that the heatmap cannot
capture small faces, the other is that the strong firing neu-
rons in the heatmap tend to shift to the edge of the image
if the face is not in the center of an image. We have devel-
oped a multi-resolution approach to solving these problems:
The input image is divided into small sub-images by a slid-
ing window at multiple resolutions. We specify the stride,
with which the sliding window is moved each time, to be
half of sub-image size. Thus adjacent sub-images overlap
each other. All sub-images and the original image are then
resized and fed to the fine-tuned CNN to extract the chan-
nel heatmaps (conv5196), which are then merged to a single
heatmap by selecting the maximum intensity value of indi-
vidual heatmap at each pixel position, i.e., Ii,j = max
1≤l≤n
I li,j ,
where Ii,j is the intensity value of the merged heatmap at
point (i, j), and I li,j is the intensity value of the l
th sub-
image’s heatmap at point (i, j). As a result (see Figure 4),
the merged heatmap is able to capture small faces and lo-
cate faces in the input image more precisely. This is because
small faces in the original scale become ”larger” in the sub-
image scale, which can be captured by the fine-tuned CNN.
Furthermore, after performing color quantization [29] over
the merged heatmap to reduce the number of distinct grey
colors, the heatmap is like a contour map (see Figure 4 and
Figure 8) corresponding to face area in the input image. The
intensity value of pixels is highest around the eyes and noses
area in the input image, and gradually drops off in other ar-
eas.
3.3. Face Proposals and Detection
The second stage of our method (Figure 1(b)) locates
faces more precisely and separates overlapped faces which
cannot be distinguished in the heatmap. We first use face-
score defined above (average intensity of a specific area in
a heatmap) to quickly select face proposals. Then another
binary CNN classier is trained to discriminate face from
non-face images. In the end, Non-Maximum Suppression
is used to merge multiple face windows for final detection.
Face Proposals by Face-Score. Instead of using
category-independent region proposals method like selec-
tive search [28] used in R-CNN [5] for general object detec-
tion, we simply use a multi-scale sliding window to select
potential face windows based on face-score. Specifically,
while scanning the input image, the face-score of the sliding
window is calculated at the same position in the correspond-
ing heatmap. The sliding windows are selected as face re-
gion proposals if the face-scores exceed a given threshold
(80 in our case). This approach can reject non-face regions
effectively based on the above observation that the pixel in-
tensity values around the face regions are higher than non-
face regions. All potential face proposals of one image are
collected as a batch to feed to a binary CNN classifier de-
scribed below.
Candidate Face Window Selection by CNN. Due to a
range of visual variations such as poses, expressions, light-
ings and occlusions, a robust face classifier is trained us-
ing augmented data. The fine-tuned CNN model used to
extract face response heatmap is used as pre-trained model,
and then fine-tuned again with face images and non-face im-
ages. All the face images are cropped from AFLW dataset
Original Blurred OccludedDarked Occluded Double-sized Padded Padded Background Background
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Figure 5. Example face (a) and non-face (b) images from AFLW for face classifier training.
[10] by the ground-truth bounding box, and augmented by
making them darkened, blurred and occluded (Figure 5(a)).
Non-face images are collected in the following ways (Fig-
ure 5(b)): (1) background images randomly cropped from
AFLW images with a given Intersection-over-Union (IoU)
ratio (0, 0.1 and 0.2) to a ground-truth face; (2) cropped
by double-sized ground-truth faces; (3) face images padded
with non-face images. Each condidate face window has
a classification score after being processed by the fine-
tuned binary classifier. Finally all detected face windows
are sorted from highest to lowest based on classification
score, and then a non-maximum suppression (NMS) is ap-
plied to the detected windows to reject the window if it has
an Intersection-over-Union (IoU) ratio bigger than a given
threshold.
4. Experiments
As described above, the AFLW dataset is used to train
our model, and then we use PASCAL Face [32] and FDDB
dataset [6] to evaluate our face detector. PASCAL Face
dataset is a widely used face detection benchmark, contain-
ing 851 images and 1,341 annotated faces. FDDB dataset is
a larger face detection benchmark, consisting of 5,171 an-
notated faces in 2845 images. It contains a wide range of
difficulties including occlusions, various poses and out-of-
focus faces.
One problem in the evaluation of face detection is the
different annotations between training datasets and testing
datasets such as policies for what constitutes a face, size of
annotation boxes and minimum/maximum face size. In or-
der to solve this problem, some works [16, 20, 33] try to
manually adjust the annotations to get better results. In our
work, we use the original and adjusted annotation [20] of
PASCAL Face dataset with the toolbox provided by [20].
FDDB dataset is evaluated with the original elliptical anno-
tations using two evaluation protocol provided by the report
[6]: the continuous score and discontinuous score. In order
to better fit the elliptical annotations that cover the whole
faces, we extend our detected square boxes vertically by
40% to upright rectangles. We also fit the largest upright
ellipses for the extended rectangles as elliptical outputs for
evaluation (Figure 8).
We report the average precision on PASCAL Face
dataset (Figure 6), continuous and discontinuous ROC for
all the 10 folds (Figure 7 (a) and (b)) and individual ROC
(Figure 7 (c) and (d)) for each fold on FDDB dataset.
By comparing with other state-of-the-art face detectors
[3, 16, 19, 2, 15, 17, 11, 7, 27], our method can achieve
similar results both on PASCAL faces [32] and FDDB [6]
datasets while having minimal complexity.
Compared to many methods in the literature, our method
is much simpler: ground-truth bounding boxes are the
only information needed to train our model, and one sin-
gle model can capture all the facial variations based on the
carefully designed data augmentation. In contrast, Faceness
[35] needs additional hair, eyes, nose, mouth and beard an-
notations to train several attribute-aware face models and
uses bounding box regression to refine detected windows.
DPM and HeadHunter [20] use extra annotation to train
view-specific components to tackle facial variations. Joint-
Cascade [2] uses face alignment to help face detection with
manually labeled 27 facial points. Some qualitative results
on PASCAL Face and FDDB dataset together with the face
response heatmap are shown in Figure 8.
In addition, we design several comparative experiments
to investigate the impact of data augmentation. The CNN
binary classifier in the second stage is retrained with a
slightly different training dataset, while all the other com-
ponents are left unchanged. For face images, we remove
the darkened, blurred and occluded face images (Figure
5(a)) respectively, and then padded and double-sized im-
ages (Figure 5(b)) are removed from non-face images. As
before, all the newly trained models are tested on FDDB
dataset as shown in Figure 7(e) and (f). We can see that
the type of training dataset has a significant influence on
the performance of the detector. For example, the padded
Figure 6. Performance comparison on PASCAL Face dataset
(c) FDDB Discontinuous results for each fold (d) FDDB Continuous results for each fold
(a) FDDB Discontinuous results
(f)  FDDB Continuous results with different training data(e)  FDDB Discontinuous results with different traing data
(b) FDDB Continuous results
Figure 7. Performance comparison on FDDB dataset with discrete and continuous protocols.
Figure 8. Qualitative face detection results and face response heatmap by our detector on PASCAL face (top two rows) and FDDB dataset
(bottom two rows).
and double-sized non-face images can help the model lo-
cate face area more precisely, i.e., neither too big nor too
small. Therefore, better data augmentation makes full use
of the high-capacity of CNN to achieve better performance.
In our case, all kinds of facial variations can be represented
in a single CNN model.
5. Concluding Remarks and Future work
In this paper, we have developed a method to exploit
the internal representation power of hidden units of a deep
learning neural network. We explicitly set out to seek con-
volutional channels that specifically respond to certain ob-
jects. Through a purposefully designed face specific train-
ing samples, we show that we can fine-tune a pretrained
CNN to reinforce the internal face specific features. Use
face detection as a case study, we have showed that object
specific convolutional channels can be used to build face
detectors, which has the advantage of being simple and still
achieves state of the art performances. Our method can be
extended to other objects, and we are currently applying it
to objects from cars in photography images to cells in med-
ical images.
References
[1] A. Babenko, A. Slesarev, A. Chigorin, and V. Lempitsky.
Neural codes for image retrieval. In Computer Vision–ECCV
2014, pages 584–599. Springer, 2014.
[2] D. Chen, S. Ren, Y. Wei, X. Cao, and J. Sun. Joint cascade
face detection and alignment. In Computer Vision–ECCV
2014, pages 109–122. Springer, 2014.
[3] S. S. Farfade, M. J. Saberian, and L.-J. Li. Multi-view face
detection using deep convolutional neural networks. In Pro-
ceedings of the 5th ACM on International Conference on
Multimedia Retrieval, pages 643–650. ACM, 2015.
[4] P. F. Felzenszwalb, R. B. Girshick, D. McAllester, and D. Ra-
manan. Object detection with discriminatively trained part-
based models. Pattern Analysis and Machine Intelligence,
IEEE Transactions on, 32(9):1627–1645, 2010.
[5] R. Girshick, J. Donahue, T. Darrell, and J. Malik. Rich fea-
ture hierarchies for accurate object detection and semantic
segmentation. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 580–587,
2014.
[6] V. Jain and E. Learned-Miller. Fddb: A benchmark for face
detection in unconstrained settings. Technical Report UM-
CS-2010-009, University of Massachusetts, Amherst, 2010.
[7] V. Jain and E. Learned-Miller. Online domain adaptation
of a pre-trained cascade of classifiers. In Computer Vision
and Pattern Recognition (CVPR), 2011 IEEE Conference on,
pages 577–584. IEEE, 2011.
[8] Y. Jia, E. Shelhamer, J. Donahue, S. Karayev, J. Long, R. Gir-
shick, S. Guadarrama, and T. Darrell. Caffe: Convolu-
tional architecture for fast feature embedding. arXiv preprint
arXiv:1408.5093, 2014.
[9] A. Karpathy and L. Fei-Fei. Deep visual-semantic align-
ments for generating image descriptions. In Proceedings
of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 3128–3137, 2015.
[10] M. Ko¨stinger, P. Wohlhart, P. M. Roth, and H. Bischof. An-
notated facial landmarks in the wild: A large-scale, real-
world database for facial landmark localization. In Computer
Vision Workshops (ICCV Workshops), 2011 IEEE Interna-
tional Conference on, pages 2144–2151. IEEE, 2011.
[11] M. Ko¨stinger, P. Wohlhart, P. M. Roth, and H. Bischof. Ro-
bust face detection by simple means. In DAGM 2012 CVAW
workshop, 2012.
[12] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet
classification with deep convolutional neural networks. In
Advances in neural information processing systems, pages
1097–1105, 2012.
[13] V. Kumar, A. Namboodiri, and C. Jawahar. Visual phrases
for exemplar face detection. In Proceedings of the IEEE
International Conference on Computer Vision, pages 1994–
2002, 2015.
[14] B. Leibe, A. Leonardis, and B. Schiele. Combined ob-
ject categorization and segmentation with an implicit shape
model. In Workshop on statistical learning in computer vi-
sion, ECCV, volume 2, page 7, 2004.
[15] H. Li, Z. Lin, J. Brandt, X. Shen, and G. Hua. Efficient
boosted exemplar-based face detection. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 1843–1850, 2014.
[16] H. Li, Z. Lin, X. Shen, J. Brandt, and G. Hua. A convolu-
tional neural network cascade for face detection. In Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 5325–5334, 2015.
[17] J. Li and Y. Zhang. Learning surf cascade for fast and ac-
curate object detection. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
3468–3475, 2013.
[18] J. Liu, Y. Deng, and C. Huang. Targeting ultimate accu-
racy: Face recognition via deep embedding. arXiv preprint
arXiv:1506.07310, 2015.
[19] N. Markusˇ, M. Frljak, I. S. Pandzˇic´, J. Ahlberg, and
R. Forchheimer. A method for object detection based
on pixel intensity comparisons organized in decision trees.
arXiv preprint arXiv:1305.4537, 2013.
[20] M. Mathias, R. Benenson, M. Pedersoli, and L. Van Gool.
Face detection without bells and whistles. In Computer
Vision–ECCV 2014, pages 720–735. Springer, 2014.
[21] A. Neubeck and L. Van Gool. Efficient non-maximum sup-
pression. In Pattern Recognition, 2006. ICPR 2006. 18th In-
ternational Conference on, volume 3, pages 850–855. IEEE,
2006.
[22] M.-T. Pham, Y. Gao, V.-D. D. Hoang, and T.-J. Cham. Fast
polygonal integration and its application in extending haar-
like features to improve object detection. In Computer Vision
and Pattern Recognition (CVPR), 2010 IEEE Conference on,
pages 942–949. IEEE, 2010.
[23] P. Sermanet, D. Eigen, X. Zhang, M. Mathieu, R. Fergus,
and Y. LeCun. Overfeat: Integrated recognition, localization
and detection using convolutional networks. arXiv preprint
arXiv:1312.6229, 2013.
[24] R. Shekhar and C. Jawahar. Word image retrieval using
bag of visual words. In Document Analysis Systems (DAS),
2012 10th IAPR International Workshop on, pages 297–301.
IEEE, 2012.
[25] X. Shen, Z. Lin, J. Brandt, and Y. Wu. Detecting and aligning
faces by image retrieval. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
3460–3467, 2013.
[26] K. Simonyan and A. Zisserman. Very deep convolutional
networks for large-scale image recognition. arXiv preprint
arXiv:1409.1556, 2014.
[27] V. B. Subburaman and S. Marcel. Fast bounding box esti-
mation based face detection. In ECCV, Workshop on Face
Detection: Where we are, and what next?, number EPFL-
CONF-155015, 2010.
[28] J. R. Uijlings, K. E. van de Sande, T. Gevers, and A. W.
Smeulders. Selective search for object recognition. Interna-
tional journal of computer vision, 104(2):154–171, 2013.
[29] O. Verevka and J. W. Buchanan. The Local K-means Algo-
rithm for Colour Image Quantization. University of Alberta,
1996.
[30] P. Viola and M. Jones. Rapid object detection using a boosted
cascade of simple features. In Computer Vision and Pattern
Recognition, 2001. CVPR 2001. Proceedings of the 2001
IEEE Computer Society Conference on, volume 1, pages I–
511. IEEE, 2001.
[31] J. Yan, Z. Lei, L. Wen, and S. Li. The fastest deformable part
model for object detection. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
2497–2504, 2014.
[32] J. Yan, X. Zhang, Z. Lei, and S. Z. Li. Face detec-
tion by structural models. Image and Vision Computing,
32(10):790–799, 2014.
[33] B. Yang, J. Yan, Z. Lei, and S. Z. Li. Aggregate channel fea-
tures for multi-view face detection. In Biometrics (IJCB),
2014 IEEE International Joint Conference on, pages 1–8.
IEEE, 2014.
[34] B. Yang, J. Yan, Z. Lei, and S. Z. Li. Convolutional channel
features. In Proceedings of the IEEE International Confer-
ence on Computer Vision, pages 82–90, 2015.
[35] S. Yang, P. Luo, C.-C. Loy, and X. Tang. From facial parts
responses to face detection: A deep learning approach. In
Proceedings of the IEEE International Conference on Com-
puter Vision, pages 3676–3684, 2015.
[36] J. Yosinski, J. Clune, A. Nguyen, T. Fuchs, and H. Lipson.
Understanding neural networks through deep visualization.
arXiv preprint arXiv:1506.06579, 2015.
[37] M. D. Zeiler and R. Fergus. Visualizing and understanding
convolutional networks. In Computer vision–ECCV 2014,
pages 818–833. Springer, 2014.
[38] Q. Zhu, M.-C. Yeh, K.-T. Cheng, and S. Avidan. Fast hu-
man detection using a cascade of histograms of oriented gra-
dients. In Computer Vision and Pattern Recognition, 2006
IEEE Computer Society Conference on, volume 2, pages
1491–1498. IEEE, 2006.
[39] X. Zhu and D. Ramanan. Face detection, pose estimation,
and landmark localization in the wild. In Computer Vision
and Pattern Recognition (CVPR), 2012 IEEE Conference on,
pages 2879–2886. IEEE, 2012.
