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We perform large-scale computer simulations of an off-lattice two-dimensional model of active
particles undergoing a motility-induced phase separation (MIPS) to investigate the systems critical
behaviour close to the critical point of the MIPS curve. By sampling steady-state configurations for
large system sizes and performing finite size scaling analysis we provide exhaustive evidence that
the critical behaviour of this active system belongs to the Ising universality class.
Introduction. One of the pillars of statistical physics
is the concept of universality in critical phenomena. In
equilibrium systems, close to a second-order phase tran-
sition, universality can be ultimately attributed to the
divergence of the correlation length of the order parame-
ter. The behavior of this growing length-scale is found to
be independent on the microscopic details of the systems
but is determined only by few specific features, i.e. the
spatial dimensionality and the symmetries of the order
parameter as firstly hypothesized by Kadanoff [1]. De-
pending on such parameters it is possible to trace back
the critical behaviour of disparate systems within few
groups, called universality classes.
One of the biggest challenge of recent years is to trans-
fer the vast knowledge acquired on universal behaviour
of equilibrium systems into active matter physics. Ac-
tive matter represents a peculiar class of non-equilibrium
systems where the elementary units or agents are self-
propelled objects capable to convert energy in system-
atic movement [2, 3]. The interacting agents are often
complex biological objects that exhibit self-organized be-
havior at large scales giving rise to many and diverse
Living Materials [4]. In particular, self-propulsion can
trigger a feedback between motility and local density
causing an effective attractive interaction between ac-
tive particles [5]. This attractive force can bring to a
phase separation in active fluids remarkably similar to
the gas-liquid coexistence in equilibrium systems. Such a
mechanism is usually called Motility-Induced Phase Sep-
aration (MIPS) [6]. Since MIPS is a very general feature
of active dynamics, observed independently on the de-
tails of the self-propulsion, it might play a role also in
biological systems. For instance, it has been recently ob-
served that multicellular aggregates of Myxococcus xan-
thus might take advantage of density-motility feedback
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for developing large scale collective behaviors that have
been well described by MIPS [7].
In equilibrium physics the standard gas-liquid coexis-
tence ends with a critical point that belongs to the Ising
universality class [8, 9]. A natural question is whether
or not MIPS curve ends in a critical point and if there
is a region close to phase separation in which active sys-
tems display a critical behaviour that can be traced back
to a specific universality class. Effective equilibrium ap-
proaches [10, 11], numerical simulations on lattice and
field-theoretic computations [12] point to the Ising uni-
versality class. Despite numerous investigations have ad-
dressed the properties phase-separated MIPS states [13–
20], the numerical study of the critical region and the
determination of the critical properties remain still chal-
lenging and controversial. In particular it has been shown
that critical active Brownian particles in two-dimensions
(2d) display some critical exponents deviating consider-
ably from the Ising critical exponents [21]. However re-
cent numerical studies of an active model on a lattice have
shown that critical exponents are in good agreement with
the Ising universality class [12] and suggested that simu-
lations done off-lattice have been performed far from the
scaling regime due to the small size of the systems.
In this Letter, we report results from large-scale
off-lattice numerical simulations of Active Ornstein-
Uhlenbeck particles (AOUPs) at criticality. Combin-
ing massive simulations on GPU and Finite-Size-Scaling
(FSS) analysis, we show that the system’s critical expo-
nents agree with the Ising universality class.
Model and Methods. We consider a system composed
ofN self-propelled AOUP disks in 2d [22, 23]. This model
is perhaps the simplest active particle model (due to the
linearity of the process producing the “active noise”)
which has lead to numerous novel theoretical develop-
ments [24–26]. It has been shown [24] that AOUPs ex-
hibit MIPS for large values of the persistence time of the
activity, as also displayed in Fig. 1(a)-(d). The equations
of motion of AOUPs read
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FIG. 1. (a)-(d) Density field in a slab geometry for four active systems of different sizes at τ = 16.5 (where phase separation
becomes appreciable). The color map encodes the local density value from yellow (high density) to blue (low density). The
configurations have been shifted so that the dense and diluted phases are centered onto the four sub-boxes (panel (d)) considered
in the analysis. The average density in the left sub-boxes is denoted by ρl (the density of the low-density phase), while the
average density of the right sub-boxes by ρh (high-density). (e) Coexistence curve constructed with the densities of the dense
and diluted phases (filled data-points), the estimated critical point is shown as an open circle.
r˙i = ψi + Fi (1)
τ ψ˙i = −ψi + ηi (2)
where we indicate with ri the i-th particle’s position,
with ψi the self-propelling force, and with Fi =
∑
j 6=i fij
the conservative force acting on the particle. We con-
sider two-body interactions, i.e., fij = −∇riφ(rij), with
rij = |ri − rj | and use a simple steep repulsive poten-
tial φ(r) = (r/σ)−12/12 (the inverse power-law poten-
tial) with a cut-off at r = 2.5σ. Here σ represents the
diameter of the particle and is set to 1. In Eq. (2) η
is a standard white noise source, i.e. 〈ηαi (t)〉 = 0 and
〈ηαi (t)ηβj (s)〉 = 2D δijδαβδ(t−s), where the greek indices
indicate Cartesian components. Here τ is the persistence
time of the active force and D is the diffusivity of the
non-interacting particles which is related to the mean
squared velocity v by D = v2τ . In all simulations we fix
v = 1 and increase τ from small to large values to observe
the transition as shown by the schematic phase diagram
in Fig. 1(e). Eq.s (1),(2) have been integrated numeri-
cally using the Euler scheme with a time step ∆t = 10−3
up to Nt = 10
9 time steps for the largest systems: such
a long time is adequate to observe full relaxation of the
density auto-correlation function as shown in the Supple-
mental Material (SM). In addition we start each simula-
tion from a random initial configuration and we perform
up to Ne = 10
8 equilibration steps which guarantees that
all runs reach the steady-state, even close to the criti-
cal point. We perform averages over several independent
runs and errors reported represent twice the standard
error of the mean (see SM for details).
The active particles move in a rectangular box of
size Lx × Ly with 1:3 ratio (Lx = 3Ly) and periodic
boundary conditions. The simulated systems size are
N = (7.5, 15, 30, 60)× 103.
To avoid spurious effects due to the presence of an
interface [21, 27] we compute the quantities of interest
only in four sub-boxes of size L = Ly/2 centered on the
dense and diluted phases. These boxes are located at
x = Lx/2 ± Lx/4 and at y = Ly/2 ± Ly/4. To ensure
that these positions coincide with the locations of the
dense and diluted phases, as in [21], for each configu-
ration we first find the system center of mass along x
(with periodic boundaries [28]), and we shift all particles
so that the x-coordinate of the center of mass coincides
with x = Lx/2 + Lx/4 as shown in Fig. 1(d). All sim-
ulations are performed at the fixed density ρ = 0.95 by
varying accordingly the box size Lx = 3Ly = (3N/ρ)
1/2.
ρ = 0.95 corresponds approximately to the critical den-
sity estimated for the smallest system size investigated
(see SM for details).
Results. Although finite systems can not develop any
diverging correlation length, the finite-size scaling hy-
pothesis allows us to systematically study the critical
properties away from the thermodynamic limit [29]. Us-
ing the finite-size scaling ansatz, we assume that a generic
observable O near the critical point behaves as
O = L ζOν [FO(Lξ−1) +O(L−ω, ξ−ω)] , (3)
where ζO is the critical exponent associated with the
observable O, FO is a universal finite-size scaling func-
tion and ω is the power of the (subleading) correction-
to-scaling exponent [29]. Here ν is the exponent asso-
ciated with the divergence of the correlation length ξ
as the control parameter is varied across the transition.
In our active particle system the relaxation time of the
noise τ is the control parameter, therefore we assume
ξ ∼ (τ − τc)−ν . Using this in Eq. (3) and ignoring sub-
leading corrections we get O = LζO/ν GO(L1/ν(τ − τc))
(where GO is a universal scaling function). This implies
that, if the correct τc, ν and ζO are known, all values
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FIG. 2. FSS analysis. (a) Binder parameter for different system sizes. The intersection of the curves allows to locate τc (vertical
line). (b) Data collapse of data in (a) as a function of the scaling variable (τ − τc)L1/ν with ν = 1. (c) Susceptibility χ as a
function of τ for different system sizes. (d) collapse of data in (c) onto a universal scaling function with the exponents γ = 7/4
and ν = 1. (e) order parameter for different system sizes. (f) data collapse of (e) with the exponents β = 1/8 and ν = 1. Color
code is the same for all panels (see legend in (a)).
of O measured for different sizes should collapse onto
each other when L−ζO/νO is plotted as a function of
L1/ν(τ − τc).
A particularly interesting observable is the fourth or-
der cumulant of density fluctuations 〈∆ρ2〉2/〈∆ρ4〉 (the
Binder parameter [30–32]), where brackets indicate aver-
ages over configurations and over sub-boxes. The density
fluctuations are computed in the four L×L sub-boxes de-
scribed above, specifically 〈∆ρ2〉 = 〈(Nb/L2−〈Nb/L2〉)2〉
where Nb is the number of particles found in one single
sub-box. For the Binder parameter we expect ζO = 0 and
thus it should be size-independent at τ = τc. Exploiting
this property we locate τc ≈ 16.36 as the intersection the
data for N = 15× 103 and N = 60× 103 (Fig. 2(a)). We
choose to use these two sizes because N = 60×103 is the
largest size simulated and N = 15× 103 has a linear size
which is two times smaller than the largest size. Note
that this τc is approximately the value of τ at which cu-
mulants of all sizes cross. Fig. 2(b) shows a good data
collapse of the Binder parameter computed for different
system sizes if we use the Ising exponent ν = 1. An al-
ternative way [21] to confirm ν = 1 is to consider the
size dependence of the slope of the cumulant at τ = τc.
This study is reported in the SM showing that also this
method yields ν ≈ 1.
In Fig. 2(c) we test the scaling of the susceptibility
χ = 〈(Nb − 〈Nb〉)2〉/〈Nb〉 with Eq. (3). As one can see,
the scaling is very good using the Ising critical exponent
γ = 7/4. In addition we show in the SM that, monitoring
the growth of χ near τc as a function of the size, we
obtain a value of γ which is very close to the Ising critical
exponent. Note also that the χ in Fig. 2(c) does not
show the typical peaked shape of the Ising model. This
is due to the fact that the χ is obtained here by averaging
together the values of Nb both in the dense and diluted
phase. We have checked that the χ (computed in the
same way) for the 2d critical lattice gas shows a similar
s-shaped curve as a function of the inverse temperature
and that this scales with γ = 7/4, as shown in the SM.
Furthermore, in Fig. 2(e) we consider the density dif-
ference between the boxes centered in the high and low-
density phases (ρh−ρl) (see Fig. 1(d)), which corresponds
to the order parameter of the system. We find that this
quantity displays a good scaling as observed in Fig. 2(f)
with an exponent β = 1/8 of the Ising universality class.
It is worth to stress that, in the thermodynamic limit,
the order parameter would be different from zero only
for τ > τc. It is however expected that, for finite sys-
tems, a smooth variation of the order parameter should
be found also below τc and that this should scale with
the appropriate exponent. We have also checked that
(ρh − ρl), computed as in the active system, scales with
β = 1/8 in the case of the 2d equilibrium lattice gas for
temperatures above the critical temperature (see SM for
details).
Finally, we check if our results are consistent with the
Ising exponent η = 1/4 which controls the decay of the
static structure factor S(k) near the critical point, i.e.
S(k) ∼ k−2+η. To this aim we compute S(k) = A 〈ρ∗k ρk〉
where ρk is the Fourier transform of the density fluctu-
4ations and the normalization factor A is chosen so that
S(0) = 〈∆N2〉/〈N〉 (N being the fluctuating number of
particles in the sub-sytem considered). To avoid the in-
terfaces and focus only onto the bulk phase we compute
the S(k) the for the particles in the diluted phase consid-
ering only those particles having |x − Lx/4| < L/2, i.e.
all particle in the left sub-boxes in Fig. 1(d). We show
the resulting S(k) in Fig. 3: close to criticality S(k) be-
comes fairly linear in double log scale at low k. The data
at low k are well fitted by the power law k−2+η with
η = 1/4 (full line) which is appreciably different from
the mean-field decay S(k) ∼ k−2 (dashed line).
FIG. 3. Static structure factor S(k) computed in the dilute
phase for the largest system (N = 60 × 103), different colors
refer to different values of τ (see legend). Approaching the
critical point the structure factor is well fitted by a power law
S(k) ∼ k−2+η at low k with η = 1/4 (full line). The best fit
with S(k) ∼ k−2 (mean-field) is also shown as a dashed line
for comparison.
Discussion and Conclusions. In this article, we have
studied the critical properties of an active system un-
dergoing MIPS in two spatial dimensions. Performing
large-scale numerical simulations on GPU we have been
able to demonstrate that the critical behavior of the sys-
tem agrees well with the Ising universality class. Hence,
all the static critical exponents satisfy the scaling rela-
tions. In particular we have shown that each observable
of interest O, developing a singularity at criticality in the
thermodynamic limit, is well described by an opportune
universal scaling function GO as a function of the scaling
variable (τ − τc)L1/ν .
It is worth to stress the importance of simulating large
system sizes: previous studies on similar off-lattice active
models have reported different values of the critical ex-
ponents for system sizes smaller than those investigated
in this work [21]. Although it has been speculated [12]
that the limited sizes employed did not allow to observe
the scaling regime, it is true that the similar sizes have
been successfully exploited for the study of critical phe-
nomena in passive attractive liquids, finding numerical
results compatible with the Ising universality class [27].
We instead suspect that for those sizes another corre-
lation length, different from the critical one, interferes
with the scaling behaviour of the active system. In par-
ticular, it has been recently shown that the colored noise
induces an effective coupling among particles velocities
giving rise to “islands” of particles with correlated speed
and orientation [33, 34]. Such correlation depends on τ ,
D and ρ but, importantly, does not diverge. We find that
(see SM for discussion), close to the critical point, this
correlation length is comparable with the size of the sub-
boxes employed for the FSS analysis when the system
size is small (N = 3750 particles) justifying the choice of
larger system sizes. For a size as small as N = 3750 we
find that the crossing point of the Binder cumulant hap-
pens at quite low values, although a reasonable scaling is
found also for this size (see SM).
Our large-scale simulation results are consistent with
the fact that, although the mechanism leading to MIPS
is truly non-equilibrium, approaching the critical point
any local non-equilibrium interaction becomes irrelevant.
On the other hand, away from criticality, deviations
from equilibrium might become important. For instance,
deep in the phase separated region, non-equilibrium con-
tribution (that cannot be described by any free-energy
functional) can play a role in pattern formation mark-
ing a difference with respect to gas-liquid phase separa-
tion [20, 35–38].
These results can be relevant also for understanding
and manipulating biological microswimmers. For these
swimming cells the control parameters, i.e. the persis-
tence time and the speed of the self-propulsion, are in-
ternal variables that each active agent could tune. This
means that, through feedback with the environment, ac-
tive systems might self-adjust the relevant parameters
for reaching criticality, and thus develop self-organization
[39].
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6SUPPLEMENTAL MATERIAL
Equilibration time and length of the simulation runs
We show here that the length of the simulation runs is long enough to allow the full relaxation of the density
correlation function C(t) = 〈∆Nb(0)∆Nb(t)〉/〈∆Nb2〉, where ∆Nb = Nb − 〈Nb〉 is the fluctuation of the number
of particles in the sub-box. More specifically we analyze separately the relaxation in the dense and diluted phases
considering the two sub-boxes on the left and two on the right as shown in Fig 1 of the main text. Figure 4(a) and
(b) display C(t) for the largest system investigate (i.e N = 60000) at different τ values both in the dense and diluted
phase: in both cases C(t) decay to zero at all τ .
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FIG. 4. Density auto-correlation function for the system with N = 60000 particles at ρ = 0.95 and different values of τ . Left
panel: diluted phase. Right panel: dense phase.
Averages and error estimation
All quantities appearing in the main text (i.e. the Binder cumulant, the susceptibility and the order parameter)
are averaged over 16000 to 36000 configurations and over all sub-boxes. Individual configurations are taken at time
intervals of duration ≈ 23, which is approximately equal largest τ explored. Moreover for the values of τ close to τc
these quantities of interest are averaged over multiple initial random configurations (up to 12 for the largest system
sizes).
To estimate the error on these quantities we proceed as follows: we first divide each run in time windows larger
than the relaxation time of the density correlation function C(t) (Fig. 4) we than compute the observable in each
time-window and compute the standard error of the mean over all time windows. In Fig. 2 of the main text we
report the error as twice the standard error of the mean. We have also checked that by computing the average of the
Binder cumulant over these time windows (instead that on all configurations) we get almost identical results than
those reported in Fig. 2 of the main text.
Estimate of the critical density
We roughly estimate the critical density by performing a density scan in the proximity of the critical point for the
smallest system investigated (i.e. for N = 3750). This is done by studying the evolution of the Binder cumulant as a
function of ρ as shown in Fig. 5. Following Ref. [32] we estimate the critical density locating the maximum of Fig. 5.
To extract such value we have interpolated with a 2nd order polynomial the closest six points to the maximum of the
curve finding ρc ≈ 0.95. We use this value for all the sizes discussed in the main text neglecting the dependence of ρc
on the size of the system.
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FIG. 5. Fourth order cumulant as a function of density. Data points represent the Binder parameter varying the density at
fixed τ = 16 and N = 3750. The open symbols are the six point closest to the maximum used for fitting with a parabola (full
line) determining ρc.
Alternative estimates of the critical exponents
Following Ref. [21] we also try to determine the critical exponents ν and γ as follows. We first focus on the
dependence of the slope of the critical Binder cumulant on L that, according to FSS, scales as
[
∂
∂τ
( 〈∆ρ2〉2
〈∆ρ4〉
)]
τ=τc
∼ L1/ν (4)
To check Eq. (4) we evaluate the derivative of the cumulant by fitting the numerical data with a generalized logistic
function of the form
y(τ) = A1 +
A2
[A3 +A4 e−(τ−τ0)]1/θ
(5)
Where A1, A2, A3, A4, τ0 and θ are fitting parameters. As shown in Fig. 4(a) this function fits well the data especially
around τc and allows us to estimate the derivative (4). This derivative is reported in Fig. 4(b) as a function of the
system size and it is effectively well fitted by ∼ L1/ν with ν = 1. In fact a direct fit with a power law gives ν ≈ 1.03.
Contrarily the best fit with the exponent ν = 1.5 proposed in Ref. [21] deviates considerably from the data.
Next we consider the size dependence of the susceptibility χ at τc (i.e. χτ=τc), that should scale as χτ=τc ∼ Lγ/ν .
To do this we simply linearly interpolate the χ at τc at all sizes and report the results in Fig. 4(c). This quantity is
also well fitted by the Ising exponent γ/ν = 7/4 = 1.75. A direct fit with a power law yields γ/ν ≈ 1.80 which is only
about ∼ 3% larger than the Ising value. Also in this case by fixing the values of γ = 2.2 and τ = 1.5 (i.e. γ/ν ≈ 1.47)
from Ref. [21] we obtain a worse fit of our data.
Scaling behavior of the susceptibility and of the order parameter in the 2d equilibrium lattice gas
To check whether the susceptibility and the order parameter behave in the same qualitative way in the active
system and in equilibrium we consider a lattice gas on a triangular lattice in a rectangular geometry (similar to the
one employed for the active system). We simulate systems of three different sizes composed by N = 192, 768 and
3072 sites. These sites are enclosed in a rectangular box of size (0, Lx)× (0, Ly) with Lx = aNx and Ly = a
√
3Ny/2,
where a = 1 is the lattice spacing. In all simulations we set Nx = 3Ny and N = Nx×Ny is the total number of sites.
Some near-critical configurations lattice gas simulated is shown in Fig. 7(a) and (b). By imposing periodic boundary
conditions every site has 6 neighbours and the total lattice gas Hamiltonian (Hlg) is given by
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FIG. 6. (a) Fits of the Binder cumulant for estimating its derivative near τc. (b) Slope of the cumulants as a function of
size. Solid line is the best fit of data points which gives ν = 1.03. Orange dashed line is the best fit fixing ν = 1 while green
dashed-dotted line is the best fit with ν = 1.5 from Ref. [21]. (c) susceptibility as a function of size. Solid line is the best fit of
data points which gives γ/ν = 1.80. Orange dashed line is the best fit fixing γ/ν = 1.75 while the green dashed-dotted line is
the fit with γ/ν = 1.47 taken from Ref. [21].
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FIG. 7. (a) and (b) Near-critical configurations of an equilibrium lattice gas on the triangular lattice in a rectangular geometry
for two different sizes (at T−1 ≈ 1.13). Blue points represent empty sites while orange points represent occupied sites. The
configuration is shifted so that the dense phase is centered on the right boxes (located at x = 3Lx/4, black lines) and the
diluted phase is centered on the left sub-boxes (at x = Lx/4). (c) Binder cumulant for the lattice gas as a function of inverse
temperature for different sizes (see legend), the vertical line corresponds to the exact T−1c ≈ 1.1.. (d) Data collapse of the data
in (c) with ν = 1. (e) Susceptibility for the lattice gas as a function of inverse temperature for different sizes. (f) Data collapse
of the data in (e) with ν = 1 and γ = 7/4. (g) Order parameter as a function of the inverse temperature for the lattice gas for
various sizes indicated in the legend (the order parameter is computed as the average density difference between the sub-boxes
on the right and on the left). (h) Data collapse of the data in (h) using the exponents β = 1/8 and ν = 1.
Hlg = −J
∑
〈i,j〉
ni nj , (6)
where J is the coupling constant set to 1 for convenience and ni is the occupancy of the i-th site which assume
9the values 0 or 1. The simulations conserve the total occupancy (i.e.
∑
i ni = const) by using a Kawasaki-type
dynamics [40] in which a site can exchange its occupancy with any other site in the lattice in order to accelerate
the approach to equilibrium. After an occupancy switch is proposed a standard Monte Carlo (MC) Metropolis rule
is applied and the new configuration is accepted or rejected according to the energy change. All simulation results
are obtained at fixed average occupancy
∑
i ni/N = 0.5 (i.e. at the critical occupancy), starting from a random
configuration (i.e. at infinite temperature). It is possible to show, via the transformation ni = (1 + σi)/2, that the
model (6) can be mapped onto the Ising model with spin σi = ±1 on the triangular lattice having critical temperature
Tc = 4/ ln 3 ≈ 3.641 (for J = 1 and kB = 1) [41]. As a consequence, the Tc of the lattice gas model turns out to
be Tc = 1/(ln 3) ≈ 0.91, i.e. an inverse critical temperature Tc−1 ≈ 1.099 while the critical average occupancy is
nc = 0.5.
The configurations of the lattice gas are analyzed as described in the main text for the active system. We start by
shifting each configuration so that the its center of mass is positioned at x = 3Lx/4 as also shown in Fig. 7(a) and
(b). Subsequently the quantities of interest are averaged over all four L×L sub-boxes, where L = Ly/2. The density
ρ in one sub-box is computed as ρ =
∑′
i ni/L
2, where the prime indicates the sum runs only on those sites within
the sub-box. Using this method we further check the correctness of the critical temperature by showing the Binder
parameter and its good scaling with ν = 1 in Fig.s 7(c) and (d). In the main text we have mentioned that the χ,
computed by averaging over all sub-boxes, does not show the typical peaked shape but rather forms a s-shaped curve
when plotted as a function of the control parameter. This is the case also for the equilibrium lattice gas as shown in
Fig. 7(e). In Fig. 7(f) we also show that this χ scales well with ν = 1 and γ = 7/4. In the main text we have also
used the average difference of the density in the high-density phase ρh and of the low-density phase ρl as an order
parameter. To check if this quantity behaves as expected at criticality also in the equilibrium case we compute ρh
and ρl as the average density of the two sub-boxes on the right and on the left respectively. The resulting (ρh − ρl)
is shown in Fig. 7(b) as a function of T−1. In Fig. 7(c) we show that we obtain a good data collapse by using the
Ising exponents β = 1/8 and ν = 1. These data are clearly compatible with those presented for the off-lattice active
system discussed in the main text, thus reinforcing the robustness of the analysis bringing to the Ising universality
class in the case of the active system.
System sizes and velocity correlation length
We discuss here the data collapse for the smallest system simulated, i.e. N = 3750 (not included in the main text),
which is comparable with the sizes used in a previous investigation on the critical behaviour of an off-lattice active
system [21]. In Fig. 8 we report the data for this size for the cumulant, the susceptibility and the order parameter. It
is evident that a reasonable data collapse with the Ising exponents is found also for N = 3750 (see Fig. 8(b),(d) and
(f)). However the crossing point of the Binder cumulant for this size seems significantly lower in height and τ than
the larger sizes.
As mentioned in the main text we speculate that this could be due to the presence of other correlations induced
by the non-equilibrium propulsion force. Recent works [33, 34] have shown that in active systems the colored noise
induces an effective coupling between particles velocities. This effect gives rise to regions of densely packed particles
with correlated speed and velocity orientation. Figure 9 shows the orientation map of particle velocities for different
system sizes, including N = 3750. The red boxes shown in the figure are the sub-boxes employed for the finite size
scaling analysis. It is clear that for the smallest system the “islands” of velocity-correlated particles have a size almost
comparable with the size of the sub-boxes as also magnified in Fig. 9. Contrarily, on increasing the system size,
the sub-boxes become much larger than the velocity correlation length, which does not diverge and thus becomes
independent on the system sizes shown here (as expected also from the theory presented in Ref.s [33, 34]). However
future careful investigations need to be carried on to clarify the influence of velocity correlations in FFS analysis.
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FIG. 8. Data collapse of the analyzed quantities including the smallest system with size N = 3750.
FIG. 9. Velocity orientation map for several system sizes, with τ = 16.5 and ρ = 0.95. The map is calculated for a single
configuration choosing bins of the order of the particles size. Different colors represent different particle orientations from −pi
(violet) to pi (yellow), see colorbar on the right. White pixels correspond to bins where no particles are found. Red boxes are
drawn to show the sub-box size employed for the FSS analysis. The orange panel is a magnification of the dense phase for
N = 3750 where a region of correlated velocities is contoured in white to better visualize its size.
