Abstract. We investigate the relationships between the notions of a continuous function being monotone on no interval, monotone at no point, of monotonic ty p e o n n o i n terval, and of monotonic type at no point. In particular, we c haracterize the set of all points at which a function that has one of the weaker properties fails to have one of the stronger properties. A theorem of Garg about level sets of continuous, nowhere monotone functions is strengthened by placing control on the location in the domain where the level sets are large. It is shown that every continuous function that is of monotonic type on no interval has large intersection with every function in some second category set in each of the spaces P n C n , a n d Lip 1 .
Nonmonotonicity Properties In a series of interesting papers 4] 5] 6] 7] 8], Garg investigated level set
structures and derivate structures of continuous functions. This investigation was continued in a paper by Bruckner and Garg 2] . These articles considered several notions that measure degrees of pathology in the class of continuous, nowhere monotone functions. In this section we further study the relationships among these properties.
We u s e C and BV to denote the collections of functions from 0 1] into R, the reals, that are continuous and of bounded variation, respectively. Df(x) and Df(x) denote the lower and upper (two-sided) Dini derivates, respectively, of a function f a t a n umberx (see 1]). We use standard terms such as perfect sets, rst category sets, sets with the Baire property, etc., whose de nitions may be found in 9].
Following Bruckner and Garg 2], we s a y that a function f is nondecreasing at x if f(t);f(x)
t;x 0 f o r a l l t 6 = x in some neighborhood of x. That f is nonincreasing at x is de ned with the obvious modi cation. If f is either nonincreasing at x or nondecreasing at x then we s a y that f is monotone at x. That f is nonmonotone at at x if there is m 2 R for which f +m is monotone at x. That f is of nonmonotonic type a t x means that f is not of monotonic type at x. we obtain a collection of intervals whose union is dense in 0 1] such t h a t f +m is monotone on each i n terval in the collection.
Next we c haracterize the set of all points at which a function in M T N I fails to be nonmonotone and the set of all points at which function in M N Pfails to be of nonmonotonic type, thus establishing M T N P : M N P : M T N I in dramatic form. We use the following general theorem of Darji 3] and some of its consequences. The theorem is a variation on Theorem 4.5 of 13]. Given functions f and g a n d a n umberx, w e s a y that f and g have the same derivate structure a t x if it is true that for every sequence fx n g of points of 0 1] n f xg converging to x, Such a function g n can easily be constructed by pasting together M T N P functions that \wiggle" in an appropriate fashion on the intervals contiguous to K n . Now let fM n g be a pairwise disjoint sequence of closed sets such t h a t K n M n and for each x 2 K n and > 0 there are u v 2 M n within of x such t h a t gn(x);gn(u)
x;u > 0 a n d gn(x);gn(v) x;v < 0. Indeed, M n nK n can be chosen to be at most countable. Now apply Theorem 2 to fM n g and fg n g and obtain a function f that satis es conclusions 1{3 of Theorem 2. From conditions 1 and 2 it clearly follows that f 0 (x) = 0 for all x 2 M and that f is of nonmonotonic type at each point o f 0 1] n M. It also follows from condition 3 that f is nonmonotone at each p o i n t o f M. Suppose n 2 N and fx j g is a sequence from M n converging to an x = 2 M n . We can assume without loss of generality that there is a t such that 0 < t ; x < 1=n such that f(t) < f (x). Let = f(x) ; f(t) a n d p i c k a j such t h a t jf(x j ) ; f(x)j < = 2 and 0 < t ; x j < 1=n so that f(t) f(x j ). It follows that f(t) f(x) ; =2, which is a contradition, so x 2 M n and M n is closed. If M n contained an interval I, it would follow that f would be nondecreasing on I, so M n is nowhere dense.
Therefore, S 1 n=1 M n , which is the set of x at which f is nondecreasing, is a rst category F set, as is the set of x at which f is nonincreasing.
The next theorem characterizes the set of all points at which a function in M N P is of monotonic type. The proof will make use of the following three lemmas. Lemma 1. Let I be an interval and let f : I ! R be a continuous function that is constant on no interval. Then for every rst category set F R, f ;1 (F ) is rst category. Hence, for every residual subset B of the interval f(I), f ;1 (B) is residual in I .
Proof: Let F R be rst category. Then F S 1 i=0 N i , where each N i is closed and contains no interval. Since f is continuous and not constant o n a n y i n terval, we h a ve that for each i, f ;1 (N i ) is closed and contains no interval. Since f ;1 (F ) S 1 i=0 f ;1 (N i ), it follows that f ;1 (F ) is rst category. Lemma 2. Let I be an interval and let f : I ! R be a c ontinuous function that is constant on no interval. Let G be a dense G subset of I. Then f(G) is residual in f(I). Proof: Since G is Borel and f is continuous, f(G) is analytic. Therefore, f(G) h a s the Baire property that is, f(G) = D F, where D is G and F is rst category. We will nish the proof by showing that D is dense in f(I). Suppose it is not.
Then there must be a nonempty o p e n s e t U f(I) s u c h that U \ f(G) F. Then F is a rst category set and f ;1 (F ) contains the second category set G \ f ;1 (U), contradicting Lemma 1.
Lemma 3. Let f 2 C be constant on no interval, let E be a residual subset of 0 1], and let K = f y 2 R f : E \f ;1 (y) is residual in f ;1 (y) g. Then f is de ned to be the uniform limit of the sequence ff n g of functions de ned as follows. Let f 0 = g 0101 and let D 0 = f0 1g. At stage n > 0 of the inductive process, let D n beaCantor set that includes the nowhere dense set D n;1 N n f n;1 (M n ) and is such that if (c d) is an interval contiguous to D n;1 then D n \ c d] is a Cantor set containing c and d. To i n s u r e c o n vergence, also make s u r e the length of the largest interval contiguous to D n is less than 1=n. f n is de ned to equal f n;1 on C n = f ;1 n;1 (D n ). For each i n terval (c d) contiguous to D n , f ;1 n;1 ; (c d) is the union of 3 n disjoint intervals of equal length and if (a b) is one of these, we de ne f n to be either g abcd or g abdc on (a b), depending on whether f n;1 (a) = c or f n;1 (a) = d. If by Lemma 2, and so jf(D)j = 2 ! . Using trans nite induction, we may obtain a sequence fy g <2 ! of distinct y such that for each < 2 ! , y 2 f(D ). Let S = R f n f y : < 2 ! g. Let E be a set that contains exactly one member of each set in the collection f f ;1 (y ) \ D : < 2 ! g f f ;1 (y) : y 2 S g. For each y 2 R f , E \ f ;1 (y) has exactly one member. That E is categorically dense in 0 1] follows from the fact that E intersects D for every < 2 ! . Theorem 7 says that if E is a residual subset of 0 1] then for any f 2 M N I (hence for the typical f 2 C), the set E\f ;1 (y) is large for the typical y 2 R f . Our next two theorems will show t h a t E \ f ;1 (y) is not closed for the typical y 2 R f .
We will need the following lemma. contains at most two p o i n ts of f ;1 (y) therefore, x is a limit point o f f ;1 (y)nH.
Although we were able to make the function f in Theorem 8 be M T N I , we could not have made it be M N P , because of the following theorem, which gives the analogs of Theorems 5, 6, and 7 that hold for functions that are M N P . The statement that a function f is right oscillatory at x 2] means that for every > 0, there exist s and t such t h a t x < s < t < x + and ; f(s) ; f(x)
; f(t) ; f(x) < 0. Theorem 12. For every f 2 M N P , 1. f ;1 (y) is uncountable for every y 2 (min f max f), 2. fy 2 R f : f ;1 (y) is not perfectg is at most countable.
Proof: We rst point out that if a < b and f(a) > y > f(b) then there exists an x with a < x < b and with f(x) = y and f right oscillatory at x. Just let x =maxf t : for all s with a < s < t , y f(s) g. A similar x exists if f(a) < y < f(b).
To p r o ve 1 , l e t m i n ( f) < y < max(f). By the above observation, there is at least one x 2 0 1] such that f(x) = y and f is right oscillatory at x. Also by the above observation we h a ve t h a t f t : f(t) = y and f is right oscillatory at t g is dense in
itself. Since f ;1 (y) i s c l o s e d , w e h a ve t h a t f ;1 (y) i s u n c o u n table.
As might be expected, to prove 2 , w e l e t N be the set of y that are the ordinates of strict local extrema of f. It is well known (see Chapter IX of 14]) that N is countable. If y 2 R f n N it follows from 1 that f ;1 (y) i s u n c o u n table, and since f 2 M N P , a n y isolated points of f ;1 (y) w ould have to occur at local extrema, but those have b e e n a voided. This proves 2. P n C n Lip 1 of polynomials of degree n, of n-times continuously di erentiable functions, and of Lipschitz functions, respectively. We assume the following standard norms for these spaces. g 2 P n : kgk = jg(0)j + jg 0 (0)j + + jg (n) (0)j g 2 C n : kgk = jg(0)j + + jg (n;1) (0)j + s u p fjg (n) (x)j : 0 x 1g g 2 Lip 1 : kgk = jg(0)j + s u p jg(y);g(x)j jy;xj : 0 x < y 1
Let Z be one of these spaces. Note that the norm for Z takes the form kgk Z = kg 0 k 0 + jg(0)j, where g 0 denotes the function g 0 (t) = g(t) ; g(0) and k k 0 is just the norm k k restricted to the subspace Z 0 = f h 2 Z : h(0) = 0 g. We n o w p r o ve p a r t 2 . We assume without loss of generality t h a t E is a dense G subset of 0 It is now e a s y t o c heck that K is analytic and hence has the Baire property so that T = B \ K is residual in U Z (f).
