MiPSP and MaPSP for prevariational inequalities with set-valued mappings  by Fan, Liya
Applied Mathematics Letters 22 (2009) 202–207
Contents lists available at ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
MiPSP and MaPSP for prevariational inequalities with
set-valued mappingsI
Liya Fan
School of Mathematics Science, Liaocheng University, Liaocheng, 252059, Shandong, PR China
a r t i c l e i n f o
Article history:
Received 25 January 2006
Received in revised form 1 March 2008
Accepted 24 March 2008
Keywords:
Prevariational inequality
Minimum principle sufficiency property
Maximum principle sufficiency property
Primal gap function
Dual gap function
a b s t r a c t
This work is devoted to studying the minimum and maximum principle sufficiency
properties by means of primal and dual gap functions for prevariational inequalities with
set-valued mappings. Under some new conditions, several necessary or sufficient results
are obtained.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, the ideas and techniques of the variational inequalities have been applied in a variety of diverse fields
of pure and applied sciences and proved to productive and innovative. It has been shown that this theory provides the
most natural, direct, simple, unified and efficient framework for a general treatment of a wide class of linear and nonlinear
problems. Variational inequalities have been generalized and extended in several directions using innovative and novel
techniques. From the computational point of view, one important research direction in variational inequalities is the study
of various gap functions and their applications. Gap functions play a crucial role in transforming a variational inequality
problem into an optimization problem. By means of various gap functions, methods solving optimization problems can be
exploited for finding a solution of a variational inequality problem and studying the error bounds of algorithms solving a
variational inequality problem; see for example [1–7] and references therein.
Inspired and motivated by the research in [1] in this work, we will introduce gap functions for primal and dual
prevariational inequalities with set-valued mappings, respectively. Then, by virtue of the gap functions, we investigate some
properties of solution sets of primal and dual prevariational inequalities, respectively. Finally, we study the minimum and
maximum principle sufficiency properties for prevariational inequalities with set-valued mappings.
2. Preliminaries and gap functions
Let H be a real Hilbert space with inner product 〈·, ·〉 and K be a nonempty closed subset of H. We denote by 2H the family
of all subsets of H. Let F : K → 2H \{∅} be a set-valued mapping with compact values, η : K×K → H a single-valued mapping
with η(x, x) = 0H for all x ∈ K and h : K × K → R a function with h(x, x) = 0 for all x ∈ K. A prevariational inequality
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problem with a set-valued mapping (for short PVI-SVM) considered in this work is that of finding x∗ ∈ K such that there
exists u∗ ∈ F(x∗) satisfying
〈u∗,η(y, x∗)〉 + h(y, x∗) ≥ 0, ∀y ∈ K. (1)
A dual prevariational inequality problem with a set-valued mapping (for short DVI-SVM) of PVI-SVM(1) is that of finding
x∗ ∈ K such that
〈v,η(y, x∗)〉 + h(y, x∗) ≥ 0, ∀y ∈ K, v ∈ F(y). (2)
We denote by K∗1 and K∗2 the solution sets of PVI-SVM(1) and DVI-SVM(2), respectively, and assume that they are
nonempty.
Definition 2.1 ([8]). A function h : K → R ∪ {−∞} is said to be a gap function of a variational inequality with domain K if:
(i) h(x) ≤ 0, ∀x ∈ K;
(ii) h(x∗) = 0 if and only if x∗ solves this variational inequality.
By using a similar approach to [9,10], we can define four functions g1,G1 : K × K → R and g,G : K → R ∪ {−∞} by
g1(x, y) = max
u∈F(x)
〈u,η(y, x)〉 + h(y, x), ∀x, y ∈ K,
G1(x, y) = min
v∈F(y)
〈v,η(y, x)〉 + h(y, x), ∀x, y ∈ K,
g(x) = inf
y∈K g1(x, y), ∀x ∈ K,
G(x) = inf
y∈K G1(x, y), ∀x ∈ K.
For the functions g1,G1, g and G, we can easily obtain the following conclusions.
Theorem 2.1. Let ∗ ∈ K. Then:
(i) g1(x, x) = G1(x, x) = 0,∀x ∈ K.
(ii) x∗ ∈ K∗1 ⇔ g1(x∗, y) ≥ 0,∀y ∈ K.
(iii) x∗ ∈ K∗2 ⇔ G1(x∗, y) ≥ 0,∀y ∈ K.
(iv) g(x) ≤ 0,G(x) ≤ 0, ∀x ∈ K.
(v) g(x) and G(x) are gap functions of PVI-SVM(1) and DVI-SVM(2), respectively.
It is usually said that g(x) is a primal gap function and G(x) is a dual gap function of PVI-SVM(1). PVI-SVM(1) includes many
variational inequality problems as special cases, for example:
If H = K = Rn, F : Rn → Rn is a single-valued mapping and h(y, x) = f (y) − f (x) for all x, y ∈ K, where f : Rn → R is a
function, then PVI-SVM(1) reduces to a mixed prevariational inequality problem of finding x∗ ∈ Rn such that
〈F(x∗),η(y, x∗)〉 + f (y)− f (x∗) ≥ 0, ∀y ∈ Rn.
Two kinds of gap functions for this problem were introduced by Yang in [9].
If F : K → H is a single-valued mapping, η(y, x) = y − x and h(y, x) ≡ 0 for all x, y ∈ K, then PVI-SVM(1) reduces to a
classical variational inequality of finding x∗ ∈ K such that
〈F(x∗), y− x∗〉 ≥ 0, ∀y ∈ K. (3)
In this case, the relations among the primal gap function, dual gap function and weak sharpness of the solution set were
investigated by Wu and Wu in [1].
When H = Rn, the directional derivative and subdifferential of the dual gap function of the problem (3) were researched
by Zhang et al. in [11]. A generalized D-gap function and its properties for the problem (3) were studied by Qu et al. in [4].
Now, we recall the concepts of minimum and maximum principle sufficiency properties. Firstly, we define two set-valued
mappings Γ ,Λ : K → 2K by
Γ(x) = {y ∈ K : g1(x, y) = g(x)}, ∀x ∈ K,
Λ(x) = {y ∈ K : G1(x, y) = G(x)}, ∀x ∈ K.
By Theorem 2.1, we know that x∗ ∈ K∗1 (resp. x∗ ∈ K∗2 ) if and only if x∗ is a fixed point of the set-valued mappingΓ : K → 2K
(resp. Λ : K → 2K). This indicates that K∗1 and K∗2 are the sets of all fixed points of the set-valued mappings Γ and Λ,
respectively.
Definition 2.2 ([1]). PVI-SV(1) is said to have:
(i) the minimum principle sufficiency property (for short MiPSP) if Γ(x∗) = K∗1 for all x∗ ∈ K∗1 ;
(ii) the maximum principle sufficiency property (for short MaPSP) if Λ(x∗) = K∗1 for all x∗ ∈ K∗1 .
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3. Relations among K ∗1 , K ∗2 ,Γ (x) and Λ(x)
In this section, we will discuss the relations among K∗1, K∗2,Γ(x) and Λ(x). The following theorem is a direct consequence
of Theorem 2.1.
Theorem 3.1. Let x∗ ∈ K. Then:
(i) x∗ ∈ K∗1 ⇔ g(x∗) = 0⇔ x∗ ∈ Γ(x∗)⇔ x∗ ∈ arg maxx∈K g(x) with optimal value 0;
(ii) x∗ ∈ K∗2 ⇔ G(x∗) = 0⇔ x∗ ∈ Λ(x∗)⇔ x∗ ∈ arg maxx∈K G(x) with optimal value 0;
(iii )g1(x∗, y∗) = 0 for all x∗ ∈ K∗1 and y∗ ∈ Γ(x∗);
(iv) G1(x∗, y∗) = 0 for all x∗ ∈ K∗2 and y∗ ∈ Λ(x∗).
For further discussion, we require the following assumptions; we have:
(A) x, y ∈ K such that η(x, y)+ η(y, x) = 0H and h(x, y)+ h(y, x) = 0;
(B) x, y, z ∈ K such that η(x, y) = η(x, z)+ η(z, y) and h(x, y) ≥ h(x, z)+ h(z, y);
(C) x, y ∈ K such that, for any z,w ∈ K,
∃u ∈ F(x) : 〈u,η(z,w)〉 + h(z,w) ≥ 0⇔ ∃v ∈ F(y) : 〈v,η(z,w)〉 + h(z,w) ≥ 0.
Assumption (C) is a natural extension of assumption (3) in [1]. If h(z,w) ≡ 0 for all z,w ∈ K, then assumption (C) indicates
that there exist same directional elements in F(x) and F(y). We can see that assumption (C) holds if H = R, K = [0, 1],
F(x) = [0, x],∀x ∈ K and η(x, y) < 0,∀x, y ∈ K.
Lemma 3.1. Let x∗, y∗ ∈ K be such that assumptions (A) and (C) hold. If the set-valued mapping F : K → 2H is η-monotone at
x∗ and y∗, that is,
〈u,η(y∗, x∗)〉 + 〈v,η(x∗, y∗)〉 ≤ 0, ∀u ∈ F(x∗), v ∈ F(y∗),
then g1(x∗, y∗) = 0 if and only if G1(x∗, y∗) = 0.
Proof. We only prove the necessity. Similarly, we can also prove the sufficiency.
Let g1(x∗, y∗) = 0. Then there exists u∗ ∈ F(x∗) such that
〈u∗,η(y∗, x∗)〉 + h(y∗, x∗) = 0. (4)
By assumption (A) and η-monotonicity of F at x∗ and y∗, we have
〈v,η(y∗, x∗)〉 + h(y∗, x∗) ≥ 0,∀v ∈ F(y∗),
which implies that G1(x∗, y∗) ≥ 0. By (4) and assumptions (A) and (C), there exists v∗ ∈ F(y∗) such that
〈v∗,η(y∗, x∗)〉 + h(y∗, x∗) ≤ 0.
Hence, G1(x∗, y∗) ≤ 0 and then G1(x∗, y∗) = 0. 
Theorem 3.2. Let x∗, y∗ ∈ K be such that assumptions (A) and (C) hold. If:
(i) F is η-monotone at x∗ and y∗;
(ii) for any y ∈ K, assumption (B) holds at x∗, y∗ and y;
(iii) either g1(x∗, y∗) = 0 or G1(x∗, y∗) = 0; then x∗ ∈ K∗1 ⇔ y∗ ∈ K∗1 .
Proof. By Lemma 3.1, we know that g1(x∗, y∗) = 0⇔ G1(x∗, y∗) = 0.
Let x∗ ∈ K∗1 . Then there exists u∗ ∈ F(x∗) such that (1) holds. By the definition of g1 and (iii), we have
0 = g1(x∗, y∗) ≥ 〈u∗,η(y∗, x∗)〉 + h(y∗, x∗) ≥ 0,
that is, (4) holds and then
〈u∗,η(y, x∗)− η(y∗, x∗)〉 + h(y, x∗)− h(y∗, x∗) ≥ 0, ∀y ∈ K.
By assumptions (A) and (B), we get
〈u∗,η(y, y∗)〉 + h(y, y∗) ≥ 0, ∀y ∈ K.
By assumption (C), there exists v∗ ∈ F(y∗) such that
〈v∗,η(y, y∗)〉 + h(y, y∗) ≥ 0, ∀y ∈ K. (5)
Hence, y∗ ∈ K∗1 .
Conversely, let y∗ ∈ K∗1 . Then there exists v∗ ∈ F(y∗) such that (5) holds. By assumption (A) and (iii), we have
0 = G1(x∗, y∗) ≤ 〈v∗,η(y∗, x∗)〉 + h(y∗, x∗) ≤ 0,
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that is, 〈v∗,η(x∗, y∗)〉 + h(x∗, y∗) = 0, which together with (5) shows that
〈v∗,η(y, x∗)〉 + h(y, x∗) ≥ 0, ∀y ∈ K.
By assumption (C), there exists u∗ ∈ F(x∗) satisfying
〈u∗,η(y, x∗)〉 + h(y, x∗) ≥ 0, ∀y ∈ K.
Hence, x∗ ∈ K∗1 . 
Theorem 3.2 can be viewed as an extension of [1, Proposition 2.5] from a classical variational inequality to a prevariational
inequality with a set-valued mapping. The following example verifies the correctness of Theorem 3.2.
Example 3.1. Let H = R, K = [0, 1], F(x) = [0, x],∀x ∈ K and
η(y, x) = h(y, x) =
{
0, x = 0, 1 or y = 0, 1,
y− x, x, y ∈ (0, 1)
for all x, y ∈ K. Take x∗ = 0 and y∗ = 1. We can verify that x∗ and y∗ satisfy all hypotheses of Theorem 3.2 and
x∗, y∗ ∈ K∗1 = {0, 1}.
Theorem 3.3. Let assumption (A) hold for all x∗ ∈ K∗1 and y∗ ∈ K∗2 . Then:
(i) K∗1 ⊆ ∩y∗∈K∗2 Λ(y∗);
(ii) K∗2 ⊆ ∩x∗∈K∗1 Γ(x∗).
Proof. Take arbitrarily x∗ ∈ K∗1 and y∗ ∈ K∗2 . By Theorems 2.1 and 3.1, we get
g1(x
∗, y∗) ≥ 0 = g(x∗) and G1(y∗, x∗) ≥ 0 = G(y∗).
y∗ ∈ K∗2 implies that
〈u,η(x∗, y∗)〉 + h(x∗, y∗) ≥ 0, ∀u ∈ F(x∗).
By assumption (A), we get g1(x∗, y∗) ≤ 0. Hence, g1(x∗, y∗) = 0 = g(x∗) and then y∗ ∈ Γ(x∗). This shows that the conclusion
(ii) of the theorem holds.
On the other hand, x∗ ∈ K∗1 implies that there exists u∗ ∈ F(x∗) such that
〈u∗,η(x∗, y∗)〉 + h(x∗, y∗) ≤ 0,
which indicates that G1(y∗, x∗) ≤ 0 and then G1(y∗, x∗) = 0 = G(y∗). So, x∗ ∈ Λ(y∗). This proves that the conclusion (i) of the
theorem holds. 
4. MiPSP and MaPSP
In this section, we will study MiPSP and MaPSP for PVI-SVM(1) with the aid of the results obtained in Section 3.
Lemma 4.1. Let x∗ ∈ K∗1 ∪ K∗2 . For each y∗ ∈ K∗1 , suppose that
(i) assumptions (A) and (C) hold at x∗ and y∗;
(ii) F is η-monotone at x∗ and y∗;
(iii) for any y ∈ K, assumption (B) holds at x∗, y∗ and y.
Then K∗1 ⊆ Γ(x∗).
Proof. Take arbitrarily y∗ ∈ K∗1 .
(a) When x∗ ∈ K∗1 , by Theorems 2.1 and 3.1, we know that g1(x∗, y∗) ≥ 0 = g(x∗). y∗ ∈ K∗1 implies that there exists
v∗ ∈ F(y∗) such that
〈v∗,η(x∗, y∗)〉 + h(x∗, y∗) ≤ 0.
By η-monotonicity of F and assumption (A), we get
〈u,η(y∗, x∗)〉 + h(y∗, x∗) ≤ 0, ∀u ∈ F(x∗),
which shows that g1(x∗, y∗) ≤ 0 and then g1(x∗, y∗) = g(x∗). Hence, y∗ ∈ Γ(x∗).
(b) When x∗ ∈ K∗2 , we have
〈v,η(y∗, x∗)〉 + h(y∗, x∗) ≥ 0, ∀v ∈ F(y∗).
By assumption (A), we can conclude that g1(y∗, x∗) ≤ 0. Since y∗ ∈ K∗1 , by Theorem 2.1, we know that g1(y∗, x∗) ≥ 0. Hence,
g1(y∗, x∗) = 0. By Theorem 3.2, we get x∗ ∈ K∗1 . Using an approach similar to that for (a), we can deduce that y∗ ∈ Γ(x∗). 
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Lemma 4.1 can be viewed as an extension of [1, Proposition 3.1(iii)] from a classical variational inequality to a
prevariational inequality with a set-valued mapping. The following example verifies the correctness of Lemma 4.1.
Example 4.1. Let H, K, F,η, h be the same as in Example 3.1. Then K∗1 = {0, 1}. Take x∗ = 0. For any y∗ ∈ K∗1 , we can prove
that x∗ and y∗ satisfy all hypotheses of Lemma 4.1 and Γ(x∗) = K. Hence, K∗1 ⊆ Γ(x∗).
By virtue of Theorems 3.1 and 3.2 and Lemma 4.1, we can obtain the following result.
Theorem 4.1. For any x∗, y∗ ∈ K∗1 , suppose that hypotheses (i)–(iii) of Lemma 4.1 hold. Then PVI-SVM(1) has MiPSP.
Theorem 4.2. Suppose that:
(i) assumption (A) holds for any x∗ ∈ K∗1 and y∗ ∈ Λ(x∗) ∪ K∗2 ;
(ii) assumption (B) holds for any x∗ ∈ K∗1, y∗ ∈ Λ(x∗) and y ∈ K;
(iii) assumption (C) holds for any x∗ ∈ K∗1 and y∗ ∈ Λ(x∗);
(iv) F is η-monotone for any x∗ ∈ K∗1 and y∗ ∈ Λ(x∗).
Then PVI-SVM(1) has MaPSP.
Proof. Taking arbitrarily x∗ ∈ K∗1 and y∗ ∈ Λ(x∗), we have
G1(x
∗, y∗) = G(x∗) ≤ 0 (6)
and there exists u∗ ∈ F(x∗) such that 〈u∗,η(y∗, x∗)〉 + h(y∗, x∗) ≥ 0. By η-monotonicity of F and assumption (A), we get
〈v,η(y∗, x∗)〉 + h(y∗, x∗) ≥ 0, ∀v ∈ F(y∗),
which together with (6) indicates that G1(x∗, y∗) = G(x∗) = 0. By Theorems 3.1 and 3.2, it follows that x∗ ∈ K∗2 and y∗ ∈ K∗1 .
Hence, Λ(x∗) ⊆ K∗1 .
On the other hand, by Theorem 3.3, we can deduce that K∗1 ⊆ ∩y˜∈K∗2 Λ(˜y) ⊆ Λ(x∗). Therefore, Λ(x∗) = K∗1 for all x∗ ∈ K∗1 .
This shows that the assertion of the theorem is true. 
Theorem 4.2 can be viewed as an extension of [1, Theorem 4.1] from a classical variational inequality to a prevariational
inequality with a set-valued mapping. Combining Theorem 4.1 with Theorem 4.2, we can obtain the following corollary.
Corollary 4.3. Suppose that:
(i) assumption (A) holds for any x∗ ∈ K∗1 and y∗ ∈ K∗1 ∪ Λ(x∗) ∪ K∗2 ;
(ii) assumption (B) holds for any x∗ ∈ K∗1, y∗ ∈ Γ(x∗) ∪ Λ(x∗) and y ∈ K;
(iii) assumption (C) holds for any x∗ ∈ K∗1 and y∗ ∈ Γ(x∗) ∪ Λ(x∗);
(iv) F is η-monotone for any x∗ ∈ K∗1 and y∗ ∈ Γ(x∗) ∪ Λ(x∗)
Then PVI-SVM(1) has both MiPSP and MaPSP.
The following example verifies the correctness of Theorems 4.1 and 4.2 and Corollary 4.3.
Example 4.2. Let H, K, F be the same as in Example 3.1 and let
η(y, x) = h(y, x) = y− x, ∀x, y ∈ K.
We can show that K∗1 = K∗2 = {0}. Taking arbitrarily x∗ ∈ K∗1 , we have x∗ = 0, g(x∗) = G(x∗) = 0 and
Γ(x∗) = {y ∈ K : g1(x∗, y) = 0}
= {y ∈ K : max
u∈F(0)
〈u,η(y, 0)〉 + h(y, 0) = 0}
= {y ∈ K : y = 0}
= {0},
Λ(x∗) = {y ∈ K : G1(x∗, y) = 0}
= {y ∈ K : min
v∈F(y)
〈v,η(y, 0)〉 + h(y, 0) = 0}
= {y ∈ K : y = 0}
= {0}.
Consequently, we can verify that all hypotheses of Theorems 4.1 and 4.2 and Corollary 4.3 are satisfied and
K∗1 = Γ(x∗) = Λ(x∗), ∀x∗ ∈ K∗1 .
Hence, PVI-SVM(1) has both MiPSP and MaPSP.
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