Minimal surfaces in the soliton surface approach by Doliwa, A & Grundland, A M
ar
X
iv
:1
51
1.
02
17
3v
2 
 [m
ath
-p
h]
  9
 N
ov
 20
15
Minimal surfaces in the soliton surface approach
A Doliwa1 and A M Grundland2,3
1 Faculty of Mathematics and Computer Science, University of Warmia and Mazury,
S loneczna 54, 10-710 Olsztyn, Poland
2 Centre de Recherches Mathe´matiques, Universite´ de Montre´al,
Montre´al CP 6128 (QC) H3C 3J7, Canada
3 Department of Mathematics and Computer Science, Universite´ du Que´bec,
Trois-Rivie`res, CP 500 (QC) G9A 5H7, Canada
E-mail: doliwa@matman.uwm.edu.pl, grundlan@crm.umontreal.ca
Abstract. The main objective of this paper is to derive the Enneper-Weierstrass
representation of minimal surfaces in E3 using the soliton surface approach. We exploit
the Bryant-type representation of conformally parametrized surfaces in the hyperbolic
space H3(λ) of curvature −λ2, which can be interpreted as a 2 by 2 linear problem
involving the spectral parameter λ. In the particular case of constant mean curvature-
λ surfaces a special limiting procedure (λ → 0), different from that of Umehara and
Yamada [33], allows us to recover the Enneper-Weierstrass representation. Applying
such a limiting procedure to the previously known cases, we obtain Sym-type formulas.
Finally we exploit the relation between the Bryant representation of constant mean
curvature-λ surfaces and second-order linear ordinary differential equations. We
illustrate this approach by the example of the error function equation.
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1. Introduction
The theory of minimal surfaces in Euclidean three-space E3 goes back to Joseph-Louis
Lagrange in 1768, and is a classical subject of differential geometry (see e.g. [4, 27]).
We recall that, given a variation of the surface S along the vector field ~ν vanishing on
its boundary, the corresponding variation of the area of S, up to higher-order terms in
the small parameter ǫ, is given by
A(S + ǫ~ν)−A(S) = −2ǫ
∫
S
~ν · ~HdA+ ..., (1.1)
where ~H is the mean curvature vector on the surface. Therefore surfaces with vanishing
mean curvature are called minimal surfaces. It turns out that, due to the Enneper-
Weierstrass formula, one can construct minimal surfaces in terms of two meromorphic
functions [18, 34, 29].
1.1. Soliton surfaces
In the last three decades, many special classes of surfaces have been studied using
methods of soliton theory [6, 25, 32]. In the work of Bobenko [6] one can find a list of
such integrable surfaces. Integrable equations in two independent variables result from
the compatibility condition (the Zakharov-Shabat equations [36])
U,y(λ)− V,x(λ) + [U(λ), V (λ)] = 0, (1.2)
of two linear equations (a spectral problem)
Ψ,x = U(λ)Ψ, Ψ,y = V (λ)Ψ, (1.3)
where, in this context, λ is called the spectral parameter. When a solution Ψ(x, y;λ)
takes values in a Lie group G and U(x, y;λ), V (x, y;λ) are matrix functions in the
associated Lie algebra g, then the immersion function
F (x, y;λ) = Ψ−1(x, y;λ)Ψ(x, y;λ),λ (1.4)
of the variables x, y can be interpreted, for a fixed λ ∈ C, as a surface in the Lie algebra
g, provided that the tangent vectors
F,x = Ψ
−1U,λΨ, F,y = Ψ
−1V,λΨ (1.5)
are linearly independent. Such a formula, which first appeared in the works of A Sym
[31, 32] for surfaces immersed in semisimple Lie algebras [16]-[20] and subsequently
was used by A Bobenko in [5]-[7], allows the establishment of a backward link between
geometry and integrable systems. For integrable equations coming from surface theory,
the spectral parameter λ describes deformations within a certain class of surfaces, that
is, integrable surfaces always appear as one-parameter families of surfaces [30].
Since then the applicability of the Sym formula (sometimes called the Sym-Tafel
immersion formula, see footnote (19) in [31]), to geometric problems related to soliton
equations has been extended. In particular, new terms have been added to its original
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form corresponding to a gauge symmetry of the linear spectral problem (LSP) [11, 12, 17]
and generalized symmetries of the zero-curvature representation of integrable nonlinear
PDEs [20, 21, 23]. Finding a list among such immersions of those which have an invariant
geometric characterization would be important both for a geometric interpretation of
surfaces as well as for various applications defined by some restrictions on the arbitrary
functions. For instance it was shown that the Fokas-Gel’fand approach [20, 21] can be
expressed in the framework of the Sym approach and the two approaches are equivalent
[11]. The latter formula is also a suitable tool to determine and construct discrete
surfaces on the lattice [7, 8].
In addition to many fruitful applications of the soliton-surface approach there
are still some classical classes of surfaces, including the minimal surfaces, which have
not been incorporated into the scheme. We remark that, apart from the Lie algebra
interpretation of the Sym formula, there exists another interpretation related to Clifford
algebras, where the spectral parameter λ is considered in relation to the curvature of
the ambient space [13, 15]. The differentiation with respect to the spectral parameter
λ then appears as a result of a limiting procedure and L’Hoˆpital’s rule.
In the present work we incorporate the theory of minimal surfaces into the soliton
surface theory. We start, in section 2, from the spinorial interpretation of conformally
parametrized surfaces in the hyperbolic space H3(λ) of curvature −λ2. In section 3 the
Clifford algebra interpretation in the limiting procedure recovers the classical Enneper-
Weierstrass formula in the case of constant mean curvature (CMC)-λ surfaces. In section
4 we discuss an interesting link between the Bryant CMC-λ surfaces [9, 10] and a
certain second-order linear ordinary differential equation (ODE). The latter connection
is illustrated by an example of CMC-λ surfaces constructed from a solution of the error
function equation.
1.2. Minimal surfaces and their Weierstrass representation
Let F : R → E3 be a conformal minimal immersion of a Riemann surface R. Then the
one-forms ϕk = ∂Fk, k = 1, 2, 3 are holomorphic, have no real periods and satisfy the
equations
∑
3
k=1 ϕ
2
k = 0. The intrinsic metric in R is given by ds2 =
∑
3
k=1 |ϕk|2, hence
the one forms ϕk’s have no common zeroes [35].
Conversely, any vectorial holomorphic one-form ϕ = (ϕ1, ϕ2, ϕ3) on R without real
periods and satisfying
∑
3
k=1 ϕ
2
k = 0 and
∑
3
k=1 |ϕk(P )|2 6= 0 for all points P ∈ R,
determines a conformal immersion F : R → E3 by the expression
F = Re
(∫ z
z0
ϕ
)
. (1.6)
The meromorphic function ψ = ϕ3(ϕ1 − iϕ2)−1 corresponds to the Gauss map of a
smooth orientable surface F in E3 up to the stereographic projection, and ϕ can be
written as [28]
ϕ =
(
1
2
(1/ψ − ψ), i
2
(1/ψ + ψ), 1
)
ϕ3. (1.7)
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Remark. In the local representation of ϕ3 = ψη
2dz, where η is a local holomorphic
function in E3 of the complex variable z ∈ C, we obtain the standard form of the
Enneper-Weierstrass representation of minimal surfaces
F = Re
[∫ z
z0
(
1
2
(1− ψ2), i
2
(1 + ψ2), ψ
)
η2dz′
]
. (1.8)
The three components of F (z, z¯) can be identified as the coordinates of a minimal surface
in E3 [24].
2. Conformally immersed surfaces in hyperbolic three-space
To describe minimal surfaces in the soliton surfaces approach we need to consider a
closely related special class of CMC surfaces in three-dimensional hyperbolic space H3.
We start therefore by recalling the standard description of conformally parametrized
generic surfaces in H3 (see e.g. [8]).
2.1. Conformal immersions of surfaces in H3 and the corresponding equations
The formulas presented in this Section are fairly standard from the geometric point of
view. In the context of the application of methods of soliton theory to the study of CMC
surfaces in the hyperbolic space H3(λ), the spinor representation of the GW equations
was used by Bobenko in [5]. Consider the Lorentz space R3,1 with the standard bilinear
form
(X|Y ) = X1Y1 +X2Y2 +X3Y3 −X0Y0. (2.1)
We denote by H3(λ) ⊂ R3,1 the three-dimensional hyperboloid given by the equations
(X|X) = −λ−2. On H3(λ) the induced metric is positive definite and has constant
sectional curvature.
Given a conformal immersion F : R → H3(λ) ⊂ R3,1 of the Riemann surface R,
with the local complex coordinate z = x+ iy, we have
(F,z|F,z) = (F,z¯|F,z¯) = 0, (2.2)
and also
(F,z|F ) = (F,z¯, F ) = 0. (2.3)
Supplement the vectors F , F,z, F,z¯ with the unit normal N
(F |N) = (F,z|N) = (F,z¯|N) = 0, (N |N) = 1, (2.4)
and define the functions u, H and Q by
(F,z|F,z¯) = 1
2
eu, (F,zz¯|N) = 1
2
Heu, (F,zz|N) = Q. (2.5)
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Then the non-trivial part of the Gauss-Weingarten (GW) equations of the moving frame
takes the form
F,zz = u,zF,z +QN, (2.6)
F,zz¯ =
λ2
2
euF +
1
2
HeuN, (2.7)
N,z = −HF,z − 2Qe−uF,z¯. (2.8)
The GMC equations then read
u,zz¯ +
1
2
(H2 − λ2)eu − 2|Q|2e−u = 0, Q,z¯ = 1
2
H,ze
u. (2.9)
2.2. Spinor formalism
Identify the Lorentz space with the 2× 2 Hermitian matrices
X = (X0, X1, X2, X3)↔ Xσ = X0I2 +
3∑
k=1
Xkσk =
(
X0 +X3 X1 − iX2
X1 + iX2 X0 −X3
)
, (2.10)
where I2 is the 2× 2 identity matrix and σk are the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (2.11)
The scalar product of vectors in terms of matrices is given by
(X|Y ) = 1
2
tr(Xσǫ(Y σ)T ǫ), ǫ =
(
0 1
−1 0
)
= iσ2, (X|X) = − detXσ. (2.12)
In constructing the 2× 2 matrix representation of the GW equations (2.6)-(2.8) we use
the homomorphism ρ : SL(2,C)→ SO(3, 1) given by
(ρ(a)X)σ = a†Xσa, (2.13)
where a† denotes the hermitian conjugate of a. In the reduction from the Lorentz space
to the Euclidean space E3, obtained by putting X0 = 0, the corresponding rotation is
given by an element a ∈ SU(2) of the special unitary group.
In order to write the GW equations (2.6)-(2.8) in the spinor formalism we look for
a SL(2,C)-valued function Φ which transforms the orthonormal (with respect to the
scalar product (2.12)) basis (I2, σ1, σ2, σ3) into the orthonormal basis(
λF σ, e−u/2F σ,x, e
−u/2F σ,y, N
σ
)
= Φ†(I2, σ1, σ2, σ3)Φ, (2.14)
where F σ is defined according to (2.10). Then we have
F σ,z = e
u/2Φ†
(
0 0
1 0
)
Φ, F σ,z¯ = e
u/2Φ†
(
0 1
0 0
)
Φ. (2.15)
If we define the sl(2,C)-valued functions U , V by
Φ,z = UΦ, Φ,z¯ = V
†Φ, (2.16)
then we also have
Φ†,z = Φ
†V, Φ†,z¯ = Φ
†U †. (2.17)
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Lemma 1 Using the homomorphism (2.13), the moving frame (F, F,z, F,z¯, N)
T of
the conformally parametrized surface is described by the formulae (2.6)-(2.8) where
the wavefunction Φ ∈ SL(2,C) satisfies the equations (2.16) and the sl(2,C)-valued
functions U and V are of the form
U =
(
1
4
u,z −Qe−u/2
1
2
eu/2(λ+H) −1
4
u,z
)
, V =
(
−1
4
u,z Qe
−u/2
1
2
eu/2(λ−H) 1
4
u,z
)
. (2.18)
Proof. Making use of (2.14) and (2.15) we can express the derivative F σ,z (the trivial
part of the GW equations) in two ways
F σ,z =
1
λ
Φ†(V + U)Φ = eu/2Φ†
(
0 0
1 0
)
Φ (2.19)
to obtain
V11 + U11 = V12 + U12 = V22 + U22 = 0, V21 + U21 = λe
u/2. (2.20)
Similarly, making use of the other GW equations, we derive the final form of the matrices.

Corollary 1 The zero curvature representation for (2.22)
U,z¯ − V †,z + [U, V †] = 0, (2.21)
is equivalent to the GMC equations.
2.3. The Sym-type immersion formula in H3(λ)
We emphasize the following fact which is a direct consequence of the representation
(2.14)
Proposition 1 Given a solution (u,Q,H) of the GMC equations (2.9), and given an
SL(2,C)-valued solution Φ of the linear system (2.16) with matrices as in Lemma 1,
the immersion function
F σ =
1
λ
Φ†Φ, (2.22)
represents a conformal immersion in H3(λ).
Formula (2.22) plays an essential role in deriving the Weierstrass-Enneper formula
for minimal surfaces in E3 and will be used in what follows. Notice that in the limit
λ → 0, the hyperbolic space H3 becomes the standard Euclidean space E3. However
we cannot take the direct limit λ→ 0 at the level of the representation formula (2.22).
Following [16], before taking the limit, we first shift the origin from the center of the
hyperboloid to one of its points, which does not change the geometry of the immersion
under consideration. This results in the “finite” formula (i.e. this does not involve
infinity in the immersion formula F˜ σ)
F˜ σ = lim
λ→0
1
λ
(Φ†Φ− I2). (2.23)
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An analogous procedure allows us to recover the Sym formula in the case of integrable
kinematics of curves [16, 22] and the corresponding Ablowitz-Ladik equation [1], where a
similar application of the Clifford algebra and spinorial representation of the orthogonal
group gives, after the application of L’Hoˆpital’s rule, an explanation of the differentiation
with respect to the spectral parameter λ (see also subsequent works [12, 13] on analogous
results for n-dimensional spaces of constant negative curvature in R2n−1 and CMC
surfaces).
3. Special CMC-surfaces in H3 and the Weierstrass representation
3.1. H = λ surfaces in H3(λ)
From now on we will only be interested in special CMC surfaces where H = λ. The
reason is that in such cases the GMC equations reduce to the same system
u,zz¯ − 2|Q|2e−u = 0, Q,z¯ = 0, (3.1)
as in the case of minimal surfaces in E3. Notice that such a situation is not possible in
the case of conformal immersions in the sphere S3 of radius 1/λ embedded in E4. The
formal transition between H3(λ) and S3(λ) can be obtained by replacing λ by iλ in the
GW and the GMC equations (2.6)-(2.8).
In looking for solutions of the reduced linear problem for Φ ∈ SL(2,C)
Φ,z =
(
1
4
u,z −Qe−u/2
λeu/2 −1
4
u,z
)
Φ, Φ,z¯ =
(
−1
4
u,z¯ 0
Q¯e−u/2 1
4
u,z¯
)
Φ, (3.2)
we will be guided by the corresponding facts from the theory of minimal surfaces in E3.
The following result is implied by the Weierstrass representation of minimal surfaces
(1.8) together with (2.10).
Lemma 2 The general solution of the reduced system (3.1) in terms of two arbitrary
holomorphic functions η, ψ has the form
eu/2 = ηη¯(1 + ψψ¯), Q = −η2ψ,z. (3.3)
When Q ≡ 1 the GMC equation (3.1) reduces to the Liouville equation, which has the
well-known solution
eu = |ψ,z|−2(1 + |ψ|2)2. (3.4)
It is also convenient to simplify the reduced linear problem (3.2) by following the
gauge transform Ψ =MΦ, where
M =
1
(1 + ψψ¯)1/2


(
η
η¯
)1/2
ψ −
(
η
η¯
)1/2
(
η¯
η
)1/2 (
η¯
η
)1/2
ψ¯

 ∈ SU(2). (3.5)
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Lemma 3 After applying the gauge transformation M given by (3.5) to the
wavefunction Φ, we obtain that the function Ψ = MΦ satisfies the following linear
system
Ψ,z = λη
2
(
ψ −1
ψ2 −ψ
)
Ψ, Ψ,z¯ = 0. (3.6)
Proof. The result can be verified by direct calculation using the standard formulas
Ψ,z = (M,zM
−1 +MUM−1)Ψ,
Ψ,z¯ = (M,z¯M
−1 +MV +M−1)Ψ.
(3.7)
It is however instructive to decompose the gauge matrix M into a sequence of
transformations
M =
(
1 1/ψ
0 1
)(
ηψ 0
0 1/(ηψ)
)(
1 0
α−1 1
)(
eu/4 0
0 e−u/4
)
, (3.8)
where α = η2ψ(1 + ψψ¯), and simplify the linear system step by step. 
Remark. The gauge matrix M is equal to the inverse of the fundamental solution
of the linear system (3.2) for λ = 0. The latter corresponds to minimal surfaces in E3
and provides an explanation for the fact that M takes values in the Spin(3) = SU(2)
group.
Recall [26] that by the method of successive approximations, the formal solution of
the ordinary linear matrix equation satisfying the initial-value problem
Θ′(t) = H(t)Θ(t), Θ(t0) = I, (3.9)
is given in the form of a formal series
Θ(t) = I+
∫ t
t0
dt1H(t1) +
∫ t
t0
dt2
∫ t2
t0
dt1H(t2)H(t1) + ...
+
∫ t
t0
dtk
∫ tk
t0
dtk−1...
∫ t2
t0
dt1H(tk)H(tk−1)...H(t1) + ...
(3.10)
Using the above formula and the decomposition of the rank 1 holomorphic matrix(
ψ −1
ψ2 −ψ
)
=
(
1
ψ
)
( ψ, −1 ), ψ,z¯ = 0 (3.11)
we obtain the formal solution of the linear system.
Lemma 4 The formal fundamental solution of the reduced linear system (3.6), obtained
by successive iterations by the gauge transformation, is given in the form of a series
Ψ(z) = I2 + λ
∫ z
z0
dz1η(z1)
2
(
ψ(z1) −1
ψ(z1)
2 −ψ(z1)
)
+ ...
+λk
∫ z
z0
dzk
∫ z2
z0
dz1
∏k
i=1 η
2
zi
∏k−1
i=1 (ψ(zi+1 − ψ(zi))
(
ψ(z1) −1
ψ(z1)ψzk −ψ(zk)
)
+ ...
(3.12)
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3.2. The limit λ→ 0 applied to minimal surfaces in E3
To obtain the limiting case of minimal surfaces in E3 we apply formula (2.23) to a
solution Φ of the linear problem (3.2) because of the decomposition Ψ = MΦ discussed
in Lemma 3. Equation (2.23) provides a deformation of the Bryant representation
[9, 10] of H = λ surfaces in H3(λ) to the Weierstrass formula, which is different from the
deformation given by Umehara and Yamada [33]. Their approach used the intermediate-
step stereographic projection.
For our purpose it is therefore enough to consider the first two terms Ψ =
I2 + λΨ1 + ... in the series (3.12) of Lemma 4. In the limit we obtain the following
Clifford algebra representation of the minimal immersion
F˜ σ = Ψ1 +Ψ
+
1 =
( ∫ z
η2ψdζ +
∫ z
η2ψdζ − ∫ z η2dζ + ∫ z η2ψ2dζ∫ z
η2ψ2dζ − ∫ z η2dζ − ∫ z η2ψdζ − ∫ z η2ψdζ
)
∈ sl(2,C), (3.13)
Using formula (2.10), equation (3.13) gives the Cartesian coordinates of the
corresponding minimal surfaces in E3. It constitutes the standard form (up to minor
changes) of the Weierstrass-Enneper representation of minimal surfaces in E3
F1 =
1
2
Re
(∫ z
(ψ2 − 1)η2dζ
)
, (3.14)
F2 =
1
2i
Im
(∫ z
(ψ2 + 1)η2dζ
)
, (3.15)
F3 = 2Re
(∫ z
ψη2dζ
)
. (3.16)
4. Examples of second-order linear differential equations arising from the
CMC-λ surfaces
In this section we discuss a closed connection of equation (3.6) with a second-order
ordinary scalar linear differential equation in the complex domain.
Consider a one-column version of equation (3.11)
∂
(
α
β
)
= λη2
(
ψ −1
ψ2 −ψ
)(
α
β
)
, ∂¯
(
α
β
)
=
(
0
0
)
, (4.1)
where ∂ = ∂/∂z and ∂¯ = ∂/∂z¯, η, ψ are meromorphic functions and λ ∈ C. We denote
by α0, β0 the initial data for z = z0. Equation (4.1) can be reduced to the second-order
ODE
d2α
dz2
− 2(∂η)
η
dα
dz
− λη2(∂ψ)α = 0, (4.2)
where β satisfies the equation
β = ψα− 1
λη2
∂α. (4.3)
The differential equation (4.2) can also be transformed into its standard form
d2y
dz2
+Q(z, λ)y = 0, Q(z, λ) = ∂2(ln η)− (∂ ln η)2 − λη2(∂ψ) (4.4)
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after the change of variable y = η0
α
η
, η0 ∈ C.
Let us now perform a reformulation of a selected second-order linear differential
equation (4.2) associated with the error function equation [3]
d2w
dz2
− 2zdw
dz
− 2nw = 0, n ∈ Z (4.5)
and comparing its coefficients with the coefficients of the differential equation (4.2) and
integrating them, we get
η = cez
2/2, Q = 1 + 2n− z2, c ∈ C. (4.6)
where the function ψ is given by the error function
ψ =
n
√
π
λc2
Erf(z)− c1, c1 ∈ C. (4.7)
Hence the potential matrix U given by (3.11), becomes
U =
(
n
λc2
√
πErf(z) −1
n2
λ2c4
π (Erf(z))2 − n
λc2
√
πErf(z)
)
. (4.8)
The solution of the LSP (3.7) with the potential matrix given by (4.8), can be expressed
in terms of the Hermite polynomial H−n(z) and the Kummer confluent hypergeometric
function F1 1(
n
2
, 1
2
, z2)
Ψ =
(
α1 α2
β1 β2
)
, (4.9)
where we have introduced the following notation
α1 = e
−z2(H−n−1(z) + σ F1 1(
1+n
2
, 1
2
, z2)),
α2 = e
−z2(H−n−1(z) + F1 1(
1+n
2
, 1
2
, z2)),
β1 =
1
λc2
e−z
2
[
(λc2c1 + n
√
πErf(z))(H−n−1(z) + σ F1 1(
1+n
2
, 1
2
, z2))
]
+2ez
2
[
(1 + n)H−n−2(z) + zH−n−1(z)− nzσ F1 1(1+n2 , 32 , z2)
]
,
β2 =
1
λc2
e−z
2
[
(λc2c1 + n
√
πErf(z))(H−n−1(z) + F1 1(
1+n
2
, 1
2
, z2))
]
+2ez
2
[
(1 + n)H−n−2(z) + zH−n−1(z)− nz F1 1(1+n2 , 32 , z2)
]
,
σ = 1 + λe
[
2((1 + n)H−n−2(1) +H−n−1(1)) F1 1(
1+n
2
, 1
2
, 1)
+2nH−n−1(1) F1 1(
1+n
2
, 3
2
, 1)
]−1
(4.10)
The immersion function F in H3(λ) given by (2.22) takes the form
F =
1
λ
(
α¯1 β¯1
α¯2 β¯2
)(
|α1|2 + |β1|2 α¯1α2 + β¯1β2
α1α¯2 + β1β¯2 |α2|2 + |β2|2
)
∈ sl(2,C) (4.11)
Hence, in the Lorentz space the immersion function F expressed in terms of the 2 × 2
Hermitian matrices is given by (2.10), where the components of the matrix X are given
by
X0 =
1
2λ
[|α1|2 + |α2|2 + |β1|2 + |β2|2] ,
X1 =
1
λ
Re
[
α1α¯2 + β1β¯2
]
,
X2 =
1
λ
Im
[
α1α¯2 + β1β¯2
]
,
X3 =
1
2λ
[|α1|2 − |α2|2 + |β1|2 − |β2|2] .
(4.12)
with matrix elements given by (4.10).
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5. Concluding remarks and future developments
In this paper we study the Bryant representation [9, 10] of conformal immersions of
surfaces in the hyperbolic space H3(λ) ⊂ R3,1. We describe the links between CMC-
λ surfaces and their corresponding minimal surfaces in Euclidean space E3, different
from that found by Umehara and Yamada [33]. The most important advantage of
our method is that we describe the Enneper-Weierstrass representation as a Sym-type
immersion formula which completes the soliton-surface approach to minimal surfaces
missing in earlier studies. Another important ingredient that we point out is the close
connection between the Bryant representation of CMC-λ surfaces with the theory of
second-order linear ODEs. In particular we present such a surface related to the error
function equation. Further investigation of the relation between various properties of
ODEs and the Bryant representation of CMC-λ surfaces will be performed in our future
work.
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