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ON THE CLASSIFICATION OF GROUP ACTIONS ON
C*-ALGEBRAS UP TO EQUIVARIANT KK-EQUIVALENCE
RALF MEYER
Abstract. We study the classification of group actions on C˚-algebras up to
equivariant KK-equivalence. We show that any group action is equivariantly
KK-equivalent to an action on a simple, purely infinite C*-algebra. We show
that a conjecture of Izumi is equivalent to an equivalence between cocycle
conjugacy and equivariant KK-equivalence for actions of torsion-free amenable
groups on Kirchberg algebras. Let G be a cyclic group of prime order. We
describe its actions up to equivariant KK-equivalence, based on previous work
by Manuel Köhler. In particular, we classify actions of G on stabilised Cuntz
algebras in the equivariant bootstrap class up to equivariant KK-equivalence.
1. Introduction
The Kirchberg–Phillips Classification Theorem says that two purely infinite,
simple, separable, nuclear C˚-algebras – briefly called Kirchberg algebras – are
isomorphic if and only if they are KK-equivalent (see [48]). Kirchberg [33] has
generalised this theorem to non-simple C˚-algebras that are separable, nuclear
and “strongly” purely infinite. To be isomorphic, they must have homeomorphic
primitive ideal spaces. Assume this and fix such a homeomorphism. This lifts to
an isomorphism of C˚-algebras if and only if the C˚-algebras are equivalent in a
suitable equivariant KK-theory, which takes the underlying primitive ideal space into
account. To apply these theorems, we still need a criterion when two C˚-algebras
(with the same primitive ideal space) are equivariantly KK-equivalent.
The best criterion in the simple case follows from the Universal Coefficient
Theorem: if both C˚-algebras belong to the bootstrap class – the class of C˚-algebras
for which the Universal Coefficient Theorem holds – then any isomorphism of
Z{2-graded Abelian groups between their K-theories lifts to a KK-equivalence. It
can also be shown that any Z{2-graded countable Abelian groups may be realised by
some Kirchberg algebra. So isomorphism classes of stable Kirchberg algebras in the
bootstrap class are in bijection with isomorphism classes of Z{2-graded countable
Abelian groups. There are generalisations of this result to the non-simple case as
well (see [5–7, 41, 44]). But the results are not as complete, and there is no evidence
for a general classification result for non-simple Kirchberg algebras.
There has been a lot of work aiming at a classification of suitable group actions
on C˚-algebras. This theory differs from the corresponding classification of group
actions on von Neumann factors because of several K-theoretic obstructions. These
are particularly complex for finite groups. In this article, we shall focus on these
K-theoretic issues by aiming only at a classification up to equivariant KK-equivalence.
Key words and phrases. Universal Coefficient Theorem; C*-algebra classification; Kirchberg
algebra.
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2 RALF MEYER
Already in the classification of non-simple Kirchberg algebras, the problem may be
decomposed into two aspects. On the one hand, there is the problem of lifting an
equivalence in a suitable KK-theory to an isomorphism. On the other hand, there is
the problem of detecting a KK-equivalence by simpler invariants. Whereas the first
problem is analytic in nature and depends on assumptions such as pure infiniteness
and nuclearity, the second problem is algebraic topology and may be addressed
using homological algebra in triangulated categories. Separating these two aspects
of the classification problem seems particularly helpful in the more complicated case
of group actions.
Let G be a locally compact group. The analytic question here is under which
conditions a KKG-equivalence between two G-actions pA,αq and pB, βq on separable
C˚-algebras lifts to an equivariant Morita–Rieffel equivalence; this becomes a cocycle
conjugacy between the group actions if A and B are stable. Such a result is only
plausible if A and B are Kirchberg algebras and the actions are pointwise outer.
It also seems necessary to assume the group G to be amenable. A recent result
by Szabó [51] shows that two pointwise outer actions of an amenable group on
unital Kirchberg algebras are cocycle conjugate once they are G-equivariantly
homotopy equivalent. Equivariant homotopy is a much more flexible notion than
cocycle conjugacy. So it seems conceivable that KKG-equivalent outer actions on a
Kirchberg algebra are cocycle conjugate if G is amenable.
The existing classification theorems for group actions on Kirchberg algebras
use direct methods and mix the analytic and topological aspects of the problem.
The starting point here is Nakamura’s result for single automorphisms in [45].
Similar results have been shown for certain actions of Z2 and ZN (see [26, 38]).
Izumi [25] has conjectured a classification result for actions of torsion-free groups,
and recent preprints by Izumi and Matui prove this conjecture for poly-Z-groups
(see [27, 28]). Several results in this direction are still limited by assumptions
that reduce the complexity of the K-theoretic invariants. One of our results here
shows that Izumi’s conjecture in [25] is equivalent to an analogue of Kirchberg’s
Classification Theorem for non-simple C˚-algebras. More precisely, let A be a
Kirchberg algebra and G a torsion-free, amenable, second countable, locally compact
group. We prove a bijection between KKG-equivalence classes of actions of G on A
and isomorphism classes of principal AutpAq-bundles over the classifying space BG.
If G is discrete, Izumi conjectures that the latter classify outer G-actions on A up
to cocycle conjugacy, not just up to KKG-equivalence. So Izumi’s conjecture is
equivalent to the conjecture that two KKG-equivalent outer G-actions on A are
already cocycle conjugate.
For finite groups or, more generally, groups with torsion, the existing classification
results need extra assumptions on the group actions such as the Rokhlin property
(see [23, 24]). The Rokhlin property is a severe restriction that drastically simplifies
the K-theory groups related to the group action. Here we study actions without the
Rokhlin property of the group G “ Z{p for a prime number p. Manuel Köhler [36]
has proven a Universal Coefficient Theorem for KKG for these groups G. It implies
a classification of objects in the equivariant bootstrap class in KKG up to KKG-
equivalence, as in the classical Kirchberg–Phillips Theorem.
The equivariant bootstrap class BG in KKG is defined as the localising subcate-
gory generated by CpGq with the free translation action and by C. That is, it is the
smallest class of separable G-C˚-algebras that contains C and CpGq and is closed
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under KKG-equivalence, direct sum and suspensions and has the two-out-of-three
property for extensions of G-C˚-algebras with a G-equivariant completely positive
contractive section. The equivariant bootstrap class BG is equal to the class of
all G-actions that are KKG-equivalent to an action on a Type I C˚-algebra (see
[12, §3.1]). It is unclear whether we can replace “Type I” by “commutative” here.
For the group T “ R{Z, however, Emerson has found an action in BT that cannot
be KKT-equivalent to an action on a commutative C˚-algebra. If A P BG, then A
and A¸G belong to the usual bootstrap class in KK. We do not know whether the
converse of this is true.
For an action of G “ Z{p on a general separable C˚-algebra A, Köhler’s invariant
is the direct sum
F pAq :“ K˚pAq ‘K˚pA¸Gq ‘KKG˚ pD,Aq,
where D is the mapping cone of the unit map C Ñ CpGq. The natural transfor-
mations F ñ F form a Z{2-graded ring K, and F pAq is a countable Z{2-graded
K-module. This module structure is part of Köhler’s invariant. Let A and B be
objects of BG. Köhler shows that A and B are KKG-equivalent if and only if
F pAq – F pBq as Z{2-graded K-modules. His proof also shows which countable
Z{2-graded K-modules belong to the range of F . Namely, the condition is that
two chain complexes must be exact. One is the Puppe six-term exact sequence for
the unit map C ãÑ CpGq. The other is the Puppe sequence for the induced map
CpGq – C¸G ãÑ CpGq¸G – Kp`2pGqq. An important point here is that the latter
cone is KKG-equivalent to the suspension of D. A Z{2-graded K-module is called
exact if these two Puppe sequences are exact.
So isomorphism classes of objects in the bootstrap class in KKG are in bijection
with isomorphism classes of countable, exact Z{2-graded K-modules. These are pretty
complicated objects. Let M be a Z{2-graded K-module. Then M “M0 ‘M1 ‘M2,
where M0 and M1 are the images of the idempotent natural transformations that
project F pAq to the three summands K˚pAq, K˚pA ¸ Gq, and K˚pconeuq. The
summands M0 and M1 are modules over ZrGs – ReppGq – Zrxs{pxp ´ 1q, where
the actions are induced by the given action of G on A and the dual action of G – pG
on A¸G. The summand M2 is a module over the more complicated ring
S2 :“ Zrs, ts
L `p1´ sq ¨ p1´ tq, Npsq `Nptq ´ p˘.
Then there are further natural transformations that link the groupsM0, M1 andM2.
Since Köhler’s invariant is complicated, we are going to consider several classes
of exact K-modules that may be understood through simpler objects. My goal
has been to classify those exact K-modules where M1 is a cyclic group. Given
Köhler’s classification theorem, these exact K-modules correspond to G-actions in
the bootstrap class A P BG where K˚pAq is cyclic. In fact, any such A is KKG-
equivalent to an action on a stabilised Cuntz algebra. The main issue here is to
make the underlying C˚-algebra of the action simple. That this is possible is proven
in complete generality for actions of locally compact groups and is also used in
the torsion-free case to reformulate Izumi’s conjecture. Since A P BG is assumed,
the results in this article only cover actions in BG, so that A¸G must be in the
non-equivariant bootstrap class. Thus we have nothing to say about the important
question whether A¸G belongs to the bootstrap class for any G-action, say, on O2
(see, for instance, [3]).
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The end result of our classification of the actions of G on Cuntz algebras is
remarkably complicated. In Section 9, we list nine examples of such exact modules;
some of these involve parameters, so that they rather form a family of examples.
There is a tenth family of examples only for the case p “ 2, which is about a general
method to modify a given example to produce another one. Our main theorem says
that any exact module where M1 is cyclic contains one of these ten examples as
an exact submodule M 1, such that the quotient M2 :“ M{M 1 has M21 “ 0. We
also show that any such M2 is uniquely p-divisible and may be described through a
Z{2-graded module over Zrϑp, 1{ps. The examples in Section 9 are all quite different,
and some of them are not obvious. I have found these examples by a case-by-case
study of the possible exact modules over Köhler’s ring with cyclicM1. The results of
Köhler also imply that the module extension M 1M M2 in our main theorem
lifts to an exact triangle in the bootstrap class in KKG. This explains why the
piece M2 has to be there. It corresponds to adding O2 with a suitable action to a
given G-action and then passing to a KKG-equivalent action on a Kirchberg algebra.
In order to classify the exact K-modules with cyclic M1, we prove several more
general results. First, we describe Köhler’s ring through generators and relations.
This simplifies writing down a K-module. As it turns out, a module over Köhler’s
ring consists of three Z{2-graded Abelian groups Mj , j “ 0, 1, 2, with homomor-
phisms αMjk : Mk ÑMj for j ‰ k such that the two triangle-shaped diagrams
M1
M0 M2
αM21α
M
10
αM02
M1
M0 M2
αM01
αM20
αM12
are chain complexes. Exactness means that these two chain complexes are exact.
There are also some additional relations involving the products αMjk ˝ αMkj (see
Theorem 5.11). Köhler’s invariant for a G-C˚-algebra A has M0 “ K˚pA ¸ Gq
and M1 “ K˚pAq, and the maps αM01 and αM10 are induced by the inclusion maps
A Ď A ¸ G and A ¸ G Ď A b Kp`2Gq. We show by an example that M0 and M1
alone with their natural extra structure do not yet classify up to KKG-equivalence,
by exhibiting two non-isomorphic exact modules over Köhler’s ring for which the
M0- and M1-parts are isomorphic.
We describe several classes of exact modules over Köhler’s ring using simpler
ingredients. First, we describe modules where one of the groups Mj is uniquely
p-divisible (see Example 7.1); in particular, this covers the case when one of them
vanishes, say, M1 “ 0. In the latter case, M0 – M2 is a Z{2-graded module over
Zrζp, 1{ps with the primitive pth root of unity ζp :“ expp2pii{pq, and any such
Z{2-graded module corresponds to a unique exact K-module with M1 “ 0. Then we
describe modules where one of the maps αMjk is zero. By exactness, this covers all
cases where αM01 or αM10 is zero, injective, or surjective. Third, we describe modules
with M0 “ imαM01 ‘ imαM02 or similar. As it turns out, these different cases suffice
to describe all exact K-modules where M1 is a cyclic group.
The starting point for the study of exact modules over Köhler’s ring here is the
Bachelor’s thesis of Vincent Grande [17], which contains several examples of such
modules and partial results on the different cases of submodules considered here.
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2. Realising actions on Kirchberg algebras
The goal of this section is the following theorem:
Theorem 2.1. Let G be a second countable, locally compact group. Let A be a
separable C˚-algebra and let α be a continuous action of G on A. Then there is
a non-zero, simple, purely infinite, stable C˚-algebra B with a pointwise outer,
continuous action β of G such that pA,αq is KKG-equivalent to pB, βq. If A is
nuclear or exact, then so is B.
Proof. The proof of [4, Theorem 4.2] shows this, but the theorem makes only a
weaker statement. So we go through the main construction again. The main tool is
the Toeplitz algebra for C˚-correspondences defined by Pimsner [49], in the special
case studied by Kumjian [37]. A somewhat similar construction appeared recently
in [11].
First we build a regular covariant representation of pA,α,Gq as in [47, §7.7.1].
There is a faithful representation pi : AÑ BpHq of A on a separable Hilbert space H.
Taking an infinite direct sum of copies of pi, we arrange that pipAq contains no
compact operators. Now represent G and the C˚-algebra A on L2pG,Hq by the left
regular representation pλgfqpxq :“ fpg´1xq and by pp˜ipaqfqpxq :“ pipαx´1paqqfpxq
for all g, x P G, a P A, f P L2pG,Hq. This is a covariant representation, that is,
λgp˜ipaqλg´1 “ p˜ipαgpaqq for all g P G, a P A.
Let E be the Hilbert A-module L2pG,Hq b A, equipped with the left action
ϕ : AÑ BpEq, a ÞÑ p˜ipaq b 1, and the diagonal G-action γgpf b aq :“ λgpfq bαgpaq.
This makes E a G-equivariant C˚-correspondence from A to itself, that is, the left
action is by adjointable operators and the G-action satisfies
γgpa ¨ξq “ αgpaq ¨γgpξq, γgpξ ¨aq “ γgpξq ¨αgpaq, αgpxξ | ηyq “ xγgpξq | γgpηqy
for all g P G, a P A, ξ, η P E. If ϕpaq is compact, then pipaq must be compact and
then a “ 0 by construction. In particular, the left action of A on E is injective.
Let TE be the Toeplitz C˚-algebra of E as in [49]. The G-actions on A and E
satisfy the right compatibility assumptions to induce a continuous action of G on TE
(see [49, Remark 4.10.(2)]). The natural inclusion of A into TE is a KK-equivalence
by [49, Theorem 4.4], and this remains true in KKG because all Kasparov cycles and
homotopies between them used in the proof of that theorem are defined naturally
and hence are exactly G-equivariant. This is already observed by Pimsner in
[49, Remark 4.10.(2)].
Since no non-zero element of A acts on E by a compact operator, [37, Theorem 2.8]
shows that TE “ OE is purely infinite and simple. To make it stable, we replace TE
by its C˚-stabilisation TE bKp`2Nq, which remains purely infinite and simple and
KKG-equivalent to A. The structural analysis of the Toeplitz algebra in [49] or [37]
shows that it inherits both nuclearity and exactness from A.
Finally, we show that the induced action β of G on TE is pointwise outer (the
C˚-stabilisation does not affect this). Assume the contrary. So there are g P Gzt1u
and a unitary multiplier U of B with βg “ AdU . Let γ : TÑ AutpTEq be the gauge
action on the Toeplitz algebra TE . It commutes with the action of G. Therefore,
AdγzpUq “ γzβgγ´1z “ βg “ AdU .
This implies that conjugation by the unitary γzpUqU˚ is the identity automorphism.
That is, this unitary is central. Since TE is simple, γzpUq “ cz ¨ U for some scalar
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cz P C with |cz| “ 1. The map z ÞÑ cz is a character on T. Since the dual group
of T is Z, there is n P Z with γzpUq “ zn ¨ U for all z P T. Recall that the Fock
representation of TE is a faithful and non-degenerate representation on the Hilbert
A-module F :“ À8k“0EbAk. The unitary U gives a unitary operator on F . We
describe it by a block matrix pUk,lqk,lPN in the direct sum decomposition of F . The
gauge action γz on TE acts on the matrix coefficients by γzpUk,lq “ zk´lUk,l for
all k, l P N. So the homogeneity condition γzpUq “ zn ¨ U says that Uk,l “ 0 for
k´ l ‰ n. If n ą 0, then this implies that k ą 0, so that the range of U is orthogonal
to the first summand A in F . This is impossible for a unitary operator. Similarly,
U˚ cannot be unitary if n ă 0. So we must have n “ 0.
So U is a multiplier of the fixed-point subalgebra T TE Ď TE of the gauge action.
This subalgebra acts on F by diagonal operators. Projecting to the first summand A
in F is a non-degenerate representation of T TE . It maps U to a unitary multiplier V
of A with AdV “ αg. Projecting to the second summand E in F is another non-
degenerate representation of T TE , which maps U to a unitary operator W on E.
Conjugation by W must give the restriction of βg on KpEq – KpL2pG,Hqq b A
Conjugation by λg b V has the same effect. So W “ W0 ¨ pλg b V q for some
unitary W0 in the centre of the multiplier algebra of KpEq. Such operators must be
of the form W0 “ 1L2pG,Hq bW1 for some central unitary multiplier W1 of A. So
W “ λg b pW1 ¨ V q. The image of T TE in BpEq is the linear span of KpEq and ϕpAq,
where ϕ : AÑ BpEq is the left action chosen above. Now the unitary λg acts only
on the tensor factor L2pGq, whereas W1 ¨ V acts only on the tensor factor A. Hence
W ¨ ϕpaq R ϕpAq `KpEq for a P A, a ‰ 0. So W is not a multiplier of ϕpAq `KpEq.
But it must be one, coming from a multiplier of T TE . This contradiction shows that
the automorphism βg on TE cannot be inner.
There remains one trivial case to exclude: if A “ 0, then our construction
still gives the zero C˚-algebra, which is not what we want. In this trivial case,
we replace A by O2 with the trivial action of G. This is KKG-equivalent to 0.
And the construction above now produces a KKG-equivalence to a pointwise outer,
continuous action β of G on O2 bKp`2Nq. 
There are not yet any definite classification results for general group actions on
C˚-algebras. So it is unclear which conditions are sufficient for classification. If a
generalisation of Kirchberg’s classification theorem exists, it should probably assume
a G-action on a simple, nuclear, separable C˚-algebra that tensorially absorbs a
suitable model G-action on O8, which is KKG-equivalent to C with the trivial
action. This is analogous to the strong pure infiniteness requirement in Kirchberg’s
classification theorem for non-simple C˚-algebras, which says that the C˚-algebra
tensorially absorbs O8. The model action on O8 should tensorially absorb itself, so
that tensoring with it produces a KKG-equivalent object that tensorially absorbs the
model action. If a classification theorem for group actions will be proven, then one
may use Theorem 2.1 to show that any object of KKG whose underlying C˚-algebra
is nuclear is KKG-equivalent to a classifiable object, by tensoring the G-action from
Theorem 2.1 with the model action. It may well be that the actions produced by
Theorem 2.1 already absorb the model action. But we do not discuss this further
here because, anyway, our classification results are only up to KKG-equivalence.
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3. Actions of torsion-free, amenable groups and a conjecture of Izumi
Throughout this section, we assume that G is an amenable, second countable,
Hausdorff, locally compact group. Let EG denote a second countable, locally
compact, Hausdorff space with a proper, continuous G-action that is the universal
proper action in the following sense:
(1) for any other locally compact, proper G-space X there is a continuous
G-equivariant map X Ñ EG, and
(2) any two continuous G-equivariant maps X Ñ EG are homotopic through a
continuous G-equivariant homotopy X ˆ r0, 1s Ñ EG.
Such a space exists by [32, Lemma 4.1] (take X “ G). But smaller models are
preferable for actual computations.
We will soon also assume G to be torsion-free, but the first step in our argument
does not yet need this. For an amenable, torsion-free group, we will show that KKG-
equivalence classes of actions of G on a stable Kirchberg algebra A are in bijection
with isomorphism classes of locally trivial AutpAq-bundles over the classifying
space BG. This relates a conjecture by Izumi [25] to Kirchberg’s Classification
Theorem. First we recall a key step in the proof of the Baum–Connes conjecture for
amenable groups by Higson and Kasparov [20].
Definition 3.1. A G-C˚-algebra P is proper if there are a locally compact, proper
G-space X and a G-equivariant, nondegenerate ˚-homomorphism from C0pXq to
the centre of the multiplier algebra of P . In other words, P carries an action of the
transformation groupoid G˙X. Since the latter groupoid is proper, proper group
actions on C˚-algebras behave much better than general actions.
Theorem 3.2 ([20]). Let G be an amenable group or, more generally, a group with
the Haagerup approximation property. Then there is a proper G-C˚-algebra P that
is KKG-equivalent to C. In addition, P is nuclear.
The KKG-equivalence between P and C consists of two elements D P KKG0 pP,Cq,
η P KKG0 pC,Pq, called Dirac and dual Dirac elements. Their composites in both
direction are 1. This data is built in [20] and then used to prove the Baum–Connes
conjecture for G. If X is as in Definition 3.1, then there is a map X Ñ EG,
which induces a G-equivariant, nondegenerate ˚-homomorphism C0pEGq Ñ C0pXq.
So we may replace X by EG in Definition 3.1. Then P carries an action of
the transformation groupoid G ˙ EG as in [16]. Given a G-C˚-algebra A, the
C˚-algebra C0pEGqbA – C0pEG,Aq carries a canonical action of G˙EG, using the
diagonal G-action and the equivariant nondegenerate ˚-homomorphism C0pEGq Ñ
ZMpC0pEGq bAq, f ÞÑ f b 1.
The construction A ÞÑ C0pEG,Aq above is part of a functor pE˚G : KKG Ñ
KKG˙EG. This may be proven directly by writing down what pE˚G does with
Kasparov cycles. An elegant proof using the universal property of KKG is explained
in [42, Section 3.2]. More generally, the same proof gives pull-back functors
f˚ : KKG˙X Ñ KKG˙Y
for two locally compact G-spaces X and Y and a G-equivariant continuous map
f : Y Ñ X; the functor pE˚G is the special case where f is the constant map from EG
to the one-point space.
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Definition 3.3. Let p1, p2 : EG ˆ EG Ñ EG be the two coordinate projections.
An object of KKG˙EG is called symmetric if p1˚ pBq and p2˚ pBq are KKG˙pEGˆEGq-
equivalent.
Proposition 3.4. Let G be a locally compact group and EG a universal proper
G-space. Assume that there is a nuclear, proper G-C˚-algebra P that is KKG-
equivalent to C. The functor KKG Ñ KKG˙EG defined above is an equivalence
from KKG onto the full subcategory of symmetric objects in KKG˙EG. This functor
restricts to an equivalence from the subcategory of G-actions on nuclear C˚-algebras
to the full subcategory of symmetric objects in KKG˙EG whose underlying C˚-algebra
is nuclear.
Proof. The proper G-C˚-algebra P gives rise to functor
KKG˙EG Ñ KKG, A ÞÑ AbEG P.
On the object level this functor first forms the tensor product A b P, which is a
C˚-algebra over EGˆ EG, and then restricts this to the diagonal tpx, xq :x P EGu.
Then the C0pEGq-C˚-algebra structure is forgotten. The group action of G goes
along in these constructions. The universal property of KKG˙X shows that it defines
a functor on Kasparov theory (see [42, Section 3.2]). Both functors KKG Ø KKG˙EG
preserve nuclearity of C˚-algebras. The composite functor KKG Ñ KKG maps a
G-C˚-algebra A to C0pEG,Aq bEG P, which is canonically isomorphic to A b P.
And this is KKG-equivalent to A because of the KKG-equivalence between P and C.
So the composite KKG Ñ KKG is equivalent to the identity functor. Hence the
other composite functor F : KKG˙EG Ñ KKG˙EG is a projection onto a subcategory
of KKG˙EG. Since
p1˚ pC0pEG,Aqq – C0pEGˆ EG,Aq – p2˚ pC0pEG,Aqq,
the objects of this subcategory must be symmetric. Conversely, assume that B is a
symmetric object of KKG˙EG. The composite functor F above maps B to
(3.5) C0pEGq b pB bEG Pq – C0pEG,Pq bEGˆEG C0pEGq b B
„KKG˙EG C0pEG,Pq bEGˆEG B b C0pEGq – B b P „KKG˙EG B b C – B.
All objects in (3.5) carry the diagonal action of G and the C0pEGq-C˚-algebra
structure that acts only on the first leg, coming from the projection p1 : EGˆ EGÑ
EG. The first KKG˙EG-equivalence in (3.5) uses that B is symmetric. The second
KKG˙EG-equivalence uses once again that P is KKG-equivalent to C. So all objects
in the range of F are symmetric, and F is equivalent to the identity functor on the
full subcategory of symmetric objects. This finishes the proof. 
Theorem 3.2 shows that Proposition 3.4 applies if G is amenable or has the
Haagerup approximation property.
Now assume also that G is torsion-free, that is, the only compact subgroup in G is
the trivial subgroup t1u. Then any proper G-action is free. So EG is also a universal
free and proper action. Since G has only the trivial compact subgroup, Abels’ Slice
Theorem for proper actions in [1, Theorem 3.3] says here that any x P EG has a
G-invariant open neighbourhood U Ď EG that is G-equivariantly homeomorphic
to G ˆ Y with the translation action on G ˆ Y . In other words, the projection
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EGÑ EG{G is locally trivial. So EG{G is a model for the classifying space of G,
and it is legitimate to define BG :“ EG{G. We are going to build a functor
M : KKBG Ñ KKG˙EG, A ÞÑ C0pEGq bBG A,
and show that it is an equivalence of categories. An action of BG on a C˚-algebra
is simply a C0pBGq-C˚-algebra structure. The bundle projection q : EGÑ BG is
G-equivariant if we let G act trivially on BG. Equipping a C0pBGq-C˚-algebra with
the trivial action of G gives a functor KKBG Ñ KKBG¸G, which we may compose
with the pull-back functor q˚ to get the functor M above. The explanation why M
is an equivalence of categories is that the G-action on EG is free and proper, so that
the groupoid G˙ EG is equivalent to the space BG.
Proposition 3.6. Let G be a torsion-free, locally compact group. The functor M
above is an equivalence of categories KKG˙EG » KKBG. The equivalence restricts
to the subcategories of objects whose underlying C˚-algebra is nuclear.
Proof. Kasparov [31] builds a functor from KKG˙EG to KKBG by taking a fixed-
point algebra. Let B be a G˙ EG-C˚-algebra. Let
MpBqG :“ tb PMpBq :βgpbq “ b for all g P Gu.
We map C0pBGq to CbpEGq “MpC0pEGqq using q˚ and further to MpBq. The
image of C0pBGq belongs to the centre of MpBqG. So
BG :“ C0pBGq ¨MpBqG
is a well defined ideal in MpBqG. This is the generalised fixed-point algebra for
the G-action on B. It is naturally a C0pBGq-C˚-algebra. This construction is
equivalent to the definition in [31] and to the construction of generalised fixed-point
algebras for generalised proper actions by Rieffel [50]. The fibre of the C0pBGq-C˚-
algebra BG at x P BG is isomorphic to the fibre of B at any y P EG with qpyq “ x;
these fibres in B are canonically isomorphic using the G-action. So in terms of
upper semicontinuous fields of C˚-algebras, our construction is simply viewing
a G-equivariant upper semicontinuous field of C˚-algebras over EG as an upper
semicontinuous field of C˚-algebras over BG. The construction of generalised fixed-
point algebras above is clearly functorial for nondegenerate G-equivariant, C0pEGq-
linear ˚-homomorphisms. And a G-invariant ideal in B gives an ideal in BG in an
obvious way. This allows to extend the functoriality of the generalised fixed-point
algebra construction to degenerate G-equivariant, C0pEGq-linear ˚-homomorphisms.
The functor so obtained is split-exact and C˚-stable in the appropriate sense that
it defines a functor KKG˙EG Ñ KKBG by the universal property of equivariant
KK-theory. This functor is built by Kasparov [31] in terms of Kasparov cycles, and
shown in [31, Theorem 3.4] to be fully faithful.
We have built two functors KKG˙EG Ø KKBG in opposite directions. We claim
that they are inverse to each other up to natural equivalence. Indeed, when we start
with a C0pBGq-C˚-algebra A, we first map it to C0pEGq bBG A and then take the
generalised fixed-point algebra. In terms of upper semicontinuous fields, the field
over EG has the same fibres as A over BG, and so we get back A. And conversely,
any G˙EG-action is in the essential range of the functor F above. This equivalence
of categories is checked in different notation in [21]. 
Theorem 3.7. Let G be a torsion-free, amenable, second countable group. Let BG
be a second countable, locally compact model for the classifying space of G. The
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category KKG is equivalent to the subcategory of KKBG whose objects are the locally
trivial bundles of C˚-algebras over BG. This equivalence restricts to an equivalence
between the subcategories of objects whose underlying C˚-algebra is nuclear.
Proof. Any model of BG carries a universal principal G-bundle, whose total space
is a model for EG. Therefore, the choice of BG does not matter.
Proposition 3.4 applies here because of Theorem 3.2. Proposition 3.6 applies be-
cause G is torsion-free. Both propositions together give an equivalence of categories
from KKG onto a full subcategory of KKBG. Let BGp2q :“ pEGˆEGq{G. The coor-
dinate projections p1, p2 : EGˆ EGÑ EG induce continuous maps pˇ1, pˇ2 : BGp2q Ñ
BG. The description of the range of the equivalence from KKG to a full subcategory
of KKG˙EG implies that a C0pBGq-C˚-algebra B belongs to the essential image
of KKG if and only if pˇ1˚ pBq and pˇ2˚ pBq are KKBG
p2q
-equivalent. We must show
that this holds if and only if B is KKBG-equivalent to a locally trivial bundle of
C˚-algebras.
In one direction, we may directly compute the functor KKG Ñ KKBG on objects.
Let A be a separable G-C˚-algebra, viewed as an object of KKG. The functor
to KKBG maps A to the generalised fixed-point algebra C0pEG,AqG. This bundle
of C˚-algebras over BG is locally trivial because the projection EGÑ BG is locally
trivial. So any object in the essential range of our functor is KKBG-equivalent to a
locally trivial bundle of C˚-algebras. Conversely, assume B to be a locally trivial
bundle of C˚-algebras over BG. The maps pˇ1, pˇ2 : BGp2q Ñ BG are homotopic
to each other because p1, p2 are G-equivariantly homotopic. The quotient spaces
BG and BGp2q are second countable and locally compact, Hausdorff because EG
and EGˆEG are so andG acts properly on them. So BG and BGp2q are paracompact.
Hence the pull-backs of B along the maps pˇ1, pˇ2 : BGp2q Ñ BG are isomorphic as
locally trivial bundles over BGp2q (see [22, Theorem 2.9.9 on p. 51]). Hence they
are KKBG
p2q
-equivalent as needed.
Finally, the constructions above all preserve nuclearity. So the subcategory of all
G-actions on separable nuclear C˚-algebras is equivalent to the subcategory of all
locally trivial bundles of nuclear C˚-algebras over BG. 
Remark 3.8. The equivalence from KKG to a full subcategory of KKBG maps a
C˚-algebra A with G-action α to a locally trivial bundle of C˚-algebras with fibre A.
This is equivalent to a locally trivial AutpAq-principal bundle. The latter is equal
to the principal bundle Pα that appears in the conjectures of Izumi [25].
Definition 3.9. An isomorphism or KKG-equivalence AÑ A is called KK-trivial
if the forgetful functor maps it to the identity in KKpA,Aq.
Theorem 3.10. Let A be a purely infinite, simple, nuclear, C˚-stable, separable
C˚-algebra and let G be a torsion-free, amenable, second countable, locally compact
group. Let BG be a second countable, locally compact classifying space for G.
Then (KK-trivial) KKG-equivalence classes of G-actions on A are in bijection with
(KK-trivial) isomorphism classes of AutpAq-principal bundles over BG.
Proof. Let α, β be two actions of G on A. Let A and B be the corresponding locally
trivial bundles of C˚-algebras over BG. Theorem 3.7 shows that
KKG
`pA,αq, pB, βq˘ – KKBGpA,Bq.
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In particular, our functor maps KKG-equivalences between pA,αq and pB, βq bijec-
tively to KKBG-equivalences between A and B. Since the fibres of the bundles A
and B are isomorphic to the Kirchberg algebra A, these bundles are purely infinite.
We claim that they are even strongly purely infinite. If BG is finite-dimensional, this
follows from [9, Theorem 5.8]. If BG is infinite-dimensional, the result is still true
for a different reason. It is easy to see that A is (“weakly”) purely infinite. Since
C0pBGq is in the centre of the multiplier algebra of A and A has an approximate
unit of projections, it follows that A has the “locally central decomposition property”
(see [34, Definition 6.1]). And a purely infinite C˚-algebra with the the locally
central decomposition property is strongly purely infinite by [34, Theorem 6.8].
Then A – AbO8 by [34, Theorem 8.6].
Hence A and B are covered by Kirchberg’s Classification Theorem (see [33, Fol-
gerung 4.3]). Namely, any KKBG-equivalence A – B is induced by an isomorphism
A – B as C0pBGq-C˚-algebras. We are also interested in KKBG-equivalences that
restrict to the identity in KKpA,Aq in each fibre. This happens if and only if
the corresponding equivalence in KKGpA,Bq is KK-trivial. We see that any KK-
trivial equivalence in KKGpA,Bq comes from a KK-trivial isomorphism A – B as
C0pBGq-C˚-algebras. And the latter are the same as KK-trivial isomorphisms of
AutpAq-principal bundles.
To prove the desired bijection, we must show that any locally trivial bundle of
C˚-algebras A over BG with fibre A comes from some action α on A. To begin
with, Theorem 3.7 shows that there is some object pB, βq of KKG so that the
locally trivial C˚-algebra bundle over BG associated to pB, βq is KKBG-equivalent
to A and B is nuclear. By Theorem 2.1, we find a KKG-equivalence from pB, βq
to some action pB˜, δ˜q where B˜ is purely infinite, simple, nuclear, C˚-stable and
separable. By the Kirchberg–Phillips Theorem, B˜ – A. So the action δ˜ transfers to
an action α on A so that the associated locally trivial C˚-algebra bundle over BG
is KKBG-equivalent to our given A. As above, this KKBG-equivalence may be
improved to an isomorphism. And if the isomorphism is not yet KK-trivial, we
simply transfer the action along this isomorphism to get another action on A such
that the resulting bundle over BG is even KK-trivially isomorphic to the given
bundle. 
Example 3.11. Let G “ Rn. This group is torsion-free and the translation action
on Rn is a model for EG with BG “ pt. So Theorem 3.10 implies that all Rn-actions
on A are KK-trivially KKG-equivalent to the trivial action.
Example 3.12. Let G “ Z. The translation action of Z on R is a universal proper
action. So BG “ R{Z is a circle. Isomorphism classes of AutpAq-principal bundles
over the circle are naturally in bijection with the path connected components of
AutpAq. Any automorphism of A determines an action of Z. Thus any AutpAq-
principal bundle over the circle comes from an action of Z on A. Theorem 3.10 says,
in addition, that two Z-actions are KK-trivially KKG-equivalent if and only if the
generating automorphisms of A are homotopic.
Example 3.13. Let G “ Z2. Then the translation action of Z2 on R2 is a universal
proper action. So BG “ R2{Z2 is a 2-torus. Theorem 3.10 says that any AutpAq-
principal bundle over the 2-torus is associated to an action of Z2 on A. Using the
standard CW-complex decomposition of the 2-torus and some obstruction theory,
we may describe an AutpAq-principal bundle by two elements α1, α2 of AutpAq
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together with a homotopy H between α1α2 and α2α1 in AutpAq. The existence part
of Theorem 3.10 says that there are automorphisms β1, β2 of A with β1β2 “ β2β1
and homotopies Kj from αj to βj for j “ 1, 2, such that the concatenation of the
homotopies K2 ¨K1 reversed, H and K1 ¨K2 is homotopic to the constant homotopy
on β1β2 “ β2β1. The pair β1, β2 with β1β2 “ β2β1 is equivalent to an action of Z2.
Take two actions of Z2 on A and describe the corresponding principal AutpAq-
bundles through triples pα1, α2, Hq and pα11, α12, H 1q as above. Since we start with
Z2-actions, we may arrange that α1α2 “ α2α1, α11α12 “ α12α11, and H and H 1 are
the constant homotopies. The principal bundles are isomorphic if and only if αj is
homotopic to α1j for j “ 1, 2 in such a way that composing the resulting homotopy
from α1α2α´11 α´12 “ idA to α11α12pα11q´1pα12q´1 “ idA is homotopic to the constant
homotopy. The uniqueness part of Theorem 3.10 says that this happens if and only
if the two Z2-actions on A are KK-trivially KKZ
2
-equivalent. Both the existence
and uniqueness part of Theorem 3.10 are non-trivial in this case and depend on A
being a Kirchberg algebra.
These examples end the discussion of actions of torsion-free groups. We now turn
to the opposite end: actions of cyclic groups of prime order.
4. The equivariant bootstrap class
Definition 4.1 ([12, §3.1]). Let G be a compact group. A G-action pA,αq on a
separable C˚-algebra A belongs to the G-equivariant bootstrap class BG if it is
KKG-equivalent to an action where A is a C˚-algebra of Type I.
The equivariant bootstrap class is also described in [12] as the localising subcat-
egory generated by certain “elementary” building blocks. These building blocks
are actions of G on C˚-algebras that are contained in KpHq for a separable Hilbert
space H. Up to taking direct sums, we may get them all by induction applied to an
action of a closed subgroup of G on a matrix algebra. Actions on matrix algebras, in
turn, correspond to projective representations. Two projective representations with
the same cocycle give equivariantly Morita equivalent actions on matrix algebras.
So it suffices to take one projective representation from each cohomology class.
The equivariant bootstrap classBG is closed under KKG-equivalence by definition.
So pB, βq in Theorem 2.1 belongs to the equivariant bootstrap class if pA,αq does.
From now on, we specialise to a finite cyclic group of prime order, that is, G “ Z{p
for a prime p. The only proper subgroup of G is the trivial subgroup, and neither G
nor the trivial group have non-trivial projective representations. Thus the equivariant
bootstrap class BG for G is generated by two objects, namely, C “ CpG{Gq with
the trivial action of G and CpGq with the translation action of G. Any G-action on
a finite-dimensional C˚-algebra is G-equivariantly Morita–Rieffel equivalent to a
direct sum of copies of these two actions. Given a separable G-C˚-algebra A, its
little invariant is defined by
L˚pAq :“ KKG˚ pC, Aq ‘KKG˚ pCpGq, Aq – KKG˚ pC‘ CpGq, Aq,
where the isomorphism uses the well-known additivity of KKG.
The little invariant does not classify actions up to KKG-equivalence; that is,
there are isomorphisms L˚pAq – L˚pBq that do not lift to isomorphisms A – B
(see Example 9.8). It has enough information, however, to detect whether an object
in the equivariant bootstrap class is non-zero:
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Lemma 4.2. Let A,B P BG. Then L˚pAq – 0 if and only if A is KKG-equivalent
to 0. And f P KKG0 pA,Bq is invertible if and only if L˚pfq : L˚pAq Ñ L˚pBq is
invertible.
Proof. This uses basic triangulated category theory. Any arrow f is part of an exact
triangle
ΣB Ñ C Ñ A fÝÑ B
for some object C of BG that is unique up to isomorphism, called the cone of f .
Versions of the Five Lemma show that f is invertible if and only if C – 0 and that
L˚pfq is invertible if and only if L˚pCq – 0. So the second statement follows from
the first statement for C. It is clear that C – 0 implies L˚pCq – 0. Conversely,
assume L˚pCq – 0. Let Z Ď BG be the class of all objects D with KKG˚ pD,Cq “ 0.
This is localising and contains C and CpGq by assumption. Hence it contains all
of BG. So KKG˚ pC,Cq “ 0, which is equivalent to C – 0. 
Next we relate L˚pAq to K-theory. We use the Green–Julg isomorphism
KKG˚ pC, Aq – KK˚pC, A¸Gq
(see [30]), the induction–restriction adjunction
KKG˚ pCpGq, Aq – KK˚pC, Aq
for the inclusion of the trivial subgroup in G (see [42]) and the dual Green–Julg
Theorem
KK˚pC, A¸Gq – K˚pA¸Gq
(see [8, Theorem 20.2.7]). These isomorphisms give a natural isomorphism
L˚pAq – K˚pA¸Gq ‘K˚pAq.
In particular, L˚pAq is countable for any separable G-C˚-algebra A.
The invariant L˚pAq is a Z{2-graded right module over the Z{2-graded ring
KKG˚ pC ‘ CpGq,C ‘ CpGqq by the Kasparov composition product. We will later
describe modules as representations of the underlying ring. Then it becomes
confusing to use right modules. Therefore, we use the opposite Z{2-graded ring
T :“ KKG˚ pC‘ CpGq,C‘ CpGqqop
and treat L˚pAq – KKG˚ pC ‘ CpGq, Aq as a left T-module. We denote reverse
order composition products in KKG by the symbol b; this symbol is also used by
Kasparov, but with a subscript denoting the C˚-algebra over which tensor products
of KK-cycles are balanced. We will never use exterior products here, so b for
KKG-cycles will always mean the reverse-order composition product.
We may compute the underlying Z{2-graded Abelian group of T using the
additivity of KKG and the isomorphisms that relate L˚pAq to K-theory:
(4.3) T “ L˚pC‘ CpGqq – L˚pCq ‘ L˚pCpGqq
– K˚pC¸Gq ‘K˚pCq ‘K˚pCpGq ¸Gq ‘K˚pCpGqq
– ZrGs ‘ Z‘ Z‘ ZrGs – Z2p`2.
In particular, the computation shows that the odd part of T vanishes. The ring
structure on T is also transparent from this computation. First, the direct sum
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decomposition of T used in (4.3) gives T a 2 ˆ 2-matrix structure with elements
written asˆ
x00 x01
x10 x11
˙
,
x00 P KKG0 pC,Cq – ZrGs, x01 P KKG0 pC,CpGqq – Z,
x10 P KKG0 pCpGq,Cq – Z, x11 P KKG0 pCpGq,CpGqq – ZrGs.
These are multiplied like 2ˆ2-matrices. The diagonal entry KKG0 pC,Cq is isomorphic
to the representation ring of G. It acts on K˚pA ¸ Gq – KG˚ pAq by exterior
tensor product of G-equivariant projective modules with representations because
the Kasparov composition product with elements of KKG0 pC,Cq is equal to the
exterior product. The diagonal entry KKG0 pCpGq,CpGqq is isomorphic to the group
ring of G, realised by the KKG-classes of translations GÑ G, x ÞÑ g ¨ x, for g P G.
Since G is Abelian, the map on KKG˚ pCpGq, Aq induced by a translation in CpGq is
the same as the map induced by applying the corresponding automorphism αg of A.
Therefore, the induced action of G on KKG˚ pCpGq, Aq – K˚pAq is the canonical one
induced by the G-action on A.
Since G is the cyclic group of order p, its representation ring and its group ring
are canonically isomorphic to
(4.4) S :“ Zrts{ptp ´ 1q.
This ring will play a crucial role in our study. Next we explain the isomorphism
between the representation ring and the group ring of G using Baaj–Skandalis
duality (see [2]). This duality will generate an important involutive automorphism
of Manuel Köhler’s ring as well.
Baaj–Skandalis duality for a locally compact group G says that taking the
crossed product and giving it the dual coaction defines an equivalence of Z{2-graded
categories
BS: KKG „ÝÑ KK pG, A ÞÑ A¸G, KKG˚ pA,Bq „ÝÑ KK pG˚ pA¸G,B ¸Gq.
For our group G, a coaction of G is equivalent to an action of the dual group pG,
and pG – G. So we get an automorphism KKG Ñ KKG, mapping a separable
G-C˚-algebra A to A¸G with the dual action of G. Taking this isomorphism twice
gives pA¸Gq ¸ pG – AbKp`2Gq, which is equivariantly Morita–Rieffel equivalent
to A. Now CpGq ¸G – Kp`2Gq is equivariantly Morita–Rieffel equivalent to C and
C ¸ G – C˚pGq – CpGq equivariantly. So pC ‘ CpGqq ¸ G „KKG C ‘ CpGq, but
this KKG-equivalence exchanges the two summands. And Baaj–Skandalis duality
contains an isomorphism
KKG0 pC,Cq – KKG0 pCpGq,CpGqq.
Actually, the Baaj–Skandalis duality isomorphism depends on the choice of the
isomorphism pG – G that is used to turn G-coactions into G-actions. Different
choices differ by an automorphism ϕ of G, and the resulting automorphisms BS
of KKG differ by the automorphism of KKG that replaces an action α : GÑ AutpAq
by α ˝ϕ. We choose the isomorphism pG – G that is given by the symmetric pairing
Z{pˆ Z{pÑ Up1q, pg, hq ÞÑ expp2pii ¨ g ¨ h{pq.
For this pairing, the Baaj–Skandalis duality automorphism is involutive, that is,
BS ˝ BS is naturally equivalent to the identity functor on KKG.
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Baaj–Skandalis duality induces a ring automorphism of T, which exchanges the
two copies of S on the diagonal and the two copies of Z off the diagonal. One copy
of Z is
(4.5) KKG0 pC,CpGqq – K0pCpGq ¸Gq – K0pKp`2Gqq – K0pCq – Z.
Both the representation ring and the group ring of Z act on this by the augmentation
character
(4.6) τ : S “ Zrts{ptp ´ 1q Ñ Z, t ÞÑ 1.
This is because the regular representation λ ofG satisfies χbλ – λ for all characters χ
ofG and because translations inG become inner automorphisms of CpGq¸G and thus
act trivially on K-theory. This gives the multiplication of the diagonal entries with
the 01-entries of 2ˆ 2-matrices in T. By Baaj–Skandalis duality, the multiplication
of the 10-entries with diagonal entries is given by the same formula.
To compute the multiplication of two off-diagonal entries, we describe the gen-
erators of these entries more concretely. Let α01 : C Ñ CpGq be the unit map.
We also denote its class in KKG0 pC,CpGqq by α01. The first isomorphism in (4.5)
maps α01 to the projection onto the trivial representation of G in `2pGq. Since this
has dimension 1, it follows that α01 is a generator of KKG0 pC,CpGqq – Z.
Baaj–Skandalis duality maps α01 to a generator
(4.7) α10 :“ BSpα01q P KKG0 pCpGq,Cq
for the 10-summand KKG0 pCpGq,Cq – Z in T. Concretely, this is represented by the
G-equivariant ˚-homomorphism
CpGq – C¸G α01¸GÝÝÝÝÑ CpGq ¸G – Kp`2Gq,
combined with the canonical equivariant Morita–Rieffel equivalence Kp`2Gq „ C. A
short computation identifies this G-equivariant ˚-homomorphism with the canonical
inclusion CpGq Ñ Kp`2Gq by pointwise multiplication.
Lemma 4.8. The natural transformations K˚pA ¸ Gq Ô K˚pAq induced by α10
and α01 are equal to the natural transformations induced by the inclusions A ãÑ
A¸G ãÑ AbKp`2Gq.
Proof. The inclusions A ãÑ A ¸ G are natural and hence form a natural trans-
formation ηA : K˚pAq Ñ K˚pA ¸ Gq. By the Yoneda Lemma, this must come
from a class in KKG0 pC,CpGqq. Since KKG0 pC,CpGqq – Z with generator α01, the
natural transformation η must be a multiple of the natural transformation induced
by α01. Now ηC maps the class of the unit in K0pCq onto the class of the unit in
K0pC˚pGqq – ZrGs. So does the natural transformation induced by α01. This proves
the claim for the inclusion A ãÑ A¸G. The other inclusion is treated similarly. 
The computation of α01 and α10 implies that α01bα10 P KKG0 pC,Cq is represented
by the unit map CÑ Kp`2Gq. Its image in the representation ring is the class of the
regular representation. The isomorphism KKG0 pC,Cq – S maps this to the norm
element
(4.9) Nptq :“ 1` t` t2 ` ¨ ¨ ¨ ` tp´1 P S
because each character appears in the regular representation with multiplicity one.
We compute the other composition using that Baaj–Skandalis duality is an involutive
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ring automorphism:
α10 b α01 “ BSpα01q b BS2pα01q “ BSpα01 b α10q “ BSpNptqq.
This completely describes the multiplication in the ring T. The following lemma
summarises our results:
Lemma 4.10. The elements in the ring T are equivalent to 2ˆ 2-matricesˆ
x00 x01
x10 x11
˙
, x00, x11 P S, x01, x10 P Z,
and these are multiplied byˆ
x00 x01
x10 x11
˙
b
ˆ
y00 y01
y10 y11
˙
“
ˆ
x00y00 ` x01y10Nptq τpx00qy01 ` x01τpy11q
x10τpy00q ` τpx11qy10 x10y01Nptq ` x11y11
˙
.
The augmentation character τ and the norm element Nptq are defined in (4.6)
and (4.9). Baaj–Skandalis duality acts on this ring by the involutive automorphism
BS: T „ÝÑ T,
ˆ
x00 x01
x10 x11
˙
ÞÑ
ˆ
x11 x10
x01 x00
˙
.
The ring T described in Lemma 4.10 is generated by the following elements:
10 :“
ˆ
1 0
0 0
˙
, 11 :“
ˆ
0 0
0 1
˙
,
t0 :“
ˆ
t 0
0 0
˙
, t1 :“
ˆ
0 0
0 t
˙
,
α01 :“
ˆ
0 1
0 0
˙
, α10 :“
ˆ
0 0
1 0
˙
.
These are subject to the following relations:
(1) 10 and 11 are idempotent and 10 ` 11 is a unit element in T;
(2) 1j b tj “ tj “ tj b 1j for j “ 0, 1 and 10 b α01 “ α01 “ α01 b 11,
11 b α10 “ α10 “ α10 b 10;
(3) α01 b t1 “ α01 “ t0 b α01 and α10 b t0 “ α10 “ t1 b α10;
(4) α01 b α10 “ Npt0q and α10 b α01 “ Npt1q.
The relations tpj “ 1j for j “ 0, 1 follow from this by writing
tpj ´ 1j “ ptj ´ 1jq bNptjq “ ptj ´ 1jq b pαjk b αkjq “ 0
with k “ 1´ j. So the generators 1j are redundant.
5. Manuel Köhler’s invariant
Now we extend the invariant L˚pAq – K˚pA¸Gq ‘K˚pAq studied above as in
the thesis of Manuel Köhler [36]. Let
D :“ conepα01q – tf : Gˆ r0,8q Ñ C : fpg, 0q “ fph, 0q for all g, h P Gu
be the mapping cone of the embedding C Ñ CpGq as constant functions. This
C˚-algebra is commutative, and we may identify it with C0pXq for
(5.1) X :“ tpr cospϕq, r sinpϕqq P R2 : r ě 0, ϕ´ ϕ0 P 2piZ{pu
for any ϕ0 P R, with G acting by rotations around the origin, cyclically permuting
the rays in X. This particular description will be used in the proof of Proposition 5.6.
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Adding D as an extra generator does not enlarge the equivariant bootstrap
class BG. So BG is also the localising subcategory of KKG generated by C, CpGq
and D. And the same localising subcategory is generated by the direct sum
B :“ C‘ CpGq ‘D.
Here we use that idempotents in localising subcategories of KKG split because they
are triangulated categories with countable direct sums (see [46, §1.3]).
Let K :“ KKG˚ pB,Bqop be the opposite of the Z{2-graded endomorphism ring
of B in KKG, that is, K0 :“ KKG0 pB,Bqop and K1 :“ KKG1 pB,Bqop, with the
Kasparov composition product in reverse order as composition. Let A be an object
of KKG. Then
F˚pAq :“ KKG˚ pB,Aq “ KKG0 pB,Aq ‘KKG1 pB,Aq
is a Z{2-graded left K-module by the Kasparov product in reverse order.
Let 10, 11, 12 be the projections to the summands C, CpGq andD in B, respectively.
These are even elements of K, and they are orthogonal idempotents whose sum is
the unit element in K, that is,
1j b 1k “ δj,k 1j for j, k P t0, 1, 2u,
10 ` 11 ` 12 “ 1.
Using these idempotent elements, we may describe K as a ring of 3 ˆ 3-matrices
with entries
x00 P KKG˚ pC,Cq, x01 P KKG˚ pC,CpGqq, x02 P KKG˚ pC, Dq,
x10 P KKG˚ pCpGq,Cq, x11 P KKG˚ pCpGq,CpGqq, x12 P KKG˚ pCpGq, Dq,
x20 P KKG˚ pD,Cq, x21 P KKG˚ pD,CpGqq, x22 P KKG˚ pD,Dq.
The multiplication follows the matrix multiplication pattern as for the ring T that
acts on the little invariant. The idempotents 1j also decompose any Z{2-graded
K-module M as a direct sum M “ M0 ‘M1 ‘M2 with Z{2-graded subgroups
Mj :“ 1j ¨M . The action of K on M is given by matrix-vector multiplication when
we write elements of M as column vectors with entries in Mj for j “ 0, 1, 2. We
shall tacitly identify K-modules with such triples pMjqj“0,1,2 in the following. Let A
be an object of KKG. Then
F˚pAq0 “ K˚pA¸Gq, F˚pAq1 “ K˚pAq, F˚pAq2 “ KKG˚ pD,Aq,
where K˚ denotes ordinary K-theory, because
KKG˚ pB,Aq – KKG˚ pC, Aq ‘KKG˚ pCpGq, Aq ‘KKG˚ pD,Aq
– K˚pA¸Gq ‘K˚pAq ‘KKG˚ pD,Aq.
Definition 5.2. Given j, k P t0, 1, 2u and x P K with x “ 1j b xb 1k, we write xM
for the map Mk ÑMj , y ÞÑ y b x. In particular, this defines αMjk for j ‰ k, tMj for
j “ 0, 2 and sMj for j “ 1, 2.
There are canonical equivariant ˚-homomorphisms
(5.3) ΣCpGq α12ÝÝÑ D α20ÝÝÑ C α01ÝÝÑ CpGq,
namely, α12 : ΣCpGq “ C0pGˆRq Ñ D “ C0pXq is the ideal inclusion corresponding
to the subset Xzt0u Ď X, and α20 : C0pXq “ D Ñ C is evaluation at 0. The maps
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in (5.3) form an exact triangle in KKG (see [42]). This exact triangle induces a long
exact sequence of KK-groups, the Puppe sequence for CÑ CpGq:
(5.4)
K0pAq K0pA¸Gq KKG0 pD,Aq
KKG1 pD,Aq K1pA¸Gq K1pAq.
α˚01 α
˚
20
α˚12α
˚
12
α˚20 α
˚
01
This long exact sequence implies that KKG˚ pD,Aq is countable because K˚pAq
and K˚pA ¸ Gq are countable for any separable C˚-algebra A. Thus F˚pAq is
a countable Z{2-graded K-module. The functor F from KKG to the category of
countable Z{2-graded K-modules is the invariant studied by Manuel Köhler. This
functor is a stable homological functor as in [40,43], so that the homological algebra
machinery developed in these articles applies to it. Even more, F is the universal
stable homological functor defined by its kernel on morphisms. Roughly speaking,
this says that the homological algebra in KKG that is produced by F is equivalent to
the homological algebra in the category of Z{2-graded countable K-modules. While
this is an important point for the proof of the main theorem of [36], there is no need
to discuss this here. The following is the main result of [36]:
Theorem 5.5 ([36]). Let A,B be separable G-C˚-algebras. Assume A P BG. Then
there is a natural short exact sequence
Ext1K
`
F1`˚pAq, F˚pBq
˘
 KKG˚ pA,Bq HomK
`
F˚pAq, F˚pBq
˘
.
If both A,B P BG, then an isomorphism ϕ : F˚pAq Ñ F˚pBq of Z{2-graded
K-modules lifts to a KKG-equivalence in KKG0 pA,Bq. In particular, A,B are KKG-
equivalent if and only if F˚pAq – F˚pBq as Z{2-graded K-modules.
The main part in the proof of the Universal Coefficient Theorem exact sequence
in Theorem 5.5 is to show that F˚pAq for A in KKG has a projective resolution of
length 1 in the category of Z{2-graded K-modules. The naturality of the UCT exact
sequence means that composing the image of Ext1K with an element ϕ P KKG˚ pA,Bq is
equivalent to composing with F˚pϕq in the Ext-theory over K. In particular, the Ext1K-
part is nilpotent. Therefore, any lifting of an isomorphism in HomKpF˚pAq, F˚pBqq
is invertible in KKG, provided the UCT applies to both A and B. The general
machinery of homological algebra in triangulated categories in [43] also shows that
a separable G-C˚-algebra A belongs to BG if and only if KKG˚ pA,Bq is computed
by the UCT for all B, if and only if KKG˚ pA,Bq “ 0 for all B with F˚pBq “ 0.
In addition to Theorem 5.5, Köhler also describes the range of the invariant F˚.
This result is particularly important for us. Put in a nutshell, a countable K-module
belongs to the essential range of F˚ if and only if it two sequences built from the
K-module structure are exact. One of these exact sequences is the Puppe sequence
in (5.4). The most elegant way to get the second exact sequence uses that the
object D above is self-dual with respect to Baaj–Skandalis duality. This is a special
feature of working with C˚-algebras and equivariant KKG. It seems to have no
analogue in the homological algebra of S-modules or in the algebraic topology of
G-spaces.
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Proposition 5.6. BSpDq – ΣD, where Σ denotes suspension. Hence Baaj–
Skandalis duality induces an involutive automorphism of the ring K and a compatible
isomorphism F˚pAq – F˚pBSpAqq – but these do not preserve the Z{2-gradings.
Proof. This is shown in [36]. We sketch a proof that uses the geometric description
of equivariant bivariant K-theory developed in [14]. Define α10 P KKG0 pCpGq,Cq as
in (4.7). Then BSpDq is a mapping cone for α10. We shall describe this cone in a dif-
ferent way to show that it is KKG-equivalent to D. The groups KKG˚ pC0pXq,C0pY qq
for two G-manifolds X,Y are described in [14] through equivariant correspondences,
following Connes and Skandalis [10]. In particular, some geometric KKG-cycle must
give α10. Actually, the geometric cycles that we need are only wrong-way elements
of equivariantly K-oriented smooth maps, which are treated in [13]. We claim that
α10 is the wrong-way element p! associated to the constant map p : G Ñ pt with
the obvious K-orientation, where pt denotes the one-point space. The Kasparov
cycle associated to p! for a surjective submersion is, in general, represented by the
Kasparov cycle of the family of Dirac operators along the fibres of the submersion;
this is a form of the analytic index map. In our 0-dimensional case, this boils
down to the class in KKG0 pCpGq,Cpptqq of `2pGq with CpGq acting by poinwise
multiplication and with F “ 0. This is exactly our α10. The analytic index is always
equal to the topological index, which is defined using only Thom isomorphisms and
open embeddings. In general, the topological index map for a smooth K-oriented
map X Ñ Y uses an equivariant embedding of X into Rn with some linear action
of G. In the case at hand, let R2% denote R2 with the action of G “ Z{p by rotations
by angles 2pik{p; this is K-oriented in a canonical way. Then
GÑ R2%, k ÞÑ pcosp2pik{pq, sinp2pik{pqq,
is a G-equivariant K-oriented embedding. Its normal bundle is Gˆ R2% Ñ G. We
choose a diffeomorphism from G ˆ R2% onto an open neighbourhood of G in R2%.
The topological index element p!top P KKG0 pCpGq,Cq is the composite of the Thom
isomorphism class in KKG0 pCpGq,C0pGˆR2%qq, the inclusion C0pGˆR2%q ãÑ C0pR2%q
as an ideal from the open inclusion G ˆ R2% ãÑ R2%, and the class of the Bott
isomorphism in KKG0 pC0pR2%q,Cq. The general index theorem in [13, Theorem 6.1]
contains the statement that p! “ p!top in KKG0 pCpGq,Cq. So BSpDq is also a cone
for p!top. Here the “cone” is defined as the third entry of an exact triangle
ΣCpGq Ñ BSpDq Ñ CpGq p!topÝÝÝÑ C,
using the triangulated category structure on KKG. This cone is determined uniquely
up to KKG-equivalence. The KKG-cycle above does not yet come from an equivariant
˚-homomorphism. But since the Thom isomorphism and Bott isomorphism classes
are invertible in KKG, a cone for the ideal inclusion C0pGˆR2%q ãÑ C0pR2%q is also a
cone for p!top. Since the extension C0pGˆ R2%q C0pR2%q C0pR2%zpGˆ R2%qq has
long exact sequences in KKG, there is an exact triangle
C0pGˆ R2%q Ñ C0pR2%q Ñ C0pR2zpGˆ R2%qq Ñ ΣC0pGˆ R2%q
in KKG. Hence the suspension of C0pR2%zpG ˆ R2%qq is also a cone of p!top. Now
we choose the tubular neighbourhood diffeomorphism Gˆ R2% Ñ R2% so that each
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tku ˆ R2 is mapped diffeomorphically onto an entire open sector
tpr cosϕ, r sinϕq : 0 ă r, ϕ P pp2k ´ 1q ¨ pi{p, p2k ` 1q ¨ pi{pqu.
Its complement in R2 is the union of the rays pr cosϕ, r sinϕq with 0 ď r ă 8 and
ϕ P p2k´ 1q ¨pi{p, k P Z{p, which is the space X in (5.1). So Baaj–Skandalis duality
maps D to something KKG-equivalent to ΣD.
Now we replace the generator B by B‘ΣB. This is more precise because we are,
anyway, taking the Z{2-graded group KKG˚ pB,Aq “ KKG0 pB,Aq ‘ KKG0 pΣB,Aq.
The isomorphisms BSpCq – CpGq, BSpCpGqq – C, BSpDq – ΣD and their suspen-
sions combine to an isomorphism BSpB‘ΣBq – B‘ΣB. This induces an involutive
automorphism BS of the ring K “ KKG0 pB ‘ ΣB,B ‘ ΣBqop, and it induces an
isomorphism
BS: F˚pAq :“ KKG0 pB ‘ ΣB,Aq Ñ KKG0 pBSpB ‘ ΣBq,BSpAqq – F˚pBSpAqq,
which is compatible with the K-module structure in the sense that BSpxq bBSpyq “
BSpxb yq for all x P K, y P F˚pAq. We must be aware, however, that BS does not
preserve the Z{2-gradings on K and F˚pAq. When we decompose them according to
the direct sum decomposition B “ C‘ CpGq ‘D, then the grading is preserved on
C and CpGq and reversed on D. 
Baaj–Skandalis duality applied to the exact triangle (5.3) gives another exact
triangle in KKG:
ΣBSpCpGqq BSpα12qÝÝÝÝÝÑ BSpDq BSpα20qÝÝÝÝÝÑ BSpCq BSpα01qÝÝÝÝÝÑ BSpCpGqq,
The KKG-equivalences BSpCpGqq „ C, BSpCq „ CpGq and BSpDq „ ΣD show that
it is isomorphic to an exact triangle
(5.7) ΣC Σα02ÝÝÝÑ ΣD α21ÝÝÑ CpGq α10ÝÝÑ C.
Implicitly, this defines α02, α21 and α10 as the images of α12, α20 and α01 under BS,
composed with the chosen KKG-equivalences. In other words, the automorphism
BS: KÑ K satisfies
BSpα12q “ α02, BSpα20q “ α21, BSpα01q “ α10.
Here we have viewed the KKG-classes of αjk as elements of K. Since BS is an
involution, we also get
BSpα02q “ α12, BSpα21q “ α20, BSpα10q “ α01.
The elements αjk P K are even or odd depending on the suspensions in (5.3)
and (5.7). Namely, α12 and α21 are odd and α20, α01, α02, α10 are even. Since F˚
is a homological functor, the exact triangle (5.7) induces a second exact sequence,
called the dual Puppe sequence,
(5.8)
KKG0 pD,Aq K0pA¸Gq K0pAq
K1pAq K1pA¸Gq KKG1 pD,Aq.
α˚02 α
˚
10
α˚21α
˚
21
α˚10 α
˚
02
We can now characterise the range of the invariant F˚.
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Definition 5.9. A K-moduleM is exact if the two sequences of Z{2-graded Abelian
groups
M1
M0 M2
αM21
αM01
αM20
αM10
αM12
αM02
are exact.
Theorem 5.10 ([36]). Let M be a countable Z{2-graded K-module. The following
are equivalent:
(1) M “ F˚pAq for some A in BG;
(2) M “ F˚pAq for some A in KKG;
(3) M is exact;
(4) M has a projective K-module resolution of length 1.
Straightforward parts of the proof. It is trivial that (1) implies (2), and the exact-
ness of the Puppe sequence (5.4) and the dual Puppe sequence (5.8) says that
(2) implies (3). Condition (4) implies (1) by lifting projective resolutions in the
Abelian approximation to projective resolutions in the triangulated category (see
[43, Theorem 59]). The highly non-trivial point is that (3) implies (4), that is, exact
modules have projective resolutions of length 1. We refer to [36] for this. This
together with the abstract UCT in [43, Theorem 66] also implies Theorem 5.5. 
5.1. Generators and relations for Köhler’s ring. We are going to describe the
ring K by generators and relations. This makes it easier to apply Theorems 5.5
and 5.10 to classify objects of BG up to KKG-equivalence.
Theorem 5.11. The ring K is the universal ring generated by the elements 1j for
j “ 0, 1, 2 and αjk for 0 ď j, k ď 2 with j ‰ k with the following relations:
1j b 1k “ δj,k1j for j, k P t0, 1, 2u,(5.12)
10 ` 11 ` 12 “ 1.(5.13)
1j b αjk b 1k “ αjk,(5.14)
αjk b αkm “ 0 if tj, k,mu “ t0, 1, 2u,(5.15)
α01 b α10 “ Np10 ´ α02 b α20q,(5.16)
α10 b α01 “ Np11 ´ α12 b α21q,(5.17)
p ¨ 12 “ Np12 ´ α20 b α02q `Np12 ´ α21 b α12q.(5.18)
This theorem follows from the computations in [36], but is not stated there as
such. It will take a while to prove it. The relations (5.12) and (5.13) say that the
elements 1j are orthogonal idempotents that sum up to 1. This is equivalent to the
3ˆ 3-matrix decomposition of the ring K. Equation (5.14) says that αjk belongs
to the j, k-th entry in the matrix description of K. Condition (5.15) consists of
six equations and says that the composite of any two consecutive maps in the two
exact triangles (5.3) and (5.7) vanishes – as needed for an exact triangle. Our next
goal is to understand the relations (5.16) and (5.17). First we add some convenient
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definitions to the relations above:
(5.19)
t0 :“ 10 ´ α02 b α20, s1 :“ 11 ´ α12 b α21,
t2 :“ 12 ´ α20 b α02, s2 :“ 12 ´ α21 b α12.
Since αjk belongs to the j, k-component of K, tj for j “ 0, 2 and sj for j “ 1, 2
belong to the j, j-component of K, respectively. All the elements tj and sj that are
defined above are even. The relations (5.16), (5.17) and (5.18) in Theorem 5.11 say
that
α01 b α10 “ Npt0q,(5.20)
α10 b α01 “ Nps1q,(5.21)
Npt2q `Nps2q “ p ¨ 12.(5.22)
The definitions of tj and sj say that
α02 b α20 “ 10 ´ t0,(5.23)
α12 b α21 “ 11 ´ s1,(5.24)
α20 b α02 “ 12 ´ t2,(5.25)
α21 b α12 “ 12 ´ s2.(5.26)
The equations (5.20), (5.21) and (5.23)–(5.26) express the products αjk b αkj for
all j, k P t0, 1, 2u with j ‰ k as a polynomial in tj or sj . All other products of
two α-generators vanish by (5.15). Before we prove Theorem 5.11, we list further
relations among the elements tj , sj and αjk that follow from the relations in
Theorem 5.11.
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Proposition 5.27. The relations in Theorem 5.11 imply the following relations:
tpj “ 1 for j “ 0, 2,(5.28)
spj “ 1 for j “ 1, 2,(5.29)
t0 b α01 “ α01,(5.30)
t0 b α02 “ α02 b t2,(5.31)
t2 b α21 “ α21,(5.32)
t2 b α20 “ α20 b t0,(5.33)
α10 b t0 “ α10,(5.34)
α12 b t2 “ α12,(5.35)
s1 b α10 “ α10,(5.36)
s1 b α12 “ α12 b s2,(5.37)
s2 b α20 “ α20,(5.38)
s2 b α21 “ α21 b s1,(5.39)
α01 b s1 “ α01,(5.40)
α02 b s2 “ α02,(5.41)
p12 ´ s2q b p12 ´ t2q “ 0,(5.42)
p12 ´ t2q b p12 ´ s2q “ 0,(5.43)
Npt2q b α20 “ 0,(5.44)
Npt0q b α02 “ 0,(5.45)
α20 bNpt0q “ 0,(5.46)
α02 bNpt2q “ 0,(5.47)
Nps2q b α21 “ 0,(5.48)
Nps1q b α12 “ 0,(5.49)
α21 bNps1q “ 0,(5.50)
α12 bNps2q “ 0.(5.51)
Proof. Equations (5.31), (5.33), (5.37) and (5.39) follow from the definitions of the
elements tj and sj . One of these computations is
t0 b α02 “ p10 ´ α02 b α20q b α02 “ α02 ´ α02 b α20 b α02 “ α02 b t2.
The others are the same with different indices. The definitions of the elements tj
and sj and Equation (5.15) imply (5.30), (5.32), (5.34), (5.35), (5.36), (5.38), (5.40)
and (5.41). One of these computations is
t0 b α01 “ p10 ´ α02 b α20q b α01 “ α01 ´ α02 b α20 b α01 “ α01.
The others are the same with different indices. A similar computation shows (5.42)
and (5.43). One computation suffices:
p12 ´ s2q b p12 ´ t2q “ α21 b α12 b α20 b α02 “ 0.
Equations (5.22) and (5.38) imply (5.44):
Npt2q b α20 “ pp ¨ 12 ´Nps2qq b α20 “ pp´ pq ¨ α20 “ 0.
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Similar computations give (5.47), (5.48) and (5.51). Equation (5.45) holds because
Npt0q b α02 “ α01 b α10 b α02 “ 0.
Similar computations give (5.46), (5.49), (5.50). We use tp ´ 1 “ ´Nptqp1 ´ tq
and (5.15) to check tp0 “ 10:
10 ´ tp0 “ α01 b α10 b α02 b α20 “ 0,
A similar computation gives sp1 ´ 11 “ 0. Finally,
12 ´ tp2 “ p12 ´ t2q bNpt2q “ p12 ´ t2q b pp ¨ 12 ´Nps2qq.
This vanishes by (5.43) because the polynomial p´N vanishes at 1 and therefore
may be written as p1´ sqfpsq for some polynomial f . A similar computations gives
12 ´ sp2 “ 0. 
As a first step in the proof of Theorem 5.11, we justify the definitions of t0
and s1 above. Namely, we show that these elements are the canonical generators of
S :“ Zrts{ptp ´ 1q in the description of T in Lemma 4.10.
Lemma 5.52. Describe KKG0 pC,Cq and KKG0 pCpGq,CpGqq as S :“ Zrts{ptp ´ 1q
as in Lemma 4.10. Then α02 b α20 and α12 b α21 become 1´ t P S.
Proof. The proof of Proposition 5.6 describes α02 as the composite of the Thom
isomorphism in KKG0 pC,C0pR2%qq and the restriction map C0pR2%q Ñ C0pXq “
D. And α20 is represented by the ˚-homomorphism C0pXq Ñ C, f ÞÑ fp0q.
Thus α02 b α20 is represented by the composite of the Thom isomorphism in
KKG0 pC,C0pR2%qq and the evaluation map C0pR2%q Ñ C, f ÞÑ fp0q. The Thom
isomorphism uses the K-orientation on R2% that is given by the obvious complex
structure on the tangent bundle. Namely, T pR2%q – C%, where the action of G on C%
is given by the character k mod p ÞÑ expp2piik{pq. The Thom isomorphism involves
a Fredholm operator on the Z{2-graded vector bundle Λ˚T pR2%q “ C1aC%, where C1
denotes the trivial vector bundle with the trivial action of G in even parity, and a
signifies that C% has odd parity. Restricting to 0, the Fredholm operator becomes
redundant and we get the class in the representation ring KKG0 pC,Cq of 1a %, the
trivial representation minus the character %. This corresponds to the element 1´ t
in KKG0 pC,Cq – S.
The ring automorphism BS maps α02 b α20 to α12 b α21 and it induces the
identity map on S. So the claim about α12 b α21 follows. 
Lemma 5.52 shows that we do not need the generators t0 and s1 of T as generators
of K. Together with the relations of T listed after Lemma 4.10, Lemma 5.52 implies
the relations (5.16) and (5.17) in Theorem 5.11.
The ring T described in Lemma 4.10 gives four of the nine matrix entries of the
ring K. Now we describe the remaining five. First, we describe KKG˚ pC, Dq. The
exact triangle (5.3) induces an exact sequence
0 Ñ KKG0 pC, Dq pα20q˚ÝÝÝÝÑ KKG0 pC,Cq
pα01q˚ÝÝÝÝÑ KKG0 pC,CpGqq pα12q˚ÝÝÝÝÑ KKG1 pC, Dq Ñ 0.
Lemma 4.10 shows that the map pα01q˚ here is equivalent to the augmentation
character τ : S Ñ Z, which is surjective. So KKG1 pC, Dq “ 0 and pα20q˚ is an
isomorphism KKG0 pC, Dq „ÝÑ ker τ . Now ker τ is the principal ideal generated by
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t´1 P S, and it is isomorphic to Zrts{pNptqq because f P Zrts satisfies tp´1 | pt´1qf
if and only if Nptq | f . Lemma 5.52 shows that 1´ t P S is the composite α02bα20.
Hence there is an isomorphism
Zrts{pNptqq Ñ KKG0 pC, Dq, f ÞÑ fpt0q b α02.
Then Baaj–Skandalis duality implies KKG0 pCpGq, Dq “ 0 and that the following
map is an isomorphism:
Zrts{pNptqq Ñ KKG1 pCpGq, Dq, f ÞÑ fps1q b α12.
The exact triangle (5.3) also implies an exact sequence for KKG˚ p. . .,Cq. This
has the following form:
0 Ð KKG0 pD,Cq pα20q
˚ÐÝÝÝÝ KKG0 pC,Cq
pα01q˚ÐÝÝÝÝ KKG0 pCpGq,Cq pα12q
˚ÐÝÝÝÝ KKG1 pD,Cq Ð 0.
Lemma 4.10 shows that the map pα01q˚ here is equivalent to the map Z Ñ S “
Zrts{ptp ´ 1q, k ÞÑ k ¨Nptq. This map is injective, and the principal ideal generated
by 1 ´ t “ α02 b α20 is a complement for its image. As above, it follows that
KKG1 pD,Cq “ 0 and that there is an isomorphism
Zrts{pNptqq Ñ KKG0 pD,Cq, f ÞÑ α20 b fpt0q.
Baaj–Skandalis duality now gives an analogous isomorphism
Zrts{pNptqq Ñ KKG˚ pD,CpGqq, f ÞÑ α21 b fps1q.
Since α21 is odd, this component of K is only odd. Finally, it remains to describe
the diagonal entry KKG˚ pD,Dq. Here we use the cyclic long exact sequence
(5.53)
KKG1 pD,CpGqq KKG0 pD,Dq KKG0 pD,Cq
0 KKG1 pD,Dq 0.
pα12q˚ pα20q˚
Here we have used that KKG˚ pD,Cq lives in even and KKG˚ pD,CpGqq in odd parity.
So KKG1 pD,Dq “ 0, the map pα12q˚ : KKG1 pD,CpGqq Ñ KKG0 pD,Dq is injective,
and its cokernel is identified by pα20q˚ with KKG0 pD,Cq. Define t2 and s2 so that
(5.25) and (5.26) hold, that is,
α20 b α02 “ 12 ´ t2, α21 b α12 “ 12 ´ s2.
It follows from the definition of s1 above that
α21 b p11 ´ s1qj b α12 “ α21 b pα12 b α21qj b α12 “ p12 ´ s2qj`1.
The computations above imply that the elements of the form α21 b p11 ´ s1qj
for j “ 0, . . . , p ´ 2 form a Z-module basis of KKG1 pD,CpGqq. Their images in
KKG0 pD,Dq are p12 ´ s2qj for j “ 1, . . . , p ´ 1. These form a Z-module basis of
the image of KKG1 pD,CpGqq in KKG0 pD,Dq. Similarly, the definitions of t0 and t2
in (5.19) imply
α02 b p12 ´ t2q “ α02 b α20 b α02 “ p10 ´ t0q b α02.
So p12´ t2qj bα20 “ α20bp10´ t0qj , and these elements for j “ 0, . . . , p´ 2 form a
Z-module basis of KKG0 pD,Cq by the computation above. Putting things together,
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we conclude that the elements p12 ´ t2qj for j “ 0, . . . , p ´ 2 and p12 ´ s2qj for
j “ 1, . . . , p´ 1 form a Z-module basis of KKG0 pD,Dq.
Lemma 5.54. Npt2q `Nps2q “ p.
Proof. Since Npt2q b α20 “ 0 by (5.44) and the sequence (5.53) is exact, Npt2q
belongs to the image of KKG1 pD,CpGqq in KKG0 pD,Cq. And p1 ´ s2qj for j “
1, . . . , p´ 1 is a Z-module basis for this image. This is also a basis for the principal
ideal in Zrs2s{psp2 ´ 1q generated by 1´ s2. So there is a unique element fps2q in
this principal ideal with Npt2q “ fps2q. Since Np1q “ p, p ´ N belongs to this
principal ideal, and we must show that f “ p ´ N . The Baaj–Skandalis duality
involution BS on the ring K acts on the component KKG0 pD,Dq by exchanging
s2 Ø t2. Therefore, the relation Npt2q “ fps2q also implies fpt2q “ Nps2q. We
rewrite this as pp´ fqpt2q “ pp´Nqps2q in order to get another Z-relation among
the elements p1 ´ s2qj for j “ 1, . . . , p ´ 1 and p1 ´ t2qj for j “ 0, . . . , p ´ 1. Our
computation shows that KKG0 pD,Dq is a free Abelian group of rank 2pp´ 1q. So
any two Z-linear relations among the elements above must be multiples of each
other. Hence there is c P Z with p´ f “ c ¨N and p´N “ c ¨ f . So f “ p´ c ¨N
and p´N “ c ¨ p´ c2 ¨N . Plugging in a primitive p-th root of unity, this implies
p “ c ¨ p. So f “ p´N as desired. 
Our computations so far show that the ring K is generated by the elements 1j
and αjk and that all relations in Theorem 5.11 hold in it. It remains to show that
these relations already imply all relations in K. To begin with, any element of K
is a linear combination of 1j and of products in the generators αjk. Here we may
restrict attention to products of the form pαjk b αkjq` or pαjk b αkjq` b αjk for
j ‰ k because all other products vanish by (5.15). Now we have to go through the
nine matrix entries and check that the relations in Proposition 5.27, which follow
from those in Theorem 5.11, allow to reduce any such expression to terms in a
Z-module basis of that entry. This is easier for the j, k-th entry with j ‰ k because
only terms of the form pαjk b αkjq` b αjk for ` P N may occur. And pαjk b αkjq` is
a polynomial in tj or sj , respectively. For the 0, 1-entry, we get
pα01 b α10q b α01 “ Npt0q b α01 “ p ¨ α01
because of (5.30). This implies by induction that pα01 b α10q` b α01 “ p`α01. So
the 01-component in the universal ring given by the relations in Theorem 5.11 is
at most Z, which is not bigger than the corresponding component in K. A similar
computation works for the 10-component. The 02-component in the universal ring
is spanned by
p10 ´ α02 b α20q` b α02 “ t`0 b α02,
and Npt0q b α02 “ 0 implies that it has rank at most p´ 1, which is also the rank
of the corresponding component in K. Similar computations work for the 12-, 20-
and 21-components, which all have rank p´ 1 and are canonically identified with
Zrts{pNptqq.
Now consider the 00-component. Here α01bα10 “ Npt0q and α02bα20 “ 10´ t0
are polynomials in t0, and the relation tp0 “ 10 in (5.28) implies that the Z-rank is
at most p as desired. A similar computation works for the 11-component. Finally,
consider the 22-component. This is spanned by polynomials in s2 and t2; (5.42)
and (5.43) allow us to get rid of products of these types of generators. The relations
tp2 “ 12 and sp2 “ 12 from (5.28) and (5.29) reduce to polynomials in s2 and t2 of
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degree at most p´ 1. The constants in these two types of polynomials are the same,
and (5.18) makes one more generator redundant, say, sp´12 . So we remain with a
generating set with at most 2p´ 2 elements, which is just enough to generate the
ring KKG0 pD,Dq computed above. So the canonical map from the universal ring
defined by the generators and relations in Theorem 5.11 to K is an isomorphism.
This finishes the proof of Theorem 5.11.
Remark 5.55. We have used Baaj–Skandalis duality several times to simplify the
description of the ring K. It is visible from the generators and relations in The-
orem 5.11 that K has an involutive automorphism BS. Namely, it is defined on
generators by BSp1jq “ 1σpjq and BSpαjkq “ ασpjqσpkq for the transposition σ “ p01q
acting on j, k P t0, 1, 2u, j ‰ k. This preserves the relations in Theorem 5.11. Hence
it defines an automorphism BS of K. Since BS ˝ BS is the identity on generators, it
is the identity on the whole ring K. We warn the reader once again that BS does
not preserve the Z{2-grading on K.
We also note a canonical anti-automorphism of K:
Proposition 5.56. There is a unique ring anti-automorphism x ÞÑ x˚ of K with
1j˚ “ 1j and α˚jk “ αkj for all j, k P t0, 1, 2u with j ‰ k. It is grading-preserving
and involutive.
Proof. The formulas for x˚ on generators imply that the idempotent generators 1j
and the products αjk b αkj are self-adjoint. Hence x ÞÑ x˚ leaves most of the
relations in Theorem 5.11 unchanged, and it replaces the relations (5.14) and (5.15)
for j, k and j, k,m by the same relations for k, j and m, k, j, respectively. So there
is indeed a unique anti-automorphism of K with the given values on the generators.
Since it preserves the grading on generators and satisfies px˚q˚ “ x for all generators,
it is grading-preserving and involutive. 
This anti-automorphism should be explicable by Poincaré duality in KKG (see
[15, 31]). It can be shown that the three generators C, CpGq and D are Poincaré
self-dual to themselves. This duality induces an automorphism on the ring K. I guess
that this automorphism is the one described in Proposition 5.56. The computations
needed to verify this seem excessive, however, and therefore I decided not to discuss
this any further in this article.
5.2. The prime 2. Let p “ 2. Then the ring K is much simpler: the group ring
of Z{2 is quite small, namely, S “ Zrts{pt2 ´ 1q, and Nptq “ 1` t and 1´ t differ
only by a sign. The relations (5.16), (5.17) and (5.18) are equivalent to
α01 b α10 ` α02 b α20 “ 2 ¨ 10,(5.57)
α10 b α01 ` α12 b α21 “ 2 ¨ 11,(5.58)
α20 b α02 ` α21 b α12 “ 2 ¨ 12.(5.59)
In brief, we get the relation αijbαji`αikbαki “ 2 ¨1i whenever ti, j, ku “ t0, 1, 2u.
These relations are symmetric under αjk ÞÑ ασpjqσpkq for any permutation σ of
t0, 1, 2u. The other relations in Theorem 5.11 are also symmetric under index
permutations. So the ring K carries an action of the symmetric group on three
letters if p “ 2. In particular, the component KKG˚ pD,Dq in the ring does not
behave differently from the other components KKG˚ pC,Cq and KKG˚ pCpGq,CpGqq.
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This is a special feature of the prime 2. In general, the Z-ranks of these rings are
2p´ 2, p and p, respectively, and these are only equal for p “ 2.
The C˚-algebra D for p “ 2 in (5.1) is isomorphic to C0pRq with the action
of Z{2 by reflection at the origin. The group KKZ{2˚ pD,Aq for a Z{2-C˚-algebra is
canonically isomorphic to the K-theory of A as a Z{2-graded C˚-algebra (see also
[18, 19, 39]). Hence this piece in Köhler’s invariant is also a “standard” K-theory
group in this case.
Lemma 5.60. Let p “ 2. Then the functor KKG Ñ KKG, A ÞÑ A b D, is an
involutive automorphism up to natural equivalence, that is, AbD bD is naturally
KKG-equivalent to A for all A in KKG. And CbD „ D, DbD „ C, CpGqbD „
ΣCpGq. So tensoring with D induces an automorphism of K. It corresponds to the
automorphism that acts on generators by the permutation p02q.
Proof. The tensor product D bD corresponds to C0pR2q with the action by point
reflection at the origin. This is orientation-preserving, even K-oriented – unlike the
action on R. Hence equivariant Bott periodicity gives a KKG-equivalence DbD „ C.
Thus tensoring with D is an involutive automorphism of KKG. The tensor product
CpGq bD is isomorphic to the suspension of CpGq because the diagonal action on
CpGq bD is conjugate to the action only on the factor CpGq. 
5.3. Exact modules versus group actions on C*-algebras. The following
theorem combines Köhler’s results with Theorem 2.1.
Theorem 5.61. There is a bijection between isomorphism classes of exact, countable
K-modules and KKG-equivalence classes of pointwise outer actions of G on stable,
UCT Kirchberg algebras in the equivariant bootstrap class BG.
Proof. By Theorem 5.10, a K-module M is of the form F˚pAq for an object A of the
equivariant bootstrap class BG if and only if it is exact and countable. Then the
underlying C˚-algebra of A may be chosen to be of Type I and hence nuclear, and
it satisfies the UCT. Theorem 2.1 shows that A may be chosen to be a stable UCT
Kirchberg algebra with a pointwise outer action of G. Two actions of G in BG that
lift the same exact, countable K-module are KKG-equivalent by Theorem 5.5. 
For a pointwise outer action on a (purely infinite and) simple C˚-algebra A, the
crossed product A¸G is again (purely infinite and) simple (see [29,35]). Hence A
viewed as a Hilbert bimodule over the fixed point algebra AG and A¸G is full, so that
A¸G is Morita–Rieffel equivalent to the fixed point algebra AG. We may, therefore,
identify K˚pA ¸ Gq – K˚pAGq. Then the map pα10q˚ : K˚pAqG – K˚pA ¸ Gq Ñ
K˚pAq becomes the map induced by the inclusion AG ãÑ A; this follows from
Lemma 4.8. So the pieces M0 and M1 and the maps pα01q˚ and pα10q˚ between
them are standard ingredients in the study of Z{p-actions on simple C˚-algebras.
The exactness of the two sequences in Definition 5.9 restricts M2 considerably. In
particular, if both M0 and M1 vanish, then M “ 0. However, M0 and M1 with the
maps tM0 , sM1 , αM01 and αM10 do not yet determine M . A concrete counterexample
in the case p ‰ 2 is Example 9.8. This example describes exact K-modules that
depend on a parameter τ P t1, . . . , p´ 1u, which enters only in the map αM21 . The
maps tM0 , sM1 , αM01 and αM10 do not depend on τ . Nevertheless, these examples for
different choices of τ are not isomorphic as K-modules, and there are at least two
choices for τ if p ‰ 2.
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5.4. Some consequences of exactness. This section collects some general prop-
erties of exact K-modules. Our starting point is the following elementary lemma,
which we are going to apply to the composites αjk b αkj :
Lemma 5.62. Let f : X Ñ Y and g : Y Ñ Z be composable maps and h “ g ˝ f .
Then ker f Ď kerh and im h Ď im g, and
kerh
ker f – im f X ker g,
im g
im h –
Y
im f ` ker g
by applying f or g´1, respectively. So there is a short exact sequence
Y {pim f ` ker gq cokerh coker g.
Proof. Let x P X. Then hpxq “ 0 if and only if fpxq P ker g, that is, x P f´1pker gq.
Since f maps f´1pker gq onto im fXker g and f´1pker gq Ě ker f , the map f induces
an isomorphism kerh
L
ker f – im f X ker g. Now let z P Z. If z P im h, then there
is x P X with g`fpxq˘ “ z. So z P im g. The map g induces a bijection from Y { ker g
onto im g. The inverse of this bijection maps im h Ď im g onto the set of all elements
of the form rfpxqs P Y { ker g for x P X. This is the quotient pim f ` ker gq{ ker g.
This implies the claim about im g{ im h. And then the claims about cokernels also
follow. 
When we combine (5.20)–(5.26) with Lemma 5.62, we get twelve short exact
sequences involving kernels and cokernels of the maps αMjk . And these are grouped
into six pairs because exactness implies that some of the third entries in the short
exact sequences are equal. These pairs of exact sequences are collected in Table 1.
The next lemma condenses these into isomorphisms between certain quotients of
kernels or images.
Lemma 5.63. Let M be an exact K-module. There are isomorphisms
kerp1M2 ´ tM2 q
kerpαM02q
– kerNps
M
1 q
kerpαM01q
,
impαM20q
imp1M2 ´ tM2 q
– impα
M
10q
imNpsM1 q
,
kerp1M0 ´ tM0 q
kerpαM20q
– kerp1
M
1 ´ sM1 q
kerpαM21q
,
impαM02q
imp1M0 ´ tM0 q
– impα
M
12q
imp1M1 ´ sM1 q
,
kerNptM0 q
kerpαM10q
– kerp1
M
2 ´ sM2 q
kerpαM12q
,
impαM01q
imNptM0 q
– impα
M
21q
imp1M2 ´ sM2 q
.
For each quotient X{Y above, it is also asserted implicitly that Y Ď X.
6. Integral representations of groups of prime order
The group ring of G “ Z{p is isomorphic to S :“ Zrts{ptp ´ 1q. This section
collects some facts about S-modules, which are certainly known to the experts.
LetM be anS-module. As in Definition 5.2, we define tM : M ÑM by tM pxq :“ x¨t
for all x PM . Recall that Nptq :“ 1`t`¨ ¨ ¨`tp´1 and that p1´tq¨Nptq “ 1´tp ” 0
in S.
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kerpαM02q kerp1M2 ´ tM2 q impαM02q X kerpαM20q
kerpαM01q kerNpsM1 q impαM01q X kerpαM10q
Ď αM02
Ď αM01
kerpαM20q kerp1M0 ´ tM0 q impαM20q X kerpαM02q
kerpαM21q kerp1M1 ´ sM1 q impαM21q X kerpαM12q
Ď αM20
Ď αM21
kerpαM10q kerNptM0 q impαM10q X kerpαM01q
kerpαM12q kerp1M2 ´ sM2 q impαM12q X kerpαM21q
Ď αM10
Ď αM12
M0
L `
impαM02q ` kerpαM20q
˘
cokerp1M2 ´ tM2 q cokerpαM20q
M0
L `
impαM01q ` kerpαM10q
˘
cokerNpsM1 q cokerpαM10q
9αM20 can.
9αM10 can.
M2
L `
impαM20q ` kerpαM02q
˘
cokerp1M0 ´ tM0 q cokerpαM02q
M2
L `
impαM21q ` kerpαM12q
˘
cokerp1M1 ´ sM1 q cokerpαM12q
9αM02 can.
9αM12 can.
M1
L `
impαM10q ` kerpαM01q
˘
cokerNptM0 q cokerpαM01q
M1
L `
impαM12q ` kerpαM21q
˘
cokerp1M2 ´ sM2 q cokerpαM21q.
9αM01 can.
9αM21 can.
Table 1. Short exact sequences in an exact K-module. The maps
denoted “Ď” are inclusion maps, those denoted “can.” are the
quotient maps, and those denoted “ 9αMjk” or “αMjk” are induced by αMjk
between suitable quotients or subgroups, respectively. Beware that
some of the maps in the exact sequences above are grading-reversing.
Lemma 6.1. NptM qx “ p ¨ x for all x P kerp1´ tM q. And
p ¨ kerp1´ tM q Ď imNptM q Ď kerp1´ tM q,
p ¨ kerNptM q Ď imp1´ tM q Ď kerNptM q,
p ¨ pkerNptM q X kerp1´ tM qq “ 0,
p ¨M Ď imNptM q ` imp1´ tM q.
Proof. If x “ tMx, then x “ ptM qjx for all j P N and hence NptM qx “ p ¨ x. The
inclusions imNptM q Ď kerp1´ tM q and imp1´ tM q Ď kerNptM q follow immediately
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from p1 ´ tM qNptM q “ NptM qp1 ´ tM q “ ptM qp ´ 1 “ 0. Since NptM q restricts
to multiplication by p on kerp1´ tM q, it maps kerp1´ tM q onto p ¨ kerp1´ tM q “
NptM qpkerp1 ´ tM qq Ď imNptM q. The S-submodule kerNptM q is a module over
the ring Zrts{pNptqq. It is isomorphic to Zrϑs, where ϑ denotes a primitive p-th
root of unity. The Galois group of the extension Q Ď Qpϑq acts simply transitively
on the primitive pth roots of unity ϑj , j “ 1, . . . , p ´ 1. Since N is the minimal
polynomial of ϑ, Nptq “śp´1j“1pt´ ϑjq. So
(6.2) p “ Np1q “
p´1ź
j“1
p1´ ϑjq.
Hence p ¨ kerNptM q Ď p1´ tM qpkerNptM qq Ď imp1´ tM q. Since Np1q “ p, there is
a polynomial f with f ¨ p1 ´ tq “ Nptq ´ p. If x P kerNptM q X kerp1 ´ tM q, then
p ¨ x “ NptM qpxq ´ fptM q ˝ p1´ tM qpxq “ 0. If y PM , then p ¨ y “ NptM qy ´ p1´
tM q`fptM qy˘ P imNptM q ` imp1´ tM q. 
Definition 6.3. An Abelian group M (or a module over some ring) is called
uniquely p-divisible if multiplication by p on M is invertible.
Example 6.4. A finite group is uniquely p-divisible if and only if p does not divide
its order.
Definition 6.5. An S-module M is called cohomologically trivial if kerp1´ tM q “
imNptM q and imp1´ tM q “ kerNptM q.
Proposition 6.6. Let M be an S-module. The following are equivalent:
(1) M is uniquely p-divisible;
(2) M is cohomologically trivial and M “ kerNptM q ‘ kerp1´ tM q;
(3) 1´ tM restricts to an invertible map kerNptM q Ñ kerNptM q and NptM q
restricts to an invertible map kerp1´ tM q Ñ kerp1´ tM q.
Proof. We prove that (1) implies (2). So assume M to be uniquely p-divisible. If
x P kerp1´ tM q, then p´1 ¨x P kerp1´ tM q as well because M is uniquely p-divisible.
So kerp1´ tM q “ p ¨ kerp1´ tM q. Then Lemma 6.1 implies kerp1´ tM q “ imNptM q.
Similarly, kerNptM q “ p ¨kerNptM q and hence kerNptM q “ imp1´ tM q. SinceM is
uniquely p-divisible, the last two equations in Lemma 6.1 imply kerNptM qXkerp1´
tM q “ 0 and M “ imNptM q ` imp1 ´ tM q. Now M “ kerNptM q ‘ kerp1 ´ tM q
follows. We have shown that (1) implies (2).
Next we prove that (2) implies (3). So we assume M “ kerNptM q ‘ kerp1´ tM q
and that M be cohomologically trivial. Then kerNptM q X kerp1´ tM q “ 0. So the
restrictions of p1 ´ tM q to kerNptM q and of NptM q to kerp1 ´ tM q are injective.
Since 1´ tM vanishes on the complementary summand kerp1´ tM q, it follows that
p1´ tM qpkerNptM qq “ imp1´ tM q “ kerNptM q. Similarly, NptM qpkerp1´ tM qq “
imNptM q “ kerp1 ´ tM q. So 1 ´ tM restricts to an invertible map kerNptM q Ñ
kerNptM q and NptM q restricts to an invertible map kerp1´ tM q Ñ kerp1´ tM q. We
have shown that (2) implies (3).
We prove that (3) implies (1). The restriction of NptM q to kerp1 ´ tM q is
multiplication by p by Lemma 6.1. Hence (3) implies that kerp1´ tM q is uniquely
p-divisible. Then kerp1´ tM q “ imNptM q by Lemma 6.1. The S-module structure
on kerNptM q descends to one over the ring Zrts{pNptqq – Zrϑs. Let j P t2, . . . , p´1u.
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The fraction uj :“ 1´ϑj1´ϑ “
řj´1
k“0 ϑk lies in Zrϑs. Since 1´ ϑj and 1´ ϑ are Galois
conjugates, they have the same norm. Hence uj is a unit in Zrϑs. Now (6.2) implies
(6.7) p “
p´1ź
j“1
p1´ ϑjq “
p´1ź
j“1
`
uj ¨ p1´ ϑq
˘ “ p1´ ϑqp´1 p´1ź
j“1
uj .
So p and p1 ´ ϑqp´1 differ by a unit in the ring Zrϑs, and kerNptM q is uniquely
p-divisible. There is a short exact sequence kerNptM q M  imNptM q. Since
the kernel and quotient in it are uniquely p-divisible, the Snake Lemma implies
that M is uniquely p-divisible. So (3) implies (1). 
Next we describe S-modules where kerp1´ tM q “ 0 or cokerp1´ tM q “ 0. These
will appear in the classification of exact K-modules.
Lemma 6.8. Let M be an S-module with kerp1´ tM q “ 0. Then NptM q “ 0 and
cokerp1´ tM q is a Z{p-vector space. Let peiqiPI be elements of M that represent a
Z{p-basis of cokerp1´ tM q. Then the map
ψ :
à
iPI
Zrts{pNptqq ÑM, pfiqiPI ÞÑ
ÿ
iPI
fiptM qei,
is injective, and its cokernel is uniquely p-divisible.
Proof. Lemma 6.1 implies imNptM q “ 0 – that is, NptM q “ 0 – and p ¨ M Ď
imNptM q ` imp1 ´ tM q “ imp1 ´ tM q. Thus cokerp1 ´ tM q “ M{ imp1 ´ tM q is a
Z{p-vector space. And the map ψ is well defined. Since 1´ tM acts by an injective
map on M , so does p1´ tM qk for all k P N. We claim that the maps
p1´ tM qk : M{p1´ tM qM Ñ p1´ tM qkM L p1´ tM qk`1M
are isomorphisms for all k P N. They are well defined surjections by definition. If
ξ P M is such that p1 ´ tM qkξ P p1 ´ tM qk`1M , then p1 ´ tM qkξ “ p1 ´ tM qk`1η
for some η P M . Then ξ “ p1 ´ tM qη because p1 ´ tM qk is injective. So the map
above is indeed bijective.
Now let pfiqiPI belong to the kernel of ψ. That is, řiPI fiptM qei “ 0. In
particular,
ř
iPI fiptM qei P p1´ tM qM . Since ei is a basis for M{p1´ tM qM , this
implies fiptM qei P imp1´ tM q for all i P I. Then 1´ t | fi for all i P I because the
map Zrts{pt´ 1, Nptqq Ñ Z{p, f ÞÑ rfp1q mod ps, is an isomorphism. Similarly, an
induction over k shows that p1´ tqk | fi for all i P I, using that p1´ tM qk´1ei is a
basis for p1´ tM qk´1M{p1´ tM qkM as a Z{p-vector space. But p1´ tqk | fi for all
k P N forces fi “ 0 in the ring Zrts{pNptqq. So the map ψ is injective.
The quotient X :“ cokerψ is a module over Zrϑs – Zrts{pNptqq. The cokernel
of multiplication by 1´ t on Zrts{pNptqq is Zrts{p1´ t,Nptqq – Z{p. Therefore, ψ
induces an isomorphism on the cokernels of multiplication by 1´ t. Now the Snake
Lemma for the morphism of extensionsÀ
iPI Zrϑs M X
À
iPI Zrϑs M X
ψ
1´ϑ 1´tM 1´tX
ψ
shows kerp1´ tXq “ 0 and cokerp1´ tXq “ 0. This is equivalent to X being uniquely
p-divisible by Proposition 6.6. 
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Lemma 6.9. Let M be an S-module with im 1´ tM “M . Then NptM q “ 0 and
kerp1´ tM q is a Z{p-vector space. Let peiqiPI be a basis of kerp1´ tM q. Then there
is an injective S-module map
ψ :
à
iPI
Zrϑ, 1{ps
p1´ ϑqZrϑs ÑM
with uniquely p-divisible cokernel.
Proof. Lemma 6.1 implies kerNptM q “ M – that is, NptM q “ 0 – and p ¨ kerp1´
tM q “ p ¨ pkerNptM q X kerp1´ tM qq “ 0. That is, kerp1´ tM q is a Z{p-vector space.
Equation (6.7) implies that p and p1´ ϑqp´1 differ by a unit in the ring Zrϑs. So
making p or 1´ ϑ invertible has the same effect: Zrϑ, 1{ps “ Zrϑ, p1´ ϑq´1s. We
may write any element of this ring as f ¨ p1´ ϑq´n for some f P Zrϑs, n P N.
Since 1´ tM is surjective, we may recursively choose ei,n PM with ei,0 “ ei and
p1´ tM qei,n`1 “ ei,n for all n P N. There is a well defined mapà
iPI
Zrϑ, p1´ ϑq´1s ÑM,
ÿ
iPI
fi ¨ p1´ ϑq´niδi ÞÑ
ÿ
iPI
fiptM qei,ni ,
because p1´ tM qei,n`1 “ ei,n for all i P I, n P N. This map vanishes on elements
of
À
iPIp1´ ϑqZrϑs because p1´ tM qn`1ei,n “ p1´ tM qei “ 0. We claim that the
induced map ψ on the quotientÀ
iPI Zrϑ, p1´ ϑq´1sÀ
iPIp1´ ϑqZrϑs
–à
iPI
Zrϑ, p1´ ϑq´1s
p1´ ϑqZrϑs
is injective. An element of
À
iPI Zrϑ, p1 ´ ϑq´1s may be written as a finite linear
combination p1 ´ ϑq´nřiPS fiδi with fi P Zrϑs, S Ď I finite, and n ě 0. Assume
that this is in the kernel of ψ, that is,
ř
iPS fiptM qei,n “ 0. Applying p1´ tM qn´1
shows that
ř
iPS fiptM qei “ 0. Since the elements ei form a basis for kerp1´ tM q,
this implies fi P kerpZrϑs Ñ Z{pq for all i P S. This kernel is the ideal generated
by 1 ´ ϑ because Zrts{pt ´ 1, Nptqq “ Zrts{pt ´ 1, pq – Z{p. So we may rewrite
fi “ p1´ ϑqgi for some gi P Zrϑs. Thus
p1´ ϑq´n
ÿ
iPS
fiδi “ p1´ ϑq´pn´1q
ÿ
iPS
giδi.
We continue like this until n “ 0. Then we reach a term in ÀiPSp1´ ϑqZrϑs. This
proves that ψ is injective. Multiplication with 1´ϑ is surjective on ÀiPI Zrϑ, 1{ps Lp1´ ϑqZrϑs, and its kernel is the Z{p-linear span of δi for i P I. Hence ψ induces an
isomorphism between the kernels and cokernels of 1´ t acting on the domain and
codomain of ψ. Now the Snake Lemma implies as in the proof of Lemma 6.8 that
1´ t acts by an invertible map on cokerψ. Then cokerψ is uniquely p-divisible by
Proposition 6.6. 
7. The uniquely divisible case
We are going to describe uniquely p-divisible exact K-modules in terms of more
simple objects.
Example 7.1. Let X be an Abelian group and let Y and Z be two Zrϑs-modules.
Assume that they are all uniquely p-divisble. Equivalently, they are modules over
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the rings Zr1{ps and Zrϑ, 1{ps, respectively. We define an exact K-module:
M0 :“ X ‘ Y, M1 :“ X ‘ Z, M2 :“ Y ‘ Z,
αM01 “
ˆ
1X 0
0 0
˙
, αM12 “
ˆ
0 0
0 p1´ ϑqZ
˙
, αM20 “
ˆ
0 1Y
0 0
˙
,
αM10 “
ˆ
pX 0
0 0
˙
, αM21 “
ˆ
0 0
0 1Z
˙
, αM02 “
ˆ
0 0
p1´ ϑqY 0
˙
.
The relations (5.12)–(5.15) are easy to check. And we compute
tM0 “
ˆ
1 0
0 ϑ
˙
, sM1 “
ˆ
1 0
0 ϑ
˙
, tM2 “
ˆ
ϑ 0
0 1
˙
, sM2 “
ˆ
1 0
0 ϑ
˙
.
Hence
NptM0 q “
ˆ
p 0
0 0
˙
, NpsM1 q “
ˆ
p 0
0 0
˙
, NptM2 q “
ˆ
0 0
0 p
˙
, NpsM2 q “
ˆ
p 0
0 0
˙
.
The relations (5.16)–(5.18) follow. So we have defined a K-module by Theorem 5.11.
The two sequences in Definition 5.9 are exact because multiplication by p is invertible
on X and multiplication by 1´ ϑ is invertible on Y and Z by Proposition 6.6.
The following theorem implies that this already gives all uniquely p-divisible
exact K-modules:
Theorem 7.2. Let M be an exact K-module. Assume that one of the pieces M0,
M1 or M2 is uniquely p-divisible. Then the other two pieces are uniquely p-divisible
as well. And there are modules X over Zr1{ps and Y,Z over Zrϑ, 1{ps such that M
is isomorphic to the exact K-module built out of X,Y, Z in Example 7.1.
Some ideas used in the proof are also useful for more general examples. We
develop these systematically in Section 7.1 and then use them to prove Theorem 7.2
in Section 7.2. Section 7.3 spells out what Theorem 7.2 says about Z{p-actions on
Cuntz algebras with uniquely p-divisible K-theory. In Section 7.4, we generalise
Theorem 7.2 to a statement that extends a uniquely p-divisible submodule in M1 to
a uniquely p-divisible submodule in M . This will be used to reduce the study of
actions on Cuntz algebras with arbitrary finite K-theory to the special case where
the K-theory is purely p-torsion.
7.1. Some general proof techniques for exact K-modules.
Proposition 7.3. Let M be an exact K-module. If the S-module pM0, t0q is
cohomologically trivial, then
imNptM0 q “ impαM01q “ kerpαM20q “ kerp1M0 ´ tM0 q,(7.4)
imp1M0 ´ tM0 q “ impαM02q “ kerpαM10q “ kerNptM0 q.(7.5)
If the S-module pM1, s1q is cohomologically trivial, then
imp1M1 ´ sM1 q “ impαM12q “ kerpαM01q “ kerNpsM1 q,(7.6)
imNpsM1 q “ impαM10q “ kerpαM21q “ kerp1M1 ´ sM1 q.(7.7)
If
(7.8) imp1M2 ´ tM2 q “ kerp1M2 ´ sM2 q and imp1M2 ´ sM2 q “ kerp1M2 ´ tM2 q,
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then
imp1M2 ´ tM2 q “ impαM20q “ kerpαM12q “ kerp1M2 ´ sM2 q,(7.9)
imp1M2 ´ sM2 q “ impαM21q “ kerpαM02q “ kerp1M2 ´ tM2 q.(7.10)
Proof. The middle equality in the six equations that we assert are the six conditions
that say that a K-module is exact. When we replace the first and third equality
in our six equations by “Ď”, they become the twelve inclusions that are implicitly
asserted in Lemma 5.63. In each equation, the first and last item are equal by
cohomological triviality or by (7.8), respectively. This forces the inclusions in
between to be equalities. 
Corollary 7.11. If M0 is uniquely p-divisible, then (7.4) and (7.5) hold. If M1 is
uniquely p-divisible, then (7.6) and (7.7) hold.
Proof. The pieces M0 and M1 in an exact K-module are S-modules. Uniquely
p-divisible S-modules are cohomologically trivial by Proposition 6.6. Therefore, the
statements follow from Proposition 7.3. 
We now carry this argument over to the case where M2 is uniquely p-divisible.
The group M2 in a K-module is a module over the commutative ring
S2 :“ Zrs, ts
L `p1´ sq ¨ p1´ tq, Npsq `Nptq ´ p˘(7.12)
“ Zrs, ts L `p1´ sq ¨ p1´ tq, Npsq `Nptq ´ p, tp ´ 1, sp ´ 1˘.
The relations tp ´ 1 “ 0 and sp ´ 1 “ 0 hold in S2 because
sp ´ 1 “ ps´ 1qpNpsq `Nptq ´ pq ´ ps´ 1qpt´ 1qNptq ´ p
t´ 1 ,
tp ´ 1 “ pt´ 1qpNpsq `Nptq ´ pq ´ pt´ 1qps´ 1qNpsq ´ p
s´ 1 .
Definition 7.13. An S2-module is called cohomologically trivial if it satisfies the
two conditions imp1´ tM q “ kerp1´ sM q and imp1´ sM q “ kerp1´ tM q in (7.8).
Lemma 7.14. Let M be an S2-module. Then
imNpsM q Ď imp1´ tM q Ď kerp1´ sM q Ď kerNptM q,(7.15)
imNptM q Ď imp1´ sM q Ď kerp1´ tM q Ď kerNpsM q,(7.16)
Proof. Let x PM . Then NpsM qpxq “ pp´NptM qqpxq because Npsq `Nptq ´ p “ 0
in S2. Since 1´ t | p´Nptq, it follows that NpsM qpxq P imp1´ tM q. The relation
p1´ sqp1´ tq “ 0 in S2 implies imp1´ tM q Ď kerp1´ sM q. If p1´ sM qpxq “ 0, then
pNpsM q´pqpxq “ 0, so the relation Npsq`Nptq´p “ 0 in S2 implies NptM qpxq “ 0.
That is, kerp1´ sM q Ď kerNptM q. The proof of (7.16) is analogous. 
Proposition 7.17. Let M be an S2-module. The following are equivalent:
(1) M is uniquely p-divisible;
(2) M is cohomologically trivial and M “ kerp1´ sM q ‘ kerp1´ tM q;
(3) 1´ sM restricts to an invertible map kerp1´ tM q Ñ kerp1´ tM q and 1´ tM
restricts to an invertible map kerp1´ sM q Ñ kerp1´ sM q.
Proof. If (1) holds, then Proposition 6.6 implies that M is cohomologically trivial
as a module over the two copies of S inside S2. Then imNpsM q “ imp1´ tM q “
kerp1 ´ sM q and imNptM q “ imp1 ´ sM q “ kerp1 ´ tM q by Lemma 7.14. So M
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is cohomologically trivial as an S2-module and M “ imNpsM q ‘ imp1 ´ sM q “
kerp1´ sM q ‘ kerp1´ tM q. So (1) implies (2).
Now assume (2). Then kerp1´sM qXkerp1´ tM q “ 0 says that 1´sM is injective
on kerp1 ´ tM q. And M “ kerp1 ´ sM q ` kerp1 ´ tM q implies p1 ´ sM qpMq “
p1´ sM qpkerp1´ tM qq. Thus 1´ sM : kerp1´ tM q Ñ imp1´ sM q “ kerp1´ tM q is
also surjective. The same argument works with t instead of s. So (2) implies (3).
Now assume (3). The subgroup kerp1´sM q is a module over Zrts{pNptqq because
both 1 ´ sM and NptM q vanish there by (7.15). In the proof of the analogous
implication in Proposition 6.6, we have shown that p1´ tqp´1 and p differ only by
units in the ring Zrts{pNptqq. So the invertibility of 1´ tM on kerp1´ sM q implies
that kerp1´sM q is uniquely p-divisible. Similarly, kerp1´ tM q is uniquely p-divisible.
Hence kerp1 ´ tM q “ imNptM q by Lemma 6.1. Then kerp1 ´ tM q “ imp1 ´ sM q
by Lemma 7.14. Then the Snake Lemma applied to multiplication by p in the
short exact sequence kerp1 ´ sM q M  imp1 ´ sM q shows that M is uniquely
p-divisible. Hence (3) implies (1). 
Now the same argument as above gives us an analogue of Corollary 7.11 for M2:
Corollary 7.18. If M2 is uniquely p-divisible, then (7.9) and (7.10) hold.
Our next goal are criteria for an exact K-module to satisfy M0 – impαM01q ‘
impαM02q, and similarly for M1 or M2. These criteria help to prove Theorem 7.2
because such decompositions clearly happen in the exact K-modules in Example 7.1.
Lemma 7.19. Let M be an exact K-module. The following are equivalent:
(1) M0 – impαM01q ‘ impαM02q;
(2) kerpαM01q “ kerNpsM1 q and impαM10q “ imNpsM1 q;
(3) kerpαM02q “ kerp1M2 ´ tM2 q and impαM20q “ imp1M2 ´ tM2 q.
These equivalent conditions hold if the S-module pM1, s1q is cohomologically trivial
or if the S2-module pM2, s2, t2q is cohomologically trivial.
Proof. The direct sum decomposition in (1) is equivalent to impαM01q X impαM02q “ 0
and M0
L pimpαM01q ` impαM02q˘ “ 0. By the exact sequences in Table 1, the first
condition holds if and only if kerpαM02q “ kerp1M2 ´ tM2 q, if and only if kerNpsM1 q “
kerpαM01q; and the second condition holds if and only if impαM20q “ imp1M2 ´ tM2 q,
if and only if impαM10q “ imNpsM1 q. Here we use that two maps with the same
codomain have equal image if and only if they have equal cokernels.
If M1 is cohomologically trivial, then (7.6) and (7.7) are valid and imply our
statement (2). If M2 is cohomologically trivial, then (7.9) and (7.10) are valid and
imply (3). 
Assume that we are in the situation of Lemma 7.19. The direct sum decomposition
in Lemma 7.19.(1) is one of S-modules because both impαM01q and impαM02q are
S-submodules by (5.30) and (5.31). Using Lemma 7.19 and exactness, we identify
impαM01q – M1kerpαM01q
“ M1
kerNpsM1 q
– imNpsM1 q,
impαM02q – M2kerpαM02q
“ M2
kerp1M2 ´ tM2 q
– imp1M2 ´ tM2 q.
With these identifications, the maps αM01 and αM02 become the maps NpsM1 q and
p1M2 ´ tM2 q onto the appropriate summands. The maps αM10 and αM20 vanish on one of
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the summands in M0 and become the inclusion map on the other summand. So the
K-module is determined by M1 and M2 with the maps tM2 , and αM12 and αM21 , which
determine sMj for j “ 1, 2 by (5.24) and (5.26). This data gives an exact K-module
if and only if
(1) NptM2 q `NpsM2 q “ p ¨ 1M2 ;
(2) kerpαM12q “ imp1M2 ´ tM2 q, impαM21q “ kerp1M2 ´ tM2 q;
(3) kerpαM21q “ imNpsM1 q, impαM12q “ kerNpsM1 q.
We may arrange the exactness conditions in (2) and (2) in a periodic long exact
sequence
(7.20) ¨ ¨ ¨ ÑM1 Nps
M
1 qÝÝÝÝÑM1 α
M
21ÝÝÑM2 1
M
2 ´tM2ÝÝÝÝÝÑM2 α
M
12ÝÝÑM1 Nps
M
1 qÝÝÝÝÑM1 Ñ ¨ ¨ ¨ .
Lemmas 7.21 and 7.22 are the analogues of Lemma 7.19 for M1 and M2.
Lemma 7.21 is formally equivalent to Lemma 7.19 because of the ring automor-
phism BS of K. The proof of Lemma 7.22 is similar to the proof of Lemma 7.19.
Lemma 7.21. Let M be an exact K-module. The following are equivalent:
(1) M1 – impαM10q ‘ impαM12q;
(2) kerpαM10q “ kerNptM0 q and impαM01q “ imNptM0 q;
(3) kerpαM12q “ kerp1M2 ´ sM2 q and impαM21q “ imp1M2 ´ sM2 q;
These equivalent conditions hold if the S-module pM0, t0q is cohomologically trivial
or if the S2-module pM2, s2, t2q is cohomologically trivial.
Lemma 7.22. Let M be an exact K-module. The following are equivalent:
(1) M2 – impαM20q ‘ impαM21q;
(2) kerpαM20q “ kerp1M0 ´ tM0 q and impαM02q “ imp1M0 ´ tM0 q;
(3) kerpαM21q “ kerp1M1 ´ sM1 q and impαM12q “ imp1M1 ´ sM1 q.
These equivalent conditions hold if one of the S-modules pM0, t0q or pM1, s1q is
cohomologically trivial.
7.2. Proof of Theorem 7.2. Assume first thatM0 is uniquely p-divisible. ThenM0
is cohomologically trivial and M0 – kerNptM0 q ‘ kerp1M0 ´ tM0 q by Proposition 6.6.
And (7.4) and (7.5) hold. Hence the statements (1) in Lemma 7.19, (2) in Lemma 7.21
and (2) in Lemma 7.22 are true. So the other equivalent statements in these three
lemmas are also true. In particular,
M1 – impαM10q ‘ impαM12q “ imNpsM1 q ‘ imp1M1 ´ sM1 q,
M2 – impαM20q ‘ impαM21q – imp1M2 ´ tM2 q ‘ imp1M2 ´ sM2 q.
Let j, k P t0, 1, 2u with j ‰ k. The map αMkj maps the summand impαMjkq to the
summand impαMkj q in Mj and vanishes on the other summand in Mk. The exactness
of M shows that the restriction
αMkj : impαMjkq Ñ impαMkj q
is invertible. As a consequence, αMkj ˝ αMjk is invertible on the direct summand
impαMkj q. These statements for k “ 1, 2 are one of the equivalent characterisations
of unique p-divisibility in Propositions 6.6 and 7.17, respectively. So M0 and M2
are also uniquely p-divisible, and then so are all direct summands in them. Now
it is routine to check that our exact K-module is isomorphic to the one built in
Example 7.1 withX “ impαM01q – impαM10q, Y “ impαM02q – impαM20q, Z “ impαM12q –
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impαM21q. This proves the theorem when M0 is uniquely p-divisible. We may reduce
the case where M1 is assumed uniquely p-divisible to this case using the ring
automorphism BS, which exchanges the roles of M0 and M1.
Now letM2 be uniquely p-divisible. Proposition 7.17 shows thatM2 is cohomolog-
ically trivial as an S2-module and decomposes as M2 “ imp12 ´ sM2 q ‘ imp12 ´ tM2 q.
Thus the statements in (7.9) and (7.10) hold. Therefore, M2 “ impαM21q ‘ impαM20q
as well. Then in each of the Lemmas 7.19, 7.21 and 7.22, one of the equivalent
statements is true. So all the equivalent statements in these lemmas are true. And
now the argument proceeds as above.
7.3. Application to Cuntz algebras. Theorem 7.2 applies, in particular, ifM1 “
0 because the trivial group is uniquely p-divisible. So any exact K-module with
M1 “ 0 is isomorphic to one as in Example 7.1. And M1 “ 0 forces X “ 0 and
Z “ 0. So the only remaining ingredient is a uniquely p-divisible Z{2-graded Zrϑs-
module Y , which may be chosen at will. The resulting exact K-module with M1 “ 0
has M0 “ Y , M2 “ Y , αM20 “ 1 and αM02 “ 1´ϑ. The following theorem summarises
our results in this case:
Theorem 7.23. Let Y be a countable, uniquely p-divisible Abelian group with a
representation of Z{p, k ÞÑ tk, such that Nptq “ 0. Then there is a pointwise outer
action of Z{p on O2 b Kp`2Nq that belongs to the equivariant bootstrap class BG,
such that K˚pO2 bKp`2Nq ¸ Z{pq – Y and the action on K-theory induced by the
dual action becomes the one on Y generated by t. The G-action on O2 b Kp`2Nq
above is unique up to KKG-equivalence.
Proof. Combine Theorem 5.61 with the classification of exact K-modules with
M1 “ 0. Since F˚pAq1 “ K˚pAq, the condition M1 “ 0 corresponds to an action on
a C˚-algebra with vanishing K-theory such as O2. And then M0 “ K˚pA¸Gq. 
A representation of Z{p on a uniquely p-divisible group with Nptq “ 0 may also
be considered as a module over the ring Zrϑ, 1{ps. The action of the group ring
ZrZ{ps descends to an action of Zrϑs if and only if Nptq “ 0. And the underlying
group is uniquely p-divisible if and only if the action of Zrϑs extends to Zrϑ, 1{ps.
More generally, Theorem 7.2 classifies the actions in the equivariant bootstrap
class on any UCT Kirchberg algebra A whose K-theory is uniquely p-divisible.
Namely, KKG-equivalence classes of such actions are in bijection with isomorphism
classes of countable modules over Zrϑ, 1{ps, exactly as for O2. The exact K-module
corresponding to a given countable module Y over Zrϑ, 1{ps is as in Example 7.1,
where X and Z are obtained by decomposing K˚pAq into kerp1´ tq “ imNptq and
imp1´ tq “ kerNptq, where t : K˚pAq Ñ K˚pAq is induced by the generator of the
Z{p-action on A.
We consider the classification of Z{p-actions on Cuntz algebras as a test case for
our theory. The result in the uniquely p-divisible case covers Z{p-actions on On`1
for all n P Ně1 that are coprime to p. In each case, there are as many such actions
as there are countable modules over Zrϑ, 1{ps.
An exact K-module as in Example 7.2 is a direct sum of three pieces, which
are exact K-modules where two of the three pieces X,Y, Z vanish. Theorem 7.2
says that any object of BG where one of the pieces in F˚pAq is uniquely p-divisible
is such a direct sum. Hence the rather strong lack of uniqueness of Z{p-actions
in the situation above is caused by the many actions of Z{p on O2. Given any
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object A of BG and any action on O2, we get an action on A‘O2. We may then
use Theorem 2.1 to replace A‘O2 by a stable UCT Kirchberg algebra, which is
again isomorphic to A if A is already a stable UCT Kirchberg algebra.
7.4. Removing a uniquely divisible submodule. We shall need a generalisation
of Theorem 7.2 where we do not assume that all of, say, M1 is uniquely p-divisible,
but only that we are given a uniquely p-divisible submodule. Similar statements
hold for submodules in the other entries of M , but we shall only use this case.
Theorem 7.24. Let M be an exact K-module. Let M 11 ĎM1 be an sM1 -invariant,
uniquely p-divisible Z{2-graded subgroup. Let M 10 :“ αM01pM 11q and M 12 :“ αM21pM 11q.
Then M 1 is an exact K-submodule of M . It is uniquely p-divisible and isomor-
phic to an exact K-module as in Example 7.1, with X “ M 10 and Z “ M 12. The
quotient M{M 1 is also exact.
Proof. Each generator αjk maps M 1 into itself because M 11 is sM1 -invariant. So M 1
is a K-submodule. By construction, αM 101 and αM
1
21 are surjective and hence αM
1
20 “ 0
and αM 102 “ 0. Next we claim that αM 110 and αM 112 are injective. To prove this, we
apply Proposition 6.6 to M 1. This gives us equalities
kerNpsM 11 q “ imp1M
1
1 ´ sM
1
1 q,
imNpsM 11 q “ kerp1M
1
1 ´ sM
1
1 q,
M 1 “ imp1M 11 ´ sM
1
1 q ‘ imNpsM
1
1 q,
and shows that the restrictions of 1M 11 ´ sM 11 and NpsM 11 q to the appropriate direct
summands are invertible. The map αM 101 vanishes on imp1M 11 ´ sM 11 q and is injective
on imNpsM 11 q because NpsM 11 q “ αM 110 ˝αM 101 is injective there. So M 10 “ αM 101 pM 11q –
imNpsM 11 q. Similarly, M 12 “ αM 121 pM 11q – imp1M 11 ´ sM 11 q. And since NpsM 11 q and
1M 11 ´ sM 11 are invertible on these direct summands in M 11, the maps αM 110 and αM 112
are injective, and their images are imNpsM 11 q and imp1M 11 ´sM 11 q, respectively, which
are also the kernels of the maps αM 121 and αM
1
01 . So the K-module M 1 is exact. The
proof also describes it so explicitly that its unique p-divisibility is manifest. And
we have directly shown that it has the form of Example 7.1 with X “ imNpsM 11 q,
Y “ 0 and Z “ imp1M 11 ´ sM 11 q. A quotient of an exact K-module by an exact
K-submodule inherits exactness by the long exact sequence in homology. So M{M 1
is exact. 
8. Exact modules where one generator vanishes
Section 7 already describes exact K-modules where one of the pieces Mj vanishes
or, equivalently, where one of the idempotents 1j vanishes. Now we study exact
K-modules where one of the generators αjk vanishes. Then one of the long exact
sequences in Definition 5.9 reduces to a short exact sequence. This is particularly
helpful if the object in the middle of the short exact sequence is not M2 because
the internal structure of M0 and M1 is simpler than that of M2.
8.1. The case αM21 “ 0. Let M be an exact K-module on which αM21 vanishes. This
puts a restriction on M1: if αM21 “ 0, then sM1 “ 1M1 and sM2 “ 1M2 by (5.24)
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and (5.26). By exactness, αM21 “ 0 is equivalent to αM10 being surjective and to αM02
being injective. And there is a short exact sequence
(8.1) M2 M0 M1.
αM02 α
M
10
Theorem 8.4 will describe the category of exact K-modules with αM21 “ 0 through
certain triples. To clarify this, we first simplify an exact K-module with αM21 “ 0. Its
central piece is M0, which is a module over S :“ Zrts{ptp ´ 1q. We briefly write t
instead of tM0 to reduce clutter. This operator will also determine the operator tM2 .
And αM21 “ 0 and (5.26) and (5.24) imply s1 “ 11 and s2 “ 12.
First, we use the exact sequence above to identify M2 and M1 with the image
and the cokernel of the injective map αM02 . So M2 becomes a Z{2-graded subgroup
of M0 and M1 becomes the quotient M0{M2, and αM02 and αM10 become the inclusion
map M2 M0 and the quotient map M0 M1, respectively.
The relations (5.23) and (5.16) imply that αM20 : M0 ÑM2 ĎM0 is the corestric-
tion of 1´ t : M0 ÑM0 and that αM01 : M1 ÑM0 is the map on the quotient induced
by Nptq. For this to make sense, we need
(8.2) imp1´ tq ĎM2 Ď kerpNptqq.
Let
H0pM0q :“ kerNptqimp1´ tq .
The Z{2-graded S-module structure on M0 makes this subquotient a Z{2-graded
module over Zrts{p1 ´ t,Nptqq – Z{p. A Z{2-graded subgroup M2 as in (8.2)
is equivalent to a Z{2-graded Z{p-vector subspace 9M2 Ď H0pM0q. For an exact
K-module, the kernel and image of αM12 : M2 ÑM1 must be
kerαM12 “ imαM20 “ imp1´ tq ĎM2,
imαM12 “ kerαM01 “ kerNptq{M2 ĎM0{M2 “M1.
So αM12 is induced by an isomorphism
9α : 9M2 “ M2imp1´ tq –
kerNptq
M2
– H0pM0q9M2
.
The map 9α must reverse the grading because αM12 is odd, and
(8.3) 9M2 – impαM12q.
Theorem 8.4. The category of exact K-modules with αM21 “ 0 is equivalent to the
category of triples pM0, 9M2, 9αq where
(1) M0 is a Z{2-graded S-module with kerp1´ tq “ imNptq;
(2) 9M2 Ď H0pM0q is a Z{2-graded Z{p-vector subspace;
(3) 9α is a grading-reversing isomorphism 9α : 9M2 Ñ H0pM0q{ 9M2.
Morphisms of triples pM0, 9M2, 9αq Ñ pL0, 9L2, 9βq are grading-preserving S-module
homomorphisms f0 : M0 Ñ L0 such that H0pf0q : H0pM0q Ñ H0pL0q maps 9M2 to 9L2
and intertwines the maps 9α and 9β. The homomorphism of exact K-modules induced
by a morphism of triples f0 : M0 Ñ L0 is injective if and only if f0 is injective and
f´10 pL2q “M2; it is surjective if and only if f0 is surjective and f0pM2q “ L2.
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Proof. We have already associated M0, 9M2 and 9α to an exact K-module. The
exactness of one of the two sequences in Definition 5.9 is built into our Ansatz. By
construction, the sequence αM01 , αM20 , αM12 is exact at M2 and M1 if and only if the
map 9α is invertible. In addition, impαM01q “ impαM01 ˝ αM10q “ imNptq because αM10
is surjective, and kerpαM20q “ kerpαM02 ˝ αM20q “ kerp1 ´ tq because αM02 is injective.
Exactness at M0 requires kerpαM20q “ impαM01q, which is equivalent to kerp1´ tq “
imNptq. So the triple pM0, 9M2, 9αq associated to an exact K-module satisfies the
conditions in the theorem. Conversely, assume that such a triple is given. Reading
our construction backwards, let M2 Ď imp1 ´ tq be the pre-image of 9M2 and let
M1 :“M0{M2. Let αM02 be the inclusion map. Let αM10 be the quotient map. Then
we may define αM20 and αM01 as above, induced by 1´ t and Nptq. Let αM12 be induced
by 9α and let αM21 :“ 0. Let M “ M0 ‘M1 ‘M2 and let 1j for j “ 0, 1, 2 be
the projections onto these summands. The operators defined above clearly satisfy
the relations (5.12)–(5.15). By construction, tM0 is the given operator t on M0,
and (5.16) holds. Since M1 is a quotient of M0, this implies (5.17). And (5.18) is
equivalent to Nptq|M2 “ 0, which holds because M2 Ď kerNptq. So all conditions in
Theorem 5.11 hold and we have built a K-module. The arguments above also show
that it is exact.
Let M and L be exact K-modules with αM21 “ 0 and αL21 “ 0 and let f : M Ñ
L be a K-module homomorphism. This specialises to an S-module homomor-
phism f0 : M0 Ñ L0. Any S-module homomorphism maps imNptM q, kerNptM q,
imp1 ´ tM q and kerp1 ´ tM q to the corresponding subgroups in L0. So the condi-
tion f0pαM02pM2qq Ď αL02pL2q is equivalent to H0pf0qp 9M2q Ď 9L2. If an S-module
homomorphism f0 satisfies this, then it induces maps fj : Mj Ñ Lj for j “ 1, 2 that
intertwine the actions of α01, α10, α20, α02. They also intertwine the vanishing
actions of α21. And f1 ˝ αM12 “ αM12 ˝ f2 is equivalent to H0pf0q ˝ 9α “ 9β ˝H0pf0q.
This proves the asserted equivalence of categories.
The homomorphism f is injective or surjective if and only if f2, f0, f1 are injec-
tive, respectively. View these maps as a transformation between the short exact
sequences (8.1) for our two exact K-modules. If f0 is injective, then so is f2, and f1
is injective if and only if f´10 pL2q “ M2. If f0 is surjective, so is f1, and f2 is
surjective if and only if f0pM2q “ L2. These are the criteria in the theorem for f to
be injective or surjective, respectively. 
The case where both αM12 and αM21 vanish is particularly simple:
Corollary 8.5. The category of exact K-modules with αM12 “ 0 and αM21 “ 0 is
equivalent to the category of Z{2-graded cohomologically trivial S-modules. A homo-
morphism f0 : M0 Ñ L0 between two Z{2-graded cohomologically trivial S-modules
induces an injective or surjective homomorphism of exact K-modules if and only
if f0 is injective or surjective, respectively.
Proof. Under the equivalence in Theorem 8.4, the condition αM12 “ 0 corresponds
to 9α “ 0. Then 9M2 “ t0u and hence imp1´ tq “ kerNptq. So the pieces 9M2 and 9α
in the triples in Theorem 8.4 become redundant in this case. Both M1 and M2 are
naturally isomorphic to subobjects and quotients of M0. This implies the criterion
for injectivity and surjectivity of the induced K-module homomorphism. 
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The exact K-module built from a cohomologically trivial S-module M0 has
M1 “ imNptq “ kerp1´ tq,
M2 “M0{M1 “M0{ kerp1´ tq – imp1´ tq “ kerNptq.
The map αM01 : imNptq  M0 is the canonical inclusion map and αM10 : M0 
imNptq is Nptq. When we identify M2 with imp1´ tq, then αM02 : imp1´ tqM0
also becomes the canonical inclusion map and αM20 : M0  imp1´ tq becomes 1´ t,
respectively. This is because the isomorphism M0{ kerp1 ´ tq – imp1 ´ tq applies
the map 1´ t. If M0 is Z{2-graded, then the pieces M1 and M2 have the induced
Z{2-grading.
Izumi [24] has met a stronger property than cohomological triviality in his
classification of group actions with the Rokhlin property. Roughly speaking, his
assumption of complete cohomological triviality says that an S-module and all the
submodules of n-torsion elements for n P Ně2 are cohomologically trivial. He shows
that this condition is necessary and sufficient for an S-module to be isomorphic
to K˚pAq for an action with the Rokhlin property on a simple unital C˚-algebra.
Whereas Izumi can study all finite groups, we must limit our study to cyclic groups
of prime order. As a benefit, we can treat actions without the Rokhlin property.
The class of examples treated in Corollary 8.5 seems K-theoretically quite close to
the examples studied by Izumi in [24]. Our classification theorem for these modules
only needs the S-module K˚pAq and no further data. There are cohomologically
trivial S-modules that are not completely cohomologically trivial and hence cannot
correspond to actions with the Rokhlin property. In fact, Example 9.15 is of this
type. It corresponds to certain Z{p-actions on the Cuntz algebras Opk`1 for k ě 1.
8.2. The case αM12 “ 0. Now let M be an exact K-module on which αM12 vanishes.
By exactness, this is equivalent to αM20 being surjective and to αM01 being injective.
In other words, there is a short exact sequence
(8.6) M1 M0 M2.
αM01 α
M
20
This case is very similar to the case αM21 “ 0 studied in Section 8.1. Hence we go
through the construction more quickly. We write t :“ tM0 for the generator of the
S-module structure on M0. We identify M1 with a subgroup of M0 and M2 with
the quotient M0{M1, such that αM01 and αM20 become the inclusion map M1 M0
and the quotient map M0  M1, respectively. The map αM10 : M0 Ñ M1 Ď M0 is
the corestriction of Nptq : M0 ÑM0, and αM02 : M2 ÑM0 is the map on the quotient
induced by 1´ t. This makes sense if and only if
(8.7) imNptq ĎM1 Ď kerp1´ tq.
Let
H0pM0q :“ kerp1´ tqimNptq .
This is naturally a module over Zrts{p1´ t,Nptqq – Z{p. A subgroup M1 as in (8.7)
is equivalent to a Z{p-vector subspace 9M1 Ď H0pM0q. Equation (5.15) and exactness
say that the remaining generator αM21 : M1 ÑM2 has kernel imNptq “ imαM10 ĎM1
and image kerαM02 “ kerp1´ tq{M2 ĎM0{M1 “M2. So αM21 must be induced by a
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grading-reversing isomorphism
9α : 9M1 „ÝÑ H
0pM0q
9M1
.
The construction also shows that
(8.8) 9M1 – impαM21q.
Theorem 8.9. The category of exact K-modules with αM12 “ 0 is equivalent to the
category of triples pM0, 9M1, 9αq where
(1) M0 is a Z{2-graded S-module with kerNptq “ imp1´ tq;
(2) 9M1 Ď H0pM0q is a Z{2-graded Z{p-vector subspace;
(3) 9α is a grading-reversing isomorphism 9α : 9M1 Ñ H0pM0q{ 9M1.
Morphisms of triples pM0, 9M1, 9αq Ñ pL0, 9L1, 9βq are grading-preserving S-module
homomorphisms f0 : M0 Ñ L0 such that H0pf0q : H0pM0q Ñ H0pL0q maps 9M1
to 9L1 and intertwines the maps 9α and 9β. The homomorphism of exact K-modules
induced by a morphism of triples f0 : M0 Ñ L0 is injective if and only if f0 is
injective and f´10 pL1q “ M1; it is surjective if and only if f0 is surjective and
f0pM1q “ L1.
The proof of Theorem 8.9 is analogous to the proof of Theorem 8.4, and we omit
further details. Theorem 8.9 also specialises to the classification for exact K-modules
with αM12 “ 0 and αM21 “ 0 in Corollary 8.5.
8.3. Other cases of a vanishing generator. The cases where one of the maps
αM20 or αM02 vanishes are analogous to the cases where αM21 or αM12 vanishes. We may,
in fact, reduce these cases to the cases treated above using the automorphism BS of
the ring K, which exchanges the role of the summands M0 and M1 in a K-module.
The analogues of Theorems 8.4 and 8.9 for these situations are:
Theorem 8.10. The category of exact K-modules with αM20 “ 0 is equivalent to the
category of triples pM1, 9M2, 9αq where M1 is a Z{2-graded S-module that satisfies
(8.11) kerp1´ tq “ imNptq,
9M2 Ď H0pM1q is a Z{2-graded Z{p-vector subspace and 9α is a grading-preserving
isomorphism 9α : 9M2 Ñ H0pM1q{ 9M2.
Here a morphism pM1, 9M2, 9αq Ñ pL1, 9L2, 9βq is a grading-preserving S-module
homomorphism f1 : M1 Ñ L1 such that H0pf1q : H0pM1q Ñ H0pL1q maps 9M2 to 9L2
and intertwines the maps 9α and 9β. The homomorphism of exact K-modules induced
by a morphism of triples f1 : M1 Ñ L1 is injective if and only if f1 is injective
and M2 “ f´1pL2q; it is surjective if and only if f1 : M1 Ñ L1 is surjective and
L2 “ fpM2q.
Theorem 8.12. The category of exact K-modules with αM02 “ 0 is equivalent to the
category of triples pM1, 9M0, 9αq where M1 is a Z{2-graded S-module that satisfies
(8.13) kerNptq “ imp1´ tq,
9M0 Ď H0pM1q is a Z{2-graded Z{p-vector subspace and 9α is a grading-preserving
isomorphism 9α : 9M0 Ñ H0pM1q{ 9M0.
Morphisms pM1, 9M0, 9αq Ñ pL1, 9L0, 9βq are grading-preserving S-module homo-
morphisms f1 : M1 Ñ L1 such that H0pf1q : H0pM1q Ñ H0pL1q maps 9M0 to 9L0
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and intertwines the maps 9α and 9β. The homomorphism of exact K-modules induced
by a morphism of triples f1 : M1 Ñ L1 is injective if and only if f1 is injective and
f´11 pL0q “M0; and it is surjective if and only if f1 is surjective and L0 “ fpM0q.
Since α21 and α12 are odd,
M2 :“ Σtx P kerNptq : px mod imp1´ tq P 9M2u
in the situation of Theorem 8.10 and M2 :“ ΣpM1{M0q in the situation of Theo-
rem 8.12. That is, the grading on M2 is reversed in both cases.
There is also an analogue of these results for the cases where αM01 “ 0 or αM10 “ 0.
Since the automorphism BS maps these two cases onto each other, it suffices to
discuss one of them. The condition αM01 “ 0 holds if and only if αM12 is surjective, if
and only if αM20 is injective, if and only if these maps fit into an exact sequence
M0 M2 M1.
αM20 α
M
12
As above, we may use this to identify M0 with a subgroup of M2 and M1 with
ΣpM2{M0q, so that αM20 becomes the inclusion map and αM12 the quotient map, made
grading-reversing. Now M2 is a module over the ring S2 defined in (7.12), and we
denote its generators more briefly as tM “ tM2 and sM “ sM2 .
The map αM02 : M2 ÑM0 ĎM2 must be the corestriction of αM20 ˝ αM02 “ 1´ tM
by (5.25), whereas αM21 : M1 Ñ M2 must be the map on the quotient induced by
αM21 ˝ αM12 “ 1´ sM by (5.26). So we need imp1´ tM q ĎM0 Ď kerp1´ sM q. Let
HpM2q :“ kerp1´ sM q{ imp1´ tM q.
The maps on the subquotient HpM2q induced by 1´ sM and 1´ tM vanish, and
then so does multiplication by p because p “ pp´Nptqq ` pp´Npsqq holds in S2.
So HpM2q is a vector space over Z{p. A subgroup M0 as above is the preimage of
a unique Z{p-linear subspace 9M0 in HpM2q. Exactness dictates that the missing
map αM10 is a composite map
M0 M0{ imp1´ tq “ 9M0 9αÝÑ HpM2q{ 9M0 – kerp1´ sq{M0 ĎM2{M0 “M1
for an isomorphism 9α : 9M0 „ÝÑ HpM2q{ 9M0 and that kerp1 ´ tM q “ imp1 ´ sM q.
Conversely, any triple pM2, 9M0, 9αq as above comes from an exact K-module with
αM01 “ 0, and the construction above is an equivalence of categories.
Theorem 8.14. The category of exact K-modules with αM01 “ 0 is equivalent to the
category of triples pM2, 9M0, 9αq where M2 is a Z{2-graded S2-module that satisfies
(8.15) kerp1´ tM q “ imp1´ sM q,
9M0 Ď HpM2q is a Z{2-graded Z{p-vector subspace and 9α is a grading-preserving
isomorphism 9α : 9M0 Ñ HpM2q{ 9M0.
Here a morphism pM2, 9M0, 9αq Ñ pL2, 9L0, 9βq is a grading-preserving S2-module
homomorphism f2 : M2 Ñ L2 such that Hpf2q : HpM2q Ñ HpL2q maps 9M0 to 9L0
and intertwines the maps 9α and 9β. The homomorphism of exact K-modules induced
by a morphism of triples f2 : M2 Ñ L2 is injective if and only if f2 is injective
and M0 “ f´1pL0q; it is surjective if and only if f2 : M2 Ñ L2 is surjective and
L0 “ fpM0q.
As above, the case where both αM01 “ 0 and αM01 “ 0 corresponds to cohomologi-
cally trivial S2-modules, and then 9M0 and 9α are redundant:
CLASSIFICATION OF GROUP ACTIONS ON C*-ALGEBRAS 45
Corollary 8.16. The category of exact K-modules with αM01 “ 0, αM10 “ 0 is equiv-
alent to the category of Z{2-graded cohomologically trivial S2-modules. A homo-
morphism f2 : M2 Ñ L2 between two Z{2-graded cohomologically trivial S2-modules
induces an injective or surjective homomorphism of exact K-modules if and only
if f2 is injective or surjective, respectively.
9. Examples of exact modules
We now describe some exact K-modules where M1 is a cyclic group. These
correspond to actions of G :“ Z{p on Cuntz algebras. The examples in this section
are representative in the following sense:
Theorem 9.1. Let M be an exact K-module where M1 is a cyclic group. Then there
is an extension M 1M M2 of exact K-modules where M 1 is one of the exact
K-modules described in Examples 9.2–9.16 and M2 is uniquely p-divisible. So M2
is as in Example 7.1.
Theorem 9.1 will be proven in Section 10 by a case-by-case study.
For each example, we first define Z{2-graded Abelian groups Mj for j “ 0, 1, 2.
So M “ M0 ‘M1 ‘M2 and 1j for j “ 0, 1, 2 is the projection onto the direct
summand Mj . Then we define maps αMjm : Mm ÑMj for j,m P t0, 1, 2u with j ‰ m.
We compute the resulting maps sMj : Mj ÑMj for j “ 1, 2 and tMj : Mj ÑMj for
j “ 0, 2 as defined in (5.19). Then we check that the relations in Theorem 5.11 hold
for these maps – so our data defines a K-module – and that the exact sequences in
Definition 5.9 are exact – so our K-module is exact. Here the relations (5.12)–(5.14)
in Theorem 5.11 hold by construction, and (5.15) is part of exactness. The remaining
relations are equivalent to (5.20)–(5.22), which is what we check.
We always define M0 so that it has an obvious module structure over the ring
S :“ Zrts{ptp´1q and write fptq for the map of multiplication by fptq in this module
for f P S. Our definitions are always arranged so that tM0 “ t in this notation. In
many examples, pM2, tM2 q is also a module over S and the same notation applies.
Sometimes, we need the full S2-module structure on M2 with S2 as in (7.12). The
notation pfq or pf1, f2q in a context such as S{pfq or S{pf1, f2q denotes the ideal
in S generated by f or by f1, f2, respectively. Recall that Zrϑs – S{pNptqq is the
ring generated by a primitive pth root of unity.
We begin with two examples of exact K-modules with M1 “ Z and sM1 “ 1M1 .
Example 9.2. Let
M0 :“ S “ Zrts{ptp ´ 1q,
M1 :“ Z,
M2 :“ S{pNptqq – Zrϑs.
All these groups are in even degree. Let αM21 :“ 0 and αM12 :“ 0. Let αM01 : M1 ÑM0
be multiplication with Nptq. Let αM10 :“ ev1 be evaluation at 1. Let αM20 be the
quotient map, and let αM02 be induced by multiplication with p1 ´ tq; this is well
defined and injective because 1´ tp | p1´ tq ¨ f for f P Zrts is equivalent to Nptq | f .
We compute tM0 “ t, tM2 “ t, sM1 “ 1, sM2 “ 1. So NptM0 q “ Nptq, NptM2 q “ 0,
NpsM1 q “ p, NpsM2 q “ p. Now the relations (5.20)–(5.22) become obvious. We have
already checked that αM02 is injective. And αM01 is clearly injective and αM10 and αM20
are surjective. The kernel of αM20 is the ideal in S generated by Nptq, which is
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isomorphic to Z because p1´ tq ¨Nptq “ 1´ tp “ 0 in S. So the maps αM01 and αM20
form a short exact sequence. So do the maps αM02 and αM10 ; the image of αM02 is the
kernel of αM10 because any f P Zrts decomposes uniquely as f “ fp1q ` pt´ 1qf2 for
some f2 P Zrts. Together with αM12 “ 0 and αM21 “ 0, this says that the remaining
relation (5.15) holds and that the sequences in Definition 5.9 are exact. So the data
above defines an exact K-module.
Let tv denote the trivial action of G on the Cuntz algebra O8. Then F˚pO8, tvq
is easily seen to be isomorphic to the K-module in Example 9.2. This gives another
proof that Example 9.2 defines an exact K-module.
Example 9.3. Let Q be the quotient Zrϑs-module
(9.4) Q :“ Zrϑ, 1{psp1´ ϑqZrϑs .
Let
M0 :“ Z‘ ΣQ, M1 :“ Z, M2 :“ ΣQ.
Here Σ means that Q is in degree 1, whereas Z is in degree 0. Define
αM01 :“
ˆ
1
0
˙
, αM20 :“
`
0 1
˘
, αM12 :“ 0, αM10 :“
`
p 0
˘
, αM02 :“
ˆ
0
1´ ϑ
˙
.
Let αM21 : ZÑ Q be the composite of the unital ring homomorphism Z ãÑ Zrϑ, 1{ps
and the quotient map to Q. Notice that αM12 and αM21 are grading-reversing, whereas
the other αjk are grading-preserving. This is why we put Q into odd degree. We
compute tM0 “ 1 ‘ ϑ, tM2 “ ϑ, sM1 “ 1, sM2 “ 1. So NptM0 q “ p ‘ 0, NptM2 q “ 0,
NpsM1 q “ p, NpsM2 q “ p. The relations (5.20)–(5.22) are now clear. The maps αM01
and αM20 clearly form a short exact sequence, which matches αM12 “ 0. The image of
αM10 is p ¨ Z Ď Z. This is equal to the kernel of αM21 because
Zrϑs{p1´ ϑq – Zrts{p1´ t,Nptqq – Zrts{p1´ t, pq – Z{p.
The kernel of αM10 is the direct summand ΣQ. This is also the image of αM02 because
multiplication by 1´ϑ on Q is surjective by Lemma 6.9. This lemma also shows that
the kernel of multiplication by 1´ϑ on Q is the subgroup isomorphic to Z{p generated
by the class of 1. So kerpαM02q “ impαM21q. Hence the remaining relation (5.15) holds
and the K-module defined above is exact.
The remaining examples are exact K-modules with M1 “ Z{pk for some k P Ně1.
The following lemma will be used in several of these examples:
Lemma 9.5. Let X be an S-module with p1´ tXq2 “ 0. Then
NptXq “ p´ ppp´ 1q2 ¨ p1´ t
Xq.
If p ‰ 2 and p ¨ p1´ tXq “ 0, then NptXq “ p.
Proof. Any polynomial f P Zrts may be written as f “ fp1q` f 1p1q ¨ pt´ 1q` f2ptq ¨
pt´ 1q2. Then fptXq “ fp1q ` f 1p1qptX ´ 1q because p1´ tXq2 “ 0. Since Np1q “ p
and N 1p1q “ řp´1j“1 j “ ppp ´ 1q{2, this implies the first claim. The second claim
follows from the first one because 2 | p´ 1 if p ‰ 2. 
We begin with the only example where the action of Z{p on M1 generated by sM1
is non-trivial:
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Example 9.6. Assume k ě 2 if p ‰ 2 and assume k ě 3 if p “ 2. Let τ P t1, . . . , p´1u.
Let ν :“ p if p ‰ 2 and ν :“ 2p1´ 2k´2τq if p “ 2. Define
M0 :“ Z{pk´1, M1 :“ Z{pk, M2 :“ ΣZ{p,
where Σ denotes that M2 is in degree 1. For x P Z, let rxs denote its class in one of
the quotients Mj , j “ 0, 1, 2. Define
αM02 :“ 0, αM21rxs :“ rτ ¨ xs, αM10rxs :“ rν ¨ xs,
αM20 :“ 0, αM12rxs :“ rpk´1 ¨ xs, αM01rxs :“ rxs.
Notice that αM12 and αM21 are grading-reversing and the other generators grading-
preserving. We compute tM0 “ 1, tM2 “ 1, sM2 “ 1 because k ě 2, sM1 “ 1´ τpk´1.
So NptM0 q “ p, NptM2 q “ p ” 0, NpsM2 q “ p ” 0. We claim that NpsM1 q “ ν. If
p “ 2, then NpsM1 q “ 1M1 ` sM1 and the claim is trivial. Let p ‰ 2. We compute
(9.7) p1´ sM1 q2 “ αM12αM21αM12αM21 “ αM12p1´ sM2 qαM21 “ 0
and p ¨ p1´ sM1 q “ 0. Since p ‰ 2, Lemma 9.5 implies NpsM1 q “ p “ ν. Hence (5.21)
holds. Equation (5.20) is trivial for p ‰ 2 and holds for p “ 2 because ν ” 2 mod
2k´1. And (5.22) is trivial. The map αM10 is injective with image pZ{pk, and αM21
is surjective with kernel pZ{pk. The map αM01 is surjective with kernel pk´1Z{pk,
and αM12 is injective with image pk´1Z{pk. Hence (5.15) holds and the sequences in
Definition 5.9 are exact. So we have defined an exact K-module.
Example 9.8. Assume p ‰ 2 or k ě 2. Let ` ě 2 and τ P t1, . . . , p´ 1u. Define
M0 :“ Z{pk´1 ‘ ΣZrϑs{p1´ ϑq`´1,
M1 :“ Z{pk,
M2 :“ ΣZrϑs{p1´ ϑq`,
αM01prxsq “
ˆrxs
0
˙
, αM20
ˆrxs
rf s
˙
“ rp1´ ϑqf s, αM12rf s “ rpk´1fp1qs,
αM10
ˆ rxs
rf2s
˙
“ rp ¨ xs, αM02
`rf s˘ “ ˆ 0rf s
˙
, αM21prxsq “ rτ ¨ p1´ ϑq`´1xs.
If k “ 1, then the summand Z{pk´1 in M0 disappears, which simplifies the formulas
for the maps αMjm. We compute
tM0 “ 1‘ ϑ, sM1 “ 1, tM2 “ ϑ, sM2 “
#
1 if k ě 2,
1´ τ ¨ p1´ ϑq`´1 if k “ 1.
Here we use that imαM21 “ p1´ϑq`´1{p1´ϑq` is contained in kerαM12 “ p1´ϑq{p1´ϑq`
because ` ě 2 to compute sM1 “ 1M1 . We claim that NpsM2 q “ p. This is clear
if k ě 2. Let k “ 1. Since sM1 “ 1, a computation analogous to (9.7) shows
that p1 ´ sM2 q2 “ 0. And p ¨ p1 ´ sM2 q “ 0 because p1 ´ ϑq` divides pp1 ´ ϑq`´1.
Since p ‰ 2 if k “ 1, Lemma 9.5 implies NpsM2 q “ p. Since NptM2 q “ Npϑq “ 0,
the condition NpsM2 q `NpsM2 q “ p ¨ 1M2 in (5.22) holds in all cases allowed in the
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example. Equations (5.21) and (5.20) are easy to check. We compute
kerpαM01q “ pk´1Z{pk “ impαM12q,
kerpαM21q “ pZ{pk “ impαM10q,
kerpαM12q “ p1´ ϑq{p1´ ϑq` “ impαM20q,
kerpαM02q “ p1´ ϑq`´1{p1´ ϑq` “ impαM21q,
kerpαM10q “ 0‘ ΣZrϑs{p1´ ϑq`´1 “ impαM02q,
kerpαM20q “ Z{pk´1 ‘ 0 “ impαM01q.
Here we use that the inclusion ZÑ Zrϑs induces an isomorphism Z{p – Zrϑs{p1´ϑq
and that multiplication by p1´ ϑq`´1 and 1´ ϑ induce isomorphisms
Zrϑs
p1´ ϑqZrϑs –
p1´ ϑq`´1Zrϑs
p1´ ϑq`Zrϑs ,
Zrϑs
p1´ ϑq`´1Zrϑs –
p1´ ϑqZrϑs
p1´ ϑq`Zrϑs ,
respectively. This finishes the proof that M is an exact K-module.
The little invariant contained in M does not depend on the parameter τ . The
following lemma shows, however, that the isomorphism class of M depends on τ .
Since there are actions of G that realise the exact K-modules in this example, we get
counterexamples of objects in BG that are not KKG-equivalent, but have isomorphic
little invariants.
Lemma 9.9. The K-modules M in Example 9.8 for different values of τ are not
isomorphic.
Proof. Given px, yq PM1‘M1, there is b PM2 with p1M2 ´ tM2 q`´1pbq “ αM21pxq and
αM12pbq “ y if and only if y “ τpk´1 ¨ x. Hence the map of multiplication by τpk´1
on Z{pk is an isomorphism invariant of M . The information in this map is exactly
the class of τ in Z{p. 
Roughly speaking, Example 9.6 is the case ` “ 1 of Example 9.8, which we
have not allowed there. If we took ` “ 1 in Example 9.8, we could simplify
Zrϑs{p1 ´ ϑq`´1 “ 0 and Zrϑs{p1 ´ ϑq` – Z{p. Then the formulas for αMjm for
pj,mq ‰ p0, 1q would become exactly those in Example 9.6. The formulas for αM10
would also be the same as in Example 9.6 if p ‰ 2, but not if p “ 2. The subtle
choice of αM10 in Example 9.6 ensures that (5.21) also holds if p “ 2.
Example 9.10. Define Q :“ Zrϑ, 1{ps L p1´ ϑqZrϑs as in (9.4). Define
M0 :“ Z{p
k ‘Q‘ ΣQ
tprpk´1xs, rxs, 0q : rxs P Z{pu ,
M1 :“ Z{pk,
M2 :“ Q‘ ΣQ.
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We describe elements of M0 as equivalence classes of triples rx, y, zs with x P Z{pk,
y, z P Q. Define
αM01prxsq :“
»–x0
0
fifl , αM20
»– rxsrf1s
rf2s
fifl :“ ˆrp1´ ϑq ¨ f1srf2s
˙
, αM12
ˆrf1s
rf2s
˙
:“ 0,
αM10
»– rxsrf1s
rf2s
fifl :“ rp ¨ xs, αM02 ˆrf1srf2s
˙
:“
»– 0rf1s
rp1´ ϑq ¨ f2s
fifl , αM21prxsq :“ ˆ 0rxs
˙
.
We have implicitly used the isomorphism Z{p – Zrϑs{p1´ϑq induced by the inclusion
ZÑ Zrϑs and the inclusion Zrϑs{p1´ϑq Ď Q. Notice that the maps αM10 and αM20 are
well defined. And the maps αM12 and αM21 reverse the grading, while the other αMjm
preserve the grading. We compute
tM0 “ p1‘ ϑ‘ ϑq˚, sM1 “ 1, tM2 “ ϑ‘ ϑ, sM2 “ 1‘ 1.
Now the relations (5.21), (5.20) and (5.22) are clear. And
kerpαM01q “ 0 “ impαM12q,
kerpαM21q “ pZ{pk “ impαM10q,
kerpαM12q “ Q‘ ΣQ “ impαM20q,
kerpαM02q “ 0‘ Zrϑs{p1´ ϑq “ impαM21q.
Here we have used that multiplication by 1´ϑ on Q is surjective and has the kernel
Zrϑs{p1´ ϑq (see Lemma 6.9). The equivalence class of prxs, rf1s, rf2sq belongs to
the kernel of αM10 if and only if there is y P Z{p with x “ pk´1y; then»– rxsrf1s
rf2s
fifl “
»– 0rf1 ´ ys
rf2s
fifl P impαM02q.
And the equivalence class of prxs, rf1s, rf2sq belongs to the kernel of αM20 if and only
if rf2s “ 0 and rf1s P Zrϑs{p1´ ϑq – Z{p; then»– rxsrf1s
rf2s
fifl “
»–rx´ pk´1f1p1qs0
0
fifl P impαM01q.
Thus M is an exact K-module.
Example 9.11. Let k ě 1, ` P Ně1 and c P t1, . . . , p´ 1u. Define
M0 :“ S
L `p1´ tq` ´ cpk´1Nptq, pkNptq˘,
M1 :“ Z{pk,
M2 :“ S
L `p1´ tq`, Nptq˘.
Let I be the ideal
`p1´tq`´cpk´1Nptq, pkNptq˘ in S. Let αM21 “ 0 and αM12 “ 0. Let
αM20 : M0 ÑM2 be the quotient map; this exists because I Ď
`p1´ tq`, Nptq˘. Let
αM02 : M2 ÑM0 be induced by multiplication with 1´ t; this is well defined because
p1´tq¨`p1´tq`´cpk´1Nptq˘ ” p1´tq``1 mod tp´1, so that p1´tq¨pp1´tq`, Nptqq Ď I
as ideals in S. Let αM10 : M0 ÑM1 be induced by ev1 : SÑ Z; this is well defined
because Np1q “ p and hence ev1pIq Ď ppkq. Let αM01 : M1 Ñ M0 be induced by
ZÑ S, j ÞÑ Nptq ¨ j; this is well defined because pkNptq P I.
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We compute that tM0 “ t and tM2 “ t are multiplication with t on M0 and M2,
respectively, whereas sMj “ 1 for j “ 1, 2. The composite maps αM01 ˝αM10 : M0 ÑM0
and αM10 ˝ αM01 : M1 Ñ M1 are multiplication with Nptq and with p, respectively.
Hence the relations (5.20), (5.21) and (5.22) hold.
The maps αM20 and αM10 are surjective by construction. And impαM01q “ kerpαM20q
holds if and only if the map cokerpαM01q Ñ M2 induced by αM20 is injective. Now
M2 “ S{pp1´ tq`, Nptqq and cokerpαM01q “ S{pI ` Z ¨Nptqq “ S{pNptq, p1´ tq`q as
needed. Similarly, we compute
p1´ tq ` I “ p1´ t, cpk´1Nptq, pkNptqq “ p1´ t, cpk, pk`1q “ p1´ t, pkq
because pc, pq “ 1. Hence the map from cokerpαM02q “ S{pp1 ´ tq ` Iq to M1 –
S{p1 ´ t, pkq induced by αM10 is injective, so that impαM02q “ kerpαM10q. To check
that M is an exact K-module, it remains to show that αM02 and αM01 are injective.
These two claims translate to the following more elementary statements. First, if
f P S satisfies p1 ´ tqf P I, then f P pp1 ´ tq`, Nptqq. Secondly, if j P Z satisfies
jNptq P I, then pk | j. We check these elementary claims. Let f P Zrts. First, if
p1´ tqf P I, then there are f1, f2, f3 P Zrts with
p1´ tqf “ f1 ¨ p1´ tpq ` f2 ¨ pp1´ tq` ´ cpk´1Nptqq ` f3 ¨ pkNptq.
It follows that pf3p1q´ cf2p1q “ 0. Hence p | f2p1q. Then f2 P p1´ t, pq and p1´ tqf
belongs to the ideal generated by 1´ tp, p1´ tq``1, pp1´ tq`, pkNptq. We may drop
the generator pp1´ tq` because p ” Nptq mod p1´ tq and 1´ tp | Nptq ¨ p1´ tq`; here
we need ` ě 1. So f P pp1 ´ tq`, Nptqq as asserted. For the second claim, assume
jNptq P I. Then there are f1, f2, f3 P Zrts with
(9.12) jNptq “ f1 ¨ p1´ tpq ` f2 ¨ pp1´ tq` ´ cpk´1Nptqq ` f3 ¨ pkNptq.
Hence Nptq | f2 ¨p1´tq`. Since multiplication by 1´t is injective onS{pNptqq – Zrϑs,
it follows that N | f2. Hence p | f2p1q. Then (9.12) implies pk | j.
Example 9.13. Assume k ě 2 or p ‰ 2. Define
M0 :“ Z{pk´1 ‘ ΣZrϑs ‘ ΣQ,
M1 :“ Z{pk,
M2 :“ ΣZrϑs ‘ ΣQ,
αM01prxsq “
¨˝rxs
0
0
‚˛, αM20
¨˝ rxs
f1
rf2s
‚˛“ ˆp1´ ϑqf1rf2s
˙
, αM12
ˆ
f1
rf2s
˙
“ rpk´1f1p1qs,
αM10
¨˝ rxs
f1
rf2s
‚˛“ rp ¨ xs, αM02 ˆ f1rf2s
˙
“
¨˝
0
f1
rp1´ ϑqf2s
‚˛, αM21prxsq “ ˆ 0rxs
˙
.
The map αM12 is well defined because Zrts{pNptq, t ´ 1q “ Zrts{pt ´ 1, pq – Z{p
or, equivalently, Zrϑs{p1 ´ ϑq – Z{p. (If k “ 1, then the summand Z{pk´1 “ 0
disappears and the formulas for the maps αMjm simplify accordingly. In particular,
αM01 and αM10 become 0 in this case.) We compute
tM0 “ 1‘ ϑ‘ ϑ, sM1 “ 1, tM2 “ ϑ‘ ϑ.
The relations (5.20) and (5.21) are clear, and (5.22) is equivalent to NpsM2 q “ p
because NptM2 q “ 0. If k ě 2, then αM21 ˝αM12 “ 0. Hence sM2 “ 1‘1 and NpsM2 q “ p.
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If k “ 1, then 1M2 ´ sM2 “ αM21 ˝ αM12 maps pf1, rf2sq ÞÑ p0, rf1p1qsq, where we use
the canonical inclusion Z{p – Zrϑs{p1 ´ ϑq Ď Q. Hence p1M2 ´ sM2 q2 “ 0. Since
p ¨ p1M2 ´ sM2 q “ 0 as well and p ‰ 2, Lemma 9.5 implies NpsM2 q “ p as needed. The
definitions imply
kerpαM01q “ pk´1Z{pk “ impαM12q, kerpαM21q “ pZ{pk “ impαM10q.
Multiplication by 1´ ϑ is injective on ΣZrϑs with cokernel Z{p and surjective on
ΣQ with kernel Z{p by Lemmas 6.8 and 6.9. This implies
kerpαM12q “ p1´ ϑqZrϑs ‘ ΣQ “ impαM20q,
kerpαM02q “ 0‘ Zrϑs{p1´ ϑqZrϑs “ impαM21q,
kerpαM10q “ 0‘ ΣZrϑs ‘ ΣQ “ impαM02q,
kerpαM20q “ Z{pk´1 ‘ 0‘ 0 “ impαM01q.
It follows that M is an exact K-module.
Example 9.14. Define
M0 :“ S{ppk´1Nptqq ‘ ΣS{pNptqq,
M1 :“ Z{pk,
M2 :“ S{pNptqq ‘ ΣS{pNptqq “ Zrϑs ‘ ΣZrϑs,
αM10
ˆrf1s
rf2s
˙
:“ rf1p1qs, αM02
ˆrf1s
rf2s
˙
:“
ˆrp1´ tqf1s
rf2s
˙
,
αM01prxsq :“
ˆrx ¨Nptqs
0
˙
, αM20
ˆrf1s
rf2s
˙
:“
ˆ rf1s
rp1´ tqf2s
˙
,
αM12
ˆrf1s
rf2s
˙
:“ rpk´1f2p1qs, αM21prxsq :“ 0.
The map αM10 is well defined because pk´1Np1q “ pk, and αM12 is well defined because
S{pNptq, 1´ tq – Zrϑs{p1´ ϑq – Z{p. We compute
tM0 “ t‘ t, tM2 “ t‘ t, sM1 “ 1, sM2 “ 1‘ 1.
So NptM0 q “ Nptq ‘ Nptq “ Nptq ‘ 0 and NptM2 q “ 0. Now αM01 ˝ αM10 “ NptM0 q
follows from Nptq ¨ f “ Nptq ¨ fp1q for all f P S, giving (5.20). The relations (5.21)
and (5.22) are clear. The map αM10 is clearly surjective and αM02 is injective (see
Lemma 6.8). Since the kernel of SÑ Z, f ÞÑ fp1q, is the ideal generated by 1´ t,
it follows that kerpαM10q “ impαM02q. Together with αM21 “ 0, this is one of the exact
sequences in Definition 5.9. It is clear that
kerpαM12q “ Zrϑs ‘ Σp1´ ϑqZrϑs “ impαM20q.
And kerpαM20q “ pNptqq{ppk´1Nptqq‘ 0 because multiplication by 1´ t on S{pNptqq
is injective by Lemma 6.8. So kerpαM20q “ impαM01q. And kerpαM01q “ pk´1Z{pk “
impαM12q. So M is an exact K-module.
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Example 9.15. Let k ě 1. Let Zrϑs :“ S{pNptqq and Q :“ Zrϑ, 1{ps L p1´ ϑqZrϑs
as in (9.4). Define
M0 :“ S{pp
kNptqq ‘Q
tppk´1Nptqj, jq : j P Z{pu ,
M1 :“ Z{pk – S{p1´ t, pkq “ S{p1´ t, pk´1Nptqq,
M2 :“ S{pNptqq ‘Q “ Zrϑs ‘Q.
Define αM12 :“ 0, αM21 :“ 0, and
αM01prxsq “
„rx ¨Nptqs
0

, αM20
„rf1s
rf2s

“
ˆ rf1s
rp1´ tq ¨ f2s
˙
,
αM10
„rf1s
rf2s

“ rf1p1qs, αM02
ˆrf1s
rf2s
˙
“
„rp1´ tq ¨ f1s
rf2s

.
The maps αM10 and αM20 are well defined – that is, they vanish on ppkNptq, 0q and
ppk´1Nptqj, jq for j P Z{p – because pk´1Np1q “ pk ” 0 in M1 and p1 ´ tqj “ 0
in Q for all j P Z{p. And the map αM02 is well defined – that is, it vanishes on
pNptq, 0q – because p1´ tqNptq “ 0 in S. We compute
tM0 “ pt‘ ϑq˚, sM1 “ 1, tM2 “ t‘ ϑ, sM2 “ 1‘ 1.
This implies NptM2 q “ Npϑq “ 0 and NpsM2 q “ p, giving (5.22). And αM10 ˝αM01rxs “
rp ¨ xs and αM01 ˝ αM10rf1, f2s “ rNptq ¨ f1, 0s; so (5.21) and (5.20) also hold.
The map αM01 is injective. Its cokernel is the quotient of S‘Q by pNptqq ‘ Z{p
because elements of the form px¨Nptq, 0q are killed in it, and r0, js “ r´pk´1jNptq, 0s
holds in M0. The map αM20 induces an isomorphism from this to Zrϑs ‘Q because
of Lemmas 6.8 and 6.9. So the maps αM01 and αM20 form a short exact sequence.
The map αM02 is injective because p1 ´ tq ¨ S X Nptq ¨ S “ 0. Its cokernel is the
quotient of S‘Q by the subgroup generated by p1´ tqS‘Q, ppkNptqq ‘ 0 and
tppk´1Nptqj, jq : j P Z{pu. All of Q is killed in this cokernel, and evaluation at 1 is
an isomorphism S{p1 ´ tq – Z, which maps Nptq ÞÑ p. So the cokernel of αM02 is
isomorphic to Z{pk through the map αM10 . Thus both sequences in Definition 5.9
are exact. This verifies the relation (5.15) and shows that the data above defines an
exact K-module.
Example 9.16. Let p “ 2. Then the ring K has an automorphism that maps
αjm ÞÑ ασpjqσpmq for the permutation σ “ p02q. It also switches the Z{2-grading
on M2. And it maps s1 to ´s1. Hence each example above produces another
example where the sign of s1 is switched, by permuting the summands Mj and the
maps αMjm according to the permutation σ. We denote it by Mσ.
We claim thatMσ is truly a new example except in Examples 9.10 and 9.14 in the
special case k “ 1. The only example above where sM1 ‰ 1M1 is Example 9.6, where
sM1 “ 1´τpk´1. Since k ě 3 is assumed if p “ 2, it follows that 1´τpk´1 ” 1 mod 4
and hence ´p1´ τpk´1q ” 3 mod 4. So the automorphism applied to Example 9.6
gives new examples. If sM1 “ 1M1 , then ´sM1 “ sM1 if and only if multiplication by 2
is the identity map on M1. This only happens if M1 “ Z{2. This is not possible in
Examples 9.2, 9.3, 9.8, 9.13, so they always give new examples. The other examples
Examples 9.10, 9.11, 9.14 and 9.15 also give new examples if p “ 2 and k ě 2. We
examine what happens in the latter examples if p “ 2 and k “ 1. It can be seen that
M –Mσ in the situation of Examples 9.10 and 9.14 if k “ 1 and p “ 2. In contrast,
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we claim that Examples 9.11 and 9.15 give new examples also for k “ 1 and p “ 2.
Since αM21 “ 0 and αM12 “ 0 in these two examples, αMσ01 “ 0 and αMσ10 “ 0. No other
example with k “ 1 and p “ 2 has this property. As a result, Mσ is indeed a new
example except for Examples 9.10 and 9.14 with k “ 1.
10. Proof of Theorem 9.1
Let M be an arbitrary exact K-module where M1 is a cyclic group. First, we
study the possibilities for the action of Z{p on M1.
We begin with the case M1 “ Z. The automorphism group of M1 has two
elements, and the non-trivial one acts by x ÞÑ ´x. This automorphism of order 2
only occurs if p “ 2. In the case p “ 2, there is an automorphism of the ring K
that maps s1 to ´s1. Since Example 9.16 takes this automorphism into account,
Theorem 9.1 holds in the case M1 “ Z once it holds in the case where both M1 “ Z
and sM1 “ 1M1 . Then NpsM1 q “ p. So
(10.1) kerNpsZ1 q “ 0, imNpsZ1 q “ p ¨ Z, cokerNpsZ1 q – Z{p.
Next, let M1 be a finite cyclic group. Then M1 – Z{pk ‘M 11 with a cyclic
group M 11 of order coprime to p. So M 11 is uniquely p-divisible. Theorem 7.24
extends M 11 to an exact K-submodule M 1 of M , which has the form of Example 7.1
with Y “ 0. The quotient M2 :“M{M 1 is an exact K-module with M21 “ Z{pk.
Lemma 10.2. The submodule M 1 is a direct summand, so that M “M2 ‘M 1.
Proof. The projection e1 onto M 11 that kills Z{pk commutes with sM1 . Since M 11 is
uniquely p-divisible, it splits as M 11 “ NpsM1 qpM 11q ‘ p1´ sM1 qpM 11q, and 1´ sM1 is
invertible on p1´sM1 qpM 11q (see Proposition 6.6). Let e1N and e1´ be the projections
onto NpsM1 qpM 11q and p1´ sM1 qpM 11q, respectively. Now the maps
e0 : M0 ÑM0, e0 :“ αM01 ˝ p´1e1N ˝ αM10 ,
e2 : M2 ÑM2, e2 :“ αM21 ˝ p1´ tq´1e1´ ˝ αM12
are well defined. Equations (5.21) and (5.24) imply e20 “ e0, e22 “ e2, and their images
are easily seen to beM 10 andM 12, respectively. The idempotent maps ej for j “ 0, 1, 2
form a K-module map. So they give the asserted direct sum decomposition. 
As a result, if Theorem 9.1 holds in the case where M1 “ Z{pk for some k P Ně1,
then it holds whenever M1 “ Z{n with n P Ně1. So in the case of finite M1, we
may assume without loss of generality that M1 “ Z{pk.
Now we consider the possible representations of Z{p on M1 “ Z{pk. Any
automorphism of Z{pk is of the form x ÞÑ x ¨m for a unit m in the ring Z{pk. To
get an action of Z{p, we need mp ” 1 mod p. This forces m ” 1 mod p. So only the
trivial automorphism is possible if k “ 1. Assume now that k ě 2. If p ‰ 2, then
the multiplicative group of elements in 1` pZ mod pk is isomorphic to the additive
group pZ{pk – Z{pk´1 because the power series defining the exponential function
and the logarithm converge. Hence mp “ 1 mod p holds if and only if m “ 1´pk´1τ
for some τ P Z{p. If p “ 2, then the argument above only works if m ” 1 mod 4.
It shows that the possible solutions of mp “ 1 mod 2k with m ” 1 mod 4 are
m “ 1 ´ 2k´1τ for τ P Z{2, and τ ‰ 0 only if k ě 3. So all solutions in Z{2k are
˘p1 ´ 2k´1τq for the two signs and τ P Z{2, and τ ‰ 0 is only allowed if k ě 3.
An automorphism of K that switches the sign of s1 is described in Section 5.2.
Hence the cases m “ ´p1 ´ 2k´1τq are covered by Example 9.16. Therefore, if
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M1 “ Z{pk, then we may assume without loss of generality that sM1 is multiplication
with m “ 1´ pk´1τ for some τ P Z{p, where τ “ 0 if k “ 1 or if k “ 2 and p “ 2.
Then we compute psM1 qjpxq “ mj ¨ x “ p1 ´ pk´1jτqx for j P N. If p ‰ 2, then
NpsM1 qpxq “ p ¨ x because p |
řp´1
j“1 j. If p “ 2, then NpsM1 qpxq “ 2 ¨ p1´ 2k´2τq ¨ x.
Since 1´ 2k´2τ for k ě 3 is a unit in Z{2k, this implies
(10.3) kerNpsZ{pk1 q “ pk´1Z{pk – Z{p, imNpsZ{p
k
1 q “ pZ{pk.
Hence cokerNpsZ{pk1 q – Z{p. Lemma 5.63 implies
(10.4)
kerαM01 Ď kerNpsM1 q, impαM10q Ě imNpsM1 q, cokerpαM10q Ď cokerNpsM1 q;
the third claim in (10.4) is equivalent to the second. Since M is exact, the map αM21
induces an isomorphism cokerαM10 – imαM21 . Equations (10.1) and (10.3) show that
kerNpsM1 q and cokerNpsM1 q are both Z{p. Since the only subgroups of Z{p are t0u
and Z{p, our classification problem splits into four cases:
(1) kerαM01 “ t0u and cokerαM10 – imαM21 “ t0u;
(2) kerαM01 “ t0u and cokerαM10 – imαM21 – Z{p;
(3) kerαM01 – Z{p and cokerαM10 – imαM21 “ t0u;
(4) kerαM01 – Z{p and cokerαM10 – imαM21 – Z{p;
We split the proof of Theorem 9.1 into several propositions. The first one handles
exact K-modules with M1 “ Z (Proposition 10.5). Then we treat exact K-modules
with M1 “ Z{pk in the first three cases above in Propositions 10.8, 10.14 and 10.16,
respectively. The fourth case is split it further into Propositions 10.17 and 10.18.
These propositions together will prove Theorem 9.1.
Proposition 10.5. Let M be an exact K-module with M1 “ Z and sM1 “ 1M1 . Then
cokerαM10 “ t0u or cokerαM10 “ Z{p. In the first case, let M 1 be the exact K-module
in Example 9.2. In the second case, let M 1 be the exact K-module in Example 9.3.
There is a K-module extension M 1M M2 where M2 is a uniquely p-divisible
exact K-module as in Example 7.1 with X “ 0 and Z “ 0.
Proof. The assumption sM1 “ 1M1 implies NpsM1 q “ p. So kerNpsM1 q “ 0 and
cokerNpsM1 q – Z{p. Hence kerαM01 “ t0u and either cokerαM10 “ t0u or cokerαM10 “
Z{p. Thus αM01 is injective, αM12 “ 0 and αM20 is surjective because M is exact.
And the image of αM21 is isomorphic to either 0 or ΣZ{p; the suspension comes in
because αM21 reverses the grading.
Exact K-modules with αM12 “ 0 are studied in Section 8.2. Theorem 8.9 shows
that their isomorphism classes are in bijection with isomorphism classes of triples
pM0, 9M1, 9αq, whereM0 is an S-module with kerNptq “ imp1´tq, 9M1 Ď H0pM0q :“
kerp1´ tq{ imNptq is a Z{p-vector subspace and 9α is a grading-preserving isomor-
phism 9α : 9M1 „ÝÑ H0pM0q{ 9M1. Equation (8.8) shows that 9M1 – impαM21q. The two
cases for cokerαM10 correspond to triples with
(1) 9M1 “ 0;
(2) 9M1 – ΣZ{p.
The existence of a grading-reversing isomorphism 9α : 9M1 „ÝÑ H0pM0q{ 9M1 implies
kerp1´ tq “ imNptq in case (1) and kerp1´ tq{ imNptq – Z{p‘ ΣZ{p in case (2).
By construction, M1 ĎM0 is an extension of imNptq by 9M1. So imNptq – Z holds
in both cases.
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Let M 1 be the exact K-module in Example 9.2 if 9M1 “ 0 and the exact K-module
in Example 9.3 if 9M1 – ΣZ{p. Notice that M 11 “ Z, sM 11 “ 1M 11 in both examples,
so that M 1 also corresponds to a triple pM 10, 9M 11, 9α1q. And 9M 11 – 9M1 holds in both
cases. We are going to define a morphism of triples ψ : M 10 ÑM0 that restricts to
an isomorphism M 11 Ñ M1 and is injective as a map M 10 Ñ M0. The criterion in
Theorem 8.9 shows that this map ψ induces an injective K-module homomorphism
ψ˚ : M 1 ãÑM . Let M2 :“M{M 1. This is an exact K-module as well because both
M 1 and M are exact. And M21 “ 0. Hence Theorem 7.2 shows that M2 is uniquely
p-divisible and has the form of Example 7.1 with X “ 0 and Z “ 0. It remains to
build the homomorphism of triples ψ above.
We first do this in the case 9M1 “ 0. Then kerp1´ tq “ imNptq and kerNptq “
imp1 ´ tq, that is, M0 is cohomologically trivial, and we are in the situation of
Corollary 8.5. And
M1 “ kerp1´ tq “ imNptq – Z,
M2 “M0{M1 “M0{ kerp1´ tq – imp1´ tq “ kerNptq,
where the isomorphism M0{ kerp1´ tq – imp1´ tq is induced by 1´ t.
Lemma 10.6. Let a P imNptq – Z be a generator and choose y P M0 with
Nptqy “ a. Then p1´ tqy is a generator of imp1´ tq{ imp1´ tq2, which is isomorphic
to Z{p. And kerp1´ tq X imp1´ tq “ 0.
Proof. The map Nptq acts by multiplication by p on imNptq by Lemma 6.1. This
is injective because imNptq – Z. So kerNptq X imNptq “ 0. This is equivalent to
kerp1´ tq X imp1´ tq “ 0 by cohomological triviality. Equivalently, 1´ t restricts to
an injective map on imp1´ tq. Let a P imNptq – Z be a generator. Let x P imp1´ tq.
This means that there is z P M0 with x “ p1´ tqz. This element is unique up to
adding an element of kerp1´ tq “ imNptq – Z. We have x P imp1´ tq2 if and only
if z may be chosen in imp1 ´ tq “ kerNptq. Equivalently, there is m P Z so that
Nptqpz`m ¨ aq “ 0. Now Nptqpm ¨ aq “ p ¨m ¨ a because t ¨ a “ a. So there is m P Z
with Nptqpz `m ¨ aq “ 0 if and only if Nptqpzq belongs to the subgroup generated
by p ¨ a. Hence there is a well defined injective map from imp1 ´ tq{ imp1 ´ tq2
to Z{p that maps the class of x to the class of Nptqz in aZ{paZ. Since a P imNptq,
there is y PM0 with Nptqy “ a. Then the map imp1´ tq{ imp1´ tq2 Ñ Z{p maps
p1´ tqy P imp1´ tq to a non-trivial element. Hence this map is also surjective. 
Lemma 10.7. The map ψ : SÑM0, f ÞÑ fptqy, is an injective S-module homo-
morphism. Its image contains M1 and its cokernel is uniquely p-divisible.
Proof. The image of ψ contains Z ¨ a, which is M1 by the choice of a. So ψ has
the same cokernel as the map Zrϑs Ñ imp1 ´ tq, f ÞÑ fptqp1 ´ tqy. This map is
injective with a uniquely p-divisible cokernel by Lemmas 6.8 and 10.6. It remains to
show that ψ is injective as well. The principal ideal in S :“ Zrts{ptp ´ 1q generated
by t´ 1 is isomorphic to Zrϑs because ptp ´ 1q | f ¨ pt´ 1q if and only if Nptq | f .
The map ψ restricts to an injective map from pt ´ 1q ¨ S to imp1 ´ tq Ď M0 by
Lemma 6.8. Let ψpfq “ 0. Then ψppt´ 1q ¨ fq “ 0 as well. This implies Nptq | fptq
because ψ is injective on pt´ 1q ¨S – S{pNptqq. Then f ” m ¨Nptq mod ptp ´ 1q
for some m P Z. Now ψpfq “ m ¨Nptqy “ m ¨ a, and this is only 0 if m “ 0. Then
tp ´ 1 | f , that is, f “ 0 in S. So ψ is injective. 
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The exact K-module M 1 in Example 9.2 also satisfies αM 121 “ 0 and αM 112 “ 0. So
Corollary 8.5 shows that it is associated to a cohomologically trivial S-module,
namely,M 10 “ S. So the map ψ above induces a K-module homomorphismM 1 ÑM .
It is injective by the criterion in Corollary 8.5. This finishes the proof in the case of
exact K-modules with M1 “ Z, αM 121 “ 0 and αM 112 “ 0.
Now we treat the case where 9M1 – Z{p. Since Nptq|M1 is multiplication by p,
the maps αM01 and NpsM1 q are both injective and have the same image, namely, the
subgroup p ¨Z Ď Z. Hence the statement in Lemma 7.19.(2) holds. So the equivalent
statements (1) and (3) in Lemma 7.19 hold as well. Thus
kerp1M2 ´ tM2 q “ kerpαM02q “ impαM21q – Z{p,
imp1M2 ´ tM2 q “ impαM20q “ kerpαM12q “M2,
and
M0 “M1 ‘ impαM02q “M1 ‘ imp1´ tq
as an S-module; here we have used (5.23) and that αM20 is surjective. Lemma 6.9
applies and gives an injectiveS-module homomorphismM 12 ãÑM2 withM 12 “ ΣQ as
in Example 9.3, such that M2{M 12 is uniquely p-divisible. The map αM02 : ΣQÑM0
has kernel ΣZ{p andQ{pZ{pq – Q by multiplication with 1´t. HenceM0 –M1‘ΣQ
as anS-module, and 9M1 is the image ofM1 inH0pM0q. We may choose the generator
e P Z{p in the proof of Lemma 6.9 to be 9αpr1sq. Then the injective homomorphism
M 10 :“ Z ‘ ΣQ ãÑ M0 is a morphism of triples as needed for Theorem 8.9. It
is injective on M 10 and induces an isomorphism M 11
„ÝÑ M1. Hence the induced
homomorphism of exact K-modules is injective by Theorem 8.9. Its cokernel M2
is an exact K-module with M21 “ 0. This finishes the proof in the case of exact
K-modules with M1 “ Z, αM 121 “ 0 and impαM21q – Z{p. So Proposition 10.5 is
proven. 
We have proven Theorem 9.1 in the case M1 “ Z. So from now on, we may
assume that M1 “ Z{pk for some k ě 1. If sM1 ‰ 1, then αM12 ‰ 0 and αM21 ‰ 0
by (5.19). We shall first treat the three cases where at least one of the maps αM12
and αM21 is zero. So we shall only meet exact K-modules with sM1 “ 1 for a while.
The first case in our list has kerαM01 “ t0u and cokerαM10 “ t0u. The study of
this case is parallel to the case 9M1 “ 0 in the proof of Proposition 10.5. Again,
αM12 “ 0 and αM21 “ 0 hold, so that we are in the situation of Corollary 8.5: exact
K-modules in this case are equivalent to cohomologically trivial S-modules with
M1 “ kerp1´ tq “ imNptq “ Z{pk,
M2 “M0{M1 “M0{ kerp1´ tq – imp1´ tq “ kerNptq.
Proposition 10.8. Let M be an exact K-module with M1 “ Z{pk and kerαM01 “ t0u
and cokerαM10 “ t0u. Then there is a K-module extensionM 1M M2, whereM 1
is one of the exact K-modules in Example 9.11 or 9.15 andM2 is a uniquely p-divisible
exact K-module as in Example 7.1 with X “ 0 and Z “ 0.
Proof. We begin by studying M2, which we identify with kerNptq “ imp1´ tq as
above. We compute the kernel and cokernel of 1 ´ ϑ acting on M2. We use the
Snake Lemma for the endomorphism 1´ t of the extension M2 M0  imNptq,
where the quotient map is Nptq. Using that M0 is cohomologically trivial, this gives
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a long exact sequence
0 Ñ kerp1´ tq|M2 Ñ imNptq NptqÝÝÝÑ imNptq
Ñ cokerp1´ tq|M2 NptqÝÝÝÑ imNptq idÝÑ imNptq Ñ 0.
Since Nptq : imNptq Ñ imNptq is multiplication by p on Z{pk, this implies
(10.9) kerp1´ tq|M2 – Z{p, cokerp1´ tq|M2 – Z{p.
More precisely, kerp1 ´ tq|M2 – Z{p is generated by the class of pk´1 in Z{pk “
M1 – imNptq. And the boundary map in the Snake Lemma maps the generator 1
of Z{pk to a generator of cokerp1 ´ tq|M2 . In other words, choose b P M0 with
Nptqb “ r1s in Z{pk. Then p1 ´ tqb P imp1 ´ tq “ M2 represents the generator of
cokerp1´ tq|M2 . Next we classify the resulting modules over Zrϑs:
Lemma 10.10. Let M2 be a Zrϑs-module with (10.9). Then there is a submodule
M 12 Ď M2 such that M2{M 12 is uniquely p-divisible, and which has the following
form. Either M 12 “ Zrϑs{p1´ ϑq` for some ` P Ně1 or M 12 “ Zrϑs ‘Q.
Proof. Let a0 P M2 generate kerp1 ´ ϑq. We recursively construct an P M2 with
p1 ´ ϑqan “ an´1 as long as an´1 P imp1 ´ ϑq. Assume first that this process
stops at some ` P N, that is, a0, . . . , a`´1 are defined and a`´1 R imp1´ ϑq. Define
ψ : Zrϑs Ñ M2, f ÞÑ f ¨ a`´1. So ψp1 ´ ϑqj “ a`´j´1 for j “ 0, . . . , ` ´ 1 and
ψp1´ ϑq` “ 0. An argument as in the proof of Lemma 6.9 shows that the map ψ
is injective. And ψ induces an isomorphism between the kernel and cokernel of
multiplication by 1´ϑ on Zrϑs{p1´ϑq` andM2. By the Snake Lemma, multiplication
by 1 ´ ϑ is invertible on the cokernel of ψ. Then the cokernel of ψ is uniquely
p-divisible by Proposition 6.6. SoM2 has the asserted form withM 12 “ Zrϑs{p1´ϑq`.
Now assume that a` is defined for all ` P N. Let X0 Ď M2 be the subgroup
generated by the a`. This is a submodule because p1´ ϑqa` “ a`´1 for ` ě 1 and
p1´ ϑqa0 “ 0. By construction, multiplication by 1´ ϑ on X0 is surjective and its
kernel is pZ{pq ¨a0 – Z{p. So the map ψ0 : QÑ X0 defined by p1´ϑq´nf ÞÑ fpϑqan
for all n P N, f P Zrϑs is an isomorphism by Lemma 6.9. The Snake Lemma implies
that multiplication by 1´ϑ is injective onM2{X0 and still has the same cokernel Z{p.
So Lemma 6.8 gives an injective Zrϑs-module homomorphism 9ψ1 : Zrϑs ÑM2{X0
with uniquely p-divisible cokernel. We may lift 9ψ1 to a Zrϑs-module homomorphism
ψ1 : Zrϑs ÑM2 because Zrϑs is free. Since 9ψ1 is injective, the resulting map
pψ0, ψ1q : Q‘ Zrϑs ÑM2
is still injective. Its cokernel is isomorphic to the cokernel of 9ψ1, which is uniquely
p-divisible. So M 12 has the asserted form. 
Let M 12 Ď M2 be the submodule given by Lemma 10.10. We study the two
possibilities for M 12 separately.
Lemma 10.11. LetM 12 “ Zrϑs{p1´ϑq` in Lemma 10.10. There are c P t1, . . . , p´1u
and a submodule M 10 ĎM0 that contains M1 “ imNptq, such that
M 10 – Zrts
L `
tp ´ 1, p1´ tq` ´ cpk´1Nptq˘
and M0{M 10 –M2{M 12 is uniquely p-divisible.
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Proof. Above Lemma 10.10, we have chosen b PM0 with Nptqb “ r1s in Z{pk. We
have seen that p1 ´ tqb generates cokerp1 ´ tq|M2 . We may add any element of
kerNptq “ imp1´ tq “ M2 to b without changing Nptqb “ r1s. This way, we may
add an arbitrary element of p1´ tqM2 to p1´ tqb and arrange that p1´ tqb PM 12.
The group M 12 is also a ring, and p1 ´ tqb must be invertible in its ring structure
because it generates cokerp1´ tq|M 12 – Z{p. There is a group automorphism of M 12
that maps p1´ tqb to the unit element in M 12. Then we may assume without loss
of generality that p1´ tqb “ 1. Then p1´ tq`b “ p1´ ϑq`´1 PM 12 is a generator of
kerp1´ tq|M2 . Above Lemma 10.10, we have seen that rpk´1s PM1 XM2 is also a
generator for kerp1´ tq|M2 . So there is c P t1, . . . , p´ 1u such that
(10.12) p1´ tq`b “ crpk´1s “ cpk´1Nptqb.
That is, p1´ tq`´cpk´1Nptq belongs to the annihilator of b. So we get a well defined
map
ψ : S
L `p1´ tq` ´ cpk´1Nptq, pkNptq˘ÑM0.
We have built an exact K-module M 1 with M 10 “ S
L `p1´ tq`´ cpk´1Nptq, pkNptq˘
in Example 9.11. This example has αM21 “ 0 and αM12 “ 0, and so it falls under the
classification in Corollary 8.5. So M 10 is cohomologically trivial and M 1 is the exact
K-module associated to M 10 by the construction in Corollary 8.5. By Corollary 8.5,
the S-module homomorphism ψ above induces a homomorphism of exact K-modules
ψ˚ : M 1 Ñ M , which is injective if and only if ψ is injective. Actually, ψ clearly
induces an isomorphism M 11
„ÝÑM1. So injectivity on M 10 follows if the restriction
of ψ to M 12 “ kerNptM 1q “ imNptM 1q Ď M 10 is injective. And this follows from
Lemma 10.10 and the description of M 12 in Example 9.11. 
Next we consider the case withM 12 “ Zrϑs‘Q in Lemma 10.10. As above, choose
b PM0 with Nptqb “ r1s P Z{pk. Then p1´ tqb generates cokerp1´ tq|M2 . We may
use this element as the generator of the direct summand Zrϑs in M 12. Recall that
M2 “ kerNptq “ imp1´ tq and kerp1´ tq X imp1´ tq “ kerNptq X imNptq – Z{p
corresponds to the subgroup pk´1Z{pk in M1 “ Z{pk. So j P Z{pk belongs to M2 if
and only if pk´1 | j. And rpk´1s “ pk´1Nptqb generates kerp1 ´ tq|M2 – Z{p.
We use this generator to build the embedding ψQ : Q ãÑ M2 in the proof of
Lemma 10.10. Then we define a map ψ : S ‘ Q Ñ M0 by ψpfq :“ fptq ¨ b for
f P S and ψpxq :“ ψQpxq for x P Q.
Lemma 10.13. The kernel of the map S‘QÑM0 above is the subgroup generated
by ppk´1Nptq, 1q P S‘Q.
Proof. We have built the embedding ψQ so that ψppk´1Nptq, 1q “ 0. Now let
pf1, f2q P S‘Q satisfy ψpf1, f2q “ 0. We must show that pf1, f2q is a multiple of
ppk´1Nptq, 1q. Since the image of ψpf1, f2q in M0{M2 vanishes, pk divides f1p1q.
So we may write f1 “ j ¨ pk´1Nptq ` p1 ´ tqf3 for some j P Z, f3 P S. So
pf1, f2q “ j ¨ ppk´1Nptq, 1q ` pp1´ tqf3, f2´ jq. Lemma 10.10 shows that ψ restricts
to an injective map on p1´ tqS‘Q – Zrϑs ‘Q. Hence pp1´ tqf3, f2 ´ jq “ 0. 
Let M 1 be the exact K-module in Example 9.15. Lemma 10.13 shows that the
map ψ : S ‘ Q Ñ M0 descends to an injective map M 10 Ñ M0. Now the same
argument as above shows that the map M 1 ÑM associated to ψ is injective and
has uniquely p-divisible cokernel. This finishes the proof of Proposition 10.8. 
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The following proposition deals with the case kerαM01 “ t0u and cokerαM10 –
imαM21 – Z{p.
Proposition 10.14. Let M be an exact K-module. Assume that M1 “ Z{pk as
an Abelian group, that kerαM01 “ t0u and imαM21 – Z{p. Then there is a K-module
extension M 1  M  M2, where M 1 is the exact K-module in Example 9.10
and M2 is a uniquely p-divisible exact K-module as in Example 7.1 with X “ 0 and
Z “ 0.
Proof. The assumption kerαM01 “ t0u is equivalent to αM12 “ 0 by exactness. So we
are in the situation of Theorem 8.9. Thus exact K-modules of this type are equivalent
to certain triples pM0, 9M1, 9αq. HereM0 is anS-module with kerNptq “ imp1´tq; 9M1
is a Z{p-subvector space of H0pM0q :“ kerp1´ tq
L
imNptq and 9α is an isomorphism
9α : 9M1 „ÝÑ H0pM0q{ 9M1. The assumption imαM21 – Z{p implies im 9α – Z{p or,
equivalently, 9M1 – Z{p. Hence kerp1 ´ tq{M1 – H0pM0q{ 9M1 – ΣZ{p. And
imp1´ tq – Z{pk´1.
Lemma 10.15. There is an injective S-module homomorphism ψ1 : Q ‘ ΣQ ãÑ
kerNptq such that kerNptq{ impψ1q is uniquely p-divisible.
Proof. Since pM1 “ NptqpM1q and imNptq “ NptqpM0q are two subgroups inM1 –
Z{pk of index p, they are equal. Therefore, any x PM0 may be written as x “ x1`x2
with x1 P M1 and x2 P kerNptq: choose x1 P M1 with Nptqx1 “ Nptqx and put
x2 :“ x´ x1. Since p1´ tq|M1 “ 0, it follows that p1´ tqpM0q “ p1´ tqpkerNptqq.
Since kerNptq “ imp1´ tq, the restriction 1´ t : kerNptq Ñ kerNptq is surjective.
Next we claim that kerp1´tqXkerNptq – Z{p‘ΣZ{p. Recall that kerp1´tq{M1 –
ΣZ{p in the case under study. Let x P kerp1´ tq represent the (odd) generator of
kerp1 ´ tq{M1. We have seen above that there is x1 P M1 with Nptqx “ Nptqx1.
Then x ´ x1 is another representative of the generator of kerp1 ´ tq{M1 that
also belongs to kerNptq. So any element of kerp1 ´ tq{M1 – ΣZ{p lifts to an
element of kerp1 ´ tq X kerNptq. This lifting is unique modulo kerNptq X M1.
And M1 “ Z{pk implies that kerNptq XM1 – Z{p. This finishes the proof that
kerp1 ´ tq X kerNptq – Z{p ‘ ΣZ{p. Since the restriction of 1 ´ t to kerp1 ´ tq is
surjective, Lemma 6.9 gives an embedding ψ1 : Q‘ ΣQÑ kerp1´ tq with uniquely
p-divisible cokernel. 
Let M 1 be the exact K-module built in Example 9.10. Since αM 112 “ 0, it is also
associated to a suitable triple as in Theorem 8.9. Let X :“ impψ1q Ď kerp1´tq ĎM0.
Since X contains kerp1´ tqXkerNptq, it follows from the proof of Lemma 10.15 that
M1 XX “M1 X kerNptq “ Z{p. We may choose the map ψ1 so that the canonical
generator rpk´1s P M1 “ Z{pk of M1 X X goes to p1, 0q. Then M1 ` X Ď M0 is
canonically isomorphic to M 10 as an S-module. We choose the generator of ΣQ
in X to be αM21pr1sq. Then the injective S-module homomorphism ψ : M 10 Ñ M0
is a homomorphism of triples as in Theorem 8.9. The criterion in Theorem 8.9
shows that the induced homomorphism of exact K-modules M 1 Ñ M is injective.
As above, it follows that the quotient M2 :“ M{M 1 is an exact K-module with
M21 “ 0, so that it isomorphic to an exact K-module as in Example 7.1 with X “ 0
and Z “ 0. This finishes the proof of Proposition 10.14. 
Now we turn to the case kerαM01 “ pk´1Z{pk and cokerαM10 “ t0u.
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Proposition 10.16. Let M be an exact K-module. Assume that M1 “ Z{pk as
an Abelian group, that kerαM01 “ pk´1Z{pk and cokerαM10 “ t0u. Then there is a
K-module extension M 1M M2, where M 1 is the exact K-module in Example
9.14 and M2 is a uniquely p-divisible exact K-module as in Example 7.1 with X “ 0
and Z “ 0.
Proof. The assumptions kerαM01 “ pk´1Z{pk and cokerαM10 “ t0u are equiva-
lent to impαM12q – Z{p and αM21 “ 0 by exactness. So we are in the situa-
tion of Theorem 8.4. Exact K-modules with αM21 “ 0 are equivalent to certain
triples pM0, 9M2, 9αq, where M0 is an S-module with kerp1´ tq “ imNptq, 9M2 is a
Z{p-subvector space of H0pM0q :“ kerNptqimp1´tq , and 9α is a grading-reversing isomorphism
9α : 9M2 „ÝÑ H0pM0q{ 9M2. We have 9M2 – impαM12q – Z{p. We also need
M1 “M0{M2 –M0
L pimp1´ tq ` 9M2q
to be isomorphic to Z{pk. And αM21 “ 0 implies 1M1 ´ sM1 “ 0. So Lemma 5.63
implies kerp1M0 ´ tM0 q “ kerpαM20q. This is equal to impαM01q because M is exact, and
this is isomorphic to Z{pk´1 because kerpαM01q “ impαM12q “ pk´1Z{pk. In terms of
our triples, this means that
kerp1´ tq “ NptqpM0q – Z{pk´1.
One short exact sequence in Table 1 implies kerpαM10qX impαM01q “ 0 because αM01 and
NpsM1 q have the same kernel, namely, Z{p. Hence impαM02q X kerp1M0 ´ tM0 q “ 0. In
terms of our triples above, this means that kerp1´ tqXM2 “ 0, that is, 1´ t : M2 Ñ
M2 is injective. And cokerpαM10q “ 0 and cokerNpsM1 q – Z{p imply
M0{pimpαM01q ` kerpαM10qq – Z{p.
Applying αM12 is a grading-reversing isomorphism cokerpαM20q – impαM12q – Z{p. So
cokerpαM20q – ΣZ{p. Now one of the short exact sequences in Table 1 gives an
extension Z{p cokerp1M2 ´ tM2 q ΣZ{p. So
M2{p1´ tqM2 – Z{p‘ ΣZ{p.
The proof also allows us to choose representatives e0, e1 P M2 for the generators
of M2{p1 ´ tqM2. First, let a P M0 be an even-degree element that lifts the
generator of M0{M2 “ M1 “ Z{pk. The image of a in Z{pk does not belong to
imNptq “ kerp1 ´ tq. Thus the element e0 :“ p1 ´ tqa of imp1 ´ tq Ď M2 cannot
be of the form p1 ´ tqx with x P M2 because a ´ x2 is another representative of
the generator of Z{pk and so Nptqpa ´ x2q ‰ 0. Secondly, there is an odd-degree
element e1 PM2 with αM12pe1q “ rpk´1s P Z{pk. Then e1 R p1´ tqM2.
Now Lemma 6.8 shows that the grading-preserving map
ϕ : Zrϑs ‘ ΣZrϑs ÑM2, pf0, f1q ÞÑ f0 ¨ e0 ` f1 ¨ e1,
is injective with uniquely p-divisible cokernel. To add M1, we use the grading-
preserving map
ψ : S‘ ΣZrϑs ÑM2, pf0, f1q ÞÑ f0 ¨ a` f1 ¨ e1.
Its image surjects onto M1 because a lifts a generator of M1. We claim that
kerpψq “ ppk´1Nptqq ‘ 0.
First, ψpf0, f1q P M2 for f0 P S, f1 P ΣZrϑs is equivalent to f0 P pt ´ 1, pkq “
pt´ 1, pk´1Nptqq because M1 – Z{pk – S{pt´ 1, pkq as an S-module. The element
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pk´1Nptqa becomes 0 in M1 “ M0{M2, so that it belongs to M2. And it also
belongs to kerp1 ´ tq. Since M2 X kerp1 ´ tq “ 0, it follows that pk´1Nptq ¨ a “ 0.
That is, ppk´1Nptqq‘ 0 is contained in the kernel of ψ. Conversely, let ψpf0, f1q “ 0.
Then ψpf0, f1q P M2, so that f0 P pt ´ 1, pk´1Nptqq. That is, we may write
f0 “ p1´ tqf2 ` pk´1Nptqf3. The second summand is contained in the kernel of ψ.
So ψpp1 ´ tqf2, f1q “ f2 ¨ e0 ` f1 ¨ e1 “ 0. The injectivity of ϕ above shows that
f2, f1 P pNptqq. Hence p1´ tqf2 “ 0 in S and f1 “ 0 in Zrϑs. So pk´1Nptq generates
the kernel of ψ as asserted. We have found an injective map from the S-module
at 0 in Example 9.14 to M0. This induces a homomorphism of exact K-modules by
Theorem 8.4, which is an isomorphism M 11
„ÝÑM1. So the criterion in Theorem 8.4
shows that the map M 12 ÑM2 is injective as well. The quotient M2 :“M{M 1 is an
exact K-module with M21 “ 0. Thus it is as in Example 7.1 with X “ 0 and Z “ 0.
This finishes the proof of Proposition 10.16. 
Now we turn to the fourth case, kerpαM01q – Z{p and cokerpαM10q – Z{p. This
is the only case where exact K-modules with a non-trivial Z{p-action on M1 may
occur. We have already shown at the beginning of Section 10 that, without loss of
generality, s1 is multiplication with some element of Z{pk of the form 1´ pk´1τ for
some τ P Z{p, where τ “ 0 if k “ 1 or if k “ 2 and p “ 2. This leaves out about
half of the cases for p “ 2, which are covered by Example 9.16 because it allows to
change the sign of sM1 if p “ 2 and k ą 1. The following proposition describes the
exact K-modules with M1 “ Z{pk and sM1 ‰ 1. It gives Theorem 9.1 for all exact
K-modules with M1 “ Z{pk and a non-trivial Z{p-action on M1.
Proposition 10.17. Let τ P t1, . . . , p ´ 1u. Assume p ‰ 2 and k ě 2, or k ě 3.
Let M be an exact K-module with M1 “ Z{pk and sM1 pxq “ p1´ pk´1τq ¨ x. Then
there is an injective homomorphism from the exact K-module M 1 in Example 9.6
into M whose cokernel is a uniquely p-divisible exact K-module as in Example 7.1
with X “ 0 and Z “ 0.
The proof of Proposition 10.17 is parallel to the proof of the next proposition:
Proposition 10.18. Let M be an exact K-module with M1 “ Z{pk, sM1 “ 1M1 ,
kerpαM01q – Z{p, and cokerpαM10q – Z{p. Assume k ě 2 or p ‰ 2. Then there is an
extension of exact K-modules M 1M M2, where M 1 is isomorphic to one of the
exact K-modules described in Examples 9.8 and 9.13 and M2 is uniquely p-divisible
and has the form described in Example 7.1 with X “ 0 and Z “ 0.
Proof of Propositions 10.17 and 10.18. In the situation of Proposition 10.17, sM1 ‰
1M1 , forcing αM12 ‰ 0 and αM21 ‰ 0. Then αM01 cannot be injective and αM10 cannot be
surjective. So we must be in the case where kerpαM01q – Z{p, and cokerpαM10q – Z{p.
This is already assumed in Proposition 10.18, so it holds in the situation of both
propositions. It implies
impαM12q “ kerpαM01q “ pk´1Z{pk “ kerNps1q,(10.19)
kerpαM21q “ impαM10q “ pZ{pk “ imNps1q.(10.20)
Equations (10.19) and (10.20) give statement (2) in Lemma 7.19. That lemma
shows that
(10.21) M0 – impαM01q ‘ impαM02q.
The discussion after Lemma 7.19 culminates in a long exact sequence (7.20) involving
the maps NpsM1 q, αM21 , 1M2 ´ tM2 , αM12 . Our next goal is to understand M2 with the
62 RALF MEYER
maps sM2 and tM2 . We claim that NpsM2 q “ p and hence NptM2 q “ 0 by (5.22); so
pM2, tM2 q is a module over Zrϑs “ Zrts{pNptqq. If k ě 2, then (10.19) and (10.20)
imply impαM12q Ď kerpαM21q, so that
1M2 ´ sM2 “ αM21 ˝ αM12 “ 0.
This implies NpsM2 q “ p. Now let k “ 1 and p ‰ 2. Then sM1 “ 1, and this
implies p1 ´ sM2 q2 “ 0 by a computation as in (9.7). The assumption impαM21q –
cokerpαM10q – Z{p implies p ¨ αM21 “ 0 and hence p ¨ p1´ sM2 q “ 0. Now Lemma 9.5
shows that NpsM2 q “ p. So this holds in the situation of both propositions.
Equations (10.19) and (10.20) imply
impαM21q –M1{ kerpαM21q – ΣZ{p, impαM12q – Z{p.
Then the long exact sequence in (7.20) shows that
kerp1M2 ´ tM2 q “ impαM21q – ΣZ{p, cokerp1M2 ´ tM2 q – ΣZ{p.
We have classified Zrϑs-modules with this property in Lemma 10.10 and found that
there are two basic examples, such that all others are extensions of them by uniquely
p-divisible Zrϑs-modules. So the proof now splits into two subcases. Namely, M2
contains either M 12 “ ΣZrϑs ‘ ΣQ or M 12 “ ΣZrϑs{p1´ ϑq` for some ` P Ně1, such
that the quotient M2{M 12 is uniquely p-divisible. Here the Σ reminds us that these
Zrϑs-submodules occur in odd parity.
Assume first thatM2 containsM 12ΣZrϑs‘ΣQ. By our description of the image and
kernel of αM21 , it must factor through the quotient map Z{pk  Z{p, an isomorphism
9αM
1
21 : Z{p „ÝÑ kerp1M2 ´ tM2 q, and the inclusion kerp1M2 ´ tM2 q ãÑM 12 ĎM2. Similarly,
αM
1
12 factors through the quotient map M2  cokerp1M2 ´ tM2 q “ cokerp1M
1
2
2 ´ tM
1
2
2 q,
an isomorphism 9αM 112 : cokerp1M
1
2
2 ´ tM
1
2
2 q „ÝÑ Z{p, and the injective map Z{pÑ Z{pk,
c ÞÑ c ¨ pk´1. The proof of Lemma 10.10 starts with arbitrary generators of
kerp1M2 ´ tM2 q and cokerp1M2 ´ tM2 q. We may choose them so that 9αM 121 r1s is the
image of 1 in ΣQ “ ΣZrϑ, 1{ps L p1 ´ ϑqZrϑs and 9αM 112 maps the unit element in
ΣZrϑs to the unit in Z{p. Let M 11 “M1 and M 10 “ αM 101 pM1q ‘αM 102 pM 12q ĎM0; the
decomposition of M 10 is direct by (10.21). We may identify
αM
1
01 pM1q –M1{ kerpαM
1
01 q – Z{pk´1,
αM
1
02 pM 12q –M 12{ kerpαM
1
02 XM 12q –M 12{ kerp1M
1
2
2 ´ tM
1
2
2 q – ΣZrϑ, 1{ps{Zrϑs – ΣQ,
where the last isomorphism is multiplication by 1 ´ ϑ. Now inspection shows
that M 1 is isomorphic to the exact K-module in Example 9.13. The quotient
K-module M2 :“ M{M 1 is again exact and has M21 “ 0. So Theorem 7.2 implies
that M2 has the form of Example 7.1 with X “ 0 and Z “ 0. This deals with the
subcase where M2 contains ΣZrϑs ‘ ΣQ.
Next assume that M2 contains M 12 “ ΣZrϑs{p1´ ϑq` for some ` ě 1. As above,
the map αM 121 must factor through the quotient map Z{pk  Z{p, an isomorphism
9αM
1
21 : Z{p „ÝÑ kerp1M2 ´ tM2 q, and the inclusion kerp1M2 ´ tM2 q ãÑ M 12 Ď M2; and
αM
1
12 factors through the quotient map M2  cokerp1M2 ´ tM2 q, an isomorphism
9αM
1
12 : cokerp1M2 ´ tM2 q „ÝÑ Z{p, and the injective map Z{p Ñ Z{pk, c ÞÑ c ¨ pk´1.
Here the unit element of Zrϑs{p1´ϑq` represents a generator of cokerp1M2 ´tM2 q – Z{p,
and p1 ´ ϑq`´1 generates kerp1M2 ´ tM2 q. By an automorphism of Zrϑs{p1 ´ ϑq`,
we may arrange that 9αM 112 is the canonical map. So αM
1
12 restricts to pk´1ev1 as in
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Examples 9.6 and 9.8. The other map 9αM 121 involves an isomorphism of Z{p, that
is, multiplication with some τ P t1, . . . , p ´ 1u. As above, we put M 11 “ M1 and
M 10 “ αM 101 pM1q ` αM 102 pM 12q and then show that M 10 – Z{pk´1 ‘ ΣZrϑs{p1´ ϑq`´1.
If ` “ 1, then the second summand goes away and the generator of kerp1´ϑq in M2
also represents a generator of cokerp1´ϑq. Therefore, M 1 is isomorphic to the exact
K-module in Example 9.6 with the given τ . If ` ą 1, then we get the exact K-module
in Example 9.8 with the given τ . As in the case above, the quotient M2 :“M{M 1
is an exact K-module with M21 “ 0. Hence it is described by Example 7.1. 
Finally, we are left with the case where kerpαM01q “ Z{p, cokerpαM10q “ Z{p, k “ 1
and p “ 2. Here the equation NpsM2 q “ p breaks down, so that the structure of M2
may be rather different. We may treat this case using the automorphisms of Köhler’s
ring K for p “ 2 in Section 5.2. Since k “ 1, our assumptions say that αM01 “ 0 and
αM10 “ 0. The involutive automorphism of K that exchanges 0 and 2 replaces M by
an exact K-module Mσ with αM21 “ 0 and αM12 “ 0 or, equivalently, kerαM01 “ t0u
and cokerαM10 “ t0u. So we are in the situation of Proposition 10.8. It gives an
extension M 1  Mσ  M2, where M 1 is as in Example 9.11 or 9.15 and M2 is
a uniquely p-divisible exact K-module as in Example 7.1 with X “ 0 and Z “ 0.
So M itself contains pM 1qσ with a uniquely p-divisible quotient. And this is covered
by Example 9.16. We have treated all the possibilities for exact K-modules with
cyclic M1. So the proof of Theorem 9.1 is finished.
11. Equivalence at the prime p
The examples of exact K-modules in Section 9 only give all examples up to
uniquely p-divisible quotients. We now study what this gives on the level of KKG.
We introduce a weaker notion of equivalence in KKG which, roughly speaking, looks
only at the p-torsion information in an object. When we classify up to this notion
of equivalence, then the uniquely p-divisible quotients become irrelevant, and also
some of the examples in Section 9 are identified.
Let
(11.1) M 1 M M2i q
be an extension of countable, exact K-modules. By Theorems 5.5 and 5.10, there are
objects A1, A ofBG with F˚pA1q –M 1 and F˚pAq –M , and there is j P KKG0 pA1, Aq
with F˚pjq “ i (up to the chosen isomorphisms F˚pA1q – M 1 and F˚pAq – M).
Since BG is a triangulated category, the map j is part of an exact triangle
A1 A A2 ΣA1.j r δ
Here ΣA2 is a “cone” of j. Since F˚ is a homological functor, it maps this exact
triangle to a long exact sequence of K-modules. Since F˚pjq is injective, F˚pδq “ 0
and F˚prq is a cokernel for F˚pjq “ i. So there is an isomorphism F˚pA2q –M2 such
that F˚prq “ q (up to the chosen isomorphisms F˚pAq – M and F˚pA2q – M2).
In other words, we have lifted the K-module extension (11.1) to an F˚-exact exact
triangle in BG. Theorem 9.1 gives such extensions (11.1) where M21 “ 0. So M2
describes an action on an object that is non-equivariantly KK-equivalent to 0. By
Theorem 7.23, this corresponds to an action on O2. So the exact triangle above
involves the objects of BG that realise the exact K-modules M 1 and M and an
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action of G on O2. In this sense, Theorem 9.1 must allow extensions as in (11.1)
merely to accommodate exact triangles involving actions on O2.
In the situation of Theorem 9.1, we also know that M2 is uniquely p-divisible.
So j is a p-equivalence in the following sense:
Definition 11.2. LetA,B be objects ofBG. We call f P KKG0 pA,Bq a p-equivalence
if F˚pconepfqq is uniquely p-divisible.
We define p-equivalence for objects to be the equivalence relation generated by
A „ B if there is a p-equivalence in KKG0 pA,Bq. We make this more transparent
using localisation techniques. Let UHFpp8q be the UHF-algebra of type p8. Its
K-theory is Zr1{ps. Let u : CÑ UHFpp8q be the unit map. On K-theory, this is the
inclusion Z ãÑ Zr1{ps. Let Lp :“ conepuq. So K0pLpq “ 0 and K1pLpq “ Zr1{ps{Z.
We equip C, UHFpp8q and Lp with the trivial action of G. Given any A in BG,
there is an exact triangle
Ab Lp Ñ Ab CÑ AbUHFpp8q Ñ Ab ΣLp,
and we may identify Ab C – A. Since K-theory commutes with inductive limits,
so does our invariant F˚. So
F˚pAbUHFpp8qq “ F˚pAq bZ Zr1{ps.
This is uniquely p-divisible. So the boundary map AbLp Ñ A in the exact triangle
above is a p-equivalence.
Lemma 11.3. Two objects A,B of BG are p-equivalent if and only if Ab Lp and
B b Lp are KKG-equivalent.
Proof. Since the boundary maps AbLp Ñ A and BbLp Ñ B are p-equivalences, a
KKG-equivalence between AbLp and BbLp implies that A and B are p-equivalent.
Let f P KKG0 pA,Bq be a p-equivalence. We claim that f b1 P KKGpAbLp, BbLpq
is a KKG-equivalence. It follows from this claim that A b Lp and B b Lp are
KKG-equivalent if A and B are p-equivalent. Let C be the cone of f . Then C b Lp
is a cone of f b idLp . By assumption, F˚pCq is uniquely p-divisible. Hence the
canonical map F˚pCq Ñ F˚pCq bZ Zr1{ps is an isomorphism. This is the map
induced by the inclusion map C Ñ CbUHFpp8q. So F˚pCbLpq “ 0. Since CbLp
belongs to BG, it follows that CbLp is KKG-equivalent to 0. And this is equivalent
to f b idLp being a KKG-equivalence. 
So the objects of BG of the form Ab Lp are representatives for all p-equivalence
classes in BG. The special property of these representatives is that
F˚pAb Lpq bZ Zr1{ps “ 0.
So p-equivalence classes of objects of BG are in bijection with isomorphism classes of
countable exact K-modulesM withMbZZr1{ps “ 0 by Lemma 11.3. Inspecting our
examples, we see that the K-modules in Examples 9.6, 9.8, 9.10 have the property
that M bZ Zr1{ps “ 0. So have the examples for p “ 2 built as in Example 9.16
from these examples. It is also easy to see that the actions on O8 for Examples 9.2
and 9.3 are p-equivalent. The criterion above does not directly apply here because
M1 “ Z forces M bZ Zr1{ps to be non-trivial.
So when we classify actions of Z{p only up to p-equivalence, then the number of
cases to consider is reduced considerably.
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