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2ABSTRACT
This thesis investigates the seasonality of demand in air transportation. It
presents three methods for computing seasonal indices. One of these methods,
the Periodic Average Method, is selected as the most appropriate for the limited
sample of data supplied by Delta Air Lines. These indices are used to determine
the existence of significant differences between the seasonality of demand
between directions of a markets as well as differences among markets.
Finally, using the results from this assessment the markets are categorized into
four categories: Vacation - Low Business, Low Vacation - Strong Business,
Busines & Vacation, and Distict Markets. The markets in each category can be
represented by a set of seasonal indices. The overall conclusion is that the
seasonality does not differ by direction in a market but it differs by market
category.
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CHAPTER 1
INTRODUCTION
1.1 Motivation for Thesis
Forecasting is a process by which future events are predicted. It is a tool that
many managers and planners use in their decision making process. Thus,
forecasting is needed in order to help organizations make both plans for the
future and those decisions that must be faced with some degree of uncertainty.
This need for forecasting increases as management attempts to decrease the
degree of uncertainty in their decisions.
It is important to distinguish between uncontrollable external events ( such as the
demand for a product) and controllable internal events ( such as marketing
decisions within a firm). The success of a company depends on both types of
events, but forecasting applies directly to the former, while decision making
applies to the latter. Planning is the link that integrates them. That is, after a
forecast of these uncontrollable events is produced, the results are then used in
making decisions that will determine a plan for a firm.
In management and administrative situations, the need for planning is great
because the time horizon can vary from hours or days ( for transportation
schedules ) to several years (for capital investments). Planning involves
decisions that are based on assumptions about the form the future will take. A
forecast is a description of the possible future. Therefore, a forecast is an
important element in the decision making process and thus an important aid in
effective and efficient planning.
Airlines are a perfect example of firms that depend extensively on forecasts. At
all levels of management of an airline, decisions are made of what is likely to
happen in the future. A forecast provides an essential quantitative dimension for
the planning process. In many cases in forecasting, airlines are attempting to
quantify the demand for a future time period. This quantification can be done in
terms of revenue passenger miles (RPM's) or passenger enplanements as well
as revenue.
Today, it has become crucial for airlines to concentrate on the development of
demand forecasts. Many decisions are dependent on this forecast. These range
from decisions to add more service in a specific market to multi-million dollar
decisions about fleet expansion. The accuracy of the demand forecast is
important. The more accurate the forecast, the smaller the chance for an error. A
large error can result in decisions which might have very serious consequences
for the airline.
The adverse effects on planning decisions made by airlines based on inaccurate
forecasts can be illustrated clearly by examining the plight of the industry during
the late 1960's and early 70's. Throughout the early and middle sixties, domestic
traffic had been growing at a fairly constant rate of between ten and fifteen
percent per year. As the sixties progressed, it became necessary for the airlines
to increase frequency to satisfy the growing demand and to maintain reasonable
load factors. This expansion of service began causing delays at some of the
major airports, resulting in inconvenience to the passengers as well as delay
costs for the airlines.
Assuming that the levels of passenger demand would continue to grow at the
same rate, the airlines decided to introduce wide-body aircraft with two or three
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times the seating capacity of their fleet at that time. The carriers then greatly
reduced frequency while maintaining reasonable load factors, thereby satisfying
consumer demand, relieving congestion at airports, and reducing per-passenger
cost.
These planning decisions would have provided favorable results, had the
demand forecasts been accurate. The actual situation involved a sharp decline
in passenger growth in the late sixties and beyond, with the airlines offering a
low level of service and experiencing both a decline in load factors and a
dramatic increase in costs. This situation caused the carriers to recognize the
importance of accurate forecasts and the need for improved forecasting
methodologies.
Today, carriers are indeed improving their demand forecasting techniques.
Revenue management, pricing, sales, and scheduling are only some of the
many divisions of an airline that depend on the results from these forecasts to set
their strategies and plans. In developing these forecasts, many factors must be
considered. One of these is seasonality, the analysis of the seasonal patterns
present in the demand observed. Most markets will show some sort of seasonal
variation. Thus, in developing a traffic forecast for a market we must include a
quantitative representation of seasonality.
Airlines need to understand and investigate the seasonal patterns characteristic
of each market in their system. By including this concept of seasonality in the
traffic forecast of a market, we obtain more accurate and realistic results. This
would in turn allow the airline management to reduce the degree of uncertainty of
the forecast, thus resulting in plans and strategies that will affect the future of the
airline in a positive manner.
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1.2 Objective of Thesis
As described above, the study of seasonality is an essential part in the process
of demand forecasting in an airline. The objective of this thesis is to investigate
the seasonality of demand in air transportation. We will describe the steps
necessary to calculate seasonal indices, which will provide us with a
quantitative representation of the seasonality of each market. We use these
indices to assess patterns of similarity in seasonal variations between directions
in a market as well as among markets based on a sample of actual airline data.
The ultimate goal of this analysis is to categorize the markets using the results
from this assessment. Similar patterns of seasonality across different markets
would allow for the same indices to be applied to those markets belonging to the
same category, thereby reducing the processing and storage requirements in an
airline's data base system.
1.3 Structure of the Thesis
The remaining portion of this thesis is divided into four chapters. Chapter 2
serves as a more formal introduction of the concept of seasonality and how it
affects air transportation demand analysis. It defines concepts that will be used
throughout the thesis, as well as gives a brief description of time series analysis
techniques that will be used in later chapters to compute seasonal indices.
The next chapter presents the statistical methods that can be used to analyze
typical traffic data gathered by an airline. First, three methods for computing
seasonal indices, the Periodic Average Method, the Moving Average Method,
and the Ratio-to-Trend Method, are described including examples that illustrate
their application. A description of the Chi-Square Test follows. This test can be
13
used to determine the existence of significant differences between the
seasonality of demand between directions of a market as well as differences
among markets.
Chapter 4 includes an assessment of the seasonality of a limited sample of
traffic data provided by Delta Air Lines. We describe the data available and
select the method to compute the seasonal indices most appropriate for the data.
Having computed the seasonal indices using the Periodic Average Method, we
turn to examine both directional differences in a market and differences across
markets using the Chi-Square Test. We then compare the results from this test to
the expected behavior. With these results in mind, we categorize the markets for
which the same seasonal index can be used.
The final chapter simply gives a general overview of what was accomplished by
this thesis and presents some general concluding remarks. It also suggests
areas in which further research might be appropriate.
14
CHAPTER 2
Seasonality in Air Transportation Demand
2.1 Introduction
The purpose of this chapter is to define some concepts that will be used
throughout the remaining portions of the thesis. First, we define the concept of a
market in air transportation followed by a description of the nature of seasonality
in air travel demand, with examples. Finally, we describe how we can quantify
seasonality by using.time series analysis techniques.
2.2 Definition of a Market
A market, in general, can be defined as " a place where bargaining occurs
between buyers and sellers to determine a transaction, i.e. an exchange of a
good or service for money at a market price " ( Simpson, 1982 ). In air
transportation, the scenario for a market is one where airlines (sellers) provide
air services to customers (buyers) at a determined fare (price). When a
passenger decides to purchase a ticket from an airline, the two parties enter a
public contract in which the airline promises to provide the air services specified
in the ticket (contract). With this general description in mind, we now turn to a
detailed discussion of a market.
A market ABA is said to exist when there is a demand for air transportation
services between points A and B. A relevant characteristic of a market is its
composition. Each market is comprised of two opposite directions. For market
ABA these are A -> B with the corresponding opposite direction B -> A, as
15
shown in figure 2.2.1.
Market ABA
D1
A 2BD2
DIRECTIONS:
D1 = A - B
D2 = B A
Figure 2.2.1: Definition of a Market in Air Transportation
To illustrate this concept we select the Boston - Miami - Boston market as an
example. This market has two directions: the. Boston - Miami direction and the
Miami - Boston direction. The traffic in each of these directions includes both the
traffic originating at each city, and the traffic returning to the other city. That is,
the traffic in the Boston - Miami direction includes those passengers originating
in Boston as well as those passengers who originated in Miami and are on their
journey back.
The data available from airlines usually falls into one of three categories: leg
on-board, on- flight segment , or true origin-destination (O-D). To illustrate the
differences between these categories we take a typical flight that operates
between Boston, New York, and Miami. If the airline operating this flight were to
keep data on a leg on-board basis, it would have two data counts. One count
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would be the total number of passengers traveling on the Boston - New York leg,
while the other count would be those passengers traveling on the New York -
Miami leg. If the data is kept on an on-flight segment basis, the airline would
have three counts. One for those passengers who board the flight in Boston and
who leave the flight in New York, one for those who also board the flight in
Boston and who disembark in Miami, and one for those who board in New York
and leave the flight in Miami.
Finally, airlines can also keep data for this flight on a true O-D basis. They may
be able to keep a count to correspond to each passenger's origin-destination
itinerary. In the case of the Boston - New York - Miami flight, there might be
passengers originating in Boston whose final destination is not Miami but San
Juan. These would belong to the Boston - San Juan count. Also, there might be
passengers who originate in Boston, connect through New York and then go on
to Orlando. These would belong to the Boston - Orlando count. Similarly, there
would be a count for each passengers itinerary using any portion of this flight.
Airlines, in theory, would like to keep data on a true O-D basis, but due to the
complexity of this task, few airlines have this type of data. Some airlines keep
data on an on-flight segment basis, while the majority keeps it on a leg on-board
basis, since it is less complicated. A major drawback of this latter method is that
the count for a market might be understated since it only contains the traffic
carried on non-stop service. On the other hand, it would be substantially
overstated if a large number of the passengers are using this non-stop service
as a connection.
Markets in air transportation are often divided into two broad categories:
business and vacation. This distinction is made based on the purpose of the trip
for the majority of the passengers in a market. When the majority of the
passengers are traveling on business, the market is usually categorized as a
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business market. On the other hand, when the majority travel for vacation
purposes the market is categorized as a vacation market. When examining the
seasonality of markets, we usually find business markets having more stable
seasonality patterns, while the vacation markets show more seasonal variations
in their patterns. After describing the concept of a market in air transportation, we
turn to a description of the nature of seasonality in this industry.
2.3 Seasonality in Air Transportation Demand
Seasonality can be found in almost all markets of the air transportation industry.
However, the degree of seasonality can differ from market to market. The
concept of seasonality simply refers to the fluctuations in traffic in any specific
market due to a wide variety of factors ranging from unexpected weather
conditions to more predictable social customs. The main factors are the
seasonal changes throughout the year combined with the respective social
customs that belong to each season.-
These customs vary from College Spring Break for the weeks of corresponding to
February and March, to holiday travel around the 4th of July. Figure 2.3.1
shows one airline's weekly total market traffic for a typical northeast to Florida
market for 1986 and the first three quarters of 1987. Note how most of the peaks
of traffic tend to concentrate around the end and early part of each year. This
peaking can be observed around the 9th week for both years. These peaks
correspond to the college spring breaks. This market, in both directions, shows a
definite pattern of seasonality with peaks occurring in the winter season due to
the heavy tourist traffic to and from Florida. The remaining weeks of the year
behave in a more stable manner with smaller fluctuations. Note that the traffic
declined overall the second year. This might be due to the entrance of new
carriers to the market, the increase of capacity by competitors, and/or the
increase in connecting services offered.
18
Figure 2.3.1: Weekly Traffic
NORTHEAST TO FLORIDA (1986 - 1987)
1 5 9 13 17 21 25 29 33 37 41 45 49
6 El fy G' WEEXS
O SOUTHBOUND DIR +
5 9 13 17 21 25 29 33 37
NORTHBOUND DIR
Figure 2.3.2: Weekly Traffic
EAST TO WEST Market (1986 - 1987)
-0
1 5 9 13 17 21 25 29
0 WESTBOUND DIRECTICN + EASTBOUND DIRECTION
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We now look at the seasonality of a different market for the same airline. Figure
2.3.2 shows the weekly traffic for a typical transcontinental market. Note that the
behavior of the traffic clearly differs from that shown above. Traffic seems to
peak during the summers, especially around the month of July (Weeks 27 - 31).
However, weeks 51 and 53, corresponding to Christmas and New Year, also
show peaks in traffic. Again, all these peaks are due to the social custom of
travel during these particular periods. Both directions of the market behave in
the same manner with respect to seasonality. Hence, we would not expect the
directions of the market to differ greatly when comparing their seasonality
statistically. Note that there is a directional gap in the traffic observed. The
eastbound direction shows a higher level of traffic throughout both years. The
competition in the westbound direction might have been greater than that on the
eastbound direction. Also connecting service through the airline's major hub
could have been better for the westbound direction. Therefore, the gap could
be explained by losses of traffic to competitors and to its own connecting
services. The seasonality does not seem to be affected by this gap since this
peculiarity is observed throughout the entire time period.
To investigate the seasonality of these and all airline markets, we must find ways
of quantifying it. The most common and most widely used method is time series
analysis, as will be introduced in the following section.
2.4 Time Series Analysis
A time series is a collection of observations made sequentially in time. There are
many types of time series such as: economic, physical , and marketing time
series. Most of these types of series fall into one of two categories:
Continuous Time Series - in which observations are made
continuous in time.
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Discrete Time Series- in which observations are taken only at
specific times, usually equally spaced.
The time series to be used in this thesis falls into the latter category, since it
contains weekly observations of traffic in each direction of a market. This type of
discrete series is called an aggregate series, since the values are accumulated
at equal intervals of time. Thus, the value corresponding to each observation is
the aggregation of all traffic that occurred in that week. On the other hand, a
sampled series is one in which we just read off values at equal intervals of time.
The passenger count of a particular flight taken daily would be an example of
this type.
Most time series analysis methods are concerned with the decompositon of the
series into trend, cyclical, seasonal, and irregular components.
a) TREND - This is usually referred to as the "long term
change in the mean" ( Chatfield, 1984). This component
represents the underlying pattern of time-related changes.
This pattern is usually created by factors such as;
population growth, fluctuations of the GNP, technological
changes, etc.. The pattern can be either positive or
negative. A positive trend in the airline industry would be the
growth of traffic in a market. A negative one would be the
phasing-out of a fuel-inefficient aircraft from the fleet of an
airline.
b) CYCLICAL - Cyclical variations are due to changes in the
business cycle. The business cycle represents the level of
economic activity. Indicators of this cycle are the GNP,
unemployment rate, stock prices, etc.. These cycles can
21
vary from one to ten years, particularly in the United States.
The level of traffic in a market can be heavily influenced by
the upturn and downturn of the economy.
c) SEASONAL - Seasonal variation is the variation associated
with the time of the year. Many time series, such as the one
considered in this thesis, exhibit variations that are annual in
period. It is also associated with changes in weather in
addition to the social customs with each one of the four
seasons. As mentioned in the previous section, the traffic
into the Florida markets increases due to the custom of
college spring break.
d) IRREGULAR - Irregular variations are those due to
nonrecurrent events. These include: strikes (air traffic
controller strike, 1981 ), fires, blizzards, etc... They can be
easily detected, but they cannot be forecasted.
The decomposition into the aforementioned components is achieved by using
smoothing models. These can be classified into the following categories:
- Constant Level Model- The model assumes no trend in the
data. Thus, the time series is assumed to have a constant
average.
Additive Seasonal Pattern Model- This model assumes that
the seasonal fluctuations are constant and independent of
any growth in the data.
* Multiplicative Seasonal Pattern Model - This model
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assumes that the seasonal fluctuations are proportional to the
data. As the trend increases, the seasonal fluctuations get
larger.
Since the thrust of this thesis is the study of seasonality, we will discuss the
techniques for seasonal smoothing corresponding to the last two methods
described above. In the Additive Model the seasonal index, measurement of
seasonality, is computed as the difference between each data point and the
average for the year. These indices can be used to deseasonalize the data by
substituting the index for the observation it represents. For the multiplicative
model, the indices are calculated as a ratio of each data point to the yearly
average. The original data should be divided by these indices to obtain the
deseasonalized data.
The data to be used in this analysis contains weekly observations of traffic in a
market. As shown in figures 2.3.1 and 2.3.2 , the seasonal fluctuations are not
constant and the average of the time series is not constant. This is due to the fact
that in air transportation these fluctuations vary greatly depending on factors
such as weather, social customs, and major events. Therefore, the multiplicative
model is the most appropriate model to use in our analysis. Chapter 3 will
discuss several methods of quantifying the seasonality of a market, based on this
multiplicative model.
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2.5 SUMMARY
In this chapter, we defined the basic concept of a market as it applies to the air
transportation industry. With this in mind, we then turned to explain the nature of
seasonality in this industry, followed by a discussion of time series analysis
necessary to quantify the seasonality using seasonal indices. The following
chapter will be devoted to the development of methods to compute these
seasonal indices as well as the use of statistical methods to allow for comparison
between the indices belonging to different markets.
24
CHAPTER 3
Statistical Analysis of Seasonality
The data that can be obtained for the analysis of seasonality in air transportation
will generally be in time series form. In general, time series are described by
four main components: trend, cyclical variation, seasonal variation, and random
or irregular variation. The analysis described in this chapter focuses on the
seasonal component of the time series. This component is usually represented in
statistics by seasonal indices, which represent the relative fluctuation that i-ve
can ascribe to a repeating seasonal pattern. This chapter begins by explaining
the Periodic Average Method of calculating seasonal indices as well as
alternate methods suggested by the literature. The subsequent section of the
chapter presents the statistical methodology required to test for differences:
directional, and across market.
The purpose of this analysis is to compare the seasonal variations within and
between markets. Variation within markets refers to the directional differences
that exist in a given market. These may occur in vacation markets in which the
influx of passenger occurs at different time periods than the outflux. Variation
between markets refers to differences in seasonality found when the seasonal
indices of a particular market are compared across several markets. We expect
these differences to occur when we compare vacation markets against business
markets and vice versa.
We assume that the seasonality is multiplicative. That is, the seasonal variations
are directly proportional to the observations, as opposed to additive seasonality
in which these variations are assumed to be constant, as explained in chapter 2.
Therefore, we will calculate seasonal indices based on the ratio of a data point to
the average of the period.
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3.1 Seasonal Indices
There are several methods for computing seasonal indices. The criterion used to
select one of these methods over the other is mostly dependent on the data
available. As a general rule, 5 years of data are required to validate the majority
of methods when analyzing time series ( Mclain, 1985 ). Thus, a limited data
sample would in turn restrict the choice set of methods to use in the computation
of seasonal indices. On the other hand, more choices would be available for a
large data sample. Three of these methods will be described in the following
sections.
3.1.1 Periodic Average Method
The periodic average method simply constructs the seasonal indices based on
the weekly periodic average of the time series. We will assume having k periods,
each containing n observations. A period corresponds to the time-period in
which the seasonal pattern repeats. In air transportation data, a year is usually
considered to be the period. The observations can either be daily, weekly, or
quarterly depending on the data available. In chapter 4 this method will be used
to compute the seasonal indices for actual samples of airline traffic data. A step
by step description of this method is provided below.
1. Organize the data as to have k periods (years) with n
observations each.
2. Using the following equation, calculate the percent
deviation of each observation form the periodic average.
x
= 100 (3.1.1.1)
Xj'
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where:
i = year ( 1, .. ,k)j = week ( 1, .. ,n)
X = value of the observation
and
n
-ij 1x - j= x
for j = 1 .... k (3.1.1.2)
n
3. Organize the data obtained from step 2 columnwise by
matching the nth observation of period 1 with the nth
observation of each remaining period. This would
match the deviations of year one with the
corresponding deviation of all other years.
4. Compute the mean of each week's percentage deviation
over the k yearly periods. That is:
1 k
1 (3.1.1.3)
k
We would then, if necessary, adjust these numbers to sum
to 400. The values'obtained from this computation are the
seasonal indices.
The following example will illustrate this methodology.
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Example 3.1.1
Table 3.1.1 shows total quarterly traffic for Delta Airlines from 1984 through
1986. We intend to compute seasonal indices corresponding to each quarter
of the year. The periodic method described above will be used to compute
these indices.
Table 3.1.1 Quarterly System Wide Passenger Traffic for Delta Air
Lines. (thousands of passengers)
YEAR
1984 1985 1986
8841 9620 9969
9607 10767 10126
9109 9263 10096
8984 9227 9787
9135 9719 9995
Aviation Week & Space Technology
1. Table 3.1.1.1 shows the data
periods (years) each with n =
organized in k = 3
4 observations.
2. To calculate the percentage deviation from the
periodic average, we use equation 3.1.1.1. As an
example, we show the computation of the deviation
of the first observation of the first year.
1 Xl'
11
X l
- 100 = 8841 100 = 96.78
9135
QUARTER
1
2
3
4
Average
Source
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The remaining percentage differences are shown in
Table 3.1.2.
3 & 4. Results from steps three and four are also shown in
Table 3.1.2. The seasonal indices were calculated
using equation 3.1.1.3. The seasonal index for the
first quarter is obtained as follows:
= 98.50
Table 3.1.2
QUARTER
Seasonal
Traffic
1984
96.78
105.17
99.72
98.35
Indices for Delta Air Lines' Quarterly
YEAR
1985
98.98
110.78 101.31
95.31 101.01
94.94 97.92
We can conclude that traffic is above average during quarter two and below
average during the other quarters.
In chapter 4, the seasonal indices for traffic between specific markets will be
computed using the Periodic Average Method as shown in the example above.
XSI
1986 Seasonal Index
99.74 98.50
105.75
98.68
97.07
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3.1.2 Moving Average Method
The moving average method requires that seasonal indices be calculated
relative to a moving average of the time series. Below, we will show the
necessary steps to compute the seasonal indices using this method. An example
will follow that illustrates the application of this method.
1. Construct a centered moving average using one year of
data for each period (k ). (note that this is a different
definition of a period from the one used in the preceding
method)Four periods would be used for quarterly data,
while 12 periods would be used for monthly data. This
centered moving average (based on quarterly data) is
constructed as follows:
a) Average the first four observations of the time
series. This is the first term of the of the moving
average.
b) Obtain the second term of the the moving
average by dropping the first observation and
including the next observation. That is, the
average now involves observations 2 through 5.
c) The next terms can be obtained by moving down
each time by one observation as in step b.
d) For even values of k, the moving average terms
must be centered. We achieve this by averaging
the first two terms of the series of values obtained
above ( would correspond to the third
observation in the case of quarterly data),
followed by averaging the second and third terms
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and so forth. Note that no centering would be
necessary if the number of periods were odd.
2. Compute the ratio of each observation to the centered
moving average corresponding to the observation and
multiply it by 100.
3. For each quarter, compute the modified mean of the ratios
calculated in 2 for the observations corresponding to the
same time period (weeks, months, quarters, etc... ). That
is, for each quarter, eliminate the highest and lowest
values and compute the average from the remaining
values.
4. Adjust the modified means to have an average equal to 1.
Each mean should be multiplied by the ratio of 400 to the
sum of the means.
5. The adjusted mean is transformed into an index by
multiplying it by 100, thus obtaining the seasonal index.
The example below shows these steps in the calculation of seasonal indices.
Example 3.1.2
Table 3.1.3 shows the quarterly traffic for Delta Air Lines' system from 1984
through 1986. It also shows the moving and centered moving averages, as
well as the ratio corresponding to each observation.
Table 3.1.3 : Delta Air Lines Sys tem-Wide Traffic
MOVING AVERAGE
step 1
9135
9330
9620
9659
9719
9807
9646
9855
9995
CENTERED AVERAGE
step 1
9233
9475
9639
9689
9763
9726
9750
9925
Table 3.1.4 : Seasonal Indices
YEARS MEAN DJUSTED MEAN
1984 1985 1986 step 3 steps 4 & 5
QUARTERS
x
x
98.66
94.82
99.80
111.13
94.88
94.87
102.24
102.03
x
x
101.02
106.58
96.77
94.84
101.22
106.79
96.96
95.03
.400
ratio = 39399.21 = 399.21
I I I
ear 1984
ear 1985
Year 1986
QUARTERS
1
2
3
4
1
2
3
4.
1
2
3
4
TRAFFIC
8841
9607
9109
8984
9620
10767
9263
9227
9969
10216
10096
9787
RATIO
step 2
98.66
94.82
99.80
111.13
94.88
94.87
102.24
102.03
400.00
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These values were computed according to the steps described in the procedure
above. Another table, Table 3.1.4 , provides the computed seasonal indices
corresponding to each quarter. Delta Air Lines can interpret this values as
follows:
- quarters 1 and 2 show fluctuations above average
* quarters 3 and 4 show fluctuations below average
The results shown in the example above differ slightly with those obtained with
the Periodic Average in example 3.2.1. Quarter 1 showed fluctuations above
average using the Moving Average Method while it showed below average
fluctuations when the first method was employed. This difference might occur
because in the periodic average method, the percent deviation of each
observation is based on the average for the particular period to which each
observation corresponds. In the moving average method, this deviation is based
on an average which might include observations from other periods. That is ,
with the periodic average method, the deviation corresponding to the third
quarter of 1984 is based on the periodic average of 1984. With the moving
average method, the deviation corresponding to the same quarter is based on a
moving average that includes observations of both 1984 and 1985. Therefore,
differences might be induced in the seasonal indices as can be observed in the
results from the two examples discussed above.
When using the moving average method, we do not obtain a seasonal index for
the first and last ( k - 1 ) / 2 periods of the sample if k is odd, while the same
happens to k/2 periods for even k. Thus, the first observation with a moving
average is not the first observation of the sample. This peculiarity can be a
limitation when small samples are considered. Another method to obtain these
indices, the Ratio-To-Trend Method, is discussed in the following section
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3.1.3 Ratio-To-Trend Method
Seasonal Indices can be calculated using the Ratio-To-Trend Method. The
basis for this method is the multiplicative model for time series described by the
following equation:
Y = T - S - C - I (3.1.3.1)
T, S, C, and I are the components of a time series described at the beginning of
this chapter: trend, seasonal, cyclical, and irregular respectively. First, this
method attempts to estimate the seasonal components by eliminating the trend
component from the series. To accomplish this, we divide equation 3.1.3.1 by T,
and we attribute all remaining fluctuations to the seasonal component. Thus,
the seasonal indices will just equal the value of each observation ( Y ) divided
by the corresponding trend value. The example below illustrates the necessary
steps in calculating these indices.
Example 3.1.3
The data from the previous examples is used to compute the seasonal indices
using the Ratio-To-Trend Method (data summarized in table 3.1.1). The first step
is to estimate the trend component of the time series. This estimation is done by
fitting a least-squares regression line to the data, which we call the trend line.
This line is represented by the following equation.
y= a + b - x (3.1.3.2)
We can take a short-cut while estimating the trend values by estimating the
trend line itself (Harnett, 1982 ) . We use the quarterly averages, shown below,
for each year instead of fitting it through all observations.
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Table 3.1.5 : Average Traffic for Delta Air Lines
YEAR X Y X2 X - Y
1 -1 9135 1 -9135
2 0 9719 0 0
3 1 9995 1 9995
SUM 1 28,849 2 860
As shown above, the sum of the independent variables x ( I xi ) is zero. Thus,
we can use the reduced equations for simple regression presented by Harnett .
These are:
a=
n
x y
b. 1 i i
28,849
3
860
2
= 9616
= 430
(3.1.3.3)
(3.1.3.4)
x
.rn1
Substituting the estimated values of a and b into equation 3.1.3.2, we obtain the
following trend line:
y= 9616 + 430 - x (3.1.3.6)
Note that x has yearly units. To make this trend line compatible with the original
data, we must convert the units into quarters instead. Thus we divide the slope
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(b ) by 4. The trend line is :
y = 9616 + 108 - x (3.1.2.3.6)
This line simply indicates that the traffic ( y ) increases by 108 each quarter due
to the trend, assuming this trend continues. The value for x = 0 corresponds to
the middle of the second year, between quarters 2 and 3. This value is not
representative of the entire third quarter, since it falls at its beginning. A more
representative value would be the trend value corresponding to the middle of the
quarter or x = 1/2 ( y = 9670 ). To find the trend values for the subsequent
quarters, we must add 108 successively to 9670. The trend values for the
preceding quarters would be obtained by subtracting 108 from 9670
successively. The trend values for all quarters are shown below.
Table 3.1.6 : Trend Values
QUARTERS
YjEAa 1 2 3 4
1984 9022 9130 9238 9346
1985 9454 9562 9670 9778
1986 9886 9994 10102 10210
The next step is to compute the seasonal component by dividing the quarterly
traffic by the corresponding trend value and finally multiplying the result by 100.
Table 3.1.7 shows the seasonal component for each quarter.
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Table 3.1.7: Seasonal Components & Seasonal Indices
QUARTERS
YEAR 1 2 3 4
1 97.99 105.22 98.60 96.13
2 101.77 112.60 95.79 94.37
3 100.84 101.32 99.94 95.87
Average 100.20 106.38 98.11 95.45
Seasonal
Index 100.16 106.35 98.08 95.42
Next, we compute the seasonal index for each quarter as the average of the
seasonal component values of the quarter over the three year period. These are
shown in the fourth row of numbers in table 3.1.7. The final step is to adjust these
numbers as to obtain an average seasonal index of 100. The average of our
seasonal indices is 100.04. We must multipy each index by a factor of .9996
( 100 /100.04 ) in order to adjust the average to 100. These adjusted values are
the seasonal indices ( fifth row of numbers in table 3.1.7 ) representing each
quarter of the year. Therefore, the traffic fluctuates above average for the first
two quarters, and below average for the last two quarters of the year.
These indices lead us to the same conclusion found in the previous example in
which the moving average method was used to compute the seasonal indices.
Again, the first quarter seasonal index differs from the one obtained when the
periodic average was used. The same reasons given for the difference between
the results of the periodic and moving average methods can explain this
difference. The seasonal indices resulting from the three methods are shown in
table 3.1.8.
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Table 3.1.8: Seasonal Indices
QUARTERS
METHOD 1 2 3 4
1 98.50 105.75 98.68 97.07
2 101.22 106.79 96.96 95.03
3 100.16 106.35 98.08 95.42
Table 3.1.8 is a comparison of the seasonal indices obtained by using the three
methods described in the previous sections. We find that the index
corresponding to the first quarter is the only one that shows a difference in sense
and magnitude. That is, the index corresponding to the Periodic Average
Method indicates that the seasonal fluctuations are below average (sense) by
about 1.5 % (magnitude), while both of the other methods result in indices that
suggest that the fluctuations are above average. The nature of this difference
was explained in the previous section. Namely, with the Periodic Average
Method only observations from each period are used to compute seasonal
indices for that period while with the other two methods, the seasonal indices of
one period might be influenced by observation. All the remaining quarters have
similar seasonal indices for the three methods.
The selection of a method to compute seasonal indices depends on the amount
of data available. When the data is limited, the Periodic Average Method should
be used. As mentioned before, the other methods need approximately 3 to 4
years of data to be validated. Assuming that more than three years of data are
available, the choice is between the Moving Average Method and the
Ratio-To-Trend Method. The choice between these two methods depends on the
assumptions that we can make about the cyclical and irregular fluctuations. If it
is possible to attribute all fluctuations to the seasonal component, hence
assuming a negligible effect of the cyclical and irregular components, the
Ratio-To-Trend is the appropriate method to use. If this assumption does not
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hold, the Moving Average Method should be used instead. Therefore, to select
one of these methods to compute seasonal indices, we must first evaluate the
amount of data available as well as the assumptions that can be made about the
fluctuations of the time series.
3.1.3 Summary
Different methods are available to compute seasonal indices to represent the
seasonality of a time series. Three methods were described in this section:
1. Periodic Average Method
2. Moving Average Method
3. Ratio-To-Trend Method.
The decision of which method to use depends mostly on the data to be used. We
will describe the data available for this analysis in the next chapter and then
decide which method will be employed to compute seasonal indices.
Now we turn to the description of the statistical methods that will be used in the
following chapter to analyze the seasonal indices.
3.2 Chi-Square Test
A statistical method is required to test for possible differences in seasonal
indices. Two types of differernces of interest to airline applications of seasonal
indices are: differences by direction in a market and differences across markets.
These differences may arise due to many factors. One of such factors is the
existence of different social customs among different markets. We would expect
the seasonality of a vacation market (Northeast to Florida) to differ considerably
from that of a business market such as a transcontinental market. A
Chi-SquareTest can be used to test for these differences. This section describes
this test by first describing the basis of the test, the chi-square distribution,
followed by a description of the methodology of the test. Finally, we describe the
decision rule applicable to this particular test.
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3.2.1 Chi-Square Distribution (X 2 )
The chi-square distribution is the foundation of the Chi-Square Test. Therefore, a
brief explanation of this distribution follows. A more detailed description can be
found in Mathematical Statistics by J. Freund . Note that the symbol X2 will
be used throughout the text to represent the chi-square distribution.
The X2 distribution is closely related to the normal distribution since it involves
the square of normally distributed random variables. Hence, we begin by
assuming that X1 , X2 . ---- Xn are normally distributed random variables.
Furthermore, we transform them into standardized normal random variables ( Z1,
Z2, -.., Zn) as shown in the following equation:
n -
(3.2.1 )
where :
i.1i
n
= mean
(3.2.2)
= sample standard deviaton
(3.2.3)
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After this transformation, we have n standard normal variables with mean . =0
and variance = 1. The next step is to square each one of these variables and
take their sum. With this process, we are creating a new standard normal random
variable that we denote as X2 since "any linear function of standard normal
random variable is also a standard normal random variable" ( Neter, 1982) . That
is;
2 2
X =Z
2
+ Z2
2
+ +
This random variable is said to have the following probability density function:
f2  X
x
P ( v/2 )
v/2
2P0
** v/2 -y
0
and follows the X2 distribution with v (n - 1) degrees of freedom. Figure 3.2.1
shows the X2 distribution for several degrees of freedom. Note that as the number
-x
i=1
(3.2.4)
v-2
(- )
-x /2
* e
( v/2 ) for x > 0
for v/2 > 0
(3.2.5)
(3.2.6)
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of degrees of freedom increases, the distribution becomes more symmetric,
approximating the normal distribution as v approaches infinity (v -> oo).
SX2 ) v=
v= 4
v =11
X2
Figure 3.2.1: The chi-square distribution for various
values of v
The X2 distribution has been tabulated and is available in most statistics
textbooks. These tables usually show a value X2 (a, v ) corresponding to a
given number of degrees of freedom and a given probability a. This probability,
better known as the level of significance , represents the probability that the
value X2 of a chi-square random variable exceeds the tabulated value. That is,
a= P[ X2> X2 (a, v) ] (3.2 .7)
Figure 3.2 illustrates this relationship for as specific X2 distribution of 8 degrees
of freedom.
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f X2
a =.05
15.5 X2
Figure 3.2.2 : The chi-square distribution for v= 8
The shaded area corresponds to the probability that a value of a X2 random
variables exceeds 15.5, which is the value given by the tables for 8 degrees of
freedom and a .05 level of significance. Hence, the value of a is .05.
If we were testing the null hypothesis ( H0 ) that the value of our random variable
was less than 15.5, we would abide by the following decision rule to accept or
reject the null hypothesis.
IF X2 s X2( a, v) THEN ----- > ACCEPT HO
IF X2 : X2 (a,v) THEN ----- > REJECT HO
In the next section, using the methodology described above, we focus on
developing a Chi-square test to be used as a tool in the investigation of possible
differences arising between seasonal indices belonging to a particular market or
to several markets.
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3.2.2 Chi- Square Test
We are interested in testing for both: directional differences in a market and
differences across markets. A test will be developed in this section to test for
both types of differences. The results of the test for directional differences will
categorize the markets. That is, markets that show no directional differences in
seasonal indices will constitute category A, while those showing a significant
difference by direction belong to category B.
We will use this categorization when testing for differences of seasonal indices
across markets. That is, each market belonging to a category will be tested
against all the other markets in the same category. We will describe the complete
testing procedure, first for the directional differences and then for the across
market differences, in the following sections.
3.2.2.1 Directional Differences
The Chi-Square Test for directional differences is based on the following
hypothesis:
HO (null hypothesis) - The seasonal indices of the two
directions in a market belong to the same distribution.
In other words, the indices do not vary by direction
in a market.
Ha (alternate hypothesis)- The seasonal indices
corresponding to opposite directions in a market are
significantly different.
To test this hypothesis, one must compute the chi-square statistic. Since this test
is based on the chi-square distribution, we must be consistent and assume our
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data to be normally distributed. Furthermore, we must standardize the data by
using equation 3.2.1. or
XSI. _ XSl
ZX. = l (3.2.8)
S
d
where XSI is the average seasonal index in direction x and
Sd is the standard deviation of the sample of seasonal
indices.
We are transforming the seasonal indices of each direction into standard normal
variables. Variable X , as suggested before, represents one direction of the
market. For the sake of clarity, we will denote the opposite direction with the
variable Y. Consequently, the standardized normal variable based on these
seasonal indices is denoted as ZY .
The next step in obtaining a chi-square statistic is to create a new variable V.
This is also a standard normal variable since it is simply as the difference of two
standard normal variables. Each observation is of the form:
. = ZX. - ZY (3.2.9)
Finally, we construct a variable §, which is chi-square distributed with v degrees
of freedom. This variable is defined by equation 3.2.10 as the sum of the
squared differences of the standard normal variables.
§ = ( V )2 (3.2.10)
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To complete the hypothesis testing process, we must develop a decision rule by
which to accept or reject the null hypothesis. We first have to decide on a level
of significance. With this level of significance and the number of degrees of
freedom, we find a critical value Xc from the Chi-Square Tables. Now we can
formulate the appropriate decision rule as follows:
If § XC then Accept H0
If §;> XC then Reject H0
3.2.2.2 Across Market Differences
The Chi-Square Test described in the previous section, with some minor
variations, is used to test for differences in seasonal indices across markets.
Separate tests must be performed based on whether or not the markets showed
directional differences. Each of the markets showing these differences will have
two sets of seasonal indices, one for each direction. On the other hand markets
accepting the null hypothesis will only have a representative set of seasonal
indices. Therefore, the markets showing directional differences should be tested
against markets that also show them. On the other hand, all markets not showing
differencesishould be tested among themselves. Therefore, depending whether
or not a specific market led to the acceptance or rejection of the null hypothesis
of the Chi-Square test for directional differences, we would have two market
categories :
A) Accepted Hypothesis
B) Rejected Hypothesis
Markets will be tested for across-market differences only against those markets
belonging to their same category.
Each market in category A will be represented by a set of average seasonal
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indices. This index represents the average of the seasonal indices
corresponding to the two directions in a market for each of the quarters or weeks
included in the period. This seasonal index is the basis for the Chi-Square test
for across-market differences. The null hypothesis for this test is that seasonal
indices do not vary across markets. The decision rule remains the same as in
the directional differences test. On the other hand, the seasonal indices of each
direction of the markets in category B will be compared to the corresponding
indices of all the other markets. Therefore, two tests will be performed for each
pair of markets compared. In order to accept the null hypothesis of no
across-market differences, both chi-square statistics (corresponding to each of
the chi-square tests performed per comparison) must fall below the appropriate
critical value Xe.
3.3 Summary
In this chapter we have shown methods by which seasonality can be quantified,
that is, methods of computing seasonal indices. These seasonal indices are
ratios that express proportional variations that we can ascribe to a repeating
seasonal pattern.
The remainder of the chapter described the Chi-Square test that can be used to
investigate the differences that might arise when the indices are compared by
direction in a market, as well as across markets. This chapter provides the
statistical tools necessary to analyze the seasonality in airline traffic data. This
analysis is the focus of this thesis, and will be presented in the following chapter.
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CHAPTER 4
Data Analysis and Results
4.1 Introduction
This chapter will focus on the analysis of seasonality in traffic data for selected
markets served by Delta Air Lines. We will first show how seasonal indices,
which are representative of the seasonality in a market, are computed. These
indices are then used to test for differences in seasonality between the two
directions in a market. Using the findings of these tests, we test for differences in
seasonality across markets, that is comparing the seasonal indices of two
markets. First a brief description of the data is included, followed by the
calculation of the seasonal indices. Finally the tests mentioned above will be
performed. The results of these tests will allow us to make generalizations about
the behavior of seasonality in a market.
4.2 Data Description
The data used in this analysis consists of weekly observations of traffic in
selected round-trip non-stop markets served by Delta Air Lines. This data
corresponds to the type of total on-board leg data described in Chapter 2. It is
comprised of weekly observations of the total onboard traffic for each direction
(leg) of a market. For example, the data for the DFW HNL direction in the DFW
HNL DFW market consists of the total count of passengers boarding at DFW and
terminating at HNL on the non-stop flights offered by Delta on that leg,
regardless of the passengers' true origins and destinations. The opposite
direction ( HNL DFW) will have data consisting of the total traffic on that leg for a
week. The data includes 53 weeks of observations in 1986 (01/01/86 -
12/31/86) in addition to 38 weeks in 1987 (01/07/87 - 09/30/87). The markets
selected for this analysis are shown in Table 4.2.1.
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Table 4.2.1 : Markets Included in Seasonality Analysis
Vacation Markets
DFW
CVG
LGA
LGA
BOS
BDL
ORD
ATL
ATL
HNL
MIA
FLL
MCO
MIA
FLL
FLL
NAS
SJU
DFW
CVG
LGA
LGA
BOS
FLL
ORD
ATL
ATL
Business Markets
DFW
ATL
ATL
ATL
ATL
ATL
ATL
ATL
ATL
ATL
DFW
ATL
BOS
CVG
SLC
RDU
CVG
SEA
STL
MEM
LAX
SFO
DCA
ORD
AUS
DFW
PWM
DFW
DFW
ATL
ATL
ATL
ATL
ATL
ATL
ATL
ATL
ATL
DFW
ATL
BOS
CVG
* Appendix A provides an explanation of these airport codes
Note that the markets were categorized into two broad groups, vacation and
business, with help from Delta personnel. We expect, as described in chapter 2,
vacation markets to show different seasonal patterns than the business type
markets.
Daily and monthly counts were also considered for this analysis. Daily counts
would be too disaggregated and would show excessive fluctuations. Many
things can happen in a day that could restrict the traffic in a market. Most
commonly, these are weather related problems. It would be possible to come
across one day with 0 traffic due to a snow storm. On the other hand, on some
days dramatic traffic increases could be observed, such as a day on which a
competitive carrier was suffering from cancellations. Weekly observations allow
for some dampening of these drastic changes but at the same time they preserve
marked seasonal patterns.
On the contrary, monthly observations tend to be too aggregated and would
reduce the fluctuations. The same effect of dampening described above with
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weekly data would occur in this case, but the magnitude of this effect would be
greater and could basically eliminate most of the fluctuations in the data.
Furthermore, a single month can have dramatically different fluctuations by
week. Therefore, having weekly observations should allow us to observe
clearer patterns of seasonality while at the same time avoiding abnormal
fluctuations. We are compromising between the detail by day and aggregation
by month.
The analysis will be performed using 23 markets, each of which contains 91
observations for each direction ( 53 weeks of 1986 in addition to 38 weeks of
1987). At the time that the analysis was performed, this was the extent of the data
available. This is a very limited data set and, as will be shown later, we will only
be able to obtain 38 seasonal indices for each direction of a market. The results
of the analysis of the seasonality of these markets will be discussed in the
following section.
4.3 Analysis Results
In this section, we present the application of the statistical methods described in
Chapter 3 to our data. First, the seasonal indices representative of the
seasonality of a given market will be calculated for each direction of the market.
Then, these indices are used to test :
- for differences in the seasonality of a market by direction.
- for differences in seasonality when markets are compared to
each other.
4.3.1 Seasonal Indices
In order to calculate the seasonal indices for each direction of each market we
must first select an estimation method. In chapter 3, three methods were
discussed: the Periodic Average Method, the Moving Average Method, and the
Ratio-to-Trend Method. The data available is the factor that determines which
50
method to use. Below, we compare the methods and select the most
appropriate one for this data.
Periodic Average vs Moving Average
The sample that will be used for this seasonality analysis consists of a total of
91 weekly observations of the traffic in a given market. This includes 53
observations corresponding to 1986 and 38 observations corresponding to
1987. If we were to use the moving average method to compute the seasonal
indices of this sample, we would obtain very few indices. Furthermore, these
indices would be based in the observations of only one year.
When using the moving average method, (k-1) observations, half at the
beginning and half at the end of the data, will have no seasonal indices
corresponding to them. If this method were used with our data we would be left
with only 39 observations in total, the last 27 observations of 1986 and the first
12 of 1987, from which to compute the seasonal indices. This is the case since
with k = 53 we would not have moving averages for (k - 1)/2 = 26 observations
at the beginning of the data and 26 observations at the end. This would yield
only 39 ratios from the moving averages in step 2 of this method. The third step
requires the computation of the mean for each week of the year. In our case no
computation is necessary since there is only one value for the weeks with these
ratios. The seasonality would only depend on data corresponding to one year.
Thus, we can conclude that this method would result in a better representation of
the seasonality of a market, given our data limitations.
On the other hand, the Periodic Average Method, utilizes as many observations
as are available for both years. Since we have 38 comparable observations for
both years, this method results in 38 seasonal indices. The Periodic Average
Method results in indices based on data from two years, providing a more valid
and reliable measurement of seasonality of the data available for each market in
this analysis. 
.
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Ratio to Trend Method vs Periodic Average Method
The methodology for the Ratio-to-Trend method is also described in chapter 3. It
is important to emphasize the dependency of this method on the trend line. It is
indeed this fact that makes this method inappropriate for the amount of
observations available for each market in this analysis. As mentioned above, we
are missing the last 14 observations of 1987. A trend line fitted to this data would
yield potentially incorrect indices. Hence, this Ratio-To-Trend method should
not be used to calculate seasonal indices representing the seasonality of these
markets.
The Moving Average Method, if used, would result in seasonal indices based on
the observations of only one year. This is partially the case with the
Ratio-To-Trend method, worsened by the fact that the indices are based on an
incomplete trend line.
Overall, then, we find the Periodic Average Method to be the most suitable one
for the amount and type of data supplied by Delta Air Unes.
Computation of Seasonal Indices
The seasonal indices were calculated for each market using the Periodic
Average Method described in section 3.1.1. A sample market will be used
(Northeast tq Florida) as an example to show how this method can be applied to
the data available. The methodology is the same for both directions of the
market.
The first step is to determine the number of observations to be included in one
period. Examining the data, we observe that only 38 observations were
provided for the year 1987. In order to compare this year with the previous one,
we have to restrict the observations in one period to n=38. In practice, complete
samples with all 52 week should be used. From these observations we compute
the periodic averages using equation 3.1.1.2 for each of the two years ( k = 2).
52
38
E X
38
38
I X 2
j.1
38
= 1258
986
The next step is to calculate the percent deviation ( A i ) of each observation
from its respective periodic average. Hence, using equation 3.1.1.1 we find that
for the first week of 1986 and 1987 the percent deviation is:
1 'x
1
1 -"""
xl
2 x 2
1 -
1x
- 100 =
0 100 =
140.95
117.52
similarly, we compute this deviation for the remaining 37 observations in both
years. These values, along with the periodic averages, are shown in Table
4.3.1.
x
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Table 4.3.1
SEASONAL!TY ANALYSIS
APRE T :
DIRECTION
uIRECTION
NORTHEAST - FLORIDAiFLORIDA - NORTHEAST
NORTHEAST - FLORIDA
FLORIDA - NORTHEAST
DI RE'T-I :
WEEK TRAFFIC TRAFFIC PERIODIC AVERAGES
INDEX 1986 1987 1986 1987
4
16
117
8
9
10
11 7
12
13
14
15
16
17
18
9
21
23
24
26
27
28
29
30
.31
32
33
34
35
36
37
38
1773
1471
1481
111 1
2654
~24
1769
1834
1453
1202
1392
1058
1823
1197
844
669
120
846
635
70
924
942
1104
1150
860
983
1027
1 140
1201
1206
1179
880
966
930
1159
1149
1093
1246
14G9
138E6
1546
1173
1181
1123
2004
1216
994
962
1240
633
534
C67.
634
779
793
743
668
598
628
655
578
725
557
502
468
459
1258 96
PERCENT
DEVIATION FROM AVERASE
1986 1987
1 '0. 9..d
116.94
117.74
91.50
149.54
210.99
174.58
160.90
140.31
145.80
115.51
95.56
110.66
84.11
144.92
95.16
67.10
53.18
56.60
67.41
50.48
62.49
68.05
73.46
74.89
87.77
91.42
68.37
78.15
81.64
90.63
95.48
95.87
93.73
69.96
68.85
73.93
117.52lip: CM
110.83
126.34
145.91
212.63
150.88
140.54
156.76
165.5
144.80
118.94
119.75
113.87
203.20
99.78
86.80
97.55
125.73
64.19
54.15
64.29
78.99
80.41
75.34
67.73
60.64
63.68
66.42
58.61
73.51
56.48
50.90
55.97
47.45
46.54
SEASONAL
INDEX
129.24
11 .6.72
114.28
108.92
140.55
181.08
1S0.93
157.56
158.83
152.95
145.30
117.23
107.65
112.27
143.66
134.11
97.47
76.95
75. 36
91.17
65.80
52.31
66.17
76.2
77.65
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Finally, we compute the representative seasonal index of each week of the year.
We use equation 3.1.1.3, which computes the mean of the previously
calculated percent deviations for each week. That is, for n = 1 (week one) the
seasonal index is:
1 2
XSI 1 1 129.24
1
2
As shown in table 4.3.1 this procedure is performed for every week in the
analysis, thus obtaining 38 seasonal indices for each direction of the market in
consideration. These values represent the fluctuations in traffic that exist for a
given direction in a market with respect to the periodic average. The seasonal
indices simply indicate the occurrence and timing of these fluctuations in each
direction of a market. As calculated, week one for the southbound direction has
a seasonal index of 129.24. This indicates that traffic in this week has been 29 %
above average over the past two years. The opposite behavior can be seen in
week 20 , where the index is 91.17, thus suggesting that the traffic during this
week has 8.83 % below the periodic average. In sum, the seasonal indices are
computed to describe the seasonal behavior of the traffic in a market.
Once we have calculated the seasonal indices, we focus on determining
whether or not statistically significant differences exist when:
A) the seasonal indices of the two directions in a market are
compared.
B) the seasonal indices of two distinct markets are compared.
The following sections will address these issues by applying the Chi-Square Test
developed in chapter 3 to test the significances of these differences.
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4.3.2 Expected Behavior
In this section we present in the form of a conceptual framework the results that
we will expect from the analysis of the seasonality of the 23 markets in this study.
Figure 4.3.1 shows how we expect the markets to behave throughout this
analysis. Note that we expect different behavior for the business and vacation
markets. Thus, as shown in the figure the first step is to divide the markets
accordingly. This was done in section 4.2, as shown in table 4.2.1, using the
conventional wisdom of Delta personnel as to the composition of traffic in the
different markets. The next step is to test all markets for directional differences
using the Chi-Square Test described in chapter 3. The results from this test will
separate the markets into two categories ( A and B), each corresponding to the
acceptance and the rejection of the null hypothesis respectively.
Figures 4.3.2 and 4.3.3 show the traffic in both directions for a Northeast to
Florida market (vacation) and an long haul East to West market (business). We
observe that the seasonality of both directions follows the same pattern in both
cases. This seems to be the typical behavior for all 23 markets in the analysis.
Thus, we expect the null hypothesis to hold for all markets. The final step is to
test the seasonality of each market against that of all other markets belonging to
the same category. We will use the Chi-Square Test for across market
differences, described also in chapter 3. We expect the null hypothesis to be
rejected when vacation markets are tested against business markets and
vice-versa. Acceptance should be the result when vacation markets are
compared to other vacation markets.
The following two sections are dedicated to each one of the Chi-Square Tests
mentioned above. A section follows in which we will evaluate the results of both
of these tests and examine if they are consistent with the conceptual framework
described above.
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Figure 4.3.1 Expected Outcome of Analysis
MARKETS
VACATION BUSINESS
YES
YES
FOR TESTS INVOLVING A
VACATION MARKET AND A
BUSINESS MARKET
NO
FOR TESTS INVOLVING TWO
VACATION MARKETS OR TWO
BUSINESS MARKETS
YES
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Figure 4.3.2: Weekly Traffic
NORTHEAST TO FLORIDA (1986 - 1987)
0.4 -
1 5 9 13 17 21 25 29 33 37 41 45 49 1 5 9 13 17 21 25 29 33 37
a SOUTHBOUND DIR + NORTHBOUND DIR
Figure 4.3.3: Weekly Traffic
EAST 70 WEST Marxet (1956 - 1987)
Ei C
1 5 9 13 17 21 25 29 33 37 41 45 49 1 5 9 13 17 21 25 29 33 37
I A G? WEEKS
C WE5TBOUNO DIRECT1ON + EASTBOUND DiRECTION
To.
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4.3.3 Directional Differences
The test to determine the existence of directional differences of seasonality in a
market was described in section 3.2.2.1. We will again use Northeast to Florida
market data to show the steps involved in testing for these differences. This test
will be conducted maintaining both: the null hypothesis HO , and the decision
rule, as described in the Chapter 3. These are:
- Null Hypothesis ( Ho ) : the seasonal indices do not
vary by direction in a market.
- Decision Rule : The null hypothesis is accepted if and
only if the chi-square value of the test is
less than or equal to the critical value
corresponding to the number of degrees
of freedom (v) and the desired level of
significance ( a ).
In our case, an acceptance will be achieved if the computed chi-square value
X2 is less than or equal to 52.24, as shown in any chi-square table for 37
degrees of freedom and a .05 level of significance.
Our goal now is to compute the chi-square statistic in order to reach a decision of
either acceptance or rejection. As mentioned above, we will use a Northeast to
Florida market as an example in this analysis. In this case, the chi-square test is
conducted to investigate if there are significant differences when the seasonal
indices of the southbound direction are compared to those of the northbound
direction. To calculate the chi-square statistic necessary to validate this test, we
first have to assume that the seasonal indices of both directions come from a
normal distribution. With this in mind, we then standardized the seasonal indices
by using equation 3.2.8, as shown below for both directions.
xSI
zx
= .8033
xSl
= 1.9789
= 28.22
38x
3-1 8
38
Note that after this transformation we have 37 standard normal variables with
mean g = 0 and variance
60
S
YSI 1 YSI
S
where :
= 36.4
xSl YSI =
38
2: YS IX-1 s i
= 100 '= 100
= 1.
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The next step is to create a new variable, still standard normal, that is simply the
difference of the two variables described above. The value of this variable is
computed below using equation 3.2.9.
V1 = ZX1 - ZY1 = -1.756
Finally, we construct the variable § which is chi-square distributed with v = 37
degrees of freedom. Thus, for the the market under consideration, using equation
3.2.10 we compute the chi- square statistic X2 .
38 2
X = = ( .) = 11.41
These steps are all shown in table 4.3.2 for the Northeast to Florida market.
Evaluating this number with our decision rule, we accept the null hypotheses.
The value 11.41 is clearly less than the critical value of 52.24 at a .05 level of
significance. Therefore we conclude that there is not a statistically significant
difference between the seasonal indices of the two directions of this market.
The chi-square test was performed to test the directional differences for the
remaining 22 markets. All the markets accepted the null hypothesis. This allows
us to conclude that there are no statistically significant differences in the
seasonal indices of the two directions of a market. Looking back at figures 4.3.2
and 4.3.3, we realize that this conclusion comes as no surprise. In both markets,
the traffic of both directions follows the same pattern.
It is important to understand that the Chi-Square Test identifies overall
differences. It might overlook differences occurring during part of the year. That
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Table 4.3.2 Chi. Square Test for Directional Differences for a
Northest-Florida-Northeast Market
Northeast to Florida (,NE - FU vs Florida t Northeast- (FL M NE)
CHI SQUARE STATISTIC = 11.41
5S~EANW t IRDNE3 STMDMZAT!ON DIFFEENCE O8MAED
NE - ;L ri. - HE RE - FL k -NE DIFFEENCE
".8033 1.9739 '.756 1.821
:16.72 E7.67 *0.4595 0.9%03 -0.5208 271L
!4,.2 1H. 0.3924 0.A04 40.0119 0. W;0I
103.92 1O.22 0.2451 0.1&94 0.0957 0.0092
1o.i 99.96 .116e -0.0026 1.U94 1.2521.
A.7 4"
'.. '.-.6 2.2272 0.5o59 f~579 2.74%6
2.3 147.35 2.2237 1.6779 0.5458 0.29
157.5- 71.58i F439 -0.7.545 0.20
15E.33 146.33 1.6165 1.6416 -.051 0.000
*.2 . 132.28 L.454E 1.3601 0.0947 0.0090.
15.20 13.68 12446 1.2997 -0.0551 0.0030
0.473 . -.3168 0.6672
07.E5 127.4i 9.21ca 0.9712 -0.609 0.57S9
112.27 111.?5 0.3370 0A234 -0,0364 1.0075
'.Z3.6 98.57 1.1995 -0.2633 1.4628 2.1399
13-.!U 129.64 O9373 1.0519 -01146 0.0121
-0.069 0.75E3 -0.8279 0.6555
. -..31 . 34 -0.3434 0.0341
7 5 .1 -0.6769 -0.3676 0.199 0.0364
'1.17 83.36 -0.247 -0.596 0.3469 0.1203
-0.0 79.91 4.9397 -0.7510 -0.187 0.0356
.&:74..04530.008.451
-1.0993 -1.1901 "00G 0.0082
66.7 64.19 -0.995 -1.2638 0.33923 0.1151
.- 2 76.8 -0.4533 -0.81% 0.1661 0;0276.
77. 5 85.44 -0.6141 -0.5160 4.981 0.0096
e1.5 1. -04.5069 -0.6662 0.1594 0.0254
79.58 75.96 -0.5611 -0.9517 0.206 0.0045
64.50 79.36 ,-09753 -0.7315 -0.2438 0.0515
70.91 92.7j -0.7992 -0.2582 -0.5410 0.2927
74.03 )L55 -0.7135 -0.6531 -0.0597 0.0036
74. 62 9.29 -0.6974 -0.4861 -0.2113 0.0447
64.50 95.43 -0.4260 -0.5093 0.093 0.0069
76.18 89.06 -0.6546 1.3595 -0.2951 0.0871
72.31 U2.3 -0.7607 -0.528? -0.1717 0.0295
62.96 64.78. -1.0176 -1.2480 0.2305 0.531
"W.15 i5.'0 -11499 -i.2117 0.018 0.0038
60.24 i7.45 -1.0925 1.1533- 0.0b" 0,60037
63
is, although some weeks might show strong differences between directions, the
important statistic is the sum of the squares of the differences for all 38 weeks. If
most of the observations show minimal differences, this X2 statistic will be low
and the outcome of the test will be the acceptance of the null hypothesis. For
those weeks that might have shown marked differences, this acceptance would
be misleading. The same reasoning would apply if the majority of the
observations showed strong differences while some weeks showed small
differences. Therefore, the analyst has to watch for special situations in which
this might occur. We now turn to examine the differences that might arise when
the seasonality of a market is compared to that of all the other 22 markets
included in this analysis.
64
4.3.4 Across Market Differences
The chi-square test used in the previous section will be used here to test for
differences in seasonality when markets are compared against each other. The
results of the prior test suggest that all the markets belong to the same category
since they all accepted the null hypothesis. Therefore, all the seasonal indices
of all these markets will be tested against each other in this section.
To illustrate the methodology applicable to this type of testing, a Northeast to
Florida (#1) market will be compared to another Northeast to Florida market
(#2). Each market will be represented by an average seasonal index for each
week obtained from the seasonal indices of each of the two directions in a
market. Thus the value for market #1 is computed as follows:
XSI + YSISI = 1 1 = 142.55
1
2
In the same manner, an average standardized seasonal index is obtained for
each week of the markets. Table 4.3.3.shows these values for both of the markets
mentioned above. The next step is to compute the chi-square statistic for this
test using the procedure described in the previous section. This value can be
obtained as follows:
38 2
X =§ = ( ) = 4.46
where:
Market # 1 Market # 2
V= SI - SI
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The null hypothesis of no difference in the seasonality of two markets can be
accepted in this case, with 95 % confidence, since the value of the chi-square
statistic ( 4.46) is less than the critical value of 52.24. Table 4.3.4 contains the
chi-square statistics that resulted from the 242 across market tests performed in
this analysis.
From these results one can observe how each market fared when compared to
the other 22 markets in the category. Below, conclusions are drawn about the
behavior of each market included in the across market testing.
VACATION MARKETS
A. DFW HNL DFW
The results indicate that the seasonality of this market shows a significant
difference from the North-Mid West to Florida markets while no difference is
shown from the remaining vacation markets. This market should be included
together with the business markets since it rejected the majority of the vacation
markets and it showed no significant difference from all the business markets.
B. CVG MIA CVG
The seasonality of this market shows clear differences from the business markets.
On the other hand rejection occurred only with the DFW HNL DFW and LGA
MCO LGA markets from the vacation markets category, therefore indicating that
this market shows no difference with the vacation markets.
C. LGA FLL LGA
The results suggest a similar behavior to the market above, but the rejection with
business markets is not as general. Thus is still a vacation market but should
distinguish it from the one above since the rejection with business markets was
not as strong.
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D. LGA MCO LGA
This is indeed a very distinct market from the rest of the vacation markets.
Rejection resulted when this market was tested against all the vacation markets,
with the exception of DFW HNL DFW. Note these two markets show similar
behavior. They differ from all the other vacation markets, while they show minor
differences from the business markets.
E. BOS MIA BOS
Table 4.3.2.2 shows, with respect to this market, that rejections in across market
testing occurred with the majority of the business markets. When compared to
the vacation markets, only DFW HNL DFW and LGA MCO LGA showed to have
different seasonality. Thus, this further supports the inclusion of these two
markets into one category.
F. BDL FLL BDL
This is another North to Florida market and its seasonality behaves as such. The
null hypothesis was rejected for the tests involving the business markets as well
as the two distinct vacation markets described above. This market behaves
exactly as LGA FLL LGA.
G. ORD FLL ORD
Again, a North to Florida market but differing from the one described above only
because the rejections of business markets are greater. Therefore, we can
group it together with all other strong vacation markets.
H. ATL NAS ATL
This market's seasonality differs from only one market from the vacation group,
and from only four business markets. This suggest that this market cannot be
restricted to either a vacation market or a business market.
I. ATL SJU ATL
The behavior of this market is similar to that of ORD FLL ORD and all other strong
vacation markets. NIt differs from the majority of the business markets as well as
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from DFW HNL DFW.
BUSINESS MARKETS
J. DFW SLC DFW
This market is the first non-vacation market. As expected, the results show that it
differs from almost all the vacation markets and is similar to most business
oriented markets. Note that it does not differ from the DFW HNL DFW market,
perhaps suggesting that since it is also a DFW market no difference should be
expected. Furthermore, none of the remaining DFW markets in the analysis differ
from either one of the markets mentioned above.
K. ATL RDU ATL
This is a market which shows differences with business markets and also
vacation markets. The interesting fact is that these differences do not follow any
special pattern.
L ATL CVG ATL
This market behaves in a similar manner to ATL RDU ATL, with no special
pattern.
M. ATL SEA ATL
The results, reflect that, when this market was compared to the vacation markets,
rejection of the null hypothesis prevailed as the outcome. Also, rejection
occurred with 50% of the business markets.
N. ATL STL ATL
This market shows total acceptance of the null hypothesis with the business
markets. Note that the behavior is similar to that of DFW HNL DFW, another
example of a strong business market.
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0. ATL MEM ATL
The results show that this market rejects the similarity of only one business
market and three vacation markets. As with ATL NAS ATL, there is no
conclusive evidence to categorize it as either vacation or business, thus
belonging to a "mixed" category.
P. ATL LAX ATL
Rejection occurs for three business markets and seven vacation ones. It shows
similar behavior to DFW SLC DFW.
Q. ATL SFO ATL
This market shows minimal rejection with the business markets and a high
rejection with the vacation markets. This market's behavior suggests that it
belongs to the category of strong business markets.
R. ATL DCA ATL
This is also a distinct market for which no specific seasonality group can be
established. It rejects the null hypothesis with six of the business markets and
with three of the vacation markets. This is the same rejection pattern observed
with ATL RDU ATL and ATL CVG ATL. Therefore, it should belong to the same
category.
S. ATL ORD ATL
The chi-square statistic corresponding to the across market tests including this
market imply rejection of one business market as well as vacation market.
Therefore, it belongs to the same category as ATL MEM ATL, in which rejection
is minimal with both business and vacation markets.
T. DFW AUS DFW
The results for this market show that it is definitely different from the vacation
markets and similar to most of the business markets. Thus, we can group it
together with t markets such as DFW SLC DFW or a strong business market.
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U. ATL DFW ATL
This market also behaves as a strong business market, since it rejects a minimum
number of the business markets and the majority of the vacation markets.
V. BOS PWM BOS
Rejection was minimal when we compared this market with the markets belonging
to both categories. Thus, it belongs to the same "mixed" category as ATL ORD
ATL.
W. CVG DFW CVG
This market rejects the majority of the vacation markets and accepts the null
hypothesis with most business markets. Therefore, we include it as a strong
business market.
4.3.5 General Observations
As expected, all markets accepted the null hypothesis of the Chi-Square Test for
directional differences: no significant difference in the seasonality of the two
directions in a market. Thus, all markets belong to category B in fig 4.3.1. The
focus then was on the results from the Chi-Square Test for across market
differences. These results differ from the conceptual framework in that more than
two final categories are needed to group the markets in the analysis.
The results suggest that these markets can be divided into several categories.
We will define these categories, including the criteria used to divide them into
such.
Vacation - Low Business
This category includes markets that rejected the null
hypothesis with the majority of the business markets and
accepted it with the majority of the vacation markets. There
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are two subcategories that depend on the number of
rejections that occurred with the former type of markets. These
are:
- Strong vacation
Markets that rejected 9 or more of the business
markets.
- Medium vacation
Markets that reject 5 or more of the business
markets.
Low Vacation - Strong Business
These are markets that reject the majority of the vacation
markets while accepting most of the business markets.
Business & Vacation
This category includes those markets for which the rejection
of the null hypothesis was minimal when comparing them both:
the business markets and the vacation markets.
Distinct Markets
These are markets that do not fit any of the categories above.
All the markets included in the across markets testing of seasonality were
categorized using the criteria above. Figure 4.3.4 shows each market in its
respective category.
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Figure 4.3.4: Categorization of Markets After Across Market Testing
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Evaluating the categories shown above, it comes as no surprise that the majority
of the vacation markets are grouped in the Vacation- Low Business category. As
expected, all these markets rejected most of the business markets and accepted
almost all of the vacation markets. The two subcategories, strong vacation and
medium vacation, were established to distinguish between the number of
rejections of business markets. That is, the vacation markets that rejected a high
number of business markets were included in the strong vacation subcategory,
while those that rejected a moderate number were included in the other
subcategory.
The next group of markets shown is the Low Vacation / Strong Business
category. Seven of these markets are business markets that rejected the
majority of the vacation markets and accepted most of the business markets. The
surprise comes with the inclusion of DFW HNL DFW and LGA MCO LGA in this
category. These were originally categorized as vacation markets and were
expected to behave as such. But, after the across market tests, their seasonal
indices were similar to those of other business markets instead. A possible
explanation for this is the fact that the traffic data in these markets includes only
the non stop traffic. The fare structure in these markets might have been such
that it forced the vacation traffic to use the connecting service with cheaper fares
while only the business passengers used the non stop service. Consequently,
the traffic used to compute the seasonal indices might have been composed of
mostly business travelers. Therefore, these indices would be similar to those of
other business markets and different from those of vacation markets.
The next category ("mixed"), Business & Vacation, groups 4 of the business
markets and one of the vacation markets. They are markets that did not reject a
majority of either the vacation markets nor the business markets. This suggests
that in these markets the level of traffic is comprised of business and leisure
passengers. ATL NAS ATL was the only vacation market to fall in this category.
The last category shown in figure 4.3.4 is for distinct markets . This category
includes three of the business markets with no significant pattern. The interesting
fact is that these three markets accept the null hypothesis when they were tested
against each other. Therefore, their seasonal indices can be assumed to
behave similarly.
These categories of markets with similar seasonality patterns can be used by the
management of an airline in many areas such as: planning, forecasting , and
marketing. In planning, management can use these categories as an input to
their aircraft allocation methods. In forecasting, the markets belonging to the
same categories can use the same seasonal indices when predicting their
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demand. Finally, in marketing, pricing and advertising strategies can be
focused to each category separately depending on the seasonal fluctuations.
By performing this type of seasonality analysis, management has additional
inputs to help them in making the many decisions they are faced with in today's
industry.
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4.4 Conclusion
The purpose of our analysis was to investigate how the seasonality of a market
compared within the market and across market. We computed seasonal indices
using the periodic average procedure described in Chapter 3. These indices
were used as measurments of the seasonality a given market. Within a market,
we used a chi-square test to test for possible differences when the seasonal
indices of each direction in the market were compared. A similar test was used to
test for differences when the seasonality of two markets were compared.
From the results of the two statistical tests, we can draw the following
conclusions:
1. All the markets showed no significant difference when the seasonality of
each of their directions were compared, although minor differences
might not have been captured by the Chi-Square Test.
2. Markets can be categorized according to how their seasonality differs
from other markets. Four main categorieswere created:
Vacation (strong and medium) - Low Business
Low Vacation - Strong Business
Business & Vacation
Distinct Markets.
Figure 4.3.4 summarizes these categories and the markets that belong to each
one of them. In general we observe that different types of markets do differ in
their seasonal patterns from other markets.
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CHAPTER 5
Summary and Conclusions
5.1 Thesis Overview
The goal of this thesis was to present the methodology necessary to calculate
and analyze the seasonality of a market. With this in mind, we first described the
concept of seasonality in air transportation traffic data. It simply refers to the
fluctuations of traffic due to factors such as the seasonal changes of the year and
social customs. All markets show some seasonality, although the degree of
seasonality might differ across markets. In order to analyze the seasonality of
each market, we had to quantify it by computing seasonal indices.
We described three methods to compute seasonal indices based on a
multiplicative time series model. These methods were: the Periodic Average
Method, the Moving Average Method, and the Ratio-to-Trend method. From
these, we selected the Periodic Average Method to compute the seasonal
indices. This method offered the most accurate indices for the amount of data
available.
Seasonal indices were calculated for both directions of all the 23 markets in the
analysis. We first used the Chi-Square Test to determine if there were any
differences between the indices corresponding to each direction. As expected,
the null hypothesis was accepted by all markets. The next step was to test for
differences across markets also using the Chi-Square Test. The results from this
test differ in some degree from the expectation that business markets would reject
vacation markets and vice versa. The following section summarizes these
results and give some concluding remarks about the analysis performed.
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5.2 Findings & Conclusion
The Periodic Average Method was used to compute the seasonal indices for
both directions of a market. Two questions are relevant regarding these indices:
- Do the seasonal indices vary by direction in a market?
Do the seasonal Indices of a market differ from those
representing another market?
The result from the Chi-Square Test for directional differences for all 23 markets
in the study was the acceptance of the null hypothesis: the seasonal indices do
not vary by direction in a market. This addresses the first question above. Thus,
we can conclude that there are no directional differences of seasonal indices in
the markets tested for the period tested.
There is no one answer for the second question. The results from the Chi-Square
test for across market differences are summarized in figure 4.3.4. Markets were
divided in the following categories:
- vacation - low business (strong vacation)
(medium vacation)
- low vacation - strong business
- business & vacation (mixed)
- distinct markets
This categories are defined in section 4.3.4, and the markets belonging to them
are shown in figure 4.3.2. These categories were obtained by combining those
markets that showed approximately the same number of rejections and
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acceptances. Furthermore, every market belonging to a particular category
must accept the null hypothesis, seasonal indices do not vary across market,
when compared to all other markets in the same category. For example, markets
that belong to the business & vacation category show minimal rejection for both
vacation and business markets. Also each markets in this category accepted the
hypothesis when compared to the other 4 markets in the category. Therefore,
the seasonal indices from any of this markets can be used for any other market.
With this categorization of the markets, we have achieved the goal of this thesis.
The seasonal indices of market can be selected to represent the seasonality of
all the other markets in the category. Thus, we can compute the seasonal index
of the combined market data, minimizing the computing time and storage of data.
This index can also be applied to new markets belonging to the same category.
In sum, we can conclude:
- that the seasonal indices of one direction do not
differ from the seasonal indices of the opposite
direction in a market.
- that markets can be categorized by combining
those markets that had similar acceptances and
rejections, and accepted the null hypothesis with
all the other markets in the category
5.3 Further Research
The analysis done on this thesis is a preliminary one and was done with limited
amounts of data. A larger data sample ( 3 - 4 years ) should be used in order to
validate the other two methods of computing seasonal indices and be able to
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compare results. In addition, more markets should be included to investigate the
possibility of having new categories of markets. In order to handle this increase
in data and to ease its manipulation, a computer code should be developed to
perform the following tasks:
- For a given market, calculate the seasonal index
for each direction of the market.
- Perform the Chi-Square Test for directional
differences.
- Perform the Chi-Square Test for across market
differences.
Finally, further research should be done in the area of implementation and
maintenance of these seasonal indices. In order to implement this methodology
the airline must compute the seasonal indices for all markets and perform the
tests described in this thesis. After this initial investigation, the combination of
markets into groups might be possible. Some questions remain as possible areas
of further research. How can the seasonal indices be linked to the forecasting
and optimization systems? What is the appropriate number of observations to
keep in order to calculate these indices?
Another area of research is to translate this methodology to data on a fare class
basis. That is, obtain the seasonal indices for each fare class of service offered
and perform the both Chi-Square Test for directional and across market
differences. Does seasonality vary by class of service in a market? Finally,
compare the results from this disaggregate analysis to the results obtained using
total traffic data.
81
REFERENCES
Chatfield, C., The Analysis of Time Series,
Chapman and Hall LTD, New York,
Freund, J., Mathematical Statistics,
Prenctice Hall Inc., New Jersey,
Harnett, D., Statistical Methods,
Addison-Welsey Publishing Co., Philllipines,
Larsen, R., An Introduction to Mathematical
Statistics and its Applications,
Prenctice Hall Inc., New Jersey,
Maddala, G., Econometrics
McGraw-Hill Inc., New York,
Makridakis,S., The Handbook of Forecasting,
John Wiley and Sons Inc., New York,
MCLain, J., Operation Management
Prenctice Hall Inc., New Jersey,
Mendelhall, R.,
PWS
Nicholson, W.,
CBS
Neter, J.,
Allyn
Pandits, S.,
John
Pindyck, R.,
Statistics for Management and Economics
Publishers., Boston,
Microeconomic Theory,
College Publishing.,
Applied Statistics,
and Bacon Inc., Boston,
Time Series Analysis, with Applications
Wiley and Sons Inc., New York,
Econometric Models and Economic
Forecast,
McGraw-Hill Inc., New York,
Plane, D., Business and Economic Statistics,
Business Publications Inc., Texas,
Simpson, R. Economic Analysis of Airline Systems
Class Notes for 16.74,
Flight Transportation Laboratory,
MIT, Cambridge, M
Taneja, N., The Commercial Airline Industy,
DC Heath and Co., Lexington. M/
Taneja, N
Wells, A.,
A
., Airline Traffic Forecasting,
DC Heath and Co., Lexington, MA
Air Transportation,
Wadworth Publishing Co., Belmont, CA
1984.
1987
1983
1986
1977
1987
1985
1982
1985
1982
1983
1981
1981
1982
1976
1978
1984
82
APPENDIX A
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Table A: Arport Codes ofMarkets
C"Y APORT
CODE
Aanta ATL
Austin AUS
Boston BOS
Chicago O'Hare ORD
Cincinatti CYG
Deaa / R. Worth DFW
Ft. Lauderdale FLL
Hartford BDL
Honolulu HNL
Los Angeles LAX
LaGuardia,NY LGA
Memphis MEM
Nassau NAS
Orlando MCO
Portland,ME PWM
Raleigh-Durham RDU
Salt Lake Cty STL
St. Louis SLC
San Francisco SFO
San Juan SJU
Seattle SEA
Washington-National DCA
