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Proactive policing, the strategic targeting of people or places to
prevent crimes, is a well-studied tactic that is ubiquitous in modern
law enforcement. A 2017 National Academies of Sciences report
reviewed existing literature, entrenched in deterrence theory, and
found evidence that proactive policing strategies can reduce crime.
The existing literature, however, does not explore what the short
and long-term effects of police contact are for young people who
are subjected to high rates of contact with law enforcement as a
result of proactive policing. Using four waves of longitudinal
survey data from a sample of predominantly black and Latino boys
in ninth and tenth grades, we find that adolescent boys who are
stopped by police report more frequent engagement in delinquent
behavior 6, 12, and 18 months later, independent of prior delinquency, a finding that is consistent with labeling and life course
theories. We also find that psychological distress partially mediates this relationship, consistent with the often stated, but rarely
measured, mechanism for adolescent criminality hypothesized by
general strain theory. These findings advance the scientific understanding of crime and adolescent development while also
raising policy questions about the efficacy of routine police stops
of black and Latino youth. Police stops predict decrements in
adolescents’ psychological well-being and may unintentionally increase their engagement in criminal behavior.
policing
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deterrence theory most relevant to the present research: general,
specific, and focused deterrence. General deterrence predicts that
the publicity of punishment indirectly deters all individuals’ engagement in future crime, whereas specific deterrence argues that
the punishment of individuals who engage in crime will deter those
individuals’ future lawbreaking behavior (10, 11). General and specific deterrence theories militate in favor of greater police contact in
areas with greater rates of crime (11). Despite the shared implication,
neither literature offers much empirical evidence of the consequences
of elevated levels of police contact for youth or over the long term (1).
Focused deterrence, on the contrary, suggests that increased contact
with non–rule-breakers—rather than the violent and frequent offenders for whom the intervention is designed—exacerbates public
mistrust of police, reducing police efficacy to reduce violent crime (12–
14). Although most quantitative studies support that proactive policing
is associated with reduced crime (12, 15–19), there is no consensus in
the literature: some studies find no relationship (20) whereas others
find that proactive policing may be counterproductive (21–25).
The present research seeks to translate and specify assumptions from three prominent theories of juvenile criminal involvement: labeling, life course, and general strain theories.
Labeling theory predicts that official intervention increases the
probability of adolescent delinquency over time because the intervention triggers exclusionary processes that adversely affect
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roactive policing has radically changed how America experiences public safety. Instead of reacting to calls for service as
was typical through the 1950s, police agencies now seek to prevent
crimes by proactively deploying officers in places where crime is likely
to be reported and interacting with the people most likely to be accused of crimes (1). This policing strategy results in more frequent
contact between police and individuals within neighborhoods where
police are disproportionately assigned (2). The approach has generated a significant body of research aimed at determining its
effects on crime. A recent National Academies of Sciences review
supports existing research that proactive policing strategies seem to
lower crime (1).
However, that same report laments that quantitative research on
proactive policing has mostly ignored effects on crime rates over
long periods of time and with youth. The report also acknowledges
a growing body of literature that suggests that proactive policing can
negatively affect the public legitimacy of law enforcement (3, 4),
even motivating avoidance of law-related officials altogether (5–8).
Finally, the report laments a dearth of quantitative research on the
effects of proactive policing on racial disparities or youth criminality. The present article addresses that research gap by studying
how contact with police may influence criminally delinquent behaviors by black and Latino adolescent boys across a 2-y period. Our
findings raise concern that police stops may increase the likelihood
that adolescents will engage in subsequent delinquent behavior.
The idea that proactive policing will reduce crime is premised
on deterrence theory (9, 10). Broadly, there are three types of
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Four waves of longitudinal survey data demonstrate that
contact with law enforcement predicts increases in black and
Latino adolescents’ self-reported criminal behaviors 6, 12, and
18 months later. These results are partially mediated by psychological distress. The younger boys are when stopped for the
first time, the stronger these relationships. Boys’ race and prior
engagement in delinquent behaviors did not moderate the
effect. These findings fill a gap in the research literature on
labeling, life course, general strain, and deterrence theories. To
our knowledge, the relationships among police contact, psychological strain, and subsequent criminal behavior for young
boys had not been tested quantitatively before. These findings
raise policy questions about the influence of proactive policing
on the trajectory of children.
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engagement in prosocial opportunities, such as employment, educational attainment, and identification with positive peer groups
(26–28). This may explain why some researchers find that, regardless of their history of delinquent behavior, adolescents who
experience police contact show subsequent increases in their delinquent behaviors (29–31). Previous research on life course theory also suggests that encounters with criminal legal systems (such
as police stops and arrests) result in labeling that predicts negative life course trajectories (29, 32, 33) and that unfair or abusive
treatment results in similar outcomes (34).
General strain theory argues that aggregate and/or acute
stressors increase the likelihood of criminal behaviors because the
anger and psychological distress that result from stress provoke
one to engage in delinquent acts (35, 36). General strain theory
would posit that police contact should produce subsequent increases in delinquent behavior via increased distress. Our goal,
then, is to test the mechanism hypothesized by general strain
theory in the context of police stops and their potential criminogenic associations with delinquent behavior for nonwhite boys.
Existing research supporting the idea that police contact can
be criminogenic among nonwhite communities is predominantly
qualitative (24, 30, 33, 37). Many of these studies speak to the
prevalence of punitive enforcement and high levels of surveillance among nonwhite communities (38–44), particularly among
nonwhite boys and young men (21, 23, 45, 46). Qualitative
studies illustrate that nonwhite boys and young men experience
pedestrian stops as physically invasive and abusive (20, 21, 22, 35,
36). Findings from these studies further suggest that the broken
trust resulting from these interactions may predict engagement
in delinquent behavior for law-abiding nonwhite boys and young
men (7, 8, 25). Consistent with this qualitative work, quantitative
research also suggests that police-initiated contact is associated
with diminished psychological well-being and physical health for
nonwhite boys and young men (47–49). Convergent findings
between quantitative and qualitative approaches to experiences
of discrimination serve as further support for our hypotheses
(50, 51), but neither has identified the psychological mechanism through which police stops are associated with subsequent
criminal behavior. This gap is likely attributable to the study of
psychological and criminogenic consequences of policing as discrete outcomes (4, 6, 39, 47–49). Thus, the underlying psychological mechanism through which policing produces crime is
often articulated, but rarely quantitatively measured (47, 49).
To date, there is no consensus on whether proactive policing
deters criminal behavior among young people. The assumptions
of proactive policing—supported in cross-sectional and longitudinal research of adult samples—are in opposition to those in
labeling, life course, and general strain theories. Despite considerable variation in empirical design, few studies have tested these
competing hypotheses over time and with a sample of adolescent
boys (1). To remedy this, we used a longitudinal design to test for
the temporal ordering between police contact and delinquent
behavior. If findings reveal that police stops predict subsequent
increases in delinquency among adolescents, the results pose a
critical challenge to dominant criminal justice orthodoxy, as elements of proactive policing have been adopted by nearly all police
departments in the United States.
Motivated by the call from the National Academies of Sciences (1), this research advances the science of proactive policing
and deepens our understanding of how contact with police may
affect adolescents’ psychological well-being. The present study
relies on longitudinal survey data to answer several research
questions about the relationship between police stops and delinquency among black and Latino adolescent boys. Beginning in
the fall of ninth grade, participants in the study were surveyed
every 6 mo across their first two years in high school. Participants
reported on their contact with law enforcement, psychological
distress, delinquent behaviors, and a number of control variables.
8262 | www.pnas.org/cgi/doi/10.1073/pnas.1808976116

We asked the following research questions: are pedestrian stops
by police associated with greater subsequent delinquent behavior, and is this relationship mediated by psychological distress?
Our study examines three hypotheses. Consistent with labeling, life course, and general strain theories, our first is that boys
who were stopped by police would report greater subsequent
involvement in delinquent behaviors, regardless of the initial
level of delinquency reported in the baseline survey. Second,
drawing from general strain theory, we predicted that psychological distress would mediate the relationship between police
stops and delinquency. In other words, we hypothesized that police stops would predict greater psychological distress, which in
turn would predict greater delinquent behavior. Finally, in line
with specific deterrence theory, our third hypothesis was that delinquent behavior would independently produce subsequent police
contact. To test all three hypotheses, we used four waves of repeated measures to estimate a cross-lagged autoregressive longitudinal mediation model in which we estimated our hypothesized
pathways and tested for reverse causal directions (e.g., whether
delinquent behavior predicted more pedestrian stops in later
waves). In addition to these core hypotheses, we explored important group differences within our subject population. Namely,
we sequentially tested whether boys’ race, prior engagement in
delinquent behavior, and age at first contact would moderate the
observed relationships.
Methods
Participants. Boys in the present study participated in a large, mixed-method
longitudinal study of adolescents’ experiences across peer, school, family,
and neighborhood contexts during the high school years (N = 1,401). Our
analyses focused on longitudinal relationships between police contact, psychological distress, and delinquent behavior for self-identified nonwhite
boys with all relevant demographic data. This required us to exclude those
who did not provide racial identification data or who self-identified as white
(n = 18), those who did not provide important variables such as age or
country of birth (n = 101), and those who responded to fewer than 25% of
survey items as a result of missing or incomplete surveys (n = 637), as that
precluded our ability to execute reliable longitudinal analyses. Adhering to
these exclusion criteria provided a sample for which we could run a conservative test of our hypotheses, leaving us with an analytic sample of
645 respondents. Boys in our sample self-identified as Latino (57.5%), black
(23.1%), and “other” nonwhite (19.4%). It is likely that our participants’
cultural, ethnic, and racial identities are more complex than these categories
suggest. For the sake of brevity, however, this article refers to these identities as “racial” groups. This shorthand does not represent a claim that these
groups constitute monolithic “races” or cultures, nor that the concepts of
race, culture, or ethnicity have any objective meaning independent of their
social context. Among the “other” nonwhite boys, 89.6% identified as
multiracial (black and Asian, Latino and Asian, black and Latino, black and
white, or Latino and white), 8.8% identified as Asian/Pacific Islander, and
1.6% identified as “other” nonwhite. The mean age of boys in this sample at
wave 1 was 14.95 y (SD = 0.72). Slightly less than half of the sample (48.5%)
had a paying job at some point during the 2 y of the study. Foreign-born
participants contributed to 14.9% of the sample. Youth in our study came
from three different family types: two-parent households (55.0% of respondents), single-parent households (29.6%), and “other” caregivers, such
as grandparents, other relatives, or foster parents (15.3%). Our final analyses
controlled for potential confounding demographic factors as detailed later.
Procedure. Boys were selected as the focus of this research because of their
overrepresentation among youth who experience arrest or other contact
with law enforcement (37, 52). Police stops overwhelmingly involve nonwhite boys. For example, in New York City in 2016, more than 90% of people
subjected to police stops were male, 52% black, 29% Latino, 10% white, and
47% juveniles and young adults aged 14–24 y (53). Of juveniles who experienced police encounters, only 7.2% were female and 7.5% were white (53).
Our focus on nonwhite boys allowed us to study the population most likely
to be stopped by police, allowing for the greatest variation in police contact
and affording the best opportunity to observe any significant relationships
between police contact and subsequent behavior. We recruited boys from
six public high schools in high-intensity policing neighborhoods (according
to the local police department) of a large city in the southern United States.
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Measures.
Police stops. We used an aggregate of two items to assess adolescents’ selfreported experiences of pedestrian stops (stops occurring while on foot) by
the police. Using a five-point Likert scale, these two items assessed the frequency with which adolescents had been stopped by police in the previous
6 mo, with or without a search (e.g., “In the past 6 mo, how many times
were you stopped and frisked by the police while walking?” and “In the past
6 mo, how many times were you stopped and NOT frisked by the police
while walking?;” with 1 representing never and 5 representing four or more
times). These measures were not intended to capture interactions with
school resource officers or other law enforcement inside the school building,
and likely provide a conservative measure of adolescents’ overall contact
with police. Bivariate correlations (r) between these two survey items were
0.52, 0.57, 0.58, and 0.65 at waves 1, 2, 3, and 4, respectively. These correlations were lower than the desired 0.60, in part, because mean scores at
each survey administration were close to 1 on a scale of 1–5 [mean
(M)wave1 = 1.17, SDwave1 = 0.58; Mwave2 = 1.37, SDwave2 = 0.73; Mwave3 = 1.32,
SDwave3 = 0.69; Mwave4 = 1.29, SDwave4 = 0.71].
Delinquency. We assessed delinquency by using the average of a 15-item
measure adapted from the National Survey of Delinquency and Drug Use
(55, 56). Prior studies have used comparable measures for similar adolescent
populations, including for black and Latino boys (57–59). These items
assessed various types of adolescent delinquent acts (e.g., “In the last 6 mo,
have you stolen, or tried to steal, something worth more than $50?”). A
three-point Likert scale was used for this measure during wave 1 of the study
(1, never; 2, one to three times; and 3, four or more times), and a seven-point
Likert scale was used for all subsequent waves (1, never; 7, two to three
times a day). To ensure consistency in the response range of the Likert scale
across each wave, we rescaled the seven-point response scale used during
waves 2, 3, and 4 to correspond to the three-point scale used during wave 1
(e.g., 1 = 1, i.e., never; 2–4 = 2, i.e., one to three times; and 5–7 = 3, i.e., four
or more times). In other words, the “never” response category (i.e., 1) was
consistent across the four waves, Likert responses 2–4 during waves 2–4 were
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rescaled to equal 2, and Likert responses 5–7 during waves 2–4 were rescaled
to equal 3. Thus, Likert responses across all waves ranged from 1 to 3. We
found high internal consistency across the four waves of the study (α range =
0.92–0.96). A high score on delinquency measures indicated more frequent
self-reported delinquent behavior.
Psychological distress. We assessed psychological distress at each wave by using
a structural equation model framework. We measured psychological distress
as a latent variable by using mean scores of students’ self-reported stress
levels (“I found it hard to wind down;” α range = 0.89–0.94), depression (“I
felt downhearted and blue;” α range = 0.90–0.94), and anxiety (“I felt I was
close to panic;” α range = 0.88–0.89) in the past 6 mo. Each measure was
derived from the Depression, Anxiety, and Stress Scale (60), contained seven
items, and used a four-point Likert scale (0, never; 3, almost always). To
ensure that psychological distress was assessed consistently across time, we
conducted a multigroup confirmatory factor analysis by using time as a
grouping variable. The results met the criteria for measurement (scalar) invariance across time: χ2(54) = 129.70, P < 0.001, root mean square error of
approximation (RMSEA) = 0.05 (0.04–0.06 CI), comparative fit index (CFI) =
0.97, standardized root mean square residual (SRMR) = 0.04. Higher scores
on psychological distress reflected poorer psychological adjustment.
Control Variables. Our final analyses adjusted for several covariates, including
participants’ age, racial/ethnic identification (using Latino as the reference
group against which black and “other” youth were compared), country of
birth (0, United States-born; 1, foreign-born), and schools. We used two
proxies to indicate aspects of adolescents’ socioeconomic status: whether the
student had been employed at any time during the 2-y period of the study
(0, youth has never had a job; 1, youth has ever been employed) and his
parent-household characteristics. For the parent-household characteristics
variable, we used youth from a two-parent household as the reference
group to contrast against youth in a single-parent household and youth in
“other” households. To account for the effects of additional potential influences on reported delinquency, such as those of neighborhood resources
and peer group influence, we controlled for schools as fixed effects in our
final model. Across all covariates, we used the group with the largest
number of observations as the reference.
We also adjusted for other potential confounding variables, including
negative affect, stereotype threat from police, perceived procedural justice,
academic achievement, and police stops while driving. These measures were all
reported at each wave of survey administration. Each of these could reasonably
be expected to be exacerbated by prior contact with police and could reasonably be expected to predict subsequent engagement in criminal behaviors.
Across these measures, boys who opted into the study after the wave 1 survey
administration did not differ significantly from boys who were recruited at
wave 1 and returned later in the study. For this reason, we controlled for scores
collected during wave 1, as they represented a baseline measure.
To measure adolescents’ negative affect, we aggregated 10 items from
the Positive and Negative Affect Scale (61), which captured the extent to
which adolescents, on average, felt distressed, upset, guilty, scared, hostile,
irritable, ashamed, nervous, jittery, or afraid (M = 2.07, SD = 0.76, α = 0.69).
To measure stereotype threat—that is, the degree to which respondents felt
concern that police might stereotype them as criminals—we used a five-item
measure (e.g., “I worry that the police officer might stereotype me as a
criminal because of my race”) from the Expected Stereotype Threat Scale
(62), which was modified from an earlier iteration of the Explicit Stereotype
Threat Scale (63, 64). We found acceptable internal reliability for these results (M = 2.78, SD = 1.75, α = 0.95). To measure perceptions of procedural
justice, we used a 14-item measure (65). These 14 items assessed the degree
to which respondents agreed that the law and police were fair or just (e.g.,
“The law represents the values of people in power rather than people like
me,” “Most police in [my city] treat some people better than others”). These
items held reliable internal consistency (M = 3.88, SD = 0.91, α = 0.77). We
assessed academic achievement using adolescents’ self-reported grade point
average, which ranged from 0 to 4 (M = 2.92, SD = 0.84).
The boys in our study experienced two types of police stops: pedestrian
stops and vehicle stops. According to previous research with similar populations
(23, 66), stops most likely took place in boys’ neighborhoods, outside of
school. Because pedestrian stops tend to be more physically invasive than
vehicle stops, we analyzed pedestrian stops and used vehicle stops as a covariate (only 10% of boys in our sample experienced any vehicle stops). In this
article, “police stops” refers to pedestrian stops unless otherwise indicated.
Missing Data. In our analytic sample (n = 645), 158 boys (24.5%) participated
in all four waves of the study. This represented one third (33.3%) of the
474 students who were recruited at wave 1. Of the 95 students who were
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Although our goal was to recruit boys from all public high schools in the city,
the partnering city selected the six schools from which we could recruit boys.
Thus, our sample may not be representative of boys in this city or in other
southern urban school districts given the nonrandom nature of the school
selection. At wave 1, boys in these six schools were eligible to participate in
the study if they were enrolled in a ninth-grade physical education course.
This class was the most consistently attended by members of our target
population, which facilitated our recruitment efforts. Participants were first
surveyed in September 2013, during the fall of ninth grade. Surveys were
readministered every 6 mo, during spring 2014 in physical education class,
and during fall 2014 and spring 2015 in tenth-grade history class (a required
course). We anticipated attrition because a large proportion of boys attending these schools had sporadic or poor attendance, repeated grades,
transferred between schools, or left school altogether (54). To bolster participation, additional boys were invited to opt into the study in later waves.
Missing data and retention rates are reported later. The institutional review
boards at the University of California, Los Angeles, approved all procedures.
The Center for Policing Equity will be able to provide researchers with deidentified data provided they agree to confidentiality provisions included in
the center’s memorandum of understanding with the school district.
Child assent was collected before survey administration. Parental consent
forms were distributed at the time of survey administration and returned
later. Research assistants organized a pizza party at each school to motivate
students to bring back parental consent forms. Regardless of whether their
parent or guardian provided affirmative consent, each student who completed a survey was entered into a raffle to win a prize (e.g., gift cards and
iPods) at the end of each academic year.
Of the 1,593 boys whom we could sample from across the six schools, 88%
(n = 1,401) provided affirmative assent and parental consent. If parents
provided consent at one wave and denied consent at a later wave, their
child was not included in the study. Parental consent was waived for boys
older than 18 y. Parental consent was not collected for each wave, as many
students reported that it was difficult to touch base with a parent within the
short window (typically 2 d) allotted to return the consent form to study
staff at each wave. We received approval for waiver of parental consent
from the institutional review boards at the University of California, Los
Angeles, to include students who provided parental consent at least once
during the data collection. It was important that we included boys who were
unable to obtain parental consent for each of the four waves of data collection so that home-life situations would not bias the sample of people
from whom we were able to collect only parental consent.

recruited at wave 2, 41.0% participated in all subsequent waves of the study.
All 76 students who were recruited at wave 3 also participated in wave 4 and
were included in the autoregressive, cross-sectional, and cross-lagged analyses of those two waves. Overall, 273 respondents (42%) provided responses
for all possible waves after first participation, 236 respondents (37%) missed
one wave following their first participation, and 136 respondents (21%)
missed two waves after first participation. Although some boys opted in
and out of the study during waves 2, 3, and 4, our analytic sample size
remained relatively stable across each wave: 474 boys participated in wave 1,
457 participated in wave 2, 480 participated in wave 3, and 414 participated
in wave 4. We retained all 645 participants in the analysis by using maximum
likelihood with robust SEs to account for missing data. This approach relies
on full information maximum likelihood, which estimates regression estimates by using any available data without imputing missing data, thereby
avoiding any possible biased estimates. Additionally, maximum likelihood
with robust SEs also accounted for the skewed nature of the study variables.
Thus, our analyses used all available data from each participant who provided sufficient data to estimate parameters with SEs robust to normal and
nonnormal data.
Analyses revealed that, compared with students who left the study after
one wave of participation, students who participated in two or more waves
were more likely to come from two-parent households and report higher
grades and higher academic self-esteem. This reflects a common problem in
research on at-risk populations in schools: familial support and school engagement often predict participation in research (67, 68). In our study,
students who participated in two or more waves of the study reported less
police-initiated contact [M = 1.17, SD = 0.57; t(288) = 2.55, P < 0.05] and
engaged in less delinquency [M = 1.16, SD = 0.30; t(223) = 3.08, P < 0.01]
than did those who exited the study after wave 1 (police-initiated contact,
M = 1.31, SD = 0.71; delinquency, M = 1.26, SD = 0.30). For this reason, our
analytic sample is biased toward more advantaged students relative to those
who did not return after wave 1. Also, this provides a conservative estimate
of our hypotheses because the limited variance in our key measures makes it
difficult to detect significant relationships, as adolescents in the present study
reported infrequent police contact and infrequent engagement in delinquent
behavior. That said, the inability to detect other patterns of missingness is
a limitation of the present research, presenting a potential threat to generalizability that subsequent research should endeavor to remedy.
Analytic Plan. The analyses for this study were conducted in Mplus 8.1 (69). We
estimated one cross-lagged autoregressive mediation path model by using a
structural equation model framework (70). We tested the presence and
evolution of predictive relationships among police stops, psychological distress,
and delinquency as the boys progressed through ninth and tenth grades. We
estimated the following pathways as presented in Fig. 1: autoregressive, crosssectional, and cross-lagged pathways across the three constructs. Autoregressive paths controlled for prior and subsequent time effects of a construct,
including the path between the independent variable wave 1 to the independent variable wave 2 as depicted in Fig. 1. Cross-sectional relationships
controlled for the correlations between constructs within each wave. For

Fig. 1.

example, a cross-sectional relationship may exist between the independent variable in wave 1 and the mediating variable in wave 1, as depicted
in Fig. 1. Cross-lagged paths yield the key findings: we measured the effect
of a construct at one wave upon a construct 6 mo later. Fig. 1 shows that
cross-lagged paths included those from the independent variable in wave 1 to
the mediating variable in wave 2. We also included cross-lagged paths between a construct at one wave upon a construct 12 and 18 mo later. This
step allowed us to determine whether significant relationships that emerged
over a 6-mo period also remained significant over 12- and 18-mo periods.
To test for longitudinal mediation, the analyses estimated direct and indirect pathways among the number of police stops experienced by a boy, his
psychological distress, and his subsequent delinquency. Because mediation
analysis requires temporal precedence, we tested a series of direct pathways
among our study variables before testing indirect pathways. First, to test our
hypotheses, we tested the following pathways: wave 1 police stops → wave
2 psychological distress → wave 3 delinquency; and wave 2 police stops →
wave 3 psychological distress → wave 4 delinquency. By assessing the direct
pathway starting at wave 1 and wave 2, we were able to test its stability. To
test an alternative hypothesis (i.e., that police stops and subsequent delinquency might both be facilitated by prior delinquency or by preexisting
psychological distress), we also tested the following alternative direct
pathways: wave 1 delinquency → wave 2 psychological distress → wave
3 police stops; and wave 1 psychological distress → wave 2 police stops →
wave 3 delinquency. As we did with our hypotheses, we tested the stability
of the alternative hypotheses by conducting the same analyses from wave
2 to wave 4. We used the “Model Indirect” command to estimate total,
direct, and indirect effects across significant pathways.
Consistent with best practices established in prior research (70), we constrained multiple pathways to be equal across time to ensure the accuracy of
our cross-lagged estimates. First, to isolate the variance associated with
prospective associations within the model and to retain model parsimony
(70), a single equality constraint was individually imposed across each construct’s autoregressive paths (e.g., wave 1 police stops → wave 2 police stops →
wave 3 police stops → wave 4 police stops). Furthermore, as stationarity is
critical to testing the null hypothesis that the cross-lagged differential equals
zero (71), the synchronous correlations between police stops, psychological
distress, and delinquency were constrained to be equal. Similarly, we constrained the cross-lagged paths to be equivalent across time as long as they
did not lead to significant decrements in model fit. None of the equality
constraints significantly reduced model fit. We took this step to ensure the
stability of each construct across time for the entire sample of 645 boys. We
found that the stability coefficients for each construct were invariant across
time, suggesting that the stability of each construct did not differ between
boys who exited or joined the study after wave 1.
The final model was evaluated by using the fit indices RMSEA, CFI, and
SRMR. RMSEA values less than 0.08, CFI values greater than 0.90, and SRMR
values less than 0.09 indicate an acceptable model (72).

An example of a cross-lagged autoregressive mediation path model.
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Stops, Psychological Stress, and Delinquency. In the SI Appendix, we
report results from a series of stepwise multilevel models in a
sequential fashion to build our final model (SI Appendix, Model
Construction). As a result of these analyses, we present our final
model in Fig. 2, as described as follows.
Because measures of police stops, psychological stress, and
delinquent behavior were measured across multiple waves, we

were able to test for a series of temporal relationships, all of
which are reported in Fig. 2. First, we tested the relative stability
of each construct across each wave. We found that adolescents’
reports on each construct were stable every 6 mo: police stops
(b = 0.41, SE = 0.07, P < 0.001), psychological distress (b = 0.31,
SE = 0.04, P < 0.001), and delinquency (b = 0.30, SE = 0.06, P <
0.001). These coefficients and SEs also indicate that adolescents’
rank order in each construct was stable across time. In other
words, boys who reported being stopped by police were likely to
report being stopped again in subsequent waves, boys who
reported psychological distress were likely to report distress again
in subsequent waves, and boys who reported engaging in delinquent behavior were likely to report engaging in delinquent
behavior again in subsequent waves, after adding our covariates.
Our analyses controlled for cross-sectional relationships among
police stops, psychological distress, and delinquency within each
wave. At wave 1, adolescents who had experienced more frequent
police stops reported greater concurrent distress (b = 0.02, SE =
0.01, P < 0.05) and greater concurrent delinquency (b = 0.04, SE =
0.01, P < 0.001) than adolescents who experienced less frequent
police stops. Adolescents who reported greater psychological
distress also reported greater concurrent delinquency (b = 0.05,
SE = 0.01, P < 0.001). These cross-sectional relationships at
wave 1 were consistent with cross-sectional relationships found
at waves 2, 3, and 4. These findings reveal that police stops,
distress, and delinquency were contemporaneously related with
one another. Although these relationships are meaningful and
partially consistent with our hypotheses, they do not address
the questions of why such relationships exist or what the temporal ordering is between them.
To control for the stability of each construct across each wave
and for the cross-sectional relationships between the three constructs, we estimated longitudinal pathways to test whether significant relationships emerged between constructs over time.
Across the four waves, we found that, the more police stops a boy

Table 1. Mean (SD) of all study variables across each wave for the entire sample and by boys’
ethnicity/race
Measures
Police stops
Wave 1
Wave 2
Wave 3
Wave 4
Stress
Wave 1
Wave 2
Wave 3
Wave 4
Anxiety
Wave 1
Wave 2
Wave 3
Wave 4
Depression
Wave 1
Wave 2
Wave 3
Wave 4
Delinquency
Wave 1
Wave 2
Wave 3
Wave 4

Entire sample

Black boys

Latino boys

“Other” nonwhite boys

1.17
1.37
1.32
1.29

(0.58)
(0.73)
(0.69)
(0.71)

1.17
1.49
1.44
1.37

(0.51)
(0.74)
(0.84)
(0.79)

1.14
1.32
1.26
1.24

(0.47)
(0.77)
(0.59)
(0.63)

1.28
1.37
1.34
1.35

(0.85)
(0.76)
(0.73)
(0.83)

0.45
0.59
0.56
0.57

(0.70)
(0.62)
(0.57)
(0.59)

0.35
0.59
0.56
0.67

(0.56)
(0.58)
(0.56)
(0.60)

0.45
0.57
0.52
0.52

(0.70)
(0.61)
(0.55)
(0.55)

0.55
0.65
0.67
0.65

(0.81)
(0.70)
(0.65)
(0.69)

0.44
0.53
0.50
0.49

(0.62)
(0.57)
(0.56)
(0.57)

0.32
0.53
0.45
0.48

(0.51)
(0.56)
(0.51)*
(0.54)

0.44
0.52
0.47
0.47

(0.59)
(0.57)
(0.53)*
(0.55)

0.52
0.54
0.64
0.54

(0.76)
(0.62)
(0.67)†
(0.64)

0.49
0.54
0.52
0.53

(0.57)
(0.61)
(0.61)
(0.60)

0.32
0.49
0.48
0.59

(0.47)*
(0.52)
(0.54)
(0.63)

0.50
0.53
0.50
0.50

(0.69)*,†
(0.58)
(0.60)
(0.57)

0.64
0.59
0.52
0.56

(0.83)†
(0.74)
(0.61)
(0.64)

1.15
1.18
1.14
1.18

(0.28)
(0.36)
(0.32)
(0.39)

1.17
1.18
1.14
1.21

(0.31)*,†
(0.34)
(0.30)*,†
(0.41)

1.12
1.18
1.11
1.15

(0.24)*
(0.36)
(0.28)*
(0.36)

1.21
1.19
1.22
1.23

(0.34)†
(0.38)
(0.44)†
(0.44)

Different symbols across the rows indicate significant ethnic/racial group differences at P < 0.05.
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Results
Over the course of the 2 y during which boys were surveyed, 40%
of the sample (n = 259) experienced at least one police stop.
Table 1 presents mean scores and SDs for all study variables
across each wave. This finding indicates that police stops
(Mwave1 = 1.17, SDwave1 = 0.58; Mwave2 = 1.37, SDwave2 = 0.73;
Mwave3 = 1.32, SDwave3 = 0.69; Mwave4 = 1.29, SDwave4 = 0.71)
and delinquent behavior (Mwave1 = 1.15, SDwave1 = 0.28;
Mwave2 = 1.18, SDwave2 = 0.36; Mwave3 = 1.14, SDwave3 = 0.32;
Mwave4 = 1.18, SDwave4 = 0.39) were infrequent across all four
waves of the study and were low relative to findings in previous
research (49, 73). We found few mean differences across racial
groups. Differences did not emerge by race on adolescents’ experienced police stops. “Other” nonwhite adolescents reported more
frequent delinquent behavior than Latino adolescents during waves
1 and 3, but no differences emerged during waves 2 and 4. Across
all waves, Latino and black adolescents reported similar frequencies of police stops and engagement in delinquent behavior.
Preliminary results included an unconditional bivariate model
that examined the interrelationships between police stops and
delinquency across the four waves. In this model, police stops
predicted greater subsequent engagement in delinquent behavior
6 mo later (b = 0.10, SE = 0.03, P < 0.01), but delinquency did
not predict subsequent police stops 6 mo later [b = 0.15, SE =
0.08, P value not significant (NS)]. This model fits the data well:
χ2(17) = 21.48, P = NS, RMSEA = 0.02, 90% CI = 0.00–0.04,
CFI = 0.98, SRMR = 0.07.

Fig. 2. Cross-lagged autoregressive mediation path model’s unstandardized coefficients (i.e., SEs) with measures of adolescents’ self-reported experienced
police stops, psychological distress, and delinquency (*P < 0.05, **P < 0.01, and ***P < 0.001, two-tailed test).

experienced, the more distress he reported 6 mo later (b = 0.05,
SE = 0.02, P < 0.01). By contrast, distress at one wave did not
independently predict police stops 6 mo later (b = 0.07, SE =
0.10, P = NS). We also found that distress predicted greater
delinquency 6 mo later (b = 0.04, SE = 0.01, P < 0.01), but delinquency did not predict distress over the same period (b = −0.02,
SE = 0.03, P = NS).
Consistent with our hypotheses, we found that police stops
reported at wave 1 had a significant indirect relationship with a
boy’s self-reported delinquency at wave 3 via distress at wave 2
(b = 0.01, SE = 0.00, P < 0.05). Similarly, police stops at wave
2 had a significant indirect relationship with wave 4 delinquency
via wave 3 distress (b = 0.01, SE = 0.00, P < 0.05). Police stops
also directly predicted delinquency 6 mo, 12 mo, and 18 mo after
the stop (b = 0.05, SE = 0.02, P < 0.01). Our model fits the data
well [χ2(357) = 582.25, P < 0.001, RMSEA = 0.03, 90% CI =
0.03–0.04, CFI = 0.95, SRMR = 0.04] and suggests that psychological distress partially mediated the longitudinal relationship between police stops on subsequent delinquency.
We did not find evidence consistent with our third hypothesis.
We found no relationship between an adolescent’s self-reported
delinquency at one wave and police stops at subsequent waves.
Magnitude of Police Stops’ Influence on Adolescent Delinquency. We

obtained standardized coefficients to determine the magnitude
of the relationship between police-initiated contact and adolescents’ delinquency. The direct effect between police-initiated
contact and adolescents’ delinquency was 0.10, meaning that
each police stop predicted an increase in delinquent behavior
6 mo later by 0.10 SD on a one-to-three Likert scale, which is a
small effect size. By the end of the four-wave study, more than
40% of our sample had been stopped by police at least once. The
78 boys (approximately 12% of our sample) who were stopped
five times or more during the course of our study reported an
increase in deviant behavior by 0.50 SD in a one-to-three-point
Likert scale, which is a moderate effect size. Moreover, because
of the higher attrition rates exhibited among the boys at highest
risk of being stopped (as discussed earlier), the 78 boys whose
experiences are captured in these analyses likely represent an
underestimate of the number of participants in the broader study
who may have experienced high numbers of stops. Because the
high-contact subsample that remained in our study may not be
representative of the broader high-contact population, we encourage future research to target this particularly vulnerable
population. Furthermore, our findings were robust across a series of analyses that are reported in the SI Appendix.
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Sensitivity Analyses. We performed a series of sensitivity analyses
to examine the degree to which our findings held true for youth
by race, history of delinquent behavior, and age at their first
police stop. To ascertain whether the observed relationships
varied by a boy’s racial identification, we ran multigroup analyses
on our final model using boys’ racial identification as a grouping
variable. We found no variation by race, suggesting that the
process by which police contact predicts increased subsequent
delinquent behavior operated similarly for black, Latino, and
“other” nonwhite boys. We also found that, at each wave of the
survey, boys who reported little or no involvement in delinquency
at the prior wave were just as likely to have been stopped by police
6 mo later as boys who had reported higher levels of delinquent
behavior at the previous wave. All boys in the present study were
equally susceptible to police stops, regardless of their prior engagement in delinquency. Finally, we explored whether the relationship between police-initiated contact and subsequent delinquent
behavior varied based on adolescents’ age at first contact with
police. We found that the observed relationship between police
stops and delinquent behavior 6 mo later was stronger for younger
adolescents than it was for older adolescents.

Discussion
The results from the present study are consistent with labeling
and life course theories and support the mechanism proposed by
general strain theory. We found that the frequency of police
stops predicted more frequent engagement in delinquent behavior 6, 12, and 18 mo later, whereas delinquent behavior did
not predict subsequent reports of police stops. We also found that
the relationship between police stops and subsequent delinquency
was partially mediated by psychological distress. Psychological
distress is a salient feature of general strain theory whose predictive influence on subsequent delinquency has not been measured directly in the context of police encounters. Our findings
address a critical gap in general strain theory and suggest that this
psychological mechanism merits greater empirical attention.
We did not find support for our third hypothesis. Contrary to
the predictions of specific deterrence theory, delinquent behavior did not predict subsequent police contact. This finding provides further evidence that police stops can be counterproductive
from the standpoint of specific deterrence theory. We found that
adolescents’ self-reported engagement in delinquent behavior
was unrelated to police-initiated contact 6 mo later. Boys who
reported little or no delinquent behavior at one wave were just as
likely to be stopped 6 mo later as were boys who reported any or
a great deal of delinquency. Moreover, regardless of whether a
Del Toro et al.

of police stops and their engagement in delinquent behavior were
low relative to previous research (49, 73). This lower rate may
have resulted from more advantaged students remaining in the
study at higher rates or from social desirability potentially biasing
reports of delinquency, a common problem in previous research.
One possibility is that our sample is biased toward more advantaged students, because our analysis excluded boys who participated only during the fall term of the ninth grade. These boys who
were dropped from the present study reported more police stops
and more engagement in delinquent behaviors than the boys who
returned or were recruited during later waves. Another possibility
is that boys may have underreported their contact with law enforcement and engagement in delinquent behavior given the selfreport nature of these measures. For our sample, recall error and
social desirability bias may have influenced self-reports of policeinitiated contact and engagement in delinquent behavior (81). For
example, research examining the prevalence of arrest among adolescent and adult men found divergent patterns between selfreport and official administrative records, with a considerable
portion of participants over- or underreporting their contact with
the juvenile and criminal justice system (81, 82). Future research
would benefit from improved approaches that retain vulnerable
populations in longitudinal research and compare survey findings
to administrative records.
Although proactive policing may be associated with reduced
crime within a geographic area (1, 76), our findings suggest that
the single most common proactive policing strategy—directing
officers to make contact with individual boys and young men in
“high-crime” areas—may impose a terrible cost. Our findings
suggest that police stops are associated with harmful outcomes
for young boys in those neighborhoods, and that they may be
even more harmful when they occur earlier in boys’ lives. These
potentially damaging consequences warrant urgent attention
from social scientists and policymakers.

1. National Academies of Sciences (2017) Proactive Policing: Effects on Crime and
Communities (National Academies Press, Washington, DC).
2. Fagan J, Braga AA, Brunson RK, Pattavina A (2016) Stops and stares: Street stops,
surveillance, and race in the new policing. Fordham Urban Law J 43:539–614.
3. Fagan J (2017) Recent evidence and controversies in “the new policing.” J Policy Anal
Manage 36:690–700.
4. Bruch SK, Soss J (2018) Schooling as a formative political experience: Authority relations and the education of citizens. Perspect Polit 16:36–57.
5. Desmond M, Papachristos AV, Kirk DS (2016) Police violence and citizen crime reporting in the Black community. Am Sociol Rev 81:857–876.
6. Lerman AE, Weaver VM (2014) Staying out of sight? Concentrated policing and local
political action. Ann Am Acad Pol Soc Sci 651:202–219.
7. Stuart F (2016) Becoming “copwise”: Policing, culture, and the collateral consequences of street-level criminalization. Law Soc Rev 50:279–313.
8. Bell MC (2017) Police reform and the dismantling of legal estrangement. Yale Law J
24:101–119.
9. Moffitt TE (1983) The learning theory model of punishment. Crim Justice Behav 10:
131–158.
10. Pogarsky G (2009) Deterrence and decision making: Research questions and theoretical refinements. Handbook on Crime and Deviance, eds Krohn MD, Lizotte AJ,
Hall GP (Springer, New York), pp 241–258.
11. Pratt TC, Cullen FT, Blevins KR, Daigle LE, Madensen TD (2006) The empirical status of
deterrence theory: A meta-analysis. Taking Stock: The Status of Criminology Theory,
Advances in Criminological Theory, eds Cullen FT, Wright JP, Blevins KR (Transaction
Publishers, Piscataway, NJ), Vol 15, pp 367–395.
12. Braga AA, Weisburd D, Turchan B (2018) Focused deterrence strategies and crime
control. Criminol Public Policy 17:205–250.
13. Kennedy DM (2012) Deterrence and Crime Prevention: Reconsidering the Prospect of
Sanction (Routledge, New York).
14. Gravel J, Tita GE (2015) With great methods come great responsibilities. Criminol
Public Policy 14:559–572.
15. MacDonald JM (2002) The effectiveness of community policing in reducing urban
violence. Crime Delinq 48:592–618.
16. Braga AA, Hureau DM, Papachristos AV (2011) An ex post facto evaluation framework for place-based police interventions. Eval Rev 35:592–626.
17. Famega C, Hinkle JC, Weisburd D (2017) Why getting inside the “black box” is important: Examining treatment implementation and outputs in policing experiments.
Police Q 20:106–132.

18. Braga AA (2017) Hot spots policing: Theoretical perspectives, scientific evidence, and
proper implementation. Preventing Crime and Violence (Springer, New York), pp
269–279.
19. Kleck G, Barnes JC (2014) Do more police lead to more crime deterrence? Crime
Delinq 60:716–738.
20. Matsueda RL, Kreager DA, Huizinga D (2006) Deterring delinquents: A rational choice
model of theft and violence. Am Sociol Rev 71:95–122.
21. Brunson RK (2007) “Police don’t like Black people”: African-American young men’s
accumulated police experiences. Criminol Public Policy 6:71–101.
22. Gau JM, Brunson RK (2015) Procedural injustice, lost legitimacy, and self-help: Young
males’ adaptations to perceived unfairness in urban policing tactics. J Contemp Crim
Justice 31:132–150.
23. Jones N (2014) “The regular routine”: Proactive policing and adolescent development
among young, poor black men. New Dir Child Adolesc Dev 2014:33–54.
24. Solis C, Portillos EL, Brunson RK (2009) Latino youths’ experiences with and perceptions of involuntary police encounters. Ann Am Acad Pol Soc Sci 623:39–51.
25. Kirk DS, Papachristos AV (2011) Cultural mechanisms and the persistence of neighborhood violence. AJS 116:1190–1233.
26. Becker H (1973) Outsiders (The Free Press, New York).
27. Lemert EM (1972) Human Deviance, Social Problems, and Social Control (Prentice Hall,
Englewood Cliffs, NJ), 2nd Ed.
28. Paternoster R, Iovanni L (1989) The labeling perspective and delinquency: An elaboration of the theory and an assessment of the evidence. Justice Q 6:359–394.
29. Ward JT, Krohn MD, Gibson CL (2014) The effects of police contact on trajectories of
violence: A group-based, propensity score matching analysis. J Interpers Violence 29:
440–475.
30. Wiley SA, Slocum LA, Esbensen FA (2013) The unintended consequences of being
stopped or arrested: An exploration of the labeling mechanisms through which police
contact leads to subsequent delinquency. Criminol An Interdiscip J 51:927–966.
31. Slocum LA, Wiley SA, Esbensen FA (2016) The importance of being satisfied: A longitudinal exploration of police contact, procedural injustice, and subsequent delinquency. Crim Justice Behav 43:7–26.
32. Sampson RJ, Laub JH (2003) Life‐course desisters? Trajectories of crime among delinquent boys followed to ages 7 to 70. Crim Justice Behav 41:555–592.
33. Wiley SA, Esbensen FA (2016) The effect of police contact. Crime Delinq 62:283–307.
34. Neblett EW, Philip CL, Cogburn CD, Sellers RM (2006) African American adolescents’
discrimination experiences and academic achievement: Racial socialization as a cultural compensatory and protective factor. J Black Psychol 32:199–218.

Del Toro et al.

PNAS | April 23, 2019 | vol. 116 | no. 17 | 8267

PSYCHOLOGICAL AND
COGNITIVE SCIENCES

boy had committed any prior delinquent acts, a police stop was
associated with more frequent delinquent behavior in the future.
More than 40% of the boys in our sample were stopped by
police at least once during the 2-y period of the study. Among
boys who were stopped by police, their first stop was more likely
to occur during ninth grade (76%) than during tenth grade
(24%). Our results suggest that, the younger the boy was at the
time of his first police stop, the greater the increase observed in
subsequent delinquent behavior 6 mo later. Importantly, previous
research finds that the average age at first stop is 12 y (74, 75),
suggesting that the magnitude of the relationship between stops
and delinquent behavior in the present study of (on average) 15-yold high school students may be a conservative estimate.
We also found that delinquent behavior was unrelated to the
likelihood of being stopped 6 mo later. This finding warrants
special concern because, in our sample, prior law-abiding behaviors did not protect boys against future police stops, yet being
stopped by police was associated with increased engagement in
delinquent behavior. Our findings are consistent with previous
research that found nondelinquent black and Latino boys faced
the same risk of police surveillance as self-reported delinquent
boys (23, 38, 40, 42, 45, 76) and that these experiences were likely
to induce criminal behavior (22, 25, 44, 77). Because adolescent
girls of all races and adolescent white boys and girls are less likely
to report police-initiated contact than boys and nonwhite youth,
future research should explore whether the relationships tested
in the present study extend to these populations that are less
frequently stopped by police. Future studies should also investigate other factors that might predict lawbreaking, like parental monitoring and peer influence (78–80). Even though we
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measures of family status and peer influence, these factors
should be investigated independently in the future.
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