Abstract. We prove the global well-posedness to the 2D Oldroyd-B type models with νΛ 2α u and ηΛ 2β τ satisfying (i) α > 1, η = 0 or (ii) α = 1, β > 0. By establishing the gradient estimate of u, τ and L ∞ bound of curlu + Λ −2 curldivτ , Elgidi-Rousset (Commun. Pure Appl. Math. online, 2015) obtained the global well-posedness for the case ν = 0, β = 1. However, for the cases (i) and (ii), it is difficult to improve the regularity of u and τ directly, especially when α → 1 + in case (i) and β → 0 + in case (ii). To overcome this difficulty, we exploit a new structure of the equations coming from the dissipation and coupled term. Then we prove the global well-posedness to these cases by energy method which brings us closer to the more interesting case α = 1, η = 0.
Introduction
We are concerned with the Oldroyd-B type models for visco-elastic flow:          ∂ t u + u · ∇u − ν∆u + ∇p = κdivτ, ∂ t τ + u · ∇τ + β 1 τ − η∆τ = Q(∇u, τ ) + α 1 Du, divu = 0, u(0, x) = u 0 (x), τ (0, x) = τ 0 (x), (1.1) here (t, x) ∈ R + × R d , u, p, τ stand for velocity vector, scalar pressure and symmetric tensor, respectively, ν, η, β 1 are nonnegative parameters and κ > 0, α 1 > 0 represent the coupling parameters. Du, W (u) are the deformation tensor and vorticity tensor, For the classical case ν > 0, η = 0, Chemin-Masmoudic [3] studied the local and global well-posedness of (1.1) in d dimensions. But for the global result in L p framework, they needed the small coupling parameter. This gap was filled in a recent work by Zi-FangZhang [20] with the method based on Green's matrix of the linearized system, which was developed in [5] . Furthermore, [3] also established some blowup criteria for local solutions, see [14] for some other related results. For the works on bounded domain and exterior domain, we refer to [2] and [9] and reference therein.
When ν > 0, η > 0 and b = 1, Constantin-Klieg [7] obtained the global well-posedness for (1.1) with density equation in 2D. They derived the global L 2 bound of u and L 1 bound of τ , and then improve it to high regularity by energy method.
Very recently, for the case ν = 0, η > 0 and Q(∇u, τ ) = 0, Elgidi and Rousset [8] proved the global well-posedness of (1.1) in 2D by establishing the gradient estimates of u and τ and exploiting a structure of the equations, i.e., L ∞ bound of curlu+Λ −2 curldivτ . In addition, in Remark 1.3 of that paper, they also expected similar result held for the generalized version of (1.1) with νΛ 2α u and ηΛ 2β τ , α + β = 1, called critical case, which is given by:            ∂ t u + u · ∇u + νΛ 2α u + ∇p = divτ,
where we have let κ = α 1 = 1, β 1 = 0 without loss of generality and the definition of Λ can be seen in Section 2.
However, when 0 ≤ β < 1, α + β = 1, one can check that it is difficult to improve the L 2 bound of u and τ to H ǫ bound, ∀ ǫ > 0, not to mention gradient estimate, so it seems the method in [8] can not be applied to the these cases.
Motivated by the above argument, in this paper, we consider (1.2) and get the global well-posedness for two slightly subcritical cases: (i) ν > 0, α > 1, η = 0; (ii) ν > 0, α = 1, η > 0, β > 0. The main results can be shown as follows: Theorem 1.1. Consider (1.2) with ν > 0, α > 1, η = 0 and the initial data (u 0 , τ 0 ) ∈ H s (R 2 ), s > 2, satisfying divu 0 = 0 and
and the initial data
Moreover,
(1.4)
In the Theorem 1.1 and 1.2,
and ω 0 is the initial data of ω. [11, 12, 13, 16] , whose proof is omitted. Now, let us sketch the difficulty of this problem and our idea. The most difficult situations are α → 1 + in case (i) and β → 0 + in case (ii). We require α ≥ 1 to improve the regularity of u, and then need α > to improve the regularity of τ . But the conditions in our main results are weaker than these.
Our proof is exploiting the structure of (1.2) and prove the crucial estimate (1.3) and (1.4) by establishing and applying some commutator estimates, respectively. Then we overcome the difficulty and complete the proof by applying regularity criteria in inhomogeneous Besov space with non-positive index.
The present paper is structured as follows: In the next section, we provide the definition of Besov spaces and related facts such as Bernstein's inequality, and then prove some important commutator estimates. In the third section, we prove Theorem 1.1, while Theorem 1.2 is proved in the following section. Finally, in the Appendix, we present the regularity criteria for the general cases of (1.2), and then present the proof of the inequality (3.12).
Let us complete this section by describing the notations we shall use in this paper. Notations For A, B two operator, we denote [A, B] = AB − BA, the commutator between A and B. The uniform constant C is different on different lines, while the constant C(·) means a constant depends on the element(s) in bracket. (c j ) j∈Z will be a generic element of l 2 (Z) so that j∈Z c
, respectively. We shall denote by (a|b) the L 2 inner product of a and b. 1 stands for the characteristic function.
Preliminaries
In this section, we give some necessary definitions, proposition and lemmas.
The fractional Laplacian operator Λ
where the Fourier transform is given by
} and C = {ξ ∈ R d , 3 4 ≤ |ξ| ≤ 8 3 }. Choose two nonnegative smooth radial function χ, ϕ supported, respectively, in B and C such that
We denote ϕ j = ϕ(2 −j ξ), h = F −1 ϕ andh = F −1 χ, where F −1 stands for the inverse Fourier transform. Then the dyadic blocks ∆ j ,∆ j , S j andṠ j can be defined as follows
We easily verifies that with our choice of ϕ and χ,
Let us recall the definition of the homogeneous and inhomogeneous Besov spaces.
where
and
multi-index} and can be identified by the quotient space of S ′ /P with the polynomials space P.
For the special case p = q = 2, we have
, and if s < 0, one can check that
where a ≈ b means C −1 b ≤ a ≤ Cb for some positive constant C.
norm of f can be also defined as follows:
The following proposition and lemmas provide Bernstein type inequalities for fractional derivatives and commutator estimates.
for some integer j and a constant K > 0, then
for some integer j and constants 0 < K 1 ≤ K 2 , then
we have for any positive λ,
where C is a constant independent of f, g, h.
For more details about Besov space and Sobolev space such as some useful embedding inequalities, we refer to [1] , [10] and [17] .
In the following proof, we shall frequently use homogeneous and inhomogeneous Bony's decomposition. For the homogeneous Bony's decomposition, if
, which is frequently applied to split the commutator
Similarly, for the inhomogeneous Bony's decomposition, if
, which is also frequently applied to split the commutator
The rest of this section is devoted to the proof of some new commutator estimates. 
Proof of Lemma 2.6. (a) By inhomogeneous Bony's decomposition,
By Hölder's inequality, (2.2) and (2.1),
Repeating the estimate of I 11 ,
Similarly, by Hölder's inequality,
where we have used the following Young's inequalities for series for the estimates of I 13 and I 14 , respectively, k≥j−2
Collecting the estimates of I 1i , i = 1, 2, 3, 4 in (2.7) yields (2.4).
(b) For the estimate of (2.5), we use a similar procedure as the proof of (2.4). By inhomogeneous Bony's decomposition again,
As the estimate of I 1i , i = 1, 2, 3, 4, I 2i can be bounded as follows:
(2.5) an be derived from inserting the above four estimates into (2.8).
(c) We suffices to give the new bound of I 2i , i = 1, 2, 3, 4. By Hölder's inequality and (2.2), we have
H s 2 . By Hölder's inequality and (2.1),
By Hölder's inequality and Young's inequality for series,
Combining with the above new estimates in (2.8) yields the desired inequality (2.6). This completes the proof of Lemma 2.6.
Proof of Theorem 1.1
In this section, we will prove Theorem 1.1 by split the proof into three cases: α ≥ 2, . Using the regularity criteria in Theorem A.1 in the Appendix can easily follow the first case. Then via using standard energy method directly, some simple manipulation yields the second case. For the last case, we need exploiting the new structure of equations and tedious manipulation involving a new type commutator estimate, see (3.12) . In the following proof, we denote L p ([0, t], X) by L p t (X) for some function spaces X. Now, we begin the proof. The local well-posedness can be obtained in many ways, such as following the proof in the Chapter 3 of [15] , we omit the details. So there exists a T 0 > 0, such that (1.2) has a unique solution (u, τ ) satisfying
Thanks to the regularity criteria in Theorem A.1, it suffices to show, ∀ T ≥ 0,
Case 1. α ≥ 2 We obtain firstly the energy estimate of u and τ ,
which yields (3.1).
Case 2.
3 2 < α < 2 Although the proof of this case is a little more tedious than the first case, we can finish it by using some elementary inequalities. Let s 1 ∈ (2 − α, α − 1), with a standard procedure follows
Using (2.4) and Young's inequality, we have
Using (3.3) and interpolation inequality, for some θ ∈ (0, 1),
Inserting the bound of J 11 , J 12 into (3.4), then combining with (3.2) follows
) by applying Gronwall's inequality to (3.5) . Thus the regularity of u have been improved. The following process devotes to improving the regularity of τ . Let s 2 ∈ (0, s 1 + α − 1], we have 1 2
Thanks to (2.6),
For the estimate of J 22 , simple manipulations derive
It follows from substituting the estimates of J 21 and J 22 in (3.7) and combining with (3.2) that
, then using Gronwall's inequality and (3.6) yields
Therefore, the improved regularity of u (3.6) and τ (3.8) follows (3.1). In fact, one has
We can get the vorticity equation by applying the operator curl to the first equation of (1.2),
Using the definition of R α in the section 1, and denote Γ := 1 ν (ω − R α τ ). Then (3.9) can be rewritten as
Applying the operator −R α to the second equation of (1.2), and adding the resulting equation to (3.10), we have
Taking the L 2 inner product with Γ yields
(3.11) By Hölder's inequality, interpolation inequality and Young's inequality,
whose proof can be seen in the Appendix, K 2 can be bounded as follows:
Combining the bound of K 1 and K 2 in (3.11), we have
Absorbing the third term on the right hand side by the left hand side in the above inequality, then integrating the resulting inequality in [0, T ], we get
, choosing q = 4 in (3.14) and using Sobolev's inequality
, let a = min{
by Hardy-Littlewood-Sobolev Theorem ( see Chapter 5 of [17] ). We can also observe that 2 ≤
Integrating in time [0, T ], thanks to (3.13) which ensures ω − R α τ ∈ L 1 T (L q ) and using Gronwall's inequality, one gets
Combining with (3.15) and (3.16) follows that
Using (3.13), (3.15) and (3.16), and by interpolation inequality, we have 
Proof of Theorem 1.2
As the previous section, we only give the global a priori estimates. Thanks to the regularity criteria in Theorem A.1, it suffices to show that ∀ T ≥ 0,
We need firstly a lemma.
where the semi-norm
and the supremum is taken over all balls in R d . Now, we begin the proof with the energy estimate like (3.3):
As the proof of the previous theorem for the case 1 < α ≤ 3 2 , we will exploit the structure of the equation. Similarly, we have the vorticity equations
Denote Γ 1 := ω − R 1 τ , here R 1 is defined in the section 1. Applying −R 1 to the second equation of (1.2), then adding the resulting equation to (4.4) yields that
Taking the L 2 inner product with Γ 1 , then
(4.5)
Thanks to the commutator estimate (4.2), using divu = 0 and integrating by parts , we have
The estimate of N 2 and N 3 can be easily obtained as follows:
Inserting the above estimates into (4.5) follows that
which yields
by integrating in time, using energy estimate (4.3) and applying the Gronwall's inequality. That is
We then deduce, by a similar argument as the previous theorem for the case 1 < α ≤
by integrating in time, using (4.6), interpolation inequality and Gronwall's inequality. Using (4.6) and interpolation inequality again yields
This implies
In fact, choosing p = 2 β in (4.7), it follows from using the Bernstein's inequality that
To prove (4.1), with energy estimate (4.3), by Bernstein's inequality, it suffices to show
where we have used the generalized Bernstein's inequality (see [4] ),
Multiplying (4.9) by 2 j( 2 q −β) and taking the supremum over j ∈ Z on the both sides of the resulting inequality yields d dt τ
Next, we will bound Ξ. By the homogeneous Bony's decomposition,
By Hölder's inequality and (2.1),
By Hölder's inequality, Bernstein's inequality and Young's inequality for series,
Plugging the above estimates in (4.10), using Bernstein's inequality and interpolation inequality
and Young's inequality yields
where we have used the bound of the Riesz transforms in homogeneous Besov space.
, and (4.6), by Bernstein's inequality and q > 2 β
(4.12)
After integrating (4.11) in [0, T ], using (4.12) and Gronwall's inequality derives
which implies (4.8) by interpolation inequality,
.
This completes the proof of Theorem 1.2.
Appendix A.
In this section, we will prove the regularity criteria for (1.2) in general cases based on Littlewood-Palay Theory, and then give the proof of (3.12) which plays the important role in the proof of Theorem 1.1. 
Proof. It suffices to give the global a priori bound. By a standard process, we have 1 2 Combining with the energy estimate of u and τ :
By homogeneous Bony's decomposition, Θ 1 = [∆ j , u · ∇]R α τ,
:=M 11 + M 12 + M 13 + M 14 .
By Hölder's inequality, (2.2) and Bernstein's inequality,
with the application of Young's inequality for series,
Thus we have
Next, we bound M 2 . Using the homogeneous Bony's decomposition again, let Θ 2 = [∆ j R α , u · ∇]τ, Thus using (2.3) with p 1 = 1 and p 2 = 2,
By Bernstein's inequality and Hölder's inequality,
Similarly,
Using Young's inequality for series, we get
As a consequence,
Together with the estimate of M 1 in (A.5) can yield the desired inequality (3.12).
