I. INTRODUCTION
'\"1 JITH the advent of very large scale integration VV (VLSI), and the extensive use of custom designed Programmable Logic Arrays (PLA's) in VLSI circuits the subject of computer-aided minimization of Boolean func tions, particularly for large number of variables, has as sumed special significance, Most of the earlier methods depend on the philosophy of Quine and McCluskey [1], [2] where all the prime implicants of the function are first calculated, and then a subset of these prime implicants is found to cover the function, In a paper in 1971 [3] , Bis was introduced the concept of degree of adjacency and showed how the essential prime implicants can be deter mined without the help of a cover table, Thereafter many authors utilized this concept to develop fast techniques for Boolean function minimization. Notable advances were made by Sureshchander [4] , Rhyne et al. [5] , and Caruso [6] . A significant feature of these methods is that they completely discard the cover table. However, even in these methods the power of the degree of adjacency has not been fully exploited. This paper presents a Computer Aided Minimization Procedure (CAMP) in which the de gree of adjacency guides the entire operation and all the essential and selective prime implicants to cover the func tion are chosen directly with minimum or no iteration.
II. THE PRINCIPLE
In this paper we use the terms minterm, prime impli cant, essential prime implicant (EPI), redundant prime implicant (RPI), and minimal sum of product (MSP), to have their usual definitions [7] , [8] , The terms selective prime implicant (SPI) and the degree of adjacency (DA) will have the definitions as given in [3] , [7] . The terms subsuming set of minterms (SSM) and candidate product term (CPT) have been defined and explained in [9] . Theo rems 1 and 2 are taken from [9] , Theorem 1 is a restate ment of Theorem 3 of [3] , and forms the basis of selecting EPI's in the first phase of CAMP. Phase II of the program choses the selective prime im plicants. This is the most expensive part of the program. Obviously SPI's are generated by the minterms which re main uncovered by the EPI's. The program takes up these minterms one by one in ascending order of their degree of adjacency, which have already been calculated in phase I. If a minterm with a DA value of ex generates an EPI, 0278-0070/86/0200-0303$01.00 © 1986 IEEE that EPI will always be an a-cube, on the other hand a minterm with a DA value of a that generates an SPI, will produce a cube of dimension between 1 and a-I. We must try to generate the largest possible cube. As has been described in detail in [9] , a heuristic algorithm achieves this objective. A significant feature of this algorithm is that all the information required to find the largest SPI cover of this minterm, is derived from the degree and di rection of adjacency of this minterm itself. For this the minterm is subjected to two-step preprocessing, and an operation called passport-checking. Before a minterm is sent for the first preprocessing, it is verified if at least one of its adjacent minterms has already been covered by an EPI or an SPI which has been already selected. This ver ification has been called the operation of passport-check ing. This operation is very vital to avoid generation of superfluous prime implicants while selecting an SPI, and assumes special significance if the given function is a cyclic function.
III. CONCLUSIONS
Phase I of the minimization algorithm CAMP as de scribed in this paper selects all the EPI's with the help of Theorem 1, and is therefore absolutely accurate. The se lection of SPI's in phase II is however by a heuristic al gorithm whose complexity has been kept to a minimum. Because of this, CAMP produces minimal or near mini mal solution, if the number of SPI's are relatively small. But for functions consisting mostly of SPI's, the mini mality may be poor. The 9-variable symmetric function S�456 is such an example. The authors of MINI [10] have reported obtaining a solution consisting of 85 cubes in about 20 minutes of IBM 360/75 CPU time. However, CAMP gives a solution containing 130 cubes (all SPI's) in 26.30 s of DEC 1090 CPU time. From this it can be concluded that the time taken by CAMP to select 130 SPI cubes is much smaller than that taken by MINI to obtain 85 cubes. But the minimality is sacrificed, which cannot be accepted for a minimization algorithm. But another distinctive feature of CAMP solves this problem. CAMP has the capability to identify the selected prime imp Ii cants into two groups, EPIs and SPIs. When the ratio of SPI's to EPI's is very high, we must minimize the complemen tary function. When we minimize the complementary function of the 9-variable symmetric function, we ob tained a solution consisting only 72 cubes (all EPI's) in 1.40 seconds of DEC 1090 CPU time. This is obviously a better solution both minimalitywise and timewise. Hence, minimization of the complementary function is another guiding principle of CAMP to handle functions whose SPI-content is predominantly large. It must, how ever, be mentioned that unlike MINI and ESPRESSO-II [11] CAMP does not require the mandatory generation of complementary function (the offset) in any phase.
CAMP minimizes a single function and also prints out the list of minterms which generate the different EPI's and SPI's. As it so happens the set of these minterms are the test vector for the a-tests [8] , that is, they test the combinational circuit realizing the function for all stuck-at-O faults. So, there is no need to adopt a separate procedure as has been described in [8] to find the set of min terms for the a-tests. We get this set as an important byproduct of the CAMP printout.
Many applications, such as the PLA, or the standard cell approach in the VLSI design require an efficient pro cedure for multiple-output minimization. However, as pointed out by the authors of ESPRESSO-II [11], "the two-level single-output logic minimization is an impor tant ingredient of multi-level synthesis." It is, therefore, hoped that the new approach and philosophies of CAMP will stimulate further research to produce an efficient and simple algorithm for mUltiple output minimization.
