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Abstract: In this paper, we do a comprehensive survey of all univariate goodness-of-fit tests
that we could find in the literature for the Laplace distribution, which amounts to a total of
45 different test statistics. After eliminating duplicates and considering parameters that yield
the best power for each test, we obtain a total of 38 different test statistics. An empirical
power comparison study of unmatched size is then conducted using Monte Carlo simulations,
with 400 alternatives spanning over 20 families of distributions, for various sample sizes and
confidence levels. A discussion of the results follows, where the best tests are selected for
different classes of alternatives. A similar study was conducted for the normal distribution in
Roma˜o et al. (2010), although on a smaller scale. Our work improves significantly on Puig &
Stephens (2000), which was previously the best-known reference of this kind for the Laplace
distribution. All test statistics and alternatives considered here are integrated within the PoweR
package for the R software.
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1. Introduction
Aside from the normal distribution, the Laplace distribution, introduced by Pierre-Simon Laplace
in his 1774 memoir (Laplace, 1774) is the most recognized probability distribution to model the
law of errors. As a testament to its importance, Kotz et al. (2001) wrote a whole book about this
distribution, where numerous applications to engineering and natural sciences are examined but yet
only scratch the surface of a world of possibilities. For instance, Gazor & Zhang (2003a), Gazor &
Zhang (2003b), Martin & Breithaupt (2003), Eltoft et al. (2006) give examples in speech recognition
to model priors on discrete Fourier transform (DFT) coefficients of a speech signal. In the context
of video coding, Bellifemine et al. (1992), Lam & Goodman (2000), Aaron et al. (2002), Ascenso
et al. (2005a), Ascenso et al. (2005b), Brites et al. (2006) use the Laplace distribution to model
quantization errors and correlation noise between corresponding discrete cosine transform (DCT)
bands of the Wyner-Ziv (WZ) and side information frames. Tibshirani (1996) use it as a Bayesian
prior for the regression parameters in lasso regression. In the field of differential privacy, Laplace noise
is added to data sets, see e.g. Dwork et al. (2006), Dwork (2008), Dwork & Lei (2009), Dwork & Roth
(2013), Geng & Viswanath (2014), Geng & Viswanath (2016) and Dwork et al. (2017). Similarly, it
is used to model position errors in air and sea navigation by Reich (1966a), Reich (1966b), Reich
(1966c), Anderson & Ellis (1971) and Hsu (1979), among others. We should also mention that the
least absolute deviations (LAD) estimates of the coefficients in linear regression coincide with the
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maximum likelihood estimates if the errors have a Laplace distribution. Plenty of other applications
to communication theory, fracture problems, turbulence modeling, ocean engineering, economics,
astronomy, biological and environmental sciences are given in Kotz et al. (2001), so we refer the
reader to their book for further information.
One reason why the Laplace distribution is appropriate to model measurement errors in such a
wide range of fields is because the observations often arise from a two-stage process of data collection,
when data sets from different sources or instruments are put together. As shown in Ding & Blitzstein
(2018) and Kozubowski & Podgo´rski (2019), a Laplace distributed random variable ξ can be written
as a multiplicative mixture ξ =
√
2EZ, where Z is a standard normal and the mixing random variable
E is a standard exponential independent from Z. In other words, as explained in Geraci & Borja
(2018), the Laplace distribution is a prime choice to consider when heterogeneity in the observations
is suspected. In these circumstances, the Laplace distribution can provide a better model than blindly
assuming, as is often done, that the errors are normally distributed with a constant variance.
Given the broad scope of this distribution, testing that a sample has been drawn from a Laplace
with unknown location and scale parameters (i.e., with an unknown mean and variance) is one of
the most common problems of goodness-of-fit in statistical practice. As a result, many test pro-
cedures have been proposed in the literature. To the best of our knowledge, every article about
Laplace goodness-of-fit tests contains quite limited empirical power comparisons. For instance, Puig
& Stephens (2000) compare the power of five Laplace goodness-of-fit tests involving the empirical
cumulative distribution function and they consider only four alternative distributions while Best
et al. (2008) investigate seven tests and consider ten alternative distributions.
In this paper, we provide a far more extensive empirical power study. Our contribution is multifold.
First, we have compiled a comprehensive list of all the 45 univariate Laplace goodness-of-fit tests
that we could find in the literature. We provide a brief description for each of them. Although
the subject has been studied for a long time, new tests are regularly proposed, e.g., Al-Omari &
Zamanzade (2017); Alizadeh Noughabi (2019); Alizadeh Noughabi & Jarrahiferiz (2019); Desgagne´
et al. (2020), to cite the more recent ones. Second, we aim to compare their empirical power against a
vast and diverse range of alternatives chosen as impartially as possible. To achieve that, we propose
an innovative design for the selection of the alternatives, where we consider 400 distributions chosen
in a very structured way. Essentially, 20 families of alternatives are chosen, including a variety of
symmetric heavy/short-tailed and asymmetric distributions, and 20 alternatives are chosen for each
one of them to cover the entire range of the space of power curves. Naturally, this wide spectrum of
alternatives includes most of the distributions that appeared in the articles proposing the 45 Laplace
tests mentioned above. The power comparison is done for various sample sizes and confidence levels.
By determining the best test statistics for different classes of alternatives (omnibus, symmetric,
asymmetric), where as much judgement bias as possible is removed in the selection of the tests
and alternatives, we fill a gap in the literature. Third, all these test statistics and alternatives are
made available in our R package PoweR; see Lafaye de Micheaux & Tran (2016). Therefore, all the
numerical results of the current paper are easily reproducible and all 45 tests are readily available
to interested practitioners.
The remainder of the paper is organized as follows. In Section 2, the reader can find a set of
notations used throughout the paper. In Section 3, the 45 univariate goodness-of-fit test statistics
for the Laplace distribution are separated into one of four categories: tests based on the empirical
cumulative distribution function, moments based tests, entropy based tests, and other tests. They
are listed in alphabetical order inside each category according to the first letter of the last name
of the corresponding author(s). For each test statistic, we provide a reference to the original paper,
a general description of the test, the appropriate mathematical formulas, the rejection region, the
name of the function in the PoweR package, and the alternative notation used to denote the statistic
in the original paper and in PoweR. To simplify the presentation as much as possible, we uniformized
the formulas of every test statistic using the notation from Section 2. In Section 4, the 20 families
of alternatives are listed, and the empirical power results are presented for various sample sizes and
confidence levels. After eliminating a few tests (for example, when they are equivalent to others or
they were not recommended by the authors) and considering parameters that yield the best power
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for each test, the numerical results are shown for a total of 38 different test statistics. A discussion
of the results follows and the best tests are recommended for the general situation (omnibus tests)
and specific contexts (symmetric and asymmetric alternatives). The conclusion follows in Section 5.
Note that additional tests are provided in Section A. We did not include these tests in the power
study because they are not designed to be used for observations collected using the simple random
sampling (SRS) procedure. Complete tables for the empirical power results are given in Appendix B.
2. Notation
The probability density function (pdf) of the Laplace distribution is given by
f(x |µ, σ) := 1
2σ
exp
(
−
∣∣∣∣x− µσ
∣∣∣∣) , x ∈ R, (2.1)
where µ ∈ R and σ > 0 denote the location and scale parameters, respectively. The corresponding
cumulative distribution function (cdf) is given by
F (x |µ, σ) =
{
1
2 exp
(− ∣∣x−µσ ∣∣) , if x ≤ µ,
1− 12 exp
(− ∣∣x−µσ ∣∣) , if x ≥ µ. (2.2)
In the standard case (µ, σ) = (0, 1), the pdf and cdf of the Laplace distribution are, respectively,
φ(z) :=
1
2
exp(−|z|), z ∈ R, (2.3)
and
Φ(z) =
{
1
2 exp(−|z|), if z ≤ 0,
1− 12 exp(−|z|), if z ≥ 0.
(2.4)
Consider the realizations x1, x2, . . . , xn of a random sample X1, . . . , Xn of size n. The r-th order
statistic, representing the r-th smallest value of the sample, is denoted by x(r). Also, denote
xn :=
1
n
n∑
i=1
xi, µˆn :=
{
x((n+1)/2), if n is odd,
1
2 (x(n/2) + x(n/2+1)), if n is even,
(2.5)
s2n :=
1
n
n∑
i=1
(xi − xn)2, σˆn := 1
n
n∑
i=1
|xi − µˆn|. (2.6)
Note that the sample mean xn and sn/
√
2 are the method of moments (MOM) estimates of the
location and scale parameters of a Laplace(µ, σ), while the sample median µˆn and the mean absolute
deviation from the median σˆn are the maximum likelihood (ML) estimates.
The empirical cdf is defined by
Fn(x) :=
1
n
n∑
i=1
1(−∞,x](xi) =
j
n
, if x(j) ≤ x < x(j+1), j = 0, 1, . . . , n, (2.7)
with x(0) := −∞ and x(n+1) :=∞. Also, denote
zi :=
xi − µ
σ
, zˆi :=
xi − µˆn
σˆn
, (2.8)
ui := F (xi |µ, σ) = Φ(zi), uˆi := F (xi | µˆn, σˆn) = Φ(zˆi), (2.9)
the realizations of the random variables, Zi, Zˆi, Ui and Uˆi, respectively.
Every test presented in Section 3 is designed for testing the following composite null hypothesis:
H0 : Xi ∼ Laplace(µ, σ) for all i ∈ {1, 2, . . . , n}, where both µ and σ are unknown. (2.10)
Under H0, we have Zi ∼ Laplace(0, 1), Ui ∼ Unif(0, 1) and U(i) ∼ Beta(i, n− i+ 1).
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3. Goodness-of-fit tests for the Laplace distribution
In this section, we present 45 univariate goodness-of-fit test statistics for the Laplace distribution,
of which 38 are considered in our power comparison study (after eliminating duplicates and those
not recommended by the authors). Note that they are all location and scale invariant. They are
grouped into four general categories, then listed in alphabetical order according to the initials of
the last name of the author(s). Useful information about the tests is also provided in a consistent
manner, such as where they first appeared in the literature, a brief description, the formula of their
test statistic (along with the symbol we use to denote them), the form of their rejection region and,
if applicable, alternate symbols that one may encounter in the literature.
3.1. Tests based on the empirical cumulative distribution function
3.1.1. The Anderson / Darling test
Original paper: Puig & Stephens (2000).
Description: This test statistic is based on the original test statistic of Anderson & Darling (1952),
where the unknown location and scale parameters, µ and σ, are replaced by their ML estimators.
Test statistic:
AD := n
∫ ∞
−∞
{Fn(x)− F (x | µˆn, σˆn)}2
F (x | µˆn, σˆn){1− F (x | µˆn, σˆn)}dF (x | µˆn, σˆn) (3.1)
= −n− 1
n
n∑
i=1
(2i− 1) [log(uˆ(i)) + log(1− uˆ(n−i+1))] (3.2)
= −n− 1
n
n∑
i=1
[
(2i− 1) log(uˆ(i)) + (2(n− i) + 1) log(1− uˆ(i))
]
. (3.3)
Reject H0: for large (positive) values of AD.
Implementation in PoweR: stat42.
Alternate symbols: A2 (Puig & Stephens (2000)); A2 (PoweR).
3.1.2. The Crame´r / von Mises test
Original paper: Puig & Stephens (2000).
Description: This test statistic is based on the original test statistic of Crame´r (1928a,b) and von
Mises (1928), where the unknown location and scale parameters, µ and σ, are replaced by their ML
estimators.
Test statistic:
CvM := n
∫ ∞
−∞
{Fn(x)− F (x | µˆn, σˆn)}2dF (x | µˆn, σˆn) (3.4)
=
1
12n
+
n∑
i=1
{
2i− 1
2n
− uˆ(i)
}2
. (3.5)
Reject H0: for large (positive) values of CvM.
Implementation in PoweR: stat43.
Alternate symbols: W 2 (Puig & Stephens (2000)); W 2 (PoweR).
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3.1.3. The Kolmogorov / Smirnov test
Original paper: Puig & Stephens (2000).
Description: This test statistic is based on the original test statistic of Kolmogorov (1933) and
Smirnov (1948), where the unknown location and scale parameters, µ and σ, are replaced by their
ML estimators.
Test statistic:
KS :=
√
nmax{D−, D+}, (3.6)
where
D− := max
1≤i≤n
{
F (x(i) | µˆn, σˆn)− Fn(x−(i))
}
= max
1≤i≤n
{
uˆ(i) − i− 1
n
}
,
D+ := max
1≤i≤n
{
Fn(x(i))− F (x(i) | µˆn, σˆn)
}
= max
1≤i≤n
{ i
n
− uˆ(i)
}
.
(3.7)
Reject H0: for large (positive) values of KS.
Implementation in PoweR: stat45.
Alternate symbols:
√
nD (Puig & Stephens (2000));
√
nD (PoweR).
3.1.4. The Kuiper test
Original paper: Puig & Stephens (2000).
Description: This test statistic is based on the original test statistic of Kuiper (1960), where the
unknown location and scale parameters, µ and σ, are replaced by their ML estimators.
Test statistic:
Ku :=
√
n
(
D− +D+
)
, (3.8)
where D− and D+ are defined in (3.7).
Reject H0: for large (positive) values of Ku.
Implementation in PoweR: stat46.
Alternate symbols:
√
nV (Puig & Stephens (2000));
√
nV (PoweR).
3.1.5. The Watson test
Original paper: Puig & Stephens (2000).
Description: This test statistic is based on the original test statistic of Watson (1961), where the
unknown location and scale parameters, µ and σ, are replaced by their ML estimators.
Test statistic:
Wa := n
∫ ∞
−∞
{
Fn(x)− F (x | µˆn, σˆn)
− ∫∞−∞(Fn(x)− F (x | µˆn, σˆn))dF (x | µˆn, σˆn)
}2
dF (x | µˆn, σˆn) (3.9)
= CvM− n
(
1
n
n∑
i=1
uˆi − 1
2
)2
, (3.10)
where the CvM test statistic is given in (3.5).
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Reject H0: for large (positive) values of Wa.
Implementation in PoweR: stat44.
Alternate symbols: U2 (Puig & Stephens (2000)); U2 (PoweR).
3.1.6. The Zhang tests
Original paper: Al-Omari & Zamanzade (2017).
Description: These test statistics are based on the original test statistics of Zhang (2002), where
the unknown location and scale parameters, µ and σ, are replaced by their ML estimators. Zhang’s
test statistics (ZK , ZA and ZC) are based on the likelihood ratio test and are more powerful ana-
logues of the Kolmogorov-Smirnov test, the Anderson-Darling test and the Crame´r-von Mises test,
respectively.
Test statistics:
ZK := max
1≤i≤n
((
i− 1
2
)
log
[
i− 12
nuˆ(i)
]
+
(
n− i+ 1
2
)
log
[
n− i+ 12
n(1− uˆ(i))
])
, (3.11)
ZA := −
n∑
i=1
[
log(uˆ(i))
n− i+ 12
+
log(1− uˆ(i))
i− 12
]
, (3.12)
ZC :=
n∑
i=1
[
log
(
uˆ−1(i) − 1
(n− 12 )/(i− 34 )− 1
)]2
. (3.13)
Reject H0: for large (positive) values of ZK , ZA or ZC .
Implementation in PoweR: stat101 (version = 1,2,3).
Alternate symbols: ZK , ZA, ZC (Al-Omari & Zamanzade (2017)); ZK, ZA, ZC (PoweR).
3.2. Moments based tests
3.2.1. The Best / Rayner / Thas test
Original papers: Rayner & Best (1989); Best et al. (2008).
Description: The authors propose test statistics based on the Gram-Schmidt orthogonalization of
the polynomials {z 7→ zj}∞j=0 in L2(φ(z)dz):
BRTr :=
1√
n
n∑
i=1
hr
(
xi − xn
sn/
√
2
)
, r ∈ {3, 4}, (3.14)
where
h0(z) = 1, h1(z) =
z√
2
, h2(z) =
−2 + z2
2
√
5
,
h3(z) =
−12z + z3
12
√
3
, h4(z) =
43.2− 33.6z2 + z4
24
√
149/5
, . . .
(3.15)
The standardization z = (sn/
√
2)−1(xi−xn) is done with the MOM estimates of µ and σ. It can also
be done using the ML estimates, µˆn and σˆn, as in Rayner & Best (1989). However, Best et al. (2008)
mention that there is very little difference between the powers of the two tests. This is confirmed
by a preliminary power study we conducted, so we do not consider the standardization using ML
estimates in this paper. Note that BRT1 = BRT2 = 0.
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Test statistic:
BRT4 =
√
n
1072.8
(
1
n
n∑
i=1
(
xi − xn
sn
)4
− 6
)
. (3.16)
Note 1: The test statistic BRT3, based on the sample skewness, is also proposed by Best et al.
(2008). It is however not considered in our power comparison given its very poor performance (even
against asymmetric alternatives). Best et al. (2008) also mentions the test statistic (6/7)(BRT3)
2 +
(149/165)(BRT4)
2, but they explain that it is very similar to BRT3 and thus is not recommended.
Note 2: The BRT4 test is equivalent to the HoK test, see (3.27), since both are based on the
sample kurtosis.
Reject H0: for large (positive or negative) values of BRT4.
Implementation in PoweR: stat37.
Alternate symbols: V˜4 (Best et al. (2008)); BRT4 (PoweR).
3.2.2. The Desgagne´ / Lafaye de Micheaux / Ouimet tests
Original paper: Desgagne´ et al. (2020)
Description: These two tests are based the Rao’s score test on the asymmetric power distribution
(APD). The sample first-power skewness and first-power kurtosis are, respectively, defined as
B1(µˆn, σˆn) :=
1
n
n∑
i=1
|zˆi| sign(zˆi) = 1
n
n∑
i=1
zˆi = σˆ
−1
n
(
x¯n − µˆn
)
,
K1(µˆn, σˆn) :=
1
n
n∑
i=1
|zˆi| log |zˆi|.
(3.17)
Note that B1(µˆn, σˆn) is the standardized difference between the sample mean and median. The
transformed first-power skewness and transformed first-power net kurtosis are, respectively, defined
as
Z1 :=
n1/2B1(µˆn, σˆn)
[1− 1.856/n1.06]1/2
, (3.18)
Z2 :=
n1/2
[(
K1(µˆn, σˆn)− (1/2)(B1(µˆn, σˆn))2
)1/4 − (1− γ)1/4(1− 0.422/n1.01)][
(1/16)(1− γ)−3/2(pi2/3− 3)(1− 1.950/n0.92 + 39.349/n2.3)]1/2 , (3.19)
for an even sample size n, and
Z1 :=
n1/2B1(µˆn, σˆn)
(1− 0.281/n1.03)1/2
, (3.20)
Z2 :=
n1/2
[(
K1(µˆn, σˆn)− (1/2)(B1(µˆn, σˆn))2
)1/4 − (1− γ)1/4(1− 0.198/n0.86)][
(1/16)(1− γ)−3/2(pi2/3− 3)(1− 3.827/n1.04)]1/2 , (3.21)
for an odd sample size n, where γ := 0.577215665 . . . is the Euler-Mascheroni constant.
Test statistics:
DLOZ := Z2, (3.22)
DLOX := Z
2
1 + Z
2
2 . (3.23)
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Note 1: The test statistic DLOZ is designed for a directional Laplace test against symmetric alter-
natives while DLOX is designed for any kind of alternatives, whether symmetric or asymmetric.
Note 2: Under the null hypothesis, for n ≥ 20, we have (Z1, Z2)> app∼ N2(0, I) and thus DLOZ app∼
N(0, 1) is virtually independent of DLOX
app∼ χ22, where ‘ app∼ ’ denotes ‘approximately distributed as’
with high numerical precision. Therefore, quantiles and p-values can be computed without simulation
with high accuracy. The asymptotic distribution is available for some other test statistics presented
in this paper, but the approximation is often not satisfying for small samples and quantiles must be
estimated by simulations.
Reject H0: for large (positive or negative) values of DLOZ , or for large (positive) values of DLOX .
Implementation in PoweR: stat106 (lambda = 1, version = 2),
stat106 (lambda = 1, version = 1).
Alternate symbols: ZAPD1 , X
APD
1 (Desgagne´ et al. (2020)); Z
APD
1 , X
APD
1 (PoweR).
3.2.3. The Gel test
Original paper: Gel (2010).
Description: This test is to the Laplace distribution what the Jarque-Bera test is to the normal
distribution.
Test statistic:
Ge :=
n
C1
(
√
v1)
2 +
n
C2
(v2 − 6)2, (3.24)
where
√
v1 :=
1
n
n∑
i=1
(
xi − xn√
2σˆn
)3
, v2 :=
1
n
n∑
i=1
(
xi − xn√
2σˆn
)4
, (3.25)
and C1 := 60, C2 := 1200.
Note: The constants C1 and C2 represent the asymptotic variance of
√
n
√
v1 and
√
n(v2 − 6),
respectively. Consequently, the asymptotic distribution of Ge is χ22. Given that the approximation
is poor for small to moderate sample sizes, Gel (2010) recommends instead to use the exact (Monte
Carlo simulated) critical values and mentions that the choice of C1 and C2 does not affect the power
of the test in that case (as long as C1/C2 stays approximately constant). Approximations of C1
and C2 are provided in Remark 1 of Gel (2010). The choice of these constants plays a role only if
one desires to use the χ22-approximation for critical values. We choose C1 := 60 and C2 := 1200 as
recommended by the author for small to moderate sample sizes.
Reject H0: for large (positive) values of Ge.
Implementation in PoweR: stat60.
Alternate symbols: K (Gel (2010)); K (PoweR).
3.2.4. The Gonza´lez-Estrada / Villasen˜or test
Original paper: Gonza´lez-Estrada & Villasen˜or (2016).
Description: This test is based on a ratio of estimators of the scale parameter σ. Its numerator is
the MOM estimator and its denominator is the mean absolute deviation around the sample mean.
Test statistic:
GV :=
√
4n
(
sn/
√
2
1
n
∑n
i=1 |xi − xn|
− 1
)
. (3.26)
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Note: The test statistic
√
4n((sn/
√
2)/σˆn − 1) is also proposed by the authors, but is equivalent to
the test HoU , see (3.28).
Reject H0: for large (positive or negative) values of GV.
Implementation in PoweR: stat91.
Alternate symbols:
√
4n(Rn − 1) (Gonza´lez-Estrada & Villasen˜or (2016)); GV1 (PoweR).
3.2.5. The Hogg tests
Original paper: Hogg (1972).
Description: The first test statistic HoK is the classical sample kurtosis. The second test statistic
HoU is proportional to the ratio of the MOM to the ML estimators of σ. The third and fourth test
statistics HoV and HoW are proportional to the ratio of the range to respectively the ML and MOM
estimators of σ.
Test statistics:
HoK :=
1
n
n∑
i=1
(
xi − xn
sn
)4
; (3.27)
HoU :=
sn
σˆn
; (3.28)
HoV :=
x(n) − x(1)
2σˆn
; (3.29)
HoW :=
x(n) − x(1)
2sn
. (3.30)
Note: The performance of HoK in our power comparisons is given by the BRT4 test (see (3.16)),
since they are equivalent.
Reject H0: for large or small (positive) values of HoK , HoU , HoV or HoW .
Implementation in PoweR: stat93, stat94, stat95, stat96.
Alternate symbols: K, U , V , W (Hogg (1972)); HoK, HoU, HoV, HoW (PoweR).
3.2.6. The Langholz / Kronmal test
Original paper: Langholz & Kronmal (1991).
Description: This test is based on the first trigonometric moments.
Test statistic:
LK := V −1 · 2n

[
1
n
n∑
i=1
cos
(
2piΦ
(
xi − xn
sn/
√
2
))]2
+
[
1
n
n∑
i=1
sin
(
2piΦ
(
xi − xn
sn/
√
2
))]2 . (3.31)
Note: The value of the constant V −1 is set to 1.13 as recommended in (Langholz & Kronmal, 1991,
Table 1). Note that the exact value of V −1 has an impact only if the χ22 approximation is used, but
not if critical values are computed by Monte Carlo simulations.
Reject H0: for large (positive) values of LK.
Implementation in PoweR: stat57.
Alternate symbols: K1 (Langholz & Kronmal (1991)); K1 (PoweR).
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3.3. Entropy based tests
3.3.1. The Alizadeh Noughabi 2016 test
Original paper: Alizadeh Noughabi (2016).
Description: The author proposes a density-based empirical likelihood ratio (DBELR) test statistic.
It is a modified version of the likelihood ratio test from Vexler & Gurevich (2010), where the density
function under H1 is replaced by an entropy-based estimate.
Test statistic:
Aratio = min
1≤m<(nδ∧n2 )
n∏
j=1
2m
n(x((j+m)∧n)−x((j−m)∨1))
f(xj | µˆn, σˆn) , (3.32)
where δ ∈ (0, 1) and the window size m is a positive integer. In their paper, δ = 0.5 is selected for
their power comparisons. We make the same choice in this paper.
Note: In (3.32), we added the restriction m < n/2 in the minimum to be consistent with other
entropy estimators. This only affects the value of Aratio if n is very small or δ very close to 1. Also,
we should note that Alizadeh Noughabi (2016) uses the restriction m ≤ nδ is his simulation even
though his formula is stated with the strict inequality m < nδ. We choose the latter throughout.
Reject H0: for large (positive) values of Aratio.
Implementation in PoweR: stat99 (delta = 0.5).
Alternate symbols: Tn (Alizadeh Noughabi (2016)); Aratio (PoweR).
3.3.2. The Alizadeh Noughabi 2019 test
Original paper: Alizadeh Noughabi (2019).
Description: This test statistic is the negative of the entropy estimator of Vasicek (1976) for the
sample uˆ1, uˆ2, . . . , uˆn.
Test statistic:
Aentropy = − 1
n
n∑
j=1
log
( n
2m
(F (x((j+m)∧n) | µˆn, σˆn)− F (x((j−m)∨1) | µˆn, σˆn))
)
, (3.33)
where the window size m is a positive integer such that m < n/2.
Note: The author is rather vague about the choice of m, mentioning that the optimal choice of m
increases with n. Based on preliminary simulations, we recommend
m =

1, if n ≤ 3,
2, if 4 ≤ n ≤ 5,
round((n+ 2)/5), if n ≥ 6.
(3.34)
Reject H0: for large (positive) values of Aentropy.
Implementation in PoweR: stat100.
Alternate symbols: DAmn (Alizadeh Noughabi (2019)); Aentropy (PoweR).
A. Desgagne´, P. Lafaye de Micheaux and F. Ouimet/Empirical power comparison 11
3.3.3. The Alizadeh Noughabi / Park tests
Original paper: Alizadeh Noughabi & Park (2016).
Description: Let the window size m be a positive integer such that m < n/2 (see Table 3.1 for the
specific choices of m as a function of n). These tests are based on five proposed entropy estimators.
Entropy Hv: A first entropy estimator, proposed in Vasicek (1976), is
Hv :=
1
n
n∑
i=1
log
( n
2m
(x((i+m)∧n) − x((i−m)∨1))
)
. (3.35)
In Park & Park (2003), the underlying nonparametric density function of Hv was derived:
gv(x) =
{
1
n
2m
x((i+m)∧n)−x((i−m)∨1) , if ξi < x ≤ ξi+1, 1 ≤ i ≤ n,
0, otherwise,
(3.36)
where
ξi :=
1
2m
i+m−1∑
k=i−m
x((k∧n)∨1). (3.37)
Entropy He: A second entropy estimator, proposed in Ebrahimi et al. (1994), is
He :=
1
n
n∑
i=1
log
(
n
cim
(x((i+m)∧n) − x((i−m)∨1))
)
, (3.38)
where
ci = 1 +
min{i− 1,m, n− i}
m
.
In Park & Park (2003), the nonparametric density function of He was derived:
ge(x) =
{
1
n
1
ηi+1−ηi , if ηi < x ≤ ηi+1, 1 ≤ i ≤ n,
0, otherwise,
(3.39)
where
ηi :=

ξm+1 −
∑m
k=i
x(m+k)−x(1)
m+k−1 , if 1 ≤ i ≤ m,
ξi, if m+ 1 ≤ i ≤ n−m+ 1,
ξn−m+1 +
∑i
k=n−m+2
x(n)−x(k−m−1)
n+m−k+1 , if n−m+ 2 ≤ i ≤ n+ 1.
(3.40)
Entropy Hy: A third entropy estimator, proposed in Yousefzadeh & Arghami (2008), is
Hy :=
n∑
i=1
(
Fˆy(x((i+m)∧n))− Fˆy(x((i−m)∨1))∑n
j=1 Fˆy(x((j+m)∧n))− Fˆy(x((j−m)∨1))
)
· log
(
x((i+m)∧n) − x((i−m)∨1)
Fˆy(x((i+m)∧n))− Fˆy(x((i−m)∨1))
)
,
(3.41)
where Fˆy, an estimator of the cdf introduced by Yousefzadeh & Arghami (2008), can we rewritten
as
Fˆy(x(i)) =

n−1
n(n+1)
(
n
n−1 +
{
n
2n−1 , if x(1) 6= x(2)
0, if x(1) = x(2)
})
, if i = 1,
n−1
n(n+1)
(
i(n−1)+1
n−1 +
{
x(i)−x(i−1)
x(i+1)−x(i−1) , if x(i−1) 6= x(i+1)
0, if x(i−1) = x(i+1)
})
, if 2 ≤ i ≤ n− 1,
n−1
n(n+1)
 (n−1)2+1
n−1 +

1 + n−12n−1 , if x(n−2) 6= x(n−1) 6= x(n)
1, if x(n−2) 6= x(n−1) = x(n)
0, if x(n−2) = x(n)

, if i = n.
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In Yousefzadeh & Arghami (2008), the nonparametric density function of Hy was also derived:
gy(x) =
{
Fˆy(x((i+m)∧n))−Fˆy(x((i−m)∨1))
x((i+m)∧n)−x((i−m)∨1) , if ζi < x ≤ ζi+1, 1 ≤ i ≤ n,
0, otherwise,
(3.42)
where
ζi :=
2mξi∑n
j=1(Fˆy(x((j+m)∧n))− Fˆy(x((j−m)∨1)))
, 1 ≤ i ≤ n+ 1. (3.43)
Entropy Ha: A fourth entropy estimator, proposed in Alizadeh Noughabi & Arghami (2010), is
Ha :=
1
n
n∑
i=1
log
(
n
aim
(x((i+m)∧n) − x((i−m)∨1))
)
, (3.44)
where
ai :=
{
1, if 1 ≤ i ≤ m or n−m+ 1 ≤ i ≤ n,
2, if m+ 1 ≤ i ≤ n−m.
(3.45)
In Alizadeh Noughabi & Arghami (2013), the nonparametric density function of Ha was also derived
(following Park & Park (2003)):
ga(x) =
{
1
n
1
νi+1−νi , if νi < x ≤ νi+1, 1 ≤ i ≤ n,
0, otherwise,
(3.46)
where
νi :=

ξm+1 − 1m
∑m
k=i(x(m+k) − x(1)), if 1 ≤ i ≤ m,
ξi, if m+ 1 ≤ i ≤ n−m+ 1,
ξn−m+1 + 1m
∑i
k=n−m+2(x(n) − x(k−m−1)), if n−m+ 2 ≤ i ≤ n+ 1.
(3.47)
Entropy Hz: Finally, a fifth entropy estimator, proposed in Zamanzade & Arghami (2011), is
Hz :=
1
n
n∑
i=1
log
(
n
zim
(x((i+m)∧n) − x((i−m)∨1))
)
, (3.48)
where
zi :=

i
m , if 1 ≤ i ≤ m,
2, if m+ 1 ≤ i ≤ n−m,
n−i+1
m , if n−m+ 1 ≤ i ≤ n.
(3.49)
In Zamanzade & Arghami (2011), the nonparametric density function of Hz was also derived:
gz(x) =
{
1
n
1
τi+1−τi , if τi < x ≤ τi+1, 1 ≤ i ≤ n,
0, otherwise,
(3.50)
where
τi :=

ξm+1 −
∑m
k=i
x(m+k)−x(1)
k , if 1 ≤ i ≤ m,
ξi, if m+ 1 ≤ i ≤ n−m+ 1,
ξn−m+1 +
∑i
k=n−m+2
x(n)−x(k−m−1)
n−k+2 , if n−m+ 2 ≤ i ≤ n+ 1.
(3.51)
Estimation of µ and σ: For ` ∈ {v, e, y, a, z}, define
µˆ` := Mediang`(X), θˆ` := Eg` |X − µˆ`|. (3.52)
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It is shown in Alizadeh Noughabi & Park (2016) that
µˆv := µˆ(ξ), µˆe := µˆ(η), µˆy := µˆ(ζ), µˆa := µˆ(ν), µˆz := µˆ(τ), (3.53)
where
µˆ(β) :=
{
βn/2+1, if n is even,
β(n+1)/2+1+β(n+1)/2
2 , if n is odd,
(3.54)
and that
θˆv := θˆ(ξ), θˆe := θˆ(η), θˆy := θˆ(ζ), θˆa := θˆ(ν), θˆz := θˆ(τ), (3.55)
where
θˆ(β) :=

− 1n
∑n/2
i=1
βi+βi+1
2 +
1
n
∑n
i=n/2+1
βi+βi+1
2 , if n is even,
− 1n
∑(n−1)/2
i=1
βi+βi+1
2 +
β(n+1)/2+1−β(n+1)/2
4n
+ 1n
∑n
i=(n+1)/2+1
βi+βi+1
2 , if n is odd.
(3.56)
The ξi’s, ηi’s, ζi’s, νi’s and τi’s are defined, respectively, in (3.37), (3.40), (3.43), (3.47) and (3.51).
First group of five test statistics:
AP` := log(2θˆ`) + 1−H`, for ` ∈ {v, e, y, a, z}. (3.57)
Second group of five test statistics:
AP
(MLE)
` := log(2σˆn) + 1−H`, for ` ∈ {v, e, y, a, z}. (3.58)
Note 1: Values of m depending on 1 ≤ n ≤ 120 are proposed in Table 6 in Alizadeh Noughabi &
Park (2016). In order to complete this table for n > 120, we propose a rough extrapolation based
on their valueswhich also satisfies m/n→ 0 as n→∞, see Table 3.1.
Table 3.1
Choice of m depending on n for the AP` and AP
(MLE)
` tests
n APz other tests
2 ≤ n ≤ 8 1 1
9 ≤ n ≤ 15 2 2
16 ≤ n ≤ 25 2 4
26 ≤ n ≤ 40 3 5
41 ≤ n ≤ 60 4 6
61 ≤ n ≤ 90 5 7
91 ≤ n ≤ 120 6 8
121 ≤ n <∞ round((logn)1.15) round((logn)1.35)
Note 2: Even if they use different entropy estimators, the four tests AP(MLE)` , ` ∈ {v, e, a, z} generate
exactly the same powers since they have the same variances. Furthermore, they are equivalent to
the Choi-Kim test CKv, see (3.59). Therefore, we consider only the tests AP`, ` ∈ {v, e, y, a, z} and
AP(MLE)y for our power comparison. The performance of the four other tests are given by CKv.
Note 3: Note that the test AP(MLE)v is also proposed by Alizadeh Noughabi & Arghami (2012).
Reject H0: for large (positive) values of AP` or AP
(MLE)
` , ` ∈ {v, e, y, a, z}.
Implementation in PoweR: stat84 (group = 1,2, version = 1,2,3,4,5).
Alternate symbols: TVmn, TEmn, TYmn, TAmn, TZmn, Vmn, Emn, Ymn, Amn, Zmn
(Alizadeh Noughabi & Park (2016)); AP` and AP
(MLE)
` , ` ∈ {v, e, y, a, z} (PoweR).
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3.3.4. The Choi / Kim tests
Original paper: Choi & Kim (2006).
Description: These three tests are based on entropy estimators from Vasicek (1976), Correa (1995)
and van Es (1992).
Test statistics:
CKv :=
exp (Hv)
σˆn
, CKc :=
exp (Hc)
σˆn
, CKe :=
exp (He)
σˆn
, (3.59)
where
Hv :=
1
n
n∑
i=1
log
( n
2m
(x((i+m)∧n) − x((i−m)∨1))
)
, (3.60)
Hc :=
−1
n
n∑
i=1
log
(∑i+m
j=i−m(j/n− i/n)
[
x((j∧n)∨1) − 12m+1
∑i+m
k=i−m x((k∧n)∨1)
]∑i+m
j=i−m
[
x((j∧n)∨1) − 12m+1
∑i+m
k=i−m x((k∧n)∨1)
]2
)
, (3.61)
He :=
1
n−m
n−m∑
i=1
log
(n+ 1
m
(x((i+m)∧n) − x(i))
)
+
n∑
k=m
1
k
− log
(n+ 1
m
)
, (3.62)
and the window size m is a positive integer such that m < n/2.
Note: Values of m depending on 1 ≤ n ≤ 50 are proposed in Table 4 in Choi & Kim (2006). In
our power comparison, we extrapolate this table by choosing m = 10 for n = 100 and m = 20 for
n = 200 for the CKv and CKc tests, and by choosing m = 2 for n = 100, 200 for the CKe test.
Table 3.2
Choice of m depending on n for the CK tests
n CKv CKc CKe
2 ≤ n ≤ 4 1 1 1
5 ≤ n ≤ 6 2 2 2
7 ≤ n ≤ 8 3 3 3
9 ≤ n ≤ 10 3 4 4
11 ≤ n ≤ 11 3 3 5
12 ≤ n ≤ 12 3 2 2
13 ≤ n ≤ 23 3 3 2
24 ≤ n ≤ 25 4 3 2
26 ≤ n ≤ 33 4 4 2
34 ≤ n ≤ 37 5 4 2
38 ≤ n ≤ 46 5 5 2
47 ≤ n ≤ 50 6 5 2
Reject H0: for small (positive) values of CKv, CKc or CKe.
Implementation in PoweR: stat51 (version = 1,2,3).
Alternate symbols: TVm,n, T
C
m,n, T
E
m,n (Choi & Kim (2006)); T
V
m,n, T
E
m,n , T
C
m,n (PoweR).
3.4. Other tests
3.4.1. The Alizadeh Noughabi / Balakrishnan divergence tests
Original paper: Alizadeh Noughabi & Balakrishnan (2016).
Description: These five test statistics are based on the original test statistics of Csisza´r (1963),
Morimoto (1963) and Ali & Silvey (1966), where the unknown location and scale parameters µ and
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σ are replaced by their ML estimators. More precisely, they are based on an estimator Dˆν of the
Csiszar’s divergence given by
Dν(g, f) :=
∫ ∞
−∞
f(x |µ, σ) ν
(
g(x)
f(x |µ, σ)
)
dx, (3.63)
where g(x) is the true density of the observations x1, . . . , xn, f(x |µ, σ) is the Laplace density and
ν(·) is a divergence measure. As for the estimator of Dν(g, f), it is defined as
Dˆν =
1
n
n∑
i=1
f(xi | µˆn, σˆn)
gˆ(xi)
ν
(
gˆ(xi)
f(xi | µˆn, σˆn)
)
, (3.64)
where
gˆ(xi) :=
1
nhˆ
n∑
j=1
k
(
xi − xj
hˆ
)
, k(z) :=
1√
2pi
e−
z2
2 , hˆ := σˆn
(
2
n
√
pi
)1/5
. (3.65)
Test statistics:
ABKL := Dˆν , when ν(t) = t log t (Kullback-Liebler divergence),
ABHe := Dˆν , when ν(t) =
1
2 (
√
t− 1)2 (Hellinger distance),
ABJe := Dˆν , when ν(t) = (t− 1) log t (Jeffreys distance),
ABTV := Dˆν , when ν(t) = |t− 1| (Total variation distance),
ABχ2 := Dˆν , when ν(t) = (t− 1)2 (χ2-divergence).
Note: The bandwidth h that is optimal under H0 (see Equation (3.21) in Silverman (1986)) is:
h =

∫∞
−∞(k(z))
2dz
n
∫∞
−∞
(
d2
dx2 f(x |µ, σ)
)2
dx

1/5
=
{
1
2
√
pi
n · 14σ5
}1/5
= σ
(
2
n
√
pi
)1/5
. (3.66)
If we choose the kernel function k(z) := φ(z) instead, then h = σn−1/5. In Alizadeh Noughabi &
Balakrishnan (2016), the bandwidth 1.06snn
−1/5 is selected instead of hˆ in (3.65), but note that the
asymptotic expression 1.06σn−1/5 is only optimal when the distribution under H0 is normal.
Reject H0: for large (positive) values of ABKL, ABHe, ABJe, ABTV or ABχ2 .
Implementation in PoweR: stat98 (version = 1,2,3,4,5).
Alternate symbols: TKL, TH, TJ, TT, Tχ (Alizadeh Noughabi & Balakrishnan (2016)); AB`,
` ∈ {KL,He, Je,TV, χ2} (PoweR).
3.4.2. The Alizadeh Noughabi / Jarrahiferiz energy-based test
Original papers: Alizadeh Noughabi & Jarrahiferiz (2019).
Description: This test statistic is the estimator of informational energy of Pardo (2003) based on
spacing of order statistics for the sequence of observations uˆ1, uˆ2, . . . , uˆn.
Test statistic:
AJ =
1
n
n∑
j=1
2m
n(F (x((j+m)∧n) | µˆn, σˆn)− F (x((j−m)∨1) | µˆn, σˆn)) , (3.67)
where the window size m is a positive integer such that m < n/2.
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Note: Values of m depending on 1 ≤ n ≤ 120 are proposed in Table 2 in Alizadeh Noughabi &
Jarrahiferiz (2019). In order to complete this table for n > 120, we propose a rough extrapolation
based on their valueswhich also satisfies m/n→ 0 as n→∞, see Table 3.3.
Table 3.3
Choice of m depending on n for the AJ test
n AJ
1 ≤ n ≤ 8 2
9 ≤ n ≤ 15 3
16 ≤ n ≤ 25 5
26 ≤ n ≤ 35 6
36 ≤ n ≤ 45 7
46 ≤ n ≤ 60 8
61 ≤ n ≤ 90 9
91 ≤ n ≤ 120 10
121 ≤ n <∞ round((logn)1.5)
Reject H0: for large (positive) values of AJ.
Implementation in PoweR: stat102.
Alternate symbols: Tmn (Alizadeh Noughabi & Jarrahiferiz (2019)); AJ (PoweR).
3.4.3. The Brain / Shapiro test (adapted by Gulati)
Original papers: Brain & Shapiro (1983); Gulati (2011).
Description: This is a regression test adapted from the one found in Brain & Shapiro (1983), where
the case of the exponential distribution was treated under H0.
Test statistic:
BS := 12(n− 1)(v − 1/2)2 + 5(n− 1)
(n+ 2)(n− 2)
(
n− 2 + 6nv − 12
n−1∑
i=1
ivi
n− 1
)2
, (3.68)
where
yj := |zˆj | = |(xj − µˆn)/σˆn|,
wj := (n− j + 1)(y(j) − y(j−1)), j ∈ {1, 2, . . . , n}, where y(0) := 0,
vi :=
∑i
j=1 wj∑n
j=1 wj
, i ∈ {1, 2, . . . , n− 1}, v := 1
n− 1
n−1∑
i=1
vi.
(3.69)
Note: We made a correction in (3.68), where we use the fraction 5(n−1)(n+2)(n−2) as in Brain & Shapiro
(1983) (equation (6) with m set to n+ 1) instead of 5(n−1)(n+1)(n−2) as in Gulati (2011) (equation (2.3)).
Reject H0: for large (positive) values of BS.
Implementation in PoweR: stat59.
Alternate symbols: Z (Gulati (2011)); Z (PoweR).
3.4.4. The Meintanis tests
Original paper: Meintanis (2004).
Description: These two tests are based on a weighted measure (involving a parameter a) of relative
deviation between the empirical characteristic function (n−1
∑n
j=1 e
itzˆj ) and the characteristic func-
tion under H0, for the sample standardized by ML estimators. Standardization of the observations
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based on the MOM is also proposed but not recommended by the author, since his simulation study
suggests that the ML estimators are more robust with respect to a. Consider
Me = n
∫ ∞
−∞
D2n(t)w(t)dt, (3.70)
where Dn(t) := |(1 + t2) 1n
∑n
j=1 e
itzˆj − 1| and w(t) is a weight function. When w(t) = exp(−a|t|)
and w(t) = exp(−at2), for a > 0, we obtain the two test statistics below.
Test statistics:
Me(1)a :=
2n
a
− 4a
n∑
j=1
[
1
a2+zˆ2j
+
2(a2−3zˆ2j )
(a2+zˆ2j )
3
]
+
2a
n
n∑
j,k=1
 1a2+(zˆj−zˆk)2 + 4(a2−3(zˆj−zˆk)2)(a2+(zˆj−zˆk)2)3
+
24(a4+5(zˆj−zˆk)4−10a2(zˆj−zˆk)2)
(a2+(zˆj−zˆk)2)5
 , (3.71)
Me(2)a := n
√
pi
a
− 2
√
pi
a
n∑
j=1
[
1− zˆ
2
j−2a
4a2
]
e−zˆ
2
j /4a
+
2
n
√
pi
a
n∑
j,k=1
 12 − (zˆj−zˆk)2−2a4a2
+
((zˆj−zˆk)4+12a2−12a(zˆj−zˆk)2)
32a4
 e−(zˆj−zˆk)2/4a. (3.72)
Note: The parameter a controls the rate of decay of the weight function. In his simulation study,
Meintanis (2004) considers a ∈ {0.5, 1, 2, 4, 5, 10} and finally recommends Me(1)2 or Me(2)0.5 as the best
choices. In a preliminary power study, we came to the same conclusions. Therefore, we choose Me(1)2
and Me(2)0.5 for our power comparison.
Reject H0: for large (positive) values of Me
(1)
a or Me
(2)
a .
Implementation in PoweR: stat48 (a = 2), stat50 (a = 0.5).
Alternate symbols: T
(1)
n,a, T
(2)
n,a (Meintanis (2004)); T
(1)
n,a −ML, T (2)n,a −ML (PoweR).
3.4.5. The Sze´kely / Rizzo energy distance test (applied by Rizzo / Haman)
Original paper: Rizzo & Haman (2016).
Description: Let X,X ′ ∼ G i.i.d., where G is a given distribution. The original statistic in Sze´kely
& Rizzo (2005), based on energy distance (see e.g. Sze´kely & Rizzo (2013)), is defined by
SR := 2
n∑
i=1
E|xi −X| − nE|X −X ′| − 2
n
n∑
k=1
(2k − 1− n)x(k). (3.73)
In Rizzo & Haman (2016), the expectations were calculated explicitly for the asymmetric Laplace
distribution. In particular, when Z,Z ′ ∼ Laplace(0, 1) are i.i.d., we have E|z − Z| = |z| + e−|z| for
any point z ∈ R, and E|Z−Z ′| = 3/2. Furthermore, in their article, they test H0 : Xi ∼ Laplace(µ =
0, σ = 1). For the purpose of our article, where µ and σ are assumed to be unknown, we normalize
the observations from xi to zˆi.
Test statistic:
SR? := 2
n∑
i=1
(
|zˆi|+ e−|zˆi|
)
− 3n
2
− 2
n
n∑
k=1
(2k − 1− n)zˆ(k). (3.74)
Reject H0: for large (positive) values of SR
?.
Implementation in PoweR: stat97.
Alternate symbols: E (Rizzo & Haman (2016)); SR? (PoweR).
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4. Empirical power comparison
In this section, we compare the empirical power of 38 univariate goodness-of-fit tests for the Laplace
distribution in a comprehensive numerical study. A description of the tests is given in Section 3 and
a summary can be found in Table 4.1 below. The empirical power is computed for sample sizes of
n = 20, 50, 100, 200, at significance levels of 5% and 10%. We use simulated critical values (based on
1,000,000 samples drawn from the Laplace distribution) for each test to ensure that the empirical
levels are very close to the exact significance levels of 5% and 10%. For a given sample size and
significance level, the empirical power of a test is measured by the proportion of samples (simulated
from the alternative distribution) for which the composite hypothesis of Laplace is rejected. Each
calculation of the power is based on 100,000 simulations using the R software with the PoweR package
(Lafaye de Micheaux & Tran, 2016).
Tests based on the empirical cdf Abbreviations PoweR Index (parameters)
Anderson/Darling AD 42
Crame´r/von Mises CvM 43
Kolmogorov/Smirnov KS 45
Kuiper Ku 46
Watson Wa 44
Zhang ZK , ZA, ZC 101 (version = 1,2,3)
Tests based on moments
Best/Rayner/Thas BRT4 37
Desgagne´/Lafaye de Micheaux/Ouimet DLOZ , DLOX 106 (lambda = 1, version = 2,1)
Gel Ge 60
Gonza´lez-Estrada/Villasen˜or GV 91
Hogg HoU , HoV , HoW 94, 95, 96
Langholz/Kronmal LK 57
Tests based on entropy
Alizadeh Noughabi 2016 Aratio 99 (delta = 0.5)
Alizadeh Noughabi 2019 Aentropy 100 (m: see (3.34))
Alizadeh Noughabi/Park APv, APe, APy , APa, APz 84 (group = 1, version = 1,2,3,4,5)
Alizadeh Noughabi/Park AP(MLE)y 84 (gr. = 2, v. = 3, m: see Table 3.1)
Choi/Kim CKv, CKc, CKe 51 (version = 1,2,3, m: see Table 3.2)
Other tests
Alizadeh Noughabi/Balakrishnan ABKL,ABHe,ABJe,ABTV,ABχ2 98 (version = 1,2,3,4,5)
Alizadeh Noughabi/Jarrahiferiz AJ 102 (m: see Table 3.3)
Brain/Shapiro (adapted by Gulati) BS 59
Meintanis Me
(1)
2 , Me
(2)
0.5 48 (a = 2), 50 (a = 0.5)
Sze´kely/Rizzo SR? 97
Table 4.1
A summary of the 38 selected tests for the empirical power analysis.
Note: We did not include the following test statistics in Table 4.1:
• AP(MLE)v , AP(MLE)e , AP(MLE)a and AP(MLE)z ; see Note 2 in Section 3.3.3;
• HoK ; see Note in Section 3.2.5;
• BRT3 and (6/7)(BRT3)2 + (149/165)(BRT4)2; see Note 1 in Section 3.2.1.
4.1. Statistical distributions considered for the alternative hypothesis
Comprehensive power comparisons aim to include a large range of distributions, e.g., Roma˜o et al.
(2010) study approximately 70 alternatives (omitting the redundancies) and Desgagne´ & Lafaye de
Micheaux (2018) investigate 85 alternatives.
We propose an innovative design for the selection of the alternatives that removes as much judge-
ment bias as possible. To achieve this, we first select 20 families of alternatives that include most of
the distributions considered in the literature for the power comparison of Laplace tests. The collection
is composed of 6 families of symmetric heavy-tailed alternatives, 6 families of symmetric short-tailed
alternatives and 8 families of asymmetric alternatives, all listed in Table 4.2 and Table 4.3 below.1
For every family and every sample size n = 20, 50, 100, 200 (the impact of the significance level is
1The classification of heavy/short tails is relative to the Laplace tails.
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negligible here), we carefully select the smallest range, for the relevant parameter, under which the
entire range of the power curve space is covered for a large pre-selection of tests that are known to
perform well; see the last two columns in Table 4.2 and the last column in Table 4.3. The left bound
of the interval is associated with the smallest power (the closest alternative to Laplace) and the
right bound with the largest power (the furthest alternative from Laplace). Then, we evenly divide
each parameter range (excluding the left bound) to obtain 20 alternatives per family, for a total of
400 alternatives. This is sufficient to estimate the continuous spectrum of alternatives in each family
and to obtain smooth power curves, which gives us a clear picture of the situation.
PoweR Distribution Notation Parameters Parameters
Index Name for Heavy Tails for Short Tails
24 Generalized GED p ∈ (1, 0.1] for all n p ∈ (1, 10] for n = 20
Error (µ = 0, σ = 1, p) p ∈ (1, 6.2] for n = 50
Distribution p ∈ (1, 4.8] for n = 100
p ∈ (1, 3] for n = 200
8 Student t(k) k ∈ (3.5, 0.5] for all n k ∈ (3.5, 30] for n = 20, 50, 100
k ∈ (3.5, 20] for n = 200
43 Laplace MixL(p = 0.5, µ, b) µ = 0, b ∈ (1, 50] for n = 20 µ ∈ (0, 12], b = 1 for n = 20
Mixture µ = 0, b ∈ (1, 20] for n = 50 µ ∈ (0, 6], b = 1 for n = 50
µ = 0, b ∈ (1, 12] for n = 100 µ ∈ (0, 4], b = 1 for n = 100
µ = 0, b ∈ (1, 8] for n = 200 µ ∈ (0, 3], b = 1 for n = 200
31 Normal MixN(p = 0.5,m, d) m = 0, d ∈ (3.5, 40] for n = 20 m ∈ (0, 10], d = 1 for n = 20
Mixture m = 0, d ∈ (3.5, 20] for n = 50 m ∈ (0, 5], d = 1 for n = 50
m = 0, d ∈ (3.5, 12] for n = 100 m ∈ (0, 3], d = 1 for n = 100
m = 0, d ∈ (3.5, 8] for n = 200 m ∈ (0, 3], d = 1 for n = 200
37 Normal- NIG α ∈ (0.6, 0.01] for n = 20
Inverse (α, β = 0, δ = 1, µ = 0) α ∈ (0.7, 0.01] for n = 50, 100 α ∈ (0.7, 10] for all n
Gaussian α ∈ (0.65, 0.01] for n = 200
18 Tukey Tu(`) ` ∈ (−0.14,−1.5] for n = 20 ` ∈ (−0.14, 1.65] for n = 20
` ∈ (−0.14,−1.5] for n = 50 ` ∈ (−0.14, 1.5] for n = 50
` ∈ (−0.18,−1.5] for n = 100 ` ∈ (−0.18, 1.5] for n = 100
` ∈ (−0.20,−1.2] for n = 200 ` ∈ (−0.16, 0.4] for n = 200
Table 4.2
Symmetric heavy/short-tailed distributions.
PoweR Distribution Notation Parameters
Index Name
36 Asymmetric ALp(µ = 0, b = 1, k) k ∈ (1, 5] for n = 20
Laplace k ∈ (1, 3] for n = 50
k ∈ (1, 2.5] for n = 100
k ∈ (1, 2] for n = 200
21 Skew Normal SkewN(ξ = 0, ω = 1, α) α ∈ (0, 15] for n = 20, 50
α ∈ (0, 10] for n = 100
α ∈ (0, 6] for n = 200
43 Laplace MixL(p = 0.25, µ, b = 1) µ ∈ (0, 15] for n = 20
Mixture µ ∈ (0, 8] for n = 50
µ ∈ (0, 6] for n = 100
µ ∈ (0, 4] for n = 200
31 Normal MixN(p = 0.25,m, d = 1) m ∈ (0, 15] for n = 20
Mixture m ∈ (0, 10] for n = 50
m ∈ (0, 6] for n = 100
m ∈ (0, 4] for n = 200
37 Normal- NIG β ∈ (0, 0.49] for all n
Inverse Gaussian (α = 0.5, β, δ = 1, µ = 0)
10 Log-normal LN(µ = 0, σ) σ ∈ (0.1, 3] for n = 20
σ ∈ (0.1, 2] for n = 50, 100, 200
5 Gamma Gamma(a, b = 1) a ∈ (7, 0.5] for n = 20
a ∈ (10.5, 0.5] for n = 50
a ∈ (15, 0.5] for n = 100, 200
11 Weibull W (λ, k = 1) λ ∈ (3, 0.1] for n = 20
λ ∈ (5, 0.1] for n = 50
λ ∈ (8, 0.1] for n = 100
λ ∈ (5, 0.1] for n = 200
Table 4.3
Asymmetric distributions.
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Fig 4.1: Power curves for the 38 selected tests against the asymmetric Laplace,
for n = 50 and a significance level of 5%.
Consider for example the asymmetric Laplace, ALp(µ = 0, b = 1, k), for n = 50 (see Table 4.3).
Once the range k ∈ (1, 3] is evenly split into 20 points (excluding the left bound), we obtain a
family composed of the ALp(0, 1, 1.1), ALp(0, 1, 1.2), . . . , ALp(0, 1, 2.9), ALp(0, 1, 3) distributions.
The left bound corresponds to the Laplace distribution, ALp(0, 1, 1), and thus yields a power of
5% for every test. The empirical power increases with the value of the parameter k (which controls
the asymmetry), as illustrated in Figure 4.1. Considering values of k beyond 3 would not provide
additional information because the power curves become flat for most of the tests. Furthermore, given
that fALp(x | 0, 1, k) = fALp(−x | 0, 1, 1/k), where fALp(· | ·) represents the corresponding density, the
range k ∈ (0, 1) contains the same information as k > 1.
Given that all the 38 selected test statistics are location and scale invariant, the location and
scale parameters can be respectively set to 0 and 1 for all distributions, without loss of generality.
For example, if a and b denote, respectively, the shape and scale parameters (see Table 4.4 for the
description of the distributions considered in this paper), the alternatives Gamma(a = 5, b = 1/2)
and Gamma(a = 5, b = 1) both have the same powers. Taking this in consideration allows us to
avoid redundancies.
That being said, it is worthwhile to mention that several other distributions are included as special
cases in our 20 families. For instance, the Laplace distribution is a particular case of the asymmetric
Laplace when k = 1, the Laplace mixture when µ = 0, b = 1, and the GED when p = 1. Similarly,
the normal distribution is a particular case of the skew normal when α = 0, the normal mixture
when m = 0, d = 1, and the GED when p = 2. The Gamma(a, b) family includes the exponential
distribution when a = 1 and the χ2(k) distribution when a = k/2, b = 1/2. The Student t(k) family
includes the Cauchy distribution when k = 1. Finally, the Tukey Tu(`) family includes the logistic
distribution when ` = 0 and the uniform distribution when ` = 1. The Tu(`) is also very close to a
Cauchy distribution when ` = −1 and to a normal distribution when ` = 0.14. We decided not to
include the Inverse Gaussian distribution in the study since it generates practically the same power
curves as the Gamma family, probably because they are very similar in terms of excess skewness
and kurtosis.
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4.2. Empirical power results and discussion
In this section, the empirical power results are presented and discussed. As previously mentioned,
for each of the 38 selected Laplace tests, the empirical power is computed by 100,000 Monte-Carlo
simulations for the significance levels 5% and 10%, the sample sizes n = 20, 50, 100, 200 and the 20
selected alternatives in each of the 20 families of distributions. As a result, we obtain 20×20×2×4 =
3,200 values of power for each of the 38 tests considered.
PoweR # Law Notation Parameters Density
1 Laplace Lp(µ, b) µ ∈ R, b > 0 12b exp
(
− |x−µ|b
)
for x ∈ R
2 Normal N(µ, σ) µ ∈ R, σ > 0 1
σ
√
2pi
exp
(
− (x−µ)2
2σ2
)
for x ∈ R
3 Cauchy C(`, s) ` ∈ R, s > 0 1
pis
(
1+
(
x−`
s
)2) for x ∈ R
4 Logistic Lg(µ, s) µ ∈ R, s > 0 1s exp(− x−µs )(1 + exp(− x−µs ))−2 for x ∈ R
5 Gamma Gamma(a, b) a, b > 0 1
(1/b)aΓ(a)
xa−1e−bx for x > 0
7 Uniform U(a, b) a < b 1b−a for a ≤ x ≤ b
8 Student t(k) k ∈ N (√kpi)−1 Γ
(
k+1
2
)
Γ
(
k
2
) (1 + x2k )− k+12 for x ∈ R
9 Chi-squared χ2(k) k ∈ N 2−k/2Γ(k/2)−1xk/2−1e−x/2 for x > 0
10 Log-Normal LN(µ, σ) µ ∈ R, σ > 0 1
xσ
√
2pi
exp
(
− (log x−µ)2
2σ2
)
11 Weibull W (λ, k) λ, k > 0 λk
(
x
k
)λ−1 exp(−(x/k)λ)
18 Tukey Tu(`) ` > 0 undefined, generate with X =
U`−(1−U)`
`
21
Skew
Normal
SkewN(ξ, ω, α) ξ, α ∈ R, ω > 0
2
ω · dnorm
(
x−ξ
ω
)
· pnorm
(
α
( x−ξ
ω
))
for x ∈ R
22
Scale
Contaminated
Normal
ScConN(p, d) p ∈ [0, 1], d > 0 p · dnorm(x, 0, d) + (1− p) · dnorm(x)
for x ∈ R
24
Generalized
Error
Distribution
GED(µ, σ, p) µ ∈ R, σ, p > 0 p
2σΓ(1/p)
exp
(
−( |x−µ|σ )p) for x ∈ R
31
Normal
Mixture
MixN(p,m, d)
p ∈ [0, 1],
m ∈ R, d > 0 p · dnorm(x,m, d) + (1− p) · dnorm(x)
35 Exponential Exp(λ) λ > 0 λ exp(−λx) for x > 0
36
Asymmetric
Laplace
ALp(µ, b, k) µ ∈ R, b, k > 0
√
2
b
k
1+k2
exp
(
−
√
2
b k
sgn(x−µ)|x− µ|
)
for x ∈ R
37
Normal
Inverse
Gaussian
NIG(α, β, δ, µ) α, β, δ, µ ∈ R
αδK1(α
√
δ2+(x−µ)2)
pi
√
δ2+(x−µ)2
eδγ+β(x−µ)
where γ =
√
α2 − β2 and K1 is the
modified Bessel function of the third kind
42
Inverse
Gaussian
InvG(µ, λ) µ ∈ R, λ > 0
√
λ
2pix3
exp
(
−λ(x−µ)2
2µ2x
)
for x > 0
43
Laplace
Mixture
MixL(p, µ, b)
p ∈ [0, 1],
µ ∈ R, b > 0 p · dlaplace(x, µ, b) + (1− p) · dlaplace(x)
Table 4.4
Description of the distributions.
We summarize this huge amount of information in Table B.1 of Appendix B by averaging the 20
powers for every family of alternatives, every significance level and every sample size. Therefore, for
each of the 38 tests, we obtain 20× 2× 4 = 160 average powers. This is still raw data that needs to
be refined in order to draw conclusions. All simulations have been performed on a Linux computing
cluster equipped with 10 cores and 124 GB of RAM. We used the R software version 3.6.1 and our
R/C++ package PoweR version 1.1 (Lafaye de Micheaux & Tran, 2016) which is freely available on the
CRAN (R Core Team, 2020). Overall, our simulations took around 32 hours. The codes to reproduce
the entirety of the numerical results presented in this paper are available in a Supplemental Material
section online.
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The best omnibus tests
The average of the 3,200 powers is presented for each test in Table B.2 of Appendix B, which gives
us an overall score to compare the 38 selected tests. The 12 best omnibus Laplace tests – those with
the highest overall average powers – are also presented in Table 4.5 below. We believe that the other
tests, those ranked 13th to 38th, can be discarded from the outset as being among the best ones
given that they sacrifice at least 5% in average power compared to the highest score (see the row
“Gap” in the tables, defined as the difference between the maximum average power among the 38
tests and the average power of a given test). We observe that all four groups of tests are represented
among the bests, which suggests that no single approach is superior and that the quality of the
design of a test is more crucial. Indeed, the DLOX (68.3%, 1st) and LK (66.9%, 5th) tests are based
on moments, the APv (67.5%, 2nd), APe (66.2%, 7th), AP
(MLE)
y (65.6%, 8th) and APy (64.4%, 9th)
tests are based on entropy, the Wa (67.0%, 3rd), Ku (64.2%, 10th) and ZA (63.5%, 12th) tests are
based on the empirical cdf, the Me(1)2 (66.9%, 4th) and Me
(2)
0.5 (66.8%, 6th) tests are based on the
empirical characteristic function and the ABHe (64.0%, 11th) test is based on a divergence measure.
A similar analysis is done by computing the average of the 1,600 powers for each significance level
separately and the results are presented in Table B.3 of Appendix B. We clearly see that the power
ranking is practically the same for levels of 5% and 10%, so we conclude that the impact of the
significance level is negligible to evaluate the most powerful tests.
The analysis is refined in Table B.3 of Appendix B, where the average powers are given for
each sample size n = 20, 50, 100, 200. An excerpt for the 12 best omnibus tests is also presented in
Table 4.6. We observe that only the 6 first tests in these tables consistently show a gap inferior to
5%, for each sample size. Since we expect a test to be powerful for any sample size, we believe that
the 6 other tests, namely the APe, AP
(MLE)
y , APy, Ku, ABHe and ZA tests, can be discarded as being
among the best ones, although they remain very good omnibus tests. Therefore, we conclude that
the DLOX , APv, Wa, Me
(1)
2 , LK and Me
(2)
0.5 tests are among the best omnibus tests for the Laplace
distribution, when power is the single criterion of selection. They all present a gap with the best
that is inferior to 2% in overall average power.
The best directional tests
Now, consider two situations when prior information is available about the universe of the alter-
natives. The first one – and the most common – occurs when it is known or assumed that the true
distribution is symmetric. The analysis is then limited to the 12 families of symmetric alternatives,
including heavy and short tails. The 9 best tests against symmetric alternatives (those with gaps
with the best inferior to 5%) and their average powers are presented in Table 4.7. The complete
results for the 38 tests are given in Table B.5 of Appendix B. The DLOZ test stands out as the best
with an average power of 66.8%. This is an important difference of 1.4% with the performance of
the HoU test (65.4%, 2nd). It is not surprising since these two tests, based on moments, are built
specifically to detect symmetric alternatives. The Wa (65.0%, 3rd) and DLOX (64.9%, 4th) omnibus
tests follow with gaps of 1.9% and 2%. Therefore, we recommend the DLOZ , HoU , Wa and DLOX
tests as the best tests against symmetric alternatives, when power is the single criterion of selection.
They all present a gap with the best that is at most 2%. In practice, if our assumption about the
symmetry of the data is very strong, the DLOZ test is the best choice. However, if this assumption
has a lesser degree of certainty, the Wa and DLOX omnibus tests are probably a better choice.
A second situation can arise when it is assumed that the true distribution is either the symmetric
Laplace or any asymmetric distribution. Said otherwise, if the true distribution is symmetric, we
assume that it is necessarily a Laplace. The analysis is then limited to the 8 families of asymmetric
alternatives. While this situation may be not frequent in practice, this allows us to highlight which
tests have the best power in this context. The 12 best tests against asymmetric alternatives (those
with gaps inferior to 5%) and their average powers are presented in Table 4.8. The complete results
for the 38 tests are given in Table B.6 of Appendix B. The Aentropy (78.2%, 1st) and APv (77.9%,
2nd) tests stand out as the best ones. The AP(MLE)y (76.9%, 3rd) and ZA (76.3%, 4rd) tests follow
to complete the list of recommended tests against asymmetric alternatives, when power is the single
criterion of selection. They all present a gap with the best that is inferior to 2%.
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DLOX APv Wa Me
(1)
2 LK Me
(2)
0.5 APe AP
(MLE)
y APy Ku ABHe ZA
Power 68.3 67.5 67.0 66.9 66.9 66.8 66.2 65.6 64.4 64.2 64.0 63.5
Gap 0.0 0.8 1.3 1.4 1.4 1.5 2.1 2.7 3.9 4.1 4.3 4.8
Rank 1 2 3 4 5 6 7 8 9 10 11 12
Table 4.5
The 12 best omnibus tests and their overall average powers.
n = 20 DLOX APv Wa Me
(1)
2 LK Me
(2)
0.5 APe AP
(MLE)
y APy Ku ABHe ZA
Power 48.1 49.8 48.0 48.7 46.4 48.0 50.8 49.2 51.4 46.0 44.3 44.9
Gap 3.3 1.6 3.4 2.7 5.0 3.4 0.5 2.2 0.0 5.4 7.1 6.5
Rank 9 4 10 8 14 11 2 6 1 16 22 19
n = 50 DLOX APv Wa Me
(1)
2 LK Me
(2)
0.5 APe AP
(MLE)
y APy Ku ABHe ZA
Power 64.6 66.9 62.6 63.5 63.3 63.8 65.9 65.3 63.8 59.3 60.6 60.2
Gap 2.3 0.0 4.3 3.4 3.7 3.1 1.0 1.6 3.1 7.6 6.3 6.7
Rank 4 1 9 7 8 5 2 3 6 19 14 15
n = 100 DLOX APv Wa Me
(1)
2 LK Me
(2)
0.5 APe AP
(MLE)
y APy Ku ABHe ZA
Power 77.0 74.4 74.7 74.2 75.5 74.3 71.6 71.6 68.3 71.1 71.3 71.0
Gap 0.0 2.6 2.3 2.8 1.5 2.7 5.4 5.4 8.7 5.9 5.7 6.0
Rank 1 4 3 6 2 5 7 8 18 10 9 11
n = 200 DLOX APv Wa Me
(1)
2 LK Me
(2)
0.5 APe AP
(MLE)
y APy Ku ABHe ZA
Power 83.5 79.0 82.6 81.4 82.3 80.9 76.6 76.3 74.3 80.3 79.8 77.8
Gap 0.0 4.5 0.9 2.1 1.2 2.6 6.9 7.2 9.2 3.2 3.7 5.7
Rank 1 10 2 4 3 5 19 20 24 6 7 13
Table 4.6
The 12 best omnibus tests and their average powers by sample size, for n = 20, 50, 100, 200.
DLOZ HoU Wa DLOX GV BS Me
(1)
2 Me
(2)
0.5 Ku
Power 66.8 65.4 65.0 64.9 64.4 64.2 63.7 63.6 62.5
Gap 0.0 1.4 1.9 2.0 2.5 2.6 3.2 3.3 4.3
Rank 1 2 3 4 5 6 7 8 9
Table 4.7
The 9 best tests against symmetric alternatives and their average powers.
Aentropy APv AP
(MLE)
y ZA APe AJ Aratio ZC CKv LK DLOX CKc
Power 78.2 77.9 76.9 76.3 75.8 75.5 75.4 74.8 74.7 74.6 73.5 73.4
Gap 0.0 0.3 1.3 1.9 2.4 2.8 2.8 3.4 3.5 3.6 4.8 4.8
Rank 1 2 3 4 5 6 7 8 9 10 11 12
Table 4.8
The 12 best tests against asymmetric alternatives and their average powers.
The interested reader may consult Tables B.7 and B.8 of Appendix B to see how the tests perform
against symmetric heavy tails and symmetric short tails, respectively.
5. Conclusion
We performed a very extensive empirical power comparison of existing goodness-of-fit tests for the
Laplace distribution. Given the widespread use of the Laplace distribution as a model for measure-
ment errors in engineering and for several other applications, the comprehensive description and
comparison of Laplace tests found in this article is of significant interest and utility to researchers.
Previous comparison studies were, without exception, significantly smaller in scope and, as such,
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likely introduced a bias in the selection of their tests and/or alternatives. Here, we tried our best to
eliminate that selection bias by considering every Laplace test that we could find and a large collec-
tion of alternatives that includes virtually all families of distributions that are commonly considered
in the literature when performing power studies. In total, we computed the empirical power of 38
test statistics against 400 alternatives spanning over 20 families of distributions, for four sample
sizes (n = 20, 50, 100, 200) and two significance levels (α = 5%, 10%).
In the general situation, we found that the DLOX test, from Desgagne´ et al. (2020), was the
most powerful omnibus test for the Laplace distribution. We also recommend the APv test (Al-
izadeh Noughabi & Park (2016)), the Watson test (Puig & Stephens (2000)), the Me(1)2 and Me
(2)
0.5
tests (Meintanis (2004)) and the LK test (Langholz & Kronmal (1991)), with overall average powers
being less than 2% from the DLOX test.
In the situation when it is known or assumed that the true distribution is symmetric, we found that
the directional DLOZ test, from Desgagne´ et al. (2020), was the most powerful. We also recommend
the directional HoU test (Hogg (1972)), as well as the omnibus Watson and DLOX tests, with average
powers against symmetric alternatives being at most 2% from the DLOZ test.
It should be noted that even if the asymptotic distribution is available for a few test statistics,
the approximation for small samples is usually not good and therefore, critical values for a given
sample size must be computed by Monte Carlo simulations for almost all tests. As can be seen from
the critical values in Table B.0, the exceptions are BS, DLOX and LK, which can be approximated
closely by a χ22, and also DLOZ , which can be approximated closely by a standard normal. For these
tests, the computation of quantiles and p-values with high precision can be done without simulation.
This is another feature that should be appreciated by practitioners.
Appendix A: Additional tests
Throughout the article, all the goodness-of-fit tests used simple random sampling (SRS) by default
to select the units xi, i ∈ {1, 2, . . . , n}, from the population. In this section, we collect tests that were
discarded from our study because they used a different sampling procedure, namely: RSS, PRSS and
MSRSS. The procedures are described with each test below. All three tests are entropy based.
A.1. The Al-Omari / Haq test
Original paper: Al-Omari & Haq (2016).
Description: This is the Choi-Kim test CKv (see (3.59)) with paired ranked set sampling (PRSS)
instead of simple random sampling (SRS). Here is the PRSS sampling procedure (which was intro-
duced by Muttlak (1996)):
1. For even sample size k, identify k/2 independent sets each of size k from the target population.
For odd sample size k, identify (k + 1)/2 independent sets each of size k.
2. Judgement rank the units within each set.
3. Select the smallest and largest ranked units from the first set and measure them. Similarly,
select the second smallest and second largest ranked units from the second set and measure
them. The procedure continues in this way. In case of even sample size, then the (k/2)-th and
(k + 2)/2-th ranked units are selected from the last set, and if k is odd, then the (k + 1)/2-th
ranked unit is selected from the last set.
4. If needed, repeat h times steps 1− 3 to get a sample of size n = hk.
Test statistic: If x′′1 , x
′′
2 , . . . , x
′′
n is a PRSS sample, then the test statistic is
AH :=
1
σˆ′′n
exp
(
1
n
n∑
i=1
log
( n
2m
(x′′((i+m)∧n) − x′′((i−m)∨1))
))
. (A.1)
Reject H0: for small (positive) values of AH.
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A.2. The Al-Omari / Zamanzade test
Original paper: Al-Omari & Zamanzade (2017).
Description: The test is based on an estimate of the entropy of order r, defined in (2.14) of Re´nyi
(1961), using a ranked set sampling (RSS) procedure. The RSS procedure (see e.g. Wolfe (2004))
goes as follows:
1. Identify k independent sets (numbered i = 1, 2, . . . , k), each of size k, from the target popula-
tion.
2. Judgement rank the units within each set.
3. In each set, select the i-th smallest unit and measure it.
4. If needed, repeat h times steps 1− 3 to get a sample of size n = hk.
Test statistics: If x′1, x
′
2, . . . , x
′
n is a RSS sample, then the first test statistic is
AZ := min
1≤m≤n1/2
1
r − 1 log
(
1
n
n∑
i=1
[(
Fn(x
′
((i+m)∧n))− Fn(x′((i−m)∨1))
x′((i+m)∧n) − x′((i−m)∨1)
)
e
|x′
(i)
−µˆ′n|
σˆ′n
])
+ log(2σˆ′n).
(A.2)
The authors also study the Zhang test statistics with the RSS procedure:
ZRSSK := max
1≤i≤n
((
i− 1
2
)
log
[
i− 12
nΦ(zˆ′(i))
]
+
(
n− i+ 1
2
)
log
[
n− i+ 12
n(1− Φ(zˆ′(i)))
])
, (A.3)
ZRSSA := −
n∑
i=1
[
log(Φ(zˆ′(i)))
n− i+ 12
+
log(1− Φ(zˆ′(i)))
i− 12
]
, (A.4)
ZRSSC :=
n∑
i=1
[
log
(
Φ(zˆ′(i))
−1 − 1
(n− 12 )/(i− 34 )− 1
)]2
, (A.5)
where zˆ′i = (x
′
i − µˆ′n)/σˆ′n.
Note : In their power comparison study, the authors use the values r ∈ {0.2, 0.5, 0.9, 1.5, 2} and
conclude that the highest powers were observed for r ∈ {0.5, 1.5}.
Reject H0: for large (positive) values of AZ, Z
RSS
K , Z
RSS
A or Z
RSS
C .
A.3. The Mahdizadeh tests
Original paper: Mahdizadeh (2012).
Description: Consider the following three entropy estimators from Vasicek (1976) (the first one)
and Ebrahimi et al. (1994) (the second and third one):
Hv :=
1
n
n∑
i=1
log
( n
2m
(x((i+m)∧n) − x((i−m)∨1))
)
, (A.6)
He,1 :=
1
n
n∑
i=1
log
( n
cim
(x((i+m)∧n) − x((i−m)∨1))
)
, (A.7)
He,2 :=
1
n
n∑
i=1
log
( n
dim
(y(i+m) − y(i−m))
)
, (A.8)
where
ci :=

1 + i−1m , if 1 ≤ i ≤ m,
2, if m+ 1 ≤ i ≤ n−m,
1 + n−im , if n−m+ 1 ≤ i ≤ n,
(A.9)
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di :=

1 + i+1m − im2 , if 1 ≤ i ≤ m,
2, if m+ 1 ≤ i ≤ n−m− 1,
1 + n−im+1 , if n−m ≤ i ≤ n,
(A.10)
y(j) :=

a+ j−(1−m)m (x(1) − a), if 1−m ≤ j ≤ 0,
x(j), if 1 ≤ j ≤ n,
b− (n+m)−jm (b− x(n)), if n+ 1 ≤ j ≤ n+m,
(A.11)
and a, b ∈ R are selected such that P (a ≤ X ≤ b) ≈ 1 and a < x(1) < x(n) < b.
The three test statistics of Mahdizadeh (2012) are based on the above entropy estimators under
the following multistage ranked set sampling (MSRSS) procedure (which was introduced in Al-Saleh
& Al-Omari (2002) as a generalization of the RSS procedure (r = 1)):
1. Randomly identify kr+1 units from the population of interest, where r is the number of stages.
2. Allocate the kr+1 units randomly into kr−1 sets of k2 units each.
3. For each set in step 2, apply 1-3 of RSS procedure explained above, to get a judgement ranked
set of size k. This step gives kr−1 judgement ranked sets, each of size k.
4. Without actual measuring of the ranked sets, apply step 3 on the kr−1 ranked set to gain kr−2
second stage (judgement) ranked sets, of size k each.
5. Repeat step 3, without any actual measurement, until an r-th stage judgement ranked set of
size k is acquired.
6. Actually measure the k identified units in step 5.
7. If needed, repeat h times steps 1− 6 to get a sample of size n = hk.
Test statistics: If x
(r)
1 , x
(r)
2 , . . . , x
(r)
n is a r-MSRSS sample (here r = 0 means SRS), then the test
statistics are
Ma(r)v :=
1
σˆn
exp
(
1
n
n∑
i=1
log
( n
2m
(x
(r)
((i+m)∧n) − x(r)((i−m)∨1))
))
, (A.12)
Ma
(r)
e,1 :=
1
σˆn
exp
(
1
n
n∑
i=1
log
( n
cim
(x
(r)
((i+m)∧n) − x(r)((i−m)∨1))
))
, (A.13)
Ma
(r)
e,2 :=
1
σˆn
exp
(
1
n
n∑
i=1
log
( n
dim
(y
(r)
(i+m) − y(r)(i−m))
))
, (A.14)
where y
(r)
(j) has the obvious meaning that the x’s in the definition of y(j) come from a r-MSRSS
sample. The window size m is a positive integer such that m < n/2.
Note 1: Ma(0)v is simply the Choi-Kim test CKv from (3.59).
Note 2: Mahdizadeh (2012) suggests taking a := xn − ksn and b := xn + ksn in (A.11), where
k ∈ [3, 5] depends on how large n is.
Note 3: In Mahdizadeh (2012), the author selected k = 5, h = n/5 and r ∈ {0, 1, 2, 3, 4} for the
power comparison of the tests.
Reject H0: for small (positive) values of Ma
(r)
v , Ma
(r)
e,1 or Ma
(r)
e,2.
Appendix B: Complete tables for the empirical power results
All the tables below are also available in Excel files online.
n Level AD CvM KS Ku Wa ZK ZA ZC BRT4 (L) BRT4 (R) DLOZ (L)
20 0.05 0.923 0.130 0.867 1.259 0.080 1.941 3.545 12.969 -0.539 0.320 -2.006
20 0.10 0.754 0.106 0.795 1.178 0.068 1.614 3.483 10.475 -0.519 0.159 -1.663
50 0.05 0.961 0.139 0.903 1.305 0.083 2.496 3.425 16.365 -0.714 0.909 -1.951
50 0.10 0.782 0.112 0.829 1.220 0.070 2.095 3.396 13.411 -0.677 0.562 -1.635
100 0.05 0.974 0.141 0.917 1.326 0.084 2.869 3.370 18.836 -0.860 1.380 -1.951
100 0.10 0.791 0.114 0.841 1.240 0.071 2.421 3.354 15.577 -0.805 0.892 -1.636
200 0.05 0.977 0.143 0.925 1.339 0.084 3.207 3.336 21.160 -1.012 1.770 -1.957
200 0.10 0.794 0.115 0.849 1.252 0.071 2.718 3.327 17.684 -0.936 1.189 -1.644
n Level DLOZ (R) DLOX Ge GV (L) GV (R) HoU (L) HoU (R) HoV (L) HoV (R) HoW (L) HoW (R)
20 0.05 1.932 5.930 2.367 -1.534 1.334 1.187 1.679 2.068 4.337 1.703 2.651
20 0.10 1.619 4.580 1.044 -1.406 0.948 1.209 1.610 2.173 4.065 1.761 2.575
50 0.05 1.972 5.978 4.490 -1.677 1.749 1.255 1.608 2.739 5.516 2.138 3.499
50 0.10 1.650 4.605 2.030 -1.506 1.309 1.273 1.563 2.866 5.167 2.212 3.367
100 0.05 1.973 6.000 5.884 -1.757 1.899 1.295 1.558 3.302 6.345 2.504 4.152
100 0.10 1.651 4.607 2.793 -1.555 1.465 1.309 1.526 3.443 5.959 2.588 3.972
200 0.05 1.969 5.991 6.844 -1.821 1.963 1.326 1.516 3.905 7.120 2.896 4.782
200 0.10 1.646 4.600 3.457 -1.591 1.545 1.337 1.496 4.057 6.716 2.990 4.563
n Level LK Aratio Aentropy APv APe APy APa APz AP
(MLE)
y CKv CKc
20 0.05 5.382 2101.6 0.329 0.401 0.304 0.412 0.317 0.317 0.168 3.658 4.179
20 0.10 4.268 845.9 0.294 0.362 0.267 0.381 0.281 0.273 0.133 3.830 4.382
50 0.05 5.726 9866.3 0.205 0.214 0.168 0.271 0.209 0.199 0.118 4.496 4.926
50 0.10 4.445 3460.4 0.192 0.196 0.151 0.256 0.186 0.170 0.103 4.593 5.034
100 0.05 5.881 44148.6 0.165 0.137 0.113 0.201 0.159 0.173 0.093 4.888 5.227
100 0.10 4.519 12507.5 0.158 0.127 0.102 0.190 0.142 0.149 0.084 4.954 5.305
200 0.05 5.960 110981.5 0.146 0.088 0.077 0.140 0.111 0.131 0.076 5.168 5.444
200 0.10 4.566 20829.6 0.142 0.083 0.071 0.134 0.099 0.114 0.071 5.224 5.507
n Level CKe ABKL ABHe ABJe ABTV ABχ2 AJ BS Me
(1)
2 Me
(2)
0.5 SR
?
20 0.05 3.904 0.226 0.025 0.220 0.358 0.903 1.601 5.985 3.290 18.054 1.507
20 0.10 4.125 0.195 0.023 0.198 0.333 0.543 1.515 4.641 2.766 14.832 1.230
50 0.05 4.423 0.136 0.016 0.135 0.270 0.586 1.318 5.890 3.352 18.319 1.563
50 0.10 4.561 0.119 0.014 0.121 0.252 0.342 1.282 4.562 2.806 14.971 1.269
100 0.05 4.730 0.088 0.011 0.092 0.219 0.394 1.198 5.927 3.376 18.420 1.579
100 0.10 4.828 0.078 0.010 0.083 0.204 0.230 1.179 4.573 2.816 15.024 1.279
200 0.05 4.956 0.056 0.007 0.061 0.176 0.253 1.128 5.948 3.381 18.475 1.584
200 0.10 5.025 0.050 0.007 0.055 0.165 0.149 1.118 4.582 2.823 15.052 1.282
Table B.0
Critical values for each of the 38 tests, each sample size (n = 20, 50, 100, 200) and each significance level (α = 0.05, 0.10).
When the test is bilateral, (L) and (R) denote the left and right endpoint of the acceptance region, respectively.
Family of alternative # fam. n Level AD CvM KS Ku Wa ZK ZA ZC BRT4 DLOZ DLOX Ge GV HoU HoV HoW LK Arat Aent APv APe APy APa APz AP
(M)
y CKv CKc CKe ABKL ABHe ABJe ABTV ABχ2
AJ BS Me
(1)
2 Me
(2)
0.5 SR
?
GED(µ=0,σ=1,p<1) 1 20 0.05 36.8 37.5 35.8 41.8 43.5 35.1 36.5 38.5 26.2 42.4 43.4 40.4 33.9 39.7 34.9 16.3 38.6 16.5 19.8 26.2 32.1 36.7 39.8 42.2 22.5 22.9 18.6 40.2 39.4 33.7 39.6 1.4 41.4 15.3 44.0 37.2 35.6 35.6
GED(µ=0,σ=1,p<1) 1 20 0.10 45.0 45.1 43.3 48.1 49.4 43.2 45.0 45.1 34.4 49.2 50.3 48.9 41.7 47.1 42.0 24.1 45.4 21.1 24.9 31.9 38.5 43.3 47.1 49.1 27.4 28.3 23.3 47.3 46.4 42.7 46.4 3.1 50.7 19.6 50.8 44.0 42.6 44.0
GED(µ=0,σ=1,p<1) 1 50 0.05 50.3 51.4 49.4 56.2 58.2 48.8 49.0 52.1 39.0 59.8 59.2 54.5 54.0 56.4 48.6 34.7 55.1 28.5 29.5 49.5 56.0 59.6 61.0 60.6 45.3 33.0 34.0 49.0 53.7 49.5 54.4 19.0 54.3 31.7 59.7 53.4 52.4 49.0
GED(µ=0,σ=1,p<1) 1 50 0.10 57.4 58.0 56.1 61.6 63.2 56.0 56.4 57.5 47.5 65.2 64.6 62.0 60.5 62.5 55.1 42.5 60.7 32.6 33.7 55.1 61.6 65.2 67.2 66.8 50.4 37.6 38.7 55.2 59.6 55.9 60.0 22.7 62.8 35.8 65.1 59.1 58.2 56.4
GED(µ=0,σ=1,p<1) 1 100 0.05 59.9 61.1 59.2 65.7 67.6 58.2 58.1 61.3 49.0 70.2 68.9 63.6 66.1 67.0 56.8 44.8 65.5 43.2 37.1 63.7 68.1 69.9 69.4 67.8 57.8 39.6 35.7 54.5 62.8 60.1 63.3 35.7 62.2 47.5 69.2 64.0 63.3 58.7
GED(µ=0,σ=1,p<1) 1 100 0.10 66.1 66.8 65.0 70.2 71.8 64.5 64.3 65.9 57.0 74.5 73.3 70.1 71.2 72.0 62.7 52.1 70.3 47.3 40.5 68.3 72.8 74.6 74.8 73.4 62.3 43.6 39.4 60.1 67.8 65.3 68.1 39.0 70.0 51.9 73.5 68.7 68.1 65.2
GED(µ=0,σ=1,p<1) 1 200 0.05 68.8 69.9 68.1 73.9 75.7 66.9 66.6 69.5 58.6 78.4 76.9 71.5 75.5 75.9 63.6 53.2 74.2 50.7 43.9 72.8 75.3 76.2 75.2 73.1 68.5 38.7 35.2 59.6 70.6 68.4 70.7 48.9 68.8 61.4 76.9 72.9 72.5 67.8
GED(µ=0,σ=1,p<1) 1 200 0.10 73.9 74.7 73.0 77.6 79.0 72.3 71.7 73.3 65.6 81.7 80.3 77.0 79.4 79.7 68.9 59.8 78.0 54.4 46.7 76.6 79.2 80.1 79.7 77.9 72.3 42.0 38.4 64.6 74.8 72.8 74.7 51.9 75.9 65.5 80.4 76.6 76.3 73.1
t(k<3.5) 2 20 0.05 29.3 28.0 27.1 31.4 32.6 30.9 33.9 36.2 32.0 35.1 35.8 39.0 34.3 37.0 34.1 13.5 33.8 18.5 21.1 26.9 31.2 34.0 36.3 35.5 22.9 21.6 19.2 32.4 37.9 30.9 36.7 2.9 39.3 18.0 36.8 28.7 28.4 29.3
t(k<3.5) 2 20 0.10 36.2 34.5 33.6 37.2 38.1 37.6 41.2 41.9 39.5 41.1 41.8 45.8 41.0 43.3 40.5 20.6 39.4 23.8 27.3 32.9 37.6 40.4 42.8 41.8 28.4 27.2 24.4 38.9 44.3 39.3 42.6 5.8 46.1 23.7 42.0 34.5 34.2 36.4
t(k<3.5) 2 50 0.05 41.2 39.5 38.5 43.8 45.3 46.6 49.3 53.1 49.9 50.9 50.6 56.5 53.5 54.2 51.5 43.1 48.8 25.1 31.8 45.3 51.4 53.8 56.3 57.1 36.6 27.9 28.1 44.0 55.5 45.4 54.4 22.9 56.4 26.1 52.6 41.2 40.8 41.3
t(k<3.5) 2 50 0.10 48.1 45.9 44.8 49.6 50.9 52.9 56.2 58.0 56.9 56.1 55.8 62.4 59.0 59.5 57.2 50.3 53.8 28.6 37.9 50.5 56.7 59.2 61.9 62.8 41.1 31.7 31.9 50.2 61.5 53.3 60.1 27.4 62.7 30.5 57.4 46.8 46.3 48.4
t(k<3.5) 2 100 0.05 50.4 48.2 47.2 53.2 54.8 58.6 61.0 65.4 63.3 61.0 60.3 68.9 65.7 65.9 63.9 58.8 59.2 33.2 40.9 60.4 66.4 67.8 69.6 70.0 46.3 30.6 27.5 52.0 68.6 60.2 67.9 35.6 68.6 32.9 64.9 50.5 49.7 50.7
t(k<3.5) 2 100 0.10 57.1 54.4 53.5 58.9 60.3 64.5 67.2 69.6 69.4 65.5 64.9 73.9 70.2 70.3 68.9 65.0 63.6 36.0 47.5 64.9 70.9 72.5 74.5 75.1 50.2 33.1 29.7 58.1 73.9 67.4 73.3 41.0 74.3 36.5 69.5 56.3 55.2 57.6
t(k<3.5) 2 200 0.05 59.9 56.9 56.0 63.1 64.8 70.6 72.5 77.0 76.0 69.6 68.7 80.0 76.1 76.2 75.3 72.5 68.4 37.3 53.5 74.7 79.4 80.2 81.5 81.3 60.3 28.4 25.9 59.8 81.0 75.8 81.3 50.3 79.5 41.2 77.8 60.5 58.6 60.5
t(k<3.5) 2 200 0.10 66.8 63.3 62.2 68.9 70.6 75.7 77.8 80.2 80.7 73.3 72.6 83.8 79.5 79.5 79.3 77.3 72.1 39.3 61.9 78.7 83.3 84.2 85.5 85.4 64.4 29.6 27.0 65.5 85.3 81.9 85.7 57.7 84.3 45.0 81.9 66.5 64.3 67.4
MixL(p=0.5,µ=0,b>1) 3 20 0.05 71.2 76.9 74.7 83.6 84.8 62.8 55.3 54.1 18.2 74.4 77.0 48.1 40.8 58.0 42.6 19.4 57.3 20.5 30.7 41.4 54.4 64.2 68.0 80.7 37.6 46.4 31.9 79.7 52.6 53.4 58.6 0.7 52.5 20.4 81.5 73.5 66.5 65.9
MixL(p=0.5,µ=0,b>1) 3 20 0.10 80.5 83.8 81.8 87.5 88.4 73.7 68.9 64.5 28.1 81.4 83.9 61.3 52.0 69.8 53.3 28.5 67.3 28.6 40.1 51.4 64.2 72.4 76.7 86.0 46.3 56.6 41.6 84.9 62.4 65.7 68.8 1.6 69.1 27.3 87.3 80.5 75.1 76.9
MixL(p=0.5,µ=0,b>1) 3 50 0.05 76.1 78.2 75.4 83.0 84.6 68.1 63.6 64.4 20.0 83.9 83.3 58.0 65.8 74.9 46.7 21.1 76.3 41.1 28.5 74.5 80.8 84.1 84.5 83.6 72.4 52.3 55.1 71.4 70.8 69.8 72.5 13.2 58.8 47.3 84.8 81.7 80.2 73.6
MixL(p=0.5,µ=0,b>1) 3 50 0.10 82.2 83.2 81.0 86.1 87.3 76.9 74.7 73.2 32.3 87.5 87.1 71.0 75.1 82.4 58.4 30.6 82.2 49.2 37.1 79.6 84.9 87.6 88.5 87.9 77.0 59.7 62.1 77.4 77.9 76.7 78.9 19.8 75.6 54.8 88.0 85.2 84.3 80.8
MixL(p=0.5,µ=0,b>1) 3 100 0.05 75.3 76.4 73.7 80.7 82.3 69.4 68.0 70.0 23.5 84.0 82.8 64.9 77.6 80.0 47.6 21.4 79.9 54.9 25.5 78.0 81.8 83.4 82.7 80.1 73.9 48.9 42.3 63.8 76.2 74.7 76.5 39.0 62.5 58.3 83.4 80.3 80.1 74.1
MixL(p=0.5,µ=0,b>1) 3 100 0.10 80.6 81.0 78.9 83.8 85.1 76.9 76.1 76.5 37.8 87.0 86.0 76.1 83.1 84.7 59.5 31.5 83.8 60.7 33.2 81.8 85.4 86.8 86.8 85.1 77.7 55.2 49.1 70.5 81.1 79.6 81.1 46.2 78.1 63.5 86.3 83.4 83.3 79.9
MixL(p=0.5,µ=0,b>1) 3 200 0.05 73.6 74.2 71.7 78.3 80.1 69.7 69.3 72.1 29.5 82.8 81.4 70.0 80.4 80.8 47.3 21.8 79.4 50.6 21.1 77.0 79.7 80.6 79.3 75.6 73.3 29.8 25.0 55.9 75.8 74.3 75.9 49.3 64.3 62.5 81.7 78.1 78.1 72.8
MixL(p=0.5,µ=0,b>1) 3 200 0.10 78.6 78.8 76.8 81.6 82.9 76.3 75.7 77.0 45.6 85.6 84.4 78.8 84.2 84.4 59.0 32.4 82.8 56.2 27.8 80.8 83.4 84.2 83.9 81.4 77.1 36.5 31.7 63.3 80.0 78.7 80.0 54.5 78.1 67.0 84.6 81.3 81.4 78.1
MixN(p=0.5,m=0,d>3.5) 4 20 0.05 62.5 70.6 69.7 80.0 80.9 54.5 38.0 34.9 5.3 59.3 61.0 23.3 24.5 34.6 21.8 10.2 40.8 13.1 19.6 26.5 37.7 48.5 50.9 72.1 26.8 36.6 21.7 73.1 35.3 39.3 39.5 2.3 27.5 12.9 73.5 68.5 59.4 56.2
MixN(p=0.5,m=0,d>3.5) 4 20 0.10 74.0 79.6 78.1 85.1 85.8 66.3 52.6 46.7 10.4 69.3 71.4 35.6 35.1 48.0 31.3 16.6 51.4 20.8 28.1 36.6 48.9 58.4 62.2 79.9 35.9 48.6 32.1 80.0 45.2 51.0 51.3 4.7 45.7 19.0 82.5 76.9 69.3 69.2
MixN(p=0.5,m=0,d>3.5) 4 50 0.05 74.4 78.5 76.5 85.4 86.9 63.2 41.2 38.8 1.7 75.6 73.6 18.3 37.0 45.8 12.4 3.4 59.3 47.2 15.3 72.5 77.5 81.5 78.4 75.7 75.7 57.7 60.4 69.6 54.0 55.2 53.2 10.3 20.1 44.8 82.7 85.4 82.3 70.6
MixN(p=0.5,m=0,d>3.5) 4 50 0.10 82.4 84.6 82.8 88.8 89.9 73.9 57.0 52.8 4.8 82.5 80.9 31.9 50.7 60.4 21.0 7.3 69.8 57.5 22.3 79.3 83.5 86.6 85.2 83.0 81.4 66.8 69.0 76.4 64.5 64.3 62.9 16.2 42.4 53.7 87.4 89.3 87.4 80.1
MixN(p=0.5,m=0,d>3.5) 4 100 0.05 76.2 78.2 76.1 85.1 86.8 63.5 42.3 41.5 0.6 78.4 75.1 12.8 47.2 51.8 5.1 1.7 68.5 67.6 6.2 80.4 81.2 82.6 73.9 61.9 82.1 62.3 57.1 60.3 68.3 64.7 62.4 33.1 12.7 65.9 81.5 87.8 87.8 74.2
MixN(p=0.5,m=0,d>3.5) 4 100 0.10 83.2 84.2 82.3 88.6 89.9 73.9 57.7 56.1 2.3 84.1 81.5 25.9 61.1 65.6 10.9 4.5 77.0 75.2 10.1 85.6 86.5 87.6 81.9 72.4 86.8 70.9 66.9 68.7 76.4 72.2 70.6 42.0 37.1 72.4 86.1 90.9 91.2 82.2
MixN(p=0.5,m=0,d>3.5) 4 200 0.05 77.4 78.0 75.7 85.6 87.5 62.8 42.6 44.4 0.3 78.5 74.4 7.5 53.0 54.7 1.6 2.2 72.0 72.3 0.9 83.4 80.9 80.9 64.9 45.1 84.8 55.7 53.6 49.6 74.1 69.4 67.2 48.3 6.2 81.6 80.2 89.6 90.5 76.3
MixN(p=0.5,m=0,d>3.5) 4 200 0.10 84.4 84.4 82.4 89.4 90.8 73.7 58.0 59.0 1.2 84.1 80.8 18.1 65.8 67.1 4.4 5.6 79.5 80.0 1.9 88.3 86.6 86.5 74.9 58.2 89.3 67.1 65.7 59.7 80.8 76.2 74.5 57.0 30.2 86.7 85.2 92.6 93.3 84.0
NIG(α<0.6,β=0,δ=1,µ=0) 5 20 0.05 12.8 11.8 11.5 14.6 15.6 14.3 16.9 19.2 15.8 17.7 18.3 22.2 17.6 19.1 17.3 10.3 16.7 6.3 7.0 10.6 13.9 16.5 18.9 17.9 8.2 7.3 6.2 15.4 20.9 14.1 19.2 2.9 22.5 5.6 19.4 12.2 12.0 12.9
NIG(α<0.7,β=0,δ=1,µ=0) 5 20 0.10 20.3 18.6 18.2 21.1 21.9 21.7 25.1 25.9 23.3 24.6 25.5 30.7 24.9 26.5 24.4 17.1 23.2 11.0 12.3 16.4 20.5 23.5 26.4 25.3 13.3 12.3 10.9 22.7 28.5 22.5 26.2 6.0 31.1 10.3 25.7 18.4 18.3 20.4
NIG(α<0.7,β=0,δ=1,µ=0) 5 50 0.05 17.9 16.8 16.3 21.0 22.4 21.8 23.7 27.6 23.0 27.2 26.9 31.9 28.6 29.4 25.9 20.5 24.8 5.7 8.6 19.1 25.9 29.3 32.5 33.3 13.3 6.9 7.1 19.2 30.8 22.8 29.3 4.8 31.6 5.6 28.7 18.8 18.8 17.9
NIG(α<0.65,β=0,δ=1,µ=0) 5 50 0.10 25.9 24.2 23.6 28.0 29.2 29.7 32.3 34.3 31.5 34.1 33.9 40.6 36.1 36.8 33.4 28.1 31.5 9.2 13.8 25.3 32.9 36.7 40.6 41.7 18.5 10.8 11.0 26.7 38.9 31.2 36.8 8.6 41.0 9.4 35.1 25.5 25.4 26.0
NIG(α<0.6,β=0,δ=1,µ=0) 5 100 0.05 24.9 23.6 22.9 28.9 30.7 30.5 31.6 36.9 31.3 36.5 35.3 42.0 39.5 39.9 34.5 28.5 33.7 8.9 11.8 31.7 39.6 42.0 44.3 44.2 21.0 7.1 5.3 23.3 41.5 34.8 40.3 10.6 40.9 8.3 39.7 26.8 26.7 24.9
NIG(α<0.7,β=0,δ=1,µ=0) 5 100 0.10 33.3 31.3 30.6 36.1 37.7 38.7 40.4 43.4 40.5 43.1 42.2 50.7 46.7 47.0 42.3 36.6 40.3 12.4 17.5 38.3 46.9 49.7 52.7 53.0 26.5 10.1 7.9 31.1 49.8 43.6 48.3 15.8 50.9 11.9 46.3 34.0 33.6 33.5
NIG(α<0.7,β=0,δ=1,µ=0) 5 200 0.05 35.6 33.6 32.8 40.4 42.4 43.2 43.5 49.9 44.0 48.1 46.5 55.7 53.6 53.8 45.9 38.9 45.7 12.5 18.5 48.0 55.2 56.9 58.3 56.9 36.3 5.0 3.5 29.4 56.1 50.9 55.5 21.1 53.1 16.2 55.6 38.3 37.7 35.8
NIG(α<0.65,β=0,δ=1,µ=0) 5 200 0.10 44.3 41.7 40.8 47.8 49.7 51.4 52.1 55.9 53.4 54.2 52.7 63.9 60.0 60.1 53.6 47.4 51.8 15.6 25.6 55.0 62.4 64.3 66.5 65.3 42.6 6.8 5.0 37.2 63.9 59.7 63.5 28.3 63.5 20.8 62.2 45.6 44.7 44.7
Tu(l< − 0.14) 6 20 0.05 47.5 46.2 44.2 51.3 53.1 48.3 51.7 54.5 45.4 55.1 56.0 57.7 51.1 55.9 51.4 18.8 53.2 26.9 31.3 40.5 47.2 51.8 54.9 54.7 34.6 32.9 28.5 51.0 56.9 48.1 55.5 1.2 58.3 25.6 57.1 47.6 47.0 47.1
Tu(l< − 0.14) 6 20 0.1 55.0 53.1 51.3 56.9 58.2 55.5 59.2 59.9 53.5 60.7 61.7 64.5 57.9 62.0 57.7 26.8 58.7 31.9 37.3 46.3 53.3 57.7 61.1 60.8 39.8 38.5 33.5 57.6 62.7 56.8 61.0 2.5 65.4 31.2 62.0 53.5 53.0 54.8
Tu(l< − 0.18) 6 50 0.05 67.3 66.1 64.3 70.3 71.9 70.1 72.3 75.2 69.1 75.8 75.6 77.9 76.3 77.2 73.5 60.2 74.1 43.5 52.0 69.2 74.8 77.1 79.0 79.3 61.6 48.7 49.5 67.9 77.3 69.6 76.6 39.1 77.7 46.4 76.8 68.2 68.1 67.1
Tu(l< − 0.20) 6 50 0.1 72.5 71.0 69.5 74.2 75.4 75.0 77.2 78.4 75.2 79.1 78.9 82.0 80.0 80.6 77.7 66.9 77.4 46.9 57.0 72.9 78.3 80.5 82.5 82.9 65.2 52.3 53.1 72.5 81.0 75.0 80.1 43.5 82.3 50.6 79.7 72.2 72.1 72.6
Tu(l< − 0.14) 6 100 0.05 79.4 78.2 76.9 81.6 82.7 83.2 84.5 86.9 83.9 86.4 85.9 88.9 88.0 88.2 85.7 79.0 85.4 62.7 67.6 84.6 88.0 88.9 89.7 89.6 76.3 59.1 54.3 78.4 88.4 84.0 88.1 63.0 88.4 62.9 87.7 80.0 79.8 79.5
Tu(l< − 0.14) 6 100 0.1 83.2 81.8 80.7 84.3 85.2 86.3 87.6 88.8 87.6 88.4 88.0 91.3 90.1 90.2 88.3 83.4 87.5 65.0 71.4 86.8 90.0 90.9 91.9 91.9 78.7 61.3 56.5 81.9 90.7 87.3 90.3 66.3 91.4 65.8 89.6 82.9 82.7 83.4
Tu(l< − 0.18) 6 200 0.05 83.2 81.4 80.2 85.0 86.2 88.2 89.2 91.5 89.9 89.8 89.2 93.2 92.4 92.4 90.3 86.8 89.2 61.6 72.6 90.5 92.8 93.2 93.8 93.5 83.2 46.2 41.0 80.5 93.0 90.0 92.9 70.2 92.5 66.6 92.3 83.4 83.0 83.4
Tu(l< − 0.20) 6 200 0.1 86.8 84.9 83.9 87.7 88.6 90.8 91.7 92.9 92.6 91.4 90.9 95.0 93.8 93.8 92.4 89.9 90.9 63.6 77.0 92.3 94.4 94.8 95.5 95.3 85.5 48.0 42.7 83.9 94.7 92.7 94.6 74.2 94.9 69.6 93.9 86.3 85.7 87.1
GED(µ=0,σ=1,p>1) 7 20 0.05 16.1 17.0 17.8 24.9 29.1 13.9 10.7 12.1 47.6 34.9 29.6 0.0 42.9 42.5 47.0 41.1 27.3 50.3 48.8 46.2 39.4 34.0 22.2 25.7 49.4 50.0 51.4 13.6 18.2 34.8 26.5 45.0 0.1 48.7 20.4 38.0 42.2 15.9
GED(µ=0,σ=1,p>1) 7 20 0.1 28.2 30.0 29.3 37.6 42.1 23.5 22.3 29.2 60.7 48.4 41.3 0.1 56.6 56.0 60.3 54.3 42.7 64.7 63.1 61.2 54.7 49.5 36.3 37.9 64.3 64.5 65.8 22.5 30.6 46.3 39.8 59.9 0.7 63.0 33.8 50.0 54.2 27.8
GED(µ=0,σ=1,p>1) 7 50 0.05 39.4 40.8 37.5 56.0 63.5 27.5 50.3 48.9 77.3 73.7 64.9 0.0 78.7 79.0 75.0 67.2 62.3 77.0 79.5 73.7 66.1 56.7 27.7 12.8 74.1 77.6 76.1 27.8 45.8 64.3 58.4 76.7 0.1 79.3 63.9 66.9 69.8 38.3
GED(µ=0,σ=1,p>1) 7 50 0.1 56.2 57.2 51.8 67.5 73.1 42.5 65.2 68.1 82.9 81.4 74.2 0.2 84.6 84.9 81.3 75.2 74.1 83.7 85.8 80.8 74.7 67.1 41.0 22.9 81.0 83.9 82.7 39.3 58.0 72.3 68.2 83.7 1.5 85.8 74.3 75.0 77.1 55.4
GED(µ=0,σ=1,p>1) 7 100 0.05 64.3 65.2 57.5 75.5 80.1 52.3 74.7 72.7 83.2 86.0 81.6 0.1 87.0 87.2 80.6 74.0 79.5 81.9 86.9 78.7 71.3 63.2 27.8 4.2 78.6 82.4 81.9 40.7 65.3 75.3 72.1 84.8 0.1 83.8 81.7 80.0 81.0 63.1
GED(µ=0,σ=1,p>1) 7 100 0.1 75.0 75.8 69.7 81.8 84.7 65.6 81.1 81.3 86.7 89.4 86.0 0.2 90.0 90.2 84.8 79.6 85.1 86.1 90.4 83.3 77.2 70.7 40.3 10.3 83.3 86.5 86.2 52.0 72.7 80.4 78.1 88.9 6.4 88.1 86.1 84.4 85.1 74.3
GED(µ=0,σ=1,p>1) 7 200 0.05 66.6 68.2 62.2 76.2 79.5 57.3 74.4 72.2 78.6 84.7 81.1 0.1 84.8 84.9 73.8 65.1 78.7 74.7 84.2 70.6 62.0 55.4 21.4 2.3 70.6 75.0 74.2 35.8 63.4 71.6 69.0 82.2 0.2 76.3 80.9 78.4 78.9 65.2
GED(µ=0,σ=1,p>1) 7 200 0.1 75.0 76.2 71.9 81.3 83.6 67.7 80.0 79.4 82.6 88.0 85.0 26.9 87.9 88.1 79.0 71.8 83.6 79.8 88.0 75.9 68.6 62.9 32.5 6.7 76.0 80.3 79.7 46.6 70.1 77.0 74.9 86.5 7.6 81.6 84.8 82.6 83.0 74.1
t(k>3.5) 8 20 0.05 6.1 6.7 7.4 8.6 8.9 5.4 3.8 3.4 11.7 11.7 9.3 0.7 12.1 12.8 11.2 9.0 7.3 14.6 15.2 12.7 10.1 8.2 4.9 6.2 14.3 14.4 15.0 5.0 3.7 9.0 6.0 15.2 0.7 16.3 6.8 11.4 12.2 6.0
t(k>3.5) 8 20 0.1 12.0 13.5 14.3 15.9 16.5 10.8 8.5 9.2 20.0 20.1 16.1 1.8 20.7 21.6 19.1 15.9 15.1 25.1 26.2 22.8 19.0 16.3 10.8 12.0 24.9 24.7 25.7 9.9 8.7 15.3 12.0 25.9 1.8 27.7 13.1 19.0 20.1 11.7
t(k>3.5) 8 50 0.05 11.1 13.2 15.3 21.9 24.8 8.4 10.4 8.7 27.7 34.4 24.9 0.6 35.1 36.3 25.2 18.2 20.0 30.9 38.9 26.3 18.4 12.2 2.6 1.4 27.3 31.3 29.4 8.2 8.8 19.5 14.6 36.5 0.7 36.4 21.5 26.3 27.9 10.5
t(k>3.5) 8 50 0.1 21.2 24.4 25.5 33.3 36.5 16.2 20.9 21.9 39.0 47.4 36.6 1.3 48.0 49.2 36.4 27.8 33.6 44.3 53.9 38.9 29.4 21.4 6.4 3.6 39.4 44.5 42.1 15.0 17.0 29.5 24.3 51.0 1.4 51.8 33.4 37.3 39.1 20.1
t(k>3.5) 8 100 0.05 23.9 28.3 28.7 45.3 52.1 16.5 30.8 25.9 47.2 65.7 53.4 0.7 65.3 66.2 40.6 28.4 46.0 45.9 67.0 39.8 25.6 16.3 1.8 0.9 39.6 46.8 45.4 12.7 21.4 37.6 31.3 62.9 0.8 53.7 51.5 51.2 53.1 21.9
t(k>3.5) 8 100 0.1 40.1 44.7 42.3 58.2 64.2 28.8 46.5 46.3 58.2 76.4 65.9 1.2 75.6 76.2 52.4 39.4 61.7 58.1 78.5 52.5 38.1 27.3 4.7 1.9 51.5 58.8 57.3 21.6 33.9 50.3 44.7 75.3 1.5 67.9 64.7 62.9 64.5 37.8
t(k>3.5) 8 200 0.05 48.7 54.5 48.3 71.6 78.7 32.8 56.2 51.7 57.3 84.9 78.2 1.6 81.2 81.5 46.5 32.0 72.1 50.8 83.6 50.9 36.8 29.0 4.9 2.7 49.0 49.6 47.3 17.9 45.0 62.4 57.2 83.5 2.0 62.4 79.2 76.6 77.2 45.2
t(k>3.5) 8 200 0.1 66.1 70.5 63.2 80.9 85.7 48.8 69.4 68.6 65.9 89.8 85.1 3.5 86.4 86.6 56.7 42.4 81.6 60.6 90.0 62.4 50.3 42.4 10.9 5.0 59.7 59.6 57.2 28.5 59.1 73.8 69.9 90.2 3.5 74.0 86.3 84.0 84.4 63.4
MixL(p=0.5,µ>0,b=1) 9 20 0.05 69.4 70.5 68.8 68.8 72.2 64.7 62.3 64.3 65.8 51.9 71.2 0.5 71.8 56.1 64.1 62.1 72.9 74.4 75.6 72.9 71.0 70.3 64.3 68.5 74.0 74.3 72.8 65.3 67.7 65.9 61.8 54.6 12.6 75.0 36.8 75.2 75.0 68.8
MixL(p=0.5,µ>0,b=1) 9 20 0.1 75.1 76.2 74.9 75.1 77.4 71.4 69.8 72.4 71.0 60.1 76.4 1.3 76.6 63.1 70.4 68.1 77.8 79.3 80.6 78.2 76.7 76.0 71.1 73.7 79.1 79.2 78.2 70.8 73.2 71.3 68.7 67.4 35.8 80.2 48.0 79.2 79.1 74.6
MixL(p=0.5,µ>0,b=1) 9 50 0.05 61.6 64.4 63.8 68.2 70.1 54.8 55.4 55.3 54.9 68.9 67.8 0.8 68.1 66.9 53.1 41.5 65.5 65.1 71.5 64.8 62.2 60.9 48.0 45.2 65.8 65.1 63.8 53.6 60.5 62.8 59.9 68.9 2.9 68.7 56.7 70.1 69.1 60.4
MixL(p=0.5,µ>0,b=1) 9 50 0.1 68.3 70.8 69.9 73.2 74.6 62.3 63.2 64.2 60.5 73.8 72.5 1.8 72.5 71.8 59.8 49.2 71.0 70.4 76.8 70.1 67.8 66.6 55.5 53.1 70.7 70.4 69.2 60.3 66.6 67.9 65.7 74.6 21.4 74.3 64.1 74.3 73.4 67.2
MixL(p=0.5,µ>0,b=1) 9 100 0.05 57.5 61.3 60.6 66.5 68.0 48.3 50.5 49.3 43.4 67.5 64.6 1.1 63.1 63.1 40.6 26.8 60.7 57.3 68.4 59.1 55.5 54.0 36.8 24.9 59.4 56.2 53.7 44.7 56.9 59.2 56.7 67.1 1.6 62.3 64.0 66.5 64.9 55.8
MixL(p=0.5,µ>0,b=1) 9 100 0.1 64.6 67.7 66.9 71.2 72.4 56.6 58.5 58.6 50.0 72.1 69.6 2.4 68.0 68.1 48.2 34.8 66.5 63.0 74.0 64.7 61.7 60.4 45.7 35.1 64.7 62.1 60.0 52.4 63.3 64.8 62.8 72.6 16.3 68.2 69.0 70.9 69.4 63.1
MixL(p=0.5,µ>0,b=1) 9 200 0.05 57.3 61.2 60.6 66.8 67.9 46.7 48.9 47.4 36.2 67.0 64.2 1.3 60.9 61.1 31.8 18.4 59.2 51.6 67.7 57.8 54.5 53.6 37.8 24.2 57.6 46.5 43.7 39.7 57.4 59.2 57.3 67.0 2.0 60.3 67.0 65.4 63.2 55.1
MixL(p=0.5,µ>0,b=1) 9 200 0.1 64.1 67.3 66.5 71.2 72.1 54.8 56.7 56.2 43.2 71.4 68.9 10.9 65.9 66.0 39.7 26.1 64.8 57.7 73.1 63.4 60.7 59.9 46.9 34.8 62.9 53.4 50.7 47.7 63.6 64.7 63.2 72.2 18.4 65.9 71.3 69.6 67.7 62.3
MixN(p=0.5,m>0,d=1) 10 20 0.05 67.6 67.9 66.7 67.7 71.1 62.6 63.0 64.6 72.8 53.0 71.0 0.1 74.3 59.7 72.2 71.3 72.9 77.9 77.9 76.5 74.1 72.6 66.9 68.9 77.7 77.7 77.7 63.1 67.6 69.5 64.8 63.1 14.1 77.0 34.9 75.0 76.2 67.3
MixN(p=0.5,m>0,d=1) 10 20 0.1 73.2 73.9 72.7 74.2 76.7 69.2 69.7 72.4 78.2 62.4 76.6 0.4 79.8 66.9 78.4 76.9 78.3 83.3 83.3 82.1 79.9 78.4 73.2 73.9 83.2 83.2 83.4 68.4 72.6 75.0 72.0 75.2 38.1 82.8 48.1 79.4 80.6 72.9
MixN(p=0.5,m>0,d=1) 10 50 0.05 59.2 61.0 59.6 69.4 73.5 50.7 61.2 60.7 80.1 80.4 74.6 0.0 83.6 83.7 77.5 69.4 72.3 80.5 84.0 77.6 71.4 65.4 48.3 39.9 78.1 80.9 79.4 49.8 59.9 71.2 66.9 81.7 1.8 83.4 67.3 75.0 76.7 58.3
MixN(p=0.5,m>0,d=1) 10 50 0.1 68.8 70.5 68.4 76.9 80.2 60.2 71.1 73.3 85.9 86.8 81.3 0.0 89.2 89.4 84.1 77.0 80.7 87.0 89.9 84.3 78.6 72.8 55.8 46.7 84.4 87.2 85.9 57.5 67.3 77.3 74.0 88.0 20.9 89.7 77.2 81.0 82.5 67.9
MixN(p=0.5,m>0,d=1) 10 100 0.05 62.2 64.9 59.3 78.4 84.4 48.2 74.8 71.9 89.4 92.9 87.1 0.0 95.0 95.2 84.2 72.1 84.1 86.3 93.7 81.8 69.7 58.3 23.5 6.2 81.4 87.0 86.2 38.4 61.7 76.7 71.9 90.5 0.0 89.8 87.1 84.0 85.5 60.4
MixN(p=0.5,m>0,d=1) 10 100 0.1 76.0 77.8 71.8 86.0 90.2 62.9 85.0 85.9 93.7 96.4 92.5 0.0 97.6 97.7 90.4 81.0 91.5 91.9 96.9 88.4 79.1 69.1 33.5 11.7 87.9 92.3 91.7 49.7 72.1 84.0 80.7 94.9 7.2 94.9 92.9 89.7 90.7 74.7
MixN(p=0.5,m>0,d=1) 10 200 0.05 91.5 92.2 85.0 96.7 98.6 81.5 97.5 97.0 98.8 99.8 99.3 0.0 99.9 99.9 96.0 88.3 99.0 96.5 99.6 95.0 88.5 81.8 44.7 20.4 94.6 96.4 95.8 58.5 89.6 95.4 93.8 99.2 2.9 97.9 99.4 98.2 98.4 90.4
MixN(p=0.5,m>0,d=1) 10 200 0.1 96.5 96.7 92.1 98.4 99.4 90.4 99.0 99.1 99.4 99.9 99.7 49.1 100.0 100.0 98.0 93.0 99.7 98.2 99.8 97.3 93.4 88.6 56.2 28.2 97.0 98.2 97.8 68.7 94.2 97.6 96.8 99.7 29.5 99.2 99.8 99.2 99.3 96.1
Table B.1
For each of the 38 tests, each family of alternatives (displayed in the leftmost column), each sample size (n = 20, 50, 100, 200) and each significance level (α = 0.05, 0.10), this table
shows the average of 20 powers where the free parameter in the family is taken to be any of 20 equidistant points selected from the ranges chosen in Tables 4.2 and 4.3.
Family of alternative # fam. n Level AD CvM KS Ku Wa ZK ZA ZC BRT4 DLOZ DLOX Ge GV HoU HoV HoW LK Arat Aent APv APe APy APa APz AP
(M)
y CKv CKc CKe ABKL ABHe ABJe ABTV ABχ2
AJ BS Me
(1)
2 Me
(2)
0.5 SR
?
NIG(α>0.7,β=0,δ=1,µ=0) 11 20 0.05 5.8 6.5 7.1 8.1 8.4 5.2 3.7 3.2 10.8 10.9 8.7 0.7 11.2 11.8 10.3 8.4 6.9 13.7 14.2 11.9 9.4 7.7 4.6 5.8 13.4 13.5 14.0 4.8 3.4 8.4 5.5 14.3 0.7 15.2 6.3 10.6 11.3 5.7
NIG(α>0.7,β=0,δ=1,µ=0) 11 20 0.10 11.6 13.0 13.7 15.1 15.6 10.4 8.2 8.9 18.6 18.9 15.3 1.8 19.3 20.1 17.9 15.1 14.4 23.9 24.7 21.5 18.0 15.4 10.2 11.4 23.6 23.5 24.4 9.6 8.2 14.5 11.3 24.6 1.8 26.2 12.4 18.0 19.0 11.3
NIG(α>0.7,β=0,δ=1,µ=0) 11 50 0.05 10.3 12.3 14.3 20.1 22.7 7.8 9.4 7.7 24.7 31.5 22.6 0.4 31.7 32.9 22.6 16.3 17.9 28.2 35.7 23.7 16.3 10.7 2.1 1.0 24.8 28.6 26.7 7.7 7.7 17.5 12.8 33.6 0.4 33.2 19.3 24.0 25.4 9.7
NIG(α>0.7,β=0,δ=1,µ=0) 11 50 0.10 19.8 22.8 24.0 31.0 33.9 15.2 19.1 19.7 35.4 44.1 33.8 1.0 44.3 45.4 33.2 25.4 30.8 41.2 50.4 35.7 26.6 19.2 5.6 3.1 36.5 41.4 39.0 14.2 15.3 26.9 21.9 47.7 1.1 48.2 30.6 34.6 36.2 18.8
NIG(α>0.7,β=0,δ=1,µ=0) 11 100 0.05 21.3 25.5 26.3 41.4 47.6 14.7 26.9 22.1 42.3 61.1 48.9 0.3 60.3 61.1 36.4 25.1 41.4 41.7 62.3 35.4 22.0 13.7 1.2 0.4 35.6 42.7 41.4 11.5 18.3 33.1 27.0 58.1 0.4 48.8 46.6 46.6 48.2 19.4
NIG(α>0.7,β=0,δ=1,µ=0) 11 100 0.10 36.4 41.1 39.4 54.2 59.8 26.1 41.7 41.2 53.3 72.4 61.6 0.7 71.2 71.9 48.1 35.7 57.1 54.2 74.7 47.8 33.6 23.6 3.6 1.3 47.5 54.9 53.6 19.9 29.8 45.4 39.7 71.1 0.9 63.3 59.7 58.3 59.8 34.3
NIG(α>0.7,β=0,δ=1,µ=0) 11 200 0.05 50.4 56.1 49.5 72.9 79.9 33.8 59.6 55.0 63.3 87.7 81.2 0.2 85.4 85.7 52.3 36.2 75.6 56.8 85.6 53.6 37.8 28.9 3.0 0.7 53.1 56.0 53.7 18.1 44.3 62.1 56.5 84.0 0.4 66.1 81.0 77.4 78.0 46.9
NIG(α>0.7,β=0,δ=1,µ=0) 11 200 0.10 67.6 71.8 64.3 81.9 86.6 50.1 72.1 71.5 71.6 92.1 87.7 1.9 89.9 90.1 62.7 47.2 84.7 67.0 91.3 64.9 51.2 42.2 8.3 2.0 63.9 66.3 64.1 28.7 58.1 73.1 68.9 90.4 1.0 77.2 87.6 84.6 85.0 65.0
Tu(l> − 0.14) 12 20 0.05 19.1 19.5 19.3 28.0 33.3 16.3 15.0 16.8 53.8 37.6 32.5 0.1 46.9 45.9 55.8 52.5 30.9 58.2 55.0 54.0 48.0 42.7 31.5 36.3 56.9 57.9 58.6 18.7 24.1 42.3 33.9 50.5 0.2 54.1 24.1 43.8 47.7 19.0
Tu(l> − 0.14) 12 20 0.10 32.4 33.3 31.2 40.8 46.2 26.7 28.9 36.5 65.2 50.7 44.0 0.4 59.5 58.7 66.6 63.3 45.9 69.9 67.1 66.5 61.3 56.6 45.4 48.0 69.2 69.6 70.3 28.6 37.4 53.2 47.2 64.0 1.3 66.5 37.8 55.1 58.7 32.1
Tu(l> − 0.18) 12 50 0.05 56.9 55.0 47.1 67.5 74.0 49.4 70.5 69.2 84.1 80.6 74.1 0.1 84.3 84.5 83.2 80.2 72.6 84.2 85.3 82.3 78.4 73.4 57.6 42.9 82.7 84.5 83.7 51.2 66.3 76.8 73.5 83.5 0.2 85.1 74.9 77.3 79.0 56.7
Tu(l> − 0.16) 12 50 0.10 70.1 68.9 61.2 76.4 80.7 63.2 78.1 79.4 87.3 86.1 80.9 0.3 88.2 88.5 86.6 83.9 80.9 88.0 89.4 86.3 83.0 78.9 65.8 53.2 86.5 88.1 87.4 60.7 73.7 81.4 79.1 88.1 10.5 89.2 81.7 82.5 83.7 70.0
Tu(l> − 0.14) 12 100 0.05 79.2 79.3 73.3 84.9 87.4 76.1 84.4 83.4 88.3 90.5 88.0 0.3 90.7 90.8 87.1 84.6 86.5 87.7 91.2 86.3 83.0 79.5 66.9 49.3 86.3 87.9 87.7 70.2 80.4 84.9 83.2 90.1 2.9 88.8 88.1 87.3 87.8 78.8
Tu(l> − 0.14) 12 100 0.10 84.7 85.1 81.4 88.6 90.3 81.4 87.8 87.8 90.2 92.8 90.7 0.6 92.6 92.8 89.3 87.0 89.9 90.0 93.6 88.9 86.0 83.0 71.6 56.6 88.7 90.2 89.9 75.5 84.2 87.9 86.6 92.9 48.2 91.4 90.8 90.1 90.4 84.3
Tu(l> − 0.18) 12 200 0.05 65.5 68.0 62.1 77.4 81.2 57.3 70.9 69.0 72.6 84.2 80.4 1.4 81.8 82.0 68.5 62.1 76.9 69.6 84.5 68.7 61.7 56.3 28.2 6.1 68.1 69.3 68.4 38.1 64.7 73.0 70.3 84.2 1.6 73.2 81.5 79.9 79.9 63.9
Tu(l> − 0.16) 12 200 0.10 74.9 77.1 72.5 83.2 85.8 66.8 77.1 76.6 76.7 87.9 84.8 33.8 85.4 85.5 73.3 67.6 82.3 74.3 89.2 74.5 68.8 64.2 38.6 12.9 73.4 74.0 73.1 48.4 72.5 79.5 77.5 89.1 12.3 78.9 86.0 84.6 84.6 73.6
ALp(µ=0,b=
√
2,k>1) 13 20 0.05 43.7 35.5 35.0 32.6 34.4 51.5 59.2 51.4 13.0 10.5 38.2 13.8 12.9 12.5 12.9 16.2 39.7 59.4 61.0 64.4 65.6 65.1 62.2 54.4 61.9 59.0 57.1 33.4 42.5 28.3 27.4 12.4 16.3 55.1 16.3 37.2 32.1 45.8
ALp(µ=0,b=
√
2,k>1) 13 20 0.10 57.4 48.6 47.2 45.9 48.2 63.1 70.6 66.6 20.7 17.7 52.1 25.1 20.7 20.1 20.6 24.3 54.7 71.2 72.3 74.9 75.7 75.4 73.0 66.3 72.8 70.8 69.2 46.7 59.0 43.9 42.5 21.0 29.3 67.8 23.7 52.0 48.1 59.4
ALp(µ=0,b=
√
2,k>1) 13 50 0.05 70.7 59.9 56.4 52.7 57.6 73.0 77.8 75.1 11.3 14.3 65.8 18.6 15.9 12.2 13.0 16.4 69.9 66.6 72.1 72.4 72.5 72.5 63.2 53.2 71.5 66.7 65.1 47.8 67.4 61.9 59.2 33.4 19.7 64.0 23.5 61.2 58.5 72.4
ALp(µ=0,b=
√
2,k>1) 13 50 0.10 78.6 70.7 66.6 63.4 67.7 79.0 82.5 81.5 18.8 22.1 74.8 35.1 23.8 19.5 20.4 24.2 78.5 73.0 78.0 78.1 78.2 78.4 71.8 64.4 77.0 73.2 71.9 58.7 74.9 71.9 70.5 46.7 37.4 72.2 32.2 70.0 68.3 79.7
ALp(µ=0,b=
√
2,k>1) 13 100 0.05 81.1 75.6 70.7 65.9 70.4 79.7 82.4 81.4 10.9 18.3 79.5 26.3 18.2 11.8 12.3 15.2 81.8 69.8 75.8 76.9 76.1 75.7 64.2 49.5 75.4 68.2 65.2 55.5 74.9 74.2 73.2 60.6 24.1 72.9 34.5 71.4 69.2 81.9
ALp(µ=0,b=
√
2,k>1) 13 100 0.10 85.2 81.3 77.3 73.0 76.6 83.8 85.8 85.3 18.4 26.6 84.2 50.6 26.3 19.0 19.4 22.8 85.9 75.0 80.5 81.2 80.8 80.7 72.4 61.4 79.6 73.6 71.1 64.3 79.8 79.2 78.7 69.8 48.7 78.4 43.9 77.0 75.3 85.7
ALp(µ=0,b=
√
2,k>1) 13 200 0.05 83.1 79.4 74.5 68.6 72.5 80.3 82.5 82.0 10.5 20.4 82.3 37.2 18.7 10.6 9.9 11.4 83.7 65.6 74.2 76.1 74.7 74.5 63.5 49.7 74.7 58.6 55.2 53.4 75.1 75.4 74.8 68.6 27.8 75.3 39.9 72.5 70.1 83.6
ALp(µ=0,b=
√
2,k>1) 13 200 0.10 86.3 83.5 79.8 74.6 77.7 84.3 85.7 85.4 17.8 29.0 85.8 66.2 26.9 17.4 16.5 18.4 86.8 71.0 78.8 80.2 79.4 79.2 71.3 60.8 78.8 65.0 62.0 61.7 79.6 79.8 79.3 74.4 56.7 79.7 48.5 77.4 75.5 86.7
SkewN(ξ=0,ω=1,α>0) 14 20 0.05 19.2 17.0 14.9 17.3 20.0 19.8 22.9 18.0 17.3 17.6 22.2 1.2 20.2 17.7 20.9 20.3 21.6 41.4 42.2 41.0 37.8 34.5 27.1 24.3 42.1 40.8 41.2 13.0 15.0 19.9 14.3 24.3 1.4 40.6 9.8 26.4 26.6 19.9
SkewN(ξ=0,ω=1,α>0) 14 20 0.10 30.8 28.3 25.3 28.7 32.1 31.1 35.9 33.8 26.4 27.8 34.1 3.7 30.8 27.3 31.6 30.8 35.7 57.3 57.9 57.1 54.1 50.7 42.5 37.5 57.9 56.6 57.1 22.2 28.6 31.5 26.1 38.1 4.7 56.4 16.8 39.0 39.9 31.5
SkewN(ξ=0,ω=1,α>0) 14 50 0.05 54.2 45.3 38.0 50.4 58.7 67.7 76.0 65.7 30.6 51.8 62.2 0.5 53.2 42.9 49.8 46.2 63.4 84.2 88.0 83.9 79.4 73.0 50.3 28.5 83.0 84.1 82.4 35.3 58.2 63.6 55.0 70.6 0.6 85.1 28.8 67.9 69.5 55.6
SkewN(ξ=0,ω=1,α>0) 14 50 0.10 69.9 61.9 53.5 64.2 71.3 77.2 84.4 81.5 40.3 64.7 74.0 2.5 65.3 54.7 61.8 58.1 77.1 90.4 93.0 89.8 86.3 81.7 64.8 44.4 89.0 90.3 88.9 48.5 71.6 76.0 70.6 82.2 3.5 91.6 39.6 78.0 79.6 71.1
SkewN(ξ=0,ω=1,α>0) 14 100 0.05 79.9 74.0 63.5 78.1 85.8 82.5 90.0 87.1 47.8 84.4 89.5 0.2 83.9 73.1 71.3 62.6 89.4 92.1 96.7 90.9 85.0 78.9 50.5 16.7 90.2 92.3 91.5 51.2 79.8 84.8 80.8 92.3 0.2 93.9 59.6 88.6 89.5 80.1
SkewN(ξ=0,ω=1,α>0) 14 100 0.10 88.2 85.0 76.8 86.5 91.6 87.6 94.1 93.7 57.6 91.1 94.2 2.1 90.4 81.8 80.7 73.0 94.7 95.4 98.4 94.4 90.1 85.3 63.0 30.9 93.8 95.5 95.0 63.3 86.2 90.5 88.2 96.2 4.3 97.0 70.6 93.0 93.6 88.2
SkewN(ξ=0,ω=1,α>0) 14 200 0.05 93.4 92.4 83.3 95.1 98.1 90.2 98.2 97.6 74.3 99.0 99.2 0.1 98.8 96.1 88.0 76.8 98.9 96.6 99.6 95.8 90.6 85.5 53.0 18.8 95.4 96.2 95.5 59.1 91.6 95.6 94.1 99.1 0.1 98.0 91.5 98.1 98.2 92.8
SkewN(ξ=0,ω=1,α>0) 14 200 0.10 97.3 96.8 91.4 97.7 99.2 94.7 99.3 99.3 80.9 99.6 99.7 35.4 99.5 98.0 93.1 84.9 99.6 98.2 99.9 97.8 94.7 91.1 65.1 32.5 97.5 98.1 97.6 70.1 95.4 97.8 97.0 99.7 11.8 99.2 95.2 99.1 99.2 97.1
MixL(p=0.25,µ>0,b=1) 15 20 0.05 69.7 64.6 60.0 58.5 63.5 70.4 67.4 68.3 28.6 18.7 64.2 10.3 34.9 20.2 29.4 49.6 71.5 63.6 57.8 64.1 65.0 66.4 63.6 65.6 65.4 65.4 61.7 61.6 66.8 68.1 66.7 16.5 41.5 46.7 37.3 67.0 67.2 70.4
MixL(p=0.25,µ>0,b=1) 15 20 0.10 75.0 71.3 67.6 66.1 69.8 75.2 73.2 74.3 34.7 26.9 71.3 19.7 44.7 28.5 37.7 56.9 76.2 70.6 65.7 71.0 71.7 72.6 70.3 71.5 71.9 71.9 68.9 67.9 72.0 72.9 71.9 26.6 59.8 56.0 48.3 72.5 72.7 75.5
MixL(p=0.25,µ>0,b=1) 15 50 0.05 67.1 64.1 61.0 54.7 60.2 64.9 62.6 62.7 36.4 18.7 62.6 1.5 44.7 18.3 34.7 41.5 67.5 63.6 59.8 65.0 62.7 61.7 50.1 44.0 65.2 63.9 62.7 52.3 59.0 63.3 60.8 51.2 20.4 64.5 25.6 65.1 64.8 67.5
MixL(p=0.25,µ>0,b=1) 15 50 0.10 72.2 70.4 68.1 63.1 67.2 70.0 68.5 69.2 45.0 26.7 69.0 5.3 52.7 26.0 43.9 49.5 72.5 69.6 67.5 70.6 68.6 67.5 57.8 52.4 70.5 69.8 68.6 59.2 65.0 68.4 66.4 61.7 42.6 70.9 36.0 70.7 70.4 72.4
MixL(p=0.25,µ>0,b=1) 15 100 0.05 68.6 67.9 66.4 61.2 65.4 64.6 63.5 63.0 43.6 31.2 66.6 1.0 56.4 30.5 37.0 35.8 68.1 61.9 65.9 64.1 60.6 59.0 42.7 30.3 63.5 61.1 58.6 49.6 60.0 64.1 61.9 65.4 16.1 69.2 26.2 68.1 67.2 68.6
MixL(p=0.25,µ>0,b=1) 15 100 0.10 73.3 73.1 72.0 68.3 71.5 69.6 69.1 69.2 51.6 40.6 71.9 3.2 63.6 39.8 45.9 43.8 72.8 67.3 72.6 69.2 66.2 64.7 50.8 39.8 68.4 66.6 64.4 56.7 65.8 69.2 67.5 72.4 38.4 74.1 37.1 73.0 72.1 73.1
MixL(p=0.25,µ>0,b=1) 15 200 0.05 64.5 65.3 64.6 62.1 65.3 58.6 57.7 56.9 37.6 49.0 64.2 1.3 57.6 46.6 28.8 22.2 63.0 51.1 65.7 57.5 53.7 52.6 35.2 20.9 57.0 46.4 43.2 38.2 55.4 59.8 57.8 65.9 5.7 62.0 32.2 65.3 63.6 64.0
MixL(p=0.25,µ>0,b=1) 15 200 0.10 69.6 70.6 69.8 68.4 70.8 64.2 63.8 63.6 45.2 58.1 69.4 6.5 63.9 55.6 37.3 30.3 68.1 57.4 72.2 63.3 60.2 59.1 44.6 31.5 62.6 53.5 50.5 46.5 62.0 65.6 64.0 72.1 26.7 67.4 43.3 70.2 68.7 69.1
MixN(p=0.25,m>0,d=1) 16 20 0.05 73.2 67.4 64.3 65.0 68.9 74.7 73.9 74.0 33.3 21.4 68.9 13.0 40.7 25.0 37.2 63.1 75.8 74.8 69.4 75.0 75.0 75.0 72.5 72.6 76.0 75.2 73.0 67.7 73.7 75.4 73.7 21.1 53.0 60.7 43.9 72.3 73.0 74.1
MixN(p=0.25,m>0,d=1) 16 20 0.10 77.9 73.5 70.9 71.5 74.4 78.5 78.4 79.0 39.6 30.5 75.4 23.6 51.1 33.9 47.0 69.5 80.2 81.0 77.0 81.0 80.6 80.2 77.7 77.3 81.8 81.2 79.6 72.7 77.6 79.4 78.0 32.8 66.5 70.7 54.4 77.2 77.8 78.5
MixN(p=0.25,m>0,d=1) 16 50 0.05 76.5 72.7 71.1 71.6 76.1 75.8 78.9 77.8 57.0 27.8 79.3 3.4 62.6 29.2 69.6 77.8 81.8 86.9 85.8 85.1 81.4 78.0 68.0 61.6 85.7 87.0 86.2 68.1 74.4 80.1 77.3 75.1 47.0 84.3 45.0 80.1 81.1 76.9
MixN(p=0.25,m>0,d=1) 16 50 0.10 81.6 79.2 77.3 78.5 82.2 80.1 83.8 84.3 66.7 37.9 85.1 12.6 71.1 39.2 78.5 83.4 87.1 91.3 91.1 89.6 86.2 82.8 72.9 66.3 89.9 91.4 90.6 72.9 79.1 84.4 82.2 84.3 60.4 90.0 55.7 85.0 85.8 81.7
MixN(p=0.25,m>0,d=1) 16 100 0.05 77.2 75.4 71.5 79.0 85.4 73.6 85.1 83.0 84.4 62.5 89.8 0.1 89.3 62.7 87.0 81.3 89.2 91.0 94.9 88.1 80.5 73.3 50.9 36.2 88.0 91.5 91.0 59.6 74.9 83.5 80.2 91.5 27.2 93.0 45.7 87.1 88.2 76.8
MixN(p=0.25,m>0,d=1) 16 100 0.10 85.2 84.2 79.9 86.5 91.0 80.5 90.9 91.2 90.6 71.1 94.1 3.9 93.7 70.4 92.3 87.3 94.2 94.7 97.5 92.5 86.6 80.3 57.7 41.9 92.2 95.0 94.6 67.1 81.7 88.8 86.4 95.5 44.1 96.4 57.6 91.8 92.5 84.8
MixN(p=0.25,m>0,d=1) 16 200 0.05 91.6 91.4 83.4 95.1 98.1 84.6 97.6 97.1 98.3 97.4 99.2 0.0 99.8 97.1 95.8 88.5 98.9 96.6 99.5 95.0 88.5 81.8 45.1 21.6 94.6 96.5 95.8 58.4 89.4 95.0 93.3 99.0 10.9 97.9 79.7 97.9 98.1 90.8
MixN(p=0.25,m>0,d=1) 16 200 0.10 96.6 96.4 91.1 97.8 99.2 91.8 99.1 99.2 99.3 98.7 99.7 43.1 99.9 98.4 97.9 93.1 99.6 98.3 99.8 97.4 93.4 88.7 56.4 29.1 97.1 98.2 97.8 68.4 94.1 97.4 96.6 99.6 32.4 99.2 84.8 99.0 99.1 96.2
NIG(α=0.5,β>0,δ=1,µ=0) 17 20 0.05 27.0 22.8 21.8 21.3 22.7 28.6 33.9 33.9 18.6 16.3 28.6 26.9 14.8 21.6 14.5 5.5 29.3 21.8 22.5 27.5 30.5 32.2 33.1 29.2 24.9 22.4 20.7 23.2 30.5 22.7 27.4 3.5 28.2 18.1 24.1 19.7 18.9 28.0
NIG(α=0.5,β>0,δ=1,µ=0) 17 20 0.10 35.4 30.6 29.2 28.6 29.9 36.6 42.0 41.8 26.1 22.9 36.8 36.4 21.7 28.8 21.2 10.6 37.3 29.8 30.9 35.5 38.5 40.1 40.9 37.0 32.8 30.4 28.5 31.2 38.6 32.5 35.3 7.2 37.4 26.5 30.2 27.2 26.5 36.4
NIG(α=0.5,β>0,δ=1,µ=0) 17 50 0.05 43.9 36.8 35.4 33.9 36.2 47.9 52.8 53.3 29.3 25.7 47.0 43.7 25.8 35.0 21.8 9.7 48.6 32.8 37.5 44.9 48.5 50.0 48.7 46.0 41.1 33.7 33.2 34.7 48.8 41.1 46.4 8.6 43.4 26.1 37.8 33.5 32.6 45.3
NIG(α=0.5,β>0,δ=1,µ=0) 17 50 0.10 51.9 44.9 43.0 41.7 43.9 55.4 59.8 59.8 38.0 32.5 54.3 54.1 33.3 42.2 29.2 17.1 55.6 39.1 45.3 51.6 55.3 57.0 56.3 54.2 47.3 40.2 39.6 42.7 56.5 50.4 54.2 14.7 53.5 34.0 43.9 41.4 40.5 53.2
NIG(α=0.5,β>0,δ=1,µ=0) 17 100 0.05 57.3 49.2 47.9 45.6 48.3 61.8 65.1 66.1 40.1 34.0 60.2 57.6 36.8 46.6 28.8 14.3 62.1 42.0 48.2 58.2 61.6 62.5 59.5 55.7 51.9 39.9 36.8 43.3 62.6 58.0 61.4 23.6 55.1 38.4 50.3 46.1 44.9 58.8
NIG(α=0.5,β>0,δ=1,µ=0) 17 100 0.10 64.3 56.7 54.9 53.2 55.7 68.1 70.8 71.3 49.1 40.7 66.3 67.3 44.2 53.3 36.6 21.8 67.9 47.3 55.6 64.0 67.7 69.0 67.1 64.0 57.3 45.2 42.0 51.0 69.3 65.6 68.2 33.5 65.2 45.2 56.4 53.7 52.5 65.5
NIG(α=0.5,β>0,δ=1,µ=0) 17 200 0.05 69.4 61.7 60.7 58.5 61.1 73.6 75.1 76.7 52.8 43.0 71.4 71.0 49.7 58.8 37.0 19.6 73.2 48.6 59.2 70.7 73.4 74.2 71.0 66.8 64.7 40.5 37.5 51.8 75.1 73.0 75.1 48.0 66.3 54.7 64.4 59.4 57.6 70.7
NIG(α=0.5,β>0,δ=1,µ=0) 17 200 0.10 75.0 68.2 66.8 65.5 67.8 78.5 79.6 80.5 61.4 49.4 76.1 78.8 56.6 64.7 45.3 27.8 77.6 53.1 66.2 75.7 78.7 79.6 77.8 74.4 69.4 44.9 41.8 58.8 80.5 79.0 80.5 57.6 75.8 60.1 70.2 66.1 64.4 76.0
LN(µ=0,σ>0.1) 18 20 0.05 78.5 74.9 76.4 75.6 75.6 81.8 84.1 81.8 45.4 49.5 76.4 62.1 37.5 58.2 40.0 10.9 76.3 84.9 85.5 86.5 86.6 86.2 85.2 82.9 85.7 84.8 84.2 75.6 79.1 70.6 71.6 4.8 66.1 83.6 66.6 75.9 72.6 79.4
LN(µ=0,σ>0.1) 18 20 0.10 83.4 80.0 80.5 80.3 80.6 85.4 87.8 86.6 54.8 55.6 81.7 70.1 45.4 64.3 47.1 16.8 82.3 89.5 89.9 90.6 90.5 90.1 88.8 86.8 90.0 89.3 88.9 80.2 84.3 78.6 78.3 8.3 73.5 88.6 70.8 81.8 80.0 84.1
LN(µ=0,σ>0.1) 18 50 0.05 85.6 80.6 80.7 81.7 83.1 89.9 92.5 89.6 50.9 50.9 85.7 63.7 47.0 61.4 41.3 19.5 86.7 93.3 95.5 94.1 92.8 90.9 85.5 80.6 93.5 93.3 92.6 78.8 87.1 86.3 84.5 43.4 65.0 93.4 69.5 86.3 86.2 86.3
LN(µ=0,σ>0.1) 18 50 0.10 90.1 86.2 85.2 86.5 88.0 92.7 95.2 94.0 59.7 58.0 90.2 71.8 55.0 67.4 49.3 30.2 91.4 96.0 97.5 96.5 95.4 93.9 89.2 84.6 95.8 96.0 95.4 83.4 90.9 91.2 89.8 58.1 72.8 96.4 74.3 90.4 90.8 90.7
LN(µ=0,σ>0.1) 18 100 0.05 95.1 92.1 90.4 92.8 94.7 97.3 98.9 97.8 64.5 66.0 96.4 73.3 64.4 73.4 53.8 31.0 96.7 98.2 99.5 98.5 97.3 95.7 88.9 82.6 98.0 98.2 97.8 87.3 95.7 96.0 94.9 89.7 72.7 98.7 82.7 96.3 96.5 95.4
LN(µ=0,σ>0.1) 18 100 0.10 97.4 95.4 93.6 95.5 96.9 98.5 99.5 99.2 71.4 71.7 98.0 80.4 70.4 77.9 61.0 40.2 98.4 99.1 99.8 99.3 98.5 97.4 92.0 85.7 98.9 99.0 98.8 90.6 97.4 97.8 97.2 95.6 79.5 99.4 86.7 97.9 98.0 97.6
LN(µ=0,σ>0.1) 18 200 0.05 99.6 98.9 97.3 99.0 99.6 99.9 100.0 100.0 74.9 77.8 99.8 80.5 77.3 82.1 65.0 41.8 99.9 99.7 100.0 99.9 99.6 99.1 94.5 88.0 99.8 99.6 99.4 93.7 99.6 99.6 99.4 99.8 78.2 99.9 94.2 99.8 99.8 99.6
LN(µ=0,σ>0.1) 18 200 0.10 99.9 99.6 98.7 99.5 99.8 100.0 100.0 100.0 79.8 81.6 99.9 90.9 81.2 85.2 70.7 50.3 100.0 99.9 100.0 99.9 99.8 99.6 96.7 90.9 99.9 99.8 99.7 95.8 99.8 99.9 99.8 99.9 85.5 100.0 96.2 99.9 99.9 99.9
Gamma(a<7,b=1) 19 20 0.05 25.0 21.5 20.9 21.9 23.1 27.7 31.6 26.5 15.2 13.9 25.2 6.2 15.8 15.3 16.3 16.8 24.9 42.9 43.9 43.6 41.8 39.5 34.4 31.1 43.8 42.3 42.2 19.5 22.4 21.6 17.9 18.6 7.3 41.9 12.2 27.5 26.2 26.0
Gamma(a<10.5, b=1) 19 20 0.10 36.0 32.1 30.6 32.4 34.3 38.0 43.4 40.7 24.0 22.7 36.9 12.0 25.2 24.0 25.7 26.1 38.4 57.5 58.4 58.3 56.3 53.8 47.6 42.6 58.4 56.8 56.8 28.5 35.1 33.9 30.1 30.5 13.8 56.6 19.1 39.6 39.3 37.0
Gamma(a<15,b=1) 19 50 0.05 45.9 38.9 35.8 44.2 49.8 55.9 66.7 55.3 25.7 38.4 54.8 6.6 39.1 34.5 35.8 33.8 54.9 76.3 82.8 76.5 70.0 61.3 39.0 26.2 74.9 76.3 73.9 31.9 47.5 54.0 46.3 56.6 7.3 77.6 28.0 57.0 58.8 47.1
Gamma(a<15,b=1) 19 50 0.10 60.7 53.6 48.3 56.9 62.5 67.8 79.2 74.1 35.1 50.8 67.4 12.3 50.9 45.4 47.6 45.5 69.7 86.0 90.7 86.3 81.2 73.9 52.5 36.5 84.3 85.9 83.9 42.7 61.5 67.4 61.6 71.3 13.3 87.7 38.5 68.5 70.5 61.8
Gamma(a<7,b=1) 19 100 0.05 71.9 64.0 54.2 71.0 79.4 82.7 93.1 86.2 40.5 71.3 84.8 7.3 69.0 62.6 57.5 50.9 84.7 91.6 97.5 91.6 83.9 73.5 36.8 18.8 89.5 91.6 90.3 43.2 73.8 79.0 73.3 88.6 7.4 93.8 57.6 83.5 85.0 72.5
Gamma(a<10.5,b=1) 19 100 0.10 84.7 78.3 68.0 81.2 87.4 90.2 97.1 95.3 49.9 80.3 91.5 13.1 77.5 71.8 67.9 62.1 92.4 95.7 99.0 95.9 91.3 84.0 50.6 25.7 94.2 95.7 94.8 55.2 84.0 87.8 84.4 94.5 13.3 97.4 68.7 90.1 91.1 85.3
Gamma(a<15,b=1) 19 200 0.05 97.6 94.4 83.8 95.5 98.4 99.4 100.0 99.8 53.8 91.4 99.4 10.4 87.9 83.3 75.3 68.0 99.4 99.0 100.0 99.4 97.8 95.0 63.6 30.1 99.0 98.6 98.0 65.6 97.8 97.9 96.8 99.4 9.5 99.6 88.9 98.9 99.1 97.8
Gamma(a<15,b=1) 19 200 0.10 99.4 98.0 92.1 98.0 99.3 99.8 100.0 100.0 61.9 93.7 99.8 40.7 91.0 87.5 81.9 76.5 99.8 99.6 100.0 99.8 99.2 97.9 78.3 41.5 99.6 99.4 99.1 76.2 99.2 99.2 98.8 99.8 22.3 99.9 93.4 99.6 99.6 99.4
W (λ<3,k=1) 20 20 0.05 41.7 39.2 40.1 41.5 42.1 44.7 46.0 42.5 28.2 28.6 42.5 23.2 26.5 32.3 28.2 17.7 41.6 58.7 59.0 58.3 56.2 53.9 49.5 48.4 58.9 58.4 58.4 38.5 40.2 38.9 35.9 17.2 25.2 57.9 31.0 45.9 44.3 42.4
W (λ<5,k=1) 20 20 0.10 50.2 47.8 47.9 50.1 51.4 51.9 53.7 52.7 37.8 37.2 51.7 28.4 36.1 41.1 37.7 26.7 52.4 69.4 69.5 68.8 66.3 63.8 58.4 56.5 69.6 69.0 69.3 45.6 49.7 49.5 46.1 27.3 30.8 68.8 37.8 55.8 55.6 50.7
W (λ<8,k=1) 20 50 0.05 46.0 44.5 44.9 54.3 58.8 47.5 54.4 50.1 51.1 55.6 61.0 18.1 57.8 59.2 53.0 40.9 58.5 76.6 80.2 72.9 64.8 56.3 39.0 32.1 73.2 77.2 75.2 38.7 46.9 58.9 52.6 63.3 18.7 79.0 47.5 62.9 65.2 45.9
W (λ<5,k=1) 20 50 0.10 57.9 57.1 55.4 65.0 69.4 56.2 66.1 66.7 61.8 66.9 71.6 21.3 68.9 69.7 64.6 53.6 71.6 85.6 88.2 82.1 74.7 66.4 46.7 37.3 82.1 85.9 84.1 46.7 57.0 68.8 63.8 76.2 22.4 87.8 59.5 72.3 74.5 57.6
W (λ<3,k=1) 20 100 0.05 63.6 62.4 56.3 74.6 82.1 62.2 82.9 77.5 71.9 84.3 86.5 13.7 85.3 84.0 75.5 63.0 84.4 90.3 95.7 86.5 74.7 62.0 29.8 20.9 85.8 90.9 90.2 41.7 63.7 76.5 70.9 90.1 13.8 92.2 76.4 83.1 84.8 62.7
W (λ<5,k=1) 20 100 0.10 78.1 76.7 69.0 83.7 89.1 74.2 91.3 90.8 79.1 89.9 92.5 16.3 90.1 89.0 83.6 73.6 92.3 95.0 98.1 92.4 84.2 73.6 38.1 23.4 91.8 95.3 94.9 51.9 75.0 85.0 81.3 95.1 17.2 96.6 85.1 89.5 90.7 77.6
W (λ<8,k=1) 20 200 0.05 95.9 95.3 87.9 97.9 99.4 93.0 99.7 99.6 82.7 93.2 99.8 23.7 91.5 90.8 88.1 81.9 99.7 99.6 99.9 98.9 96.1 91.6 59.7 38.8 98.7 99.6 99.4 69.0 95.8 98.0 97.2 99.7 23.5 99.6 97.5 99.3 99.4 95.6
W (λ<5,k=1) 20 200 0.10 98.7 98.3 94.2 99.1 99.8 97.1 99.9 99.9 85.8 94.5 99.9 56.4 93.0 92.4 90.6 86.4 99.9 99.8 100.0 99.6 98.2 95.6 70.9 44.1 99.5 99.9 99.8 77.6 98.0 99.2 98.8 99.9 35.7 99.9 98.6 99.7 99.7 98.6
Table B.1
For each of the 38 tests, each family of alternatives (displayed in the leftmost column), each sample size (n = 20, 50, 100, 200) and each significance level (α = 0.05, 0.10), this table
shows the average of 20 powers where the free parameter in the family is taken to be any of 20 equidistant points selected from the ranges chosen in Tables 4.2 and 4.3.
DLOX APv Wa Me
(1)
2 LK Me
(2)
0.5 APe AP
(MLE)
y APy Ku ABHe ZA ZC ABJe AJ Aent ABKL AD SR
?
Power 68.3 67.5 67.0 66.9 66.9 66.8 66.2 65.6 64.4 64.2 64.0 63.5 63.2 63.2 62.7 62.6 61.9 61.8 61.4
Gap 0.0 0.8 1.3 1.4 1.4 1.5 2.1 2.7 3.9 4.1 4.3 4.8 5.1 5.1 5.6 5.7 6.4 6.5 6.9
Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
CvM Arat CKv GV DLOZ BS ZK HoU CKc KS APa ABTV HoV CKe BRT4 APz HoW ABχ2 Ge
Power 60.9 60.9 60.6 60.5 60.1 59.7 59.7 59.5 58.8 58.3 53.9 53.5 51.8 50.3 49.8 46.7 43.6 32.9 29.0
Gap 7.4 7.4 7.7 7.8 8.2 8.6 8.6 8.8 9.5 10.1 14.4 14.8 16.5 18.0 18.5 21.6 24.7 35.4 39.3
Rank 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
Table B.2
Overall average powers of all 38 tests.
α = 0.05 DLOX APv Wa Me
(1)
2 LK Me
(2)
0.5 APe AP
(MLE)
y APy Ku ABHe ZA ZC ABJe AJ Aent ABKL AD SR
?
Power 65.2 64.4 63.9 63.9 63.4 63.7 62.9 62.6 61.0 60.8 60.5 59.7 59.1 59.6 59.5 59.6 58.4 57.8 57.3
Gap 0.0 0.8 1.3 1.3 1.8 1.5 2.4 2.6 4.3 4.4 4.8 5.5 6.2 5.7 5.8 5.6 6.9 7.5 8.0
Rank 1 2 4 3 6 5 7 8 9 10 11 12 16 14 15 13 17 19 21
α = 0.05 CvM Arat CKv GV DLOZ BS ZK HoU CKc KS APa ABTV HoV CKe BRT4 APz HoW ABχ2 Ge
Power 56.8 57.8 57.5 57.0 56.8 56.2 55.8 56.1 55.6 54.2 50.0 50.1 48.0 46.4 46.1 43.2 39.8 27.4 24.7
Gap 8.4 7.4 7.8 8.2 8.4 9.0 9.4 9.2 9.6 11.0 15.2 15.2 17.2 18.8 19.1 22.0 25.5 37.9 40.6
Rank 23 18 20 22 24 25 27 26 28 29 31 30 32 33 34 35 36 37 38
α = 0.10 DLOX APv Wa Me
(1)
2 LK Me
(2)
0.5 APe AP
(MLE)
y APy Ku ABHe ZA ZC ABJe AJ Aent ABKL AD SR
?
Power 71.4 70.7 70.0 69.9 70.3 69.8 69.6 68.6 67.9 67.6 67.5 67.2 67.4 66.8 65.9 65.7 65.5 65.8 65.5
Gap 0.0 0.7 1.3 1.4 1.1 1.5 1.7 2.8 3.4 3.8 3.8 4.2 3.9 4.6 5.5 5.7 5.8 5.6 5.9
Rank 1 2 4 5 3 6 7 8 9 10 11 13 12 14 15 17 18 16 19
α = 0.10 CvM Arat CKv GV DLOZ BS ZK HoU CKc KS APa ABTV HoV CKe BRT4 APz HoW ABχ2 Ge
Power 64.9 63.9 63.7 63.9 63.4 63.2 63.5 63.0 61.9 62.3 57.8 56.9 55.5 54.2 53.5 50.3 47.5 38.4 33.4
Gap 6.4 7.5 7.7 7.4 8.0 8.2 7.9 8.4 9.5 9.1 13.6 14.5 15.8 17.2 17.9 21.1 23.9 33.0 38.0
Rank 20 22 23 21 25 26 24 27 29 28 30 31 32 33 34 35 36 37 38
Table B.3
Average powers of all 38 tests by significance level, for α = 0.05, 0.10.
The tests are ordered in accordance with Table B.2.
n = 20 DLOX APv Wa Me
(1)
2 LK Me
(2)
0.5 APe AP
(MLE)
y APy Ku ABHe ZA ZC ABJe AJ Aent ABKL AD SR
?
Power 48.1 49.8 48.0 48.7 46.4 48.0 50.8 49.2 51.4 46.0 44.3 44.9 44.6 43.4 43.9 47.4 44.1 45.3 45.0
Gap 3.3 1.6 3.4 2.7 5.0 3.4 0.5 2.2 0.0 5.4 7.1 6.5 6.7 7.9 7.4 4.0 7.3 6.1 6.4
Rank 9 4 10 8 14 11 2 6 1 16 22 19 20 26 25 12 24 17 18
n = 20 CvM Arat CKv GV DLOZ BS ZK HoU CKc KS APa ABTV HoV CKe BRT4 APz HoW ABχ2 Ge
Power 44.2 46.2 49.7 37.6 37.2 38.2 44.6 38.2 47.1 43.1 48.8 22.6 37.3 43.3 34.3 50.0 30.6 30.3 22.5
Gap 7.1 5.2 1.7 13.7 14.1 13.2 6.8 13.2 4.2 8.2 2.5 28.7 14.0 8.1 17.1 1.4 20.8 21.1 28.8
Rank 23 15 5 31 33 29 21 30 13 28 7 37 32 27 34 3 35 36 38
n = 50 DLOX APv Wa Me
(1)
2 LK Me
(2)
0.5 APe AP
(MLE)
y APy Ku ABHe ZA ZC ABJe AJ Aent ABKL AD SR
?
Power 64.6 66.9 62.6 63.5 63.3 63.8 65.9 65.3 63.8 59.3 60.6 60.2 59.6 59.5 61.7 61.5 58.0 57.3 57.1
Gap 2.3 0.0 4.3 3.4 3.7 3.1 1.0 1.6 3.1 7.6 6.3 6.7 7.3 7.4 5.3 5.4 9.0 9.6 9.9
Rank 4 1 9 7 8 5 2 3 6 19 14 15 17 18 11 12 20 21 22
n = 50 CvM Arat CKv GV DLOZ BS ZK HoU CKc KS APa ABTV HoV CKe BRT4 APz HoW ABχ2 Ge
Power 55.6 60.2 62.1 56.3 55.2 53.7 56.1 54.7 61.5 53.4 54.7 49.0 49.8 49.2 46.2 48.8 42.2 31.4 25.6
Gap 11.3 6.7 4.8 10.6 11.7 13.2 10.9 12.2 5.4 13.5 12.2 17.9 17.1 17.7 20.7 18.1 24.7 35.5 41.3
Rank 25 16 10 23 26 29 24 28 13 30 27 33 31 32 35 34 36 37 38
n = 100 DLOX APv Wa Me
(1)
2 LK Me
(2)
0.5 APe AP
(MLE)
y APy Ku ABHe ZA ZC ABJe AJ Aent ABKL AD SR
?
Power 77.0 74.4 74.7 74.2 75.5 74.3 71.6 71.6 68.3 71.1 71.3 71.0 70.7 70.3 70.4 69.1 68.2 67.6 67.2
Gap 0.0 2.6 2.3 2.8 1.5 2.7 5.4 5.4 8.7 5.9 5.7 6.0 6.3 6.7 6.6 7.9 8.8 9.4 9.8
Rank 1 4 3 6 2 5 7 8 18 10 9 11 12 15 14 17 20 22 24
n = 100 CvM Arat CKv GV DLOZ BS ZK HoU CKc KS APa ABTV HoV CKe BRT4 APz HoW ABχ2 Ge
Power 66.8 67.9 66.7 70.6 69.7 67.5 65.1 68.3 64.6 63.4 54.1 66.8 58.0 53.1 56.1 43.8 48.9 33.8 28.8
Gap 10.2 9.1 10.3 6.4 7.3 9.5 11.9 8.7 12.4 13.6 22.9 10.2 19.0 23.9 20.9 33.2 28.1 43.2 48.2
Rank 25 21 27 13 16 23 28 19 29 30 33 26 31 34 32 36 35 37 38
n = 200 DLOX APv Wa Me
(1)
2 LK Me
(2)
0.5 APe AP
(MLE)
y APy Ku ABHe ZA ZC ABJe AJ Aent ABKL AD SR
?
Power 83.5 79.0 82.6 81.4 82.3 80.9 76.6 76.3 74.3 80.3 79.8 77.8 78.1 79.4 74.7 72.6 77.5 76.9 76.3
Gap 0.0 4.5 0.9 2.1 1.2 2.6 6.9 7.2 9.2 3.2 3.7 5.7 5.4 4.1 8.8 10.9 6.0 6.6 7.2
Rank 1 10 2 4 3 5 19 20 24 6 7 13 12 9 23 27 14 16 21
n = 200 CvM Arat CKv GV DLOZ BS ZK HoU CKc KS APa ABTV HoV CKe BRT4 APz HoW ABχ2 Ge
Power 76.8 69.1 63.8 77.4 78.3 79.4 73.0 76.9 61.8 73.0 58.0 75.6 62.0 55.7 62.5 44.4 52.9 36.0 39.2
Gap 6.7 14.4 19.7 6.1 5.2 4.1 10.5 6.6 21.7 10.5 25.5 7.9 21.5 27.7 21.0 39.1 30.6 47.5 44.3
Rank 18 28 29 15 11 8 26 17 32 25 33 22 31 34 30 36 35 38 37
Table B.4
Average powers of all 38 tests by sample size, for n = 20, 50, 100, 200.
The tests are ordered in accordance with Table B.2.
DLOZ HoU Wa DLOX GV BS Me
(1)
2 Me
(2)
0.5 Ku LK APv APe ABHe ABJe APy AP
(MLE)
y ABKL CvM AD
Power 66.8 65.4 65.0 64.9 64.4 64.2 63.7 63.6 62.5 61.7 60.6 59.8 59.3 59.1 58.6 58.0 56.6 56.6 55.6
Gap 0.0 1.4 1.9 2.0 2.5 2.6 3.2 3.3 4.3 5.1 6.2 7.0 7.5 7.8 8.2 8.8 10.2 10.2 11.2
Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
ZC ZA SR
? KS AJ HoV Aent BRT4 ZK Arat CKv APa ABTV CKc CKe APz HoW ABχ2 Ge
Power 55.5 54.9 54.6 54.5 54.2 53.9 52.2 51.6 51.5 51.2 51.1 49.8 49.1 49.0 46.9 45.4 43.9 32.1 29.6
Gap 11.3 11.9 12.2 12.3 12.7 12.9 14.6 15.2 15.4 15.6 15.7 17.0 17.7 17.8 19.9 21.4 22.9 34.7 37.2
Rank 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
Table B.5
Overall average powers of all 38 tests when testing only against the 12 families of symmetric alternatives.
Aent APv AP
(MLE)
y ZA APe AJ Arat ZC CKv LK DLOX CKc APy ZK Me
(1)
2 Me
(2)
0.5 SR
? ABHe AD
Power 78.2 77.9 76.9 76.3 75.8 75.5 75.4 74.8 74.7 74.6 73.5 73.4 73.2 72.0 71.9 71.6 71.5 71.1 71.0
Gap 0.0 0.3 1.3 1.9 2.4 2.8 2.8 3.4 3.5 3.6 4.8 4.8 5.0 6.3 6.4 6.7 6.7 7.2 7.2
Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Wa ABKL ABJe CvM Ku KS ABTV APa CKe GV BS HoU DLOZ APz HoV BRT4 HoW ABχ2 Ge
Power 70.0 69.9 69.3 67.2 66.7 63.8 60.1 60.1 55.4 54.7 52.9 50.6 50.0 48.7 48.7 47.0 43.2 34.0 28.2
Gap 8.2 8.3 8.9 11.0 11.5 14.4 18.2 18.2 22.8 23.6 25.3 27.6 28.2 29.5 29.6 31.2 35.0 44.2 50.0
Rank 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
Table B.6
Overall average powers of all 38 tests when testing only against the 8 families of asymmetric alternatives.
BS APa APz APy DLOZ Wa DLOX Ku APe ABKL ABJe HoU Me
(1)
2 LK Me
(2)
0.5 CvM AD ABHe ZK
Power 68.6 67.4 67.0 66.8 65.9 65.6 65.4 64.2 64.0 63.2 62.7 62.1 62.1 61.2 60.9 59.8 59.8 59.4 59.1
Gap 0.0 1.2 1.6 1.7 2.6 2.9 3.2 4.3 4.5 5.4 5.8 6.4 6.5 7.4 7.6 8.8 8.8 9.2 9.5
Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
GV SR? APv KS ZC ABχ2 ZA CKe Ge AP
(MLE)
y HoV BRT4 AJ CKv Arat HoW CKc Aent ABTV
Power 59.0 58.9 58.8 58.3 58.2 57.2 56.8 56.5 56.0 53.3 48.3 41.0 40.2 37.9 37.8 36.0 34.6 31.8 28.4
Gap 9.6 9.7 9.8 10.3 10.4 11.4 11.8 12.0 12.6 15.2 20.2 27.6 28.4 30.6 30.8 32.6 34.0 36.7 40.2
Rank 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
Table B.7
Overall average powers of all 38 tests when testing only against the 6 families of heavy-tailed symmetric alternatives.
Aent ABTV GV HoU AJ DLOZ Me
(2)
0.5 Me
(1)
2 Arat CKv DLOX Wa CKc AP
(MLE)
y APv BRT4 LK Ku BS
Power 72.6 69.8 69.7 68.7 68.2 67.7 66.2 65.2 64.5 64.3 64.3 64.3 63.4 62.7 62.3 62.3 62.1 60.8 59.9
Gap 0.0 2.8 2.9 3.9 4.5 4.9 6.5 7.4 8.1 8.3 8.4 8.4 9.2 9.9 10.3 10.4 10.5 11.9 12.8
Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
HoV ABHe APe ABJe CvM ZA ZC HoW AD KS APy SR
? ABKL ZK CKe APa APz ABχ2 Ge
Power 59.4 59.2 55.7 55.4 53.5 53.0 52.9 51.8 51.4 50.8 50.4 50.3 50.1 43.8 37.3 32.3 23.8 7.1 3.2
Gap 13.2 13.4 17.0 17.3 19.2 19.6 19.7 20.8 21.2 21.9 22.3 22.3 22.6 28.8 35.3 40.4 48.8 65.6 69.5
Rank 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38
Table B.8
Overall average powers of all 38 tests when testing only against the 6 families of short-tailed symmetric alternatives.
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