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Abstract
The existence of potentials for relativistic Schro¨dinger operators allowing eigenvalues em-
bedded in the essential spectrum is a long-standing open problem. We construct Neumann-
Wigner type potentials for the massive relativistic Schro¨dinger operator in one and three
dimensions for which an embedded eigenvalue exists. We show that in the non-relativistic
limit these potentials converge to the classical Neumann-Wigner and Moses-Tuan poten-
tials, respectively. For the massless operator in one dimension we construct two families
of potentials, different by the parities of the (generalized) eigenfunctions, for which an
eigenvalue equal to zero or a zero-resonance exists, dependent on the rate of decay of
the corresponding eigenfunctions. We obtain explicit formulae and observe unusual decay
behaviours due to the non-locality of the operator.
Key-words : relativistic Schro¨dinger operator, non-local operator, Neumann-Wigner poten-
tials, embedded eigenvalues, resonances
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1 Introduction
Non-local Schro¨dinger operators, and related random processes with jump discontinuities as
well as integro-differential equations, attract increasing attention in modern functional analysis
and probability. In particular, recently much effort has been made to find explicit solutions of
non-local eigenvalue problems, or derive precise estimates on eigenfunctions and other spectral
properties. Relativistic Schro¨dinger operators are one specific case of non-local operators, and
display a number of interesting properties which differ qualitatively from their non-relativistic
counterparts. The study of non-local operators also offers a new view of the results established
for differential operators such as the Laplacian.
In the theory of classical Schro¨dinger operators H = −∆+ V , with the Laplacian ∆ and
potential V , a remarkable result says that eigenvalues embedded in the absolutely continuous
spectrum may occur for carefully chosen potentials [32, 11]. A first example has been proposed
by von Neumann and Wigner in the early days of quantum mechanics [30], constructing an
oscillating potential for which the reflected wave and the transmitted wave combine through
tunneling to a finite wave-function at eigenvalue equal to 1 in appropriately chosen units. This
is a rotationally symmetric potential on R3 given by
VNW(x) = −32
sin |x| (g(|x|)3 cos |x| − 3g(|x|)2 sin3 |x|+ g(|x|) cos |x|+ sin3 |x|)
(1 + g(|x|)2)2 , (1.1)
where g(|x|) = 2|x| − sin 2|x|, and the corresponding eigenfunction is
uNW(x) =
sin |x|
|x|(1 + g(|x|)2) . (1.2)
Bound states corresponding to positive eigenvalues have been realized also experimentally [6].
Since this initial example, Neumann-Wigner type potentials have attracted much attention
[35, 38, 14, 27, 5, 9, 16, 4, 3, 25, 26, 37]. In particular, the set of embedded eigenvalues is not
necessarily a small set, Simon has shown that examples can be constructed for which there is
a dense set of positive eigenvalues [36], see also [29, 31, 33]. In spite of this, the possibility
of existence of embedded eigenvalues is a delicate problem. On the one hand, a fundamental
result by Kato shows that if V (x) = o(1/|x|), then no embedded eigenvalues exist [21]; see
related results in [13, 8, 23] and the references therein. Since
VNW(x) ≃ −8 sin 2|x||x| +O(1/|x|
2), as |x| → ∞,
clearly there is only a narrow margin separating potentials for which embedded eigenvalues
exist from potentials for which they can be ruled out. On the other hand, even if an embedded
eigenvalue does exist, it is very unstable to perturbations [32, 1].
The existence of embedded eigenvalues and the construction of appropriate potentials for
relativistic Schro¨dinger operators has been a long-standing open problem. In this paper we
consider this problem for the Hamiltonian
H = (−∆+m2)1/2 −m+ V (1.3)
on L2(Rd), with rest mass m ≥ 0. The spectral properties of this operator and its variants
have been much studied, see e.g. [39, 15, 7, 17, 18]. The main difficulty in comparison with the
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non-relativistic case is the following. In the classical cases the idea underlying the construction
is to rewrite the eigenvalue equation and seek a suitable potential V = λ+ ∆uu , where λ is an
eigenvalue and u is a corresponding eigenfunction. In order the potential V to be non-singular,
the zeroes of u need to be matched with the zeroes of ∆u. Since in this case a differential
operator is involved, the problem can be analyzed by PDE techniques. When, however, the
operator (−∆+m2)1/2 is used instead of the Laplacian, one has to cope with the difficulty of
controlling the zeroes of functions transformed under a non-local (pseudo-differential) operator.
There are presently no general mathematical tools for this, and a functional calculus even for
the fractional Laplacian (−∆)α/2, 0 < α < 2, is only in the making. In the present paper we
develop a technique for dealing with this, and obtain explicit formulae.
Our results are as follows. Assuming m > 0, in Section 2.1 we construct Neumann-Wigner
type potentials in one and three dimensions for which the relativistic Schro¨dinger operator
(1.3) has a positive eigenvalue equal to
√
1 +m2−m. These potentials are smooth and decay
at infinity like O(1/|x|). In Section 2.2 we show that in the non-relativistic limit, the potentials
obtained in Section 2.1 converge uniformly to the classical Neumann-Wigner potentials in the
C2-norm, thus our result can be seen as a genuine relativistic counterpart of the original
Hamiltonian. In Section 2.3 we construct a second example of a potential for which a positive
eigenvalue exists, and whose classical variant is due to Moses and Tuan [28]. This potential
has a less regular behaviour than the relativistic Neumann-Wigner potential and needs a more
delicate treatment.
Next we consider the massless case m = 0 of the operator (1.3). In this case it is known
that for d = 3 the conditions that |V |, |x·∇V | and |x·∇(x·∇V )| are bounded by C(1+x2)−1/2,
with a small C > 0, jointly imply that H has no non-negative eigenvalue [34]; see also [24].
In Section 2.4 we construct a family of potentials Vν in one dimension, for which the massless
relativistic Schro¨dinger operator has an eigenvalue equal to zero corresponding to an even
eigenfunction, and a family V˜ν for which there is a zero eigenvalue corresponding to an odd
eigenfunction. In either case the eigenvalues become resonances if ν is small enough. Our
formulae are explicit, involving hypergeometric functions. The potentials show unexpected
behaviour on changing the parameter ν (the decay exponent of the related eigenfunctions),
specifically, in the family V˜ν only the case ν = 1 is short-range. Another feature of these
results is unusual decay rates of the eigenfunctions. By the results obtained in [19, 20], it
would follow for the massless operator with a decaying potential having negative eigenvalues
that the corresponding eigenfunctions decay at a rate 1/|x|2, while in our cases they decay like
1/|x| or slower. Since for such potentials the fall-off of eigenfunctions depends on the distance
of the eigenvalue from the edge of the continuous spectrum, it is interesting to see that when
this distance drops to zero, the decay of eigenfunctions goes through a regime change slowing
them down, and we are able to determine the precise rate. Our examples for the massive and
massless operators also complement the explicit formulae recently obtained in developing a
calculus for the fractional Laplace operator [10].
3
2 Existence of positive eigenvalues
2.1 Neumann-Wigner type potential for relativistic Schro¨dinger operators
We consider the relativistic Schro¨dinger operator on L2(R) as given by (1.3), and assume
m > 0. If V decays at infinity, the essential spectrum of this operator is [0,∞). Denote
p = −id/dx and define the following functions:
g(x) := 2x− sin(2x), h(x) := 1
1 + g(x)2
f(x) :=
(√
(p+ 1)2 +m2 +
√
(p − 1)2 +m2
)
h(x)
and
u(x) := f(x) sinx (2.1)
V (x) := λ− 1
u(x)
(√
p2 +m2 −m
)
u(x), (2.2)
where λ :=
√
1 +m2 −m > 0.
Theorem 2.1. Let H be given by (1.3) and V by (2.2). If m ≥ 146, then V is a real-valued
smooth potential with the property that V (x) = O(1/|x|), and λ and u satisfy the eigenvalue
equation
Hu = λu, u ∈ D(H). (2.3)
Remark 2.2.
(1) The restriction m ≥ 146 is inessential in the sense that by scaling a similar result applies
for all m > 0. For a > 0 let (Uag)(x) = a
1/2g(ax). Then H is unitary equivalent to
UaHU
−1
a =
1
a
(√
p2 + (am)2 − am+ aV (ax)
)
. (2.4)
By using Theorem 2.1 we can construct a smooth decaying potential V such that (2.4)
has a positive eigenvalue for any a with am > 146.
(2) While it is clear that u and V satisfy the eigenvalue equation (2.3), a main difficulty is
that since in (2.2) the denominator u has zeroes in x = npi, n ∈ N, the numerator should
vanish at the same points in order V to be continuous. However, in the numerator we
have u under the non-local operator (p2+m2)1/2 and in general there is no straightforward
way to control the zeroes of such functions. This problem is solved by Theorem 2.1 in
the present setting, and we show that V is well-defined and smooth.
We can use this basic result to derive a result in three dimensions.
Corollary 2.3. Let m ≥ 146, write W (x) = V (|x|), x ∈ R3, and define
Hr =
√
−∆+m2 −m+W (x), (2.5)
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acting on L2(R3). Then
v(x) =
u(|x|)√
4pi|x|
is in D(Hr) and satisfies the eigenvalue equation Hrv = λv with the same eigenvalue λ =√
1 +m2 −m.
2.2 Non-relativistic limit
Next we show that in the non-relativistic limit the potentials, eigenvalues and eigenfunctions
constructed in the previous section converge to the expressions obtained by von Neumann and
Wigner. To show this, we restore the speed of light c > 0 as a parameter in the operator,
while keep using a system of units in which Planck’s constant is ~ = 1. Let
fc(x) :=
1
2mc
(√
(p+ 1)2 +m2c2 +
√
(p − 1)2 +m2c2
)
h(x), (2.6)
uc(x) := fc(x) sin x, (2.7)
λc := c
(√
1 +m2c2 −mc
)
, (2.8)
Vc(x) := λc − c
(√
p2 +m2c2 −mc
)
uc(x)
uc(x)
. (2.9)
Then we define the relativistic Hamiltonian with c by
Hc :=
√
c2p2 +m2c4 −mc2 + Vc(x). (2.10)
By Theorem 2.1 we see that the eigenvalue equation Hcuc = λcuc holds for all c > 146/m.
Theorem 2.4. For every fixed m > 0 we have the following non-relativistic limit:
lim
c→∞uc(x) = sin(x)h(x) =: u∞(x), uniformly in C
2(R), (2.11)
lim
c→∞λc =
1
2m
, (2.12)
lim
c→∞Vc(x) =
1
2m
(
1− p
2u∞(x)
u∞(x)
)
, x ∈ R \ piN. (2.13)
In the three-dimensional case we retrieve the expressions (1.1)-(1.2). With a similar notation
as in (2.6)-(2.10) we obtain
Corollary 2.5. For every fixed m > 0 we have limc→∞ λc = 12m , limc→∞ vc(x) = uNW(x),
uniformly in C2(R3), and limc→∞Wc(x) = VNW(x), for all x ∈ R3.
2.3 Moses-Tuan type potential
In [28], Moses and Tuan presented another example of a potential and eigenfunction for which
an eigenvalue equal to 1 occurs. Their observation is the following. Write
uMT(x) =
sin |x|
|x|(1 + g(|x|)) , x ∈ R
3
VMT(x) =
−32 sin |x|((|x| + 1/2) cos |x| − sin |x|)
(1 + g(|x|))2 .
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Then (−∆+ VMT(x))uMT(x) = uMT(x) holds, for all x ∈ R3. In this section we construct the
relativistic counterpart of this example.
Let
h˜(x) =
1
1 + g(|x|) , x ∈ R, (2.14)
and write p = −id/dx as before. Define
f˜(x) =
(√
(p+ 1)2 +m2 +
√
(p− 1)2 +m2)h˜(x), (2.15)
u˜(x) = f˜(x) sin x,
V˜ (x) = λ− 1
u˜(x)
(
√
p2 +m2 −m)f˜(x), (2.16)
H˜ =
√
p2 +m2 −m+ V˜ (x)
where λ =
√
1 +m2. Since h˜ ∈ D(p3) ⊂ L2(R), f˜ in (2.15) is defined as a function in L2(R).
Theorem 2.6. If m > 34, then V˜ (x) is a continuous function with the property that V˜ (x) =
O(1/|x|), and λ and u˜ satisfy
H˜u˜ = λu˜, u˜ ∈ D(H˜). (2.17)
This can be extended to the three dimensional case.
Corollary 2.7. If m > 34, write W˜ (x) = V˜ (|x|), x ∈ R3, and define
H˜r :=
√
−∆+m2 −m+ W˜ (x), (2.18)
on L2(R3). Then
v˜(x) =
u˜(|x|)√
4pi|x| (2.19)
is in D(H˜r) and satisfies the eigenvalue equation H˜rv˜ = λv˜ with λ =
√
1 +m2 −m.
The proof of Theorem 2.6 is more delicate than the proof of Theorem 2.1. The technical
difficulty comes from the fact that h˜′′′ is not continuous and so h˜ /∈ D(p4). The non-relativistic
limit yielding uMT and VMT can be derived in a similar way as in Theorem 2.4; the details are
left to the reader.
2.4 Massless case and zero eigenvalue
Next we consider the massless relativistic Schro¨dinger operator
H0(V ) :=
√
−d2/dx2 + V (x),
on L2(R). The proofs of Theorems 2.1 and 2.4 exploit essential cancellations of an oscillatory
part, however, this does not extend to the massless case. The reason can be appreciated
more directly by using a Feynman-Kac-type description through which it is transparent that
the large-jump behaviours of the processes generated by the massive and massless operators
differ essentially [20] and this has an impact; this will be further explored elsewhere. Instead
of strictly positive eigenvalues, we obtain two families of potentials for which H0(V ) has an
eigenvalue equal to zero or a 0-resonance. Recall the hypergeometric function 2F1, see e.g. [2].
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Theorem 2.8. Let ν > 0 and define
Vν(x) := − 2√
pi
Γ(12 + ν)
Γ(ν)
(1 + x2)−1/22F1(1, 12 + ν,
1
2 ,−x2)
uν(x) :=
1
(1 + x2)ν
.
(1) If 0 < ν < 1/2, then Vν(x) = O(1/|x|) and uν satisfies√
− d
2
dx2
uν + Vνuν = 0, (2.20)
in distributional sense.
(2) If ν = 12 , the same eigenvalue equation holds with
V1/2(x) := −
1
pi
(
1√
1 + x2
− 2|x| arcsinh|x|
1 + x2
)
and u1/2(x) :=
1√
1 + x2
,
and we have V1/2(x) = O(log |x|/|x|).
(3) If 1/2 < ν < 1, then Vν(x) = O(1/|x|2−2ν ), and the eigenvalue equation (2.20) holds.
Remark 2.9.
(1) Every Vν ∈ C∞(R), is long-range, and positive as |x| → ∞. Since uν ∈ L2(R) only for
ν > 14 , H
0(Vν) has an eigenvalue equal to zero if
1
4 < ν ≤ 1, and a zero-resonance if
0 < ν ≤ 14 .
(2) Since uν is strictly positive, H
0(Vν) is in the critical coupling situation, i.e., the operator
(−d2/dx2)1/2 + λVν has a strictly negative eigenvalue if and only if λ > 1. This has the
flavour of being a relativistic counterpart of the cases discussed in [22].
Since uν is an even function, Theorem 2.8 can not be extended to three dimensions. The
following result gives odd zero-energy eigenfunctions for another family of potentials.
Theorem 2.10. Define
V˜ν(x) :=
−
2(1−2ν)Γ
(
ν−12
)
(1−ν)√piΓ(ν−1) (1 + x
2)ν 2F1
(
2, 12 + ν;
3
2 ;−x2
)
, if ν 6= 1
− 2
1+x2
, if ν = 1,
vν(x) :=
x
(1 + x2)ν
.
Then
√
− d2
dx2
vν + V˜νvν = 0 holds in distributional sense, and
V˜ν(x) =

O(1/|x|), if 12 < ν < 32 , ν 6= 1
O(1/|x|2), if ν = 1
O(log |x|/|x|), if ν = 32
O(1/|x|4−2ν), if 32 < ν < 2.
(2.21)
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Remark 2.11.
(1) H0(V˜ν) has a zero eigenvalue if ν >
3
4 , and a zero-resonance if
1
2 < ν ≤ 34 .
(2) A special situation occurs for ν = 1. In this case H0(V˜1) has a zero-energy eigenvalue,
and V˜1(x) = − 21+x2 is a smooth, short-range and strictly negative potential. Note that
this is the only case when V˜ν is short-range.
(3) Since vν is an odd smooth function, by taking its radial part as in Corollary 2.3, the
conclusion of Theorem 2.10 can be extended to three dimensions.
(4) Both Vν and V˜ν have a finite number of zeroes. For 0 < ν <
1
2 , we have that |x|Vν(x)
tends to a positive number given below by (3.56) as |x| → ∞, i.e., Vν(x) has no zeroes
beyond large enough |x|, and since 2F1 is an analytic function, there is no accumulation
point of the zeroes of Vν . A similar argument applies for the other ranges of ν and for
V˜ν . In fact, we conjecture that each of these functions has at most one zero.
3 Proofs
3.1 Proof of Theorem 2.1
We start by showing some properties of h.
Lemma 3.1. We have that h ∈ C∞(R) and the estimates
1
6
1
1 + x2
< h(x) <
1
x2 + 2/3
(3.1)
|h′(x)| ≤ 8h(x)3/2 (3.2)
|h′′(x)| ≤ 120h(x)3/2, (3.3)
hold for all x ∈ R.
Proof. The fact h ∈ C∞(R) and estimate (3.1) are elementary. Note that g′(x) = 4 sin2 x,
thus |g′(x)| ≤ 4 and |g′′(x)| ≤ 4. Since h′ = −2g′gh2, we have
|h′(x)| ≤ 8h(x) |g(x)|
1 + g(x)2
= 8h(x)
|g(x)|√
1 + g(x)2
1√
1 + g(x)2
≤ 8h(x)3/2. (3.4)
Also, we have h′′ = −8(g′)2h3 + 6(g′)2h2 − 2gg′′h2, and thus
|h′′(x)| ≤ 2|(4h(x) − 3)(g′(x))2h(x)2|+ 2|g′′(x)g(x)h(x)2|
≤ 2|(3 + h(x))(g′(x))2h(x)2|+ 2|g′′(x)g(x)h(x)2|
≤ 8h(x)(4(3 + h(x))h(x) + |g(x)|h(x))
≤ 8h(x)(4(3 + 1)h(x)1/2 + h(x)1/2) ≤ 120h(x)3/2. (3.5)
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We write for simplicity p := −id/dx and 〈x〉 := (1 + x2)1/2. The nth derivative of h will
be denoted by h(n).
Lemma 3.2. For every n ∈ N there exists a constant Cn > 0 such that
|h(n)(x)| ≤ Cn 〈x〉−3 , x ∈ R. (3.6)
In particular, we have that h, f, u ∈ ∩∞n=1D(pn).
Proof. Note that |g(x)| ≤ 2 〈x〉. Since g′(x) = 4 sin2 x, it is clear that g(n)(x) is bounded for
all n ≥ 1. We show (3.6) by induction on n. For n = 1 we have h′(x) = −2h(x)2g(x)g′(x),
which is bounded by 36 〈x〉−3 and (3.6) holds. Suppose that the claim holds for k ≤ n. We
estimate (h2)(k) and (gg′)(k). By the assumption, we have for k ∈ N that
|(h2)(k)(x)| =
∣∣∣∣2h(x)h(k)(x) + k−1∑
j=1
(
k
j
)
h(j)(x)h(k−j)(x)
∣∣∣∣
≤ 3 〈x〉−2 Ck 〈x〉−3 +
∣∣∣∣ k−1∑
j=1
(
k
j
)
CjCk−j 〈x〉−3 〈x〉−3
∣∣∣∣ ≤ C1,k 〈x〉−5 , (3.7)
where C1,k is a constant. Since all derivatives of g are bounded, the estimate |(gg′)(k)(x)| ≤
C2,k 〈x〉, k = 0, 1, 2, . . ., holds with a suitable constant C2,k. Thus we have
|h(n+1)(x)| = |(h′)(n)(x)| = 2|(h2gg′)(n)(x)|
≤ 2h2(x)(gg′)(n)(x) + 2
n−1∑
k=0
(
n
k
)∣∣∣(h2)(n−k)(x) (gg′)(k)(x)∣∣∣. (3.8)
The first term in (3.8) is of order 〈x〉−3, and the second of order 〈x〉−4. Thus |h(n+1)(x)|
is bounded by Cn+1 〈x〉−3 with a constant Cn+1, which completes the induction step. The
bound (3.6) implies that h ∈ D(pn) for all n ∈ N. Hence we obtain by functional calculus that
f, u ∈ D(pn) for all n.
Note that since h is real and even, the eigenfunction u is real and odd, and the potential
V is real and even. We write
ω(p) :=
√
p2 +m2 −m and ω0(p) :=
√
p2 +m2.
Lemma 3.3. We have that
ω(p)u(x) = λu(x) + sin(x)(ω(p + 1)− λ)f(x)− 2e−ixh′(x) (3.9)
V (x) = −(ω(p + 1) − λ)f(x)
f(x)
+
2h′(x)e−ix
f(x) sinx
. (3.10)
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Proof. By functional calculus it is readily seen that the equality e−ixpeix = p + 1 gives
e−ixω(p)eix = ω(p+ 1). Using this, we obtain
ω(p)u = ω(p)
1
2i
(eix − e−ix)f = 1
2i
(eixω(p+ 1)− e−ixω(p− 1))f
= sinxω(p+ 1)f +
1
2i
e−ix(ω(p+ 1)− ω(p− 1))f
= λu(x) + sinx(ω(p + 1)− λ)f + e
−ix
2i
(ω0(p+ 1)− ω0(p− 1))f.
(3.11)
By the definition of f , we furthermore get that
(ω0(p + 1)− ω0(p − 1))f(x) = (ω0(p + 1)− ω0(p − 1))(ω0(p + 1) + ω0(p − 1))h(x)
= (ω0(p + 1)
2 − ω0(p− 1)2)h(x) = −4ih′(x). (3.12)
Since h′ = −2g′gh = −8 sin2 xg(x)h(x)2, the potential can be written as
V (x) = − 1
f(x)
(
ω(p+ 1)− λ)f(x)− 16e−ix
f(x)
g(x)h(x)2 sinx. (3.13)
The following lemma makes the crucial steps for proving the main statement. In Proposi-
tions 3.10 and 3.12 below we will prove that conditions (P.1)-(P.2) in the lemma hold.
Lemma 3.4. If
(P.1) there exists a constant C > 0 such that f(x) ≥ C(1 + x2)−1 for all x ∈ R,
(P.2) (ω(p + 1)− λ)f(x) = f(x)O(|x|−1) as x→∞,
then Theorem 2.1 follows.
Proof. Note that the eigenvalue equation (2.3) is equivalent to (2.2) and (3.13). Since by
Lemma 3.2 we have f ∈ ∩∞n=1D(pn), it follows that ω(p + 1)f ∈ ∩∞n=1D(pn), in particular,
ω(p + 1)f ∈ C∞(R). By (P.1) the denominator f(x) in (3.13) has no zeroes, and thus V has
no singularity. Since f(x), ω(p+1)f(x) and g(x)h(x)e−ix sinx are smooth functions, V is also
smooth. By (P.2) the first term of (3.13) is of order 〈x〉−1, and by (P.1) and Lemma 3.1 the
second term of (3.13) is also of order 〈x〉−1. Hence V (x) behaves like 〈x〉−1 at |x| → ∞.
Let K : R → R be a Borel measurable function. Writing K̂(x) = 12pi
∫
R
K(k)e−ikxdk for
Fourier transform, the operator K(p) can be formally defined by
K(p)g(x) =
1√
2pi
(K̂ ∗ g)(x) = 1√
2pi
∫
R
K̂(x− y)g(y)dy.
Lemma 3.5. For every x ∈ R we have√
2
pi
(1− e−1) e
−m|x|√
1 + 2m|x| ≤ ω̂
−1
0 (x) ≤
e−m|x|√
m|x| . (3.14)
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Proof. Using that
ω̂−10 (x) =
√
2
pi
K0(m|x|), (3.15)
where K0 denotes the modified Bessel function of the second kind, by a change of variable we
obtain
K0(z) =
∫ ∞
0
exp(−z cosh t)dt = e−z
∫ ∞
0
e−s√
s(s+ 2z)
ds (3.16)
for all z > 0. Since
K0(z) ≥ e−z
∫ 1
0
e−s√
1 + 2z
ds ≥ (1− e−1) e
−z
√
1 + 2z
,
the lower bound in (3.14) follows. To get the upper bound, we estimate
K0(z) ≤ e−z
∫ ∞
0
e−s√
2sz
ds =
e−z√
2z
√
pi.
Lemma 3.6. If m > 18, then for all x ∈ R,
ω0(p)
−1h(x) ≥ 1
25m
〈x〉−2 . (3.17)
Proof. By Lemmas 3.1 and 3.5, we have
ω0(p)
−1h(x) ≥ 1− e
−1
pi
∫
R
e−m|x−y|√
1 + 2m|x− y|
1
6
1
1 + y2
dy
=
1− e−1
6pi
1
1 + x2
∫
R
e−m|y|√
1 + 2m|y|
1 + x2
1 + (x+ y)2
dy.
We estimate the integral by using that infx∈R 1+x
2
1+(x+y)2
= 2
2+y2+
√
4y2+y4
≥ 1
(1+|y|)2 , and∫
R
e−m|y|√
1 + 2m|y|
1
(1 + |y|)2 dy ≥
2
m
∫ ∞
0
e−s√
1 + 2s(1 + (s/18))2
ds ≥ 6
5m
.
Thus finally we have
ω0(p)
−1h(x) ≥ 1− e
−1
6pi
6
5m
1
1 + x2
,
which proves the claim.
Lemma 3.7. If m > 0, then for all x ∈ R,
ω0(p)
−1h(x) ≤ 3 + 4m
2
√
2m3
〈x〉−2 . (3.18)
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Proof. Lemmas 3.1 and 3.5 imply
ω0(p)
−1h(x) ≤ 1√
2pi
∫
R
e−m|x−y|√
m|x− y|
1
y2 + 2/3
dy
≤ 1√
2pi
1
1 + x2
∫
R
e−m|y|√
m|y|
(
sup
x∈R
1 + x2
(x+ y)2 + 2/3
)
dy. (3.19)
Since the supremum in the integral is further bounded by 2y2 + 2, we get
ω0(p)
−1h(x) ≤ 1√
2pi
1
1 + x2
∫
R
e−m|y|√
m|y| (2y
2 + 2)dy =
3 + 4m2√
2m3
1
1 + x2
.
Lemma 3.8. If m > 10, we have for all x ∈ R that∣∣ω0(p)−1p2h(x)∣∣ ≤ 700
m
〈x〉−3 . (3.20)
Proof. By Lemma 3.1 and 3.5, it follows that∣∣ω0(p)−1p2h(x)∣∣ = ∣∣ω0(p)−1h′′(x)∣∣ ≤ 120√
2pi
∫
R
e−m|x−y|√
m|x− y|h(x)
3/2dy
≤ 120√
2pi
∫
R
e−m|y|√
m|y|
1
((x+ y)2 + 23)
3/2
dy
≤ 120√
2pi
1
(1 + x2)3/2
∫
R
e−m|y|√
m|y| supx∈R
(
1 + x2
(x+ y)2 + 23
)3/2
dy
≤ 240√
2pi
1
m
1
(1 + x2)3/2
∫ ∞
0
e−s√
s
(2(s/10)2 + 2)2ds, (3.21)
where in the last inequality we used the assumption that m > 10. By computing the integral,
the claim follows.
Lemma 3.9. If m ≥ 146, we have for all x ∈ R,
ω0(p)h(x) ≥ 〈x〉−2 . (3.22)
Proof. We split up the expression like
ω0(p)h(x) =
p2 +m2√
p2 +m2
h(x) =
m2√
p2 +m2
h(x) +
p2√
p2 +m2
h(x). (3.23)
By Lemmas 3.6 and 3.8, for m ≥ 146 we have√
p2 +m2h(x) ≥ m
25
(1 + x2)−1 − 700
m
(1 + x2)−3/2
≥
(
m
25
− 700
m
)
(1 + x2)−1 ≥ 1
1 + x2
. (3.24)
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Now we turn to proving conditions (P.1) and (P.2) in Lemma 3.4.
Proposition 3.10. If m ≥ 146, then for all x ∈ R we have
f(x) ≥ 2 〈x〉−2 . (3.25)
Proof. Define
T (k) :=
√
(k + 1)2 +m2 +
√
(k − 1)2 +m2 − 2
√
k2 +m2,
and note that T (k)→ 0 as k →∞. Fourier transform gives
T̂ (x) = 2ω̂0(x)(cos x− 1).
By noting that ω0(k) = (k
2 +m2)ω−10 (k), from (3.16) we have
ω̂0(x) =
(
− d
2
dx2
+m2
)
ω̂−10 (x)
= −
√
2
pi
m2
∫ ∞
0
exp(−m|x| cosh t) sinh2 tdt ≤ 0. (3.26)
Hence T̂ (x) is non-negative and T (p) is positivity preserving. Thus by the definition of f and
Lemma 3.9 we have
f(x) = T (p)h(x) + 2
√
p2 +m2h(x)
= (T̂ ∗ h)(x) + 2
√
p2 +m2h(x) ≥ 2
√
p2 +m2h(x) ≥ 2
1 + x2
. (3.27)
We use the extra shorthands ω±(p) :=
√
(p± 1)2 +m2 and λ0 :=
√
1 +m2.
Lemma 3.11. For every w ∈ D(p2) and almost every x ∈ R we have
|(ω+(p)− λ0)w(x)| ≤ ω−10 |(p2 + 2p)w(x)|, (3.28)
|(ω−(p)− λ0)w(x)| ≤ ω−10 |(p2 − 2p)w(x)|. (3.29)
Proof. Let w ∈ D(p2). Then
|(ω+(p)− λ0)w(x)| = |(ω+(p) + λ0)−1(ω+(p)2 − λ20)w(x)|
= |(ω+(p) + λ0)−1(p2 + 2p)w(x)|
= |e−ix(ω0 + λ0)−1eix(p2 + 2p)w(x)|
≤ (ω0 + λ0)−1|(p2 + 2p)w(x)|, (3.30)
where in the last step we used that (ω0 + λ0)
−1 is positivity preserving. Moreover, since also
ω−10 is positivity preserving, for any non-negative function s(x) we have
0 ≤ 1
ω0 + λ0
s(x) = ω−10 s(x)−
λ0
ω0 + λ0
ω−10 s(x) ≤ ω−10 s(x). (3.31)
From (3.30)-(3.31) we obtain (3.28). The estimate (3.29) can be shown similarly.
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Proposition 3.12. If m ≥ 146, then for |x| → ∞ we have that
1
f(x)
∣∣∣(√(p+ 1)2 +m2 −√1 +m2) f(x)∣∣∣ = O(|x|−1).
Proof. We apply Lemma 3.11 to w(x) = f(x) = (ω+(p) + ω−(p))h(x). Thus
|(ω+(p)− λ0)f(x)|
≤ ω−10 |(p2 + 2p)f(x)|
≤ ω−10 |(ω+ + ω−)(p2 + 2p)h(x)|
≤ ω−10
(
|(ω+ − λ0)(p2 + 2p)h(x)| + |(ω− − λ0)(p2 + 2p)h(x)|
+ λ0|(p2 + 2p)h(x)|
)
≤ ω−10
(
ω−10 |(p2 + 2p)(p2 + 2p)h(x)| + ω−10 |(p2 − 2p)(p2 + 2p)h(x)|
+ λ0|(p2 + 2p)h(x)|
)
= ω−20
(
|(p2 + 2p)2h(x)|+ |(p4 − 4p2)h(x)|
)
+ λ0ω
−1
0 |(p2 + 2p)h(x)|, (3.32)
using (3.28)-(3.29) in the last inequality. From Lemma 3.1 we know that
|h(3)(x)| ≤ C 〈x〉−3 and |h(4)(x)| ≤ C 〈x〉−3 ,
where C = max{C1, C2}. Thus
r.h.s. (3.32) ≤ C ′ω−20 〈x〉−3 + λ0C ′ω−10 〈x〉−3 , (3.33)
with some C ′ > 0. As shown in the proof of Lemma 3.8, there exists a constant D1 > 0 such
that ω−10 〈x〉−3 < D1 〈x〉−3. This implies that there exists D2 > 0 such that
r.h.s. (3.32) ≤ D2 〈x〉−3 . (3.34)
Hence, by Proposition 3.10 we have
|(ω+(p)− λ0)f(x)|
f(x)
≤ D2
2
〈x〉−1
i.e., of the order O(|x|−1).
3.2 Proof of Corollary 2.3
Let
L2r (R
3) := {f ∈ L2(R3) : f(x) = f(|x|), x ∈ R3} ⊂ L2(R3)
be the closed subspace of rotationally invariant square integrable functions on R3. Consider
the unitary transform
U : f(|x|) 7→
√
4pirf(r), r ∈ R+, (3.35)
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from L2r (R
3) to L2(R+). Using that −∆ on L2r (R3) has the form Dr := −r−2(d/dr)r2(d/dr),
we have
UDrU
∗ = − d
2
dr2
, (3.36)
i.e., the Laplacian in one dimension on [0,∞), with Dirichlet boundary condition at 0. Note
that (Uv)(r) = u(r), r ∈ R+. Since u(r) is smooth and odd (Theorem 2.1) in r ∈ R, we have
u ∈ D(−d2/dr2). Moreover, since V is bounded, it follows that D(Hr) = D((−∆+m2)1/2) ⊃
D(−∆). Thus, v ∈ D(Hr) and the equality
(
√
−∆+m2 v)(x) = (U∗U
√
−∆+m2 U∗Uv)(x)
= (U∗
√
−d2/dr2 +m2u)(x) (3.37)
holds. By Theorem 2.1, the right hand side of (3.37) equals
U∗(λ− V (r))u)(x) = (λ−W (x))v(x). (3.38)
Hence v satisfies the eigenvalue equation Hrv = λv.
3.3 Proof of Theorem 2.6
From the definition of h˜, we can show the following result directly.
Lemma 3.13. h˜ ∈ D(p3) and the estimates
c1 〈x〉−1 ≤ h˜(x) ≤ c2 〈x〉−1 , x ∈ R (3.39)
|h˜(j)(x)| ≤ c3 〈x〉−2 , j = 1, 2, 3, (3.40)
hold with c1 = 0.26, c2 = 1.02, c3 = 2.2.
Lemma 3.14. If
(Q.1) there exists a constant C > 0 such that f˜(x) ≥ C 〈x〉−1 for all x ∈ R,
(Q.2) (ω(p + 1)− λ)f˜(x) = O(〈x〉−2),
then Theorem 2.6 follows.
Proof. By Lemma 3.13, f˜ and (ω(p + 1) − λ)f˜ are continuous. By a similar argument as in
the proof of Lemma 3.3, we have
V˜ (x) = −(ω(p+ 1)− λ)f˜(x)
f˜(x)
+
2h˜′(x)
sinx
e−ix
f˜(x)
. (3.41)
Notice that (2.17) and (3.41) are equivalent. Since h˜′(x) = −4sgn(x) sin2 x h˜(x)2 by direct
computation, we obtain
V˜ (x) = −(ω(p + 1)− λ)f˜(x)
f˜(x)
− 8h˜(x)2 e
−ix
f˜(x)
sin |x|. (3.42)
Assumption (Q.1) implies that the denominator of (3.42) is strictly positive, and hence V˜ (x)
is continuous. Moreover, Lemma 3.13 and assumption (Q.2) yield that V˜ = O(〈x〉−1).
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To prove (Q.1) in the previous lemma, we need some further preparation.
Lemma 3.15. If m > 20, then for all x ∈ R we have
ω0(p)
−1h˜(x) ≥ c1
10m
〈x〉−1 . (3.43)
Proof. The proof can be obtained along the argument used in the proof of Lemma 3.6. By
Lemma 3.13 we have
ω0(p)
−1h˜(x) ≥ 1− e
−1
pi
c1 〈x〉
∫
R
e−m|y|√
1 + 2m|y|
(
inf
x∈R
1 + x2
1 + (x+ y)2
)1/2
dy
≥ 21− e
−1
pi
c1 〈x〉
∫ ∞
0
e−s√
1 + 2s
1
1 + s/20
ds
m
≥ c1
10m
〈x〉−1 .
Lemma 3.16. For all m > 0 and x ∈ R,
ω0(p)
−1h˜(x) ≤ c2
(
2
m
+
1
m2
)
〈x〉−1 .
Proof. Similarly as above, by Lemma 3.13 we have
ω0(p)
−1h˜(x) ≤ c2√
2pi
〈x〉−1
∫
R
e−m|y|√
m|y|
√
2y2 + 2dy =
2c2√
pi
〈x〉−1
∫ ∞
0
e−s√
s
√
s2/m2 + 1
ds
m
≤ 2c2√
pim
〈x〉−1
∫ ∞
0
e−s√
s
(s/m+ 1)ds = c2
(
2
m
+
1
m2
)
〈x〉−1 .
Lemma 3.17. For m > 0, the estimate
|ω0(p)−1p2h˜(x)| ≤ c3
√
2
m
(
2 +
3
4m2
)
〈x〉−2
holds.
Proof. As in the proof of Lemma 3.8, we have
|ω0(p)−1p2h˜(x)| ≤ c3ω0(p)−1 〈x〉−2
≤ c3 1√
2pi
〈x〉−2
∫
R
e−m|y|√
m|y|
(
sup
x∈R
1 + x2
1 + (x+ y)2
)
=
c3
√
2
m
(
2 +
3
4m2
)
〈x〉−2 .
Lemma 3.18. If m > 34, then
ω0(p)h˜(x) ≥ 〈x〉−1 . (3.44)
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Proof. By Lemmas 3.15 and 3.17 we have
ω0h˜(x) = m
2ω0(p)
−1h˜(x) + ω0(p)−1p2h˜(x)
≥ m2ω0(p)−1h˜(x)− ω0(p)−1|p2h˜(x)|
≥
(
1
10
mc1 −
√
2
m
c3
(
2 +
3
4m2
))
〈x〉−1 .
Since m > 34, we have that 110mc1 −
√
2
m c3
(
2 + 3
4m2
)
> 1, which completes the proof.
Hence follows (Q.1) in Lemma (3.14).
Proposition 3.19. If m > 34, we have for all x ∈ R that
f˜(x) ≥ 2 〈x〉−1 .
Proof. Similar to the proof of Proposition 3.10.
In order to prove (Q.2) we will use a limiting argument. Let j ∈ C∞0 (R) be a function such
that j(x) ≥ 0 and ∫
R
j(x)dx = 1, and set jn(x) = nj(nx). Write
h˜n(x) := (jn ∗ h˜)(x),
f˜n(x) := (ω+(p) + ω−(p))h˜n(x)
Since h˜ and f˜ are continuous and decreasing, the sequences h˜n and f˜n converge uniformly to
h˜ and f˜ , respectively, as n→∞. For the same reason, furthermore we have
lim
n→∞Df˜n(x) = Df˜(x),
for D = ω0, ω+(p), ω−(p). Now we can show (Q.2).
Proposition 3.20. For m > 0,
(ω(p + 1)− λ)f˜(x) = O(〈x〉−2), x ∈ R, (3.45)
holds.
Proof. By the above observations on convergence, we have∣∣∣(ω+(p)− λ0)f˜(x)∣∣∣ = lim
n→∞
∣∣∣(ω+(p)− λ0)f˜n(x)∣∣∣.
Note that f˜n ∈ D(pn) for every n ∈ N. By using Lemma 3.11, we obtain∣∣(ω+(p)− λ0)f˜n(x)∣∣ ≤ ω−10 |(p2 + 2p)f˜n(x)|
= ω−10 |(ω+ + ω−)(p2 + 2p)h˜n(x)|
≤ ω−20 (|(p2 + 2p)2h˜n(x)|+ |(p2 − 2p)(p2 + 2p)h˜n(x)|)
≤ ω−20 (2|p4h˜n(x)|+ 4|p3h˜n(x)|+ 8|p2h˜n(x)|).
17
From the fact that h˜ ∈ D(p3) it follows that |p3h˜n| converges to |p3h˜| in L2-norm. Hence
ω−20 |p3h˜n| goes to ω−20 |p3h˜| in L2 sense. By taking a subsequence nj,
ω−20 |p3h˜nj |(x)→ ω−20 |p3h˜|(x) for a.e. x ∈ R,
as j →∞. Similarly, ω−20 |p2h˜nj |(x) goes to ω−20 |p2h˜|(x) for a.e. x ∈ R. Next we consider the
term
p4h˜n = (jn ∗ h˜(3))′.
In the remainder of the proof we denote g(|x|) by g˜(x). Writing
h˜(3) = −g˜(3)h˜2 + J1,
we obtain J1 = −4g˜′′h˜2h˜′′ − 2g˜′((h˜′)2 + h˜h˜′′) ∈ D(p). Thus we have
ω−20 |jnj ∗ J ′1|(x)→ ω−20 |J ′1|(x), a.e. x ∈ R,
as j →∞. Hence∣∣∣(ω+(p)− λ0)f˜(x)∣∣∣ ≤ 4ω−20 |p3h˜(x)|+ 8ω−20 |p2h˜(x)|+ 2ω−20 |J ′1(x)| (3.46)
+ 2 lim sup
j→∞
ω−20 |(jnj ∗ (g˜(3)h˜2))′|(x), (3.47)
for a.e. x. By differentiation in distributional sense, we get g˜(3)(x) = 8 cos(2x)sgn(x). Write
J2 := 8 cos(2x)h˜
2. Then we have
(jn ∗ (g˜(3)h˜2))′ = (jn ∗ sgn(x)J2)′ = 2J2(0)jn(x) + jn ∗ (sgn(x)J ′2).
Again, by noting that J ′2 ∈ L2(R), we get that |jnj ∗ (sgn(x)J ′2)(x)| → |J ′2(x)|, for a.e. x. Thus
(3.47) ≤ 4|J2(0)| lim sup
j→∞
ω−20 jnj (x) + 2ω
−2
0 |J ′2(x)|.
Since ω−20 = (p
2 +m2)−1, it follows that
lim
n→∞ω
−2
0 jn(x) =
e−m|x|
2m
.
Thus, with J3 = 4|p3h˜(x)|+ 8|p2h˜(x)|+ 2|J ′1(x)|+ 2|J ′2(x)|, we have
l.h.s. (3.46) ≤ ω−20 J3(x) +
e−m|x|
2m
.
By the definition of J1, J2 and h˜, we have J3(x) ≤ C1+x2 , for some C > 0. Hence, by the same
argument as in the proof of Lemma 3.16, we obtain that
ω−20 J3(x) = O(〈x〉−2).
Clearly, e−m|x|/2m = O(〈x〉−2), and therefore we conclude that |(ω+−λ)f˜(x)| = O(〈x〉−2).
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3.4 Proof of Theorem 2.4
The limit (2.12) is elementary. We show that fc(x) converges to h(x) in the uniform norm
of C2(R). Lemma 3.2 implies that |k|nĥ(k) ∈ L2(R) for all n = 0, 1, . . . By this fact and the
Ho¨lder inequality we have∫
R
|k|n|ĥ(k)|dk =
∫ 1
−1
|k|n|ĥ(k)|dk +
∫
|k|≥1
|k|−1|k|n+1|ĥ(k)|dk
≤
(∫ 1
−1
|k|2ndk
)1/2
‖ĥ‖L2 +
(∫
|k|>1
|k|−2dk
)1/2
‖pn+1ĥ‖L2 <∞.
Hence knĥ ∈ L1(R), for all n ≥ 0. By using Fourier transforms, we have
sup
x∈R
|fc(x)− h(x)| ≤ ‖f̂c − ĥ‖L1 , (3.48)
and by the definition of fc we obtain the bound
|f̂c(k) − ĥ(k)| = 1
2m
∣∣∣∣∣
(√
1
c2
(k + 1)2 +m2 +
√
1
c2
(k − 1)2 +m2 − 2m
)
ĥ(k)
∣∣∣∣∣
≤ 1
2m
2k2 + 2
mc2
|ĥ(k)|. (3.49)
This estimate and (k2 + 1)ĥ ∈ L1 imply that the right hand side of (3.48) goes to zero as
c→∞. Thus
sup
x∈R
|uc(x)− h(x) sin x| ≤ ‖f̂c − ĥ‖L1 → 0 as c→∞. (3.50)
Similarly, we can show that f ′c and f ′′c are uniformly convergent to h′ and h′′, respectively.
Hence uc(x) converges to h(x) sin x in the uniform norm of C
2(R).
Next we show that(√
−c2 d2
dx2
+m2c4 −mc2
)
uc(x)→ − 1
2m
d2
dx2
u∞(x), (3.51)
uniformly as c→∞. Using Fourier transforms, we get
sup
x∈R
∣∣∣∣(√−c2 d2dx2 +m2c4 −mc2)uc(x) + 12m d2dx2u∞(x)
∣∣∣∣
≤
∥∥∥(√c2k2 +m2c4 −mc2)ûc − k2
2m
û∞
∥∥∥
L1
≤
∥∥∥∥(√c2k2 +m2c4 −mc2 − k22m
)
ûc
∥∥∥∥
L1
+
∥∥∥ k2
2m
(ûc − û∞)
∥∥∥
L1
. (3.52)
The estimate∣∣∣√c2k2 +m2c4 −mc2 − k2
2m
∣∣∣ = ∣∣∣− k4
2mc2
1
(m+
√
c−2k2 +m2)2
∣∣∣ ≤ k4
4m2c2
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gives
(3.52) ≤ 1
4m2c2
‖k4ûc‖L1 +
1
2m
‖k2(ûc − û∞)‖L1 .
Note that ûc(k) = (f̂c(k + 1)− f̂c(k − 1))/2i holds identically. Thus
k4|ûc(k)| ≤ k4(|f̂c(k + 1)| + |f̂c(k − 1)|).
From (3.49) we have |f̂c(k)| ≤ (1 + (k2 + 1)/m2c2)|ĥ(k)|. This and k6ĥ ∈ L1(R) imply that
lim
c→∞
1
c2
‖k4ûc‖L1 = 0.
Similarly, we can show that ‖k2(ûc − û∞)‖L1 goes to zero as c→∞. Hence (3.51) holds.
By Proposition 3.10, fc(x) is strictly positive and thus uc(x) has zeroes only at piN. There-
fore by (3.50)-(3.51) we conclude
lim
c→∞Vc(x) =
1
2m
− 1
2m
− d2
dx2
u∞(x)
u∞(x)
, (3.53)
for all x ∈ R \ piN. The proof of Corollary 2.5 can be done similarly.
3.5 Proof of Theorems 2.8 and 2.10
Proof of Theorem 2.8. Using [12, p11, (7)], we have that
ûν(k) =
21−ν
Γ(ν)
|k|ν− 12Kν− 1
2
(|k|). (3.54)
By the integral formula [12, p61, (9)], we obtain
√
−d2/dx2 uν(x) = (̂|k|uˆν)(x) =
2Γ(12 + ν)√
piΓ(ν)
2F1
(
1, 12 + ν;
1
2 ;−x2
)
. (3.55)
Thus (2.20) follows. Next we show that Vν(x) = O(|x|−1) whenever ν < 12 . In this case, by
Pfaff transformation [2, Th. 2.2.5] it follows that
2F1
(
1, 12 + ν;
1
2 ;−x2
)
= (1 + x2)−ν−
1
2 2F1(
1
2 + ν,−12 ; 12 ; x
2
1+x2
).
From the definition of Vν we have√
−d2/dx2 uν(x) = −Vν(x)uν(x).
With a constant C > 0 we obtain
lim
|x|→∞
|x|Vν(x) = C lim
z↑1 2
F1(
1
2 + ν,−12 ; 12 ; z).
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Using Gauss’s formula [2, Th. 2.2.2], the limit at the right hand side can be computed to be
2F1(
1
2 + ν,−12 ; 12 ; 1) =
Γ(12)Γ(
1
2 − ν)
Γ(−ν) , (3.56)
where we used that 0 < ν < 12 . Hence V (x) = O(1/|x|). Similarly, if 12 < ν < 1, by Pfaff
transformation we have
2F1
(
1, 12 + ν;
1
2 ;−x2
)
= (1 + x2)−12F1(1,−ν; 12 ; x
2
1+x2
).
Hence,
Vν(x) = −
2Γ(12 + ν)√
piΓ(ν)
(1 + x2)−1+ν2F1(1,−ν; 12 ; x
2
1+x2 ),
which is of order O(1/|x|2−2ν), and (3) follows.
For ν = 12 we have û1/2(k) = (2/pi)
1/2K0(|k|). Hence,√
−d2/dx2 u1/2(x) = ̂(|k|û1/2(k))(x) =
2
pi
d
dx
∫ ∞
0
K0(k) sin kxdk. (3.57)
This integral can be computed explicitly [12, p93, (51)], and we obtain
(3.57) =
2
pi
(
1
x2 + 1
− |x| sinh
−1 |x|
(x2 + 1)3/2
)
. (3.58)
It is straightforward to show that (3.57) is of order O(log |x|/x).
Proof of Theorem 2.10. For ν = 1 we derive the equation√
−d2/dx2 v1 = 2
(1 + x2)2
= V˜1(x)v1. (3.59)
Thus the eigenvalue equation and part line 2 in (2.21) hold. Note that vν = (2−2ν)−1(d/dx)uν ,
whenever ν 6= 1. By (3.55) we have
√
−d2/dx2 vν =
Γ(12 + ν)
(1− ν)√piΓ(ν)
d
dx
2F1
(
1, 12 + ν;
1
2 ;−x2
)
=
2(1 − 2ν)
(1− ν)√pi
Γ(ν − 12)
Γ(ν − 1)x 2F1
(
2, 12 + ν;
3
2 ;−x2
)
= V˜ν(x)vν . (3.60)
Thus the eigenvalue equation follows. Next we show lines 1, 3 and 4 in (2.21). By Pfaff
transformation we obtain
2F1
(
2, 12 + ν;
3
2 ;−x2
)
= (1 + x2)−2 2F1
(
2, 1 − ν; 32 ; x
2
1+x2
)
= (1 + x2)−(
1
2
+ν)
2F1
(
1
2 + ν,−12 ; 32 ; x
2
1+x2
)
.
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By another use of the Gauss formula we see that the limits limz↑1 2F1(2, 1 − ν; 3/2; z) and
limz↑1 2F1(1/2 + ν,−1/2; 3/2; z) are finite whenever ν > 32 and ν < 32 , respectively. Hence the
expressions in lines 1 and 4 hold. Consider now the case ν = 32 . Making use of (3.57), we have√
−d2/dx2 u3/2(x) =
2
pi
(
1
x2 + 1
− x sinh
−1 x
(x2 + 1)3/2
)
,
and thus √
−d2/dx2 v3/2 = −
2
pi
d
dx
(
1
x2 + 1
− x sinh
−1 x
(x2 + 1)3/2
)
.
Combining this and (3.60), we obtain
V˜3/2(x) =
1
v3/2(x)
√
−d2/dx2 v3/2(x)
= − 2
pi
(1 + x2)3/2
x
d
dx
(
1
x2 + 1
− x sinh
−1 x
(x2 + 1)3/2
)
. (3.61)
It is then direct to show that (3.61) is of order O(log |x|/x) as |x| → ∞.
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