The weighting method of the traditional fixed combination forecasting model is the only criterion considered to improve accuracy, which has some limitations. In order to improve the comprehensive prediction performance of the combined model, hierarchical structure of the combined model by selecting some parameters which can reflect the performance of the model (including prediction accuracy, robustness, sensitivity, and the amount of fitting data) is established and a kind of multiple factor and multiple criteria weighting method of combination forecasting model is put forward. Based on SVR model, GM (1, 1) model, and ARIMA model, a combination forecasting model based on Improved Analytic Hierarchy Process (AHP) is constructed and applied to a foundation pit. The experimental results show that the combined forecasting model based on improved AHP are better than the single model in precision and robustness; it also has good effect in sensitivity, which has more comprehensive prediction performance than the single models, and has good engineering and practical value.
Introduction
Because of the complexity of the deformation and the limitations of various forecasting model, it is a trend [1] to forecast deformation accurately by using effective information of multiple models. So the combination model of weight problem also will become the research focus. Pengpeng et al. [2] established a various weight combination based on linear regression prediction model and gray model GM (1,1); Shaofeng et al. [3] established a combination prediction model based on entropy weight method; Caiyun et al. [4] established five types of deformation parallel combination forecasting models that include sub-optimal weight, optimal weight, gray comprehensive correlation degree weight, entropy weight, and neural network. And the characteristics of weight seeking under the five kinds of constraints are discussed. But for now, most of the research work to determine the weights of each single model is based on minimizing the sum of square errors or sum of absolute values of error [5] . So there are defects that are not considered in the advantages and disadvantages of a single model in all aspects of performance: cannot make full use of its information and simple improvement in the precision, and the comprehensive prediction performance is not optimal, for example, when there are outliers, model may fail. Paper [6] also pointed out that when choosing prediction models, we should not only consider whether the prediction results of the model can reflect the complexity of the environment, but also have certain accuracy, and we should consider whether the model can be accepted by users and other related factors. In view of this situation, the evaluation system for the performance of each model is constructed, and the weight of each model is determined by combining with the improved AHP (Analytic Hierarchy Process, AHP for short). Taking the data of a foundation pit in Guangzhou as an example, the chosen three single models include SVR, GM (1,1), and ARIMA. Then, the combined forecasting model based on the improved AHP is established and the application research is carried out.
Brief introduction of basic model

SVR model
The full name of SVR is support vector regression; it was put forward by Vapnik in 1990s, and it is a new statistical method [7] , which can deal with many problems such as regression and pattern recognition. The basic idea is to use the known sample data to obtain an optimal fitting function. The modeling process [8] is:
(1) Giving a training set:
Mapping sample input to high-dimensional space by nonlinear mapping and constructing the function of SVR:
"ω" is a weight vector, and "b" is a deviation.
(3) Turn it into the following optimization problem:
"c" is the penalty parameter, and "ξ i ≥ 0" is the relaxation factor.
(4) The function model of SVR can be solved by using Lagrange function and KKT optimization condition:
"a i " is the Lagrange multiplier, and the "K (x, x i )" is a kernel function.
(5) The deformation prediction model needs strong fitting ability. Therefore, the Gauss radial basis function is used as the kernel function of SVR:
GM (1, 1) model
The gray model is first proposed by Professor Deng Julong [9] , which is mainly used to solve the prediction problem under the condition of poor information. In the prediction of deformation monitoring, a differential equation of first order and one variable is generally adopted, which is called GM (1,1) , the modeling process [10, 11] is:
(1) Set the original deformation monitoring sequence as:
(2) A cumulative addition:
(3) The establishment of first-order differential equation:
(4) Matrix form is:
(5) The "a" and "b" can be obtained by the least square method: 
(7) Data restore:
In the above formula, "a, b" is a gray parameter, and "t" is a time series.
ARIMA model
The full name of ARIMA is auto-regressive integrated moving average model; it is a famous time series prediction method which was put forward by Box and Jenkins in early 1970s. The ARIMA model is expressed as:
In the above formula, a t ∼ N(0, σ 0 2 ), φ i (i = 1, 2, Λ, n) is called the autoregressive parameter, and n is the order of the model.
Combined model and methodology
Improved AHP
AHP is a combination of qualitative and quantitative, systematic, and hierarchical analysis method. The basic idea of traditional AHP [12] is as follows: each factor of analysis system is divided into several levels according to different properties, then the judgment matrix is constructed by paired comparison method on the same level, next the maximum characteristic solution and the corresponding eigenvector of each judgment matrix are calculated and the consistency check is done. Finally, the weight vector is obtained. This paper makes the following improvements in view of the shortcomings of the traditional AHP.
(1) Because the accuracy requirement of the "1-9" scale in the traditional AHP is very high for the accuracy of the judgment of the importance degree, so it is difficult to grasp and improve the humancentered view. Therefore, the "0-2" three scale method is used to replace the "1-9" scale. (2) The comparison matrix constructed by expert evaluation of traditional AHP, considering that even the same model will have different effects in different projects, this paper adopts the "backward method" to construct the comparison matrix; first, the single model is used to predict, and then the comparison matrix is constructed according to the prediction results. (3) In this paper, the concept of optimal transfer matrix in document [13] is introduced, which avoids repeated checking consistency in traditional AHP, reduces computation, and simplifies the model.
The detailed steps of the improved AHP are as follows:
(1) Establishing a hierarchical structure model. The top is the target layer, the middle is the index layer, and the bottom is the program layer. (2) Constructing a comparison matrix by "0-2" three scale method. The comparison matrix is constructed according to the prediction results of the single model.
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(3) Calculation of importance ranking index "r ij ":
(4) Establishing judgment matrix "B":
(5) Finding the optimal transfer matrix "C":
(6) Finding the quasi optimal uniform matrix "D":
(7) Finding the eigenvector "w" corresponding to the maximum eigenvalue of "D, " and obtaining weight vector by normalized "w":
In the formula (9), "w" is eigenvector, and "w ′ " is weight vector.
Combined model constructing
The basic idea to construct the combined forecasting model based on the improved AHP is as follows: first, selecting the performance evaluation index of the model then weighting for each model by improved AHP, so a combined prediction model is constructed, and the steps of the modeling are as follows:
(1) There is m kinds of single prediction model, and y i is the predictive value of the i model (i = 1, 2, Λ, m); (2) Combined with the literature and the actual situation, the evaluation index of the model is selected as follows: prediction accuracy, robustness, sensitivity, and the amount of data needed to be fitted. A hierarchical structure model is set up as shown in Fig. 1 .
Robust [14] is also known as reliability; different domains have different definitions. In this paper, it is defined as the ability of the model to resist the gross error. Sensitivity [15] is the extent to which the change of information affects the ranking results of the scheme. In this article, it is defined as the extent to which the model can reflect the subtle changes in the input data. 
Evaluation index
In order to comprehensively evaluate the effect of the combined model, the effects of each model on deformation prediction of foundation pit were evaluated by root mean square error, deviation rate, and response rate.
(1) Root mean square error (RMSE)
Evaluating the prediction accuracy of each model by the RMSE, there is the worse prediction effect with the larger RMSE and the better prediction effect with the smaller RMSE. Evaluating the sensitivity of the model by RR, the meaning of RR is the rate of change between the predicted values of each model and the original predicted value when the fitting data is slightly disturbed. There is the worse sensitivity with the smaller RR and the better sensitivity with the larger RR.
RR ¼ predicted value with slightly disturbed−original predicted value original predicted value Â100% ð25Þ
Simulation results and discussion
Taking the monitoring data of a foundation pit project in Guangzhou [16] , which are shown in Table 1 , as an example, it has 21 sets of settlement data; in this paper, the first 18 phases are used as model fitting data, and the latter 3 are used as prediction data.
Simulation setting and results
Selecting the SVR, GM (1,1), and ARIMA as the basic models, predictive value A is predicted by three single models with original fitting data, calculating the prediction RMSE of each model; predictive value B is predicted by three single models when the fitting data contains gross error (fifth and tenth observations were changed to 6 and 8 mm respectively), calculating the prediction DR of each model; predictive value C is predicted by three single models when the fitting data is slightly disturbed (fifth and tenth observations were adjusted to 4 and 4 mm respectively), calculating the prediction RR of each model. The results are shown in Table 2 . According to Table 2 , the hierarchical structure model, the comparison matrix of the program layer to the index layer and the comparison matrix of the index layer to the target layer are constructed respectively. It can obtain the weights of SVR, GM (1,1), and ARIMA which are 0.326, 0.162, and 0.512 respectively by using MATLAB to write an improved AHP program.
So the expression of the combined model is as follows:
The standard predictive value A, the robustness predictive value B, and the sensitivity predictive value C predicted by the combined model are shown in Table 3 . The RMSE of the predictive value A, the DR of the predictive value B, and the RR of the predictive value C calculated by single model and combination model are shown in Table 4 .
Discussion
According to Table 4 , in terms of the prediction accuracy, the minimum residual of the combined model is 0.012, the maximum is 0.039, and the RMSE is + 0.026, which is lower than the other single model, and as shown in Fig. 3 , the deformation curve predicted by the combined model is more consistent with the observed deformation curve, which shows that the combined model is more capable of reflecting the deformation trend than the single model. So the prediction accuracy from high to low is as follows: the combination model > ARIMA model > SVR model > GM (1,1) model. In terms of robustness, the minimum DR of the combined model is 2.3, the maximum is 2.93, and the average DR is 2.53, which is lower than all the single models, indicating that the combined model is least affected by gross errors, and as shown in Fig. 4 , the predicted deformation curve of the combined model is most close to the actual deformation curve, indicating that the prediction effect of the combined model is the most stable. So the robustness from optimal to inferior is as follows: the combination model > ARIMA model > SVR model > GM (1,1) model. In terms of sensitivity, the average RR of the combined model is 2.51, which is higher than the that of the GM (1,1) model and ARMIA model, indicating that the combined model can also respond to smaller deformation, and as shown in Fig. 5 , the prediction curve of the combined model has obvious changes, and its amplitude is only slightly smaller than that of the SVR model. In terms of the required amount of fitting data, the adjustment of the weight of the combined model can weaken the demand for a single model with more data. Therefore, combining the above results, the combined model is better integrated with the advantages of the single model, which can achieve better results in all aspects. 
Availability of data and materials
The datasets supporting the conclusions of this article were collected from reference [16] .
Authors' contributions TF is the main writer of this paper. He proposed the new weighting method, deduced the whole process of model building, completed the experience, and analyzed the result. XL put forward some suggestions for improvement. YZ and SL wrote the program of the algorithm. All authors read and approved the final manuscript. 
