This study compares infrared and microwave measurements of sea surface temperature (SST) obtained by a single satellite. The simultaneous observation from the Global Imager (GLI: infrared) and the Advanced Microwave Scanning Radiometer (AMSR: microwave) aboard the Advanced Earth Observing Satellite-II (ADEOS-II) provided an opportunity for the intercomparison. The GLI-and AMSR-derived SSTs from April to October 2003 are analyzed with other ancillary data including surface wind speed and water vapor retrieved by AMSR and SeaWinds on ADEOS-II. We found no measurable bias (defined as GLI minus AMSR), while the standard deviation of difference is less than 1°C. In low water vapor conditions, the GLI SST has a positive bias less than 0.2°C, and in high water vapor conditions, it has a negative (positive) bias during the daytime (nighttime). The low spatial resolution of AMSR is another factor underlying the geographical distribution of the differences. The cloud detection problem in the GLI algorithm also affects the difference. The large differences in high-latitude region during the nighttime might be due to the GLI clouddetection algorithm. AMSR SST has a negative bias during the daytime with low wind speed (less than 7 ms -1 ), which might be related to the correction for surface wind effects in the AMSR SST algorithm.
Imaging Spectroradiometer (MODIS) on the NASA (National Aeronautics and Space Administration) Earth Observing System (EOS) platforms (Brown and Minnett, 1999) and Global Imager (GLI) on the Advanced Earth Observing Satellite-II (ADEOS-II: Sakaida et al., 2006) . The Ocean Pathfinder dataset contains daily global SST fields from 1985 to the present with a spatial resolution of 4 km based on NOAA/AVHRR (Kilpatrick et al., 2001) , which is useful for analysis of such climate phenomena as El-Niño. While the infrared measurements have a tremendous advantage in terms of high spatial resolution (of the order of 1 km), SSTs are retrieved only in cloud-free conditions. Moreover, cloud screening to retrieve SSTs from infrared sensors is, in general, a complex combination of cloud detection tests. Inherent cloud contamination in the retrieved satellite infrared SST fields requires post-processing of their quality control (e.g., Casey and Cornillon, 1999) . Since the climate applications require accuracies of 0.1-0.3°C, such post-processing is necessary to derive long-term data for climate analysis such as the AVHRR Pathfinder dataset.
Introduction
Sea surface temperature (SST) is one of the most important parameters for oceanography and marine meteorology. The SST fields are used as boundary conditions for atmospheric and oceanic models, as well as verifications of model outputs. High-resolution SST maps capture oceanic surface currents and eddies. Because of the variety of their applications, SST fields with dense spatial coverage and high resolution in time and space are desired by operational and research users.
Remote sensing of SSTs has been performed with infrared sensors for many years, such as the Advanced Very High Resolution Radiometer (AVHRR) aboard NOAA (National Oceanic and Atmospheric Administration) satellites, the Ocean Color and Temperature Scanner (OCTS) on the Advanced Earth Observing Satellite (ADEOS: Sakaida et al., 1998) , the Moderate Resolution Passive microwave radiometers have a tremendous advantage of observing SST under clouds. However, the spatial resolution of microwave measurement is low (of the order of 25 km). SSTs have successfully been retrieved in the tropical region with the TRMM (Tropical Rainfall Measuring Mission) Microwave Imager (TMI) aboard TRMM since 1997. Although the quality of TMI SST is not good in the low SST range (less than 10°C), the SST retrieved by TMI 10 GHz has good accuracy with RMSE (Root Mean Square Error) of 0.57°C (Gentemann et al., 2004) . Recently, the Advanced Microwave Scanning Radiometer for EOS (AMSR-E) on the Aqua and the AMSR on ADEOS-II were launched in 2002 and 2003, respectively. AMSR-E and AMSR are essentially the same sensors, developed by Japan Aerospace Exploration Agency (JAXA). These AMSRs make measurements at a frequency of 6 GHz, which is necessary to retrieve accurate SST more effectively in the lower temperature range. In addition, the spatial coverage of AMSR observation is global while that of the TMI is limited to the tropical region.
The infrared SST measurements, with spatial resolution as high as 1 km, are affected by clouds. On the other hand, the spatial resolution of microwave SST measurement, which can observe SST under clouds, is low. High-resolution SST datasets without data gaps are desired by communities using SST information (e.g., Le Traon et al., 2001) . High-resolution SST datasets without gaps can be obtained by merging microwave and infrared measurements, which is one of the objectives of the Global Ocean Data Assimilation Experiment HighResolution SST Pilot Project (GODAE-GHRSST-PP). Guan and Kawamura (2004) produced a pilot high-resolution product that includes SST under clouds using Visible and Infrared Scanner (VIRS) and TMI aboard TRMM and AVHRR aboard NOAA. They verified its high quality and concluded that the merging methodology is a promising way to realize the high-resolution SST dataset.
This method requires a knowledge of the spatial-temporal autocorrelation functions for the fields. In addition, difference and error characteristics of each SST measurement should be understood and taken into account for the merging process. With regard to the former point, Hosoda and Kawamura (2004, 2005) estimated the autocorrelation functions from SST as a function of location and time (month). Considering the latter point, Ricciardulli and Wentz (2004) described a comparison between the SSTs obtained from VIRS and TMI sensors aboard the TRMM. While they discussed the difference and characteristics of infrared and microwave measurements, the spatial coverage of the area analyzed was limited to the tropical region because of the mission characteristics of TRMM.
In this paper, we compare the SST products from GLI and AMSR aboard ADEOS-II. From April to October 2003, these sensors observations on observed the same geographical location with time differences less than ten minutes. The atmospheric paths from satellite to the Earth surface of each sensor are slightly different. Moreover, the infrared emissivity of the sea surface is also different from the microwave emissivity. Although these differences in the observing system could cause bias, the SSTs retrieved from each sensors should be same since the observing time difference is small enough that the oceanographic thermal state had not changed drastically. In addition, since both infrared and microwave algorithms are developed to retrieve buoy-bulk SST, the different atmospheric paths and emissivity should be corrected in each algorithm. The global comparison is useful for a discussion of the performance of the algorithms. We therefore discuss that the atmospheric and ocean state corrections in each algorithm as a basis for intercomparison. Although the observation period is less than one year, the ADEOS-II mission provided a chance for this study, i.e., intercomparison of the global SSTs retrieved from advanced microwave and infrared sensors.
Data and Method

AMSR SST
A small but observable amount of thermal emission spectrum at a temperature of 300 K is emitted in the microwave frequency range. The attenuation length of microwave radiation in water is at a depth of ~1 mm. This radiation is largely unaffected by clouds and easily corrected for atmospheric effects. The radiation emitted at microwave frequency, however, is affected by ocean surface roughness as well as The salinity of sea water. The microwave measurements of SST, therefore, require correction for ocean surface wind and salinity effects.
The AMSR on ADEOS-II was a dual-polarized (except for two vertical channels in the 50 GHz channel) microwave radiometer with eight frequencies ranging from 6 to 89 GHz. Conical scanning was employed to observe the surface of the Earth with a constant incidence angle (55°). The microwave SSTs were principally derived from the 6 GHz vertical polarization (V) channel, which has an instantaneous field of view (IFOV) of 40 × 70 km and a sampling interval of 9 × 10 km (scan × along track).
AMSR brightness temperatures are calibrated onboard using a high temperature source (hot load calibration target) at a temperature of around 300 K, and the cold sky mirror to introduce the deep space temperature of around 3 K. The physical temperatures of the hot load target were monitored by eight thermometers. It was found that the simple calibration method using these temperature targets was not adequate due to the nonuniform char-acteristics of the hot load target. Imaoka et al. (2003) generated an empirical regression model of effective temperature of the hot load target using eight thermometers. The expected values of the effective temperatures were obtained by two-point extrapolation using deep space temperatures and collocated measurements of other data sources. The latter includes the Special Sensor Microwave/Imager (SSM/I) for higher frequency channels above 18 GHz and Reynolds analysis SST product (Reynolds and Smith, 1994; Reynolds et al., 2002) for 6 GHz and 10 GHz channels. They concluded that the error caused by the non-uniformity of the hot load target is reduced by this regression method. Shibata (personal communication) pointed out that the error in the brightness temperature of AMSR is less than 0.5 K after this calibration.
A short introduction to the SST retrieval algorithm from AMSR brightness temperature is described below. A complete description is given in Shibata (2004) . To retrieve SST from 6 GHz V (vertical polarization), the following three effects should be corrected using other channels or databases: (a) atmospheric effect, (b) wind effect, and (c) salinity effect. Contaminations by land, sea ice and sun glitter are so large that the contaminated areas are eliminated as far as possible before retrieving SST. The missing areas due to land are within about 100 km from shorelines, and those due to sun glitter are defined as the area within angles of 25° between AMSR's viewing direction and sun direction. The missing areas due to sea ice are determined if sea ice is detected by AMSR in the pixel.
The atmospheric effects are mainly due to water vapor and cloud liquid water. The frequency of 23 GHz V is sensitive to the water vapor, while 36 GHz V is sensitive to the cloud liquid water. Under rainy conditions, the microwaves at 36 and 23 GHz are scattered by raindrops, which make the atmospheric correction difficult. The pixels under heavy rainy conditions are masked in the AMSR SST product. The wind effects are composed of wind speed and wind direction. The relative wind direction is derived from 6 GHz horizontal polarization (H) and a linear combination of 36 GHz V and H. Wind speeds are estimated from 6 GHz H. Under low wind speed conditions, the wind effects are not corrected since the sig- Gross test (1)
BT BT BT nal at 6 GHz V does not change at wind speeds between 1 and 5 ms -1 . To avoid correction errors under strong wind speed conditions, the pixels under a condition of high 6 GHz H are masked. The salinity effect is so small among the three effects that it can be corrected by using monthly climatological data.
GLI SST
Infrared SST is estimated from the emitted radiation at a wavelength of 3.7-12 µm, near the peak of the Planck thermal emission spectrum at a temperature of about 300 K. The attenuation length of infrared radiation in water is at a depth of ~10 µm. While the 3.7 µm channel is more sensitive to SST, it is used only for nighttime measurements due to the reflection of solar irradiation at this wavelength. The emissivity at the infrared range of ocean surface is about 1 and does not depend significantly on surface roughness. The large magnitude of radiation and the sensitivity of brightness temperature to SST allow us to retrieve high quality SST. The emission is blocked by clouds and attenuated by aerosol and atmospheric water vapor. The infrared measurements of SST therefore require atmospheric correction of the signals.
GLI was a cross-tracking scanning radiometer aboard the ADEOS-II with 36 channels ranging 0.38 to 12 µm. The IFOV of the channels used in the SST estimation is 1 km at nadir. It also has a tilting function for the prevention of sun glint over mid-latitude areas. The tilting angle is about ±20 degree from the direction of progress. Sakaida et al. (2006) describes the GLI SST algorithm outlined below. GLI SSTs were obtained using the infrared channels of 3.7, 8.7, 10.8 and 12 µm. The cloud detection algorithm has been developed empirically through careful examination of the GLI Level 1B data. For the cloud detection, the selected visible and infrared channels (0.545, 0.865, 1.38, 8.7, 10 .8 and 12 µm) are used during the daytime. During the nighttime, the clouds are detected using the selected infrared channels (3.7, 8.7, 10.8 and 12 µm) . The cloud screening is formed by several threshold tests to identify a pixel as cloud-free when the pixel passes all the tests. The combinations of threshold tests are summarized in Table 1 . In daytime, the tests using visible channels are modified in the sun glitter region due to contamination of solar reflection. The MultiChannel SST (MCSST) method is employed for atmospheric attenuation correction (e.g., McClain et al., 1985) . The SST is retrieved from the following equation: where BT λ is a brightness temperature at wavelength of λ µm and θ is a satellite zenith angle. Lines over the brightness temperature difference represent the average in a 7 × 7 pixel array. The satellite zenith angle term corrects the effects of increased path length at larger zenith angles. We use the version 2.0 GLI-SST algorithm for this study. The coefficients a 0 , a 1 , α λ and β λ are listed in Table 2. These were derived from the regression of GLI brightness temperatures on collocated buoy SSTs in April to July, 2003. The match-ups for regression are collected if the all pixels in 11 × 11 pixel array around the buoy are cloud-free.
Ancillary data
In order to investigate satellite SST dependencies, we collected oceanic and atmospheric parameters observed by instruments aboard ADEOS-II. For the validation of atmospheric correction, we obtained the total integrated water vapor of the atmosphere (WV) measured by AMSR. The sea surface wind (SSW) speed, which was observed by AMSR and SeaWinds aboard ADEOS-II, is used for discussion of the sea surface roughness effects.
Method
The AMSR and GLI SST data used for comparison are Level 2 products, which contain the geophysical parameters obtained from radiance without spatial and temporal binning. These are better suited for comparison of algorithms since the data obtained are not averaged. We used the GLI low resolution data (LR), which have a spatial resolution of approximately 4 km and global coverage. For intercomparisons, AMSR data are sampled from the nearest-neighbor observation point to the GLI observation point for generation of a co-located coupled dataset. A spatial interpolation is not applied to the AMSR SST data, nor is spatial average in AMSR pixels applied to the GLI SST data, since differences caused by spatial resolution of each sensor will be discussed in this analysis. If the interval between the coupled AMSR and GLI grids is greater than 40 km, no comparison is conducted, because the spatial resolution of AMSR 6 GHz is about 50 km with a sampling interval of about 10 km (Subsection 2.1). In the next section we discuss the individual effects of satellite angle, water vapor, wind speed and location upon the SST intercomparisons.
Result
Global differences
Figures 1(a) and (b) show frequency diagrams of AMSR SST and GLI SST for daytime and nighttime, respectively. To clarify the SST differences, frequency diagrams of AMSR SST versus SST difference are given in Figs. 1(c) and (d) . The frequency diagrams are able to convey much more information than the standard scatter diagrams. The biases and standard deviations (SDs) are summarized in Table 3 and Fig. 2 shows histograms of SST differences from integrating Figs. 1(c) and (d). Since we found no measurable bias, it is reasonable to conclude that the SST estimation for both measurements is statistically in good agreement. From Fig. 1 , it should be noted that some GLI SSTs are much lower than the corresponding AMSR SSTs. These large negative differences of GLI SSTs are due to the cloud contamination left in the GLI SST products, especially during the nighttime. As a result, SD during the nighttime is as large as 0.76°C. If the comparison is made for the clear-sky condition, in which all the 3 × 3 pixels (i.e., 12 km × 12 km) of the GLI are identified as cloud-free through the GLI cloud-detection Table 3 . Biases, standard deviation (SD) and number of data of SST differences for all observation for daytime and nighttime. "Clear" columns denote the differences of SST under clear sky condition, which is defined when all 3 × 3 pixels of the GLI around the match-up are identified as clear (cloud-free) in the GLI cloud detection algorithm. Dimensions are Celsius degree. algorithm, the large negative differences disappear (Fig.  2) and SD is reduced to 0.60°C (Table 3) . Table 4 shows the statistics as a function of SST. The high standard deviation in the low SST range is caused by cloud contamination in SST fields since cloud screening in the low surface temperature region is difficult. The cloud screening problem also causes negative skewness, which indicates a long lower tail of SST difference distribution (Fig. 2) . In the high SST range, the kurtosis of nighttime SST difference is higher than that of daytime SST difference. That is, the peak of nighttime SST difference is sharper, which indicates that the consistency between AMSR and GLI SSTs is high. As mentioned in Subsection 2.2, the nighttime GLI SST algorithm includes the near-infrared channel, which is more transparent than the other infrared channels. The high consistency between two nighttime measurements is also suggested by Fig. 2 , which shows daytime SST difference with a broader base than nighttime SST difference, if the clear-sky condition is adopted. It follows from the results shown here that the MCSST method including the near-infrared channel is more efficient for retrieving SST.
Geographical distribution of SST differences
The geographical distribution of the biases and the SDs are shown in Figs. 3(a)-(d) . For reference to states of oceanography and water vapor in the atmosphere, mean fields of SST and total integrated water vapor are shown in Figs. 3(e) and (f), respectively. While the regions of positive bias are well correlated with those of high water vapor during the nighttime, a weak negative bias is found during the daytime, especially in the western tropical Pacific (10°S-20°N, 100-150°E ). One can consider that the positive bias during the nighttime is due to the overcorrection of water vapor attenuation in the GLI algorithm, while the negative bias during the daytime is due to undercorrection. These consierations are discussed in Subsection 3.3.
The SDs are small in the low and mid latitude regions (30°S-30°N). In the high latitude regions such as the Antarctic Circumpolar current region (40-50°S) and subarctic region of the north Pacific and the north Atlantic Ocean (40-70°N, 120-250°E, 290-360°E), the SDs are as large as 2.0°C during nighttime. This might be caused by cloud contamination errors in the GLI algorithm, as previously discussed. For the clear-sky conditions, the large SDs are reduced to 1.0°C or less (figure not shown).
In the western boundary regions (the Kuroshio Extension region: 30-40°N, 140-160°E, the Gulf Stream region: 35-45°N, 270-300°E), it is found that the biases and the SDs are large. with surrounding cooler SST so that the core SST of the currents in the microwave image would be lower than that observed by the infrared sensor. In addition, mesoscale oceanographic disturbances are active in these regions (e.g., Ducet et al., 2000) . On the other hand, it is well known that mesoscale oceanographic structures, such as warm-core rings, are often found and are active in the north of the strong western boundary currents. The geographical distributions of the biases and the SDs are probably due to the mesoscale features and the low spatial resolution of the AMSR SST data. An important point of this result is that the difference between two data is caused by the spatial resolutions, not by the measurements, which suggests that the spatial resolution of the sensors would be a source of error in comparison with in situ observations. Careful management is required in the validation of datasets or regression against the in situ observation if the observations are located near an oceanographic front.
A large standard deviation is found in the eastern tropical Pacific (Fig. 3: 0-5°N, 240-290°E ). In nighttime, the magnitude of standard deviation is larger than that in daytime and zonal region of strong negative bias is found, due in part to cloud detection errors in the nighttime GLI algorithm in the Intertropical Convergence Zone (ITCZ) where moist air rises releasing its water vapor to form clouds. Under the clear-sky condition (Subsection 3.1), the large negative bias in the eastern tropical Pacific disapears and the amplitude of the nighttime standard deviation is almost same as in daytime (figure not shown). Another factor yielding the zonal belt of the large standard deviation is the tropical instability wave (TIW: Legeckis, 1977; Hashizume et al., 2001) . There is a tendency for the latitude of maximum standard devition to shift northward from 1°N at 270°E to 3°N at 240°E, as pointed out by Hashizume et al. (2001) . The standard deviation is caused by small-scale features which cannot be resolved by AMSR, as well as those in boundary currents discussed above.
Negative biases are found in the west of the Sahara (Fig. 3: 0-20°N, 300-350°E ), where the Sahara dust spreads. The biases are due to aerosol contaminations in the GLI SSTs. The dust aerosols from land also spread over the Arabian Sea and the Bay of Bengal (0-30°N, 30-100°E), in which GLI shows negative bias. Since the aerosol concentrations modify the absorption properties of the atmosphere by increasing the infrared attenuation, infrared SST has negative biases. Li et al. (2004) showed that both optical thickness and effective radius in the west of the Sahara have a peak in June-August; it is observed that the magnitude of biases of the GLI SST is larger in summer than that in spring (Fig. 5) . Nalli and Stowe (2002) proposed aerosol correction algorithms for SSTs for NOAA/AVHRR. Their method would improve the quality of SSTs observed by other infrared instruments including the GLI.
The negative bias of GLI SST is small in nighttime off the western coast of the Sahara. Several investigations have suggested that brightness temperature difference between near infrared and thermal infrared would be useful to detect aerosols. Ackerman (1989) showed that the brightness temperature difference between 3.7 µm and 10.8 µm is sensitive to dust originating from deserts over the ocean. It has, however, been pointed out that it is weak in nighttime. Ellrod et al. (2003) applied a bright- (11) and (12) in Table 1 in the GLI SST algorithm. Therefore, it is possible that the cloud detection inequalities in the GLI SST method for nighttime would be sensitive to Saharan dust and that the aerosol effects on infrared SST would be weakened due to the identification of a pixel contaminated with aerosol as cloudy. Figure 6 shows the dependence of SST differences on the total integrated water vapor of the atmosphere estimated by AMSR. In the case of high water vapor (WV > 35 mm), the GLI SSTs are higher (lower) than the AMSR SST during the nighttime (daytime). This result is consistent with the geographical distribution of biases (Fig. 3) . In lower water vapor (WV < 10 mm) conditions, the GLI SSTs have positive biases during both and nighttime. Shibata (2004) discussed the difference between the AMSR-E SST and the buoy bulk-SST with regard to the water vapor content observed by the AMSR-E. Figure 6 (a) in his paper shows that the AMSR-E SST is slightly higher (of the order of 0.1°C) than the buoy SST in low water vapor (WV < 10 mm) conditions. Therefore, the positive biases of the GLI suggest that atmospheric corrections by brightness temperature difference in the GLI algorithm may be overestimated. This result is also suggested from Fig. 1 and Table 4 , which show positive GLI biases in the low SST region, in which the total water vapor of the atmosphere is small. Ricciardulli and Wentz (2004) observed a small positive bias of the VIRS-TMI SST at low water vapor, which corresponds with our results described in the previous paragraph. They also observed a positive bias in the VIRS-TMI SST if the differences are obtained from combined daytime and nighttime observation, whereas no bias was observed in the comparisons of the daytime VIRS-TMI SST. This suggests that the positive bias in the difference between VIRS and TMI is caused from nighttime observation. The nighttime positive bias in GLI-AMSR SSTs corresponds with their results.
Water vapor
Satellite zenith angle
As stated in Section 2, the GLI is a cross-tracking radiometer with a tilting function. In contrast, the AMSR SST is not affected by the satellite viewing geometry since it is a conical scanning radiometer with a constant incident angle. One consequence of the varying viewing geometry in GLI observation is that a higher satellite zenith angle (θ) of GLI corresponds to a longer atmospheric path, which, in turn, may result in higher atmospheric absorption of surface-emitted radiance and a change in the amount of radiance emitted by the atmosphere. As mentioned in Section 1, although the atmospheric paths are different from each other, atmospheric attenuation along the paths should be corrected in each algorithm to retrieve SST at the same geographical position. To resolve this problem, the GLI MCSST equation (Eq. (1)) includes terms for correcting the effect of satellite zenith angle (Sakaida et al., 2006) . Figure 7 shows the dependencies of the SST difference against the satellite zenith angle of GLI scanning. GLI has a tilting function, which enables the instrument to avoid sea reflected sun glitter over midlatitude areas. Since the function had been operated in daytime, the dependencies in no-tilting and tilting observations are dis- cussed separatedly (Figs. 7(c) and (d)). Negative bias and large SD are found in the range from θ = 20° to 25° in daytime. Except for large zenith angle, biases are almost independent of the satellite zenith angle but deviate slightly from zero according to zenith angle. SDs are small at the center of the GLI scan (daytime with tilting function: θ = 20°, others: θ = 0°) and show a slight increase with satellite zenith angle. The feature of small differences at the center of the GLI scan causes pseudo-peaks of bias and SD in daytime around θ = 20° (Fig. 7(a) ), since SST differences of observations with the tilting function of GLI are small in the range of θ = 20-30°. The biases and the SDs are large at θ > 55° during both daytime and nighttime. This may be due to the insufficient atmospheric correction or overcorrection in the GLI algorithm. A positive bias in nighttime at large satellite zenith angles suggests that the GLI atmospheric correction using 4 channels overcorrects water vapor attenuation, while a negative bias in daytime suggests undercorrection. The difference, however, is too small compared with the standard deviation to discuss the differences of daytime/nighttime atmospheric correction method. In the GLI SST product, the pixels with large satellite zenith angle (θ > 55°) are flagged. Therefore, one of the solutionsis notto use the flagged data to obtain accurate SSTs.
Sea surface wind
The ocean emissivity in the microwave frequency range is sensitive to sea surface wind (SSW). Therefore, the microwave algorithm corrects the surface wind effect, as mentioned in Subsection 2.1 (Shibata, 2004) . On the other hand, it is considered that the surface roughness effects, which are chiefly induced by winds, are negligible in the infrared frequency range. However, it has been pointed out that the ocean emissivity in the infrared range would be affected by ocean roughness in a high wind speed region at high incident angle. Wu and Smith (1997) suggested from a theoretical standpoint that at larger incident angles, the emissivity of the sea surface in the infrared region increases as the surface becomes rougher. Hanafin and Minnett (2005) observed ocean surface emissivity from a ship and found that the emissivity increases in magnitude with an increase in wind speed. It is necessary to inspect the surface wind effects on satellite measurements. Figure 8 shows the SST differences as a function of SSW estimated by the AMSR and SeaWinds. Since the differences in the SDs between the instruments for measuring wind are not significant, only the SDs based on the AMSR wind are taken into account. At high wind speed, the bias and the SDs exhibit no significant dependences, which suggests that the infrared emissivity problem at high wind speed does not affect the GLI SST retrieval.
During the nighttime, the bias and the SD are independent of the wind speed. One of the possible reasons is that the GLI MCSST equation (Eq. (1)) includes the satellite zenith angle dependence terms. The terms would minimize the effects of ocean surface roughness at high incident angles. At wind speeds less than 7 ms -1 during the daytime, the GLI SSTs are higher than the AMSR SSTs. The result that the positive bias of GLI-AMSR is found in daytime only suggests that one of the possible causes is diurnal warming in the surface layer at low wind speed. Donlon et al. (2002) revealed that diurnal stratification in the surface layer occurs up to a wind speed of 7 ms -1 , which corresponds to the maximum wind speed at which differences of GLI and AMSR make an appearance. The major reason should be that the wind correction in the AMSR products is not adequate. As described in Subsection 2.1, the wind effect corrections are not applied in the AMSR algorithm when the wind speed is low. Shibata (2004) pointed out that the AMSR SST has positive bias under weak wind speed (less than 2 ms -1 ). The surface roughness correction at low wind speed should be explored to retrieve accurate SSTs from microwave observation. It should be stressed that the infrared observation has the advantage of observing SSTs under low wind conditions since it has no significant dependences on surface roughness induced by winds. 
Summary
This paper describes the global differences between the infrared and microwave SST measurements, which were carried out by GLI and AMSR aboard the ADEOS-II. The aim of this study is to understand the error characteristics of the SST retrieved from infrared and microwave observations.
The global bias between the two measurements, which is defined as GLI minus AMSR, is sufficiently small to be considered negligible, while the SDs are less than 1°C. We have investigated the effects of water vapor and satellite zenith angle on the GLI measurement. With the exception of the large satellite zenith angle, the difference of the SST does not depend much on the satellite viewing geometry. The SDs show a slight increase with satellite zenith angle. In low water vapor conditions, the GLI SST has a positive bias less than 0.2°C, and in high water vapor conditions, it has a negative (positive) bias during the daytime (nighttime). Dependences of retrieved GLI SST on water vapor may partially explain the geographical distribution of the statistics. The negative bias around the Sahara might be caused by absorption due to aerosol contamination. The low spatial resolution of the AMSR measurements is another factor underlying the geographical distribution of the differences, since AMSR cannot resolve such small oceanic features as mesoscale disturbances and fine structure of steady currents, which leads to large SD and bias in the regions of strong currents.
The cloud detection problem in the GLI algorithm also affects the difference between the two measurements. The cloud-detection algorithm in high-latitude region during the nighttime should be improved in future studies. The AMSR SST has a negative bias during the daytime only with low wind speed (less than 7 ms -1 ), since AMSR SST is sensitive to wind speed and the effects are not sufficiently corrected under low wind speed conditions.
