This article addresses the design, analysis, and parameterization of reconfigurable multi-band noise and signal transfer functions (NTF and STF), realized with multistage quadrature modulator (Q M) concept and complex-valued in-phase/quadrature (I/Q) signal processing. Such multi-band scheme was already proposed earlier by the authors at a preliminary level, and is here developed further toward flexible and reconfigurable A/D interface for cognitive radio (CR) receivers enabling efficient parallel reception of multiple noncontiguous frequency slices. Owing to straightforward parameterization, the NTF and the STF of the multistage Q M can be adapted to input signal conditions based on spectrum-sensing information. It is also shown in the article through closed-form response analysis that the so-called mirror-frequency-rejecting STF design can offer additional operating robustness in challenging scenarios, such as the presence of strong mirror-frequency blocking signals under I/Q imbalance, which is an unavoidable practical problem with quadrature circuits. The mirror-frequency interference stemming from these blockers is analyzed with a novel analytic closed-form I/Q imbalance model for multistage Q Ms with arbitrary number of stages. Concrete examples are given with three-stage Q M, which gives valuable degrees of freedom for the transfer function design. High-order frequency asymmetric multi-band noise shaping is, in general, a valuable asset in CR context offering flexible and frequency agile adaptation capability to differing waveforms to be received and detected. As demonstrated by this article, multistage Q Ms can indeed offer these properties together with robust operation without risking stability of the modulator.
Introduction
Nowadays, a growing number of parallel wireless communication standards, together with ever-increasing traffic amounts, create a widely acknowledged need for novel radio solutions, such as emerging cognitive radio (CR) paradigm [, ] . On the other hand, transceiver implementations, especially in mobile terminals, should be smallsized, power efficient, highly integrable, and cheap [-]. Thus, it would be valuable to avoid implementing parallel transceiver units for separate communication modes. However, operating band of this kind of software defined radio (SDR) should be extremely wide (even GHz range), and dynamic range of the receiver should be high (several tens of dBs) [-] . In addition, the transceiver should be able to adapt to numerous different transmission schemes and waveforms [-, ]. The SDR concept is considered as a physical layer foundation for CR [] , but these demands create a big challenge for transceiver design, especially for mobile devices.
Particularly, the analog-to-digital (A/D) interface has been identified as a key performance-limiting bottleneck [, , , , -]. For example, GSM reception demands high dynamic range, and WLAN and LTE bandwidths, in turn, can be up to  MHz. Combining this kind of differing radio characteristics set massive demands for the A/D converter (ADC) in the receiver. Traditional Nyquist ADCs (possibly with oversampling) divide the conversion resolution equally on all the frequencies, and thus, if -bit http://jwcn.eurasipjournals.com/content/2011/1/130 resolution is needed for one of the signals converted, then similar resolution is used over the whole band even if it would not be necessary [] . At the same time, in wideband SDR receiver, the resolution demand might be even higher because of the increased dynamic range due to multiple waveforms with differing power levels entering the ADC. On the other hand, ADCs have inherent tradeoff between the sampling frequency and resolution [] . With narrowband signals (such as GSM), e.g., -bit resolution can be achieved with -bit quantization because of high oversampling and digital filtering. At the same time, modulator structure can be reconfigured for reception of wideband waveforms to meet differing requirements set by, for example, WLAN or LTE standards [, , ].
Based on this, one promising solution for the receiver design in this kind of scenario is wideband direct-conversion or low-IF architecture [] with a bandpass ADC [, ] . Additional degrees of freedom can be obtained by introducing quadrature modulator (Q M) in the receiver, allowing efficient frequency asymmetric quantization noise shaping [, ] . Furthermore, a multi-band modulator aimed to CR receivers is preliminary proposed in [] and illustrated with receiver block diagram and principal spectra in Figure  . This kind of multi-band design for Q M offers frequency agile flexibility and reconfigurability based on spectrum-sensing information [] together with capability of receiving multiple parallel frequency bands [] , which are considered essential when realizing A/D interface for CR solutions [] . In practice, multiple noise-shaping notches can be created on independent, noncontiguous signal bands. In addition, the center frequencies of these noise notches can be tuned based on the spectrum-sensing information obtained in the receiver.
Noise-shaping capabilities of a single-stage Q M are limited by the order of the modulator [] . However, the order of the overall noise transfer function (NTF) can be increased using cascaded multistage modulator [-] . Therein, the overall noise shaping is of the combined order of the stages. In a multistage Q M, the noise notches of the stages can be placed independently, thus further increasing the flexibility of the ADC [] .
Unfortunately, implementing quadrature circuits brings always a challenge of matching the in-phase (I) and quadrature (Q) rails, which should ideally have symmetric component values. Inaccuracies in circuit implementation always shift the designed values, creating imbalance between the rails, known as I/Q imbalance [, ] . This mismatch induces image response of the input signal in addition to the original input, causing mirror-frequency interference (MFI) [, ] . This image response can be modeled mathematically with altered complex conjugate of the signal component. In Q Ms generally, the mismatches generate conjugate response for both the input signal and the quantization error [, , ], which is a clear difference to mirror-frequency problematics in more traditional receivers. Specifically, feedback branch mismatches have been highlighted as the most important MFI source [, ] . From the noise point of view, placing a NTF notch also on mirror frequency to cancel MFI was initially proposed in [] and discussed further in [] . This, however, wastes noise shaping performance from the preferred signal point of view and restricts design freedom, especially in multiband scenario. In addition, this does not take the mirroring of the input signal into account. In wideband SDR quadrature receiver, the MFI stemming from the input of the receiver is a crucial viewpoint because of possible blocking signals. Furthermore, alterations to analog circuitry have been proposed in [, , ] to minimize the interference. Sharing the components between the branches, however, degrades sampling properties of the modulator [, ]. On the other hand, additional components add to the circuit area and power dissipation of the modulator [] . In [] , the authors found that mirror-frequency-rejecting signal transfer function (STF) design mitigates the input signal-originating MFI in case of mismatch in the feedback branch of a first-order Q M. In [] , this idea is extended to cover multi-band design of [] with a simple two-stage Q M. The feedback I/Q imbalance effects and related digital calibration in two-stage Q M are addressed also in [] , where only a frequency-flat STF is considered. In addition, the mirror-frequency-rejecting STF design has a benefit of not demanding additional components to the original Q M structure. In this article, an analytic closed-form model for Q M I/Q imbalance effects is derived covering multistage modulators with arbitrary number of stages, extending the preliminary analysis with two first-order stages in [] . Herein, the I/Q imbalance model for second-order Q M presented by the authors in [] is used for each of the stages. Furthermore, design of the transfer functions (STF and NTF) of the stages in such multistage Q M is addressed in detail with emphasis on robust operation under I/Q mismatches. In [, ], Q M STF designs are proposed for reducing the dynamics of the receiver and to filter adjacent channel signals for lowpass and quadrature bandpass modulators, respectively. However, adapting the STF based on spectrum-sensing information is not covered in case of the Q M in [] . In addition, NTF adaptation to frequency handoffs or multi-band reception is not considered in either [] or [] . Herein, frequency agile design of the STF and the NTF of an I/Q mismatched multistage Q M is discussed taking both the input signal and the quantization noise-oriented MFI into account during multi-band reception.
The push for development of multi-channel ADCs for SDR and CR solutions has been acknowledged, e.g., in [] . A multi-channel system with parallel ADCs is one possible solution which, however, sets additional burden for size, cost, and power dissipation of the receiver implementation [, ]. On the other hand, quadrature noise shaping makes exploitation of whole quantization precision on the preferred signal bands possible. Three-stage lowpass modulators have traditionally been used only for applications demanding very high resolution [] , but like shown in this article, the Q M variant allows noncontiguous placement of the NTF zeros, and thus the quantization precision can be divided on multiple parallel frequency bands. A reconfigurable three-stage converter using lowpass stages together with a pipeline ADC is proposed in [] for mobile terminals. In comparison, a three-stage Q M discussed in this article offers more efficient noise shaping and additional degrees of freedom for the receiver design. These are essential characteristics when heading toward a frequency agile-reconfigurable ADC for CR receivers. Thus, a multistage Q M offers a competent platform for realizing flexible multi-band A/D conversion in CR devices.
The rest of the article is organized as follows. In Section , basics of quadrature modulation are reviewed, while Section  presents a closed-form model for I/Q imbalance effects in a second-order Q M as a single stage of a multistage modulator and proposes a novel extension of the given model for multistage modulators with arbitrary number of stages. Parameterization and design of the modulator transfer functions in CR receivers in the presence of I/Q mismatches are discussed in Section . The receiver system level targets and Q M performance are discussed in Section . Thereafter, Section  presents the results of the designs in the previous section with closedform transfer function analysis and computer simulations. Finally, Section  concludes the article.
Short note on terminology and notations: term "order" refers in this article to the order of polynomial(s) in zdomain transfer functions, while term "stage" refers to individual Q M block in a multistage converter where multiple Q M blocks are interconnected. 
Basics of quadrature modulation
Quadrature variant of the modulator was originally presented in [] . The concept is based on the modulator structure similar to the one used in real lowpass and bandpass modulators, but employing complex-valued input and output signals together with complex loop filters (integrators). This complex I/Q signal processing gives additional degree of freedom to response design, allowing for frequency-asymmetric STF and NTF. For analysis purposes, a linear model of the modulator is typically used. In other words, this means that quantization error is assumed to be additive and having no correlation with the input signal. Although not being exactly true, this allows analytic derivation of the transfer functions and has thus been applied widely, e.g., in [, ] . Now, the output of a single-stage Q M, depicted in Figure  , is defined as The achievable NTF shaping and STF selectivity are defined by the order of the modulator. With Pth-order modulator, it is possible to place P zeros and poles in both transfer functions. This is confirmed by derivation of the transfer functions for the structure presented in Figure  NTF of the Pth-order Q M is given by
and, on the other hand, the corresponding STF is
where /(z -M i ) terms are the transfer functions of the complex loop filters (integrators). Both transfer functions have common denominator and thus common poles. It can also be seen that in addition to the loop filters, only the feedback coefficients R p (feeding the output to the loop filters) affect the noise shaping. Thus, input coefficients A (feeding the input to the quantizer) and B p (feeding the input to the loop filters) can be used to tune the STF zeros independent of the NTF. The NTF zeros are usually placed on the preferred signal band(s) to create the noise-shaping effect. At the same time, the STF zeros can be used to attenuate out-of-band frequencies and thus include some of the receiver selectivity in the Q M. The transfer function design for CR is discussed in more detail in Section . In the following subsections, multi-band and multistage principles will be presented. These are important concepts, considering reconfigurability in the A/D interface and frequency agile conversion with high-enough resolution in CR devices.
Multi-band quadrature ADC for CR
With Q M of higher than first order, it is possible to place multiple NTF zeros on the conversion band [] . Traditional way of exploiting this property has been making the noise-shaping notch wider, thus improving the resolution of the interesting information signal over wider bandwidths [] . However, in CR-based systems, it is desirable to be able to receive more than one detached frequency bands -and signals -in parallel [] . The multi-band scheme offers transmission robustness, e.g., in case of appearance of a primary user when the CR user has to vacant that frequency band [] . In that case, the transmissions can be continued on the other band(s) in use. In addition, if the CR traffic is divided on multiple bands, then lower power levels can be used, and thus the interference generated for primary users is decreased [] .
Multi-band noise shaping without restriction to frequency symmetry is able to respond to this need with noncontiguous NTF notches. This reception scheme is illustrated graphically in Figure  . The possible number of 
these notches is defined by the overall order of the modulator. With multistage Q M this is the combined order of all the stages. In addition, the frequencies of the notches can be tuned straightforwardly, e.g., in case of frequency handoff. This tunability of the transfer functions allows also for adaptation to differing waveforms, center frequencies and bandwidths to be received. The resolution and bandwidth demands of the waveforms at hand can be taken into account and the response of the Q M can be optimized for the scenario of the moment based on the spectrum-sensing information. Further details on design and parameterization of multi-band transfer functions are given in Section .
Multistage quadrature ADC
Multistage modulators have been introduced to improve resolution, e.g., in case of wideband information signal, when attainable oversampling is limited. This principle was first proposed with lowpass modulator [], but has thereafter been extended to quadrature bandpass modulator [, ] . The block diagram of L-stage quadrature ADC is given in Figure  , where all the stages are of arbitrary order. The inputs u l (k) of the L individual stages ( ≤ l ≤ L, l ∈ Z) are defined in the following manner. The input of the first-stage (l = ) is the overall input of the whole structure, i.e., u  (k) = u(k), and for the latter stages, the (ideal) input is the quantization error of the previous stage; thus,
The main goal in multistage Q M is to digitize quantization error of the previous stage with the next stage and thereafter subtract it from the output of that previous stage. Owing to the noise shaping in the stages, the digitized error estimate must be filtered in the same way, in order to achieve effective cancelation. Similarly, the output of the first stage must be filtered with digital equivalent of the second-stage STF (e.g., to match the delays). These filters are depicted in Figure  with
. Now, assuming ideal implementation, the final output becomes
where
and
to match the analog transfer functions and the digital filters. It is usually chosen that H
etc. With these selections, the quantization errors of the earlier stages are canceled (assuming ideal circuitry), and the overall output of the
where only the quantization error of the last stage is present. It is observed that, if three or more stages are used, then special care should be taken in designing the STF of http://jwcn.eurasipjournals.com/content/2011/1/130 the third and the latter stages, which operate in the denominator of the noise-shaping term. However, the leakage of the quantization noise of the earlier stages might be limiting achievable resolution in practice because of nonideal matching of the digital filters [] . One way to combat this phenomenon is to use adaptive filters [, ].
I/Q imbalance in multistage Q Ms
In this section, a closed-form transfer function analysis is carried out for a general multistage Q M taking also the possible coefficient mismatches in complex I/Q signal processing into account. For mathematical tractability and notational convenience, second-order Q M stages are assumed as individual building blocks (individual stages) in Figure  , and the purpose is to derive a complete closedform transfer function model for the overall multistage converter. Such analysis is missing from the existing stateof-the-art literature. For notational simplicity, the modulator coefficients are denoted in the following analysis as shown in the block diagram of Figure  . With this structure, the ideal NTF for the lth stage is given by
At the same time, the ideal STF for the lth stage is defined as
The transfer functions of () and () are valid when I and Q rails of the Q M are matched perfectly. With this perfect matching, () and () give the outputs for single-stage and multistage modulators, respectively.
I/Q imbalance effects on individual Q M stage
Quadrature signal processing is, in practice, implemented with parallel real signals and coefficients. In Figure  , this is demonstrated in case of a single second-order Q M stage (parallel real I and Q signal rails) and taking possible mismatches in the coefficients into account. Deviation between coefficient values of the rails, which should ideally be the same, results in MFI. This interference can be presented mathematically with conjugate response of the signal and the noise components. Thus, image signal transfer function (ISTF) and image noise transfer function (INTF) are introduced, in addition to the traditional STF and NTF, to describe the output under I/Q imbalance. In the following, an analytic model is presented, first for individual stages of a multistage Q M, and then for I/Q mismatched multistage Q M, having arbitrary number of stages, as a whole. Such analysis has not been presented in the literature earlier.
The I/Q imbalance analysis for a single stage is based on the block diagram given in Figure  . In this figure, real and imaginary parts of the coefficients of Figure  are marked with subscripts re and im, whereas nonideal implementation values of the signal rails are separated with subscripts  and . The independent coefficients of the stages are denoted with superscript l. Thus, to obtain the complex out-
of the stages (l ∈ {, L}), the I branch outputs can be first shown to be
where the auxiliary variables multiplying the signal components are defined by the coefficients (see Figure following manner:
This follows directly from a step-by-step signal analysis of the implementation structure in Figure  . Similarly, the real-valued Q branch outputs are given by
In this way, the complex-valued output and the exact behavior of each transfer function can be solved analytically in different I/Q mismatch scenarios. As a result, the complex output of an individual stage with nonideal matching of the I and Q branches becomes
where superscript asterisk (*) denotes complex conjugation, and the transfer functions are, based on () and () (omitting [z] from the modulator coefficient variables of ()-() and ()-() for notational convenience), given by
In Section ., the above analysis for the individual stages l ∈ {, L} is combined to complete the closed-form overall model for the multistage Q M. Based on (), the converter output consists of not only the (filtered) input signal and quantization noise but also their complex conjugates, which, in frequency domain, corresponds to spectral mirroring or imaging. Thus, based on (), the so-called image rejection ratios (IRRs) of the lth stage are
where actual frequency-domain responses are attained with the substitution z ← e jπ fT S to the earlier transfer functions, where f is the frequency measured in Hertz and T S is the sampling time. These IRR quantities describe the relation of the direct input signal and noise energy to the respective mismatch-induced MFI at the output signal. As an example, IRR ()
STF (e jπ f  T S ) =  dB means that the power of the mismatch-induced (mirrored) conjugate input signal is  dB lower than the direct input signal at the frequency f  . Similarly, IRR ()
NTF (e jπ f  T S ) =  dB indicates that the nonconjugated quantization error level is  dB above the mirror image of the quantization error at the frequency f  . Notice also that, in general, both IRRs are frequency-dependent functions.
Combined I/Q imbalance effects of the stages in multistage Q M
For multistage Q M, as illustrated in Figure  , the final output signal is defined as a difference of digitally filtered output signals of the stages [] . Furthermore, like shortly discussed already, the first-stage input , and so on for l ∈ {, L}. Thus, the final output in case of I/Q mismatches in all the stages can now be expressed as
Replacing V l [z] in () with () for l ∈ {, L} gives now an expression for the overall output as
where the transfer functions are as defined in ()-(). Again, the digital filters are assumed matched to the analog transfer functions according to (). As a concrete example, () can be evaluated for a three-stage (L = ) Q M, giving 
In addition to the above IRRs, the performance of a nonideal Q M can be measured by the amount of total additional interference stemming from the implementation http://jwcn.eurasipjournals.com/content/2011/1/130 nonidealities. This can be expressed with interference rejection ratio . In case of a three-stage Q M, following from (), the signal component (interference-free output) is defined as
where impulse responses of the STF and third-stage NTF are convolving the overall input and third-stage quantization error, respectively. At the same time, the total interference component (total additional interference caused by the nonidealities) is defined as
where time-domain signal components are again convolved by respective transfer function impulseresponses. It should be noted that, in case of ideal three-stage Q M, () reduces to zero. Now, interference rejection ratio at any given useful signal band is given by the integrals of spectral densities G σ (e jπ fT S ) and G τ (e jπ fT S ) of the above random signals σ (k) and τ (k), i.e.,
where integration is done over the preferred signal band, defined as C, = {f C, -W  /, . . . , f C, + W  /} (where W  is the bandwidth of the signal). If there are two parallel signals (two-band scenario), the interference rejection ratio of the second signal is calculated in similar manner:
where C, = {f C, -W  /, . . . , f C, + W  /}. An example of interference rejection ratio analysis in receiver-dimensioning context is given in Section . In addition, the roles of the separate signal components are further illustrated with numerical results in Section .
Q M transfer function parametrization and design for CR under I/Q imbalance
In CR-type wideband receiver, signal dynamics can be tens of (even -) dBs [, ]. With such signal composition, controlling linearity and image rejection of the receiver components is essential [, , ]. In this section, we concentrate on Q M transfer function design under I/Q imbalance, having minimization of input signal oriented MFI as the goal.
Transfer function parametrization for reconfigurable CR receivers
The NTF and STF of a Q M can be designed by placing transfer function zeros and poles, parameterized and tuned (allowing reconfigurability) by the Q M coefficients, inside the unit circle [] . In the following, the design process is described for a second-order Q M as a single-stage converter or an individual stage l of a multistage converter. This is then extended to multistage converters in Section ..
Based on the numerator of (), the NTF zeros of the second-order Q M are defined by the loop-filter feedback coefficients, i.e.,
where λ NTF, are the frequencies of the two NTF notches. Thus, designing these complex gains tunable allows straightforward reconfigurability for NTF notch frequencies based on the spectrum-sensing information about the preferred information signals. Common choice is to place NTF zeros on the preferred signal band or in case of multi-band reception on those bands, generating the preferred noise-shaping effect. At the same time, the poles, which are common to the NTF and the STF, are solved based on the denominator of either () or (), giving
where λ and S (l) free to tune the pole placement. The poles can, e.g., be placed on the frequency bands of the preferred signals to elevate the STF response and thus give gain for the preferred signals. However, the pole placement elevates also the STF response, and thus this kind of design is always a tradeoff between the noise-shaping and STF selectivity efficiencies.
On the other hand, the loop-filter coefficients (M (l) and N (l) ) have also their effects on the STF zeros, which, however, can be further tuned with the input coefficients (A (l) , B (l) , and C (l) ) of the modulator. This is illustrated in case of second-order Q M, based on (), by the expressions
where λ STF, to be the mirror frequencies of the preferred information signals (based on the spectrum-sensing information) to attenuate possible blockers on those critical frequency bands. More generally, these frequencies, and thus the STF zero locations, can be tuned to give preferred frequency-selective response for the STF. On the other hand, if frequency-flat STF design is preferred, then the zeros can be set to the origin by setting λ STF, to zero. Usually, the first step in the Q M NTF and STF design is to obtain the placements of the zeros and the poles as already discussed above. Thereafter, the modulator coefficient values realizing those zeros and poles should be found out. In the following, this procedure is explained for a second-order Q M as the lth stage of a multistage Q M. Practically, the goal is to find values for the input coefficients (A (l) , B (l) , and C (l) ), the loop-filter coefficients (M (l) and N (l) ) and the feedback coefficients (R (l) and S (l) ) that realize the STF zeros (ϕ The numerator of the NTF, the numerator of the STF, and the denominator of both transfer functions are used to solve the coefficient values. To begin with, the loop-filter feedback coefficients M (l) and N (l) , the numerator of the NTF can be expressed with the modulator coefficients of the respective stage, as in (), or with the help of the respective zeros ϕ 
allows for solving the coefficient values of the lth stage based on the zeros by setting the terms with similar delays equal. Thus,
This result confirms that the NTF zeros are set by the complex-valued feedback gains of the loop integrators.
The input coefficients A (l) , B (l) , and C (l) of the lth stage can be solved in similar manner, based on the STF numerator given in (). Next, the numerator of () is set equal to the STF numerator presented with the respective zeros ϕ 
Now, A (l) , B (l) , and C (l) can be solved setting the separate delay components equal. This gives
pronouncing that these coefficient can be used to tune the STF response. However, the NTF zeros should also be taken indirectly into account because they define the values of M (l) and N (l) , as found out in ()-(). At this point, only the feedback coefficients R (l) and S (l) of the lth stage remain unknown. Those can be solved using the common denominator of the NTF and the STF in () and (). Again, the denominator of () and () is set equal to the denominator presented with the common poles of the transfer functions ψ
common, and ψ
common, . In other words,
Again, setting the separate delay components equal gives solutions for the feedback coefficients:
Thus, the feedback gains are affected by the NTF zeros (again via M (l) and N (l) ) but finally defined by the poles of both the transfer functions.
Based on this parametrization, tuning the modulator response in frequency agile way is straightforward. The spectrum-sensing information is used to extract the information about the frequency bands preferred to be received, and NTF zeros are placed on these frequencies (f NTF, =  in second-order case). In addition, the most harmful blockers can be identified based on the spectrum sensing. Thus, the STF zeros can be set on the unit circle (λ STF, in second-order case). The poles can be used to tune both the transfer functions, being common though. Usually, the frequencies that are attenuated in the NTF design are supposed not to be attenuated in the STF and vice versa. This sets an optimization problem for the pole placement. Pole placement in the origin is of course a neutral choice. The authors have chosen poles on the preferred signal center frequencies, i.e., f pole, = ., thus pulling the poles half way off the unit circle to maintain efficient quantization noise shaping. A summary table of the overall design flow will be presented, after discussing the design aspects under I/Q imbalance, at the end of the following subchapter. . The signs in the exponent terms are opposite for the second-and the thirdstage zeros. The ideal model would allow also for such NTF design that the noise shaping of the interesting frequency bands would be done separately in different stages, meaning, e.g., that the first-stage NTF would notch the frequencies of certain signal and the second-stage NTF the frequencies of the other one. However, this kind of approach would allow the underlying I/Q imbalance-induced image components to leak more heavily on the latter signal band. The above-mentioned NTF design is proposed to avoid this scenario. This overall design flow, starting with spectrum-sensing information in terms of preferred signal center frequencies and blocker center frequencies, is illustrated as a whole in Table  .
Multistage Q M transfer function design under I/Q imbalance

In
Receiver system level considerations
In this section, system level parameters are considered to define realistic target values for the needed interference rejection ratio introduced in Section . The proposed Q M performance is illustrated in a realistic multi-band Table 1 Overall design flow of a three-stage two-band Q M.
Preliminary spectrum information
1. Obtain the center frequencies (f C,1 and f C,2 ) and the suitable frequency offsets (f offset,1 and f offset,2 ) based on the bandwidths of the desired signals, e.g., from [36] 2. Based on the spectrum sensing information, find the most harmful blockers (f int,1 and f int,2 )
• In case of mirror-frequency rejecting STF design f int,1 = -f C,1 and f int,2 = -f C,2
Design of a three-stage two-band Q M with mirror-frequency rejecting first-stage STF
Transfer function design for the first-stage (two-band NTF and mirror-frequency rejecting STF)
1. Place the NTF zeros: ϕ 4. Solve the modulator coefficients M (1) and N (1) using (51)- (52); A (1) , B (1) and C (1) using (54)- (56); and R (1) and S (1) using (58) common,1 = 0 and ψ (2) common,2 = 0 8. Solve the modulator coefficients M (2) and N (2) using (51)-(52); A (2) , B (2) and C (2) using (54)-(56); and R (2) and S (2) using (58) common,2 = 0 12. Solve the modulator coefficients M (3) and N (3) using (51)-(52); A (3) , B (3) and C (3) using (54)-(56); and R (3) and S (3) using (58)-(59). http://jwcn.eurasipjournals.com/content/2011/1/130 reception scheme, assuming the sampling frequency f S =  MHz.
The detection of a -QAM waveform on intermediate frequency f C,-QAM = . MHz with bandwidth of W -QAM =  MHz is considered as a practical example. The received preferred signal power is assumed to be - dBm (sensitivity level), remaining  dB above the thermal noise floor at - dBm. Taking typical receiver overall noise figure of  dB into account, this gives signalto-noise ratio (SNR) of  dB at the input of the ADC (SNR PRE =  dB). Thus, with digital signal-to-interference and noise ratio (SINR) target of say  dB (SINR target =  dB) for detection, implementation margin of  dB is allowed.
Different combinations of Q M parameters are considered to highlight the flexibility of the structure, namely first-, third-, and sixth-order, noise shaping (P -QAM = {, , }) is applied for the preferred signal band in -and -bit quantization schemes (b Q = {, }). The noise-shaping order P -QAM describes the combined noise-shaping effects of all the Q M stages on that frequency band according to the discussion in Sections  and , assuming an ideal Q M. The related zero-optimization gains for each noise-shaping order (ZOG dB = {, , }) are obtained from [] and represent the SNR gain of the optimal zero placements compared to the case where all the zeros are on the center frequency of the preferred signal.
The Crest factors in the range of  to  dB were found in simulations with realistic power levels for a number of out-of-band signals in addition to the preferred one, depending on the exact power distribution (the simulation setup will be further discussed in Section ). Thus, Crest factor of CF dB =  dB is assumed in the following analysis for the sake of simplicity. The full-band signal power to the preferred signal power ratio is assumed to range from  dB (only the preferred signal) up to + dB. Such a high maximum value is chosen to illustrate also the performance of the sixth-order efficient noise shaping. The properties defined above are summarized in Table . Based on the given parameters, signal-to-quantization noise ratio (SQNR) of the Q M, yet without implementation nonidealities, can be solved in different scenarios by varying the amount of quantization bits and noise-shaping order. The SQNR equations derived for real lowpass modulators [] of corresponding order can be adopted to use also in quadrature bandpass case because the noise-shaping efficiency is maintained with only asymmetric shift of the NTF notch center frequency. Thus, the inband SQNR for a single-frequency channel (assuming an ideal Q M), taking also receiver out-of-band signal content into account, is defined as
where, in addition to the values given in Table  , S full-band is the power of the whole ADC input signal, and S -QAM is the power of the preferred -QAM waveform. Increasing full-band signal power compared to the preferred signal power decreases the SQNR because with large values of this ratio, the out-of-band signal content dominates the dynamics of the overall signal. In this kind of scenario, the weak preferred signal is effectively scaled down at the ADC input. Now, the total SNR after the A/D conversion (SNR TOT ) is the ratio of signal power S -QAM to the combined inband thermal noise power N PRE and inband quantization noise power N Q (N TOT = N PRE + N Q ). Furthermore, this ratio can be defined with SNR PRE and SQNR, giving
In addition, SINR target set for the detection defines also the maximum level of additional inband interference com- figure  7 dB Full-band Crest-factor CF dB 5 dB (4 . . . 6 dB) Implementation margin 3 dB Full-band signal power relative to the desired signal power 0 to 140 dB SINR target for detectionhttp://jwcn.eurasipjournals.com/content/2011/1/130 ponents other than thermal and quantization noises, such as MFI and noise leakage, generated by the modulator nonidealities, discussed in Section . In that section, interference rejection ratio was defined to measure the amount of this interference relative to the ideal modulator output inband power. Now, the maximum tolerable amount of additional inband interference I MAX , compared to the preferred signal, the inband thermal noise and the inband quantization noise powers (S -QAM + N TOT ), defines the needed interference rejection ratio demanded to fulfill the set SINR target . Thus, interference rejection ratio is given by demand =  log 
If SNR TOT is below SINR target , achieving the set SINR is obviously not possible and a logarithm of a negative number results in a complex-valued demand (hence the condition SNR TOT > SINR target ).
This interference rejection demand is plotted in Figure  as a function of the full-band signal power compared to the preferred inband signal power. The increasing power ratio on the x-axis limits the performance of the ADC because of the decreasing SQNR according to (). Subsequently, from () it is clear that, if SNR TOT approaches SINR target , then the denominator goes to zero and thus demand goes to infinity, indicating that no additional interference is allowed. The flooring at approximately  dB happens because, this is, together with the thermal noise SNR of  dB, the minimum level of interference rejection ratio with any SQNR to achieve the SINR target of  dB. The six Q M scenarios with -or -bit quantization and differing noise-shaping orders on the preferred signal band defined above are illustrated in Figure  as examples. The most straightforward case for multi-band reception of parallel signals with the bandwidths in megahertz-range is third-order noise shaping with -or -bit quantization, allowing two signal bands to be converted efficiently. These results are plotted with dashed lines and show tolerance of the full-band power to signal power ratios up to the range of  to  dB, depending on the quantization scheme. The first-and sixth-order noise shapings are applicable for the conversion of narrow-and wideband signals, respectively. However, the results given in Figure  are applicable only with given exemplary set of parameters (see Table  ), such as -MHz bandwidth. The derived interference rejection ratio demands are compared to the simulated achievable figures of the proposed Q M design in Section .
Results and illustrations
In this section, the models derived in Section  and the design principles in Section  are used to analytically calculate and illustrate the transfer functions for a threestage Q M under I/Q imbalance (Section .). Finally, the Q M behavior under I/Q imbalance is simulated to illustrate the interference rejection performance of the modulator (Section .) for which the target values were derived in Section .
In general, multi-band IF reception [] of two parallel information signals around center frequencies of The transfer functions of the stages are designed in the following manner, based on the above-described scenario and the discussion on design flow in Section . Third-order noise shaping is designed for both the signal bands, allowed by the overall NTF order of six. The first-stage NTF has unit-circle zeros on the center frequencies of the two signals, thus ϕ 
, which gives nice attenuation on the interesting frequency bands. Firststage error is leaking to the output due to noncommutativity of mismatched complex transfer functions. However, attenuation on the preferred signal bands is still on average at the level of - dB for the first-stage quantization error and - dB for the conjugate component. However, when discussing noise responses, it should be remembered that large power variations as in the input blocker scenario are improbable. The second-stage nonconjugate noise is effectively canceled, but the conjugate version is visible at the output. This second-stage mirror-noise is, however, shaped by the NTF of the first stage, as mentioned in Section , and thus nicely attenuated on the preferred signal bands.
Finally, in Figure  , it is shown that mirror-frequencyrejecting STF design, proposed and discussed in Sections  and , can effectively improve input image rejection in case of feedback branch mismatches also in a multi-stage modulator realizing multi-band conversion. This was shown in http://jwcn.eurasipjournals.com/content/2011/1/130 [] and [] for single-stage Q Ms and in [] preliminarily for a two-stage modulator. Now, the closed-form analysis having arbitrary number of stages clearly confirms this. Specifically, in the three-stage example at hand,  dB average improvements in image rejection are seen over the information bands (- dB average ISTF response) compared to the frequency-flat STF. From Figure  , it is seen that the ISTF notch is fairly narrow compared to the assumed bandwidth of the signal, stemming from the use of second-order Q M block which limits the number of the first-stage notches to two. However, MFI mitigation efficiency is more dependent on the bandwidth and power level of the blocking signal. For example, a narrow-band blocker at the mirror frequency of the preferred signal center frequency would be attenuated by over  dB. In addition, it can be concluded, based on () and (), that the characteristics of the third (or any subsequent) stage do not affect the processing of the original input signal or its image signal (conjugate response). On the other hand, increasing the order of the first stage would allow for more efficient STF design, resulting, e.g., in parallel notches in the ISTF at the interesting frequency band and thus improving the IRR even further.
Computer simulations
The conclusions of the transfer function analysis are confirmed herein with computer simulations and achievable interference rejection ratios are demonstrated. The multiband reception is simulated with an assumption of -QAM and QPSK waveforms to be received on the center frequencies of f C, = . MHz and f C, = -. MHz, respectively. Raised-cosine filters with roll-off of . are used for the pulse shaping, which together with symbol rate of  MHz, gives -MHz waveform bandwidth. The QPSK band is received at  dB lower power level compared to -QAM band. Together with these preferred information signals, the overall input consists of four additional waveforms, of which two are located on the mirror frequencies of the signals of interest acting as blocking signals. In addition, a thermal input noise floor is present, limiting the -QAM and QPSK input SNRs to  and  dB, respectively. An example of input spectrum is shown in Figure  In the interference rejection ratio simulations, true quantizers are used inside the modulator loop for the I and Q rails to confirm the validity of the analytic model derived with the additive noise assumption. For generality, cases with -, -, and -bit quantizers are simulated and compared. In addition, frequency-flat and mirrorfrequency-rejecting STF designs are simulated with % I/Q mismatches in the feedback branches of the stages (coefficients R (l) and S (l) in Figure  ). These correspond to the maximum deviations used in the analytic transfer function analysis in Section .. The mismatches are assigned randomly for the real and imaginary parts of each of the complex-valued coefficients, i.e., the real I-rail coefficients can be % smaller or larger than the ideal values, and the corresponding real Q-rail coefficients are deviated in the opposite direction. Thus, two examples (presenting the real part of the complex-valued R () ) of possible mismatched values of I-rail coefficients are r ing the output of an ideal Q M from the output of a mismatched Q M, obtaining thus an estimate of distortion component. The interference rejection ratio itself is given as a ratio of the ideal output power on the preferred signal band and the distortion power estimate on the same band (see ()-()). The presented power spectral densities are calculated with FFT-length of   samples. The amplitudes of the real and imaginary parts of the overall received input signal are limited by the receiver automatic gain control mechanism to be equal to or less than . to avoid quantizer clipping (quantizer full scale range from - to ), i.e., |u I, (k)| ≤ . and |u Q, (k)| ≤ . for all k. This limitation is maintained also when increasing the blocking signal power levels, which means that with increasing blocker input power, the useful signals are scaling down and become more and more sensitive to, e.g., quantization noise. For the sake of clarity, the output power spectral densities of the Q M are illustrated with frequency-flat and mirror-frequency-rejecting STF designs in Figure  . From the plot (b), it is visible that, with the mirror-frequencyrejecting STF, the blockers around - and  MHz are filtered out, and the preferred signals are more clearly above the noise compared to the case with flat STF design in the plot (a), thus indicating improved SINR. Further, Figure  shows the output power spectral densities of the two transfer function designs when -QAM waveform is disabled. Thus, it is possible to see the difference at the emerging MFI, originating from the blocker. In this scenario, the power spectral density of the frequency-flat STF design case shows interference peak on the assumed preferred signal band and mirror-frequency-rejecting STF design is able to push the MFI component below the noise floor.
Next, Figure  illustrates the interference rejection ratio results with -bit quantizers applied in the stages of a three-stage multi-band Q M. The interference rejection ratios are calculated separately for the two received signals, separated with colors in the figures. In addition, frequency-flat and mirror-frequency-rejecting STF designs are compared. From Figure  , it is clear that mirrorfrequency-rejecting STF design improves the interference rejection ratio of both the signals. The gain given by the STF design remains at  dB for the -QAM signal until relative blocker powers of + dB. For the QPSK signal, the corresponding gain is around  dB. However, with the highest simulated blocking signal powers (+ to  dB compared to the QPSK signal) the interference rejection ratio floors at the same level, independent of the STF design. These limited gain values of the mirror-frequencyrejecting STF design and similar flooring level between the designs originate from the distortion components other than the complex conjugate of the input signal. Thus, the signal quality is decreasing despite the input signal originating MFI being mitigated. For example, the leakage of the first-stage quantization error, already discussed in Section ., has a considerable role with -bit quantization, http://jwcn.eurasipjournals.com/content/2011/1/130 nonshaped quantization error having significant power on the preferred signal bands. With increasing blocking signal powers, also the level of first-stage quantization error is increasing compared to the preferred signals, and this decreases the interference rejection ratio values regardless of the STF design.
Overall, the achievable interference rejection ratios are well in line with demands derived in Section . From -QAM signal point of view, the demanded rejection (see Figure ) is fulfilled with selective STF up to the relative blocker power of  dB. At this point, the full-band power to the -QAM signal power ratio can be approximated to be  dB, neglecting the minor effect of other out-of-band signals than the two mirror-frequency blockers. At this point, the achieved interference rejection ratio of  dB fulfills the demand of  dB with -bit quantization (see Figure ) .
The results with -bit quantizers, given in Figure  , support the above conclusions. When the levels of the error components are decreased due to additional quantization bits, the gain given by the mirror-frequency-rejecting STF design is more pronounced. The gain increases when the blocking signal power cross the  dB level, due to the increasing amount of MFI stemming from the input signal. This gain remains around  dB for the -QAM signal and  dB for the QPSK signal at the relative blocker power ranging from + to + dB. This is because of the decreased levels of the quantization error components. Especially in wideband CR receivers operating in challenging radio conditions with strong out-of-band signal dynamics, the shown - dB gains are very valuable, improving the robustness of the receiver significantly.
Comparing these results to the set demand for the interference rejection ratio, it can be seen that -QAM with selective STF fulfills the demand up to the relative blocker levels of + dB. In this scenario, full-band power to the -QAM power ratio is approximately  dB, which gives interference rejection ratio demand of  dB with -bit quantization (see Figure ) matching to the  dB result seen in Figure  .
Finally, Figure  provides the results with -bit quantizers used in the stages (mainly for reference, without interference rejection target). In this scenario, the quantization error levels are pushed even further down, and the MFI from the input remains as a dominant error source. The interference rejection ratio values in Figure  pronounce 
