[1] The first quasi-synoptic estimates of Arctic Ocean and sea ice net fluxes of volume, heat and freshwater are calculated by application of an inverse model to data around the ocean boundary. Hydrographic measurements from four gateways to the Arctic (Bering, Davis, and Fram Straits and the Barents Sea Opening) completely enclose the ocean, and were made within the same 32-day period in summer 2005. The inverse model is formulated as a set of full-depth and density-layer-specific volume and salinity transport conservation equations, with conservation constraints also applied to temperature, but only in non-outcropping layers. The volume transport into the Arctic of waters above $1000 m depth is 9.2 Sv (1 Sv = 10 6 m 3 s À1 ), and the export (similarly) is 9.3 Sv. The net oceanic and sea ice freshwater flux is 187 AE 48 mSv. The net heat flux (including sea ice) is 189 AE 37 TW, representing loss from the ocean to the atmosphere.
Introduction
[2] The Arctic is an important part of the global climate system through surface reflectivity, storage and release of freshwater (FW), and storage and release of greenhouse gases. However, climate models confidently predict not only that it will change rapidly as the planet warms, but also that it will be the fastest-warming region of the planet [Intergovernmental Panel on Climate Change, 2007] . The well-known ice-albedo feedback mechanism results in "polar amplification," and the signal of polar amplification in the Arctic is beginning to emerge from the noise [Serreze et al., 2009] .
[3] Many indicators show the response of Arctic climate to warming. For example, September sea ice extent continues to decline at over 1% per year (J. Richter-Menge and J. E. Overland (Eds.), Arctic report card 2011, http://www. arctic.noaa.gov/reportcard, 2011); the Greenland ice cap melt rate is increasing [Velicogna, 2009; van den Broeke et al., 2009] ; Russian river discharge into the Arctic Ocean continues to increase [Shiklomanov and Lammers, 2009] ; FW storage in the Arctic Ocean's upper layers has increased [McPhee et al., 2009; Rabe et al., 2011] ; Serreze et al. [2009] find significant surface warming in Autumn in recent years.
[4] Therefore the importance of ocean and sea ice FW and heat fluxes to the climate system is clear. However, neither of these quantities is well known. Many authors (we will not review them here) make measurements of components of the system and attempt to draw conclusions about heat and FW fluxes from their component observations, but they are hampered in their efforts to integrate their conclusions in a pan-Arctic sense through three issues: (1) reference values (reference temperature for heat flux, reference salinity for FW flux), (2) synopticity (when attempting to compare with other measurements), and (3) pan-Arctic mass balance, 1 without which net flux calculations are meaningless. While recognizing these difficulties, substantial efforts have been made to calculate Arctic heat and FW budgets.
[5] An Arctic FW budget was first produced by Aagaard and Carmack [1989] , subsequently updated by Serreze et al. [2006] and Dickson et al. [2007] . Serreze et al. [2006] found net Arctic Ocean FW export of 9,200 km 3 yr À1 and import of 8,500 km 3 yr
À1
, and a net imbalance of À700 km 3 yr À1 (292 mSv, 270 mSv and 22 mSv respectively), using a reference salinity of 34.8, and using a large inventory of component data from a wide range of periods. Via an analogous process of accounting, and with alternative views on a suitable reference salinity, the Arctic FW export estimate of Dickson et al. [2007] is "around 300 mSv." Note that 1 Sv = 10 6 m 3 s À1 = 31,536 km 3 yr À1 , so 300 mSv $ 9,500 km 3 yr À1 . While these two modern estimates appear consistent, they cover different areas. Serreze et al. [2006] comprises the Arctic Ocean north of Eurasia and North America (therefore north of the Canadian Arctic Archipelago), while Dickson et al. [2007] extend some way south on the Atlantic side to include the Nordic Seas and Hudson Bay regions. The sum total FW flux of Dickson et al. [2007] , considering oceanic and sea ice transports through Bering, Davis and Fram Straits, and the Barents Sea Opening (BSO), is 149-237 mSv (4,725-7,515 km 3 yr À1 ), where the range results from the given ranges of Davis and Fram Strait fluxes.
[6] The Arctic Ocean and sea ice heat flux was consistently estimated by Serreze et al. [2007] , furthering the pioneering efforts of Nakamura and Oort [1988] . Serreze et al. [2007] use atmospheric model reanalysis output with top-of-the-atmosphere (TOA) radiation measurements to produce monthly estimates of ocean surface heat flux as residuals. They find values ranging from 105 W m À2 (July, heat gained by ocean from atmosphere) to ca. À50 W m
À2
(winter months, heat lost by ocean to atmosphere), which, for their ocean domain area of 9.56 Â 10 6 km 2 , equate to net surface heat fluxes of ca. 1,000 TW and À480 TW. Their annual mean (ocean domain) surface heat flux is 11 W m À2 from ocean to atmosphere, or 105 TW. They also describe substantial shortcomings with the method, such as nonconservative energy budgets, deficiencies in TOA radiation, and mass balance errors in atmospheric transports.
[7] Turning to the Arctic Ocean mass budget, the most recently produced estimates of annual mean volume flux in the four main ocean gateways are: Davis Strait, À2.3 AE 0.7 Sv during 2004 [Curry et al., 2011 ; Fram Strait, À2.0 AE 2.7 Sv mainly during 1997-2006 [Schauer et al., 2008] ; BSO, 2.0 Sv mainly during 1997-2007 [Smedsrud et al., 2010] ; and Bering Strait, 0.8 AE 0.2 Sv during 1991-2004 Melling et al., 2008] ; sign convention is negative for export (out of Arctic), positive for import. The sum total of all values is À1.5 Sv. Clearly this is not satisfactory for an attempt to make direct estimates of ocean and sea ice heat and FW fluxes as mass is not conserved. However, our motivation for wishing to attempt the estimation of in situ ocean and sea ice heat and FW fluxes is clear from the state of knowledge of these quantities, described above; and the method we choose-inverse modeling-is motivated by this imbalance.
[8] Since 2004, hydrographic observations have been carried out in all four main gateways-Davis, Fram, and Bering Straits, and the BSO-in every summer. Moored arrays of current meters are also deployed in these locations. Therefore we have available temperature and salinity profiles, and a quantity of velocity information. In some regions where some or all of this information is lacking, we can also employ output from a high-resolution coupled ice-ocean general circulation model (GCM) . In this study, we will assemble the available quasi-synoptic data and estimate a velocity field in summer 2005 around the boundary of the Arctic Ocean that conserves volume and salinity by applying the box inverse method. The year 2005 is chosen as the first summer when the most comprehensive observations are available around the boundary of the Arctic. We will use the results of the inverse model to present the first quasisynoptic in situ estimates of Arctic heat and FW fluxes. The model will also enable us to describe Arctic Ocean net water mass transformations.
[9] This paper is structured as follows. Section 2 presents the measurements and the inverse model; section 3 describes the derived velocity field and associated heat and FW fluxes; section 4 is a discussion and summary.
Methods
[10] Inverse models are used to determine the ocean circulation that is consistent both with observations and with dynamical and thermodynamical constraints. Inverse modeling began life in the late 1960s as a means to solve geophysical problems. It found its application to oceanography in the late 1970s, since when it has become a common tool routinely applied in oceanography throughout the world's oceans [Wunsch, 1996] , with one major exception: this is its first quasi-synoptic application to the Arctic Ocean. Accordingly we first outline the inverse model fundamentals.
[11] We use the "box model" formalism, where the box is a region of ocean completely enclosed on its sides by coastline and/or hydrographic sections. The box includes the seabed as its impermeable base and the sea surface as its permeable lid. The sides of our Arctic Ocean box are comprised of the four ocean gateways-Bering, Davis, and Fram Straits, and the BSO, and the intervening coasts of the islands of Greenland and Svalbard, and of the continents of Eurasia and North America. There is one extremely small gap in this continuous boundary, Fury and Hecla Strait, between Baffin Island and the Canadian mainland, which will be described further in section 3.5. The permeable lid accommodates the air-sea heat flux, and the freshwater fluxes resulting from evaporation, precipitation and river/ meltwater runoff. The ocean is assumed to be in quasi-steady state, and in hydrostatic and geostrophic balance; it is assumed to be mass-and salinity-conserving. By use of a closed box and the application of mass and salinity conservation constraints, our inverse model generates perturbations-within a priori uncertainties-to the initial horizontal and vertical velocities that are consistent with the conservation conditions.
[12] We first examine the assumptions of mass and salinity conservation over the Arctic Ocean box, and derive the necessary conservation equations in order to clarify the role of "reference values." We also determine the extent to which conservation of heat may be applicable. Next we present the inverse model, and finally we describe the data and numerical model output employed in the inverse model.
Conservation Conditions
[13] We first examine mass balance. A mass imbalance in an enclosed region might be generated (for example) by a transient wind event near the region's boundary. In order to estimate the adjustment timescales over which stationarity (in this case, mass balance) may be assumed, we need to calculate relevant barotropic wave propagation speeds. Kelvin and gravity waves are fast, with phase speeds ffiffiffiffiffiffi ffi gH p , where g is acceleration due to gravity and H is water depth. For g = 10 m s À2 and H $ 1 km, consequent speeds of 100 m s À1 result in waves which travel 1,000 km (scale distance for the Arctic) in $3 h. Barotropic Rossby waves are slower, with an upper bound on phase speed c given by
where b is the meridional gradient of the Coriolis parameter f such that b = 2Wcosq/R E , W is the rotation rate of the Earth, R E is the radius of the Earth and q latitude, and f 0 = 2Wsinq.
À4 s À1 , and as above gH $ 10 4 m 2 s À2 , yielding a phase speed c $ 2 m s À1 , and a timescale to travel 1,000 km of $6 days [see, e.g., Gill, 1983] . Mass conservation is allowed as long as we do not use an unfeasibly short timescale.
[14] We express the Arctic Ocean mass balance as follows. For an enclosed volume of ocean, the net rate of addition (or removal) of FW at the sea surface by all processes is denoted by F. Assuming conservation of mass (volume), and denoting net ocean flux through the sides of the volume by V 0
where v = v(x, z) is the distribution of ocean velocity normal to the sides of the volume, x is the along-side distance coordinate, z is the vertical (depth) coordinate, area A represents the side area and dA = dxdz is an area element.
[15] We now derive the calculation of surface FW flux F from volume and salinity fluxes, assuming volume and salinity conservations. The net import (or export) of salinity (S) through the ocean boundaries of the enclosed region is equal to the rate of change of salinity storage inside the region, assuming no significant surface or seabed pathways for salinity addition or removal
where d(vol) is a volume element. Now we decompose v and S around the boundary into means (overbar) and deviations from means (prime)
such that I S′dA ¼ 0 and
Using the above to expand (3), we have
since the cross-terms (the means multiplied by the integrals of the anomalies) are identically zero. Applying (2) to (6) and rearranging, we have
The first term on the right-hand side is similar to the conventional expression for the estimation of FW flux, but the term implicitly performing the role of "reference salinity" is a clearly defined quantity: the boundary-mean salinity. The second term is "storage," the rate of change of internal salinity (scaled by boundary-mean salinity), which we call F stor . For the application of the inverse model, we assume F stor = 0. This assumption is examined in section 3.5.
[16] Finally, we consider the possibility of some limited application of heat conservation, given that monthly/annual mean air-sea heat fluxes are not well known. Not wishing to constrain by heat conservation the circulation of any part of the ocean that may be in contact with the atmosphere in any part of the year, we inspect the (near-) surface distribution of density in winter (Figure 1 ), when surface densities are at a maximum and contact with the atmosphere has (ultimately) its deepest influence on the ocean. Figure 1 shows the winter potential density distribution at 10 m depth based on the Polar Science Centre Hydrographic T/S Climatology (PHC); [Steele et al., 2001] . The densest surface outcrop is in the Barents Sea, where maximum densities reach s 0 $ 27.97 kg m À3 . Denser waters have been observed in the Barents Sea: Schauer et al. [2002a] reported bottom water in the vicinity of St. Anna Trough as dense as 28.05 kg m À3 . Although of high density, these waters mainly ventilate layers of lower density as a consequence of turbulent mixing on exiting the Barents Sea. They contribute to the sub-surface Atlantic Water (AW) layer in the central Arctic Ocean; the core of this layer resides at depths around 500-700 m [e.g., Carmack, 2000] , and the 0°C isotherm is found at depths $800 m [Carmack et al., 1997] . Therefore we will assume that potential temperature (heat flux) constraints can be applied to below the density s 1.0 > 32.750 kg m À3 (almost equivalent to 28.035 s 0 ). This isopycnal surface corresponds to depths greater than $1,000 m and relevant only, therefore, to Fram Strait and a tiny part of the Storfjordrenna between Bear Island and Svalbard in the BSO.
Data and Model Output
[17] The inverse model domain is a single box bounded by CTD observations in four major gateways enclosing the Arctic Ocean: Davis, Fram, and Bering Straits and the BSO (see Figure 2) . The data used in this study comprise 131 finely spaced hydrographic stations, and 16 GCM grid cells in the BSO which function as CTD stations in regions of absent data. The CTD data were obtained as follows:
16 stations during 5-10 September 2005 in Davis Strait [Lee et al., 2004] [18] Velocity data from 31 moorings deployed in these straits are used to initialize the reference velocities. [Schauer et al., 2008] ; 5 in the BSO (Institute for Marine Research, Bergen) [Skagseth et al., 2008] ; 2 in Bering Strait (University of Washington) . In Davis Strait, weekly averaged optimal interpolation (OI) velocity fields based on temperature, salinity and velocity observations from 8 moorings are used [see Curry et al., 2011] . Over Belgica Bank in the western Fram Strait where moored observations are lacking, vessel-mounted ADCP (VMADCP) data are used [Fahrbach and Lemke, 2005] . VMADCP data are collected from the same cruise as the CTD observations in Fram Strait. The timing of the CTD observations and the locations of the moorings around the Arctic boundary are shown in Figure 3 .
[19] Model output is used to fill small gaps in the BSO where observations are lacking. The model is an implementation of the Nucleus for European Modeling of the Ocean (NEMO) coupled ice-ocean GCM at NOC, Southampton [Barnier et al., 2006] . The model's global mean spatial resolution is 0.25°but the tripolar grid increases the local (Arctic) resolution to 20 km. Model output is available between January 1958 and December 2007 every 5 days. In this study, we analyze temperature, salinity and velocity output in summer 2005. The hydrographic data gaps on the BSO section lie south of Svalbard, north of Bear Island (74.3°N), and near the Norwegian coast (Figure 2) , where 16 NEMO grid points act as substitute CTD stations. We also employ NEMO velocity output as initial velocity estimates where hydrographic data are present but in situ velocity data are absent: for north of Bear Island and south of 71.5°N in the BSO. NEMO has been used successfully in several high-latitude northern-hemisphere analyses, for example: in the Arctic Ocean and Nordic Seas, concerning FW fluxes east and west of Greenland [Lique et al., 2009 [Lique et al., , 2010 Marsh et al., 2010] ; concerning Arctic primary production [Popova et al., 2010] ; and concerning North Atlantic ocean heat fluxes [Grist et al., 2010] . [20] The NEMO output of temperature and salinity in the relevant areas of the BSO are compared with available historical CTD data from the World Ocean Database 2009 [Boyer et al., 2009] and Hydrobase 2 [Curry, 2001] , which includes the Barents and Kara Seas Oceanographic Database [Golubev et al., 2000] . All CTD data since 1995 during July-September near the NEMO grid are used (Figure 4 ). In the Norwegian coastal region, 5 historical CTD profiles are available within 19.0-21.0°E, 70.0-70.4°N. NEMO salinity (34.5-34.7) is systematically higher than CTD data by $0.5, while NEMO temperatures lie within the range (6-10°C) of the CTD data [see also Skagseth et al., 2011] . This positive salinity bias in the NEMO representation in the Norwegian Coastal Current (NCC) results from an over-saline simulated outflow from the Skagerrak compared with the hydrography [e.g., Røed and Albretsen, 2007] . Therefore, the 3 NEMO salinity profiles in this region are corrected by subtracting 0.5. To the north of Bear Island, 50 historical CTD profiles are available within 18. 5-19.5°E, 74.5-75.6°N . NEMO salinities are slightly higher than the historical observations but still fall broadly within the envelope of observed values, while NEMO temperatures show no systematic difference from the CTD data; so no corrections are introduced. To the south of Svalbard, 8 historical CTD profiles are available within 18.0-19.0°E, 76.7-77.6°N. NEMO salinities and temperatures all fall within the range of observations, so no corrections are introduced.
[21] NEMO velocity output in the BSO is compared with the small number of available velocity observations. In the Norwegian coastal region, Skagseth et al. [2011] [22] The circum-Arctic distributions of potential temperature and salinity are shown in Figure 5 . Their (area-weighted) mean values are 1.159°C and 34.662, respectively, where the latter includes the mobile sea ice area with salinity of 6 (see section 2.5). The sub-division of the water column employs density criteria based on Rudels et al. [2008] ; six layers are selected, which we name Surface, Subsurface, Upper AW, AW, Intermediate Water and Deep Water ( Figure 5 and Table 1 ). Table 1 also includes the further sub-division of these layers for use in the inverse model, which is described in section 2.3; also included in Table 1 are conventional central Arctic Ocean water masses, for reference.
[23] Since water masses are generally defined using potential temperature and salinity classes, there is generally no unique relationship between water masses and the layers defined by density. Also, our naming of layers is admittedly imperfect: for example, the Subsurface and Upper AW layers can be found at the surface, particularly in Fram Strait and the BSO; and the AW layer can include water other than AW. Nevertheless, these are simple and useful categories that capture dominant features. The water masses occupying the circum-Arctic section are next briefly described, for each part of the section, and are illustrated on the q-S plot ( Figure 6 ).
[24] Bering Strait is shallow ($50 m depth); it is occupied by fresh (<33), warm (2-8°C) summer Pacific Water (sPacW), and the Alaskan Coastal Current Water (ACCW) is seen on the east side of the strait as warmer (>6°C), fresher (<32) water [Steele et al., 2004; . sPacW occurs in both the Surface and Subsurface layers, while the ACCW is found only in the Surface layer.
[25] In the BSO, warm (3-7°C) and saline (35.0-35. 2) AW appears in the middle of the section as a dominant feature, and is found in both Upper AW and AW layers. Finally, the cold, fresh and well-stratified waters between Svalbard and Bear Island appear to lack a conventional name, so we refer to this as East Spitzbergen Current Water (ESCW), Loeng, 1991; Saetre, 1999; Furevik, 2001; Schauer et al., 2002a; Fer et al., 2003; Ingvaldsen et al., 2004] Table 2 ].
and it occupies three layers (Subsurface, Upper AW, AW) [see Loeng, 1991; Saetre, 1999; Furevik, 2001; Schauer et al., 2002a; Fer et al., 2003; Ingvaldsen et al., 2004] .
[26] In Fram Strait, very fresh Polar Surface Waters (PSW; 28-34.5) near the freezing point of seawater appear over Belgica Bank and in the East Greenland Current (EGC); the more saline fraction ($30-34.5) of these waters resemble Arctic Halocline water, and occupy the Surface and Subsurface layers. The Upper AW layer is very thin; beneath it over Belgica Bank is a water mass in the AW layer that resembles Lower Halocline water. In the EGC, the AW layer contains modes of recirculated and/or returned AW which have arrived there either via the "short circuit," recirculating close north of Fram Strait, or via the longer circuit around the Eurasian Basin. Slightly colder (À0.5 to 2°C) and fresher ($34.85) water is found in the Intermediate layer, which is likely highly modified AW that has taken the long circuit around the whole Arctic Ocean. The dominant water in the upper layers of eastern Fram Strait is warm (3-6°C) and saline (35.0-35.2) AW in the West Spitzbergen Current (WSC), which is partly overlain by a mixture of Arctic-and Atlantic-sourced waters in the Subsurface layer. The Intermediate layer here contains intermediate waters from the Nordic Sea. The central region of Fram Strait exists between the north-going warm and saline regime to the east and the south-going cold and fresh regime to the west, and as such, it represents a transition region between these two extremes, displaying evidence of transient eddies, quasi-stationary meanders, and substantial local recirculation. Water in Fram Strait deeper than $1,000 dbar (in the Deep Water layer) has small ranges of temperature and salinity: À0.7 AE 0.1°C and 34.90 AE 0.01, and contains a mixture of various deep waters sourced from the Nordic Seas and Arctic Ocean [see Rudels et al., 2002 Rudels et al., , 2005 .
[27] Much of Davis Strait is occupied by relatively fresh (<34.5) water. A temperature minimum (close to the freezing temperature) appears in the western part of the strait; it corresponds to Arctic Halocline water, and is found in the Subsurface layer. Warmer water (4-5°C) exists in the eastern part of Davis Strait, possibly reflecting the Atlantic Ocean origin of the West Greenland Current; it is found in the Surface and Subsurface layers. In the Surface layer on the west side is an otherwise unnamed feature of moderate temperature and very low salinity which may be influenced by surface meltwater runoff; we refer to it as Surface Baffin Island Current Water (SBICW). The AW layer contains a relatively warm and saline water mass that has been called West Greenland Intermediate Water (WGIW), although this regional name may not accurately reflect its origins [see Tang et al., 2004; Cuny et al., 2005; Curry et al., 2011] .
Inverse Model Setup
[28] The inverse model used in this study is formulated with 15 layers defined using isopycnal surfaces. Different reference depths are used to calculate potential density depending on the average depth of the surface. Model layers are listed in Table 2 . The following constraints are applied to the inverse model: full-depth conservation of volume and salinity anomaly transport (1 constraint each); conservation of volume transport and of salinity anomaly transport for each layer; and conservation of potential temperature anomaly transport in the four deepest layers (s 1.0 > 32.750 kg m À3 ; see section 2.1) that do not outcrop in winter. Therefore 36 constraints in total are prescribed. Salinity anomaly and potential temperature anomaly are obtained by subtracting the mean property value around the boundary of the model domain (cf. section 2.1), which improves the conditioning of the inversion [McIntosh and Rintoul, 1997; Ganachaud, 1999] . The resulting conservation equations for transport T of volume or of some property C are of the general form
where j and m refer to station pair and layer interface indices respectively, N is the total number of station pairs, Dx is the station spacing, h m and h m+1 are the depths of the upper and lower interfaces of model layer m, C is property concentration either around the boundary (C j ) or over an interface (C m ), v is geostrophic velocity calculated from hydrography, b is the barotropic velocity, w m C is the effective interfacial velocity for each property C, and A m is the layer interface area within the domain. For each layer therefore, the transport T m of volume or of property C is the sum of the transports through the sides of the layer, and into and out of the upper and lower interfaces. McIntosh and Rintoul [1997] and Sloyan and Rintoul [2001] showed that property-specific diapycnal velocities across each layer interface are effective parameterizations of net diapycnal fluxes in inverse models.
[29] The first layer is a special case because it receives in the model the net FW input and accommodates the Fram Strait sea ice flux. The model layer 1 transports, T′ 1 , are
where the ice is treated as a rectangular plate, C ice is the relevant property concentration, dh is sea ice thickness, dx is the sea ice width, and u is the sea ice advection speed. The , and a velocity parameter q, which is to be determined.
[30] The depth-independent adjustment to the relative velocity b j provides 143 unknowns, one for each station pair j. The model includes diapycnal velocities in the ocean interior for each of the 14 layer interfaces for volume and salinity, which provides 28 unknowns, and 4 unknowns are set for potential temperature between the four deepest (nonoutcropping) layers. Since potential temperature anomaly conservation is not required for the remaining layers, no diapycnal potential temperature anomaly velocities are derived between them. Sea ice advection velocity u in Fram Strait (1 unknown) and surface FW input q (1 unknown) are included in layer 1 and in the full depth volume and salt anomaly equations. Therefore the model comprises a total of 177 unknowns.
[31] As is conventional, these equations are represented in matrix form
where A is M Â N and contains information about properties and geometry, x is N Â 1 and contains unknown barotropic, diapycnal, sea ice and FW velocities, and d is M Â 1 and contains initial estimates of transports; M is the number of conservation equations (36), and N is the number of unknowns (177).
Weighting and Uncertainties
[32] Row and column weighting are applied to the model before inversion to weight constraints and unknowns (respectively), using the row weighting matrix W (M Â M) and column weighting matrix E (N Â N)
The weighted system of equations A′x′ = d′ is then solved using singular value decomposition [Wunsch, 1996] with A′ = WAE, x′ = E À1 x and d′ = Wd. W and E contain only diagonal components. For volume conservation,
where ɛ m is the a priori volume transport uncertainty for each layer, and for property transports,
where h m C is the standard deviation of property variations within the relevant layer. All uncertainties and standard deviations are listed in Table 2 . The factor 2 in (13) is set according to Ganachaud and Wunsch [2000] ; it is an ad hoc best guess to account for possible correlations between the section averaged and mesoscale components of the noise in property conservation equations. The weighting term for fulldepth salinity anomaly transport conservation is set 4 times larger than (13) to account for the higher standard deviation of full-depth salinity anomaly (0.98) compared with either the AW layer (0.21-0.33) or the IW layer (0.05-0.09).
[33] Column weighting employs a priori uncertainties for all unknowns: for barotropic, diapycnal, sea ice and surface FW velocities (db, dw, du and dq),
A j means station pair area for reference velocity, A j layer interface area for diapycnal velocity, A ice mobile sea ice cross-sectional area in Fram Strait.
S is section mean salinity as before. Use of station pair area and layer interface area is normal for the column norms for the reference and diapycnal velocities (respectively). However, for the sea ice advection term, the salinity anomaly of sea ice is $30, so we employ A ice ð S À S ice Þ as a representative column norm for sea ice velocity. Similarly, the surface FW input term is normalized by A surf S.
[34] The a priori uncertainty in the reference velocity is estimated as the standard deviation of moored velocity data over 3 months (0.02-0.05 m s À1 ). The uncertainties are linearly interpolated onto each station pair as appropriate. In the case of Belgica Bank and in the BSO, larger a priori uncertainties are provided (0.06 m s
À1
) where direct measurements are lacking. Smaller a priori uncertainties (0.02 m s À1 ) are provided for Bering Strait to take account of the observation that the flux "first guesses" are similar to the estimation of , which is based on long-term sustained observations. The a priori uncertainty in the diapycnal velocities is set as 1 Â 10 À5 m s À1 , near the upper end of the range of vertical velocities inferred from observed ocean mixing rates. The a priori uncertainty in the sea ice advection velocity (u) is set to 50% magnitude of its initial estimate. The a priori uncertainty of the total surface FW flux velocity parameter (q) is set to 50% magnitude of its initial estimate.
[35] The a posteriori uncertainties are calculated as the square root of the diagonal component of the error covariance matrix P, which is estimated using the Gauss-Markov formalism [Wunsch, 1996] 
Inverse Model Velocity Initialization
[36] The initial state of the model must be specified. At the position of each station pair, the reference velocity is initialized from the deepest available moored velocity measurement, from the VMADCP data over Belgica Bank, or from NEMO model grid cells in parts of the BSO. The crosssectional moored velocity components are averaged over 3 weeks in order to eliminate higher frequency variability. The moorings are spaced more widely than the stations, so average velocities are then linearly interpolated onto station pair locations.
[37] Ideally, the 3 week averaging period would center on the hydrographic observations, but in practice the period depends on data availability because the time of the hydrographic observation is also the time when moorings were recovered and replaced. Therefore the averaging period is selected to be as close as possible to the date of the hydrographic observations near each mooring (Figure 3) . In Davis Strait, the averaging period is 8-29 August 2005, just before the hydrographic observations (5-10 September). In western Fram Strait, the 3 week averaging period spans 4-27 September depending on the data availability of each mooring, just after the hydrographic observation. In eastern Fram Strait, the 3 week averaging period is just before the hydrographic observations, spanning 21 July to 24 August. In the BSO, the averaging periods are 5-26 August 2005, during the hydrographic observations (9-14 August). In Bering Strait, the averaging periods are 21 August-11 September (just after hydrographic observations) and 10-30 August (during hydrographic observations). NEMO velocities are averaged over 20 days because the output is recorded as 5-day means. The averaging period in the BSO is 3-23 August, which sits in the middle of the hydrographic observations.
[38] All diapycnal velocities are initialized to zero. The area, mean potential temperature and mean salinity of each layer interface in the interior of the Arctic are extracted from the PHC summer data set.
[39] In Fram Strait, the initial sea ice volume flux is set at 50.2 mSv, with salinity anomaly flux of 1.44 Sv, equivalent to 41.5 mSv FW flux. These are calculated as follows. The zonal extent of mobile sea ice is taken to lie between 12 and 3°W. There is a stationary region of fast ice between the Greenland coast and 12°W. The eastern edge of 3°W is selected as a simple version of the sea ice thickness parameterization of Kwok [2004] . The mean sea ice thickness of 1.8 m is as observed by upward-looking sonar (ULS) in August 2005 at 5°W (E. Hansen, Thinning of Arctic multiyear and ridged sea ice 1990-2010, manuscript in preparation, 2012) . Sea ice salinity is set to 6. Summer 2005 is a difficult time to estimate sea ice volume flux. This year featured widespread change in thickness composition [Kwok, 2007; Nghiem et al., 2007] and a peak in the Fram Strait sea ice export [Kwok, 2007] . We focus on August and September (AS) 2005 and estimate its sea ice volume flux during the period when the hydrographic observations were conducted. Kwok [2004] estimated sea ice volume flux of four summer months (JJAS) during 1991-1999 as 30.6 AE 7.8 mSv with sea ice area flux of 115 AE 20 Â 10 3 km 2 (over JJAS) based on the sea level pressure gradient across Fram Strait, and a thickness parameterization based on ULS sea ice thickness observations [Vinje et al., 1998 ]. Based on the pressure gradient, Kwok [40] The initial total surface FW input is 180 mSv. River runoff of 100 mSv and the excess of precipitation over evaporation of 65 mSv are obtained from Serreze et al. [2006] . Baffin Bay total FW input of 15 mSv comprises a component of Greenland ice sheet melt (7 mSv) [Mernild et al., 2009] , Canadian Arctic Archipelago ice advection (5 mSv) Kwok, 2006] and Baffin Island runoff (3 mSv) (Canadian Climate and Data Information Archive: http://climate.weatheroffice.gc.ca/).
[41] Figure 7 shows initial volume, salinity anomaly and potential temperature anomaly transport imbalances for each layer. The net initial imbalances are: volume, 5.22 Sv deficit; Figure 7 . Initial imbalances for (left) volume transport, (middle) salinity anomaly transport, and (right) potential temperature (q) anomaly transport for each model layer. The total initial imbalances for these parameters are shown beneath each figure. salinity anomaly, 0.51 Sv excess (equivalent to 15 mSv FW deficit); and potential temperature anomaly, 44.3°C Â Sv.
Results

Standard Solution
[42] The row-and column-weighted system of equations is solved by singular value decomposition [Wunsch, 1996] . A first model run produces a "standard solution" using all available information and the defined layer configuration. Flux calculations require a closed mass budget, so (small) residuals to the standard solution are eliminated by a second model run with two constraints only: full-depth volume and salinity conservation applied to horizontal reference velocities only. The rank of the standard solution (28 out of 36 equations) is selected to yield a dynamically acceptable solution in which perturbations to the initial estimates of the unknowns remain within a priori uncertainties. Residual imbalances for volume, salinity anomaly and potential temperature transports in defined model layers are indistinguishable from zero within one a priori standard deviation (Figure 8 [43] Even though the final full-depth salinity anomaly transport residual is zero, salinity anomaly imbalances still remain in each model layer within layers 1-9, of order 0.5 Sv, equivalent to 14.4 mSv FW. This arises from the larger a priori uncertainty resulting from the larger salinity standard deviation in these layers, and the possible implications of this internal non-conservation will be discussed.
Horizontal and Vertical Volume Transport
[44] The structure of the geostrophic velocity field, the a priori and a posteriori reference velocity uncertainties, and the associated full-depth and layer-specific volume transports are shown in Figure 9 . Transport uncertainties are calculated from the a posteriori reference current uncertainties except in Bering Strait; they are little reduced from the a priori uncertainties (Figure 9a ), indicating that our a priori estimates for this parameter were fair. Transport uncertainties in Bering Strait are estimated as the standard deviation of moored velocity data over 3 months, instead of using the small a priori uncertainty employed in the inverse model. We next describe the computed transports and compare our results with previous observations. In order, we consider Davis Strait, Fram Strait, the BSO, and Bering Strait. Table 3 summarizes the obtained net volume transport, FW transport and heat transport in this study.
[45] In Davis Strait, the net export of 3.1 AE 0.7 Sv is mainly due to the Baffin Island Current (4.0 AE 0.5 Sv) which is partly offset by the north going continuation of the West Greenland Current (0.9 AE 0.5 Sv). Curry et al. [2011] show the annual cycle of total volume transport in Davis Strait based on moored current, temperature and salinity data in 2004-2005. Our estimate is within the ranges of their August and September volume transports of 3.0 and 2.0 (AE1.0) Sv (respectively).
[46] In Fram Strait, over Belgica Bank, west of 6.5°W, we find an anti-cyclonic recirculation with 1.8 Sv northward transport on the west side and 2.1 Sv southwards transport to the east, a net southward export of 0.4 AE 0.6 Sv with characteristic velocities ca. 0.1 m s À1 , which is lower than moored current meter observations between summer 1999 and summer 2000 in the north of Belgica Bank of 0.27-0.94 m s À1 [Topp and Johnson, 1997] , but note that the inverse model solution makes little change (ca. 1 cm s À1 ) to the observed velocities. [49] Fram Strait net volume transport is 1.6 AE 3.9 Sv southwards, similar to the long-term moored observation estimate of 2.0 AE 2.7 Sv southwards [Schauer et al., 2008] . [50] In the BSO, the net inflow is 3.6 AE 1.1 Sv, comprising 0.8 AE 0.4 Sv in the NCC (south of 71.4°N), 3.5 AE 0.8 Sv AW inflow and 0.9 AE 0.6 Sv outflow south of Bear Island in the middle of the section between 71.4°N and Bear Island, and 0.2 AE 0.5 Sv inflow between Bear Island and Svalbard. The NCC region is defined by salinity <34.7 [Skagseth et al., 2008] . The most recent annual-average BSO net volume transport estimate is 2.0 Sv [Smedsrud et al., 2010] . This consists of 1.2 Sv NCC inflow [Skagseth et al., 2011] , 2.0 Sv AW inflow in the middle of the section [Ingvaldsen et al., 2002 [Ingvaldsen et al., , 2004 Skagseth et al., 2008] , 0.9 Sv outflow in the Bear Island Trough [Skagseth et al., 2008] and 0.3 Sv outflow in the shallow Bear Island Current [Blindheim, 1989] and zero net flow between Bear Island and Svalbard [O'Dwyer et al., 2001] . Therefore the difference between our estimates and theirs mainly stems from our higher AW inflow in the middle of the section by 1.5 Sv. Our outflow estimates south of Bear Island and NCC inflow are both weaker than theirs by 0.3 Sv and 0.4 Sv, respectively.
[51] In Bering Strait, 0.3 m s À1 mean inflow velocity and 1.0 AE 0.2 Sv transport are obtained. The volume transport uncertainty based on the 3-month standard deviation of moored current meter velocity is 0.2 Sv. These values are consistent with the long-term mean inflow of 1.0 Sv in August and 0.7 Sv in September .
[52] In summary, the Deep Water layer in Fram Strait shows a recirculation of 1.7 Sv southwards flow beneath the EGC, in near-balance with northward transports of 0.7 Sv in the central strait region plus 1.0 Sv beneath the WSC. Above the Deep Water layer, shallower than $1,000 m, the total Arctic Ocean inflow is 9.2 Sv and outflow is 9.3 Sv. The total accumulated ocean volume transport around the Arctic Ocean boundary is 0.14 Sv deficit, balanced by a surface FW input of 0.19 Sv (see section 3.3 below) and sea ice export in Fram Strait of 0.05 Sv.
[53] We next consider vertical volume fluxes (Figure 11 ). The a posteriori uncertainty is (2-6) Â 10 À7 m s À1 , which is much reduced from the a priori uncertainty (1 Â 10 À5 m s À1 ). The dominant diapycnal velocities and transports concern the AW layer. The accumulated isopycnal AW volume transport across the whole section shows a 3.3 AE 1.1 Sv convergence that is balanced by diapycnal export to adjacent layers. The inverse solution shows (1.1 AE 4.1) Â 10 À7 m s À1 upward velocity across the upper AW surface and (3.1 AE 2.8) Â 10 À7 m s À1 downward velocity across the lower AW surface, equivalent to exports of 0.8 AE 3.1 Sv upwards through its upper surface into the Upper AW layer, and 1.9 AE 1.7 Sv downward through its lower surface into the Intermediate Water layer, thus expressing the modification of water masses between import and export. While there are some small diapycnal transports within the major layers (between the model water-class layers), all other transports between the major layers are within a posteriori uncertainties. Only downward transport through lower surface of AW into the Intermediate Water layer is statistically significant.
[54] Figure 12 summarizes the Arctic Ocean oceanic volume budget, which shows, for each water mass class, the total inflow, total outflow, net divergence/convergence (i.e., net diapycnal flux), and the residual flux, which is the sum of these three terms. These layer-specific residual volume fluxes are small, but nonzero because volume conservation in each layer is constrained within an a priori error. However, residual volume fluxes sum to zero over all layers as perfect conservation of full-depth volume has been imposed. The central AW layer inputs to the Arctic Ocean a total of 7.2 AE 0.8 Sv, divided between 4.4 Sv from Fram Strait, and 2.9 Sv from the BSO. Fram Strait export (3.4 Sv) is also mainly responsible for the total export (4.0 AE 0.7 Sv) of AW. The remaining 2.8 Sv of AW are transported diapycnally within the Arctic Ocean into adjacent layers, in which they are exported from the Arctic Ocean: 1.9 AE 1.7 Sv descends into the Intermediate layer, 0.8 AE 3.1 Sv ascends into the Upper AW layer, illustrating the extent to which AW is the dominant external oceanic input to the Arctic Ocean.
Freshwater Flux
[55] In section 2 we derived the expression to calculate FW flux from mass and salinity balance equations, and this shows the role played in FW flux calculation by the sectionmean salinity, which is analogous to the "traditional" use of a reference salinity in unbalanced calculations. Figure 13 shows the FW flux section; the area-weighted mean salinity is 34.662, including the mobile sea ice area, with salinity of 6. The main positive contributions to the calculated surface FW flux arise from saline anomalies entering and fresh anomalies leaving the Arctic, and result from the export of anomalously fresh water in Davis Strait, over the east side of Belgica Bank and in the EGC, and from the import of anomalously saline water in the BSO (Figure 13 ). The opposite tendency is the result of fresh anomalies entering, or saline anomalies leaving, the Arctic Ocean, and they occur in the east side of Davis Strait, over the west side of Belgica Bank, through Bear Island Trough south of Bear Island and through the NCC in the BSO, and through Bering Strait. Figure 13 also shows FW fluxes by water mass, where it is seen that exports occur mainly in the Surface and Subsurface layers in Davis Strait, the EGC and over Belgica Bank, and in the AW layer in the WSC and the BSO. The most significant imports are in the Surface and Subsurface layers in eastern Davis Strait, western Belgica Bank and Bering Strait, and in saline Intermediate Water export in Fram Strait.
[56] Figure 14 shows diapycnal salinity anomaly velocity compared with diapycnal velocity, and the associated diapycnal FW and volume transports across the layer interfaces. Salinity anomaly for each layer is constrained by the model to be zero. However, as shown in Figure 8 , the residual salinity anomalies (between layers 1-9) are $0.5 Sv, equivalent to $14 mSv FW for each layer. This suggests that the model might not properly represent the diapycnal FW distribution mechanism(s) between these layers and water masses. A large downward FW transport of $100 mSv appears in layers 1-3. The surface FW input of 187 mSv is injected into layer 1 (see section 2.3), which was chosen as the simplest mechanism for injecting the surface FW input into the ocean in the model. However, it is clear from Figure 1 that other layers also outcrop at the surface and could also receive directly the FW input. It is possible, therefore, that the large downward FW fluxes in layers 1-3 are model artifacts: the model constraints on volume and salinity force realistic FW inputs by (effectively) taking FW from layer 1 and moving it downward, to replicate the actual inputs of FW where these layers outcrop. No significant downward FW transport below the Subsurface layer is obtained: the average salinity anomaly across layer interfaces becomes small below layer 5 (Table 2) , and little diapycnal FW transport is obtained within a priori uncertainties for the calculated diapycnal salinity anomaly velocity.
[57] Figure 15 summarizes the FW budget for each water mass, where positive values show input and negative values output (export) of FW for each water mass. Shown for each water mass are (1) the net horizontal FW flux, (2) the net diapycnal flux (convergence/divergence), and (3) downward) are in near-balance with the two layers immediately beneath (Upper AW and AW), which receive almost the same amount of FW (both $40 mSv). We note above that the diapycnal salinity anomaly velocity structure may be compensation for the likely unphysical nature of the model's surface FW injection mechanism. We suggest further that the apparent balance in residual fluxes in the four uppermost layer groups may be providing more information about the nature of FW injection and mixing in the Arctic Ocean. It may be that FW is directly injected into the Upper AW layer in the Barents Sea, where sea ice is melted by contact with warm AW at the surface. The meltwater is entrained in the Barents Sea throughflow and subsequently sinks into the Arctic Ocean [Aagaard and Woodgate, 2001] . A second possibility is that dense waters created in winter, either in polynyas or on the wide Siberian shelves, subsequently descend and entrain upper-ocean FW on the way; this mixed product is then injected at depth into the ocean circulation [e.g., Anderson et al., 1999; Schauer et al., 2002b] . This quasi-direct injection of FW into layers below the surface would appear as "layer-skipping," which is not represented in the model but may be manifested by the nonzero layer flux residuals.
[58] For the net Arctic Ocean FW flux, the inversion actually makes little net difference to the initial circulation: there is some adjustment to the strength of the recirculation over Belgica Bank in Fram Strait, but otherwise the ocean FW export is 147 AE 42 mSv. Adding the Fram Strait sea ice export of 40 AE 14 mSv, the total FW export through the four main Arctic Ocean gateways, assuming stationarity, is 187 AE 44 mSv. Figure 16 shows a schematic FW budget for summer 2005.
Heat Flux
[59] With a balanced velocity field, the ocean heat flux across the Arctic Ocean boundary can be calculated. The procedure is analogous that for FW flux calculation (section 3.3), with the addition of a term for latent heat flux, noting that while Arctic Ocean imports liquid seawater, some of the export is in solid form (sea ice). Heat flux (Q) is therefore calculated as
where r is water density, c p is seawater specific heat capacity, potential temperature (q) anomaly q′ ¼ q À q and q Figure 15 . The FW budget (mSv) for each water mass derived from the box inverse model: net horizontal freshwater transport (dark blue), diapycnal convergence/divergence (green) and residual imbalance (dark red). The Surface layer has additional bars representing the surface FW input and sea ice flux. Positive (negative) values represent FW input (export) for each water mass. For each layer, the sum of all terms (excluding the residual) equals the residual, and the sum of all residuals equals zero.
is the area-weighted mean potential temperature equal to 1.159°C, dA is a cross-section area element and L is latent heat flux due to sea ice export. Mobile sea ice is taken into account in a similar way as for the boundary mean salinity calculation. The latent heat flux is calculated using latent heat of fusion of 3.34 Â 10 5 J kg À1 , giving a flux of 15 AE 5 TW. Sensible heat flux requires the ice temperature. The surface seawater temperature is À1.7°C and the average surface atmospheric temperature for August and September 2005 (78-80°N, 17-6°W) is À2 AE 1°C (obtained from the U.S. National Centers for Environmental Prediction/ National Center for Atmospheric Research reanalysis project). The ice temperature is set as À1.9 AE 1.0°C, the mean of ocean and atmosphere temperatures. With a salinity of 6, the specific heat capacity is 2.98 Â 10 4 J kg À1°CÀ1 and sea ice density is 930 kg m À3 , and the resulting contribution to the heat flux is 4 AE 1 TW. See Ono [1967] for seawater heat capacities and Timco and Frederking [1996] for sea ice density. Figure 17 shows the heat flux (actually potential temperature anomaly transport scaled by rc p ) section, and the accumulated heat (scaled temperature anomaly) flux around the section for full depth and for the different water masses.
[60] The total Arctic Ocean heat flux is 189 AE 26 TW, comprised of 170 AE 25 TW due to sensible (ocean) flux plus 19 AE 5 TW due to sea ice (latent and sensible heat flux). Almost half the total is carried through the BSO (86 AE 19 TW), with about a quarter entering through Fram Strait (43 AE 16 TW). The BSO dominates because it is warmer; the WSC (25 AE 5 TW) is nearer to the section-mean temperature so provides a lower contribution to the total.
Substantial contributions arise from the south-going cold anomalies of Davis Strait and the EGC (28 AE 3 and 18 AE 8 TW respectively) and the north-going warm anomaly of Bering Strait (13 AE 2 TW). The AW layers dominate (69 AE 13 TW), followed by the Subsurface Water (54 AE 7 TW), Upper AW (31 AE 6 TW), and Surface Water (15 AE 1 TW).
[61] Figure 18 shows diapycnal volume and potential temperature velocity and associated diapycnal potential temperature transport. Since heat fluxes are not constrained within layers 1-11, a diapycnal potential temperature velocity profile is obtained only for layer interfaces 11-14. Therefore the diapycnal heat flux across each layer interface is estimated using the diapycnal volume flux across all layer interfaces. The diapycnal heat fluxes are estimated as the product of (area of each layer interface) Â (average potential temperature on each layer interface) Â (diapycnal volume velocity across the layer interface) Â rc p . This calculation neglects other heat flux mechanisms such as diffusive diapycnal transport and Reynolds transport, and is likely to be smaller than the real vertical heat transport. Associated with the upwards volume transport of 0.8 Sv across upper AW layer, 0.8 TW heat flux has been obtained through the upper AW layers.
[62] Figure 19 summarizes the heat budget of each water mass. As shown in Figure 17 , horizontal heat transport in subsurface, upper AW and AW layer brings heat into the Arctic. The total heat input to the Arctic by the ocean is 170 AE 25 TW and by sea ice is 19 AE 5 TW. Therefore the total rate of heat loss from the Arctic Ocean to the atmosphere is estimated as 189 AE 26 TW.
Sensitivity and Non-stationarity
[63] In this section, we examine the sensitivity of the inverse model results to (1) short-term oceanic variability, (2) the presence of NEMO output, (3) the representation of sea ice, (4) the exclusion from the model of a small channel in the Canadian Arctic Archipelago, and (5) the assumption of zero freshwater storage flux.
[64] First, we examine short-term oceanic variability. The inverse model adopts what is conventionally called a "quasistationary" data set, which means in practice that it would be hard to obtain those data in any substantially shorter time period. Even though our data fall within the same 32-day period, there can still be substantial variability within that period, whether meteorologically forced by transient weather events, or as a consequence of highfrequency oceanographic variability, such as by internal waves or inertial oscillations. In order to estimate the impact of short-term (meaning within-month) variability, we ran a modified set of models, in each of which, one of the main oceanographic features was perturbed while all others were held constant. The five features were: Bering Strait inflow, Davis Strait outflow, EGC outflow, WSC inflow and BSO inflow. The perturbation was (separately) an increase and a decrease of volume transport in each feature by 25%. All 10 perturbations changed the net FW flux by AE1-4 mSv, for a total (root-sum-square) resulting uncertainty of 6 mSv. The consequences for the net heat flux were slightly different: eight perturbations (four features) changed the net heat flux by AE1-6 TW, but the perturbations applied to one feature-the BSO-resulted in AE18 TW uncertainty. In this location, transport uncertainty feeds directly into warm water transport. The total (root-sum-square) heat flux uncertainty was 20 TW.
[65] Second, we examined, in an analogous manner, the impact of the NEMO output on the inverse model solution by performing four additional inverse model runs, as follows. In run 1, there were no NEMO bottom velocities in the BSO north of Bear Island or south of 71.5°N; bottom velocities were set to zero in this region. In run 2, we eliminated all NEMO output (bottom velocities, temperature and salinity) in the BSO, so this run employs the observational data only. In run 3, we used different NEMO salinities in the Norwegian coastal region and north of Bear Island; no salinity correction was applied in the Norwegian coastal region, and 7 NEMO salinity profiles north of Bear Island were adjusted by adding a salinity of 0.2. In run 4, NEMO velocity data are replaced by VMADCP data during 1997-1999 between Bear Island and Svalbard in the BSO [O'Dwyer et al., 2001] . None of the runs made a significant difference to net FW fluxes, and none of runs 1, 3, or 4 made a significant difference to net heat fluxes. Run 2, which eliminated the NEMO model output entirely, caused a significant reduction of 14 TW to net heat flux, resulting from the removal of the NCC contribution to the inverse model solution. Since run 2 is unphysical-it removes part of an oceanographic feature-it is not included in the summary uncertainty. The three remaining sensitivity runs combined produced net (additional) root-sum-square heat and FW flux uncertainties of 12 TW and 1 mSv respectively.
[66] Third, we tested the sensitivity of the standard solution to perturbations in the initial sea ice conditions. This was motivated less by the issue of short-term variability and more by uncertainty in mean sea ice thickness and advection speed. Nine sensitivity runs of the inverse model were conducted by changing the initial sea ice thickness between 1.0, 2.0 and 3.0 m, and initial sea ice advection speed between 0.10, 0.15 and 0.20 m s À1 , while retaining all other parameters unchanged. Initial sea ice volume fluxes ranged from 16 to 95 mSv, with a mean of 47 mSv and a standard deviation of 25 mSv. The standard deviation of final inversion solutions for (ocean and sea ice) FW flux was 17 mSv, and for surface FW input was 5 mSv. For heat flux, the standard deviations are: ocean, 4 TW; sea ice latent and sensible, 11 TW; surface, 7 TW.
[67] Fourth, we consider Fury and Hecla Strait, which lies between the Melville Peninsula of the Canadian mainland and the northwest of Baffin Island, and is the one marine exit route from the Arctic Ocean which we do not include in our inverse model. It is $120 km long, and 15-30 km wide over much of its length, but at its eastern end where it meets Foxe Basin (to the north of Hudson Bay), through which it ultimately connects to the Atlantic Ocean via Hudson Strait and the Labrador Sea, it is effectively blocked across most of its width by two islands, Ormonde and Eider. At this location the largest channel is $3 km wide, and the two smaller ones <1 km. The very few measurements that have been made in the Strait are from a section $40 km from its western end with typical depth 50 m and maximum depth 140 m. Godin and Candela [1987] summarize the available measurements (see references therein), and show average eastward flows between 0.03 and 0.08 Sv, based on six weeks of current meter measurements from the spring of 1972. Tides are large, AE15 cm s À1 , and the sub-tidal currents are directionally inconsistent, flowing both east and west (out of and into the Arctic respectively) with peak magnitudes (in both directions) similar to the tidal currents. We consider these measurements to be inadequate to resolve spatially any actual throughflow at the very narrow, partially blocked eastern end of the strait, therefore we treat them as an uncertainty. Taking a salinity of 31.5 (the observed salinity range is 31.0-32.0), using a representative transport of 0.05 Sv, and treating the circum-Arctic mean salinity as a reference value, we obtain an uncertainty due to the omission of Fury and Hecla Strait from the inverse model of 5 mSv.
[68] Fifth and finally, we examine evidence for long-term changes of FW storage in the interior of the Arctic. McPhee et al. [2009] and Rabe et al. [2011] both suggest increases of FW storage of order 8,000 km 3 over perhaps a decade, equivalent to a FW flux of 800 km 3 yr À1 , or F stor $ 25 mSv. This is a surface FW input that does not reach the ocean's exit routes and could be considered to add to the net Arctic surface FW flux. However, there is a substantial mismatch of timescales: one month for the inverse model results, a decade for the increased storage. Since we know nothing of the magnitude or even the sign of the storage term over the month in question, we can neither legitimately add the storage term to the inverse model's net FW flux, nor can we even ascribe an uncertainty.
[69] We conclude from these sensitivity tests that our model and its solution are robust, therefore, and that within the ca. 1 month data period, stationarity is a reasonable assumption. The root-sum-square total of the a posteriori model uncertainties (44 mSv and 26 TW; sections 3.3 and 3.4) with the preceding values in this section for the uncertainties due to short-term variability, NEMO, sea ice, and Fury and Hecla Strait are 48 mSv and 37 TW.
Discussion and Conclusions
"Reference" Values
[70] The use of arbitrary "reference" values as part of attempts to calculate heat and FW fluxes is widespread in the literature. A referenced calculation of FW flux looks like this
where S* = S-S ref and S ref is the assumed reference salinity. The same arguments apply to heat flux calculations using reference temperatures. "Referenced" quantities are denoted by the asterisk. F* is related to F (see Appendix A) by
so for any sensible choice of S ref , the estimation of total net surface flux given an enclosed area of ocean may be in error by (typically) 1-2%; this size of error is not noticeable given other, much larger, sources of uncertainty. The integral in (20) is little affected by error in the reference salinity because the integral expresses the net transport of a property where there exists directional correlation, meaning (for example) north-going positive salinity anomalies and southgoing negative salinity anomalies. If the reference salinity is wrong, then the integral calculation exactly balances an overestimate in one direction by an underestimate in the other direction when taken around the entire boundary (see Appendix A)
Therefore the error in the resulting net flux is solely due to the error in S ref in the denominator of (20).
[71] However, the fact that F* may be only slightly in error masks a much greater potential for error in the use of reference values. While net flux calculations are quite insensitive to (sensible) choices of S ref , the individual flux components are highly sensitive. Imagine making a partial calculation, say of the EGC only, using (20), which we expand, and noting that the integral is no longer around the complete circuit
where dS is the difference between the circum-Arctic mean salinity S and the reference salinity S ref .
The second term on the RHS is almost the same as the correct calculation (cf. (21) above), but the first term biases the calculation by a quantity dependent on the current's volume transport ( R v′dA) and dS, the difference between the circum-Arctic mean salinity S and the reference salinity S ref .
For the EGC transport of $5 Sv, and with dS = 0.2 and S ref = 34.8, the resulting error in the FW flux calculation is $30 mSv. This effect of arbitrary choices of reference values of temperature and salinity for heat and FW calculation is illustrated in Figure 20 , in which the circum-Arctic integration of heat and FW fluxes is repeated, and set beside referenced calculations using a reference temperature of À0.1°C and reference salinities of 34.8 and 35.0. This clearly demonstrates both points: (1) net fluxes for an enclosed region are barely affected by use of reference values but (2) the component transports are substantially affected.
[72] Many scientists are accustomed to the use of reference salinities in the estimation of FW fluxes, and it is an established habit to consider the volume-mean salinity (for the Arctic in this case) as the appropriate reference. We have shown the potential for error in this approach, and we attempt further clarification. Consider again the volume of the Arctic Ocean, enclosed by boundaries, which are the sides, comprised of land and ocean, and the surface. The status quo for salinity within the volume is maintained solely by the side (ocean) salinity transport. As long as the import salinity flux is the same as the export salinity flux, it does not matter to the present internal volume-mean salinity how the balance of boundary fluxes is achieved. It can be via large or small volume fluxes, or via large or small salinity anomalies. The boundary-mean salinity has no necessary connection with the interior mean salinity.
[73] Prompted by consideration of the interior, volumemean salinity of the Arctic, we note further that it seems not to be the often-quoted value of 34.8. Aagaard and Carmack [1989] estimated the volume mean salinity of the Arctic as 34.80 AE 0.04 based on the World Ocean Atlas 1983 [Gorshkov, 1983] and other data sources. The calculation appears not to have included sea ice. We recalculated the volume mean salinity of the Arctic enclosed by the four main gateways (Davis, Fram and Bering Straits, and the BSO) using the PHC data set [Steele et al., 2001 ] and a sea ice volume estimate [Zhang and Rothrock, 2003] . The calculated annual volume-mean salinity in the Arctic including sea ice is 34.69. The summer (July-September) and winter (March-May) values are 34.69 and 34.68 respectively. They are derived from ocean-only means of 34.72 (summer) and 34.74 (winter) combined with sea ice volumes of 13 Â 10 12 and 28 Â 10 12 m 3 respectively, and using a sea ice salinity of 6. This value (34.69) turns out to be somewhat closer to our boundary mean salinity of 34.66 than the conventional Arctic volume-mean salinity of 34.8. We note in passing that increased FW storage of 8000 km 3 (section 3.5) is equivalent to a reduction in mean Arctic Ocean salinity of 0.02. Identification of the causes of the difference in mean salinities merits further study, but it is beyond the scope of this work to pursue it further.
Comparisons With Previous Studies
[74] As far as the authors are aware, of the many other previous studies that calculate component heat and FW fluxes, none uses reference values close to the circum-Arctic mean, as is done here; and it is beyond the scope of the present study to attempt to re-calculate those fluxes (after equation (23) and the following). However, we can take recent examples of such calculations-in the same locations as used in the present study-and compare them with the present fluxes recalculated using the other authors' reference values, as a check on consistency.
[ [76] In Fram Strait, the FW flux over Belgica Bank is still poorly known due to the lack of direct velocity observations [Rabe et al., 2009; de Steur et al., 2009] [77] The BSO FW flux referenced to 35.0 (using our sign convention) is À6 mSv, compared to À17 mSv by Smedsrud et al. [2010] , who use mooring observations and a reference salinity of 35.0. Their estimate comprises À22.7 mSv in the NCC and 5.7 mSv due to AW in the central BSO. Our À6 mSv estimate is obtained from À14 mSv in the NCC, 12 mSv due to AW in the central BSO, À2 mSv south of Bear Island and À2 mSv between Bear Island and Svalbard. The difference between the two estimates mainly arises from the different volume transport estimates for the NCC: theirs is 1.2 Sv, ours is 0.8 AE 0.4 Sv.
[78] The BSO heat flux is 103 TW referenced to 0.0°C, which is larger than the estimate of 73 TW referenced to 0.0°C [Smedsrud et al., 2010] . This is mainly due to the AW volume inflow in the central BSO being larger by 1.5 Sv. Based on the volume transport sensitivity test of Smedsrud et al. [2010] , their 73 TW heat transport becomes 108 TW if AW volume transport increases by 1.5 Sv. Davis Strait heat transport referenced to À0.1°C is 11 TW. This is comparable to the latest annual mean heat transport estimate of 20 AE 9 TW [Curry et al., 2011] . Bering Strait heat transport referenced to À1.9°C is 26 TW. This agrees well with the latest heat flux estimate of about 23 TW, which includes a correction of 3 TW for the Alaskan Coastal Current, during August and October 2005, referenced to À1.9°C [Woodgate et al., 2010, Figure 3] . WSC heat flux referenced to À0.1°C is 44 TW. This is again comparable to the recent annual mean heat transport estimate of 28-44 TW referenced to À0.1°C based on mooring observations during 1997-2000 [Schauer et al., 2004] . Schauer et al. [79] The diapycnal potential temperature anomaly transport across the upper AW layer referenced to 0.0°C is 4.6 (TW). This is equivalent to about 0.6 W m À2 across the entire Arctic Ocean interior. This agrees with a local direct microstructure estimation of diffusive heat flux of 1.0 W m À2 offshore of the Laptev Sea [Lenn et al., 2009] .
Net Heat and Freshwater Fluxes
[80] The only existing inverse model study to include Arctic Ocean and sea ice circulation and fluxes is that of Mauritzen [1996a Mauritzen [ , 1996b , who employs an asynoptic collection of hydrographic data from the summers of 1980-1989. Her model uses separate boxes for the Barents Sea and the rest of the Arctic Ocean, and by summing her solution's surface heat fluxes for these areas, we find that her net heat flux is 96 TW (AE20%), which is half the size of ours, at 189 AE 37 TW. There is no explicit FW flux calculation. We can attempt to identify reasons for the different heat fluxes.
[81] First, as noted at the end of section 4.2, our stronger BSO fluxes can account for $35 TW of the difference. Second, Holliday et al. [2008] show multidecadal time series of (among other properties) WSC and BSO temperatures, which have substantially increased between the 1980s and 2005. Holliday et al. [2008] represent the WSC by the Fram Strait and Sørkapp hydrographic sections, and by the BSO by the Fugløya-Bear Island sections, respectively (their Figures 1 and 2) . We can conduct some simple numerical experiments with our inverse model in line with Holliday et al. [2008] by altering upper-ocean temperatures because they are not conservative variables in the model. Reducing AW temperatures by 1 or 2°C either in the upper 200 m or the upper 500 m reduces the net heat flux by 18-53 TW. The different depth ranges result from the specifications of Holliday et al. [2008] . The different temperatures depend on how data from the 1980s are employed. Therefore between half and most of the net heat flux difference between Mauritzen [1996a Mauritzen [ , 1996b and the present study results from (1) our stronger BSO inflow and (2) the higher AW temperatures prevalent in the last decade or so. Any remaining difference is likely due to model formulation, data availability and/or data characteristics in the earlier study.
[82] Our heat flux represents a net heat loss by the ocean to the atmosphere of 189 AE 37 TW. Scaled by the ocean surface area (section 2.1), this is equivalent to 16.7 AE 3.3 W m À2 . It is hard to reconcile this result with the ocean heat flux calculations of Serreze et al. [2006, Table 2 ]. It is not close to his peak monthly summer or winter values of ca. 1,000 TW input to the ocean or 500 TW loss from the ocean (respectively). It most nearly resembles his annual mean value of 11 W m À2 , equivalent to 105 TW loss from the ocean. Perhaps it should not be surprising that there is no simple coincidence between our heat flux results, however, given (1) the very different methodologies and (2) the long residence times of water masses within the Arctic Ocean, which will (to some extent) smooth out monthly to interannual (maybe even decadal) variations in the ocean result.
[83] Our total net FW transport is 187 AE 48 mSv, equivalent to 5,930 AE 1,510 km 3 yr À1 ; scaled by surface area, this is equivalent to (1.65 AE 0.42) Â 10 À8 m s À1 , or 1.43 AE 0.37 mm day À1 . It does not include the long-term FW storage term of $25 mSv. This is similar to the 149-237 mSv estimate of Dickson et al. [2007] but somewhat smaller than the value of Serreze et al. [2006] . We note that the ocean data are all (largely) obtained in the summer.
[84] The present results are summarized in Figure 21 , which is a net volumetric q-S plot. The entire circum-Arctic section is projected onto the q-S plane, which is gridded with dq = 0.2°C and dS = 0.05. All transports within each q-S grid box are summed and the net transport in that class is plotted. Imports are colored red and exports colored blue. Only the remaining net fluxes appear, so that (for example) an eddy carrying identical water into and out of the section will vanish. The transport-weighted mean (net) inflow is at 4.49°C, salinity 34.50 and potential density s 0 = 27.34 kg m [85] Finally, while the inverse method is clear and our input data are as complete and as synoptic as possible, it is not clear to what degree the present results may (or may not be) representative of other summers or of annual mean fluxes. The immediate question arising from this work concerns the magnitude of the annual cycle of Arctic Ocean heat and freshwater fluxes, which we plan to address in a future study.
The second term on the RHS of (A5) is equal to zero by construction of the anomalies. The third term on the RHS of (A5) is a scaled FW flux and is equal to F* I v′S * dA
The sum of (A7) and (A8), the two nonzero terms on the RHS of (A5), is F. These last two equations express how the use of an assumed reference salinity violates conservation of mass; (A8) is the "usual" calculation, which will be in error in a sense dependent on choice of S ref ; and (A7) is the amount by which (A8) is in error due to this assumption.
