Abstract-In this paper, we address the issue of peptide ion peak detection for high resolution time-of-flight (TOF) mass spectrometry (MS) data. A novel Bayesian peptide ion peak detection method is proposed for TOF data with resolution of 10 000-15 000 full width at half-maximum (FWHW). MS spectra exhibit distinct characteristics at this resolution, which are captured in a novel parametric model. Based on the proposed parametric model, a Bayesian peak detection algorithm based on Markov chain Monte Carlo (MCMC) sampling is developed. The proposed algorithm is tested on both simulated and real datasets. The results show a significant improvement in detection performance over a commonly employed method. The results also agree with expert's visual inspection. Moreover, better detection consistency is achieved across MS datasets from patients with identical pathological condition.
charged peptides) and records the number of ions presenting at each m/z value. It shall be noted that a single peptide spices has several different isotopic compositions, and it could register several ion peaks at different m/z values. We define ion-level peptide peak detection as the process of identifying individual ion peaks of a peptide. We define peptide-level peak detection as the process of linking all ion peaks associated with a specific peptide.
The output of an MS instrument is a mass spectrum or chart with a series of peaks, each representing a type of ion whose abundance is represented by the height of the peak. The width of peaks is determined by the resolution of the MS instrument. The resolution of MS instruments is measured by full width at half-maximum (FWHM), which is calculated by dividing the m/z value of a peak by its width at half of its maximum height. In low resolution MS spectra (several thousand FWHM), isotopic peaks from the same peptide are convolved together and ion-level peak detection is not possible. Instead, one can only identify the convoluted ion peaks of a peptide at each charge state. In high resolution MS spectra ( 10 000 FWHM), isotopic peaks can be resolved and it is possible to detect single ions of peptides. Ion-level peak detection is suited for the detection of low abundant peptides since they usually only register one ion peak at the most abundance charge state and isotope position while other ion peaks are buried in the background. Peptide-level peak detection will miss these single ions of low abundance peptides. It is pointed out in [1] and [2] , that low abundance peptides are often more biologically significant and the percentage of low abundance peptides that can be discovered determines the likelihood of success for biomarker discovery. Thus, ion-level peak detection becomes critical in biomarker discovery studies.
Currently most TOF MS can achieve a high mass resolution (10 000-15 000 FWHM), and this improvement can be attributed to better instrument design [3] , which enables ion-level peak detection. In spite of this advancement, peak detection algorithms have not been adequately updated. Most algorithms [4] [5] [6] [7] [8] are designed for low resolution MS data, which cannot be used for high resolution ion-level peak detection. Algorithm in [9] uses high resolution TOF MS, but it uses a Gabor quadrature filter to extract the envelope signal of the same peptide, which essentially converts high resolution data to low resolution data. Kast et al. [10] applies a frequency filter to remove the bell shaped background noise in high resolution data. However, peptide ion peaks share the same frequencies with background noise and frequency filters will remove part of peptide ion peaks. There are essentially no algorithms that are specially designed for ion-level peak detection for mass resolutions over 10 000 FWHM. Currently, the general practice in MS data processing is to smooth MS spectra first and then apply an intensity threshold for peak detection [4] , [9] , [11] , [12] . Among many choices of filters, wavelet based filters are widely adopted [4] , [13] . We term this processing method as the wavelet-based method/algorithm. The drawback of this commonly adopted processing method is that: it only uses height information for peak detection. The height of low abundance ion peaks often exhibits high variations among samples that are gathered from patients with the same pathological condition. The inconsistency in peak detection will lead to the failure of biomarker discovery, which aims at finding proteins with unique and consistent behavior in patients with the same pathological condition.
In this paper, we address the issue of ion-level peptide peak detection in high resolution TOF MS data. At the considered mass resolution and when biological samples contain a lot of proteins, MS data exhibit unique characteristics that do not exist in low resolution MS data. In Fig. 1 , a segment of TOF data is plotted as an example, where peptide peaks have a resolution of 10 000 FWHM. Thus, for m/z values of up to 5000 Dalton (atomic mass unit), ion peaks with approximately one Dalton of difference do not overlap. From Fig. 1 , we can see that background peptides and chemical noise form periodic bell shaped curves with a period of approximately 1 Dalton. The formation of the periodic background noise curve can be explained by the research in [14] , which surveyed the database of all peptides and found that peptide mass distribution forms Gaussian like curves around cluster centers that can be linearly regressed to peptide nominal weights. Peptide nominal weight equals to the total number of its protons and neutrons. The mass deviation from the mass cluster centers can be attributed to varying compositions of neutrons and protons given identical nominal weights as well as the phenomenon of mass defect. Within the approximately 1 Dalton period, we observed that 1) background peaks are usually wider than peptide peaks, 2) background peaks usually have lower intensity, and 3) background and peptide peaks may center at different m/z values. The goal of this project is to find peptide ion peaks that stand out from the background noise peaks. We propose a Bayesian peak detection algorithm that fully explores the differences between peptide ion and background peaks in peak width, height, and center location. Simulation results show that comparing to the wavelet-based method which only utilizes peak height information for peak detection, the proposed algorithm provides significantly higher sensitivity (or true positive rate) to low abundance peptide peaks given the same specificity.
In the proposed algorithm, peak detection is not performed at the peptide level. The reason is that if a peptide is of low abundance, then only one or two isotopic peaks are distinguishable from the background, peak picking algorithms based on isotope pattern will miss such low abundance peaks. The utilization of isotope patterns generally increases specificity with a cost on sensitivity. Since the proposed algorithm is aimed at improving the sensitivity and the application of isotope pattern contradicts this goal, isotope patterns are not used. Charge state deconvolution is also not performed since for low abundance peptides, only partial isotope pattern exists and it is hard to judge the charge state. Charge state deconvlution and deisotoping can be performed after ion-level detection or even after differential analysis to reduce the risk of lumping weak peaks of different peptides together which will cause serious consequences in feature selection. (Note that for high abundance peptides, these two steps can be performed before differential analysis with little risk of error.)
To perform the mathematically intricate Bayesian detection, an algorithm based on Gibbs sampling is developed. The proposed algorithm estimates the posterior distributions of model parameters given the observed data. Particularly, the algorithm produces the a posteriori probability on the existence of a peptide ion peak at a given m/z value, which intrinsically normalizes peptide abundance variation among samples, thus providing better detection consistency among MS data samples obtained from different experimental conditions. Furthermore, the algorithm performs data fusion at the ion level by utilizing the posterior distributions of peaks, which overcomes drawbacks of the averaging plus voting approach. The proposed algorithm provides "soft information" (the probability of existence) for peptide ion peaks. Comparing to hard decisions of either yes or no on the existence of peptide peaks, soft information can be better utilized in subsequent processing steps, since mistakes made in hard decisions could propagate. Also, soft information which integrates various information, is more reliable than peak height for feature selection algorithms.
The rest of the paper is organized as follows. In Section II-A, the proposed data model is described. In Section II-B, the proposed algorithm is discussed in detail. In Section III, results from using both simulated data and eight sets of real data are provided. Finally, conclusion is drawn in Section IV.
II. METHODS

A. Modeling of prOTOF Data
A total of eight datasets corresponding to samples from eight people with similar pathological conditions are obtained by using PerkinElmer prOTOF 2000 O-TOF MALDI mass spectrometer. Each dataset contains three technical replicates that came from three aliquots of the same sample. Each replicate represents the data spectrum ranging from 708.85 Dalton to 4500 Dalton. Refer again to Fig. 1 for an example of the data spectrum in this range. Signals with distinct spectrum structure are observed to align along the m/z coordinate with each signal occupying approximately 1.0005 Dalton interval referred to as a signal period. The 1.0005 Dalton value is obtained based on our observation which is well corroborated in [14] , where it indicates that 1.0005 is the mean ratio between peptide weight and peptide nominal weight. The beginning of the MS spectrum is also determined by observation. When applying the proposed algorithm, users are expected to supply this parameter. Three components make up the observed signal in a signal period. The first component is generated by charged peptides hitting the receiver plate forming a peak that is roughly bell-shaped. The bell-shaped peak curve is formed due to the dispersion of arrival time which can be attributed to the variation of initial velocity [15] . Time-of-flight (TOF) is approximately Gaussian in distribution [16] . Thus, the peaks are shaped like a symmetrical bell curve in the time domain. Although in general the conversion between TOF and m/z values is non-linear [15] , within the small span of 1 Dalton, the conversion is almost linear. Thus, in high resolution MALDI instruments, the peaks are still roughly bell shaped after converting TOF to m/z values. The peptide signal at m/z value , , is modeled by a Gaussian-like function as (1) where models the height of the signal, the inverse of models the spread of the signal, and models the center of the peak on the m/z axis.
The second component is the background noise that is generated by charged chemical impurities, matrix clusters, and low abundance peptides that are completely buried by other background ions. The background ions form similar curves as those of peptides, but the curves are usually wider due to the complex composition of the background ions with almost identical mass. In contrast, the relative purity of peptide ions forms narrower peaks. Background peaks are treated as "chemical noise", , which can be modeled by a similar exponential function (2) where , , and have similar meanings as their counterparts in the peptide signal model, and models a random DC element of the chemical noise. This DC element is added to account for a similar effect of baseline in lower resolution MALDI instruments. Such a phenomenon is attributed to charge accumulation in [17] . It shall be noted that if a MALDI instrument with even higher resolution is employed, one might be able to resolve the component ions in the background peaks [18] . Although the type of instruments we considered have higher resolutions than most other TOF instruments, they still can not reach the required resolution for the analysis of the "chemical noise" yet. It shall be noted that although the content of the chemical noise may not change from one replicate to another, the intensity does vary randomly from one replicate to another. The third component is high frequency thermal noise, which is ubiquitous. The thermal noise is approximated as white Gaussian noise. In a signal period that is approximately one Dalton wide, apart from thermal noise, a peptide signal may be embedded in chemical noise. Consequently, the data in a signal period is modeled as (3) where is an indicator random variable, which is one if the peptide signal exists and zero otherwise, and is modeled as i.i.d. zero mean Gaussian noise with standard deviation . Additionally, represents the vector of all unknown parameters to be estimated. Note that is of primary interest in peptide peak detection. Note that MALDI instruments with resolution around 10 000 FWHM is enough to resolve most ion peaks within one Dalton at the baseline level, but it is still not high enough to resolve multiple peptide peaks with small mass difference within one Dalton. Therefore, most of the time, only one peptide ion peak stands out from the background within one Dalton. It is possible to extend the model to accommodate multiple ion peaks. However, the computational cost will be very high with little benefit in return since the occurrence of multiple ion peaks in one Dalton is very rare. (This case only happens when multiple peptides with identical nominal mass have enough abundance to allow them to stand out from the background and when they have a mutual mass difference that is at least 3.5 times the full width at half maximum of ion peaks. For example, at 1000 Dalton, with a mass resolution of 10 000, this requires a 0.35 Dalton mass difference.) Multiple peak model is more appropriate for instruments even higher resolution.
As an example, the data spectrum in Fig. 1 is fitted by this model and the fitting result is shown as the solid line. It shows that this model is capable of capturing major signal characteristics such as the center location, the width of background and peptide peaks, and the existence of peptide ion peaks.
Although more complex models can fit the signal better, more parameters or parameters with high correlation of such models will pose greater challenge computationally. For example, a Gamma distribution like curve can also fit the data pretty well. But since parameters used to describe a Gamma curve are strongly correlated, it is hard for the proposed Bayesian peak detection algorithm to converge. Since the goal of the algorithm is not to minimize fitting error but to detect peak reliably while minimizing computational requirements, we select the proposed model.
B. Bayesian Peak Detection 1) Goal of Bayesian Peptide Peak Detection:
Peak detection can be performed independently on each signal period of approximately 1 Dalton. The goal of peptide peak detection is to determine if there exits a peptide ion signal in a signal period. Given , a vector of data samples in a signal period, the objective of Bayesian detection is to obtain the a posteriori probabilities (APPs)
, i.e., the probability that a peptide signal exists given data. Detection of peptide signals can then be made according to the Maximum a posteriori criterion using the APPs [19] . The three characteristics of MS data discussed in Section I are incorporated into the posterior distribution through the selected model. However, the calculation of the APPs requires high dimensional integration of the joint posterior distribution over all parameters except . In addition, the marginal posterior distributions of signal model parameters are also desirable to estimate the shape of the peptide signal. Given the highly nonlinear nature of data model (3), none of the desired posterior distributions can be obtained analytically. We therefore resort to a Markov chain Monte Carlo (MCMC) sampling solution.
2) A Markov Chain Monte Carlo (MCMC) Sampling Algorithm for Peak Detection:
The MCMC sampling method [19] is used to generate random samples from the full posterior distributions . By using random samples, the APPs, , and the MAP detection solution can be easily estimated according to the theory of Monte Carlo integration. However, since the number of parameters is large, it is difficult and inefficient to sample all nine parameters at once. To overcome the difficulty, a Gibbs sampling scheme is developed. In Gibbs sampling, instead of drawing samples of nine unknown parameters all together, the popular strategy of divide-and-conquer is employed which only samples one or a subset of parameters at a time. The rest parameters are fixed at the sample values obtained from the previous iteration as if they were "true". For example, the th parameter group is sampled from the conditional distribution . This sampling process iterates until the underlying Markov chain converges, and the samples afterwards are shown to be distributed according to the marginal posterior distribution . For basics of Gibbs sampling, please refer to [19] . The algorithm of Gibbs sampling of this work can be summarized as the following.
Algorithm: The Gibbs Sampler for Peak Detection
Iterate the following steps and for the th iteration 1) Draw a sample of from 2) Draw samples of from 3) Draw samples of from 4) Draw samples of from 5) Draw a sample of from where represents a subset of excluding and the superscript denotes a sample of drawn at iteration . It has been shown that the samples will converge to the desired full posterior distribution. Convergence assessment will be discussed in detail later. The samples taken after convergence can be used to estimate the target parameters. Particularly, given samples obtained after convergence, can be approximated according to Monte Carlo approximation as (4) which is the frequency of ones in the samples of and peak can be detected based on the MAP criterion if is greater than a threshold. Note the selection of threshold will affect the false alarm rate and the detection rate. We can see that the key for the Gibbs sampling is to derive the expression of the required conditional distributions and then draw samples from these distributions. Due to the nonlinearity of model (3), the computational complexity of the Gibbs sampling algorithm is nontrivial. For details of the derivation steps of the algorithm, see the Appendix.
Convergence and the Number of Samples: The proposed MCMC method will converge after an initial burn in period. To monitor the convergence effectively and automatically, a scheme described in [19, sec. 11.6 ] is adopted. Specifically, five Markov chains are run in parallel for each of the nine parameters in the model, the between-and within-sequence variances are calculated after every 100 iterations. A score based on the two variances is then evaluated. When the score is smaller than a predefined threshold, the Markov chains are considered to have converged and the iteration process terminates. The first half of the sampled sequence is discarded as the burn-in segment.
3) Bayesian Data Fusion: The goal of data fusion is to integrate data replicates to improve the detection accuracy. From a Bayesian perspective, the aim is to obtain the posterior distribution of parameters given all replicates, which can be expressed as (5) where is the collection of replicates. Equation (5) suggests a sequential data fusion scheme that integrates a new replicate by recycling the posterior distribution given previously integrated replicates as the prior distribution. Specifically, the proposed Gibbs sampling algorithm is first applied to the first replicate. After this, the sample means and variances of and are passed on as the parameters of the respective prior distribution when integrating the second replicate. Also, the APP of , , is used as the prior for processing the second replicate. The height information is not passed due to the fact that concentrations of peptides are different in different replicates. The same is preformed sequentially to integrate the third, fourth, , until the replicate. After all replicates are processed sequentially, samples obtained from the Gibbs sampling algorithm will follow the distribution . The Bayesian method provides a natural framework for integrating the replicates. The targeted posterior distribution provides the model parameter distribution based on ALL replicates . It happens that this distribution can be calculated in a step by step fashion. It shall be pointed out that the order of processing should not affect the result theoretically if the computer is of infinite precision. For example, suppose there are two replicates and one of the replicate spectrums shows a peptide peak clearly and in the other spectrum the peptide peak has low intensity and resembles a peak produced by thermal noise. If the first replicate is processed in the beginning, it will produce a probability measure indicating the existence of a peak (i.e., LLR of will be greater than zero). Then this value will be added to the LLR of of the second replicate which is ambivalent about the existence of the peak (LLR of is around zero). The overall value on the LLR of will be positive. If the order is switched, the end result should still be the same.
However, numerically, there could be a difference in processing order. For example, from one replicate, the LLR of is very small and is considered to be negative infinity due to limited precision of the computer, then in subsequent steps, it is not possible to change this "strong belief." To address such a problem, we process replicates with the smallest over all ion counts first because with a smaller signal-to-thermal-noise ratio, the produced probability measures on the parameters are not numerically extreme. While such a step can not totally wipe out the problem, it reduces the chance of the numerical problem. Also, we stress that the selection of data fusion order only affects rare cases and is an extra cautionary step.
III. RESULTS
A. Tests on Simulated Systems
The proposed algorithm is tested on several sets of simulated MS data. The simulated datasets are generated based on the signal model described in (3) . Parameters related to chemical noise in the model are generated randomly from the Gaussian distributions with different mean and variance to account for the fact that vary on the whole range of m/z value. Specifically, , , and . For peptide signal, it is decided that . Other parameters change significantly at different m/z values, and therefore different combinations of are selected to test the performance of the algorithm under different combinations of these parameters. The typical set of values are , , and . Also, or ; when , there is no peptide ion signal and when , a weak peptide signal is generated. Higher values of are also tested and peptide peaks are almost always detected. So we do not include those simulations here.
First, the fidelity of the proposed algorithm in estimating the APPs for weak peaks is investigated. Since the APPs of can be considered as the combined information of peak height, peak width, and peak location, they can be used as features for biomarker discovery to improve the performance. Thus, it is important to estimate the APPs accurately. In Fig. 2 , the histogram of the APPs is plotted for (no peptide signal) and (weak peptide signal). The histogram is constructed based on 800 independent trials. It can be observed that when weak peaks exist, the histogram of pronounces at 1 and when there is no signal, the distribution centers around 0.15. It is noted that the APPs of the case of are more spread out and do not concentrate on value zero since it is generally difficult to pronounce non-existence than existence. Thermal noise can produce very weak and narrow peaks that behave like peptide signals. The result reflects this and the APP distribution is more dispersed when there are no peptide signal. If the variance of the thermal noise reduces, the APP distribution will be narrower.
This demonstrates the algorithm's ability in providing faithful estimates of the APPs even for weak peaks.
Next, the efficacy of data fusion is examined. To this end, three replicates are produced to mimic the real datasets. The ROC curves of the detection results for using one, two, and three replicates are plotted in Fig. 3 . The corresponding false positive rate (FPR) and true positive rate (TPR) of each point on a curve is obtained by setting a decision threshold on in 800 independent trials. It shows that the Bayesian data fusion scheme behaves as expected and the integration of three replicates greatly improves the detection performance. We also alter the order of data fusion and we have not observed any noticeable changes in the resulted ROC.
To demonstrate the effectiveness of the propose Bayesian algorithm, we compare the proposed algorithm with a commonly used MALDI processing method. To perform data fusion, we select the method of averaging because with an intra-experiment CV of less then 10% among the dataset, the intensities are similar and averaging is the best practice according to [11] . Averaging produces a spectrum that has much smaller thermal noise variance. There exists a lot of options for subsequent processing steps: parametric model based methods such as match filtering [20] , or on generalized inversion [21] . However these methods can not be applied since they do not model the chemical noise. In [11] , it is pointed out that the easiest way to find peak is to smooth the raw spectrum and take those local maxima which exceed a threshold [4] , [9] , [12] . Thus, after averaging, we perform smoothing to get rid of high frequency thermal noise and then we apply different intensity thresholds to detect peptide peaks. There are many methods for high frequency noise removal, and a popular method is using wavelet denoising [4] , [13] . Here we refer to this method as the wavelet based method. Note that the method presented in [10] does not perform smoothing after subtracting frequency components of the chemical noise. Instead, the peaks buried in noise are magnified and then a threshold is applied for detecting peaks. Since such a method is not adopted widely, it is not included in our comparison.
The selection of threshold affects the detection performance. If a threshold is set low, then TPR increases at the expense of increased FPR. When the threshold is set high, TPR decreases and so does FPR. To implement the wavelet smoothing, the Matlab de-noising function "wden" is used. Threshold selection rule is set to be universal and soft thresholding is used.
Rescaling is based on a single estimation of level noise based on first level coefficients. Wavelet decomposition is performed at level 2, and "sym8" wavelet is used. The wavelet-based method is tuned before it is applied.The detailed explanation of the wavelet algorithm implemented in Matlab can be found at: http://matlab.izmiran.ru/help/toolbox/wavelet/wden.html. Finally various thresholds are applied for detection.
The ROC curves of the proposed algorithm are compared with those of the wavelet based algorithm for four different cases. In case one, all parameters are set to their typical values except that , which is set to elucidate the effect of reduced chemical noise height variation on the algorithms. In case two, parameters are set to their typical values. In case three, while all other parameters are set to their typical values, we set instead of , which reduces the spread of peptide signals. In case four, noise variance is reduced to 1.8 and we set to examine the effect of the reduced additive noise variance on the tested algorithms. The results are summarized in Fig. 4 . From Fig. 4 , it is apparent that our proposed algorithm performs better than the wavelet based algorithm in all four cases. Comparing case 1 and 2, we can see that there is a noticeable difference between the ROC curves in the wavelet based method, while the difference between the ROC curves of the proposed algorithm is very small. This means that the variation in chemical noise height almost does not affect the performance of the proposed algorithm since the algorithm does not rely on the height of signal for peak detection solely. Comparing case 2 and case 3, we can see that as peptide signal becomes narrower, the performance of both algorithms degrades. In such cases, it is easier to confuse the narrow peptide signal with high frequency thermal noise. The wavelet algorithm deteriorates more than the proposed algorithm. By comparing case 1 and case 4, we can see that by reducing the variance of additive noise, the proposed algorithm improves quite significantly while the wavelet algorithm does not change since additive noise is mostly removed after wavelet de-noising. Overall, the proposed algorithm is much more robust and outperforms the wavelet based algorithm on simulated datasets.
B. Test on Real Data
The proposed algorithm is applied to 8 sets of real prOTOF MS data as described in Section II-A. We performed visual inspection of a segment (861-864 Dalton) in Fig. 1 according to the expert prior knowledge and annotated the peak identities in each Dalton of the segment. Due to noise, the signal in 863-864 cannot be confidently identified; the peak might be an isotope of a peptide at m/z 861. In Fig. 5 , we showed the detection results in terms of the posterior . The results agree very well with visual inspection. More significantly, the posterior probabilities also captures the uncertainties in the expert's inspection. In the first two Daltons, the algorithm detects the existence of peaks almost surly. Yet, the algorithm detected a peak in 863-864 with ; which means that there is clearly uncertainty in deciding a peak but the algorithm considers the signal to be more likely a peak while the visual inspection also inclined to declare a peak. In the last Dalton, the algorithm agrees with the expert opinion by declaring chemical noise with the probability of 0.94. Posterior probabilities reflect expert knowledge very well.
Next, we compare the proposed with the wavelet based algorithm. The wavelet based algorithm as described in Section III-A is applied. The noise characteristics in the real data is very similar to our simulated data and identical parameter settings for the "wden" function in Matlab are used as that in Section III-A. Threshold selection rule is set to be universal and soft thresholding is used. Rescaling is based on a single estimation of level noise based on first level coefficients. Wavelet decomposition is performed at level 2, and "sym8" wavelet is used. The wavelet-based method is tuned before it is applied. We study the residue signal after applying the "wden" smoothing function. It is assumed that the residual signal represents thermal noise and should have no correlation with the smoothed signal. We evaluate different combinations of parameter settings provided by "wden" in Matlab and the select the parameter setting that yields the lowest normalized correlation between the residual and the smoothed signal. Fig. 6 demonstrates that the smoothing is effective in removing all high frequency variations while ion-level peptide signals are preserved.
When applying our proposed algorithm, the detection threshold is set as 0.8, i.e., when , we consider that the peak exists. A small segment (952-968 Dalton) is first selected and visual inspection is performed to determine if signal peaks are present. Therefore, detection call is based on human expertise and experience, which is considered fairly reliable for this small segment. In Figs. 7 and 8 , three replicates of data as well as the fitted result by the proposed algorithm are plotted together. For the wavelet algorithm, the fitted curves are plotted by the solid lines and the identified peaks are indicated by stems marked by "o". For the proposed algorithm, since it can estimate the complete peptide signal shape, the envelops of the detected peptide signal are marked by . In Fig. 7 , we compare the result of the wavelet based algorithm with a high threshold (34) to the proposed method. It is shown that peaks at 956-957, 967 Dalton are missed by the threshold while the proposed method does not. In Fig. 8, we show the result when the threshold is lowered to 30. At this level, the peaks at 956 and 967 Dalton missed by the higher threshold are admitted. But the lower threshold admits a new noise peak at 968 Dalton and the peptide signal at 957 Dalton is still missed. This result demonstrates that the proposed Bayesian algorithm is much more versatile in detecting signals with different intensity and different noise variances.
Next, we compare the reproducibility of peak detection by the proposed algorithm and the wavelet based algorithm. The number of peaks found per spectrum is not an adequate measurement on the quality of peak finding algorithms [4] . It is important to detect peaks consistently. In addition, a good peak detection algorithm should also be able to reproduce its findings obtained under the same conditions. In [4] , the reproducibility of peak detection of different algorithms is tested by comparing the number of detected peaks that are present in all replicates of identical aliquotes. In our experiment, we examined the consistency of the algorithm in detecting a peptide peak across eight datasets. The rationale of this experiment is that since eight datasets are obtained from patients with similar pathological conditions, there must exists a set of common peptides which are indicative of their healthy/diseased state. Note that this assumption justifies the usage of Mass Spectrometry as a disease diagnostic and for bio-marker discovery tool. We argue that the ability of consistently detecting the presence/absence of peaks among a group of datasets should be the ultimate test on the performance of a peak detection algorithm, because more consistent peaks one can find, the higher the probability of discovering bio-markers. It shall be pointed out that with limited resolution, even if a peptide peak is found consistently at a m/z value within a dataset, it does not warrant that the peak is registered by the same peptide, and further investigation by a biologist is needed. The algorithm merely provides a list of candidate peptide peaks for further investigation.
To conduct a fair comparison between two different algorithms, we require a fixed total number of the detected peaks for each algorithm, since an algorithm can always generate a meaningless "consistency" result when either the false positive rate or the false negative rate is allowed high. In this experiment, the segment from 1008.85 to 1308.85 Dalton is chosen for demonstration. The reason for choosing only a segment is because the threshold for the wavelet-based algorithm needs to be adapted to local chemical noise levels. Running on a smaller segment generally benefits the wavelet algorithm. For each dataset, the detection threshold of the Bayesian algorithm is set to 0.8, i.e., if for a particular signal period, then a peptide peak is detected. For a given signal period , we represent the number of datasets that are determined to contain a peptide peak as . indicates that no peptide signal exists in any datasets in the signal period . If , the peptide peak exists in all eight datasets for the given signal period . We calculate s for the 300 signal periods from 1008.85 to 1308.85. In Fig. 9 , we plot the histogram of for the proposed algorithm. As a comparison, we also test the wavelet algorithm and plot the corresponding histogram of . Note that the height threshold is selected such that the averaged number of detected peptide peaks per dataset is approximately the same as that of the proposed algorithm at . If an algorithm has better consistency, the higher frequency should be expected for and . From Fig. 9 , it is obvious that the proposed algorithm returns more consistent results, i.e., the proposed algorithm identifies almost twice as many signal periods with and than the wavelet algorithm. This shows the great improvement of the proposed algorithm in terms of consistency than the wavelet algorithm. We also simulated the case when we set as the threshold, the proposed algorithm still has much better consistency.
In a follow-up work [22] , we performed feature selection and classification based on the probabilistic (soft) information obtained through the algorithm we proposed here and compare it to the wavelet based algorithm on a total of 16 datasets, six of which are from diseased patients and the rest from a control group. Using the Bayesian soft information, a 100% sensitivity and a 91% specificity are achieved. Using similar feature selection and classification algorithms based on the peak intensity (obtained after the wavelet based algorithm), a sensitivity of 66% and a specificity of 83% are achieved. This shows the effect of the proposed peak detection algorithm in down stream processing steps.
IV. DISCUSSION AND CONCLUSION
We present a parametric model for high resolution TOF MS data. Unlike existing peak detection approaches, where only peak height information is considered, the proposed model characterizes multiple features of peptide signal and chemical noise, thus lending information to better identify low peptide ion peaks. To fully take advantage the model, a Bayesian MCMC sampling algorithm is developed, which incorporates the prior knowledge of peptide signals and chemical noise, and produces probabilistic information about the existence of peptide signals. The proposed algorithm is based on a rigorous statistical framework and it integrates several replicates better than ad hoc "data fusion" methods such as voting. The proposed algorithm also combines thermal noise removal, chemical noise removal and peptide peak detection in one processing step whereas typical MS processing algorithms separate them in three steps, which is suboptimal.
The algorithm has been validated on simulated datasets, where the comparison with commonly used methods shows much improved detection performance. The proposed Bayesian algorithm is also applied to eight sets of real prOTOF data. The results show that our algorithm provides significantly greater consistency. Consistency in peak detection has important implications on classification and feature selection, and is crucial for reliable bio-marker discovery.
Peptide ion peak detection is just the first yet important step towards MS data-oriented bio-marker discovery and disease diagnosis. In a follow up work to this project, we demonstrated the effectiveness of the proposed algorithm in reducing classification error.
In this work, we did not utilize generalized isotope patterns for peak detection. However, in other processing steps, such pattern information can be utilized. For example, in the feature selection step, it is possible to utilize isotope patterns to build reliable classifier. For example, if one isotope peak seems to express differentially among healthy and diseased patient but other isotope peaks that belongs to the same peptide do not, then one can exclude the peak from the list of possible features for classification.
The discussion of charge state estimation is also left out in this paper. The result of this peak detection algorithm can be feed into feature selection algorithms for differential analysis or peptide/protein identification algorithm in which the issue of estimating charge state can be addressed.
Since the mass drift considered in this paper is very small, we do not address the issue of m/z alignment. If the mass drift is large, then conventional m/z alignment methods should be applied before peak detection.
The proposed algorithm is computationally complex. However, it has a structure that is compatible with parallel processing. Thus, the complexity can be managed. Given the good performance of the proposed Bayesian algorithm in peptide peak detection, extending the proposed method to other MS technologies including LC/MS will also be promising.
APPENDIX
Here, we explain the detailed derivations in each Gibbs sampling step. For simplicity, we drop the iteration superscript in the following discussion.
Sample From : In order to obtain the conditional posterior on , we first derive the likelihood function (6) where is the total number of observations within a given signal period, and are estimated peptide and chemical noise signals that can be obtained by plugging in estimated parameters to (1) and (2) .
, and are vector representations of the estimated peptide and chemical noise signals within one signal period. Equation (6) is derived based on the fact that is a multivariate Gaussian distribution with mean , and the additive noise is zero mean Gaussian with variance .
Then the conditional posterior distribution of can be evaluated as (7) where in (7), we selected the inverse gamma density function as the prior distribution, . We realize that the overall conditional posterior distribution is an Inverse Gamma density function. In this case, has an analytical form and samples can be taken directly from it.
Sample From : The three parameters in are special in the sense that given other parameters, , they become linear with respect to model (3). However, the conditional distribution takes different forms for different .
The conditional posterior density can be expanded as (10) where (9) follows since the prior knowledge on chemical noise height and DC level is independent of the prior knowledge on the height of the peptide signal , (10) follows since are independent from the rest of model parameters, and the prior distribution on depends on the value of the indicator random variable.
When , i.e., when the sample obtained at previous iteration indicates that there exists a peptide signal, we can write the observations as (11) where is a matrix obtained by concatenating three column vectors and , and together. Here, , , and is a vector in which every element equals to one. With such a formulation, it can be shown that, provided with Gaussian prior distributions , the conditional posterior density of is also Gaussian, whose the mean and the covariance matrix are the Bayesian estimates of these parameters. The mean can be shown to be (12) and the covariance matrix becomes (13) where and are the mean and diagonal covariance matrix of the prior Gaussian distribution and stands for an identity matrix.
In our simulations, we selected prior distribution parameters as where stands for the maximum value of the observation vector during the considered signal period, and , where stands for the diagonalization of the vector. These values are obtained by visually inspecting the data. More elaborate methods for selecting these priors are possible which may impact the efficiency of sampling. However, in our experiment, the impact is not significant if we change the parameters for the prior distributions slightly. These parameters will need to be adjusted for different datasets. It shall be noted that the conditional posterior distribution is mainly determined by the observations but not these prior distributions given that the number of observations is large enough. In our simulations, for a given datasets to be processed, we use priors estimated from other datasets obtained in the same experiment. In this way we avoid using the same information twice when calculating the posterior probabilities. When , i.e., the previous sampling step indicates that no peptide signal exists, then the observation carry no information about . Therefore, the conditional posterior distribution is now expressed as (14) where is the prior of given . Note that if the same conjugate Gaussian priors as those in the case of are chosen again for and is still the Gaussian distribution, whose mean and covariance matrix are defined in (12) and (13) . From this Gaussian distribution, samples of and can be easily taken. Meanwhile, the prior distribution seems to have no physical meaning and can be set up arbitrarily. However, according to [19] , the selection of this prior distribution affects the biasness given to the case . In our algorithm, we set as a uniform distribution between 0 and the maximum element of .
Sample From : It can be shown that the conditional posterior distribution is known up to a normalizing constant as (15) where is the chemical noise without the DC element, is the prior distribution of . The prior distribution is set to be a two dimensional uniform distribution with lower limits set to be zero as these parameters can only be positive. The upper limit of is set to be 7 since it is observed that the spread of 99% of the area under chemical noise peak is approximately , which is never smaller than 0.6 Dalton. The upper limit of the center of the chemical noise is set to be 1 above the starting m/z value of the signal period since the resolution is greater than one Dalton and the center of the peak can never deviate from the starting m/z by one Dalton in the m/z range considered in this paper ( 4500 Da). Direct Sampling from (15) is not possible due to the unknown constant. Alternatively, we employ a single Metropolis-Hastings sampling step. To this end, we first obtain a candidate sample from a proposal density , then is accepted as a sample from with probability (16) The proposal density is set to be a two dimensional Gaussian distribution, whose mean is equal to sample of the last Gibbs sampling iteration, and whose covariance matrix is the sampled covariance of obtained from the previous 1000 Gibbs sampling steps and updated every 1000 steps.
Sample
From : The next group of parameters to be sampled are the mean and the spread of the peptide signal peak. Just like , the conditional distribution is different conditioning on different values of . Given , i.e., when the previous sampling step indicates that there exists a peptide signal, can be only known up to a normalizing constant (17) where is the estimated peptide signal peak given , and is the prior distribution on . is also set to be a two dimensional uniform distribution over the space for and . The limits of are chosen based on the fact that the spread, or approximately , is greater than 0.1 Dalton and smaller than 1 Dalton. Again, cannot be sampled directly and a single Metropolis-Hastings sampling step is employed. The acceptance probability is defined similarly as that in (16) but with replacing . The proposal density is also chosen to be a two dimensional Gaussian distribution, whose mean equals to from the last Gibbs sampling iteration, and the covariance matrix is the sample covariance during previous 1000 Gibbs sampling steps, which is updated every 1000 steps. When , i.e., the previous sampling step indicates that no peptide signal exists for the given signal period, and samples of are taken from the prior distribution as described above.
Sample From : Note that is a Bernoulli distribution, which can be sampled directly. It can be shown that (18) where is proportional to since all the parameters except in are independent of a priori. From (18), the log-likelihood ratio (LLR) of can be calculated as LLR (19) and then can be derived as and . Note that a uniform prior is assumed for and the last term in (19) is zero when processing the first replicate. When processing subsequent replicates, is set as the , where stands for observations of the signal from previously processed replicates. The prior distribution on parameters related to the peptide signal differ given different values of , and we use the same prior distributions as described following (12), (13), and (14) . 
