ABSTRACT
INTRODUCTION
Chronologically, high speed internet access from cable, Digital Subscriber Line (DSL), and other fixed broad-band connections are going to be replaced by wireless hotspots, Wi-Fi & WiMAX services. Due to the advent of portable, low cost & user friendly devices, users are attracted towards wireless services. As time & users demand uninterrupted services, so the last mile winner WiMAX will be able to cover large areas in metropolitan, suburban and rural terrain with high speed mobile broadband internet access called wide area networks (WANs), where Wi-Fi can provide high data rate in short range communication. Providing proper network services to every user, from time of registration to time to leave is the main function of a network. As both networks support mobility so integration of both networks can be the best solution to maintain proper QoS. A network can be accessed at a time by various types of users for different applications. Managing those large numbers of traffic can be done by the scheduling algorithm. The scheduling algorithm map users with various service classes & add priority for source or sync. Demand for proper scheduling algorithm increases proportionally with number of subscribers & numbers of various applications in wireless communication. In a heterogeneous network there is priority not only for users but also for different access points & base stations have assigned different priority & the scheduling of both variable-size real-time and non-realtime connections is not standardised. So still this is an open field of research and development. In this paper, we have proposed a survey on scheduling schemes used in WiMAX & Wi-Fi networks for both uplink and downlink traffic. Also this paper will enlighten the best suitable scheduling algorithm for an integrated heterogeneous network to maintain proper QoS for voice, data, real time & non real time applications.
WIMAX ARCHITECTURE
The basic WiMAX (IEEE 802.16) architecture consists of one Base Station (BS) and one or more Subscriber Station (SS). BS acts as a central entity to transfer all the data from SSs through two basic operational modes: mesh and point-to multipoint (PMP). Meanwhile, transmissions take place through two independent channels: Downlink Channel (from BS to SS) and Uplink Channel (from SS to BS). The Uplink Channel is shared among all SSs, while the Downlink Channel is used only by BS [1] . In the PMP mode, the SSs are only allowed to communicate through the BS. While in the mesh mode, subscriber stations (SS) can communicate with each other as well as with the base station (BS).
In 1999 the IEEE Standards Board established a new working group called IEEE 802.16 [2] . The purpose of this working group was to develop and publish air interface standards for wireless metropolitan area networks. In 2003 the WiMAX Forum was established in order to promote and enable the deployment of a new broadband access technology based on the 802. 16 At present when WiMAX Forum is released WiMAX 2.0. This release is based on the IEEE 802.16m standard, see [5] , and will improve spectrum efficiency, latency and scalability to achieve wider bandwidths in challenging environments. According to [3] , release 2.0 supports following features:
2.1 Multimedia session continuity. This provides the ability to maintain continuity of multimedia sessions during handovers.
3 GPP/2 interworking (optimized handover).
Is a handover improvement in order to switch to 3GPP/2 networks and vice versa.
Network management, including self-organized/optimized networks (SONs).
This functionality provides the ability to (automatic) increase the overall network performance, quality and reliability.
Seamless Wi-Fi-WiMAX handover.
Wi-Fi-WiMAX handover is a mechanism used to support a seamless handover from Wi-Fi to WiMAX and vice versa.
Roaming enhancements.
This is an improvement of roaming, within the mobile WiMAX release 1.0.
2.6
Support for multi-hop relay stations. This is a mechanism that enables the use of multihop relay stations, which extend or enhance the coverage of a base station.
Support for femto-cells.
This is an ability to use cell phone connectivity around house by using WiMAX.
Device reported metrics.
These are mechanisms that monitor devices.
The co-existence of different network users should be achieved with relatively low control overhead. For these reasons, the frame format, the subcarrier mapping schemes and the pilot structure are being modified for 802.16m with respect to 802.16e. Each IEEE 802.16m frame consists of a downlink (DL) and an uplink (UL) part separated in time by an OFDMA symbol and is of variable size [6, 7] . The (downlink or uplink) frame begins by control information that all users employ to synchronize and to determine if and when they should receive or transmit in the given frame. Control information is followed by data transmission by the base station (in the downlink sub-frame) or the mobile stations (in the uplink sub-frame). The general frame structure is illustrated in Figure 1 . Data is organized into a hierarchy of Super-frames, Frames, sub-frames, and OFDM symbols. Super-frames last 20ms and contain four 5ms frames, each of which contains 8 sub-frames unless the channel size is 7 MHZ in which case frames contain 6 subframes, or 8.75 MHZ, in which case frames contain 7 sub-frames [SDD] . Sub-frames fall into one of four categories, three of which are employed as part of 802.16m and a fourth that is included for legacy operation with 802. 16 
802.16m MAC
The Media Access Control (MAC) layer is responsible for encapsulating data and feeding it into the PHY layer for transmission, as well as receiving new data that is verified then passed on to higher layers. Note that higher layers are largely independent of the network they run on and therefore are not dealt with in 802.16m [8] .
HARQ
HARQ, or Hybrid Automatic Repeat Request is a system used by 802.16m to ensure all packets are transmitted and correctly received. While there are several variations of ARQ, 802.16m uses one primarily based on stop-and-wait. This means that when each frame is sent, the sender waits until it received an ACK (acknowledgement) before sending the next frame. Multiple HARQ channels can run in parallel (up to 16), mitigating the performance hit of waiting for an ACK before sending more data. Each of these channels has a unique identifier that is determined differently for UL and DL traffic. For DL traffic, it is simply the HARQ Channel ID (ACID). For UL traffic this identifier is a combination of the ACID and the index of the sub-frame containing the HARQ data. Legacy systems used a different version of HARQ, which is supported in 802.16m as a special case. The old version is called Chase Combining, and involves retransmitting exactly the same data in the event that an ACK is not received [Bacioccola10] . 802.16m uses a variant of HARQ known as Incremental Redundancy (IR). IR retransmits the same data with a (potentially) different encoding. The idea behind using different coding is that if there is some interference preventing the data from being received correctly, an encoding with more redundancy or simply a different bit-pattern may either work better, or different portions may be received allowing the incorrectly received data to be combined to create a correct copy. Chase Combining is simply the special case where the new encoding is the same as the old one [8, 9] .
QoS
The MAC layer of an 802.16m network is based on the concept of connections, which are conceptualized as unidirectional data flows (each of which will generally be paired with a data flow in the opposite direction). Each flow is assigned a four-bit Flow ID (FID). The FID can be combined with a 12-bit Station ID (STID) to generate a network-unique 16-bit identifier for that flow. The separation of FIDs and STIDs is useful due to the fact that in Handovers the FIDs do not need to change. This allows all connections to be very quickly re-established by simply changing the STID to the new value assigned by the new ABS. There is a downside in that the legacy model allowed many more than the 16 connections per MS limit dictated by the four bit FID. Legacy systems used the full 16-bit connection ID for each connection, which allowed up to 216 connections per station. However, each of these connection IDs had to be reassigned on handover, which created significant overhead. Each flow in 802.16m may have QoS service parameters [Bacioccola10] , which are negotiated between the ABS and AMS when the flow is setup. These parameters are the same as the parameters assigned to connections in legacy systems. An important part of QoS is bandwidth allocation. The bandwidth request protocol has been reworked for 802.16m. In legacy systems, a five-message request was needed, which specified the bandwidth grant side explicitly each time. In 802.16m there is a shorter 3-message grant request available that will automatically assume some default size and allow two messages to be skipped, thereby lowering latency [9, 10] .
Handoff Time Requirement
Table1. Handover Downtime [8, 10] Handover Type Intra frequency Handoff
Inter frequency Hand off
Within Spectrum Band Between Spectrum Band Handover Time(ms) 27.5 40 60
All of these changes resulted in significant improvements to performance, with a throughput gain of at least 2x and a decrease in latency in all cases.
OVERVIEW OF WI-FI NETWORK
The new wireless LAN standard IEEE 802.11n-ratified as "WLAN Enhancements for Higher Throughput" in September 2009-features a number of technical developments that promise up to six-times the performance in wireless LANs.
The new technology offers the following advantages:
Higher effective data throughput
The 802.11n standard includes a number of new mechanisms to significantly increase available bandwidth. Current wireless LAN standards based on 802.11a/g enable physical data rates (gross data rates) of up to 54 Mbps, which turn out to be approx. 22 Mbps net. Networks based on 802.11n currently achieve a gross data throughput of up to 300 Mbps (in reality approx. 120 to 130 Mbps net) -theoretically the standard defines up to 600 Mbps with four data streams. For the first time speeds can actually exceed the 100 Mbps of cable-based Fast Ethernet networks, which are currently standard in most workplaces.
Improved and more reliable wireless coverage
The new 802.11n technologies not only increase data throughput, but they also reduce areas without reception at the same time. This results in better signal coverage and improved stability for significantly better utilization of wireless networks, in particular for users in professional environments.
Greater range
Data throughput generally decreases when the distance between receiver and transmitter increases. The overall improved data throughput allows wireless LANs based on 802.11n to achieve greater ranges, as a significantly stronger wireless signal is received by the Access Point a given distance than in 802.11a/b/g networks.
Improved OFDM modulation
Like 802.11a/g, 802.11n uses the OFDM scheme (Orthogonal Frequency Division Multiplex) as its method of modulation. This modulates the data signal not on just one carrier signal but in parallel over several. The data throughput that can be achieved with OFDM modulation depends on the following parameters, among other things:
• Number of carrier signals: Whereas 802.11a/g uses 48 carrier signals, 802.11n
can use a maximum of 52.
• Payload data rate: Airborne data transmission is fundamentally unreliable. Even small glitches in the WLAN system can result in errors in data transmission. Check sums are used to compensate for these errors, but these take up a part of the available bandwidth. The payload data rate indicates the ratio between theoretically available bandwidth and actual payload. 802.11a/g can operate at payload rates of 1/2 or 3/4 while 802.11n can use up to 5/6 of the theoretically available bandwidth for payload data. The 2.4000-2.4835 GHz band is divided into thirteen channels, each with a width of 22 MHz but spaced only 5 MHz apart. Channel 1 has a centre frequency of 2.412 GHz and channel 13 is centred on 2.472 GHz. To avoid channels overlapping, therefore, they need to be spaced as shown above (for example channels 1, 6 and 11 may be used within the same coverage area without interfering with each other).
Each IEEE 802.11 frame has a header, a variable length payload, and a Frame Check Sequence (FCS). Frames may be control frames, data frames, or management frames. The frame is preceded by a preamble and a Physical Layer Convergence Protocol (PLCP) header, as shown below. The first two bytes of the IEEE 802.11 header are taken up by the frame control field, which consists of a number of sub-fields that contain information about the frame, such as the protocol version, frame type, whether power management is active, and so on. The address fields carry the MAC address of the source and destination devices, as well as that of one or more access points. The sequence control field is used for ordering message fragments, and for the identification of any duplicated frames. The variable-length payload can carry user data or control and management information, depending on the frame type. The Frame Check Sequence occupies the last 4 bytes of the frame, and is used for error detection purposes.
Control frames
• Acknowledgement (ACK) -upon receiving a data frame (and assuming no errors are detected), the destination device sends an acknowledgement to the source device. If the source device does not receive an acknowledgement within a predetermined period of time, it will retransmit the frame.
• Request to Send (RTS) -as part of an optional collision avoidance scheme, a wireless device wishing to transmit data may send a Request to Send frame before sending the data itself, and will wait for the destination device to reply with a Clear to Send frame.
• Clear to Send (CTS) -sent in response to a Request to Send frame to indicate that it is OK for the device that sent the RTS frame to transmit. The Clear to Send frame includes a time value to indicate to other stations the time period during which they should refrain from transmitting.
Management frames
• Authentication -the network adapter on a wireless device sends an authentication frame to the access point to identify itself. For open system authentication, the access point responds with its own authentication frame indicating whether or not it accepts the sender's identity. For shared key authentication, the authentication frame sent by the access point contains challenge text, which the wireless device must encrypt with the correct encryption key and send back to the access point in a further authentication frame. The access point will be able to determine whether the challenge text has been correctly encrypted using its own decryption key, and responds with a final authentication frame signifying whether or not it accepts the sender's identity.
• Association request -the network adapter on a wireless device sends an association request frame to an access point to establish an association. Once an association is established, the access point can synchronise with the sending device and allocate resources to it. The request frame carries information such as the data rates supported by the sender, and the SSID of the network it wishes to associate with. If the access point accepts the request, it reserves memory space and establishes an association ID for the wireless adapter.
• Association response -sent by an access point to a wireless device in response to an association request frame. If the response contains an acceptance of the association request, it will also specify the association ID and information about supported data rates.
• Beacon -broadcast at regular intervals by an access point to advertise its presence to any wireless devices within range. The frame includes the SSID for the access point.
• De authentication -sent by one station to another to terminate secure communications.
• Disassociation -sent one station to another to terminate an association. If sent by a wireless device to an access point, the access point can de-allocate any memory reserved for the device and delete its association ID.
• Probe request -sent by a station to elicit information (for example, to determine what other stations are in range).
• Probe response -sent in response to a probe request frame, this frame includes information such as supported data rates etc.
• Re association request -used by a roaming wireless device to request a handover when it detects an access point with a stronger signal than the one with which it is currently associated.
• Re association response -sent by an access point in response to a reassociation request frame. If the response contains an acceptance of the association request, it will also specify the association ID and information about supported data rates. 
QOS IN WI-FI NETWORK
The basic WLAN is an important NGN access network but has least developed QoS mechanisms, due to its contention based medium access mechanisms [11] . In addition, the existing WLAN QoS schemes implement QoS on individual networks independently. Since IEEE 802.11 is connectionless, a host that sends a transmission cannot detect the state of the network or the state of the destination before transmission. The MAC layer defines two different access methods, the 'listen before transmission' or distributed coordination function (DCF) which is used for random access 'best-effort' traffic with several other algorithms specific to the WLAN. The point coordination function (PCF) uses contention free period (CFP). The IEEE 802.11 standard specifies that the basic technique DCF is mandatory and other procedures CSMA/CA with RTS/CTS and Hybrid coordination function (HCF) are optional [12] . HCF is more popular as it uses both by assigning different waiting periods to node with different real-time data transmission constraints. CFP is the HCF period and contention period (CP) is the duration of contention in Fig. 4 below. Beacons or control frames are used to start super-frames in CFP. Traffic on these network technologies, however, is subject to delay, making bandwidth availability and delivery time difficult to predict. Although high-priority traffic typically arrives at its destination before lower priority traffic as per demands of time-flexible telecom applications, it cannot be guaranteed to arrive within a specified time needed in time critical applications. Despite the fact that QoS is more difficult to implement on connectionless networks, there is growing interest in developing QoS for IP-based networks [13] . In connectionless networks, the two ends are not aware of the traffic being sent on the channel, for example User datagram protocol (UDP) in the transport layer which is easier to implement but not reliable as it maintain no state information and packet losses. On the other hand, Transmission control protocol (TCP) ensures reliable data transfer with error checking and reporting at both ends.
In 802.11e there are two co-ordination functions known as Hybrid Coordination Function (HCF). The first coordination function is the Enhanced Distributed Coordination function (EDCF), which is a QoS enabled version of DCF and the HCF Controlled Channel Access (HCCA), which is similar to the PCF [11] . In 802.11e, combined EDCF and HCF controlled channel access mechanisms are implemented for ensuring QoS in WLANs.
WIMAX QUALITY OF SERVICES
WiMAX standard defines 5 service classes to support its wide range of applications as endorsed by IEEE 802.16.
Unsolicited grant services (UGS)
This class of service is designed to support fixed-sized data packets at a constant bit rate (CBR) such as E1/T1 lines that can sustain real-time data stream applications. This service provides guaranteed throughput, latency and jitter to the necessary levels as TDM services. UGS is used mainly to support Constant Bit Rate (CBR) services found in voice applications such as voice over IP [14, 15, 16, 17, 18] 
Real-time Polling Services (rtPS)
This class of service is designed to support real-time service flow that generates variable-sized data packets on a periodic interval with a guaranteed minimum rate and guaranteed delay. The mandatory service flow parameters that define this service are inclusive of minimum reserved traffic rate, maximum sustained traffic rate, maximum latency and request/transmission policy. rtPS is used extensively in MPEG video conferencing and streaming [14, 15, 16, 17, 18] .
Non-real-time Polling Service (nrtPS)
This class of service is designed for non-real-time traffic with no delay guaranteed. The delay tolerant data stream consists of variable-sized data packets. The applications provided by this service are time-insensitive and a minimum amount of bandwidth. This service is especially suitable for critical data application such as in File Transfer Protocol (FTP) [14, 15, 16, 17, 18] .
Extended real-time Polling Service (ertPS)
This class of service provides real-time applications which generate variable-sized data packets periodically that require guaranteed data rate and delay with silence suppression. This service is only defined in IEEE 802.16e-2005. During the silent periods, no traffic is sent and no bandwidth is allocated. However, there is a need to have a BS poll during the MS to determine the end of the silent periods. ertPS is featured in VoIP with silence suppression [14, 15, 16, 17, 18] .
Best-Effort Services (BE)
This class of service provides support for data streams whereby no minimum service-level guarantee is required. The mandatory service flow parameters that define this service include maximum sustained traffic rate, traffic priority and request/transmission policy. BE supports data streams found in Hypertext Transport Protocol (HTTP) and electronic mail (e-mail) [14, 15, 16, 17, 18] .
SCHEDULING ALGORITHMS
The main focus of this research study is to examine the scheduling schemes in WiMAX network. In order to specify high network performance, an efficient scheduling algorithm is essential as it manages and controls the provision of an efficient level of QoS support. Although many scheduling algorithms have been proposed in the literature for WiMAX network, the design of the algorithms are challenged by having to support different levels of services, fairness and implementation complexity. Many researchers have compared their proposal schemes on different scheduling schemes, but there is no common, simple and standardized packet scheduling to make their comparisons with. In this study, six carefully selected scheduling algorithms in WiMAX wireless network are investigated. These algorithms which are considered the most dominant and popular include Diffserv-Enabled (Diffserv), Round-Robin (RR), Self-Clocked-Fair (SCF), Strict-Priority (SP), Weighted-Fair Queuing (WFQ) and Weighted Round Robin (WRR). Furthermore, these common packet scheduling schemes provides QoS support for real time applications in IEEE 802.16 system.
Diffserv-Enabled
Diff-serv is a simple, scalable and measurable mechanism for classifying and managing network traffic. Besides, it provides low-latency with guaranteed service to critical network traffic as well as to non-critical services. It relies on the principle of traffic classification by involving the 6-bit Differentiated Services Code Point (DSCP) field in the header of IP packets to classify the packet and indicate the per-hop behaviour (PHB). DSCP replaces the out dated IP precedence in classifying and prioritizing types of traffic. Every router on the Diff-serv network is configured to differentiate traffic based on class so that each traffic class can be managed differently, ensuring preferential treatment for higher priority traffic on the network [19] .
Round-Robin (RR)
It is designed for a time-sharing system whereby the scheduler assigns time slots to each queue in equal portions without priority. It starts with the highest priority queue with packets, services a single packet, then visits the next lower priority queue with packets, and continues servicing every single packet from each queue. This is carried on until each queue with packets has been serviced once. Every queue is allocated with the same portion of system resources regardless of the channel condition, ultimately utilizing the same resources. However, the RR scheduler has the same bandwidth efficiency as a random scheduler, so it cannot guarantee different QoS requirements for each queue [20, 21] .
Self-Clocked-Fair (SCF)
It is an efficient queuing scheme which satisfies the quality of services (QoS) in broadband implementation. The algorithm is based on the concept of virtual time that adopts the concept of an internally generated virtual time as the index of work in progress. It links virtual time to the work progress in the fluid-flow fair queuing (FFQ). As virtual time function is involved in determining the order of which packet should be served next, the virtual time that is produced depends very much on the progress of work in the actual packet based queuing system. This scheme is efficient for the internal generation of virtual time as it involves negligible overhead. This is because virtual time is easily computed from the packet situated at the head of the queue. In addition, the SCFQ algorithm can accomplish easier implementation and it can maintain the fairness attribute in virtual time function. [22, 23, 24] .
Strict-Priority (SP)
In Strict-Priority algorithm, the selection order is based on the priority of weight order. The packets are first categorized by the scheduler depending on the quality of service (QoS) classes and then allocated into different priority queues. The algorithm services the highest priority queue until it is empty, after which, it moves to the next highest priority queue. Thus, strict-priority algorithm may not be suitable in WiMAX network. This is because there is no compensation for inadequate bandwidth. Also this technique is only appropriate for low-bandwidth serial lines that currently uses static configuration which does not automatically adapt to changing network requirements. Finally, this process may result in bandwidth starvation for the low priority QoS classes whereby the packets may not even get forwarded and no guarantee is offered to one flow [19] .
Weighted-Fair-Queuing (WFQ)
This algorithm is employed for uplink traffic in WiMAX with different size packets. As it caters to different size packets, it emphasizes on providing fair scheduling for the different flows by assigning finish times to the packets. The finish times are based on the size and weight of the packets. In general, the WFQ algorithm outperforms the WRR due to variable size packets.
However, the weaknesses of WFQ algorithm are, the start time of a packet is not taken into consideration, and it can lower the scheduler system if many packets occur in the priority region [25, 26] .
Weighted Round Robin (WRR)
It is a scheduling algorithm implemented for resource sharing in a computer or network. In fact, WRR is an extension of the Round Robin (RR) algorithm. In a network, WRR serves a number of packets that are computed by normalizing weight of data divided by the average of packet size from nonempty connection queue. It begins by classifying packets into a variety of service classes followed by assigning a queue that is determined by the different percentage of bandwidth. Finally, it is serviced in round robin order. Since the bandwidth is assigned according to the weights, the algorithm will not provide good performance in the presence of variable size packets. However, WRR method makes certain that all service classes have access to at least some configured amount of network band width to avoid bandwidth starvation [14, 25, 27 ].
HETEROGENEOUS NETWORK ARCHITECTURE
Here we designed a two layer hierarchy model for better services. The network schematic architectures are shown below: 
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ANALYSIS OF THE RESULT
In this paper, we have analyzed the throughput, average end to end delay, average jitter for Wi-Fi & WiMAX integrated network. For this analysis we have considered two cases. In the first case, a comparison is going on among different scheduling algorithms for specific amount of load in WiFi & WiMAX integrated network From the first analysis we can conclude which will give the best performance for the heterogeneous network. Form Figure 8 ,10,12 we can conclude that WRR scheduling algorithm gives the best performance for heterogeneous network in terms of maximum throughput, minimum jitter and end to end delay. In second case, for best scheduling algorithm that is WRR, we have analyzed the performance of the network in terms of throughput, end to end delay and average jitter ( in Figure 9 ,11,13) considering four different types of scenarios which are given below. 
Throughput
In communication network, throughput or network through-put is the average rate of successful message delivery over a communication channel. Data may be delivered over a physical or logical link, measured in bits per second. The system throughput or average throughput is the sum of the data rates that are delivered to all the terminals in a network [28] . 
Jitter
As the packets transmit from source to destination will reach the destination with different delays. A packet's delay varies with its position in the queues of the routers along the path between source and destination and this position can vary unpredictably. This variation in delay is known as Jitter. The jitter increases at switches along the path of a connection due to many factors, such as conflicts with other packets wishing to use the same links, and nondeterministic propagation delay in the data-link layer. Jitter can seriously affect the quality of streaming audio and/or video. 
End-to-End Delay
Due to queuing and different routing paths, a data packet may take a longer time to reach its destination .The end-to-end delay experienced by the packets for each flow the individual packet delay are summed and the average is computed. [30] dend-end = N[ dtrans+dprop+dproc] [30] Where dend-end is end-to-end delay, dtrans is transmission delay, dprop is propagation delay, dproc is processing delay and N is number of links. 
CONCLUSIONS
From the above results we can conclude that Heterogeneous model will be able to improve the capacity of a wireless network with efficient utilization of network resources. Through the use of QualNet simulation we have concluded that WRR provides best performance for mixed network. We have also verified the performance of the network for various user conditions under WRR scheduling algorithm. There is a scope to improve performance of the network using the same Wi-Fi access point without accessing the WiMAX base station..
