1] Present-day global anthropogenic emissions contribute more than half of the mass in submicron particles primarily due to sulfate and carbonaceous aerosol components derived from fossil fuel combustion and biomass burning. These anthropogenic aerosols increase cloud drop number concentration and cloud albedo. Here, we use an improved version of the fully coupled climate/chemistry models to investigate cloud susceptibility and the first indirect effect of anthropogenic aerosols (the Twomey effect). We examine the correspondence between the model simulation of cloud susceptibility and that inferred from satellite measurements to test whether our simulated aerosol concentrations and aerosol/cloud interactions give a faithful representation of these features. This comparison provides an overall measure of the adequacy of cloud cover and drop concentrations. We also address the impact of black carbon absorption in clouds on the first indirect forcing and examine the sensitivity of the forcing to different representations of natural aerosols. We find that including this absorption does not change the global forcing by more than 0.07 W m À2 , but that locally it could decrease the forcing by as much as 0.7 W m À2 in regions where black carbon emissions are pronounced. Because of the nonlinear relationship between cloud drop number and aerosol number concentrations, the total forcing does not equal the sum of the forcing from each individual source. Our estimated total first indirect forcing is À1.85 W m À2 , with À0.30 W m À2 associated with anthropogenic sulfate, À1.16 W m À2 associated with carbonaceous aerosols from biomass burning, and À0.52 W m À2 associated with carbonaceous aerosols from fossil fuel combustion. Estimates of forcing by sulfate and total carbonaceous aerosols increase to À0.31 and À1.67 W m À2 , respectively, if natural emissions of organic aerosols are only 8.4 Tg yr À1 , but decrease to À0.26 and À1.27 W m À2 if they are as large as 42 Tg yr À1 . Even larger estimates of forcing are derived if dust and sea-salt emissions are not included. The effect of aerosol abundance on cloud life cycle may be important but is not treated in this study. Cloud susceptibility and the first aerosol indirect forcing: Sensitivity to black carbon and aerosol concentrations,
Introduction
[2] One of the largest uncertainties in model simulations of climate change over the industrial period is the impact of anthropogenic aerosols on the Earth's radiation budget. In particular, the assessment of the effect of aerosol/cloud interactions on climate is highly uncertain [Intergovernmental Panel on Climae Change (IPCC ), 1996]. This uncertainty arises from a limited capability to precisely link precursor gases to aerosol formation and size distribution, to quantitatively describe the existing levels of global aerosol loading, to accurately predict the nonlinear processes associated with cloud drop nucleation, and to simulate the interactions of cloud dynamics and microphysics.
[3] It has been estimated that the present-day global anthropogenic emissions contribute more than half of the mass in submicron particles primarily due to sulfate and carbonaceous aerosol components derived from fossil fuel combustion and biomass burning [Andreae, 1995; Penner, 1995] . These anthropogenic aerosols serve as cloud condensation nuclei (CCN) and enhance the reflectivity of lowlevel water clouds, leading to a cooling effect on climate (the Twomey effect or first indirect effect). In contrast to the aerosol direct effect which is more significant over land, the Twomey effect is much more pronounced over the oceans where clouds are relatively optically thin and likely to be of higher susceptibility [Chuang et al., 1997] . The estimate of sulfate forcing associated with this mechanism ranges from À0.5 to À1.6 W m À2 [Jones et al., 1994; Boucher and Lohmann, 1995; Jones and Slingo, 1996; Chuang et al., 1997; Feichter et al., 1997; . Increases of anthropogenic aerosols may also alter the development of precipitation by affecting the initial size distribution of cloud drops and thereby influencing the cloud lifetime and liquid water content (the second indirect effect). The increased cloud longevity could give rise to a higher cloud cover fraction and liquid water content and further enhance the cooling Rotstayn, 1999; Lohmann et al., 2000] . Using an empirical relationship between sulfate mass and cloud drop number concentration, the estimate of total indirect forcing by sulfate aerosols amounts to À2.1 W m À2 as obtained by Rotstayn [1999] and ranges from À1.4 to À4.8 W m À2 as obtained by . Employing a mechanistic parameterization of cloud drop nucleation developed by Chuang and Penner [1995] , Lohmann et al. [2000] obtained the total indirect forcing by sulfate and carbonaceous aerosols between À1.1 to À1.5 W m À2 . The wide range of indirect forcing reported by shows that the magnitude of second indirect effect is highly sensitive to the treatments of cloud drop autoconversion rate and cloud cover parameterization that are applied within climate models to calculate the second indirect forcing. However, our focus in this study is on the equally important issue of the first indirect effect. Unlike the calculation of the second indirect effect, for calculations of the first indirect effect, it may be assumed that the liquid water content and cloud amount remain fixed. Thus, the forcing can be calculated exactly, keeping these quantities fixed and calling the radiation subroutines of the model twice [Rotstayn and Penner, 2001] . This is the procedure followed here. Here, we examine and quantify the first indirect effect and its sensitivity to natural emissions and the role of absorption by black carbon in clouds.
[4] Our previous studies have shown that the level of natural aerosol abundance plays an important role in the first aerosol indirect effect. The magnitude of the first indirect forcing is determined by the percentage increase of cloud drop number concentration. Chuang et al. [1997] used different approaches for the formation of anthropogenic sulfate and its relation to aerosol size distribution and estimated that the first indirect forcing by anthropogenic sulfate may range from À0.6 to À1.6 W m À2 . This range reduced to À0.4 to À1.1 W m À2 if a prescribed marine background particle number concentration simulating sea salt was universally applied over the oceans. The addition of marine background particles also resulted in a 45% global reduction of the first indirect forcing by anthropogenic carbonaceous aerosols which, unlike anthropogenic sulfate, may more readily add CCN proportional to their emissions . In this case, the estimated forcing was reduced from À4.5 to À2.5 W m À2 . Both works did not account for the aerosol component that arises from dust. In this paper, we refine our previous studies with an improved version of the fully coupled climate/chemistry models described by Chuang et al. [1997] . The updated chemistry model GRANTOUR is now able to calculate the global concentrations of sulfate, dust, sea salt, and carbonaceous aerosols (biomass smoke and fossil fuel organic matter and black carbon). The climate model that was originally developed from the NCAR CCM1 has also been enhanced by a unique capability to take into account the absorption of solar radiation by black carbon within cloud drops. Black carbon is distinguished by its resistance to chemical and thermal attack and by its ability to strongly absorb solar radiation. This ability lowers the single scattering albedo of aerosols, thereby reducing the amount of solar radiation reflected by the aerosols. The presence of black carbon in clouds may also reduce cloud albedo. Observations of the Indian Ocean Experiment (INDOEX) suggest that absorption of solar radiation by soot (black carbon) can significantly reduce the cloud coverage and liquid water path of trade cumulus [Ackerman et al., 2000] . Here, we develop a parameterization for the single scattering albedo of cloud as a function of cloud drop size and the volume fraction of black carbon inside the drop for each wavelength band in our shortwave radiation module. We have also updated this solar radiation package with a higher spectral resolution; nine wavelength bands for the UV Visible wavelength and three for the near-IR spectral range [Penner et al., 1998; Grant et al., 1999] . The effect of black carbon absorption in clouds as well as its impact on the first indirect forcing will be addressed in this study.
[5] To explore the impact of aerosols on climate, one needs not only to take into account all of the important aerosol components derived from both anthropogenic and natural sources but also to identify their roles in the forcing mechanism and to quantify the associated uncertainties. In order to identify the role of natural aerosol abundance in the assessment of the first aerosol indirect effect, we examine the mechanisms that link aerosol sources to cloud drop number concentrations. Since the tropospheric lifetimes of aerosols and their precursor gases are short and the ranges of aerosol loading vary between the continents and oceans, the mechanisms describing these links vary spatially and temporally. It is thus important to study the sensitivity of radiative forcing to the aerosol characteristics and global concentrations in order to place the estimate of aerosol effects on a much more quantitative foundation than is available at present.
Basic Model Descriptions
[6] We use the fully coupled climate/chemistry models together with specified emissions inventories to simulate global aerosol distributions. The climate model employed here is based on the NCAR CCM1 with modifications similar to those described by Charlock and Ramanathan [1985] . In addition, the solar radiation package in CCM1 has been replaced by a delta-Eddington two-stream approximation. We have implemented a parameterization for the single scattering albedo of cloud as described in section 4, and a parameterization for cloud drops as given in section 5. The model has 12 vertical levels and R15 (rhomboidal truncation at wave number 15) horizontal resolution, which yields an equivalent grid mesh of 4.5°latitude by 7.5°longitude. The simulation time interval is 30 min. Surface temperatures are calculated over land, snow and sea ice via a surface energy budget equation, while the sea surface temperatures (SST) over the open ocean are prescribed by climatological data. The model forms stratiform clouds wherever stable condensation occurs, while convective clouds are formed when one or more layers undergo moist convective adjustment. The model assumes that the clouds in each layer are randomly overlapped with a maximum cloud cover of 30% in a column undergoing moist convection . Unlike the original NCAR model, the fractional cloud cover for stratiform clouds is prescribed to be 100% instead of 95% to simplify the treatment of radiation for stratiform clouds [Taylor and Ghan, 1992] . If the atmosphere is supersaturated the moisture field is adjusted to the level of saturation and the excess goes into clouds that then precipitate. The cloud parameterization and other physical processes are described in detail by Williamson et al. [1987] .
[7] The chemistry model GRANTOUR is a Lagrangian parcel model which treats the global-scale transport, transformation, and removal of trace species in the atmosphere [Walton et al., 1988; Penner et al., 1991; Chuang et al., 1997] . The model uses a split-operator method with a 6hour time step to compute the separate effects of sources, chemistry, interparcel mixing, large-scale diffusion, vertical mixing by moist convection, precipitation scavenging and deposition, dry deposition, and advection upon the timedependent parcel mixing ratios (see Penner et al. [1991] for a full description of how these processes are implemented). The climate model is integrated forward in time for 12 hours. The meteorology fields from CCM1 are averaged over this 12-hour period for subsequent use by the GRAN-TOUR model that is then integrated forward in time for the next 12 hours.
Aerosol Sources and Concentrations

Particulate Sulfate
[8] Model calculation of the tropospheric sulfate abundance requires reactive sulfur emissions from five main sources: production of (mainly) dimethylsulfide (DMS) in the oceans by phytoplankton, volcanic emissions of sulfur dioxide (SO 2 ), terrestrial emissions of DMS and hydrogen sulfide (H 2 S) from soils, forests and crops, biomass burning emissions of SO 2 , and fossil fuel and industrial emissions of SO 2 . In all cases, the inventories derived by Spiro et al. [1992] and Benkovitz [1982] for calendar year 1980 are used, except for the ocean emissions of DMS. For ocean emissions the inventory from Spiro et al. [1992] is doubled. The doubled emissions reflect the midrange of estimates in the current literature (10 to 40 Tg S yr À1 ) [Andreae and Raemdonck, 1983; Bates et al., 1987; Erickson et al., 1991; Spiro et al., 1992] and also provide a better comparison with remote measurements of SO 4 2À . This emissions data set is also similar to a recent evaluation of the DMS flux which uses the average of Liss and Merlivat [1986] and Wanninkhof [1992] parameterizations for the dependence of DMS flux on wind speed and total 24 Tg S yr À1 [Kettle et al., 1999] . The emissions database for anthropogenic sulfur compounds is about 16% higher than that developed recently for 1985 [Benkovitz et al., 1996] . However, the use of the 1980 inventory is consistent with our database for fossil fuel emissions of black carbon and the database for biomass burning emissions . The prescribed annual source strength and budget for sulfur compounds and other aerosol components are listed in Table 1 . (Emission files used in this study are available through the Journal of Geophysical Research Electronic Supplement.) All emissions are presented as monthly averages except for sources from fossil fuel and volcanic eruptions where annual averages are applied. Emissions of surface-based SO 2 are input into the model with a constant mixing ratio in the lowest 100 hPa, while emissions of volcanic SO 2 are grouped into three categories by the height of eruption and are input into the lowest 300, 500, and 700hPa, respectively. The chemical processes and treatments that convert SO 2 to SO 4 2À are described in detail by Chuang et al. [1997] .
[9] In Figures 1a and 1b we present the simulated surface mass concentrations of sulfate converted from anthropogenic (fossil fuel and industry, biomass burning) and natural (terrestrial soils, forests, oceans, volcanoes) sources of SO 2 , respectively. We may note that the majority of anthropogenic SO 2 is from fossil fuel and industry in the northern hemisphere with a maximum over Europe, followed by the eastern United States and China. Contrary to the anthropogenic sources, the natural sources are strongly seasonally dependent and distributed roughly evenly between the two hemispheres. Since summer is the main season for sulfate production through photochemical reactions, the sulfate concentration is much higher in summer compared to winter. Besides the photochemical production rate, the precipitation is also an important factor in determining the local sulfate concentration. Our simulation indicates that the higher sulfate concentrations over China in January are mainly attributed to a lower precipitation rate as compared to those in Europe and the eastern United States.
[10] In addition to the model/data comparisons we have shown previously , we also compare the model results with aerosol concentrations measured at a number of locations that are part of a larger ocean network operated by a group at the University of Miami Savoie et al., 1989 Savoie et al., , 1993 Arimoto et al., 1995] . These measuring sites, given in Figure 1a .1, are located at coastal sites on the climatological windward shore of islands or continental coastlines. Samples are collected by drawing air through large area filters at a flow rate of about 1 m 3 min À1 . At Cape Grim filters were exposed continuously for 1-week periods. At Midway, American Samoa, Mace Head, and Barbados the samplers were electronically controlled so that they were only activated when the wind came directly from over the open ocean and when the wind speed was greater than 1 m s À1 . The Midway and American Samoa sites operated on a weekly protocol while Mace Head and Barbados were on a daily schedule. Direct comparison with measurements is difficult, not only because the chemistry model uses 12-hour averaged meteorology fields but also because model results are interpreted as the average of each GCM grid cell (4.5°latitude by 7.5°longitude) such that the simulated wind direction and wind speed resolved by the GCM may not be consistent with those at the measuring site. However, these comparisons can serve as a reference to determine, in part, the accuracy of our simulated aerosol concentrations. As shown in Table 2 , most of the simulated concentrations are within one standard deviation of the mean of the measurements, but simulations that deviate more than one standard deviation do exist in some locations. For example, the model transports too little sulfate from Asian sources to the North Pacific Ocean and misses the spring peak at Midway. The model also predicts too much sulfate at Cape Grim in the summer time. The predicted seasonality at American Samoa and Barbados is reasonable but the simulated concentrations are always lower than the mean of the measurements. Some of this discrepancy may be attributed to a DMS source that is too small, since the uncertainty in air-sea transfer rates may allow a source that is as much as 50% larger [Kettle and Andreae, 2000 ].
Carbonaceous Particles
[11] Carbonaceous aerosols are usually divided into two fractions: organic carbon (OC) and black carbon (BC). OC represents a fraction of the total organic matter (OM) present in the particle. OM is a measure of the total mass chemically bound to carbon and therefore includes, in addition to carbon, hydrogen atoms, oxygen atoms, and minor amounts of other species. Anthropogenic carbonaceous aerosols are mainly from sources such as biomass burning and fossil fuel combustion. Natural organic particles come from photochemical conversion of gaseous emissions from vegetation as well as from direct emissions of particles from plants. Our emissions inventories for BC and OM from fossil fuel combustion are those developed by Penner et al. [1993] (where OM is assumed to be proportional to BC with a factor of 4.6), whereas the inventories developed by Liousse et al. [1996] for total biomass particles (TP) are used to derive the emissions of BC and OM from biomass burning. The particles produced by biomass burning are a complex mixture of BC, OM and other constituents (nitrates, sulfates, etc.). Following Liousse et al. [1996] , it is assumed that 85% of the non -black carbon biomass particles, i.e., (TP-BC), is organic matter.
[12] The magnitude of the source of natural organic particles from photochemical oxidation of naturally emitted volatile organic species depends on both the species that are emitted and the oxidation path in the atmosphere. Oxidation of naturally emitted terpenes can lead to the formation of compounds with low volatility as well as compounds that are semivolatile. Smog chamber experiments have been interpreted as providing aerosol production yields that depend heavily on the oxidation mechanism [Hoffmann et al., 1997] , with most of the low volatility products apparently produced during reactions with O 3 or NO 3 . Oxidation by OH most often leads to semivolatile compounds that would not remain in the aerosol phase on the larger scales considered here. The specific terpene emitted is also an important factor in determining the aerosol production.
Smog chamber experiments [Hoffmann et al., 1997] lead to aerosol yields of 5% for open-chained hydrocarbons, 5 -25% for monounsaturated cyclic monoterpenes, and 40% for a cyclic monoterpene with two double bonds. These yields include the production of both low volatility products as well as semivolatile products that form aerosols under the conditions of the experiment.
[13] Thus, in order to determine aerosol yields, the initial oxidation step is needed as well as the type of terpene, and the fraction of low volatile and semivolatile products. More specifically, in order to estimate aerosol yield under varying conditions, one needs an estimate of the semivolatile products and their vapor pressure. Unfortunately, no generally available inventory for emissions of different terpene compounds is readily available, nor are products and vapor pressures for the products of each terpene which is emitted and oxidized available. However, Guenther et al. [1995] estimated the global emissions of monoterpenes equal to 127 Tg C yr À1 . The specific compounds emitted are expected to vary by region; however, regionally, monoterpene emissions are largest in the tropics and subtropics [Guenther et al., 1995] . A. Guenther (private communication, 1998 ) estimated that the average magnitude of different terpenes emitted in tropical and subtropical landscapes might be a-pinene: 35%; b-pinene, myrcene, and limonene: 10% each; camphene, 3-carene, and terpinolene: 5% each; p-cymene and tricyclene: 2% each; cineole, a-terpinene, g-terpinene, a-thujene, sabinene, and t-ocimene: 1% each; all sesquiterpenes: 1.5%; with 8.5% undifferentiated terpenes. The vast majority of these emissions represent monoterpenes, so we used these fractional emissions together with the monoterpene inventory from Guenther et al. [1995] and the aerosol yields from Hoffmann et al.
[1997] to estimate the total yield of low-volatile aerosol products formed. These low volatility products are assumed to remain in the aerosol phase even on global scales. Based on the model calculations of Penner et al. [1994] , we estimate that roughly half of the emitted terpenes react with OH rather than with O 3 or NO 3 . Because the study of Hoffmann et al. [1997] showed that the reaction with OH tends to lead to products that are more volatile than the products derived from reaction with O 3 or NO 3 , we assumed that only about half of the total yield of aerosol in the experiments summarized by Hoffmann et al. [1997] remain as an aerosol product on the global scale. Moreover, we assume that all of the terpenes emitted react on short timescales compared to the time to transport these to the larger global scales of concern here. Thus, we estimated the total source strength of aerosols from terpene oxidation as Table 2. the product of the monoterpene emission rate with the sum of the emitted fraction of each terpene times one half the total aerosol yield estimated by Hoffmann et al. [1997] for each fraction. The sum of the product of the emitted fraction with half the aerosol yield leads to a total large scale aerosol yield from terpene oxidation of 12%, which, for the monoterpene emissions of Guenther et al. [1995] corresponds to an average total source strength of 16 Tg yr À1 with an uncertain range from 8 to 40 Tg yr À1  see also Griffin et al., 1999] . Here, we scaled the mono-terpene source inventory of Guenther et al. [1995] by the yield factor (12%) to estimate the source of natural organic particles. We will examine in a later section the uncertainty of the first indirect forcing associated with uncertainties in the emissions of biogenic volatile organics and the production of aerosols from these compounds.
[14] Our model procedures for carbonaceous particles follow those developed by Liousse et al. [1996] . For emissions from fossil fuel, domestic fires and natural sources that are injected into the boundary layer, we use a simplified Prospero (private communication, 2000) . Locations of measuring sites are shown in Figure 1a .1. c Value in parenthesis is the standard deviation of the measurements. d Dust data were derived from the measured aluminum mass concentrations assuming 8% of dust concentration is aluminum. e Sea-salt data were derived from the measured sodium concentrations assuming a Na/sea salt mass ratio of 0.3071. treatment in which particles are input into the model with a vertical profile that is assumed to be constant in mixing ratio in the lowest 100 hPa. Emissions from savanna, forest and open-fire agricultural fires are injected to the free troposphere as a result of the buoyancy developed by the heat of the fire and by the daytime convection and are therefore input into the lowest 200 hPa. Our simulated global distributions of carbonaceous aerosols from anthropogenic and natural sources are presented in Figure 2 . These distributions essentially reflect the distributions of sources as noted earlier . As shown in Figures 2b.1 and 2b.2 our model predicts a low BC concentration, 0.1-0.5 mg m À3 , over the Indian subcontinent, while BC concentrations measured by aircraft during the intensive field phase (February -March 1999) of the INDOEX range from 0.6 to 6.3 mg m À3 [Mayol-Bracero et al., 2002] . This discrepancy is caused by the low BC emissions over the Indian subcontinent in our 1980 emissions database. Figure 3 shows the observed and simulated surface concentrations of OM and BC at a number of locations. Since the measured data are presented as OC, for comparison to measurements we assume that OM/OC = 1.4. (We note that the conversion from OC to OM is variable-it depends on the molecular structure of OM in the aerosol.) Comparisons of carbonaceous aerosols to observations are more difficult because the measured concentrations are only available on a campaign basis such that the measured values are subject to short term variability. Such temporal variations may introduce significant discrepancy between the observations and the monthly averaged predictions from the model. Despite these facts, most simulated values are within a factor of 2 of the measurements.
Dust Particles
[15] The simulated global distribution of dust particles is based on a dust emissions model that was originally developed by Rau et al. [1994] and previously described by Lohmann et al. [1999] . This dust model uses an algorithm to relate monthly mean wind speed to monthly dust source strength, which includes a correction for the stochastic variation of wind about its mean, and computes the dust flux to be proportional to the fourth power of the surface friction velocity. Dust source regions are identified from the 1°Â 1°soil moisture data of Webb et al. [1993] as those areas that perennially contain <15 mm soil water. This data set was based on 1971 -1981 Soil Map of the World and the World Soil Data File [Zobler, 1986] , in conjunction with the global vegetation data set of Matthews [1983] . Since dust particles with diameter (d ) larger than 20 mm are not important for long range transport, only particles smaller than 20 mm are considered here and divided into two size categories, small particles (d < 2 mm) and large particles (2 < d < 20 mm). The use of monthly mean sources with time varying winds may lead to an underestimate of dust variability but should provide a reasonably accurate estimate of monthly mean concentrations as long as the effect of the variability of the winds on the monthly mean sources is taken into account as we do here. [We note that the use of low resolution GCM wind fields to predict dust mobilization would be impractical since most such winds do not capture the observed wind variability in any case.] The global dust source strength is estimated to be about 5102 Tg yr À1 with 243 Tg yr À1 for small particles and 4859 Tg yr À1 for large particles. This value is near the upper limit of the range estimated by previous authors, 200 to 5000 Tg yr À1 [Goudie, 1983; Duce, 1995] . Tegen and Fung [1994] gave a modeled global dust source strength of 3000 Tg yr À1 that was lowered to 1500 Tg yr À1 in a later treatment [Tegen et al., 1996] . As in previous observations and models, the vast majority of dust in our model is generated in the Northern Hemisphere (98%) with large particles contributing 95% of the total Northern Hemisphere dust flux (see Table 1 ).
[16] The dust emissions data together with our coupled models are used to predict the global dust concentrations. Because injection of dust can occur over deep atmospheric layers, especially in the larger dust storms that we are simulating, we apply a uniform vertical mixing ratio injection between the surface and 600 hPa for small particles, and a linearly decreasing mixing ratio injection to zero at 600 hPa for large particles. The linearly decreasing injection is a simplified method to account for the fact that larger particles are not lifted as easily as small particles. Figure 4 shows the simulated global distribution of surface dust concentrations. It is not surprising that the maximum dust concentration is located in the Sahara desert region in Africa. Simulations show that these African dust particles as measured are transported over the North Atlantic and Caribbean [Prospero, 1999] . Comparisons of the modeled concentrations of total dust particles to observations are also listed in Table 2 . It is encouraging that on average the magnitudes of simulated dust concentrations are usually within an order of magnitude of the observations. In most of the site-specific comparisons, the model reasonably well reproduces the major features of the observed seasonal cycle, although at the Northern Pacific location (e.g., Midway) the model overestimates winter dust concentrations. This behavior is apparently associated with the modeled Asian dust source strength that is a factor of 10 larger in winter compared to spring. The large modeled dust fluxes are driven by the winter winds (the fourth power function comes in strong here). Furthermore, the model consistently overestimates dust concentrations at Mace Head.
Sea-Salt Particles
[17] The formulas and procedures that we use to develop sea-salt emissions are given by Lohmann et al. [1999] . The main mechanism for sea-salt generation is via the bursting of whitecap bubbles [Monahan et al., 1986] . The total global strength of sea-salt emissions is estimated to be [1996] and Cooke et al. [1999] . Correlation between the measured and modeled values is represented by the coefficient r. Two thin lines represent the range above and below the observed values by a factor of 2.
2655 Tg yr À1 with 80 Tg yr À1 for small particles and 2575 Tg yr À1 for large particles. The sea-salt particles are input into our coupled models with a vertical profile that is assumed to be constant in mixing ratio in the lowest 100 hPa. Figure 5 shows the simulated surface concentrations of sea-salt particles. The maximum is located in a region between 40°S and 60°S and the total source strength of sea salt is more than twice as large in the southern hemisphere compared to the northern hemisphere. As shown in Table 2 , most of the simulated sea-salt concentrations are within one standard deviation of the measured mean but there are locations where the model consistently overestimates the sea-salt concentrations (e.g., American Samoa from May to December). In addition, the model shows a significant seasonal variation at Barbados and Cape Grim whereas the measured data do not show much seasonality. This discrepancy is associated with the nearby source strength that is seasonably variable. The wind speeds used to generate the source may not be consistent with those simulated here. In addition, at Cape Grim the station is at an altitude of several hundred meters and sea-salt concentrations at this site may be dominated by local conditions.
Effect of Black Carbon on Single Scattering Albedo of Cloud
[18] Carbonaceous aerosols and dust can both act as CCN and thereby change the optical properties of clouds. Each has important absorption characteristics that may reduce the single scattering albedo of cloud drops, therefore reducing the amount of solar radiation reflected by the clouds. Here, our focus is on evaluating the importance of absorption by BC in clouds, because our initial studies showed that the first indirect forcing by anthropogenic carbonaceous aerosols may be quite large . We have modeled this effect in the following manner.
[19] For a collection of cloud drops with randomly positioned carbon inclusions, the single scattering albedo of the cloud drops can be estimated using an effective medium approximation [Chylek and Videen, 1998 ]. The dielectric constant of the effective medium can be approximated with the Maxwell Garnett mixing rule [Bohren and Huffman, 1983; Chylek et al., 1988] ,
where m = n + ik (k > 0) is the refractive index for the drop/ BC mixture, m o is the (complex) refractive index of water, m BC is the refractive index of BC, and v d is the volume fraction of BC within the drop. Chylek et al. [1996] demonstrated that if BC is randomly distributed within the drop, the effective medium approximation is reasonable.
[20] For small volume fractions of BC, using the explicit complex square root to get the components of m from the dielectric constant m 2 can result in unacceptable truncation. We therefore use an iteration procedure over the index j defined by
until we obtain convergence for k. 
[21] Given the refractive index for the drop with embedded BC particles, we can approximate the single scattering albedo of a cloud drop using the geometric optics. The absorption coefficient for a drop/BC mixture may be approximated by
where d = 4pk/l, d is the diameter of cloud drop, and l is the wavelength of light [Bohren and Huffman, 1983] . Since the extinction coefficient is C ext = pd 2 /2, the single scattering co-albedo (v) is expressed by [C abs /C ext ]. In practice, this approximation only holds if dd ( 1, which fails to be true for typical BC inclusions in cloud drops (n d % 10 À7 ) in the wavelength region where l > 2 mm. Fortunately, in this region absorption by water dominates that by BC, such that a smooth fit between the co-albedo predicted above and that from pure water provides a sufficiently accurate approximation. By comparison with the single scattering albedo tables by Stephens [1979] , we develop an empirical approximation,
In the limit of dd ) 1, this expression reduces to a single scattering co-albedo given by v ¼ 5 12
[22] These optical properties are averaged over each wavelength band in the radiation model, and we end up with an expression for the single scattering co-albedo wherein:
where d o = 20 mm, n o = 10 À8 , and v o is the single scattering co-albedo for a 20 mm cloud drop without black carbon. In Table 3 , we list the values of v o and parameters b for a drop/BC mixture with diameter 20 mm.
[23] It may be noticed that for a given value of n d the absorption by a drop/BC mixture is roughly proportional to the drop size. Thus, the single scattering co-albedo of a drop/BC mixture with diameter d is approximated by
where the single scattering albedo w(n d , d ) = 1 À v (n d , d ). Figure 6 shows the variations of the single scattering albedo and co-albedo with volume BC fraction and wavelength for different sizes of cloud drops. These approximations have been incorporated into our climate model to evaluate the impact of absorbing particles on the first indirect forcing.
Cloud Drop Parameterization
[24] A critical link between clouds and aerosols is the nucleation process, in which supersaturation activates some fraction of the aerosols to form cloud drops. Chuang and Penner [1995] investigated the effect of anthropogenic sulfate on the aerosol size distribution and developed a cloud drop parameterization that was based on the Köhler theory [Ghan et al., 1993] and the chemical processes controlling the formation of anthropogenic sulfate. This parameterization predicts the number concentration of cloud drops nucleated within a GCM grid. The processes of collision/coalescence, mixing and drizzle are not accounted for. Unlike the prescribed aerosol size distribution by Ghan et al. [1993] , this parameterization takes into account the anticipated variations in aerosol size distribution due to changes that result from the deposition of anthropogenic sulfate formed in aqueous reactions and the condensation of anthropogenic sulfate formed in gas phase reactions. Since anthropogenic sulfate is internally mixed with the preexisting particles, the addition of sulfate does not change the total aerosol number, but the resulting particle distribution grows to larger sizes. This treatment is necessary for particulate sulfate because the timescale for production of H 2 SO 4 from gas phase SO 2 is up to several days. Other aerosol types, such as carbonaceous particles, are formed much more quickly from their gas phase precursors and hence may be assumed to be injected into the global scale model in the aerosol form. We assume an external mixture of preexisting particles with marine sources and a separate mixture of preexisting particles with continental sources. In each case the total particle number concentration is derived from the mass concentrations of natural sulfate, dust, sea salt, and carbonaceous aerosols. With the exception of natural sulfate, the particles that are treated as externally mixed are either emitted as particles initially or form particles rather quickly on the scale of the GCM grid. While this procedure might overestimate the preexisting particle concentrations associated with natural sulfate, the use of an observationally based size distribution tends to obviate against this. Moreover, we have chosen the size distributions for preexisting particles with marine or continental sources such that the simulated aerosol size distribution after the deposition of anthropogenic sulfate is in reasonable agreement with measurements by Hoppel et al. [1990] which were taken off the coast of the United States [see Chuang and Penner, 1995] . While it is true that the assumption of an external mixture could, in general, lead to an overestimate of aerosol number, by using an aerosol size distribution which is applicable to large scales and by accounting for the important processes associated with anthropogenic sulfate which lead to internal mixing on a GCM grid scale, the most important aspects of this problem have been addressed. If they were not, then the processes which lead to internal mixing that we have neglected (i.e., coagulation) would be important on the scale of our GCM prediction, but they are not.
[25] The size distribution of preexisting particles, adapted from Chuang and Penner [1995] , is prescribed by the superposition of three lognormal functions with the parameters listed in Table 4 . For the purposes of drop nucleation, the mass fraction of soluble material is assumed to be 50% in the preexisting particles of continental origin and 70% in the preexisting particles of marine origin, though the parameterization takes into account the variation of solubility with the deposition of anthropogenic sulfate [Chuang and Penner, 1995] . While this is clearly a simplification, since there is no account taken of variations in solubility within regions, the lack of any detailed information on the soluble nature of most of the organics present in the aerosol precludes any detailed treatment of the effect of organics on drop nucleation. Differentiation of the separate effects of dust, sea salt, and natural sulfates is the subject of a new parameterization that is still under development. The detailed microphysical model described by Chuang et al. [1992] is used to develop the parameterization for the interrelationship between anthropogenic sulfate, aerosol number concentration and cloud drop nucleation.
[26] We have evaluated this parameterization by comparing the predicted effective radii of cloud drops with those retrieved from satellites and comparing the drop/aerosol correlation with in-situ measurements [see Chuang et al., 1997] . We also previously examined the consequences of changing the fraction of sulfate formed through aqueous reactions. Increasing the aqueous conversion fraction from 65% to 85% can decrease the overall forcing of anthropogenic sulfate by as much as 50%. This parameterization provides a more realistic prediction of drop nucleation process than the empirical methods that were previously used by Jones et al. [1994] and Boucher and Lohmann [1995] . The advantage of this parameterization is its flexibility to varying atmospheric conditions, where the relationship between sulfate mass and drop concentration may be quite different and where the climate system (and updraft velocities) may differ. In particular, this parameterization is also able to capture changes in drop number concentration associated with increasing carbonaceous aerosols derived from both fossil fuel combustion and biomass burning, whereas the empirical formulations only apply to aerosols from industrial regions.
[27] In this study, we applied the cloud drop parameterization used by Chuang et al. [1997] but with a better representation for the number concentration of cloud drops nucleated on aerosols from different origins. This new approach provides a smooth variation of drop concentration with different mixtures of continental and marine aerosols (see Figure 7) . The modified parameterization is expressed as
where N d (cm À3 ) is the drop number concentration, w(cm s À1 ) is the updraft velocity, and N a,L (cm À3 ) and N a,O (cm À3 ) are number concentrations of submicron particles with continental and marine origins, respectively. N a,L and N a,O are derived by converting the preexisting continental and marine submicron particle volumes by 0.0524 and 0.085 mm, respectively. These volume mean radii are calculated from the prescribed size distributions given in Chuang and Penner [1995] . b N i is normalized by the total number concentration of preexisting particles.
c The log refers to the base 10 log.
particle volume (continental + marine) by 0.0524 and 0.085 mm, respectively. c L and c O are coefficients given by Chuang et al. [1997] .
where
g is the ratio of anthropogenic sulfate mass loading (in mg m À3 ) to the total aerosol number concentration (in 1000 cm À3 ). a is the ratio of the fraction of anthropogenic sulfate converted by the aqueous pathway to the mean value used previously (75%). The coefficient c so derived is for a vertical velocity w ! 10 cm s À1 and is set to 0 should it become negative for large values of w, g, or N d . For w < 10 cm s À1 , N d is approximated by N d (w) = N d (w = 10) [2 À log w] À2.5 . The subgrid scale variability of w is prescribed by a normal probability function with the GCM vertical velocity as its mean value and a standard deviation 50 cm s À1 [Chuang et al., 1997 ]. We have previously tested the sensitivity of the model results to this prescription. Our results show that the average magnitude of indirect forcing only various about 6% corresponding to 50% variation in standard deviation of subgrid updraft variability function [Chuang et al., 1997 ].
[28] To illustrate the impact of aerosols with different origins on drop nucleation, we present in Figure 7 the predicted cloud drop number concentrations for a given amount of anthropogenic sulfate deposited onto continental, marine, and 50/50 volume mixture of continental and marine aerosols, respectively. Figure 7 indicates that the percentage increase in drop concentration decreases with the increasing submicron aerosol volume. Because of the smaller mean radius for continental aerosols, the cloud drop concentration would become more easily ''saturated'' for drops nucleated on continental aerosols.
[29] The cloud drop parameterization so derived is applied to water clouds with temperature >273°K. However, water clouds are frequently found in the atmosphere at temperatures below 273°K because water readily supercools. The likelihood of clouds consisting entirely of supercooled water drops decreases with decreasing temperature such that at 253°K 95 -100% of clouds contain ice particles [Pruppacher and Klett, 1978] . Therefore, a value of 0.02 (2%) is chosen to represent the frequency of supercooled water clouds when T < 253°K. At 273°K > T > 253°K, the cloud drop concentration N d predicted by equation (8) is scaled by a factor to account for the fraction of water clouds.
where f = 0.02, T 1 = 273°K, and T o = 253°K. A minimum cloud drop concentration of 0.02 N d is applied at T < 253°K.
Results
[30] In this section, we first examine the impact of anthropogenic aerosols on cloud susceptibility. Furthermore, we calculate the first indirect forcing and explore Figure 7 . Variations of the predicted drop number concentrations with preexisting submicron particle volume for a given amount of anthropogenic sulfate deposited onto continental, marine, and 50/50 volume mixture of continental and marine aerosols, respectively. w10 and w50 denote an updraft velocity of 10 and 50 cm s À1 , respectively. Also shown for comparison are the predicted concentrations from Chuang et al. [1997] using a different representation for mixed particles.
its sensitivity to black carbon as well as to global aerosol concentrations. Following IPCC [1996], the term ''radiative forcing'' is defined as changes in the radiative balance of the surface-troposphere system imposed by external factors without involving any feedback from the climate system. We calculate the forcing as difference in solar radiation at top of the atmosphere with and without the fraction of cloud drops nucleated on a prescribed type of anthropogenic aerosols. Thus, an additional ''offline'' radiation calculation without this aerosol component is performed under identical atmospheric conditions at the time step for full computation of shortwave radiation quantities (every 12 hours). Table 5 lists the experiments performed in this study. In each simulation, a 60-day ''spin-up'' period (in which the atmos-phere responds to the changes in aerosol concentration) is followed by a full year simulation. Results are presented as either monthly averages or annual averages.
Cloud Susceptibility
[31] The magnitude of the first aerosol indirect effect is associated with cloud frequency as well as a quantity representing the sensitivity of cloud albedo to changes in drop number concentration. This quantity is referred to as cloud susceptibility [Twomey, 1991] . Analysis of satellite measurements demonstrates that marine stratus clouds are likely to be of higher susceptibility than continental clouds because of their lower drop number concentrations [Platnick and Twomey, 1994 ]. In addition, the column average of cloud fraction e Natural. f Since the amount of submicron particle volume is required for cloud drop parameterization, a ratio of 0.42 and 0.93 should be applied to small dust and sea salt emissions, respectively, to scale the particle volume from d < 2 mm to d < 1 mm. These ratios are derived from Table 4 . g (*) Species used in the ''offline'' radiation calculation. h Experiment without BC absorption in clouds. Figure 8 . Model simulated column averages of cloud fraction for clouds with T > 253°K.
calculated for clouds with T > 253°K as shown in Figure 8 is, in general, higher over the oceans compared to continental regions. This suggests that the first indirect effect may be more pronounced in the ocean areas.
[32] To examine the cloud susceptibility, we first calculate the column average of drop number concentration N d,col_avg (cm À3 ) corresponding to different aerosol characteristics. Figure 9 presents the simulated monthly averages of total N d,col_avg for clouds with T > 253°K as well as the increases of N d,col_avg by anthropogenic aerosols. These concentrations are those derived from Experiments 4 and 5 listed in Table 5 . Figures 9b.1 and 9b.2 show that the increases of drop concentrations by anthropogenic carbonaceous aerosols are over 100 cm À3 in the southeastern China in January and up to 200 cm À3 in Africa in July. The increases in the southeastern China are associated with fossil fuel combustion while the increases in Africa are caused by the biomass burning. Figures 9c.1 and 9c .2 indicate that anthropogenic sulfate also increases the num-ber concentration of cloud drops through modifying the aerosol size distribution, though its associated changes are not as significant as those from carbonaceous aerosols. Increases of drop concentrations by anthropogenic sulfate are up to 30 cm À3 for January and 90 cm À3 for July in regions off the east coast of Australia and the east of the United States, respectively.
[33] According to Twomey [1977a] , the optical thickness of a cloud with narrow drop size distribution and constant liquid water content can be approximated by
where h is the cloud depth calculated from the total thickness of model layers where clouds with T > 253°K are present, r is the density of liquid water, and w L,col_avg is the column average of cloud liquid water content. Calculations of cloud optical thickness are presented in Figure 10 . Our simulations show a well-defined zonal band with larger cloud optical thickness located north of the equator in July and slightly moving southward in January. The presence of this zonal band is consistent with the location of intertropical convergence zone (ITCZ). Our simulations also indicate that the increases of cloud optical thickness by anthropogenic aerosols are more pronounced in July. Changes in the Northern Hemisphere are mainly associated with industrial sulfate and carbonaceous aerosols while changes in the Southern Hemisphere are associated with biomass aerosols.
[34] The increases of cloud optical thickness by anthropogenic aerosols increase the reflectance (albedo) of clouds, though the absorption of black carbon acts to darken the clouds. However, the effect of black carbon on cloud albedo can only be seen in the brightest clouds (t > 100) [Twomey, 1977b] . This is in agreement with AVHRR study by Kaufman and Nakajima [1993] , which showed a reduction in the visible albedo for initially bright clouds (from 0.71 to 0.67) in the presence of dense smoke in the Brazilian Amazon basin. For both mathematical and physical simplification, in our calculation of cloud susceptibility, a nonabsorbing, horizontally homogeneous cloud is assumed and the cloud albedo is parameterized in terms of cloud optical thickness [Lacis and Hansen, 1974] 
Furthermore, the cloud susceptibility may be expressed by
as cloud liquid water content remains constant. Figure 11 presents our calculated cloud susceptibility for January and July together with the decreases of cloud susceptibility by anthropogenic aerosols. The values of cloud susceptibility vary by about two orders of magnitude with a maximum over the Antarctica region. The presence of anthropogenic aerosols reduces the cloud susceptibility by a value up to 40 Â 10 À3 cm 3 . Our simulations show that the cloud susceptibility is larger over remote ocean areas than over continents and larger in the Southern Hemisphere than in the northern hemisphere. Figures 11b and 11c also indicate that the presence of industrial aerosols has significantly reduced cloud susceptibility in the Northern Hemisphere in January, and biomass aerosols have reduced susceptibility in the Southern Hemisphere in July.
Comparison of Cloud Susceptibility to Satellite Measurements
[35] Our calculated cloud susceptibilities are consistent to those retrieved from the advanced very high resolution radiometer (AVHRR) measurements in a single cloud event. The retrieved magnitude of susceptibility ranges from 0.2 Â 10 À3 to 0.8 Â 10 À3 cm 3 in marine stratus off the coast of Namibia and South Africa (4 January and 19 April, 1989) and from 0.3 Â 10 À3 to 20 Â 10 À3 cm 3 in marine stratus/ stratocumulus off the coast of southern California (30 June and 10 July, 1987) [Platnick and Twomey, 1994] . Our model results for the same areas and specific time periods are 0.7 Â 10 À3 to 1.9 Â 10 À3 cm 3 and 0.5 Â 10 À3 to 16 Â 10 À3 cm 3 , respectively.
[36] Additionally, we calculate the susceptibility for warm clouds (T > 273°K) (shown in Figure 12a ) and compare the simulated distributions with those derived from the monthly averages of satellite-retrieved cloud optical thickness t and effective drop radius r e . These data were retrieved from 1989 to 1991 AVHRR measurements using the algorithm developed by Kawamoto et al. [2001] . The liquid water path is calculated from the relation w path = (2/3)rtr e . The column drop number concentration, under assumption of a vertically homogeneous drop profile, is estimated from N d,col (cm À2 ) = tr e /(2pr v 3 ), where r v is the volume mean radius of the drop size distribution. Here, we assume a lognormal drop size distribution (in natural logarithm) with a standard deviation s = 1.4 and a mode radius r o that is Figure 12b .
[37] General features of the satellite-derived cloud susceptibility are similar to those of the model, though the magnitude is higher by about a factor of 2 in most of the regions except over the South Pacific Ocean in July. The use of a cloud drop number parameterization that does not account for the processes of collision/coalescence and mixing may contribute to the discrepancy. Such simplification results in an overprediction of drop number concentrations for cloud scales. However, the coarse vertical resolution of CCM1 with only 12 vertical levels lowers the predicted drop concentrations [Ghan et al., 1997] . These two factors, compensating for each other, are the major uncertainty contributing to the model-predicted cloud susceptibility. The discrepancy may also be caused by the uncertainty in the prescribed drop size distribution where the satellite-retrieved N d,col varies with the assumed value of s. For r e = 10 mm, the retrieved N d,col would be 27% lower if s decreases from 1.4 to 1.1 and would be higher by a factor of 3 if s = 2.0. There are further uncertainties associated with the prescribed liquid water content and the retrieved cloud top temperature. An increase in w L from 0.30 g m À3 to 0.35 g m À3 would reduce the satellite-derived susceptibility by 17%. A temperature error of 2.5°K could cause an error in retrieved r e of about 7% [Kawamoto et al., 2001] which would lead to a comparable uncertainty in susceptibility. Further investigation is needed to give an overall uncertainty of the estimated cloud susceptibility derived from both the model and satellite measurements.
First Indirect Forcing by Anthropogenic Aerosols
[38] The first indirect forcing from each individual source is calculated in the first set of experiments (Experiments 1 -5). Figure 13a presents the global distributions of the simulated forcing by anthropogenic carbonaceous aerosols for January and July. In general, the forcing in July is stronger than that in January, and yields a global average of À1.59 and À1.05 W m À2 , respectively. The maximum value is about À7.7 W m À2 along the west coast of Mexico in January and À8.6 W m À2 along the east coast of Brazil in July. Anthropogenic carbonaceous aerosols together with natural particles are treated as an external mixture in the cloud drop parameterization and lead to a global annual average of the first indirect forcing in the amount of À1.51 W m À2 . This value is much lower than our previous study (À2.5 to À4.5 W m À2 , see Penner et al. [1996] ) in which part of natural emissions were absent. Figure 13b shows the first indirect forcing by anthropogenic sulfate deposited onto preexisting particles derived from natural emissions and anthropogenic carbonaceous sources. The maximum forcing is about À1.6 W m À2 in January and À5.1 W m À2 along the east coast of the United States. While the forcing pattern is similar to that calculated previously by Chuang et al. [1997] , the forcing magnitude is considerably smaller and leads to a global annual average of À0.30 W m À2 . Current calculations use the model-generated aqueous sulfate production rate. This rate is approximately 88% of the total sulfate source strength. These simulations may, therefore, be compared to the previously calculated forcing of À0.41 W m À2 for a case of prescribed 85% sulfate production through the aqueous pathway [Chuang et al., 1997] . The present values are smaller both because of the larger source strength for natural organic aerosols and because of the presence of sea salt and dust. Distributions of the first indirect forcing by total anthropogenic aerosols are shown in Figure 13c .
[39] Our simulations indicate that the global average of the first indirect forcing by total anthropogenic aerosols is largest in April -June associated with tropical biomass burning of savanna and forested areas. The magnitude of forcing varies seasonally from À1.2 W m À2 in January to À2.4 W m À2 in May and yields a global annual average of À1.85 W m À2 . The magnitudes of the simulated forcing by different anthropogenic aerosol components and sources are listed in Table 6 . We note that because of the nonlinear relationship between drop number and aerosol number concentrations, the total forcing does not equal the sum of the forcing from each individual source. Figure 13 . Monthly averages of the simulated first indirect forcing (W m À2 ) by (a) anthropogenic carbonaceous aerosols, (b) deposition of anthropogenic sulfate onto preexisting particles, and (c) total anthropogenic aerosols. Value shown in bracket is the global average. Jan. July Ann Jan. July Ann Jan. July Ann Jan. July Ann Jan. July Ann Global À0.22 À0.55 À0.52 À0.88 À1.17 À1.16 À1.05 À1.59 À1.51 À0.17 À0.30 À0.30 À1.20 À1.92 À1.85 NH À0.32 À0.99 À0.92 À0.71 À0.71 À0.98 À0.93 À1.53 À1.64 À0.15 À0.52 À0.45 À1.07 À1.98 À2.12 Land À0.19 À1.28 À1.02 À0.37 À0.57 À0.69 À0.47 À1.80 À1.47 À0.07 À0.68 À0.43 À0.61 À2.28 À1.85 Ocean À0.40 À0.81 À0.85 À0.92 À0.81 À1.17 À1.24 À1.36 À1.75 À0.20 À0.42 À0.46 À1.36 À1.79 À2.29 SH À0.12 À1.03 À0.11 À1.05 À1.63 À1.33 À1.17 À1.64 À1.38 À0.19 À0.07 À0.15 À1.34 À1.86 À1.57 Land À0.10 À0.07 À0.10 À1.14 À1.09 À1.32 À1.26 À1.53 À1.35 À0.27 À0.06 À0.20 À1.51 À1.47 À1.56 Ocean À0.12 À0.11 À0.12 À1.03 À1.76 À1.33 À1.15 À1.67 À1.39 À0.17 À0.07 À0.14 À1.30 À1.95 À1.57 a Forcing is in W m À2 . NH, Northern Hemisphere; SH, Southern Hemisphere.
Sensitivity of the First Indirect Forcing to Black
Carbon and Natural Aerosols 6.4.1. Sensitivity to Black Carbon Absorption in Clouds
[40] Here, we present model results from Experiments 6 and 7 to examine the effect of black carbon on absorption by clouds. Figures 14a and 14b show the annual average of the simulated first indirect forcing by anthropogenic carbonaceous aerosols without and with the absorption by BC in clouds, respectively. Figure 14c shows the increases in the magnitude of forcing if this effect is not taken into account. We note that including this absorption has only a minor effect on the global forcing (À1.51 versus À1.58 W m À2 with and without the effect of BC absorption in clouds, respectively). There is, however, a significant impact in the simulated forcing over Europe and the eastern China. A simulation that does not include the effect of BC absorption in clouds could overestimate the first indirect forcing from anthropogenic carbonaceous aerosols by up to 15-25% in regions where black carbon emissions are pronounced.
Sensitivity to Natural Aerosols
[41] The magnitude of the first aerosol indirect forcing is strongly dependent on the existing cloud susceptibility, and therefore, is related to the existing concentrations of natural aerosols. Here, we not only calculate the sensitivity of simulated forcing to the uncertainty in natural organic emissions but also examine the importance of sea salt and dust in the forcing assessment.
[42] To explore the first issue, we perform Experiments 8 -11 with a source strength of natural organic emissions between 8 and 42 Tg yr À1 . For carbonaceous forcing, the simulated global annual average with natural organic emissions of 8.37 Tg yr À1 would increase by 11% from the baseline simulation where natural organic emissions are 16.7 Tg yr À1 (see Table 7 ). If natural organic emissions are 41.8 Tg yr À1 , the forcing decreases by 16%. The percentage increase or decrease in the forcing is about the same magnitude in both hemispheres but is higher over the continents. For sulfate forcing, the global annual average varies by about 3-13% corresponding to the uncertainty in natural organic emissions.
[43] Our simulations from Experiments 12-17 demonstrate that natural emissions from dust and sea salt play an important role in the assessment of the first indirect forcing by anthropogenic aerosols (see Table 7 ). Without including dust as part of the background particles, the simulated forcing increases significantly in the Northern Hemisphere. The global annual average of the first indirect forcing by anthropogenic carbonaceous and sulfate particles would be overestimated by about 87% and 30%, respectively. The omission of sea salt, on the other hand, increases the forcing more significantly in the Southern Hemisphere. The forcing would be overestimated by about 37% and 20% for anthropogenic carbonaceous and sulfate aerosols, respectively. Without dust and sea salt, the magnitude of the simulated first indirect forcing is close to that reported in our previous study .
Summary and Discussion
[44] We use the fully coupled climate/chemistry (CCM1/ GRANTOUR) models together with specified emissions inventories to model global aerosol concentrations. The simulated surface aerosol concentrations are similar to those presented previously but are compared to additional new measurements here to further evaluate the adequacy of the model. A modified cloud drop parameterization has been applied to calculate the concentrations of cloud drops nucleated on different aerosol components. We find that the increases of drop number concentrations can be up to 200 cm À3 due to anthropogenic carbonaceous aerosols and up to 30 -90 cm À3 due to the change of aerosol size distribution associated with anthropogenic sulfate. The presence of anthropogenic aerosols would reduce the cloud susceptibility by a value of up to 40 Â 10 À3 cm 3 . Our simulations are consistent with the analysis of satelliteretrieved cloud susceptibility and demonstrate that marine stratus clouds are more sensitive to changes in drop concentration than continental clouds [Platnick and Twomey, 1994] . We note that our cloud drop parameterization does not include the impact of drop spectral broadening on the cloud susceptibility. The study by Feingold et al. [1997] demonstrates that equation (11) would overestimate the cloud optical thickness when drop spectra broaden through collection. The dependence of cloud susceptibility on drop number concentration is larger for clouds with an active collection process. In spite of this shortcoming in the cloud drop parameterization, our simulations provide a global understanding of the effects of anthropogenic aerosols on the susceptibility of water clouds.
[45] We also estimate the first indirect forcing by anthropogenic aerosols. The forcing pattern is determined by the magnitude of cloud susceptibility, cloud frequency as well as the incoming solar radiation. As shown in Table 6 , we find that biomass aerosols acting as CCN would cool the Earth/ atmosphere system by about À1.16 W m À2 , while carbonaceous aerosols from fossil fuel combustion acting alone may cool the system by about À0.52 W m À2 . However, because of the nonlinear nature of cloud drop nucleation, the independently computed forcings by carbonaceous aerosols derived from different anthropogenic sources do not add linearly. The total first indirect forcing by anthropogenic carbonaceous aerosols is estimated to be about À1.51 W m À2 . Variations in the natural organic aerosol emissions from 8.37 to 41.85 Tg yr À1 lead to variations in this forcing from À1.67 to À1.27 W m À2 . Applying a better representation of natural particle emissions together with the modelgenerated aqueous sulfate production rate, we refine our previous estimate of the first indirect forcing by anthropogenic sulfate to be of the order À0.30 W m À2 . While the pattern of forcing from anthropogenic carbonaceous aerosols is approximately equal in each hemisphere (À1.64 versus À1.38 W m À2 in the northern and southern hemispheres, respectively), that from anthropogenic sulfate remains primarily in the northern hemisphere. In addition, the first indirect forcing by anthropogenic sulfate varies from À0.31 to À0.26 W m À2 when variations of up to a factor of 5 in the natural organic aerosol emissions are considered. Our estimated first indirect forcing by anthropogenic aerosols is À1.85 W m À2 , higher than the estimate of total indirect forcing, À1.1 to À1.5 W m À2 , by Lohmann et al. [2000] . In addition to the differences associated with model frameworks and emissions, our simplified cloud drop parameterization may be higher because we do not calculate the changes in droplet concentrations resulting from collision and coalescence. However, such calculations are highly uncertain when applied on the GCM grid scale.
[46] Sensitivity studies have been performed to quantify the uncertainty attributed to various chemical and physical properties of aerosols. The absorption of radiation by black carbon in clouds and its impact on the first indirect forcing has been examined. We find that if the effect of BC absorption in clouds is not included, the first indirect forcing by anthropogenic carbonaceous aerosols may be overestimated by 15-25% in regions where BC emissions are pronounced. Our sensitivity studies also reveal that the simulated forcing is highly sensitive to the existing level of natural aerosol abundance. Without accounting for the existing dust and sea-salt particles, the first indirect forcing by anthropogenic aerosols could be overestimated by at least a factor of 2. Moreover, if approximately half of dust emissions are due to anthropogenic activity [Tegen and Fung, 1995] , then these might be responsible for an additional forcing of order À1 W m À2 . Therefore, further understanding of the interactions between anthropogenic components and natural particles together with a more thorough investigation of aerosol/cloud interactions is needed in order to quantify the first aerosol indirect effect on the radiation budget. 
