This paper discusses the power series solution of a system of algebraic equations which is computed by the multivariate symbolic Newton's method. Applying Newton's method naively, we obtain a power series solution the coefficients of which are large rational function of the initial approximation.
Introduction
Newton's method has been introduced into computer algebra by Sieveking [6] , who proposed a fast algorithm for division. A number of useful algorithms based on Newton ' 
Algorithm 1 cannot be applied directly to the problem where ~ )=0 , but Kung & Traub[3] has shown that such a "general" problem can be reduced to a "regular" problem where 0°~z(x(°))~O. Furthermore they proposed purely symbolic computation using the minimal polynomial of the initial approximation x (°) In this paper, we apply the purely symbolic computation to a system of multivariate equations, restricting ourselves to regular problems, since general problems can be treated similarly to univariate case by using the branching theory [lO] . Our -15-problem is formulated as follows.
Problem
Given a system of n equations with n+l variables,
• . ,xn]
and a set of initial approximations xI°), • • • ,xn (0) satisfying 4) solve this system at ~=0 by symbolic Newton's method, and get the power series expansions,
The expansion coefficients aij must be represented in the "simplest ~ forms.
[] For the regularity of the problem, we set a restriction. 
-
The solution (1.5) is a local parametric representabi~n of the system (1. 3) showing the behavior of the system near ¢=0.
In the next section we formulate %he multivariate symbolic Newton's method, and we review the reduction of polynomials by Grobner bases in section 3. In section 4 we consider the rationalization of denominator. The whole algorithm is .,given in section 5, with an example in section 6.
Newton's method for a system of multivariate equations
The iteration formula is analogous to the numerical Newton's method.
e.g. [7] .) (See,
The ~teration formula for Eq.(1.8)is ring over a filed K, and I is an ideal of R. In this section, following
Buchberger [2] we introduce some definitions and propositions which are necessary for the algorithms shown in later sections, but omit basic definitions for brevity.
Proposition 1
The reduction of any polynomial by a Grobner basis gives a unique expression, which is called the normal form, irrespective of the order of reduction.
[]
If G is a Grobner basis w.r.t, purely lexicographic ordering, then,
This proposition shows that G has only one polynomial that belongs to
KExn].
Proposition 3 [Buchberger]
Let F be a given system of equations with n variables xi (1~n), and G be a Grobner basis constructed from F. Then, F is finitely solvable iff for all then we can reduce aii's by the basis G into normal forms aij's.
See [2] for the algorithm for the construction of Orobner bases.
Rationalization of denominator
If we apply the iteration formula Apply extended Euclidean theorem to aii and P! = xl 0)t~ + (resf fern~) , then we get as a result
Apply extended Euclidean theorem to (1)aii and P2 = x~ 0)t2 + (resf ferms) , then purely term is x~O) li -19-we get as a result
., Iterate this step until i=n. Then the resul, t is
The whole algorithm and condusion
The aigorithm for the solution of the Problem is completed as follows. 
We set the initialapproximation as follows.
[xo] E ~0 ' -2 ] numerically.)
The relation between a and ~ is, .81 '729
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