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Abstract
Using a model-independent low-energy effective field theory, we calculate the free energy of three-dimensional anti-
ferromagnets in a combination of mutually perpendicular external magnetic and staggered fields at the next-to-next-
to-leading, two-loop order. Renormalization is carried out analytically, and the renormalization group invariance of
the result is checked explicitly. The free energy is thus expressed solely in terms of temperature, the external fields,
and a set of low-energy coupling constants, to be determined by experiment or by matching to the microscopic model
of a given concrete material.
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1. Introduction
The low-energy and low-temperature properties of antiferromagnetic insulators are dominated by their soft excita-
tions: the spin waves (magnons). The analysis of spin systems using a theory of these collective excitations and their
interactions has a long history (see Refs. [1–6] for some of the original works and Ref. [7] for an early review). How-
ever, only relatively recently has one started to approach the problem using the full power of the model-independent
effective field theory (EFT) formalism [8–14]. In this paper, we consider a case of particular interest: antiferromagnets
in an external magnetic field. We carry out, for the first time, an EFT analysis of this system at the next-to-next-to-
leading order of the derivative expansion, that is at two loops. We focus on three-dimensional antiferromagnets; the
technically simpler case of two-dimensional antiferromagnets in external magnetic and staggered fields was addressed
in the preceding paper [15]. Just as therein, we also assume the presence of an external staggered field, perpendicular
to the magnetic field; this plays the role of a symmetry-breaking perturbation that gives both magnons a nonzero gap.
The paper is organized as follows. In Section 2 we review the basics of the low-energy EFT for antiferromagnets
and discuss the magnon spectrum in external magnetic and staggered fields. Some auxiliary details regarding the
construction of the effective Lagrangian are deferred to Appendix A. In Section 3 we describe the basic setup for the
calculation of the free energy using the imaginary-time formalism. In order to introduce our notation and to explain
the methodology in as simple a setting as possible, we first show how to determine the free energy at the leading (LO)
and next-to-leading (NLO) order of the derivative expansion, which amounts to evaluating one-loop diagrams and the
necessary counterterms. The full next-to-next-to-leading-order (NNLO) calculation, including two-loop contributions
to the free energy, is postponed to Section 4. Finally, in Section 5 we summarize and conclude.
While the physical implications of the achieved result for the two-loop free energy of three-dimensional anti-
ferromagnets are discussed in a companion paper [16], here we focus on the methodology and the details of the
computation, which include a number of novel aspects in their own right. This applies in particular to the calculation
of the sunset diagram at nonzero temperature and with two different masses, detailed in Section 4.1 and Appendix B,
but also to the detailed justification of the implementation of both the magnetic and the staggered field in the effective
Lagrangian, given in Appendix A.
∗Corresponding author
Email address: tomas.brauner@uis.no (Toma´sˇ Brauner)
Preprint submitted to Elsevier November 5, 2018
ar
X
iv
:1
70
6.
04
53
8v
1 
 [c
on
d-
ma
t.s
tr-
el]
  1
4 J
un
 20
17
2. Low-energy effective theory of antiferromagnets
In the absence of spin-orbit coupling, antiferromagnets possess an internal global SO(3) symmetry corresponding
to continuous spin rotations. The spin alignment in the ground state at zero temperature breaks this symmetry down
to the SO(2) subgroup.1 The spontaneous breaking of the spin rotation symmetry gives rise to two Nambu–Goldstone
bosons—the magnons—which, in absence of other gapless modes in the spectrum, dominate the low-energy physics
of antiferromagnets. The dynamics of magnons is described by a low-energy EFT whose form is fully dictated by
symmetry except for a few low-energy coupling constants (LECs), to be determined by experiment or by matching
to an underlying microscopic theory [17]. The EFT is therefore model-independent in the sense that it correctly
reproduces the predictions of any microscopic model with the same symmetry; all dependence on the microscopic
dynamics is absorbed in the values of the LECs.
A precise algorithm for constructing the effective Lagrangian, valid for an arbitrary pattern of breaking of internal
symmetry, has been known for nearly five decades [18]. Here we will follow the more conventional setup in which
the magnons are represented by a unit vector field ~U(x), in line with the fact that the coset space of broken symmetry,
SO(3)/SO(2), is equivalent to a sphere, S 2; the correspondence of this picture with the general setup of Ref. [18]
is clarified in Appendix A and in Ref. [19]. Due to the linear dispersion relation of antiferromagnetic magnons in
absence of symmetry-breaking perturbations such as external fields, the low-energy EFT possesses a pseudo-Lorentz
invariance, only differing from the true Lorentz invariance of elementary particle physics by a different value of the
fundamental speed, here represented by the phase velocity of magnons. We will use this emergent Lorentz invariance
to constrain the form of the effective Lagrangian.
2.1. Effective Lagrangian
The effective Lagrangian is constructed by imposing the continuous space and time translation, Lorentz and inter-
nal SO(3) invariance. The basic building blocks for the construction of the Lagrangian are:
• The unit vector ~U(x), transforming as a scalar under Lorentz transformations and as a vector under SO(3).
• Its covariant derivative Dµ ~U(x), where
Dµ ~U ≡ ∂µ ~U + δµ0 ~H × ~U, (1)
and ~H(x) is the external magnetic field. It includes by definition the magnetic moment for the microscopic spin
degrees of freedom.
• Possibly higher-order covariant derivatives of ~U(x).
• The staggered field ~s(x), transforming as a scalar under Lorentz transformations and as a vector under SO(3).
The Lagrangian is organized according to a derivative expansion, wherein (covariant) derivatives count as order one
and the staggered field ~s(x) counts as order two. This is completely equivalent to the chiral perturbation theory of
strong nuclear interactions, where ~s(x) corresponds to the quark masses [20, 21].
Thanks to the assumed Lorentz invariance, only terms with even orders in the derivative expansion exist in the
effective Lagrangian in three spatial dimensions. The leading, second-order Lagrangian takes the conventional form
L(2)eff =
1
2
F2Dµ ~U · Dµ ~U + ~s · ~U. (2)
The effective coupling F equals the square root of the spin stiffness, and corresponds to the pion decay constant in the
chiral perturbation theory. The staggered field ~s(x) itself plays the role of the effective coupling in the second term.
Note that the LO Lagrangian (2) possesses an emergent, or accidental, parity symmetry. At the NLO, the underlying
crystal lattice may induce perturbations that violate both the continuous Lorentz invariance and the discrete parity
symmetry of the LO theory [11]. However, these do not affect the renormalization problem, discussed in this paper,
and can thus be added to the EFT afterwards. We shall therefore impose both symmetries at the NLO level as well.
1This is an exact statement that does not rely on approximating the true ground state with the semi-classical Ne´el state.
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With the above limitation, the next-to-leading, fourth-order Lagrangian contains, in presence of a gauge field for
the SO(3) symmetry, the following independent operators,
(Dµ ~U · Dµ ~U)2, (Dµ ~U · Dν ~U)2, (~s · ~U)(Dµ ~U)2, (~s · ~U)2, ~s2,
~Fµν · ~Fµν, ( ~Fµν · ~U)2, ~Fµν · (Dµ ~U × Dν ~U), DµDµ ~U · DνDν ~U, (~s × ~U) · (DµDµ ~U),
(3)
where ~Fµν ≡ ∂µ ~Aν − ∂ν ~Aµ + ~Aµ × ~Aν is the field-strength tensor for the SO(3) gauge field. However, only the operators
on the first line are relevant for us. First, in our case only the temporal component of the SO(3) gauge field is nonzero
and equal to ~H, and thus ~Fµν = 0. Second, the last two operators on our list can be eliminated in favor of the others by
using the equation of motion following from the LO Lagrangian (2). All in all, the NLO Lagrangian takes the form
L(4)eff = e1(Dµ ~U · Dµ ~U)2 + e2(Dµ ~U · Dν ~U)2 +
k1
F2
(~s · ~U)(Dµ ~U)2 + k2F4 (~s ·
~U)2 +
k3
F4
~s2, (4)
where e1,2 and k1,2,3 are the LECs; the powers of F were inserted in order to make these couplings dimensionless in
three spatial dimensions.
2.2. Ground state and excitation spectrum
The ground state of the antiferromagnet in presence of uniform external fields ~H and ~s is obtained by maximizing
the static part of the effective Lagrangian,
L(2)eff,stat =
1
2
F2( ~H × ~U)2 + ~s · ~U. (5)
In this paper, we consider the setup where the two external fields are orthogonal to each other, and choose the coordi-
nate system so that they take the constant values
~H = (0,H, 0), ~s = (s, 0, 0), (6)
where H and s are the positive moduli of the field vectors. It is then easy to see that the ground state is oriented along
the first axis, 〈 ~U〉 = (1, 0, 0). We will use the following parameterization that automatically satisfies the constraint on
the length of the vector ~U(x),
~U(x) = (U0(x),U1(x),U2(x)), U0 ≡
√
1 − (U1)2 − (U2)2. (7)
A simple manipulation then casts the LO Lagrangian (2) in the form
L(2)eff =
1
2
F2(∂µ ~U)2 + 2F2HU2∂0U0 − 12 F
2H2(U1)2 + sU0 (8)
up to a constant and a surface term. This describes two magnon excitations with the relativistic dispersion relations
ωi(p) ≡
√
p2 + M2i and the masses
MI =
√
s
F2
+ H2, MII =
√
s
F2
, (9)
excited by U1 and U2, respectively. Note that the staggered field makes both magnons massive, in accord with the
effect of the quark mass in the chiral perturbation theory [20, 21]. The magnetic field, on the other hand, only gaps
one of the magnons. Moreover, at s = 0, the gap of this magnon, MI = H, is exactly determined by the magnetic field,
independently of the microscopic dynamics of the system [22].
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NLO: + z1  zc.t.
NNLO: z2a  z2b  z2c

z2d  z2e
	 z2 f 
 z2g  z2h
Figure 1: Contributions to the free energy at the NLO and NNLO of the derivative expansion. The dots at line intersections represent interaction
vertices, whereas the solid and dashed lines stand for propagators of the modes with mass MI (U1) and MII (U2), respectively, see Eq. (9). The
crosses indicate insertion of operators from the NLO Lagrangian (4).

P =
1
F2
1
P2 + M2I

P =
1
F2
1
P2 + M2II

P = −2F2Hω

K1
K2
P1
P2
= F2(K1 + K2) · (P1 + P2) − s

P1
P2
P4
P3
= −F2(P21 + P22 + P23 + P24) − 3s

P1
P2
P4
P3
= −F2(P21 + P22 + P23 + P24) − 3s
Figure 2: Feynman rules in Euclidean space following from the LO Lagrangian (2). The solid and dashed lines represent U1 and U2, respectively.
The Euclidean four-momentum is labeled using uppercase letters whereas the spatial three-momentum is labeled using lowercase letters in bold so
that, for example, P = (ω, p). The arrows indicate the direction of four-momentum.
3. Setup for evaluation of the free energy
Employing the standard techniques of quantum field theory, the free energy can be most easily evaluated in the
Euclidean space using the imaginary time formalism. It then equals minus the sum of all connected vacuum dia-
grams of the theory [23].2 The contributions to the free energy can, just like the Lagrangian, be organized using the
derivative expansion, see Fig. 1. The LO free energy corresponds to tree-level vacuum diagrams obtained from the
LO Lagrangian (2). The NLO free energy is given by one-loop diagrams with propagators determined by the LO La-
grangian, and by tree-level diagrams obtained from the NLO Lagrangian (4). Finally, the NNLO free energy contains
two-loop diagrams based solely on the LO Lagrangian, one-loop diagrams with an insertion of one operator from the
NLO Lagrangian, and NNLO counterterms not shown in Fig. 1.
For the reader’s convenience, we next summarize all the necessary ingredients needed to reproduce our calculation.
The nonlinear dependence of the effective Lagrangian on the magnon fields gives rise to an infinite tower of interaction
terms. However, only quadratic, cubic and quartic terms in the LO Lagrangian (2) are needed to determine the free
2Strictly speaking, the procedure described in the text gives the free energy density. We take the liberty to drop the word “density” throughout
the whole paper as there is no danger of confusing the two closely related quantities.
4
 = − (e1H4 + e2H4 + k1H2sF2 + k2s2F4 + k3s2F4 )

P
= aIω2 + bI p2 + cI

P
= aIIω2 + bII p2 + cII
Figure 3: Feynman rules in Euclidean space following from the NLO Lagrangian (4). The Euclidean four-momentum is labeled using uppercase
letters whereas the spatial three-momentum is labeled using lowercase letters in bold so that, for example, P = (ω, p). The coefficients aI,II, bI,II
and cI,II are defined in Eq. (10) in terms of the NLO couplings e1,2 and k1,2.
energy up to the NNLO; the corresponding Feynman rules in Euclidean space are given in Fig. 2. Out of the NLO
Lagrangian (4), only the constant and quadratic terms are required. The former provide counterterms for the one-loop
diagrams contributing to the NLO free energy, whereas the latter enter one-loop diagrams contributing to the NNLO
free energy. The required Feynman rules are reviewed in Fig. 3. For the sake of brevity, we put together all bilinear
terms in the NLO Lagrangian that are proportional to squared frequency or momentum, resulting in the following
combinations of the NLO effective couplings,
aI ≡ −2
(
2e1H2 + 2e2H2 +
k1s
F2
)
, aII ≡ −2
(
6e1H2 + 6e2H2 +
k1s
F2
)
,
bI ≡ −2
(
2e1H2 +
k1s
F2
)
, bII ≡ −2
(
2e1H2 + 2e2H2 +
k1s
F2
)
,
cI ≡ −2
(
2e1H4 + 2e2H4 +
3k1H2s
2F2
+
k2s2
F4
)
, cII ≡ −2
(
k1H2s
2F2
+
k2s2
F4
)
.
(10)
Naive momentum integration of the loop diagrams leads to ultraviolet divergences that have to be regularized and
renormalized. Here we use the standard dimensional regularization in which the spacetime dimension is analytically
continued to noninteger values. We adopt the notation D ≡ 4 − 2 for the spacetime dimension, or equivalently
d ≡ 3 − 2 for the spatial dimension. In the imaginary time formalism, a closed loop gives rise to an integral over
spatial momentum and a sum over Matsubara frequencies, which for bosons take the values ωn ≡ 2pinT . We will use
the shorthand notation ∫∑
P
≡ T
∑
ωn
∫
p
(11)
for such a sum-integral. Momentum integrals include an a priori arbitrary renormalization scale µ, which ensures that
the integrals have a fixed canonical dimension independent of . Thus, the zero-temperature spacetime momentum
and spatial momentum integrals are denoted as∫
P
≡ µ2
∫
dDP
(2pi)D
,
∫
p
≡ µ2
∫
ddp
(2pi)d
. (12)
To renormalize expressions that diverge in the limit  → 0, we adopt a version of the modified minimal subtraction
(MS) scheme, in which we do not subtract just the bare poles in , but instead re-express simple poles in terms of a
particular dimensionless function of  that appears in the loop integral I(M), defined below in Eq. (15),
λ ≡ Γ(−1 + )
2(4pi)2−
= − 1
32pi2
[
1

+ 1 − γE + ln 4pi + O()
]
, (13)
where γE ≈ 0.577 is the Euler–Mascheroni constant.
Most of the thermal integrals that we shall deal with can be expressed in terms of the basic set of moments of the
Bose–Einstein distribution, defined as
gn(M) ≡ 1(4pi)2
(
4piµ2
T 2
) 4√piT 4−2n
Γ
( 5
2 − n − 
) ∫ ∞
0
dx
xD−2n√
x2 + (βM)2
1
e
√
x2+(βM)2 − 1
. (14)
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Likewise, most of the one- and two-loop diagrams (in fact, all diagrams except for the sunset diagram z2e) factorize
into products of the following two basic one-loop sum-integrals,3
I(M) ≡
∫∑
P
1
P2 + M2
=
1
(4pi)2
(
4piµ2
M2
)
M2Γ(−1 + ) + g1(M),
I˜(M) ≡
∫∑
P
p2
P2 + M2
=
d
2
[
1
(4pi)2
(
4piµ2
M2
)
M4Γ(−2 + ) + g0(M)
]
.
(15)
3.1. Free energy up to the next-to-leading order
The LO contribution to the free energy can be directly read off the LO Lagrangian (2),
zLO = z0 = −s − 12 F
2H2. (16)
However, in order to include the effects of nonzero temperature, we have to go to the NLO where loop diagrams start
to contribute. Here we have, first of all, the free energy of the free magnon gas, given by
z1 =
1
2
∑
i=I,II
∫∑
P
ln(P2 + M2i ) = −
1
d
∑
i=I,II
I˜(Mi). (17)
The divergent part of z1 is to be canceled by counterterms from the NLO Lagrangian (4), which read (see Fig. 3)
zc.t. = −
(
e1H4 + e2H4 +
k1H2s
F2
+
k2s2
F4
+
k3s2
F4
)
. (18)
The NLO effective couplings accordingly contain a divergent part, and are renormalized as follows,
e1,2 = γ1,2
(
λ +
e¯1,2
32pi2
)
, k1,2 = γ3,4
(
λ +
k¯1,2
32pi2
)
, k3 =
k¯3
32pi2
. (19)
The dimensionless coefficients γ1,2,3,4 have to be adjusted in order to ensure cancellation of all divergences. The factor
32pi2, on the other hand, is conventional; factoring out this trivial loop factor, we expect the renormalized couplings
e¯1,2 and k¯1,2,3 to be of order one. Note that the coupling k3 has no divergent part since the corresponding operator ~s2
does not depend on the magnon fields and thus is not needed as a counterterm.
Expanding the one-loop free energy z1 in powers of , cancellation of divergences in the sum with zc.t. imposes the
following constraints [25],
γ1 + γ2 =
1
2
, γ3 = 1, γ4 = 1. (20)
The precise values of γ1,2 will be fixed in the next section by requiring that all temperature-dependent subdivergences
in the NNLO free energy get properly subtracted. With all the pieces in place, we can now state the final result for the
renormalized free energy at the NLO of the derivative expansion,
zNLO =
H4
64pi2
−12 + ln M2Iµ2 + e¯13 − 4e¯23
 + H2s64pi2F2
−1 + 2 ln M2I
µ2
− 2k¯1

+
s2
64pi2F4
−1 + ln M2I
µ2
+ ln
M2II
µ2
− 2k¯2 − 2k¯3
 − 12[g0(MI) + g0(MII)].
(21)
Although not indicated explicitly in Eq. (19), the renormalized couplings e¯1,2 and k¯1,2 depend on the renormalization
scale µ.4 It is easy to check that they satisfy the renormalization group equations µ de¯1,2/dµ = µ dk¯1,2/dµ = −2 [26].
As a consequence, changing the scale from µ1 to µ2 requires to change the couplings according to
e¯1,2(µ2) = e¯1,2(µ1) + 2 ln
µ1
µ2
, k¯1,2(µ2) = k¯1,2(µ1) + 2 ln
µ1
µ2
. (22)
3See Ref. [24] for a review of the most frequently occurring sum-integrals.
4The coupling k¯3 is not associated with any counterterm and thus, in our renormalization scheme, is scale-independent.
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It is a nontrivial consistency check of our calculation that, as a consequence of this running of the LECs, our expression
for the NLO free energy (21) is independent of the choice of the renormalization scale µ.
4. Free energy at the next-to-next-to-leading order
The NNLO free energy consists of contributions shown in the last three lines of Fig. 1. While the sunset diagram
z2e is tricky, all the others are straightforward to evaluate, and we therefore just list the results before renormalization,
z2a =
1
8F4
(3s − 4F2M2I )[I(MI)]2,
z2b =
1
8F4
(3s − 4F2M2II)[I(MII)]2,
z2c =
s
4F4
I(MI)I(MII),
z2d = 0, (23)
z2 f =
1
2F2
[
(aIM2I − cI)I(MI) + (aI − bI)I˜(MI)
]
,
z2g =
1
2F2
[
(aIIM2II − cII)I(MII) + (aII − bII)I˜(MII)
]
,
z2h = 0.
The diagrams z2d and z2h vanish trivially thanks to the fact that the cubic interaction vertex is proportional to frequency
carried by the U2 line. The sunset diagram z2e is addressed separately in the next subsection.
4.1. The sunset diagram
The evaluation of the sunset diagram z2e represents a nontrivial piece of work, and we therefore give most details
needed. Below we present a calculation of the sunset diagram using momentum-space techniques, which allows us to
analytically extract the divergent part of the diagram and, at zero temperature, to reduce it to a simple one-dimensional
integral that can be easily evaluated numerically. An alternative derivation, utilizing coordinate-space techniques, is
described in Appendix B.
To start with, the diagram is given by the following expression in momentum space,
z2e =
H2
F2
∫∑
P
∫∑
Q
(P0 + Q0)2
(P2 + M2I )(Q
2 + M2I )[(P + Q)
2 + M2II]
. (24)
Since evaluating the Matsubara sum is the more involved part of the calculation, we remove the frequencies from the
numerator by replacing (P0 + Q0)2 → (P + Q)2 + M2II − [(p+ q)2 + M2II], which allows us to cast the integral as
z2e =
H2
F2
{
[I(MI)]2 − X(MI,MII)
}
, X(m,M) ≡
∫∑
P
∫∑
Q
(p+ q)2 + M2
(P2 + m2)(Q2 + m2)[(P + Q)2 + M2]
. (25)
For the rest, we will follow the method to evaluate massive thermal diagrams put forward in Ref. [27]. The main trick
is to decouple summation over the two Matsubara frequencies in the diagram by using the identity
δP0+Q0+K0 = T
∫ β
0
dθ eiθ(P0+Q0+K0). (26)
This factorizes the integral into three independent Matsubara sums that can be performed easily using the formula
T
∑
ωn
eiωnθ
ω2n + x2
=
1
2x
cosh
[(
β
2 − θ
)
x
]
sinh βx2
for 0 ≤ θ ≤ β. (27)
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Subsequently, the integral over θ is done, leading to
X(m,M) = µ−2
∫
p,q,k
(2pi)dδd(p+ q + k)
k2 + M2
4pqEk
[
1
Ek + p + q
+ n(Ek)
(
1
Ek + p + q
+
1
−Ek + p + q
)
+ 2n(p)
(
1
Ek + p + q
+
1
Ek − p + q
)
+ n(p)n(q)
(
1
Ek + p + q
+
1
Ek − p + q +
1
Ek + p − q +
1
Ek − p − q
)
+ 2n(Ek)n(p)
(
1
Ek + p + q
+
1
Ek − p + q +
1
−Ek + p + q +
1
−Ek − p + q
)]
,
(28)
where we introduced a shorthand notation for the quasiparticle energies and the Bose–Einstein distribution function,
p ≡
√
p2 + m2, Ep ≡
√
p2 + M2, n(x) ≡ 1
eβx − 1 . (29)
The first line in the above expression for X(m,M) represents the corresponding vacuum diagram. In addition to that,
also the two terms with a single Bose factor are divergent, whereas the contributions with two Bose factors are finite.
Therefore, only the terms with zero or one Bose factor can depend on the renormalization scale µ.
4.1.1. Zero Bose factors
The first line of Eq. (28) can be put into a Lorentz-invariant form by using the identity
1
4pqEk
1
Ek + p + q
=
∫
dP0
2pi
dQ0
2pi
dK0
2pi
2piδ(P0 + Q0 + K0)
(P2 + m2)(Q2 + m2)(K2 + M2)
. (30)
We can now use the full Lorentz (Euclidean) invariance of the zero-temperature part of X(m,M) to rewrite it as
X0(m,M) = dD [I0(m)]
2 +
1
D
M2Isun(m,M), (31)
where I0(m) is likewise the zero-temperature part of I(m) and
Isun(m,M) ≡ µ−2
∫
P,Q,K
(2pi)DδD(P + Q + K)
(P2 + m2)(Q2 + m2)(K2 + M2)
(32)
is the zero-temperature sunset diagram in a theory with nonderivative couplings and different masses. The latter is
most conveniently evaluated using coordinate space methods, writing [28]
Isun(m,M) = µ−2
∫
dDX [∆(m, X)]2∆(M, X), (33)
where ∆(m, X) is the propagator of a free massive particle in the coordinate representation. In D Euclidean dimensions,
it can be evaluated explicitly as [29]
∆(m, X) =
µ2
(2pi)2−
(m
X
)1−
K1−(mX), (34)
where Kα(x) is the modified Bessel function of the second kind. The zero-temperature sunset integral then acquires
the dimensionless form
Isun(m,M) =
(
piµ2
mM
)2 m1−M1+
32pi4
23
Γ
(D
2
) ∫ ∞
0
dx x[K1−(x)]2K1−
( M
m x
)
. (35)
This is now evaluated following a standard set of steps:
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• Introduce a cutoff r such that   r  1 and split the integral into the ranges (0, r) and (r,∞).
• In the integral over (0, r), expand the integrand in powers of x and integrate exactly. Subsequently, expand the
result in powers of .
• In the integral over (r,∞), the limit  → 0 can be safely taken. Evaluate the resulting integral (see below).
• Contributions from the two ranges which are singular in the limit r → 0, cancel each other. In the final result,
the limit r → 0 can therefore be taken.
As for the integral of [K1(x)]2K1(αx) with α ≡ M/m over (r,∞), this still does not seem to admit analytic evaluation
in a closed form. Since the integral diverges in the limit r → 0, it is necessary to extract the divergence first,
[K1(x)]2K1(αx) = A(α)
1
x3
+ B(α)
ln x
x
+ C(α)
1
x
+ O(x ln2 x), (36)
where
A(α) =
1
α
, B(α) =
α
2
+
1
α
, C(α) =
(
−1
4
+
γE
2
)
α +
(
−1
2
+ γE − ln 2
)
1
α
+
α
2
ln
α
2
. (37)
Next, we deform the functions multiplying A(α), B(α) and C(α) so as to preserve the divergence structure at x → 0
and at the same time to provide an analytically calculable integral converging at x→ ∞, for instance
[K1(x)]2K1(αx) ≡ A(α) 1x3 + B(α)
ln x
x
e−x
2
+ C(α)
1
ex − 1 + R(x, α), (38)
which defines the residuum R(x, α), having an infrared- and ultraviolet-finite integral over the whole range (0,∞),
which has to be evaluated numerically for every given value of α (see Fig. 4 for the numerical values). Putting all the
pieces together, the dimensionless zero-temperature sunset integral takes the following form,∫ ∞
0
dx x[K1−(x)]2K1−(αx) = − 1162
(
α +
2
α
)
+
1
16
[(
3α − 2
α
)
lnα + (−2 + γE − ln 2)
(
α +
2
α
)]
+
1
16
{
−1
2
(
α +
2
α
)
ln2 α +
[
(2 + 5γE − 5 ln 2)α + (−4 + 2γE − 2 ln 2) 1
α
]
lnα
+
−2 − 2γE + 9γ2E2 − pi212 + 2 ln 2 − 7γE ln 2 + 72 ln2 2
 (α + 2
α
)}
+
∫ ∞
0
dx R(x, α) + O().
(39)
4.1.2. One Bose factor
The second line of Eq. (28) can be simplified by using the identities
1
4pq
(
1
Ek + p + q
+
1
−Ek + p + q
)
=
∫
dP0
2pi
dQ0
2pi
2piδ(P0 + Q0 + K0)
(P2 + m2)(Q2 + m2)
∣∣∣∣∣∣
K2=−M2
,
1
4qEk
(
1
Ek + p + q
+
1
Ek − p + q
)
=
∫
dQ0
2pi
dK0
2pi
2piδ(P0 + Q0 + K0)
(Q2 + m2)(K2 + M2)
∣∣∣∣∣∣
P2=−m2
.
(40)
The part of X(m,M) containing a single Bose factor then takes the form
X1(m,M) =
∫
k
(k2+M2)
n(Ek)
Ek
∫
P
1
(P2 + m2)[(P + K)2 + m2]
∣∣∣∣∣∣
K2=−M2
+
∫
p
2n(p)
p
∫
K
k2 + M2
(K2 + M2)[(K + P)2 + m2]
∣∣∣∣∣∣
P2=−m2
.
(41)
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Figure 4: Integral of the residual function R(x, α) defined by Eq. (38) as a function of the ratio α = M/m. Owing to the inequality MII ≤ MI, only
the values 0 ≤ α ≤ 1 are physically relevant. Note that the (linear) divergence as α → 0 is only fictitious: thanks to the factor M2 in Eq. (31), the
contribution of the integral Isun(m,M) to the free energy actually vanishes in the limit M → 0.
The inner one-loop integrals can be evaluated using the standard Feynman parameterization. The final result is some-
what lengthy, but straightforward to obtain,
X1(m,M) =
(
4piµ2
T 2
)
Γ()
(4pi)2
{[
M2g1(M) +
d
2
g0(M)
]
[1 + K1(βm, βM)]
+ g1(m)
[
−m2 + 1
2
M2 + 2T 2K2(βm, βM)
]
+ dg0(m)
[
1
3
+ K3(βm, βM)
]}
+ O(),
(42)
where
K1(a, b) ≡ −
∫ 1
0
dx ln
[
a2 − b2x(1 − x)],
K2(a, b) ≡ 12
∫ 1
0
dx
{[
3a2x2 + b2(1 − 3x)] ln[a2x2 + b2(1 − x)] − [a2x2 + b2(1 − x)]},
K3(a, b) ≡ −
∫ 1
0
dx x2 ln
[
a2x2 + b2(1 − x)].
(43)
4.1.3. Two Bose factors
The last two lines of Eq. (28) constitute the only piece of the two-loop free energy that cannot be reduced to
elementary one-dimensional integrals and has to be evaluated numerically. The computing effort required is equivalent
to that of evaluating a three-dimensional integral,
X2(m,M) =
∫
d3p
(2pi)3
d3q
(2pi)3
k2 + M2
4pqEk
[
n(p)n(q)
(
1
Ek + p + q
+
1
Ek − p + q +
1
Ek + p − q +
1
Ek − p − q
)
+ 2n(Ek)n(p)
(
1
Ek + p + q
+
1
Ek − p + q +
1
−Ek + p + q +
1
−Ek − p + q
)]
,
(44)
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where k = −(p + q). The whole sunset diagram z2e is then determined by Eqs. (25), (31), (35), (39), (42) and (44)
together with
X(m,M) = X0(m,M) + X1(m,M) + X2(m,M). (45)
4.2. Renormalized free energy at NNLO
The full free energy at NNLO is given by a sum of the pieces listed in Eq. (23) and our above result for the sunset
diagram. It is a nontrivial check of consistency that all temperature-dependent subdivergences contributing to the free
energy at NNLO cancel for the values of the counterterms γ3,4 shown in Eq. (20), if we in addition set [25]
γ1 = −16 , γ2 =
2
3
. (46)
The full NNLO free energy then takes the form
zNNLO = zNNLO,ren + zNNLO,div, (47)
where
zNNLO,div =
H6
F2
[
λ2 +
λ
32pi2
(
−1
6
+ 2e¯2
)]
+
H4s
F4
[
3λ2
2
+
λ
32pi2
(
−11
6
+
2e¯1
3
+
4e¯2
3
+ k¯1
)]
+
H2s2
F6
[
−λ
2
2
+
λ
32pi2
(
−23
12
+
5e¯1
3
− 14e¯2
3
+ 2k¯2
)]
+
s3
F8
[
λ
32pi2
(−4k¯1 + 4k¯2)] . (48)
These remaining local divergences have to be canceled by adding counterterms from the next-to-next-to-leading-order
Lagrangian. We do not attempt to even classify all operators contributing to this order-six Lagrangian, since the mere
number of operators is known to be about a hundred in the case of chiral perturbation theory [30, 31]. However, since
the divergent part of the free energy is a polynomial in the external fields, it is obvious that the divergences can be
canceled by a suitable set of counterterms consistent with all the symmetries of the system.
The finite, renormalized part of the NNLO free energy, zNNLO,ren, is given by a lengthy expression, and we there-
fore display it piece by piece. First of all, it is useful to distinguish the zero-temperature and nonzero-temperature
contributions,
zNNLO,ren = zNNLO,ren,0 + zNNLO,ren,T, (49)
where
zNNLO,ren,0 =
1
1024pi4
(
c6,0
H6
F2
+ c4,1
H4s
F4
+ c2,2
H2s2
F6
+ c0,3
s3
F8
)
− H
2
128pi4F2
MIM3II
∫ ∞
0
dx R(x,MII/MI),
zNNLO,ren,T =
1
32pi2
(
d4,0
H4
F2
+ d2,1
H2s
F4
+ d0,2
s2
F6
)
+
1
32pi2
(
e2,0
H2
F2
+ e0,1
s
F4
)
.
(50)
The individual coefficients of the expansion are given by
c6,0 =
1
4
− γE
6
+
1
6
ln 4pi − 2
3
ln
M2I
µ2
− ln2 M
2
I
µ2
+ e¯2
13 + 2 ln M2Iµ2
 ,
c4,1 =
11
4
+
13γE
6
− 5γ2E −
pi2
6
+
11
6
ln 4pi − 4 ln 2 + 8γE ln 2 − 4 ln2 2 − 133 ln
M2I
µ2
− 3
2
ln2
M2I
µ2
+
(
2e¯1
3
+ k¯1
)
ln
M2I
µ2
+
2e¯2
3
1 + 2 ln M2I
µ2
 ,
c2,2 =
23
8
+
49γE
12
− 15γ
2
E
2
− pi
2
4
+
23
12
ln 4pi − 6 ln 2 + 12γE ln 2 − 6 ln2 2
− 14
3
ln
M2I
µ2
+ 2(γE − ln 2) ln
M2I
M2II
− 3
2
ln2
M2I
µ2
+ 2 ln
M2I
µ2
ln
M2II
µ2
11
+ e¯1
−16 + 23 ln M2Iµ2 + ln M2IIµ2
 + e¯2 1 − 23 ln M2Iµ2 − 4 ln M2IIµ2
 − k¯1 ln M2I
M2II
+ 2k¯2 ln
M2I
µ2
,
c0,3 = − 12 ln
2 M
2
I
M2II
− 2(k¯1 − k¯2)
ln M2I
µ2
+ ln
M2II
µ2
 , (51)
d4,0 = 2g1(MI)
−1 + ln M2IT 2
 ,
d2,1 = g1(MI)
−1 + 32 ln M2Iµ2 − ln T 2µ2 + e¯13 − 4e¯23 + k¯12

+ g1(MII)
2 + 12 ln M2Iµ2 + 2 ln T 2µ2 + e¯1 − 4e¯2 + k¯12 − 2K1(βMI, βMII)
 ,
d0,2 = g1(MI)
−12 ln M2IM2II − k¯1 + k¯2
 + g1(MII) 12 ln M2IM2II − k¯1 + k¯2
 ,
e2,0 = 2g0(MI)
[
1 + ln
T 2
µ2
− e¯2 − 3K3(βMI, βMII)
]
+ g0(MII)
[
3 + 3 ln
T 2
µ2
+ e¯1 − 4e¯2 − 3K1(βMI, βMII)
]
+ 16pi2g21(MI) − 4T 2g1(MI)K2(βMI, βMII) − 32pi2X2(MI,MII),
e0,1 = − 4pi2 [g1(MI) − g1(MII)]2 .
Just like in the case of the NLO free energy (21), it is a nontrivial consistency check that the temperature-dependent
part of the renormalized NNLO free energy, zNNLO,ren,T, is independent of the renormalization scale µ by virtue of the
flow equations (22). The zero-temperature part zNNLO,ren,0 contains a residual µ-dependence, which is expected to be
eliminated by the corresponding µ-dependence of the NNLO effective couplings, not included here.
Given how lengthy the full result for the NNLO free energy is, it may be of interest to spell out explicitly some
special cases that allow for more tractable expressions. The case of H = 0 is particularly simple since the sunset
diagram then becomes zero, and the NNLO renormalized free energy is given by
zNNLO,ren
∣∣∣∣
H=0
= −(k¯1 − k¯2)
[
s3
256pi4F8
ln
s
F2µ2
+
s2
16pi2F6
g1(
√
s/F)
]
. (52)
However, the staggered field may not be easy to implement as a tunable external field in experiment; we rather expect
it to be a fixed parameter of a given antiferromagnetic material. Assuming absence of spin-orbit coupling or other
perturbations that would break the SO(3) symmetry explicitly, it makes sense to set s = 0 and focus on the dependence
on the magnetic field H. The renormalized NNLO free energy then becomes
zNNLO,ren
∣∣∣∣
s=0
=
H6
1024pi4F2
c˜6,0 +
H2
32pi2F2
e˜2,0, (53)
where
c˜6,0 =
1
4
− γE
6
+
1
6
ln 4pi − 2
3
ln
H2
µ2
− ln2 H
2
µ2
+ e¯2
(
1
3
+ 2 ln
H2
µ2
)
,
e˜2,0 = 2g0(H)
(
1
3
+ ln
H2
µ2
− e¯2
)
+
pi2T 4
45
(
3 + 3 ln
H2
µ2
+ e¯1 − 4e¯2
)
+ 16pi2g21(H) − 32pi2X2(H, 0).
(54)
The numerical values of the functionX2(H, 0) are displayed in Fig. 5; the other thermal factors in Eq. (54) are given by
simple one-dimensional integrals that are trivial to evaluate numerically. Without doing so explicitly, we just remark
that the X2 term in Eq. (54) is negligible compared to the other contributions to e˜2,0 for H & T .
5. Summary and conclusions
In this paper, we have utilized EFT to compute the free energy of three-dimensional antiferromagnets in crossed
magnetic and staggered fields at the two-loop order. The individual LO, NLO and NNLO contributions to the free
12
−10
−8
−6
−4
−2
0
2
0 1 2 3
10
3 X
2(
H
,0
)/
T
4
H/T
Figure 5: The thermal integral X2, defined by Eq. (44), as a function of the magnetic field at s = 0. Both X2 and H are made dimensionless by
rescaling by an appropriate power of temperature, and X2 is in addition rescaled by a factor of 1000 to get more natural units on the vertical axis.
The value of X2 drops quickly with increasing magnetic field, and for H & T it makes a negligible contribution to the coefficient e˜2,0.
energy are given by Eqs. (16), (21) and (50), respectively. Renormalization of the free energy has been carried out
analytically, and the result thus depends on a set of renormalized NLO couplings, denoted as e¯1,2 and k¯1,2,3, in addition
to the sole LO effective coupling F, corresponding to the square root of the spin stiffness. The zero-temperature part
of the free energy is accordingly given by a set of closed analytic expressions except for a single one-dimensional
integral of the function R(x, α), defined in Eq. (38), whose numerical values are shown in Fig. 4. The final result for
the free energy has been shown to be independent of the arbitrary renormalization scale µ.
The thermal part of the free energy takes a semi-analytic form. First, it depends on a series of one-dimensional
integrals, gn defined by Eq. (14) and Kn defined by Eq. (43), which are straightforward to compute numerically and
we thus leave their detailed evaluation up to the reader. Second, there is a single piece of the sunset diagram that
cannot be reduced to a simple one-dimensional integral and is encoded in the function X2, defined by Eq. (44). This
function corresponds to a three-dimensional integral in momentum space, which is suppressed by two Bose factors
and thus is exponentially convergent. It has to be evaluated using a suitable numerical integrator; the values of this
function along the section s = 0 are shown in Fig. 5.
The zero-temperature part of the NNLO result in Eq. (50) in principle has to be augmented with a set of local
counterterms, stemming from the NNLO effective Lagrangian. Given the expected high number of operators con-
tributing to the NNLO Lagrangian, this reduces somewhat the predictive power of our EFT at the NNLO accuracy.
However, we would like to emphasize that the logarithmic terms in the NNLO free energy (50), as well as its whole
thermal part, are free from such an ambiguity and thus represent a genuine prediction of our calculation.
Of course, having evaluated the free energy of the system of interest is just the first step in the analysis of its
thermodynamic properties. The free energy can in turn be used to generate many other thermodynamical observables
in equilibrium such as the staggered magnetization (the order parameter for symmetry breaking) and magnetization
(the response of the antiferromagnet to the external magnetic field). The analysis of these observables building upon
the result for the free energy obtained here will be the subject of a companion paper [16].
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Appendix A. Construction of the effective Lagrangian
In this appendix, we shall justify the expressions for the LO and NLO Lagrangians given in Eqs. (2) and (4). We
divide the argument into two steps. First we discuss how the symmetries of the underlying microscopic dynamics are
reflected in the low-energy effective theory. In the second step, we then classify all operators that contribute to the
effective Lagrangian at the LO and NLO of the derivative expansion.
Appendix A.1. Symmetries of the effective action
The dynamics of spin systems possesses an internal global SO(3) symmetry in the absence of spin-orbit coupling
and other perturbations. While this alone would be sufficient to fix the dependence of the effective action on the
magnon field ~U(x), the background magnetic and staggered fields break the symmetry. We therefore have to constrain
the way that the EFT depends on these background fields.
We will follow the philosophy of Refs. [9, 32]. The response of the microscopic dynamics to the background fields
~H(x) and ~s(x) can be described by a generating functional Γ[ ~H, ~s], which collects all connected Green’s functions of
the local operators that these fields couple to. The low-energy observables of the system can equally well be described
by a low-energy EFT, which can contain completely different dynamical degrees of freedom than the microscopic
theory, but is coupled to the same background fields. In our case, the low-energy degrees of freedom are contained
in the magnon field ~U(x), and the effective action is then a local functional, S eff[ ~U, ~H, ~s]. Although the dynamical
degrees of freedom in the microscopic theory and in the low-energy EFT are different, their generating functionals
have to coincide, that is,
eiΓ[ ~H,~s] =
1
Z
∫
D ~U eiS eff[ ~U, ~H,~s]. (A.1)
The general logic in constructing the EFT therefore is that the symmetries of the microscopic dynamics imply certain
symmetries of the generating functional Γ[ ~H, ~s], which in turn constrain the form of the effective action S eff[ ~U, ~H, ~s].
Our task therefore is to characterize the symmetries of the generating functional Γ[ ~H, ~s]. To that end, we write
down a generic microscopic model for a spin system, following Ref. [33]. The dynamics of a single spin in presence
of an external magnetic field ~H can be described by a coherent state path integral with the classical action
S [~n, ~H] = JS WZ[~n] + J
∫
dt ~H · ~n(t), (A.2)
where J is the magnitude of the particle’s spin, ~n(t) a unit vector variable, and S WZ is the Wess–Zumino (WZ) action,
encoding the Berry phase of the spin state in the external field [34]. It is straightforward to generalize the action to an
arbitrary collection of spins placed at fixed positions labeled by the coordinate x,
S [{~n}, ~H] = J
∑
x
S WZ[~n(x)] + J
∑
x
∫
dt ~H · ~n(x, t) − gJ2
∑
(x,x′)
∫
dt~n(x, t) · ~n(x′, t), (A.3)
where g is the spin–spin coupling. Finally, for spins localized to bipartite lattices it is possible to introduce a staggered
field ~s, coupling to the alternating (staggered) sum of the spins. We will also allow for both external fields to depend
on time in an arbitrary way, thus writing the action as
S [{~n}, ~H, ~s] = J
∑
x
S WZ[~n(x)] + J
∑
x
∫
dt
[ ~H(t) + (−1)x~s(t)] · ~n(x, t) − gJ2 ∑
(x,x′)
∫
dt~n(x, t) · ~n(x′, t). (A.4)
It is obvious that this action is invariant under simultaneous global (time-independent) rotations of the spins and both
external fields. However, a much stronger statement actually holds. It is known that the simple ~H · ~n coupling added
to the WZ action makes the action invariant under simultaneous gauge (time-dependent) rotations of the spin and the
~H-field [35, 36]. A simple way to understand this is to note that the magnetic field couples to the total spin, which
is a conserved charge of the SO(3) symmetry [9]. We therefore conclude that the action (A.4) is invariant under
simultaneous gauge transformations of the spin field and both external fields, provided that the latter transform as
δ ~H(t) = ~(t) × ~H(t) + ∂0~(t), δ~s(t) = ~(t) × ~s(t), (A.5)
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where ~(t) is the infinitesimal parameter of the time-dependent rotation. Since the spin field ~n(x, t) is integrated over
in the path integral, Eq. (A.5) defines the desired symmetry of the generating functional Γ[ ~H, ~s]. The action of the
low-energy EFT should thus be invariant under simultaneous gauge transformations of the magnon field ~U and the
external fields ~H and ~s; here ~H plays the role of a temporal gauge field of the SO(3) symmetry and ~s behaves as a
covariant vector field.
Note that the nonlocal spin–spin interaction in the microscopic action (A.4) does not allow for a further extension
of the symmetry to coordinate-dependent gauge transformations. However, this can be achieved upon taking the
continuum limit, where the spin–spin coupling becomes simply the spatial part of the kinetic term of the magnons.
Appendix A.2. Classification of operators at the leading and next-to-leading order
With the above in mind, we will now construct the most general effective action with the following field content:
• ~U(x), the magnon field.
• ~Aµ(x) ≡ ( ~H(x), ~0), the gauge field of SO(3).
• ~s(x), the external vector field.
We demand that the action has SO(3) gauge invariance. In addition, we impose Poincare´ invariance, that is, Lorentz
invariance augmented with spacetime translation invariance. For the sake of simplicity, we also assume that spatial
parity is preserved.
The effective action is organized according to the number of derivatives acting on the magnon fields. For con-
sistency with the assumed gauge invariance, the gauge field ~Aµ counts as one derivative. Also, the staggered field ~s
counts as two derivatives since it turns out to be proportional to the squared mass of the magnons. Using the unit
vector field ~U is, however, not the best way to go about the classification of operators contributing to the effective
Lagrangian. The reason is that ~U itself does not contain any derivative, and thus in principle operators with an arbi-
trarily high number of ~U factors can contribute at any fixed order in the derivative expansion. At the same time, since
magnons are Nambu–Goldstone bosons, their interactions have to contain derivatives. It is therefore more practical to
use field variables that make this manifest.
Following Ref. [19], we first map the vector ~U to a 2 × 2 matrix variable U via ~U · ~σ = Uσ1U−1, where ~σ is the
set of Pauli matrices. Subsequently, we introduce the variable φµ via
φµ ≡ i2U
−1(DµU2)U−1 =
i
2
[
(DµU)U−1 + U−1(DµU)
]
, (A.6)
where Dµ is the SO(3)-covariant derivative, constructed using the gauge field ~Aµ. The field φµ ≡ φaµσa with a = 2, 3
plays the role of the covariant derivative of the magnon, and transforms in the vector representation of the unbroken
subgroup SO(2), generated by σ1. Likewise, the field-strength tensor of the SO(3) gauge field, ~Fµν ≡ ∂µ ~Aν − ∂ν ~Aµ +
~Aµ × ~Aν, is mapped on a matrix field Fµν ≡ ~Fµν · ~σ and subsequently traded for the tensor field Gµν defined by
Gµν ≡ U−1FµνU + i[φµ, φν] − Dµφν + Dνφµ. (A.7)
This field, Gµν ≡ Gαµνσα with α = 1, plays the role of a field-strength tensor of the unbroken subgroup SO(2), and thus
transforms as a singlet thereof. Finally, the staggered field ~s can be mapped on the matrix field
Ξ = Ξiσi ≡ U−1(~s · ~σ)U, (A.8)
where i = 1, 2, 3. This field transforms as a direct sum of a singlet and a vector under the unbroken subgroup SO(2).
It has been shown that assuming Lorentz invariance and the absence of anomalies, invariance of the effective
action under a symmetry group automatically implies invariance of the corresponding effective Lagrangian in three
spatial dimensions [32]. The invariant effective Lagrangian can then be constructed as a polynomial in φaµ, G
α
µν, Ξ
i and
their covariant derivatives [19]. In the derivative counting, φaµ is of order one whereas G
α
µν and Ξ
i are of order two,
hence only a finite number of operators contributes to the Lagrangian at any fixed order in the derivative expansion.
The precise form of the operators is constrained by Lorentz invariance and by the unbroken subgroup SO(2).
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Appendix A.2.1. Leading-order Lagrangian
At the leading, second-order of the derivative expansion, Lorentz invariance restricts the possible operators in the
Lagrangian to
φaµφ
bµ, 
HHHDµφ
aµ, Ξi. (A.9)
The crossed operator is a total derivative and thus can be dropped, whereas the remaining two operators, once projected
onto singlets of the unbroken subgroup SO(2), are equivalent to (Dµ ~U)2 and ~s · ~U. These are the operators constituting
the LO Lagrangian (2).
Appendix A.2.2. Next-to-leading order Lagrangian
At the next-to-leading order of the derivative expansion, the following operators are allowed by Lorentz invariance,
modulo surface terms and redundancy due to integration by parts [19],
φaµφ
bµφcνφ
dν, 
XXXXXX
κλµνφaκφ
b
λφ
c
µφ
d
ν , φ
aµφbνDµφcν, 
XXXXXX
κλµνφaκφ
b
λDµφ
c
ν, Dµφ
a
νD
µφbν, DµφaµDνφbν,
φaµφbνGαµν, 
XXXXXX
κλµνφaκφ
b
λG
α
µν, D
µφaνGαµν, G
α
µνG
βµν, ΞiΞ j, Ξiφaµφ
bµ, ΞiDµφaµ.
(A.10)
The crossed operators are odd under parity and are thus ruled out by our assumption of parity conservation. In
addition, the underlined operators are obviously in contradiction with the unbroken SO(2) invariance. The remaining
operators have to be translated back into the physical field variables ~U, ~H and ~s. We will not show all details here
as the argument closely parallels that given in Ref. [19], but merely list the correspondence between independent
operators in the two notations,
φaµφ
bµφcνφ
dν → (Dµ ~U · Dµ ~U)2 and (Dµ ~U · Dν ~U)2,
DµφaνD
µφbν,DµφaµDνφbν → DµDµ ~U · DνDν ~U and ~Fµν · ~Fµν,
φaµφbνGαµν,G
α
µνG
βµν → ~Fµν · (Dµ ~U × Dν ~U) and ( ~Fµν · ~U)2,
ΞiΞ j → ~s2 and (~s · ~U)2,
Ξiφaµφ
bµ → (~s · ~U)(Dµ ~U)2,
ΞiDµφaµ → (~s × ~U) · (DµDµ ~U).
(A.11)
The list of linearly independent operators that can appear in the NLO Lagrangian therefore reads
(Dµ ~U · Dµ ~U)2, (Dµ ~U · Dν ~U)2, ((((((
(hhhhhhhDµD
µ ~U · DνDν ~U, ~Fµν · ~Fµν, ~Fµν · (Dµ ~U × Dν ~U),
( ~Fµν · ~U)2, ~s2, (~s · ~U)2, (~s · ~U)(Dµ ~U)2, ((((((
((hhhhhhhh(~s × ~U) · (DµDµ ~U).
(A.12)
However, the crossed operators become redundant with the others upon using the equation of motion, following from
the LO Lagrangian (2). In addition, recalling the definition of the background gauge field ~Aµ, it is obvious that ~Fµν = 0,
which disposes of the underlined operators. This leaves us with altogether five operators that contribute to the NLO
Lagrangian for our system, as shown in Eq. (4). Note that at this order, there are no independent operators (and thus
no unknown coupling constants) required by the presence of the external magnetic field; the dependence on this field
is fully determined by the structure of the covariant derivatives.
Appendix B. Coordinate space evaluation of the sunset diagram
In this appendix, we outline an alternative evaluation of the sunset diagram z2e, following a method developed in
Ref. [37]. In the coordinate space, the sunset diagram can be represented as
z2e =
2H2
F2
∫
T
dDX GI(X)∂0GI(X)∂0GII(X), (B.1)
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cf. Eq. (24), where G(X) stands for the thermal propagator of a free massive relativistic particle and the superscript I or
II indicates which of the two magnon modes the propagator refers to. The integral extends over the torus T ≡ S 1 ×Rd
with the circle S 1 defined by −β/2 ≤ X0 ≤ β/2. The first step of the analysis is to decompose the propagator into the
zero-temperature part ∆, given in Eq. (34), and the thermal part, denoted as G,
G(X) = ∆(X) + G(X). (B.2)
Substituting this decomposition into Eq. (B.1) converts the integral therein to∫
T
dDX
(
G
I
∂0G
I
∂0G
II
+ ∆I∂0G
I
∂0G
II
+ G
I
∂0∆
I∂0G
II
+ G
I
∂0G
I
∂0∆
II
+ ∆I∂0G
I
∂0∆
II + ∆I∂0∆
I∂0G
II
+ G
I
∂0∆
I∂0∆
II + ∆I∂0∆
I∂0∆
II
)
,
(B.3)
and the resulting terms are next processed one by one. The four integrals on the first line are ultraviolet-convergent.
However, the integrals on the second line are divergent in the limit D→ 4. In order to isolate the divergences, we cut
out a sphere S of radius smaller than β/2 around the origin of the X-space, that is, further decompose the integrals as∫
T
dDX →
∫
S
dDX +
∫
T\S
dDX. (B.4)
The integrals over the complement T \ S are well-defined in the limit D → 4. In the integrals over the sphere S,
we then perform a series of subtractions which allows us to concentrate the divergences in a set of auxiliary integrals
that can be evaluated analytically. To that end, we subtract the first few terms of the Taylor expansion of the thermal
propagators around the origin X = 0. Thus, in the first two integrals on the second line of Eq. (B.3), containing ∂0G,
subtraction of the first nontrivial term of the Taylor series is sufficient,
∂0G → ∂0G − X0∂20G(0). (B.5)
In the third integral, containing G without a derivative, the first two nontrivial terms of the Taylor series have to be
subtracted,
G → G − g1 − 12 X
µXν∂µ∂νG(0). (B.6)
Noting further that the second derivatives of the thermal propagator at the origin can be rewritten in terms of the basic
thermal integrals gn, defined in Eq. (14), as5
∂µ∂νG(0) = −12δµνg0 + δµ0δν0
(D
2
g0 + M2g1
)
, (B.7)
the integrals over the sphere S take the form∫
S
dDX ∆I∂0G
I
∂0∆
II =
∫
S
dDX ∆I
[
∂0G
I − X0
(
3
2
gI0 + M
2
I g
I
1
)]
∂0∆
II +
∫
S
dDX ∆IX0
(
3
2
gI0 + M
2
I g
I
1
)
∂0∆
II,∫
S
dDX ∆I∂0∆I∂0G
II
=
∫
S
dDX ∆I∂0∆I
[
∂0G
II − X0
(
3
2
gII0 + M
2
IIg
II
1
)]
+
∫
S
dDX ∆I∂0∆IX0
(
3
2
gII0 + M
2
IIg
II
1
)
,∫
S
dDX G
I
∂0∆
I∂0∆
II =
∫
S
dDX
[
G
I − gI1 +
1
4
(x2 − 3X20)gI0 −
1
2
X20 M
2
I g
I
1
]
∂0∆
I∂0∆
II
+
∫
S
dDX
[
gI1 −
1
4
(x2 − 3X20)gI0 +
1
2
X20 M
2
I g
I
1
]
∂0∆
I∂0∆
II.
(B.8)
The respective first integrals on the right-hand side, in which the subtraction has been performed, are now convergent
in the limit D → 4. In order to reduce the respective second terms on the right-hand side to analytically calculable
integrals, we finally extend the integration domain to the whole Euclidean space RD by rewriting∫
S
dDX →
∫
dDX −
∫
RD\S
dDX. (B.9)
5See Eq. (3.5) in Ref. [37].
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The integrals over RD \ S are again convergent in the limit D → 4. All ultraviolet divergences are thereby contained
in a set of zero-temperature Euclidean integrals that can be evaluated analytically,
R1 ≡
∫
dDX X0∆I(X)∂0∆II(X),
R2 ≡
∫
dDX X0∆I(X)∂0∆I(X),
R3 ≡
∫
dDX ∂0∆I(X)∂0∆II(X),
R4 ≡
∫
dDX X20∂0∆
I(X)∂0∆II(X),
R5 ≡
∫
dDX x2∂0∆I(X)∂0∆II(X).
(B.10)
The last piece in Eq. (B.3) involves three zero-temperature propagators. Following the same logic as above, it can be
decomposed as ∫
T
dDX ∆I∂0∆I∂0∆II =
∫
dDX ∆I∂0∆I∂0∆II −
∫
RD\T
dDX ∆I∂0∆I∂0∆II. (B.11)
The first piece corresponds to the zero-temperature sunset integral, evaluated explicitly in Sec. 4.1.1 of the main text,
and will be denoted simply as C below.
Collecting all the various pieces, the final expression for the sunset diagram reads
z2e =
2H2
F2
(∫
T
d4X T +
∫
T\S
d4X U +
∫
S
d4X V −
∫
RD\S
d4X W
)
+
2H2
F2
(R + C),
T ≡ GI∂0GI∂0GII + ∆I∂0GI∂0GII + GI∂0∆I∂0GII + GI∂0GI∂0∆II,
U ≡ ∆I∂0GI∂0∆II + ∆I∂0∆I∂0GII + GI∂0∆I∂0∆II + ∆I∂0∆I∂0∆II,
V ≡ ∆I
[
∂0G
I − X0
(
3
2
gI0 + M
2
I g
I
1
)]
∂0∆
II + ∆I∂0∆
I
[
∂0G
II − X0
(
3
2
gII0 + M
2
IIg
II
1
)]
+
[
G
I − gI1 +
1
4
(x2 − 3X20)gI0 −
1
2
X20 M
2
I g
I
1
]
∂0∆
I∂0∆
II,
W ≡ ∆IX0
(
3
2
gI0 + M
2
I g
I
1
)
∂0∆
II + ∆I∂0∆
IX0
(
3
2
gII0 + M
2
IIg
II
1
)
+
[
gI1 −
1
4
(x2 − 3X20)gI0 +
1
2
X20 M
2
I g
I
1
]
∂0∆
I∂0∆
II
+ ∆I∂0∆
I∂0∆
II,
R ≡
(
3
2
R1 +
3
4
R4 − 14R5
)
gI0 +
3
2
R2gII0 +
(
R1M2I + R3 +
1
2
R4M2I
)
gI1 + M
2
IIR2g
II
1 .
(B.12)
The only pieces of the expression for z2e that are ultraviolet-divergent are R and C, which can be evaluated analytically.
The rest is finite in the limit D → 4 and can be computed numerically for given values of the external fields and the
low-energy coupling F. A nontrivial check of the numerical evaluation is that the result cannot depend on the size of
the sphere S.
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