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Abstract
The Gaussian correlation inequality (GCI) for symmetrical n-rectangles is im-
proved if the absolute components have a joint MTP2-distribution (multivariate
totally positive of order 2). Inequalities of the here given type hold at least for all
MTP2-probability measures on Rn or Rn+ with everywhere positive smooth densities.
In particular, at least some infinitely divisible multivariate chi-square distributions
(gamma distributions in the sense of Krishnamoorthy and Parthasarathy) with any
positive real ”degree of freedom” are shown to be MTP2. Moreover, further nu-
merically calculable probability inequalities for a broad class of multivariate gamma
distributions are derived and a different improvement for inequalities of the GCI-
type – and of a similar type with three instead of two groups of components –
with more special correlation structures. The main idea behind these inequalities
is to find for a given correlation matrix with positive correlations a further correla-
tion matrix with smaller correlations whose inverse is an M -matrix and where the
corresponding multivariate gamma distribution function is numerically available.
1 Introduction
Let (X1, . . . , Xn) be a random vector on Rn or Rn+ := (0,∞)n with a continuous ev-
erywhere positive probability density function (pdf) and a distribution function (cdf)
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F (x1, . . . , xn) = P
(
n⋂
i=1
Ai
)
, Ai := {Xi ≤ xi}
which satisfies the inequality
P
(
n⋂
i=1
Ai
)
≥ P
(⋂
i∈I
Ai
)
P
(⋂
i 6∈I
Ai
)
, Ø 6= I ⊂ {1, . . . , n} , (1.1)
for all values xi. Such a random vector is called here ”completely positive lower orthant-
dependent” (CPLOD), whereas ”PLOD” means only the special case of (1.1) with I of
size 1 (or n− 1), which entails only the inequality
P
(
n⋂
i=1
Ai
)
≥
n∏
i=1
P(Ai).
Alternatively, the CPLOD-property can also be denoted by MPQD, i.e. ”multivariate
positively quadrant dependent”.
The inequality (1.1) is in particular the Gaussian correlation inequality for sym-
metrical n-rectangles (GCI) if the Xi are the absolute values of the components of a
centered normal random vector. This inequality was – after some earlier essential steps
– completely proved in [21]. This GCI implies the general form of the GCI for centrally
symmetrical convex regions, but this paper deals only with inequalities for rectangular
regions. For an MTP2-density (”multivariate totally positive of order 2”, for the defini-
tion see section 3) the inequality (1.1) is always satisfied since (1.1) holds for ”positively
associated” random variables and since MTP2 implies positive association. However, a
little bit more can be said if (X1, . . . , Xn) is MTP2. In section 3 a very simple proof is
given for the following inequality for right-truncated Xi:
P
(⋂n
i=1Ai
)
P
(⋂n
i=1Bi
) ≥ P (⋂i∈I Ai)P
(⋂
i 6∈I Ai
)
P
(⋂
i∈I Bi
)
P
(⋂
i 6∈I Bi
)
⇔ P
(⋂n
i=1Ai
)
P
(⋂
i∈I Ai
)
P
(⋂
i 6∈I Ai
) ≥ P (⋂ni=1Bi)
P
(⋂
i∈I Bi
)
P
(⋂
i 6∈I Bi
) (1.2)
with
Ai := {Xi ≤ xi} , Bi := {Xi ≤ bi} , xi ≤ bi, Ø 6= I ⊂ {1, . . . , n}.
This is an improvement of the inequality (1.1) within the region B1 × . . . × Bn if the
last fraction in (1.2) is greater than 1. E.g. for the GCI with a non-singular irreducible
covariance matrix Σ = (σij) (i.e. rank(σij)i∈I,j 6∈J is always positive) this holds for all
positive numbers bi.
The GCI can be equivalently considered as an inequality for a chi-square or gamma
random vector (X1, . . . , Xn) with Xi :=
1
2Z
2
i , where (Z1, . . . , Zn) has an Nn(0,Σ)-
distribution. The multivariate gamma distribution in the sense of Krishnamoorthy and
2
Parthasarathy [13] coincides, apart from a scale factor 2, with the distribution of the
diagonal of a Wishart Wn(ν,Σ)-matrix with the ”degree of freedom” ν = 2α ∈ N or
ν > n− 1. This Γn(α,Σ)-distribution has the Laplace transform (Lt)
|In + ΣT |−α (1.3)
with the (n×n)-identity matrix In, the ”associated” covariance matrix Σ (not to confuse
with the covariance matrix of the components Xi) and T = Diag (t1, . . . , tn) , ti ≥ 0. In
this paper Σ is always supposed to be non-singular. Formula (1.3) provides too the Lt of
a pdf (Γn(α,Σ)-density per definition) at least for all non-integer values 2α >
[
(n− 1)/2]
(see [24]).
In [21] the inequality (1.1) for the absolute Gaussian random variables was extended
to Γn(α,Σ)-distributions with 2α ∈ N∪ (n− 2,∞) and the same proof holds now for all
non-integer values 2α >
[
(n− 1)/2] too.
For some special structures of Σ the Γn(α,Σ)-distribution exists for smaller values
of α (see (2.9) in section 2). All α > 0 are admissible iff there exists a signature matrix
S = Diag (s1, . . . , sn) , si = ±1, for which SΣ−1S is an M -matrix (see [1] and for an
equivalent condition [7]), i.e. all the off-diagonal elements of SΣ−1S are non-positive
and all elements of SΣS are non-negative. The Lt in (1.3) shows the invariance of the
Γn(α,Σ)-distribution under the transformation Σ 7→ SΣS.
If (Z1, . . . , Zn) has an Nn(0,Σ)-distribution, then
(|Z1|, . . . , |Zn|) is MTP2 iff there
exists a signature matrix S, which generates an M -Matrix SΣ−1S, (see [11]), and MTP2
for
(|Z1|, . . . , |Zn|) is equivalent to MTP2 for the Γn (12 ,Σ)-distribution. Therefore, we
have the remarkable fact, that a Γn
(
1
2 ,Σ
)
-distribution is infinitely divisible (inf. div.) iff
it is MTP2. This might seduce to the (optimistic) conjecture that all inf. div. Γn
(
1
2 ,Σ
)
-
distributions are MTP2 too. This will be shown here only for three special classes of
inf. div. Γn
(
1
2 ,Σ
)
-distributions in section 4. On the other hand, the inequality (1.1) for
general inf. div. Γn
(
1
2 ,Σ
)
-distributions with non-integer values 2α is proved until now
for 2α >
[
(n− 1)/2]; but for 2α ∈ (0, [(n− 1)/2]) only for an index set I ⊂ {1, . . . , n}
of size 1 (or n− 1), which entails only PLOD (see [22], [24]).
In the proof of (1.1) in [21] for a Γn (α,Σ)-distribution with
Σ =
(
Σ11 Σ12
Σ21 Σ22
)
it is supposed that |In + ΣϑT |−(α+1) is the Lt of a Γn (α+ 1,Σϑ)-pdf for all
Σϑ =
(
Σ11 ϑΣ12
ϑΣ21 Σ22
)
, ϑ ∈ (0, 1).
Furthermore, it was proved that the Γn (α,Σϑ)-cdf is strictly increasing in ϑ ∈ (0, 1)
for all positive fixed numbers x1, . . . , xn if rank(Σ12) > 0. But if Σ
−1 is an M -matrix,
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then frequently Σ−1ϑ is no M -matrix for some ϑ ∈ (0, 1), and then, it is not sure if
|In+ΣϑT |−(α+1) is the Lt of a pdf with a non-integer value 2(α+1) <
[
(n− 1)/2] , n > 6.
All these difficulties would disappear if |In+ΣT |−α would be the Lt of a pdf for all α > 1
and all Σ.
In section 5, some different improvements of (1.1) are derived for some Γn(α,Σ)-
distributions by means of inf. div. gamma distributions and the here cited theorem 4 from
[22], which provides an essential generalization of a theorem of Bølviken and Joag-Dev in
[3] for absolute normal Gaussian random vectors. In particular, some improvements for
the corresponding GCI are obtained with α = 12 . In some cases, the given positive lower
bound for the ”excess” P
(⋂n
i=1Ai
)−P (⋂i∈I Ai)P(⋂i 6∈I Ai) is numerically available.
Furthermore, an approximation for the excess is recommended, which is particular
useful for small ”p-values” p = 1 − P (maxXi ≤ x). This can be applied to many
simultaneous or sequentially rejective statistical tests with multivariate chi-square test-
statistics. Formulas from the handbook of mathematical functions are cited by HMF
and their numbers. A > B for (n × n)-matrices (aij), (bij) means here aij ≥ bij for all
i, j and A 6= B. Σ(k) means a summation over all decompositions k = k1 + . . .+ kp with
kj ∈ N0.
2 Some formulas for multivariate gamma distributions
Here some formulas are compiled, which are used in the subsequent sections. The most
comprehensive collection for integral and series representations and approximations for
Γn(α,R)-cdfs is possibly found in the appendix of [5], (see also [14],...,[20]). For non-
central multivariate gamma distributions see [23]. Since the scaling is irrelevant for
the aims of this paper, all the following formulas for Γn(α,Σ)- distributions are given
for the standardized case, i.e. Σ is now a non-singular correlation matrix R = (rij).
The required scale factors can be be easily inserted in applications with corresponding
χ2n(2α,Σ)-distributions.
The probability density xα−1e−x/Γ(α), α > 0, x > 0, of a univariate standard gamma
distribution is denoted by gα(x) and the corresponding cdf by Gα(x). The non-central
gamma cdf with non-centrality parameter y is given by
Gα(x; y) = e
−y
∞∑
n=0
Gα+n(x)
yn
n!
(2.1)
with density gα(x; y). For integer values 2α we have
G1/2+n(x; y)−
1
2
(
erf
(√
x+
√
y
)
+ erf
(√
x−√y))
= −e−(x+y)
n∑
k=1
(
x
y
) 2k−1
4
Ik−1/2(2
√
xy) = −e−y
n∑
k=1
g1/2+k(x)0F1
(
1
2
+ k;xy
)
(2.2)
with the modified Bessel functions Ik−1/2, which are elementary functions (HMF 10.49.(ii)),
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and
G1+n(x; y)−G1(x; y) = −e−y
n∑
k=1
g1+k(x)0F1(1 + k;xy) (2.3)
or
Gn(x; y) =
(
x
y
)n/2 1
pi
∫ pi
0
y cos(nϕ)−√xy cos((n− 1)ϕ)
x− 2√xy cos(ϕ) + y ×
exp
(
− (x− 2√xy cosϕ+ y))dϕ+G0(x− y) (2.4)
with
G0(z) =

0, z < 0
1/2, z = 0
1, z > 0
 ,
(see section 2 in [16]).
The functions Gα(x; y) can be extended to holomorphic functions of y ∈ C. Accord-
ing to [4], the cdf Gα(x; y) is a strict log-concave function of x for all α > 1, y > 0 (for
0 < α ≤ 1 see theorem 3.4 in [6]), and Gα(x; y) is strict TP2 for all α > 0, which is
equivalent to
∂2
∂y∂x
logGα(x; y) > 0. (2.5)
The 2nd fact is an easy consequence of the first one, because
∂
∂x
(
gα+1(x; y)
Gα+1(x; y)
+ 1
)
< 0
implies
0 <
∂
∂x
Gα+1(x; y)
Gα+1(x; y) + gα+1(x; y)
=
∂
∂x
Gα+1(x; y)
Gα(x; y)
=
∂
∂x
Gα+1(x; y)−Gα(x; y)
Gα(x; y)
=
∂2
∂x∂y
logGα(x; y) =
∂
∂y
gα(x; y)
Gα(x; y)
. (2.6)
The char. function of gα(x; y) is gˆα(t; y) = (1− it)−α exp
(
ity
1−it
)
.
From lim
ε→0
gˆα
(
εt; yε
)
= eity it follows
lim
ε→0
Gα
(
x
ε
;
y
ε
)
=
{
1, x > y
0, x < y
}
. (2.7)
A correlation matrix Rn×n is called (positively) ”m-factorial”, if m is the lowest integer
allowing a representation
R = D +AA′ (2.8)
with a pos. def. D = Diag(d1, . . . , dn) and an (n×m)-matrix A of rank m < n.
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With D−1/2RD−1/2 = In+BB′ and the columns~bj of B′ we have for the Γn(α,R)-cdf
the integral representation
F (x1, . . . , xn;α,R) = E
 n∏
j=1
Gα
(
xj
dj
;
1
2
~b′jS~bj
) , 2α ∈ N ∪ (m− 1,∞), (2.9)
if B is real, where the expectation refers to the randomWm(2α, Im)-Wishart (or pseudo-
Wishart) matrix S (see [16] or [18]). If there are one or more pure imaginary columns
in B, caused by some negative eigenvalues of D−1/2RD−1/2 − In, the Γn(α,R)-cdf is
obtained at least for 2α ∈ N or 2α > max
([
(n− 1)/2] ,m− 1).
The verification of (2.9) uses the Lt of non-central univariate gamma densities, fol-
lowed by integration over S.
The most simple case arises for a ”one-factorial” correlation matrix
R = Diag
(
. . . , 1− a2j , . . .
)
+ ~a~a′ (2.10)
with a real or imaginary column ~a = (a1, . . . , an)
′ and max a2j < 1. Then
F (x1, . . . , xn;α,R) =
∫ ∞
0
(
n∏
j=1
Gα
(
xj
1− a2j
;
a2jy
1− a2j
))
gα(y) dy, α > 0, (2.11)
if ~a is real. Because of (2.7) the limit case with a2k = max a
2
j = 1 > max
j 6=k
a2j is admissible.
With an imaginary column ~a this distribution is not infinitely divisible, i.e. not all α > 0
are admissible. For the extension to max a2j > 1 see [5] or [18].
Besides, there is a simple formula for the Γn(α,R)-pdf if R
−1 =
(
rij
)
is of a ”tree
type”. This means that the graph with the vertices {1, . . . , n} and n− 1 edges, exactly
corresponding to the n − 1 off-diagonal elements rij 6= 0 in R−1, is a ”spanning tree”,
i.e. connected without any cycles. The special case with a tridiagonal R−1 and 2α ∈ N
goes back to [2] and was generalized later in [15]. Such a Γn(α,R)-pdf is given by
f(x1, . . . , xn;α,R) =
∏n
i=1 gα
(
riixi
)(|R|∏ni=1 rii)α ·
∏
i<j
0F1
(
α; (rij)2xixj
)
(2.12)
3 Some properties of MTP2-distributions
In this section the inequality (1.2) is shown for MTP2-cdfs with a smooth density f > 0
on Rn or on Rn+. To make this paper more self-contained, some here used well known
facts on MTP2-functions are compiled with simple proofs, which are possibly of some
interest for the non-specialized reader. For more theorems on MTP2 see e.g. [10] and
[11].
Let F (~x) = F (x1, . . . , xn) be an everywhere positive function on D = D1×. . .×Dn ⊆
Rn with any intervals Di. For any pair (~x, ~y) ∈ D × D the notation ~x ∨ ~y stands for
6
(
max(x1, y1), . . . ,max(xn, yn)
)
and ~x ∧ ~y for (min(x1, y1), . . . ,min(xn, yn)). F is per
definition MTP2 on D if
F (~x ∨ ~y)F (~x ∧ ~y) ≥ F (~x)F (~y) ∀ (~x, ~y) ∈ D ×D.
F is MTP2 on D iff F is ”TP2 in pairs”, i.e. F as a function of (xi, xj) ∈ Di×Dj , i 6= j,
is always TP2 on Di ×Dj with any fixed values xk ∈ Dk, k 6= i, j.
Now let D be an open (bounded or unbounded) n-rectangle and F ∈ C2(D) an
everywhere positive function. Then F is MTP2 on D iff
∂2
∂xi∂xj
logF (x1, . . . , xn) ≥ 0 ∀i 6= j, ~x ∈ D, (3.1)
which is verified by integration over xi and xj . A simple consequence is the following
theorem.
Theorem 1. If the cdf F ∈ C2 (Rn) (or F ∈ C2 (Rn+)) is MTP2 with an everywhere
positive density f on Rn (or f on Rn+), then F satisfies the inequality (1.2).
Proof. The inequality (1.2) holds if P
(⋂n
k=1Ak
) (
P
(⋂
k∈I Ak
)
P
(⋂
k 6∈I Ak
))−1
is non-
increasing on x1 ≤ b1, . . . , xn ≤ bn for every I ⊂ {1, . . . , n}. With the above assumptions
this is equivalent to
∂
∂xi
logP
(
n⋂
k=1
Ak
)
≤ ∂
∂xi
logP
(⋂
k∈I
Ak
)
∀i ∈ I. (3.2)
It is
∂2
∂xj∂xi
logF (x1, . . . , xn) ≥ 0 for all pairs (xi, xj), i 6= j,
and therefore
∂
∂xj
[
∂
∂xi
logP
(
n⋂
k=1
Ak
)]
≥ 0, i ∈ I, j 6∈ I.
Since lim
minxj→∞,j 6∈I
P
(⋂n
k=1Ak
)
= P
(⋂
k∈I Ak
)
, the inequality (3.2) is satisfied and
therefore the inequality (1.2) too.
If f(x1, . . . , xn) is an MTP2-pdf on D then all m-dimensional marginal densities,
2 ≤ m ≤ n − 1, are MTP2 too (see e.g. (1.16) in [10]). A short proof is also found in
chapter 2 in [9]. (Obviously, f can be replaced by cf with any constant c > 0.) If f is
a continuous MTP2-pdf on D then the corresponding cdf F is MTP2 on D too. This
is a direct consequence of the following known fact, which is established here formally
as a theorem. It is proved here for simplicity only for the important cases D = Rn
or D = Rn+, but the proof can be extended to different n-rectangles D too. For more
general versions see also [12].
Let F ∈ C2 (Rn) or F ∈ C2 (Rn+) be a mixture-cdf of one of the following two types:
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(a) F (x1, . . . , xn) =
∫
D
(∏n
k=1Gk(xk; y)
)
g(y) dy, where the Gk are here any cdfs with
every positive pdfs gk on R for all k, or gk only positive on R+ for all k, additionally
depending on a random parameter Y with the density g(y) on any interval D ⊂ R.
(b) F (x1, . . . , xn) =
∫
D
(∏n
k=1Gk(xk; yk)
)
g(y1, . . . , yn) dy1 . . . dyn, with any cdfs as
before, but now depending on the values yk of a random parameter-vector
(Y1, . . . , Yn) with an MTP2-pdf g on any rectangular region D = D1 × . . .×Dn.
Theorem 2. The cdf F from (a) is MTP2 on Rn (or Rn+) if all the derivatives
∂
∂y
gk(x; y)
Gk(x; y)
are simultaneously not negative or simultaneously not positive for all x and for all y ∈ D.
The cdf from (b) is MTP2 on Rn (or Rn+) if all the derivatives
∂
∂yk
gk(xk; yk)
Gk(xk; yk)
are simul-
taneously not negative or simultaneously not positive for all x and for all yk ∈ Dk.
Proof. (a) With a change of the notations y, z in the following double integral we find
F
∂2F
∂xj∂xi
− ∂F
∂xi
∂F
∂xj
=
∫∫
D×D
[
gj(xj ; y)
Gj(xj ; y)
− gj(xj ; z)
Gj(xj ; z)
]
gi(xi; y)
Gi(xi; y)
×[
n∏
k=1
Gk(xk; y)Gk(xk; z)
]
g(y)g(z) dy dz
=
1
2
∫∫
D×D
[
gj(xj ; y)
Gj(xj ; y)
− gj(xj ; z)
Gj(xj ; z)
][
gi(xi; y)
Gi(xi; y)
− gi(xi; z)
Gi(xi; z)
]
×[
n∏
k=1
Gk(xk; y)Gk(xk; z)
]
g(y)g(z) dy dz ≥ 0,
and the inequality is strict if the integrand does not vanish identically. That F is
MTP2 follows now from (3.1).
(b) Only for simplicity of notation the inequality F ∂
2F
∂xj∂xi
− ∂F∂xi ∂F∂xj ≥ 0 is shown here
only for i = 1 and j = 2. For the left side we obtain∫ ∫
D×D
[
g2(x2; y2)
G2(x2; y2)
− g2(x2; z2)
G2(x2; z2)
]
g1(x1; y1)
G1(x1; y1)
×[
n∏
k=1
Gk(xk; yk)Gk(xk; zk)
]
g(y1, . . . , yn)g(z1, . . . , zn) dy1 . . . dyn dz1 . . . dzn
=
1
2
∫ ∫
(D1×D2)2
[
g1(x1; y1)
G1(x1; y1)
− g1(x1; z1)
G1(x1; z1)
] [
g2(x2; y2)
G2(x2; y2)
− g2(x2; z2)
G2(x2; z2)
]
×
h(y1, y2)h(z1, z2) dy1 dy2 dz1 dz2 (3.3)
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with
h(y1, y2) =
∫
×nk=3Dk
n∏
k=1
Gk(xk; yk)g(y1, . . . , yn) dy3 . . . dyn.
Since the following step holds for all fixed values xk, the dependence of h on x1, . . . xn is
not explicitly noted. The function h(y1, y2) is TP2 on D1×D2. Therefore, we can write
the integral in (3.3) as an integral over the region D+1,2 defined by (y1− z1)(y2− z2) > 0.
This leads to ∫
D+1,2
[
g1(x1; y1)
G1(x1; y1)
− g1(x1; z1)
G1(x1; z1)
] [
g2(x2; y2)
G2(x2; y2)
− g2(x2; z2)
G2(x2; z2)
]
×[
h(y1, y2)h(z1, z2)− h(y1, z2)h(z1, y2)
]
dy1 dy2 dz1 dz2 ≥ 0.
As a by-product it follows from (2.7) with the non-central gamma cdf
Gk(xk; yk) = Gα
(
xk
ε
;
yk
ε
)
, ε→ 0,
and any continuous MTP2-density g(y1, . . . , yn) on Rn+ that the cdf G with the density
g is MTP2 on Rn+ too. In a similar way, we can use Gk(xk; yk) = Φ
(
xk−yk
ε
)
with the
cdf Φ of the N (0, 1)-distribution, to show that the cdf G of an MTP2-density g on Rn
is always MTP2 on Rn.
4 Some examples for infinitely divisible MTP2 gamma dis-
tributions
Because of (2.5) the Γn (α,R)-cdf F from (2.11) with ai ∈ (0, 1), i = 1, . . . , n, satisfies
the conditions (a) from theorem 2. Therefore, F is MTP2 and satisfies the inequality
(1.2). This can also be shown without using the MTP2-property by a direct verification
of the inequality (3.2). If Y1, Y2 are positive random variables with everywhere positive
pdfs f1 and f2 = f1w on R+ and ∂w(y)∂y > 0 on R+, then it follows for the corresponding
cdfs 1− F2(y) > 1− F1(y) for all y > 0, and we find for every increasing function ψ(y)
on R+ with E
[
ψ(Yi)
]
<∞, i = 1, 2,∫ ∞
0
ψ(y)
(
f2(y)− f1(y)
)
dy > 0.
With the functions
Gk(xk; y) = Gα
(
xk
1− a2k
;
a2ky
1− a2k
)
,
f1(y) =
gα(y) ·
∏n
k=1Gk(xk; y)∫∞
0
(∏n
k=1Gk(xk; y)
)
gα(y) dy
,
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and f2(y) as f1(y), but only with the indices k ∈ I, w(y) proportional to the increasing
factor
(∏
k 6∈I Gk(xk; y)
)−1
with the suitable norming factor and ψ(y) = ∂∂xi logG(xi; y), i ∈
I, the inequality (3.2) is satisfied and consequently (1.2) too.
Now the Γn(α,R)-pdf from (2.12) is shown to be MTP2. The function
F (α; z) =
0F1(α; z)
Γ(α)
=
∞∑
k=0
zk
Γ(α+ k)k!
has the derivative F ′(α; z) = F (α+1; z). To prove ∂
2
∂xi∂xj
log f(x1, . . . , xn;α,R) ≥ 0, i 6=
j, it is sufficient to show that(
∂2
∂xj∂xi
F (α; cxixj)
)
F (α; cxixj)− ∂
∂xi
F (α; cxixj)
∂
∂xj
F (α; cxixj) ≥ 0, if c ≥ 0.
This is equivalent to
F (α; z)F (α+ 1; z) + z
(
F (α+ 2; z)F (α; z)− (F (α+ 1; z))2) ≥ 0, z ≥ 0.
With HMF 10.31.3 we find with the modified Bessel functions Iµ(z) =
(
z
2
)µ
F
(
µ+ 1; z
2
4
)
the multiplication formula
F (µ; z)F (ν; z) =
∞∑
k=0
(µ+ ν − 1 + k)k
Γ(µ+ k)Γ(ν + k)
zk
k!
,
and therefore
F (α; z)F (α+ 1; z) + z
(
F (α+ 2; z)F (α; z)− (F (α+ 1; z))2)
=
∞∑
k=0
(2α+ k)k
Γ(α+ k)Γ(α+ 1 + k)
zk
k!
−
∞∑
k=0
(2α+ 1 + k)k
Γ(α+ k)Γ(α+ 1 + k)
(
1
α+ k
− 1
α+ k + 1
)
zk+1
k!
=
1
Γ(α)Γ(α+ 1)
+
∞∑
k=1
(2α+ k)k−1(2α+ k − 1)
Γ(α+ k)Γ(α+ 1 + k)
zk
k!
> 0.
Thus, the corresponding Γn(α,R)-cdf is MTP2 too and satisfies the inequality (1.2).
More on total positivity of hypergeometric functions of x1x2 is found in the admirable
paper [8].
The third example is a generalization of the first one. We consider a Γ(α,R)-
distribution with the correlation matrix
R = Rϑ =
(
R11 ϑR12
ϑR21 R22
)
= D +
(
~a1~a
′
1 ϑ~a1~a
′
2
ϑ~a2~a
′
1 ~a2 ~a2
′
)
, (4.1)
with
~a′1 = (a1, . . . , an1), ~a
′
2 = (an1+1, . . . , an),
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1 < n1 < n− 1, ai ∈ (0, 1), a diagonal matrix
D = D1 ⊕D2 = Diag(. . . , 1− a2i , . . .), 0 < ϑ <
√(
1 + q−11
)(
1 + q−12
)
and qi = ~a
′
iD
−1
i ~ai, i = 1, 2.
Then
R−1ϑ = D
−1
− 1
(1 + q1)(1 + q2)− ϑ2q1q2
(
(1 + (1− ϑ2)q2)~b1 ~b1′ ϑ~b1~b′2
ϑ~b2~b
′
1 (1 + (1− ϑ2)q1)~b2 ~b2
′
)
(4.2)
with ~bi = D
−1
i ~ai, is an M -matrix if
ϑ ∈
[
0,
√
min(1 + q−11 , 1 + q
−1
2 )
)
,
(see also section 4 in [11]). Therefore, with these values ϑ the Γn(α,Rϑ)-cdf exists for
all α > 0 and the same is true for all the corresponding Γn(α, SRϑS)-cdfs with any
signature matrix S or, with other words, for all the corresponding Γn(α,Rϑ)-cdfs with
|ϑ| ≤ min
(√
1 + q−11 ,
√
1 + q−12
)
and ai ∈ (−1, 1). But by the following theorem these
Γn(α,Rϑ)-cdfs are shown to be MTP2 if |ϑ| ≤ 1, and therefore they satisfy the inequality
(1.2) too. It remains here an open question if this holds too for the admissible values
|ϑ| > 1. Furthermore, by means of these distributions and theorem 4 in [22], we shall
obtain a different improvement of the inequality (1.1) for some correlation structures in
section 5.
Theorem 3. The Γn(α,Rϑ)-cdf with the correlation matrix Rϑ from (4.1) and α > 0 is
given by
F (x1, . . . , xn;α,Rϑ)
=
∞∑
k=0
(
α+ k − 1
k
)−1
ϑ2k
∫ ∞
0
G(1) (~x1; y)L
(α−1)
k (y)gα(y) dy ×∫ ∞
0
G(2) (~x2; y)L
(α−1)
k (y)gα(y) dy (4.3)
for |ϑ| ≤ 1, with
G(1) (~x1; y) =
∏
j≤n1
Gα
(
xj
1− a2j
;
a2jy
1− a2j
)
,
G(2) (~x2; y) likewise with j > n1, and the generalized Laguerre polynomials L
(α−1)
k , or
alternatively by(
1− ϑ2
)α ∫
R2+
G(1)
(
~x1;
(
1− ϑ2
)
y1
)
G(2)
(
~x2;
(
1− ϑ2
)
y2
)
0F1
(
α;ϑ2y1y2
)
×
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gα(y1)gα(y2) dy1 dy2 (4.4)
for |ϑ| < 1.
Remarks. The special case of formula (4.3) with identical a2j = r1, j ≤ n1, a2j = r2, j >
n1, was already derived in [19]. The abs. convergence of the series in (4.3) with |ϑ| = 1
follows from the orthogonal series
∞∑
k=0
ci,kL
(α−1)
k (y)
for G(i) (~xi; y) with
ci,k =
(
α+ k − 1
k
)−1 ∫ ∞
0
G(i) (~xi; y)L
(α−1)
k (y)gα(y) dy
and ||G(i)||2 =
∑∞
k=0
(
α+k−1
k
)
c2i,k ≤ 1, but for |ϑ| = 1 we have the simpler formula (2.11).
Proof. With
Z = (In +DT )
−1 = Diag (z1, . . . , zn) , zj =
1
1 + (1− a2j )tj
,
and
Z = Z1 ⊕ Z2, T = T1 ⊕ T2, ~ci =
√
TiZi~ai
we obtain for the determinant in the corresponding Lt
|In +RϑT | = |Z|−1
∣∣∣∣∣∣In +
(
~c1~c
′
1 ϑ~c1~c
′
2
ϑ~c2~c
′
1 ~c2~c
′
2
)∣∣∣∣∣∣ . (4.5)
The matrix after In has rank 2. Therefore, it is
|In +RϑT | = |Z|−1
(
1 + q1 + q2 + (1− ϑ2)q1q2
)
with qi = ~c
′
i~ci and consequently with δi = 1 + qi:
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|In +RϑT |−α
=
(
n∏
j=1
zαj
)(
δ1δ2
)−α(
1− ϑ2(1− δ−11 )(1− δ−12 )
)−α
=
(
n∏
j=1
zαj
) ∞∑
k=0
(
α+ k − 1
k
)
ϑ2k
(
k∑
m=0
(−1)m
(
k
m
)
δ
−(α+m)
1
)
×
(
k∑
m=0
(−1)m
(
k
m
)
δ
−(α+m)
2
)
. (4.6)
For the inversion of this Lt we write( ∏
j≤n1
zαj
)
δ
−(α+m)
1
=
( ∏
j≤n1
zαj
)∫ ∞
0
exp
(
− y
∑
j≤n1
a2j tjzj
)
gα+m(y) dy
=
( ∏
j≤n1
zαj
)∫ ∞
0
exp
(
− y
∑
j≤n1
a2j (1− zj)
1− a2j
)
gα+m(y) dy
=
∫ ∞
0
∏
j≤n1
exp
(
− a
2
jy
1− a2j
)( ∞∑
k=0
(
a2jy
1− a2j
)k
zα+kj
k!
)
gα+m(y) dy.
Inversion, followed by integration over x1, . . . , xn1 yields∫ ∞
0
( ∏
j≤n1
Gα
(
xj
1− a2j
;
a2jy
1− a2j
))
gα+m(y) dy,
and it is
k∑
m=0
(−1)m
(
k
m
)
gα+m(y) =
k∑
m=0
(−1)m
(
k
m
)
ym
(α)m
gα(y) =
(
α+ k − 1
k
)−1
L
(α−1)
k (y)gα(y).
The inversion of
(∏
j>n1
zαj
)
δ
−(α+m)
2 is accomplished in the same way, and this proves
formula (4.3).
From the Poisson kernel (see HMF 18.18.27)
K(y1, y2;α, ϑ)
=
∞∑
k=0
(
α+ k − 1
k
)−1
ϑ2kL
(α−1)
k (y1)L
(α−1)
k (y2)
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=
Γ(α)
(
ϑ
√
y1y2
)−(α−1)
1− ϑ2 exp
(
−ϑ
2(y1 + y2)
1− ϑ2
)
Iα−1
(
2ϑ
√
y1y2
1− ϑ2
)
= (1− ϑ2)−α exp
(
−ϑ
2(y1 + y2)
1− ϑ2
)
0F1
(
α,
ϑ2y1y2
(1− ϑ2)2
)
, |ϑ| < 1, (4.7)
the formula (4.4) follows after the substitutions yi → (1− ϑ2)yi, i = 1, 2.
In the 2nd example of this section it was already verified that
∂2
∂y2∂y1
log
(
0F1(α;ϑ
2y1y2)
)
> 0,
i.e. 0F1(α, ϑ
2y1y2) is TP2 on R2+. Then the Γn(α,Rϑ)-cdf can be shown to be MTP2 in
a similar way as in the proof of theorem 2(b), if |ϑ| < 1.
For ϑ2 ∈
(
1, (1 + q−11 )(1 + q
−1
2 )
)
no formula similar to (4.3) or (4.4) seems to be
known, but we can use formula (2.9) withm = 2, since rank(Rϑ−D) = 2. D−1/2RϑD−1/2
has the char. polynomial λ2 − (q1 + q2)λ+ (1− ϑ2)q1q2 and the eigenvalues
λ±
q1 + q2
2
±
√(
q1 − q2
2
)2
+ q1q2ϑ2, qi = ~a
′
iD
−1
i ~ai. (4.8)
With bj =
aj√
dj
=
aj√
1−a2j
(not bj =
aj
dj
as in (4.2)) and
~v1 =
(
b1, . . . , bn1
)′
, ~v2± =
ϑq1
λ± − q2
(
bn1+1, . . . , bn
)′
=
λ± − q1
ϑq2
(
bn1+1, . . . , bn
)′
the eigenvectors are ~e± = ||~v1 ⊕ ~v2±||−1 (~v1 ⊕ ~v2±). This entails D−1/2RϑD−1/2 − In =
BB′ with the (n× 2)-matrix B =
(√
λ+~e+,
√
λ−~e−
)
.
If S is a W2(2α, I2)-Wishart matrix, then
1
2
S =
(
Y1
√
Y1Y2 cos Φ√
Y1Y2 cos Φ Y2
)
has the density
gα(y1)gα(y2)f(ϕ), f(ϕ) =
(
sin2 ϕ
)α−1
B
(
1
2 , α− 12
) , 0 < ϕ < pi, α > 1
2
,
we obtain from (2.9) with the columns ~bj =
(
bj1, bj2
)′
from B′ the Γn(α,Rϑ)-cdf
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F (x1, . . . , xn;α,Rϑ)
=
∫
R2+
(∫ pi
0
(
n∏
j=1
Gα
(
xj
dj
; b2j1y1 + b
2
j2y2 + 2bj1bj2
√
y1y2 cosϕ
))
f(ϕ) dϕ
)
×
gα(y1)gα(y2) dy1 dy2. (4.9)
The 2nd column in B is imaginary since λ− < 0 if |ϑ| > 1. Therefore, the non-centrality
parameters 12
~b′jS~bj are complex if |ϑ| > 1, but the integral over ϕ is real because of the
symmetry of f(ϕ). In the limit case α = 12 , the probability measure of the angle Φ
becomes symmetrically concentrated at the points 0 and pi. This leads to
F
(
x1, . . . , xn;
1
2
, Rϑ
)
=
∫
R2+
Re
(
n∏
j=1
G1/2
(
xj
dj
; b2j1y1 + b
2
j2y2 + 2bj1bj2
√
y1y2
))
×
g1/2(y1)g1/2(y2) dy1 dy2. (4.10)
The non-central gamma functions G1/2 with a complex non-centrality parameter can be
computed again by the error function as in (2.2).
5 A further improvement of the inequality (1.1) for some
multivariate gamma distributions and some related in-
equalities and approximations
With the here cited theorem 4 from [22] some positive lower bounds for the excess in the
inequality (1.1) can be derived for some Γn(α,R)-distributions. After a permutation of
the random components we can choose the index set I = {1, . . . , n1} , 1 < n1 < n − 1,
in (1.1) and consider only correlation matrices Σ = R since the scaling is irrelevant.
Theorem 4. Let R = (rij) and R0 = (r0,ij) be two different non-singular (n × n)-
correlation matrices with rij ≥ r0,ij > 0 for all i 6= j and rij ≤ 0 for all off-diagonal
elements of R−10 . Then the Γn
(
α,R0 + τ(R−R0)
)
-cdfs are strictly increasing in τ ∈
[0, 1] for all positive numbers x1, . . . , xn and 2α ∈ N ∪
([
(n− 1)/2)] ,∞). This implies
F (x1, . . . , xn;α,R)− F (x1, . . . , xn;α,R0) > 0. (5.1)
Remarks. This holds too if there exists any signature matrix S for which SR0S and
SRS satisfy the above conditions. A similar inequality was proved in [3] for absolute
Gaussian random vectors (here included with α = 12) under the additional restriction
that all the matrices
(
R0 + τ(R−R0)
)−1
are M -matrices too, whereas this condition is
here only required for R−10 .
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As an immediate consequence of theorem 4 and (4.2) we obtain with the correlation
matrices Rϑ from (4.1),
ϑ ∈
0,min(√1 + (~a′1D−11 ~a1)−1,
√
1 +
(
~a′2D
−1
2 ~a2
)−1)
and
R = (rij) = D +
(
~a1~a
′
1 R12
R21 ~a2~a
′
2
)
6= Rϑ with rij ≥ ϑaiaj , i ≤ n1, j > n1,
the inequality
PR
(
n⋂
i=1
Ai
)
−P
( ⋂
i≤n1
Ai
)
P
( ⋂
i>n1
Ai
)
= F (x1, . . . , xn;α,R)− F (x1, . . . , xn;α,R0) (5.2)
> F (x1, . . . , xn;α,Rϑ)− F (x1, . . . , xn;α,R0) (5.3)
for all positive numbers x1, . . . , xn and 2α ∈ N ∪
([
(n− 1)/2] ,∞). It is not required
that R−1 is an M -matrix too. The here given lower bound in (5.3) for the excess in (5.2)
is numerically available by the formula (2.11) if ϑ = 1, by the formulas (4.3) or (4.4) if
ϑ ∈ (0, 1) and by (4.9) if ϑ > 1.
Now we consider a decomposition of the components Xµ into p successive blocks with
the sizes ni, n1 + . . .+ np = n, and (n× n)-correlation matrices
RΘ = D + (ϑij~ai~a
′
j) (5.4)
with (ni × nj)-blocks ~ai~a′j , diagonal D, all numbers aµ ∈ (0, 1) and a non-singular
correlation matrix Θ = (ϑij). The following lemma helps to compute the Lt |In+RΘT |−α
of the Γn(α,RΘ)-distribution.
Lemma 1. Let (ϑij~bi~bj
′
) be an (n × n)-matrix with (ni × nj)-blocks, ~bi ∈ Rni , i =
1, . . . , p, and Q = Diag(q1, . . . , qp) with qi = ~b
′
i
~bi 6= 0. Then the eigenvalues λ1, . . . , λp of
ΘQ coincide with the non-zero eigenvalues of (ϑij~bi~bj
′
), and it follows for the determi-
nants
|In + (ϑij~bi~bj ′)T | = |Ip +Q1/2ΘQ1/2|. (5.5)
Proof. The matrices (ϑij~bi~bj
′
) and ΘQ have the same rank p.
(ϑij~bi~b
′
j)

c1~b1
...
cp~bp
 =

(
q1ϑ11c1 + . . .+ qpϑ1pcp
)
~b1
...(
q1ϑp1c1 + . . .+ qpϑppcp
)
~bp
 = λ

c1~b1
...
cp~bp
⇔ ΘQ~c = λ~c.
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The computation of |In +RΘT | is now reduced to the computation of a determinant
of a (p × p)-matrix as follows: With notations similar as in (4.5), but now with p ≥ 2,
we obtain
|In +RΘT | = |Z|−1
∣∣∣∣In + (ϑij~bi~b′j)∣∣∣∣ , ~bi = √TiZi~ai,
and consequently
|In +RΘT | = |Z|−1|Ip +Q1/2ΘQ1/2|
with the elements qi = ~a
′
iTiZi~ai in Q. With δi = 1 + qi this leads to the Lt
|In +RΘT |−α =
(
n∏
µ=1
zαµ
)(
p∏
i=1
δ−αi
)
|Θ˜|−α, (5.6)
where Θ˜ is the correlation matrix with the correlations
ϑ˜k = ϑ˜ij = ϑij
√(
1− δ−1i
)(
1− δ−1j
)
.
In theorem 5 below the Γn(α,RΘ)-cdf is given for an RΘ as in (5.4) with three blocks.
It would be easy to write down the corresponding formulas for more blocks, based on the
binomial series for |Θ˜|−α, but the computing effort for the resulting multivariate series
would be very high.
The binomial series for |Θ˜|−α = (1− ϑ˜)−α is abs. convergent, but if the char. function
(cf) is used instead of the Lt, an additional condition is required for more than two
blocks. The binomial series is used now with complex numbers with absolute values ρ.
The simple computation of sup ρ2 is described in the appendix by the solution of the
equations (A.7), (A.8) with only one positive bounded variable x, and the additional
condition is
max ρ2 < 1 (5.7)
for the function ρ2 in (A.3). This maximum is the supremum of the actually occurring
values ρ2 in the above binomial series. A simple sufficient (but not necessary) condition
for max ρ2 < 1 is ∑
1≤j<k≤3
ϑ˜4jk ≤ 1, (5.8)
now with the correlations ϑ˜jk = ϑjk
√
|1− δ−1j | · |1− δ−1k |, which is derived in (A.4).
The main elements in the following series representation of the Γn(α,RΘ)-cdf are the
coefficients
cj,k(~xj ;α,~aj) =
(
α+ k − 1
k
)−1 ∫ ∞
0
∏
µ∈Ij
Gα
(
xµ
1− a2µ
;
a2µy
1− a2µ
)L(α−1)k (y)gα(y) dy
(5.9)
of the orthogonal series with generalized Laguerre-polynomials L
(α−1)
k for the products
of non-central gamma cdfs belonging to the jth block Ij of indices.
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Theorem 5. Let RΘ be a correlation matrix with p = 3 blocks as described in (5.4).
With the notation ϑj = ϑik for the correlations of Θ the Γn(α,RΘ)-cdf is given by
F (x1, . . . , xn;α,RΘ) =
∞∑
k=0
∑
(k)
(α)k
(−2)k4
k4!
3∏
j=1
ϑ
2kj+k4
j
kj !
cj,k−kj (~xj ;α,~aj) (5.10)
under the condition (5.7).
Remarks. With ϑj ∈ (0, 1), j = 1, 2, 3, R−1Θ is an M -matrix iff(
ϑ1 + (ϑ1 − ϑ2ϑ3)p1
) · (ϑ2 + (ϑ2 − ϑ1ϑ3)p2) · (ϑ3 + (ϑ3 − ϑ1ϑ2)p3) > 0 (5.11)
with pj =
∑
µ∈Ij
a2µ
1−a2µ (see example 4.3 in [11]). Then all α > 0 are admissible. A 2
nd
formula
F (x1, . . . , xn;α;RΘ)
=
3∏
j=1
cj,0(~xj ;α,~aj) +
∞∑
N=2
(−1)N
∑
m1+m2+m3=n−εN
minmj∑
m=0
22m+εN (α)n−m
(2m+ εN )!
∏3
j=1(mj −m)!
×
3∏
j=1
ϑ
2mj+εN
j cj,n−mj (~xj ;α,~aj) (5.12)
with n =
[
1
2N
]
and εN = N mod 2 is obtained by rearranging the series in (5.10) into
a series of homogenous polynomials PN (ϑ1, ϑ2, ϑ3) of degree N , but for the convergence
of this series a spectral radius of ||Θ˜− I3|| < 1 is supposed.
Proof of theorem 5. It follows from (5.6), but now for the corresponding cf with complex
values ζj = 1− δ−1j and the condition (5.7)
|In − iRΘT |−α
=
(
n∏
µ=1
zαµ
)(
3∏
j=1
δ−αj
)(
1−
(
ϑ21ζ2ζ3 + ϑ
2
2ζ1ζ3 + ϑ
2
3ζ1ζ2 − 2ϑ1ϑ2ϑ3ζ1ζ2ζ3
))−α
=
(
n∏
µ=1
zαµ
)(
3∏
j=1
δ−αj
) ∞∑
k=0
∑
(k)
(α)k
(−2)k4
k4!
3∏
j=1
ϑ
2kj+k4
j
kj !
ζ
k−kj
j . (5.13)
Inversion and integration as in the proof of theorem 3 provides formula (5.10).
If RΘ is a correlation matrix as in (5.4) with p = 3 blocks, which satisfies condition
(5.11), then the following inequality follows from theorem 4 for all correlation matrices
R > RΘ:
PR
 n⋂
i=1
Ai
 > PRΘ
 n⋂
i=1
Ai
 , 2α ∈ N ∪ ([(n− 1)/2] ,∞) , x1, . . . , xn > 0.
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Suitable numbers aµ ∈ (0, 1) are sometimes found in the following way: At first the sums∑
µ<ν
(
ln
(aµaν
rµν
))2
are minimized for each index block Ij of size nj ≥ 3 separately by
aµ =

∏
ν∈Ij rµν(∏
µ<ν rµν
) 1
nj−1

1
nj−2
(which is simpler than minimizing
∑(
rµν − aµaν
)2
). Then the aµ are replaced by
√
λjaµ
with λjaµaν ≤ rµν for all indices µ < ν of block Ij . Finally, suitable numbers ϑij ∈ (0, 1)
are determined. (Obviously, this provides better inequalities than the trivial choice with
identical values aµaν = min rµν).
Generally, it is difficult to find an M -matrix R−10 for a given R with positive corre-
lations with R0 < R in such a way, that good positive and numerically available lower
bounds are obtained for the difference PR
(⋂n
i=1Ai
) − PR0 (⋂ni=1Ai). Theorem 3 and
theorem 5 in conjunction with theorem 4 give some examples for this goal.
In particular, let RΘ be a correlation matrix as in (5.4) with p = 3 and R > RΘ any
correlation matrix with the same three one-factorial diagonal blocks Rii as in RΘ. If R0 is
obtained from RΘ by replacing the three numbers ϑi = ϑjk by zeros then R > RΘ > R0
and
PR0
 n⋂
i=1
Ai
 = P
 ⋂
i≤n1
Ai
P
 n1+n2⋂
i=n1+1
Ai
P
 ⋂
i>n1+n2
Ai
.
Then we obtain for the ”excess” the inequalities
PR
 n⋂
i=1
Ai
−PR0
 n⋂
i=1
Ai
 > PRΘ
 n⋂
i=1
Ai
−PR0
 n⋂
i=1
Ai
 > 0, (5.14)
where the 2nd excess is given by the series (5.10) (or (5.12)) without the first term with
k = 0, under the additional condition max ρ2 < 1 from (5.7).
E.g. let be given an (9× 9)-correlation matrix. If we get after a transformation with
a suitable signature matrix a correlation matrix with only positive correlations and -
possibly after a suitable permutation of the indices - a correlation matrix R = (Rjk) with
nine (3× 3)-blocks Rjk and one-factorial diagonal blocks (Rjj) with factors aµ ∈ (0, 1),
then we have to find the correlations ϑjk ∈ (0, 1), 1 ≤ j < k ≤ 3, which satisfy the
conditions
ϑjk ≤ min
{
rµν
aµaν
: µ ∈ Ij , ν ∈ Ik
}
, I1 = {1, 2, 3} , I2 {4, 5, 6} , I3 = {7, 8, 9} , (5.15)
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and the condition (5.11) to guarantee an M -matrix R−1Θ . Then the inequality (5.14)
holds. It is presumably useful to bring the higher correlations of the given correlation
matrix by a suitable permutation into the diagonal blocks as far as possible.
If an (n×n)-correlation matrix with only positive correlations is written as a (2×2)-
block matrix (Rik) with (ni×ni)-matrices Rii and if Rρ is obtained from R by replacing
all the correlations within R12 and R21 by their minimum ρ (or by a smaller value ρ)
then we can obtain theoretically further inequalities for the excess in (1.1) if R−1ρ is an
M -matrix, but they are hardly numerically available for higher dimensions (apart from
simulations).
For inf. div. Γn(α,R)-distributions, the following probability inequalities are de-
rived from the GCI. Today, Gaussian probabilities for symmetrical n-rectangles can
be computed for rather high dimensions, and therefore for the Γn
(
1
2 , R
)
-cdf too. For a
Γn
(
1
2 , R
)
-distributed random vector (X1, . . . , Xn) let be
γ
(
~x,
1
2
)
=
P
(⋂n
i=1Ai
)
P
(⋂
i≤n1 Ai
)
P
(⋂
i>n1
Ai
)
on the region xi ≤ bi, i = 1, . . . , n, with any fixed numbers bi > 0. The function γ
(
~x, 12
)
is non-increasing in x1, . . . , xn since the cdf is MTP2. For the Γn(α,R)-distributed
random vectors with 2α ∈ N we find for the corresponding events Ai inductively by
successive convolutions
P
(
n⋂
i=1
Ai
)
−P
( ⋂
i≤n1
Ai
)
P
( ⋂
i>n1
Ai
)
≥
((
γ
(
~x,
1
2
))2α
− 1
)
P
( ⋂
i≤n1
Ai
)
P
( ⋂
i>n1
Ai
)
≥
((
γ
(
~b,
1
2
))2α
− 1
)
P
( ⋂
i≤n1
Ai
)
P
( ⋂
i>n1
Ai
)
. (5.16)
For low dimensions (e.g. n ≤ 10) and small ”p-values” p = P {maxXi > x} = 1 −
P
(⋂n
i=1Ai
)
the following approximation was recommended in [19]:
P
(
n⋂
i=1
Ai
)
≈ P
( ⋂
i≤n1
Ai
)
P
( ⋂
i>n1
Ai
)
+
∞∑
k=1
(
α+ k − 1
k
)(
r2
r1r2
)k
ck(x;α, n1, r1)ck(x;α, n2, r2) (5.17)
with
ck(x;α, ni, ri) =
(
α+ k − 1
k
)−1∫ ∞
0
(
Gα
(
x
1− ri ;
riy
1− ri
))ni
L
(α−1)
k (y)gα(y) dy
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and positive mean correlations ri from the diagonal blocks Rii on condition that the mean
square correlation r2 from the block R12 is not greater than r1r2. For the computation of
a Γn(α,R)-cdf with n ≤ 4 and very accurate approximations for n = 5 see the appendix
in [5]. If n1 > 5 and (or) n2 > 5 then P
(⋂
i≤n1 Ai
)
, P
(⋂
i>n1
Ai
)
can be approximated
in a similar way under the corresponding assumptions. Numerical examples seem to show
that the absolute error of these (frequently conservative) approximations is often smaller
than the deviations with refined Bonferroni inequalities of third or even fourth order.
The latter ones are inequalities of the form
P
 n⋃
i=1
A¯i
 < P (A¯1)+P (A¯2A1)+P (A¯3A2A1)+P (A¯4A3A2A1)+ . . .+
P
(
A¯nAn−1An−2An−3
)
with the complements A¯i of Ai, which can be frequently improved by suitable permuta-
tions of the indices.
In theorem 3 in [19] the following only local inequality for Γn(α,R)-cdfs with identical
values xi = x was proved. We consider the set of all (n×n)-correlation matrices R with
the same mean correlation r ≥ 0. Then for any fixed values x > 0, n ≥ 3, and any
admissible α ≥ 12 the function ψ : R → P {maxXi ≤ x;α,R} has a local minimum
within this set at the correlation matrix Rr with identical correlations r if
λ = a+ (n− 4)b− (n− 3)c > 0,
where
a =
∫ ∞
0
(
αf21 − 2ryf1f2 + 2r2y2f22
)
Fn−2gα(y) dy,
b = r
∫ ∞
0
f21 (2ryf2 − f1)Fn−3ygα(y) dy,
c = 2r2
∫ ∞
0
f41F
n−4y2gα(y) dy,
F := Gα
(
x
1− r ;
ry
1− r
)
,
fk =
∂k
∂xk
Gα+k
(
x
1− r ;
ry
1− r
)
, k = 1, 2.
Frequently, λ > 0 is recognized already by a plot of the integrand of λ . This result
was obtained by an analysis of the Taylor polynomial of 2nd degree for ψ(Rr +H) with
small ”correlation deviations” hij in H and
∑
i<j hij = 0. It seems that a corresponding
global inequality is hardly available, but further investigations are recommended.
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Appendix
On the convergence of the series representation of the characteristic function in (5.13)
The characteristic function is
|In − iRΘT |−α =
(
n∏
µ=1
zαµ
)(
3∏
i=1
δ−αi
)
×
(
1−
(
ϑ212ζ1ζ2 + ϑ
2
13ζ1ζ3 + ϑ
2
23ζ2ζ3 − 2ϑ12ϑ13ϑ23ζ1ζ2ζ3
))−α
(A.1)
with complex values ζj = 1 − δ−1j and zµ =
(
1− i(1− aµ)2tµ
)−1
. The values zµ and
uµ = 1− zµ lie on the circle defined by eiγ cos γ, |γ| ≤ 12pi. The values ζj lie within the
circles given by
dje
iγ cos(γ), dj = |ζj | =
∑
µ∈Ij
a2µ
1−a2µ
1 +
∑
µ∈Ij
a2µ
1−a2µ
, j = 1, 2, 3. (A.2)
For the convergence of the binomial series for the last factor in (A.1) we need with
ϑ˜i = ϑjk
√
djdk and cj = cos γj , sj = sin γj , tj = tan γj the condition
ρ2 =
∣∣∣ϑ212d1d2c1c2ei(γ1+γ2) + ϑ213d1d3c1c3ei(γ1+γ3) + ϑ223d2d3c2c3ei(γ2+γ3)
−2ϑ12ϑ13ϑ23d1d2d3c1c2c3ei(γ1+γ2+γ3)
∣∣∣2
=
∣∣∣ϑ˜23c1c2e−iγ3 + ϑ˜22c1c3e−iγ2 + ϑ˜21c2c3e−iγ1 − 2ϑ˜1ϑ˜2ϑ˜2c1c2c3∣∣∣2
=
ϑ˜2 +
(∑3
j=1 ϑ˜
2
j tj
)2
∏3
j=1(1 + t
2
j )
< 1, (A.3)
where
ϑ˜ = 1− |Θ˜| =
3∑
j=1
ϑ˜2j − 2ϑ˜1ϑ˜2ϑ˜3 ∈ (0, 1).
This inequality is not always satisfied, in particular for larger values of the correlations
ϑ˜j . The difference between the denominator and the nominator of ρ
2 is
1− ϑ˜2 +
3∑
j=1
(
1− ϑ˜4j
)
t2j − 2
∑
i<j
ϑ˜2i ϑ˜
2
j titj +
∑
i<j
t2i t
2
j + (t1t2t3)
2 .
The here appearing quadratic form is positive semi-definite iff
3∑
j=1
ϑ˜4j ≤ 1. (A.4)
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Thus, (A.4) is a sufficient (but not necessary) condition for max ρ2 < 1.
If (A.4) fails, then the stationary points of ρ2 (or equivalently of log ρ2) can be found
by the necessary condition of identical values
sjcjϑ˜
−2
j = τ, j = 1, 2, 3. (A.5)
Therefore, with c2j =
1
2
(
1 +
√
1− 4τ2ϑ˜4j
)
(the values with the negative sign before the
root don’t lead to a maximum) and
Στ =
∑
j
ϑ˜2j tj = 2τ
∑
j
ϑ˜4j
1 +
√
1− 4τ2ϑ˜4j
=
1
2τ
(
3−
∑
j
√
1− 4τ2ϑ˜4j
)
(A.6)
we find Στ = τ
(
ϑ˜2 + Σ2τ
)
and consequently
ϑ˜2 + Σ2τ =
Στ
τ
=
1
2τ2
(
1∓
√
1− 4τ2ϑ˜2
)
=
1
2τ2
(
3−
∑
j
√
1− 4τ2ϑ˜4j
)
.
Therefore, we have to look for a solution of the equation
2−
3∑
j=1
√
1− 4ϑ˜4jx− sgn(x− x0)
√
1− 4ϑ˜2x = 0 (A.7)
for x = τ2 ∈ (0, x1] with the solution x0 of
∑3
j=1
√
1− 4ϑ˜4jx = 2 and x1 = 14 ϑ˜−2 (it is
always ϑ˜2 > max ϑ˜4j ). If max ρ
2 is attained with tk = 0, where ϑ˜
2
k = min ϑ˜
2
j , then
1−
∑
j 6=k
√
1− 4ϑ˜4jx− sgn(x− x0)
√
1− 4ϑ˜2x = 0 (A.8)
has to be solved with
∑
j 6=k
√
1− 4ϑ˜4jx0 = 1. The equations (A.7) and (A.8) have at
most one solution. Only one tk 6= 0 implies ρ2 ≤ ϑ˜2 < 1.
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