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Abstract
We prove a new inequality valid in any two-dimensional normed space. As an application, it is shown that the identity mapping
on the unit ball of an infinite-dimensional uniformly convex Banach space is the mean of n uniformly continuous retractions from
the unit ball onto the unit sphere, for every n 3. This last result allows us to study the extremal structure of uniformly continuous
function spaces valued in an infinite-dimensional uniformly convex Banach space.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In the context of spaces of continuous mappings taking values in a Banach space X, the study of the extremal
structure is closely related with the possibility of expressing the identity mapping on the unit ball of X as a convex
combination of continuous retractions from the unit ball onto the unit sphere of X. The first result in this direction
appeared in [2] where it was proved that the identity mapping on the unit ball of an infinite-dimensional strictly convex
Banach space is the mean of four continuous retractions from the unit ball onto the unit sphere. Afterwards, this result
was improved in [5] by showing that, under the same hypotheses, for any natural number n  3, the identity is the
mean of n retractions. Moreover, it was obtained that more general representations of the identity mapping as convex
combinations (not necessarily means) of n retractions are also possible. In this reference it was shown that the identity
is never the average of two retractions.
In [1] the existence of Lipschitz retractions from the unit ball onto the unit sphere of every infinite-dimensional
Banach space was proved. Therefore, it is natural to investigate the possible representations of the identity mapping
as convex combination of retractions satisfying better properties than mere continuity. However, in general, it is not
possible to represent the identity mapping as a convex combination of finitely many Lipschitz retractions (see [4]).
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combination of uniformly continuous retractions.
Our main purpose is to prove that this last result is valid for any infinite-dimensional uniformly convex real Banach
space. Actually, the arguments involved in the proof require a property (defined at the end of this paper) weaker than
uniform convexity, which is satisfied by any complex Banach space. Hence, our result generalizes that of [4].
It is worth mentioning that the principal tool yielding our main result is a new inequality fulfilled by every Banach
space and which is interesting in its own right.
We now introduce some notation.
Given a normed space X, BX, SX and EX will stand for the closed unit ball of X, the unit sphere of X and the set
of extreme points of BX, respectively. We will write X∗ for the dual space of X. If A is a subset of X we denote by
LinA the linear hull of A. On the other hand, we will use the symbol [x, y] for the closed line segment determined by
two points x, y ∈ X. The meaning of [x, y[ and ]x, y] is obvious.
2. A new inequality
As was already mentioned in the introduction, the purpose of this paper is to express the identity mapping in the
unit ball of an infinite-dimensional Banach space X, as a convex combination of uniformly continuous retractions
from BX onto SX . This kind of representation requires that X satisfies a certain property, defined after Corollary 13,
which holds if X is uniformly convex or admits complex structure.
This section is devoted to prove an inequality, valid in any two-dimensional normed space. The proof of this
inequality, although technical, contains arguments that have an interesting geometric content.
We begin by introducing a natural order relation in any semicircumference of a two-dimensional real normed
space X0. Let a ∈ X0 \ {0} and f a norm-one functional such that kerf = Lin{a}.
For r a positive real number we define the set
S(r, f ) = {x ∈ X0: ‖x‖ = r, f (x) 0}.
Let a∗ be a support functional at the point a‖a‖ (a∗ ∈ SX∗0 , a∗( a‖a‖ ) = 1). Observe that if x and y are two different
elements in S(r, f ) such that a∗(x) = a∗(y), then
a∗(x) = a∗(y) = r or a∗(x) = a∗(y) = −r.
Indeed, because the functionals f and a∗ separate the points of X0, one has that f (x) = f (y) and we can suppose
without loss of generality that f (x) < f (y). Let us write λ = a∗(x) = a∗(y). Obviously |λ|  r. By applying the
functionals f and a∗ it is checked that x = f (x)
f (y)
y + (1 − f (x)
f (y)
)λ a‖a‖ . If it were |λ| < r, the above equality would allow
to deduce that ‖x‖ < r, contrary to assumption. Thus, |λ| = r as required.
Given x, y ∈ S(r, f ), with x = y, we will write x ≺ y if one of the three following statements (mutually excluding)
holds:
(i) a∗(y) = a∗(x) = r and f (x) < f (y),
(ii) a∗(y) < a∗(x),
(iii) a∗(y) = a∗(x) = −r and f (x) > f (y).
Finally, if x, y ∈ S(r, f ) (not necessarily x = y), we will write x  y if x = y or x ≺ y. It is easily proved that 
is an order relation in S(r, f ) (which is independent of the functional a∗ chosen). This relation is unchanged if a is
replaced by ta, with t > 0, and one gets the reverse order if a is replaced by ta, with t < 0.
It is clear that r a‖a‖  x −r a‖a‖ , for all x ∈ S(r, f ).
We start by proving an intuitive but not at all trivial result.
Proposition 1. Let x, y ∈ S(r, f ), with x  y. Then ‖x − a‖ ‖y − a‖.
Proof. We can suppose that x = y.
If x = r a‖a‖ it is clear that ‖x−a‖ = |r−‖a‖| ‖y−a‖. In the same way, if y = −r a‖a‖ , then ‖x−a‖ r+‖a‖ =
‖y − a‖. So, we assume that r a ≺ x ≺ y ≺ −r a . This implies f (x) > 0 and f (y) > 0.‖a‖ ‖a‖
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there exists λ ∈ R such that
x − y = λa.
Therefore, λ‖a‖ = a∗(x) − a∗(y) > 0 and, in consequence, λ > 0. It is immediate that y = λ1+λ (y − a) + 11+λx. So,
‖y − a‖ r. If ‖x − a‖ r the proof is finished. If ‖x − a‖ > r then, from x − a = 11+λ (y − a) + λ1+λx we deduce
that
‖x − a‖ 1
1 + λ‖y − a‖ +
λ
1 + λr <
1
1 + λ‖y − a‖ +
λ
1 + λ‖x − a‖
and hence ‖y − a‖ ‖x − a‖.
Next, we consider the case f (x) < f (y). Let us define the point P = f (y)
f (y)−f (x) (x − f (x)f (y)y) that obviously belongs
to kerf and so there is μ ∈R such that P = μ a‖a‖ . Moreover, it is clear that x = f (x)f (y)y + (1 − f (x)f (y) )P , which implies
that ‖P ‖ r , that is, |μ| r. Observe that a∗(P ) = μ. Since f (x) < f (y) and x ≺ y, one has that a∗(y) = a∗(x) = r
or a∗(y) < a∗(x). In the first case, μ = a∗(P ) = r and, in the latter one, we will see that μ r. If it were μ−r, we
would have that μ a∗(x), but then
a∗(x) = f (x)
f (y)
a∗(y) +
(
1 − f (x)
f (y)
)
a∗(P ) = f (x)
f (y)
a∗(y) +
(
1 − f (x)
f (y)
)
μ
<
f (x)
f (y)
a∗(x) +
(
1 − f (x)
f (y)
)
a∗(x) = a∗(x).
Therefore, μ  r, in any case. If μ = ‖a‖ then P = a and x belongs to the segment [a, y]. As a result, ‖y − a‖ =
‖y − x‖ + ‖x − a‖, and from here, ‖y − a‖ > ‖x − a‖. Now, we will suppose that μ = ‖a‖. Let g ∈ SX∗ such that
g(x) = g(y) > 0. It is obvious that μ‖a‖g(a) = g(P ) = g(x) = g(y). In particular g(a) > 0 and the functionals f and
g separate the points of X0. We define the points P1 = μμ−‖a‖ (x − a) and P2 = μμ−‖a‖ (y − a). Clearly,
g(P1) = g(P2) = μ
μ − ‖a‖
(
g(P ) − g(a))= μ
μ − ‖a‖
(
μ
‖a‖ − 1
)
g(a) = μ‖a‖g(a) = g(P ).
If we suppose that μ < ‖a‖ then μ
μ−‖a‖ < 0 and one has
μ
μ − ‖a‖f (y) <
μ
μ − ‖a‖f (x) < f (x) < f (y),
that is, f (P2) < f (P1) < f (x) < f (y). Taking into account that f and g separate the points of X0 it is easily checked
that
x = f (x) − f (P1)
f (y) − f (P1)y +
f (y) − f (x)
f (y) − f (P1)P1 and P1 =
f (P1) − f (P2)
f (x) − f (P2) x +
f (x) − f (P1)
f (x) − f (P2)P2.
The first equality gives us that ‖P1‖ r and so, by the latter one, ‖P2‖ ‖P1‖, that is, ‖y − a‖ ‖x − a‖.
Suppose μ > ‖a‖. In this situation,
f (x) < f (y) <
μ
μ − ‖a‖f (y), f (x) <
μ
μ − ‖a‖f (x) <
μ
μ − ‖a‖f (y),
that is, f (x) < f (y) < f (P2) and f (x) < f (P1) < f (P2). Furthermore,
y = f (P2) − f (y)
f (P2) − f (x)x +
f (y) − f (x)
f (P2) − f (x)P2 and P1 =
f (P2) − f (P1)
f (P2) − f (x) x +
f (P1) − f (x)
f (P2) − f (x)P2.
From the first equality we get ‖P2‖  r. If ‖P1‖  r, we have ‖P2‖  ‖P1‖ and, hence, ‖y − a‖  ‖x − a‖. If
‖P1‖ > r, the latter equality shows that ‖P2‖ > ‖P1‖ and so that ‖y − a‖ > ‖x − a‖.
It remains to analyze the case f (x) > f (y).
It is clear that the point Q = f (x)
f (x)−f (y) (y − f (y)f (x)x) belongs to kerf. So, there exists ν ∈ R such that Q = ν a‖a‖ . It
is obvious that ν = a∗(Q) and y = f (y)x + (1 − f (y) )Q. So, |ν| = ‖Q‖ r and, actually, we will show below thatf (x) f (x)
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−r and, in the former one,
a∗(y) = f (y)
f (x)
a∗(x) +
(
1 − f (y)
f (x)
)
a∗(Q) > f (y)
f (x)
a∗(y) +
(
1 − f (y)
f (x)
)
a∗(Q).
From here we obtain that a∗(Q) < a∗(y). Therefore, ν < a∗(y)  r and, as |ν|  r, we conclude that ν  −r. Let
g be a norm-one functional such that g(x) = g(y) > 0. Then ν‖a‖g(a) = g(Q) = g(x) = g(y) and, in consequence,
g(a) < 0 and f,g separate the points of X0. Define Q1 = νν−‖a‖ (x − a) and Q2 = νν−‖a‖ (y − a). It is straightforward
that
ν
ν − ‖a‖f (y) =
−ν
−ν + ‖a‖f (y) < f (y) < f (x),
ν
ν − ‖a‖f (y) <
ν
ν − ‖a‖f (x) < f (x),
that is, f (Q2) < f (y) < f (x) and f (Q2) < f (Q1) < f (x). On the other hand,
y = f (y) − f (Q2)
f (x) − f (Q2)x +
f (x) − f (y)
f (x) − f (Q2)Q2 and Q1 =
f (Q1) − f (Q2)
f (x) − f (Q2) x +
f (x) − f (Q1)
f (x) − f (Q2)Q2.
The first equality shows that ‖Q2‖  r. Thus, we can suppose ‖Q1‖ > r. The latter equality implies that
‖Q2‖ > ‖Q1‖, that is, ‖y − a‖ > ‖x − a‖. 
The following elementary result provides a lower bound for the distance of a point in the unit sphere of a normed
space to the subspace spanned by another point in the sphere.
Lemma 2. Let X be a real normed space and x0, v ∈ SX. Then
d
(
v,Lin {x0}
)
 1
2
Min
{‖v − x0‖,‖v + x0‖}.
Proof. There exists a real number t such that ‖v − tx0‖ = d(v,Lin{x0}). We can suppose t  0. Then we have
‖v − tx0‖ |1 − t | = ‖x0 − tx0‖. Therefore,
Min
{‖v − x0‖,‖v + x0‖} ‖v − x0‖ ‖v − tx0‖ + ‖tx0 − x0‖ 2‖v − tx0‖ = 2d(v,Lin{x0}). 
Notice that equality in the result of Lemma 2 can be attained even in the nontrivial case v = x0.
Lemma 3. Let X be a normed space, a ∈ X \ {0} and x ∈ { a‖a‖ ,− a‖a‖ }. Then∣∣‖y − a‖ − ‖x − a‖∣∣ 2 Min{1,‖a‖}(1 − ‖x + y‖
2
)
, for every y ∈ SX.
Proof. Let y ∈ SX and suppose that x = a‖a‖ . It is clear that
‖y − a‖ ∣∣1 − ‖a‖∣∣= ‖x − a‖.
We distinguish the cases ‖a‖ 1 and ‖a‖ < 1. If ‖a‖ 1, the inequality we have to prove is ‖y − a‖ − ‖a‖ + 1
2 − ‖x + y‖, that is,
‖y − a‖ + ‖x + y‖ 1 + ‖a‖,
which is true as the following argument shows
1 + ‖a‖ =
∥∥∥∥−a − a‖a‖
∥∥∥∥= ‖y − a − y − x‖ ‖y − a‖ + ‖x + y‖.
In case ‖a‖ < 1, we have to verify that
‖y − a‖ − 1 + ‖a‖ 2‖a‖ − ‖a‖
∥∥∥∥ a + y
∥∥∥∥,‖a‖
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1 + ‖a‖ = ∥∥(1 + ‖a‖)y∥∥= ∥∥y − a + a + ‖a‖y∥∥ ‖y − a‖ + ∥∥a + ‖a‖y∥∥.
We now suppose that x = − a‖a‖ and define η = Min{1,‖a‖}. Obviously,
‖x − a‖ = 1 + ‖a‖ ‖y − a‖
and the inequality we have to check is
1 + ‖a‖ − ‖y − a‖ 2η
(
1 − 1
2
∥∥∥∥ −a‖a‖ + y
∥∥∥∥
)
,
that is, 1 + ‖a‖ − 2η ‖y − a‖ − ‖ηy − η‖a‖a‖. To conclude, observe that
‖y − a‖ −
∥∥∥∥ηy − η‖a‖a
∥∥∥∥
∥∥∥∥y − a − ηy + η‖a‖a
∥∥∥∥=
∥∥∥∥(1 − η)y +
(
η
‖a‖ − 1
)
a
∥∥∥∥
 1 − η + ∣∣η − ‖a‖∣∣= 1 + ‖a‖ − 2η. 
We will use the following lemma to prove the main result in this section.
Lemma 4. Let X0 be a two-dimensional real normed space, a ∈ X0 \ {0} and f ∈ X∗0 with ‖f ‖ = 1 and kerf =
Lin{a}. Given x, y ∈ SX0 such that f (y) > f (x) > 0, define P = f (y)f (y)−f (x) (x − f (x)f (y)y) and d = (1 − ‖x − a‖)x.
Assume that P = μ a‖a‖ , with μ−1. Then
‖y − d‖ ‖y − a‖.
Proof. Let g ∈ X∗0 with ‖g‖ = 1 and g(x) = g(y) > 0. Obviously
μ
‖a‖g(a) = g(P ) = g(x) = g(y)
and hence g(a) < 0.
Consider z = a − x, w = d − x, a0 = y − x and r = ‖x − a‖. It is clear that ‖w‖ = r = ‖z‖. Moreover,
‖z − a0‖ = ‖y − a‖ and ‖w − a0‖ = ‖y − d‖.
So our aim is to prove that ‖w − a0‖ ‖z − a0‖. Let a∗0 be a support functional at the point a0‖a0‖ and f0 = −g. From
the definitions we have
kerf0 = Lin{a0}, f0(z) = −g(z) = −g(a − x) = g(x) − g(a) > 0 and
f0(w) = −g(w) = −g(d − x) = g(x) − g(d) = g(x) −
(
1 − ‖x − a‖)g(x) = ‖x − a‖g(x) > 0.
In this way, due to Proposition 1, all we have to show is z w, where  is the order relation in S(r, f0) determined
by the functionals f0 and a∗0 .
First we suppose that a∗0(z) = a∗0(w); in this case, we are going to prove that a∗0(z) = r = a∗0(w). Indeed, if
a∗0(z) = −r = a∗0(w), we would have in particular −r = a∗0(w) = −‖x − a‖a∗0(x) = −ra∗0(x), that is, a∗0(x) = 1.
Since a∗0(y − x) = ‖y − x‖ > 0, we deduce that a∗0(y) > 1, a contradiction. Under the condition a∗0(z) = a∗0(w), we
also have f0(z) = f0(w). In fact, the equality f0(z) = f0(w) implies z = w because a∗0 and f0 separate the points
of X0. From this, it follows that a = d and hence g(a) = (1 − ‖x − a‖)g(x). As a consequence 1 − ‖x − a‖ = 0 and
since 0 = f (a) = f (d) = (1 − ‖x − a‖)f (x), we conclude that f (x) = 0, contrary to the hypotheses. Now, define
P1 = μμ−‖a‖ (x − a) and observe that f (P1) = −μ−μ+‖a‖f (x) < f (x) < f (y). Furthermore, taking into account that f
and g also separate the points of X0, it is easily checked that
x = f (y) − f (x)
f (y) − f (P1)P1 +
f (x) − f (P1)
f (y) − f (P1)y
and this equality gives that ‖P1‖ 1. Hence μ−‖a‖  μ and, since g(a) < 0, μ−‖a‖g(a) μg(a). It follows that‖x−a‖ ‖x−a‖
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(
x − a
‖x − a‖
)
= 1‖x − a‖
(
g(x) − g(a))= 1‖x − a‖
(
μ
‖a‖ − 1
)
g(a)
= 1‖a‖
μ − ‖a‖
‖x − a‖ g(a)
1
‖a‖μg(a) = g(P ) = g(x).
The inequality g( x−a‖x−a‖ ) g(x) is clearly equivalent to f0(z) f0(w). Therefore, f0(z) < f0(w) and so z ≺ w.
Next we will analyze the case a∗0(z) = a∗0(w). Under such a condition, all we have to prove is a∗0(w)  a∗0(z)
because this implies z ≺ w.
Let us note that
a∗0(w) a∗0(z) ⇔ −‖x − a‖a∗0(x) a∗0(a − x) ⇔ a∗0
(
x − a
‖x − a‖
)
 a∗0(x).
In order to finish the proof it only remains to verify that a∗0(
x−a
‖x−a‖ )  a∗0(x). We have already checked that
g( x−a‖x−a‖ )  g(x). First we assume g(
x−a
‖x−a‖ ) = g(x). Then, 1‖a‖ μ−‖a‖‖x−a‖ g(a) = μ‖a‖g(a) and so μ−‖a‖‖x−a‖ = μ, that is,
1
‖x−a‖ = μμ−‖a‖ . It follows that P1 = x−a‖x−a‖ and taking into account that
x = f (y) − f (x)
f (y) − f (P1)P1 +
f (x) − f (P1)
f (y) − f (P1)y,
we have that a∗0(P1) a∗0(x), as required.
Finally, we suppose that g( x−a‖x−a‖ ) < g(x). Then
μ−‖a‖
‖x−a‖ > μ and therefore μ‖x − a‖ − μ + ‖a‖ < 0. Define
t = μ‖x−a‖
μ‖x−a‖−μ+‖a‖ and z0 = (1 − t)x + t x−a‖x−a‖ . It is obvious that t > 1 and
x − a
‖x − a‖ =
(
1 − 1
t
)
x + 1
t
z0
which implies that ‖z0‖ 1. On the other hand,
μ
‖a‖a = P =
f (y)
f (y) − f (x)
(
x − f (x)
f (y)
y
)
and so, a = ‖a‖
μ
f (y)
f (y)−f (x) (x − f (x)f (y)y). In consequence,
z0 = (1 − t)x + t x − a‖x − a‖ =
(
1 − t + t‖x − a‖
)
x − t‖x − a‖a
=
(
1 − t + t‖x − a‖
)
x − t‖x − a‖
‖a‖
μ
f (y)
f (y) − f (x)
(
x − f (x)
f (y)
y
)
= t‖x − a‖
‖a‖
μ
f (y)
f (y) − f (x)
f (x)
f (y)
y +
(
1 − t + t‖x − a‖ −
t
‖x − a‖
‖a‖
μ
f (y)
f (y) − f (x)
)
x
= ‖a‖
μ‖x − a‖ − μ + ‖a‖
f (x)
f (y) − f (x)y +
( ‖a‖
μ‖x − a‖ − μ + ‖a‖ −
‖a‖
μ‖x − a‖ − μ + ‖a‖
f (y)
f (y) − f (x)
)
x
= ‖a‖
μ‖x − a‖ − μ + ‖a‖
f (x)
f (y) − f (x) (y − x) = s(y − x),
where s = ‖a‖
μ‖x−a‖−μ+‖a‖
f (x)
f (y)−f (x) < 0. Hence,
1 ‖z0‖ = −s‖y − x‖ = −sa∗0(y − x) = −a∗0
(
s(y − x))= −a∗0(z0),
that is, a∗0(z0)−1 and a∗0(z0) a∗0(x). From here we conclude that
a∗0
(
x − a
‖x − a‖
)
=
(
1 − 1
t
)
a∗0(x) +
1
t
a∗0(z0) a∗0(x). 
We are ready to obtain our crucial tool.
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Lin{a}. Consider x, y ∈ SX0 such that f (x) 0, f (y) 0. Then∣∣‖y − a‖ − ‖x − a‖∣∣ ρ(1 − ‖x + y‖
2
)
,
where ρ = 16 Min{1,‖a‖2}.
Proof. Since f (x) = 0 only when x ∈ { a‖a‖ ,− a‖a‖ }, Lemma 3 gives the result if
f (x) = 0 or f (y) = 0.
From now on, we suppose f (x) > 0 and f (y) > 0. Moreover, the proof can be reduced to the case f (x) = f (y).
Indeed, if f (x) = f (y), with ‖ x+y2 ‖ < 1, then, for t ∈]0,1[, we have that 0 < ‖(1 − t)x + ty‖ < 1, and so
f
(
(1 − t)x + ty
‖(1 − t)x + ty‖
)
> f
(
(1 − t)x + ty)= f (y).
This allows us to obtain a sequence {xn} in SX0 such that {xn} → x and f (xn) > f (y), for all n ∈ N. If this theorem
holds under the additional hypothesis f (x) = f (y), we have
∣∣‖y − a‖ − ‖xn − a‖∣∣ ρ
(
1 − ‖xn + y‖
2
)
, for each n ∈N
and from here we deduce the required inequality.
In what follows, we assume that 0 < f (x) < f (y).
The point P = f (y)
f (y)−f (x) (x − f (x)f (y)y) belongs to kerf and
x = f (x)
f (y)
y +
(
1 − f (x)
f (y)
)
P. (1)
There is μ ∈ R such that P = μ a‖a‖ and, by (1), ‖P ‖ 1. So, |μ| 1 and we distinguish two cases:
Case A. μ 1.
Under this condition we still consider two possibilities:
Case A.1. μ ‖a‖.
If μ = ‖a‖ it is obvious that P = a and so x ∈ [a, y]. In consequence,
‖y − a‖ − ‖x − a‖ = ‖x − y‖ = 2 ‖x − y‖
2
 2
(
1 − ‖x + y‖
2
)
 ρ
(
1 − ‖x + y‖
2
)
.
If μ < ‖a‖ (that is, ‖P ‖ < ‖a‖) let x∗ be a support functional at the point x. From (1) we deduce that x∗(P ) 1.
So, μ‖a‖x
∗(a) 1, that is, x∗(a) ‖a‖
μ
> 1. Consider the point
z = x
∗(a) − 1
x∗(a) − x∗(y) y +
1 − x∗(y)
x∗(a) − x∗(y) a
which belongs to the segment [a, y]. We are going to prove that
‖x − a‖ ‖z − a‖.
For this, we will check that f (z) > f (x). Indeed, define α = x∗(a)−1
x∗(a)−x∗(y) and observe that f (z) = α f (y). By (1)
1 = f (x)x∗(y) +
(
1 − f (x)
)
x∗(P ),f (y) f (y)
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f (y)
(x∗(a)− x∗(y))+ (1 − f (x)
f (y)
)(x∗(a)− x∗(P )). Taking into account that f (y) > f (x)
and x∗(a) − x∗(P ) = x∗(a) − μ‖a‖x∗(a) > 0, we obtain(
x∗(a) − 1)f (y) = f (x)(x∗(a) − x∗(y))+ (f (y) − f (x))(x∗(a) − x∗(P ))> f (x)(x∗(a) − x∗(y)).
So, x
∗(a)−1
x∗(a)−x∗(y)f (y) > f (x), that is, f (z) > f (x).
From the definition of z it follows that y = 1
α
z − 1−α
α
a. Furthermore,
1 − f (x)
f (y)
x∗(y) =
(
1 − f (x)
f (y)
)
x∗(P ) =
(
1 − f (x)
f (y)
)
μ
‖a‖x
∗(a),
and we deduce (1 − f (x)
f (y)
)
μ
‖a‖ = (1 − f (x)f (y)x∗(y)) 1x∗(a) . On the other hand,
αx∗(y) + (1 − α)x∗(a) = x∗(z) = (x
∗(a) − 1)x∗(y) + (1 − x∗(y))x∗(a)
x∗(a) − x∗(y) = 1.
By using (1) and the identities above we obtain
x = f (x)
f (y)
(
1
α
z − 1 − α
α
a
)
+
(
1 − f (x)
f (y)
)
P = f (x)
f (z)
z − f (x)(1 − α)
f (z)
a +
(
1 − f (x)
f (y)
)
μ
‖a‖a
= f (x)
f (z)
z − f (x)(1 − α)
f (z)
a +
(
1 − f (x)
f (y)
x∗(y)
)
a
x∗(a)
= f (x)
f (z)
z − f (x)(1 − α)x
∗(a)
f (z)
a
x∗(a)
+
(
1 − f (x)
f (y)
x∗(y)
)
a
x∗(a)
=
(
1 − f (x)
f (y)
x∗(y) − f (x)(1 − α)x
∗(a)
f (z)
)
a
x∗(a)
+ f (x)
f (z)
z
= f (z) − αf (x)x
∗(y) − f (x)(1 − α)x∗(a)
f (z)
a
x∗(a)
+ f (x)
f (z)
z
= f (z) − f (x)(αx
∗(y) + (1 − α)x∗(a))
f (z)
a
x∗(a)
+ f (x)
f (z)
z = f (z) − f (x)
f (z)
a
x∗(a)
+ f (x)
f (z)
z.
Hence, x − a = f (z)−f (x)
f (z)
( a
x∗(a) − a) + f (x)f (z) (z − a). Since∥∥∥∥ ax∗(a) − a
∥∥∥∥=
(
1 − 1
x∗(a)
)
‖a‖ = ‖a‖ − ‖a‖
x∗(a)
 ‖a‖ − 1 ‖a − x‖
one gets ‖x − a‖ ‖z − a‖.
As z ∈ [a, y], ‖y − a‖ = ‖y − z‖ + ‖z − a‖. Finally,
‖y − a‖ − ‖x − a‖ = ‖y − z‖ + ‖z − a‖ − ‖x − a‖ ‖y − z‖ ∣∣x∗(y − z)∣∣= 1 − x∗(y)
= 21 − x
∗(y)
2
 2
(
1 − ‖x + y‖
2
)
 ρ
(
1 − ‖x + y‖
2
)
.
Case A.2. μ > ‖a‖.
From the equality x = f (x)
f (y)
y + (1 − f (x)
f (y)
)P , it is deduced that
f (y)x − f (x)y = (f (y) − f (x))μ a‖a‖ .
Therefore, (f (y) − f (x))μ = ‖f (y)x − f (x)y‖  f (x) + f (y). Consider the real number s = f (y)
(f (y)−f (x)) μ‖a‖+f (x)
and the point b = sx. Then,
‖b‖ = s  f (y)
(f (x) + f (y)) 1 + f (x) 
f (y)
2f (y) 1 + f (y) =
‖a‖
2 + ‖a‖ 
1
3
Min
{
1,‖a‖}.‖a‖ ‖a‖
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b = f (y)
(f (y) − f (x)) μ‖a‖ + f (x)
x = f (y)
(f (y) − f (x)) μ‖a‖ + f (x)
(
f (x)
f (y)
y +
(
1 − f (x)
f (y)
)
μ
‖a‖a
)
= f (x)
(f (y) − f (x)) μ‖a‖ + f (x)
y + (f (y) − f (x))
μ
‖a‖
(f (y) − f (x)) μ‖a‖ + f (x)
a.
That is, b ∈ [a, y] and so ‖y − a‖ = ‖y − b‖ + ‖b − a‖. Notice also that
‖x − a‖ − ‖b − a‖ ∣∣‖x − a‖ − ‖b − a‖∣∣ ‖x − b‖
and consequently,
‖y − a‖ − ‖x − a‖ = ‖y − b‖ + ‖b − a‖ − ‖x − a‖ ‖y − b‖ − ‖x − b‖.
Since x = b‖b‖ , Lemma 3 gives that
‖y − b‖ − ‖x − b‖ 2 Min{1,‖b‖}(1 − ‖x + y‖
2
)
.
So, we conclude that
‖y − a‖ − ‖x − a‖ 2
3
Min
{
1,‖a‖}(1 − ‖x + y‖
2
)
 ρ
(
1 − ‖x + y‖
2
)
.
Case B. μ−1.
In this situation we will distinguish also two possibilities according to the distance from x to the point − a‖a‖ .
Case B.1. f (x)
f (y)
Min{ 12 , ‖a‖4 }.
As in the preceding case, f (y)x − f (x)y = (f (y) − f (x))μ a‖a‖ . Hence,(
f (y) − f (x))(−μ) = ∥∥f (y)x − f (x)y∥∥ f (x) + f (y).
Define s = f (x)
f (y)− μ‖a‖ (f (y)−f (x))
and c = sy. It is clear that,
‖c‖ = s  f (x)
f (y) + 1‖a‖ (f (x) + f (y))
 f (x)
f (y) + 2f (y) 1‖a‖
= ‖a‖‖a‖ + 2
f (x)
f (y)
 ‖a‖‖a‖ + 2 Min
{
1
2
,
‖a‖
4
}
 1
12
Min
{
1,‖a‖2}.
Obviously s < 1 and
c = f (x)
f (y) − μ‖a‖ (f (y) − f (x))
y = f (x)
f (y) − μ‖a‖ (f (y) − f (x))
(
f (y)
f (x)
x − f (y) − f (x)
f (x)
μ
‖a‖a
)
= f (y)
f (y) − μ‖a‖ (f (y) − f (x))
x + −
μ
‖a‖ (f (y) − f (x))
f (y) − μ‖a‖ (f (y) − f (x))
a.
So c ∈ [a, x] and ‖x − a‖ = ‖x − c‖ + ‖c − a‖. On the other hand,
‖y − a‖ − ‖c − a‖ ∣∣‖y − a‖ − ‖c − a‖∣∣ ‖y − c‖
and thus
‖x − a‖ − ‖y − a‖ = ‖x − c‖ + ‖c − a‖ − ‖y − a‖ ‖x − c‖ − ‖y − c‖.
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‖x − c‖ − ‖y − c‖ 2 Min{1,‖c‖}(1 − ‖x + y‖
2
)
.
Hence, ‖x − a‖ − ‖y − a‖ 16 Min{1,‖a‖2}(1 − ‖x+y‖2 ) = ρ(1 − ‖x+y‖2 ).
Case B.2. f (x)
f (y)
< Min{ 12 , ‖a‖4 }.
According to Lemma 2, d(x,Lin{ a‖a‖ })  12 Min{‖x − a‖a‖‖,‖x + a‖a‖‖}. Moreover, d(x,Lin{ a‖a‖ }) = f (x) < 12
and, in consequence,
Min
{∥∥∥∥x − a‖a‖
∥∥∥∥,
∥∥∥∥x + a‖a‖
∥∥∥∥
}
< 1.
In order to calculate this minimum let a∗ be a support functional at the point a‖a‖ . Then,
a∗(x) = f (x)
f (y)
a∗(y) +
(
1 − f (x)
f (y)
)
a∗(P ) = f (x)
f (y)
a∗(y) +
(
1 − f (x)
f (y)
)
μ f (x)
f (y)
+ f (x)
f (y)
− 1 < 0
and so, ‖x − a‖a‖‖ |a∗(x − a‖a‖ )| = 1 − a∗(x) > 1. Therefore,∥∥∥∥x + a‖a‖
∥∥∥∥= Min
{∥∥∥∥x − a‖a‖
∥∥∥∥,
∥∥∥∥x + a‖a‖
∥∥∥∥
}
 2d
(
x,Lin
{
a
‖a‖
})
= 2f (x) < ‖a‖
2
.
From here it follows that
‖x − a‖ =
∥∥∥∥
(
x + a‖a‖
)
−
(
a + a‖a‖
)∥∥∥∥
∥∥∥∥a + a‖a‖
∥∥∥∥−
∥∥∥∥x + a‖a‖
∥∥∥∥= ‖a‖ + 1 −
∥∥∥∥x + a‖a‖
∥∥∥∥> 1 + ‖a‖2 .
If d = (1 − ‖x − a‖)x, it is clear that
‖d‖ = ‖x − a‖ − 1 > ‖a‖
2
and ‖x − d‖ = ‖x − a‖.
By Lemma 4, ‖y − d‖ ‖y − a‖. These facts and Lemma 3, which we can use because x = − d‖d‖ , give us
‖x − a‖ − ‖y − a‖ ‖x − d‖ − ‖y − d‖ 2 Min{1,‖d‖}(1 − ‖x + y‖
2
)
 2 Min
{
1,
‖a‖
2
}(
1 − ‖x + y‖
2
)
 ρ
(
1 − ‖x + y‖
2
)
. 
3. Representations of the identity mapping by means of uniformly continuous retractions
We begin this section by proving two technical results.
Lemma 6. Let X be a normed space, x0, v ∈ SX and
α = 1
2
Min
{‖v − x0‖,‖v + x0‖}.
Then, for b ∈ X, one of the following assertions holds:
(i) ‖v − b‖ α and ‖v + b‖ α,
(ii) ‖b − x0‖ α and ‖b + x0‖ α.
Proof. Assuming the negation of the statement is true leaves us with the following four possibilities:
(a) ‖v − b‖ < α and ‖b − x0‖ < α,
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(c) ‖v + b‖ < α and ‖b − x0‖ < α,
(d) ‖v + b‖ < α and ‖b + x0‖ < α,
and anyone of them gives a contradiction:
If (a) holds, then ‖v − x0‖ ‖v − b‖ + ‖b − x0‖ < 2α  ‖v − x0‖.
If (b) holds, then ‖v + x0‖ ‖v − b‖ + ‖b + x0‖ < 2α  ‖v + x0‖.
If (c) holds, then ‖v + x0‖ ‖v + b‖ + ‖ − b + x0‖ < 2α  ‖v + x0‖.
If (d) holds, then ‖v − x0‖ ‖v + b‖ + ‖ − b − x0‖ < 2α  ‖v − x0‖. 
Lemma 7. Let X0 be a two-dimensional real normed space, x0, v ∈ SX such that v = −x0, a ∈ [x0, v[, and f ∈ X∗0 ,
with ‖f ‖ = 1, kerf = Lin{a} and f (v) 0. Then f (v) − f (x0) 14 Min{‖v − x0‖,‖v + x0‖}.
Proof. Let t ∈ [0,1[ such that a = (1 − t)x0 + tv and b = a‖a‖ . Obviously,
(1 − t)f (x0) = −tf (v)
and so f (x0)  0. Suppose that it holds the assertion (i) of Lemma 6: ‖v − b‖  α and ‖v + b‖  α, where α =
1
2 Min{‖v − x0‖,‖v + x0‖}. Then, by Lemma 2 we have
f (v) − f (x0) f (v) = d(v,kerf ) = d
(
v,Lin{b}) 1
2
Min
{‖v − b‖,‖v + b‖} α
2
.
On the other hand, if it holds the assertion (ii) of Lemma 6: ‖b − x0‖ α and ‖b+ x0‖ α, we have in a similar way
f (v) − f (x0)−f (x0) = d(x0,kerf ) = d
(
x0,Lin{b}
)
 1
2
Min
{‖x0 − b‖,‖x0 + b‖} α2 . 
Let X be a real normed space with dimX  2 and v :SX → SX a mapping such that
ρ0 := Inf
{∥∥v(x) ± x∥∥: x ∈ SX}> 0.
We define ϕ : [0,2] × (BX \ {0}) → BX by
ϕ(t, x) =
{
(1 − t) x‖x‖ + tv
(
x
‖x‖
)
if 0 t  1,
(2 − t)v( x‖x‖ )− (t − 1) x‖x‖ if 1 t  2.
It is clear that ϕ omits the origin and so we can consider the mapping Ψ from [0,2] × (BX \ {0}) into SX given by
Ψ (t, x) = ϕ(t, x)‖ϕ(t, x)‖ , for every (t, x) ∈ [0,2] ×
(
BX \ {0}
)
.
With these conditions and notations we have the following result:
Lemma 8. Given a real number ε, with 0 < ε  2, there exists δ ∈ R+ such that
s, t ∈ [0,2], |s − t | ε ⇒ ∥∥Ψ (s, x) − Ψ (t, x)∥∥ δ, ∀x ∈ BX \ {0}.
Proof. Set δ = ερ08 and fix a point x ∈ BX \ {0}. Let us consider X0 = Lin{x, v( x‖x‖ )} and s, t ∈ [0,2], with |s − t | ε.
First assume that s, t ∈ [0,1]. We can suppose that t = 1 and, in this case, ϕ(t, x) ∈ [ x‖x‖ , v( x‖x‖ )[. Let f ∈ X∗0 , with
‖f ‖ = 1, kerf = Lin{ϕ(t, x)} and f (v( x‖x‖ )) 0. By using Lemma 7
f
(
v
(
x
‖x‖
))
− f
(
x
‖x‖
)
 1
4
Min
{∥∥∥∥v
(
x
‖x‖
)
− x‖x‖
∥∥∥∥,
∥∥∥∥v
(
x
‖x‖
)
+ x‖x‖
∥∥∥∥
}
 ρ0
4
.
Therefore,
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∣∣∣∣

∣∣f (ϕ(s, x))∣∣= ∣∣f (ϕ(s, x))− f (ϕ(t, x))∣∣= ∣∣∣∣(s − t)
(
f
(
v
(
x
‖x‖
))
− f
(
x
‖x‖
))∣∣∣∣
 ε ρ0
4
> δ.
Now suppose that s, t ∈ [1,2] and that t = 1. It is clear that
ϕ(t, x) ∈
]
v
(
x
‖x‖
)
,− x‖x‖
]
.
For f as in the above case we have that f (v( x‖x‖ )) + f ( x‖x‖ ) ρ04 . It follows that∥∥Ψ (s, x) − Ψ (t, x)∥∥ ∣∣f (ϕ(s, x))∣∣= ∣∣f (ϕ(s, x))− f (ϕ(t, x))∣∣
=
∣∣∣∣(t − s)
(
f
(
v
(
x
‖x‖
))
+ f
(
x
‖x‖
))∣∣∣∣> δ.
It only remains to consider the case t ∈ [0,1] and s ∈ [1,2]. Then 1 − t  ε2 or s − 1 ε2 . Suppose 1 − t  ε2 . If
t  12 let f be as we have already indicated and observe that (1 − t)f ( x‖x‖ ) + tf (v( x‖x‖ )) = 0. Then,
f
(
v
(
x
‖x‖
))
= −1 − t
t
f
(
x
‖x‖
)
−f
(
x
‖x‖
)
and so f (v( x‖x‖ )) + f ( x‖x‖ ) 0. Again, by using Lemma 7,∥∥Ψ (s, x) − Ψ (t, x)∥∥ ∣∣f (ϕ(s, x))− f (ϕ(t, x))∣∣
=
∣∣∣∣(1 − t)
(
f
(
v
(
x
‖x‖
))
− f
(
x
‖x‖
))
− (s − 1)
(
f
(
v
(
x
‖x‖
))
+ f
(
x
‖x‖
))∣∣∣∣
= (1 − t)
(
f
(
v
(
x
‖x‖
))
− f
(
x
‖x‖
))
− (s − 1)
(
f
(
v
(
x
‖x‖
))
+ f
(
x
‖x‖
))
 (1 − t)
(
f
(
v
(
x
‖x‖
))
− f
(
x
‖x‖
))
 ε
2
ρ0
4
= δ.
If t < 12 let f be a norm-one element in X
∗
0 , with kerf = Lin{v( x‖x‖ )} and f ( x‖x‖ ) 0. Then,
f
(
Ψ (t, x)
)= (1 − t)f ( x‖x‖ )‖ϕ(t, x)‖  0 and f
(
Ψ (s, x)
)= −(s − 1)f ( x‖x‖ )‖ϕ(s, x)‖  0.
Therefore, according to Lemma 2 we have∥∥Ψ (s, x) − Ψ (t, x)∥∥ f (Ψ (t, x) − Ψ (s, x))= f (Ψ (t, x))− f (Ψ (s, x))
 f
(
Ψ (t, x)
)
 (1 − t)f
(
x
‖x‖
)
= (1 − t)d
(
x
‖x‖ ,kerf
)
 1
2
d
(
x
‖x‖ ,Lin
{
v
(
x
‖x‖
)})
 1
4
Min
{∥∥∥∥v
(
x
‖x‖
)
− x‖x‖
∥∥∥∥,
∥∥∥∥v
(
x
‖x‖
)
+ x‖x‖
∥∥∥∥
}
 ρ0
4
 ερ0
8
= δ.
An analogous argument gives the result in the case s − 1 ε2 . 
Finally we will need the following intuitive fact whose proof is not difficult.
Lemma 9. Let X be a real normed space with dimX  2, 0 < ρ0 < 1 and x0, v0 ∈ SX such that ‖x0 + v0‖ ρ0. Then
‖(1 − t)x0 + tv0‖ ρ0 , for every t ∈ [0,1].4
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Theorem 10. Let X be an infinite-dimensional uniformly convex normed space. Consider α ∈ ]0,1[, λ ∈ [ 1−α2 , 12 ]
and B = {x ∈ X: α  ‖x‖  1}. Then there are two uniformly continuous mappings u1, u2 :B → SX , such that
x = λu1(x) + (1 − λ)u2(x), for every x ∈ B .
Proof. By [3, Corollary 5], there is a uniformly continuous mapping v :SX → SX such that Inf{‖v(x) ± x‖:
x ∈ SX} > 0. We denote by ϕ : [0,2]×B → BX and Ψ : [0,2]×B → SX the restrictions to [0,2]×B of the mappings
defined in the previous commentaries to the Lemma 8. Pick ρ0 ∈ ]0,1[ such that Inf{‖v(x) ± x‖: x ∈ SX} ρ0. It is
easily shown that ϕ is uniformly continuous and, by the above lemma, ‖ϕ(t, x)‖ ρ04 , for every (t, x) ∈ [0,2] × B .
From this we obtain that Ψ is also uniformly continuous.
Let ε be in ]0,2]. By Lemma 8 there is δ ∈ R+ such that
s, t ∈ [0,2], |s − t | ε ⇒ ∥∥Ψ (s, x) − Ψ (t, x)∥∥ δ, for each x ∈ B.
On the other hand, the uniform convexity of X provides the existence of β ∈]0,1[ such that
z,w ∈ SX, ‖z − w‖ δ ⇒ ‖z + w2 ‖ 1 − β.
If we combine these implications we obtain that
s, t ∈ [0,2], |s − t | ε ⇒ 1 −
∥∥∥∥Ψ (s, x) + Ψ (t, x)2
∥∥∥∥ β, for every x ∈ B.
Now consider x ∈ B and define X0 = Lin{x, v( x‖x‖ )} . Let f ∈ X∗0 such that ‖f ‖ = 1, kerf = Lin{x} and
f (v( x‖x‖ ))  0. Obviously, f (Ψ (t, x))  0, for every t ∈ [0,2]. Therefore, by Theorem 5, we have that, for any
s, t ∈ [0,2],∣∣∣∣
∥∥∥∥xλ − Ψ (s, x)
∥∥∥∥−
∥∥∥∥xλ − Ψ (t, x)
∥∥∥∥
∣∣∣∣ 16 Min
{
1,
∥∥∥∥xλ
∥∥∥∥
2}(
1 −
∥∥∥∥Ψ (s, x) + Ψ (t, x)2
∥∥∥∥
)
 1
6
Min
{
1,
α2
λ2
}(
1 −
∥∥∥∥Ψ (s, x) + Ψ (t, x)2
∥∥∥∥
)
.
Hence,∣∣∣∣
∥∥∥∥xλ − Ψ (s, x)
∥∥∥∥−
∥∥∥∥xλ − Ψ (t, x)
∥∥∥∥
∣∣∣∣ 16 Min
{
1,
α2
λ2
}
β,
whenever |s − t | ε. In summary, we have just proved that, for every ε ∈]0,2], there is η > 0, such that
s, t ∈ [0,2], |s − t | ε ⇒
∣∣∣∣
∥∥∥∥xλ − Ψ (s, x)
∥∥∥∥−
∥∥∥∥xλ − Ψ (t, x)
∥∥∥∥
∣∣∣∣ η, for each x ∈ B.
As a consequence, given x ∈ B and s, t ∈ [0,2] with s = t , one has that ‖ x
λ
− Ψ (s, x)‖ = ‖ x
λ
− Ψ (t, x)‖. But the
implication above still has another crucial consequence. Let ε ∈ ]0,2] and η > 0 as before. The uniform continuity of
Ψ gives the existence of a positive real number δ0 such that
x, y ∈ B, ‖x − y‖ < δ0 ⇒
∣∣∣∣
∥∥∥∥xλ − Ψ (t, x)
∥∥∥∥−
∥∥∥∥yλ − Ψ (t, y)
∥∥∥∥
∣∣∣∣< η2 , for every t ∈ [0,2].
Therefore, given x, y ∈ B , with ‖x − y‖ < δ0 and s, t ∈ [0,2], with |s − t | ε, we have∣∣∣∣
∥∥∥∥xλ − Ψ (s, x)
∥∥∥∥−
∥∥∥∥yλ − Ψ (t, y)
∥∥∥∥
∣∣∣∣=
∣∣∣∣
∥∥∥∥xλ − Ψ (s, x)
∥∥∥∥−
∥∥∥∥xλ − Ψ (t, x)
∥∥∥∥+
∥∥∥∥xλ − Ψ (t, x)
∥∥∥∥−
∥∥∥∥yλ − Ψ (t, y)
∥∥∥∥
∣∣∣∣

∣∣∣∣
∥∥∥∥xλ − Ψ (s, x)
∥∥∥∥−
∥∥∥∥xλ − Ψ (t, x)
∥∥∥∥
∣∣∣∣−
∣∣∣∣
∥∥∥∥xλ − Ψ (t, x)
∥∥∥∥−
∥∥∥∥yλ − Ψ (t, y)
∥∥∥∥
∣∣∣∣
>
η
.2
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x, y ∈ B, s, t ∈ [0,2], ‖x − y‖ < δ0, |s − t | ε ⇒
∣∣∣∣
∥∥∥∥xλ − Ψ (s, x)
∥∥∥∥−
∥∥∥∥yλ − Ψ (t, y)
∥∥∥∥
∣∣∣∣> η2 .
Let x ∈ B , then∥∥∥∥xλ − Ψ (0, x)
∥∥∥∥=
∥∥∥∥xλ − x‖x‖
∥∥∥∥= |‖x‖ − λ|λ  1 − λλ .
Furthermore,∥∥∥∥xλ − Ψ (2, x)
∥∥∥∥=
∥∥∥∥xλ + x‖x‖
∥∥∥∥= ‖x‖ + λλ  α + λλ  1 − 2λ + λλ = 1 − λλ .
In consequence, there is t ∈ [0,2] such that ‖ x
λ
− Ψ (t, x)‖ = 1−λ
λ
. As we have noticed before, such a t is unique and
it will be denoted by t (x).
Now we see that the mapping x → t (x), from B into [0,2], is uniformly continuous. On the contrary, there are a
real number ε ∈ ]0,2] and two sequences {xn}, {yn}, in B , such that {xn − yn} → 0 and |t (xn) − t (yn)|  ε, for all
n ∈ N. Let δ0 and η be the positive real numbers corresponding to ε in the above argument. If n is a natural number
such that ‖xn − yn‖ < δ0, then,
0 =
∣∣∣∣
∥∥∥∥xnλ − Ψ
(
t (xn), xn
)∥∥∥∥−
∥∥∥∥ynλ − Ψ
(
t (yn), yn
)∥∥∥∥
∣∣∣∣> η2 .
This contradiction shows that the mapping x → t (x) is uniformly continuous. It is also clear that
‖ x1−λ − λ1−λΨ (t (x), x)‖ = 1, for every x ∈ B . Finally, the mappings u1, u2 :B → SX given by
u1(x) = Ψ
(
t (x), x
)
, u2(x) = x1 − λ −
λ
1 − λΨ
(
t (x), x
)
, for each x ∈ B
are uniformly continuous and x = λu1(x) + (1 − λ)u2(x), for every x ∈ B . 
It is clear, from the uniform convexity of X, that the mappings u1 and u2 in the above theorem are uniformly
continuous retractions from B onto SX .
Corollary 11. Let X be an infinite-dimensional uniformly convex normed space and h1 :BX → SX , h2 :BX → BX
uniformly continuous mappings. Consider β1, β2, β3, β4 ∈R+ with β1 > β2, β1 +β2 = β3 +β4 and β3, β4 ∈ [β2, β1].
Then there are two uniformly continuous mappings h3, h4 from BX into SX such that β1h1 + β2h2 = β3h3 + β4h4.
Proof. We suppose without loss of generality that β3  β4. Define α = β1−β2β1+β2 , λ =
β3
β1+β2 and B = {x ∈ X: α 
‖x‖ 1}. It is obvious that α ∈ ]0,1[ and λ ∈ [ 1−α2 , 12 ]. By the previous theorem there are u1, u2 :B → SX , uniformly
continuous, such that x = λu1(x) + (1 − λ)u2(x), for every x ∈ B .
If we define h = β1h1+β2h2
β1+β2 it is clear that h(x) ∈ B , for every x ∈ BX . Therefore, h(x) = λu1(h(x)) +
(1 − λ)u2(h(x)), for each x ∈ BX .
From this, we deduce that β1h1 + β2h2 = β3(u1 ◦ h) + β4(u2 ◦ h). So, it suffices to define h3 = u1 ◦ h and
h4 = u2 ◦ h. 
In the following theorem we use a result by Benyamini and Sternfeld which assures the existence of Lipschitz
retractions from the unit ball onto the unit sphere of every infinite-dimensional normed space.
Theorem 12. Let X be an infinite-dimensional uniformly convex normed space and λ1, λ2, λ3 ∈ ]0, 12 [ such that
λ1 + λ2 + λ3 = 1. Then there are three uniformly continuous retractions, r1, r2, r3, from BX onto SX , such that
x = λ1r1(x) + λ2r2(x) + λ3r3(x), for every x ∈ BX.
J.C. Navarro-Pascual et al. / J. Math. Anal. Appl. 339 (2008) 719–734 733Proof. For simplicity we suppose that λ1 = Max{λ1, λ2, λ3}. Let r :BX → SX be a uniformly continuous mapping
such that r(x) = x, for every x ∈ SX . Consider ε ∈ R such that 0 < ε < Min{ 12 − λ1, λ2} and define β1 = λ1 + ε,
β2 = λ2 − ε. Obviously, 0 < β2 < β1 < 12 . The mapping h1 :BX → SX defined by
h1(x) =
{ x
‖x‖ if ‖x‖ 1 − 2β1,
r
(
x
1−2β1
)
if ‖x‖ 1 − 2β1
is uniformly continuous and, hence, so is the mapping h2 :BX → BX given by h2(x) = x−β1h1(x)1−β1 , for every x ∈ BX .
Since β1 + β2 = λ1 + λ2, we have
x = β1h1(x) + (1 − β1)h2(x) = β1h1(x) + (β2 + λ3)h2(x), ∀x ∈ BX.
By applying Corollary 11 with β3 = β2 and β4 = β1 we obtain two uniformly continuous functions h3, h4 :BX → SX
such that
β1h1 + β2h2 = β2h3 + β1h4.
In this way,
x = β1h4(x) + β2h3(x) + λ3h2(x), for every x ∈ BX.
By the same argument there are h5, r3 :BX → SX , uniformly continuous, such that β1h4 + λ3h2 = β1h5 + λ3r3.
Therefore,
x = β1h5(x) + β2h3(x) + λ3r3(x), for every x ∈ BX.
Since λ1, λ2 ∈ [β2, β1] and, as we have already said, β1 + β2 = λ1 + λ2, once again the previous corollary yields the
existence of two uniformly continuous mappings r1, r2 from BX into SX such that β1h5 + β2h3 = λ1r1 + λ2r2. We
conclude that
x = λ1r1(x) + λ2r2(x) + λ3r3(x), for every x ∈ BX. 
The arguments in the proof above allow to obtain the same conclusion for any n 3 and λ1, . . . , λn ∈ ]0, 12 [ such
that λ1 + · · · + λn = 1.
To finish we will apply our results to the study of the extremal structure of spaces of vector-valued uniformly
continuous mappings.
Let M be a metric space and X an infinite-dimensional uniformly convex normed space. We denote by U(M,X)
the space of uniformly continuous bounded functions from M into X, equipped with the usual uniform norm. It is
easy to check that the extreme points in the unit ball of U(M,X) are the elements whose image is contained in SX .
Corollary 13. Let M and X be as before. Choose n ∈ N, with n 3 and λ1, . . . , λn ∈ ]0, 12 [ such that λ1 +· · ·+λn = 1.
Then
BU(M,X) = λ1EU(M,X) + · · · + λnEU(M,X).
A detailed analysis shows that the hypothesis on X used in the proof of Theorem 10 can be weakened. Namely, it
is enough to suppose that there is a uniformly continuous mapping v :SX → SX such that
Inf
{∥∥v(x) ± x∥∥: x ∈ SX}> 0
and, for every δ ∈ R+, there is β ∈]0,1[ such that
x ∈ SX, z,w ∈ SX ∩ Lin
{
x, v(x)
}
, ‖z − w‖ δ ⇒
∥∥∥∥z + w2
∥∥∥∥ 1 − β.
If X is a complex space, the mapping v(x) = ix satisfies all the above requirements. Therefore the main result in
[4, Corollary 3.2] can be deduced from our Theorem 10.
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