The majority of EPID dosimetry literature discusses response linearity and the so-called image lag and ghosting effects despite the lack of a common definition of these quantities. However, the results of these studies are generally not consistent, and it is often difficult to compare the results from different studies. We present here a detailed study of the acquisition and readout characteristics of a-Si EPID and its dosimetric performance. EPID response was assessed over the range of 1 -500 MU using different dose rates and integration times. In addition, a computer model was designed to simulate the EPID image formation with different dose, dose rate, and integration time combinations. All aspects of image processing and readout simulation were carried out using custom written MatLab codes. Two distinct signal profiles were observed depending on the delivered dose, dose rate and integration time combination. Total integrated signal (ST) is linear with the delivered dose. For dosimetry, image lag and ghosting effects mainly result in the residual signal (S R ) that appears as delayed signal after the end of irradiation. At its maximum, S R is less than 2.5% of S T . The readout technique is such that it is impossible to measure S R accurately. S R is definable only when readout equilibrium occurs. Signal profiles provide a through and reliable description of the EPID response incorporating the dose, dose rate, integration time, and the residual signal. The definition of EPID signals based on this method shall provide an accurate universal EPID dosimetry framework.
patient immobilization and treatment field verifications [1] . The application of EPID for dosimetry has been investigated from the first camera based EPID through scanning liquid filled ion chamber (SLIC) EPID generation to the most recent, and commonly used, amorphous silicon (a-Si) based EPID [1] [2] . Nowadays, EPID are widely used for routine quality assurance and dosimetry verifications in addition to their main imaging role. The number of published articles concerned with EPID dosimetry has risen significantly in the last decade after the introduction of amorphous silicon based EPID with a noticeable trend towards in vivo and three dimensional dosimetry applications [1] . The reported main advantages of a-Si EPID over the older generations are the linearity, stability, higher resolution and flexibility. On the other hand, they suffer from so-called image lag and ghosting effects [1] [2] [3] [4] [5] [6] . Numerous articles have been published regarding the calibration, performance and different approaches for EPID dosimetry implementation. These have mainly focused on EPID linearity with radiation dose and the effects of image lag and ghosting, and have rarely referred to the effect of EPID integration time and readout technique [2] - [24] . There is no single definition or criterion for the measurement of the EPID signal, image lag, or ghosting. Moreover, the reported dosimetric characteristics of a-Si EPID in the literature vary considerably. A recent publication [24] , the first and only one found that clearly acknowledges the effect of readout technique, has suggested that these effects are related to the small radiation doses and has concluded that EPID response should be corrected with such radiation doses. Some of the other published research methods describe and quantify the EPID response in terms of the EPID measured signal from fixed delivered radiation dose with variable dose rates and acquisition parameters, and fixed irradiation time and variable radiation doses and acquisition parameters [2] [24] . This is an over simplification that leads to inaccurate characterization of the EPID signal where the readout technique and integration time effects are overlooked and confused with dose and dose rate effects. Other researchers have analyzed the EPID signal as a function of dose per frame [2] [8] and concluded that EPID response is nonlinear as a function of dose and dose rate due to image lag and ghosting [2] . In another article, the authors have noticed inconsistent EPID response with small MU settings and correlated it to the ghosting effect [8] . Winkler et al. [19] have defined a radiation dose of 30 MU as a threshold for small doses and reported different EPID response between small and large radiation doses and suggested a logarithmic function to describe EPID response in terms of dose and dose rate. The authors, in another paper [18] , have indicated that the EPID response is "by far not ideal" due to two reasons; first, the non-linear relationship between frame signal and the dose per frame and the second is the linac start-up effect. Vial et al. [11] concludes that corrections are required for the non-linear EPID response in the small MU range. They, however, have not defined a value for small MU range, but the figure they presented shows non-linear EPID signal per MU beyond 100 MU. McCurdy et al. [6] showed that the EPID signal per MU is dose dependent for both integrated and continuous acquisition modes with integrated signal mode being the closest to linear response. In addition, they have suggested a correction method to compensate for the missing signal in order to achieve linearity especially in the low dose range.
Nevertheless, many recent publications [9] [13] discuss the use of EPID as in vivo dosimeters giving an impression of a well-established EPID characterization and calibration. In many of these publications, the manufacturer definition of the integrated image has been used to represent the EPID signal. A thorough discussion of the different approaches used for EPID dosimetry may be found in the literature review carried out by van Elmpt et al. [1] .
EPID devices are calibrated by correlating measured EPID response to the radiation dose either in terms of linac monitor units or measured absorbed dose in Gray (Gy). Linear accelerator calibration is well regulated and there are different dosimetry codes of practice in different parts of the world that differ in theory and technique but aim to correlate linac output to traceable and comparable primary standards. However, the EPID response has a less well-defined general description as the signal from the start to the end of the irradiation and there is no consensus view on the effect of the so-called image lag and ghosting effects.
In this study, we characterize the EPID response in terms of the signal profile incorporating the influence of time, dose, dose rate, readout technique and detector gain setting. We demonstrate the extent of the influence of the detector readout technique on the EPID signal and its interference with detector gain, image lag and ghosting effects. Based on these results, a novel framework for EPID dosimetry is recommended.
Methods and Materials

The iViewGT EPID
Two iViewGT EPID with Perkin Elmer Type XRD 1640 flat panel amorphous silicon detectors have been em-ployed. The Perkin Elmer XRD unit is a standalone radiation detector containing the a-Si flat panel detector and its electronics in aluminum housing. Each EPID is attached to an Elekta Synergy Linac. The iViewGT is mounted at 160 cm from the linac's target when in operation, with a detector area of 41 × 41 cm 2 and 1024 × 1024 pixels. This results in a useful field size of 25 × 25 cm 2 at the isocentre plane. The two linacs were calibrated and maintained to produce 1.00 ± 0.03 cGy at the reference depth for each machine monitor unit (MU) for 10 × 10 cm 2 field at 100 cm focus to skin distance (FSD). Both linacs are calibrated using ionization chambers with calibration factors traceable to a primary standard.
The flat panel detector measuring element is an amorphous Silicon thin film array on a glass substrate, in which each pixel is a photodiode and a thin film transistor (TFT) switch in one circuit. Visible light photons resulting from the conversion of x-rays in the scintillator create electron-hole pairs in the photodiode array. These electrons are collected by a bias voltage and stored in the photodiode capacitors ready for readout when the TFT switch is closed. The TFT switches are controlled by the row driver which is programmed to release the accumulated charge in the individual pixel capacitors of a whole row of pixels at a time when triggered by turning the TFT switches on and off. The pixel array is divided into separate readout groups; each group is connected to the readout electronics via a multiple channel line. For the XRD 1640, there are 16 readout groups and 128 channels for each group, making a total of 1024 columns of pixels where each column also consists of 512 pixels. The 16 readout groups are clustered in two electrically separated parts. The upper part controls readout groups 1 through 8, and the lower part controls readout groups 9 through 16, illustrated in Figure 1 . The row driver scans TFT switches from left to right in the upper readout group and from right to left in the lower group. In each scan the accumulated charge in a whole row of pixels is released and transferred to the readout circuit. Two rows of pixels are readout simultaneously from both upper and lower readout groups of the detector each time the row driver is invoked, then amplified and stored in the readout electronics' capacitors of the frame grabber. Each pixel in the array is a separate entity that has its own electrical properties and radiation sensitivity. In addition, different readout groups are controlled by different subsystems in the detector panel.
Bad pixels that are dead or give inconsistent readings are corrected using an updated manufacturer provided bad pixels map unique to each device. In addition, each and every pixel has an individual intrinsic measurable signal resulting in an elevated measured signal value, this is referred to as dark or offset current. In this study, at least five frames were allowed before starting the radiation beam to be used for offset correction, and the acquisition is continued after the end of irradiation to the maximum possible number of frames. Variable pixel gain across the imager is normalized in gain calibration, which is performed by averaging a sequence of bad pixels and offset corrected images that have been irradiated with an open, uniform beam for the whole area of the imager. The median of all the pixels is calculated and taken as a reference to create a gain correction image. However, the gain calibration removes the beam profile information resulting in an optimally flat beam profile. To correct for this the measured two-dimensional beam profile at depth of interest (i.e. d max ) is normalized to the central axis (CAX) dose and applied to the EPID measurements to maintain dosimetric accuracy. Each EPID measurement is corrected for the Linac output fluctuation using the measured Linac output on the day of measurement.
EPID Data Acquisition
The EPID response was assessed over the clinical range of interest from 1 to 500 MU. EPID measured data were captured by the dedicated iViewGT computer using its X-ray imaging software (XIS), without any further corrections, as 16 bit depth raw Heinemann imaging software (HIS) files. The maximum acquisition time is limited by hardware capabilities, which in both EPID devices were enough to accommodate approximately 200 frames. All measurements were carried out using the maximum number of frames to study the EPID signal behavior after the end of irradiation. EPID signal was taken as the average of the 25 × 25 pixels around the central axis. Signal quality index (S QI ) was evaluated for all measurements [25] . All corrections, Linac output, bad pixels, offset and gain corrections, and further processing and analysis were carried out using custom written MatLab codes.
EPID Computer Model
During image acquisition with the iViewGT EPID, peculiar patterns may be observed at the beginning of radiation beam delivery and at the end of irradiation. As the radiation beam starts, the first few frames show a gradient in the radiation beam intensity across the field with the highest intensity at the center of the detector and the lowest towards the two ends of the detector along the Y-axis as shown in Figure 2 . This figure demonstrates a greyscale image analogous to that observed in the XIS software on the iViewGT terminal during actual measurements. After the first few frames, iViewGT images exhibit a uniform radiation field. At the end of irradiation, a similar but converse pattern is observed with the highest intensities now at the two ends and the lowest intensity at the center of the EPID as shown in Figure 2 . These patterns are observed in all measurements, regardless of the EPID employed, dose, dose rate, integration time, field size and whether an imaging object is present or not. Furthermore, the gradient always starts at the center of the EPID even with off centered and asymmetric fields. To investigate, and visualize, the effect of the iViewGT image formation process on the measurements, a computer model for the EPID was designed using MatLab.
The EPID computer model simulates the radiation pulses at the same Linac pulse repetition frequency, and the readout of the EPID at the same frequency as the iViewGT. The user defines the radiation dose to be delivered in terms of MU and the field size as a square field directly in the code or as a complex field with the aid of another routine. Dose rate and integration time are selectable from a predefined list for the Linac in use. 
Results
EPID Signal Profile
Once the EPID is irradiated, the pixel readouts increase dramatically, depending on dose rate and integration time, to a higher value on the dynamic range (approximately 9000 for EPID-1 and 40,000 for EPID-2, both used with the fastest integration time and highest dose rate). The readout then continues to reach a maximum by the end of irradiation. After which the signal decays rapidly, this can be seen as a decaying tail in Figure 3 . The total accumulated signal value of an irradiated pixel depends on the delivered dose only, and the signal value in a particular frame depends on the dose delivered during the integration time, or put simply is a function of both dose rate and integration time. The corrected EPID image signal profile Figure 3 , shows the zeroed baseline before radiation start, the EPID response signal during irradiation and the slow release of the residual signal (S R ) after the end of irradiation. Distinguishable features of the EPID signal profile are labeled to simplify the description of the EPID response, the label names and descriptions are summarized in Table 1 . Each signal profile The observed EPID response is delayed until after the beginning of irradiation by at least one integration time. The first completed frame after starting the radiation (FN 0 ) contains the first measurable frame signal (FS 0 ), the value of this signal is variable and depends on the coincidence of frame readout with the start of irradiation. The shorter the time between the beginning of frame formation and the start of the radiation beam the higher the FS 0 value. FN 0 is fixed at a value of six in this study for presentation purpose only. After several frames, or integration times, the frame signal increases to a much higher value, the initial maximum frame signal (SF I ), at the frame number FN I . The value of SF I is found to be independent of the delivered radiation dose and constant for a given dose rate and integration time combination, Figure 4 . The value of SF I is also dependant on the electronic gain setting of the EPID. EPID-1 was set for a low gain setting resulting in an SF I value of around 14% of the dynamic range and EPID-2 was set for a higher gain with an SF I value of around 60% of the dynamic range, both at the highest dose rate and fastest integration time. The signal profile of EPID-1 is similar for all the dose range and exhibits a steady and slow increase during irradiation shown in Figure 3 . EPID-2 on the other hand has shown two different patterns during irradiation, one for dose range lower than 150 MU in which the signal profile is almost constant during irradiation, and the other is a signal profile with slightly decreasing values during irradiation for the rest of the dose range.
The last complete frame formed during irradiation is the frame of the global maximum (FN G ), the accumulated signal during this frame's integration time is the global maximum signal (FS G ), and the total integrated EPID signal until the last frame prior to the end of irradiation is the global integrated signal (S G ). The frame immediately following is the frame of maximum signal (FN M ), with the maximum frame signal (FS M ) and the maximum integrated signal (S M ). However, radiation pulses may end at any point during the integration time of this frame. Hence, FS M signal will always be less than the preceding FS G frame signal. The integrated EPID signal after FS M to the last frame with a measurable signal above the baseline (FN T ) represents the residual signal (S R ).
The total integrated EPID signal (S T ) is measured from the first frame FN 0 to last measurable frame FN T ; it is also equal to the sum of S M and S R . The shape of the signal profile is different for short irradiations and appears to have a Gaussian shape rather than the typical shapes described in Figure 5 .
Short irradiations' signal profiles are observed when the radiation dose is delivered in a time period less than twice the integration time. All frame readouts then are composed of signals from irradiated pixels and baseline values because irradiation does not last long enough for a single frame to be formed. In such scenarios, the whole radiation dose is delivered in one or two frames while the EPID response is observed a few frames after the end of the radiation delivery. The main features of such signal profiles are the first frame signal (FS 0 ), peak frame signal (FS P ) and the last frame signal (FS T ). The previously described features are not distinguishable, especially the residual signal since the whole EPID response is observed to be measured after the end of irradiation. Peak signal increases uniformly with delivered radiation doses Figure 6 , to reach a maximum value close With such short irradiations the EPID response appears after the completion of radiation delivery which takes a fraction of the integration time, the signal profile is different from that with longer irradiations. Figure 6 . The value of the peak signal relative to the respective FS I with equilibrium index equal to one with the same dose rate and integration time for EPID-1 and EPID-2. FS P increases with the delivered radiation dose to reach a maximum value close to the respective FS I . Both curves are showing the same FS P behaviour except that EPID-1 values are much lower than EPID-2 due to the difference in the detector gain settings. Also the readout equilibrium is achieved at lower dose with EPID-2 due to the difference in the reference calibration point between the two Linacs, which results in lower Linac-2 dose rate compared to Linac-1. The dose range is from 1 to 8 MU, the dose rate is 540 MU/min for EPID-1 and 480 MU/min for EPID-2, and the integration time is 0.433 s.
to that of FS I in longer irradiations. The increase in the peak signal value is more dramatic with smaller MU settings and less with higher MU settings. The highest peak signal value corresponds to a radiation beam delivered in a time equivalent to twice the integration time. That value is very close to FS I in longer irradiations.
EPID Dose Response
The most important dosimetric parameter obtained from the EPID signal profile is the total integrated signal (S T ) that represents the total measurable radiation induced charge in the EPID. It is important to emphasize that S T is the total 'measurable' EPID signal and not necessarily the total radiation induced signal. This is a result of hardware limitations, particularly for long irradiations where the EPID signal cannot be integrated to the point where frame readout reaches baseline value [25] .
S T is linear with the delivered radiation dose across the whole measurement range, including the small doses range, independent of dose rate and integration time. Figure 7 shows S T as a function of the delivered radiation dose for the range from 1 to 600 MU, including measurements with all different dose rates and integration times available. The small doses range, from 1 to 10 MU, is expanded on the subset frame in the same figure. As a result of the EPID linear response to the delivered radiation dose, the EPID signal per MU is found to be constant and independent of delivered radiation dose, dose rate and integration time. For EPID-1 the mean value for S T per MU is 2380.0 ± 0.2, and for EPID-2 the mean is 11,618.0 ± 1.2. Both dose rate and integration time have no observable influence on S T beyond measurement uncertainties. However, dose rate and integration time do affect FS I values shown in Figure 4 . The frame signal during irradiation is linearly proportional to both the dose rate and integration time, Figure 8 . 
EPID Computer Model
The computer model results were in agreement with measured data, with the same readout effect observed in EPID measurements, Figure 2 and Figure 9 , observable in the computed frame images, Figure 10 . These effects, observed in the first and the last few frames, are attributed to the lack of signal contribution from preceding (or subsequent) frames as the radiation has not started (or has ended). Signal profiles from EPID simulation were generally in agreement with the measured ones and demonstrated the same main features. However, there were some differences between the simulation and measured signal profiles, Figure 11 . First, it took one or two frames in the simulation to overcome the readout technique effect where the second frame's signal is always very close to FS I , while it took one or two frames longer in the actual measurement, Figure 11 . Second, the residual signal in the simulation results seems to last for a shorter period of time with a lower value than measurement, and the simulated signal profile does not seem to be increasing during irradiation as observed in EPID-1 or decreasing as observed in some EPID-2 measurements. These differences are due to the change in the Figure 9 . Measured individual two dimensional frame signals appear to start from the centre of the EPID and propagate laterally in the following frames at the beginning of irradiation, and the opposite at the end of irradiation, this is a result of the EPID readout technique. detector's sensitivity as it is being irradiated which was difficult to model accurately. However, the differences between total integrated signal S T from simulation and measurement were small (<1%) for the whole range of interest. The computer model had demonstrated that the readout technique results in half the EPID measured signal during any given frame being readout in the immediately succeeding frame. At the same time, frame readout signals are a combination of signal measured in the current frame and the immediately preceding one. From these measurements, and computer simulations, it is clear that the shape of the signal profile and the two dimensional frame images are influenced by the readout technique.
Discussion
EPID Signal Profile
Radiation response characteristics of a-Si based EPID devices have been discussed extensively in the literature. However, the majority of the reviewed literature does not indicate a clear definition for the measured EPID signal either in terms of time duration or number of frames. In addition, the effect of the EPID integration time is often overlooked. One method of quantifying the EPID signal frequently described in the reviewed literature is by multiplying the number of frames by the averaged frame signals. Although the generally reported EPID characteristic in the reviewed literature is the linear EPID dose response [16] , some researchers have reported EPID under-response to small radiation doses [3] [23] . Reported inaccurate EPID dosimetry characteristics may be explained by unclear definitions of the radiation beam properties in terms of EPID parameters.
The terminology implemented in this work to describe and characterize the iViewGT signal profile could provide a workable structure for an a-Si based EPID dosimetry system that includes the calibration process and routine measurements. This EPID dosimetry calibration system is based on a through description of the EPID response signal that accounts for the radiation beam properties and EPID characteristics.
The EPID calibration process aims to correlate S T signal magnitude to the Linac MU setting. S T must be measured accurately to attain the desired accuracy. However, auxiliary EPID hardware may limit the measurement accuracy of S T with longer irradiations and faster integration times. This limitation can be overcome by using slower integration times in the calibration process to evaluate S T since it is independent of the integration time. Another advantage for this EPID dosimetry approach is that the magnitude of measurement uncertainty related to S R measurements could be quantified from the calibration process. The measured data shows that S R comprises less than 2.1% of S T with the highest dose rate and shortest integration time and less than that with lower dose rates, Table 2 . Thus, if S M is used to represent the EPID response signal instead of S T the maximum measurement uncertainty would be less than 2.1%. This may be a convenient compromise when such level of accuracy is acceptable. In addition, accuracy of better than 0.5% is achievable using S M with the highest dose rate and shortest integration time for radiation doses more than 200 MU, and considerably less for lower dose rates, Table 2 . Furthermore, EPID response signal measurement accuracy of approximately 0.2% could be achieved by including the signals from ten frames after S M . That means that S T is approximated to the magnitude of the sum of S M and the ten following frame signals, Table 2 . The data presented in Table 2 is obtained from EPID-2 measurements, EPID-1 data for the highest dose rate and shortest integration time had shown similar behavior with slightly higher S R value relative to S T , less than 2.5%.
The EPID signal, from a single pixel or a group of pixels, reflects the radiation beam intensity and geometry. The Linac MU setting (D MU ) used to produce the radiation beam or the radiation dose to the calibration point, i.e. d max , could be calculated directly from the EPID S T signal using Equation (1) .
The constant C, the reciprocal of S T per MU, should be established in the calibration process using a range of measurements sufficient to minimize the statistical uncertainties to an acceptable level.
Readout Technique
The measured readouts from short irradiations that last for a time less than twice the integration time do not generate uniform individual frame images. Such frame signals are a combination of radiation induced charge and baseline signal (zero). For long irradiations, that last for a time longer than twice the integration time, any given frame signal during irradiation will be a combination of radiation induced charge during the current and the previous frames integration times. For a steady dose rate and a given integration time, the value of the signal measured in the previous frame is equal, or very close, to the value of the measured signal in the current frame. This equilibrium between readouts is the reason for the uniform two dimensional frame images during irradiation regardless of the readout cycle, and it explains the irregular field shapes observed in the two dimensional frame images in short irradiations where there is no readout equilibrium.
For a given radiation dose defined by MU setting and dose rate to achieve frame readout equilibrium with a certain integration time, at least one frame readout has to be started after the commencement of irradiation. In addition, the radiation beam has to last at least to the end of the subsequent frame's integration time, because the first frame will always suffer the readout start-up effect and the fact that half the signals in any subsequent frame are generated in the preceding one. In other words, in order to achieve readout equilibrium the irradiation time has to be long enough to accommodate the formation of at least two fames, or more than twice the integration time. The duration of radiation pulses or beam time in seconds can be calculated from the dose and dose rate using Equation (2) . The ratio of beam time in Equation (2) to the integration time represents the number of frames that can be formed with that radiation dose, dose rate and integration time combination. This ratio is useful to indicate whether that radiation dose, dose rate and integration time combination will result in readout equilibrium or not. When normalized to the minimum number of frames required for equilibrium it could be used as an equilibrium index that designates frame readout equilibrium with values more than unity, Equation (3). 
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In measurements with equilibrium index less than one, frame readout equilibrium is not achievable. This has been observed in experimental measurements on both EPID-1 and EPID-2, and in the computer model simulation. Although the total integrated signal is uniform, none of the individual frames attains readout equilibrium. On the other hand, measurements with equilibrium index more than one do achieve readout equilibrium. The signal profile in such cases could be divided into three regions based on the readout equilibrium status. The first is the pre-equilibrium phase between the frames FN 0 and FN I . Second, the equilibrium phase starts from the frame FN I to the frame FN G . And lastly, the post-equilibrium phase starting at the frame FN M and continuing for several frames.
The Residual Signal
Different definitions and methods to quantify the image lag and ghosting effects on the EPID signal have been proposed. These effects are generally quantified in terms of the measured signal after the end of irradiation [2] [5] [7] [8] [9] [17] [18] [27] . S R is meaningful with equilibrium indices more than unity. In the case where the equilibrium index is less than one, S R cannot be defined because the whole signal profile, or at least part of it, is ob-served after the end of irradiation. In such scenarios, few frames are adequate to register all the measurable EPID signals above baseline values.
Although S R is clearly defined on the signal profile, its magnitude is not easy to quantify accurately for two reasons. The first is the hardware capacity that limits S R measurements with long irradiations, and the second is the effect of the readout technique. FS M includes the EPID signal from the second half of the previous FN G integration time in addition the last remaining Linac pulses delivered during the first half of FN M integration time. However, FS M includes some delayed residual signal that result from the whole irradiation history and not only that in the last frame [2] [5] [8] [25] [28] . Hence, FS M will always contain a part of the residual signal and therefore S R is always under estimated. The amount of delayed residual signal being readout with FS M is variable and difficult to estimate since it depends on the coincidence of the completion of frame FN M formation and the end of irradiation, similar to the variability of FS I . However, when considering the rapid decay of the residual signal, shown in the signal profiles in Figure 3 , it is perceptible that a considerable amount of the delayed residual signal is potentially included in FS M . Thus, S R is significantly under estimated and its value has a high uncertainty due to the measurement variability associated with the readout technique.
Conclusion
The noticeable tendency in some of the reviewed published work to conclude inaccurate EPID performance characteristics is mainly a reflection of the arbitrary definition of the radiation beam properties in terms of EPID parameters. That accuracy gets even worse when the EPID functionality and parameters are not fully understood or accounted for. The methodology implemented in this work to describe and characterize the iViewGT signal profile could provide a workable structure for a-Si based EPID dosimetry system that includes the calibration process and routine measurements. This EPID dosimetry calibration system is based on comprehensive description of the EPID response signal that accounts for the radiation beam properties and EPID characteristics.
