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Resumen– El siguiente artículo presenta el diseño de 
un software prototipo capaz de interpretar dos tipos de 
lenguaje, el lenguaje articulado y el lenguaje de señas. 
Se pretende mediante técnicas de procesamiento digi-
tal de señales y establecimiento de patrones encontrar 
la manera de decodificar los lenguajes, de tal forma que 
una persona sorda pueda entender lo que le comunica 
una oyente y viceversa. 
Palabras clave– Reconocimiento de señas, cuantifica-
ción, caracterización y modelos ocultos de Markov. 
Abstract– This article presents the design of a software 
prototype, able to allow the communication between 
two languages, the voice and the signs language. It is 
pretended to decode both languages by using digital sig-
nal processing techniques as well as the establishment 
of common patterns. The goal is that a deaf person be 
able to understand what a hearing person says and vice 
versa.
Keywords– Signs recognizing, quantification, characte-
rization, Hidden Markov Models. 
1. INTRODUCCIÓN
El propósito de este proyecto es diseñar un 
sistema decodificador de lenguaje que logre el re-
conocimiento de voz y el de señas por medio de 
una computadora, usando como herramienta de 
desarrollo el software MatLab. Este sistema es un 
prototipo, el objetivo principal es el de lograr el re-
conocimiento de un número discreto de palabras 
y frases, pretendiendo la mayor robustez  posible. 
Se utiliza el análisis cepstral en la escala mel y los 
modelos ocultos de Márkov para el reconocimien-
to de voz. En cuanto al reconocimiento de señas, 
la extracción de parámetros característicos se lle-
va a cabo gracias a la detección de color y a patro-
nes de movimiento. 
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2. DESARROLLO DEL ARTÍCULO
2. 1 Acerca de los lenguajes
Con el fin de ampliar la perspectiva que se 
tiene acerca de ambos lenguajes, se indagó so-
bre las características generales de cada uno de 
ellos.
2.1.1 Lenguaje articulado (voz)
La voz es el conjunto de sonidos que emplea 
el ser humano para comunicarse por medio de 
ondas mecánicas. Es producida por el aparato 
fonador, compuesto por las cuerdas vocales y el 
tracto vocal. Las cuerdas vocales son las encar-
gadas de generar la frecuencia fundamental y sus 
armónicos, mientras el tracto vocal es el conjunto 
de cavidades resonantes, las cuales se acomodan 
de tal manera que amplifiquen o atenúen dichos 
armónicos, y puedan dar forma a los distintos so-
nidos de la voz [1]. 
2.1.2 Modelo source-filter de la voz
Se puede considerar la voz como una combina-
ción aleatoria entre una señal periódica generada 
cuando las cuerdas vocales vibran y un ruido blan-
co (característico de los sonidos sordos como el 
de la ‘k’) cuando hay ausencia de esta vibración. 
Esta combinación es denominada fuente o sour-
ce, es llamada así porque esta contiene la energía 
e información cruda de la voz y es la entrada a un 
filtro de características variables cuya función es 
terminar de darle forma a la señal de voz.
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La Fig. 1 muestra un esquema del modelo 
source-filter, un modelo representativo del origen 
de la voz. De esta manera se puede incorporar 
al modelo la información de las cuerdas vocales 
más la información del tracto vocal, cuyas piezas 
móviles están consideradas como las caracterís-
ticas variables del filtro. La información del tracto 
vocal está contenida en la envolvente del espectro 
resultante [3]. 
Fig. 1. MODELO SOURCE-FILTER
Fuente: J.M. Martínez [2].
2.1.3 Lenguaje de señas
Es un lenguaje basado en el movimiento cor-
poral y gestual  y se percibe de forma visual. El 
movimiento de las manos es el componente más 
influyente en las señas y es la base del estableci-
miento de patrones por reconocer. 
2.1.4 Modelo de reconocimiento
En el reconocimiento automático de ambos 
lenguajes se establecen tres pasos importantes, 
la caracterización del lenguaje, el entrenamiento 
o aprendizaje del sistema y el proceso de recono-
cimiento.
2. 2 Reconocimiento de voz
El reconocimiento de voz en este proyecto es 
aplicado a palabras aisladas, el discurso por par-
te del usuario debe ser pausado entre palabra y 
palabra. Se reconocen diez palabras, suficientes 
para establecer las frases de saludo mostradas 
en la Fig. 2.
La señal de voz es caracterizada matemática-
mente por medio de los coeficientes Mel-cepstrum 
(MFCC por sus siglas en inglés). Estos coeficientes 
logran captar la información del tracto vocal, infor-
mación que corresponde a las bajas frecuencias 
de la señal de voz en el dominio cepstral [4].
Fig. 2. MUESTRA LAS PALABRAS QUE EL SISTEMA RECONOCE
Fuente: [2].
2.2.1 Análisis cepstral en la escala Mel
Considerando el modelo source-filter, enuncia-
do anteriormente, la información del tracto vocal 
se encuentra en la envolvente del espectro en fre-
cuencia de la señal de voz. En la Fig. 3 se puede 
ver la envolvente de una señal de voz en el domi-
nio de la frecuencia.
Fig. 3. ENVOLVENTE DEL ESPECTRO EN FRECUENCIA DE UNA SEÑAL DE VOZ 
Fuente: [2].
Para poder captar las diferencias cepstrales 
entre un fonema y otro a medida que evoluciona 
una palabra en el tiempo, se analiza la señal de 
voz por ventanas de corta duración, estas venta-
nas están solapadas entre sí en un 50%. A cada 
una de estas ventanas se les calcula los MFCC 
como se muestra en la Fig. 4 [5], [6].
Fig. 4. PROCESO DE OBTENCIÓN DE LOS MFCC
Fuente: [2].
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El espectro de amplitud de cada ventana, obte-
nido con la transformada discreta de Fourier,  es 
multiplicado por un banco de N filtros triangulares 
equi-espaciados en la escala Mel. Luego a la sa-
lida de cada filtro se le calcula el logaritmo de la 
energía y, por último, la transformada discreta del 
coseno. En el proyecto se usó un banco de 20 fil-
tros y los primeros 17 MFCCs para crear el vector 
característico. Con el fin de hacer más precisa la 
caracterización del vector, se le añaden también 
algunos coeficientes dinámicos, obtenidos de la 
primera y segunda derivada de los MFCCs (1) y (2) 
respectivamente [7].
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Con 1 ≤ m ≤ 17 y D=2
Donde cm es cada uno de los 17 MFCC, δm los 
coeficientes de la derivada y δ2m los de la acele-
ración (o segunda derivada), t es el parametro 
tiempo y D es la cantidad de vectores adyacentes 
sobre los cuales se calculan los coeficientes diná-
micos. La Fig. 5 muestra la señal de voz dividida 
en ventanas, cada una con su vector característi-
co, cada vector conformado por los MFCC, la de-
rivada y la aceleración de los MFCC y tres valores 
de energía, uno por cada grupo de coeficientes.
Fig. 5. COMPOSICIÓN DE LOS VECTORES CARACTERÍSTICOS
Fuente: [2].
2.2.2 Proceso de cuantificación
Con este proceso se pretendió representar 
los vectores característicos con un índice, de tal 
forma que aquellos vectores cercanos entre sí 
pudieran ser cuantificados con un mismo valor y 
reducir la cantidad de información para utilizar y 
por ende el costo computacional. Para este pro-
pósito se tomaron suficientes muestras de voz y 
con los vectores característicos se empleó el al-
goritmo LGB para obtener un codebook, o libro 
de regiones representativas, con 1024 índices o 
codewords [3].
El proceso de cuantificación consiste entonces 
en asignar por medio de la distancia euclidiana, 
uno de los 1024 índices a cada uno de los vecto-
res característicos de la señal de voz capturada, 
como resultado queda un vector de observación 
O={O1,O2,O3 ...OT}. Donde On es la observación de 
la ventana . De esta manera datos por analizar se 
reducen de una matriz de MxT a un vector de ob-
servación de 1xT, siendo M la longitud del vector 
característico y T la cantidad de ventanas tempo-
rales de la señal de voz capturada.
Como puede verse en las figs. 6 y 7, la cuanti-
ficación permite notar similitud y diferencias entre 
las distintas muestras de voz. El eje de abscisas 
corresponde al instante t, y las ordenadas al índi-
ce k o codeword correspondiente al vector en ese 
instante de tiempo. Una vez cuantificada la señal 
de voz se usan los modelos ocultos de Markov 
para determinar a qué palabra corresponde la 
secuencia de observación.  Para esto se hizo ne-
cesario entrenar un modelo por cada palabra, de 
tal forma que se hiciera máxima la probabilidad 
condicional, P(O|λ) que es la probabilidad de que 
dado el modelo  se dé la observación O.
Fig. 6. VECTORES DE OBSERVACIÓN DE UNA MISMA PALABRA (HOLA)
Fuente: [2].
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Fig. 7. VECTORES DE OBSERVACIÓN DE LAS PALABRAS HOLA Y DÍAS
Fuente: [2].
2.2.3 Modelos ocultos de Márkov (HMM) t3
Son modelos probabilísticos que permiten repre-
sentar un proceso doblemente estocástico, donde la 
probabilidad de estado asociado no es observable, 
de ahí la palabra oculto. Los HMM son útiles en el 
reconocimiento de patrones si estos cumplen con 
las características de un proceso aleatorio [8], [9].
La Fig. 8 muestra un ejemplo de un modelo de tres 
estados, representados gráficamente por medio de cír-
culos, las líneas que unen estos círculos corresponden 
a la probabilidad de transición de un estado a otro. Es-
tas probabilidades de transición son acomodadas en la 
matriz de transición A de NxN posiciones, donde N es 
la cantidad de estados del modelo y junto con el vector 
de probabilidad inicial  y la matriz de densidad de emis-
ión B son los tres componentes de un HMM. La canti-
dad de estados de un modelo determina la robustez y 
complejidad al momento del entrenamiento, entre más 
estados tenga más complejo es [10].
Fig. 8. REPRESENTACIÓN GRÁFICA DE UN PROCESO MÁRKOV
Fuente: [2].
La Fig. 9  muestra los elementos de un modelo 
oculto de Márkov de N estados y son definidos por 
(3), (4) y (5). Donde qt es el estado en el que el 
modelo se encuentra en el instante t.
Fig. 9. ELEMENTOS DE UN HMM
Fuente: [2].
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Lo que se hizo fue, a partir de cada observa-
ción de una palabra determinada, entrenar un 
HMM inicial de componentes λ=(A,B,π) con valo-
res iniciales aleatorios hasta obtener un modelo 
más especifico para esa observación. A través de 
distintos algoritmos, que serán nombrados en la 
siguiente sección, se optimizó un modelo por cada 
una de las palabras por reconocer, teniendo así 
un diccionario de 10 HMMs. 
2.2.4 Los tres problemas de un HMM y su solución 
Existen tres problemas en un HMM [6]. El pri-
mero de ellos es hallar P(O/λ), la solución está en 
el algoritmo Forward o Backward: 
• Algoritmo Forward 
Inicio:
a
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• Algoritmo Backward
Inicio:
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El segundo problema es encontrar la secuen-
cia de estados óptima qt, para determinar los es-
tados por los cuales transita un modelo al ser eva-
luado y en qué momento lo hacen. La secuencia 
de estados y la probabilidad P(O/λ) son los dos 
criterios usados para el correcto reconocimiento 
de palabras y para el entrenamiento. Con el algo-
ritmo Viterbi se obtiene esa secuencia:
• Algoritmo Viterbi
Inicio:
d
1
i( )=rib1 O1( ) 1#i#N (12)
Iteración:
d
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con 1 ≤ j ≤ N y 1 ≤ t ≤ T-1 
{
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con t=T-1, T-2,... 1
El tercer problema es el de entrenar un modelo 
a partir de una secuencia de observación dada. 
Para este propósito se utiliza el algoritmo Baum-
welch y un algoritmo de re-estimación [11], [12].
La tabla I muestra la cantidad de estados de 
cada uno de los modelos del sistema, entre más 
estados tenga un modelo mayor será el tiempo y 
la dificultad de su entrenamiento. 
TABLA I
NÚMERO DE ESTADOS DEL HMM DE CADA PALABRA POR RECONOCER
Modelo No de estados
Hola 4
Cómo 4
Está 4
Buenos 5
Buenas 5
Días 4
Tardes 5
Noches 5
Bien 4
Gracias 5
2. 3 Reconocimiento de señas
Se tomó como unidad de caracterización el 
centroide de las manos. Para ayudar a la ubica-
ción de las manos en la imagen se usaron dos 
guantes de distinto color, uno para cada mano, y 
por medio de las técnicas mostradas en la Fig. 10 
se llevó a cabo esta tarea [13], [14].
Fig. 10. PROCESO DE EXTRACCIÓN DE LOS CENTROIDES
Fuente: [2].
El sistema reconoce cuatro señas y al igual que 
con la voz se capturan de forma aislada. Las se-
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ñas son los saludos: hola, buenos días, buenas 
tardes y buenas noches. Algunas señas varían de-
pendiendo del país por lo que se establecen para 
este artículo las correspondientes al lenguaje de 
señas de Colombia [15].
2.3.1 Extracción de patrones representativos
Para la extracción de patrones, por cada 
muestra de una seña se toman 40 fotogramas 
en 3 segundos, velocidad suficiente para cap-
tar el movimiento de las manos y establecer el 
patrón de movimiento de los centroides de cada 
guante. 
La Fig. 11 es una secuencia de imágenes RGB 
de resolución 640x480,  las cuales contienen los 
movimientos correspondientes a la seña. 
Fig. 11. SECUENCIA DE IMÁGENES DE UNA SEÑA
Fuente: [2].
A cada una de estas 40 imágenes se les hace el 
filtro por color para detectar los guantes por sepa-
rado y luego son binarizadas, se puede apreciar un 
ejemplo de esta binarización en la Fig. 12,  a cada 
imagen binaria se le encuentran los centroides de 
cada guante y se almacenan en el vector de carac-
terísticas de la Fig. 13. En la Fig. 14 se observa una 
matriz que contiene las 40 observaciones repre-
sentadas por los vectores característicos. 
Fig. 12. IMAGEN BINARIA DE LOS GUANTES
Fuente: [2].
Fig. 13. COMPOSICIÓN DEL VECTOR CARACTERÍSTICO
Fuente: [2].
Fig. 14. PATRONES DE MOVIMIENTO
Fuente: [2].
En las figs. 15 y 16 se puede ver el movimiento 
de los centroides en señas iguales y en señas dis-
tintas, respectivamente. 
Fig. 15.  PATRONES DE DOS MUESTRAS DE LA MISMA SEÑA (HOLA)
Fuente: [2]
Fig. 16. PATRONES DE DOS SEÑAS DISTINTAS
Fuente: [2].
2.3.2 Reconocimiento por medio de la correlación 
Se empleó la correlación, ya que es un método 
muy útil para medir la semejanza entre vectores 
de una misma longitud.  La correlación mide la 
relación de cambio entre dos variables aleatorias 
y da como resultado un valor entre -1 y 1 siendo 1 
el valor cuando las dos variables aleatorias varían 
en igual proporción. Se utilizó un umbral de acier-
to de 0.9 al momento de comparar y reconocer 
las señas. 
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2.3.3 Diccionario de señas
Al igual que con la voz es necesario que el sis-
tema aprenda a reconocer señas o tenga una base 
de datos con la cual comparar y determinar la seña 
más parecida a la obtenida en una observación. 
Para esto se creó un diccionario con 10 muestras 
por cada una de las cuatro señas del sistema, así 
cuando se capture una nueva seña y se compare, 
se tendrá mayor probabilidad de acierto si se pre-
gunta cuál fue la seña que más se repitió entre las 
del diccionario que dieron buena correlación. 
3. RESULTADOS
El reconocimiento de voz fue realizado sobre una 
sola voz, la del autor, ya que es un prototipo el ob-
jetivo principal el de indagar y probar las técnicas 
mencionadas.
En las tablas II y III se ven los resultados luego 
de realizar las pruebas al sistema en un ambiente 
silencioso; se llevaron a cabo 100 pruebas por cada 
palabra y 50 por cada frase.
Para el reconocimiento de señas se hicieron 50 
pruebas por cada seña en un ambiente de luminosi-
dad normal, y los resultados en cuanto al acierto se 
pueden ver en la tabla IV.
Los tiempos de respuesta en el reconocimien-
to de voz fueron bastante buenos, al haber pocos 
modelos en el diccionario el reconocimiento fue casi 
inmediato (tiempo inferior al segundo). En cuanto al 
reconocimiento de imagen el procesamiento fue un 
poco más pesado, en consecuencia tuvo tiempos de 
respuesta más lentos, de 2 a 4 segundos aproxima-
damente en cada reconocimiento realizado.
TABLA II
RESULTADOS DEL RECONOCIMIENTO DE VOZ EN PALABRAS
Palabra % de reconocimiento
Hola 72
Como 88
Esta 98
Bien 90
Gracias 99
Buenos 80
Buenas 84
Días 90
Tardes 99
Noches 96
TABLA III
RESULTADOS DEL RECONOCIMIENTO DE VOZ EN FRASES
Frase % de reconocimiento
“¿hola cómo está?” 80
“buenos días” 84
“buenas tardes” 96
“buenas noches” 86
“¿está bien?” 90
“bien gracias” 92
TABLA IV
RESULTADOS DEL RECONOCIMIENTO DE SEÑAS
Seña % de reconocimiento
Hola 96
Buenos días 96
Buenas tardes 94
Buenas noches 92
4. CONCLUSIONES
Trabajar con modelos probabilísticos en el área 
de reconocimiento de voz permite al sistema una 
mayor flexibilidad, ante las posibles diferencias o 
errores existentes entre secuencias de observa-
ción de una misma palabra.
El uso de centroides como elementos carac-
terísticos de las señas, y el establecimiento de 
patrones basados en la secuencia de movimiento 
dio muy buenos resultados en el reconocimiento 
de señas.
Las pruebas realizadas mostraron que los mé-
todos utilizados para el reconocimiento de ambos 
lenguajes dieron un porcentaje de acierto alto y 
un tiempo de respuesta relativamente bueno. 
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