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Abstract
In this paper, we present new ideas to greatly enhance the quality of uncertainty quantiﬁcation in the
DDDAS framework. We build on ongoing work in large scale transport of geophysical mass of vol-
canic origin – a danger to both land based installations and airborne vehicles. The principal new idea
introduced is the concept of a localized Bayes linear model as a surrogate for the expensive simulator.
Probability of ash presence is compared to earlier work.
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1 Introduction
DDDAS systems crucially depend on our ability to reliably and rapidly simulate complex systems,
quantify the error and uncertainty in these simulations, dynamically observe such systems and integrate
the two to improve model prediction and observation [1, 2]. The uncertainty quantiﬁcation (UQ) pro-
cess typically involves the use of an ensemble of simulations that sample parameter and model space.
Simulations of appropriate ﬁdelity are usually computationally expensive. A primary challenge in this
paradigm then is optimizing the the ensemble since available computing resources, cost and time com-
plexity of the simulations will limit the size of the ensemble. Towards this end, the DDDAS paradigm
has promoted development of several strategies based on spectral methodologies e.g. polynomial chaos
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and polynomial chaos quadrature with efﬁcient quadrature schemes to minimize number of samples
needed for a particular integration [3, 11] in the UQ process. An alternative idea, with a rich history
of use in the statistics community, is the construction of surrogate models called emulators using
the simulation outcomes as data and a Bayesian regression to ﬁt the data to an appropriate surface
and error model. A Gaussian process or similar construct is used for interpolation between the train-
ing points [5, 6]. Resampling this emulator will provide the UQ outcomes needed. While, the core
methodology has been well established, there remain signiﬁcant challenges.
We present here ideas to address these issues in the framework of the DDDAS paradigm. DDDAS
brings to this domain a signiﬁcant feature – the availability of data from observations to inform the sim-
ulations and the construction of the surrogates. In recent work on overground mass ﬂows, our group has
also introduced innovative methodology to surmount the computational challenges in the construction
of these surrogates for UQ and in processing the very large amount of data typically encountered in 4D
ﬁeld simulations [8, 9].
1.1 Application
We will frame the developments in terms of a challenging application, namely, the transport of volcanic
ash that we have worked on over the last 3 years. Long-range volcanic ash transport models have been
given the general name Volcanic Ash Transport and Dispersion Models (VATDMs). The use of these
models became well-known following the eruption of Eyjafjallajo¨kull, Iceland, in April, 2010, when the
NAME model forecasts were particularly prominent in being used as the basis for an almost complete
shutdown of European air trafﬁc. We consider in our work a VATDMs namely puff and HYSPLIT that
are used by the Anchorage and Washington (DC) Volcanic Ash Advisory Center (VAAC) for real-time
civil aviation forecasts of ash presence.
1.2 DDDAS Approach to Probabilistic Forecasts
We have accomplished signiﬁcant goals towards our objective of using DDDAS approaches to volcanic
ash forecasts. Our primary modeling tool is a new code pufﬁn formed by the combination of a plume
eruption model Bent and the ash transport model Puff. Data from satellite imagery, observation of
vent parameters and windﬁelds drive our simulations. Figure 1 describes the overall ﬂow of the ash
plume prediction DDDAS application. Estimates of the vent parameters and grain size distribution are
sampled in a strategy outlined in our papers [3, 17]. Together with suitably chosen input numerical
weather prediction ensembles, we can now create a composite ensemble of runs of the new coupled
model pufﬁn and Numerical Weather Prediction (NWP) choices. The weighted ensemble based outcome
leads to a forecast of ash concentration for given members of the ensemble and the probability of ash
presence when these are properly integrated. Satellite imagery and radiosonde data available are then
used to compute a discrepancy ﬁeld between observation and simulation. This discrepancy is then
used to drive a feedback loop to estimate the source parameters using an estimation methodology. Ash
detection based on satellite imagery is a difﬁcult problem [15] and the disambiguation of signal into ash,
water vapor cloud etc. needs a careful analysis. One of the projected outcomes of our work will be an
integration of model and observation to alleviate issues rising from the difﬁculty of this disambiguation.
The probabilistic forecast from our uncertainty analysis of the pufﬁn tool is being considered as an
additional source of information for feeding this disambiguation process.
The key to success in this workﬂow are the propagation of uncertainty – in parameters (vent radius,
vent velocity, mean grain size and grain size variance ) and source terms (wind ﬁeld) and assimilation
with data from satellites and other observations. The DDDAS components are in the systematic update
of inputs, models and modeling parameters and interpretation of observations in a probabilistic frame-
work. We have to date used an ensemble based uncertainty quantiﬁcation and parameter estimation
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Figure 1: Alternate workﬂow of this DDDAS application as mapped to a set of heterogeneous resources
and data ﬂows. Note the replacement of the PCQ based probability calculation with a LHS design
ensemble and BLM based probability calculation relative to our previous work [3].
methodology – polynomial chaos quadrature (PCQ) in combination with data integration to complete
the DDDAS loop. PCQ methods suffered from an exponential growth in the number of samples needed
in the ensemble when the dimensions grew. [10] developed a variation on the polynomial chaos quadra-
ture scheme – Conjugate Unscented Transform (CUT) that addressed this issue to a large extent making
possible higher dimension analysis with a quadrature type method. However, PCQ is, ultimately, a spec-
tral method and cannot capture higher frequency behavior (in realistic time), nor easily sample from tail
events from any probability distribution. The difﬁculty in sampling was circumvented in an ad hoc
fashion [11] by restricting the volume inputs to only very large ﬂows. Such a restriction is difﬁcult to do
in a systematic fashion and the predictive power of the methodology is entirely dependent on the choice
of that cutoff.
To complete the DDDAS loop we assimilate of available observational data to correct and reﬁne the
model forecast helps in reducing the associated uncertainties. However, limited sensor range and sensor
inaccuracies can lead to imprecise measurements. An improved solution should be a weighted mixture
of model forecast and observation data. Hence,a future challenge is to design computationally tractable
data assimilation tools that incorporate information from various sources while simultaneously com-
pensating for simulation errors and observational inaccuracies. A minimum variance based approach is
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utilized to assimilate the model prediction with measurement data, obtained from satellite imagery. This
provides us posterior statistics of uncertain parameters, given statistics of measurement data and prior
statistics of model outputs which are obtained from propagation of uncertainty through dynamic model.
2 UQ using Emulators
2.1 Emulators
While, several emulators have been proposed over the years the GASP (Gaussian Process) is among
the most popular. We work here with the Bayes Linear Models (BLM) that are largely equivalent in
structure to GASPs and computationally more tractable. The Emulator used for our purpose attempts to
ﬁt a piecewise polynomial through already available data and estimates the mean and variance for the
inputs for which simulations are not available using Bayesian Linear Regression. The moments are then
adjusted using Bayes linear equations.
From Bayesian Linear Regression we have,
s(x) = βG(x) + ˆ ˆ ∼ N(0, σ2) (1)
where s(x) is the response function, G is the matrix of basis functions, β is the vector of coefﬁcients
and ˆ is the the Gaussian model of the error. The equations of Bayes Linear method which allow the
adjustment of mean and variance are given by
E(s(y)|s(x)) = E[s(y)] + Cov[s(x), s(y)]V ar[s(x)]−1(s(x)− E[s(x)]) (2a)
V ar[s(y)|s(x)] = V ar[s(y)] + Cov[s(y), s(x)]V ar[s(x)]−1Cov[s(x), s(y)] (2b)
where s(x) is the simulation data which is required to adjust our belief of the response s(y), x is the
collection of sample points and y is the collection of points for which simulations are not available
(henceforth termed as resamples) for generating responses s(x) and s(y) respectively. E[s(y)|s(x)] is the
Bayes Linear Mean and Var[s(y)|s(x)] is the Bayes Linear Variance. The functioning of emulator can
be understood by superimposing equations 2 and 1 which yields
E(s(y)|s(x)) = g(y)β + r(y)TR−1(s(x)−G(x)β) (3a)
V ar[s(y)|s(x)] = σ2(1− r(y)TR−1r(y)) , ri(y) = exp
(
−
Ndim∑
n=1
θn(yn − xi,n)2
)
(3b)
R is the matrix of the correlation functions at x such that Ri,j = ri(xj) = rj(yi). Equation 3a indicates
that the emulator is composed of a mean which is approximated using least square ﬁt, and an error
term which is modeled as a Gaussian process with  = s(x) - G(x)β being the true error evaluated at the
sample points. θn is the vector of hyper-parameters or roughness parameters and Ndim is the number
of dimensions associated with the data set. The emulator hyper-parameters θn require an expensive
nonlinear optimization technique to iteratively ﬁnd the optimal values [9].
With the emulator in hand, it is a simple matter to resample using multiple draws at each spatial
location of interest and thereby compute a probability.
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2.2 Localization and Parallelization
The computational effort inR−1 in (3a) dominates the workﬂow and for the very large data sets we have
in this application the necessary repeated evaluation of this soon becomes infeasible, especially inside
a DDDAS loop where the UQ must be accomplished in a short time. The key insight in making this
computation feasible is a recognition of the strong locality of the correlations allowing an approximation
of R−1 as
R−1 ≈
N∑
i=1
R−1i , R : Ω → R,Ω = ∪Ni=1Ωi, R|Ωi = Ri : Ωi → R (4)
The quality of the approximation is clearly important for the quality of the emulator and depends on
the choice of decomposition. However, this decomposition enables us to compute an effective emulator
as an approximation using an ensemble of emulators based on the decomposition of R. Each member
of this ensemble uses only local data and hence can be computed in parallel! The size of each Ωi is
related to the local strength of the correlations and have to be carefully chosen. For selecting the
neighborhood points Dalbey [16] proposed a tessellation based approach wherein the input parameter
space is tessellated and correlations further away than 2 cells in the tessellation are disregarded. The
localization and tessellation raises concern of overﬁtting which have been carefully addressed in earlier
work [16] using a ﬁt generated as above and tested with several hundred pieces of data outside those
used in the ﬁt. The cross validations tests in [9, 16] include comparing the BLM surface from 2048
simulations to an exhaustive evaluation of the surface with 104 simulations prove that this is not the
case here.
While, computationally efﬁcient, the tessellation approach is not directly related to the emulator
quality. We propose here an alternate methodology based on distance metrics Dsin the input parameter
space. A simple choice for Ds we have explored in preliminary work is Ds =
2
√∑Cdim
n=1 (xn − yn)2
where Cdim is the number of dimensions considered for the euclidean distance and x and y are any two
multi-dimensional points. A simple strategy for picking a local patch is to normalize each dimension
to a [0, 1] range and select a small distance e.g. 0.05 to pick points for the interpolation. If the number
of points is insufﬁcient for interpolation then the distance is increased by 0.005 till enough points are
found.
3 Results and Discussion
In past work, based on PCQ type approaches [14] we have shown that our core methodology is sound
and yields reasonably good probabilistic estimates of ash presence. Starting with the same distribu-
tions (carefully described in earlier work) we now exercise the emulator methodology. The emulator
construction starts with an ensemble of 700 members of a Latin Hypercube based distribution of the
4 listed parameters (vent radius, vent velocity, mean grain size and grain size variance ). Ranges and
distributions for the inputs were obtained from experts. The pufﬁn tool then produces ash forecast data
for 700× 10 elevation levels every 6 hours. We construct an emulator for each level at each time using
all 700 spatially distributed data ﬁelds. A localization strategy with 30,000 of the localized emulators
are then put together using an inverse distance weighted linear combination.
Figure 2 shows the output from two ensemble members of 700 which is used in making the emula-
tor. Figure 3 shows early results from the PCQ based probability computation and the emulator based
probability of ash presence. The emulator based results are somewhat different from the PCQ based re-
sults. We note that the emulator is based on a space-ﬁlling design of the input space – a Latin hypercube
design. The PCQ on the other hand is based on minimizing error in moment computation.
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Figure 2: Pufﬁn outcomes for two members of the ensemble of 700 used in computing the emulator.
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(D) 0041-04-16 18:00:00Z
Model: probability, outer contour 0.2, inner 0.7
Data: ash top height, m
(a) PCQ based probability of ash presence computations.
(b) BLM emulator based probability of ash presence computations.
Figure 3: a) PCQ based probability computation from [14]. Line contours 20% and 70% – solid contours
are satellite observations b) The BLM emulator based probability computation for ash presence from a
700 sample ensemble. Uncertain parameters are vent diameter, vent velocity, grain size diameter and
variance. While the overall footprints from both methods are similar the probabilities are different,
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4 Conclusions and Future Work
In summary, we have introduced an emulator based strategy for uncertainty quantiﬁcation to the prop-
agation of ash. While, in of itself it already produces interesting and distinctly different forecasts –
the key reason to consider this strategy is the possibility to a) introduce an adaptive strategy whereby
ensemble members can be added and taken out based on user need (see for e.g. recent work [19]), and,
b) computational advantages in terms of localization and parallelization of the processing.
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