The local pickup and delivery problem (LPDP) is an essential operational problem in intermodal industry. While the problem with deterministic settings is already difficult to solve, in reality, there exist a set of loads, called uncertain loads, which are unknown at the beginning of the day. But customers may call in during the day to materialize these loads. In this paper, we call the LPDP considering these uncertain loads as the stochastic LPDP. The problem description and the mathematical modeling of stochastic LPDP are discussed. Then, a simulation-based optimization approach is proposed to solve the problem, which features in a fast solution generation procedure and an intelligent simulation budget allocation framework. The numerical examples show the best strategy to consider the stochastic loads in the planning process and validate the benefits compared to its deterministic counterpart.
INTRODUCTION
In recent years, competition in the transportation and logistics sector has increasingly intensified. The efforts to maintain viable profit margins are further complicated by rising personnel and fuel costs. As a result, the local pickup and delivery problem (LPDP) has drawn a great deal of interest in intermodal transportation. Truck/rail intermodal transportation combines the cost-effectiveness of rail with the flexibility of trucks. When freight is transported, it is first loaded onto a trailer or a container which is moved from the shipper to a nearby rail ramp by truck. Then the freight is conveyed by rail to a ramp close to its destination. Finally it is delivered to the consignee by truck. The truck portion of intermodal transportation is called drayage, and can be modeled as a LPDP. Although the truck portion is much shorter than the rail portion, its cost is a significant component of the total cost, due to the growth in service demand and higher labor costs compared to rail delivery (Morlok and Spasovic 1994) .
The LPDP is concerned with the optimal movement of a set of loads between customer locations and rail ramps in a local service area over a relatively short planning horizon. The basic operations involved in a LPDP can be described as follows (Wang and Regan 2002; Pi, Pan, and Shi 2008) : At the beginning of each work day, a fixed number of vehicles are positioned throughout the service area. A vehicle can serve only one load at a time. After the delivery of a load, it runs for another load immediately or becomes idle. Served loads generate revenues and unserved ones may be subcontracted to other carriers (for an 2 STOCHASTIC LPDP MODEL
Deterministic LPDP Model and Solution Approaches
Before discussing stochastic LPDPs, we briefly introduce the deterministic (static) LPDPs. It can be modeled as a mixed integer program (Wang and Regan 2002; Pi, Pan, and Shi 2008) as follows. Sets:
• K = {1, . . . , |K|}: the set of drivers.
• L = {1, . . . , |L|}: the set of nodes representing loads.
• S = {|L| + 1, . . . , |L| + |K|}: the set of start nodes, as the start location of drivers.
• H = {|L| + |K| + 1, . . . , |L| + 2|K|}: the set of end nodes, as the home location of drivers.
Parameters:
the time needed to serve load i and then travel to the origin of load j.
• a i , i ∈ L ∪ S: the earliest start time of each node. For i ∈ S, a i means the initial available time of driver i − |L|.
• b i , i ∈ L ∪ H: the latest start time of each node. For i ∈ H, b i means the latest time when driver (i − |L| − |K|) must return to home location. ∀i ∈ L, [a i , b i ] denotes the time window of load i.
the cost of traveling from the origin of load i to the origin of load j.
Variables:
• x ki j , k ∈ K, i ∈ L ∪ S, j ∈ L ∪ H: binary variables. x ki j = 1 if driver k serves load j followed by load j; x ki j = 0 otherwise. Note that for any k ∈ K, x ki j is fixed to zero for i ∈ S \ {k + |K|} or j ∈ H \ {k + |L| + |K|}.
• t i , i ∈ L ∪ S ∪ H: service start time of each node. Now we give a formulation based on the multi-commodity network flow as follows. Objective:
Subject to:
Here, (1) represents the revenues of served loads minus the traveling costs. Constraints (2) (3) (4) are standard multi-commodity network flow constraints. Constraints (5) require each load to be served no more than once. Constraints (6) are the temporal relations between consecutive nodes. Constraints (7) and (8) are the load time window constraints.
The LPDP is difficult to solve, and has been proven to be NP-hard (Erera and Smilowitz 2008) . Some researches tried to solve specific instances to optimally using mathematical programming (Arunapuram, Mathur, and Solow 2003; Lu and Dessouky 2004) . Due to the large scale of the problem, fast and good heuristic methods are popular choices in solving these problems. In Wang and Regan (2002) , an iterative solution approach is proposed to deal with hard time window constraints. An over-constrained and a under-constrained problem are solved at each iteration to guide the search. In Powell, Shapiro, and Simao (2002) , a multi-stage dynamic program model is introduced, and adaptive dynamic programming techniques are used to obtain high-quality solutions. Pi, Pan, and Shi (2008) propose a hybrid nested partitions and mathematical programming (HNP-MP) approach which can provide good solutions to large-scale LPDPs efficiently. Other useful heuristic methods can be found in Powell and Carvalho (1998); Xu et al. (2001) ; Campbell and Savelsbergh (2004) ; Funke, Grunert, and Irnich (2005) .
Modeling of Stochastic LPDP
In Section 1, the benefits of considering stochastic loads in the planning are introduced. A typical scenario of stochastic LPDP is shown in Fig. 1 , where one driver is serving three deterministic loads and two stochastic loads. In order to model the stochastic LPDP, there are two key factors to be discussed: 1) how to define the probability of a stochastic load, and 2) what difference in a schedule will be observed if stochastic loads are considered. We first extend the set definitions in Section 2.1 for the stochastic LPDP as follows.
• L D = {1, 2, ..., |L D |}: the set of deterministic loads, which are known before the planning starts.
•
the set of stochastic loads. Load i(i ∈ L S ) may happen with probability p i during the planning period.
the set of all possible loads.
Occurrence Probability of Stochastic Loads
In the dynamic solution scheme, we divide the time horizon into T (T > 0) stages, and at the beginning of each stage, all the information is refreshed and the schedule is re-optimized. The occurrence probability of a stochastic load may vary at different stages. The probability distribution of load i(i ∈ L S ) can be described as p i (t),t ∈ {1, . . . , T }. An example is shown in Fig. 2 . Within each stage (e.g., 6:00 -7:00), the occurrence probability is constant. Since all information is refreshed at the beginning of each stage, we drop the t in p i (t) in the following context.
We have the following assumption for simplicity. Assumption 1 usually holds in reality: each stochastic load can represent a retailer, such as Walmart and Target, and thus their needs to initiate a load are independent. Assumption 1 The probability distribution of each stochastic load is independent with each other.
Prior information of experienced dispatch expert or historical data can be used to estimate the occurrence probability during each period. One of the simplest ways to estimate the probability is to calculate the frequency of this load's appearance during the same time period in historical data. We define this probability as a parameter as follows.
• p i , i ∈ L: the probability that load i will happen. For i ∈ L D , we always have p i =1. For i ∈ L S , 0 < p i < 1. 
Scheduling with Stochastic Loads
We first denote a schedule π (π ∈ Π) as a solution to a LPDP. Each schedule π consists of a route for each driver. Denote (i, j) as a schedule component where load j is served followed by load i by the same driver. Given a schedule with component (i, j) in which i is a stochastic load, there are two possible scenarios when a driver is sent to the origin of load i: 1) If load i has been confirmed before the driver arrives, serve load i and go to the origin of the next load j; 2) If load i has not been confirmed when the driver arrives, go to the origin of load j directly. This process is described in Fig. 3 . We further extend the parameters for stochastic LPDP.
the total traveling cost from the original of load i to the destination of load i, and then to the origin of load j. It represents the cost of scenario 1 in Figure 3 .
the traveling cost from the origin of load i to the origin of load j. It represents the cost of scenario 2 in Figure 3 .
the time needed to serve load i and then travel to the origin of load j, if load i materializes.
the time needed to travel from the origin of load i to the origin of load j, if load i does not materialize.
Therefore, the profit of component (i, j) is a random variable, denoted by z (i, j) . z (i, j) can take two values: 1) If load i materializes, we get revenue W i and incur a cost C i j , and thus z (i, j) = W i −C i j with probability p i ; 2) If load i does not materialize, we get zero revenue and incur a cost C i j , and thus z (i, j) = −C i j with Chen, Song, and Shi probability (1 − p i ). The expected profit of component (i, j) can be written as
Mathematical Model of Stochastic LPDP
In a deterministic LPDP, we always seek a best solution in terms of the total profit. When stochastic loads are considered, there can be a set of possible outcomes given a schedule π. Naturally, people look for a schedule that has better average performance over possible outcomes, and thus the objective is to find the optimal schedule which maximizes the total expected profit. Under Assumption 1, variable z (i, j) 's are independent. Therefore, for a schedule π ∈ Π with multiple components involved, the expected profit of π are the linear combination of the expected profit of all components. The mathematical form is expressed as:
In model (1) - (8), a schedule π is represented by binary variables x ki j . We have extended some definitions of sets and parameters in the previous sections, and the remaining notations can be extended straightforwardly. From (10), the objective function can be written using the new notations as:
We further define:
Then, the objective can be re-written as:
Constraints (2) - (8) remain valid for the stochastic case with the extended notations, except constraint (6). Corresponding to Figure 3 , T i j in constraint (6) can be T i j for scenario 1, or T i j for scenario 2. If T i j = T i j for all i ∈ L S , then we can take all stochastic loads into consideration, and solve the stochastic LPDP ((2) -(8), (11)) using any solution approach for the deterministic LPDP. However, T i j is usually greater than T i j , because T i j also includes traveling time from the origin of load i to the destination of load i, the loading time at the origin of i and unloading time at the destination of i. Therefore, the overall dispatch capacity is reduced when assuming T i j = T i j and taking more stochastic loads into account. Although the solution obtained is a lower bound of the optimum, it provides a fast approach to generate feasible solutions. In the next section, we propose a simulation-based optimization approach for solving stochastic LPDP, utilizing this fast solution generation approach.
SIMULATION-BASED OPTIMIZATION APPROACH
Since a schedule will be different whether or not a stochastic load materializes and it is difficult to account for this factor in the constraints, we consider using discrete event simulation to estimate the expected profit. The procedure for each simulation replication is described as follows.
Algorithm 1 LPDP Simulation Procedure 1. Generate a schedule π, and one realization of randomness (which stochastic loads will materialize at what time). 2. Simulate the pickup and delivery process according to π, until one of the following conditions is met: 2.1 if the simulation clock equals the beginning of each stage, then go to Step 3; 2.2 if a driver arrives at the origin of a stochastic load and the load has not materialized, then go to Step 3; 2.3 if the simulation clock equals the end of planning horizon, then go to Step 4. 3. Refresh the load information, update newly added loads, and the occurrence probability of each stochastic load, and re-generate the schedule π. Go to Step 2. 4. Calculate and output the total profit, and stop.
If we are able to simulate a sufficiently large number of replications for each schedule to obtain the mean profit, and evaluate all the available schedules, we will obtain the optimal schedule by simply comparing the mean profits for all schedules. However, this is generally impossible and we need to find an efficient way to optimize the simulation-based system.
Policy Optimization
The solution space for stochastic LPDP is so large that it is almost impossible to compare all the solutions. However, in Section 2.2.3, we know that if we assume T i j = T i j , a solution can be generated by solving model ( (2) - (8), (11)). We also know that the solution obtained by solving the above model is not optimal for stochastic LPDP, since approximating T i j by T i j lowers the overall dispatch capacity and may reduce the total number of loads served. But this approach at least provides us a feasible solution for stochastic LPDP, whose quality can then be evaluated via simulation. The more stochastic loads we consider, the more empty traveling cost we can save, but the more the capacity we may lose. Therefore, we convert the original problem of finding an optimal schedule to the following new problem: Problem 1 Given that the solution of a stochastic LPDP with a set of stochastic loads can be obtained by solving model ( (2) - (8), (11)), what is the optimal set of stochastic loads that generates the highest expected profit?
Or even a simpler problem: Problem 2 Given that the solution of a stochastic LPDP with a set of stochastic loads can be obtained by solving model ( (2) - (8), (11)), what is the optimal value ofp, such that considering all the stochastic loads with occurrence probability higher thanp will generate the highest expected profit?
To reduce the solution space, it is nature to discretize the space ofp. Thus, we end up with comparing the performance of a small number of threshold values, sayp ∈ {0.5, 0.6, 0.7, 0.8, 0.9, 1}. When p i is too small, it is possible that E z (i, j) < 0 in (9), and thus load i will never be included in the route when solving model ( (2) - (8), (11)). Therefore, a small value ofp does not need to be considered.
For each value ofp, there is a corresponding set of stochastic loads. So, the schedule π in the Algorithm 1 Step 2 and Step 3 can be easily generated by solving the model ( (2) - (8), (11)) considering all stochastic loads with p i ≥p.
Simulation Budget Allocation
In Section 3.1, we convert the original problem into a new problem with a small number of solutions. To find the best solution, we need to simulate each solution for a reasonable number of replications, which is usually time consuming. We apply an efficient approach for simulation optimization, called Optimal
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Computing Budget Allocation (OCBA) (Chen et al. 2000; Chen and Lee 2010) . OCBA is a methodology for allocating simulation budget such that the probability of correct selection, the probability that the found solution is actually the best solution, is maximized given the simulation budget. It can be stated as the following theorem, and we refer to Chen and Lee (2010) for details. Theorem 1 Given a total number of simulation samples T to be allocated to k competing solutions whose performance is depicted by random variables with means J 1 , J 2 , . . . , J k , and finite variance s 2 1 , s 2 2 , . . . , s 2 k respectively, as T → ∞, the Approximate Probability of Correct Selection (APCS) can be asymptotically maximized when
where N i is the number of simulation replications allocated to solution i, δ b,i =J b −J i , and b = arg min i∈{1,2,...,k}J i . Using Theorem 1, we have the following Algorithm 2 for solving stochastic LPDP. This sequential algorithm generally allow us to find the best value ofp more efficiently using the limited computational resources. Algorithm 2 Simulation-based Approach for Solving Stochastic LPDP 0.
Set the total simulation budget T , incremental budget ∆, and initial simulation budget N 0 . Assign iteration count l = 0. 1.
For each value ofp, denoted asp k (k = 1, 2, . . . , K), perform N 0 simulation replications using Algorithm 1. Calculate the mean J 0 k and variance (s 0 k ) 2 for eachp k .
2.
If ∑ k N l k ≥ T , output k * = arg max J l k and stop; otherwise, go to Step 3. 3.
Increase the budget by ∆ and calculate the new budget allocation using Theorem 1, denoted as N 
NUMERICAL EXAMPLES
In this section, we report our computational results on stochastic LPDPs. The experiment settings are as follows.
Map and Locations:
We generate locations in a rectangle map. For each location pair, the distance between the two locations is the Euclidean distance on the map.
Deterministic Loads: Generate X loads randomly on the origin-destination location pairs. The handling time of each load is randomly generated as Uniform(0.25,0.75) hour. The earliest starting time for each load is generated uniformly between 7AM and 3PM, and the length of the pickup time window is set to Uniform(5,10) hour. The revenue of serving a load is set to V · (loaded movement time + handling time), where V Uniform(60, 100) is the rate of revenue per service time unit.
Stochastic Loads: The parameters of stochastic loads are generated similarly to those of deterministic loads. The occurrence probability is set to Uniform(0.5,1). For simplification, the probability is constant in the morning and in the afternoon. The total number of stochastic loads is Y .
Drivers: The number of drivers is Z. For each driver, the start and home locations are randomly assigned among the locations. Each driver's starting work time is randomly set to Uniform(7,10)AM, and each driver works 10 hours per day. The driving speed of each driver is 40 mile per hour. The cost rate per driver is $15 per hour, and the traveling cost per vehicle is $0.5 per mile.
We generated 6 testing instances as shown in Table 1 . The hybrid nested partitions and mathematical programming (HNP-MP) approach (Pi, Pan, and Shi 2008) is used for solving each deterministic model ( (2) - (8), (11)). The dual simplex method is used as the linear programming (LP) solver, and CPLEX is used as the mixed integer programming (MIP) solver. The computational results are summarized in Table 2 . We considerp ∈ {0.5, 0.6, 0.7, 0.8, 0.9, 1}. When p = 1, it means no stochastic load is considered in the planning, which is equivalent to applying deterministic LPDP in a dynamic manner. For each instance, the mean profit and standard deviation is presented for each value ofp. It can be observed that for instances 1 -4,p = 0.8 is the best choice, whilep = 0.7 is the best for instance 5 -6. It indicates that for larger scale of problems, it is more beneficial to consider more stochastic loads. It is also clear thatp = 1 is among the worst choices for all instances, indicating that considering stochastic loads in the planning is generally beneficial. Since OCBA tend to allocate more simulation replications to better solutions, the result with a higher mean value usually has a lower variance. 
DISCUSSION AND FUTURE RESEARCH
In this paper, we extend the deterministic LPDP model into the stochastic LPDP. We first review the mathematical model and solution approaches for the deterministic LPDP. Then, the problem description and mathematical modeling of stochastic LPDP are discussed. When the new objective is to maximize the expected profit, the stochastic problem can be written into a MIP problem with the same mathematical structure as the deterministic version, by assuming the traveling time does not change whether or not a stochastic load materializes. Utilizing this conclusion, we convert the original problem into a simulationbased optimization problem, and propose an efficient algorithm to solve the problem. Our experiments provide the optimal strategy to consider these stochastic loads in the planning process, and confirm the benefits compared to deterministic LPDP.
To extend current research, we plan to implement the idea of considering stochastic loads in real industrial setting. In some cases, businesses would also like to consider a risk-adjusted expected profit,
