Flaw Depth Classification in Eddy Current Tubing Inspection by Using neural Network by Hoshikawa, H. & Koyama, K.
FLAW DEPTH CLASSIFICATION IN EDDY CURRENT TUBING INSPECTION BY USING 
NEURAL NETWORK 
INTRODUCTION 
H.Hoshikawa and K.Koyama 
College of Industrial Technology 
Nihon University 
Izumicho Narashino Chiba 275 Japan 
Flaw depth estimation is crucial in eddy current tubing inspection in 
order to prevent leak accidents in various types of heat exchangers. Udpa 
proposed a novel method using neural network to classify four different 
types of flaws detected by eddy current tubing inspection [1.2]. They used 
as the neural network input the Fourier descriptor coefficients of 
cumulative angular function of flaw signal pattern curve[3]. Their 
classification is based on the shape differences in signal patterns 
because the coefficients are invariant under rotation. translation. and 
scaling of the signal pattern. 
The phase angle of flaw signal pattern has been successfully used to 
estimate flaw depth in eddy current tubing in-service inspection[4.5]. The 
authors have thought that flaw depth estimation should be accomplished by 
positively utilizing the phase angle of the flaw signal pattern which 
contains the flaw depth information. Thus the Fourier descriptor phase 
coefficients of flaw signal pattern have been derived as the input to 
neural network to classify flaw depth because the phase coefficients 
correlate directly with the pattern phase angle. 
FLAW DEPTH ESTIMATION METHODS 
When a signal pattern is a closed curve as shown in Figure 1. the 
periodical function u(e) at any point P is defined by the coordinates X(e) 
and Y(e) where e is the arc length on the curve from the starting point. 
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Figure 1. Eddy current signal pattern. 
u(£) = X(£) + jY(£). j = {-1. ( 1 ) 
u(£+nL) = u(£). n= O. ±1. ±2. (2) 
where L is the total length of the curve. 
The conventional flaw signal phase e is derived by the maximum and 
minimum values of X and Y coordinates on the curve. 
e tan~ 1 {(Ymax-Ymin) / (Xmax-Xmin)} (3) 
Being a periodical function as shown in Equation (2). u(£) can be 
expanded in Fourier series. 
u(£) = L c n exp(j2n n£/L) (4) 
where Fourier descriptor coefficient C n is given by 
c n = (1/L)!u(£)exp(-j2nn£!L)d£. n= O. ±1. ±2 • ••• (5) 
Fourier descriptor coefficient Cn brings about the magnitude 
coefficient IC n I and phase coefficient 1> n because Cn is a complex number. 
(6) 
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When a flaw changes in volume and not in depth. ¢. does not vary very 
much while Ic. I varies greatly. And ¢. is directly related to the pattern 
phase angle. This fact suggests that the phase coefficients ¢. can be 
promising parameters as the neural network input for flaw depth 
estimation. 
EXPERIMENTAL SETUP 
Experiments have been conducted using brass tubes of 22 mm diameter 
and 1.5 mm wall thickness. As shown in Figure 2. the tubes have three 
different types of artificial flaws: one encircling groove. four file 
grooves. and four drill holes. Each type of flaws has three different 
widths of 1.75. 3.5. and 7 mm and eight different depths from 10 % to 80 % 
of the tube wall thickness. The depth accuracy of machined flaws has been 
confirmed within ±3 % deviation from their nominal depth. One data set 
consists of signals obtained through eddy current test of all these flaws. 
which means that one data set contains 72 different flaw signals. Thus ten 
data sets have been prepared for the flaw depth classification experiment. 
The neural network used for the experiment is composed of three 
layered structures trained through an error back propagation algorithm. 
The cell number at the input layer varies depending on the number of input 
parameters. The cell numbers at the hidden and output layers are 10 and 8 
respectively. After being trained to classify flaw signals from an 
arbitrary data set according to flaw depths. the neural network has been 
applied to classify the flaw signals from the remaining nine data sets. 
EXPERIMENTAL RESULTS 
When the parameter e was used as the neural network input. the 
training cycle of the neural network was not attained for the flaw signals 
from an arbitrary data set. The reason for this failure is because the 
signals of 10 % depth flaws have the same phase range as those of 20 %. as 
an encircling groove four file grooves four drill holes 
Figure 2. Artificial flaws. 
813 
814 
'i 90. 
:3 
o. 
TEST TUBE NUMBEr 
FLAW WIDTH [mm] 
.. __ .............. _--._ .. _----" 
- -.... _. 
---._ .. -_ .... _ ... 
.. _ ...... . ""---
DRILL 1I0LE x 4 FI LE GROOVE x 4 
<Di@i® ®i@l@ 
1. 75 I 3.5 I 7.0 1. 75 I 3. 5 I 7. 0 
FLAW DEPTH 
80~I 
70~I 
ENCIRCLING GROOVE 
CDI@I® 
1. 75 I 3.5 I 7.0 
Figure 3. Signal phase () for different types of flaws. 
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Figure 4. Examples of signal patterns (impedance trajectory). 
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(b) Reconstructed patterns by using coefficients c±\. 
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(c) Reconstructed patterns by using coefficients c±\. C±2. and C±s. 
Figure 4. Examples of signal patterns (impedance trajectory). 
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shown in Figure 3. If 10 % and 20 % depth flaws are included in one group, 
the training cycle is accomplished and every flaw is classified 
accordingly by the neural network. 
Figure 4 shows examples of original signal patterns obtained by 
experiment and reconstructed patterns by using a limited number of Fourier 
descriptor coefficients. The figure indicates that the first order 
coefficients C±1 contain the information on the signal phase angle and the 
higher order coefficients on the signal pattern shape and the six lowest 
coefficients can reconstruct a pattern almost the same as the original. 
Table 1 shows the number of errors in flaw depth classification when 
the Fourier descriptor phase coefficients of limited orders are applied to 
the input of neural network. The first six lowest order phase coefficients 
provide no erroneous classification while the higher order coefficients 
generate erroneous classifications. 
Figure 5 shows the distributions of the first order phase 
coefficients and the fourth order. The first order coefficients are 
distributed in a forty-five degree direction depending on the flaw depth 
while the fourth order coefficients are distributed in mixed position 
along this direction. This is the reason why the higher order coefficients 
cause the erroneous flaw depth classification as shown in Table 1. 
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Table 1. Number of errors in flaw depth classification by phase 
coefficients. 
NUMBER OF ERRONEOUS DISCRIMINATION 
DATA-SET ifJ ± 1 '" ifJ ±1'" ifJ ± 1 '" ifJ ± 1 '" ifJ ± 1 '" ¢J ±I N 
NUMBER ifJ ±1 ifJ ±2 ifJ ±3 ifJ ±4 ifJ ±8 ifJ ±1 6 ifJ±32 
1 0 0 0 0 31 83 144 
2 0 0 0 1 20 51 116 
3 0 0 0 5 28 70 105 
4 0 0 0 0 34 77 104 
5 0 0 0 0 26 77 90 
6 0 0 0 2 21 55 98 
7 0 0 0 2 24 52 86 
8 0 0 0 3 22 61 86 
9 0 0 0 1 19 61 99 
10 0 0 0 0 20 53 102 
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(b) Fourth order coefficients ¢ ±4' 
Figure 5. Distribution of phase coefficients. 
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SUMMARY 
A neural network has been applied to the flaw depth classification in 
eddy current tubing inspection to take advantage of the interpolative 
nature of neural networks. Some lowest order Fourier descriptor phase 
coefficients of the signal pattern have provided promising input vectors 
to neural network compared to the signal pattern phase. Further research 
has to be conducted to study the method using real flaw signals. 
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