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Introduction
Contexte industriel
Le travail proposé s’inscrit dans le contexte général de la maîtrise des risques liés au sto-
ckage et à l’entreposage de déchets. Le Commissariat à l’Énergie Atomique est un acteur ma-
jeur en matière de développement et d’innovation dans le domaine de l’énergie et tout par-
ticulièrement dans le nucléaire. Il constitue une force d’expertise et de proposition pour les
pouvoirs publics. Le CEA intervient à la fois sur l’optimisation du parc actuel de réacteurs mais
également en aval en mettant au point des solutions techniques pour la gestion des déchets ra-
dioactifs.
Pour ce qui concerne l’entreposage de déchets en surface, divers scénarios d’accidents ou
de fuites sont envisagés. L’objectif étant de comprendre dans quelle mesure le polluant va se
disperser, envahir les différentes couches du sol, atteindre l’aquifère . . . Une caractéristique
principale de ce type de transfert est la présence d’une zone non-saturée dans les premiers
mètres du sol. Pour des polluants présents sous forme de soluté, leur entraînement par les
différents f uides présente un comportement très différent de celui observé dans la zone saturée.
Contexte scientifique
Les milieux poreux sont présents dans de nombreuses applications, en science du sol mais
également dans des domaines plus surprenants. Le terme « milieu poreux » fait alors davantage
référence à la façon d’approcher le problème qu’à des considérations géométriques. Ainsi un
parc éolien, une forêt, un quartier de gratte-ciel ou encore une colonie de bactéries peuvent
être vus comme des milieux poreux. Ils se déf nissent par une répétition dans l’espace d’un
motif géométrique élémentaire. On peut évaluer le comportement du milieu en faisant abstrac-
tion des détails pour se focaliser sur l’action globale. La notion de séparation des échelles est
sous-jacente, et l’on comprend immédiatement qu’une modélisation globale d’un grand sys-
tème complexe (par exemple un site d’entreposage) ne nécessite pas la connaissance précise
à l’échelle du micomètre mais doit tout de même intégrer les répercutions à grande échelle.
D’une manière plus générale, la vision « milieu poreux » conduit le plus souvent à traiter les
quantités physiques en les séparant en une « porteuse » correspondant à l’évolution moyenne
et un « bruit » représentant les variations locales. Lorsque ce découpage est possible, on parle
de séparation des échelles. Celui-ci pourra être précisé suivant des critères qui peuvent changer
d’un cas à un autre. Dans certains milieux poreux, plusieurs échelles peuvent être distinguées.
Le résultat de la mesure expérimentale d’une grandeur physique doit alors être accompagné
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du volume d’intégration sur lequel se fait la mesure. Cette notion est primordiale, pour don-
ner un exemple, prenons une mesure de pression habituellement effectuée à l’aide de bougies
poreuses. Dans ce cas, la taille de la bougie doit être déterminée en fonction de la mesure à
réaliser.
Dans les milieux naturels tels que les sols, des hétérogénéités apparaissent à toutes les
échelles. Un milieu présentant une séparation d’échelle nette (plusieurs ordres de grandeurs)
est extrêmement rare. Néanmoins, l’étude de phénomènes physico-chimiques est grandement
simplif ée par l’existence d’une dimension au delà de laquelle le milieu est homogène. Plusieurs
déf nitions de l’homogénéité ont été énoncées, certaines reposent sur des critères géométriques,
cependant il paraît plus probable que cette notion soit liée au phénomène observé. À l’échelle
du laboratoire sur un milieu reconstitué, ces paramètres peuvent être parfaitement maîtrisés.
La variation de porosité (taux de vide) le long de la colonne donne une première information,
toutefois cette porosité doit être mesurée sur un volume d’intégration plusieurs fois supérieur
à la taille caractéristique des pores, on la nommera échelle de Darcy. Cette étude a pour objec-
tif de modéliser des phénomènes de transport exclusivement dans des milieux homogènes. Le
changement d’échelle porte sur la modélisation des hétérogénéités à l’échelle du pore.
Dans un matériau passif, c’est-à-dire sans échanges aux interfaces, saturé par une seule
phase f uide, le transport de masse, de quantité de mouvement et d’énergie sont étudiés de-
puis de nombreuses décennies. Les modèles dits à « équilibre local » furent élaborés dans un
premier temps, supposant ainsi une quasi-uniformité à l’échelle du pore. Pour un problème de
transfert thermique, cela signif e que les températures du liquide et du solide sont très proches.
Cette situation est rencontrée lorsque le f uide s’écoule lentement et que la différence de dif-
fusivité entre les deux phases est peu marquée. Lorsque cette hypothèse n’est plus valide les
choses se compliquent, la température varie signif cativement à l’échelle du pore. Des modèles
à « non-équilibre local » furent introduits pour représenter ces disparités. Pour le transport
d’un soluté, l’hypothèse d’équilibre local devient improbable en présence d’une convection
forte, d’une réaction chimique importante ou encore en présence de plusieurs phases f uides.
Ces phénomènes apparaissent dans de nombreuses applications et font l’objet de recherches.
Les voies de modélisation sont variées : certaines prennent en compte des effets statistiques,
d’autres au contraire reposent sur une vision déterministe des phénomènes à l’échelle du pore.
Ces modélisations mathématiques peuvent être très complexes, néanmoins, à ce jour, aucune
ne peut prétendre prédire le devenir d’un soluté dans un milieu réactif non-saturé. Une paramé-
trisation par l’expérience est toujours nécessaire ; l’existence d’un jeu de paramètres permettant
de retrouver le résultat d’une expérimentation est un premier pas. Mais se pose alors la ques-
tion du caractère intrinsèque de ces paramètres. Dans quelle mesure ces paramètres peuvent-ils
être utilisés pour modéliser une autre expérience sur le même milieu ou, tout simplement, pour
prédire le comportement à long terme à partir de mesures effectuées sur des temps courts ?
C’est sur ce point que doit être jugé un modèle et non sur sa capacité à reproduire f dèlement
une expérience.
Les deux principaux axes de recherches choisis sont les impacts de la réactivité et de la
présence d’une seconde phase f uide sur le transport d’un soluté à l’état de trace. Pour cela,
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un cas d’étude aussi simple que possible est choisi. Mon choix s’est porté sur le transport du
césium dans un matériau composé à 95 % de sable de Fontainebleau (silice inerte) et de glau-
conie (argile) dans un environnement riche en potassium pour un pH légèrement basique. Le
matériau est reconstitué en laboratoire pour obtenir un mélange aussi homogène que possible
dans une colonne (longueur 60 ou 80 cm, diamètre 5 cm). Cette colonne est alimentée par une
pompe en haut alors qu’en pied de colonne le débit peut être régulé par une pompe ou par une
charge imposée [44]. La concentration et la saturation sont suivies le long de la colonne par des
méthodes non-intrusives (absorption de rayon X, rayons X émis et détectés) [130]. L’observa-
tion du milieu poreux nécessite l’introduction de plusieurs échelles : la colonne (1 mètre), le
macro-pore (250 µm), le micro-pore (5 µm) et le feuillet (20 Å) (Figure 1). Bien que simplif é,
ce système demeure relativement complexe et sa modélisation nécessite l’intégration de divers
phénomènes tels que des réactions aux interfaces, des transferts par diffusion entre le f uide
et les granules de glauconie . . . L’ojectif de ce travail est de fournir un support théorique à la
modélisation à l’échelle de la colonne. Cela passe par l’élaboration de modèles et l’étude de la
pertinence des paramètres pour dégager un modèle simplif é opérationnel.
FIG. 1 – Modèle conceptuel du milieu poreux
Bien que ce travail soit focalisé sur les aspects théoriques et sur des validations purements
numériques des hypothèses de modélisation à l’échelle de la colonne, la validation expérimen-
tale a toujours été envisagée comme un élément incontournable du développement d’un modèle
réaliste. Aussi, le choix des matériaux et le travail de conceptualisation se sont accompagnés
de réf exions sur la faisabilité d’un plan expérimental permettant de valider, autant que faire se
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peut, les hypothèses de travail une à une. Le choix d’un système chimique simple à modéliser et
réalisable expérimentalement fut la première étape de ce travail. Pour cela, il devait répondre à
des contraintes en termes de stabilité chimique, de stabilité mécanique, de temps de résidence,
de métrologie,. . .
Le milieu poreux est vu comme un assemblage à géométrie complexe que l’on peut assi-
miler à un volume élémentaire représentatif (VER) se répétant périodiquement dans l’espace.
Cette hypothèse sous-entend qu’une séparation des échelles est possible. Avec un point de
vue complètement déterministe, les équations de conservation de la masse et de la quantité de
mouvement sont supposées valides à l’échelle du micro-pore. Les phénomènes d’adsorption
aux interfaces sont modélisés à l’échelle du micro-pore par une condition à la limite. Ces équa-
tions sont successivement intégrées à l’échelle du micro-pore puis du macro-pore pour obtenir
un modèle à l’échelle de la colonne. Chaque opération de changement d’échelle agit comme
un f ltre spatial : plusieurs hypothèses simplif catrices permettent alors d’estimer les quantités
f ltrées. En d’autres termes, cette technique de prise de moyenne volumique permet de calculer
les paramètres effectifs du modèle homogénéisé. Par cette voie, la construction d’un modèle
moyenné est faite par un traitement mathématique des équations de la physique. Les problèmes
de fermeture qui permettent d’estimer les quantités f ltrées conservent un relatif sens physique.
Le degré de réalisme des modèles obtenus, plus particulièrement la quantif cation des pa-
ramètres effectifs, repose sur trois hypothèses : la validité des équations locales, la bonne re-
présentation géométrique du milieu et la séparation des échelles. Lorsque ces trois critères sont
scrupuleusement respectés, la théorie rejoint la réalité . . . cependant dans notre milieu naturel,
bien qu’il soit reconstitué et très bien contrôlé, cette tâche s’avère impossible. Les résultats ob-
tenus par la méthode de prise de moyenne volumique doivent alors servir de base à la réf exion.
Idéalement, les modèles comportent un nombre réduit de paramètres ajustables pour reproduire
une expérience réelle. De plus, certains des paramètres intervenant dans les modèles ne sont
accessibles que par des méthodes indirectes, c’est-à-dire qu’ils sont accessibles uniquement
par un traitement inverse de données expérimentales sur lesquelles pèse une incertitude. Ceci
nous conduit à mener des études de sensibilité af n de connaître la réaction du milieu dans une
large gamme de fonctionnement.
Bien que le travail de conceptualisation du milieu poreux soit spécif que au choix du cas
d’étude, c’est toujours avec le souci de pouvoir être généralisée qu’a été menée cette étude.
L’originalité de ce travail repose sur la réf exion autour des modèles à l’échelle de Darcy et tout
particulièrement sur la modélisation des interactions chimie-transport ainsi que de la présence
d’une phase gazeuse. Ces deux questions ouvertes sont rarement évoquées dans les études en
tant que résultantes de processus agissant à l’échelle du pore ; ce mémoire apporte quelques
éléments de réponse, on montrera que dans certaines situations ces interactions ne peuvent
pas être ignorées. Quant à leur prise en compte sur des études de terrain, elle paraît encore
complexe compte tenu des incertitudes qui pèsent sur des paramètres plus essentiels tels que la
perméabilité ou la constitution du sol en terme de réactivité chimique.
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Plan du manuscrit
Ce document se découpe en quatre chapitres. Dans le premier, c’est la mécanique des
f uides à l’échelle granulaire qui est étudiée. Pour des écoulements monophasiques et dipha-
siques (air/eau) les équations de conservation de la quantité de mouvement sont résolues à
l’échelle du pore. La modélisation des forces capillaires agissant aux interfaces est complexe
et le choix de la méthode à interface diffuse (Cahn-Hilliard ) retenue est détaillé. Ceci apporte
des éléments de justif cation de la loi de Darcy et sa version généralisée pour les écoulements
polyphasiques. Des simulations sont menées à l’échelle de la colonne sur un cas d’inf ltration
et les limitations physiques de ces modèles homogénéisés sont mises en avant. Les deux cha-
pitres suivants traitent des changements d’échelle successifs : micro-pore dans une granule de
glauconie dans le chapitre 2, macro-pore dans le chapitre 3. La méthode de prise de moyenne
volumique y est décrite en détail ainsi que les critères de validité des différentes hypothèses
nécessaires (validité des équations locales, bonne représentation géométrique du milieu, sépa-
ration des échelles). Un modèle homogénéisé est obtenu, la description des paramètres effectifs
de transport est détaillée en fonction des divers nombres adimensionnels pilotant le système.
Dans le chapitre 4 un travail de synthèse est effectué sur les multiples voies de modélisation
du transport diphasique. Les nombreux cas de transport anormaux répertoriés ont conduit les
scientif ques à remettre en question la validité du modèle classique de convection-dispersion.
Enf n, l’évolution de la dispersivité avec l’état de saturation du système est calculée sur un
treillis simple.
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Chapitre 1
Hydrodynamique des milieux poreux
Les premiers éléments de compréhension de l’hydrodynamique des milieux poreux re-
montent aux études menées par Darcy [66]. Pour des milieux homogènes, non-réactifs, saturés
par une seule phase f uide, la modélisation apportée par la loi de Darcy peut suff re. Cepen-
dant de nombreuses applications industrielles nécessitent une meilleure compréhension et une
meilleure prédiction des phénomènes d’imbibition et de drainage dans des conf gurations plus
complexes : vieillissement des bétons, resaturation d’un alvéole sur un site de stockage profond,
rechargement d’une nappe phréatique, crise d’ébullition dans un cœur de réacteur, extraction
du pétrole d’un réservoir . . . Ces écoulements polyphasiques sont encore mal compris, leur mo-
délisation à l’échelle de Darcy repose sur les lois reliant les pressions de chacune des phases
aux vitesses des phases et à l’état de saturation du système. Dans ce chapitre des simulations
sont réalisées à l’échelle granulaire puis à l’échelle de Darcy, des arguments théoriques sont
apportés pour justif er l’utilisation du modèle simplif é de Richards pour des écoulements lents.
Des questions sont également soulevées concernant la validité de la loi de Darcy généralisée
pour des teneurs en liquide très faibles.
1.1 Écoulement à l’échelle granulaire
Ce niveau de description du milieu poreux repose sur une description f ne de la topologie
liée à l’organisation géométrique des particules. Lorsque la matrice solide est imperméable,
le f uide adhère aux parois solides et c’est ce frottement qui génère une perte de charge. Pour
des écoulements diphasiques une diff culté supplémentaire de taille vient s’ajouter, en effet, la
localisation de l’interface mobile entre les deux f uides nécessite une modélisation complexe
des phénomènes de capillarité. Bien que cette géométrie à l’échelle des particules puisse être
très complexe, compte tenu du coût de la résolution numérique, seules des géométries simples
seront utilisées (Figure 1.1) : hexagonale et cartésienne en 2D, cubique à faces centrées en 3D.
Les critères retenus pour caractériser ces géométries sont la porosité (taux de vide, en m3.m−3)
et la surface spécif que (surface par unité de volume, en m2.m−3).
Dans un second temps, et uniquement pour des écoulements monophasiques, des géomé-
tries plus complexes seront abordées. Il s’agit de réseaux hexagonaux en 2D dont les particules
ont des tailles suivant une répartition gaussienne. Déjà, avec ce type de réseau poreux, on se
13
14 Chapitre 1
FIG. 1.1 – Représentation géométrique d’un milieu poreux périodique en 2D.
rend compte à quel point l’écoulement est sensible aux écarts de porosité qui peuvent induire
de grandes variations de perméabilité.
L’objectif principale de la thèse est de déterminer des propriétés du transport associées au
mouvement d’un contaminant. Cette étude nécessite la connaissance du champ de vitesse à
l’échelle du pore. D’où la discussion sur la mise en place de techniques permettant de faire
ce genre de simulations, et, incidemment, un retour sur les modèles utilisables à l’échelle de
Darcy pour nos applications.
1.1.1 Milieu saturé
L’écoulement d’un f uide incompressible dans le milieu poreux est régi à l’échelle granu-
laire par les équations de la mécanique des f uides : conservation de la masse et de la quantité
de mouvement. Dans notre cas, c’est l’eau qui s’écoule dans les interstices du milieu poreux.
À l’échelle du micro-pore, ces interstices peuvent avoir des formes très variées puisque l’ar-
rangement de la matrice solide constituée de feuillets peut être très complexe. Néanmoins, ces
feuillets peuvent très facilement être considérés imperméables. À l’échelle du macro-pore, la
matrice solide est constituée de deux phases solides : les grains de silice imperméables Ωs et les
particules d’argile perméables Ωβ. A priori le f uide peut s’écouler dans cette dernière région,
mais les forces qui dominent les écoulements peuvent être différentes. Une condition de saut
sur les contraintes tangentielles à l’interface Aαβ doit être spécif ée. La modélisation de cette
condition à la limite fait l’objet de nombreuses études [22, 45, 164], il apparaît clairement que
cette modélisation consiste à évaluer des quantités en excès présentes dans la zone de transi-
tion interfaciale. La description de l’interface entre les deux régions peut se faire à différentes
échelles (Figure 1.2).
Dans le cas du canal 1D, qui est assez proche de notre situation topologique où l’écoulement
n’est pas forcé à travers le milieu argileux, plusieurs auteurs montrent théoriquement et expéri-
mentalement que le transfert des contraintes visqueuses tangentielles à l’interface est piloté par
le nombre adimensionnel σ = h/
√
kβ où h (en m) est la dimension caractéristique du canal dans
lequel s’écoule le f uide et kβ (en m2) est la perméabilité intrinsèque du milieu poreux. Dans une
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FIG. 1.2 – Les trois échelles de description de la transition milieu poreux / milieu libre.
section, le rapport des débits circulant dans le milieu libre et dans le milieu poreux a un com-
portement asymptotique en σ−1 lorsque σ≫ 1. Dans notre cas σ≈ 2 ·10−4/
√
10−12 = 2 ·102,
on peut faire l’hypothèse que tout l’écoulement se fait par le milieu libre Ωα et la vitesse dans
la région poreuse Ωβ est nulle. Une condition à la limite d’adhérence est donc adoptée à l’in-
terface Aαβ.
Dans Ωα ρα ∂~vα∂t +
(
ρα~vα ·~∇
)
(~vα)+~∇p−~∇·
⇒
τ −ρα~g = ~0
Dans Ωα ~∇ ·~vα = 0
Sur Aαβ∪Aαs ~vα = ~0
(1.1)
L’équation de Navier-Stokes fait apparaître le nombre adimensionnel de Reynolds bien
connu des mécaniciens des f uides : Re = ρ0l0v0/η0. Pour un écoulement d’eau dans un milieu
poreux dont la taille caractéristique est de l’ordre de l0 = 2.5 ·10−4 m, les nombres de Reynolds
sont de l’ordre de 10−2 pour les vitesses maximales rencontrées dans les milieux sableux natu-
rels (quelques mètres par jour). Pour cette raison les écoulements se réduisent à une équation de
Stokes dans laquelle les termes temporel et inertiel sont négligés. Ce système linéaire induit un
champ de vitesse qui dépend uniquement du gradient moyen de charge, les forces de pression
et les forces de gravité jouent ainsi exactement le même rôle.
Lorsque la géométrie du milieu poreux est assimilée à un tube capillaire, une solution ana-
lytique de l’équation de Stokes est connue, il s’agit d’un prof l parabolique. Lorsque l’on veut
représenter le milieu par une géométrie plus complexe (assemblage de sphères ou de cylindres)
ou pour des nombres de Reynolds non-négligeables, la solution est approchée numériquement
pour une première utilisation accessible de nos développments théoriques. Dans notre cas, le
milieu poreux est un treillis de cylindres dont l’arrangement est périodique, nous verrons dans
le second chapitre sous quelles hypothèses cette représentation est satisfaisante dans le cadre
des milieux naturels. La condition à la limite imposée en entrée du domaine s’amortit très vite
pour atteindre après quelques pores un régime périodique. C’est ce régime dont la solution est
recherchée ici, des conditions aux limites périodiques sont alors adoptées pour la vitesse. Une
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contrainte supplémentaire vient imposer le débit à travers le milieu poreux :
~vα(~x+~li) = ~vα(~x) (1.2a)
1
Vα
∫
Ω
~vαdΩ = ~Vα (1.2b)
où~li est le vecteur porteur de la périodicité dans chacune des directions, Vα est le volume du
domaine f uide et ~Vα est la vitesse moyenne intrinsèque du f uide [89].
La résolution du système composé des équations (1.1) et (1.2) pour un nombre de Rey-
nolds très faible conduit à des écoulements comportant des prof ls de vitesses paraboliques
(Figure 1.4). Lorsque les forces inertielles deviennent dominantes une recirculation apparaît
devant les cylindres. La taille et la forme de cette recirculation évoluent avec le nombre de
Reynolds (Figure 1.3). Ce résultat est surprenant, il montre à quel point la condition de pério-
dicité pilote l’ensemble du système. En effet, un résultat bien connu en mécanique des f uides
est l’apparition de recirculations dans un écoulement externe autour d’un cylindre, cependant
ces recirculations sont situées à l’arrière du cylindre !
Ces calculs, ainsi que l’ensemble des résultats présentés dans ce travail, ont été réalisés avec
le code de calcul Castem. De la documentation sur l’utilisation et le développement de ce code
est mise en ligne sur le site http ://www-cast3m.cea.fr. Il s’agit d’un code généraliste, développé
par le CEA (Département de Modélisation des Systèmes et des Structures) depuis plus de vingt
ans, qui offre également des outils de pré-traitement (mailleur) et de post-traitement [46, 131].
Castem fut initié pour résoudre des problèmes de mécanique par des méthodes éléments f nis
[74, 203], depuis, au gré de l’évolution des performances du matériel informatique, la structure
du code a évolué. Le spectre des problèmes physiques traités s’est également considérablement
élargi (mécanique des f uides, milieux poreux, éléctromagnétisme, . . .) ainsi que les méthodes
de discrétisation (volumes f nis). Pendant ma thèse, j’ai utilisé ce code comme une « boîte à ou-
tils ». Peu des systèmes d’équations rencontrés étaient résolus par Castem, cependant, de nom-
breux opérateurs linéaires étaient disponibles (laplacien, convection, matrice masse,. . .). Pour
les opérateurs plus «exotiques», Castem dispose d’un opérateur générique (NLIN pour noyau li-
néaire) pérmettant « [...] de discrétiser, par des méthodes éléments f nis standards, des sytèmes
issus de formulations variationnelles d’équations aux dérivées partielles» [97]. Les systèmes
linéaires obtenus, sont résolus avec le solveur de Castem (KRES) offrant de nombreuses options
(méthode directe et diverses méthodes itératives). Mon travail de «numéricien» a consisté, à
partir des systèmes d’équations, à écrire les formulations variationnelles des problèmes linéa-
risés ainsi que les algorithmes de résolution. Dans tous les calculs réalisés, j’ai privilégié les
schémas implcites offrant une grande stabilité. C’est seulement après avoir obtenus des résul-
tats par des méthodes robustes et stables, que des versions «plus explicites» ont été mises au
point pour pouvoir traiter des cas plus lourds (essentiellement des maillages plus grands).
Lorsque la géométrie du milieu poreux contient des pores de tailles diverses, des chemins
préférentiels apparaissent. La répartition des débits dans les pores devient complexe. Les zones
de quasi-stagnation du f uide prennent des formes beaucoup plus diverses, on trouve des petits
Écoulement à l’échelle granulaire 17
FIG. 1.3 – Résolution des équations de Navier-Stokes réalisée avec Castem sur une géométrie 2D périodique
pour un f uide incompressible. Lorsque le nombre de Reynolds augmente, des recirculations apparaissent devant
les cylindres. Sur les f gures les lignes de courant sont tracées pour Re = 0.01,237,316 et 750.
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FIG. 1.4 – Prof ls de vitesse sur les axes 1 et 2 (voir axe1 et axe2 sur la f gure 1.1) dans un pore saturé en eau. La
vitesse vα,x est tracée en traits pleins et vα,y en traits discontinus. Les symboles indiquent la valeur du nombre de
Reynolds : • pour Re = 0.01,  pour Re = 133 et  pour Re = 750.
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réseaux de pores isolés des canaux de circulation principaux.
FIG. 1.5 – Résolution de l’équation de Stokes (Re = 0) sur une géométrie 2D périodique pour un f uide incom-
pressible.
Tout en restant dans la gamme des écoulements laminaires, on constate que pour de très
grands nombres de Reynolds (Re ≥ 103), l’écoulement n’atteint pas de régime permanent. Le
champ de vitesse oscille dans le temps sans jamais s’amortir. Ceci rejoint les études menées
sur des écoulements externes autour de cylindres montrant l’apparition à haute vitesse d’allées
de tourbillons.
1.1.2 Milieu non-saturé
Depuis plusieurs décennies, les écoulements polyphasiques sont devenus un thème de re-
cherche majeur en hydrogéologie. La dispersion des polluants en subsurface dans un milieu
non-saturé doit tenir compte de la répartition des phases liquide et gazeuse. Lorsqu’il s’agit
d’un soluté dont les concentrations sont très faibles, l’écoulement des f uides n’est pas in-
f uencé par le transport de ce polluant. De plus, lorsqu’on travaille sur un milieu poreux ouvert
sur l’atmosphère dont la perméabilité à l’air est grande et que le polluant est peu volatile,
l’écoulement de la phase gazeuse offre peu d’intérêt. Au contraire, lorsque le polluant est un
liquide non miscible à l’eau, il est indispensable d’analyser à la fois les mouvements des deux
phases [30, 63]. Dans tous les cas de f gure, ce sont les forces capillaires qui contrôlent la
répartition des phases f uides dans l’espace poral [67]. C’est cette distribution à l’échelle du
pore qui détermine à l’échelle de Darcy les propriétés effectives telles que la saturation ou la
perméabilité.
L’existence d’une interface libre entre les f uides rend beaucoup plus complexe l’analyse et
la modélisation de ces écoulements. Cette interface peut être porteuse d’une énergie suff sante
qui garantisse la coexistence de deux phases f uides à des pressions différentes. Cette énergie
est quantif ée par une tension interfaciale et la pression capillaire pc est déf nie comme étant la
différence de pression entre les deux phases.
Historiquement, les écoulements en milieux poreux gouvernés par des forces capillaires
furent modélisés par des écoulements dans des tubes capillaires. Le volume poral est alors
réduit à sa représentation géométrique la plus simple, l’étude du mouvement d’une interface
devient possible. L’idée de représenter le milieu poreux par un réseau de tubes naît dans les
années 50. Basés sur des analyses statistiques, plusieurs modèles représentant les corrélations
entre les perméabilités relatives, la pression capillaire et la saturation naissent (Mualem, Bur-
dine, van Genuchten, . . .). Ces modèles sont toujours utilisés fréquemment dans les modéli-
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sations d’écoulements polyphasiques, expérimentalement leur validité a été montrée dans de
nombreuses conf gurations. Néanmoins, les bases théoriques sur lesquelles reposent ces mo-
dèles (modèle de Darcy généralisé) ne tiennent pas compte de toutes les interactions entre les
f uides.
Le problème du passage de l’échelle du pore à une modélisation continue du milieu poreux
reste ouvert. Plusieurs voies de recherche sont actuellement explorées pour modéliser les phé-
nomènes de capillarité à l’échelle de Darcy. La piste que nous avons choisie consiste à décrire
f nement les mécanismes à l’échelle d’un pore, la résolution des équations de la mécanique
des f uides permet de mettre en évidence différents régimes d’écoulements. Des corrélations
peuvent ensuite être déduites entre les différentes variables macroscopiques. Le coût de cette
méthode ne permet pas d’étudier des géométries complexes, les calculs se limitent à l’étude
d’un seul pore en deux dimensions.
Écoulement isotherme de deux fluides immiscibles et incompressibles
À l’échelle locale, les principes de conservation de la masse et de la quantité de mouvement
s’appliquent dans chacune des phases Ωα et Ωκ. La condition à la limite sur l’interface mobile
Aακ(t) fait intervenir ces propriétés physiques. Ce système, étudié depuis de nombreuses an-
nées (Lamb 1932, Batchelor 1967, Lightill 1978, Davis 1983), se formule sous la forme d’un
problème à surface libre.
L’interface qui sépare les deux phases est dotée d’une énergie, un bilan des contraintes qui
lui sont appliquées conduit à une condition à la limite interfaciale. Le saut des contraintes nor-
males est relié à la courbure moyenne ζ de la surface par l’intermédiaire de la tension de surface
λ supposée constante (pour le mélange air/eau, λακ = 76 · 10−3 N.m−1 à 283K). L’hypothèse
d’un écoulement isotherme permet de négliger les changements de phases, l’interface est donc
imperméable aux deux phases présentes. La condition de conservation de la masse conduit à
une expression de la vitesse normale de l’interface
wακ,n =~vα ·~nα =~vκ ·~nα (1.3)
où~nα est la normale à l’interface dirigée de la phase α vers la phase κ. Enf n, lorsque les f uides
sont visqueux, la vitesse tangentielle à l’interface est continue.
Les vitesses des f uides sont représentées par une seule inconnue ~v déf nie sur Ωα∪Ωκ et
non régulière sur l’interface Aακ(t). Dans chacune des phases, l’évolution de cette variable est
régie par une équation de Navier-Stokes avec des paramètres uniformes. La condition d’incom-
pressibilité (dρ/dt = ∂tρ+~u ·~∇ρ = 0) appliquée à chacune des phases conduit à un champ de
vitesse à divergence nulle. À 283K, dans la phase liquide (ρα = 103 kg.m−3 et ηα = 10−3 Pa.s)
et dans la phase gazeuse (ρκ = 1.2kg.m−3 et ηκ = 18 ·10−6 Pas.s).
À l’interface, les conditions d’équilibre sur les contraintes normales et la quantité de mou-
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vement se traduisent mathématiquement par des conditions de saut. On a :
Dans Ωα∪Ωκ ρ∂t~u+ ρ~u ·~∇~u−~∇ ·
(
η~∇~u
)
+~∇p−ρ~g = ~0
Dans Ωα∪Ωκ ~∇ ·~u = 0
Sur Aακ(t) [~n ·~u] = 0
Sur Aακ(t)
[(
ηD(~u)− pI
)
·~n
]
−λακζ~n = 0
(1.4)
où D(~u) = (1/2)(~∇~u+(~∇~u)t) est le tenseur des déformations et I est la matrice identité.
Les interactions entre les f uides et le solide doivent également être détaillées. Les deux
f uides étant visqueux, une condition d’adhérence est appliquée sur les parois f xes Aαs et Aκs.
Les interfaces entre les f uides et le milieu poreux (Aαβ et Aκβ) sont traitées de la même façon.
Cette hypothèse repose essentiellement sur le fait que les micro-pores sont suff samment petits
pour que la perméabilité y soit faible. Comme en milieu saturé, les vitesses engendrées par les
gradients de pressions dans la région poreuse sont beaucoup plus faibles que la vitesse du f uide
dans le macro-pore.
Sur Aαs∪Aαβ ~vα =~0 (1.5a)
Sur Aκs∪Aκβ ~vκ =~0 (1.5b)
Lorsque l’interface mobile Aακ(t) rencontre une interface solide, il se forme une ligne de
contact Lακs. Cette ligne est pourvue d’une énergie que le système tend à minimiser, ce phéno-
mène est essentiel pour comprendre l’évolution de la répartition des phases. La surface solide
va développer une aff nité différente pour chacun des f uides, on distingue la phase mouillante
qui aura tendance à recouvrir plus facilement le solide de la phase non-mouillante. Young
(1805) est le premier à développer le concept d’équilibre statique d’une ligne de contact, pour
cela il établit un bilan des forces tangentielles à la surface solide en fonction des tensions de
surface des interfaces gaz/liquide, liquide/solide et solide/gaz. Cette relation fait apparaître un
angle de contact statique (Figure 1.6) : λακ cos θs = λκs−λαs. Lorsque cette ligne se déplace,
l’hypothèse de quasi-équilibre mécanique peut être remise en question, la prise en compte de la
dynamique de l’interface révèle un caractère hystérétique de l’angle de contact avec la vitesse
de déplacement de l’interface (~wακs) [79, 80]. Une des raisons de ce phénomène d’hystérésis
est la rugosité de l’interface, cette corrélation a été montrée expérimentalement par la dispari-
tion du phénomène pour des surfaces très lisses. Une seconde explication possible tient dans
l’hypothèse d’une énergie de surface constante avancée par Young et Gauss. La région inter-
faciale contribuant à l’énergie de surface s’étend sur plusieurs diamètres moléculaires dans
chacune des phases (de l’ordre du nanomètre pour l’eau). Si la taille de cette interface est très
inférieure à la dimension caractéristique des phases, la représentation de l’interface par un ex-
cès d’énergie porté par une surface d’épaisseur nulle est validée. Au voisinage de la ligne de
contact, ces régions interfaciales se recouvrent et interagissent fortement, il n’est plus possible
de représenter les surfaces par des surfaces portant des énergies constantes.
Écoulement à l’échelle granulaire 21
Il existe de multiples techniques pour mesurer un angle de contact, la plus simple consiste
à déposer une goutte sur un plan horizontal et l’angle est à mesurer en photographiant très pré-
cisément la zone de contact.
FIG. 1.6 – À gauche : équilibre d’une ligne de contact solide-liquide-gaz sur une surface parfaitement lisse. En
haut c’est le liquide qui est la phase mouillante (θ1 < pi/2), alors qu’en bas on trouve un gaz mouillant (θ2 > pi/2).
En haut à droite : évolution hystérétique de l’angle de contact dynamique. En bas à droite : deux équilibres possibles
(A et B) avec différents angles de contact apparents sur une surface rugueuse. Localement, l’angle de contact statique
θs est le même.
Cette description du problème avec une interface libre fonctionne dans une large gamme
de situations. Cette approche permet d’estimer avec une très bonne précision les vitesses au
voisinage de l’interface, ceci a bien entendu un coût important en terme de complexité et de
temps calcul lors de la résolution numérique. Par ailleurs, il existe des écoulements pour les-
quels cette méthode n’est pas adaptée : lorsque les problèmes observés agissent à une échelle
du même ordre de grandeur que l’épaisseur de l’interface. Sans vouloir être exhaustif, prenons
quatre exemples pour lesquels un suivi de l’interface pose problème :
– Numériquement, lorsque l’interface est très irrégulière ou qu’elle se recoupe, son suivi
peut s’avérer très délicat.
– À l’approche de la température critique l’épaisseur de l’interface augmente signif cative-
ment, par conséquent la représentation de l’interface par une frontière d’épaisseur nulle
n’est pas appropriée.
– Le mouvement d’une ligne de contact résulte de phénomènes locaux dans un très proche
voisinage du point de contact, aussi, ce problème requiert un traitement de la physique
agissant à des échelles de longueur comparables à l’épaisseur de l’interface.
– Les phénomènes de coalescence ou de rupture d’interface engendrent des changements
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profonds de la topologie de l’interface. De plus, les mécanismes physiques responsables
agissent à des longueurs caractéristique proches de celle de l’interface.
Régimes d’écoulements
Dans le milieu poreux l’agencement des phases est très complexe, ceci est essentiellement
dû à la géométrie des pores mais également à la proportion ainsi qu’au débit de chacune des
phases. La phase mouillante (liquide ici) possède une énergie interfaciale de Helmoltz Aαs plus
faible que celle de la phase non mouillante (gaz) Aκs. L’interface Aακ possède également une
énergie tout comme la ligne de contact Lακs ainsi que chacune des phases pures. Compte tenu
des faibles vitesses dans les milieux poreux, ces écoulements sont principalement contrôlés
par les forces interfaciales et, dans le bilan d’énergie, Aα et Aκ peuvent être négligées [153].
L’écoulement répond à une minimisation de l’énergie totale du système dans laquelle on peut
faire apparaître les tensions de surface : A = λακ aακ + λαs aαs + λκs aκs + λακs lακs où les ai j
sont les surfaces des interfaces Ai j par unité de volume de milieu poreux et lακs est la longueur
de la ligne de contact Lακs.
Lorsque les proportions de chacune des phases varient, le minimum d’énergie est atteint
pour différentes surfaces des interfaces. Ainsi, à très basse teneur en eau, la vitesse moyenne
du liquide s’annule et on assiste à un phénomène de piégeage sous la forme d’anneaux pen-
dulaires. Lorsque les proportions en air et eau sont moyennes, les deux f uides s’écoulent. Cet
écoulement peut être stratif é avec le liquide proche des parois et le gaz au centre du pore
(conf guration solide–liquide–gaz : SLG). Lorsque la proportion en liquide augmente encore, la
phase gazeuse devient discontinue et se présente sous forme de bulles.
FIG. 1.7 – Répartition des phases mouillante (bleu foncé) et non-mouillante (vert clair) dans un pore pour diffé-
rents régimes d’écoulement en conf guration SLG.
Écoulement à l’échelle granulaire 23
Ce point de vue extrêmement simplif é correspond à la description d’un seul pore, lorsque
le milieu est constitué de pores de géométries et tailles très variables une compétition apparaît
entre les chemins possibles. Il apparaît que les pores de plus grandes dimensions se vident de
leur eau en premier, le milieu peut alors être vu en première approximation comme deux écou-
lements monophasiques dont les proportions varient avec le niveau de saturation. La théorie
de la capillarité décrite en seconde partie de ce chapitre apporte des éléments de réponse à ces
phénomènes.
Modèles à interface diffuse
Les diff cultés énoncées précédemment ont conduit les chercheurs à envisager des voies
détournées pour modéliser les phénomènes aux interfaces. Poisson (1841), Maxwell (1876) et
Gibbs furent les premiers à considérer l’interface comme une transition rapide mais continue
entre les deux phases pures. Gibbs introduit la notion de quantité en excès dans la zone interfa-
ciale alors que Rayleigh (1892) et van der Waals (1893) proposent des théories des gradients
pour les interfaces basées sur des principes de thermodynamique. Korteweg (1901) propose
une loi pour le tenseur des forces capillaires faisant intervenir la densité et son gradient spatial.
Ce type de modélisation fut utilisé dans un premier temps pour la compréhension des phé-
nomènes physiques et hydrodynamiques proches du point critique du mélange. Au cours de
ces dernières décennies, le développement des moyens informatiques a donné un regain d’in-
térêt pour les méthodes à interfaces diffuses dans la modélisation des écoulements dont les
interfaces présentent des morphologies complexes et des changements topologiques tels que
l’atomisation de bulles, leurs coalescence mais également les non-linéarités des instabilités
hydrodynamiques [7, 34, 118, 119, 195].
FIG. 1.8 – Écoulement diphasique en conf guration SLG autour d’un cylindre.
Les méthodes à interfaces diffuses font intervenir un paramètre d’ordre ϕ qui représente
l’état du mélange en un point. Ce paramètre peut être la densité ou encore la fraction volu-
mique. Il varie continuement à travers une interface d’épaisseur f nie artif ciellement bien plus
large que l’épaisseur physique. La tension de surface se répartit ainsi sur une grande épaisseur
au lieu d’être une quantité portée par une interface inf niment mince. Lorsque l’interface est
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rendue suff samment f ne, elle se comporte comme une discontinuité. L’avantage est de pou-
voir choisir la taille de l’interface compte tenu du problème à résoudre et de maîtriser le degré
d’erreur commis dans la zone interfaciale.
Les méthodes à interfaces diffuses sont bien adaptées à la modélisation d’écoulements
polyphasiques variés, il existe d’autres méthodes qui ont pour objectif de transporter une in-
terface. La plus connue, la méthode volume-of-fluid (VOF), consiste à développer un schéma
numérique de transport de l’interface peu diffusif puis, par une méthode de reconstruction,
l’interface est reconstituée pour en évaluer la courbure af n de déterminer les forces de capilla-
rité. Ces méthodes sont très eff caces et font l’objet de nombreux développement ces dernières
années [112].
Modèle de Cahn-Hilliard
La théorie développée par Cahn et Hilliard [40] est basée sur une expression de l’énergie
libre de type Ginzburg-Landau. Le f uide binaire à deux composantes est représenté par la
fraction massique adimensionnée de l’un des composants qui joue ainsi le rôle du paramètre
d’ordre ϕ. Lorsque ϕ = 1 le f uide binaire est composé uniquement d’eau et pour ϕ =−1 seul
le gaz est présent.
E (ρ,s,ϕ,~∇ϕ) = k
2
(
~∇ϕ
)2
+ βe0(ρ,ϕ,s) k,β > 0 (1.6)
Le premier terme dans cette expression de l’énergie pénalise les forts gradients. Le second
terme est homogène, il s’agit de l’énergie libre interne du f uide qui tient compte de l’entropie
du mélange et des interactions entre les deux composants (immiscibilité). À son origine, ce
modèle fut développé af n de modéliser une transition de phase dans des conditions proches du
point critique. En dessous de la température critique l’interface est f ne, à l’approche de la tem-
pérature critique l’épaisseur de l’interface croît pour devenir inf nie. Cette transition peut donc
être correctement représentée par une variable continue, l’énergie e0 quantif e ce phénomène.
e0(ϕ,T ) = T
2
[
(1+ ϕ) ln
(
1+ ϕ
2
)
+(1−ϕ) ln
(
1−ϕ
2
)]
+ Tc F0(ϕ) (1.7)
La température absolue est notée T et F0(ϕ) est une fonction régulière déf nie sur l’inter-
valle [−1,1]. Pour une température T < Tc cette fonction doit admettre deux minima en ϕ =±1
séparés par une barrière d’énergie, ces deux états s’interprètent comme des phases pures. Il
existe de nombreuses formulations pour cette fonction, nous avons choisi une fonction régulière
déf nie sur R qui offre l’avantage d’admettre une solution pour |ϕ|> 1 : F0(ϕ) = (1/4)(ϕ2−1)2
(Figure 1.9). Cependant cette énergie n’a pas de sens physique en dehors de l’intervalle [−1,1],
en effet seule une fonction discontinue peut représenter la réalité puisque e0(ϕ,T ) = ∞ quand
|ϕ|> 1.
Cette approche est pertinente pour des températures proches de Tc, néanmoins la théorie
peut être étendue au domaine des basses températures. L’interface modélisée est alors bien
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FIG. 1.9 – Évolution de l’énergie interne du f uide binaire en fonction de la température.
plus épaisse que l’interface réelle mais une certaine cohérence thermodynamique est respectée.
Ainsi, lorsque l’on cherche à minimiser l’énergie E sur un domaine Ω, on obtient une structure
en trois zones : deux zones correspondent aux deux états d’équilibre séparées par une zone de
transition qui s’interprète comme l’interface physique entre les deux phases.
Af n d’exprimer le modèle de Cahn-Hilliard sous sa forme classique, on doit introduire le
potentiel chimique généralisé.
µ(ϕ) = δEδϕ =−k
~∇ ·~∇ϕ+ β (ϕ3−ϕ) (1.8)
Le modèle de Cahn-Hilliard est constitué d’une équation de conservation de la masse.
Associé à notre expression de l’énergie libre il fait apparaître des dérivées d’ordre élevé (bi-
laplacien). En introduisant le potentiel chimique généralisé, on peut réécrire le système sous la
forme d’une équation de diffusion non-linéaire.
Dϕ
Dt
= ~∇ ·
(
m(ϕ)~∇µ
)
(1.9)
La mobilité m(ϕ) est une fonction positive, dans une très grande majorité d’études rencon-
trées dans la littérature, cette fonction est prise constante. Cependant, dans le modèle développé
sur des considérations thermodynamiques, une dépendance de la mobilité avec la fonction de
phase a été mise en évidence. La diffusion dans la zone interfaciale est plus importante que
dans les phases pures, de nombreux auteurs suggèrent une mobilité de la forme m(ϕ) = 1−ϕ2.
26 Chapitre 1
Ce sont les paramètres β et k qui contrôlent la tension superf cielle et l’épaisseur de l’inter-
face. En effet, lorsque l’on examine de près la forme du f ux diffusif, on note qu’un f ux anti-
diffusif contribue au redressement de l’interface alors que l’autre partie étale le front. Après un
transitoire, ces deux forces s’équilibrent et l’épaisseur de l’interface se maintient à ε =
√
k/β.
Lorsque ce f uide binaire rencontre une surface solide Γ, des conditions aux limites doivent
être spécif ées. Ce sont elles qui déterminent l’angle de contact des lignes triples. Ici la dyna-
mique de l’interface n’est pas prise en compte, on suppose que cet angle θs reste constant au
cours du temps. Cette situation correspond à un état d’équilibre associé à l’énergie de la surface
[116]. Ceci se traduit par un f ux imposé pour la variable ϕ qui s’applique à l’équation sur la
grandeur µ. Pour une paroi imperméable, la traduction d’un f ux de masse nulle s’exprime par
une condition à la limite sur la variable µ qui apparaît dans l’équation de transport de ϕ.
~n ·
(
m(ϕ)~∇µ
)
= 0 (1.10a)
~n ·
(
k~∇ϕ
)
= −cos(θs)
√
kβ dgdϕ (1.10b)
avec g(ϕ) = (1/4)
(
3ϕ−ϕ2) et~n est le vecteur normal à Γ dirigé vers l’extérieur du domaine
[216].
Solution analytique sur un cas 1D simple
On cherche la solution stationnaire de l’équation de Cahn-Hilliard sur l’intervalle [0,1]
avec une mobilité constante m(ϕ) = 1. Au bord du domaine (x ∈ {0,1}) on adopte des condi-
tions de Neumann en imposant des f ux nuls : ∂ϕ/∂x = 0 et ∂µ/∂x = 0. Ces conditions aux
limites conduisent à un problème mal posé, en effet la solution est déf nie à une constante près
qu’il faut f xer par une contrainte supplémentaire (
∫ 1
0 ϕdx = b). Ce système admet une solution
analytique simple : pour b = 0, f (x) = tanh
(
(x−0.5)/(ε√2
)
.
L’équation de Cahn-Hilliard est résolue par une méthode éléments f nis sur un maillage
régulier de 2N éléments quadratiques (4 < N < 12). Les non-linéarités induites par la forme du
potentiel chimique nous ont conduit à résoudre le problème transitoire, la solution recherchée
étant la limite aux temps longs de l’équation temporelle. Pour cela, on se f xe une condition ini-
tiale non régulière, on considère que les deux phases sont séparées par une interface inf niment
f ne. C’est cette condition initiale qui f xe la constante b.
ϕ0 : [0,1] → [−1,1]
x →
{ −1 si x < 0.5
1 si x > 0.5
(1.11)
L’erreur entre la solution approchée ϕh et la solution analytique est quantif ée. Un ordre
de convergence de l’ordre de 3 est observé, ce qui correspond à nos attentes pour ce type
d’élément.
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FIG. 1.10 – À gauche : convergence en maillage de la résolution numérique. À droite : comparaison de la
solution analytique et de la solution approchée obtenue avec un maillage grossier (∆x = 2−4.5) pour une épaisseur
de l’interface de ε =
√
k/β = 10−2.
La taille des mailles est conditionnée par l’épaisseur de l’interface choisie. Pour des raisons
de précision mais plus encore de stabilité, pour des éléments triangulaires quadratiques nous
avons choisi le critère suivant : ∆x . ε. Lors de la résolution par éléments f nis, l’estimation
des intégrales d’ordre élevé pose des problèmes de sous-intégration numérique (terme en ϕ3
dans l’équation du potentiel). La limitation du nombre de point de Gauss lors du calcul de ces
intégrales est une limitation sévère (actuellement dans Castem, maximum 7 points de Gauss
par direction d’espace).
Dynamique de séparation de phases
Le processus de décomposition spinodale, qu’on appelle aussi séparation de phases, appa-
raît quand on baisse rapidement la température d’un mélange de deux substances, c’est-à-dire
dans la zone instable du diagramme de phases. En dessous d’une température critique, le mé-
lange devient thermodynamiquement instable, les deux substances se séparent localement et
forment des structures complexes et entrelacées. La décomposition commence par une aug-
mentation rapide du nombre de domaines structuraux de même taille, dont l’interface devient
mieux déf nie. Les f uctuations de la composition entraînent une croissance des domaines struc-
turaux dont la concentration n’a pas encore atteint l’équilibre.
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FIG. 1.11 – Diagramme de phases d’un mélange liquide/vapeur.
Un mécanisme de nucléation et croissance est observé lorsqu’un mélange est dans la zone
métastable du diagramme de phases (f gure 1.14). La nucléation et croissance se distinguent de
la décomposition spinodale par le développement différent des f uctuations de concentrations.
Un système en zone métastable supporte de faibles variations de concentrations puisqu’une
barrière énergétique empêche la séparation de phases. Une déstabilisation par nucléation et
croissance débute par la formation aléatoire de noyaux enrichis en composant A de taille su-
périeure à une valeur critique. Lorsque les noyaux sont présents en certain nombre, une rapide
séparation de phases se produit. La solution déstabilisée est alors composée de particules enri-
chies d’un composant A, dispersées dans une autre phase continue enrichie d’un composant B.
Par la suite, les grandes particules auront tendance à croître au prof t des plus petites, par les
mécanismes de coalescence ou de maturation d’Ostwald.
Le modèle développé par Cahn et Hilliard reproduit ces phénomènes de séparation de
phases [19]. La dynamique de croissance des structures suit un chemin qui minimise l’énergie
E du système. La cinétique de retour à l’équilibre est contrôlée par la mobilité. Lorsque celle-
ci est considérée constante, la longueur caractéristique des structures croît comme une loi de
puissance L(t) = t1/3. Le fait d’annuler la mobilité loin de l’interface (m(ϕ) = 1−ϕ2) joue un
rôle important. En effet, cela va contribuer à limiter la taille des structures puisque celles-ci
s’ignorent au delà d’une certaine distance. A contrario, lorsque la mobilité est constante deux
structures éloignées vont générer des champs de potentiel chimique par diffusion qui f nissent
par se recouvrir et interagir. Le phénomène de décomposition spinodale ne connaît alors pas
d’autre limite que la taille du domaine [18].
Une simulation numérique est réalisée pour illustrer ce phénomène. L’épaisseur adimen-
sionnée de l’interface vaut ε = 10−2 et la mobilité est constante m = 1. On adopte des conditions
de f ux nuls sur toute la frontière du domaine. Ceci assure que la proportion de chacune des
phases reste constante sur le domaine entier, nous avons choisi
∫
Ω ϕdΩ = 0. L’angle de contact
de l’interface avec le bord du domaine est ainsi f xé à θs = 90°. Af n de compléter le système,
une condition initiale doit être choisie. Lorsque l’on choisit la fonction nulle partout, celle-ci
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correspond à un état d’équilibre instable (dE /dϕ|ϕ=0 = 0). Af n de déclencher le phénomène
de décomposition, il est indispensable de perturber le système par de petites variations. Dans
notre exemple nous utilisons un processus aléatoire (bruit blanc uniforme d’amplitude 10−3)
pour créer un déséquilibre local. Le maillage utilisé est cartésien et régulier, il est composé
d’éléments quadratiques de dimension ∆x = 2−7 sur le domaine Ω = [0,1]× [0,1]. Le pas
de temps augmente de manière adaptative au cours de la simulation, initialement il est f xé à
∆t = 10−4. Pour un domaine de calcul unitaire et une mobilité unitaire, le temps caractéristique
lié à la décomposition vaut Θch = 1. Pour ce qui concerne le choix des algorithmes et tous les
aspects liés à la résolution numérique, plus de détails seront donnés ultérieurement lors de la
résolution du système couplé Navier-Stokes–Cahn-Hilliard.
FIG. 1.12 – Exemple de décomposition spinodale en 2D : les deux composés sont présents en quantités égales
(
∫
Ω ϕdΩ = 0). Tracé de la variable ϕh aux temps t1 = 0.0024, t2 = 0.0036, t3 = 0.0061, t4 = 0.0149, t5 = 0.0621,
t6 = 0.188, t7 = 0.483 et t∞. Dans un premier temps on assiste à la nucléation rapide suivie d’un processus de
croissance des structures. En régime permanent l’énergie E du système est minimisée par une interface de longueur
minimale.
L’évolution de la séparation en phases pures par décomposition spinodale conduit à une
minimisation de l’énergie totale du système. Initialement cette répartition est uniforme – ϕ ≈
0± 10−3 dans notre cas – et les gradients sont nuls, ce qui conduit à une énergie initiale de∫
Ω E (t0)dΩ = 1/4 pour le domaine Ω = [0,1]× [0,1]. La solution en régime permanent est
triviale et permet de calculer analytiquement l’énergie du système :
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∫
Ω
E (t∞)dΩ =
ε
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FIG. 1.13 – Évolution de l’énergie globale du système en fonction du temps. En régime stationnaire le système
minimise la longueur de l’interface avec une énergie de
∫
Ω E (t∞)dΩ≈ 9.428 ·10−3 .
Ces mécanismes de séparation de phases sont très répandus à la fois pour des f uides mais
également pour la séparation de phases solides. Les mécanismes de nucléation et de croissance
apparaissent et conduisent à un système plus stable.
Modélisation des forces capillaires
Les forces capillaires tendent à minimiser l’énergie de l’interface entre deux phases. Lorsque
la tension de surface est considérée constante pour deux f uides isothermes alors cette force mi-
nimise la surface de l’interface. À l’échelle moléculaire (pour une phase condensée), ce sont
les forces de van der Waals et les forces électrostatiques qui assurent la cohésion de la phase.
Développer une interface revient à perdre une partie de cette énergie de cohésion. Cette énergie
de surface peut être modif ée par l’ajout d’un tensioactif (ou surfactant de l’anglais "surface
active agent"), ces molécules viennent former une pellicule entre les deux phases et diminuent
l’énergie de surface même en très faible quantité. Les composés tensioactifs sont des molé-
cules amphiphiles, c’est-à-dire qu’elles présentent deux parties de polarités différentes, l’une
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lipophile (miscible dans l’huile ou l’air) et apolaire, l’autre hydrophile (miscible dans l’eau) et
polaire. Il existe de nombreux types de tensioactifs, certains sont très connus : savon, liquide
vaisselle . . .
FIG. 1.14 – Diminution de la tension de surface par ajout de savon à l’eau.
La tension de surface est une force qui s’exerce tangentiellement à la surface et qui évolue
en fonction de la courbure moyenne de l’interface. Il en résulte une force normale qui tend à
déplacer l’interface pour en minimiser l’énergie totale. Cette courbure est une propriété géo-
métrique de l’interface, avec une description continue de l’interface on accède à cette propriété
par les dérivées spatiales de la fonction de phase ϕ.
~fc = ~∇ ·
(
k
2
(
~∇ϕ
)2 ⇒
I −k~∇ϕ⊗~∇ϕ
)
=~∇· ⇒Tc (1.13)
Les forces de surface ne sont plus localisées sur une interface d’épaisseur nulle mais elles
sont distribuées sur l’ensemble de l’interface d’épaisseur ε. À l’équilibre, la tension de surface
λ est l’intégrale de la densité d’énergie libre portée par la zone interfaciale. Cet excès d’énergie
est dû à un fort gradient du paramètre d’ordre dans la zone capillaire. Pour une interface plane,
on dispose d’une solution analytique et on peut directement relier cette tension de surface aux
deux paramètres k et β :
λ = k
∫ +∞
−∞
(∂ϕ
∂x
)2
dx =
√
kβ (1.14)
Cette relation montre que, pour une interface diffuse, la tension de surface est une quantité
intrinsèque. Pour une tension de surface λ et une épaisseur d’interface ε données, les paramètre
k et β peuvent être calculés de façon unique. Si l’on considère maintenant, non-plus l’équilibre
thermodynamique mais l’équilibre mécanique de l’interface, la conservation de la quantité de
mouvement conduit à une équation sur la divergence des contraintes.
~∇ ·
(
−p ⇒I +
⇒
Tc +
⇒
τ
)
=~0 (1.15)
où
⇒
Tc est le tenseur des contraintes capillaires, il s’agit de la partie réversible des contraintes,
elle ne contribue donc pas à la production d’entropie.
⇒
τ est la partie non réversible des contraintes,
il s’agit de l’action des forces de frottement. On note que dans la couche capillaire le mélange
est soumis à des contraintes plus importantes dans les directions tangentielles à l’interface.
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Modèle de Navier-Stokes – Cahn-Hilliard
Lors de l’écriture du bilan de quantité de mouvement les forces volumiques de capilla-
rité viennent naturellement s’ajouter aux forces visqueuses. Concernant la conservation de la
masse, bien que les deux f uides pris séparément sont considérés incompressibles il convient de
savoir comment transposer ces lois pour le mélange binaire. Plusieurs déf nitions existent pour
l’incompressibilité d’un f uide : densité constante, champ de vitesse à divergence nulle, densité
invariante avec la pression. Pour un f uide bianaire à densité variable ρ = ρ(p), dans le cadre de
l’approximation de Boussinesq pour les f uides quasi-incompressibles, la condition d’incom-
pressibilité se traduit par une champ de vitesse du mélange à divergence nulle (Dρ/Dt = 0).
Cela signif e que dans l’équation de la conservation de la masse on suppose que les variations
de densité sont négligeables. Par contre dans l’équation de conservation de la quantité de mou-
vement la densité et la viscosité du mélange sont des fonctions de la fraction de masse locale
des composés : ρ = ρ(ϕ) et η = η(ϕ).
Dϕ
Dt
−~∇ ·~∇µ = 0 (1.16a)
µ−β(ϕ3−ϕ)+ k ∇2ϕ = 0 (1.16b)
ρD~v
Dt
+~∇p+~∇ ·
(⇒
Tc +
⇒
τ
)
−ρ~g = ~0 (1.16c)
~∇ ·~v = 0 (1.16d)
où le tenseur des contraintes visqueuses est donné classiquement par
⇒
τ= η
(
~∇~v+~∇~vt
)
.
Af n de faire apparaître les forces de capillarité sous une forme plus commode, on intro-
duit une pseudo-pression qui vaut pˆ = p + k |∇ϕ|2 + βF0(ϕ)−ϕµ [14, 13, 85]. Cette pseudo
pression rassemble la pression au sens classique p ainsi que tous les termes proportionnels à
la matrice identité du tenseur des contraintes capillaires. La condition de divergence nulle du
champ de vitesse permet de réécrire les forces visqueuses sous la forme d’un laplacien.
−~∇p+~∇ ·
(⇒
Tc +
⇒
τ
)
=−~∇pˆ+ ϕ~∇µ+~∇ ·
(
η~∇~v
)
(1.17)
Dans le milieu poreux, on assimile la géométrie de la phase solide à une structure pério-
dique déf nie par une cellule élémentaire (le Volume Élémentaire Représentatif) et trois vec-
teurs~li formant une base de R3. L’écoulement est donc lui aussi périodique, et on se limite au
calcul sur un seul VER en imposant une condition de périodicité sur les variables ~u, ϕ et µ.
Ce modèle de NSCH comporte trois termes moteurs dans l’équation de la quantité de mou-
vement : les forces capillaires, les forces de pesanteur et le gradient de pression. Ce premier
terme génère des gradients locaux de vitesse pour minimiser l’énergie de l’interface Aακ, il
n’est donc pas responsable d’un mouvement global du mélange. Ce sont les gradients de pres-
sion et la gravité qui déterminent la vitesse des f uides. Dans notre cas, nous voulons f xer la
vitesse moyenne de la phase α :
1
Vα
∫
Ω
1+ ϕ
2
~vdΩ =~V 0α (1.18)
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Les conditions aux limites sur l’interface Aαs∪Aκs sont données par les équations (1.10)
avec un angle de contact de θs = 90° et une condition d’adhérence.
Forme adimensionnée
Les équations (1.16) du modèle NSCH sont adimensionnées avec les grandeurs suivantes :
1. Vitesse caractéristique : v0 =
∥∥∥~Vα∥∥∥, vitesse moyenne de la phase α
2. Longueur caractéristique : l0, taille du VER
3. Temps caractéristique : t0 = l0/v0, temps lié à la convection
4. Densité de référence : ρ0 = ρα
5. Viscosité de référence : η0 = ηα
6. Potentiel chimique de référence : β
7. Pression de référence : v0×η0/l0
L’analyse dimensionnelle et le théorème de Vaschy-Buckingham permettent d’écrire le
problème adimensionné en faisant apparaître cinq nombres adimensionnels.
Pe = v0l0
mβ Nombre de Péclet
ε =
√
k
β
1
l0 Épaisseur adimensionnée
Re = ρ0v0l0η0 Nombre de Reynolds
Ca = v0η0λ Nombre capillaire
Bo = ρ0g0l
2
0
λ Nombre de Bond
(1.19)
On reprend les équations du modèle NSCH en remplaçant les grandeurs physiques par les
grandeurs adimensionnée multipliées par les grandeurs caractéristiques. On fait ainsi apparaître
les nombres adimensionnels.
∂ϕ
∂t +
~∇ ·
(
~vϕ− 1
Pe
~∇µ
)
= 0 (1.20a)
µ−ϕ3 + ϕ+ ε2 ∇2ϕ = 0 (1.20b)
Re
(
ρ∂~v∂t + ρ~v ·
~∇~v
)
+~∇pˆ−~∇ ·
(
η~∇~v
)
. . .
. . . +
1
Caεϕ
~∇µ− BoCaρ~ez =
~0 (1.20c)
~∇ ·~v = 0 (1.20d)
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Le nombre de Péclet compare l’importance relative des f ux convectifs et diffusifs de
l’équation de transport de la fonction de phase. L’épaisseur de l’interface adimensionnée est
choisie par l’utilisateur et doit être compatible avec le raff nement du maillage. Le nombre de
Reynolds compare les forces inertielles et les forces visqueuses. Dans les milieux poreux na-
turels les écoulements sont lents, on a en général Re≤ 10−2. Le nombre capillaire compare les
forces visqueuses aux forces capillaires qui agissent sur l’interface. Dans les milieux poreux, ce
nombre est très faible (10−8 ≤Ca≤ 10−5) et l’écoulement est piloté par la tension de surface.
Quant aux forces volumiques de pesanteur, elles sont comparées à la tension de surface par le
nombre de Bond. Leur importance dépend de la taille des systèmes étudiés, mais elle dépend
également des deux f uides en jeu. Ces phénomènes peuvent être importants lorsque les f uides
ont des vitesses très faibles, les contraintes de pression extérieures au système sont faibles.
Lorsque le différentiel de densité entre les deux f uides est signif catif, le f uide léger remonte
par effet gravitaire. Aussi, une autre déf nition du nombre de Bond est possible, la densité de
référence n’est plus celle d’une phase pure mais la différence des densités : ρ0 =
∣∣ρα−ρβ∣∣.
Dans les milieux poreux, les effets gravitaires sont le moteur des écoulements. Ils conduisent
souvent à une stratif cation des écoulements ou encore à la remontée des f uides légers. Cepen-
dant, à l’échelle du pore, ces forces se traduisent par un gradient de pression moyen agissant
sur le système. La gravité agit donc de façon macroscopique et homogène sur tout le système.
Les nombres de Bond sont très faibles (Bo ≤ 10−2) et les forces de pesanteur peuvent être
négligées par rapport à la tension de surface.
Résolution du système NSCH par une méthode éléments finis
Ce système à quatre inconnues peut être résolu de multiples façons, un choix doit être fait
entre une relative robustesse de la méthode et son coût en terme de temps de calcul. Ce choix
doit être fait au regard des différents couplages entre les équations. La prédominance des forces
de capillarité (Ca ≫ 1) induit un couplage important entre toutes les équations. À l’inverse,
lorsque la vitesse est élevée, ce terme de couplage devient petit et les systèmes Navier-Stokes
et Cahn-Hilliard peuvent être résolus séparément. Jusqu’à des nombres capillaires de l’ordre
de la centaine au millier cette méthode fonctionne relativement bien. Un algorithme de point
f xe suff t à coupler les deux sous-systèmes tout en gardant une bonne robustesse et une conver-
gence rapide. Lorsque le nombre capillaire excède 104, cette méthode nécessite de diminuer
de manière considérable les pas de temps. Pour des écoulements dans des milieux poreux, un
algorithme complètement couplé est bien plus approprié.
Ce système couplé présente de fortes non-linéarités, nous avons choisi de développer un
algorithme très robuste et très stable. Pour cela, deux schémas de discrétisation temporelle ont
été retenus : le Θ-schéma d’ordre 1 en implicite et d’ordre 2 pour Cranck-Nicholson, le schéma
BDF2 (Backward Difference Formulae) d’ordre 2 en temps. Lorsque seul le régime permanent
nous intéresse, l’erreur temporelle s’annule et les schémas d’ordre élevé ne présentent aucun
intérêt, néanmoins, nous les citons ici puisqu’ils ont été utilisés pour résoudre d’autres équa-
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tions pour lesquelles le régime transitoire est essentiel.
ϕn+1−ϕn
∆tn
−Θ f n+1 . . .
. . . +(1−Θ) f n = O(∆t2) (1.21a)
1
∆tn
(
1+ 2τn
1+ τn
ϕn+1− (1+ τn)ϕn + τ
2
n
1+ τn
ϕn−1
)
. . .
. . . − f n+1 = O(∆t3) (1.21b)
avec le pas de temps variable ∆tn = tn+1− tn et τn = ∆tn/∆tn−1. Le schéma BDF2 est d’ordre 2
uniquement lorsque τn < 1+
√
2. Ces schémas présentent tous leur avantages et leurs défauts.
Très brièvement :
– Euler implicite (Θ = 1) : inconditionnellement stable, ordre 1 en temps.
– Crank-Nicholson (Θ = 0.5) : devient instable pour des grands pas de temps, d’ordre 2 en
temps.
– Explicite (Θ = 0) : très rapide puisqu’il ne nécessite pas d’inversion de matrice.
– BDF2 : inconditionnellement stable, d’ordre 2 en temps. Ne réponds pas au principe du
maximum.
La discrétisation spatiale est faite par une méthode éléments f nis [85]. Pour résoudre le
système NSCH sur le domaine (ouvert borné et connexe) Ω de frontière Γ on se dote d’es-
paces d’éléments f nis de Crouzet-Raviart af n d’écrire la formulation variationnelle de notre
problème en vue de l’obtention de la solution faible
{(
~vnh, pˆ
n
h,ϕnh,µnh
)}
n∈J1,NK. Le domaine est
divisé en éléments triangulaires et quadrangulaires quadratique-bulle (triangles à 7 noeuds et
quadrangles à 9 noeuds). Le choix des fonctions tests doit permettre de vérif er la condition
LBB (Ladysenskaja-Babuska-Brezzi ) ainsi le champ de pression est discrétisé par des élé-
ments linéaires non-conformes alors que le champ de vitesse est discrétisé avec des éléments
quadratiques-bulle (P+2 pour les triangles et Q
+
2 pour des quadrangles). Les autres propriétés
scalaires sont également discrétisées avec des éléments quadratiques-bulle.
FIG. 1.15 – Éléments P1 non-conforme P+2 et Q1 non-conforme Q
+
2 de Crouzet-Raviart en 2D.
Ces choix ont été motivés par le bon comportement de ce type de discrétisation vitesse-
pression et par la bonne précision qu’ils offrent. En effet, la contrainte de divergence nulle
est vérif ée dans chaque élément. Ces éléments présentent tout de même des inconvénients, le
premier à citer est l’apparition fréquentes d’oscillations, le second est son coût en termes de
besoin de calcul. En effet, ces éléments quadratiques donnent des matrices avec des spectres
bien plus larges que pour des éléments linéaires.
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Formulation variationnelle et algorithme de résolution
On obtient une solution faible du problème continu en cherchant une solution qui vérif e
le système uniquement dans un espace de fonctions test. On multiplie les équations par une
fonction test puis on les intègre sur le domaine, pour cela les fonctions tests et les fonctions
inconnues doivent être de carré intégrable. On fait ainsi apparaître des produits scalaires. Fi-
nalement, la solution faible s’obtient en utilisant le théorème de Stokes pour régulariser le
système : ∫
Ω
~∇ ·~∇ϕ ψdΩ =−
∫
Ω
~∇ϕ ·~∇ψdΩ+
∫
Γ
~n ·~∇ϕψdΩ (1.22)
On voit apparaître un f ux à l’interface, lorsque celui-ci est connu, on peut le remplacer
directement (condition de Neumann) dans l’équation. Cette solution faible fait apparaître les
conditions aux limites naturelles de notre système. Par ailleurs, la fonction ϕ solution de ce sys-
tème n’a plus besoin d’être deux fois dérivable mais seulement une seule fois. La formulation
variationnelle s’obtient en décomposant les inconnues sur une base de fonctions. Le choix de
ces bases de fonctions est primordial ! On peut ainsi écrire la fonction inconnue sous la forme
d’une somme : ϕnh(x) = ∑i Φni ψi(x). Dans tous les calculs réalisés, ces bases de fonctions sont
les mêmes que les bases de fonctions tests.
Les conditions aux limites naturelles mettent en jeu des conditions de Neumann, les condi-
tions aux limites de Dirichlet et de périodicité sont traitées différemment. Ces relations sont
vues comme des contraintes supplémentaires que l’on ajoute par l’intermédiaire de multipli-
cateurs de Lagrange. Ces multiplicateurs sont de nouvelles inconnues, ils agissent comme des
termes sources supplémentaires, la solution est atteinte lorsque ces termes sources permettent
de vérif er les contraintes ajoutées. On notera Λ ces multiplicateurs, on les utilisera pour impo-
ser les conditions aux limites de périodicité, d’adhérence et de débit imposé. Dans ce dernier
cas, la contrainte (1.18) est une relation intégrale qui relie tout les points du domaine, elle
donne lieu à la fabrication d’une matrice pleine extrêmement lourde à traiter.
La formulation variationnelle pour l’équation sur la fonction de phase fait intervenir une
condition à la limite de f ux nul. L’intégrale de bord disparaît naturellement. Les opérateurs de
Lagrange Λnϕ,p assurent la condition à la limite de périodicité sur la frontière Γp. On notera
que les relations de périodicité font intervenir les noeuds de la frontière γp deux à deux. Les
f ux associés à la vérif cation de cette contrainte agissent de façon inverse sur ces deux noeuds
et, globalement, les termes sources induits par les relations de périodicité s’annulent deux à
deux. On transporte donc la quantité ϕ sans ajouter ni retirer de masse par l’intermédiaire des
conditions aux limites.
1
∆t
〈
ϕnh−ϕn−1h ,ψh
〉
Ω +
〈
~vnh ·~∇ϕnh,ψh
〉
Ω
+
〈
~∇µnh,~∇ψh
〉
Ω
+
〈
λnϕ,p,~uh
〉
Γp
= 0 (1.23)
L’équation sur le potentiel chimique ne contient pas de terme d’accumulation en temps. On
peut donc la voir comme une contrainte. La condition à la limite naturelle fait intervenir un f ux
au bord que l’on relie à la fonction de phase par l’angle de contact. Cette condition à la limite
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est traitée de façon implicite et fait intervenir l’inconnue ϕnh. Les contraintes supplémentaires
liées à la périodicité font intervenir les multiplicateurs Λnµ,p.
〈µnh,χh〉Ω + β
〈
ϕnh− (ϕnh)3 ,χh
〉
Ω
− k
〈
~∇ϕnh,~∇χh
〉
Ω
+cos(θs)
√
kβ〈g′(ϕnh),χh〉Γ + 〈λnµ,p,~uh〉Γp = 0 (1.24)
L’équation de conservation de la quantité de mouvement couple les quatre inconnues du
système. Les termes de contraintes visqueuses et le gradient de pression sont intégrés par partie.
On retrouve les multiplicateurs associés aux condition aux limites d’adhérence, de périodicité
et de débit imposé. Cette dernière condition fait intervenir un nombre très limité de multipli-
cateurs : un pour le débit dans chacune des directions. Prenons l’exemple de la direction ~ex,
cela se traduit par un terme source constant sur tout le domaine dans l’équation de vh,x. C’est
équivalent à chercher le gradient de pression moyen qui permet d’imposer le débit voulu. Bien
que la relation (1.18) fasse intervenir les variables ϕ et ~v, on ne retrouve pas de terme supplé-
mentaire associé à cette contrainte dans l’équation sur ϕ. Il s’agit en réalité de l’annulation de
deux contraintes. Une des contraintes supplémentaires, qui ici n’est pas écrite, est la conserva-
tion de la proportion globale de chacune des phases. Il s’agit également d’une relation intégrale
qui fait elle aussi intervenir un multiplicateur agissant comme un terme source homogène. La
vérif cation des deux contraintes nécessite une annulation de ces deux termes sources, c’est
pourquoi nous ne les faisons pas apparaître dans les équations.
1
∆t
〈
ρ
(
~vnh−~vn−1h
)
,~uh
〉
Ω +
〈
ρ~vnh ·~∇~vnh,~uh
〉
Ω
+
〈
η
⇒
∇~vnh,
⇒
∇~uh
〉
Ω
+
〈
pˆnh,~∇ ·~uh
〉
Ω
+
〈
ϕnh~∇µnh,~uh
〉
Ω
−〈ρ~g,~uh〉Ω
+
〈
~λnv,d ,~uh
〉
Γd
+
〈
~λnv,p,~uh
〉
Γp
+
〈
~λnv,q,~uh
〉
Ω
=~0 (1.25)
La contrainte de divergence nulle quant à elle est linéaire et ne fait pas intervenir de multi-
plicateur. 〈
~∇ ·~unh,qnh
〉
Ω
= 0 (1.26)
Le système discret formé par les équations (1.23),(1.24),(1.25) et (1.26) comporte de nom-
breuses non-linéarités. On note Xn le vecteur inconnu et on peut réécrire le système sous la
forme f (Xn) = 0 où f est une fonction non-linéaire. Cette équation peut être résolue de mul-
tiples façons, le principe de base étant de la linéariser. La méthode incrémentale de Newton,
fait intervenir la Jacobienne J(X) qui est l’application tangente de f au point X . Lorsque le
système est linéaire cette application est toujours la même quel que soit X et la solution est
obtenue en une seule itération.
J(Xn,i−1)×δXn,i + f (Xn,i−1) = 0 (1.27a)
J = lim
ε→0
{ ∂
∂ε f (X
n + εδXn)
}
(1.27b)
38 Chapitre 1
J =

J11 J12 J13 0 Jt15 0
J21 J22 0 0 Jt52 0
J31 J32 J33 Jt43 Jt53 J36
0 0 J43 0 0 0
J51 J52 J53 0 0 0
0 0 J63 0 0 0
 , δX
n,i =

δΦn,i
δMn,i
δ~V n,i
δPˆn,i
δΛn,idp
δΛn,iq

(1.28)
Le vecteur Λq contient uniquement deux composantes (en 2D), une pour le débit dans
chacune des directions de l’espace. Contrairement aux multiplicateurs de Lagrange pour les
conditions de Dirichlet ou de périodicité qui font intervenir des relations entre un nombre ré-
duit de noeuds, pour imposer le débit on établit une relation entre tous les noeuds du maillage.
La matrice J63 est de dimension 2×N et ne comporte aucun coeff cient nul alors que les ma-
trices J51, J52 et J53 comportent un très grand nombre de coeff cients nuls.
Pour résoudre le système linéaire (1.27a) on utilise le solveur de Castem (KRES) qui pro-
pose plusieurs options pour inverser le système. Les algorithmes itératifs (gradient conjugué,
bi-gradient conjugué stabilisé, GMRES) et les préconditionneurs (ILU, ILUT, . . .) implémen-
tés ne fonctionnent pas ou doivent être utilisés avec des préconditionneurs très coûteux pour
obtenir des performances médiocres. Par contre, lorsque l’on découple le système en deux
sous-systèmes NS et CH les solveurs itératifs deviennent performants. Pour résoudre notre sys-
tème couplé (1.27a) on utilise le solveur direct ; la taille des maillages est limitée à quelques
dizaines de milliers de noeuds en 2D ce qui suff t pour avoir une bonne précision sur le champ
de vitesse d’un écoulement diphasique dans un pore à géométrie simple.
La résolution couplée des équations de NSCH est très coûteuse en temps de calcul. Af n
d’alléger la résolution du système linéaire les contraintes sur le débit sont traitées explicitement.
Les inconnues sont renommées : X = (δΦn,δMn,δ~V n,δPn,δΛndp) et Y = δΛnq. Et le système
s’écrit : (
A B
C 0
)
×
(
X
Y
)
=
(
F
G
)
(1.29)
Ici on aurait également pu traiter explicitement les autres contraintes telles que les condi-
tions de Dirichlet, de périodicité, ou d’incompressibilité. Il existe de nombreux algorithmes
pour résoudre les problèmes de point-selle tels que celui-ci. Par exemple, pour un écoulement
de type Stokes, l’algorithme d’Uzawa est très performant [137, 62]. Nous avons choisi une ver-
sion améliorée de cet algorithme : Uzawa - BiCGstab (voir l’annexe A.2). Cet algorithme a la
propriété de converger en un nombre d’itérations inférieur ou égal à la taille de l’inconnue Y :
dans notre cas, deux itérations (trois en 3D). Néanmoins, chacune des itérations de l’algorithme
contient deux inversions de A, le choix d’un solveur direct nous permet ici de ne pas multiplier
le temps calcul (4 = 2 itérations×2)
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puisqu’une fois la factorisation de la matrice A effectuée la résolution devient très rapide. Ce
découplage nous permet donc d’imposer une contrainte supplémentaire sans perte de robustesse
de l’algorithme général et quasiment sans augmentation du coût calcul.
Écoulement diphasique dans un canal plan
Lorsque la vitesse d’écoulement est très faible (Re ≪ 1), les termes inertiel et temporel
de l’équation de Navier-Stokes deviennent négligeables. Le système (1.4) dans un canal plan
x ∈ [0,(εα + εκ)H] admet une solution analytique simple. Pour ce système stratif é les vitesses
perpendiculaires sont nulles (uα = uκ = wα = wκ = 0) et la courbure de l’interface est nulle
ζ = 0. Les conditions de saut à l’interface se réduisent donc à la continuité des contraintes
tangentielles, des vitesses tangentielles et de la pression.
En x = εkH :
ηα dvαdx = ηκ
dvκ
dx
pα = pκ
vα = vκ
(1.30)
Le champ de vitesse dans chacune des phases est donné par les expressions suivantes :
vα(x)
Vα
=
12
2ε2α + 3εαεκ
[(
εα + εκ
2
)2
−
( x
H
)2]
(1.31a)
vκ(x)
Vα
=
ηκ
ηα
12
2ε2α + 3εαεκ
[
ε2κ
(
1− ηκηα
)
+
ηκ
ηα
(
εα + εκ
2
)2
. . .
. . .−
( x
H
)2]
(1.31b)
où Vα est la vitesse moyenne de la phase α.
Les équations de Navier-Stokes et Cahn-Hilliard convergent vers le modèle à deux f uides
lorsque l’épaisseur de l’interface tend vers 0. Dans ce cas mono-dimensionnel le seul couplage
qu’il reste entre la fonction de phase et la vitesse se fait au travers de la viscosité η(ϕ). C’est
le rapport des viscosités ηκ/ηα qui détermine la vitesse de convergence, pour le mélange air
eau ce rapport vaut environ 0.018. Ceci signif e que si on choisit une viscosité qui dépend
linéairement de ϕ, pour ϕ =−0.67 (i.e. 83.5 % d’air) on obtient une viscosité du f uide binaire
qui est 10 fois supérieure à celle de l’air. D’ou
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l’idée de choisir une fonction viscosité plus « raide ». Néanmoins cette fonction doit pouvoir
être approchée correctement par un maillage dont les mailles sont du même ordre de grandeur
que l’épaisseur de l’interface (∆x≈ ε).
η(ϕ) = ηκ−ηα
2
tanh(Bϕ)
tanh(B)
+
ηκ + ηα
2
, B ∈ R+∗ (1.32)
On constate que la valeur B = 4 donne des résultats bien plus précis sans altérer la méthode
de résolution. Ainsi pour ϕ = −0.67 on obtient maintenant une viscosité du f uide binaire qui
est seulement 1.23 fois supérieure à celle de l’air. La convergence lorsque ε tend vers 0 s’en
retrouve considérablement accélérée sans coût supplémentaire.
Sur la f gure 1.16, les prof ls de vitesses pour différentes épaisseurs de l’interface sont
tracés. La viscosité suit une loi non-linéaire de la fonction de phase (B = 4) et le maillage
régulier est pris de la même taille que l’interface (∆x = ε). On note que la vitesse dans la phase
la plus visqueuse converge très vite alors que dans l’air il n’en est pas de même. Dans nos
simulations futures (en 2D), nous avons choisi ε = 0.005.
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FIG. 1.16 – Évolution du prof l longitudinal de vitesse en fonction de l’épaisseur de l’interface.
Écoulement diphasique dans un pore
Le domaine de calcul est composé d’un seul pore à géométrie très simple : Ω = [0,1]×
[0,0.5]
/{
(x−0.5)2 + y2 ≥ r2s
}
(Figure 1.1 à droite).
Le choix de la condition initiale ϕ0 est très important, par contre on choisira toujours un
champ de vitesse initial nul. Différents choix de ϕ0 peuvent conduire à divers
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régimes d’écoulement, compte tenu de notre intérêt d’étudier la conf guration SLG l’eau est
initialement placée autour du grain de sable. L’interface est initialement placée horizontalement
avec une courbure choisie arbitrairement. On choisit également d’imposer une épaisseur de ε à
l’interface. On construit une condition initiale continue, dérivable et périodique (Figure 1.17).
Cette condition initiale f xe également l’état de saturation, il s’agit de la proportion de l’espace
poral occupée par chacune des phases : Sα = 1−Sκ = (1/2)(1+
∫
Ω ϕdΩ).
ϕ0(x,y) = tanh
(
y− yi(x)
2ε
)
(1.33a)
yi(x) =
[
y1− y2
2
tanh
(
x− x1
c1
)
+
y1 + y2
2
]
×
[
y2− y2
2
tanh
(
x2− x
c2
)
+
y2 + y1
2
]
(1.33b)
FIG. 1.17 – Exemple de condition initiale pour la fonction de phase dans un pore : ϕ0(x,y). L’épaisseur de
l’interface est f xée à ε = 0.015 ; les dimensions du domaine de calcul sont Lx = 1 et Ly = 0.5.
Les simulations sont menées en plusieurs « passes ». L’objectif est d’obtenir l’écoulement
pour une épaisseur d’interface ε = 0.005. Ceci nécessite de mailler la zone interfaciale avec des
mailles de taille h = 0.005. Une première simulation est menée avec une épaisseur de ε = 0.015
sur un maillage grossier, une fois le régime permanent atteint un nouveau maillage est généré
en raff nant la zone interfaciale. Les solutions issues du premier calcul (ϕh et~vh) sont projetées
sur ce nouveau maillage et servent de solution initiale à un nouveau calcul effectué avec une
épaisseur ε = 0.005. Le processus est répété une fois de plus (sans diminution de ε) af n d’ob-
tenir un maillage reposant sur la ligne ϕ = 0. En régime permanent l’interface est stationnaire
et les lignes d’isovaleur de ϕ sont également des lignes de courant. On espère ainsi pouvoir
séparer le maillage total en deux maillages (pour chacune des phases) avec une ligne d’inter-
section Aαβ qui soit très proche d’une ligne de courant (Figure 1.18). Cette stratégie fonctionne
bien uniquement dans une certaine gamme de saturation. En effet, dès lors que la saturation est
suff samment faible ou grande pour que l’interface se retrouve à une distance d’une frontière
du même ordre que son épaisseur, des interactions apparaissent.
Les champs de fonction de phase et potentiel chimique présentent un très fort gradient bien
capté par le maillage dans la zone interfaciale (Figure 1.19). Pour des nombres capillaires très
faibles, la moindre oscillation sur l’une de ces variables peut se retrouver démultipliée dans
l’équation de Navier-Stokes. Des oscillations importantes apparaissent
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FIG. 1.18 – Pour une teneur εα = 0.7(1−εs) on procède en trois étapes. On commence par une interface épaisse
(ε = 0.015 à gauche), puis on raff ne le maillage dans la zone interfaciale en diminuant l’épaisseur de l’interface
(ε = 0.005 au centre). Enf n on procède à un remaillage pour obtenir une interface au centre de la zone maillée
f nement.
dans la phase gazeuse (peu visqueuse) à basse saturation. Le tracé des lignes de courant révèle
des recirculations là où en milieu saturé le f uide avait une très faible vitesse. Plus la saturation
diminue et plus la vitesse du gaz est grande comparée à celle du liquide, la vitesse du liquide
croît dans le passage le plus étroit et la taille des recirculations augmente. Quant à la pression
p, elle est calculée avec les champs pˆ, ϕ et µ. Des problèmes de post-traitement apparaissent
puisque ces variables ne sont pas représentées par les mêmes fonctions de base (quadratiques-
bulles pour ϕ et µ et linéaires discontinues pour pˆ). Le champ de pression subit alors deux
dégradations : le passage de la pseudo-pression pˆ sur les éléments quadratiques-bulles et le
calcul du gradient de ϕ (dérivée des fonctions de forme non continue d’un élément à l’autre).
Il en résulte une très grande erreur dans la zone interfaciale où les gradients sont forts et les er-
reurs commises importantes. Néanmoins, le tracé de p révèle que, pour une interface statique,
on a bien une pression capillaire négative lorsque la courbure de l’interface est également né-
gative.
Lorsque la vitesse des f uides augmente, les forces de frottements visqueux augmentent
puis des effets inertiels apparaissent (Figure 1.20). Au contraire, l’effet de la tension de surface
sur l’écoulement s’amenuise. Pour une vitesse d’écoulement inf nitésimale, la tension inter-
faciale impose un minimum d’interface et conduit à une interface plane. Lorsque les f uides
s’écoulent, l’organisation des phases dans le pore développe une plus grande surface d’interface
et celà autorise des courbures plus importantes de l’interface. Quand l’écoulement s’accélère
encore, on assiste à la formation de bulles de gaz et l’écoulement cesse d’être permanent. Les
transitions entre ces différents régimes sont complexes à prédire, même sur une géométrie très
simple comme celle choisie ici. Établir une cartographie des régimes d’écoulement en fonction
de l’état de saturation est une tâche très ardue puisque de nombreux paramètres interviennent
(viscosités,
Écoulement à l’échelle granulaire 43
FIG. 1.19 – Tracé de la fonction de phase ϕh (en haut à gauche), du potentiel chimique µh (en haut à droite), la
fonction de courant Ψh (en bas à gauche) et la pression ph (en bas à droite) en régime permanent pour une saturation
en eau de Sα = 0.7 et un nombre capillaire de Ca = 0.005 et une épaisseur de l’interface de ε = 0.005.
densités, vitesses des f uides, . . .).
Rôle des films mouillants à basse saturation
Lorsque la saturation diminue, l’écoulement diphasique passe d’une conf guration SLG
dans laquelle les deux f uides s’écoulent à une conf guration où le f uide mouillant est piégé.
Cette transition se fait de manière continue, ainsi, à faible saturation, le f uide s’écoule par des
f lms de plus en plus f ns le long de la surface du solide. Néanmoins, la résistance générée par le
frottement à l’interface solide limite très fortement la vitesse de l’écoulement et la rend diff ci-
lement mesurable. Le drainage ainsi généré peut déplacer des quantités d’eau non négligeables
sur des temps très longs. Le rôle joué par ces f lms est très important puisqu’ils assurent la
continuité de la phase mouillante.
La quantif cation de ce phénomène reste une question ouverte, elle est étroitement reliée à
la notion de piégeage d’une phase en dessous d’une saturation résiduelle. Alors que certains
modèles considèrent que la totalité du f uide mouillant peut être drainée, d’autres introduisent
une saturation réduite qui ref ète l’état de saturation du milieu entre deux bornes : la teneur
résiduelle (εrα ≥ 0) est la teneur maximale lorsque l’état de saturation est atteint (εsα ≤ 1− εs).
La saturation réduite est une grandeur adimensionnée qui décrit l’état de saturation de l’espace
poral entre ces deux bornes :
Srα =
εα− εrα
εsα− εrα
(1.34)
Le traitement de cette transition par une méthode à interface diffuse est inadapté puisque
l’épaisseur du f lm mouillant conditionne la taille de l’interface et le maillage.
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FIG. 1.20 – Simulation d’un écoulement diphasique dans un pore pour différentes nombres capillaires. En haut
à gauche : Ca = 0.0005 et Srα = 0.7. En haut à droite : Ca = 0.005 et Srα = 0.7. En bas à gauche : Ca = 0.005 et
Srα = 0.85. En bas à droite : Ca = 10 et Srα = 0.7. Dans cette dernière simulation, l’écoulement est dominé par les
forces visqueuses et la tension de surface ne parvient plus à maintenir la continuité de la phase gazeuse. Aucun
régime permanent n’est obtenu, un régime transitoire à bulles et observé.
De plus, les phénomènes de piégeages sont très dépendants de la taille et de la forme des
pores. Ci-dessous, sont présentés des résultats de simulation (Figure 1.21), l’un pour une sa-
turation très faible pour laquelle la vitesse moyenne du liquide est nulle. Une ligne de contact
apparaît et l’angle de contact doit être spécif é. Pour une saturation de 0.453, l’épaisseur du f lm
est encore assez grande pour pouvoir être simulée avec une épaisseur d’interface de ε = 0.005.
FIG. 1.21 – Simulation d’un écoulement diphasique dans un pore pour Ca = 0.005, ε = 0.005 et Re = 10−2. À
gauche les deux phases s’écoulent ; pour une saturation réduite en eau de Srα ≈ 0.45 le f lm d’eau au sommet du
grain solide est d’une épaisseur de l’ordre de 0.01. À droite la saturation est très faible et l’eau ne s’écoule plus, elle
est piégée sous forme d’anneaux pendulaires.
La dynamique de ces f lms capillaires [127] aux très faibles saturations est régie par l’équi-
libre mécanique qui s’établit entre le gradient de pression, les forces visqueuses et
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les forces capillaires. La perméabilité chute avec la saturation, aussi, même si ces f lms s’écoulent
très lentement, dans une première approximation on peut supposer qu’ils ne participent pas à
l’écoulement. On note alors que cette notion de « volume mort » dépend des échelles de temps
considérées. En outre, bien que la surface de solide puisse être très grande, l’épaisseur des f lms
étant très faible, leur volume peut être négligeable devant le volume occupé par les anneaux
pendulaires. À ce niveau, seule la description détaillée de l’agencement de la matrice solide
et sa texture (rugosité, microstructure . . .) permet d’expliquer les quantités de liquide piégé.
Lorsque le sol s’assèche et que le liquide ne représente que quelques pourcents du volume
poral, la dynamique des f lms est inexistante. Pourtant, certains auteurs considèrent que ces
f lms mouillants sont toujours présents. L’épaisseur de ces f lms n’excède pas quelques nano-
mètres les molécules d’eau sont dites sorbées ou liées. Ces f lms peuvent être stables dans des
conditions thermodynamiques données. Seul un phénomène d’assèchement par évaporation
peut alors les faire disparaître et rendre la phase liquide réellement discontinue. Il s’agit alors
d’une mise à l’équilibre des potentiels chimiques entre l’eau présente sous forme de vapeur et
l’eau liée.
1.2 Modèles d’écoulement homogénéisés
Lorsque le milieu poreux est de grande dimension comparé à l’échelle caractéristique liée
aux hétérogénéités à l’échelle du pore (L ≫ l0) la description des phénomènes à l’échelle gra-
nulaire devient inadaptée. La métrologie actuelle ne permet ne permet que très rarement d’avoir
accès à une mesure aussi f ne de la vitesse ou de la pression. Les grandeurs plus facilemennt
accessibles sont macroscopiques, par exemple le débit à travers une section de milieu poreux.
Aussi, depuis les premières études menées par Darcy [66], le milieu poreux est assimilé à un
continuum doté de propriétés dites «effectives» [69, 182, 199]. Ces propriétés sont – autant que
faire se peut – intrinsèques au milieu poreux et aux f uides mis en jeu. Ces propriétés sont le
résultat d’un f ltre de l’information d’une échelle locale vers une échelle macroscopique, l’hy-
pothèse de pouvoir représenter toute la diversité de situations possibles à l’échelle granulaire
par quelques paramètres effectifs doit être prise avec précaution. Aussi, dans le domaine des
milieux poreux, les modèles doivent être accompagnés de leur domaine de validité.
1.2.1 Loi de Darcy
En 1856 Darcy développe un modèle phénoménologique sur la base d’expériences de débi-
métrie menées sur des milieux sableux. Il pose ainsi les bases du concept de perméabilité d’un
milieu poreux. Lorsque des forces volumiques agissent sur le f uide, celles-ci jouent le même
rôle que le gradient de pression moyenne, le modèle de Darcy peut être formulé comme suit :
~qα = εα~Vα =− 1ηα k
s ·
(
~∇Pα−ρα~g
)
=−ρα gηα k
s ·~∇Hα (1.35)
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Naturellement, les hydrogéologues ont introduit une grandeur plus commode à manipu-
ler, les pressions sont adimensionnées af n d’être mesurées en mètre de colonne d’eau : hα =
Pα/(ραg). La charge hydraulique est exprimée dans la même unité Hα = hα +z, et la vitesse dé-
rive directement du gradient de cette charge. Cette loi qui relie la vitesse de Darcy à la charge
hydraulique est un bilan de quantité de mouvement effectué sur un volume représentatif du
milieu poreux. Lorsque l’on moyenne ou homogénéise l’équation de Stokes on obtient direc-
tement une relation linéaire entre le débit à travers le milieu et la somme de forces agissant sur
le f uide [188, 220]. Cette expérience peut être reproduite numériquement. Après avoir résolu
l’équation de Navier-Stokes sur une géométrie périodique, le calcul du débit en fonction du
gradient moyen de pression donne la perméabilité du milieu. En faisant varier la porosité du
milieu, on peut comparer notre résultat au modèle de Blake-Kozeny [138] :
Ksα =−
1
180
D2p ε3α
(1− εα)2
(1.36)
Par une étude dimensionnelle on montre très simplement que la perméabilité évolue en
fonction du carré d’une dimension caractéristique du milieu. Par contre, l’évaluation de la
dépendance avec la porosité est plus délicate. Celle-ci est naturellement très sensible à la géo-
métrie du milieu poreux, plus la matrice solide obstrue le passage du f uide plus la perméabilité
sera faible. On se restreint dans ce cas à un réseau périodique de cylindres, la simulation se
limite à une section 2D du milieu. Nous avons choisi une organisation hexahédrique des cy-
lindres, cette situation correspond à la répartition la plus compacte et augmente la tortuosité
du système. On pose immédiatement le doigt sur les limites d’une représentation en deux di-
mensions, en dessous d’une porosité critique (les cylindres solides sont en contact) le f uide ne
s’écoule plus alors qu’en trois dimensions même lorsque les sphères sont en contact il reste des
chenaux par lesquels peuvent s’écouler les f uides. Les résultats à faible porosité sont donc in-
compatibles avec la réalité. De plus, la géométrie choisie présente une anisotropie, on calculera
donc les perméabilités dans chacune des directions (Figure 1.22). Ceci signif e que l’on peut
représenter cette anisotropie par un tenseur plein (termes extra-diagonaux non-nuls). Compte
tenu de la linéarité du problème, toute solution peut être décomposée suivant les deux directions
principales.
La dépendance de la perméabilité avec ε3α ainsi qu’avec la géométrie laisse penser que
dans un milieu naturel, de faibles variations dans l’organisation du milieu peuvent conduire
à de très grandes variations de perméabilité. De plus, en plusieurs dimensions, le tenseur de
perméabilité peut être fortement anisotrope lorsque le milieu présente une lithologie contrastée.
La simulation d’un écoulement dans un milieu poreux présentant de très fortes anisotropies et
hétérogénéités sur la perméabilité reste un problème ouvert, tant au niveau de la modélisation
qu’au niveau de la résolution numérique des équations. Ainsi, le fonctionnement d’un système
« matrice-fractures » fait l’objet de nombreuses études. Les contrastes de perméabilités pouvant
atteindre 104 selon la direction d’écoulement.
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FIG. 1.22 – À Gauche : évolution de la perméabilité en fonction de la porosité du milieu poreux calculée numé-
riquement sur une géométrie simple et le modèle de Blake-Kozeny. À droite : illustration de la validité de la loi de
Forchheimer pour εα = 0.5 ; lorsque la vitesse d’écoulement devient importante, les forces inertielles dominent les
forces visqueuses (Re≫ 1).
Lorsque les écoulements sont rapides et que les forces inertielles deviennent dominantes à
l’échelle du pore (Re ≥ 1), la loi de Darcy doit être complétée [98]. Une analyse dimension-
nelle de l’équation de Navier-Stokes fait apparaître une dépendance du gradient de pression
moyen avec la vitesse et le carrée de la vitesse. Le modèle de Forchheimer tient compte de
ces phénomènes au premier ordre en introduisant une nouvelle équation aux dérivées partielles
reliant la charge et le débit :
τ
∂qα,x
∂t + qα,x + βραq
2
α,x =−
ραg
ηα
Ksx
∂Hα
∂x (1.37)
Lorsque le nombre de Reynolds devient beaucoup plus grand que un (en restant dans le do-
maine des écoulements laminaires) les pertes de charges induites par les recirculations donnent
lieu à une perméabilité apparente accrue (Figure 1.22). La convergence de ce modèle vers celui
de Darcy est assuré puisqu’aux faibles vitesses τ et β deviennent négligeables.
L’équation de conservation de la masse sur un grand volume de milieu poreux relie la
variation de masse à la divergence du f ux donné par la loi de Darcy. Lorsque la compressibilité
du f uide est négligée (pour l’eau) et que les effets mécaniques liés à la compressibilité de la
roche sont négligés (dεα/dPα = 0), l’équation peut se réécrire sous
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la forme d’une divergence nulle de la vitesse de Darcy.
∂
∂t (ραεα)+
~∇ · (ρα~qα) = 0 (1.38a)
~∇ ·
(
K
s
α ·~∇Hα
)
= 0 (1.38b)
Cette dernière équation se présente sous la même forme que l’équation de diffusion pour
une inconnue scalaire. La principale diff culté réside alors dans les fortes anisotropies et hété-
rogénéités du tenseur de perméabilité. De nombreux développement numériques ont vu le jour
ces dernières années af n de pouvoir traiter ce cas.
1.2.2 Modèle diphasique
Lorsque l’espace poral est occupé par deux phases f uides, les deux équations de conser-
vation de la masse prennent la même forme qu’en monophasique. Lorsque la phase solide est
incompressible, la teneur volumique εs est constante et on a directement εκ = 1− εs− εα.
∂
∂t (ραεα)+
~∇ · (ρα~qα) = 0 (1.39a)
∂
∂t (ρκ (1− εs− εα))+
~∇ · (ρκ~qκ) = 0 (1.39b)
La fermeture de ce système d’équation requière l’expression des vitesses de Darcy ~qα et
~qκ ainsi que la teneur volumique εα en fonction des pressions Pα et Pκ. Pour le système air/eau
la densité ρα est considérée constante alors que la densité du gaz suit la loi des gaz parfaits :
ρκ = (PκMκ)/(RTκ) où Mκ (kg.mol−1) est la masse molaire du gaz, Tκ (en K) sa température
et R = 8.314J.K−1.mol−1 est une constante.
Loi de succion
Le modèle de pression capillaire ou loi de succion (Ψ = −Pc) constitue la clé de voûte de
la modélisation du transport multiphasique en milieu poreux. Depuis plusieurs décennies, des
recherches sont menées dans ce sens en vue d’obtenir une loi de fermeture qui relie la pression
capillaire aux autres grandeurs telles que la saturation du milieu [60, 100, 110, 109, 133, 212].
Le besoin d’une théorie sur les phénomènes de capillarité fut énoncé par Scheiddegger en
1974 : « A consistent theory of capillary pressure in porous solids should provide an explana-
tion of the fundamental relationship between saturation and capillary pressure (or interfacial
curvature) »
La loi de pression capillaire transcrit macroscopiquement la dynamique de(s) l’interface(s)
dans le milieu poreux. À l’équilibre mécanique, i.e., lorsque l’interface est quasi-statique, les
forces visqueuses s’équilibrent de part et d’autre de l’interface et la pression capillaire est don-
née par la relation de Young-Laplace : pc = pκ− pα = λακ ζ où ζ est la courbure de l’interface
et λακ la tension de surface entre les deux f uides.
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Dans un tube capillaire de rayon r, lorsque le ménisque est sphérique, la courbure de l’inter-
face vaut ζ = 2 cosθ/r. L’étude du transport dans un milieu poreux requiert un modèle à plus
grande échelle. Pour cela, les quantités sont moyennées sur un volume très grand par rapport
à la taille des pores. Le traitement des équations par une méthode de changement d’échelle
requiert une très grande rigueur, ici l’objectif est simplement de donner un sens physique à la
pression capillaire Pc = 〈pκ〉κ−〈pα〉α où Pc est la pression capillaire macroscopique et 〈pi〉i la
pression moyenne dans la phase i.
D’un point de vue thermodynamique, la pression capillaire Pc s’interprète comme la dif-
férence d’énergie libre de Gibbs (le travail irréversible nécessaire) qui accompagne le trans-
fert d’une unité de volume de liquide du milieu poreux vers un réservoir au même niveau
pour lequel l’interface serait plane. Sur cette base Leverett propose la formulation suivante :
Pc = −dA/dVα où A est l’énergie de toutes les phases et interfaces et Vα est le volume de li-
quide dans le milieu poreux. Toujours sur des arguments thermodynamiques Hassanizadeh et
Gray [110] développent des expressions complexes de la pression capillaire macroscopique :
Pc = F (Srα,∂Srα/∂t,aακ,aαs,aκs, lακs, . . . ) où ai j (en m2.m−3) est la surface spécif que de l’in-
terface Ai j avec i j = ακ,αs,κs et lακs (en m.m−3) la longueur spécif que de la ligne de contact
Lακs.
Pour fermer les équations de conservation de la masse, une relation est nécessaire pour ex-
primer la teneur en eau en fonction de la pression capillaire. De plus, la méconnaissance et les
diff cultés liées à la mesure dans les milieux poreux rendent très diff cilement accessibles des
grandeurs telles que surfaces et longueurs spécif ques. De plus, l’hypothèse de quasi-staticité
des interfaces permet de considérer que l’équilibre mécanique des interfaces est atteint très
rapidement comparé au temps caractéristique lié à la variation de saturation du milieu. La
confrontation des modèles de pression capillaire aux données expérimentales montre que, dans
une très large gamme d’écoulements, une loi de pression capillaire de la forme Pc = F (Srα)
suff t. Néanmoins, des études montrent que la dépendance de la pression capillaire avec les
surfaces de l’interface liquide–gaz peut être forte [65, 111], des effets dus à un temps de re-
laxation non-négligeable peuvent également être obervés [109, 140]. On trouve alors plusieurs
lois de ce type dans lesquelles apparaissent des paramètres intégrants tous les effets capillaires
aux petites échelles. Cette simplif cation extrême des phénomènes de capillarité souligne l’im-
portance de manipuler avec précaution ce type d’expression dans lesquelles les paramètres sont
loin d’être intrinsèques au matériau mais dépendent souvent du type d’écoulement et de l’his-
toire du matériau.
L’observation des prof ls de saturation et des pressions capillaires dans les milieux réels a
conduit à divers relations empiriques faisant apparaître plusieurs paramètres. Ci-dessous sont
écrites les lois de van Genuchten [212] et de Brooks et Corey [38] :
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Sr,vGα =
1
(1+ |αPc|n)m
(1.40a)
Sr,BCα =
(
Pd
Pc
)p
(1.40b)
où α, n, m, p et Pd (pression de déplacement) sont des réels strictement positifs.
Loi de Darcy généralisée
La loi énoncée par Darcy pour un écoulement monophasique peut être étendue à un écou-
lement polyphasique sous certaines conditions. Le bilan de quantité de mouvement à l’échelle
du milieu poreux doit tenir compte des pertes de charge par frottement entre les f uides et la
matrice solide mais également des frottements entre les f uides visqueux. De manière générale,
les vitesses des f uides sont liées entre elles. Ainsi, lorsque les deux f uides avancent dans le
même sens, les frottements à l’interface seront bien moindre que si les f uides ont des vitesses
opposées. Le modèle de Darcy généralisé ne tient pas compte de ces couplages 1. Cela signif e
que l’on considère que les forces de frottement à l’interface liquide/gaz sont constantes. Toute
l’évolution de la résistance du milieu au passage du f uide i est portée par la perméabilité rela-
tive kri qui dépend uniquement de l’état de saturation du milieu. Les vitesses des deux f uides
peuvent s’écrire sous la forme suivante :
~qi = εi~Vi =− k
r
i
ηi
K
s ·
(
~∇Pi−ρi~g
)
i = α,κ (1.41)
Plusieurs voies furent explorées pour déterminer l’évolution des perméabilités relatives. Ce
modèle offre la possibilité de décrire de façon continue le passage du milieu saturé au milieu
non saturé. Cependant on sait pertinemment qu’il existe des situations qui ont pu être mises
en œuvre expérimentalement ou ce passage suit une loi à seuil. Par exemple, pour certains
types de milieux argileux, lorsqu’un milieu saturé en eau est mis en contact avec un milieu
libre occupé par du gaz, la pénétration du gaz dans le milieu se fait de façon très subite à
partir d’une pression seuil. Au contraire, dans le modèle de Darcy généralisé les perméabilités
relatives varient continuement de 1 à 0. Le paramètre qui a probablement le plus d’inf uence est
la mouillablité de la surface par un f uide ou l’autre. Le f uide mouillant se retrouve de façon
dominante près des surfaces solides, aussi, lorsque sa teneur diminue, la résistance du milieu
à son passage croît très rapidement. Depuis plusieurs décennies de nombreuses théories furent
élaborées pour estimer la perte de conductivité hydraulique d’un milieu avec un nombre réduit
de paramètres.
1. De nombreux développements théorique ont été proposés à propos de ces couplages [11, 120, 129, 221],
entre autres pour une discussion sur la forme des équations et la nature des termes de couplage. Pour des milieux
naturels suff samment désordonnés, les mesures directes effectuées par Zarcone et Lenormand [231] suggèrent que
les termes de couplage peuvent être négligés. On adoptera ce point de vue par la suite.
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Les modèles les plus répandus furent élaborés par Mualem [155] et Burdine [39], ils re-
posent essentiellement sur une interprétation de la proportion de pores ou tubes capillaires
occupés et connectés en terme de conductivité hydraulique. Mualem se base pour cela sur une
distribution des tailles de pores [9] et une corrélation simple basée sur un modèle de tubes
capillaires pour estimer la taille maximale des pores occupés par la phase α en fonction de la
pression capillaire : Rmax ∝ (Pc(Srα))
−1. Quant à Mualem, son raisonnement est basé sur une
modélisation du milieu poreux en une succession de couches dont la distribution des tailles des
pores est aléatoire. La perméabilité relative de l’assemblage est alors pilotée par la connectivité
des pores occupés des différentes couches. Ces deux approches font intervenir des facteurs de
corrections pour tenir compte de la tortuosité du milieu poreux. Selon Burdine, ce facteur vaut 1
à saturation et il s’annule lorsque la teneur résiduelle est atteinte, une fonction linéaire constitue
alors une première approximation. Les expressions des perméabilités relatives s’écrivent sous
la forme d’intégrales de la fonction de pression capillaire.
kr,Bα = (Srα)
2
∫ Srα
0
dξ
(Pc(ξ))2
/∫ 1
0
dξ
(Pc(ξ))2
(1.42a)
kr,Mα =
√
Srα
[∫ Srα
0
dξ
Pc(ξ)
/∫ 1
0
dξ
Pc(ξ)
]2
(1.42b)
Ce résultat constitue une vision macroscopique de la conservation de la quantité de mouve-
ment pour un milieu poreux constitué d’un grand nombre de pores ou canaux aux dimensions
variées. La dynamique d’invasion d’un f uide dans un milieu poreux est très complexe, cer-
taines zones peuvent être saturées par l’un des f uides et l’interface entre les deux f uides peut
ainsi être d’une surface bien plus faible. Dans l’approche développée dans la première partie de
ce paragraphe, tous les pores sont similaires et chacun contient les deux f uides, on suppose que
cet écoulement constitue une première approche de la réalité statistique du milieu réel. Les per-
méabilités relatives peuvent être calculées pour différents niveaux de saturation en comparant la
vitesse moyenne de chacune des phases aux gradients de pression moyenne. Fichot et Al. [88]
montrent que sur des cellules périodiques 2D complexes, on ne retrouve pas le comportement
en (Srα)
3 ceci étant probablement dû au fait que les cellules sont en deux dimensions et que le
mode d’écoulement en chenaux apparaît dans une très large gamme de saturation. L’instabilité
et la dépendance à la condition initiale rendent particulièrement diff cile cette étude, les transi-
tions de régimes sont souvent brusques et ne permettent pas de corrélation simple. En outre, la
loi de Darcy généralisée semble convenir à ce type d’écoulement diphasique non-inertiel.
Modèle diphasique fermé
Les équations (1.39) se réécrivent sous leur forme déf nitive en y intégrant une loi de pres-
sion capillaire ainsi que la loi de Darcy. Les équations sont écrites sous leur forme adimension-
née avec les inconnues hα = (Pα−P0)/(ρα g) et hκ = (Pκ−P0)/(ρα g) où
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P0 = 1.013 ·105 Pa est la pression atmosphérique. On déf nit également la conductivité hydrau-
lique du milieu à saturation Ksα = ρα gks/ηα exprimée en m.s−1.
(εsα− εrα)
∂Srα
∂t = K
s
α
~∇ ·
(
krα
(
~∇hα−~ez
))
(1.43)
Pour l’équation de conservation du gaz on déf nit également une conductivité à saturation
Ksκ = ρα gks/ηκ. La densité du gaz varie en fonction de la pression, aussi, les termes d’ac-
cumulation et de pesenteur n’ont pas une expression aussi simple que pour le liquide. Af n
d’exprimer la conservation du gaz avec une expression similaire à celle du liquide, celle-ci
est divisée par la densité de référence qui correspond à celle observée à pression atmosphé-
rique ρ0κ. Dans le cadre de nos applications, le gaz reste toujours « connecté » à l’atmosphère,
aussi, sa pression reste faible (tout au plus quelques bars) et la loi des gaz parfaits est adoptée.
La compressibilité du gaz s’exprime sous sa forme adimensionnée en fonction du paramètre
β = ραg/P0 et sa f ottabilité en fonction de γ = ρ0κ/ρα. Quant à la densité de référence, elle
prend la forme ρ0κ =
(
MκP0
)
/
(
RT 0
)
.
∂
∂t [(1+ βhκ) (1− εs− (ε
s
α− εrα)Srα)] =
Ksκ~∇ ·
[
(1+ βhκ) krκ
(
~∇hκ− γ (1+ βhκ)~ez
)] (1.44)
Les inconnues du système sont hα et hκ, dans la suite on adopte la loi de succion de van
Genuchten (1.40a) et la perméabilité relative est calculée avec le modèle de Mualem (1.42b).
Cette loi sera utlisée dans les simulations, des coeff cients λα et λκ différents seront pris. Bien
entendu, il s’agit là d’un choix, d’autres lois existent et pourraient tout aussi bien modéliser la
dépendance de la perméabilité avec la saturation en eau [84].
kri =
√
Sri
(
1−
(
1− (Sri )1/λi
)λi)2
(1.45)
Le choix des inconnues n’est pas unique, parmi Srα, Srκ, hα, hκ et hc les possibilités sont
vastes [50, 228]. Ce choix doit tout de même conduire à une problème « bien posé » lorsque
le milieu est complètement saturé par l’une des deux phases. Le rôle de la phase gazeuse est
tout particulièrement intéressant, pour un milieu poreux ouvert sur l’atmosphère les gradients
de pression restent modérés du fait de la grande conductivité du milieu pour l’air. Lorsqu’une
pluie modérée tombe sur un sol, dans un premier temps, les premières couches du sol se re-
chargent en eau et l’air se trouvant entre cette couche et le haut de la nappe est comprimé.
Après la pluie, on retrouve le phénomène inverse, lorsque la saturation en eau diminue le gaz
se dilate. Lorsque la pression du gaz augmente ou diminue signif cativement, la progression du
front de saturation est modif ée.
Touma et Vauclin ont mis en évidence expérimentalement ces phénomènes [207]. Les per-
méabilités relatives ainsi que les courbes de pression capillaires sont mesurées (Figure 1.23).
Les phénomènes d’hystérésis lors du déplacement de l’interface liquide/gaz
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sont clairement mis en évidence lors de l’imbibition et du drainage du milieu poreux [132, 202].
La perméabilité relative du liquide est mesurée avec une bonne précision pour les saturations
élevées, par contre la perméabilité du gaz est très incertaine. Le comportement de krκ aux satu-
rations élevées est un point clé de l’effet de compressibilité du gaz, si la perméabilité devient
trop faible le gaz est piégé et l’inf ltration de l’eau a un effet direct sur la compression du gaz.
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FIG. 1.23 – Mesures expérimentales effectuées par Touma et Vauclin [207]. À Gauche : les perméabilités rela-
tives. À droite : courbes principales de pression capillaires d’inf ltration et de drainage.
Pour estimer l’importance de la compressibilité du gaz sur une colonne 1D ouverte, la si-
mulation d’une pluie sur une nappe est effectuée pour divers taux d’inf ltration. Dans le tableau
ci-dessous (Tableau 1.1), les paramètres utilisés sont rappelés, ils correspondent à un sable f n.
Le taux d’inf ltration est à comparer à la conductivité hydraulique à saturation Ksα. Lorsque ce
taux est très faible (< 10 % ) la pression de gaz se met en équilibre à la pression atmosphérique.
Au contraire lorsque ce taux se rapproche de un la colonne se comporte comme un milieu fermé
puisque, en entrée, la saturation est très proche de un et le gaz ne peut plus s’échapper.
Les équations (1.43) et (1.44) sont résolues par une méthode éléments f nis (voir en an-
nexe). La principale diff culté est la transition du milieu saturé au milieu non saturé. La phase
gazeuse voit cette transition comme une condition à la limite de f ux nul, ce qui pose un pro-
blème dans la résolution numérique lorsque cette transition est abrupte. La modélisation de
la loi de perméabilité du f uide non mouillant proche de l’état de saturation est une question
ouverte. L’annulation de la conductivité de l’air engendre
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Matériau εs = 0.67m3.m−3 Loi vG–M α = 4.4
εsα = 0.312m
3.m−3 n = 2.2
εrα = 0.0265m
3.m−3 m = 1−1/n
Gaz (air) β = 9.6841 ·10−2 Hydraulique Ksα = 10−5 m.s−1
γ = 1.1778 ·10−3 λα = 0.65
C.L. hα(z = 2) = 1.1mce Ksκ = 5.46 ·10−4 m.s−1
hκ(z = 0) = 0mce λκ = 1.05
TAB. 1.1 – Paramètres hydrauliques et conditions aux limites utilisés pour l’écoulement dipha-
sique.
des discontinuités de pression, cette hypothèse est-elle physiquement admissible ? Cela signi-
f e que la pression du gaz dans la zone non saturée peut augmenter indéf niment sans mou-
vement du front de saturation. Présentes uniquement à leur saturation irréductible, les phases
mouillantes et non mouillantes sont-elles continues ? L’introduction d’une conductivité « seuil
» (kr,0κ ) dans la fonction krκ autorise des f ux de gaz même lorsque le milieu est saturé par le
liquide. Si ce seuil est haut, le gaz à saturation résiduelle se met à l’équilibre très rapidement
avec la zone désaturée, par contre, si ce seuil est très faible, le temps nécessaire à l’établisse-
ment de cet équilibre est d’autant plus long. L’erreur commise est directement visible par la
quantité de gaz en surpression dans la partie saturée. On comprend alors l’extrême sensibilité
du résultat à ce paramètre.
qα/Ksα k
r,0
κ maxhκ minSrκ ∆zmaxnappe
0.2000 5 ·10−8 0.1935 0.2436 ≈ 0
0.2500 5 ·10−8 0.2552 0.1882 ≈ 0
0.2750 5 ·10−8 0.2889 0.1542 ≈ 0
0.3000 5 ·10−8 0.3270 0.0985 1.26cm
0.3050 5 ·10−8 0.3358 0.0784 1.72cm
0.3100 5 ·10−8 0.3465 0.0488 2.28cm
0.3150 5 ·10−8 0.3597 0.0137 2.80cm
0.3175 5 ·10−8 0.3681 0.0030 4.08cm
TAB. 1.2 – Évolution de la surpression maximale du gaz en fonction de l’intensité de la pluie
appliquée à la surface.
Lors de l’inf ltration, aux temps courts, le gaz se comprime (t < tinv) ensuite le gaz proche
de l’entrée voit sa pression diminuer alors que le gaz situé dans la partie inférieure continue
à se comprimer jusqu’à la pression hmaxκ atteinte en t = t(hmaxκ ). Ensuite, le gaz descend à
pression atmosphérique. Lorsque la pression du gaz devient signif cative comparée à la pression
capillaire, l’évolution du front de saturation est ralentie. Ainsi, en entrée, l’inf ltration du liquide
peut être suff samment ralentie pour se rapprocher de l’état de saturation, le gaz est alors piégé
et la pression en gaz augmente considérablement. Dans le tableau 1.2, ces différents paramètres
sont comparés pour
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différentes intensités d’inf ltration. Le paramètre kr,0κ est pris aussi petit que possible af n que le
niveau de la nappe ne soit pas modif é de plus de quelques centimètres. Sur la f gure 1.24, pour
un taux d’inf ltration de 30 %, l’effet de la compression du gaz sur la progression du front de
saturation est signif catif.
Lorsque les périodes d’inf ltration et de drainage se succèdent, le sol ne réagit pas de la
même façon à une augmentation ou une diminution de teneur en eau. La prise en compte
des phénomènes d’hystérésis nécessite la connaissance de l’évolution passée de la pression
capillaire. Le passage d’une courbe à l’autre n’est pas instantané d’où l’introduction de courbes
secondaires pour préciser la réaction du sol lors de la transition [132, 156, 202].
Modèle de Richards
L’équation de Richards est une simplif cation du modèle diphasique. Quand les gradients
de pression du gaz sont négligeables, la pression hκ est nulle dans tout le domaine et la pression
capillaire s’écrit hc = −hα. Les lois de capillarité et de perméabilité relative sont identiques à
celles du modèle diphasique complet. Les équations (1.43) et (1.44) se simplif ent :
(εsα− εrα)
∂Srα
∂t = K
s
α
~∇ ·
(
krα
(
~∇hα−~ez
))
(1.46a)
hκ = 0 (1.46b)
Ce modèle reste une bonne façon d’approcher la solution du problème diphasique complet
lorsque le système est ouvert et que les taux d’inf ltrations sont très en dessous des capacti-
tés de drainage du milieu. Cette équation possède également l’avantage d’avoir une solution
analytique dans des cas monodimensionnels simples [169] et des solutions pseudo-analytiques
pour des milieux semi-inf nis en deux dimensions [218]. Durant les transitoires des périodes
de fortes inf ltrations ou de forts drainages, le modèle de Richards s’écarte du problème réel,
cependant, pour les temps longs, les deux solutions convergent. Sur la f gure 1.24, l’équation de
Richards est résolue dans les mêmes conditions que celles indiquées dans le tableau 1.1 pour
un taux d’inf ltration modéré (qα/Ksα = 0.3). La compressibilité de la phase gazeuse retarde la
progression du front de saturation, un décalage est observé sur la courbe de restitution en pied
de colonne (qα(L, t)).
Les résultats de simulations présentés sur la f gure 1.24 ont été réalisées avec le code de
calcul Cast3m par une méthode éléments f nis. Les détails des algorithmes et des schémas
sont donnés en annexe. Ici, la résolution d’une ou deux équations scalaires en 1D ne pose
pas de diff culté en terme de puissance de calcul nécessaire. Aussi, les termes convectifs sont
discrétisés par un schéma centré et les termes temporels par un schéma BDF2. Les pas de temps
et d’espace peuvent être réduits af n d’avoir une bonne convergence et une précision acceptable.
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FIG. 1.24 – À gauche : courbes de restitution (débit d’eau en sortie) calculées par le modèle diphasique (trait
pointillé) et l’équation de Richards (trait plein). À droite : prof ls de saturation réduite Srα, de pression capillaire hc
au temps tinv, t(hmaxκ ) et 2× t(hmaxκ ).
À l’échelle du laboratoire, la reconstruction du milieu poreux dans la colonne permet d’ob-
tenir une porosité uniforme. À l’état naturel les sols sont souvent hétérogènes, la perméa-
bilité peut varier de plusieurs ordres de grandeur et des chemins préférentiels apparaissent.
Pour illustrer ce phénomène, considérons une coupe de milieu poreux dans laquelle apparaît
une zone très perméable (sableuse) et une zone peu perméable (rapport des perméabilités :
Ks,1α /K
s,2
α = 103). Dans un premier temps on assiste au drainage du sol suivi d’un événement
pluviométrique intense (qα/Ks,1α = 0.5 à la surface). Ce système conduit à la formation d’une
nappe perchée, en effet, lorsque le niveau de la nappe diminue brusquement (comparé à Ks,1α ),
l’eau située au-dessus de la zone peu perméable est évacuée lentement par les cotés. Ainsi,
lorsque l’eau entre dans le système par la surface, la nappe perchée se recharge très rapide-
ment. Sur la f gure 1.25 l’état de saturation du sol est tracé à différents instants et sur la f gure
1.26 la charge hydraulique Hα = hα−z et la vitesse de Darcy sont tracées en régime permanent.
Conclusion
Dans ce paragraphe, les écoulements diphasiques à l’échelle de la colonne sont modéli-
sés et simulés. Différentes hypothèses ont été effectuées pour pouvoir justif er l’utlisation d’un
modèle opérationnel simplif é. Ainsi, le modèle de DARCY généralisé aux écoulements poly-
phasiques est adopté. Les lois de pression capillaire et de perméabilités relatives constituent les
points clefs de la modélisation. La litterature fournit bon nombre d’exemples de simulations
ou d’expérimentations qui nous ont permis de choisir des lois adaptés à notre cas ainsi qu’un
ordre de grandeur des paramètres les controlant.
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FIG. 1.25 – Simulation numérique d’un aquifère présentant une partie très peu perméable sur laquelle une nappe
d’eau reste perchée. Un évènement pluviométrique court mais de forte intensité vient recharger la nappe. La couleur
indique l’état de saturation du milieu, en rouge Srα = 1 et en bleu Srα = 0.
FIG. 1.26 – Vitesse de Darcy ~qα et charge Hα en régime permanent. Pour des questions de clarté lors de la
visualisation, ces grandeurs ont été projetées sur un maillage bien plus grossier que celui sur lequel la simulation a
été effectuée.
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Tout ceci nous a conduit à tester la validité du modèle simplif é de Richards sur un cas
simple d’inf ltration dans une colonne homogène. Bien que le gaz soit en permanence en
contact avec l’atmosphère, on se rend compte que pour des taux d’inf ltration dépassant les 20
% de la perméabilité des différences signif catives apparaissent. Aussi, le modèle de richards
doit être vu comme un cas asymptotique pour des écoulements très lents. Pour une application
sur le terrain, un cas de nappe perchée a été simulé.
1.3 Conclusion
Les modèles existants pour décrire l’hydrodynamique des milieux poreux reposent dans
une très large majorité sur la loi de Darcy et sa version généralisée aux écoulements poly-
phasiques. Accompagnés de lois décrivant la répartition des phases en fonction de la pression
capillaire macroscopique, ces modèles parviennent à décrire correctement les écoulements dans
les milieux poreux homogènes qui nous intéressent dans cette étude.
Après avoir décrit les phénomènes physiques agissant à l’échelle du pore, l’étude des corré-
lations entre diverses grandeurs moyennes (vitesses moyennes et gradient moyen de pression)
permet de conforter des lois empiriques. Pour des nombres de Reynolds faibles, la loi de Darcy
se révèle être une très bonne approximation de la conservation globale de la quantité de mou-
vement. Pour les écoulements diphasiques les résultats sont à manier avec une plus grande
précaution, la complexité de la résolution des systèmes à l’échelle du pore ainsi que le nombre
important de paramètres adimensionnels régissant l’écoulement (Re, Pe, Ca, ε, Bo pour une
couple de f uide donné) rendent diffcile l’exploration de la totalité des régimes d’écoulement.
Le modèle utilisé (Navier-Stokes–Cahn-Hilliard mettant en jeu un f uide binaire incompres-
sible) permet de mettre en évidence trois régimes d’écoulements. Bien que le modèle suggère
un passage continu d’un régime à un autre, cette hypothèse n’a pas pu être validée pour des rai-
sons numériques. Physiquement, les phénomènes de piégeage et plus généralement du passage
d’une phase continue à une phase discontinue sont cruciaux.
À l’échelle de Darcy, deux modèles sont testés : un modèle diphasique faisant intervenir
la loi de Darcy généralisée et le modèle de Richards. Ces modèles font intervenir des lois
empiriques reliant l’état de saturation du système à la pression capillaire macroscopique. L’hy-
pothèse d’une corrélation aussi simple est remise en cause et de nombreux arguments théo-
riques basés sur des approches aussi bien thermodynamiques que mécaniques montrent une
dépendance plus complexe dans laquelle la surface de l’interface apparaît juste après les te-
neurs volumiques. Néanmoins, de très nombreuses études expérimentales montrent qu’une loi
de type van Genuchten (fonction à trois paramètres) suff t à décrire le système. Dans ce cas,
les variations de la surface de l’interface sont négligeables. Des simulations sont menées sur
une colonne pour une zone non saturée d’un mètre avec des paramètres correspondant à un
sable f n. Pour des débits faibles (qα/Ks ≤ 0.25) on montre que la compressibilité du gaz n’a
pas d’impact signif catif sur l’inf ltration d’eau, le modèle de Richards suff t alors à décrire
l’évolution de l’inf ltration. Pour des débits plus importants, la compression du gaz conduit au
ralentissement d’avancée du front d’eau créant ainsi une saturation du haut de la colonne. Le
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gaz se trouve alors piégé jusqu’à un point d’équilibre entre la vitesse d’évacuation du gaz et sa
mise sous pression.
Cette étude à l’échelle du pore et à l’échelle de la colonne a permis de mettre en évidence
des phénomènes connus mais également de quantif er l’évolution de la saturation en terme de
temps caractéristiques. Alors que les problèmes liés aux passage de l’état saturé à l’état non-
saturé sont « gommés » dans le modèle de Richards, les arguments théoriques manquent pour
justif er la continuité de ce passage en terme de loi de saturation et de perméabilité relative. De
plus, physiquement, on peut se questionner sur la signif cation du gradient de pression moyenne
lorsque la phase considérée devient discontinue.
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Chapitre 2
Transport à l’échelle du micro-pore
Dans ce chapitre, on s’intéresse à l’impact des réactions dites hétérogènes (aux interfaces)
sur le transport d’un soluté dans un milieu poreux saturé. Ces réactions sont très fréquentes
dans les sciences du sol (adsorption, précipitation de surface, . . .) mais également dans le génie
chimique (traitement des f uides, réacteurs catalytiques, chromatographie, . . .). Cependant, les
effets physiques qui dominent le transport peuvent varier et, tout particulièrement, la vitesse
d’écoulement du f uide. On se limitera au cas des écoulements laminaires pour des f uides
quasi-incompressibles.
On cherche par une technique de prise de moyenne volumique à décrire le transport réactif
à une échelle plus grande que celle du pore. Le modèle dit « homogénéisé » décrit l’évolution
moyenne de la concentration, le milieu poreux étant assimilé à un continuum dans lequel les
interfaces n’apparaissent plus. Les termes d’échanges de masse entre la phase f uide et la sur-
face catalytique sont moyennés sous la forme de termes sources.
Après la description des phénomènes chimiques à la surface des argiles, nous dévelop-
perons la méthode de prise de moyenne volumique. Enf n, nous nous attarderons sur deux
exemples :
– l’adsorption linéaire irréversible pour des écoulements rapides et lents. Les phénomènes
de dispersion active et de concentration apparente vue par la surface seront détaillés.
– l’adsorption non-linéaire réversible dans le cadre du transport diffusif. On exposera en
particulier le passage de la non-linéarité au travers de la prise en moyenne volumique.
2.1 Structure et réactivité de l’argile
Du point de vue physique et chimique, l’argile est un matériau complexe. Composée de
feuillets de dimension inférieure au micromètre, on la retrouve sous différentes formes à l’état
naturel : colloïdes, grains de glauconie, massifs formés par sédimentation, . . . Des forces mé-
caniques et éléctrostatiques agissent à l’échelle des particules et assurent
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soit leur cohésion soit leur dispersion. Le choix du matériau s’est porté sur une illite quasi-
ment pure qui a la propriété de ne pas gonf er lors de son hydratation. Elles ont fait l’objet de
nombreuses recherches, leur réactivité est bien caractérisée tant au niveau thermodynamique
[54, 149, 117, 170] que cinétique [55, 192, 194].
2.1.1 Structure physique des granules de glauconie
L’existence du pigment vert est signalée depuis longtemps (début du XIXème siècle), son
nom vient du grec Glaukos (vert-bleuâtre). Ces structures argileuses très variées font présentes
dans de nombreuses régions du globe, elles sont l’objet de nombreuses études [165, 167]. Son
analyse minéralogique révèle qu’il s’agit d’une association de minéraux intermédiaires entre
les micas et les smectites. Ces granules sont constituées en majeure partie, en totalité souvent,
de phyllites micacées vertes générées en milieu marin (plateau continental) dans des condi-
tions réductrices. Les minéraux des glauconies se constituent ainsi à la fois à l’abri de l’eau de
mer et en contact avec elle. Autour d’un grain de départ ou dans une petite cavité se crée un
environnement semi-conf né par rapport à un milieu essentiellement constant : la mer ouverte.
Les phyllites qui se créent et croissent se mettent en équilibre peu à peu avec le milieu extérieur.
Plusieurs théories de minéralogénétiques et cristallogénétiques expliquent les mécanismes
de formation en structures sphériques. Une première théorie naît à la f n des années 50, elle
fait état d’un processus de transformation d’un phyllosilicate précurseur dégradé dans un mi-
lieu riche en fer et potassium en présence d’un potentiel rédox réducteur. Rapidement, des
objections sont soulevées et une hypothèse de néoformation est avancée dans les années 70. Le
concept de la genèse des minéraux des glauconies par croissance cristalline pure s’impose.
La genèse d’un granule de glauconie fait intervenir divers mécanismes géochimiques, trois
étapes majeures sont identif ables :
– Les minéraux glauconieux se forment par précipitation directe à partir des solutions dans
les pores et les f ssures de substrats granulaires variés, en voie de dissolution.
– Le minéral initial est une smectite verte ferrifère et peu, mais signif cativement potas-
sique. C’est la "glauconie naissante".
– Puis, en même temps que la dissolution du substrat granulaire se poursuit, les smectites
continuent de précipiter, envahissant peu à peu tout le support. Les première smectites
formées peuvent alors recristalliser, pour évoluer, en devenant plus potassiques, vers la
structure micacée. À ce stade, le support originel peut avoir plus ou moins complètement
disparu, selon sa nature et sa résistance à la dissolution.
La glauconitisation est un processus évolutif dont la dynamique minéralogique n’est pas
unique puisqu’elle dépend des produits primordiaux. Quelle que soit la voie
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empruntée, le processus est un mécanisme de "croissance en gel", au cours duquel se succèdent,
cristallisations-dissolutions-transfert de matière-néocristallisations. Chaque grain de glauco-
nie peut-être considéré comme un micro-système géochimique complexe où toutes les étapes
d’évolution coexistent. Ceci témoigne que l’équilibre thermodynamique n’est pas atteint dans
ces micro-systèmes argileux.
L’observation au microscope électronique à balayage (MEB) du sable glauconieux de Haras
du pin révèle l’organisation externe et interne des granules (Figure 2.1 1). Tout d’abord on peut
signaler la forme générale sphérique des granules dont les diamètres varient entre 50 et 300
microns. Certains grains, sous l’action de forces mécaniques, se sont brisés (cf. photo 3) ou
f ssurés (cf. photo 4), néanmoins, cela ne concerne qu’une très faible fraction du milieu. Ceci
laisse penser que ce type de matériau offre une relativement bonne tenue mécanique indispen-
sable au maintien du milieu lorsqu’un f uide s’écoule et vient agir directement à la surface des
granules par frottement visqueux. Une observation plus f ne montre la micro-structure lamel-
laire, laissant dans le milieu une micro-porosité accessible par l’eau environnante. Ces lamelles
peuvent être ordonnées en piles ou en éventail, globalement elles s’anastomosent (se joingent
par connexion sous forme de ramif cations) peu et c’est un désordre général qui donne une
géométrie du micro-pore très complexe dont on peut grossièrement estimer la dimension à un
micron. Les lamelles peuvent atteindre une extension de quelques microns alors que leur épais-
seur est de l’ordre du demi micron (500 Å). Cette micro-structure offre donc une très grande
surface d’échange (de l’ordre du mètre-carré par kilogramme). L’accès à cette grandeur phy-
sique ainsi qu’à la porosité est diff cile pour les matériaux argileux. Ceci s’explique par le degré
de compacité très variable que l’on peut rencontrer. La densité sèche quand à elle est aisément
mesurable, pour ce type de matériau elle est de 2.6 ·103 kg.m−3.
2.1.2 Structure cristalline et réactivité
Les lamelles présentes dans les granules de glauconie sont des amoncellements de feuillets
dont l’épaisseur est de l’ordre de la dizaine d’ångströms. Ces feuillets sont les structures de base
de tous les matériaux argileux. Ces structures cristallines sont des assemblages de couches oc-
taédriques et/ou tétraédriques. Leur représentation tridimensionnelle est complexe [17, 102],
pour le mica de la glauconite le feuillet élémentaire est constitué d’une couche octaédrique
comprise entre deux couches tétraédriques (Figure 2.2). Ces feuillets comportent des défauts
cristallins, les glauconites présentent ainsi un grand nombre d’atomes de fer dans leur struc-
ture. Ces structures sont porteuses de charges nettes électriques négatives, chaque feuillet de la
glauconie (très proche de l’illite) porte une charge de 0,9e (où e est la charge d’un électron).
Le minéral est donc une base de Lewis dont l’excès de charge est compensé par l’environne-
ment extérieur composé de molécules d’eau mais également de cations. Entre deux feuillets, se
trouve l’espace interfoliaire, pour la glauconie il est essentiellement occupé par les cations
1. Photographies réalisées par C. Latrille (CEA Saclay, Laboratoire de Mesures et Modélisation de la Migration
des Radionucléides)
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FIG. 2.1 – Visualisation du sable glauconieux de Haras du Pin par microscopie électronique à balayage.
• Photo 1 : Grains de glauconie de structure sphérique.
• Photo 2 : Grains de glauconie patiné par le frottement, la surface usée apparaît luisante à l’oeil nu.
• Photo 3 : L’intérieur d’un grain cassé offre un meilleur point de vue de la structure d’une lamelle.
• Photo 4 : Granule présentant un réseau de f ssures béantes.
• Photo 5 : Micro-structure lamellaire à la surface non usée d’un granule constitué de glauconite fermée et ordonnée.
• Photo 6 : Les lamelles, dépassant souvent 5 micromètres de longueurs, sont groupées en piles ou en éventails. Ici
les lamelles s’anastomosent un peu, leur épaisseur est à la limite du pouvoir de résolution (environ 500 Å).
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potassium (K+). Contrairement à d’autres matériaux comme les smectites, cet espace n’est pas
sujet au gonf ement occasionné par une augmentation de la pression d’eau. Le mouvement des
ions est contrôlé par les effets d’attraction/répulsion éléctrostatiques mais aussi par les effets
mécaniques. Ainsi, un cation entouré de sa sphère d’hydratation peut avoir un diamètre su-
périeur à l’espace libre entre deux feuillets. Si les forces éléctrostatiques y sont suff samment
grandes, le cation va diffuser entre les deux feuillets en les écartant. A l’échelle supérieure ce
phénomène agit comme un gonf ement de l’argile. Les effets du transport, de la chimie et de la
mécanique sont alors couplés. Ce n’est pas le cas pour l’illite, l’espace interfoliaire reste très
étroit et seul les petits cations et les molécules d’eau peuvent y pénétrer en quantité limitée. Le
système se met ainsi à l’équilibre thermodynamique et les charges sont globalement compen-
sées.
FIG. 2.2 – Représentation tridimensionnelle idéale du mica de glauconite.
La spéciation de l’élément césium dans l’eau est extrêmement simple, il est présent sous la
forme unique du cation Cs+ éventuellement entouré d’une sphère d’hydratation. Lorsque ces
cations sont mis dans le micro-environnement décrit ci-dessus, la réaction hétérogène est pilo-
tée par les forces électrostatiques. Compte tenu de leur taille, l’espace interfoliaire ne leur est
pas accessible (ou seulement en très faible quantité avec des cinétiques de réaction très lentes).
Pour ce qui est de la compensation des autres charges ils entrent en compétition avec les autres
cations présents (K+ et H3O+ dans notre cas). La sélectivité de la réaction vis-à-vis d’un accep-
teur d’électron dépend de l’acide de Lewis lui même mais également des quantités présentes
(leur concentration). Quant aux cations (Cl− et/ou I− dans cette étude) ils sont repoussés par
cette surface et une partie de la porosité ne leur est pas accessible. Les surfaces sur lesquelles
peuvent s’accumuler les cations de césium peuvent être classées en trois grandes catégories :
– surface planaire : c’est la surface principale d’échange, elle offre donc une très grande
capacité mais présente une faible réactivité.
– bout de feuillets : l’élément de base du feuillet représenté sur la f gure 2.2 se répète
un très grand nombre de fois dans chacune des directions du plan du feuillet. Sur la
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bordure de ce feuillet, les liaisons de covalence absentes créent des excès de charges
supplémentaires. Ces zones, présentes en très faible quantité, offrent une capacité faible
mais une réactivité très forte. Ces zones très réactives sont très sensibles aux conditions
chimiques et notamment au pH .
– surfaces interfoliaires : elles représentent une capacité de sorption très grande mais leur
sélectivité pour les cations potassium les rendent inaccessibles au césium. Nous verrons
plus loin que les cinétiques de réaction de ces sites sont très lentes et que, dans certains
cas, ces réactions sont irréversibles.
Expérimentalement, une mesure dite en batch permet de mesurer les capacités de sorp-
tion des argiles ainsi que leur sélectivité. Cette technique consiste à mettre en équilibre une
argile sous certaines conditions chimiques, on teste ainsi sa capacité de sorption en augmen-
tant progressivement la concentration en césium. On nomme isotherme la courbe qui relie la
quantité sorbée (par exemple exprimée en mol.kg−1) à la concentration du soluté (exprimée en
mol.m−3) [23, 136]. Cette mesure renseigne donc sur l’évolution de l’équilibre thermodyna-
mique du système mais pas sur la cinétique. On s’aperçoit que l’isotherme n’est linéaire que
dans des gammes très réduites de concentration. Par ailleurs, au delà d’une certaine concentra-
tion, la surface est dite saturée. Le caractère non-linéaire de la sorption apparaît dès lors que
des effets de saturations apparaissent, en dessous de cette concentration la quantité sorbée est
proportionnelle à la concentration en soluté et le rapport entre les deux est noté Kd .
Bien que globalement le système soit à l’équilibre électrique, localement, ce sont les varia-
tions du potentiel électrique qui sont responsables de l’accumulation de cations sur une couche
dont l’épaisseur est de quelques dizaines à centaines de nanomètres. L’objectif ici n’est pas de
proposer une nouvelle approche concernant la mise en équilibre des concentrations dans cette
couche diffuse. La modélisation de la sorption à cette échelle constitue le point de départ de
notre changement d’échelle. Néanmoins, il existe diverses façon de concevoir la sorption hété-
rogène.
2.1.3 Modélisation de la réaction hétérogène
La charge électrique à la surface des feuillets d’argile génère un champ électrique et un
champ magnétique dans le milieu. Les anions et les cations en présence se déplacent sous
l’inf uence des forces électromagnétiques, la condition d’électroneutralité assure par ailleurs
que la charge globale du système est nulle. La résolution de ce système couplé fait intervenir
les équations de Maxwell ainsi que les équations de conservation de la masse, de la quantité
de mouvement et de l’énergie [184, 185]. Le système tend vers un équilibre thermodynamique
pour lequel on observe un excédent de cations et un déf cit d’anions près de la surface chargée
que l’on distingue du milieu libre (i.e., bulk) non perturbé.
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Bien qu’au niveau du réseau cristallin les charges soient diffuses, les interactions à très
courte distance (de l’ordre de l’ångström) sont représentées par une réaction chimique entre
une espèce solide et un ion libre pour former un complexe de surface
X−k + M
+
i ⇋ Xk−Mi (2.1)
où X−k représente un site, par exemple Al−O− Si, porteur d’une charge nette négative.
Dans cet exemple le cation M+i (Cs+, K+, . . .) vient compenser cet excès électronique pour
former un complexe neutre. Cette écriture symbolique ref ète une réalité statistique de trouver
un site dans un état ou un autre et permet la représentation d’une interaction par un mécanisme
réactionnel. Néanmoins, cette écriture n’est pas toujours aussi simple. En effet, les sites de
surface correspondent à des probabilités, ainsi, certains sites sont représentés par des "espèces"
portant une charge nette non entière (Si−OH1/2+, Si−Al1/2+2 , . . .). Par ailleurs, les espèces
présentes dans l’électrolyte ne sont pas toutes monovalentes.
La répartition de ces sites sur les feuillets d’argile est très éparse, en effet, la densité de
site est de l’ordre de 10−6 mol.m−2. La distance moyenne entre deux sites est de l’ordre de la
dizaine à la centaine d’ångström, on peut donc négliger les interactions entre les sites.
Théorie de complexation de surface
On attribue les origines de ce modèle à Helmoltz (1879), il décrit l’évolution du poten-
tiel électrique comme un simple condensateur mettant en jeu une couche unique d’ions sorbés
(entre les plans interne et externe de Helmoltz). Un champ électrique stationnaire dérive direc-
tement de ce potentiel (~E = −~∇ϕe). Gouy et Chapman (1910-1913) améliorent signif cative-
ment le modèle en introduisant une décroissance exponentielle du potentiel. Ce modèle prédit
une diminution de la concentration cationique avec la distance à la surface chargée tandis que
la concentration anionique croît. Stern (1924) met en évidence des ions dans la zone proche
de la surface. Cette couche d’ions est f xe (couche de Stern) et a pour épaisseur le rayon io-
nique de l’ion attiré. Grahame (1947) propose une subdivision en une sous-couche interne où
les contre-ions non-hydratés sont sorbés et une sous-couche externe contenant les contre-ions
hydratés.
La loi d’action de masse appliquée à la réaction (2.1) permet d’exprimer les concentrations
des différentes espèces avec la constante de réaction.
Kek,i =
κk−{Xk−Mi}
{Xk−Mi} ci,γ exp
(−eϕs
kb Tγ
)
(2.2)
où κk est la concentration de site Xk (en mol.m−2), ci,γ est la concentration en cation M+i dans
le milieu libre (en mol.m−3), {Xk−Mi} est la concentration en Xk−Mi (en mol.m−2), e est la
charge d’un électron (en C), kb est la constante de Boltzmann et Tγ la température (en K), ϕs
est le potentiel électrique au plan de Stern (en V ).
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En assimilant les ions à des charges ponctuelles on détermine les densités de charges Q0 =
−Fκk sur le plan interne de Helmoltz et Qs = F {Xk−Mi} sur le plan de Stern. Avec F = eNA
la constante de Faraday (C.mol−1). L’électroneutralité n’est pas vérif ée localement, cependant
le bilan global en charge sur l’ensemble de la couche diffuse est nul. Cela correspondant à l’état
d’équilibre, il f xe la charge de la couche diffuse Qd =−Q0−Qs. Les potentiels ϕ0, ϕs et ζ sont
reliés aux densités de charges par un modèle de capacité en série, enf n, la relation de Gouy-
Chapman relie la charge de la couche diffuse à la force ionique I et le potentiel ζ. On obtient
un système d’équations fermé et on peut calculer l’évolution du potentiel et des concentrations
avec la distance y à la surface.
FIG. 2.3 – Représentation schématique du modèle de double couche diffuse.
Lorsque la solution interporale est advectée, une partie de la double couche se déplace avec
la solution. Ce phénomène électrocinétique provoque des transferts de charges par cisaillement.
L’épaisseur de la couche diffuse est une donnée importante. Dans le milieu poreux, c’est
la force ionique qui la détermine. Plus elle est forte plus la charge négative −Q0 −Qs est
compensée rapidement. Dans notre cas on s’intéresse à l’adsorption d’un cation présent sous
forme de trace. Les modif cations engendrées par sa sorption sur la forme de la couche diffuse
seront mineures. On assiste à un échange cationique selon l’aff nité des sites [82, 145, 144].
Théorie des échangeurs d’ions
Cette théorie porte un regard plus mésoscopique sur la réaction de surface. Issue de la
théorie de la thermodynamique des équilibres chimiques, les bases du modèle sont à relier aux
théories de Gibbs et Duhem. Les débuts des modèles d’échanges d’ions
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sont apparus avec le questionnement théorique de Donnan quant à la description des mem-
branes [168].
Cette théorie repose sur des bases fondamentalement différentes de la théorie de complexa-
tion de surface. Le postulat de départ de cette théorie est le suivant : un équilibre thermodyna-
mique s’établit entre deux milieux initialement neutres, homogènes et isotropes. La présence
de charges électriques n’apparaît donc pas dans ce modèle. Cela ne signif e pas que cette théo-
rie rejette l’existence d’une double couche diffuse, cependant elle ne s’attache pas à décrire
aussi f nement la réalité. Sous le milieu solide on rassemble à la fois le réseau cristallin de
l’argile mais également l’ensemble des contre-ions pour obtenir un milieu neutre. La position
de la frontière entre le milieu solide et le f uide est sans importance, seule la différence d’éner-
gie libre et les quantités présentes vont conditionner l’équilibre thermodynamique du système
global.
La description du déséquilibre chimique entre les deux milieux passe par une description
formelle de la réactivité avec des entités chimiques symboliques dotées d’une énergie libre.
On introduit ainsi une réaction d’échange entre deux cations. Contrairement à la théorie de
complexation de surface, il est moins naturel d’écrire une demie réaction de sorption d’un
cation sur une surface chargée négativement. Dans un concept purement thermodynamique,
chaque échange est nécessairement compensé.
Cs+ + Xk−K ⇋ Xk−Cs+ K+ (2.3)
où Cs+ et K+ sont des cations du milieu libre d’énergie libre ∆GaqCs+ et ∆G
aq
K+ . Les espèces
Xk−K et Xk−Cs représentent à la fois l’espèce formée par liaison covalente entre l’atome de
bordure (par exemple l’oxygène du groupement Al−O− Si) et le cation mais également
tous les cations de la couche diffuse qui viennent compenser la charge de surface sans éta-
blir de la liaison forte. Ces cations compensateurs peuvent être hydratés ou non et forment un
continuum depuis le cation sorbé par liaison covalente jusqu’au cation libre. On leur associe
une énergie libre ∆GsXk−K et ∆G
s
Xk−Cs qui est la somme des énergies de tous ces cations plus ou
moins perturbés par le déf cit de charge sur la surface solide. Il en va de même pour caractéri-
ser les échanges d’eau. Ainsi, lors de la solvatation du solide, l’eau dite "liée" n’a pas la même
énergie que l’eau dite "libre". Ce sont deux pseudo-espèces que l’on peut distinguer, même
si, fondamentalement, ce sont les mêmes molécules, leur environnement exerce sur elles une
force différente par liaison électrostatique. La molécule d’eau étant polarisée elle est particuliè-
rement sensible à la présence d’un champ électrique. Cela lui confère des propriétés qui en font
un bon solvant, elle peut ainsi former des liaisons dites "hydrogènes" qui stabilisent le mélange.
La loi d’action de masse nous permet de déterminer l’énergie libre de la réaction d’échange
d’ions et de lui associer une constante d’équilibre thermodynamique :
∆rG = −RT ln
(
Kek,Cs+/K+
)
(2.4)
= ∆GaqK+ + ∆G
s
Xk−K −∆G
aq
Cs+−∆GsXk−Cs (2.5)
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On voit bien que, dans ce formalisme, tous les effets liés à l’environnement dans lequel se
trouve une molécule ou un cation sont intégrés sous la forme d’une énergie libre de formation.
Ces énergies libres sont à relier aux potentiels chimiques des espèces et donc à leur activité
chimique.
Kek,Cs+/K+ =
a
aq
Cs+ ·asXk−Cs
a
aq
K+ ·asXk−K
(2.6)
Pour ce qui concerne les espèces du milieu libre, et notamment les espèces chargées, de
nombreuses lois permettent de prendre en compte l’encombrement du milieu et l’action de
l’environnement sur une espèce dissoute. On sépare ainsi l’activité chimique en une partie
purement liée à la quantité présente (la concentration) pondérée par un coeff cient d’activité.
L’activité d’une espèce sorbée est plus complexe à déf nir. Compte tenu du formalisme adopté
pour représenter le milieu solide, la quantité d’espèce sorbée s’exprime en mole par unité de
volume de solide. Ces espèces se trouvant à la surface du solide (bien que cette surface ne
soit pas clairement déf nie), on est tenté de les quantif er en mole par unité de surface de so-
lide. Quant au chimiste, il exprimera plutôt cette quantité en mole par unité de masse de solide
[35, 96, 117, 170]. Bien entendu, la correspondance entre ces unités se fait grâce à la masse
volumique (en kg.m−3) et la surface spécif que (en m2.kg−1) du matériau. Encore faut-il que
ces grandeurs puissent être accessibles par la mesure ! On déf nit la Capacité d’Échange Ca-
tionique (CEC) af n de quantif er la quantité totale de cations échangeables par unité de masse
de solide (eq.kg−1). Quant au coeff cient d’activité, comme en milieu libre, il rend compte de
l’encombrement. Ainsi, pour une surface très faiblement chargée, une répartition très éparse de
cations suff t à compenser le déf cit de charges, l’encombrement peut être négligé et les coef-
f cients d’activités pris égaux à un. Les connaissances en la matière sont encore limitées et la
question des coeff cients d’activités reste très ouverte.
Choix de la théorie des échangeurs d’ions
Comment deux théories abordant le problème des réactions aux interfaces par deux points
de vue radicalement différents peuvent-elles converger ? Cette question est loin d’être résolue
tant chaque théorie apporte son lot de limitations. Abordons le sujet en mettant en lumière
les insuff sances des deux points de vue à prédire la réactivité des systèmes réels. De toute
évidence, aucune des théories ne peut prétendre modéliser tous les systèmes dans toutes les
conditions physico-chimiques possibles.
La théorie de complexation de surface offre l’avantage d’être aussi f dèle que possible à
la réalité observée, de plus elle permet l’intégration de nouveaux modèles d’interactions entre
molécules. Cependant, même sur un cas mono-dimensionnel (surface plane inf nie) la réso-
lution des équations couplées du transfert de masse et du potentiel électrique s’avère lourde.
L’évolution transitoire des phénomènes proches de l’interface est rarement accessible, seules
les propriétés d’une couche diffuse stationnaire sont calculées. Les surfaces réelles étant bien
plus complexes, la courbure des interfaces agit nécessairement sur la réaction. Le recouvrement
des couches diffuses ajoute une diff culté. La
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complexité géométrique ainsi que la présence de zones plus sélectives que d’autres sont autant
de limitation de la méthode. Ceci conduit à considérer que des paramètres du modèle sont calés
sur des résultats expérimentaux. On peut alors se questionner sur le caractère intrinsèque de ces
coeff cients.
La théorie des échangeurs d’ions, quant à elle, considère que toute la complexité des inter-
actions électrostatiques peut être représentée par une réaction entre des pseudo-composés. Elle
s’intègre ainsi dans un formalisme chimique classique. Cette approche mésoscopique simple
peut suff re mais certains problèmes demeurent ouverts. L’interface n’est pas localisée dans
l’espace, il est donc impossible d’estimer la fraction porale non disponible aux anions. L’équi-
libre thermodynamique est f xé par les constantes de réactions. Pour parvenir à tenir compte
des conditions environnantes dans la réaction, soit ces constantes de réactions sont dépendantes
des conditions chimiques, soit les coeff cients d’activités en tiennent compte (coeff cients d’ac-
tivité dépendants de la force ionique). Dans les deux cas, le problème est loin d’être trivial et
on peut alors se demander s’il est possible de modéliser la réaction de sorption avec une telle
approche en ayant des paramètres intrinsèques.
Dans cette étude, les conditions chimiques sont choisies de telle sorte qu’elles ne varient
pas au cours du temps. L’injection de césium en trace (10−6 à 10−4 mol.L−1) ne suff t pas
à bouleverser l’équilibre chimique qui règne entre l’argile et les cations environnants (à des
concentrations de l’ordre de 10−2 à 10−1 mol.L−1). On se limite alors à remplacer des ions
K+ par des ions Cs+ sur certains sites sans que les conditions de pH ou de forces ioniques
soient perturbées. Cette rétention peut alors être raisonnablement modélisée par des réactions
d’échanges d’ions avec des équilibres thermodynamiques constants dans le temps.
Coexistence des deux théories
Dans ce paragraphe, j’illustre comment – de mon point de vue – les deux théories ne s’af-
frontent pas, l’une pouvant être vue comme la version mésoscopique de l’autre. Comme nous
le verrons par la suite, un modèle homogénéisé fait apparaître des paramètres effectifs dont
la validité se limite dans ce cas à de faibles variations des conditions chimiques. Sous cette
hypothèse, les coeff cients effectifs (ici ce sont les constantes de réactions) sont pris constants
et parviennent à représenter mésoscopiquement toutes les interactions à l’interface. Lorsque
cette hypothèse n’est plus valide, les coeff cients ne peuvent plus être pris constants et, dans
le cas extrême, le modèle mésoscopique devient inutilisable et seul une modélisation f ne peut
reproduire la sorption.
On déf nit une surface symbolique à la distance y = yM et la concentration surfacique sorbée
par la moyenne de la concentration sur le domaine 0 < y < yM . Le modèle mésoscopique ne
tient pas compte de la présence du potentiel électrique, on applique alors une condition de saut
en yM sur les grandeurs moyennées. Pour être exact, ce changement d’échelle ne requiert pas
nécessairement que la couche diffuse soit
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inf niment f ne. Tout se joue dans la modélisation de la réaction par la condition de saut.
FIG. 2.4 – Passage d’un niveau de description local des grandeurs proches de la surface à un niveau mésoscopique.
Mise en évidence d’une grandeur en excès (0 < y < yd couche de Stern, yd < y < yg couche diffuse, y > yg milieu
libre).
Prenons l’exemple d’une compétition entre le césium et le potassium. Avec la déf nition
précédente de la concentration sorbée mésoscopique, sa variation temporelle vaut le f ux de
masse en yM . C’est la possibilité de modéliser ce f ux par une forme algébrique des concen-
trations moyennes qui permet une bonne représentation mésoscopique de l’évolution de la
concentration sorbée à l’aide d’une réaction mésoscopique.
d 〈{Cs+}〉
dt = jyM (2.7a)
jyM = k+
〈{
Cs+
}〉〈{X −K}〉− k− 〈{X−Cs}〉〈{K+}〉 (2.7b)
Dans ce cas, l’échange de masse à travers l’interface s’interprète comme une réaction
d’échange cationique. Cependant les signif cations des espèces X−K et X−Cs sont purement
symboliques. En effet X−K représente l’équilibre électronique entre X− situé en y = 0 et tous
les cations K+ présents entre 0 et yM . Alors, si les coeff cients k+ et k− varient faiblement, ce
bilan peut s’interpréter par la réaction mésoscopique suivante :
Cs+ + X−K ⇋ X −Cs+ K+ (2.8)
L’équilibre thermodynamique ainsi que la cinétique de cette réaction « mésoscopique »
sont donnés par les deux paramètres effectifs k+ et k−.
Cinétique réactionnelle
La théorie des échangeurs d’ions suppose un équilibre thermodynamique mésoscopique,
cette réaction fait intervenir des pseudo-composés dont la déf nition est relativement complexe.
Néanmoins, cette réaction peut être simplif ée sous la forme d’une
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réaction élémentaire. C’est-à-dire qu’on suppose que l’équilibre thermodynamique est atteint
en un temps caractéristique. L’écriture des vitesses de réaction conduit alors à une cinétique
d’ordre deux. Le bilan de sorption du césium fait intervenir les deux réactions d’échanges
entre Cs+/K+ et Cs+/H+.
v+Cs+/K+ = k
+
Cs+/K+
{
Cs+
}{X −K} (2.9a)
v−Cs+/K+ = k
−
Cs+/K+ {X−Cs}
{
K+
}
(2.9b)
ds
dt = v
+
Cs+/K+ − v−Cs+/K+ + v+Cs+/H+ − v−Cs+/H+ (2.9c)
où les k+i/ j et k
−
i/ j sont les taux de sorption et de désorption en m
3.mol−1.s−1. Les {·} repré-
sentent les activités des pseudo-espèces. Cette expression fait intervenir les concentrations en
ions potassium et hydronium. Les conditions opératoires sont choisies telles que les pK et pH
soient faibles par rapport aux concentrations en césium. Ceci nous permet de considérer que
l’équilibre thermodynamique entre ces deux cations est toujours atteint. La loi de sorption du
césium peut se mettre sous la forme d’une loi cinétique du deuxième ordre qui dépend unique-
ment de la capacité de sorption de la surface et des concentrations en H3O+ et K+
dsσ
dt = k
+
0 cγ (κ− sσ)− k−0 c1 sσ (2.10)
où c1 est une concentration apparente, son expression sera donnée ultérieurement dans le cadre
d’une approximation à l’équilibre thermodynamique.
Le temps caractéristique de mise à l’équilibre est très variable. Pour les sites de surface
et de bout de feuillet, la réaction est quasi-instantanée comparée au temps caractéristique de
diffusion. Par contre, pour les sites interfoliaires, les diff cultés d’accès des cations rendent la
réaction très lente même si la thermodynamique impose une sorption forte.
Cette modélisation de la sorption dans la zone interfaciale autorise également la prise en
compte d’autres phénomènes de transport. Wood et al. [226] et Ochoa-Tapia et al. [163] ont
démontré que les concentrations sorbées peuvent être transportées le long de l’interface par
convection et diffusion. Pour modéliser ces phénomènes, une équation aux dérivées partielles
doit être résolue sur l’interface.
∂sσ
∂t +
~∇σ ·
(
~vσ sσ−Dσ~∇σsσ
)
= k+0 cγ (κ− sσ)− k−0 c1 sσ (2.11)
L’origine de ce modèle est décrit plus en détails dans le chapitre 3, notamment les diff cultés
liées à la prise de moyenne volumique au voisinage d’une interface.
Réversibilité
De nombreuses études thermodynamiques ont mis en évidence des phénomènes de sorp-
tions réversibles et irréversibles des cations sur l’illite [68, 150]. La réaction avec
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les sites de surface est contrôlée par leur sélectivité et leur accessibilité. Cependant, ces deux
propriétés varient d’un cation à l’autre. Lorsque la concentration en cations est très faible, la
sorption se fait sur les sites les plus accessibles et les plus réactifs. Si l’argile reste suff sam-
ment longtemps en contact avec le soluté, celui-ci peut éventuellement migrer progressivement
vers les sites moins accessibles. Lorsqu’on augmente la concentration, la sorption va se faire
des sites les plus réactifs vers les moins réactifs. Du point de vue cinétique, la variation de
concentration sorbée est due à une vitesse de sorption v+ et une vitesse de désorption v−. Pour
la réaction d’échange entre le césium et le potassium sur le site X cela s’écrit :
d [X −Cs] = v+ dt− v−dt (2.12)
Lorsque la vitesse de désorption est nulle (ou très faible devant la vitesse de sorption)
on considère que la réaction est irréversible. Sur les illites, les sites de surface et les sites de
bout de feuillet ont des adsorptions réversibles. Ce n’est pas nécessairement le cas des sites
interfoliaires. En effet, la migration des cations vers les sites est limitée par l’espace disponible
entre les feuillets. Les « petits » cations tels que H+ ou K+ vont plus facilement réagir que l’ion
Cs+ avec ce type de site. Les tailles des cations en solution vont varier selon la taille même du
cation mais aussi en fonction de sa capacité à s’entourer d’une sphère d’hydratation (pour une
meilleure répartition de sa charge). On peut voir ces contraintes d’accessibilité comme des
barrières d’énergie et ainsi mettre en évidence un lien entre accessibilité et réactivité du site.
Équilibre thermodynamique
Lorsque les vitesses de sorption et de désorption sont égales, l’équilibre thermodynamique
est atteint et on déf nit une constante d’équilibre :
KeCs+/K+ =
[X −Cs]eq [K+]eq
[Cs+]eq [X−K]eq =
k+Cs+/K+
k−Cs+/K+
(2.13)
En introduisant la constante d’équilibre KeK+/H+ on peut réécrire le taux de sorption du
césium :
ds
dt = k
+
0 c(κ− s)− k+0 c1 s (2.14a)
k+0 =
(
k+Cs+/K+ ·h0 + k+Cs+/H+ · p0 ·K+K+/H+
)
×
(
h0 + K+K+/H+ · p0
)−1
(2.14b)
k−0 c1 = k
+
Cs+/K+ · p0 + k+Cs+/H+ ·h0 (2.14c)
où p0 et h0 sont les concentrations en ions potassium et hydronium.
De nombreuses études visant à caractériser les capacités et les spécif cités des sites de
sorptions ont permis de quantif er ces échanges [193]. Pour l’illite du Puy, toute
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cette étude a été réalisée au CEA par le Laboratoire de Mesures et Modélisation de la Migra-
tion des Radionucléides (CEA/DEN/DPC). Quatre sites de sorption sont mis en évidence, leurs
capacités sont quantif ées ainsi que leurs aff nités pour différents cations (Tableau 2.1).
Xh Xa Xb Xc Xd
CEC
[
mol.kg−1
]
0,0005 0,13 0,033 0,028 0,044
κ
[
mol.m−2
]
5,55 ·10−9 1,44 ·10−6 3,67 ·10−7 3,11 ·10−7 4,89 ·10−7
pKeK+/H+ −0,5 0,73 4,08 6,4 9,3
pKeCs+/H+ −5,2 0,5 2,1 × ×
pKeNa+/H+ 1,75 2 6 × ×
TAB. 2.1 – Aff nité et capacité des sites d’adsorption d’une l’illite [117].
2.1.4 Transport monophasique multi-constituant
À l’échelle du micro-pore, le transport des constituants dans la phase f uide Ωγ est régi par
les lois de conservation de la masse et de la quantité de mouvement [172]. La condition à la
limite sur Aσ relie le f ux de masse au taux de réaction χ. On écrit la loi de conservation de la
masse pour le constituant i (∀i ∈ [1,N]) :
∂ci,γ
∂t +
~∇ ·~Ni,γ = 0 dans Ωγ (2.15a)
~n ·~Ni,γ−χi,σ = 0 sur Aσ (2.15b)
où ci,γ est la concentration molaire du constituant i dans la phase Ωγ (en mol.m−3). ~Ni,γ = ci,γ~vi,γ
est le f ux molaire du constituant i (en mol.m−2.s−1) avec ~vi,γ sa vitesse (en m.s−1). χi,σ est le
f ux molaire du constituant i à travers l’interface Aσ (en mol.m−2.s−1).
Les vitesses des constituants ~vi,γ sont déterminées par N équations de conservation de la
quantité de mouvement [222].
d
dt
(
ρi,γ~vi,γ
)
=−~∇pi,γ +~∇ ·Ti,γ + ρi,γ ~fi,γ + ρi,γ ~di,γ dans Ωγ (2.16)
La masse volumique est reliée à la concentration molaire par la masse molaire Mi. La
pression partielle pi,γ = xi,γ pγ du constituant i s’exprime en fonction de sa fraction molaire
xi,γ = ci,γ/cγ. Ti,γ est le tenseur des contraintes visqueuses (symétrique), ρi,γ ~fi,γ est la résultante
des forces volumiques et ρi,γ ~di,γ représente la force que l’ensemble des constituants exerce sur
le constituant i.
La conservation de la quantité de mouvement totale est toujours assurée. De plus, lorsque
l’on considère que l’équilibre mécanique est atteint très rapidement par rapport à l’équilibre
thermodynamique, on peut montrer que les N équations (2.16) sont
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équivalentes aux N − 1 équations indépendantes de Maxwell-Stefan [124]. En effet la rela-
tion de Gibbs-Duhem spécif e que les N forces dérivant des potentiels chimiques ne sont pas
indépendantes : sγ δTγ + δpγ + ∑i ci,γδµi,γ = 0. La masse volumique moyenne (ργ = ∑Ni=1 ρi,γ)
et la vitesse moyenne (ργ~vγ = ∑Ni=1 ρi,γ~vi,γ) permettent de déf nir les f ux diffusifs molaires
(~Ji,γ = ~Ni,γ− ci,γ~vi,γ).
∂
∂t
(
ργ~vγ
)
+
(
~vγ ·~∇
)(
ργ~vγ
)
=−~∇pγ +~∇ ·Tγ +
N
∑
i=1
ρi,γ~fi,γ (2.17)
∀i ∈ [1,N−1]
~di,γ = ci,γ ~∇µi,γ
∣∣∣
T
− ρi,γ
~fi,γ
cγRT
=
N
∑
j=1
j 6=i
xi,γ ~J j,γ− x j,γ ~Ji,γ
Di j
(2.18)
Ce modèle est issu de la théorie cinétique des gaz (Maxwell, 1860). Il fait apparaître les f ux
des différents constituants ainsi que les diffusivités moléculaires Di j (en m2.s−1) correspondant
aux collisions entre molécules. Les collisions entre entre les molécules des phases f uides et la
matrice solide ne sont pas pris en comtpe dans cette théorie. Ces effets sont quantif és par le
nombre de Knudsen qui compare le libre parcours moyen à la taille caractéristique des pores :
Kn = λγ/lγ. Lorsque ce nombre est très petit ce type de collision devient peu probable et le
modèle ci-dessus s’applique strictement. Lorsque ce nombre augmente, près des parois la dif-
fusion des molécules est modif ée [230]. On peut alors prendre en compte ce phénomène au
travers de conditions aux limites modif ées. Si Kn augmente encore, la nécessité d’une prise en
compte des phénomènes aux plus petites échelles est indispensable pour tenir compte de ces
effets de parois et de libre parcours moyen (équation de Smoluchowski, dynamique molécu-
laire, . . .).
Par ailleurs, le second principe de la thermodynamique spécif e que le taux de production
globale d’entropie doit être positif. Ceci n’interdit pas à un constituant de consommer de l’en-
tropie (~Ji,γ · ~∇µi,γ
∣∣∣
T
< 0) pourvu que les autres constituant produisent suff samment d’entropie
pour que la somme soit positive. Pour les mélanges idéaux on peut montrer que cette condition
implique que tous les coeff cients de diffusion Di j sont positifs (Hirschfelder, 1964).
Le potentiel chimique du constituant i est la variation d’enthalpie libre du système lorsque
l’on fait varier la quantité de matière du constituant (ni) à température (T en K) et pression (p
en Pa) constantes.
µi,γ (T, p) =
∂Gγ
∂ni
∣∣∣∣
p,T,n j 6=i
= µ0i,γ + RTγ ln
(
ai,γ xi,γ
)
(2.19)
µ0i,γ correspond à un potentiel de référence en condition standard (T 0 = 298,15K, p0 = 101,325kPa),
R est la constante des gaz parfaits et ai,γ est le coeff cient d’activité, il tient compte des interac-
tions entre les molécules pour les mélanges réels. Lorsque
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le mélange est idéal, ces coeff cients sont pris égaux à 1, la force génératrice de diffusion de-
vient alors proportionnelle à la concentration du constituant. Dans sa forme générale, ces coeff -
cients s’expriment en fonction de la force ionique I = ∑i ci,γ z2i où zi est la charge du constituant
i. Plusieurs modèles ont été développés, donnant lieu à des relations diverses : Debye-Hückel,
Güntleberg, . . .
Les forces volumiques peuvent être de différentes natures. Dans nos applications, les seules
forces qui jouent un rôle majeur sont la gravité et la force électrique. Excepté dans les régions
proches d’électrodes où des séparations de charges peuvent apparaître (phénomène de double
couche), la condition d’électroneutralité est respectée.
ρi,γ ~fi,γ = ρi,γ~g− ci,γ zi F ~∇φe (2.20a)
N
∑
i=1
ci,γ zi = 0 (2.20b)
On réécrit le système des N−1 équations de Maxwell-Stefan sous forme matricielle :
−A×
[
~∇c
]
− F
RT
~∇φe [zc]+ ~gRT [M c] = B× [~J] (2.21)
où [~∇c], [zc], [M c] et [~J] représentent des vecteurs de dimension N−1. A et B sont des matrices
de dimension (N − 1)× (N − 1). Elles dépendent des diffusivités, des coeff cients d’activité
mais également des fractions molaires.
Ai j = δi j + xi,γ
∂ai,γ
∂x j,γ
(2.22a)
Bii =
xi,γ
DiN
+
N
∑
j=1
j 6=i
x j,γ
Di j
(2.22b)
Bi j (i6= j) = xi,γ
(
1
DiN
− 1
Di j
)
(2.22c)
En inversant le système des N− 1 équations de Maxwell-Stefan (2.21) on obtient une ex-
pression des f ux diffusifs molaire. Les N−1 premières équations de conservation de la masse
(2.15a) s’écrivent sous la forme d’un système matriciel non linéaire. La N ième équation est don-
née par la conservation de la masse totale. Pour des mélanges incompressibles (dργ/dt = 0)
elle se réduit à ~∇ ·~vγ = 0 :
∂ργ
∂t +
~∇ · (ργ~vγ)= 0 (2.23)
Au court du processus de diffusion, la densité de courant ~je (en A.m−2 ou C.m−2.s−1) est
nulle si les f ux des différents constituants chargés ne génèrent pas de courant. Et inversement,
si un courant est appliqué, il génère un f ux de matière vers les électrodes.
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Ce principe est fréquemment utilisé dans l’industrie.
~je = F
N
∑
i=1
zi~Ni,γ =~vγ
N
∑
i=1
zi +F
N
∑
i=1
zi ~Ji,γ = ~jc +F
N
∑
i=1
zi ~Ji,γ (2.24)
En les injectant dans l’équation précédente, on parvient à exprimer le gradient de potentiel
électrique en fonction des concentrations.
~∇φe =
{
~je−~jc
F
+
N−1
∑
i=1
(zi− zN)
(
N−1
∑
j=1
(
B
−1×A
)
i j
~∇c j,γ−
(
B
−1
)
i j
M j c j,γ
)}
{
F
RT
N−1
∑
i=1
(zi− zN)
(
N−1
∑
j=1
(
B
−1
)
i j
z j c j,γ
)}−1
(2.25)
Le système formé par les équations (2.15a), (2.17), (2.23) et (2.25) permet de modéli-
ser des écoulements monophasiques à plusieurs constituants dont les fractions molaires sont
très variables. C’est le cas pour des mélanges de gaz tels que l’air mais également pour des
mélanges liquides, le mélange eau-alcool est fréquemment cité puisqu’il fait l’objet de nom-
breuses études. Ces modèles trouvent de nombreuses applications dans le domaine du génie
chimique. Les diffusivités binaires jouent un rôle dominant et la prise en compte d’une matrice
B non diagonale est requise. Lorsque le mélange est essentiellement constitué d’un solvant
(xN ≈ 1) la matrice B devient diagonale et son inverse est
(
B
−1
)
i j
= δi jDiN .
La nature dipolaire de la molécule d’eau lui confère d’excellentes propriétés de dilution
des corps ionique et en particulier les sels. Du fait de sa petite taille, par solvatation, les mo-
lécules d’eau forment une sphère d’hydratation autour de l’ion et la charge de celui-ci s’en
trouve mieux répartie. Cette conf guration est très stable thermodynamiquement et constitue
un excellent écran aux interactions électrostatiques. Cependant, au delà d’un certain niveau de
concentration, des interactions apparaissent. Elles sont modélisées par une non-linéarité dans
le potentiel chimique. Cette non-idéalité n’est pas signif cative pour des concentrations infé-
rieures à 50mol.m−3 (A = IN−1).
Lorsque les différents ions présents ont des diffusivités différentes (Tableau 2.2), un champ
électrique est créé. Les espèces qui diffusent rapidement vont être ralenties alors que les es-
pèces diffusant plus lentement vont être accélérées. Cette force tend à uniformiser la diffusion
des ions. Lorsque cette force électrique est suff samment forte, on peut déf nir une diffusi-
vité moyenne qui s’applique à toutes les espèces dissoutes. Cette modélisation s’avère exacte
pour le cas de la diffusion d’un sel simple : NaCl par exemple. En reprenant l’expression
du gradient du potentiel électrique et en intégrant l’équation de l’électroneutralité, on montre
facilement que les deux espèces diffusent à la même vitesse et la diffusion apparente vaut
Dm = 2D1D2/(D1 +D2). Cette relation est connue sous le nom de relation de Nernst-Hartley.
Cependant lorsque le nombre
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d’espèces augmente, les interactions sont plus complexes et la modélisation par une diffusivité
moyenne n’est qu’une approximation du système complet.
Ion D∞γ (en m2.s−1)
H+ 9,31 ·10−9
OH− 5,57 ·10−9
Cs+ 2,05 ·10−9
Na+ 1,33 ·10−9
HCO−3 1,18 ·10−9
CO2−3 9,23 ·10−10
Ca2+ 7,92 ·10−10
Sr2+ 7,90 ·10−10
H2CO3 4,80 ·10−10
TAB. 2.2 – Valeurs de la diffusivité dans l’eau à dilution inf nie
Dans notre cas d’étude les concentrations sont très faibles : 10mol.m−3 pour les espèces
majeures et 10−2 mol.m−3 pour le césium. Les aspects liés à la diffusion simultanée de plusieurs
espèces sont donc minoritaires. De plus on réduit considérablement le nombre de concentra-
tions évoluant dans le temps en se plaçant dans des conditions opératoires bien précises. On
se focalise alors sur le transport d’une seule espèce. La complexité provient essentiellement de
la condition de saut à l’interface donné par le taux de réaction. Nous traitons ici le cas de la
sorption réversible non-linéaire.
−~∇pγ +~∇ ·
(
ηγ~∇~vγ
)
=~0 dans Ωγ (2.26a)
~∇ ·~vγ = 0 dans Ωγ (2.26b)
∂cγ
∂t +
~∇ ·
(
~vγ cγ−Dγ~∇cγ
)
= 0 dans Ωγ (2.26c)
~vγ = 0 sur Aσ (2.26d)
~nγ ·
(
Dγ~∇cγ
)
+
∂sσ
∂t = 0 sur Aσ (2.26e)
∂sσ
∂t − k
+
0 cγ (κ− sσ)+ k−0 c1sσ = 0 sur Aσ (2.26f)
Finalement, nous optenons un sytème d’équations découplées pour le transport du sol-
vant et de ses constituants mineurs. Le problème se découpe en un problème de mécanique
des f uides (écoulement de Stokes) et un problème purement de transport réactif. Ce modèle
constitue maintenant le point de départ de notre analyse en termes de changement d’échelle.
2.1.5 Nombres adimensionnels
Af n de permettre une comparaison simple des résultats, il est important d’obtenir des évo-
lutions relatives à des paramètres adimensionnels. De plus, pour des raisons
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de précision, il est essentiel de mener des simulations numériques sur des variables du même
ordre de grandeur. Nous choisissons comme temps caractéristique de référence celui de la
diffusion dans l’eau : td = l2γ /Dγ où lγ est une dimension caractéristique de la phase γ et Dγ
la diffusivité du césium dans l’eau à dilution inf nie. Le temps caractéristique de la convection
est donné par : tu = lγ/
∥∥∥~Vγ∥∥∥ où ~Vγ est la vitesse moyenne intrinsèque 2 du f uide dans la phase
Ωγ. Le nombre adimensionnel de Péclet caractérise l’importance relative des effets convectifs
et diffusifs, il est donné par le ratio des temps caractéristiques :
Pe =
td
tu
=
∥∥∥~Vγ∥∥∥ lγ
Dγ
(2.27)
Pour des vitesses d’écoulement de l’ordre de quelques centimètres à quelques mètres par
jour dans du sable de Fontainebleau on obtient des nombres de Péclet à l’échelle du pore
compris entre 1 et 100.
Af n de comparer les effets liés à la cinétique réactionnelle et à la diffusion, nous introdui-
sons une concentration volumique caractéristique c0 exprimée en mol.m−3. La concentration
surfacique de référence s0 , exprimée en mol.m−2, peut se calculer de deux façons :
– sa déf nition naturelle serait : s0 = lγ c0.
– elle peut aussi être déf nie par : χ(c0,s0) = 0.
Lorsque la sorption est très faible, avec la première déf nition on obtient une concentra-
tion surfacique à l’équilibre également très faible. Avec la seconde déf nition on assure, quels
que soient les taux de sorption et désorption, que les concentrations adimensionnées valent 1
à l’équilibre thermodynamique. Les temps caractéristiques des cinétiques de sorption et dé-
sorption sont donnés par : tk+ = 1/
(
k+0 c0
)
et tk− = 1/
(
k−0 c1
)
. Les nombres adimensionnels de
Sherwood comparent les temps caractéristiques de sorption et de désorption par rapport à celui
de la diffusion :
S+h =
td
tk+
=
k+0 c0 l2γ
Dγ
(2.28a)
S−h =
td
tk−
=
k−0 c1 l2γ
Dγ
(2.28b)
La forme adimensionnée des équations locales fait également apparaître un facteur de
forme λ et une capacité adimensionnelle κ∗.
λ = s0
c0 lγ
et κ∗ =
κ
s0
=
S+h + S
−
h
S+h
On réécrit le système local pour les concentrations adimensionnées avec quatre
2. Dans les notations adoptées, ~v est une vitesse locale et ~V sa moyenne intrinsèque. Aucune notation par-
ticulière n’est adoptée pour la vitesse de f ltration valant εα~Vα. Les symboles ~U sont réservés pour les vitesses
convectives apparantes que nous introduirons ultérieurement
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nombres adimensionnels : Pe, S+h , S
−
h et λ.
∂t∗c∗γ +~∇∗ ·
(
Pe~u∗ c∗γ −~∇∗c∗γ
)
= 0 dans Ωγ (2.29a)
∂t∗s∗σ− c∗γ
(
S+h + S
−
h −S+h s∗σ
)
+ S−h s
∗
σ = 0 sur Aσ (2.29b)
~nγ ·~∇∗c∗γ + λ∂t∗s∗σ = 0 sur Aσ (2.29c)
2.1.6 Volume élémentaire représentatif
Pour compléter le problème, des conditions aux limites doivent également être imposées au
bord du domaine Ωγe. Cette frontière représente les entrées et sorties du domaine étudié avec le
système macroscopique. Les grandeurs sont généralement inconnues sur cette frontière, seules
des grandeurs à l’échelle macroscopique peuvent être mesurées. On accède ainsi à une esti-
mation des grandeurs moyennes. Il convient donc de déf nir quelle moyenne peut caractériser
le milieu poreux. Néanmoins, cette condition à la limite ne va inf uencer la solution dans le
domaine que sur une longueur lγ. On suppose alors que le milieu poreux peut être représenté
convenablement par une géométrie périodique.
Le choix de la taille du motif périodique de base peut être arbitraire pour le passage d’une
description à l’échelle microscopique vers une description macroscopique du milieu poreux.
Cependant les moyennes volumiques dépendent alors très fortement de la taille de ce volume
d’intégration. Pour contourner cette diff culté nous avons besoin d’un critère universel per-
mettant de déf nir une gamme de volumes pour lesquels les grandeurs moyennes ne varient
pas. Ce critère peut être construit sur des arguments géométriques, pour cela nous introduisons
l’indicateur Γi de la phase i :
Γi : R3 → R
~r →
{
0 si ~r /∈Ωi
1 si ~r ∈Ωi
(2.30)
Dans le volume d’intégration Ω|~x autour du point ~x, la phase i occupe l’espace physique
Ωi|~x. Cet espace peut être volumique, surfacique ou linéaire. On lui associe sa mesure Vi ex-
primée en
[
mDi
]
(où Di est la dimension de l’espace). On note ∂Ωi le contour de cet espace
et on lui associe sa mesure Si exprimée en
[
mDi−1
]
. On oriente ce contour en introduisant
le vecteur normal ~ni déf ni sur ∂Ωi et orienté de l’intérieur vers l’extérieur de Ωi. La pério-
dicité géométrique d’un milieu en dimension Di est entièrement déterminée par Di vecteurs,
Γi
(
~r +~li
)
= Γi (~r) avec i = 1..Di.
La construction d’un continuum pour représenter un milieu poreux impose certaines res-
trictions sur la taille du volume d’intégration. On peut exprimer ce critère de la façon suivante
?? : « les valeurs moyennes de toutes les caractéristiques géométriques de la microsctructure
en tout point du ’macro-espace’ sont des fonctions dépendant uniquement de la position de ce
point et du temps » . On se limite à deux caractéristiques géométriques qui sont la moyenne Ei
et la fonction d’autocorrélation Ci de l’indicatrice
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Γi.
Ei (~x) =
1
V
∫
Ω|~x
Γi (~r)dΩ (2.31a)
Ci
(
~x,~h
)
=
1
V
∫
Ω|~x
(Γi (~r)−Ei (~x))
×
(
Γi
(
~r +~h
)
−Ei
(
~x+~h
))
dΩ (2.31b)
La moyenne (moment d’ordre 1) donne une indication sur l’évolution de la quantité de
phase avec la taille du volume d’intégration (voir Fig. 2.5). La fonction d’autocorrélation (mo-
ment d’ordre 2) renseigne plutôt sur l’évolution de la forme moyenne de la phase comprise
dans le volume d’intégration.
εγ
1
FIG. 2.5 – Variation de la teneur en phase solide au voisinage d’un point en fonction de la taille
du volume d’intégration.
Af n de déf nir ces deux grandeurs de façon unique, le volume d’intégration doit vérif er
les contraintes suivantes :
∀~x ∂Ei∂V (~x) = 0 (2.32a)
∀~x,~h ∂Ci∂V
(
~x,~h
)
= 0 (2.32b)
Le volume d’intégration constitue un f ltre spatial, pour le signal observé. Ici le signal f ltré
est l’indicatrice de phase, cependant on peut également f ltrer un champ de vitesse, de concen-
tration, de température, . . .
En pratique il est très diff cile d’intuiter la taille de ce volume élémentaire représentatif. Il
existe de nombreuses hétérogénéités depuis la forme des grains jusqu’à l’échelle du terrain. En
supposant le milieu parfaitement homogène, on s’assure de l’existence d’un volume à partir
duquel les propriétés géométriques sont invariantes. Le plus petit volume élémentaire repré-
sentatif Ω0 est déf ni selon un critère. En effet on se donne une limite au-delà de laquelle les
variations géométriques sont négligeables. Lorsqu’on
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relâche cette contrainte, la taille de Ω0 diminue, ce qui conduit à des géométries de plus en plus
simples.
Cette déf nition géométrique du VER est parfois remise en question et d’autres déf nitions
ont été avancées. En effet, pour un même milieu poreux, selon les phénomènes observés, la
taille du VER peut ne pas être la même. En effet, certains phénomènes présentent de très fortes
sensibilités à certains détails de la géométrie f ne mais également à la répartition spatiale de
certaines grandeurs hétérogènes à l’échelle du pore (réactivité d’une interface par exemple).
C’est pourquoi, la convergence des grandeurs E et C peut ne pas suff re. On peut alors donner
une autre déf nition du VER mais qui dépend des phénomènes observés : « un volume devient
représentatif lorsque ses propriétés effectives n’évoluent plus avec la taille du volume d’inté-
gration». Néanmoins, on peut supposer que quels que soient les phénomènes observés, il existe
un entier n qui assure à la fois que le moment géométrique d’ordre n ait convergé mais égale-
ment les moments d’ordre n des grandeurs hétérogènes
Pour pouvoir se limiter à un VER constitué d’un seul pore, il faut non seulement que toutes
les particules soient d’une géométrie très similaire mais aussi que leur empilement soit très
régulier. Cela peut être le cas pour des milieux artif ciels composés de billes de verre dont les
rayons sont tous très proches. En introduisant les phénomènes physiques (convection, diffu-
sion, ...) et chimiques (réactions homogène, hétérogènes...) le modèle macroscopique dispose
de tous les ingrédients nécessaires pour reproduire les phénomènes de dispersion effective, ad-
sorption effective, échanges moyens entre phases, . . . Cependant, du point de vu quantitatif on
note des différences signif catives avec les résultats obtenus sur des milieux naturels. Citons
par exemple le cas de la dispersion passive. On montre qu’en régime convectif les effets dis-
persifs suivent une loi puissance de la vitesse. Alors que les études expérimentales aboutissent
à des puissances proches de 1 lorsque le milieu est très désordonné, les études numériques
obtiennent des puissances bien plus élevées. Taylor et Aris obtiennent un coeff cient égal à 2
pour un VER très simple, assimilant le milieu poreux à un tube capillaire. Pour introduire la
notion de tortuosité il faut construire des empilements de sphères (ou de cylindres en 2D), on
obtient alors une puissance de l’ordre de 1.75. En considérant un VER plus complexe faisant
intervenir des écoulements avec des chemins préférentiels et des zones de quasi-stagnation on
se rapproche d’une situation du type milieu naturel, plus désordonné.
Bien que seule l’utilisation d’une géométrie 3D peut reproduire f dèlement toute la com-
plexité du milieu poreux réel, en se limitant à une coupe 2D ou bien même un arc 1D, lorsque
les volumes mis en jeu deviennent grands, les trois moyennes géométriques convergent.
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2.2 Changement d’échelle
Diverses méthodes de changement d’échelle sont disponibles, parmis lesquelles diverses
distinctions peuvent être effectuées, notamment en ce qui concerne la déf nition des grandeurs
macroscopiques et l’obtention de « femetures » qui permettent d’obtenir des équations pure-
ment macroscopiques. On peut, par exemple, obtenir des équations macroscopiques en utili-
sant la théorie de l’homogénéisation à partir de développements asymptotiques autour d’un
petit paramètre caractéristique de la séparation des échelles [10, 12, 25, 147, 187]. On trouvera
dans Bourgeat et Al. [32] des éléments de comparaison entre ces théories et les concepts de
moyenne spatiale développés dans cette thèse. On peut, le plus souvent en faisant une hypo-
thèse d’ergodicité spatiale, considérer un milieu réel du point de vue stochastique [64, 71, 91].
Les grandeurs macroscopiques sont alors déf nies par des moyennes d’ensemble (bien que
l’hypothèse d’ergodicité créée un lien entre moyenne d’ensemble et moyenne spatiale). L’uti-
lisation des moyennes spatiales a donné lieu à de nombreuses variantes, parmi lesquelles on
distingura l’introduction d’équations macroscopiques de manière heuristique en s’appuyant
sur la thermodynamique des processus irréversibles, les grandeurs macroscopiques étant alors
introduites (sans données quantitatives) par des relations d’Onsager [99, 101, 142, 143].
Dans ce travail, on cherchera à obtenir une représentation quantitative plus précise du lien
entre la microstructure et les grandeurs macroscopiques. On va donc adopter une stratégie ba-
sée sur une écriture du problème microscopique en termes de grandeurs macroscopiques et
déviations, et rechercher une appoximation acceptable du lien entre ces grandeurs. Ce lien
permettera ensuite d’obtenir une équation macroscopique femée, dans laquelle les grandeurs
effectives seront obtenues par des problèmes de fermeture explicitant ce lien micro-macro. De
nombreux travaux ont été développés dans ce sens, auxquels le lecteur pourra se référer pour
des développement que nous considérons ici comme génériques de la méthode, et qui ne seront
pas détaillés [173, 175, 176, 177, 178, 179, 224].
On rappelle que le problème à l’échelle du micro-pore est parfaitement déterminé par les
équations (2.26) associées à des conditions aux limites sur Ωγe. C’est sur cette base qu’est
développée la méthode de prise de moyenne volumique af n de déterminer des équations ma-
croscopiques. On introduit pour cela un double système de coordonnées (Figure 2.6).
2.2.1 Notations et théorèmes
On déf nit une moyenne en ~x de la grandeur ψ : R3 → R au sens des distributions en
introduisant un produit de convolution. La fonction m : R3 → R est appelée fonction poids,
elle est à support compact, de classe C ∞ et normée.
〈ψ〉m|~x = 〈m,ψ〉|~x =
∫
R3
m(~x−~r) ·ψ(~r) dΩ
Nous considérons des fonctions poids simples, elles attribuent autant de poids à tous
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FIG. 2.6 – Système de double coordonnée associée à l’échelle du micro-pore
les points de l’espace.
mΩ0 : R
3 → R
~r →
{
0 si ~r /∈Ω0
1/V0 si ~r ∈Ω0
(2.33)
On introduit les moyennes globale et intrinsèque de ψ sur la phase i.
〈ψ〉i|~x = 〈mΩ0 ,Γi ψ〉|~x =
1
V0
∫
Ωi|~x
ψ(~r) dΩ (globale) (2.34a)
〈ψ〉ii
∣∣∣
~x
=
〈mΩ0 ,Γi ψ〉|~x
〈mΩ0 ,Γi〉|~x
=
1
Vi
∫
Ωi|~x
ψ(~r) dΩ (intrinsèque) (2.34b)
La moyenne intrinsèque est particulièrement utile lorsque la quantité locale est uniforme.
Dans ce cas, on montre très facilement que si ∃a0 ∈ R tel que ∀~x ∈ Ωi on a ψ(~x) = a0 alors
〈ψ〉ii
∣∣∣
~x
= a0.
Ces notations peuvent paraître complexes, elles doivent pouvoir permettre de distinguer de
façon abrégée la moyenne d’une grandeur sur une phase ou une interface ramenée par unité de
volume ou de surface d’une autre phase. Le système étudié nécessite l’estimation de moyennes
dans le volume Ωγ et sur la surface Aσ d’une même grandeur. Compte tenu des domaines
de dif nition des grandeurs (cγ et ~vγ dans Ωγ et sσ sur Aσ), l’indice (ou exposant) i prend
divers signif cations dans les équations (2.34). Pour i = γ, il s’agit d’une moyenne volumique
et l’espace mathématique générique Ωi vaut Ωγ. Pour i = σ, on fait le choix de moyenner sur
la surface et Ωi vaut Aσ. Par conséquent, dans la
86 Chapitre 2
suite on ne parlera jamais de concentration moyenne sorbée par unité de volume de la phase
Ωσ 3. Les mêmes notations seront adoptées pour les moyennes volumiques et surfaciques. Ci-
dessous (équations 2.35), trois exemples de moyennes globales sont données.
〈
cγ
〉
γ
∣∣∣
~x
=
1
V0
∫
Ωγ|~x
cγ (~r) dΩ (2.35a)
〈
cγsσ
〉
σ
∣∣
~x
=
1
V0
∫
Aσ|~x
cγ(~r)sσ(~r)dA (2.35b)
〈sσ〉σ|~x =
1
V0
∫
Aσ|~x
sσ (~r) dA (2.35c)
Dans cette étude, on s’intéresse essentiellement au transport d’une concentration de pol-
luant dans un champ de vitesse. D’éventuelles conditions aux limites de type Neumann (sur le
f ux), Dirichlet (sur la concentration) ou Robin (mixte) font intervenir les gradients locaux et
les concentrations locales. Les systèmes d’équations de transport de quantité que nous serons
amenés à résoudre concernent le principe de la conservation de la masse. En appliquant un
f ltre spatial à ces équations on obtient naturellement des gradients moyens et des divergences
moyennes. On cherche ici à obtenir un modèle de transport macroscopique portant uniquement
sur la concentration moyenne. Des théorèmes ont été démontrés sous certaines hypothèses pour
exprimer le gradient moyen et la divergence moyenne en fonction de la concentration moyenne
[220]. Cette opération fait apparaître des intégrales sur les contours des phases ; ainsi les effets
interfaciaux sont intégrés sous forme de termes volumiques dans les équations macroscopiques.〈
~∇ ·~ψ
〉
i
= ~∇ · 〈~ψ〉i + 〈~ni ·~ψ〉∂i〈
~∇ψ
〉
i
= ~∇〈ψ〉i + 〈~ni ψ〉∂i
Pour ψ = 1 on obtient une relation géométrique portant sur le gradient de teneur volu-
mique :
~∇εi + 〈~ni〉∂i = 0
Ne perdons pas de vue les notations adoptées. εγ désigne bien une teneur volumique au sens
classique, exprimée en m3 de phase Ωγ par m3 de milieu poreux. Quant à εσ, il désigne une
surface spécif que exprimée en m2 de d’interface Aσ par m3 de milieu poreux.
Le principe de la conservation de la masse en régime transitoire fait également intervenir
un terme d’accumulation en temps. Nous voulons transformer la moyenne du
3. Cette grandeur utilisée couramment par les hydrogéologues n’est pas nécessaire, la déf nition de concentra-
tions surfaciques moyennes suff t. Aussi, les notations permettant d’accéder à cette moyenne volumique ne seront
pas introduites. Il faudrait pour celà donner la déf nition de la teneur volumique de solide exprimée en m3 de phase
Ωσ par m3 de milieu poreux
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terme temporel en dérivée temporelle de la moyenne.
〈∂tψ〉i = ∂t 〈ψ〉i−〈~ni ·~wi ψ〉∂i
où ~wi est la vitesse de l’interface ∂Ωi
[
m.s−1
]
.
Décomposition des grandeurs locales
La quantité moyenne étant la quantité qui porte un intérêt, on décrit la grandeur locale ψ
dans la phase Ωi par sa grandeur moyenne et sa déviation (ou f uctuation) autour de cette valeur
moyenne (Gray, 1975).
ψ|~x+~y = 〈ψ〉ii
∣∣∣
~x
+ ψ˜i|~x+~y (2.36)
Cette équation décompose ψ suivant une grandeur moyenne qui évolue signif cativement
sur une longueur L alors que les déviations sont dominées par la petite échelle lγ.
2.2.2 Prise de moyenne volumique
Les grandeurs locales sont décomposées en grandeurs moyennes et f uctuations :
cγ =
〈
cγ
〉γ
γ + c˜γ = Cγ + c˜γ (2.37a)
~vγ =
〈
~vγ
〉γ
γ +
~˜vγ =~Vγ +~˜vγ (2.37b)
sσ = 〈sσ〉σσ + s˜σ = Sσ + s˜σ (2.37c)
où Cγ est une concentration volumique exprimée comme cγ en mol.m−3 et Sσ est une concen-
tration surfacique exprimée comme sσ en mol.m−2.
On applique l’opérateur de prise de moyenne volumique sur chacune des phases. On utilise
les théorèmes sur le gradient moyen et la divergence moyenne, des termes de bords apparaissent
alors. La condition à la limite d’adhérence du f uide sur la paroi solide (~wσ =~vγ =~0) permet
d’annuler le f ux convectif à l’interface Aσ.
εγ ∂tCγ + εσ ∂tSσ = −~∇ ·
(〈
~vγ cγ
〉
γ− εγ D0~∇Cγ−D0
〈
~nγcγ
〉
σ
)
(2.38a)
εσ ∂tSσ = k+0 κ
〈
cγ
〉
σ
− k+0
〈
cγsσ
〉
σ
− k−0 c1γ 〈sσ〉σ (2.38b)
On déf nit la vitesse de Darcy par ~Qγ = εγ~Vγ. L’intégrale du f ux à travers l’interface Aσ est
directement donnée par la condition à la limite :〈
~nγ ·
(
D0
~∇cγ
)〉
σ
=−〈∂tsσ〉σ =−εσ∂tSσ (2.39)
Deux problèmes se posent à ce niveau :
– l’impact des variations de Cγ et Sσ dans les intégrales de bord et les termes croisés.
– l’impact de la présence des déviations spatiales dans les équations moyennées.
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Contraintes sur les échelles
Dans ce paragraphe on revient sur le premier des deux problèmes cités ci-dessus. Sup-
posons qu’aucune hypothèse ne soit faite sur la taille l0 du volume d’intégration par rapport
aux tailles caractéristiques des hétérogénéités. On distingue l’échelle caractéristique lγ des hé-
térogénéités locales et l’échelle L des hétérogénéités macroscopiques. Lorsqu’on intègre la
concentration sur le volume de référence centré en ~x on f ltre toutes les hétérogénéités plus
petites que l0. Lorsqu’on l’intègre sur le même volume mais centré en ~x + δ~x on obtient une
quantité Cγ
∣∣
~x+δ~x d’autant plus proche de Cγ
∣∣
~x
que δ~x est petit. Cette différence ref ète l’im-
portance sur la prise de moyenne volumique des hétérogénéités plus grande que l0. Elle peut
s’exprimer sous la forme d’un développement en série de Taylor.
Cγ
∣∣
~x+δ~x = Cγ
∣∣
~x
+ δ~x · ~∇Cγ
∣∣∣
~x
+
1
2
δ~xδ~x : ~∇~∇Cγ
∣∣∣
~x
+ . . . (2.40)
On peut donc s’interroger sur l’impact de ces variations sur les termes faisant intervenir
l’évaluation de grandeurs moyennes ailleurs qu’au centre du volume d’intégration. Lorsque
ces contributions ne sont pas négligeables, l’analyse du problème non local qui s’ensuit s’avère
très complexe. C’est le cas lorsque des hétérogénéités apparaissent à toutes les échelles, une
séparation stricte des échelles n’étant pas possible. La quantif cation de ces effets permet d’éla-
borer un critère pour lequel le problème peut être considéré comme local.
Bien que le problème se retrouve dans l’évaluation des termes liés à la dispersion et la
diffusion, l’étude de l’importance des variations des grandeurs moyennes au sein du volume
d’intégration est menée sur le terme non linéaire de la réaction hétérogène. Celui-ci constitue
la principale originalité du cas d’étude. La prise en compte des déviations spatiales sur le taux
de réaction à l’interface liquide-solide a fait l’objet d’études [220]. Il apparaît que, dans cer-
tains cas à diffusion dominante, il est possible d’assimiler concentration surfacique moyenne
et concentration volumique moyenne. Néanmoins, cette hypothèse n’est pas valide dans tous
les cas que nous voulons traiter, notamment ceux à convection dominante.
Le terme non-linéraire de la réaction fait intervenir l’intégrale du produit des concentrations
sur l’interface Aσ. L’apparition de cette intégrale ainsi que toute autre intégrale sur un autre
espace que le volume Ωγ centré sur ~x pose des diff cultés. En effet, lorsque les variations de
concentrations sont fortes, il faut estimer l’impact d’une variation de la concentration moyenne
à l’échelle du micro-pore. On introduit les déviations cˆγ et sˆσ liées à la décomposition lorsque
le volume d’intégration est centré en~x +~y, on a :
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cγ = Cγ
∣∣
~x
+ c˜γ = Cγ
∣∣
~x+~y + cˆγ et sσ = Sσ|~x + s˜γ = Sσ|~x+~y + sˆσ.〈
cγsσ
〉
σ
∣∣
~x
=
1
V0
∫
Ωσ|~x
cγ
∣∣
~x+~y sσ|~x+~y dΩσ (2.41)
=
〈
Cγ
∣∣
~x+~y Sσ|~x+~y + cˆγ
∣∣
~x+~y sˆσ|~x+~y
+ cˆγ
∣∣
~x+~y Sσ|~x+~y + Cγ
∣∣
~x+~y sˆσ|~x+~y
〉
σ
∣∣∣
~x
(2.42)
À partir des expansions en série de Taylor on peut relier les deux déviations.
cˆγ
∣∣
~x+~y = c˜γ
∣∣
~x+~y−~y · ~∇Cγ
∣∣∣
~x
− 1
2
~y~y : ~∇~∇Cγ
∣∣∣
~x
(2.43a)
sˆσ|~x+~y = s˜σ|~x+~y−~y · ~∇Sσ
∣∣∣
~x
− 1
2
~y~y : ~∇~∇Sσ
∣∣∣
~x
(2.43b)
De plus, par déf nition, on a
〈
c˜γ
〉
γ
∣∣∣
~x
= 0 et 〈s˜σ〉σ|~x = 0. On obtient in fine une expression
faisant intervenir uniquement des quantités moyennes estimées en ~x et des grandeurs locales
moyennées sur un volume centré en~x :〈
cγsσ
〉
σ
∣∣
~x
= εσ Cγ
∣∣
~x
Sσ|~x +
〈
c˜γ
〉
σ
∣∣
~x
Sσ|~x +
〈
c˜γs˜σ
〉
σ
∣∣
~x
+
〈
c˜γ~y
〉
σ
∣∣
~x
· ~∇Sσ
∣∣∣
~x
+ 〈s˜σ~y〉σ|~x · ~∇Cγ
∣∣∣
~x
+
(
~∇Cγ
∣∣∣
~x
)T
· 〈~y~y〉σ|~x · ~∇Sσ
∣∣∣
~x
+
〈
c˜γ~y~y
〉
σ
∣∣
~x
: ~∇~∇Sσ
∣∣∣
~x
+ 〈s˜σ~y~y〉σ|~x : ~∇~∇Cγ
∣∣∣
~x
(2.44)
On déf nit la quantité par excès comme étant la partie non-locale de l’intégrale, c’est-à-dire
l’ensemble des termes faisant intervenir la variable d’espace ~y. L’expression s’écrit alors sous
la forme compacte suivante :〈
cγsσ
〉
σ
∣∣
~x
= εσ Cγ
∣∣
~x
Sσ|~x +
〈
c˜γ
〉
σ
∣∣
~x
Sσ|~x +
〈
c˜γs˜σ
〉
σ
∣∣
~x
+
〈
cγsσ
〉
σ,ex
(2.45)
On montre aisément que 〈~y〉σ ≪ l0 et 〈~y~y〉σ = O
(
l02
)
. Cependant, estimer l’ordre de gran-
deur de
〈
c˜γ~y
〉
σ
et 〈s˜σ~y〉σ s’avère plus diff cile. On peut montrer que, sur une géométrie pério-
dique, ces termes s’annulent mais, dans un milieu réel, ils peuvent contribuer au f ux convectif.
Moyennant les contraintes lγ ≪ l0 et l02 ≪ L2, on peut écrire la partie non-linéaire du taux de
réaction en considérant que les variations des concentrations moyennes sur le volume d’inté-
gration sont négligeables. Pour une meilleure lisibilité, les indices ·|~x sont omis.〈
cγsσ
〉
σ
= εσCγSσ +
〈
c˜γ
〉
σ
Sσ +
〈
c˜γs˜σ
〉
σ
(2.46)
Avec la même méthodologie, on peut montrer les simplif cations suivantes :〈
~vγ cγ
〉
γ = εγ
~VγCγ +
〈
~˜vγ c˜γ
〉
γ
(2.47a)〈
~nγcγ
〉
σ
= −Cγ~∇εγ +
〈
~nγc˜γ
〉
σ
(2.47b)〈
cγ
〉
σ
= εσCγ +
〈
c˜γ
〉
σ
(2.47c)
〈sσ〉σ = εσSσ (2.47d)
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Équations moyennées
En reprenant les équations (2.46) et (2.47) dans (2.38) on peut montrer que pour un milieu
de porosité constante (~∇εγ =~0) on obtient :
∂tCγ +
εσ
εγ
∂tSσ = −~∇ ·
(
~VγCγ +~fc−D0~∇Cγ− ~fd
)
(2.48a)
∂tSσ = k+0 Cγ (κ−Sσ)− k−0 c1γ Sσ +Aχ (2.48b)
Cette équation fait apparaître des termes dans lesquels seules les grandeurs moyennes ap-
paraissent, on reconnaît un f ux convectif moyen, un f ux diffusif moyen ainsi qu’un taux de
réaction moyen. Cependant d’autres termes viennent s’ajouter. Il s’agit de la résultante du f ltre
de prise de moyenne volumique sur le champ local de concentration. On reconnaît un terme de
convection «non-fermé» : ~fc =
〈
~˜vγ c˜γ
〉γ
γ
. Ces interactions entre les variations locales de vitesse
et de concentration donnent naissance à la dispersion. La diffusion «non-fermée» est directe-
ment proportionnelle au coeff cient de diffusion : ~fd = D0
〈
~nγc˜γ
〉γ
σ
. Elle est à l’origine de la
tortuosité. Enf n un terme source supplémentaire apparaît dans l’expression du taux de réac-
tion moyen : Aχ = k+0
〈
c˜γ (κ−Sσ− s˜σ)
〉σ
σ
. On y retrouve les non-linéarités de la réaction locale.
Ces termes supplémentaires font intervenir les déviations locales c˜γ, s˜σ et ~˜vγ. Ils constituent
donc des termes sources supplémentaires issus du non-équilibre à petite échelle. L’obtention
d’un modèle macroscopique fermé passe par une estimation des déviations locales.
2.2.3 Problème de fermeture
Avec le problème de fermeture on veut calculer les f uctuations locales autour des gran-
deurs moyennes. Pour cela, on s’appuie sur le modèle local qui contient toute l’information.
On obtient ainsi une équation sur c˜γ en soustrayant l’équation (2.48a) à l’équation (2.26c). De
même, avec les équations (2.26f) et (2.48b) on obtient une équation sur la f uctuation s˜σ. Le
système formé par ces deux équations et les deux équations moyennées est strictement iden-
tique au système de départ. Il s’avère donc aussi lourd et coûteux à résoudre, cependant, ils
sont de nature différente puisque le problème de départ est constitué d’équations aux dérivées
partielles alors que celui-ci est de type intégro-différentiel.
Les termes ~fc et ~fd peuvent être négligés
~∇ ·~fd = O
(
εσD0
εγL
c˜γ
)
≪ ~∇ ·
(
D0c˜γ~∇
)
= O
(
D0
lγ2
c˜γ
)
(2.49a)
~∇ · ~fc = O
(
~Vγ
L
c˜γ
)
≪ ~∇ · (~vγc˜γ)= O
(
~Vγ
lγ
c˜γ
)
(2.49b)
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Le problème de fermeture n’en reste pas moins transitoire. Les évolutions de f uctuations
ont pour origine des termes sources, certains volumiques et d’autres surfaciques. Ces termes
agissent comme des forces macroscopiques sur le problème local, les forces locales viennent
contrebalancer ces contributions et conduisent le système local vers un état d’équilibre. Cet
équilibre peut être considéré quasi-instantané quand la contrainte suivante est vérif ée :
t⋆D0
δγ2
≫ 1 (2.50)
t⋆ est le temps caractéristique du processus macroscopique, il peut être estimé à partir de
t⋆D0/L2 = O(1). δγ est la longueur caractéristique associée au problème local. Cette longueur
correspond à l’échelle caractéristique du phénomène dominant.(
~vγc˜γ−D0~∇c˜γ
)
+~˜vγ ·~∇Cγ−Hσ = 0 (2.51a)
k+0 c˜γ (κ−Sσ− s˜σ)−
(
k−0 c
1
γ + k+0 Cγ
)
s˜σ−Aχ = 0 (2.51b)
Les termes Hσ et Aχ sont des constantes, ils assurent que les moyennes des f uctuations
sont nulles. Ces deux grandeurs ne sont pas indépendantes. En effet Hσ représente l’intégrale
du f ux à l’interface alors que Aχ représente l’écart entre le taux de réaction effectif et le taux
de réaction généré par le déséquilibre chimique moyen. Cela s’exprime sous la forme :
Hσ =
εσ
εγ
(
k+0 Cγ (κ−Sσ)− k−0 c1γSσ +Aχ
)
(2.52)
La condition à la limite à l’interface Ωσ s’obtient de façon triviale en décomposant la
condition à la limite du système local (2.26e) et (2.26f). On voit apparaître des termes sources
surfaciques, l’un provient de la diffusion, l’autre de la réaction.
~nγ ·
(
D0
~∇c˜γ
)
+ k+0 c˜γ (κ−Sσ− s˜σ)−
(
k−0 c
1
γ + k+0 Cγ
)
s˜σ
=−~nγ ·
(
D0
~∇Cγ
)
− k+0 Cγ (κ−Sσ)+ k−0 c1γSσ (2.53)
Pour une géométrie et un champ de vitesse donnés, connaissant les grandeurs moyennes
~∇Cγ, Cγ et Sσ on peut estimer les f uctuations de concentration. Cependant, toute cette infor-
mation n’est pas nécessaire puisque seule la connaissance des termes ~fc, ~fd et Aχ est requise
pour obtenir une fermeture du modèle moyenné.
Condition à la limite en Ωγe
La frontière Ωγe est le lieu des échanges entre le domaine étudié et le milieu extérieur. Pour
des problèmes essentiellement diffusifs, une condition à la limite de type Dirichlet est imposée.
La concentration en césium est f xée à la valeur c0γ en « entrée » alors qu’en sortie on suppose
un f ux diffusif nul.
Dans le problème de fermeture, seul un VER à géométrie périodique est modélisé. La
concentration moyenne Cγ est supposée constante, la déviation c˜γ peut alors être
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approchée par un problème de fermeture auquel est appliqué une condition de périodicité.
c˜γ(~x) = c˜γ(~x +~ki) (2.54)
où~ki sont les vecteurs de périodicité dans chacune des directions de l’espace.
Linéarisation du problème de fermeture
En examinant de plus près le problème de fermeture, on note que celui-ci est uniquement
soumis à des termes de forçage provenant des grandeurs moyennes. Ainsi, pour un gradient de
concentration macroscopique nul et un déséquilibre chimique moyen nul, la solution triviale du
problème de fermeture est c˜γ = s˜σ = 0. Une telle situation correspond à une hypothèse d’équi-
libre locale pour laquelle la concentration sur la surface est égale (très proche dans la réalité)
de la moyenne intrinsèque.
Lorsque le système de fermeture est linéaire, on peut montrer que la solution peut être
vue comme une combinaison linéaire des termes sources. On fait alors apparaître des variables
de fermeture indépendantes des quantités moyennes. En s’inspirant de cette méthodologie, on
propose une solution de la forme :
c˜γ =~ωγ ·~∇Cγ + ξγ (k+0 Cγ (κ−Sσ)− k−0 c1γ Sσ) (2.55a)
s˜σ =~ωσ ·~∇Cγ + ξσ (k+0 Cγ (κ−Sσ)− k−0 c1γSσ) (2.55b)
On scinde ainsi le problème de fermeture complet en deux sous-problèmes pour les va-
riables (~ωγ,~ωσ) et (ξγ,ξσ). Ces deux sous-problèmes ne peuvent en aucun cas être équivalent
au problème complet puisque la non-linéarité n’apparaît plus. Cependant, cette approche peut,
dans une large gamme, suff re à représenter les f uctuations.
Problème I (
~vγ~ωγ−D0~∇~ωγ
)
+~˜vγ−H Iσ = 0 (2.56a)
k+0 ~ωγκ− k−0 c1γ~ωσ−A Iχ = 0 (2.56b)
~nγ ·
(
D0
~∇~ωγ
)
+ k+0 ~ωγκ− k−0 c1γ~ωσ +~nγD0 = ~0 (2.56c)
Problème II (
~vγξγ−D0~∇ξγ
)
−H IIσ = 0 (2.57a)
k+0 κξγ− k−0 c1γ ξσ−A IIχ = 0 (2.57b)
~nγ ·
(
D0
~∇ξγ
)
+ k+0 κξγ− k−0 c1γξσ + 1 = 0 (2.57c)
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2.2.4 Forme fermée des équations moyennées
Le problème de fermeture complet relie de façon non-linéaire les déviations c˜γ et s˜σ aux
grandeurs moyennes ~∇Cγ et χ(Cγ,Sσ) = k+0 Cγ (κ−Sσ)− k−0 c1γSσ. Cependant on peut exprimer
leurs contributions dans le problème moyen sous la forme de coeff cients effectifs. On introduit
le tenseur de dispersion hydrodynamique D
⋆
γ et le coeff cient effectif de réaction φ⋆σ.
∂tCγ +
εσ
εγ
∂tSσ = −~∇ ·
(
~VγCγ−D
⋆
γ ·~∇Cγ
)
(2.58a)
∂tSσ = φ⋆σ χ(Cγ,Sσ) (2.58b)
On réduit l’incidence de l’ensemble des perturbations locales à deux paramètres. Ils sont
donc l’expression du non-équilibre au travers du f ltre de prise de moyenne volumique.
D
⋆
γ ·~∇Cγ = D0 ·~∇Cγ +D0
〈
~nγc˜γ
〉γ
σ
−
〈
~˜vγ c˜γ
〉γ
γ
(2.59a)
φ⋆σ χ(Cγ,Sσ) = χ(Cγ,Sσ)+ k+0
〈
c˜γ (κ−Sσ− s˜σ)
〉σ
σ
(2.59b)
Dans la pratique, ce système est relativement lourd à résoudre étant donné que les para-
mètres effectifs doivent être réactualisés en permanence connaissant les grandeurs moyennes.
Lorsque le système reste relativement proche d’une situation d’équilibre local, c’est-à-dire que
les termes sources dans le problème de fermeture sont petits, les f uctuations engendrées sont
suff samment faibles pour être approchées par le problème de fermeture linéarisé. Dans ce cas
on peut écrire le modèle moyenné sous la forme d’équations faisant apparaître des paramètres
effectifs indépendants des grandeurs moyennes.
∂tCγ +
εσ
εγ
∂tSσ = −~∇ ·
(
~VγCγ +~V †γ χ
(
Cγ,Sσ
)−D†γ ·~∇Cγ) (2.60a)
∂tSσ = φ†σ χ(Cγ,Sσ)+~V †σ ·~∇Cγ (2.60b)
Ce modèle présente des termes supplémentaires qui apparaissent sous la forme de f ux
convectifs additionnels. La vitesse apparente d’avancée du front de concentration est différente
de celle du f uide, en présence de transfert de masse sur la surface. Lors d’une adsorption, cette
vitesse est plus faible alors qu’une désorption accélère l’avancée du front. Ces phénomènes sont
bien présents dans le modèle (2.58), cependant ils apparaissent moins clairement puisqu’ils
sont inclus dans la non-linéarité du terme dispersif. Les paramètres effectifs du modèle (2.60)
peuvent être explicitement calculés en
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fonction des variables de fermeture du problème de fermeture linéarisé.
D
†
γ = D0I +D0
〈
~nγ~ωγ
〉γ
σ
−
〈
~˜vγ~ωγ
〉γ
γ
(2.61a)
φ†σ χ(Cγ,Sσ) = χ(Cγ,Sσ)+ k+0 (κ−Sσ)
〈ξγ〉σσ (2.61b)
~V †γ = D0
〈
~nγξγ〉γσ−〈~˜vγ ξγ〉γγ (2.61c)
~V †σ = k+0 (κ−Sσ)
〈
~ωγ
〉σ
σ
(2.61d)
Ces deux modèles sont continûment raccordés. Lorsque les déviations sont faibles, la non-
linéarité c˜γs˜σ peut être négligée et la décomposition (2.55) devient exacte.
lim
~∇Cγ→~0
χ(Cγ,Sσ)→0
(
D
⋆
γ ·~∇Cγ
)
= D
†
γ ·~∇Cγ−~V †γ χ
(
Cγ,Sσ
)
(2.62)
lim
~∇Cγ→~0
χ(Cγ,Sσ)→0
φ⋆σ χ(Cγ,Sσ) = φ†σ χ(Cγ,Sσ)+~V †σ ·~∇Cγ (2.63)
Lorsque le problème est à diffusion dominante (Pe ≪ 1 et S+h ≪ S−h ), les déviations sont
suff samment faibles et les conditions aux limites des problèmes I et II peuvent être simplif ées
tout en restant cohérentes avec les deux autres problèmes de fermeture [223].
~nγ ·
(
D0
~∇~ωγ
)
+~nγD0 =~0 dans le problème I (2.64a)
~nγ ·
(
D0
~∇ξγ
)
+ 1 = 0 dans le problème II (2.64b)
Le problème de fermeture peut ainsi être simplif é selon le degré du déséquilibre à l’échelle
microscopique. Plus le déséquilibre est grand, plus le problème devient complexe et les non-
linéarités prennent de l’importance dans l’estimation des paramètres effectifs. On montrera
dans le paragraphe suivant qu’avec le problème linéarisé on peut reproduire une large gamme
de problèmes diffusifs. Cependant, lorsque les effets convectifs viennent renforcer les déséqui-
libres ou que les gradients de concentrations sont très forts, seul le problème de fermeture non-
linéaire permet d’interpréter l’apparition d’un nouvel équilibre thermodynamique perturbé.
Enf n, lorsque les instationarités apparaissent dans le problème de fermeture, il est possible
d’intégrer les évolutions temporelles des déviations en faisant intervenir une convolution en
temps. On fait alors apparaître un effet de "mémoire" des conditions antérieures. Néanmoins,
compte tenu du grand nombre de paramètres à prendre en compte, le coût en terme de calcul du
changement d’échelle devient plus important qu’une simulation numérique directe à l’échelle
microscopique.
On met ainsi en lumière une limitation dans l’utilisation des modèles issus de prises de
moyenne volumiques. Ces limitations rejoignent celles imposées par les hypothèses
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faites sur les séparations d’échelles de temps et d’espace. Bien que des estimations a priori
des f uctuations soient possibles, seules les comparaisons a posteriori des hypothèses faites
permettent de les valider. Af n de tester le modèle moyenné, on compare le résultat obtenu à
une simulation directe pour un jeu de nombres adimensionnels donnés. On obtient ainsi, dans
un environnement parfaitement contrôlé, l’erreur commise par le changement d’échelle, et la
théorie peut ainsi être testée.
Concernant la comparaison aux données réelles, le problème du changement d’échelle et
les erreurs qu’il génère font partie intégrante de toute l’information locale inconnue du sys-
tème. La métrologie actuelle ne donne pas accès aux grandeurs locales telle que les indicatrices
de phase, seules des grandeurs moyennes peuvent être mesurées. Il est alors beaucoup moins
évident de discriminer l’erreur commise lors d’hypothèses telles que la séparation des échelles
de l’erreur commise sur l’estimation des grandeurs locales.
L’approche de prise de moyenne volumique aboutit à l’obtention de modèles moyennés
dont on peut très bien mesurer le degré de pertinence sur un système académique. Cepen-
dant, lors de son application sur un système réel, les hypothèses s’avèrent parfois diff cilement
vérif ables. En outre, l’étude de l’évolution des paramètres effectifs en fonction des nombres
adimensionnels nous donne une bonne indication sur les tendances d’un système réel.
2.2.5 Vers un modèle à une équation
Si l’évolution temporelle de la concentration adsorbée est très faible, on obtient une équa-
tion d’équilibre global telle que :
∂tSσ = 0 ⇔ φ⋆σ(~∇Cγ,Cγ,Sσ) ·χ(Cγ,Sσ) = 0 (2.65a)
⇔ χ(Cγ,Sσ)+Aχ(~∇Cγ,Cγ,Sσ) = 0 (2.65b)
Cet équilibre est à distinguer de l’équilibre chimique en chaque point de l’interface (χ(cγ,sσ)=
0). On note que les deux équilibres coïncident lorsque Aχ est proportionnel au terme source de
réaction moyen, autrement dit lorsque le paramètre effectif φ†σ devient indépendant des gran-
deurs moyennes ~∇Cγ, .Cγ et Sσ. Cette hypothèse, que l’on qualif era d’équilibre local, s’avère
être strictement la même que l’hypothèse de linéarisation du problème de fermeture. Dans ce
cas, les non-linéarités ne sont pas signif catives : c˜γs˜σ ≪ c˜γ et c˜γs˜σ ≪ s˜σ. Dans le cas contraire,
les non-linéarités n’affectent pas de la même façon la sorption et la désorption. Ceci nous per-
met de déf nir implicitement un équilibre global dynamique. Il s’agit d’un équilibre entre la
convection, la diffusion et la réaction. En effet lorsque la réaction est dominante, le processus
limitant est le temps d’arrivée du réactant jusqu’à la surface.
Dans la pratique, on s’intéresse au coeff cient de partage (Kd = Sγ/Cγ) à l’équilibre
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entre la concentration moyenne sorbée et la concentration moyenne du soluté.
∂t(RγCγ) = −~∇ ·
(
~VγCγ +~V †σ χ(Cγ,Sσ)−D
†
γ ·~∇Cγ
)
(2.66a)
Rσ = 1+
εσ
εγ
Kd (2.66b)
Ce modèle à une équation est très fréquemment utilisé puisqu’il s’interprète assez sim-
plement. En effet l’équilibre chimique global est le même que l’équilibre thermodynamique en
chaque point de l’interface. Le transport du soluté est affecté par la dispersion que l’on quantif e
par un tenseur indépendant du temps et des grandeurs moyennes.
2.2.6 Conclusion
Dans de nombreuses études, c’est ce dernier modèle qui est utilisé. Les matériaux argileux
étant très peu perméables, les vitesses de f ltration y sont très faibles, dans ce cas la vitesse
effective~Vσ peut être négligée. Il reste donc à estimer le tenseur de dispersion hydrodynamique,
soit un seul coeff cient en 1D. Par ailleurs, le coeff cient de partage est directement relié à
l’équilibre chimique local puisque l’effet des déviations engendrées par le transport ne sont pas
prises en compte. Ceci donne une fausse idée de l’existence de paramètres effectifs intrinsèques
au milieu. Au travers de cette prise de moyenne volumique on met directement en exergue les
effets croisés du transport et de la chimie. Af n d’illustrer cette interaction, citons le cas de la
diffusion multiespèce. L’eau contient différentes espèces, les unes chargées les autres neutres.
La dispersion hydrodynamique en l’absence de convection est modélisée par une tortuosité :
D†γ,xx = τxxD0. Après avoir négligé tous les effets de la réaction à l’interface sur le transport,
on s’attend à obtenir la même tortuosité pour toutes les espèces. L’expérience met en évidence
des diffusions effectives différentes pour les cations, les anions et les traceurs (neutre). Ceci est
la preuve que les phénomènes d’interface ont un impact signif catif, cependant la rétroaction
inverse n’est jamais mise en avant. Lorsque la réaction est supposée à l’équilibre, la limitation
de la réaction par le transport des réactants jusqu’à l’interface n’est pas prise en compte. Quant
au déplacement de l’équilibre global, dans une très large majorité d’expériences à diffusion
dominante il est imperceptible.
2.3 Résolution numérique et paramètres effectifs
Les équations locales et homogénéisées du transport de césium, ainsi que les problèmes
de fermeture, sont résolus par une méthode éléments f nis. Pour cela, le micro-pore est maillé
avec des triangles (P+2 ), le champ de vitesse est calculé en résolvant l’équation de Stokes pour
un f uide incompressible (Chapitre 1). La géométrie des micro-pores est très complexe, l’agen-
cement des lamelles en piles et en éventails rend impossible une reproduction f dèle. On se
limitera à des géométries extrêmement simples (empilement de cylindres en 2D) caractérisées
par leur porosité εγ et leur surface spécif que εσ. Après avoir écrit la formulation variationnelle,
chaque système discret est résolu de manière implicite. Les non-linéarités sont traitées avec un
algorithme de Picard (ou point f xe) ;
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lorsque le système présente une dérivée temporelle, la diminution du pas de temps suff t pour
accélérer la convergence. Par contre, dans le problème de fermeture non-linéaire la convergence
devient très diff cile à atteindre lorsque les déviations deviennent très grandes. Le problème de
fermeture fait également intervenir des relations intégrales :
〈
c˜γ
〉
γ = 0 et 〈s˜σ〉σ = 0. Numé-
riquement ces relations font intervenir un très grand nombre de noeuds, ce qui se traduit par
des lignes pleines dans la matrice à inverser. Le coût de la résolution numérique augmente
alors très fortement, pour des petits maillages (jusqu’à quelques milliers de mailles) ces rela-
tions sont résolues implicitement. Pour de plus grand maillages on aura recours à une méthode
explicite itérative (cf. Chapitre 3).
2.3.1 Cas diffusif avec réaction non-linéaire réversible
De part leur très petite taille, les micro-pores offrent une très grande résistance au passage
du f uide. La conductivité hydraulique proportionnelle au carré de leur longueur caractéristique
est de l’ordre de quelques centimètres par jour. Les matériaux argileux sont très souvent domi-
nés par la diffusion. Ceci est d’autant plus vrai dans notre conf guration puisque la phase f uide
entourant la granule vient en quelque sorte faire un « court-circuit » au passage de l’eau dans
les micro-pores. Lors d’un épisode de sorption, des limitations peuvent apparaître : soit c’est la
réaction elle-même qui limite la vitesse de réaction, soit c’est la diffusion qui limite la vitesse
d’arrivée des réactants vers la surface. Le rapport de ces temps caractéristiques est donné par
les nombres adimensionnels de Sherwood : S+h et S
−
h .
Comparaison du modèle homogénéisé à la simulation directe
Af n de tester l’ensemble des hypothèses adoptées lors du changement d’échelle, le mo-
dèle homogénéisé est comparé à la solution moyennée du problème direct. Sur un treillis de
10 pores les équations (2.26c), (2.26e) et (2.26f) sont résolues avec des conditions aux limites
de Dirichlet : cγ(0, t) = 1 et cγ(10, t) = 0. On s’intéresse, par exemple, au transfert de soluté à
travers une membrane poreuse entre deux réservoirs à des concentrations différentes [15, 149].
Initialement, les concentrations sont nulles dans tout le domaine : cγ(~x,0) = 0 et sσ(~x,0) = 0.
Puis, à chaque pas de temps, les champs de concentrations sont intégrés sur chaque pore et on
obtient ainsi les prof ls de concentrations moyennes. Cette solution est maintenant prise pour
référence, si le changement d’échelle est rigoureux le modèle homogénéisé conduira à la même
solution. Si les variations locales de concentrations sont mal approchées par les problèmes de
fermeture linéarisés (2.56) et (2.57) alors cela s’en ressentira sur l’évolution des concentrations
moyennes. Ces comparaisons sont menées pour trois vitesses de réactions différentes : diffu-
sion dominante S+h = S
−
h = 10
−3 (cas a), réaction dominante S+h = S
−
h = 10
3 (cas c) et un cas
intermédiaire S+h = S
−
h = 1 (cas b) (Figure 2.7).
La diffusion homogène et isotrope dans la phase f uide tend à homogénéiser les concentra-
tions. Aussi lorsque les nombres de Sherwood sont faibles on se rapproche de l’équilibre local.
Les déviations c˜γ et s˜σ sont très bien évaluées. Lorsque la réaction devient
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FIG. 2.7 – Comparaison du modèle homogénéisé à la simulation directe. Les concentrations volumiques
moyennes adimensionnées dans l’eau (C, en traits pleins) et les concentrations surfaciques moyennes adimension-
nées (S, en traits pointillés) sont tracées pour un temps intermédiaire et pour un temps long (régime permanent). De
gauche à droite les nombres de Sherwood augmentent.
dominante, les f uctuations augmentent et sont de moins en moins bien évaluées. Cependant,
même dans le cas c, le modèle homogénéisé se comporte quasiment comme la simulation di-
recte. Ceci se justif e puisqu’il s’agit d’un cas de retour vers un régime permanent à l’équilibre
thermodynamique.
La validation du modèle homogénéisé peut également se faire par une comparaison des
champs locaux de concentration avec les concentrations locales «reconstruites». Après avoir
calculé les concentrations moyennes Cγ et Sσ, connaissant le gradient ~∇Cγ il est possible d’éva-
luer les déviations de concentrations pour obtenir les concentrations locales cγ et sσ. Cette mé-
thode conduit à des champs de concentrations discontinus puisque les déviations sont calculées
séparément dans chaque pore sans que la continuité ne soit assurée.
Taux de réaction effectif
Le taux de réaction effectif est égal à la variation de la concentration sorbée : ∂tSσ =
φ⋆σχ(Cγ,Sσ). Lorsque les non-linéarités sont négligées dans le problème de fermeture, le co-
eff cient de réaction devient indépendant des quantités moyennes et il vaut φ†σ (Figure 2.8).
Lorsque la réaction est très faible on retrouve un cas d’équilibre local et on obtient naturel-
lement φ†σ = 1. Pour des nombres de Sherwood inférieurs à 1, le taux de réaction est une forme
linéaire. La surface φ†σ(S+h ,S−h ) peut être assimilé à un plan passant par (1,1,1) et caractéri-
sée par une pente identique dans les deux directions. Ce résultat correspond à l’approximation
faite par Whitaker pour une réaction linéaire irréversible, la déviation c˜γ était négligée dans la
condition à la limite du problème de fermeture. Enf n, lorsque la réaction devient dominante, le
coeff cient φ†σ décroît très rapidement. Cette décroissance n’est pas identique dans toutes les di-
rections, c’est-à-dire que pour deux équilibres différents (i.e., deux rapports S+h /S
−
h différents)
les comportements seront
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FIG. 2.8 – Coeff cient de réaction φ†σ en fonction des nombres adimensionnels de Sherwood : S+h et S−h .
différents. Cette diminution du taux de réaction est la quantif cation de la limitation de la réac-
tion par le transport des réactants, le temps nécessaire à homogénéiser la concentration dans le
pore est supérieur au temps caractéristique de la cinétique de sorption. On pourrait améliorer
ce traitement, mais cet objectif n’a pas été recherché ici.
2.3.2 Cas convectif avec réaction linéaire irréversible
Le cas des réactions linéaires irréversibles ne peut être qu’un cas limite dans des condi-
tions particulières [6, 83, 121]. En effet, un taux de réaction de la forme χ(cγ,sσ) = k+0 κcγ
signif e que la réaction ne connaît pas de limite. Pour la réaction de sorption du césium sur
l’argile, ce cas correspond au comportement aux temps courts c’est-à-dire lorsque sσ ≪ κ et
k+0 κcγ ≪ k−0 c1sσ.
Pour une vitesse d’écoulement et un taux de réaction donnés (Pe et S+h ), le modèle de trans-
port homogénéisé fait intervenir trois paramètres effectifs en 1D : la dispersion, le coeff cient
de réaction et la vitesse effective.
∂Cγ
∂t +
εσ
εγ
∂Sσ
∂t +
∂
∂x
(
V †γ Cγ−D†γ
∂Cγ
∂x
)
= 0 (2.67a)
∂Sσ
∂t −φ
†
σk+0 κCγ = 0 (2.67b)
Lorsque la vitesse du f uide est faible (Pe≪ 1) et la réaction lente (S+h ≪ 1) les paramètres
effectifs sont triviaux : V †γ = Vγ, D†γ = Dγ et φ†σ = 1. Pour quantif er les interactions entre le
transport du soluté et la réaction hétérogène, la dispersion active est comparée à la dispersion
passive obtenue pour k+0 κ = 0 et le taux de réaction effectif est comparé au taux de réaction à
vitesse nulle. Ce cas a déjà fait l’objet d’études, ainsi Dungan [78] traite le cas de la dispersion
active dans un tube capillaire qu’il compare ensuite à la dispersion passive donnée par Taylor-
Aris. Sur la f gure 2.9 l’écart sur les dispersivités est exprimé en pourcents pour une large
gamme de nombres adimensionnels : Pe ∈ [10−1,103] et S+h ∈ [10−3,103].
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FIG. 2.9 – Évolution de la dispersion hydrodynamique avec les nombres adimensionnels de Péclet et Sherwood.
C’est l’écart entre D†γ,xx et la dispersion passive qui est tracé.
Suivant le régime de dispersion, l’effet de la sorption n’est pas le même. En régime diffu-
sif, la réaction augmente la dispersion hydrodynamique alors qu’elle la fait décroître en régime
dispersif (Figure 2.9).
Le taux de réaction est affecté signif cativement par le transport uniquement pour des vi-
tesses élevées et lorsque la réaction est rapide. Quant à la vitesse effective, elle est accrue aux
forts taux de sorption et d’autant plus que la vitesse est élevée (Figure 2.10).
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FIG. 2.10 – Évolution de la vitesse apparente de convection V †γ,x pour différents nombres adimensionnels de
Péclet et Sherwood, elle est adimensionnée avec la vitesse moyenne du liquide Vγ,x.
2.4 Équilibre chimique global
Lorsque le déséquilibre local augmente, les déviations de concentrations c˜γ et s˜σ aug-
mentent et sont de plus en plus complexes à estimer. Sous l’inf uence de divers termes sources
dus à la convection, la diffusion ou la réaction hétérogène, le problème de fermeture complet
(2.51) permet d’estimer le taux de sorption effectif ainsi que
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l’isotherme d’équilibre moyenné. Reprenons l’équation (2.65) :
∂tSσ = 0 ⇔ φ⋆σ(~∇Cγ,Cγ,Sσ) ·χ(Cγ,Sσ) = 0 (2.68a)
⇔ χ(Cγ,Sσ)+Aχ(~∇Cγ,Cγ,Sσ) = 0 (2.68b)
Le coeff cient φ⋆σ prend une forme de plus en plus complexe lorsque le déséquilibre aug-
mente. Plusieurs étapes sont observées :
– la réaction n’est pas limitée par la diffusion : φ⋆σ ≈ 1
– quel que soit l’équilibre le coeff cient décroît linéairement : φ⋆σ ∝ S+h
– le coeff cient varie non-linéairement suivant l’équilibre observé : φ⋆σ = f (S+h ,S−h )
– le coeff cient varie avec les quantités moyennes : φ⋆σ = f (S+h ,S−h ,Cγ,Sγ,
∥∥∥~∇Cγ∥∥∥)
Cette dernière étape est particulièrement intéresssante puisqu’une dépendance du coeff -
cient avec les concentrations moyennes signif e que l’équilibre chimique est déplacé. Le pro-
blème de fermeture complet est résolu pour des nombres de Sherwood moyens (S+h = S
−
h = 20).
On montre que, pour un gradient de concentration fort (
∥∥∥~∇Cγ∥∥∥ > 1), les effets liés au terme
croisé c˜γs˜σ sont signif catifs (Figure 11).
FIG. 2.11 – Le signe du taux de réaction moyen (sorption en rouge ∂tSσ > 0, désorption en bleu ∂tSσ < 0) est
tracé en fonction des concentrations moyennes Cγ et Sσ pour deux valeurs du gradient moyen de concentration :∥∥∥~∇Cγ∥∥∥ = 5 à gauche, ∥∥∥~∇Cγ∥∥∥ = 10 à droite. Les vitesses de sorption et désorption sont f xées à S+h = S−h = 20. La
ligne continue noire correspond à l’équilibre thermodynamique sur l’interface : χ(Cγ,Sσ) = 0.
Dans des milieux réels à diffusion dominante, de tels gradients de concentration sont rare-
ments observés. Par contre, lorsque la convection devient dominante, les termes sources dans
le problème de fermeture deviennent beaucoup plus importants et ces effets de déplacement de
l’équilibre chimique peuvent être observés pour des gradients de concentrations beaucoup plus
faibles.
2.5 Synthèse
À l’échelle du micro-pore, les processus chimiques, tels que la sorption des cations sur une
surface chargée négativement, entrent directement en interaction avec le transport du césium.
Après avoir exposé l’origine de ces forces attractrices à l’échelle atomique,
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celles-ci sont modélisées par une condition à la limite. La sorption s’interprète alors comme
un échange de masse surfacique. La validité de cette approche repose essentiellement sur le
fait que le césium, présent uniquement en faible quantité, ne vient que perturber légèrement
l’équilibre chimique global du milieu. Dans la phase liquide les ions présents uniquement en
faibles quantités sont transportés par l’eau par convection et diffusion.
Une fois le modèle microscopique de départ établi, la prise de moyenne volumique a permis
de mettre en évidence des modèles macroscopiques ainsi que leurs conditions d’utilisations.
Dans le cadre de notre application, il s’avère que les non-linéarités de la réaction n’ont qu’un
impact très mineur sur le transport du césium. De plus, l’hypothèse d’une cinétique de sorp-
tion rapide sur les sites les plus accessibles des feuillets d’argile permet de réduire le transport
macroscopique à une seule équation de diffusion retardée. L’équilibre chimique n’est pas per-
turbé par la faible diffusion ; par contre, la diffusion effective doit tenir compte de la sorption
au travers d’un coeff cient de tortuosité active qui a priori est différent de la tortuosité vue par
un traceur. De nombreuses études, dans des domaines très variés, font état de la nécessité de
prendre en compte le phénomène de dispersion active ou de manière plus générale les interac-
tions entre le transports de réactants et les réactions chimiques [33, 83, 174, 180].
Lorsque l’on s’intéresse à des systèmes localement très perturbés avec des f uctuations de
concentrations très fortes (dues à un fort gradient de concentration ou une vitesse élevée) la
non-linéarité de la réaction de sorption impacte sur l’équilibre thermodynamique apparent. En
effet, la sorption et la désorption ne sont pas perturbées de la même façon et l’équilibre ther-
modynamique qui s’établit entre les concentrations moyennes Cγ et Sσ est décalé par rapport à
l’équilibre local entre cγ et sσ.
Ces résultats sur des géométries très simplif ées peuvent se révéler inappropriés par rap-
port à des géométries réelles. En effet, les répartitions des vitesses et des sites réactifs peuvent
être très différentes et des comportements radicalement différents peuvent être observés. Pour
illustrer ceci, on se réfère à une étude sur les milieux fracturés [171] qui montre un comporte-
ment différent de la dispersion active. Ceci est probablement à mettre en regard avec la notion
d’accessibilité des sites, cette notion sera discutée plus en détail dans le chapitre 3 sur un autre
exemple.
Chapitre 3
Transport à l’échelle du macro-pore
Dans ce chapitre on s’intéresse au comportement d’un soluté dans un mélange homogène
de granules de glauconie et de grains de sable de Fontainebleau. Le vide laissé entre ces so-
lides est entièrement occupé par de l’eau contenant divers ions. On suit plus particulièrement
le devenir des cations dont la progression dans les granules de glauconie est retardée par une
réaction de sorption.
Après avoir décrit et justif é le modèle à l’échelle du macro-pore, la méthode de prise de
moyenne volumique est appliquée af n d’obtenir un modèle à l’échelle de Darcy. On s’intéresse
plus particulièrement aux interactions entre la réactivité du milieu et son caractère dispersif.
3.1 Description du problème local
3.1.1 Transport mono-constituant monophasique
Comme à l’échelle du micro-pore, les concentrations sont suff samment faibles pour pou-
voir considérer que la densité du f uide ρα reste constante. La vitesse du f uide est calculée en
résolvant l’équation de Stokes indépendamment du transport de soluté. Dans la région Ωβ, on
suppose que la vitesse du f uide est nulle et que la réaction de sorption est très rapide. La migra-
tion du césium suit alors une loi de diffusion non-linéaire (cf. Chapitre 2). Dans la région Ωα,
seule la phase aqueuse est présente : le césium est advecté par un champ de vitesse hétérogène
~vα, la diffusion suit une loi de Fick qui se caractérise par le coeff cient Dγ. Quant à la phase
solide Ωs, elle est composée de silice inerte et imperméable, la concentration en césium y est
donc nulle.
∂cα
∂t +
~∇ ·
(
~vα cα−Dγ~∇cα
)
= 0 dans Ωα (3.1a)
∂
∂t
(
εγβ rβ cβ
)−~∇ ·(εγβ τγβ Dγ~∇cβ)= 0 dans Ωβ (3.1b)
Ces équations locales doivent être accompagnées de conditions initiales et de conditions
aux limites. Pour cela, on introduit les interfaces Aαs = Ωα∩Ωs et Aαβ = Ωα∩Ωβ ainsi que
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les interfaces entre le domaine considéré et le milieu extérieur Aαe. Une condition de f ux nul
est appliquée sur Aαs.
~nα ·
(
Dγ~∇cα
)
= 0 sur Aαs (3.2)
Sur la frontière extérieure du domaine, la condition à la limite peut être de type Dirichlet
(concentration imposée) ou Neumann (f ux imposé) :
cα = c
0
α (3.3a)
~nα ·
(
~vα cα−Dγ~∇cα
)
= ~nα ·
(
~vα c
0
α
)
(3.3b)
Lorsque la concentration sur Aαe a atteint la valeur c0α ces deux conditions à la limite sont
équivalentes, leur différence se situe donc aux temps courts. Numériquement, la condition de
Dirichlet est imposée avec un multiplicateur de Lagrange qui correspond au f ux nécessaire
pour imposer la concentration. Ce f ux devient alors une inconnue du système. Dans le second
cas, le f ux est connu et c’est la concentration qui augmente pour atteindre progressivement c0α.
Pour les cas tests utilisés, j’ai choisi cette seconde option puisqu’elle permet d’imposer avec
exactitude la quantité de matière dans le domaine et ceci indépendamment des pas de temps et
d’espace.
Enf n, les concentrations initiales doivent être imposées : cα(~x,0) et cβ(~x,0).
3.1.2 Condition de saut à l’interface milieu libre - milieu poreux
Le traitement de la condition de saut aux interfaces fait l’objet de nombreuses études. Lo-
calement, le passage d’un micro-pore au milieu libre est continu, ainsi les concentrations et les
f ux sont des quantités continues. Le processus de prise de moyenne volumique fait intervenir
un volume de contrôle dont les dimensions sont bien plus grandes que celles du micro-pore.
Dans chacune des phases homogènes, un modèle moyenné est obtenu avec des caractéristiques
propres. Cependant, il convient de déterminer le raccordement à l’interface de ces deux mo-
dèles, celà passe par l’obtention d’une condition de saut à l’interface à la fois sur le f ux et sur
la concentration. On peut également s’interroger sur le positionnement de cette interface. En
effet, cette interface entre les deux régions est symbolique, sa position apparaît alors comme
l’un des paramètres de la modélisation de la condition de saut.
On s’appuie sur de nombreux travaux [152, 208, 210, 227] qui traitent des problèmes mul-
tiples : diffusion de masse et de chaleur, transferts réactifs, convection. Dans tous les cas de
f gure, ces auteurs ont mis en évidence la nécessité de modéliser les quantités en excès. L’ob-
jectif est de développer une condition de saut dans le cas général d’une réaction chimique
non-linéaire sous cinétique et d’utiliser diverses hypothèses qui permettent de justif er le choix
d’une condition de saut simple.
Pour celà on introduit un volume de référence Ω∞, lorsque ce volume est situé au sein
d’une région homogène il permet de bâtir un modèle macroscopique. Lorsque ce volume se
trouve dans la zone de transition entre les deux régions (Figure 3.1), le volume d’intégration
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peut être décomposé en deux sous-domaines (Ω†α = Ωα ∩Ω∞ et Ω†β = Ωβ ∩Ω∞). L’interface
symbolique est alors notée Aαβ = Ωα ∩Ωβ et son intersection avec le volume d’intégration
est notée A †αβ = Aαβ ∩Ω∞. Ce volume ne répond plus au critère de séparation des échelles,
l’erreur générée par cette approximation doit être prise en compte et corrigée par une condition
de saut.
FIG. 3.1 – Prise de moyenne volumique au voisinage de l’interface.
Néanmoins, on peut écrire le résultat de cette intégration en faisant apparaitre des para-
mètres évoluants de façon continue avec la position ~x du centre du volume d’intégration. Pour
cela aucune hypothèse sur les longueurs caractéristiques n’est nécessaire.∫
Ωα∪Ωβ
εγ
∣∣
~x
∂Cγ
∂t dΩ = −
∫
Aα
~nα ·
(
εγ
∣∣
~x
(
~Vγ
∣∣∣
~x
Cγ− D
⋆
γ
∣∣∣
~x
·~∇Cγ
))
dA
−
∫
Aβ
~nβ ·
(
εγ
∣∣
~x
(
~Vγ
∣∣∣
~x
Cγ− D
⋆
γ
∣∣∣
~x
·~∇Cγ
))
dA
−
∫
Ωα∪Ωβ
εσ|~x
∂Sσ
∂t dΩ (3.4)∫
Ωα∪Ωβ
∂Sσ
∂t dΩ =
∫
Ωα∪Ωβ
φ⋆σ χ(Cγ,Sσ)dΩ (3.5)
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La description du non-équilibre local, i.e., l’impact des déviations locales doit prendre en
considération les variations des quantités moyennes au sein du volume d’intégration. Ochoa-
Tapia et Whitaker [163, 164, 162, 208] introduisent des grandeurs en excès pour rendre compte
des hétérogénéités de taille inférieure au volume d’intégration. Celà conduit à l’introduction de
termes non-locaux dans les équations moyennées.
εγ
∣∣
~x
D
⋆
γ
∣∣∣
~x
· ~∇Cγ
∣∣∣
~x
= εγ
∣∣
~x
Dγ ~∇Cγ
∣∣∣
~x
+Dγ
〈
~nγc˜γ
〉
σ
−
〈
~˜vγc˜γ
〉
γ
+Dγ
〈
~∇cγ
〉
γ,ex
− 〈~vγcγ〉γ,ex (3.6)
εσ|~x φ⋆σ|~x χ(Cγ
∣∣
~x
, Sσ|~x) = εσ|~x χ(Cγ|~x , Sσ|~x)+ k+0
〈
c˜γ (κ−Sσ− s˜σ)
〉
σ
+
〈
χ(cγ,sσ)
〉
σ,ex
(3.7)
Par ailleurs, on intègre les équations locales dans les régions homogènes sur les volumes
Ω†i (i = α,β). On suppose les grandeurs moyennes uniformes dans chacune des régions du
volume d’intégration avec un éventuel saut à l’interface. Les quantités en excès deviennent
négligeables et les paramètres effectifs, tels que la dispersion et le taux de réaction, sont indé-
pendants de la position du volume d’intégration. L’indice i est utilisé pour faire référence à la
région concernée. Ainsi, la teneur en phase f uide dans la région Ωα vaut εγα = 1 et la surface
spécif que est nulle εσα = 0. Dans la région Ωβ la convection est négligée :~Vγβ =~0. Concernant
la diffusion, on considère qu’elle est homogène et isotrope, dans la région α elle est égale à la
diffusion de l’espèce dans l’eau (D
⋆
γα = DγI). Dans la région β la diffusion est affectée par un
coeff cient de tortuosité (D
⋆
γβ = DγτγβI).∫
Ωi
εγi
∂Cγi
∂t dΩ = −
∫
Ai
~ni ·
(
εγi
(
~Vγi Cγi−D
⋆
γi ·~∇Cγi
))
dA
−
∫
Aαβ
~ni ·
(
εγi
(
~VγiCγi−D
⋆
γi ·~∇Cγi
))
dA
−
∫
Ωi
εσi
∂Sσi
∂t dΩ (3.8)
Par le même raisonnement, on obtient l’évolution du taux de sorption dans la région β, il
est caractérisé par le coeff cient effectif φ⋆σβ. Par différence entre (3.4) et (3.8), on montre que
la condition de saut à l’interface est régie par une équation de transport faisant intervenir des
quantités de surface en excès intégrées sur A †αβ. Enf n, le passage à une condition de saut locale
doit être acquise quel que soit la régularité de l’interface. Pour des surfaces planes, l’opération
ne pose pas de problème, cependant, pour les surfaces courbes cette hypothèse est plus délicate
[163, 226]. La condition de saut relie les f ux diffusifs normaux à l’interface via une équation
de transport portant sur la
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concentration de surface Cγs.
εγs
∂Cγs
∂t + εσs
∂Sσs
∂t = −
~∇s ·
(
εγs~Vγs Cγs− εγsD
⋆
γs ·~∇sCγs
)
+ ~nα ·
(
εγβ τγβ Dγ~∇Cγβ−Dγ~∇Cγα
)
− ~nα ·
(
εγβ~VγβCγβ−~VγαCγα
)
(3.9)
Les quantités indicées par un s ne sont déf nies qu’à l’interface, il s’agit d’une équation
de transport sur l’interface. L’opérateur ~∇s désigne la dérivation spatiale dans le système de
coordonnées de la surface Aαβ. La vitesse de convection ~Vγs et le f ux de dispersion D
⋆
γs ·~∇sCγs
sont tangents à l’interface. Cette condition à la limite fait intervenir des grandients surfaciques
et volumiques de concentration, Ochao-Tapia [163] relie les opérateurs de dérivation par un
opérateur de projection (~∇s = Ps ·~∇). De la même façon on met en évidence une équation de
transport à l’interface pour la quantité de surface sorbée en excès Sσs.
∂Sσs
∂t = φ
⋆
σs χ(Cγs,Sσs) (3.10)
N’oublions pas qu’af n d’obtenir un problème bien posé il faut spécif er la condition de saut
sur les concentrations Cγα et Cγβ. Le choix de modélisation qui est fait ici consiste à reporter
tous les effets de bords sur la condition de saut sur les f ux. Pour celà, on choisit d’imposer la
continuité des concentrations moyennes dans chacune des régions. Par conséquent, la concen-
tration de surface Cγs est également égale aux concentrations de part et d’autre de la frontière.
De plus, la continuité de la vitesse moyenne permet de négliger le transport convectif.
~nα ·
(
εγβ~VγβCγβ−~VγαCγα
)
= 0 (3.11)
Dans une très large majorité de situations, les excès en surface de transport et d’accumu-
lation sont négligeables par rapport aux termes sources diffusifs et réactifs. Lorsque le saut de
f ux est piloté par l’excès de réaction en surface, Wood et al. [226] et Valdés-Parada [208, 152]
montrent qu’il est possible d’exprimer le taux de réaction en excès en fonction des concentra-
tions moyennes.
εσs
∂Sσs
∂t =
〈
χ(cγ,sσ)
〉
αβ
= φ⋆s χ(Cγα,Sσα) (3.12)
Tout comme φ⋆γ dans la région homogène β, le coeff cient φ⋆s dépend de l’importance rela-
tive de la sorption/désorption et de la diffusion. Lorsque la diffusion domine, le non-équilibre
local n’est pas très marqué et φ⋆s ≈ 1. Lorsque la réaction devient plus rapide que la diffusion,
un état d’équilibre thermodynamique est atteint. Dans ce cas φ⋆s devient de plus en plus faible.
~nα ·
(
εγβ τγβ Dγ~∇Cγβ−Dγ~∇Cγα
)
−φ⋆s χ(Cγα,Sσα) = 0 (3.13)
Cγα−Cγβ = 0 (3.14)
108 Chapitre 3
Une autre voie de modélisation des conditions de saut à l’interface peut être considérée. En
effet, il est possible d’inverser les rôles joués par les f ux et les concentrations. Le f ux diffusif
est supposé continu à l’interface Aαβ. On introduit une condition de saut sur la concentration
[152], pour celà on fait apparaitre une résistance au transfert de masse ponctuellement sur la
frontière.
~nα ·
(
εγβ τγβ Dγ~∇Cγβ−Dγ~∇Cγα
)
= 0 (3.15)
R⋆s
(
Cγα−Cγβ
)−Dγ~∇Cγα = 0 (3.16)
La prise en compte d’un taux de réaction en excès dans la zone de transition entre les ré-
gions homogènes conduit à une condition de saut dans laquelle les f ux et les concentrations
sont couplés. À l’échelle du micro-pore, la réaction de sorption à la surface des feuillets d’argile
est supposée à l’équilibre thermodynamique. C’est l’apport de réactant par diffusion qui limite
la réaction. Tout comme l’accumulation de Cγs est négligée, on peut négliger l’accumultation
de Sσs dans la zone de transition. La condition de saut se limite ainsi à son expression la plus
simple, c’est-à-dire la continuité des f ux et des concentrations. En renommant les concentra-
tions Cγα = cα et Cγβ = cβ on obtient :
~nα ·
(
εγβ τγβ Dγ~∇cβ−Dγ~∇cα
)
= 0 (3.17)
cα− cβ = 0 (3.18)
3.1.3 Nombres adimensionnels
L’avancée du soluté dans la phase f uide est régie par l’importance relative des phénomènes
de convection et de diffusion. Pour quantif er leur temps caractéristique on introduit le nombre
adimensionnel de Péclet.
Pe =
∥∥〈~vα〉αα∥∥ lα
Dγ
(3.19)
Pour ce qui concerne le choix de la dimension caractéristique du milieu, nous avons choisi
une longueur lα caractérisant la phase α au travers d’une longueur de corrélation. Dans la suite,
nous faisons référence à ce nombre en tant que nombre de Péclet de cellule. Des études sur le
transfert de chaleur dans les milieux poreux ont montré que le diamètre hydraulique procure
une bonne longueur caractéristique [224]. Aussi, certains auteurs déf nissent un nombre de
Péclet de particule.
Pep =
∥∥〈~vα〉αα∥∥ dα
Dγ
εα
1− εα
où dα est le diamètre moyen des particules. Nous déf nirons également plus loin le nombre de
Péclet de colonne.
La vitesse de pénétration du soluté dans les particules d’argile dépend de nombreux para-
mètres tels que les proportions de phases, la géométrie du macro-pore, la réaction
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de rétention . . . Le rapport des diffusivités dans les deux milieux est caractérisé par εγβ et τγβ.
Lorsque le soluté est sorbé, la rétention retarde sa propagation dans la particule. Si la réaction
est linéaire la diffusion est toujours affectée de la même façon. Par contre, lorsque la réaction
est non-linéaire, le coeff cient de retard évolue avec la concentration. On construit ainsi un ratio
de diffusion entre les deux régions qui dépend de la concentration moyenne dans les particules
d’argiles.
τrβ = εγβ τγβ rβ(Cβ) (3.20)
Nous verrons par la suite que ce nombre est représentatif même quand la rétention est forte
et que des corrélations claires peuvent être établies entre ce nombre adimensionnel et l’échange
moyen à l’interface Aαβ.
3.2 Changement d’échelle
3.2.1 Prise de moyenne volumique
On intègre les équations locales sur chacune des phases contenues dans le volume de ré-
férence Ω0 (Figure 3.2), en utilisant les théorèmes sur l’inversion des opérateurs de dérivation
(en temps et en espace) et l’opérateur d’intégration, on obtient un nouveau système d’équations
décrivant l’évolution moyenne des concentrations. Pour celà on décompose les concentrations
ainsi que la vitesse en une grandeur moyenne intrinsèque et une déviation :
cα = 〈cα〉αα + c˜α (3.21a)
cβ =
〈
cβ
〉β
β + c˜β (3.21b)
~vα = 〈~vα〉αα +~˜vα (3.21c)
Dans la suite, nous adopterons les simplif cations de notation suivantes : Cα = 〈cα〉αα, Cβ =〈
cβ
〉β
β et ~Vα = 〈~vα〉
α
α. Ces moyennes intrinsèques sont reliées aux grandeurs globales par la
teneur volumique en chacune des phases (εα, εβ et εs). Par construction les moyennes des
déviations sont nulles.
Cette prise de moyenne des équations locales aboutit à un système de deux équations (une
pour chaque phase) portant sur les concentrations moyennes.
εα ∂tCα = −~∇ ·
(
εα~VαCα +
〈
~˜vα c˜α
〉
α
− εαDγ~∇Cα
−Dγ 〈~nαc˜α〉αβ−Dγ 〈~nαc˜α〉αs
)
+
〈
~nα ·
(
Dγ~∇c˜α
)〉
αβ (3.22)
On reconnaît, comme à l’échelle du micro-pore, des termes de convection et de diffusion
moyenne mais également des effets non-locaux. Dans l’argile :
εβ εγβ∂t
(
RβCβ
)
= ~∇ ·
(
εβ εγβ τγβ Dγ~∇Cβ + εγβ τγβ Dγ
〈
~nβc˜β
〉
αβ
)
(3.23)
+
〈
~nβ ·
(
εγβ τγβ Dγ~∇c˜β
)〉
αβ
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FIG. 3.2 – Système de double coordonnée associée à l’échelle du macro-pore
Les déviations de concentrations interviennent dans de nombreux termes de ces deux équa-
tions et il conviendra de les estimer.
Tous les échanges à travers l’interface Aαβ sont intégrés sous la forme d’un terme volu-
mique. Compte tenu de la condition à la limite choisie, la totalité de la masse est instantané-
ment transférée dans la région β. Ce transfert est modélisé par un terme puits dans l’équation
moyenne sur la phase f uide strictement égal au terme source dans l’équation de transport sur
la phase poreuse. La condition à la limite exprimant la continuité du f ux à l’interface donne
immédiatement : 〈
~nα ·
(
Dγ~∇c˜α
)〉
αβ +
〈
~nβ ·
(
εγβ τγβ Dγ~∇c˜β
)〉
αβ = 0 (3.24)
Quant aux effets de dispersion, il font intervenir une intégrale sur le domaine f uide d’un
terme croisé vitesse-concentration. D’autres termes interfaciaux interviennent également dans
les expressions des f ux moyens, ils sont notamment responsables de ce qu’on caractérise cou-
ramment par de la tortuosité.
Le terme d’accumulation dans l’équation portant sur la phase argileuse est également af-
fecté par les f uctuations de la concentration. En effet, lorsque le coeff cient de retard est non-
linéaire on peut le développer à l’aide d’une série de Taylor en supposant que les déviations
sont petites. On voit alors apparaître un retard moyen qui est la résultante du retard dû à la
concentration moyenne auquel s’ajoute un terme tenant compte du non-équilibre local dans le
grain d’argile.
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Rβ(Cβ)Cβ = rβ(Cβ)Cβ + r′β(Cβ)
〈(
c˜β
)2〉β
β + O
((
c˜β
)3)
(3.25)
Une hypothèse de séparation des échelles est nécessaire af n de négliger les variations des
quantités moyennes dans le volume d’intégration. Ainsi on peut supprimer des équations toutes
les quantités en excès.
3.2.2 Problème de fermeture
L’objectif du problème de fermeture est d’estimer les déviations de concentration c˜α et
c˜β. On sépare alors le calcul des concentrations en une évolution macroscopique régie par les
équations moyennées et un traitement local des déviations. Naturellement, ces deux systèmes
sont couplés puisque le non-équilibre local est à l’origine de nombreux phénomènes tels que la
dispersion et, réciproquement, les gradients moyens de concentrations mais également la diffé-
rence de concentration moyenne entre les régions α et β génèrent des f uctuations. Néanmoins,
l’hypothèse de séparation des échelles nous permet dans une certaine mesure de découpler les
deux sytèmes. Pour cela, on fait l’hypothèse de stationnarité des déviations. En effet les temps
caractéristiques liés au système local sont beaucoup plus petits que ceux liés à l’évolution ma-
croscopique des concentrations. On traite ainsi le système de déviations en régime stationnaire.
Le problème de fermeture s’obtient en faisant la différence entre les équations locales et les
équations moyennées. On obtient un système d’équations portant sur les déviations de concen-
tration [59] mais faisant également intervenir des quantités moyennes qui agissent comme des
termes sources. On réécrit également les conditions aux limites af n de faire apparaître les dé-
viations et les quantités moyennes.
Le système de fermeture est donc de nature intégro-différencielle. Plus précisément, il
s’agit d’équations de transport pour les déviations dans lesquelles apparaissent des moyennes
volumiques de ces mêmes déviations.
Le problème étudié, avec cependant quelques détails spécif ques, est réminiscent d’une
classe de problème qui a fait l’objet de nombreux travaux dans la littérature : le problème de
diffusion convection dans des systèmes à double milieux. Les diffcultés sont liées aux diffé-
rentes échelles d’espace et de temps qui apparaissent dans le problème. On distinguera deux
types de problèmes : les systèmes mobile/immobile, pour lesquels la convection est quasi nulle
dans un des milieux, et les systèmes mobile/mobile, pour lesquels la convection n’est négli-
geable dans aucun des milieux.
Commençons la discussion par le cas des systèmes mobile/mobile, purement diffusifs. Les
temps caractéristiques pour la diffusion à l’échelle du micropore vont dépendre du ratio τrβ, si
les dimensions caractéristiques des deux phases sont du même ordre du grandeur, et les temps
caractéristiques entre les deux échelles vont dépendre d’un facteur (l/L)2, qui est petit si on
suppose l’hypothèse de séparation des échelles. Si τrβ est
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très petit, les grains d’argile vont être le siège d’un phénomène de retard à la diffusion, qui
va découpler le comportement du champ de concentration dans cette phase du champ dans la
phase en écoulement. Ce phénomène de retard est décrit par de nombreux temps caractéris-
tiques associés aux propriétés de l’opérateur de diffusion sur la géométrie de grain considérée
[126]. Dans le cas où les temps caractéristiques sont très proches, les champs de concentration
(ou par analogie, des variables physiques comme la pression, la température) relaxent de la
même façon dans les deux phases. Une telle situation, appelée équilibre local, permet de déve-
lopper une représentation macroscopique à une équation, représentant le comportement moyen
du mélange de phases. Dans le cas contraire, plusieurs modèles approchés peuvent être mis en
place.
Les modèles les plus courants car intéressants à mettre en oeuvre sur le plan pratique par
leurs avantages en termes de coût de calcul, sont les modèles complètement macroscopiques
du type deux équations, une pour chaque phase. Ils ont été très popularisés dans le domaine du
génie pétrolier [16, 53, 181, 217]. La structure la plus simple fait appel à un terme d’échange
proportionnel à la différence des concentrations moyennes et un coeffcient d’échange constant
(à cause de l’analogie possible avec d’autres variables physiques, la littérature citée dans ce pa-
ragraphe n’est pas limitée stricto sensu au cas de champs de concentration). Un tel modèle ne
fait donc intervenir qu’un seul temps caractéristique à comparer à la famille inf nie du problème
diffusif original. Le choix de ce temps caractéristique va donc déterminer l’erreur commise par
rapport à la solution réelle à petite échelle. On trouvera dans [122, 126, 158] des éléments de
discussion sur les choix possibles. Si l’erreur commise n’est pas acceptable, il faut développer
des modèles qui conservent une plus large famille des temps caractéristiques du problème. En
conservant l’idée de modèles à deux équations, on peut introduire des convolutions en temps
qui gardent complètement [70, 154], ou partiellement [27, 47] les propriétés du spectre des
temps caractéristiques. Enf n, une grande classe de solutions se propose de traiter le problème
de manière mixte, une équation macroscopique est mise en place pour le milieu «rapide» et
le problème initial est résolu sur le milieu lent avec des conditions aux limites mixtes, i.e., la
concentration dans le milieu lent est égale à la concentration moyenne dans le milieu rapide
[?, 186]. Bien entendu, le modèle mixte peut conduire à des calculs lourds puisque la petite
échelle est conservée pour une des phases. On trouvera dans [94] une comparaison et une dis-
cussion des divers modèles.
Le cas des systèmes mobile/mobile a fait l’objet de moins d’attention, et présente de nom-
breuses diff cultés, par exemple pour l’utilisation de modèles mixtes. Des modèles à deux équa-
tions ont été proposés de manière heuristique [92], ou fondés sur des techniques de prise de
moyenne [5, 51, 52]. On se reportera à la littérature citée pour une discussion de ce cas qui
ne correspond pas à notre milieu de référence caractérisé par des grains d’argile très peu per-
méable.
Le critère de séparation des échelles nous permet à la fois de supposer le système de fer-
meture à l’équilibre mais également de négliger les termes de diffusion non-locale et
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de convection non-locale :
∂t c˜α ≪ ~∇ ·
(
~vαc˜α−Dγ~∇c˜α
)
(3.26a)
εβγ ∂t c˜β ≪ ~∇ ·
(
−εβγ τβγ Dγ~∇c˜α
)
(3.26b)
~∇ ·
(
Dγ 〈~nαc˜α〉ααβ
)
≪ ~∇ ·
(
Dγ~∇c˜α
)
(3.26c)
~∇ ·
(
εγβ τγβ Dγ
〈
~nβc˜β
〉β
αβ
)
≪ ~∇ ·
(
εγβ τγβ Dγ~∇c˜β
)
(3.26d)
~∇ ·
〈
~˜vαc˜α
〉α
α
≪ ~∇ · (~vαc˜α) (3.26e)
Ces hypothèses sont valides dans une grande majorité de milieux poreux homogènes. Ce
problème de fermeture permet une bonne estimation des paramètres effectifs du milieu poreux.
Nous verrons par la suite dans quels cas ces hypothèses ne sont plus vérif ées.
Problème F ⋆ :
Dans Ωα ~∇ ·
(
~vαc˜α−Dγ~∇c˜α
)
= −~˜vα ·~∇Cα + ε−1α sαβ
Dans Ωβ ~∇ ·
(
−εβγ τβγ Dγ~∇c˜α
)
= −ε−1β sαβ
Sur Aαs ~nα ·
(
Dγ~∇c˜α
)
= −~nα ·
(
Dγ~∇Cα
)
Sur Aαβ c˜α− c˜β = Cβ−Cα
Sur Aαβ ~nα ·
(
Dγ~∇c˜α− εβγ τβγ Dγ~∇c˜β
)
= −~nα ·
(
Dγ~∇Cα− εβγ τβγ Dγ~∇Cβ
)
Périodicité c˜α
(
~x+~li
)
= c˜α (~x)
Périodicité c˜β
(
~x+~li
)
= c˜β (~x)
〈c˜α〉α = 0〈
c˜β
〉
β = 0
sαβ =
〈
~nα ·
(
Dγ~∇c˜α
)〉
αβ
(3.27)
Les déviations de concentrations sont générées par des termes sources proportionnels à des
quantités moyennes, ils peuvent être volumiques ou surfaciques :
– ~˜vα ·~∇Cα : source convective exprimant l’action des variations de la vitesse sur les dé-
viations de concentration. Macroscopiquement, ce terme se traduit par des effets de dis-
persion. Intuitivement on comprend que, lorsque la vitesse augmente, sa déviation aussi
(puisque le f uide adhère aux parois) et qu’un plus grand effet dispersif est obtenu.
– ~nα ·
(
Dγ~∇Cα− εβγ τβγ Dγ~∇Cβ
)
: sources diffusives, elles expriment l’action de la diffu-
sion moyenne sur les déviations. Ce terme source surfacique agit dans le sens opposé
à celui de la diffusion, celle-ci s’en retrouve ralentie. Macroscopiquement ce terme se
traduit par une tortuosité.
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– Cα−Cβ : ce terme exprime l’action d’une différence moyenne de concentration. À l’in-
terface, le saut de déviation est piloté par ce terme. Par ailleurs, les déviations moyennes
devant rester nulles, cette source agit donc sur le f ux à l’interface.
Lorsque ces termes sources sont importants le déséquilibre local est très prononcé et les
déviations de concentrations sont grandes. Les effets des termes sources se superposent, ce-
pendant on note qu’ils s’expriment en fonction de trois quantités moyennes : ~∇Cα, ~∇Cβ et(
Cα−Cβ
)
. Ces quantités sont évaluées au centre de la celulle, i.e., en ~x. On écrit donc les
f uctuations de concentrations sous la forme de combinaisons linéaires.
c˜α = ~bαα ·~∇Cα +~bαβ ·~∇Cβ−aα
(
Cα−Cβ
)
(3.28a)
c˜β = ~bβα ·~∇Cα +~bββ ·~∇Cβ−aβ
(
Cα−Cβ
)
(3.28b)
Le problème de fermeture est linéaire, par conséquent il est possible de le décomposer en trois
sous-problèmes indépendants. De plus, ces sous-problèmes qui font intervenir les variables de
fermeture (~bαα,~bβα), (~bαβ,~bββ) et (aα,aβ) ne dépendent plus des quantités moyennes. Toutes
ces variables de fermeture sont périodiques et nulles en moyenne sur la phase où elles sont
déf nies. Enf n, lorsque l’on traite le passage de ces déviations à travers le f ltre de prise de
moyenne volumique, on estime leur effet sur le transport macroscopique. Cette estimation est
indépendante des variations temporelles et spatiales des concentrations macroscopiques.
Problème F †I :
Dans Ωα ~∇ ·
(
~vα~bαα−Dγ~∇~bαα
)
= −~˜vα + ε−1α ~sα
Dans Ωβ ~∇ ·
(
−εγβ τγβ Dγ~∇~bβα
)
= −ε−1β ~sα
Sur Aαs ~nα ·
(
Dγ~∇~bαα
)
= −~nαDγ
Sur Aαβ ~bαα−~bβα = ~0
Sur Aαβ ~nα ·
(
Dγ~∇~bαα− εγβ τγβ Dγ~∇~bβα
)
= −~nαDγ
~sα =
〈
~nα ·
(
Dγ~∇~bαα
)〉
αβ
(3.29)
Problème F †II :
Dans Ωα ~∇ ·
(
~vα~bαβ−Dγ~∇~bαβ
)
= ε−1α ~sβ
Dans Ωβ ~∇ ·
(
−εγβ τγβ Dγ~∇~bββ
)
= −ε−1β ~sβ
Sur Aαs ~nα ·
(
Dγ~∇~bαβ
)
= ~0
Sur Aαβ ~bαβ−~bββ = ~0
Sur Aαβ ~nα ·
(
Dγ~∇~bαβ− εγβ τγβ Dγ~∇~bββ
)
= ~nβ εγβ τγβ Dγ
~sβ =
〈
~nα ·
(
Dγ~∇~bαβ
)〉
αβ
(3.30)
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Les problèmes de fermeture F †I et F
†
II sont similaires. De nature vectorielle, les inconnues
~bi j nécessitent de résoudre un problème scalaire dans chacune des directions de l’espace. En
régime dispersif (Pe≫ 1), c’est le terme source ~˜vα qui domine le premier problème alors qu’il
est absent du second. ∥∥∥∥∥~bαα~bαβ
∥∥∥∥∥ ,
∥∥∥∥∥~bβα~bββ
∥∥∥∥∥≈ ∥∥∥~Vα∥∥∥ (3.31)
En régime diffusif (Pe ≪ 1), les deux problèmes sont pilotés par les termes sources surfa-
ciques. ∥∥∥∥∥~bαα~bαβ
∥∥∥∥∥ ,
∥∥∥∥∥~bβα~bββ
∥∥∥∥∥≈ Sαs + Sαβεγβ τγβSαβ (3.32)
Les systèmes que nous étudions sont composés majoritairement de sable (εβ/εs ≈ 0.05).
L’importance du second problème de fermeture va donc dépendre de la structuration du milieu
poreux. En effet, si le nombre de particules d’argile est très important la surface Sαβ est grande.
A contrario, lorsque le nombre de particules est faible la surface est minimale mais localement
le transport est fortement perturbé par la diffusion dans la particule.
Problème F †III :
Dans Ωα ~∇ ·
(
~vαaα−Dγ~∇aα
)
= ε−1α hαβ
Dans Ωβ ~∇ ·
(
−εγβ τγβ Dγ~∇aβ
)
= −ε−1β hαβ
Sur Aαs ~nα ·
(
Dγ~∇aα
)
= 0
Sur Aαβ aα−aβ = 1
sur Aαβ ~nα ·
(
Dγ~∇aα− εγβ τγβ Dγ~∇aβ
)
= 0
hαβ =
〈
~nα ·
(
Dγ~∇aα
)〉
αβ
(3.33)
Les variations de aα et aβ sont uniquement liées à la discontinuité sur Aαβ. On note alors
que, sans les contraintes 〈aα〉α = 0 et
〈
aβ
〉
β = 0, la solution devient triviale puisque deux fonc-
tions constantes sur chaque région satisfont le système. Les gradients sont alors nuls partout et
hαβ = 0. Ce sont les contraintes de moyennes nulles qui rendent impossible une autre solution
constante que la fonction nulle, par ailleurs, le saut à l’interface interdit cette solution. Il s’en
suit que la solution de ce problème de fermeture F †III ne peut être constante par morceaux et le
f ux moyen à l’interface ne peut être nul.
3.2.3 Formulation fermée des équations moyennées
La formulation du non-équilibre local nous permet de remplacer celles-ci dans les équa-
tions moyennées en faisant apparaître explicitement des paramètres effectifs indépendants des
concentrations moyennes et de leurs évolutions. On obtient ainsi la forme
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déf nitive des équations macroscopiques que l’on pourra utiliser pour décrire le transport réactif
d’un soluté à l’échelle de la colonne.
εα ∂tCα = −~∇ ·
(
εα~UααCα + εα~UαβCβ− εαKαα ·~∇Cα− εαKαβ ·~∇Cβ
)
−hαβ
(
Cα−Cβ
)
(3.34)
avec les coeff cients effectifs de transport exprimés avec les variables de fermetures :
εα ~Uαα = εα~Vα−
〈
~˜vαaα
〉
α
+Dγ 〈~nαaα〉αβ +Dγ 〈~nαaα〉αs +~sα (3.35a)
εα ~Uαβ =
〈
~˜vαaα
〉
α
−Dγ 〈~nαaα〉αβ−Dγ 〈~nαaα〉αs−~sβ (3.35b)
εα Kαα = εαDγI +Dγ
〈
~nα~bαα
〉
αβ +Dγ
〈
~nα~bαα
〉
αs
−
〈
~˜vα~bαα
〉
α
(3.35c)
εα Kαβ = Dγ
〈
~nα~bαβ
〉
αβ +Dγ
〈
~nα~bαβ
〉
αs
−
〈
~˜vα~bαβ
〉
α
(3.35d)
Certains de ces coeff cients effectifs sont classiques : Kαα est le tenseur de dispersion hy-
drodynamique, ~Uαα est la vitesse effective et hαβ est le coeff cient d’échange. D’autres termes
viennent s’ajouter, il s’agit de la vitesse croisée ~Uαβ et du tenseur de dispersion croisé Kαβ.
Ces variations par rapports aux vitesses moyennes proviennent essentiellement des termes
d’échanges interfaciaux. En effet, le passage du soluté de la phase α à la phase β agit directe-
ment sur le transport au travers du coeff cient d’échange hαβ mais aussi par l’intermédiaire de
correction du terme convectif. Quant à la dispersion hydrodynamique, elle est également affec-
tée par l’échange interfacial via la condition à la limite sur Ωαβ dans le problème de fermeture
F
†
I .
Dans la phase argileuse, l’absence de convection ne génère ni de dispersion ni de fortes
vitesses effectives. Néanmoins, les effets interfaciaux sont à l’origine de transferts qui se tra-
duisent à la fois par des effets convectifs mais également diffusifs. On retrouve un transport
macroscopique qui suit une équation de la même structure que le transport dans la phase li-
quide. Le transport est également affecté par un effet de retard moyen.
εβ ∂t
(
RβCβ
)
= −~∇ ·
(
εβ~UβαCα + εβ~UββCβ− εβKβα ·~∇Cα− εβKββ ·~∇Cβ
)
+hαβ
(
Cα−Cβ
)
(3.36)
avec les coeff cients effectifs de transports exprimés avec les variables de fermetures :
εβ ~U†βα = −εγβ τγβ Dγ
〈
~nαaβ
〉
αβ−~sα (3.37a)
εβ ~Uββ = εγβ τγβ Dγ
〈
~nαaβ
〉
αβ−~sβ (3.37b)
εβ Kβα = εγβ τγβ Dγ
〈
~nβ~bβα
〉
αβ (3.37c)
εβ Kββ = εγβ τγβ DγI + εγβ τγβ Dγ
〈
~nβ~bββ
〉
αβ (3.37d)
Changement d’échelle 117
Au regard des expressions des vitesses effectives et des diffusions effectives, on peut noter
qu’en régime diffusif elles sont du même ordre que les paramètres de transport effectifs dans la
phase f uide. Par contre, en régime dispersif, en l’absence de vitesse les seuls termes de trans-
ferts interfaciaux ne peuvent pas générer des effets convectifs et dispersifs aussi important que
dans la phase f uide. Seul le terme d’échange a une importance signif cative.
A l’échelle de la colonne, on peut caractériser le rapport entre les effects convectifs et les
effets dispersifs en introduisant un nombre de Péclet de colonne. La dimension caractéristique
est alors la longeur L de la colonne qui est de l’ordre du mètre (0,6 ≤ L≤ 1).
PeL =
(
Uαα +Uαβ
)
L
Kαα + Kαβ
Au total, et malgrè toutes les hypothèses déjà admises, cela fait un nombre important de
coeff cients effectifs pour décrire le transport macroscopique (sans compter les coeff cients
intervenant dans le calcul du coeff cient de retard effectif). L’identif cation d’autant de para-
mètres avec des résultats expérimentaux paraît très diff cile, on commence donc par une étude
de sensibilité af n de déterminer les paramètres dominants. On s’intéresse en premier lieu à des
études monodimensionnelles, cela diminue le nombre de paramètres. Cependant, le fait que les
gradients de concentrations dans les deux phases soient dans la même direction ne permet pas
de discriminer leurs effets sur le tranport global à l’échelle de la colonne. Il est donc néces-
saire de mettre en place un modèle simplif é dans lequel on aura négligé les termes les moins
importants af n qu’il puisse être utilisé pour l’interprétation de données réelles issues d’ex-
périmentations en colonne. La connaissance du cheminement vers ce modèle simplif é n’en
demeure pas moins importante puisqu’en cas d’imposssibilité d’interprétation il est primordial
de savoir quel terme négligé pourrait éventuellement en être la cause.
3.2.4 Homogénéisation de la réaction de rétention
Le retard non-linéaire provenant de la rétention ralentit la progression du soluté dans les
grains d’argile. Macroscopiquement, cela se traduit directement dans le terme d’accumulation
dans la phase argileuse. Il peut être approché par un coeff cient de retard moyen affecté par
l’impact de la déviation c˜β. Bien que le problème de fermeture soit linéaire et que l’on puisse
décomposer les déviations, la présence d’un coeff cient de retard non-linéaire génère des termes
supplémentaires variés. Pour cela, on injecte l’expression de la déviation dans l’équation (3.25).
Après un remaniement des équations on fait apparaître des coeff cients effectifs faisant inter-
venir les solutions des trois
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problèmes de fermeture.
εβRβCβ = εβ rβCβ
+ r′β
〈
~bβα⊗~bβα
〉
β :
(
~∇Cα⊗~∇Cα
)
+ r′β
〈
~bββ⊗~bββ
〉
β :
(
~∇Cβ⊗~∇Cβ
)
+ r′β
〈
a2β
〉
β
(
Cα−Cβ
)2
+ 2r′β
〈
aβ~bβα
〉
β ·
~∇Cα
(
Cα−Cβ
)
+ 2r′β
〈
aβ~bββ
〉
β ·
~∇Cβ
(
Cα−Cβ
)
+ 2r′β
〈
~bβα⊗~bββ
〉
β :
(
~∇Cα⊗~∇Cβ
)
+ . . . (3.38)
Tous ces termes supplémentaires sont d’ordre deux, ils ne peuvent avoir une importance
signif cative que si le coeff cient r′β est très grand.
r′β =−
εσβ
εγβ
κσβ(
Cβ +
c1γ
Ke
)2 (3.39)
Par ailleurs, lors de l’écriture du problème de fermeture stationnaire le retard rβ n’apparaît
pas. Intuitivement, on s’attend à ce que ce retard affecte également le transfert du soluté. On
verra ultérieurement comment tenir compte de ce phénomène avec un problème de fermeture
linéaire bien que la réaction ne le soit pas.
3.2.5 Modèle à équilibre local
Macroscopiquement, l’équilibre entre les phases est assuré par le taux d’échange hαβ. Ce
coeff cient a la dimension inverse d’un temps, il s’interprète donc comme le temps caractéris-
tique de mise à l’équilibre. À l’échelle locale, ce retour à l’équilibre est assuré par la diffusion à
travers l’interface Aαβ. Lorsque ces transferts sont plus rapides que la diffusion et la convection
dans chacune des régions du milieu poreux, l’équilibre peut être considéré comme instantané.
Dans ce cas, les concentrations Cα et Cβ sont suff samment proches pour pouvoir être correc-
tement représentées par une seule concentration.
∂t
{
εαCα + εβ rβCα
}
=−~∇ ·
(
εα
(
~Uαα +~Uαβ
)
Cα− εα
(
Kαα + Kαβ
)
·~∇Cα
)
(3.40)
Ces échanges interfaciaux sont du même ordre de grandeur que la diffusion. Pour un
nombre de Péclet et un rapport de diffusivité faible ce modèle est approprié. C’est le cas dans
des matériaux homogènes et très peu perméables où la diffusion domine et les contrastes de
diffusion et de réactivités sont faibles.
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La présence d’une sorption forte (où rβ peut atteindre 102 voir 103) et non-linéaire rend
cette simplif cation moins évidente. La réaction a pour effet de ralentir la progression du soluté
dans les grains d’argile, le contraste de « diffusivité effective » peut devenir signif catif. Cepen-
dant, la non-linéarité doit être prise en compte puisque rβ → 1 lorsque les sites de sorption sont
saturés. Dans les cas extrêmes, on se ramène au cas linéaire (saturation des sites immédiate,
concentration très faible par rapport aux capacités de sorption) mais, dans les autres cas, une
étude plus f ne doit être menée. Nous verrons notamment par la suite comment le coeff cient
d’échange hαβ est affecté par la réaction non-linéaire.
3.3 Propriétés effectives sur des cellules simples
Les éléments théoriques sur la changement d’échelle développés précédemment font état de
nombreuses hypothèses. Aussi, dans un premier temps, la géométrie du milieu est très simpli-
f ée. Après avoir validé la procédure depuis les équations locales jusqu’aux équations moyen-
nées, on s’intéresses aux paramètres effectifs du modèle à l’échelle de Darcy. Ceux-ci nous
rensigne sur le comportement du milieu en termes de transport macroscopique de soluté. Bien
qu’ils ne puissent être utilisés en tant que tels pour modéliser un milieu réel, des tendances
peuvent être mis en avant ainsi que de lois comportementales qui pourront être af nées à l’aide
d’un nombre réduit de paramètres callés sur l’expérience.
Dans un premier temps le milieu poreux est assimilé à un assemblage régulier de sphères
(en 3D) ou de cylindres (coupe en 2D) tous de la même taille. La géométrie locale est alors par-
faitement représentée par un seul pore. Après avoir résolu les équations de la mécanique des
f uides (le modèle de Stokes est utilisé dans une très large gamme de vitesses), les déviations
de concentration c˜α et c˜β peuvent être estimées avec une grande précision.
Les paramètres effectifs calculés constituent une première estimation des modèles de fer-
metures. Cette information qualitative permet, dans un premier de temps, d’estimer l’ordre de
grandeur des paramètres intervenants dans le modèle constitué des équations (3.34) et (3.36).
Cette première étape est essentielle, elle permet de justif er divers simplif cations af n de se
concentrer par la suite sur les paramètres les plus inf uents.
Enf n, bien que ces cellules simples ne représentent pas toute la réalité géométrique d’un
milieu réel, les modèles de fermeture dégagés pourront servir de base et être adaptés pour une
meilleure quantif cation des effets dûs aux déviations de concentration présentes dans un milieu
réel.
3.3.1 Validation sur deux cas linéaires
Af n de déf nir les limites de validité des différentes hypothèses, la procédure de change-
ment d’échelle depuis les équations locales jusqu’au modèle moyenné est testée
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sur des cas simples monodimensionnels. La sorption du soluté dans la région Ωβ est linéaire
(rβ = 1 et rβ = 5) et deux nombres de Péclet sont choisis (101 et 103).
FIG. 3.3 – Illustration de la procédure de validation du modèle homogénéisé.
S’agissant d’un résultat purement numérique, les erreurs provenant de la résolution des
équations sont rendues aussi faibles que possible pour dégager le comportement physique de
notre milieu poreux idéalisé. Pour cela, on s’affranchit des erreurs provenant de la convection
et des conditions aux limites en les choisissant judicieusement : débit total imposé dans le cal-
cul du champ de vitesse et f ux total imposé dans le calcul des champs de concentration. Ceci
nous permet ensuite de comparer des prof ls de concentration pour lesquels le centre de masse
est situé exactement au même endroit malgrè le fait qu’ils soient issus de simulations 2D/3D
pour la solution directe et 1D pour la solution du problème homogénéisé.
Enf n, pour s’affranchir des effets d’échelles, les équations résolues sont adimensionnées.
Les concentrations sont toutes divisées par c0, les VER s’étendent sur une longueur de 1 dans
la direction Ox et la vitesse moyenne Vα,x est normée. Les résultats de simulations présentés
ci-dessous ont été obtenus avec le code de calcul Cast3m par une méthode éléments f nis. Ces
équations de transport sont traités par les même méthodes que celles décrites dans le chapitre
1. Du point de vue numérique, aucun artif ce de décentrement n’est utilisé dans l’estimation
des f ux convectifs. L’utilisation d’un schéma centré garantit une excellente convergence des
résultats, de plus, la simplicité des géométries testées permet de mailler suff samment f nement
sans être inquiété ni par les limitations dues aux temps de calcul ni par la stabilité du schéma.
Dans tout ce processus, c’est le calcul du champ de vitesse qui est limitant puisqu’il s’agit d’un
calcul couplé entre une inconnue vectorielle (~v) et une inconnue scalaire (p).
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La géométrie choisie dans ces exemples est tridimensionnelle. Il s’agit d’un réseau cubique
à faces centrées de sphères pour ce qui concerne les grains de sable. Les particules d’argile, éga-
lement sphériques, sont ensuite placées dans les sites tétraédriques. Le tout est maillé par des
héxaèdres.
Après avoir résolu l’équation de Stokes sur une géométrie périodique, les variables de fer-
metures sont calculées sur cette même géométrie puis intégrées pour obtenir les paramètres
effectifs du transport. On peut ensuite calculer les champs de concentration moyens Cα(x, t) et
Cβ(x, t). La solution de référence est celle du problème direct. Les champs de concentrations lo-
caux cα(x, t) et cβ(x, t) sont intégrés sur chaque VER du treillis pour fournir les champs moyens
de référence Cˆα(x, t) et Cˆβ(x, t) où x correspond aux coordonnées du centre du VER (Figure 3.3).
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FIG. 3.4 – Pour un nombre de Péclet de pore faible (Pe = 10) et un contraste de diffusivité faible (τβ = 10−1),
le modèle direct est comparé au modèle moyenné issu du changement d’échelle. Deux coeff cients de retard sont
testés rβ = 1 (à gauche) et rβ = 5 (à droite).
En régime diffusif, lorsque le contraste de diffusivité entre les deux régions est faible, le
modèle homogénéisé parvient à décrire l’évolution des concentrations (Figure 3.4). Dans ces
cas très favorables, les f uctuations c˜α et c˜β sont faibles et très bien approchées par les pro-
blèmes de fermeture. On note que la présence d’un coeff cient de rétention linéaire n’impacte
pas sur la qualité du modèle moyenné, en effet, le coeff cient rβ n’apparaît pas dans les pro-
blèmes de fermeture permanents.
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FIG. 3.5 – Pour un nombre de Péclet de pore élevé (Pe = 103, rβ = 1), les modèles direct et mixte sont comparés
au modèle moyenné issu du changement d’échelle. L’un sous-estime les termes d’échanges alors que l’autre les
surestime.
En régime convectif (Pep ≫ 1) les simplif cations faites dans le modèle de fermeture at-
teignent leurs limites. Le caractère permanent des déviations induit des erreurs aux temps
courts, ainsi le coeff cient d’échange hαβ correspond à un optimum qui sous-évalue les f ux
aux temps courts. Quant au comportement aux temps longs, il peut également être affecté.
Dans la littérature on retrouve de nombreuses observations faisant référence au caractère non-
f ckien de la dispersion. Sur cet exemple numérique, on peut mettre en exergue ce phénomène
pour des nombres de Péclet très élevés (Pep ≥ 104). Sur des milieux réels cette limite peut être
beaucoup plus basse du fait des hétérogénéités du champ de vitesse à l’échelle microscopique.
Néanmoins, pour des vitesses d’écoulement fortes sur une géométrie simple, toutes ces dé-
viations sont relativement bien capturées par le problème de fermeture linéarisé (Figure 3.5).
On note cependant une déviation aux temps court, ce qui signif e que le temps nécessaire pour
que les déviations atteignent un état «permanent» augmente avec Pep.
Sur le graphique 3.5 f gure également un résultat obtenu pour un modèle mixte. Il s’agit
d’une combinaison d’équations à des échelles différentes. On fait l’hypothèse que la dispersion
est correctement représentée par le modèle de fermeture alors que le taux d’échange l’est moins.
Ce type de modèle est relativement lourd à mettre en oeuvre mais il permet de mettre l’accent
sur un des aspects du modèle qui nécessite un calcul plus précis. Dans le milieu «rapide» on
utilise l’équation macroscopique alors que le temps de relaxation du milieu lent est estimé à
l’aide d’un calcul précis uniquement dans la phase
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argileuse [?, 94, 186]. Dans la pratique, ce modèle fonctionne comme le modèle moyenné sauf
que le taux de transfert d’une région à l’autre n’est plus une constante mais une fonction qui
dépend de la position et du temps. Celui-ci est calculé par une résolution à l’échelle microsco-
pique de la diffusion dans un grain d’argile. Le lien entre les deux échelles est fait au travers
de la condition à la limite. La concentration moyenne dans le milieu rapide est appliquée sur
la frontière Aαβ et la quantité de masse transférée d’une région à l’autre est obtenue en inté-
grant le f ux à l’interface. Le résultat obtenu montre une surévaluation du terme d’échange et
n’offrait donc pas plus d’interêt que le modèle moyenné. Ce type de modélisation s’avère bien
plus coûteuse en temps de calcul mais il offre la possibilité de pouvoir complexif er le modèle
pour mettre l’accent sur des paramètres localement mal estimés par un problème de fermeture
permanent.
3.3.2 Dispersion passive
En l’absence de réaction et d’échange entre phases, la dispersion dépend uniquement de
la géométrie et du champ de vitesse. Pour des matériaux réels, la caractérisation des hétéro-
généités est essentielle pour comprendre ce phénomène. Celles-ci s’étendent de l’échelle du
pore à l’échelle du terrain avec, dans notre cas, une séparation nette. Sous cette hypothèse, et
en supposant que le milieu est isotrope, de très nombreuses études ont mis en évidence une
corrélation entre la dispersion et la vitesse d’écoulement. On distingue plusieurs régimes :
– Régime diffusif (Pep ≤ 10−1)
– Zone de transition (10−1 ≤ Pep ≤ 101)
– Régime dispersif (101 ≤ Pep ≤ 104)
– Régime inertiel (Pep ≥ 104)
Aux faibles vitesses, la diffusion domine et la présence de la matrice solide conduit à une
longueur de diffusion plus longue que la longueur du domaine. Ceci se traduit par une diffu-
sion plus faible que celle observée dans un milieu libre, le rapport des diffusivités est appelée
tortuosité et elle est comprise entre 0 et 1 (plusieurs déf nitions de cette grandeur existent).
En régime dispersif, ce sont les hétérogénéités du champ de vitesse à l’échelle du pore qui gé-
nèrent le phénomène d’étalement à grande échelle, la dispersion croît avec la vitesse. En régime
inertiel, la prise en compte des forces inertielles implique un champ de vitesse plus complexe
faisant apparaître notamment des couches limites et des zones de recirculation. Ces modif ca-
tions du champ de vitesse génèrent moins de f uctuations de vitesse qu’en régime laminaire et
la dispersion croît moins vite. Whitaker ([224]) illustre l’évolution de la dispersion hydrody-
namique en rassemblant des données expérimentales sur un même graphique adimensionné où
les quatre régimes se distinguent nettement (Figure 3.6). Sur cette f gure sont tracés les disper-
sions de milieux sableux présentant un caractère relativment ordonné, ce qui correspond à une
classe très précise de milieux poreux. Dans la réalité, les milieux sableux peuvent présenter des
hétérogénéités plus prononcées qui conduisent à des dispersion augmentant moins vite avec la
vitesse s’écartant moins du modèle de dispersion linéaire.
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FIG. 3.6 – Évolution de la dispersion hydrodynamique avec la vitesse d’écoulement. Résultats expérimentaux
obtenus sur des sables saturés en eau. Quatre régimes sont observés et une loi puissance est ajustée : 0.6 + 0.5×
Pe1.25p .
La dispersion est ainsi très couramment modélisée par un terme de diffusion dont le coef-
f cient est donné par une loi puissance faisant apparaître deux paramètres : la tortuosité et la
dispersivité. Dans ce cas, on suppose que la dispersivité croît linéairement avec la vitesse en
régime dispersif. Cette dernière hypothèse fait encore débat et de nombreuses études tentent de
répondre à cette question en introduisant une non-linéarité dans la loi.
Pour ce qui concerne la dispersion multidimensionnelle, en régime diffusif la dispersion
est affectée de la même façon dans toutes les directions, elle reste ainsi isotrope si le milieu est
géométriquement isotrope. En régime dispersif, en supposant une dépendance linéaire avec la
vitesse, le tenseur de dispersion est construit avec deux grandeurs : la dispersivité longitudinale
(λl) et la dispersivité transversale (λt ). Beaucoup moins de choses sont connues sur la disper-
sion transversale, dans de nombreuses expériences sur des milieux réels tri-dimensionnels, ces
effets sont très diff ciles à observer compte tenu des incertitudes qui règnent par ailleurs [73].
On retrouve très souvent une modélisation grossière en supposant que ce rapport est indépen-
dant de la vitesse : λl ≈ 10λt . Tout comme en monodimensionnel, le tenseur de dispersion est
construit linéairement avec le vecteur vitesse.
Kαα,i j =
(
τ+ λt
∥∥∥~Vα∥∥∥) δi j +(λl −λt) Vα,iVα, j∥∥∥~Vα∥∥∥ (3.41)
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On comprend alors que l’introduction d’une non-linéarité dans la loi de dispersion devient
extrêmement complexe en trois dimensions puisque a priori, il faudrait au minimum deux
paramètres supplémentaires (un coeff cient pour la direction longitudinale et un autre pour
les directions transversales) pour la caractériser. Aussi, ce type de modélisation n’est utilisé
que dans des cas monodimensionnels simples alors que dans les cas plus complexes (multi-D,
hétérogène, géométrie complexe, . . .) on se contente d’une relation linéaire.
3.3.3 Dispersion active
Lorsque le milieu poreux présente, à l’échelle porale, des échanges de masse entre diffé-
rentes phases ou interactions entre différents constituants au sein d’une même phase, la disper-
sion est affectée et on parle alors de dispersion active. Ceci fait alors explicitement référence à
une réaction chimique. Dans notre cas, le transfert de masse a lieu entre deux régions auquel
s’ajoute une réaction homogénéisée. Ce qui est, dans la suite, appelé dispersion active est l’ad-
dition des effets double-milieu et de réactivité du milieu argileux.
Lors du transport d’un constituant, ces termes d’échanges interviennent directement sur la
concentration et a fortiori sur sa f uctuation. Le problème de fermeture, qui traduit le déséqui-
libre local de concentration, est modif é et également les paramètres effectifs qui en découlent.
Dans le cas d’une réaction linéaire (concentration faible comparée à la capacité de sorption),
la réaction peut être vue comme un « retardateur » de la progression du soluté. L’effet de la
sorption et de la diffusion au sein de matériau « micro-poreux » interviennent de la même fa-
çon sur le transport macroscopique. C’est pourquoi la somme de ces deux effets est résumée
en un seul coeff cient τβ. Compte tenu de la taille caractéristique des pores et des capacités de
sorption des illites, ce paramètre peut évoluer sur plusieurs décades. Aussi un grand intervalle
est balayé pour pouvoir observer les différences.
Cette étude vise à comprendre le comportement de sol de type sableux, on s’intéresse donc
à des proportions faibles en argile (5% maximum). Dans la nature, on peut trouver des couches
géologiques essentiellement constituées d’argile mais, en surface, les sols, soumis aux aléas de
l’érosion, peuvent être constitués d’argile dans des proportions allant jusqu’à 20%. De plus, les
résultats théoriques de modélisation doivent pouvoir être testés en laboratoire, les temps de ma-
nipulation ne doivent pas excéder quelques jours. La capacité de sorption, la quantité d’argile et
le débit circulant à travers la colonne nous permettent d’estimer le temps de résidence du soluté.
La résolution des problèmes de fermeture pour une géométrie et des paramètres (Pe et
τβ) donnés permet de calculer cette dispersion active. Celle-ci est tracée en fontion des deux
paramètres sur l’intervalle [Pe,τβ]∈ [10−3,103]× [10−3,100] (Figure 3.7). Comme indiqué lors
du changement d’échelle, la dispersion s’exprime au premier ordre par le rapport de la teneur
volumique et de la diffusivité. Af n de travailler uniquement
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avec des grandeurs adimensionnées on représente Kαα/(εαDγ).
Les effets dispersifs « classiques » cités dans le paragraphe précédent sont bien modéli-
sés par le modèle homogénéisé. On retrouve en régime diffusif une dispersion affectée par
la tortuosité alors qu’en régime convectif les hétérogéités du champ de vitesse font croître la
dispersion. Nous reviendrons plus tard sur l’aspect quantitatif de cette modélisation. On note
que la présence de l’argile entraîne des conséquences différentes sur la dispersion hydrodyna-
mique suivant le régime. En régime diffusif, la dispersion longtudinale est accrue, la tortuosité
active est plus grande que la tortuosité passive. En régime convectif, la tendance s’inverse et
la dispersion est amoindrie. La frontière entre ses deux effets est très nette, elle se situe à
Kαα/(εαDγ) = 1. Quant à la quantif cation, à un nombre de Péclet donné la dispersion peut va-
rier de 20% mais cette variation reste faible comparée à sa variation avec le nombre de Péclet
(Figure 3.7).
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FIG. 3.7 – Dispersion active sur un VER simple.
La dispersion transversale doit, elle aussi, être comparée à εαDγ. Tout comme la disper-
sion longitudinale, en régime diffusif, la dispersion transversale est affectée par une tortuosité.
Après un régime transitoire où elle suit la même croissance que la dispersion longtidunale, elle
croît nettement moins vite aux nombres de Péclet élevés. Toutefois, il est probable que ce com-
portement soit lié au manque de complexité de la cellule représentative, comme cela a pu être
observé sur un problème plus simple mais comportant des effets de dispersion active à cause
d’échanges entre phases [3]. Ceci vient contredire l’hypothèse communément admise d’un rap-
port constant entre les dispersivités (de l’ordre de 1/10). Quant aux termes extra-diagonaux du
tenseur de dispersion, ils sont
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beaucoup plus faibles. Cependant ils ne sont pas nuls et les régimes transitoires entre diffusion
et convection sont complexes. Bien que celà ne soit pas très sensible, on note tout de même une
différence venant de la non-isotropie de la géométrie.
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FIG. 3.8 – Évolution de la dispersion hydrodynamique transversale avec le nombre de Péclet et la tortuosité.
Ces calculs de paramètres effectifs sont réalisés sur une cellule unitaire simple mais ne
présentant pas d’isotropie. Néanmoins, en régime diffusif, les tortuosités longitudinale et trans-
versale sont très proches, l’anisotropie n’est donc pas très marquée. Ceci justif e la réduction
de la tortuosité à un seul paramètre. Il en est tout autrement en régime convectif. Dans le cas
d’une vitesse moyenne suivant l’axe Ox, le dispersion présente non seulement des comporte-
ments différents dans les directions longtudinales et transversales mais également des termes
extra-diagonaux différents. Des résultats similaires sont obtenus lorsque la vitesse suit l’axe
Oy, les dispersivités étant légèrement différentes du fait de la non isotropie. Compte tenu des
symétries de la géométrie, ces deux directions correspondent à des cas limites que l’on retrouve
en effectuant une rotation de pi/3. Lorsque l’angle entre la direction de la vitesse moyenne et
l’axe Ox balaye l’intervalle [0,pi/3], le tenseur de dispersion n’évolue pas linéairement. En ef-
fet, ce sont les hétérogénéités du champ de vitesse local qui pilotent la dispersion. Tout ceci
conduit à une loi de dispersion qui ne peut plus être synthétisée par une combinaison linéaire
des composantes du vecteur vitesse moyen associé à des dispersivités [201].
Pour conclure, le calcul du tenseur de dispersion montre une dépendance complexe avec le
champ de vitesse moyen. Compte tenu du peu d’argile présent dans le milieu, le
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FIG. 3.9 – Évolution des termes extra-diagonaux de la matrice de dispersion hydrodynamique avec le nombre de
Péclet et la tortuosité.
caractère double-milieu ne peut à lui seul induire des répercussions notables sur la dispersion
hydrodynamique. Cependant, la rétention, si elle est forte, peut venir exacerber ce caractère
dual et ainsi donner lieu à une dispersion plus faible de quelques pourcents. On met ici en
évidence des différences de fond entre la géométrie élémentaire utilisée et un materiau réel.
Tout d’abord, le taux de croissance de la dispersion longitudinale avec la vitesse moyenne est
ici de l’ordre de 1.7. Il est à comparer aux mesures expérimentales qui donnent une valeur de
l’ordre de 1 à 1.2 et aux cas de la dispersion de Taylor-Aris dans un tube capillaire qui donne
une pente de 2. De plus, la non-isotropie de notre matériau n’est pas très réaliste. Tout ceci
nous a conduit à imaginer une cellule plus complexe qui pourrait mimer un milieu désorganisé
tout en restant relativement simple à construire (paragraphe 3.4).
3.3.4 Vitesse effective de transport
Lorsque le soluté progresse dans le milieu poreux par convection, bien que la dispersion
vienne étaler les fronts de concentration, le centre de masse du panache se déplace à la vitesse
moyenne ~Vα en l’absence d’échange et de réaction chimique. Dans un double-milieu poreux,
les échanges de masses entre les deux phases ralentissent l’avancée du panache (ou l’accélèrent
s’il y a désorption) mais ces effets sont conjugués à une modif cation des vitesses effectives de
transport. Ainsi, on voit naître un terme convectif supplémentaire de la forme ~Uαβ alors que
la vitesse convective ~Vα est elle aussi transformée en ~Uαα. Chose plus surprenante, des termes
convectifs entrent dans la composition du modèle moyenné pour la phase argileuse.
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L’expression de ces vitesses effectives données par les équations (3.35a), (3.35b), (3.37a)
et (3.37b) montre une dépendance de ces grandeurs avec les variables de fermetures aα et aβ
mimant l’impact de l’échange à l’interface sur le transport. On notera également une faible
dépendance avec les autres variables de fermetures et notamment leurs f ux à travers l’interface
Ωαβ. Les écarts constatés entre les vitesses effectives de transport et les vitesses convectives
du f uide porteur ne peuvent donc s’expliquer que par la présence d’un échange entre les deux
milieux.
Bien que la théorie du changement d’échelle prévoit l’apparition de vitesses effectives ~Uβα
et ~Uββ non nulles, les calculs menées sur des cellules simples montrent qu’elles sont très faibles
et n’atteignent qu’une fraction inf me de la vitesse convective du f uide ~Vα (Figure 3.11). Des
études viennent conf rmer cette analyse [95] cependant parfois, pour plus de précision, ces
termes sont tout de même pris en compte [52]. Dans un mileu poreux réel, tout comme les effets
de dispersion, ces effets convectifs ne peuvent avoir qu’une importance mineure. Ce n’est pas
le cas des deux autres vitesses effectives ~Uαα et ~Uαβ dont l’amplitude peut atteindre quelques
pourcents de la vitesse du f uide. Ceci est essentiellement dû à la présence des déviations de
vitesse ~˜vα non seulement dans les problèmes de fermeture mais également dans l’expression
même de ces vitesses effectives.
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FIG. 3.10 – Uαα,x
Compte tenu des remarques précédentes, on retrouve logiquement une vitesse effective
Uαα,x égale à Vα,x lorsque l’échange s’annule (τβ → 0) et qui augmente avec le nombre de Péclet
(Figure 3.10). La transition du régime diffusif au régime convectif est complexe puisqu’aucune
monotonie dans l’évolution n’est observée.
130 Chapitre 3
−0.4
−0.3
−0.2
−0.1
0.0
−3−2−10123
−3
−2
−1
0
Uαβ,x
Vα,x
log(Pe)
log(τβ)
0.00
0.05
0.10
0.15
0.20
−3−2−1
0
1
2
3−3
−2
−1
0
Uαβ,y
Vα,x ×103
log(Pe) log(τβ)
FIG. 3.11 – Uαβ,x et Uαβ,y
Pour le transport dans la phase f uide, les deux vitesses convectives ont des comportements
similaires mais opposés. Aussi, l’amélioration du modèle au niveau des termes convectifs peut
être traduite en utilisant un seul paramètre ~P pour décrire l’inf uence de l’échange de masse.
Au niveau de la phase argileuses, les vitesses effectives sont négligées puisque la vitesse du
f uide l’est aussi.
~UααCα +~UαβCβ ≈ ~VαCα +~P(Cα−Cβ) (3.42a)
~UβαCα +~UββCβ ≈ ~0 (3.42b)
3.3.5 Échange entre phases
Les f ux de matière entre les régions α et β sont contrôlés par la diffusion. Ainsi, lorsque
la vitesse d’écoulement du f uide augmente, le temps caractéristique lié à cet échange devient
plus grand que le temps caractéristique de la convection. Alors qu’à faible Péclet l’équilibre
des concentrations entre les phases est assuré, à grand nombre de Péclet le caractère double
milieu prend tout son sens.
Les équations d’évolution des concentrations moyennes issues de la prise de moyenne vo-
lumique font apparaître un terme d’échange donné par la moyenne du f ux à l’interface. A
fortiori, ce terme d’échange n’a pas de raison d’être constant, cependant, sous certaines hypo-
thèses on a pu montrer que la « force motrice » est le différentiel de concentration moyenne
entre les deux régions. On calcule ainsi avec un problème de fermeture permanent un coeff -
cient d’échange hαβ qui correspond à une estimation du coeff cient réel, aux temps courts les
échanges sont sous-estimés alors qu’aux temps
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longs ils sont sur-estimés. On espère ainsi qu’au court du régime transitoire, pendant lequel
l’échange est non-nul, notre estimateur ne s’écarte pas trop de la réalité.
Compte tenu de l’origine diffusive de ces échanges, en toute première approximation le co-
eff cient hαβ suit une évolution en 1/Pe. Cependant, avec la convection, le gradient de concen-
tration à l’interface Ωαβ augmente et il en va de même du f ux qui lui est directement propor-
tionnel. hαβ diminue ainsi moins vite lorsque le Péclet devient élevé (Figure 3.12). Ce résultat
est en grande partie conditionné par le caractère périodique de l’écoulement retenu, à la fois
en vitesse et déviation [4]. C’est ce comportement, et plus précisément la transition du régime
diffusif au régime dispersif, que le modèle de fermeture permet de modéliser. Par ailleurs, le
ratio de diffusivité εγβ× τγβ entre les deux milieux joue également un rôle important. Lorsque
ce rapport est très faible, le paramètre hαβ croît linéairement tandis qu’il croît nettement moins
vite en s’approchant de 1.
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FIG. 3.12 – Taux d’échange à l’interface entre les deux régions hαβ
Lorsque le soluté est sorbé dans la région β, si la rétention est très forte, la diffusivité
apparente dans les grains d’argile peut être réduite de plusieurs ordres de grandeur. En effet,
lorsque la concentration est très faible, la sorption ralentit la progression du soluté alors que,
lorsque les sites de sorption sont saturés, le soluté diffuse à la même vitesse qu’un composé
passif. Ce changement de comportement est piloté par l’état de saturation de la périphérie
des grains d’argile. Aux très faibles concentrations, la sorption est maximale et le gradient est
très fort, ce qui conduit à un échange important. Lorsque celle-ci est saturée, le gradient de
concentration devient faible et le f ux à l’interface
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chute, bien que l’intérieur du grain soit loin d’être saturé.
Dans le problème de fermeture F †III , ce changement de comportement ne peut être modélisé
en tant que tel puisqu’il s’agit d’un phénomène transitoire. Pour pouvoir estimer correctement
le gradient de concentration à la périphérie des grains d’argile, le taux de réaction rβ(cβ)
∣∣
Ωαβ
doit être quantif é. On suppose que ce taux de réaction est relativement constant sur l’interface
et qu’il peut être estimé en première approximation par la concentration moyenne Cβ dans le
grain d’argile.
r(cβ)
∣∣
Ωαβ
≈ 〈r(cβ)〉αβ ≈ 〈r(cβ)〉β ≈ r(〈cβ〉β) (3.43)
On comprend alors que, dès lors que la phase β présente une faible surface d’échange, les
moyennes surfaciques et volumiques sont signif cativement différentes. Dans la mesure où la
phase β est constituée d’un grand nombre de grains, on estime que cette hypothèse est réaliste
pour l’application qui nous concerne. Le terme d’échange, qui ne peut plus être pris constant,
est modulé par la prise en compte d’un coeff cient de tortuosité réactif τrβ = εγβτγβrβ(Cβ).
εβ∂t
(
Rβ(Cβ)Cβ
)
= hαβ(Cβ) ·
(
Cα−Cβ
)
(3.44)
Finalement, on obtient un modèle de transport réactif dont le caractère double milieu est
très accentué par l’énorme capacité de stockage de l’argile. Cependant, cette rétention a une
rétroaction sur le coeff cient d’échange qui accélère la mise à l’équilibre.
Pour illustrer ce phénomène non-linéaire, une simulation directe à l’échelle du macropore
est réalisée. Après avoir calculé le champ de vitesse, les équations locales du transport sont ré-
solues avec les paramètres suivants : τβ = 10−1, Pe = 102. Un seul site de sorption est modélisé
par un coeff cient de retard dans les granules d’argile :
rβ = 1+
κ
Ke + cβ
avec κ = 10−1 et Ke = 10−3 (3.45)
Pour des concentrations très faibles, le coeff cient de distribution vaut Kd = 102. On ob-
tient alors des forts gradients de concentration dans les granules d’argiles, avec les méthodes
éléments f nis standard utilisées dans cette simulation avec Castem, la capture de ces fronts de
concentration très raides requiert un maillage adéquat. Ceci permet de maitriser les oscillations
numériques inerantes au schéma utilisé. De plus, la faible valeur de la constante d’équilibre
(ke = 10−3) impose également des contraintes sur la précision requise. Des méthodes numé-
riques adaptées permettent d’améliorer la précision dans le cadre chimie-transport [41].
Les évolutions temporelles des grandeurs macroscopique sont obtenues par intégration sur
chaque VER (Figure 3.3). Le transfert de masse de la région α vers la région β est calculé par
intégration du f ux sur l’interface Aαβ. Quant au taux de sorption
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dans l’argile, il est estimé à partir de la concentration moyenne (notation simplif ée, Cβ = Cγ,β
et Sβ = Sσ,β) :
Fαβ =
∫
Aαβ
~n ·
(
Dα
~∇cα
)
dA (3.46a)
∂Sβ
∂t = κK
e
∂Cβ
∂t(
Ke +Cβ
)2 (3.46b)
En première approximation, l’échange de masse peut être modélisé par un terme propor-
tionnel à l’écart de concentration Cα−Cβ. Comme indiqué précédemment, pour des nombres
de Péclet raisonnables (ici, Pe = 102), en l’abscence de sorption ou lorsque celle-ci est linéaire,
ce modèle reproduit f délement les transferts à l’interface. Lorsque la non-linéarité de la sorp-
tion devient signif cative, le f ux diffusif à l’interface est affecté. La sorption vient accélérer la
mise à l’équilibre. Ce phénomène est illustré sur la f gure 3.13, on montre ici que le rapport
entre le f ux moyen et l’écart de concentration est plus élevé durant la sorption.
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FIG. 3.13 – Illustration du transfert de masse avec sorption non-linéaire
Cet exemple simple, vient acréditer la nécessité de prendre en compte les effets transitoires
dus à la non-linéarité de la sorption qui, à présent, n’apparaissent pas dans le problème de
fermeture.
3.4 Propriétés effectives sur des cellules complexes
La capacité du modèle macroscopique à reproduire la réalité passe à la fois par une bonne
description des phénomènes physiques mais également par une f ne description
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de la géométrie [57]. L’existence d’un volume élémentaire représentatif pour les milieux homo-
gènes permet de nous limiter à un motif périodique. Toute la diff culté consiste à bien choisir
ce volume d’intégration à commencer par sa taille l0. Combien de pores sont nécessaires pour
obtenir une représentation correcte du milieu ? Jusqu’à quel niveau de description faut-il des-
cendre dans la représentation d’un pore ? Ces questions sont d’une importance primordiale en
vue de l’obtention de paramètres effectifs réalistes.
Par ailleurs, le degré de description de la géométrie nécessaire à une bonne modélisation
macroscopique dépend également du phénomène modélisé lui-même [148]. Ainsi Bear [21]
souligne la différence fondamentale sur l’homogénéisation dans des cas diffusifs et convectifs.
Certains phénomènes viennent mettre en exergue des détails de la géométrie auxquels d’autres
phénomènes sont insensibles.
Les résultats observés sur les cellules simples montrent que, pour des porosités relativement
élevées (εα ≥ 30%), les paramètres effectifs calculés sur des cellules 2D ou 3D sont très proches
et suivent sensiblement la même évolution avec les nombres adimensionnels. Au contraire,
lorsque la porosité devient trop faible, les résultats obtenus sur les cellules 2D s’écartent beau-
coup de la réalité puisque les grains modélisés par des disques se rapprochent pour fermer la
porosité au passage du f uide. Pour des teneurs de l’ordre de εs = 60% et εβ = 5% on se limitera
aux cellules 2D.
Concrètement, une cellule élémentaire complexe se traduit directement en nombre de mailles
nécessaires dans les simulations numériques. Lorsque la diffusion domine et si le rapport des
diffusivités dans les milieux est faible alors les déviations sont faibles et relativement lisses.
Lorsque des effets convectifs apparaissent des déséquilibres plus importants apparaissent et
la bonne représentation des gradients locaux des déviations requiert un maillage plus f n. Par
ailleurs, le calcul du champ de vitesse ~vα (Stokes ou Navier-Stokes) est plus lourd que la ré-
solution d’une équation scalaire. On voit alors, d’une façon évidente, apparaître la limitation
par la puissance de calcul. Sans avoir recours au calcul parallélisé, la reformulation des algo-
rithmes de résolution et un choix judicieux de la méthode d’inversion des systèmes linéaires
permet de traiter des géométries de plusieurs centaines de pores nécessitant des maillages de
plusieurs millions de nœuds. Pour donner un exemple, de nombreuses relations intégrales ap-
paraissant dans divers systèmes d’équations (débit total imposé, intégrale nulle des déviations)
sont traitées de façon implicite à l’aide d’une relation linéaire reliant un très grand nombre de
nœuds. Avec un maillage de plusieurs dizaines de milliers de nœuds ce type de raisonnement
ne permet pas une résolution avec un temps de calcul acceptable. Toujours dans un soucis de
précision, les maillages peuvent être raff nés ; la diff culté ici est d’avoir un maillage adapté à
la fois au calcul du champ de vitesse et au calcul des déviations de concentrations.
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3.4.1 Représentation géométrique d’un VER
Le premier constat que nous pouvons faire est la complexité à reproduire toute la géométrie
d’un grain de sable ou d’une particule d’argile. Nous les assimilerons donc à des disques ou des
sphères avec des rayons moyens. Cependant, toutes les particules ne sont pas du même rayon,
on représente cette diversité en prenant en compte la granulométrie réelle du milieu. Celle du
sable est facilement estimable par tamisage. On dispose des fractions massiques sur les dia-
mètres des grains pour différentes gammes (Figure 3.14). On accède alors au rayon moyen et à
l’écart-type : rs ≈ 95.3µm et σs ≈ 19.3µm et on fait l’hypothèse d’une répartition gaussienne.
Cependant, on dispose de beaucoup moins d’information sur la taille des particules d’argiles,
il est très probable que leurs tailles soit très variables.
Diamètre [µm] % réel % gaussienne
> 500 0,14 ≈ 0
250 − 500 14,13 14,33
200 − 250 45,94 46,23
125 − 200 38,29 38,53
100 − 125 1,09 0,82
50 − 100 0,36 0,09
< 50 0,05 ≈ 0
FIG. 3.14 – Granulométrie du sable de Fontainebleau
Se pose ensuite la question de l’arrangement de ces particules. Dans un milieu poreux réel
l’empilement des grains est très complexe, des voûtes peuvent se former, selon la granulométrie
on peut observer des phénomènes de ségrégation, de stratif cation... Compte tenu du fait que
notre milieu artif ciel est fabriqué en laboratoire, on considère qu’il est parfaitement homogène.
Aussi nous considérons que l’arrangement des grains est relativement proche d’un empilement
à compacité maximale (hexaédrique en 2D, cubique à faces centrées en 3D). Quant à l’arran-
gement des particules d’argile, il a très probablement un impact sur le coeff cient d’échange.
A fraction volumique égale, la présence de nombreuses petites particules offre une plus grande
surface d’échange que peu de grosses particules. Si cette fraction volumique devient très petite,
la probabilité de trouver une particule d’argile diminue et une bonne représentation passe par
l’augmentation de la taille du VER. Seule une observation du milieu peut donner une idée de la
répartition de la phase argileuse.
Dans un milieu granulaire réel, l’arrangement en trois dimensions est très complexe. Il
est évident que nous ne pouvons pas reproduire toutes les connexions mécaniques ponctuelles
entre les grains. L’hypothèse d’assimiler les grains à des sphères nous permet de supposer que
les grains ne sont pas nécessairement connectés. Pour des raisons numériques, nous faisons
l’hypothèse supplémentaire de l’existence d’une distance minimale
136 Chapitre 3
entre les grains. L’espace poral étant maillé af n d’y résoudre numériquement des équations,
l’existence de mailles très déformées ou présentant des angles très aigüs pose des probèmes.
FIG. 3.15 – Illustration de la géométrie réelle et de la géométrie simplif ée associée.
Malgrè toutes ces hypothèses simplif catrices, on espère capter l’essentiel des effets géo-
métriques conduisant à la formation de chemins préférentiels et à des zones de quasi-stagnation
du f uide. Considérer un VER de quelques dizaines de pores nous permet une bonne représen-
tation de la diversité des volumes disponibles pour l’advection et la diffusion des solutés.
Af n de tester la bonne représentativité du milieu, les géométries artif cielles sont générées
de façon aléatoire. Cela nous permet notamment de comparer les résultats et éventuellement de
les moyenner sur plusieurs réalisations. Il est primordial dans cette étude de tester la conver-
gence de nos résultats avec la taille l0 du volume d’intégration. Af n d’estimer, a priori et
rapidement, le nombre de pores nécessaires à la bonne représentation de toute la diversité du
milieu on peut se baser sur des paramètres géométriques donnés par les équations (2.31). Eγ
est le moment d’ordre 1 de l’indicatrice de phase, il s’agit d’une mesure de la porosité, Cγγ est
le moment d’ordre 2. On se donne alors un critère à partir duquel on considère que ces deux
propriétés géométriques sont invariantes. Cela donne un premier apperçu de la taille l0 du VER,
cependant l’obtention de paramètres effectifs ayant convergés avec l0 n’est pas nécessairement
acquise. En effet, certains effets géométriques ayant peu d’impact sur les fonction Eγ et Cγγ
peuvent être exacerbés par certains phénomènes physiques.
On constate que l’espérance de γs (moment d’ordre 1) converge très rapidement vers la te-
neur volumique moyenne. Avec un volume d’intégration de la dimension de 3 à 4 pores, l’erreur
commise n’est plus que de 10−4. Cependant, la convergence de la fonction d’autocorrélation
(moment d’ordre 2) est beaucoup plus lente. Lorsque que l’on trace Cγγ (hx , l0), on observe des
oscillations de la taille moyenne des pores, elles diminuent très lentement et il faut atteindre
une taille de VER environ 7 fois supérieure à la taille des pores pour converger.
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Pour des raisons de simplicité de mise en œuvre et d’implémentation, nous fabriquons une
fenêtre rectangulaire de notre milieu poreux (Figure 3.17).
FIG. 3.16 – Exemple de VER complexe contenant 576 pores avec des teneurs en sable et en argile de εs = 0.60
et εβ = 0.05. La distribution des rayons des grains de sable suit une loi gausienne dont l’écart type vaut σα/rα =
σβ/rβ = 0.2. Les particules d’argiles sont toutes de la même taille et occupent 75 % des pores.
3.4.2 Vers une loi de dispersion linéaire
La dispersion longitudinale est calculée en résolvant le système de fermeture F †I sur des
géométries périodiques complexes caractérisées par une porosité et une granulométrie simpli-
f ée (gaussienne). Au préalable, l’équation de Stokes est résolue af n d’obtenir le champ de
vitesse moyen et ses déviations locales.
La présence de pores de différentes tailles et formes a pour conséquence directe de rendre
plus douce la transition du régime diffusif au régime dispersif (Figure 3.18). En régime diffusif,
l’évolution de la tortuosité avec la taille du VER n’est pas très importante, on note également
que la convergence est très rapide puisqu’au delà de 100 pores
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FIG. 3.17 – Exemple du champ de vitesse (vα,x calculé en résolvant l’équation de Stokes) dans un VER complexe
contenant 196 pores avec des teneurs en sable et en argile de εs = 0.60 et εβ = 0.05. La distribution des rayons des
grains de sable suit une loi gausienne dont l’écart type vaut σα/rα = σβ/rβ = 0.2. Les particules d’argiles occupent
75 % des pores.
l’évolution n’est plus visible. En régime dispersif, le comportement se rapproche des observa-
tions expérimentales dans le sens où la dispersion croît beaucoup plus lentement, on passe ainsi
d’une loi puissance en Pe1.65 à Pe1.3. Mais le changement le plus éclatant se situe au niveau de
la dispersivité, celle-ci est multipliée par plus de 400 ! Ceci a pour conséquence de décaler la
transition diffusif/dispersif de près de deux décades vers les faibles nombres de Péclet.
Ces résultats conf rment le sentiment de dépendance de la taille du VER avec le phénomène
observé. En augmentant la taille du VER, la dispersion calculée converge vers une limite assez
proche de ce qui a pu être observé expérimentalement sur des matériaux sableux inertes. Le pa-
radoxe ici est la nécessité de prendre en compte une géométrie complexe de plusieurs centaines
de pores pour parvenir à modéliser un phénomène de dispersion dont l’échelle caractéristique
donnée par la dispersivité est de l’ordre de grandeur du pore. C’est l’interaction complexe entre
différents pores qui donne naissance à la dispersion plutôt que la réaction d’un pore.
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FIG. 3.18 – Dispersion longitudinale Kαα,xx calculée pour différentes géométries. Le VER1 correspond à un
empilement hexagonal régulier, alors que les autres VER sont composés de disques dont la répartition de taille est
gaussienne : VER2 composé de 100 pores, VER3 324 pores et VER4 576 pores. Deux lois puissance sont tracées : la
droite (a) 0.8×Pe1.3 et la droite (b) 0.0018×Pe1.65 .
3.4.3 Influence de la structuration du milieu sur l’échange entre phases
Comme pour la dispersion, la connaissance de l’arrangement des particules, et, de façon
plus générale, la structuration du milieu, est capitale pour bien comprendre les échanges entre
les différentes régions présentes à l’échelle du VER. À l’échelle de la colonne, le mélange
d’argile et de sable est homogène. Connaissant la proportion d’argile et la taille moyenne des
particules, on en déduit un volume minimum à considérer. Bien plus important encore, la taille
des particules impacte directement sur la surface de l’interface permettant l’échange de matière.
C’est la notion de surface d’échange et son accessibilité qui est discutée dans ce paragraphe.
Pour celà on se donne un VER de quelques dizaines de pores (36 dans les calculs présentés
ci-dessous) sur lesquels on calcule le coeff cient d’échange hαβ pour différentes répartitions des
particules d’argiles. Les teneurs volumiques sont f xes (εs = 0.6 et εβ = 0.05), c’est le nombre
de particules d’argile qui varie et par conséquent la surface d’échange Sαβ. La tortuosité interne
dans la région β est f xée à 0.1 alors que différents nombres de Péclet sont testés pour observer
l’évolution de l’accessibilité de la surface d’échange en fonction des régimes.
Pour une surface d’échange donnée, le coeff cient d’échange hαβ suit le même compor-
tement que celui décrit pour les cellules simples. Cependant, des différences notables appa-
raissent lorsqu’on observe l’évolution avec la surface d’échange. Lorsque le nombre
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FIG. 3.19 – Évolution du coeff cient d’échange hαβ (pour des VER respectant εα = 0.35 et εβ = 0.05) en fonction
de la surface Sαβ de l’interface Aαβ.
de Péclet est faible, la diffusion domine et la surface d’échange est très accessible. Dans ce cas,
le coeff cient d’échange augmente relativement vite avec la surface d’échange. Dans le résultat
présenté sur la f gure 3.19, on fait varier la surface en augmentant ou diminuant le nombre de
granules de glauconie (disques en 2D) dans le VER, aussi, la surface d’échange Sαβ est pro-
portionnelle au carré du rayon des granules (toutes de la même taille). On note que, plus la
surface d’échange est grande, plus la transition est tardive. Au contraire, lorsque le nombre de
Péclet est élevé la surface est toujours peu accessible, dans ce cas l’augmentation du coeff cient
d’échange avec Sαβ est lente et régulière.
Ces résultats conf rment une hypothèse de modélisation fréquemment rencontrée qui consiste
à supposer le terme d’échange proportionnel à la surface d’échange. De plus, on montre la li-
mite de cette modélisation aux cas des forts nombres de Péclet qui correspondent à des acces-
sibilités de la surface d’échange très faibles. Lorsque l’accessibilité est très élevée on constate
également que hαβ devient indépendant du Pe. L’évolution de l’échange devient là encore di-
rectement reliée à la surface d’échange mais avec une croissance beaucoup plus forte.
Ce commentaire doit être tempéré par des observations réalisées à partir de calculs réa-
lisés sur des surfaces complexes dans le context de la dispersion active correspondant à des
problèmes de dissolution : si la surface devient très complexe (fractale, par exemple) il y a un
problème de «cutoff» dû au caractère diffusif des problèmes traités, ce qui fait que la surface
spécif que ne devient plus le paramètre pertinent, mais une longueur caractéristique (taille des
grains par exemple, distance entre gouttes ou grains
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dans le cas de la dispersion active du type dissolution) au carré.
3.5 Modèle opérationel à l’échelle de la colonne
À l’échelle de la colonne, on s’appuie sur les simulations effectuées pour réduire le nombre
de paramètres et ne préserver que les effets dominants des interactions entre les échanges aux
interfaces et le transport [1, 87]. Le modèle opérationel qui en résulte nécessite trois paramètres
effecifs : la dispersivité, le taux de transfert et un coeff cient correctif de la convection. Les
autres paramètres sont considérés comme des caractéristiques directement mesurables : les
teneurs volumiques en eau et argile, la vitesse moyenne du liquide et les propriétés chimiques
du milieu.
εα ∂tCα = −~∇ ·
(
εα~VαCα + εα~P
(
Cα−Cβ
)− εαKαα ·~∇Cα)
−hαβ
(
Cα−Cβ
)
(3.47a)
εβ ∂t
(
RβCβ
)
= hαβ
(
Cα−Cβ
)
(3.47b)
Rβ = 1+
N
∑
i
κi
Kei +Cβ
(3.47c)
Ci-dessous, sont présentés deux résultats de simulation à l’échelle de la colonne. Compte
tenu de la forte perméabilité du milieu, on se place dans des conditions à convection domi-
nante avec un nombre de Péclet de colonne de 1000. Dans ce cas, et en présence d’un échange
important avec l’argile, la vitesse effective de convection est corrigée de 5 %. Deux valeurs
du coeff cient d’échange hαβ sont testées, elles mimes des structurations différentes du milieu.
Dans notre cas cela s’interprète comme des surfaces d’échanges Sαβ différentes. L’ensemble
des paramètres utilisés sont résumé dans la f gure 3.20, pour des raisons de précision, l’échelle
temporelle est adimensionnée par le temps caractéristique lié à la convection.
Les concentrations moyennes dans l’eau et dans l’argile simulées sont présentées sur la
f gure 3.21. Dans le cas où le coeff cient de transfert est relativement important (cas a), le
décalage du prof l de concentration dans l’argile est essentiellement dû au retard lié à la sorp-
tion. Lorsque l’échange diminue, l’effet double milieu devient plus prononcé (cas b). Sur ces
courbes, la non-linéarité de la réaction de sorption, et plus particulièrement la saturation pro-
gressive des sites, n’est pas très perceptible. Seul un effet de « seuil » est visible, il semble
que la concentration dans l’argile reste nulle et augmente subitement ! Sur la f gure 3.22, les
mêmes concentrations que dans le cas a sont tracées en échelle logarithmique. On voit alors
apparaître clairement les trois sites de sorption. Dans l’exemple choisi, les trois constantes de
réaction sont suff semment distinctes (de plusieurs ordres de grandeur) pour pouvoir obser-
ver ce phénomène, dans la réalité l’isotherme de sorption peut présenter des paliers beaucoup
moins prononcés et avoir une allure différente.
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Teneur en eau εα = 0.35
Teneur en argile εβ = 0.05
Vitesse du f uide Vα,x = 1
Dispersion Kαα,xx = 0.001
Taux d’échange h(a)αβ = 1, h
(b)
αβ = 0.3
Correction de la convection Px = 0.05
Nombre de sites N = 3
Capacités des sites κ1 = 0.5, κ2 = 0.1, κ3 = 0.01
Constantes de réaction Ke1 = 10−1, Ke2 = 10−4, Ke3 = 10−8
Pas d’espace ∆x = 0.001
Pas de temps ∆t = 0.003
Critère de convergence résidu < 10−12
FIG. 3.20 – Paramètres de simulation du transport réactif en milieu saturé.
3.6 Discussion sur les modèles et conclusion
L’expression des fortes hétérogénéités locales de concentration sur le transport à l’échelle
de Darcy a été approchée par de nombreuses voies de modélisation. Dans cette étude, à l’échelle
du macro-pore, les hétérogénéités proviennent de la répartition des phases et du champ de vi-
tesse. La méthode de prise de moyenne volumique appliquée à des cas semblables [3, 52, 128,
152, 161, 162, 174, 226, 227] aboutit à une modélisation essentiellement basée sur des systèmes
à deux équations. Ces modèles ont été testés sur des données expérimentales [204, 213, 214,
215] et ils ont donné des résultats satisfaisants. Pour des conditions expérimentales données,
ces modèles parviennent à reproduire l’évolution des concentrations mesurées. Les paramètres
des modèles sont ajustés sur les résultats expérimentaux. Par contre, très peu d’études tentent
de tester l’évolution de ces paramètres avec les conditions opératoires, tout particulièrement
les paramètres qui contrôlent les échanges entre phases. Pour ce qui concerne la dispersion,
son comportement avec la vitesse de f ltration est beaucoup plus étudié. Le développement de
modèles basés sur des réseaux simplif és de pores a permis de mettre en évidence le caractère
non-linéaire de la dispersivité avec la vitesse. En effet, plusieurs études révèlent une crois-
sance plus rapide, une loi puissance faisant apparaître un coeff cient mL compris entre 1.1 et
1.3 est obtenu [28, 29]. Cette méthode permet également d’étudier des milieux réactifs [134].
Quant aux modèles LDF (Linear Driving Force), ils sont particulèrement bien adaptés aux mi-
lieux réactifs, les hétérogénéités de concentration provenant essentiellement du non-équilibre
chimique [200]. En outre, le concept peut être étendu [189] et sa simplicité permet une large uti-
lisation dans des applications industrielles. Le retour du système à l’équilibre est mimé par une
cinétique du premier ordre, la diff culté consiste alors à bien identif er l’origine de ce déséqui-
libre local de concentration. Ensuite, la modélisation par une loi simple conduit à un modèle
consistant avec néanmoins des insuff sances dans les transitoires rapides. Ce principe
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FIG. 3.21 – Simulation du transport réactif en milieu saturé. Prof ls de concentration moyenne dans l’eau (Cα/c0)
et dans l’argile (Cβ/c0) aux temps t = 0.03, 0.3, 0.6 et 0.84.
peut être étendu, en identif ant plusieurs sources de déséquilibre, plusieurs lois cinétiques
peuvent être utilisées dans un modèle qualif é de Multi-Rate Mass Transfer [105]. Ce concept
est également à rapprocher de la théorie dîte de Linear Driving Force [61].
Pour certains milieux poreux plus désorganisés, bien qu’ils ne soient pas nécessairement
réactifs, le comportement dispersif ne peut pas être décrit par un phénomène de mélange du
type loi de Fick. La modélisation des f ux convectifs et dispersifs doit alors être revue. Ces
limitations sont mises en évidence sur de nombreux cas expérimentaux [56, 125, 115], on parle
alors de transport anormal. Cette notion sera détaillée dans le chapitre 4 sur le transport en
milieu non-saturé.
Dans ce chapitre, le caractère double milieu est mis en évidence pour des écoulements ra-
pides. Un modèle à deux équations ressort d’un changement d’échelle par prise de moyenne
volumique. Ce processus prend en compte les modèles de diffusion retardé discuté dans le cha-
pitre 2. Les différentes hypothèses adoptées ainsi que leur domaine de validité sont détaillés.
La résolution des problèmes de fermeture a permis de décrire le transport du soluté à l’échelle
de Darcy en terme de paramètres effectifs. Après avoir validé la méthode sur des cas simples,
les différentes dépendances des paramètres effectifs ont été testées. Il en résulte un modèle opé-
rationnel simplif é, avec un nombre réduit de paramètres, dont l’importance relative est décrite
en fonction des différents nombres adimensionnels caractérisant le système.
La modélisation du transport de polluant dans le mélange de sable et de granules d’argile
nécessite l’estimation de trois paramètres : le taux d’échange entre les phases,
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FIG. 3.22 – Simulation du transport réactif en milieu saturé. Prof ls de concentration moyenne dans l’eau (C(a)α )
et dans l’argile (C(a)β ) tracés en échelle logarithme aux temps t = 0.03, 0.3, 0.6 et 0.84. Les trois droites horizontales
correspondent aux constantes de réaction Kei .
la dispersivité ainsi qu’un paramètre responsable d’une convection accrue en cas de désorp-
tion ou au contraire diminuée en cas de sorption. Sur des milieux poreux très simplif és, il a
été montré que ces deux derniers paramètres sont très sensibles à la vitesse d’écoulement du
f uide. Au contraire, le taux d’échange est très dépendant de la diffusion dans les granules et
bien plus encore à la réaction de sorption. Cependant, cette étude a également mis en évidence
la dispersion active, pour des sorptions très fortes la dispersion peut être réduite alors que la
tortuosité est accrue. De la même façon, le taux d’échange augmente lorsque la convection aug-
mente. Les fortes vitesses générant des gradients de concentration élevés proche de l’interface,
l’échange de masse par diffusion peut doubler alors que le caractère double milieu se renforce.
Enf n, sur des géométries plus complexes, prenant en compte une granulométrie et une
structuration plus complexe du milieu, la dispersivité simulée par le problème de fermeture
donne des résultats plus réalistes. L’apparition de chemins d’écoulement préférentiels conduit à
une augmentation beaucoup plus lente de la dispersion avec la vitesse. Enf n, pour des nombres
de Péclet élevés on retrouve une dépendance linéaire du taux d’échange en fonction de la sur-
face de l’interface. L’importance de l’accessibilité des granules d’argile faiblit.
Ces résultats purement théoriques et partiellement validés par des expériences numériques
nécessite une conf rmation expérimentale permettant l’impact réel sur des milieux naturels de
grande complexité.
Chapitre 4
Transport polyphasique
Dans la zone non-saturée du milieu poreux, le transport d’un soluté est affecté de plusieurs
façons par la présence de gaz. Une fois le champ de vitesse déterminé pour chacune des phases,
la progression du soluté peut être modélisée par un système à deux équations. Dans ce chapitre,
on se propose d’étudier plus précisément un aspect de cette interaction : la dépendance de la
dispersivité longitudinale avec le taux de saturation. Après avoir posé le problème général ainsi
que le changement d’échelle pour un soluté volatile, des problèmes de fermeture sont résolus
sur des cellules simples pour un soluté non-volatile.
À l’échelle de la colonne, la présence de gaz est modélisée par une dispersivité décrois-
sante avec l’état de saturation. L’écoulement dans la colonne est simulé ainsi que la dispersion
du polluant. Ce type de modèle peut se révéler eff cace pour l’interprétation de données expé-
rimentales obtenues en laboratoire, cependant, sur le terrain, de nombreux autres paramètres
sont à prendre en compte. L’équation classique d’advection-dispersion (ADE) atteint alors ses
limites d’utilisation. De nombreux travaux expérimentaux font état du caractère fortement dis-
symétrique que révèlent les courbes de percée. Ne pouvant être modélisable par le modèle ADE,
de nombreuses voies de modélisation ont f euri dans la littérature. Aussi, une revue des types
de modélisations existantes est réalisée et deux modèles sont explicités (MIM et CTRW).
Ce travail sur la modélisation du transport multiphasique pose les bases pour une future
interprétation de données expériementales. Les milieux abordés sont simples, les caractères
double-milieu et réactif ne sont,ici, pas pris en compte. Bien que les milieux sableux envisagés
soient très ordonnés (même des assemblages de billes de verre), la topologie très comlexe des
écoulements rend la modélisation des phénomènes dispersifs diff cile. Aussi, dans ce chapitre,
le lien entre l’échelle du macro-pore et l’échelle de Darcy est effectué sur des géométries
extrèment simples. La principale diff culté étant liée à l’obtention du champ de vitesse et la
position de l’interface par le modèle de Navier-Stokes–Cahn-Hilliard.
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4.1 Équations locales du transport
À l’échelle du macro-pore, le transport de soluté suit une loi de convection diffusion dans
chacune des phases Ωα et Ωκ. Les vitesses ~vα et~vκ répondent aux équations de Navier-Stokes
diphasiques énoncées dans le premier chapitre et les coeff cients de diffusion dans l’eau et dans
l’air (Dα et Dκ) sont des constantes. Par ailleurs, la résolution du problème de mécanique des
f uides qui fournit les vitesses donne également la position de l’interface Aακ(t). La phase so-
lide Ωs est supposée inerte, il en découle une condition à la limite de f ux nul sur Aαs∪Aκs. La
condition de saut à l’interface Aακ est donnée par la continuité du f ux associée à une relation
entre les concentrations cα et cκ. Cette relation est donnée par un équilibre thermodynamique :
égalité des potentiels chimiques. Dans la phase liquide ce potentiel est directement relié à la
concentration ; dans la phase gazeuse on l’associe préférentiellement à la pression partielle du
constituant, néanmoins on peut également l’exprimer comme ici en terme de concentration en
mol.m−3. Aux très faibles concentrations, elles sont liées par une relation linéaire appelée loi
de Henry. On appelle alors constante de Henry le coeff cient de linéarité Kh. Ceci implique que
la concentration n’est pas continue à l’interface. Cependant, par l’intermédiaire d’un change-
ment de variable on peut exprimer ses équations à l’aide de quantités continues, les f ux cessent
alors d’être continus. On retrouve le caractère dual qui existe entre les conditions aux limites
de Dirichlet et de Neumann.
Dans Ωα ∂tcα +~∇ ·
(
~vαcα−Dα~∇cα
)
= 0
Dans Ωκ ∂tcκ +~∇ ·
(
~vκcκ−Dκ~∇cκ
)
= 0
Sur Aακ cα−Kh cκ = 0
Sur Aακ ~nα ·
(
Dα
~∇cα
)
−~nκ ·
(
Dκ
~∇cκ
)
= 0
Sur Aαs ~nα ·
(
Dα
~∇cα
)
= 0
Sur Aκs ~nκ ·
(
Dκ
~∇cκ
)
= 0
(4.1)
Ces équations retranscrivent le principe de conservation de la masse. On suppose que le gaz
est incompressible (voir le premier chapitre), par conséquent la masse de soluté présente sous
forme de gaz dépend directement de sa concentration, la pression étant supposée invariante.
Ce système est complété par la donnée des conditions initiales cα(t = 0,~x) = c0α(~x) et
cκ(t = 0,~x) = c0κ(~x) ainsi que des conditions aux limites sur les frontières avec l’extérieur du
domaine Aαe et Aκe.
4.2 Changement d’échelle
Du point de vue du traitement des équations locales par prise de moyenne volumique, on
procède de la même façon que dans le troisième chapitre. Les concentrations moyennes Cα
et Cκ sont calculées sur un volume de référence Ω0. Concernant l’interface Aακ, on suppose
qu’elle est inf niment f ne et qu’elle n’est pas porteuse d’une concentration surfacique telle
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qu’on a pu décrire pour Aγσ ou encore Aαβ.
Le changement d’échelle mène, après différentes hypothèses similaires à celles du troi-
sième chapitre, à un modèle à deux équations de convection-dispersion couplées par un terme
d’échange [58]. La principale diff culté se situe au niveau de l’évolution de l’interface mo-
bile Aακ(t). Contrairement à l’interface Aαs ∪Aκs qui est immobile et qui permet ainsi de
caractériser une teneur volumique constante εs, les teneurs volumiques en gaz et liquide sont
variables dans le temps. On déf nit la saturation Sα en liquide comme le rapport εα/(εα + εκ)
avec εα + εκ = 1− εs constant.
En plus des différentes contraintes qui pèsent sur les échelles de longueur, on doit ici s’as-
surer que des contraintes sur les échelles de temps sont respectées. La séparation des échelles
de temps assure qu’à l’échelle de Darcy on peut supposer que l’interface est quasi-statique.
Cette hypothèse est relativement contraignante, en effet, avec des capillarités très fortes dans
les milieux poreux, une variation de la saturation n’a pas pour effet de déplacer l’interface dans
un pore mais plutôt le déplacement de l’interface d’un pore à l’autre. Les mouvements des
interfaces peuvent alors se révéler rapides, dans la suite seul le cas quasi-statique est étudié.
〈~nακ ·~wακcα〉ακ ≪ ∂tCα (4.2)
Le modèle de transport diphasique ainsi simplif é est similaire au modèle double milieu en
monophasique à la différence près que la teneur εα varie dans le temps et dans l’espace, aussi
∂tεα et ~∇εα ne peuvent pas être négligés.
∂t (εαCα) = −~∇ ·
(
εα~UααCα + εα~UακCκ
)
+~∇ ·
(
Kαα ·~∇(εαCα)+ Kακ ·~∇(εαCκ)
)
+hακ (Cα−KhCκ) (4.3a)
∂t (εκCκ) = −~∇ ·
(
εκ~UκαCα + εκ~UκκCκ
)
+~∇ ·
(
Kκα ·~∇(εκCα)+ Kκα ·~∇(εκCκ)
)
−hακ (Cα−KhCκ) (4.3b)
Les vitesses effectives, les tenseurs de dispersion et le coeff cient d’échange interfacial
peuvent être estimés avec un problème de fermeture. Sur le principe de séparation des échelles
de temps et d’espace entre les échelles du macropore et de Darcy, il est simplif é sous sa
forme permanente. De plus, les évolutions spatiales et temporelles des teneurs sont négligées.
Le système de fermeture s’exprime avec les déviations de concentrations c˜α et c˜κ, il s’obtient
en soustrayant les équations moyennées des équations locales. Naturellement, les déviations
suivent des lois de convection diffusion, divers termes sources viennent se superposer certains
volumiques d’autres interfaciaux (éq. 4.4).
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Dans Ωα ~∇ ·
(
~vαc˜α−Dα~∇c˜α
)
= −~˜vα ·~∇Cα + ε−1α sακ
Dans Ωκ ~∇ ·
(
~vκc˜κ−Dκ~∇c˜κ
)
= −~˜vκ ·~∇Cκ− ε−1κ sακ
Sur Aακ c˜α−Kh c˜β = −Cα + KhCβ
Sur Aακ ~nα ·
(
Dα
~∇c˜α
)
−~nκ ·
(
Dκ
~∇c˜κ
)
= −~nα ·
(
Dα
~∇Cα
)
+~nκ ·
(
Dκ
~∇Cκ
)
Sur Aαs ~nα ·
(
Dα
~∇c˜α
)
= −~nα ·
(
Dα
~∇Cα
)
Sur Aκs ~nκ ·
(
Dκ
~∇c˜κ
)
= −~nκ ·
(
Dκ
~∇Cκ
)
Périodicicité c˜α
(
~x+~li
)
= c˜α (~x)
Périodicicité c˜κ
(
~x+~li
)
= c˜κ (~x)
〈c˜α〉α = 0
〈c˜κ〉κ = 0
sακ =
〈
~nα ·
(
Dα
~∇c˜α
)〉
αβ
(4.4)
La structure de ce problème de fermeture permet de décomposer les f uctuations de concen-
trations à l’aide de variables de fermeture. Ce sont les termes sources qui sont pris en compte
les uns après les autres.
c˜α =~bαα ·~∇Cα +~bακ ·~∇Cκ−aα (Cα−KhCκ) (4.5a)
c˜α =~bκα ·~∇Cα +~bκκ ·~∇Cκ−aκ (Cα−KhCκ) (4.5b)
Finalement, tous les termes apparaissant lors de la prise de moyenne volumique sont ex-
primés avec les concentrations moyennes (éq. 4.3). On retrouve un système de deux équations
d’advection-dispersion couplées, le terme d’échange s’exprime en fonction du déséquilibre
moyen entre le potentiel chimique moyen dans chacune des phases. Compte tenu de l’hy-
pothèse de quasi-staticité, ce modèle converge vers le modèle monophasique double-milieu
lorsque la vitesse de l’un des f uides est nulle et Kh = 1.
4.3 Dispersivité en milieu non-saturé
L’étude est maintenant focalisée sur la dispersivité dans le cadre des solutés non-volatile
(Kh ≪ 1→ cκ ≪ cα). Pour un milieu saturé, la dispersion hydrodynamique se modélise par un
terme diffusif dont le coeff cient est de la forme (en 1D) : Kαα,xx = τα,xDα + λL |Vα,x|mL ∂xCα.
Lorsque le milieu est non saturé, le même raisonnement peut être mené et le tenseur de dis-
persion prend alors la même forme avec des coeff cients qui dépendent maintenant de l’état de
saturation du système.
Pour une géométrie extrêmement simple, après avoir calculé le champ de vitesse dans cha-
cune des phases f uides en régime permanent, un problème de fermeture peut être résolu af n
d’estimer la dispersion. Ce problème de fermeture ressemble très fortement au problème F †I
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du chapitre 3 avec εγβ τγβ ≪ 1.
Dans Ωα ~∇ ·
(
~vαbαα,x−Dα~∇bαα,x
)
= −v˜α,x
Sur Aακ ~nα ·
(
Dα
~∇bαα,x
)
= −nα,x
Sur Aαs ~nα ·
(
Dα
~∇bαα,x
)
= −nα,x
Périodicicité bαα,x
(
~x+~li
)
= bαα,x (~x)
〈bαα,x〉α = 0
(4.6)
D’un point de vue numérique, ce système est bien plus complexe à résoudre que les pro-
blèmes F †I ou F
†
III . L’interface ayant une épaisseur f nie ε, la position de Aακ peut être déf nie
par la ligne d’isovaleur ϕ = 0. Même après un remaillage, le champ de vitesse calculé nu-
mériquement n’est jamais strictement tangent à l’interface. Pour un écoulement périodique et
permanent, la procédure décrite dans le premier chapitre permet de réduire l’erreur commise
proche de l’interface. Dans la phase liquide (plus visqueuse que l’air) l’erreur est d’autant plus
faible. Néanmoins, pour des nombres de Péclet très élevés cette erreur peut devenir consé-
quente.
Sur ce point, il serait probablement préférable de traiter l’interface avec la même méthode
pour le problème de mécanique des f uides et pour le problème de transport. Ceci implique,
dans notre cas, d’écrire la condition à la limite de f ux nul sur Aακ de façon diffuse. Cette pro-
blématique rejoint le traitement des écoulements polyphasiques avec changement de phase par
des méthodes à interface diffuse [118].
Pour un nombre de Péclet important (Pe = 500 dans cet exemple), c’est l’effet de la teneur
en eau sur la dispersivité qui est testé. Bien entendu, pour des vitesses d’écoulement plus ré-
duites l’effet sur la tortuosité peut être testé [48].
Ces résultats sont à replacer dans un contexte bien précis. Tout d’abord, la méthode choi-
sie pour obtenir le champ de vitesse de l’écoulement diphasique (tant au niveau du modèle à
interface diffuse que de la résolution numérique) n’a pas permis de traiter le cas des nombres
capillaires très faibles (Ca ≤ 5 · 10−4) avec une épaisseur d’interface également faible (ε ≤
0.001× l0) ainsi qu’une saturation réduite (Sα ≤ 0.4 pour εs = 0.6). La géométrie du pore est
extrêmement simplif ée, avec un seul pore et deux phases continues le système tend à mini-
miser l’énergie portée par l’interface, mais il n’y a pas d’autre solution que de construire une
solution avec une très grande surface par unité de volume. Avec plusieurs pores, le système
peut aboutir à une solution plus stable et une plus faible surface d’interface par unité de vo-
lume (une fraction des pores est saturée de liquide, une autre fraction saturée par le gaz, seul
quelques pores sont réellement diphasiques) [24, 88].
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FIG. 4.1 – Évolution de la dispersivité avec le taux de saturation en eau.
Ces dix dernières années les études expérimentales sur la dépendance de la dispersivité
avec la teneur en eau se sont multipliées [104, 113, 141, 160, 166, 190, 191, 206]. Ces études
sont menées en laboratoire sur des milieux simples souvent constitués de sables inertes. L’aug-
mentation du caractère dispersif d’un milieu lorsqu’il devient non-saturé a été clairement mis
en évidence. Ce phénomène s’explique par une augmentation des hétérogénéités de vitesses à
l’échelle du pore. Bien que ces milieux soient relativement bien organisés, l’occupation très
hétérogène des phases s’explique par une sensibilité très forte à certains détails de la géométrie
du fait des forces de capillarité. Ce problème très complexe localement conduit à une disper-
sivité qui n’est absolument pas linéaire avec l’état de saturation du système, les hétérogénéités
devenant de plus en plus marquées lorsque la teneur en eau diminue. Ceci a conduit Nützmann
à introduire une loi puissance dans la dispersivité.
λL = λsLS−Bα avec B < 0 (4.7)
où B est un coeff cient pouvant aller de 2 à 4 et λsL est la dispersivité longitudinale pour le
milieu saturé.
4.4 Simulation du transport de soluté dans une colonne non-saturée
La présence de gaz dans le milieu poreux a de nombreuses conséquences sur le transport
[77, 157, 196, 205]. Dans ce paragraphe, on se propose d’étudier seulement l’impact sur la dis-
persivité. Le milieu consitué uniquement de grains de sable est supposé suff samment ordonné
pour que ce phénomène soit dominant par rapport aux autres
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conséquences que peut avoir un champ de vitesse local très hétérogène.
Concernant l’hydraulique, le milieu suit une loi de rétention de type van Genuchten. Des
conditions aux limites sont appliquées en haut et pied de colonne pour mimer les contraintes
du milieu environnant. Dans le milieu naturel, ces sollicitations extérieures sont susceptibles
de varier dans le temps sous plusieurs formes.
• À l’interface avec l’atmosphère un débit d’eau est imposé. Dans la réalité, les transferts
à travers cette interface sont beaucoup plus complexes puisque, lorsque ce débit dépasse
les capacités de drainage du sol, on assiste à un ruissellement. La véritable condition à
la limite est alors une pression imposée. Pour plus de documentation sur la modélisation
des échanges surface/subsurface le lecteur pourra se référer à [219].
• En pied de colonne la condition à la limite correspond à la contrainte de la zone saturée
exercée sur l’écoulement. Le gradient de charge peut être imposé, dans ce cas le débit est
également imposé. Un autre comportement peut être un battement de la nappe, dans ce
cas c’est le niveau de la nappe qui est imposé avec une charge éventuellement variable
dans le temps.
Les variations des conditions hydrauliques impactent directement sur le transport de pol-
luant par advection, l’étude de ces régimes transitoires est primordiale pour interpréter des
courbes de percée dont bien souvent on ne connaît pas le détail des conditions hydrauliques
mais uniquement une moyenne temporelle. Des études expérimentales et numériques tentent
de reproduire ces phénomènes sur des cas simples de battements de nappe ou d’épisodes plu-
viométriques périodiques [36, 146].
La simulation du transport dans un milieu non-saturé avec des conditions hydrauliques
transitoires nécessite la résolution d’une équation sur la charge hα (équation de Richards)
pour déterminer la vitesse de Darcy et l’état de saturation du système ainsi qu’une équation
d’advection-dispersion dont la vitesse et la dispersion sont calculées à partir des conditions
hydrauliques [114].
∂t (εαCα)+~∇ ·
(
~qαCα− εαKαα ·~∇Cα
)
= 0 (4.8a)
∂tεα(hα)−~∇ ·
(
K
s
αkrα(hα) ·~∇hα
)
= 0 (4.8b)
Le modèle de dispersion utilisé est linéaire en vitesse, par contre, on introduit une dépen-
dance de la dispersivité avec la teneur en eau sous forme d’une loi puissance comme proposée
par Nützmann.
Kαα,xx = ταDα +
(
λsLS−Bα
)
Vα,x (4.9)
La diff culté ici provient essentiellement du caractère transitoire de l’écoulement. En effet,
d’un point de vue numérique, l’équation de Richards est résolue en charge alors que c’est la
vitesse de Darcy et la teneur volumique qui sont utilisées dans le transport. Af n de réaliser une
simulation qui conserve strictement la masse, une attention particulière
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doit être apportée à la consistance du calcul de ces deux paramètres. Dans le domaine continu,
cela ne pose pas de diff culté, par contre, lors de l’écriture de la formulation variationnelle c’est
bien la charge et le gradient de charge qui doivent intervenir (voir annexe A.4).
Pour illustrer ces phénomènes, une simulation de pluie est présentée ci-dessous (Figure
4.2). Il s’agit dans ce cas de répondre à un scénario classique, un produit est relaché en surface
et entraîné en subsurface par les eaux naturelles. Dans la zone non-saturée les transferts sont
essentiellement verticaux et une approche monodimensionnelle peut être adoptée.
εsα 0.312
εrα 0.0265
Ksα 10−5 m.s−1
α (van Genuchten) 4.4
n (van Genuchten) 2.2
m (van Genuchten) 1−1/p
λα (Mualem) 0.65
qα(x = 0) 0.2×Ksα m.s−1
λsL 5 ·10−4 m
B (Nützmann) 3
Initialement l’eau est stagante dans la colonne, au temps t = 0 on introduit de l’eau par
le haut à une vitesse donnée (très inférieure à la capacité de drainage du milieu) et la charge
est f xée en pied de colonne (hα|x=1 = 1). Le temps d’injection est de 3 heures, au delà l’eau
injectée ne contient plus de soluté.
Ce type d’étude s’applique à la compréhension détaillée d’un matériau poreux en labora-
toire. Le milieu est alors parfaitement maîtrisé et ses propriétés sont bien connues, les effets
de la saturation sur le transport peuvent être identif és et quantif és. Lorsque l’on s’intéresse
à l’échelle du site, pouvant aller de plusieurs mètres à plusieurs kilomètres, la connaissance
des propriétés physiques des matériaux est beaucoup plus f oue. Dans une vision à plus grande
échelle, ce type de simulation peut-être utilisé de façon succincte sous la forme d’un temps
de transfert du polluant depuis la surface jusqu’à l’aquifère. Sur le terrain, l’organisation du
milieu poreux et les hétérogénéités à toutes les échelles sont susceptibles de modif er bien plus
profondément le comportement du polluant.
4.5 Transport anormal
L’étude du changement d’échelle en régime diffusif, en régime dispersif puis en milieu non-
saturé, nous montre que, pour un même matériau, la taille du volume élémentaire représentatif
peut varier beaucoup. Les très fortes capillarités des écoulements dans les
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FIG. 4.2 – À Gauche : saturation en eau (trait pointillé) et concentration (trait plein) dans la colonne (x = 0
correspond au sommet de la colonne) aux temps t = 50′ , 11h20′ , 19h20′ et 35h20′ . À droite : évolution du débit
d’eau et de la concentration au pied de la colonne (x = 1).
milieux poreux conduisent à une chenalisation. Le liquide passe alors par un réseau de pores
alors que d’autres chemins sont empruntés par le gaz. L’augmentation de la taille du VER né-
cessaire à la description de ces phénomènes ainsi que les forts contrastes présents au sein de
ce volume sont encore mal compris même sur des milieux simples comme des sables éoliens
inertes dont la géométrie très simple se rapproche d’un empilement de sphères.
Lors du transfert d’un contaminant dans un milieu poreux non-saturé, de nombreuses ob-
servations ont montré le comportement non-gaussien de ces phénomènes [160, 190, 205]. Et
ceci aussi bien sur des milieux homogènes qu’hétérogènes. On parle alors de transport anor-
mal [108]. Le processus de dispersion hydrodynamique ne peut plus être modélisé par une loi
de diffusion classique, on parle alors aussi de processus non-f ckien. Pour préciser ce qui est
désigné ici, prenons l’exemple d’un contaminant laché en haut d’un milieu non-saturé. Si le
liquide s’écoule par gravité vers le bas, le soluté est entraîné pour être advecté et dispersé. Si la
concentration est mesurée plus bas, la représentation de la concentration au cours du temps en
un point de l’espace (courbe de percée) montre deux caractéristiques principales que le modèle
classique (équation d’advection-dispersion) ne parvient pas à décrire :
• Le centre de gravité du panache apparaît avant le temps calculé par la convection. Une
dispersion f ckienne aurait pour conséquence un étalement du panache mais pas de dé-
calage du centre de gravité.
• Apparition d’une traînée. Après le pic de concentration celle-ci diminue beaucoup plus
lentement qu’elle n’avait augmentée avant le maximum. Aussi pendant un
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temps non-négligeable la concentration reste anormalement élevée.
Ceci prouve que le modèle classique doit être revu pour expliquer ces observations. Tout
tend à prouver que l’écoulement diphasique peut rendre le milieu suff samment hétérogène et
générer de très grands contrastes au sein du milieu poreux pour qu’il puisse être assimilé à
un milieu hétérogène. La diff culté provient du fait que cette hétérogénéité est générée par la
présence d’une phase supplémentaire libre d’évoluer au cours du temps avec éventuellement
des mouvements d’interfaces rapides. Sur des milieux réels, même aussi simple que des sables,
il est diff cile d’estimer la taille caractéristique de ces hétérogénéités. Cependant, les chemins
préférentiels générés par la microstructure conduit à une hétérogénéité dans la répartition des
phases dont la taille dépasse très largement celle du pore. Ceci est à mettre en regard avec les
observations similaires faites sur des milieux hétérogènes saturés. Dans ce cas, c’est la répar-
tition de la phase solide (à une plus grande échelle que celle du pore) qui est responsable du
caractère anormale.
La simulation directe de ces phénomènes de transport nécessite la résolution de l’écou-
lement diphasique sur plusieurs dizaines de pores (idéalement en 3D pour accroître les pos-
sibilités de cheminement des f uides d’un pore à l’autre) puis la résolution d’une équation
d’advection diffusion dans chacune des phases. Il s’agit alors de mettre en œuvre des méthodes
mathématiques et numériques très lourdes avec à tous les niveaux des problèmes de puissance
de calcul. Ce qui est présenté dans le premier chapitre se transpose alors très diff cilement à
l’échelle de plusieurs pores en prenant en compte les contrastes de densité, de viscosité entre
les f uides et surtout la force de capillarité très forte pour des vitesses de l’ordre du mètre par
jour avec des grains de quelques centaines de micromètres.
Une alternative intéressante à ce type de simulations lourdes consiste à représenter le milieu
poreux par un réseau de pores simplif és reliés par des chenaux. Cette technique a été dévelop-
pée à la base pour des écoulements monophasiques, cependant, de récentes études ont montré
des résultats très intéressants pour des écoulements réactifs [135] et diphasiques [2]. Chaque
pore et chenal aux dimensions variables répond à une loi simplif ée, toute la diff culté consiste
à bien choisir ces lois élémentaires qui conduiront à un résultat moyen sur le réseau qui pourra
être comparé aux observations. Les travaux récents de Bijeljic and Blunt [28] ont montré qu’il
est possible de parvenir à un bon accord entre les dispersivités mesurées expérimentalement
et celles issues de leurs simulations sur des réseaux de pores. Par ailleurs, il est montré que la
loi de dispersion calculée n’est pas linéaire avec la vitesse d’écoulement, sa croissance étant
légèrement plus rapide.
D’un point de vue opérationnel, l’étude de milieux naturels nécessite des modèles macro-
scopiques traitant des quantités moyennées. Basés sur l’idée d’un très fort contraste des vitesses
locales dans un volume élémentaire représentatif, de nombreux modèles utilisent la notion de
déséquilibre. Dans les zones où le liquide a une vitesse beaucoup plus
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réduite, les phénomènes diffusifs deviennent dominants. Le transport des solutés dans ces ré-
gions et les échanges avec les zones «rapides» se fait sur des temps très longs.
Sans vouloir être exhaustif, quant aux nombreuses voies de modélisation, on rappelle ici
certaines d’entre elles auquelles le lecteur pourra se référer : méthode stochastique-convective
basée sur des échanges entre les tubes de courant [93], équation aux dérivées fractionaires
[123, 209], équation d’onde pour la modélisation du f ux dispersif [76, 115, 125], . . .
Les vols de Lévy représentent à petite échelle la dispersion dans des milieux où la ma-
tière peut être emportée très loin, beaucoup plus vite que d’apèrs les paramètres de transports
moyens. Or, c’est le cas dans de nombreux milieux poreux naturels. Dans ces conditions, le
f ux de matière est une combinaison linéaire aux dérivées fractionnaires locales et non locales,
qui donne la loi de Fick dans le cas particulier de mouvement brownien.
Modèle MIM
Une solution pour reproduire la dissymétrie des courbes de percées ainsi que leur avance
en temps consiste à utiliser un modèle de type double milieu [43, 53, 166, 90, 107, 213] en
supposant qu’une seule partie du liquide est mobile. La teneur volumique est ainsi séparée
en une fraction mobile et une fraction immobile (εα = εα,m + εα,im). Mathématiquement, ce
système d’équations est le même que celui développé dans le troisième chapitre pour décrire
les échanges de masse entre les deux régions du milieu poreux. Cependant, l’origine de ce
déséquilibre est totalement différente, entre autre il n’est pas possible de connaitre a priori la
quantité de liquide qui participe à l’écoulement. Il s’agit de zones saturées mais non connectées
ou faiblement connectées aux chemins préférentiels de circulation [53]. On déf nit également
un coeff cient de transfert (équivalent à hαβ) entre les deux régions, il a la dimension inverse
d’un temps, il caractérise le temps de mise à l’équilibre de la concentration entre les régions
mobiles et immobiles.
∂t (εα,mCα,m) = −~∇ ·
(
εα,m~Uαα,mCα,m−Kαα ·~∇(εα,mCα,m)
)
−αmim (Cα,m−Cα,im) (4.10a)
∂t (εα,imCα,im) = αmim (Cα,m−Cα,im) (4.10b)
Ce concept peut être poussé plus loin en fractionnant les phases contenues dans un vo-
lume élémentaire représentatif en multiples régions (Multiple Rate Mass Transfer). Ainsi, on
suppose, par exemple, que s’il y a un échange entre une phase solide et le liquide, le coeff -
cient d’échange ne sera probablement pas le même pour une région de liquide mobile que pour
une zone où le liquide est statique. Les modèles qui en résultent sont souvent très complexes
et on parvient diff cilement à identif er chacun des paramètres [106], les résultats expérimen-
taux sur des situations complexes de transport réactif en milieu non-saturé sont cependant bien
interprétés par le modèle.
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On peut néanmoins se poser la question du sens physique de ce type de modèle avec un nombre
de paramètres d’ajustement élevé, sans savoir exactement pour quelle raison l’un ou l’autre
des paramètres devient important. En terme d’interprétation, la sensibilité des paramètres du
modèle aux diverses conditions opératoires est diff cile à mettre en évidence.
Marche aléatoire à temps continu
Le cadre théorique de cette approche a pour origine la description stochastique du mou-
vement brownien, les diverses quantités physiques sont décrites par des variables aléatoires.
La concentration du soluté en x au temps t est représentée par une probabilité de présence de
particules. L’idée générale de la marche aléatoire à temps continu (Continuous Time Random
Walk) consiste à représenter la migration des particules à l’échelle microscopique par une sé-
rie de sauts entre différentes régions dont les vitesses d’écoulements (locales) sont différentes.
Cette représentation du mouvement du contaminant doit être consistante avec les propriétés
géométriques et hydrauliques du milieu poreux. C’est ce couplage entre les effets diffusifs et
les variations locales du champ de vitesse qui génère une dispersion macroscopique.
Pour illustrer ce type de marche aléatoire, supposons qu’une particule se trouve en x0 au
temps t0, au cours du temps elle effectue des sauts de longueurs si pour se déplacer et reste à
cette nouvelle position pendant le temps τi. Ces sauts sont caractérisés par une densité de proba-
blitité Ψ(s, t) qui décrit la transition d’une distance s en un temps t, les temps de résidence et la
longueur des sauts sont deux variables aléatoires indépendantes. Dans la pratique, on suppose
que l’évolution de la concentration dans un milieu poreux suit une loi de transition découplée
où Ψ est le produit d’une fonction gaussienne dépendant de s et d’une fonction de t sur laquelle
repose tout le caractère anormal de la dispersion. Il s’agit du modèle de Montroll-Weiss [151]
cas particulier du modèle de Sher et Lax [197]. Dans la marche aléatoire à temps continu, on
suppose que les temps de résidence peuvent être très longs, cela trouve une certaine cohérence
physique lorsque l’on sait que l’écoulement diphasique à l’échelle du pore présente des zones
de recirculation beaucoup plus prononcées qu’en monophasique. Les particules peuvent ainsi
rester « coincées » pendant une durée très longue par rapport au temps caractéristique de la
convection.
Ces processus stochastiques peuvent être mis en équation sous la forme d’une équation
maîtresse dite généralisée qui traduit la conservation de la masse. On s’affranchit ici de toutes
contraintes sur les échelles de temps et d’espace, l’équation suivante représentant de façon
générale le mouvement de particules dans un champ de vitesse
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hétérogène.
∂tC(x, t) = −∑
x′
∫ t
0
C(x, t ′)φ(x′−x, t− t ′)dt ′ (4.11)
+∑
x′
∫ t
0
C(x′, t ′)φ(x−x′, t− t ′)dt ′ (4.12)
où la concentration C(x, t) est la probabilité que les particules soient en x au temps t ′ et qu’elles
y restent jusqu’au temps t (avec t ′ ≤ t), en d’autres termes la concentration est donnée par le
nombre de particules qui sont stationnées en x au temps t. φ est le taux de transition, il est lié
à la probabilité Ψ, il ne dépend pas de la position mais uniquement de la longueur du saut x′−x.
Pour faire le lien avec la dispersion en milieu poreux, un développement limité de la
concentration C(x, t) et de la probabilité Ψ(s, t) permet de faire apparaître les dérivées pre-
mière et seconde de la concentration. On assimile alors les coeff cients qui les pondèrent à de
la convection et à de la dispersion. Les équations sont ensuite transformées dans l’espace de
Laplace en vue de leur résolution numérique. Pour une présentation complète et rigoureuse du
développement mathématique le lecteur pourra se rapporter à plusieurs références [26, 56, 72].
Le résultat f nal est une équation exprimée dans l’espace de Laplace qui ressemble très forte-
ment à l’équation d’advection-dispersion classique à laquelle un terme de mémoire Mˆ(u) est
ajouté. Le choix de la densité de probabilité de transition est primordiale, ici c’est la forme dîte
asymptotique qui est utilisée, elle permet de reproduire une grande variété de comportements
anormaux observés sur des expériences de traçage.
uCˆ(x,u)−Cˆ0(x) = −Mˆ(u)
(
VΨ∂xCˆ(x,u)−DΨ∂2xCˆ(x,u)
)
(4.13a)
Mˆ(u) = t u
Ψˆ(u)
1− Ψˆ(u) (4.13b)
Ψˆ(u) =
(
1+ au+ buβ
)−1
(4.13c)
Le comportement f ckien ou anormal du transport repose uniquement qur Ψˆ(u). Ainsi,
lorsque ses deux premiers moments sont f nis (les intégrales convergent) on retrouve un com-
portement f ckien.
Comparaison ADE – MIM – CTRW
Dans un premier temps, un cas test de comparaison des trois modèles est effectué pour tes-
ter l’aptitude de chacun des modèles à bien reproduire un transport f ckien (Figure 4.3). Pour
cela, le modèle MIM est dégénéré en prenant εα,im = 0 et/ou αmim = 0. Quant au modèle CTRW
il dégénère pour a = 1, b = 0 et β = 1 [107].
158 Chapitre 4
0
0.1
0.2
0.3
0.4
4 6 8 10 12 14 16
C c 0
t (en h)
Comparaison des concentrations a h = 0.5m
VCT RW = 0.07m.h−1
DCT RW = 4 ·10−4 m2.h−1
θm = 0.28
CTRW Matlab
ADE Fortran
MIM degenere Cast3M
FIG. 4.3 – Validation des modèles MIM et CTRW dégénérés par une compraison avec le modèle ADE
On cherche maintenant à trouver une correspondance entre les modèles MIM et CTRW, ces
deux modèles font intervenir des paramètres générant le comportement non-gaussien par l’ap-
parition d’une traînée et d’un pic précoce. Ces paramètres, même s’ils peuvent avoir une signi-
f cation physique, ne sont pas directement mesurables, pour différents paramètres du modèle
MIM on cherche à reproduire la même courbe de percée avec le modèle CTRW (Figure 4.4).
On constate alors que les deux modèles peuvent générer des types de courbes très proches,
cependant aucune relation n’a pu être obtenue entre les deux jeux de paramètres [107].
4.6 Conclusion
Dans ce chapitre, l’impact de la présence de gaz dans le milieu poreux sur le transport d’un
soluté est analysé sous différents angles. Dans la continuité du travail effectué sur le change-
ment d’échelle dans les chapites précédents, le transport diphasique est écrit à l’échelle du pore
puis intégré par prise de moyenne volumique. Le résultat de ce travail montre que seul un effet
de la variation de saturation est observé sur la dispersivité.
La problématique du volume élémentaire représentatif devient omniprésente puisqu’aux
faibles vitesses d’écoulements la tension superf cielle vient exacerber certains détails de l’hé-
térogénéité locale de la géométrie pour créer une très forte hétérogénéité dans la répartition des
phases. Les très fortes variations locales de vitesse engendrent un déséquilibre de concentra-
tions beaucoup plus fort qu’en saturé. La modélisation classique de la dispersion par un terme
diffusif ne suff t plus à décrire ces déséquilibres à
Conclusion 159
0
0.2
0.4
0.6
0.8
1
1 1.5 2 2.5 3 3.5
C c 0
t (en h)
CTRWa
MIMa
CTRWc
MIMc
FIG. 4.4 – Comparaison MIM – CTRW sur un cas de dispersion anormal
l’échelle macroscopique. De très nombreuses observations viennent conf rmer cette insuff -
sance en mettant en évidence la présence de traînées sur les courbes de percées.
De nombreux modèles traduisent cette hétérogénéité de vitesse, des conceptualisations et
des traitements mathématiques différents conduisent à des modèles plus riches que l’équation
d’advection-dispersion. Ils font tous intervenir un plus grand nombre de paramètres qui ne
peuvent pas être mesurés directement. Mathématiquement, il s’agit donc de degrés de liberté
supplémentaires capables de mieux reproduire une courbe de percée ou un champ de concen-
tration expérimental. Quant à revendiquer le caractère prédictif de tel ou tel modèle, jusqu’à
présent très peu d’études tentent de transposer les résultats d’une expérience à une autre. Ceci
provient essentiellement des diff cultés d’interprétation des paramètres des modèles en terme
de processus physique.
L’état de saturation a également des conséquences sur la réactivité du milieu [86, 198,
204]. Du point de vue de la modélisation, il s’agit d’exprimer l’accessibilité des sites réactifs
aux divers réactant. La répartition complexe des phases conduit alors à isoler certaines zones
alors que d’autres se retrouvent "surexposées". Ces phénomènes sont pris en compte par une
modif cation des paramètres du modèle concernant la partie réactive.
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Conclusion
Ce travail de thèse a pour but d’apporter une compréhension sur les mécanismes de la dis-
persion, éventuellement multiphasique, dans un milieu modèle composé de sable et d’argile.
Pour cela, la méthode employée a consisté à se placer dans des cas simples pour tester, autant
que faire se peut, les hypothèses une à une. Bien que réduit à un échange cationique (principa-
lement entre le césium, le potassium et l’hydronium) le système chimique demeure complexe.
Néanmoins, dans le cadre des applications visées, les perturbations mineures du système chi-
mique permettent de simplif er la réaction de sorption à la surface des feuillets d’argile, la
théorie des échangeurs d’ions apporte alors le cadre nécessaire pour poser les bases de la mo-
délisation aux petites échelles.
La métrologie actuelle ne permet pas de mesurer des concentrations à l’échelle du micro-
mètre, seules des valeurs moyennes sont accessibles. Pour des milieux homogènes, on peut
montrer qu’il existe une échelle à partir de laquelle le volume considéré est représentatif, ce-
pendant, on a montré que cette longueur caractéristique peut considérablement augmenter en
fonction du phénomène observé. L’élaboration d’un modèle à l’échelle de Darcy répond alors à
une nécessité de réduire la réaction d’un système complexe à un comportement moyen. Toutes
les f uctuations autour de la valeur moyenne sont intégrées et donnent naissance à des termes
supplémentaires dans les équations moyennées. Pour les problèmes étudiés, dans les cas qui
nous concernent, des hypothèses raisonnables conduisent à une séparation des échelles. Dans
ce cas, le problème de fermeture peut être considérablement simplif é et le problème moyenné
prend ainsi une forme fermée en faisant apparaître des paramètres dits « effectifs ».
Le premier chapitre a permis de mettre en évidence le passage des équations de la méca-
nique des f uides agissant à l’échelle du pore aux équations d’hydraulique agissant à l’échelle
du milieu poreux. Pour des vitesses d’écoulements très lentes (quelques mètres par jour) et
un milieu saturé en eau, l’équation de Darcy se retrouve facilement ainsi que les dépendances
de conductivité hydraulique avec la taille caractéristique des grains et la porosité. Quant aux
écoulements diphasiques, leur simulation à l’échelle du pore est nettement plus ardue. Le pro-
blème à interface mobile porteuse d’une tension interfaciale est résolu numériquement par une
méthode à interface diffuse. Il s’agit d’une méthode générale permettant de traiter une large
gamme d’écoulements polyphasiques, cependant, on atteint les limites de la méthode pour des
écoulements très lents avec des saturations faibles. Ainsi, l’apparition de f lms mouillants et le
passage vers une phase liquide piégée sous forme de ménisques n’a pu être traité. À l’échelle
de Darcy, le modèle diphasique est comparé au modèle de Richards et l’hypothèse d’incom-
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pressibilité du gaz est ainsi testée par la simulation d’une colonne non-saturée. On met ainsi en
évidence une intensité de pluie critique au delà de laquelle le gaz se comprime pour f nir par
créer un bouchon de gaz lorsque l’intensité devient très forte. À cette occasion, les diff cultés
numériques liées au modèle diphasique sont mises en évidence, tout particulièrement au voisi-
nage de la frontière saturé – insaturé.
Le milieu poreux constitué de grains d’argiles et de grains de sables est homogène à
l’échelle de la colonne. Localement, on distingue la phase argileuse, où règne la diffusion
et la sorption, de la phase f uide où les espèces sont advectées et diffusées. Un modèle de
diffusion retardée est obtenu par prise de moyenne volumique des équations à l’échelle du
micro-pore. Ainsi, lorsque la réaction hétérogène est suff samment rapide, un modèle à une
équation caractérisé par une tortuosité parvient à décrire en moyenne l’évolution du césium
dans les particules d’argile. On a montré qu’en régime diffusif, la non-linéarité de la sorption
n’affecte pas l’équilibre thermodynamique entre les concentrations moyennes. À l’échelle du
macro-pore, le non-équilibre local n’est pas généré par l’écart de diffusivité entre les deux
milieux mais par la convection et la forte rétention dans l’argile. Dans ces deux cas, le carac-
tère double milieu devient proéminent et un modèle à deux équations est nécessaire. Un terme
d’échange entre les deux milieux apparaît dans le système, il a la dimension inverse d’un temps
et correspond au temps caractéristique de mise à l’équilibre. Lorsque la rétention est forte, les
gradients de concentrations dans les grains d’argile deviennent considérables, il a été montré
sur un cas académique que le coeff cient d’échange peut alors être exprimé avec le coeff cient
de retard moyen dans la phase argileuse. Enf n, des calculs sur différentes tailles de volumes
élémentaires représentatifs montrent que la dispersion est sensible à l’arrangement de la phase
solide, des dispersivités du même ordre de grandeurs que celles observées expérimentalement
sont ainsi retrouvées. Quand au taux d’échange entre les phases, il est dépendant de la surface
d’échange et de son accessibilité. Il est alors montré qu’en régime convectif le taux d’échange
peut être pris proportionnel à la surface d’échange lorsque celle-ci présente une forme géomé-
trique simple. Il s’agit là d’un cas limite où la surface d’échange peut augmenter, elle n’en reste
pas moins inaccessible pour le soluté.
Dans le dernier chapitre, on s’est intéressé au transport de soluté non-volatil dans un milieu
passif mais non-saturé. La répartition des phases et les hétérogénéités de vitesses ont alors un
impact sur la dispersion. La résolution du problème de fermeture sur un seul pore donne une
première idée de l’accroissement de dispersion lorsque la saturation diminue ; cependant, de
nombreuses études expérimentales révèlent une dépendance beaucoup plus forte. Ce phéno-
mène est ensuite illustré sur un cas simple de transport dans une colonne non-saturée. L’ex-
périence montre que, sur une grande majorité de milieux poreux, l’utilisation d’un modèle
d’advection-dispersion – dont les coeff cients sont modif és pour prendre en compte l’écoule-
ment diphasique – ne suff t pas pour décrire les trainées observés sur les courbes de percée.
Ceci est la conséquence d’une très forte augmentation de l’hétérogénéité du champ de vitesse
lorsque l’écoulement devient diphasique. Plusieurs modèles sont ensuite décrits, ils adoptent
des descriptions mathématiques très différentes. Sur un exemple simple il est montré que les
modèles MIM et CTRW peuvent reproduire les même types de courbes de percées, par contre
aucune correspondance n’a pu être mise en évidence entre les paramètres des deux modèles.
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La problématique de ce travail de thèse fût de construire des modèles pour décrire le com-
portement du césium dans un sable argileux. Ces modèles doivent ensuite être calés sur des
résultats expérimentaux dans diverses conditions opératoires af n d’obtenir une bonne inter-
prétation et une quantif cation des paramètres effectifs. Il s’agit donc d’un travail de compré-
hension basé sur une très bonne caractérisation du milieu. Pour ce qui concerne le caractère
prédictif de tous les modèles cités dans ce document rien n’est assuré. Les paramètres effectifs
utilisés pour modéliser la dispersion ou le caractère double milieu ne sont pas intrinsèques, ils
dépendent bien entendu des conditions d’écoulement mais également de l’organisation du mi-
lieu à toutes les échelles. Ceci explique le décalage entre la complexité et la f nesse des modèles
développés en laboratoire et la simplicité des modèles utilisés sur le terrain pour des milieux
très mal caractérisés.
Perspectives
Différentes perspectives peuvent être données à ce travail, à toutes les échelles des pistes
peuvent être creusées selon les phénomènes physiques observés.
Pour ce qui concerne, l’élaboration de modèles par changement d’échelle :
• Sur l’ensemble du travail effectué ici sur les écoulements diphasiques, le point bloquant
est l’obtention du champ de vitesse. Pour accéder à des propriétés effectives sur des
géométries plus complexes, l’algorithme de résolution du modèle de Navier-Stokes –
Cahn-Hilliard doit être amélioré. En outre, le développement d’une méthode itérative
dédiée à l’inversion du système linéaire NSCH permetterait d’accéder rapidement à des
géométries de quelques pores en 2D.
• Á l’échelle du micro-pore, le problème de fermeture non-linéaire fait état d’un possible
déplacement de l’équilibre chimique global du fait de l’impact différent des déviations
sur les taux de sorptions et de désorptions effectifs. Pour des systèmes à diffusion domi-
nante, il a été montré que seuls de très forts gradients de concentration peuvent générer
ce type de phénomène. La même étude dans des cas à convection dominante pourrait
montrer que ces phénomènes apparaissent même pour des gradients de concentration
raisonnables.
• Le modèle de transport élaboré à l’échelle de la colonne rend compte des échanges entre
les deux régions du milieu avec un coeff cient de transfert constant hαβ. Il a été montré,
en présence d’une réaction non-linéaire forte, que le f ux ne peut plus être représenté par
un taux d’échange constant. Il parait donc intéressant de mettre en oeuvre un problème
de fermeture prenant en compte le retard moyen Rβ(Cβ) dans la phase argileuse.
La validation expérimentale des modèles à l’échelle de la colonne est une compostante
essentielle de cette étude. Au cours, de cette thèse, des efforts ont été engagés pour participer
au développement d’un outil expérimental dédié à l’étude du transport réactif en milieu non-
saturé. Celui-ci n’a, malheureusement, pas été opérationnel suff semment à temps pour que des
résultats puissent être exploités dans ce travail. Plusieurs points de la modélisation doivent être
validés :
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• Loi de dispersion linéaire avec la vitesse d’écoulement
• Validité du modèle double milieu pour un traceur en milieu saturé
• Impact de la rétention sur le transport
• Impact de la teneur en eau sur la dispersivité
• . . .
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Lettres latines
ai,γ [−] Coeff cient d’activité du constituant i dans la phase Ωγ
Ai j [−] Interface entre les phases Ωi et Ω j
Bo [−] Nombre adminesionnel de Bond
ci,γ [mol.m−3] Concentration molaire du constituant i dans la phase Ωγ
cγ [mol.m3] Concentration molaire totale de la phase Ωγ
Cα [mol.m3] Concentration moyenne dans la phase Ωα
Ca [−] Nombre capillaire
~di,γ [kg.m.s−2] Force par unité de masse exercée par l’ensemble des constituants
sur le constituant i dans la phase Ωγ
Di j [m2.s−1] Diffusivité moléculaire binaire des constituants i et j
Dα [m
2.s−1] Diffusivité moléculaire dans la phase α
e [C] Charge d’un électron
e0 [J.kg−1] Energie interne
F [C.mol−1] Constante de Faraday
~fi,γ [kg.m.s−2] Force par unité de masse s’exerçant sur le constituant i dans la
phase Ωγ
g [m.s−2] Accélération de la pesanteur
Gγ [J.kg−1] Enthalpie libre de la phase Ωγ
hα [mce] Pression de la phase α en mètre de colonne d’eau
hαβ [s−1] Coeff cient d’échange de masse entre les régions α et β
Hα [mce] Charge hydraulique de la phase α
I [mol] Force ionique de la phase Ωγ
In [−] Matrice identité de dimension n×n
~je [C.m−2.s−1] Intensité électrique
~Ji,γ [mol.m−2.s−1] Flux diffusif molaire du constituant i dans la phase Ωγ
k+0 [m3.mol−1.s−1] Taux de sorption
k−0 [m3.mol−1.s−1] Taux de désorption
K
s
α [m.s
−1] Tenseur de perméabilité du milieu poreux à la phase Ωα
Kαα [m.s−2] Tenseur de dispersion hydrodynamique
krα [−] Coeff cient de perméabilité relative du milieu poreux à la phase Ωα
Kn [−] Nombre adimensionnel de Knudsen
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lγ [m] Longueur caractéristique de la phase Ωγ
Mi [kg.mol−1] Masse molaire du constituant i
~ni [−] Vecteur normal à l’interface de la phase Ωi
NA [mol−1] Nombre d’Avogadro
~Ni,γ [mol.m−2.s−1] Flux molaire du constituant i dans la phase Ωγ
p0 [Pa] Pression de référence à l’état standard
pi,γ [Pa] Pression partielle du constituant i dans la phase Ωγ
pγ [Pa] Pression de la phase Ωγ
Pγ [Pa] Pression moyenne (intrinsèque) de la phase Ωγ
Pc [Pa] Pression capillaire macroscopique
~qα [m.s−1] Vitesse de Darcy de la phase Ωα
Pe [−] Nombre adminesionnel de Péclet
rβ [−] Coeff cient de retard dans la région β
R [J.kg−1.K−1] Constante universelle des gaz parfaits
Re [−] Nombre adminesionnel de Reynolds
sγ [J.K−1.m−3] Entropie volumique de la phase Ωγ
sσ [mol.m−2] Concentration surfacique sur Aσ
Sσ [mol.m−2] Concentration surfacique moyenne sur Aσ
Srα [−] Saturation réduite de la phase Ωα
Sh [−] Nombre adimensionnel de Sherwood
T 0 [K] Température de référence à l’état standard
Tγ [K] Température de la phase Ωγ
Ti,γ Tenseur des contraintes visqueuses du constituant i dans la phase Ωγ
Tγ Tenseur des contraintes visqueuses de la phase Ωγ
~vi,γ [m.s−1] Vitesse du constituant i dans la phase Ωγ
~vγ [m.s−1] Vitesse de la phase Ωγ
~Vγ [m.s−1] Vitesse moyenne (intrinsèque) de la phase Ωγ
~wακ [m.s
−1] Vitesse de l’interface Aακ
We [−] Nombre adminesionnel de Weber
xi,γ [−] Fraction molaire du constituant i dans la phase Ωγ
zi [−] Charge du constituant i
Lettres grècques
χi,γ [mol.m−3] Taux de réaction molaire du constituant i dans la phase Ωγ
δi j [−] Symbol de Kronecker
εα [m3.m−3] Teneur volumique de la phase Ωα
εrα [m
3.m−3] Teneur volumique résiduelle de la phase Ωα
εsα [m
3.m−3] Teneur volumique de la phase Ωα à saturation
εκ [m2.m−3] Surface spécif que de l’interface Aκ
ε [m] Epaisseur de l’interface du f uide binaire
Glossaire 167
φe [V ] Potentiel électrique
ϕ [−] Fonction de phase
κi [mol.m−2] Capacité d’échange cationique du site de sorption i
λακ [N.m−1] Tension de surface de l’interface Aακ
λγ [m] Libre parcourt moyen des molécules dans la phase Ωγ
λl [m] Dispersivité longitudinale
λsl [m] Dispersivité longitudinale à saturation
λt [m] Dispersivité transversale
µi,γ [J.mol−1] Potentiel chimique du constituant i dans la phase Ωγ
ηi [Pa.s] Viscosité cinématique de la phase Ωi
τβ [−] Tortuosité de la région β
ρi,γ [kg.mol.m−3] Masse volumique du constituant i dans la phase Ωγ
ργ [kg.mol.m−3] Masse volumique de la phase Ωγ
ζ [−] Courbure de l’interface libre Aακ
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Annexes
A Éléments de résolution numérique
A.1 Expression de la matrice jacobienne du système NSCH
Après avoir écrit la formulation variationnelle du problème de NSCH sous sa forme adi-
mensionnée on obtient la matrice de l’application tangente (ou jacobienne) en dérivant ces
expressions par rapport à l’inconnue. Prenons l’exemple de l’équation du potentiel chimique.
J21×δϕih = lim
ε→0
{ ∂
∂ε
[∫
Ω
µn,ih χdΩ
+
∫
Ω
((
ϕn,ih + εδϕih
)
−
(
ϕn,ih + εδϕih
)3)
χdΩ
−ε2
∫
Ω
~∇
(
ϕn,ih + εδϕih
)
·~∇χdΩ
]}
(14a)
J22×δµih = lim
ε→0
{ ∂
∂ε
{∫
Ω
(
µn,ih + εδµih
)
χdΩ+
∫
Ω
(
ϕn,ih −
(
ϕn,ih
)3)
χdΩ
−ε2
∫
Ω
~∇ϕn,ih ·~∇χdΩ
}}
(14b)
Les inconnues du système ne sont plus les varaibles elle même mais leurs incréments. En
les décomposant sur les mêmes base de fonctions, δϕkh(x) = ∑i δΦki ψi(x), on obtient l’expres-
sion de la matrice associée à l’application tangente.
J21,i j =
〈(
1−3
(
ϕn,ih
)2)
ψi,χ j
〉
Ω
− ε2〈∇ψi,∇χ j〉Ω
−3
2
εcos(θs)
〈
ϕn,ih ψi,χ j
〉
Γ
(15a)
J22,i j =
〈
χi,χ j
〉
Ω (15b)
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On traite de la même façon l’équation de transport de la fonction de phase.
J11,i j =
1
∆t
〈
ψi,ψ j
〉
Ω +
〈(
v
n,i
h ·∇
)
ψi,ψ j
〉
Ω
(16a)
J12,i j =
1
Pe
〈
∇χi,∇ψ j
〉
Ω (16b)
J13,i j =
〈
∇ϕn,ih ·ui,ψ j
〉
Ω
(16c)
L’équation de transport de la vitesse fait intervenir des dérivées suivant toutes les variables :
J31,i j = Re
〈
v
n,i
h − vn,0h
∆t
dρ
dϕ(ϕ
n,i
h )ψi,u j
〉
Ω
+Re
〈(
v
n,i
h ·~∇
)
v
n,i
h
dρ
dϕ(ϕ
n,i
h )ψi,u j
〉
Ω
+
〈(
∇vn,ih
) dη
dϕ(ϕ
n,i
h )ψi,∇u j
〉
Ω
+
1
Caε
〈(
∇µn,ih
)
ψi,u j
〉
Ω
(17a)
J32,i j =
1
Caε
〈
ϕn,ih ∇χi,u j
〉
Ω
(17b)
J33,i j =
Re
∆t
〈
ρ(ϕn,ih )ui,u j
〉
Ω
+ Re
〈
ρ(ϕn,ih )
(
v
n,i
h ·∇
)
ui,u j
〉
Ω
+
〈
ρ(ϕn,ih )(vi ·∇)vn,ih ,u j
〉
Ω
+
〈
η(ϕn,ih )∇ui,∇u j
〉
Ω
(17c)
J34,i j =
〈
qi,∇ ·u j
〉
Ω (17d)
A.2 Algorithme d’Uzawa – Bi-CGstab
L’équation de conservation de la quantité de mouvement pour de faibles vitesses se réduite
à l’équation de Stokes. Il s’agit d’un problème de point-selle bien connu et auquel plusieurs
réponses sont possibles. Il se formule sous la forme d’un problème contraint par une condition
d’incompressibilité qui peut s’écrire sous la forme :(
A B
C 0
)
×
(
x
y
)
=
( f
g
)
(18)
L’idée est de découpler ces deux équations pour diminuer la taille du système à inverser.
Pour celà on a recourt à un algorithme itératif. On suppose que A est inversible et M un pré-
conditionneur de A. En multipliant la première ligne du système par A−1 et en substituant le
résultat dans la seconde équation, on obtient un système linéaire pour y. On fait ainsi apparaitre
le complément de Schur de la matrice A : S = CA−1B et le second membre F = g−CA−1 f .
Sy = F (19)
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Si on connaît les inverse de A et S alors la résolution dy système complet de dimension
(p + q)× (p + q) se réduit à deux sous-systèmes de dimensions respectives p× p et q× q.
Dans l’équation de Stokes, la matrice A est un laplacien, B est la matrice de divergence et
C = Bt . Dans ce cas on peut approcher la matrice S par la matrice identité : S = CA−1B =
∇×∆×∇≡ Id. Cette hypothèse conduit à l’algorithme classique d’Uzawa.
Dans la pratique cet algorithme fonctionne correctement uniquement quand la matrice A
est bien conditionnée. Dans les autres cas on a recourt à des algorithmes plus performants, dans
l’algorithme Uzawa Bi-gradient conjugué stabilisé chacune des itérations nécessite l’invertion
de deux systèmes de dimension p× p. De plus cet algorithme converge en un nombre f ni d’ité-
rations : Nit ≤ q. Pour plus de détails sur l’aspect théorique concernant les bases algébriques de
ces algorithmes je renvoie le lecteur aux travaux de Y. Saad (documentation téléchargeable sur
http ://www-users.cs.umn.edu/ saad/).
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F ← g−C A−1 f
r˜ ← F−C A−1 By(0)
r ← r˜
Répéter
ρ1 ← (r, r˜)
Si (i = 1) Alors
q1 ← r˜
Sinon
β← (ρ1/ρ2) (α/ω)
q1 ← r + β(q1−ωv)
Fin Si
qˆ1 ← M−1 q1
z1 ← A−1 Bqˆ1
v←C z1
α← ρ1/(v, r˜)
q2 ← r−αv
Si (‖q2‖/‖F‖< ε) Alors
y← y+ αq1
x← x−αz1
r ← 0
Sinon
qˆ2 ←M−1 q2
z2 ← A−1 Bqˆ2
t ←C z2
ω← (t,q2)/(t, t)
y← y+ αq1 + ωq2
x← x−αz1−ωz2
r ← q2−ω t
ρ2 ← ρ1
Fin Si
jusqu’à ce que (‖r‖/‖F‖< ε)
Algorithme 1: Pseudocode de la méthode d’Uzawa Bi-gradient conjugué stabilisé
A.3 Écoulement diphasique à l’échelle de Darcy
La loi de Darcy généralisée est utilisée dans les équations de conservation de la masse de
chaque f uide.
∂
∂t (ρα εα(Pc)) = ∇ ·
(ρα
ηα
krα(Pc)Ks · (∇Pα−ραg)
)
(20a)
∂
∂t (ρκ(Pκ)(1− εs− εα(Pc)) = ∇ ·
(ρκ(Pκ)
ηκ
krα(Pc)Ks · (∇Pκ−ρκ(Pκ)g)
)
(20b)
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Af n de fermer ce système d’équations, on se donne un modèle de pression capillaire ainsi
que des lois de perméabilités relatives. Ici nous avons retenu le modèle de van Genuchten qui
relie la pression capillaire à la saturation lorsque la pression du gaz est suppérieure à la pression
du liquide, lorsque Pc > 0 la saturation réduite est constante est elle vaut 1. Enf n on suppose
que le gaz est un mélange idéal répondant à la loi des gaz parfaits. Toutes ces lois utilisent des
fonctions continues et dérivables.
εα = ε
r
α +(ε
s
α− εrα)Srα (21a)
Srα =
1
(1+(α |Pκ−Pα|)n)m
(α,n,m) ∈ (R+∗)3 (21b)
krα =
√
Srα
(
1−
(
1− (Srα)1/λα
)λα)2
λα ∈ R+∗ (21c)
krκ =
√
Srκ
(
1−
(
1− (Srκ)1/λκ
)λκ)2 λκ ∈ R+∗ (21d)
ρκ =
Mκ
RTκ
Pκ (21e)
Pα = P0 + ρα ghα (22a)
Pκ = P0 + ρα ghκ (22b)
ρκ =
MκP0
RT
(
1+
ραg
P0
hκ
)
= ρ0κ (1+ βhκ) (22c)
avec R≈ 8.314m3.Pa.K−1.mol−1, Tκ = 300K et Mκ ≈ 0.029kg.mol−1. Ce système diphasique
est piloté par six coeff cients (en 1D) α, n , m , λα, λκ et Ks. Les conditions initiales doivent être
spécif ée (Pα(x,0) et Pκ(x,0)) ainsi que les conditions aux limites de Dirichlet sur la frontière
Γd et de Neumann sur la frontière Γn. Ces équations sont résolues avec une méthode éléments
f nis, on écrit ci-dessous la formulation variationnelle en décomposant les pressions dans une
base de fonctions tests : Pα = ∑i Pα,i ψi et Pκ = ∑i Pκ,i φi. Les dérivées temporelles sont discréti-
sées par un schéma Euler implicite. Les conditions aux limites de Dirichlet sont imposées avec
les multiplicateurs de Lagrange λα = ∑i λα,i χi et λκ = ∑i λκ,i χi.
εsα− εrα
∆t
∫
Ω
Sr,n+1α ψ j dΩ
+
Ksραg
ηα
∫
Ω
[
kr,n+1α
(
∇hn+1α − ex
)] ·∇ψ j dΩ
+
∫
Γd
λn+1α ψ j dΓ
=
εsα− εrα
∆t
∫
Ω
Sr,nα ψ j dΩ
+
Ksραg
ηα
∫
Γn
n ·
[
kr,n+1α
(
∇hn+1α − ex
)]
ψ j dΓ (23)
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1
∆t
∫
Ω
[(1+ βhn+1α
)(
1− εs− (εsα− εrα)Sr,n+1α
)]
φ j dΩ
+
Ksραg
ηκ
∫
Ω
[
(1+ βhn+1κ )kr,n+1κ
(
∇hn+1κ + γ(1+ βhn+1κ )ex
)] ·∇φ j dΩ
+
∫
Γd
λn+1κ φ j dΓ
=
1
∆t
∫
Ω
[(1+ βhnα
)(
1− εs− (εsα− εrα)Sr,nα
)]φ j dΩ
Ksραg
ηκ
∫
Γn
n ·
[
(1+ βhn+1κ )kr,n+1κ
(
∇hn+1κ + γ(1+ βhn+1κ )ex
)]φ j dΓ (24)
∫
Γd
(
Pn+1α −Pdα
)
χ j dΓ = 0 (25)∫
Γd
(
Pn+1κ −Pdκ
)
χ j dΓ = 0 (26)
Ces équations discrètes présentent de nombreuses non-linéarités. L’algorithme itératif de
Newton fait intervenir les résidus ainsi que la matrice jacobienne à l’itéré précédent pour ca-
culer les incréments de pression (δPkα et δPkκ) et les incréments des multiplicateurs de Lagrange
(δΛkα et δΛkκ). 
Jαα Jακ Btα 0
Jκα Jκκ 0 Btκ
Bα 0 0 0
0 Bκ 0 0
×

δPkα
δPkκ
δΛkα
δΛkκ
=−

Rn,pα
Rn,pκ
Sn,pα
Sn,pα
 (27)
La résolution de l’équation de Richards ne fait intervenir que la pression dans la phase
liquide, le système se limite aux première et troisième lignes du système ci-dessus. Les blocs
de la matrice jacobienne s’écrivent :
Jαα,i j
∣∣n,p = −ρα (εsα− εrα)
∆t
∫
Ω
dSrα
dPα
∣∣∣∣n,p ψi ψ j dΩ
+
ρα
ηα
∫
Ω
{krα|n,p Ks ·∇ψi} ·∇ψ j dΩ
− ραηα
∫
Ω
{
dkrα
dSrα
∣∣∣∣n,p dSrαdPc
∣∣∣∣n,p ψi Ks · (∇Pα|n,p + ραg)} ·∇ψ j dΩ (28a)
Bα,i j =
∫
Γd
ψi χ j dΓ (28b)
De la même façon on obtient les termes de la jacobienne correspondant au système opposé
pour lequel la pression du liquide serait constante. Des termes supplémentaires dûs à la varia-
tion de densité apparaissent. Les conditions de Dirichlet sont traitées strictement de la même
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façon.
Jκκ,i j
∣∣n,p = −1(εsα− εrα)∆t
∫
Ω
ρκ|n,p dS
r
α
dPc
∣∣∣∣n,p ψi ψ j dΩ
+
Mκ
RTκ ∆t
∫
Ω
(1− εs− εα|n,p)ψi ψ j dΩ
+
1
ηκ
∫
Ω
{
ρκ|n,p krκ|n,p Ks ·
(
∇φi + MκRTκ φi g
)}
·~∇φ j dΩ
− 1ηκ
∫
Ω
{
ρκ|n,p dk
r
κ
dSrκ
∣∣∣∣n,p dSrαdPc
∣∣∣∣n,p φi Ks · (∇Pκ|n,p + ρκ|n,pg)} ·∇φ j dΩ
+
Mκ
RTκηκ
∫
Ω
{φi krκ|n,p Ks · (∇Pκ|n,p + ρκ|n,pg)} ·∇φ j dΩ (29)
Bκ,i j =
∫
Γd
φi χ j dΓ (30)
La dépendance de la saturation et des perméabilités avec la pression capillaire induisent
des termes croisés
Jακ,i j|n,p = ρα∆t
∫
Ω
dεα
dPκ
∣∣∣∣n,p ψi ψ j dΩ
+
ρα
ηα
∫
Ω
{
dkrα
dPκ
∣∣∣∣n,p ψi Ks · (∇Pα|n,p + ραg)} ·∇ψ j dΩ (31a)
Jκα,i j|n,p = −1∆t
∫
Ω
ρκ|n,p dεαdPα
∣∣∣∣n,p ψi ψ j dΩ
+
1
ηκ
∫
Ω
{
ρκ|n,p dk
r
κ
dPα
∣∣∣∣n,p φi Ks · (∇Pκ|n,p + ρκ|n,pg)} ·∇φ j dΩ (31b)
dSrα
dPc
= −αnm(1+(α |Pc|)n)−m−1 (α |Pc|)n−1 pour Pc ≥ 0 (32a)
dkri
dSri
=
1
2
√
Sri
[
1−
(
1− (Sri )1/λi
)λi]2
+ 2
√
Sri
[
1−
(
1− (Sri )1/λi
)λi][(
1− (Sri )1/λi
)λi−1][
(Sri )
1
λi
−1] (32b)
A.4 Formulation conservative du transfert de masse à l’échelle de Darcy
À l’échelle de Darcy le transport d’un soluté dans un milieu non réactive peut être modélisé
par l’équation d’advection-dispersion.
Dans Ω ∂∂t (εαCα)+ ∇ · (qCα− εαD ·∇Cα) = 0
Si n ·q≤ 0 n · (qCα− εαD ·∇Cα) = n ·qc0
Si n ·q > 0 n · εαD ·∇Cα = 0
Dans Ω Cα(x,0) = c0(x)
(33)
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Ce modèle tient compte de l’évolution de la teneur en eau εα(x, t) et de la vitesse de Darcy
q(x, t). Ces deux grandeurs sont calculées en résolvant le système d’équations di-phasique dé-
crit précédemment ou bien l’équation de Richards. Les variations temporelles et spatiales de
deux grandeurs s’équilibrent pour satisfaire au principe de la conservation de la masse. Ces
deux inconnues doivent donc être employées avec précaution dans l’EAD. De plus, lors de la
résolution de l’écoulement l’inconnue choisie n’est pas la vitesse ni la teneur en eau mais la
charge Hα ou le pression Pα. Pour être exact c’est donc cette inconnue qui doit être utilisée
dans l’EAD.
A.5 Résidu au sens des éléments finis
Soit Ω un ouvert borné et V h un espace d’éléments f nis de dimension n inclu dans L2(Ω).
On note ϕi les fonctions de base et si les noeuds du maillage tels que ϕi(s j) = δi j. On veut
résoudre l’équation variationnelle suivante :
ah(uh,vh) = ( f ,vh)L2 ∀vh ∈V h (34)
Soit Ah : V h → V h l’opérateur discret associé à ah. Le résidu pour les éléments f nis rest
rh = Ah uh − f dont on veut estimer la norme L2. On note R le vecteur déf ni par Ri = rh(si).
Soit A la matrice n×n obtenue en discrétisant par éléments f nis la formulation variationnelle,
i.e. Ai j = ah(ϕ j,ϕi). De même, soit F le vecteur déf ni par Fi = ( f ,ϕi)L2 . Numériquement, on
résout le système A×X = F d’inconnue X et le résidu numérique naturel est R˜ = A×X −F.
On note (·, ·)E la norme euclidienne. Soit vh une fonction test et soit V tel que Vi = vh(si) alors
on a :
(R˜,V )E = (A×X−F,V )E = ah(uh,vh)− ( f ,vh)L2 = (rh,vh)L2 = (Q×R,V )E (35)
où Q est la matrice de masse Id(ϕ j,ϕi). Donc R˜ = Q×R. On obtient ainsi une estimation du
résidu : ‖rh‖22 = (Q×R,R) = (R˜,Q−1× R˜). Le calcul du résidu nécessite alors l’inversion d’un
système de taille n×n, dans la pratique ce résidu est estimé en approchant la matrice masse Q
par une matrice masse condensée donc diagonale et facilement inversible.
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Abstract This paper discusses the type of macro-scale or Darcy-scale model suitable for
modelling Cesium transport in clayed soil. While the motivation for the study comes from the
context of nuclear risk control, this study may be viewed in the more general framework of
reactive solute transport.
In many geochemical studies, the f rst approximation made in Darcy-scale models consists
in assuming that all macro-scale concentrations correspond to equilibrium conditions. Com-
paring chemical, diffusion and advection characteristic times, it is plausible to f nd situations
where the pore-scale solute concentration is not homogeneous. We study two cases : linear
irreversible sorption with convection and non-linear reversible sorption for diffusion domina-
ted cases. The aim is to establish the way that chemical and transport effective properties are
correlated.
Key words : sand, clay, sorption, cesium, active dispersion, pore-scale, volume averaging.
Introduction
Mass transport in porous media often deals with advection, diffusion and heterogeneous
sorption with many applications in the physical, chemical and engineering sciences. Even if
passive dispersion in saturated homogeneous porous media is a well known phenomenon, the
understanding of the way that chemistry acts on macroscopic transport parameters has to be
improved.
A key issue in soil science consists in predicting effective parameters at the Darcy’s scale
from assumptions made about the pore-scale structure. Field, column or diffusive cells expe-
riments give a macroscopic point of view whereas closed-reactor or batch experiments give
information about chemistry isolated from transport processes. How to make the best possible
use of this information ?
The development of macro-(Darcy) scale models from micro-(pore) scale equations has
been studied for many years with different mathematical treatments [83, 148, 6]. In his paper
we choose the volume-averaging method and develop an appropriate closure problem for an
idealized periodic and ordered porous medium. This work is focused on two aspects of active
transport. First, we consider the linear irreversible sorption of a pollutant and study the resulting
active dispersion (where active dispersion means dispersion mechanisms affected by phase
exchange). Second, we analyse the impact of non-linear reversible sorption of solute at very
low concentrations for diffusive cases.
1. Heterogeneous reactive process
At the pore-scale, species transport in the f uide phase Ωγ is modeled by a convective-
diffusive equation. At very low Reynolds number, the velocity f eld is calculated by solving a
steady-state Stokes’ problem with periodic boundary conditions. The boundary condition at Ωσ
(the surface of the clay particles) links the diffusive f ux to the adsorption rate, and a no slip
boundary condition is used (~u =~0). The adsorption rate χ(c ,s) depends on the chemistry and
more specif cally on the reversibility and the order of the reaction. For kinetics of order greater
than two, non-linear effects appear.
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-
Ω0
Ωγ
Ωσ
FIG. 5 – Description of the multi-scaled porous media.
∂tc+~∇ ·
(
~uc−D0~∇c
)
= 0 in Ωγ (36a)
∂ts−χ(c ,s) = 0 at Ωσ (36b)
~nγσ ·
(
D0~∇c
)
+ ∂ts = 0 at Ωσ (36c)
where c is the bulk concentration
[
mol.m−3
]
, s is the surface concentration
[
mol.m−2
]
,~u is the
velocity in the f uid phase
[
m.s−1
]
, D0 is the molecular diffusion coeff cient
[
m.s−2
]
,~nγσ is the
normal vector oriented from the γ-phase toward the σ-phase and χ(c ,s) is the local adsorption
rate
[
mol.m−2.s−1
]
.
1.1 Diffusion process
Diffusion process is driven by collisions. In a porous medium, we can distinguish two kinds
of collisions : free molecules impacts in bulk are modeled by Fick’s law whereas collisions
between free particules and the solid phase will lead to a macro-scale Knudsen diffusion. The
effective diffusion results from an addition of the two effects. An estimation of the relative
importance of Knudsen effects is given by the Knudsen’s adimensional number :
Kn = λ / lγ (37)
where λ is the mean free path [m] and lγ is the characteristic pore size [m]. In our applications
involving water at low pressure (due to a hight succion) we always have Kn ≪ 1.
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Different diffusion coeff cients give rise to coupled multi-species transport equations (Maxwell-
Stefan model). Here we consider the spread of a pollutant at very low concentration (Cs+ at c0 mol.m−3)
in a porous media presenting a high background concentration in major species (K+ , Cl− at c1'
102×c0). Thus the ionic strength has very smooth and low variations so cross-diffusion effects
can be neglected and Fick’s law is valid.
1.2 Volume averaging
The superf cial average in Ω0 of a quantity ψ over the i-phase and the intrinsic averaged in
Ω j of a quantity ψ over the i-phase are def ned by
〈ψ〉i =
1
V0
∫
Ωi
ψdΩ (38a)
〈ψ〉 ji =
1
Vj
∫
Ωi
ψdΩ (38b)
where V0 is the volume
[
m3
]
of the averaging domain Ω0. Vj is the volume
[
m3
]
of Ω j or the
area
[
m2
]
of the surface Ω j. We introduce the following spatial deviations
c = 〈c〉γγ + c˜ in Ωγ (39a)
~u = 〈~u〉γγ +~˜u in Ωγ (39b)
s = 〈s〉σσ + s˜ at Ωσ (39c)
Integrating equations (36) gives a transport equation for the averaged quantities C = 〈c〉γγ
and S = 〈s〉σσ. We notice that the spatial deviation c˜ and s˜ appear in a dispersion term, an
interfacial term and in the averaged sorption rate.
εγ∂tC + εσ∂tS = −~∇ ·
[
εγ~UC +
〈
~˜u c˜
〉
γ
− εγD0~∇C−D0
〈
~nγσc˜
〉
σ
]
(40a)
εσ∂tS = 〈χ(c ,s)〉σ (40b)
with ~U = 〈~u〉γγ the averaged velocity. We can also def ne Darcy’s velocity by ~Q = εγ ~U . The
porosity εγ
[
m3.m−3
]
and the specif c surface εσ
[
m2.m−3
]
are given by 〈1〉γ and 〈1〉σ.
Since the volume averaging acts as a spatial smoothing, we have lost information in equa-
tions (40) compared to the initial system. In addition, in order to close the system we have to
calculate the deviation f eld by solving an integro-differential problem (closure problem) which
is discussed below.
1.3 Local closure problem
In this section we develop a local system of equations that links the small scale to the upper
scale. For this we substract averaged equation (40) to local equation (36). Thus we obtain a
system for c˜ and s˜ in which ~∇C, C and S act as sink/source terms.
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By def nition we have 〈c˜〉γ = 0 and 〈s˜〉σ = 0 but advective or reactive processes can create
strong heterogeneities at the pore scale and 〈c˜〉σ may not be neglected. Moreover, depending on
the nature of the non-linearities in the sorption rate, more complex integrals like
〈
c˜ 2
〉
σ
or 〈c˜ s˜〉σ
can occur. All these interface effects create complex non-linear Neumann-Robin boundary-
conditions.
∂t c˜+~∇ ·
(
~uc−D0~∇c
)
= −~˜u ·~∇C + ε−1γ εσ 〈χ(c ,s)〉σ (41a)
∂t s˜ = χ(c ,s)− ε−1σ 〈χ(c ,s)〉σ (41b)
~nγσ ·
(
D0~∇c˜
)
= −~nγσ ·
(
D0~∇C
)
−χ(c ,s) (41c)
The complexity comes from the jump condition given by χ and we will develop explicitly
this condition in two particular cases in sections B.1 and B.1. Nevertheless some approxima-
tions can be established. The f rst one concerns scale separation, i.e., lγ ≪ L. Following the
method of Crapiste et al. [59] we consider that the closure problem can be treated as quasi-
steady even if the general problem is transient. For more details about length-scale constraints
refer to [121, 224]. Even with a passive system we have a closure problem which depends on
the averaged concentrations and their gradients. A major modeling approximation assumes a
predetermined form for the spatial deviations. Thus we introduce closure variables or mapping
variables which mainly depend on the pore geometry, it is sometimes referred to as a single
point closure. This is quite an intuitive way to represent the spatial deviations proportionally
to the sink/source terms that appear in equations (41). For example, in the case of the linear
irreversible sorption in a diffusion dominated transport, Whitaker suggests : c˜ = ~f ·~∇C + gC.
This leads to the solving of two independent closure problems. For non-linear problems, the
problem consists in f nding a decomposition for c˜ and s˜, in section B.1 we propose a solution
for a second order kinetic.
2. Clay chemistry
Physically and chemically speaking, clay is a very complex medium. Clay rocks are made
of aggregation of tactoids linked by electrostatic forces. Natural clay also presents minor phases
like metallic oxydes, organic matter or precipitates. In our study we use a quite pure illite (Illite
du Puy) which has been well caracterised by thermodynamic [54, 149] and kinetic [55, 194]
studies.
We can distinguish three kinds of sorption sites : external planar surface sites, interlayer
sites and frayed edge sites. External surface sites have a huge capacity but a very low aff nity
whereas frayed edge sites have a high aff nity and a very low capacity. Concerning interlayer
sites, the process which dominates is the diffusion of reactants between layers. Moreover, me-
chanics effets can occur because interlayer spaces can be swollen by hydrated cations. These
phenomenon can be neglected for illite.
Heterogeneous reactions between tactoids and cations arise from electrostatic interactions
between a positively charged cation and negatively charged clay surface. Tactoids are a piling
of different sorts of mineral layers with crystalline and structural defaults. A very f ne way of
describing the surface is to use an electric potential.
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This requires the total knowledge of the structure of every tactoid. Moreover, the organization
of tactoids in micro-porous media has an impact on the electric f eld seen by cations. These
electric interactions act at very short length from the wall and vanish after tens to hundreds
of nanometers (Born potential, London - van Der Waals potential, double-layer potential). An
estimation of the adsorption rate can be done by solving the Smoluchowski equation [?]. Here
we consider equivalent sorption and desorption rates that integrate transport phenomena very
close to the surface which are dominated by electrostatic forces. These equivalent chemical
properties are consider as intrinsic.
Our interest is in understanding the behavior of Cesium at very low concentration. The per-
turbation over the general chemical equilibium of majour species (K+ and Cl− in our case) is
suff ciently low to consider that they remain constant and do not impact on cesium migration.
The aim is to give prominence to the strong impact of chemistry on transport processes.
To simplify the problem we focus on a system presenting a single isostoechiometric hete-
rogeneous reaction.
Cs+ + X−K ⇋ X−Cs+ K+ (42)
where Cs+ and K+ are solute species and their concentrations are [Cs+] and [K+] expressed
in mol.m−3. X −Cs and X −K are sorbed species and their concentrations are [X −Cs] and
[X−K] expressed in mol.m−2.
2.1 Reversibility
Thermodynamic studies have proved that Cesium sorption is a mixing of reversible and
irreversible processes, depending on the concentration and the nature of species and clay
[68, 150]. At early times (very far from saturation), Cesium sorption can be considered as
linear and irreversible (eventually with several rates corresponding to different sorption sites).
When the sorbed concentration become signif cant, competition between sorption and desorp-
tion establishes an equilibrium. To fully understand interaction between transport and chemis-
try, f rst we study the linear irreversible sorption (g˘B.1) and then the non-linear irreversible
sorption (g˘B.1). Experimentally, to limit slow reactions (which can also be irreversible) clay is
pre-treated to saturate interlayer sites with a smaller and more selective cation than Cs+ (K+ in
our case, see Fig. 5).
In our study, chemical properties of the soil are measured and interpreted by the Cationic
Exchange Theory [170]. This global approach represents the reactive surface as equivalent sites
with their quantities, aff nities for cations and characteristic sorption and desorption times.
Considering a second order kinetic controlled reaction, the rate of production of X−Cs can be
written
∂t [X −Cs] = k+0
{
Cs+
}{X−K}− k−0 {X−Cs}{K+} (43)
where {Φ} represents the activity of species Φ. At very low concentration, the activity coeff -
cient, which depends on the ionic strength, can be taken equal to one for solute
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species. For sorbed species and free surface sites, this approximation is strictly valid only far
from saturation. We consider that the electric potential is uniformly distributed over the clay
surface and that the presence of a cation produces only a local disturbance. In the equivalent-
site formalism, sites are uniformly distributed and the distance between two sites is very large
compared to cation size. In these approximations there are no interactions between sites and
activities can be taken equal to concentrations. This leads to the Langmuir isotherm. The total
site concentration is given by the Cationic Exchange Capacity (CEC). Considering the high
aff nity of potassium on sorption sites and the high bulk concentration the free site concentra-
tion can be taken equal to zero. From this follows the non-linear nature of heterogeneous ion
exchange processes.
∂ts = k+0 c(S0− s)− k−0 c1s (44)
For convenience reasons s = [X−Cs], c = [Cs+] and S0 = CEC. c1 is the background
potassic concentration taken constant all over the experimentation. When chemical equilibrium
is reached we def ne a local equilibrium constant
KeqCs+/K+ =
[X −Cs]eq [K+]eq
[Cs+]eq [X −K]eq =
seqc1
ceq (S0− seq) =
k+0
k−0
(45)
These rates of production k+0 and k
−
0
[
m3.mol−1.s−1
]
are considered as intrinsic. In the case
of linear irreversible sorption :
∂s
∂t = k
+
1 c (46)
3. Fast and finite linear irreversible kinetics
This case corresponds to
χ(c ,s) = k+1 c (47)
For practical reasons we def ne three dimensionless numbers : Péclet number (convection
vs diffusion), Sherwood number (sorption vs diffusion) and Damkholer number (sorption vs
convection). The length scale associated with the pore size is lγ. The chosen diffusive charac-
teristic time is t0 = l2γ /D0. Thus we get :
Pe =
u0 lγ
D0
, S+h =
k+1 lγ
D0
and D+K =
k+1
u0
(48)
with Pe×D+K = S+h . The dimensionless form of the boundary condition for the closure problem
becomes
~nγσ ·~∇c˜ =−~nγσ ·~∇C−S+h C−S+h c˜ (49)
A natural decomposition c˜ = ~f ·~∇C + gC leads to two closure problems as proposed by
Whitaker. The two quantities ~f and g are advected and diffused with a Neumann-Robin boun-
dary condition. The velocity deviation ~˜u acts as a sink/source term for ~f . For S+h ≪ 1 the
transport is dominated by advection and diffusion that guarentee c˜≪ 1 at Ωσ.
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So the Neumann-Robin boundary condition can be simplif ed in a Neumann boundary condi-
tion. This hypothesis is no longer valid when velocity and sorption produce signif cant sink/source
terms for ~f and g at Ωσ. The contribution brought by the Neumann-Robin boundary condition
is responsible for the active dispersion.
Replacing c˜ by its expression in equation (40) gives a macroscopic transport model for
averaged quantities C and S :
εγ ∂tC + εσ ∂tS = −~∇ ·
[
εγ ~Ue f f C− εγ De f f ·~∇C
]
(50a)
εσ ∂tS = εσ S+h,e f f C + εσ~υe f f ·~∇C (50b)
where ~Ue f f is the effective velocity, De f f is the hydrodynamic dispersion tensor, S+h,e f f is the
effective sorption rate and~υe f f is the effective velocity-like coeff cient.
For S+h ≪ 1 we refer to passive case. That is to say that effective parameters are not af-
fected by sorption. In that case ~Ue f f = ~U , S+h,e f f = S
+
h and ~υe f f =~0. The passive dispersion
has been studied for a long time in saturated porous media. Experiments in unconsolidated
sandy soils with one-dimensional f ow have shown that passive dispersion can be modeled by
a quite simple correlation : at low Péclet numbers a diffusive regime only affected by tor-
tuosity followed f rst by a transition regime then by a fully dispersive regime governed by a
power law expression. To quantify the error made by the use of passive effective parameters
when sorption becomes prominent we tested a wide range of Péclet and Sherwood numbers :(
Pe,S+h
) ∈ [10−1,103]× [10−3,103] (in log-scale on f gure 6 and 7). On f gure 6 relative er-
ror between active and passive disperisons are given in percents (D0h = limPe→0 Dh). Effective
sorption rate is compared to the diffusive case in percents (S+,0h,e f f = limS+h →0 S
+
h,e f f ). On f gure
7 we plotted evolutions of
∥∥∥~Ue f f∥∥∥ and ∥∥~υe f f∥∥.
 0
 5
 10
 15
 20
 25
 30
 0
 5
 10
 15
 20
 25
 30
Sh,eff-Sh,eff
0
 [%]
Pe
Sh
+
-80
-60
-40
-20
 0
 20
 40
 60
 80
-100
-50
 0
 50
 100
Dh-Dh
0
 [%]
Pe
Sh
+
FIG. 6 – Active dispersion and effective sorption rate
The spread of the solute is driven by a competition between advection and sorption. The
behaviour of the effective reaction rate is quite simple, for low Sherwood numbers diffusion
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evolutions
is large enough to homogeneize concentration. When kinetic becomes prominent the effective
reaction rate is limited by the diffusion of species toward the surface. A power law behaviour is
observed. The transition Sherwood number is higher for convective cases. The impact of che-
mistry on dispersion is more complex. Compared to the passive dispersion, active dispersion is
higher in the diffusion regime whereas it is lower in the fully dispersive regime. This result can
not be the fact of the averaged gradient because it is calculated with a closure problem in which
transport and chemical effects are uncorrelated. It can only be due to the fact that the mapping
variable g is advected by the velocity f eld~u. It seems that for high Sherwood numbers velocity
homogenizes the concentration f eld. In the same way, for high Péclet numbers, sorption seems
to lower dispersion. Nevertheless, in the asymptotic case of Pe → ∞ and S+h → ∞ correlation
between transport and sorption effects appears in the closure problem.
Specific surface
The geometry of clay particules is a piling of tactoids made of layers, so it presents a very
high specif c surface (see Fig. 5). Introducing roughness at the wall of our idealised representa-
tive cell we can modify εσ keeping the porosity εγ constant (see Fig. 9). One way to increase the
particule surface is to add smooth oscillations around the circular averaged position. To limit
the impact of surface roughness compared to the smooth case (minimum εσ), the magnitude of
oscillation was taken equal to 1% of particles radius.
The effects of an increase of εσ is the same as an increase of S+h . In dispersive regime (Pe =
50) we compared effective sorption rates for different Sherwood numbers (S+h = 50,100,150,200))
(see Fig. 10). In dashed/dotted lines are represented effective sorption rates with respect to
εσ×
(
S+h /50
)
.
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FIG. 8 – Effective dispersion, sorption rate and velocity-like coeff cients for Pe = S+h . Comparison with passive
and diffusive cases.
4. Non-linear reversible sorption
This case is characterized by
χ(c ,s) = k+0 c(S0− s)− k−0 c1 s (51a)
seq =
k+0 S0 c0
k+0 c0 + k
−
0 c1
at equilibrium (51b)
The characteristic bulk concentration is given by c0 expressed in mol.m−3. The characteris-
tic surface concentration is constrained by s0 = c0lγ in mol.m−2. We def ne the dimensionless
concentrations c∗ = c/c0 and s∗ = s/(s0 seq). This way for an injection of concentration at c0
in the porous media we have 0 < c∗ < 1 and 0 < s∗ < 1 (without sink/source terms). The di-
mensionless form of the adsorption rate is given by forward and backward Sherwood numbers
and a dimensionless surface capacity. For pratical reasons ∗ are omitted in dimensionless forms
of equations.
χ(c∗,s∗) = S+h c∗ (S∗0− s∗)−S−h s∗ (52a)
with S+h =
k+0 c0 l2γ
D0 seq
, S−h =
k−0 c1 l2γ
D0 seq
and S∗0 =
S0
c0 lγ seq
(52b)
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FIG. 9 – Two different unit cells meshed with quadratic triangles. Porosity
[
m3.m−3
]
: εγ = 0.3. Specif c surface[
m2.m−3
]
: εσ = 3.18 (left), εσ = 4.31 (right)
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FIG. 10 – Effective sorption rate with respect to the specif c surface. Comparison of an increase of sorption rate
and an increase of εσ.
4.1 Closure problem
~∇ ·~∇c˜− ε−1γ
〈
~nγσ ·~∇c˜
〉
σ
= 0 in Ωγ (53a)
S+h c˜ (S0− s)− s˜
(
S−h + S
+
h C
)−Aχ = 0 at Ωσ (53b)
~nγσ ·~∇c+ S+h c (S0− s)−S−h s = 0 at Ωσ (53c)
where Aχ = ε−1σ
〈
S+h c˜ (S0− s)
〉
σ
.
The complexity of the boundary condition at Ωσ comes from the non-linearity of the hete-
rogeneous reaction. We obtain a system of equations which links c˜ and s˜ to their average. We
note that spatial deviations arise from two sink/source terms : ~∇C and S+h C (S0−S)−S−h S. At
the f rst order we can represent spatial deviations with a linear combination of ~∇C, C ans S.
c˜ = ~f1 ·~∇C + f2C + f3 S (54a)
s˜ =~g1 ·~∇C + g2C + g3 S (54b)
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We split the closure problem in three independent problems. We have to solve an integro-
differential problem for every couple of mapping variables ( fi ,gi). By def nition we get :
∀i , 〈 fi〉γ = 〈gi〉σ = 0.
The splitting of transport and chemical effects kills the impact of the averaged gradients
on the averaged reaction rate. We can f nd situations of chemical shock where ~∇C cannot be
neglected. Moreover, non-linear effects appear when ∂tS ' 1. For example, a very thin porous
membrane forced with a high concentration slope. All these phenomena can only be captured
by the totally coupled system (53). To illustrate this, we can distinguish static and dynamic
equilibriums (See Fig. 11). For a given kinetic, when ~∇C increases Aχ becomes signif cant
even when S+h C (S0−S)−S−h S = 0 :
Seqdynamic =
S+h S0C + Aχ
S−h + S
+
h C
6= Seqstatic (55)
4.2 Closed form of the volume averaged transport equations
Replacing c˜ and s˜ in equations (40), assuming a symmetric unit cell, leads to the following
closed form of the volume averaged transport equations.
εγ ∂tC + εσ ∂tS = ~∇ ·
(
εγ De f f ·~∇C
)
(56a)
εσ∂tS = εσ S+h C (S0−S)− εσ S−h S+ Aχ (56b)
φe f f = 1+ AχS+h C (S0−S)−S−h S
(56c)
where De f f is the effective diffusion tensor and φe f f is th effective reaction coeff cient.
Here we have neglected the velocity-like vector associated with the chemical reaction. The
effective diffusion coeff cient remains constant when the kinetic becomes fast. At equilibrium
we have an explicit relation between S and C. We def ne a non-linear dynamic averaged distri-
bution coeff cient : Keqd (C) = S
eq
dynamic /C. The chemical reaction acts as a non-linear retardation
factor R(C).
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FIG. 11 – Effective reaction coeff cient φe f f calculated with the linearized closure problem. Averaged sorp-
tion (red) and desorption (blue) domains for S+h = S
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h = 20 , with three different averaged gradients
∥∥∥~∇C∥∥∥ =
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εγ ∂t (R(C) C) = ~∇ ·
(
εγ De f f ·~∇C
)
(57a)
R(C) = 1+ ε−1γ εσK
eq
d (C) (57b)
In the case of cesium migration in a clayed porous medium Sherwood numbers are very
low (< 10−2) and the sorbed concentration at equilibrium is very high
(
S+h /S
−
h ∼ 102
)
. So
cesium diffuses homogeneously through the pores and the heterogeneous reaction “sees” at the
surface a concentration very close to the averaged bulk concentration. Effective parameters can
be considered as constant.
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FIG. 12 – Comparison of direct and averaged (with the linearized closure problem) simulations for three kinetics :(
S+h , S
−
h
) ∈ {(10−3 , 10−3) ; (1 , 1) ; (103 , 103)}. Concentration prof les are plotted for t = 100s and for t → ∞
(steady-state).
We can see on Fig. 12 that the obtained effective parameters give averaged simulations
with a very good f t with the direct simulations in the case of slow kinetics. For very long
times
∥∥∥~∇C∥∥∥ = 10−1 so the averaged equilibrium is not effected by the gradient of C and the
three diffusive simulations reach the same quasi-satic equilibrium. For high Sherwood numbers
averaged gradients are signif cant during the transient regime. Specif cally at early times, when
the system starts from its maximum disequilibrium. Moreover, non-linear effects may also have
a great contribution on the effective sorption rate.
Conclusion
Cesium sorption in clayed soils is quite a slow phenomenon compared to diffusion. Even
though effective parameters can be calculated by a linearized method, the volume averaging
method permits us to better understand the behaviour of effective diffusion and averaged sorp-
tion rate. The aim of such a study is not to calculate very precisely effective parameters for
a given reaction for one particular clayed soil but to identify a general trend with respect to
dimensionless numbers. In order to use it to explain experimental data, an important step is the
classif cation of processes to identify which of them are most likely to impact on the spread of
pollutant.
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Some qualitative results are quite intuitive but the use of characteristic quantities allows to
quantify it. Concerning transport parameters, one of the results is that tortuosity is not affec-
ted by sorption. Hydrodynamic dispersion is highly affected by sorption for diffusive or fully
dispersive regime. The effective velocity is not very sensitive to sorption, but an additional
velocity-like term can represent a few percents of the total advective f ux.
Heterogeneous reaction depends on the surface averaged concentration. All phenomena
that create pore-scale heterogeneities over the concentration f eld will have an impact on the
averaged sorption rate. That is the case for transport processes. Because close to the surface
velocity vanishes, the transport of solute toward sorption sites is diffusion controlled. Never-
theless, for advection dominated cases, reactants are concentrated in high velocity areas. De-
pending on the pore geometry, low velocity zones can give rise to a two-media behaviour.
Pollutant is transferred from high velocity zones to low velocity zones and then to the reactive
surface.
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Abstract
This paper discusses the type of macro-scale, or Darcy-scale, model suitable for model-
ling Cesium transport in sandy-clayed soil. While the motivation for the study comes from the
context of nuclear risk control, this study may be viewed in the more general framework of
surface contaminations with reactive solute transport. The adopted strategy consists in looking
at an idealized soil composed of Fontainebleau sand with a few percents of f ne particles of
Illite du Puy. This leads to a simpler system in terms of geochemical reactions compared to na-
tural systems which present much more chemical components in the solid phases and in water.
Two averaged models have been tested. The f rst model corresponds to a two-equation mo-
del involving mainly dispersion in the macro-porosity, and an exchange term with the balance
equation for the clay macro-scale domain, which is estimated from the application of a volume
averaging upscaling technique. The second model corresponds to a mixed-model coupling a
macro-scale equation for the intra-granular f uid phase with a direct simulation of diffusion in
the clay particle with special boundary conditions involving the macro-scale concentration.
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Introduction
The study of the solute transport in a fully or partially water saturated porous medium is
the subject of many works, this f eld of research has many applications in the context of nuclear
waste storage and environmental pollution. In these two areas of application, the simulation of
the tracer behavior requires an accurate knowledge of the transport equations to be solved at
the Darcy-scale and a thorough understanding of the parameters and their relationships. The
presence of several solid phases with different geometric and chemical characteristics involve
a phenomenology and processes which have to be described f rst at the pore-scale in order
to deduce the equations to be solved at the macro-scale. For example, in many geochemical
studies, the f rst approximation usually performed in Darcy-scale models for the retention pro-
cess of the tracer in clay assumes that macro-scale concentrations correspond to equilibrium
conditions. However, the comparison between the characteristic times of (1) the reactive and
diffusion processes in the clay grain and (2) the advection process in the intragranular porosity
may lead to situations where the pore-scale solute concentration is not homogeneous [6, 1997].
This suggests the importance of the two-media effects, and this may be taken into account at
the Darcy-scale by a two-equation model. The remaining issue being the connection between
Darcy-scale and micro-scale properties.
This work focuses on the reactive transport of cesium in a fully saturated porous medium
composed of a sand of Fontainebleau (non-reactive) and one particular type of clay : illite (from
Puy, France) [194, 1972] [68, 2004]. The second section is dedicated to the formalization of the
equations to be solved at the Darcy-scale when the diffusion and the sorption processes of the
cesium are explicitly taken into account in the clay. The method is based on the application of
one particular upscaling technique : the volume averaging with closure problems. Both scales
and the three phases are presented in Fig. 13 (Ω0 and Ω1). Another approach presented in this
section is the mixed approach. These two approaches are compared with direct simulations per-
formed at the pore-scale and used as the reference for validation of the macro-scale models. At
the pore scale, the Stokes equation is applied to compute the f uid velocity and a two-equation
model to simulate the cesium transport. The third section presents the numerical results.
1. Volume averaging
The system is composed of three phases, one f uid phase and two solid phases : water (φα),
clay
(φβ) and sand (φs). The solid phases are supposed to be immobile with rigid interfaces.
Due to low concentrations, phase densities are not modif ed by the migration of species. At
very low Reynolds numbers (Re = Uαlα/να) the f ow can be treated as incompressible. Stokes’
equation of motion and boundary conditions can be stated as :
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FIG. 13 – Pull-down scales of porous media
−~∇pα + να∆~uα = ~0 (58a)
~∇ ·~uα = 0 (58b)
~uα = ~0 atΩαβ∪Ωαs (58c)
We consider the solute transfer of a cationic species (Cesium, Cs+) whose concentration is
very low compared to the others major background components (chloride Cl−, potassium K+),
constant in space and time. Fontainebleau sand is non-reactive, so no mass transfer can occurs
through (α− s) interface between the liquid and the solid phases (Ωαs). Because the clay par-
ticles are considered as micro-porous media, the solute can diffuse and sorbe inside them. We
suppose that the kinetic reactions are suff ciently fast compared to the diffusion process. We
also consider that thermodynamic equilibrium is reached and we model the cesium transport
in φβ by a retarded-diffusive process. In the water phase the solute is advected by the velocity
f eld and molecular diffusion is modeled by the Fick’s law. We emphasize that the boundary
condition at α-β interface is not simple. Marle [143, 1982] has developed a general method for
obtaining a macroscopic equations involving jump discontinuities on interfaces. Let’s consider
a virtual interface Ωαβ between bulk and microporous media. cα and cβ represent the concen-
tration of the species in φα and φβ. Mass conservation imposes f ux continuity through Ωαβ.
Nevertheless, with a low diffusive ratio Dβ/Dα and reactive process at equilibrium, the jump
condition can be neglected. All theses considerations lead to the following local system :
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∂cα
∂t = −
~∇ ·
[
~uαcα−Dα~∇cα
]
(59a)
Rβ
∂cβ
∂t =
~∇ ·
[
Dβ~∇cβ
]
(59b)
B.C. 1 : cα = cβ at Ωαβ
B.C. 2 : ~nαβ ·
(
Dα~∇cα
)
=~nαβ ·
(
Dβ~∇cβ
)
at Ωαβ
B.C. 3 : ~nαs ·
(
Dα~∇cα
)
=~0 at Ωαs
(59c)
In Eq. (59a), Dα is the molecular diffusion of cesium in the water and~uα is the microscopic
f uid velocity. In (59b), Rβ is the retardation factor given by the thermodynamic equilibrium of
sorption reaction, and Dβ is the effective diffusion coeff cient affected by the tortuosity in the
micropores.
Following the method given in [?, 1993] and [?, 1994], for any function ψi associated
to the phase φi we def ne superf cial average 〈ψi〉 = 1V0
∫
Ωi ψidΩ and intrinsic average 〈ψi〉
j =
1
V j
∫
Ωi ψidΩ, with Vj =
∫
Ω j dΩ. These two quantities are simply related by 〈ψi〉= ε j 〈ψi〉
j where
ε j is the volume fraction of the j-phase given by ε j = Vj/V0. The choice of the classical weigh-
ting function is explained by the ordered nature of our idealized porous media. As exposed in
[?, 1993] the characteristic length scale l0 of the averaging volume V0 can be taken equal to the
f nite maximum correlation length scale lα.
The averaging of equations (59a), (59b) and (59c) gives a two-equations model depen-
ding on spatial deviations of concentration and velocity. These deviations are given by ψi =
〈ψi〉i +ψ˜i. By assuming the following length-scale constraints : lα ∼ l0 and l20 ≪ L2 we simplify
the equations considerably. Intrinsic average varies little over the scale of the microstructure(
lα
∥∥∥~∇〈cα〉α∥∥∥≪ 1). This leads to the following superf cial volume averaged mass transport
equation :
εα
∂Cα
∂t = −
~∇ ·
[
〈~uα〉Cα +
〈
~˜uαc˜α
〉
−Dα
(
εα~∇Cα +
〈
~nαβc˜α
〉)]
+
〈
~nαβ ·
(
Dα~∇c˜α
)〉
(60)
εβRβ
∂Cβ
∂t =
~∇ ·
[
Dβ
(
εβ~∇Cβ +
〈
~nαβc˜β
〉)]
+
〈
~nαβ ·
(
Dβ~∇c˜β
)〉
(61)
with the simplif ed notations 〈cα〉α ≡Cα and
〈
cβ
〉β ≡Cβ.
1.1 Closure problem
The closure problem is obtained by subtracting the averaged equations from the local equa-
tions : (59a)−ε−1α ×(60) and (59b)−ε−1β ×(61) [59, 1986]. We use spatial decomposition in or-
der to develop a boundary condition. We note that deviation f elds
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arise from three sink/source terms. Thus at the f rst order we introduce spatial deviations which
are linear combinations of ~∇Cα, ~∇Cβ and Cα−Cβ with the understanding that the macroscopic
concentration and its gradient are linearly independent. It allows a simplif cation of the clo-
sure problem by splitting it into three independent problems for closure variables (~bαα,~bβα),
(~bαβ,~bββ) and (sα,sβ). This way we neglect cross effects of sink/source terms.
c˜α = ~bαα ·~∇Cα +~bαβ ·~∇Cβ− sα
(
Cα−Cβ
)
(62a)
c˜β = ~bβα ·~∇Cα +~bββ ·~∇Cβ− sβ
(
Cα−Cβ
)
(62b)
1.2 Closed form of the averaged equations
Use of the representation for c˜α and c˜β given by (62a)-(62b) leads to the closed form of the
transport equations. Some simplications can be made on symmetric unit cells.
εα
∂Cα
∂t = −
~∇ ·
[
εα~UαCα−Kαα ·~∇Cα−Kαβ ·~∇Cβ +~Pα
(
Cα−Cβ
)]−Γ (63)
εβRβ
∂Cβ
∂t = −
~∇ ·
[
−Kβα ·~∇Cα−Kββ ·~∇Cβ
]
+ Γ (64)
with Γ = h0
(
Cα−Cβ
)
. In equations (63) and (64), the second-order tensors Kαα, Kαβ, Kβα,
Kββ
(
[L]2 . [T ]−1
)
, the ~Pα vector
(
[L] . [T ]−1
)
and the scalar h0
(
[T ]−1
)
are coeff cients calcu-
lated with the closure variables. Some of these effective parameters are usual, like the disper-
sion tensor Kαα and the Darcy’s velocity εα~Uα, and can be found in many empirical studies. In
this study the non-equilibrium behaviour of the system, induced by the presence of the β-phase
indicates a coupling between the mass transfer and transport. Thus we refer to the dispersion as
active dispersion, and the quantif cation of deviation from passive dispersion is required. The
retardation coeff cient Rβ is not modif ed by the averaging. Use of expressions (62a)-(62b) in
(60) and (61) generates additional terms such as self-diffusion into the β-phase, cross-diffusion
and velocity-like parameters. ~Pα acts as a correction term for the velocity with mass exchange
between phases. When diffusion and adsorption occur the advancing of the pollutant is slower
than predicted by the Darcy’s velocity.
1.3 Mixed model
Averaged model can reproduce transport in two-phase system with good agreement when
the system is close to equilibrium. If this condition is not satisf ed a solution includes higher-
order gradients such as ~∇2Cα which can be of the same order as
(
Cα−Cβ
)
. This leads to a new
closure problem for sα and sβ where gradients play a sink/source role [?, 2002].
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We expect better results by mixing two equations at different scales [?, 1998], following
ideas that have been widely used for double-porosity systems. For α-phase transport we solve
equation (63) whereas for β-phase we solve local diffusive-retarded equation. According to the
spherical geometry of clay particles, this model consists in solving a one-dimensional equation
coupled with N local one-dimensional equations (where N is the number of nodes). The special
boundary condition which links macroscopic and microscopic variables is given by
cβ = cα
= Cα +~m1 ·~∇Cα +~m2 ·~∇Cβ−m3
(
Cα−Cβ
)
at Ωαβ (65)
where ~m1 = 1Sαβ
∫
Ωαβ
~bααdΩ, ~m2 = 1Sαβ
∫
Ωαβ
~bαβdΩ, m3 = 1Sαβ
∫
Ωαβ sαdΩ and Sαβ is the area of
α-β interface.
2. Numerical modeling
One of the key problems in the volume averaging method is the choice of the geometry. In
order to get isotropic properties, the three-dimensional periodic unit cell illustrated in Fig 14
is used. The cell is a face-centered cubic network of spherical sand grains with four spherical
clay particles on every tetrahedral site. This quite complicated three-dimensional representative
elementary volume is meshed by quadratic hexahedral elements. A f nite elements method
is applied to discretize the continuous equations and the computations are performed with
Cast3M, a CEA numerical tool.
FIG. 14 – Sand grains face-centered cubic network (left), clay particules network (right). Sand radius rα = 150µm,
clay radius rβ = 50µm, characteristic length scale l0 = 233µm
The f rst step consists in computing the velocity f eld on a unit cell by solving the Stokes’
equations with periodic boundary conditions. As predicted by the linear nature of this motion
equations, a linear relation between the Darcy’s f ux and pressure gradient is obtained. Mo-
difying porosity of the network we f nd the classical power law for the intrinsic permeability(
[L]2
)
in a saturated porous medium (~QDarcy =− 1µα ksat ·~∇pα).
The equivalent dispersive-reactive tensor Kαα is the sum of interfacial f uxes (at Ωαs for
tortuous effects and at Ωαβ for exchange between phases) and volumic dispersion (cross effects
of concentration and velocity spatial deviations) :
Kαα = εαDαI+ Dα
1
V0
∫
Ωαs
~nαs~bααdΩ+ Dα
1
V0
∫
Ωαβ
~nαβ~bααdΩ−
1
V0
∫
Ωα
~˜uα~bααdΩ (66)
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It expresses at the macro scale the competition between diffusion and advection. We focus
on the expected behaviour of the effective parameters with respect to the local Péclet number
(Pe = uα lα/Dα). Experiments in unconsolidated sandy soils with one-dimensional f ow have
shown that passive dispersion can be modeled by a quite simple correlation : at small Péclet
numbers a diffusive regime only affected by tortuosity followed f rst by a transition regime then
by a dispersive regime governed by a power law expression. In the case of active dispersion
we observe the same behaviour. The two-equation model presented by equations (63) and (64)
is governed by ten effective parameters. Four of them can be measured : εα, εβ, Rβ and εαUα.
Clearly, an experimental unidimensional study would have diff culties to discriminate cross
effective diffusion coeff cients or velocity-like coeff cient ~Pα. As shown in Tab. 1, numerically
we observe the same hierarchy with two main parameters : Kαα and h0.
10-1
100
101
102
103
10-2 10-1 100 101 102 103 104
K α
α
,
xx
 
/ D
α
Pe
 1e-06
 1e-05
 1e-04
 0.001
 0.01
 0.1
 1
10-2 10-1 100 101 102 103 104
(h 0
 
-
 
h ∞
) D
α
Pe
FIG. 15 – Effective active dispersion Kαα,xx and exchange rate h0
The exchange rate as shown in Fig. 15 is very close to h∞ where h∞ = limPe→0 h0 is a
constant. Nevertheless we can distinguish two behaviours expressed by a power law. For low
Péclet numbers h0Dα grows with the power 1.65 whereas for high Péclet numbers with power
0.25.
For given geometry and Péclet number a direct simulation is made as a reference solution
of our problem. For this we generate a trellis of N unit cells and duplicate the periodic velocity
f eld. And we solve equations (59a), (59b) and (59c) with the following boundary conditions.
~n ·
(
~uαcα−Dα~∇cα
)
= f0 at Ωinlet
~n ·
(
−Dα~∇cα
)
= 0 at Ωoutlet
(67)
Then we integrate the concentration f eld to obtain the macroscopic concentration at the
center of every unit cell. Concerning averaged simulation, effective properties are calculated
by solving the closure problem for a given Péclet number and boundary conditions expressed
as
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~n ·
(
εα~UαCα−Kαα ·~∇Cα
)
=
∫
Ωinlet f0 dΩ at Ωinlet
~n ·
(
−Kαα ·~∇Cα
)
= 0 at Ωoutlet
~n ·
(
−Kββ ·~∇Cβ
)
= 0 at Ωinlet ∪Ωoutlet
(68)
We tested our methodology for two Péclet number : Pea = 101 for diffusive regime and
Peb = 103 for dispersive regime.
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FIG. 16 – Comparison between direct, averaged and mixed models for
(
Pea = 101,Rβ,a = 5
)
(left) and(
Peb = 103,Rβ,b = 1
)
(right). ωα = 0.4 and ωβ = 4.13×10−2
Pea Peb
εαUα,x 4.29×10−5 4.29×10−3
Kαα,xx 1.13×10−9 1.47×10−7
Kβα,xx −3.29×10−13 6.32×10−12
Kαβ,xx 3.11×10−12 −1.27×10−10
Kββ,xx 1.65×10−12 1.59×10−12
Pα,x 1.6×10−6 9.61×10−5
h0 1.66×10−1 1.92×10−1
TAB. 1 – Values used in averaged simulations
At low Péclet number diffusion is large enough to balance concentration in α- and β-phase.
As Cβ is suff ciently close to Cα the one equation model is valid. Under these conditions one
can write a one-equation model for transport with a retardation coeff cient Re f f = εα + εβRβ
and an effective diffusion Ke f f = Kαα + Kαβ + Kβα + Kββ. This assumption is often used to
f t experimental data with a simple retarded Convection Dispersion Equation (CDE) model. At
high Péclet number we observe a strong imbalance between phases. The averaged model which
uses a unique characteristic time associated to exchange rate have good agreements with direct
simulations. Let us notice that the model underestimates the concentration in the β-phase Cβ for
early times. When the system is very far from equilibrium some of the hypothesis performed
in the volume averaging are not exact as argued by Kechagia et al. [?, 2002]. The mass transfer
through the surface Ωαβ is described by a set of characteristic times, which can
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be reduced to its f rst term h0 only in a steady state regime. Nevertheless if the active dis-
persion is compared to the passive dispersion we f nd a relative deviation of about 6.5% for
Peb (K passiveαα,xx = 1.56×10−7 m2.s−1) which means that, for such two-phase porous media under
these hydraulic conditions, dispersion and exchange rate can not be estimated independently.
For low Péclet numbers the two dipersions are hardly different (0.24%) for Pea. The mixed
model does not have assumptions in the form of the exchange rate. In Fig. 16 we observe an
overestimation of the concentration Cβ. Accuracy can be improved by modifying the boundary
condition at Ωαβ. Direct simulations have shown that the concentration f eld in clay particles is
not concentric. Such a behaviour can not be modeled by a one-dimensional diffusive process.
Only a three-dimentsional model with an heterogeneous special boundary condition could re-
produce it.
Conclusion
In this work is investigated capability of the two-equation model to predict transient move-
ment of a conservating and sorbing solute in a porous media.
Resulting from a competition between diffusion and advection processes at the micro-pore
scale, the Péclet number is the main parameter which permits to distinguish between two mass-
transfer behaviours. At low Péclet number, the equilibrium between α- and β-phase is reached,
thus transport can be modeled by a single equation model. Exchange rate is suff ciently large,
active and passive hydrodynamic dispersions are equal. At high Péclet number transport is
represented by two concentrations strongly imbalanced. Active equivalent parameters are com-
puted with a closure problem in the approximation of steady-state and scale separation even
for transient the macroscopic problem.
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Abstract. In the context of nuclear waste management, the control of risks linked to radioactive leakage in the
environment is a crucial point. This study is in keeping with the more general framework of reactive mass transfer
in porous media. Even if real geochemistry can be very complex (including hundreds of species) we focus on an
idealized porous media well characterized. We aim at modeling the
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progress of cesium in a dual porous media, namely a mixing of passive sand (Fontainebleau sand) and reactive clay
(illite du Puy).
Keywords. Pore-scale, volume averaging, multi-phase mass transfer, Cahn-Hilliard, disordered porous media.
Introduction
Mass transfer in porous media accurs in a large scope, presenting heterogeneities at dif-
ferent scales. In this article we have an interest in cesium behaviour in natural grounds. Never-
theless, we adopt a laboratory approach and study an idealized porous medium.
The remainder of the paper is organized as follow. In section 2, we present the multi-
phase pore scale problem and we discribe precisely which physcial and chemical phenomena
appear. Some arguments are given to motivate the model chosen for the clay phase. In section
3, we develop the volume averaging method and introduce the macroscopic model. In section
4, we focus on the case of saturated disordered dual porous media. Explicit dependence of
effective parameters on the adimensional numbers is shown followed by a discussion on the
representative elementary volume. Finally, in section 5 we present the Navier-Stokes – Cahn-
Hilliard diffuse interface model and few elements of the solving algorithm. Solutions of the
pore scale problem for caracteristic velocities are given before concluding.
FIG. 17 – Pull-down scales of the porous medium : from column to molecules.
1. Pore scale problem
At the pore scale four phases can be distinguished : the sand phase (solid particules) oc-
cupying the volume Ωs, the clay phase (solid aggregates) occupying the volume Ωβ, the water
phase (f uid) occupying
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the volume Ωα and the gas phase (f uid) occupying the volume Ωκ. The sand phase is composed
of pure impermeable and passive silica whereas the clay phase is itself a porous media made
of negatively charged layers. Thus electrostatic interactions yields to sorption and desorptions
of cations. Knowing that theses phenomena are relatively fast compared to diffusion, they can
be modeled with a delayed diffusion law. We will consider the case of the iso-stoechimoétric
non-linear exchange reaction between potassium (K+) and cesium (Cs+). But we must keep in
mind that real situations are much more complex. The plume of pollutant is essentially driven
by convection and diffusion with jump boundary conditions at Ωαβ, Ωαs and Ωακ. Fluid motion
is driven by pressure drop across the porous media. The problem of boundary condition at the
naturally permeable wall Ωαβ have been studied and one of the results is that a Darcy-Brinkman
model offers a good approximation of the velocity. Nevertheless in our case (large porosity and
low permeability in the β-phase) the microporous medium can be considered as impermeable.
The cesium is essentially advected by water. Due to its very low volatilization rate we can
easily admit that the concentration in the gas phase is very close to zero. All these hypothesis
leads to the pore scale model which is the basis of our discussion.
∂cα
∂t =−
~∇
(
~uαcα−Dα~∇cα
)
(69a)
∂(rβ cβ)
∂t =
~∇
(
Dβ~∇cβ
)
(69b)
rβ(cβ) = 1+ ξ
(
cβ +
c1
Ke
)−1
(69c)
Where cα and cβ are the local concentrations in Cs+ expressed in mol.m−3. Dα and Dβ are the
diffusion coeff cients in m2.s−1, ~uα is the velocity of the water in m.s−1. rβ is the local delay
factor which depends on the concentration, it is expressed with respect to the cation exchange
capacity ξ in mol.m−3, the potassium concentration c1 in mol.m−3 and Ke the equilibrium
constante.
The static interface Ωαs does not allow mass transfer which is modeled with a no f ux boun-
dary conditon. The same boundary condition is applied to the moving interface Ωακ. At Ωαβ
the situation is more complex. Introducing excess surface quantities Ochoa-Tapia and Whita-
ker developped a complex boundary condition between a porous medium and an homogeneous
f uid. The jump condition ensures the concentration continuity and it contains an excess f ux
that controls the way in which the total f ux is distributed between the two phases. Moreover in
the case of average chemical equilibrium in the β-phase this additional excess term vanishes.
cα− cβ = 0 at Ωαβ (70a)
~nα ·
(
Dα~∇cα
)
+~nβ ·
(
Dβ~∇cβ
)
= 0 at Ωαβ (70b)
~nα ·
(
Dα~∇cα
)
= 0 at Ωαs∪Ωακ(t) (70c)
We use to compare transport phenomena with adimensional numbers. Let us consider the cha-
racteristic length scale l0 associated to the pore scale. The Péclet number
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compares diffusive and convective time scales in the f uid : Pe = u0 × l0/Dα. The tortuosity
factor is the ratio of characteristic times for diffusion : τ = Dβ/(Dα× r0). In the β-phase the
diffusion is affected by an averaged delay factor r0.
2. Volume averaging
At the Darcy scale the porous media is represented with a continuum. Averaging local
equations over each phase yields to a macroscopic model for averaged concentrations Cα and
Cβ. Additional convective and diffusive f uxes due to local deviations are to be quantif ed. The
contribution of the jump condition at Ωαβ is synthesized in an averaged exchange term which
contribute to balance concentration.
∂t (εαCα) = −~∇ ·
(
εα~UααCα + εα~UαβCβ− εαKαα ·~∇Cα− εαKαβ ·~∇Cβ
)
−hαβ
(
Cα−Cβ
)
(71a)
∂t
(
εβ RβCβ
)
= −~∇ ·
(
εα~UβαCα + εα~UββCβ− εβKβα ·~∇Cα− εβKββ ·~∇Cβ
)
+hαβ
(
Cα−Cβ
)
(71b)
where εα and εβ are the water and clay contents. ~Uαα is the effective velocity, in the case of
strong unbalance between phases it can be signif cantly different from the Darcy’s velocity. The
same way ~Uαβ can be signif cant. Kαα is the classical dispersion tensor and hαβ is the exchange
rate. Other velocity-like and dispersion-like parameters appear.
All theses effective parameters depend on averaged concentrations, position and form of
the moving interface Ωακ and velocity f eld. The closure problems enables an explicite link
between average and local problem. Each variable can be writen as the sum of its average
and a f uctuating term : cα = Cα + c˜α. The closure porblem for c˜α and c˜β can be considera-
bly reduced. The porous media is represented by a representative elementary volume (REV)
that contains all the pore scale geometrical information. The computation of effective parame-
ters via the closure problem is limited to only one REV. Assuming scale separation (l0 ≪ L)
and quasi-staticity of interfaces, the closure problem can be considered as permanent even if
the general problem is transient. This second hypothesis will be discussed in section 5. One
of the results is that ~nα ·~uα = 0 at Ωακ. Morevover when local f uctuations are small com-
pared to average quantities, the problem can be linearized. Knowing the complete closure
problem, the contribution of the average problem appears in the form of sink/source terms.
Thus it can be split in simpler linear problems depending only on geometry and velocity f eld.
This splitting changes frome a problem to another depending on interactions between the two
scales. In our case we introduce three maping variables and the f uctuation term takes the form
c˜α =~bαα ·~∇Cα +~bαβ ·~∇Cβ−aα
(
Cα−Cβ
)
and c˜β =~bβα ·~∇Cα +~bββ ·~∇Cβ−aβ
(
Cα−Cβ
)
.
The adimensional parameter τ not only takes acount of the difference of diffusivity but it
also results from the averaged delay factor r0. Thus, for a non-linear reaction r0 = rβ(Cβ). This
way, the chemical delay impact on closure variables at the f rst order
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and effective parameters depends on Cβ. Here after is the closure problem for mapping variables
~bαα and~bβα.
~∇ ·
(
Pe~uα~bαα−~∇~bαα
)
+ Pe~˜uα− ε−1α ~sα = 0 in Ωα (72a)
~∇ ·
(
−τ~∇~bβα
)
+ ε−1β ~sα = 0 in Ωβ (72b)
~bαα−~bβα = 0 on Ωαβ (72c)
~nα ·~∇~bαα +~nβ ·
(
τ~∇~bβα
)
+~nα = 0 on Ωαβ (72d)
~nα ·~∇~bαα +~nα = 0 on Ωαs∪Ωακ (72e)
where ~sα is an unknown constant vector, it accounts for the non zero integral of the f ux over
the interface Ωαβ.
3. Saturated porous media
The velocity f eld is driven by viscous forces, thus Stokes’ equation for an incompressible
f ow is solved over a REV with periodic boundary conditions. Then we solved the three linea-
rized closure problems for different adimensional numbers. Typically Pe is in between 10−3
and 104 whereas τ is in between 10−2 and 1 depending on the strength of the sorption. Finally
effective parameters are calculating knowing mapping variables. Some of them are negligeable
and do not present a special interest. We focus on two parameters well known and widely ob-
served on a large variety of media : longitudinal dispersion Kαα,xx and the exchange rate hαβ.
We compare two different REVs in two dimension :
• The simple REV is a perfectly organized network of identical cercles.
• The complex REV is made of cercles of different radius satifying the distribution measu-
red on Fontainebleau sand : gaussian law with r = 95.3 ·10−6 m and σ2 = 19.3 ·10−6 m.
To be representative this REV must contains enough pores, here are presented results of
a 484 pore network.
The behaviour of the longitudinal dispersion have been widely discussed. Experiments gave
a macroscopic point of view of the correlation between the dispersion and the velocity. Clas-
sically a power law is used : Kαα,xx = τ0 + λL PemL . τ0 is the macroscopic tortuosity, λL is the
longitudinal dispersivity and ml is the power exponent. The volume averaging method is ap-
plied and results are compared with a very good agreement to this heuristic result. Concerning
the power law exponent, most of the ewperiments leads to a nearly linear behaviour (mL = 1)
whereas upscaling technics give larger values. When the porous media is assimilated to capil-
lary tubes we f nd mL = 2 (Taylor dispersion), for simple REV we have 1.6 < ml < 1.7 and
for complex REV 1.1 < ml < 1.3. So disperion effects observed at the scale of a column is the
result of a complex arrangement of solid particles. This study enlight the fact that macroscopic
properties results from the reaction of the pore scale geometry to a macroscopic constraint.
Thus effective properties changes from a physical phenomena to another.
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FIG. 18 – Longitudinal dispersion and exchange rate with respect to Péclet number
The exchange rate can also be approximated by a power law. At high Péclet numbers, the
increase of hαβ is less than at low Péclet numbers. This traduces the unability of diffusion to
balance the concentration between the two phases when advection is prominent.
4. Unsaturated porous media
The coexistence of two f uid phases at the pore scale generates a wide variety of topologies
for the free interface Ωακ. We study the case of water/air at standard temperature (283K),
thus we get : ρα = 103 kg.m−3, ρκ = 1.2kg.m−3, ηα = 10−3 Pa.s, ηκ = 18 ·10−6 Pa.s and σ =
75 · 10−3 N.m−1. Three regimes can be distinguished depending on a wide set of parameters
(porosity, water content, velocity and adimensional numbers) :
• R1 : the gas phase is continuous whereas trapped water forms pendular rings. This si-
tuation is encountered for very dry media at residual water content.
• R2 : the two phases are continuous, the two f uid f lms coexist.
• R3 : the water phase is continous whereas gas forms bubles. This situation occurs when
the media is very close to saturation. A nonzero mean velocity for the gas phase mimics
a line of bubles induced by water f ow. When this mean velocity vanishes gas bubles are
trapped and residual gas content is reached.
To determine the f ow regime, f uid mecanics equations for a two-phase f ow have to be solved.
A diffuse interface model was chosen because of its ability to reproduce great topological
changes. Moreover it does not require any special treatement to be solved with a classical f nite
element method on a f xed mesh.
4.1 The Navier – Stokes – Cahn-Hilliard model
We introduce the phase function ϕ and the free Gibbs energy F (ϕ). Introducing the gene-
ralized chemical potentiel of the binary f uid, the evolution of ϕ can be writen
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in terms of a diffusion law.
dϕ
dt =
~∇ ·
(
γ~∇µ
)
(73a)
µ = β f (ϕ)− k~∇ ·~∇ϕ (73b)
where the mobility is given by γ = γ0
(
1−ϕ2) and f (ϕ) = dFdϕ (ϕ) = ϕ3−ϕ. β and k are para-
meters that control the surface tension and the width of the diffuse interface. The momentum
conservation for the binary f uid can be classically writen (Navier-Stokes). Capillary forces
are represented with a smooth force depending on the phase function. The density ρ and the
dynamic viscosity η are linear functions of ϕ.
d (ρ~u)
dt +
~∇ pˆ−~∇ ·
(
η~∇~u
)
+ ϕ~∇µ−ρ~g = 0 (74a)
dρ
dt + ρ
~∇ ·~u = 0 (74b)
where pˆ is a pressure dimension like term. Neglecting pressure gradients, the κ-phase is viewed
as an incompressible f uid, for the binary f uid we get : dρ/dt = ∂tρ +~u ·~∇ρ = 0. The f ow is
controlled by f ve adimensional parameters : the Reynolds number (Re), the capillary number
(Ca), the Péclet number (Pe), the Bond number (Bo) and the capillary width (ε)
Re =
u0 l0 ρ0
η0
; Ca = 2
√
2
3
η0 u0
σ
; Pe =
u0 l0
γ0 β ; Bo =
ρ0 g0 l20
σ
; ε =
1
l0
√
k
β
The adimensional phase f eld model for two immiscible and incompressible f uids studied int
this paper takes the form.
∂tϕ+~u ·~∇ϕ− 1Pe
~∇ ·
(
γ~∇µ
)
= 0 (75a)
µ−ϕ3 + ϕ+ ε2 ∇2ϕ = 0 (75b)
Re
(
ρ∂t~u+ ρ~u ·~∇~u
)
+~∇pˆ−~∇ ·
(
η~∇~u
)
+
1
εCa ϕ
~∇µ− BoCa ρ~ez =
~0 (75c)
~∇ ·~u = 0 (75d)
At Γ the Neumann boundary condition on ϕ and µ ensures that the solid is impermeable and
it also f xes the contact angle θe. The Dirichlet boundary condition on ~u satisf es the no slip
constraint. ~n is the outwardly directed normal vector to Γ.
~u =~0 ; ~n ·
(
γ~∇µ
)
= 0 and ~n ·~∇ϕ =−cosθe
ε
g′(ϕ) (76)
where g(ϕ) = (3ϕ/4)− (ϕ3/4) is a local surface energy. At free borders we apply symme-
try and periodic conditions The forcing term in momentum equation is given by a constante
pressure drop. This pressure drop is chosen to satisfy an average velocity condition.
1
VΩ
∫
Ω
~udΩ = ~U0 (77)
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Moreover the method may satisfy the mass conservation law.∫
Ω
ϕ(x, t)dΩ =
∫
Ω
ϕ(x,0)dΩ = εα ∀t ∈ [0,T ] (78)
4.2 Numerical solving
The Navier-Stokes – Cahn-Hilliard equations with f ow constraints are solved with f nite
element method. Knowing that capillary forces are prominent at very low velocities, we deve-
lopped a fully coupled method. A Newton algorithm is used to solve non-linearities coupled
with an Uzawa algorithm to impose mean f ows. Concerning the mass conservation law, it
arises naturally for our set of boundary conditions. The domain is meshed with quadratic tri-
angles, time derivate are approximated with an Euler implicite scheme. This way the time step
constraint imposed by non-linearities is not critical. In order to have a good approximation of
the unknown ϕ at the neighbourhood of the diffuse interface, the mesh size does not exeed
the caracteristic interface width ε. Moreover for very low capillary numbers the gradient of
capillary forces are much more sharp and require a f ner mesh.
4.3 Air-water flow simulations
For this application the main diff culties are the large density and viscosity ratio but also the
promience of capillary forces (Ca ≫ 1). We have a special interest in regime R2, nevertheless
regime R1 and R3 can be observed.
On the context of upscaling, the averaged behaviour of a contaminant in a two-phase f ow
is mainly driven by the connectivity of phases. For this, it is very important to know which
parameters have an inf uence on the f ow regime. For a given water content and geometry the
key parameter is the velocity : for very low velocities capillary forces are prominent (Re ≪ 1
and Ca ≫ 1) whereas for very high velocities interial forces are prominent (Re ≫ 1). In term
of average mass exchange across the interface Ωακ the impact is direct because capillary forces
tends to diminish the area of the interface.
We examined three cases corresponding to the three regimes that can be observed. In a real
porous media pore scale heterogeneities explains that the averaged behaviour is a combinaton
of situations. One of the key point is the wettability of the solid surface which impacts on the
averaged area of solid surrounded by water.
Conclusion and perspective
In this work we invistigate the ability to represent the evolution of a plume of contaminant
in a multi-phase porous medium with an idealized pore scale model. This gives rise to an avera-
ged macroscopic model. Pore scale phenomena are integrated and represented by their contri-
bution in effective parameters. These effective parameters depend on adimensionnal numbers
(Pe and τ) and some of the experimental behaviours can
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FIG. 19 – Phase function f eld for the three f ow regimes : R1 on the left (Re = 0, Ca = 105,
ε = 0.01, θe = 41◦) and R2 on the center (Re = 10−2, Ca = 1.5 ·104 and ε = 0.015) and R3 on
the right (Re = 102, Ca = 104 and ε = 0.01). The Péclet number belong equal to 0.05 and the
Bond number is zero.
be found. Nevertheless geometry plays a decisive role. In unsaturated porous media the pore
scale hydrodynamic is much more complex to describe. We underline interactions between
f ow regimes and effective well known parameters as wettability and connectivity. The Navier
– Stokes – Cahn-Hilliard model was used and three f ow regimes were observed.
One of the main perspective is the study of the generalized Darcy’s law to model a two-
phase f ow in a porous media. In addition, knowing the position of the interface Ωακ, effective
parameters for the transport of a contaminant can be calculated. More precisely a correlation
between dispersivity and water content can be studied.
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Résumé
Transport d’un polluant dans des sables argileux : écoulement réactif en milieu poreux sa-
turé et écoulement non-saturé.
Dans le cadre de la maîtrise des risques associée au stockage et à l’entreposage des déchets
nucléaires, le Commissariat à l’Energie Atomique a un rôle d’expertise et conduit, dans ce sens,
des recherches sur le devenir des polluants pour divers scénarios de contamination des sols et
sous-sols. Dans cette thèse, on se focalise sur un matériau homogène constitué de sable de
Fontainebleau inerte et de granules de glauconie (illite) présentant des propriétés de sorption.
Ce milieu complexe présente différentes échelles d’observation. Sa conceptualisation en terme
d’agencement géométrique et de lois agissant aux différentes échelles nous a permis d’établir
un modèle macroscopique à l’échelle de Darcy. Les deux axes de recherche poursuivis sont
l’impact de la réaction de sorption sur le transport du polluant et la dispersion en milieu non-
saturé.
Abstract
Pollutant transport in clayed sands : reactive flows in saturated porous media and unsatura-
ted flows.
In the context of nuclear risk control associated to nuclear waste storage, the french nuclear
agency plays an incresaing role in terms of research and developpment in the area of subsurface
contamination.This study focuses on an homogeneous porous media constituted of Fontaine-
bleau sand and clay grains (illite) presenting sorption capacities. The modeling of the com-
plex geometry and physical phenomena at different scales enables us to describe the average
transport at Darcy’s scale. The two main axes developped are the impact of an heterogeneous
sorption on transport phenomena and the dispersivity of an unsaturated porous media.
