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The image is one type of the most important multimedia data in human commu-
nication and it provides a rich amount of visible information for people to under-
stand the world. For this reason and with the development of Internet and digital
image technologies, diverse image data appear everyday. Today, the number of
categories in image contents has grown from a few to tens of thousands; mean-
while processing billions of images also becomes a common task. Consequently,
automatically processing images, such as recognizing, analyzing and understand-
ing images with computer become very important. The technology of computer
vision plays a key role for these tasks. Computer vision is a branch of artificial
intelligence and the tasks of that include various application technologies, such
as recognizing, analyzing, understanding, indexing, classifying and segmenting
images. The study of this thesis focuses on these technologies.
Robustly and simultaneously learning highly discriminative multiclass classi-
fiers with local image features is one of the most significant challenges to computer
vision researchers, because they are critical infrastructures for recognition engines,
consequently, these researches appear of great importance. The study focuses on
the question of feature descriptors and classifiers for robust e↵ective computing,
presenting extensive and e↵ective methods for the applications of computer vision
(e.g., facial expressions recognition, object recognition, image retrieval and image
classification).
Robustly and simultaneously learning highly discriminative multiclass classi-
fiers with local image features is one of the most significant challenges to computer
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vision researchers, because they are critical infrastructures for recognition engines,
consequently, these researches appear of great importance. The study focuses on
the question of feature descriptors and classifiers for robust e↵ective computing,
presenting extensive and e↵ective methods for the applications of computer vi-
sion(e.g., facial expressions recognition, object recognition, image retrieval and
image classification).
Chapter 1 introduces the study, novelty and outline of this thesis so as to
position our contributions.
Chapter 2, briefly introduces the basic knowledge, which is frequently adopted
in this study.
Chapter 3 proposes a robust classification framework for both facial expression
recognition (FER) and object recognition. The framework is based on Support
Vector Machines (SVMs) and employs three key approaches to enhance its ro-
bustness. First, it uses the Perturbed Subspace Method (PSM) to extend the
range of sample space for task sample training, which is an e↵ective way to im-
prove the robustness of a training system. Second, the framework adopts SURF
(Speeded Up Robust Features) as features, which is more suitable for dealing
with real-time situations. Third, it introduces region attributes to evaluate and
revise the classification results based on SVMs. In this way, the classifying ability
of SVMs can be improved. Combining these approaches, the proposed method
has the following beneficial contributions. First, the e ciency of SVMs can be
improved. Experiments show that the proposed approach is capable of reducing
the number of samples e↵ectively, resulting in an obvious reduction in training
time. Second, the recognition accuracy is comparable to that of state-of-the-art
algorithms. Third, its versatility is excellent, allowing it to be applied not only
to object recognition but also FER.
Chapter 4 proposes a novel and general framework called the multithreading
cascade of Speeded Up Robust Features (McSURF), which is capable of process-
ing multiple classifications simultaneously and accurately. The proposed frame-
work adopts SURF features, but the framework is a multi-class and simultaneous
cascade, i.e., a multithreading cascade. McSURF is implemented by configuring
an area under the receiver operating characteristic (ROC) curve (AUC) of the
weak SURF classifier for each data category into a real-value lookup list. These
iv
non-interfering lists are indexed into thread channels to train the boosting cascade
for each data category. These boosting cascade-based classifiers can be trained
to fit complex distributions and can simultaneously and robustly process multi-
class events. The proposed method takes facial expression recognition as a test
case and validates its use on three popular and representative public databases:
CK+, MMI, and AFEW. Results show that this framework outperforms other
state-of-the-art methods.
Chapter 5 proposes a novel feature representation method– rotation-invariant
histograms of oriented gradients (Ri-HOG). Most of the existing HOG techniques
are computed on a dense grid of uniformly-spaced cells and use overlapping local
contrast of rectangular blocks for normalization. However, the proposed method
adopts annular spatial bins type cells and apply polar gradient to attain gra-
dient binning invariance for feature descriptors. In such way, it significantly
enhances HOG with respect to rotation-invariant ability and feature descripting
accuracy. The proposed method applies Ri-HOG to facial expression recognition,
object recognition and image retrieval. In experiments, the experimental results
demonstrate that the proposed method can improve the performance of the above
applications.
Chapter 6 proposes a general and e↵ective transformation approach called
RIFT (reversal-invariant feature transformation) for feature reversal-invariant
representation. Matching salient points is a key step in image-retrieval or image-
classification tasks. However, many existing feature representation methods widely
applied to these tasks, such as scale invariant feature transform (SIFT), are lack
of reversal invariance. The shortcoming limits the robustness of image represen-
tation as well as the performance of salient-point matching. RIFT adopts polar
gradient to attain gradient binning invariance for feature extraction. Further-
more, it adopts its mirror gradient to enhance reversal-invariant representation.
Experimental results on three reference fine-grained classification datasets demon-
strate that RIFT can robustly improve the performance of local descriptors for
image classification, without making concessions on computational e ciency.
Finally, chapter 7 draws the conclusions for this thesis.
v
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Chapter 1
Introduction
1.1 Background
The image is one type of the most important multimedia data in human com-
munication and it provides a rich amount of visible information for people to
understand the world. For this reason and with the development of Internet and
digital image technologies, diverse image data appear everyday. Today, the num-
ber of categories in image contents has grown from a few to tens of thousands;
meanwhile processing billions of images also becomes a common task [35, 121].
Consequently, it has become a high demand for processing the image information
that we need from the large image collections.
To filter out valueless image information or to find out interested images, the
technology of computer vision and pattern recognition plays a key role. Computer
vision and pattern recognition is a branch of artificial intelligence and the tasks
of that include various application technologies, such as recognizing, analyzing,
understanding, indexing, classifying and segmenting images. Our study focuses
on the field of computer vision and pattern recognition. Local features and classi-
fiers are most important technical tools and widely adopted in this research field.
However, robustly representing salient image local patches and simultaneously
learning highly discriminative multiclass classifiers are still significant challenges
to the image processing researchers, yet because they are critical infrastructures
for recognition engines, consequently, these researches appear of great impor-
tance. Our study focuses on these subjects to propel related research forward
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and proposing e↵ective methods to solve existing problems in this research field.
We organize these novel and e↵ective proposed methods in the thesis, covering
major research themes in the research field of computer vision, such as FER,
object recognition, image retrieval, and image classification.
1.2 The Outline and Novelty of This Thesis
1.2.1 Thesis Outline
In the remainder of this thesis, we introduce the study, novelty and outline of this
thesis so as to position our contributions in chapter 1. In chapter 2, we briefly
introduce the basic knowledge, which is frequently adopted in this study.
In chapter 3, we propose a robust classification framework for both facial
expression recognition (FER) and object recognition. The framework is based on
Support Vector Machines (SVMs) and employs three key approaches to enhance
its robustness. The framework can be applied not only to object recognition but
also FER.
In chapter 4, we propose a novel and general framework called the multi-
threading cascade of Speeded Up Robust Features (McSURF), which is capable of
processing multiple classifications simultaneously and accurately. The proposed
method takes facial expression recognition as a test case and validates its use on
three popular and representative public databases: CK+ [71], MMI [104], and
AFEW [37]. Results show that this framework outperforms other state-of-the-art
methods.
In chapter 5, we propose a novel feature representation method– rotation-
invariant histograms of oriented gradients (Ri-HOG). It significantly enhances
HOG with respect to rotation-invariant ability and feature descripting accuracy.
We apply Ri-HOG to facial expression recognition, object recognition and image
retrieval. In experiments, the experimental results demonstrate that the proposed
method can improve the performance of the above applications.
In chapter 6, we propose a general and e↵ective transformation approach
called RIFT (reversal-invariant feature transformation) for feature reversal-invariant
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representation. Matching salient points is a key step in image-retrieval or image-
classification tasks. However, many existing feature representation methods widely
applied to these tasks, such as scale invariant feature transform (SIFT) [70],
are lack of reversal invariance. The shortcoming limits the robustness of image
representation as well as the performance of salient-point matching. RIFT can
e↵ectively solve these problems.
Finally, we draw the conclusions for this thesis and plan the further work in
chapter 7.
1.2.2 Novelties of This Thesis
The novel contents of this thesis are mainly in chapter 3, 4, 5 and 6 and these
contents form the contribution of this thesis.
In chapter 3, there are three main ways that the research will contribute to the
research being carried out in this research field. The first is that the e ciency of
SVM learning can be improved. Experiments show that the proposed approach
is capable of reducing the number of samples e↵ectively, resulting in an obvious
reduction in training time. The second benefit is that the recognition accuracy is
comparable to state-of-the-art algorithms. Third, this new systems versatility is
excellent, allowing it to be applied not only to object recognition but also facial
expression recognition.
In chapter 4, the main contribution of our study is the development of a
novel framework that can simultaneously build a cascade learning model while
robustly processing a multiclass-recognition application. By so doing, we are
making the following original contributions: 1) Typically, a boosting classifier is
trained as a binary classification model. Our proposed multithreading cascade
learning model allows multiple categories to be simultaneously trained on a cas-
cade learning model. 2) The McSURF is an excellent FER application method.
Its performance experimentally outperforms many state-of-the-art methods. 3)
We experimentally evaluated the impact of face registration at both the learning
and recognition stages, and determined how face registration works on a boosting
classifier during these stages. This represents an important breakthrough that is
relevant to related industries and those with related research interests.
3
1. INTRODUCTION
In chapter 5, the main novelty is to present an image representation method,
called Ri-HOG, which is an appropriate similarity measure that can remain invari-
ant with respect to image transformations. The proposed method is significant,
as it is very important to those with closely related research interests. Another
important novelty incarnates that rotation-invariant representation makes Ri-
HOG can widely be applied to many computer version applications, e.g., facial
expression recognition, object recognition, and image retrieval, which are almost
imposable tasks for conventional HOG [32].
The novelty of chapter 6 is mainly twofold. First, we present RIFT that
can robustly represent reversal-noise images and RIFT can widely be applied to
many local descriptors; second, adopting polar gradient to attain gradient binning
invariance for feature extraction, RIFT can guarantee to generate the identical
descriptors for the reversed object even its rotated versions. These advantages
can bring an overall improved performance for classification frameworks.
4
Chapter 2
The Related Knowledge
2.1 Computer Vision and Pattern Recognition
Computer vision and pattern recognition is a branch of artificial intelligence and
the tasks of that include various application technologies, such as recognizing,
analyzing, understanding, indexing, classifying and segmenting images. As we
know, the 0/1 storage access theory system of computers is based Modern Infor-
mation Theory introduced by Shannon [92]. The digital image storage system
is also based on this basic theory, which causes the digital information in image
file lacks semantic cues. Hence, the computer cannot understand the informa-
tion in image files as human being only using the original digital units stored
in image files, i.e., the storage mechanism is the root reason of “semantic gap”
problems. Moverover, the physical characteristics of semiconductors will never
change. This means that the working mechanism for semiconductors in memory
also cannot be changed. Therefore, researchers design various types of image
vectors to extract the image information and construct lots of machine learning
models for the recognition of patterns and regularities in image data. Those im-
age vectors are image feature descriptors and the machine learning models are
classifiers. Features and classifiers are the most important tools for processing the
tasks in computer vision and pattern recognition. Almost approaches are based
on proposing tractable features and reliable classifiers to the tasks.
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2.2 The Related Features
The feature is an important tool for this research field. There are two main
feature models. One is global feature, which describes the global/whole image. A
local descriptor describes a patch (i.e., an object/content unit) within an image.
Global features are generally not very robust as a change in part of the image
may cause it to fail, as that will a↵ect the resulting descriptor. The local feature
is more robust, tractable, and high-e ciency, as not all the descriptors need to
match for the comparison to be made. This makes them more robust and agile to
changes between the target images. For these reasons, in our study, we frequently
adopt local features for image representations. To extract features, there many
representation models, such texture, color, and shape. Di↵erent representation
models can represent di↵erent objects/scenes, depending on their computational
mechanisms.
2.2.1 Important Image Representation Models–Texture-,
Color-, and Shape-based Features
There are many precursors who focus on image representatio based on feature
representation methods. In the MPEG-7 standard, color descriptors consist of
a number of histogram descriptors, such as the dominant color descriptor, the
color layout descriptor, and a scalable color descriptor [77]; In the related works,
researchers also widely use texture descriptors, which provide the important in-
formation of the smoothness, coarseness and regularity of many real-world objects
such as fruit, skin, clouds, trees, bricks and fabric, etc., including Gabor filtering
[76], local binary pattern (LBP) [79] etc. Generally, texture descriptors consist
of the homogeneous texture descriptor, the texture browsing descriptor and the
edge histogram descriptor. More recently, researchers also combine color descrip-
tor and texture descriptor together, such as, the multi-texton histogram (MTH)
[65] and the micro-structure descriptor (MSD) [64]. They use Gabor features to
separately compute the color channels, in order that they can combine the color
channels with classical texture descriptors to improve the feature describing abil-
ity; Color histogram also is an interesting model to extract color-based features,
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such as Color SIFT [2], which extracts three SIFT descriptors from RGB-color
channels and composes these vectors into a new descriptor to enhance SIFT for
color representation. Shape also is an important feature type (e.g., Active Ap-
pearance Model [30], Constrained Local Model (CLM)), which is based on the
representation of geometrical landmarks. Shape features are important to the
representation for surfaces with folds and those images with geomorphic units.
Shape feature also is very important for reconstruct 3-D information from 2-D
images. There are many methods that are used to extract the shape descriptors,
such as Hough transformation, Fourier shape descriptors, and shape factor (e.g.,
area, perimeter).
2.3 The Related Classifiers
As the main detectors, AdaBoost and SVMs, are widely used in this field of
research. In our study, many recognition tasks are based on AdaBoost or its
multi-class versions that were proposed in this study; Yet many classification tasks
are usually configured with high-dimension feature vectors and relatively smaller
number of images, for this reason we frequently adopt SVMs as the learning
engine.
2.3.1 SVMs
SVMs are a group of supervised learning methods that can be applied to classi-
fication, regression and outliers detection. Support vector machines represent an
extension to nonlinear models of the generalized portrait algorithm developed by
Vladimir Vapnik. The SVM algorithm is based on the statistical learning theory
and the Vapnik-Chervonenkis (VC) dimension [105].
The advantages of support vector machines are: 1) E↵ective in high dimen-
sional spaces. 2) Still e↵ective in cases where number of dimensions is greater than
the number of samples. 3) Uses a subset of training points in the decision func-
tion (called support vectors), so it is also memory e cient. 4) Versatile: di↵erent
Kernel functions can be specified for the decision function. Common kernels are
provided, but it is also possible to specify custom kernels. The disadvantages of
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support vector machines include: 1) If the number of features is much greater
than the number of samples, the method is likely to give poor performances. 2)
SVMs do not directly provide probability estimates, these are calculated using
an expensive five-fold cross-validation [83].
In this thesis, we try to reduce the number of training data in chapter 3,
proposing Perturbed Subspace Method (PSM) to extend the range of sample
space for task sample training, which is an e↵ective way to decrease training
data for SVMs; meanwhile, in image classification tasks we also adopt SVMs as
learning engines, because image classification tasks are usually configured with
high- dimension feature vectors and relatively smaller number of images. In our
study, we frequently adopt open source code LIBLINEAR [39] to implement the
SVMs classification frameworks for experiments.
2.3.2 AdaBoost
In 1995, Freund and Schapire [44] supplied the AdaBoost algorithm for realizing
the learning framework of Boosted Trees, which could be derived from the Proba-
bly Approximately Correct (PAC) learning proposed by Valiant [103]. Since then
great advances have been made based on AdaBoost, especially a milestone work
by Viola and Jones [108].
AdaBoost takes as input a training sample set {(x1, y1), · · · , (xN , yN)} (N is
the total of samples), where each xi belongs to some domain or instance space X,
and each label yi is in some label set Y and y 2 Y. For most of V-J classification
frameworks [44], Y = { 1,+1}. AdaBoost calls a given weak or base learning
algorithm repeatedly in a series of iteration rounds t = 1, · · · , T . One of the
main ideas of the algorithm is to maintain a distribution or set of weights over
the training set. The weight of this distribution on training sample i on round
t is denoted Dt(i). Initially, all weights are set equally, but on each round, the
weights of incorrectly classified examples are increased so that the weak learner
is forced to focus on the hard samples in the training set. The function of weak
classifier is to find a weak hypothesis ht : X ! { 1,+1} appropriate for the
distribution Dt . The goodness of a weak hypothesis is measured by its hit-rate
8
2.3 The Related Classifiers
(or error rate):
P
Dt(i), when ht(xi) 6= yi. The error is measured with respect
to the distribution Dt on which the weak learner was trained.
Once the weak hypothesis ht has been received, AdaBoost chooses a param-
eter ↵t as the weight that measures the importance that is assigned to the weak
classifier ht. We need to control the condition: ↵t > 0 if hit-rate <
1
2 , and
that ↵t gets larger as error rate gets smaller [44, 58, 59]. The distribution Dt
is next updated using the rule. The e↵ect of this rule is to increase the weight
of examples misclassified by ht , and to decrease the weight of correctly classi-
fied examples. Thus, the weight tends to concentrate on hard examples [44].
The final hypothesis H is a weighted majority vote of the T weak hypotheses
where the strong classifier H is the weight assigned to ht. More details about
these conventional boosting training introductions are also shown in chapter 4.
Nevertheless, the conventional boosting classifiers are trained on a binary model.
Intuitively, the classifiers can only process two-class classification subjects, such
as, face detection; yet cannot process multi-class classification applications, e.g.,
real-time recognition tasks. These limit the application range of AdaBoost algo-
rithm. Therefore, in our study, we develop these conventional boosting models
into multi-task classifiers.
2.3.3 Deep Learning
Recently, the deep learning that is very excellent laerning model becomes very
popular in this research field. Although we do not follow the poputer now and the
methods in this thesis do not adopt deep learning models, many state-of-the-art
methods for comparing experiments are based on them. Therefore, we also briefly
introduce the representative deep learning models in this subsection.
Representative ones are a group methods of Neural Networks (NN). The area
of Neural Networks has originally been primarily inspired by the goal of mod-
eling biological neural systems, but has since diverged and become a matter of
engineering and achieving good results in Machine Learning tasks. Neural Net-
works are modeled as collections of neurons that are connected in an acyclic
graph. In other words, the outputs of some neurons can become inputs to other
neurons. Cycles are not allowed since that would imply an infinite loop in the
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forward pass of a network. Instead of an amorphous blobs of connected neurons,
Neural Network models are often organized into distinct layers of neurons. For
regular neural networks, the most common layer type is the fully-connected layer
in which neurons between two adjacent layers are fully pairwise connected, but
neurons within a single layer share no connections. Neural Networks work well
in practice because they compactly express nice, smooth functions that fit well
with the statistical properties of data we encounter in practice, and are also easy
to learn using our optimization algorithms (e.g. gradient descent). Similarly, the
fact that deeper networks (with multiple hidden layers) can work better than
a single-hidden-layer networks is an empirical observation, despite the fact that
their representational power is equal.
Convolutional Neural Networks (CNNs) are one of the most adopted deep
learning models. It is very similar to ordinary Neural Networks: They are made
up of neurons that have learnable weights and biases. Each neuron receives some
inputs, performs a dot product and optionally follows it with a non-linearity.
The whole network still express a single di↵erentiable score function: From the
raw image pixels on one end to class scores at the other. And they still have a
loss function (e.g. SVM/Softmax) on the last (fully-connected) layer and all the
tips/tricks we developed for learning regular Neural Networks still apply. Every
layer of CNN transforms one volume of activations to another through a di↵eren-
tiable function: Convolutional layer will compute the output of neurons that are
connected to local regions in the input, each computing a dot product between
their weights and the region they are connected to in the input volume; Pool-
ing layers will perform a down-sampling operation along the spatial dimensions
(width, height), resulting in volume. It is similar to feature pooling for Bag-of-
Feature in image classification tasks; Normalization layers will normalize the data
for former layers, resulting in cancel out the impact of noise; Activation layers
will apply an element wise activation function, such as the max(0, x) threshold-
ing at zero. This leaves the size of the volume unchanged; Fully-connected layer
will compute the class scores, resulting in volume of size, where each of the 10
numbers correspond to a class score. As with ordinary Neural Networks and as
the name implies, each neuron in this layer will be connected to all the numbers
in the previous volume.
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2.4 The Related Applications
2.4.1 Facial Expression Recognition
Facial expression recognition (FER) is a typical multi-class classification task in
the field of computer vision. Since it is one of the most significant technologies for
auto-analyzing human behavior, it can be widely applied in various application
domains. The need for this type of technology in various fields has continued to
propel related research forward each year.
Recently, mainstream FER approaches are based on e↵ective local descrip-
tors or facial action units. Local descriptors such as LBP-TOP [128], HOE [113],
and HOG 3D [56], are extracted from the local facial cuboid to obtain a rep-
resentation of a certain length independent of time resolution. In other words,
these approaches try to describe the spatio-temporal property of facial expres-
sions using descriptors. These feature descriptor approaches present e↵ective and
robust FER representations, because they can avoid intra-class variation and face
deformation. However, rigid cuboids can only capture low-level feature informa-
tion and these low-level features often fail to describe high-level facial concepts,
i.e., there is a “semantic gap” between low-level features and high-level concepts.
Therefore, the e↵ective use of local descriptors to represent complex expressions
has been an ongoing problem.
Another approach is based on facial action areas. Although these approaches
are not more popular than those based on local descriptors, this method category
is also important to consider. Methods based on facial action areas use a series of
facial landmarks, as discussed in [71] and [26], use the active appearance model
(AAM) [30] and the constrained local model (CLM) [26, 33] to encode shape and
texture information respectively. These approaches do not have the “semantic
gap” problem, because they focus solely on the detection of mid-level facial action
areas, which contain su cient semantic cues. However, it is di cult to accurately
detect landmarks (or defined action units) when facial expression varies, because
these defined landmarks cannot completely address the many varied and complex
expressions.
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2.4.2 Object Recognition
Object recognition is one of the most crucial components in computer vision.
The need for this technology in various di↵erent fields continues to propel related
researches forward every year. Therefore, its performance has been improved
substantially in recent years [36, 40, 91, 110, 114, 130]. Great advances have
been made in the passed decade, especially since the milestone work by Viola
and Jones [108]. But we must note that, even with the Viola-Jones method, in
order to realize good generalization performance, more training data are required
in the learning procedure. Although it is quite easy to collect many training sam-
ples from the Internet nowadays, collecting a large number of samples for training
these object detectors [8, 74, 131] by Search Engines is easier said than done. To
our knowledge, almost all existing object detectors require large amounts of data
for training. Meanwhile, many methods are based on boosting cascade frame-
works, and, as we know, almost all existing cascade frameworks are trained based
on two conflicted criteria (false-positive-rate and hit-rate) for the detection-error
tradeo↵. Also known is the fact that training is usually required to achieve a very
low false-positive rate per scan-window (FPPW) such as 10 6 [109], which means
that hundreds of millions or even billions of negative samples should be processed
during the training procedure. Meanwhile, as with many current methods such as
BinBoost [101], joint cascade [15] and SURF cascade [58] for facial detection; soft
cascade [9] for object detection; and HOG cascade for detecting humans [132],
these measures are very important for object recognition, but they can process
binary classifications only, i.e., they cannot recognize multi-class tasks.
Therefore this study tires to propose a novel-learning framework including
high-quality local feature descriptors and robust classifying algorithm, which are
often separately researched for object recognition by the precursors. However, we
attempt to consider them as the component of a learning framework and combine
them together to develop a novel multi-object recognition method. The proposed
classification framework has to be a robust and simultaneous system and it is
capable of processing images rapidly and accurately without having to rely on a
large-scale dataset.
12
2.4 The Related Applications
2.4.3 Image Retrieval
Generally, there are main 3 types of technologies for image retrieval: the text-
based, the content-based and the semantic-based. The text-based image retrieval
can be traced back to 1970s. In daily life, people usually search for images mainly
via Google, Yahoo, etc., on text keywords, but individual perception, cognition
and concept lead to many available results, which are not what they primitively
needed. Therefore, in this information explosion age, textual image retrieval
becomes impractical and ine cient. About the semantic-based, current image
retrieval methods are usually based on low-level features (e.g, color, texture,
spatial layout), but low-level features often fail to describe high-level concepts,
i.e., there is a “semantic gap” between low-level features and high-level concepts.
Hence, semantic-based image retrieval is still an open problem [81]. Our study
focuses on content-based image retrieval (CBIR).
2.4.4 Image Classification
Image classification is one of the most crucial components in the field of computer
vision. The existing work addressing image classification is ranging from coarse-
grained classification to fine-grained classification. The processing image data also
extends from small-scale set to large-scale set. Nevertheless, proposing tractable
correspondences based on salient points for image representation is the key to
image classification. The correspondence verification models then serve to filter
out those unreliable objects. A common way of finding the correlation among
images is the alignment of semantic contents parts with correspondences based
on local descriptors. Therefore the feature descriptor is the fundamental part of
image classification tasks.
Many correspondence-based methods [5, 29, 82] have been proposed in recent
literatures, variously inspired by the work of Sivic et al. [93] and build on bag-
of-features (BoF) [31] for image representation. A review of the state-of-the-art
reveals that these approaches and methods are typically centered around the idea
of detecting and verifying correspondences between salient points among the given
images. There are many local visual features adopted to describe the image, such
as SIFT, speeded up robust features (SURF) [6].
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After extracting the local descriptors, we train the visual word or codebook
associated with the correspondence as matching weight to capture data distribu-
tion in the feature space. To build codebook, there are many ways to compute the
correspondences, e.g., we can apply K-means or GMM to calculating correspon-
dences, then encode descriptors using codebook. The representative methods of
feature encoding methods are, LLCs [112], Fisher vector coding [98] and sparse
coding [125] etc.
Afterwards, descriptors are quantized onto the codebook as compact feature
vectors, and summarized as a global image representation (i.e., feature pooling).
Various methods have been proposed for putting visual words at the step of fea-
ture pooling, e.g., max-pooling gives more discriminative representation under
soft quantization strategies, while average-pooling fits hard quantization better
[10, 123] and Geometric lp-norm Pooling [41] presents an e↵ective way to sum-
marize spatial information. Finally, these descriptors are normalized and fed into
classification models. Image classification tasks are usually configured with high-
dimension feature vectors and relatively smaller number of images. Therefore, the
Support Vector Machines (SVMs) are frequently adopted as the learning engine
[41, 112, 121, 123].
2.4.5 Other Applications
Image Segmentation: Image segmentation is the process of dividing an image
into multiple parts. This is typically used to identify objects or other relevant
information in digital images. There are many di↵erent ways to perform image
segmentation, including Thresholding methods, color-based Segmentation such
as K-means clustering, transform methods such as watershed segmentation, and
texture methods such as texture filters. An e↵ective approach to performing
image segmentation includes using algorithms, tools, and a comprehensive envi-
ronment for data analysis, visualization, and algorithm development.
Edge Detection: Edge detection is an image processing technique for finding
the boundaries of objects within images. It works by detecting discontinuities in
brightness. Edge detection is used for image segmentation and data extraction in
areas such as image processing, computer vision, and machine vision. Common
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edge detection algorithms include Sobel, Canny, Prewitt, Roberts, and fuzzy logic
methods.
Object Tracking and Motion Estimation: Object Tracking is the process
of locating a moving object (or multiple objects) over time using a camera. It
has a variety of uses, some of which are: human-computer interaction, security
and surveillance, video communication and compression, augmented reality, traf-
fic control, medical imaging and video editing. object tracking can be a time
consuming process due to the amount of data that is contained in video. Adding
further to the complexity is the possible need to use object recognition tech-
niques for tracking; Motion estimation and tracking are also key activities in
many computer vision applications , including activity recognition, tra c moni-
toring, automotive safety, and surveillance.
Three-Dimensional Vision: 3-D Vision creates the illusion of three-dimensional
depth from given two-dimensional images.
15
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Chapter 3
A Robust SVMs Classification
Framework Using PSM for
Multi-class Recognition
The related publications for this chapter are [19], [18] and [23].
3.1 The Motivation and Related Work
3.1.1 Motivation
During the past decade or two, significant e↵ort has been put into developing
methods of training algorithms for pattern recognition, which is an attractive
research subject in the field of computer vision due to the great potential for it to
be used in many applications in a variety of fields, including object recognition,
biological feature recognition and human behavior analysis. Therefore, the need
for this kind of technology in various di↵erent fields keeps propelling research
forward year after year.
As the main detectors, AdaBoost and SVMs, are widely used in this field of
research. In 1995, Freund and Schapire [44] supplied the AdaBoost algorithm for
realizing the learning framework of Boosted Trees, which could be derived from
the Probably Approximately Correct (PAC) learning proposed by Valiant [103].
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PSM FOR MULTI-CLASS RECOGNITION
Since then great advances have been made based on AdaBoost, especially a mile-
stone work by Viola and Jones [108].
But some ideal strong classifiers usually require a large number of training
samples and very time-consuming training experiments. Even now, many re-
searchers are still trying to solve these problems. Li et al . [59] proposed a new
learning SURF cascade for ameliorating boosting cascade frameworks. It im-
proved the training e ciency, but the need for large-scale data gathering and
extensive preparation create a critical bottleneck. On the other hand, similar
problems also exist in methods based on SVMs. There are too many examples,
which will not be enumerated one by one here. Therefore, collecting many train-
ing samples and the associated long training time lead to considerable work and
di culty for researchers in the field of pattern recognition. Since training is a
critical infrastructure for recognition engines, the research on training is signif-
icant for learning machines. Hence, there is a great need to solve the problem
mentioned above.
Unfortunately, some researchers usually ignore these problems and argue that
they just care about the recognition speed because the training is an o✏ine task.
However, diverse data appear everyday, and some may not be well covered by
existing classifiers; thus, we have to update these classifiers frequently. This
problem of having to retrain and refresh classifiers for unknown image data to
alleviate possible hit-miss results is well known.
Similarly, we believe Google is a powerful search engine, and one of the most
important reasons is that it refreshes its pagerank and indexing frequently. More-
over, its superior technological background guarantees its update speed is fast
enough. Therefore, it is still very important that research on solving both the
problems associated with collecting many training samples and those associated
with long training time continue until e↵ective, practical solutions are developed.
This paper proposes a robust classification framework, which brings together
e↵ective normalization measures, visual features and image attributes to con-
struct a useful system. The overview of the proposed framework is shown in Fig.
3.1: There are three main approaches with emphasis on reducing training samples
and improving the e ciency of learning machines. First, PSM is used to extend
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Sample Mean and variance
normalization
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sample space by PSM
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Evaluate the results by region attributes &
adjust the parameters of classifiers
OVR-SVMs learning &                
calculate region attributes score Objects recognition    
Expressions recognition
Classifiers
Figure 3.1: An overview of the proposed framework First, the sample space is
extended by PSM. Then, the generated vector data files are used for OVR-SVM
learning. Furthermore, the classification ability of SVMs classifier is evaluated by
region attributes, of which the details are indicated in Algorithm 2.
the training data space, which allows us to generate ideal strong classifiers with-
out having to collect a large number of training samples. Second, the features
are described by local multi-dimensional SURF descriptors [6], which are spatial
regions with windows that are good at processing real-time scenes. Moreover,
the recognition window is scanned across the image at all scales by conventional
methods. This paper, however, concentrates on the recognition patches based on
SURF interested points. In this way, the framework can become much faster and
more e cient. Third, the region attributes of images are adopted to revise incor-
rect recognition of classifiers relying on visual features, which are represented by
feature vectors in a segmented region. Therefore, the discriminative capability
can guarantee that the proposed framework will be more robust. After the PSM
approaches, the framework will generate the extended sample space as vector
data files. In practice, SVMs can process these vector data files better and faster
than the other model classifiers. Therefore, the classifier of our method is based
on SVMs.
There are three main ways that the research described in this paper will
contribute to the research being carried out in this field. The first is that the
e ciency of SVM learning can be improved. Experiments show that the proposed
approach is capable of reducing the number of samples e↵ectively, resulting in an
obvious reduction in training time. The second benefit is that the recognition
accuracy is comparable to state-of-the-art algorithms. Third, this new systems
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Figure 3.2: Examples of facial expression recognition results
versatility is excellent, allowing it to be applied not only to object recognition
but also facial expression recognition.
Some examples of expression recognition results are shown in Fig. 3.2. The
experimental results show that, despite using a mini-sized database of training
samples, our approaches can also construct a robust recognition system, which
is comparable to state-of-the-art methods. Moreover, versatility is one of its
outstanding traits because, in our experiments, it could succeed in both object
recognition and facial expression recognition applications. We believe applying
the proposed method to di↵erent fields is a good idea because training e ciency
and recognition accuracy play very significant roles in machine learning. Also,
without a doubt, versatility is equally important.
3.1.2 Related Work
We will first revisit related works on object recognition and facial expression
recognition in this section. On one hand, facial expression recognition is a typical
multi-class classification problem in computer vision. There are many precursors
who have focused on FER research, and the latest ones, such as, Liu et al.’s STM-
ExpLet [67] and Huang et al.’s new feature extraction algorithm for FER [50] have
pushed the research forward. But many di culties still exist in this research,
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because the subjects in the images usually have variable facial appearances and
they can adopt a wide range of head poses. These problems are di cult to be
overcome. Moreover, classifiers usually have to rely on a large-scale dataset for
training. Unfortunately, current approaches of FER usually ignore these problems
and do not present a robust feature set and a corresponding robust classifying
framework that allows the expression to be discriminated cleanly under these
situations. Reviewing [1] makes it clear that this situation has not been well
improved. Looking deeper into the experimental reports of these works [56, 88,
90, 113, 128], we also find that the best precision achieved by any of these state-
of-the-art methods is no higher than 31.7%, when the method is evaluated by
real-world scenarios. Therefore, FER is still an extremely challenging task in
computer vision. The first need is a robust feature and the corresponding high-
quality training framework.
On the other hand, object recognition is also another hot research topic in
computer vision due to its many applications. Great advances have been made in
the passed decade, especially since the milestone work by Viola and Jones [108].
But we must note that, even with the Viola-Jones method, in order to realize
good generalization performance, more training data are required in the learn-
ing procedure. Although it is quite easy to collect many training samples from
the Internet nowadays, collecting a large number of samples for training these
object detectors [8, 74, 131] by Search Engines is easier said than done. To our
knowledge, almost all existing object detectors require large amounts of data
for training. Meanwhile, many methods are based on boosting cascade frame-
works, and, as we know, almost all existing cascade frameworks are trained based
on two conflicted criteria (false-positive-rate and hit-rate) for the detection-error
tradeo↵. Also known is the fact that training is usually required to achieve a
very low false-positive rate per scan-window (FPPW) such as 10 6 [109], which
means that hundreds of millions or even billions of negative samples should be
processed during the training procedure. Therefore, training ideal classifiers is
a very time-consuming task. Usually, many researchers have to obtain mirror
images of samples for training with the help of third-party software tools.
Our approach outperforms the methods advocated in a recent line of papers
that use third-party software tools to obtain mirror images of samples for train-
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ing in their object/facial-expression recognition systems, which we briefly review
here. To the best of our knowledge, our approach is the first to apply the pro-
posed method to both object recognition and facial expression recognition. Also,
our approach is the first to employ the PSM directly for detector training without
using any tools. Experiments show this has the greatest impact on the perfor-
mance of training e ciency, because time can be saved which would otherwise be
spent on collecting vast amounts of data from the Internet or using third-party
software to deal with the samples in order to get mirror images of these samples.
3.2 PSM for Extending Sample Space
The PSM is derived from the perturbation method and it can be applied to
reducing the size of processing data. For example, it can be used to normalize
facial and object data, which is usually adopted as a many-one mapping model.
However, in this study, what we are proposing is a one-many mapping model.
Namely, we use it to extend the subspace of samples and the technical details of
this one-many mapping model are discussed in this section. In addition, there are
also many existing methods based on virtual images, which seem similar to ours,
but most of them rely on pixel-level transformation (such as [27] and [34] etc.).
Therefore, after processing with this approach, some features might be damaged
easily. Moreover, they require some manual work, and in the training period, the
program has to read a large number of virtual image files again, which leads to
time waste. Our approach involves a classification framework that is capable of
computing robustly and e↵ectively while avoiding the problems mentioned above.
3.2.1 Training-sample Normalization
In order to reduce the noise, the size of the images is unified by m⇥n pixels, and
the original samples are normalized by mean value and variance of pixels trans-
formation. Therefore, the image I after normalization can be obtained according
to the following equation:
I 0(x, y) = a
I(x, y)  µ
2
p
2 
+ b, (3.1)
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where   is the standard deviation at the location x, y, which can be calculated
via
  =
vuut 1
mn
mX
x=1
nX
y=1
(I(x, y)  µ)2. (3.2)
(a, b) is used to adjust the value of pixels. In this paper, we used regular samples
in experiments; therefore, a was set as 1, b was set as 0. µ is the mean value
of pixels, and it can be computed through image traversal using the following
equation:
µ =
1
mn
mX
x=1
nX
y=1
I(x, y). (3.3)
3.2.2 Changing Orientational Factors
After the calculation of subsection 3.2.1, we can thus extend the subspace of
samples by changing the facial directions of the images. In this paper, we use
the method proposed by Chen et al [17] to reconstruct three-dimensional model
and obtain three-dimensional data, and we indicate it in Algorithm 1. For more
details, please refer to Additional File 7.
In Algorithm 1, when Er is below a threshold ", or K landmarks are processed
over, the while loop would be stopped, and the three-dimensional data will be
output. Here   = ( 1,  2, · · · ,  m)T is the shape parameter and m is the dimen-
sionality of the shape parameter, which is used to adjust three-dimensional shape
data. S3D is a 3 ⇥ n matrix, P is a 2 ⇥ 3 orthographic projection matrix, T is
a 3 ⇥ n translation matrix consisting of n translation vectors t = [tx, ty, tz]T ,
and R✓ is a 3 ⇥ 3 rotation matrix where the yaw angle is ✓. In this paper, ✓ is
set as ±15 , ±30 , ±60 . Thus, through Algorithm 1, we can reconstruct the
three-dimensional data X = (x, y, z)T from the original images. Hence, according
to the transformation matrix formula,
X 0 = Tz · Ty · Tx · S ·Rz ·Ry ·Rx ·X, (3.4)
we can convert the facial directions to extend the subspace of the training samples.
Here T and R are the shear mapping transformation matrix and the rotation
matrix respectively, and S represents the scaling matrix.
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Algorithm 1 Reconstruct Three-dimensional Model
Require:
Input: two-dimensional shape vector: S2D 2 R2;
Output: three-dimensional shape vector: S3D 2 R3;
Initialization: set  0 = 0, i = 0, s0 = 0;
while i < K or Er > " do
1. Let
S3D ( s0 +
mX
i=1
 isi
2. Alignment: S2D is aligned with the two-dimensional shape, which
is obtained by projecting the frontal three-dimensional shape (si) onto
the x  y plane.
3. Minimize
kP (R✓S3D + T )  S2Dk2
4. Reconstruct (S3D)i using the shape parameter  i.
5. Update R✓ and T with the fixed shape parameter and
Er ( kP (R✓S3D + T )  S2Dk2
6. Let
i( i+ 1
end while
7. Reconstruct three-dimensional shape using the final shape parameters.
8. Output S3D.
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3.2.3 Changing Illumination Attributes
The illuminative change is conducted according to the following equation:
V (n)2 = V
(n)
1 +
KX
m=1
wm · e(n)m , (3.5)
where V1 is the changing feature, V2 is the result after the changes, n is the
dimensionality of the feature vector, w is the weight coe cient, and e is the basis
of illumination-change-factor vectors.
In this paper, e is obtained through processing the luminance-normalized ren-
dering images by principal component analysis (PCA), wherein,m is the principal
component (m = 1, · · · , 8). The rendering images are gained by the treatment of
three-dimensional images obtained in subsection 3.2.2.
3.3 Classifying Framework
This section will provide the framework used for SVM learning through adopting
SURF features. Moreover, we will also employ the region attributes of images to
revise the incorrect recognition of classifiers relying on visual features. We will
describe them separately in this section.
3.3.1 Feature Description
SURF is a scale- and rotation-invariant interest point detector and descriptor. It
is faster than SIFT [70] and more robust against di↵erent image transformations.
In this paper, we adopt an 8-bin T2 descriptor to describe the local feature, which
is inspired by [58]. Unlike [58], however, we further allow di↵erent aspect ratios
for each patch (the ratio of width and height) because this can make increase
the speed of image traversal. We also imported diagonal and anti-diagonal filters
because this can improve the description capability of the SURF descriptors.
Given a recognition window, we define rectangular local patches within it, each
patch with 4 spatial cells and allows the patch size ranging from 12⇥12 pixels to
40⇥ 40 pixels. Each patch is represented by a 32-dimensional SURF descriptor.
The descriptor can be computed quickly based on sums of two-dimensional Haar
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a (1) a (2) b (1) b (2) 
Figure 3.3: Haar-type filter used for computing SURF descriptor
wavelet responses and we can make an e cient use of Integral Images [108].
Suppose dx as the horizontal gradient image, which can be obtained using the
filter kernel [ 1, 0, 1], and dy is the vertical gradient image, which can be obtained
using the filter kernel [ 1, 0, 1]T ; Define dD as the diagonal image and dAD as the
anti-diagonal image, both of which can be computed using two-dimensional filter
kernels diag ( 1, 0, 1) and antidiag ( 1, 0, 1). Therefore, 8-bin T2 is able to be
defined as v = (
P
(|dx|+ dx),
P
(|dx|  dx),
P
(|dy|+ dy),
P
(|dy|  dy),
P
(|dD|+
dD),
P
(|dD|  dD),
P
(|dAD|+ dAD),
P
(|dAD|  dAD)). Here, dx, dy, dD, and dAD
can be computed individually by filters shown in Fig. 3.3 in use of Integral
Images, the details about how to compute two-dimensional Haar responses with
Integral Images, please refer to [108].
The recognition template for SURF is 40⇥40 with 4 spatial cells, allowing the
patch size ranging from 12⇥ 12 pixels to 40⇥ 40 pixels. We slide the patch over
the recognition template with 4 pixels forward to ensure enough feature-level dif-
ference. We further allow di↵erent aspect ratio for each patch (the ratio of width
and height). The local candidate region of the features is divided into 4 cells.
The descriptor is extracted in each cell. Hence, concatenating features in 4 cells
together yields a 32-dimensional feature vector. About feature normalization, in
practice, L2 normalization followed by clipping and renormalization (L2Hys) [32]
is shown working best.
3.3.2 Classifier Construction
The classifier of our framework is built based on One-Versus-Rest SVMs (OVR-
SVMs). OVR strategy consists of constructing one SVM per class, which is
trained to distinguish the samples of one class from the samples of all the re-
26
3.3 Classifying Framework
maining classes. Normally, classification of an unknown object is carried out by
adopting the maximum output among all SVMs. The proposed method is based
on OVR-SVMs classifiers, and implemented by redeveloping liblinear SDK [39].
For OVR-SVM, the most crucial part is probability estimation. Usually, most
researchers estimate posterior probability by mapping the outputs of each SVM
into a probability separately. The method was proposed by Platt [86]. It applies
an additional sigmoid function:
H(!j|fj(x)) = 1
1 + exp (cjfj(x) + dj)
. (3.6)
fj(x) denotes the output of the SVM trained to separate the class !j from
the other classes (total samples are M). Then, for each sigmoid the parame-
ters cj and dj are optimized by minimizing the local negative log-likelihood:
 
NX
k=1
{pklog(hk) + (1  pk)log(1  hk)}. (3.7)
Here are N outputs of the sigmoid function, where hk is the output of the
sigmoid function with the probability pk event. In order to solve this optimization
problem, Platt [86] applied a model-trust minimization algorithm based on the
Levenberg-Marquardt algorithm. But in [63], Lin et al . pointed out that there are
some problems in this method, meanwhile they proposed another minimization
algorithm based on Newton’s method with backtracking line search.
But unfortunately, there is nothing to guarantee that:
MX
j=1
H(!j|fj(x)) = 1. (3.8)
For this reason, it is necessary to normalize the probabilities as follows:
H(!j|x) = H(!j|fj(x))PM
j0=1H(!j0 |fj0(x))
. (3.9)
Thus, we use another approach to estimate posterior probability, using OVR-
SVMs to exploit the outputs of all SVMs to estimate overall probabilities. In
order to achieve this goal, we apply the softmax function, regarding it as a gen-
eralization of sigmoid function for the multi-SVMs case. Hence, in the spirit of
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the improved Platt’s algorithm [97], this paper applies a parametric form of the
softmax function to normalize the probabilities by:
H(!j|x) = exp (cjfj(x) + dj)PM
j0=1 exp (cj0fj0(x) + dj0)
. (3.10)
The parameters cj and dj are optimized by minimizing the global negative log-
likelihood.
 
NX
k=1
log(H(!k|xk)). (3.11)
The optimization of parameters cj and dj is done with the intention of obtain-
ing the lowest error rate on testing dataset. The reason why we use the negative
log-likelihood is not only because it can optimize the parameters cj and dj, but
also because it can be used for comparing the various probability estimates; in
other words, it can evaluate the error rate on machine learning and reject some
of the unsatisfactory candidate expression regions described by SURF features.
3.3.3 Region Attributes Estimation
The detected face/object region is divided into C = n⇥m blocks, and the feature
vector of each block is computed. These vectors are used to construct a matrix
X, which is named as region attributes. Each column data of X can be extracted
from each block that is normalized by equalizing the value and variance of the
luminance, while the norm is set as 1. The region attribute is estimated using
the following score equation.
d =
  X   X¯  2   CX
i=1
 i
 i +  2
('i(X   X¯))2, (3.12)
where ' is the eigenvector ofX,   is the eigenvalue ofX, and  2 denotes the image
noise correct divisor. When  2 = 0, it means that the distances of all feature
vectors of the current image projecting into subspace are unified, in the other
words, the noise is negligible. X is estimated image region attributes, and X¯ is
the average feature vector (AFV) of samples. If the value of distance is smaller,
the score is higher, namely, the probability of miss-recognition is lower.
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Algorithm 2 Region attributes for SVMs learning.
Require:
1. l th category AFV: X¯l ;
2. Error rate evaluating threshold: e;
3. Positive class samples: S+, samples number: M;
4. Negative class samples: S , samples number: M;
Initialize: e0 = 1, d = 1, j = 0;
for (i = 0; i < M ; i = i+ 1) do
while (ej > 0.5) do
1. j=j+1;
2. Train a set of classifiers H(!j |fj(x)) on samples S+ and S  via the ap-
proaches of subsection 3.3.2;
3. Using Eq. 3.12 to obtain region attributes score d;
4.Evaluate the model H(!j |fj(x)) on the whole training set, if d > 0.2, skip
over the step 5 and 6;
5. Update the parameters cj and dj through minimizing the global negative
log-likelihood on Eq. 3.7;
6. Update the recognition-error tradeo↵: ei+1 = ei ⇥ i
p
1  d;
7. Empty the set S ;
8. while (ei+1 > ei and size |S+| 6= |S | ) do
Adopt classifier to scan non-target images with sliding window and put false-
positive samples into S ;
end while
end while
end for
8. Output the probabilities model H and overall error rate tradeo↵ parameter e.
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In this paper, the most significant way to enhance the learning e ciency of
OVR-SVM classifiers is based on two conflicted criteria. This method is inspired
by the Boosting cascade (see Algorithm 2): As an error rate evaluating threshold
e (en = (1   d)), its function is similar to false-positive-rate in the Boosting
cascade [103]. Recognition rate is evaluated by d; i.e., it is a meter threshold,
whose function is similar to the hit-rate in the Boosting cascade. They are used
for the recognition-error tradeo↵ where e < 0.5. The classifying result will be
considered as a miss-recognition and the OVR-SVMs classifying model is executed
repeatedly until a given Boolean condition (d  0.2) is met. In this way, it can
guarantee the classification results remain the same between the SVM classifiers
and the distance metric on region attributes.
In order to make the framework more robust, we also adopt two important
approaches. 1) If their results are coincident, the region attributes score d and
recognition-error tradeo↵ parameter e will be updated for the next stage (Algo-
rithm 2, step 3 and step 5); 2) When the results are not coincident, the current
image will be put into the negative sample set automatically (Algorithm 2, step
7), so that the classifier can be updated at the next learning iteration stage.
Therefore, the proposed framework is an adaptive learning framework that can
cover the new data better than the conventional SVM-based methods. At the
same time, this framework presents a mutual feedback mechanism for SVMs and
the distance metric, which is more robust than a single classifying model. This
is very important for avoiding some miss-recognition results that are individually
categorized by the classifiers.
3.4 Experiments
At first, our method was proposed for facial expression recognition. But in prac-
tice, we found that it can be successfully applied to not only facial expression
recognition but also object recognition. Therefore, this section will summarize
the experimental data for both expression recognition and object recognition.
The details of the implementation, dataset, and evaluation results will be shown
here.
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Face Car Sheep
Figure 3.4: Examples of object recognition results
3.4.1 Implementation
We implemented all training and recognition programs in C++ on RHEL (Red
Hat Enterprise Linux) 6.5 OS. In expression recognition, the facial detection part
used the source code of Open CV, which was based on the Viola and Jones
framework [108]. The expressional recognition part was implemented based on
the proposed framework. In object recognition, all of the recognition systems
were based on the proposed approaches. The experiments were done on the PC
(Core i7-2600 3.40 GHz CPU and 8 GB RAM), and the training procedure was
fully automatic. For SURF extraction, we adopted Integral Image to speedup the
computation as described in subsection 3.3.1. For machine learning, we built the
OVR-SVMs through redeveloping liblinear software [39].
In facial expression recognition, there are Neutral-, Happy-, Anger- and Surprise-
expression recognition, and some expression recognition results are shown in
Fig. 3.2; In object recognition, the proposed method is designed for classify-
ing faces, cars and sheep. Some tested examples are shown in Fig. 3.4, where
the red patches are SURF interest points. After training, we observed that the
SURF interest points mainly lay in the regions of the eyes, mouths, teeth and
noses in face recognition; the regions of the wheels, windshields and doorknobs in
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car recognition; and the regions of the ears, noses, and the open space between
the legs in sheep recognition.
3.4.2 Experimental Dataset
In the training stage, it is necessary to construct a mini-sized training set for
machine learning, which will be applied to fix the parameters of sigmoid and
softmax function. In the testing stage, we also need to build the testing set for
evaluation. The easiest way to do this is to apply the same dataset to both the
training and testing stages in a way of cross-validation. But, as pointed out by
Platt [86], using the same data twice can sometimes lead to a disastrously biased
estimate. Moreover, it cannot be proved that the approach is broadly practical.
Therefore, in experiments, we used di↵erent datasets in the training and testing
stages separately. The details of the training set and testing set are shown as
follows:
Training Database Set 1) Expression Recognition: We used the Cohn-Kanade
expression database (CK+) [71], which is a set of frontal face images posed by
123 people, but not all of the people posed each type of expression we needed.
Therefore, we also collected some samples online using an image search engine.
Finally, we obtained 240 initial facial samples for each type of emotion. All of
these facial samples were normalized to 90⇥ 100 pixels.
2) Object Recognition: a. 213 samples of JAFFE [55] were used for face training,
which were normalized to 90⇥ 100 pixels; b. 600 side view car-training samples
from the PASCAL VOC 2007 dataset [38] were used for car training, which were
normalized to 100 ⇥ 250 pixels; c. 600 samples were collected using the Google
Search Engine for sheep training, which were normalized to 200⇥ 200 pixels.
In the training stages, the training data of current processing category were
adopted as positive sample data, the other categories data were used for negative
data.
Testing Database Set 1) Expression Recognition: In order to evaluate both
of the real life and ideal situations, we used two parts of testing sets. One part
was obtained from soap operas, because many public databases were processed by
providers in advance, or for the other reasons, such as the images cannot represent
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real-life scenes, because they are not continuous images etc. Hence, we had to use
some video clips from comedy dramas, which had a total of 10 persons whose facial
expressions were similar to the training samples. The images of these actors and
actresses are on 8 video clips having a length of 120 seconds. We marked this set
as Test Set A. The other testing set was the JAFFE database [55], whose facial
samples are totally di↵erent from the CK+ database. The 213 JAFFE images
were mixed randomly and one image could be used repeatedly (to ensure that
there are enough images for di↵erent video making). These images were also
made into 8 120-second-long videos, and we marked this set as Test Set B.
2) Object Recognition: 80 facial samples collected from the FDDB [51], 80 car-
testing samples collected from the PASCAL VOC 2005 database [38] and 80
samples of sheep collected from NUS-WIDE [28] were mixed and made into 3
clips of 9-minute long videos. All of the testing videos were normalized to the
size of 640⇥ 480 and the frame rate of 60 frames per second (FPS). These videos
were used to do evaluation experiments.
3.4.3 Experimental Evaluation
3.4.3.1 Expression Recognition
Training Experiments The training database of all methods was mentioned
above, but only the proposed method did not adopt any process to obtain plenty
of mirror samples. Hence, it reduced a mass of samples and took only 49.8
minutes to complete the whole process. Besides, the training procedure was fully
automatic. The training results are shown in Table 3.1.
Table 3.1: Training e ciency evaluation results
Method Proposed LSH-CORF [88] 3D LUT [17] LBP-TOP [128]
Time cost 49.8 min 318 min 172.5 min 73 min
However, in order to enhance the generalization performance of comparison
methods, we had to deal with the samples by some transformations (mirror reflec-
tion and rotate the images by horizontal and vertical angles ±15 , ±30 , ±60 
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etc.), finally, we obtained each class 30,960, total 123,840 facial samples for train-
ing classifiers. Therefore, they are very time-consuming tasks.
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Figure 3.5: Green: Recognition rate for OVR-SVMs with SIFT. Purple: Recogni-
tion rate for OVR-SVMs with SURF. Blue: Recognition rate for OVR-SVMs with
Haar-like. Red: Recognition rate for OVR-SVMs with LBP. Features using SURF
and SIFT obtained the more accurate results, but the feature extraction speed of
SIFT was low.
Testing Experiments Fig. 3.5 indicates the expression-recognition rate for
di↵erent feature detectors based on the proposed framework. The aim of this ex-
periment was evaluating the performance of the proposed detector using di↵erent
methods of feature extraction. Hence, this experiment was done without a PSM
model. The results showed feature detectors using SURF and SIFT obtained the
more accurate recognition rates, but the average speed of the SIFT detectors ver-
sion was only 16.8 FPS. In comparison, the speed of the SURFs version reached
39.4 FPS. Theoretically, 16.8 FPS is too slow to deal with complex scenes, such
as real-time scenes. Our framework adopted a 8-bin T2 descriptor as descriptor.
It obtained similarly accurate recognition results compared to the accuracy of the
original SURFs version and even the SIFTs one, but it surpassed the others in
regard to feature extraction speed. In fact, in our experiments, 8-bin T2 descrip-
tors had almost the same accuracy as the original SURF; however, the speed of
original SURF version was only about 19 FPS, which was also extremely slow.
Therefore, the feature descriptor based on 8-bin T2 SURF is the best choice for
our framework.
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Figure 3.6: Top: Recognition rate for proposed method. Middle: Proposed
method without PSM; i.e., the OVR-SVMs+SURF model. Bottom: OVR-
SVMs adopting the image RGB pixel value. OVR-SVMs+PSM+SURF (proposed
method) is the most accurate version of our detector.
In Fig. 3.6, the component selection of the proposed method was carried out to
investigate how each component contributes to the recognition rate. As a result,
the OVR-SVMs+PSM+SURF model was the most accurate version.
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Figure 3.7: Evaluation results for expressional region attributes
Fig. 3.7 shows the results of the evaluation experiments for expressional region
attributes. Fig. 3.7(a) shows the results for Test Set A videos, and Fig. 3.7(b)
shows the results for Test Set B. In the experiments, we found that after introduc-
ing the region attributes model, the recognition accuracy of Test Set A improved
approximately by 7%. On the other hand, the results of Test Set B were almost
unchanged, since the videos in Test Set B consisted of JAFFE images, and these
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images had been normalized by the supplier [55]. But the videos of Test Set
A were used without any normalization. Therefore, this approach is capable of
dealing with original images better; i.e., it is good at processing real-life videos.
Table 3.2 and Table 3.3 indicate the recognition accuracies, and they show the
performance of the proposed method compared to some state-of-the-art methods:
3D LUT [17] and LSH-CORF [88] are the latest methods for facial expressions
recognition; LBP-TOP [128] is a well-known and classical expressions recogni-
tion method. All of the comparison methods were conducted using their released
codes and the data had been tuned to better-adapt for our experiments. Note
that in this thesis, the average precision was evaluated on the root mean square
(RMS) of each expression accuracy, namely, Avergae=
qPL
i=1 p
2
i /L (pi denotes
the accuracy of i th expression, and L is the total of expressional categories).
Because it can denote the mean level of recognition rate better than mean aver-
age precision (mAP) for the event containing di↵erent sample numbers in each
independent class.
Table 3.2: Experimental results of expression recognition for Test Set A
Items Proposed LSH-CORF [88] 3D LUT [17] LBP-TOP [128]
Happy 69.3% 61.6% 61.2% 71.6%
Anger 70.9% 56.3% 50.9% 52.1%
Suprise 86.3% 73.8% 68.6% 33.6%
Neutral 78.3% 70.3% 65.6% 42.3%
Average (RMS) 76.5% 65.9% 61.9% 51.9%
Table 3.2 shows the recognition rate of evaluation experiments for Test Set A.
Since the human races and facial expressions of Test Set As people were similar
to those of the training samples, meanwhile, the region attributes model was
e↵ective for Test Set A in which there are videos from real life. Consequently,
its accuracy was quite better than the Test Set B’s. The maximum recognition
precision of the proposed method was 86.3%, and the worst result was 69.3%.
On the other hand, Table 3.3 shows the recognition accuracies for Test Set B.
Due to the variation and complexity of facial expressions across di↵erent cultures
36
3.4 Experiments
Table 3.3: Experimental results of expression recognition for Test Set B
Items Proposed LSH-CORF [88] 3D LUT [17] LBP-TOP [128]
Happy 62.4% 65.3% 57.7% 69.4%
Anger 64.2% 52.0% 48.2% 33.3%
Suprise 79.3% 58.4% 68.4% 42.3%
Neutral 66.5% 71.2% 71.6% 11.7%
Average (RMS) 68.4% 62.1% 62.2% 44.3%
and races, the region attributes model was not e↵ective for facial recognition.
The results for this test set were not better than Test Set A’s. But on the
whole, the results of both test sets show that the proposed method was the more
accurate version of these methods. Note that the proposed method used training
samples without any image-mirror process here. Namely, based on the mini-size
training set, the proposed method can also obtain a better result; thus, this model
allows for generating ideal strong classifiers without the need for large volumes
of training samples. Hence, under these experimental conditions, the validity of
the proposed methods was proved.
Table 3.4: Total of samples and learning time for object recognition
Method Time Cost Sample-quantity
Proposed 2.3⇠10.6 min
Face: 213
Car: 600
Sheep: 600
SURF Ada [59] 47 min (Face)
Face: 63,000
Car: 92,00
SIFT SVM [62] - - - Sheep: 964,849
3.4.3.2 Object Recognition
Training Experiments As our methods e↵ectively reduce a great number of
samples, it took very little time to complete the training process: 2.3 minutes
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(Face), 10.1 minutes (Car) and 10.6 minutes (Sheep), respectively. The related
data are shown in Table 3.4.
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Figure 3.8: Experimental results for object categories classification
Testing Experiments Fig. 3.8 shows the experimental results. In Fig. 3.8(a),
the component selections of the proposed method were evaluated. The middle
one denoted the results of the proposed method without PSM, namely, the OVR-
SVM+SURF model. The bottom one indicated the recognition result based on
OVR-SVM. The OVR-SVM+PSM+SURF model was also the most accurate ver-
sion of our object classifier. This also proves the outstanding versatility of the
proposed method because it can analyze both human behaviors and object cate-
gories.
Fig. 3.8(b) shows recognition results evaluated by the latest detectors. Li et al [59]
claimed they took about 47 minutes on their PC (Core i7 3.2 GHz CPU and 12
GB RAM) to obtain their ideal facial detectors, which could obtain a precision of
94% (the total of their training samples was 63,000). However, with our approach,
using just 213 samples, we were able to achieve similar results. In the other ex-
periment, we gained a little better result, using the same database as Li etal .
did for car recognition. On the other hand, for sheep recognition, [62] adopted
SIFT features based on SVM to obtain the best accuracy of 81.7% (versus our
86.7%). They did not provide their training time, but there is reason to believe
that the proposed method is better because the amount of their samples is hun-
dreds of times more than ours. We applied similar classifiers; moreover, it was
demonstrated that SURF extraction is much faster and more e cient than SIFT
in [6].
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3.5 Chapter Conclusions
This paper brings together e↵ective normalization measures, visual features and
image attributes to construct a robust classification framework that minimizes the
amount of training data needed while also improving the training e ciency. It can
solve the question how to make classifiers be capable of processing images rapidly
and accurately even without having to rely on a large-scale dataset. Hence, it is
important to those with closely related research interests.
PSM is an e↵ective approach for alleviating the trouble of collecting large
amounts of training samples. By carrying out a large number of experiments, we
found that SURF is the most suitable feature descriptor for our classifier, and
the region attributes of images can revise some incorrectly detected classifiers
caused by visual features. Combining these approaches, a robust classification
framework can be constructed, which o↵ers three major advantages. First, it
can minimize the amount of training data and improve the training e ciency.
Second, the recognition accuracy is comparable to state-of-the-art algorithms.
Third, this framework can apply to not only facial expression recognition but
also object recognition. The experiments proved the proposed method was valid
in regard to training e ciency, recognition accuracy and versatility.
In future research, considering a possible implementation in a real-life scenario,
we are inclined to consider these points: 1) we will try to use region attributes as
binary latent variables, which are incorporated into the SVMs model for inference,
and 2) we will ameliorate methods for the construction of SVMs to improve
accuracy and to make our method capable of handling more complex tasks.
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Chapter 4
Multithreading Cascade of SURF
The related publications for this chapter are [16] and [21].
4.1 The Motivation and Related Work
4.1.1 Motivation
Robustly and simultaneously learning highly discriminative multiclass classifiers
with local image features is one of the most significant challenges to computer
vision researchers, because they are critical infrastructures for recognition engines,
consequently, these researches appear of great importance. Our study focuses on
feature descriptors and learning classifiers to develop a novel learning framework
for multiclass-recognition applications.
In this study, we propose a framework called the multithreading cascade of
SURF (McSURF), which adopts SURF for training a multithreading boosting
cascade. The proposed learning model is applied to facial expression recognition
(FER), and while it is derived from AdaBoost [109], it is a novel, multi-class,
simultaneous cascade, i.e., a multithreading cascade. There have been many pre-
cursors that have focused on boosting cascade performance, including BinBoost
[101], joint cascade [15] and SURF cascade [58] for facial detection; soft cascade
[9] for object detection; and HOG cascade for detecting humans [132]. These are
outstanding methods derived from the Viola-Jones (V-J) framework [109], but
as with the V-J framework, they reach maturity only when used as detection
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applications. Based on these algorithms, the frameworks cannot process FER
successfully because FER is an event of complex distributions, but these cascade
models are trained as binary classifications. As such, they lack the robustness that
allows the training framework to smoothly and simultaneously process multi-class
classifications. We refer to these cascade models as single-threaded boosting cas-
cade models or binary learning models. This type of learning model has a limited
application range in boosting training.
Other types of boosting training models such as the multi-class AdaBoost
[73, 96] and LUT-AdaBoost [17, 115, 118], which focus on allowing the weak
classifier to be trained to fit complex distributions. In other words, these classifiers
can achieve multi-class recognition levels. However, these models are not e↵ective
in further improving the robustness of their classifiers. Apparently, it is still
challenging to use these models because their algorithms cannot appropriately
organize an ensemble of weak classifiers (i.e., cascade learning). Therefore, we
summarize these approaches as the “thin” multi-boosting training models with
classifiers that have limited recognition abilities.
In contrast to the single-threaded boosting cascade and the thin multi-boosting
training model, we propose a novel and robust cascade algorithm (McSURF) that
can simultaneously learn multi-task cascades using the local feature detector and
descriptor Speeded Up Robust Features (SURF) [6]. McSURF is implemented
by configuring the area under the receiver-operating characteristic (ROC) curve
(AUC) [42] of the weak classifier for each data category into a real-value lookup
list. These non-interfering lists are built into thread channels where the related
boosting cascade can individually train the classifiers for each data category. In
this way, boosting cascade-based approaches can be trainedto fit complex distri-
butions and can simultaneously process multi-class events much more robustly.
We experimentally evaluated the proposed method in three public expression
databases i.e., CK+ [71], MMI [80, 104], and AFEW [37], that together represent
lab-controlled and real-world scenarios. Some examples of expression recognition
results are shown in Fig. 4.1. The experimental results show that the proposed
method can construct a robust FER system whose results outperform well-known
state-of-the-art FER methods.
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Figure 4.1: Examples of facial expression recognition results.
The main contribution of our study is the development of a novel frame-
work (McSURF) that can simultaneously build a cascade learning model while
robustly processing a multiclass-recognition application. By so doing, we are
making the following original contributions: 1) Typically, a boosting classifier is
trained as a binary classification model. Our proposed multithreading cascade
learning model allows multiple categories to be simultaneously trained on a cas-
cade learning model. 2) The McSURF is an excellent FER application method.
Its performance experimentally outperforms many state-of-the-art methods. 3)
We experimentally evaluated the impact of face registration at both the learning
and recognition stages, and determined how face registration works on a boosting
classifier during these stages. This represents an important breakthrough that is
relevant to related industries and those with related research interests.
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4.1.2 Related Works
We adopted FER as a test cases for our learning framework because objectively
speaking, the state-of-the-art work of FER applications is most closely relevant
to this work. First, we reviewed previous work related to this application.
FER is a typical multi-class classification task in the field of computer vision.
Since it is one of the most significant technologies for auto-analyzing human
behavior, it can be widely applied in various application domains. The need for
this type of technology in various fields has continued to propel related research
forward each year.
Recently, mainstream FER approaches are based on e↵ective local descrip-
tors or facial action units. Local descriptors such as LBP-TOP [128], HOE [113],
and HOG 3D [56], are extracted from the local facial cuboid to obtain a rep-
resentation of a certain length independent of time resolution. In other words,
these approaches try to describe the spatio-temporal property of facial expres-
sions using descriptors. These feature descriptor approaches present e↵ective and
robust FER representations, because they can avoid intra-class variation and face
deformation. However, rigid cuboids can only capture low-level feature informa-
tion and these low-level features often fail to describe high-level facial concepts,
i.e., there is a “semantic gap” between low-level features and high-level concepts.
Therefore, the e↵ective use of local descriptors to represent complex expressions
has been an ongoing problem.
Another approach is based on facial action areas. Although these approaches
are not more popular than those based on local descriptors, this method category
is also important to consider. Methods based on facial action areas use a series of
facial landmarks, as discussed in [71] and [26], use the active appearance model
(AAM) [30] and the constrained local model (CLM) [26, 33] to encode shape and
texture information respectively. These approaches do not have the “semantic
gap” problem, because they focus solely on the detection of mid-level facial action
areas, which contain su cient semantic cues. However, it is di cult to accurately
detect landmarks (or defined action units) when facial expression varies, because
these defined landmarks cannot completely address the many varied and complex
expressions.
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Hence, many di culties still exist in FER. Based on the state of current FER
research, the first need is for a robust classification framework that can simulta-
neously process multi-task classifications. A successful classification framework
can reduce the “semantic gap” caused by local features. Next, we must consider
the FER scene: individuals undergoing image testing typically have a variety
of expressions and a wide range of poses they can adopt. In particular, they
can position their heads in an invariant orientation that is di cult to measure.
Unfortunately, current FER approaches typically ignore these problems and do
not produce a robust feature set nor a corresponding robust classifying frame-
work that allows for the facial expression to be clearly discriminated under these
situations. The author in [1] makes it clear that this situation has not yet been
resolved. After a further survey of the experimental results of a number of studies
[56, 67, 88, 90, 113, 128], we found that the best rate of precision achieved by
any of these state-of-the-art methods is not more than 31.7%when evaluated by
more challenging databases (e.g., AFEW [37]). Therefore, accurate FER is still
an extremely challenging task in the computer vision field and concerted e↵orts
are required to solve these challenges.
This study aims to present a more ideal solution for FER. We propose a novel
and general learning framework that contains robust classifiers as well as high-
quality local feature descriptors, and the technical details are discussed in the
following section.
4.2 Proposed Method
Our proposed framework has these components: SURF features for local patch
description; logistic regression-based weak classifiers, which are combined with
AUC as a single criterion for cascade convergence testing; and a multithreading
cascade for boosting training that can process multiple categories.
Fig. 4.2 shows a schematic of the implementation process of the proposed
framework. First, the facial region is detected based on the V-J framework. The
multithreading cascade is implemented by configuring the AUC of the weak classi-
fier for each data category into a real-value lookup list. These non-interfering lists
are built into thread channels in which the algorithm can appropriately organize
45
4. MULTITHREADING CASCADE OF SURF
Video Face detection 
with V-J framework 
Face region 
Classifier      with 
SURF feature F 
1
1
h
Classification 1 
1
1
Classifier      with 
SURF feature F 
n
h
1
n
1
One classification   
voted as majority? 
 
Output result 
N 
 
Y 
 
. . . 
. . . 
Classifier      with 
SURF feature F 
2
1
h
2
1
Classifier      with 
SURF feature F 
1
2
h
Classification 2 
1
2
Classifier      with 
SURF feature F 
n
h
2
n
2
. . . 
Classifier      with 
SURF feature F 
2
2
h
2
2
Classifier      with 
SURF feature F 
1
i
h
Classification i 
1
i
Classifier      with 
SURF feature F 
n
i
h
n
i
. . . 
Classifier      with 
SURF feature F 
2
i
h
2
i
Figure 4.2: Processing flow of the proposed framework.
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a (1) a (2) b (1) b (2) 
Figure 4.3: Filters used for computing SURF descriptors. a(1) for dx, a(2) for
dy, b(1) for dD, and b(2) for dAD.
the ensemble of weak classifiers into related classes. In the proposed framework,
SURF represents the expressional features of the detected facial regions for weak
classifiers. We describe SURF in subsection 4.2.1, and explain how to use SURF
features to construct logistic regression-based weak classifiers in subsection 4.2.2.
Finally, in subsection 4.2.3, we describe in detail the multithreading cascade that
uses AUC for simultaneous multiple classifications. These approaches are formu-
lated in the following section.
4.2.1 Feature description
SURF is a scale- and rotation-invariant interest point detector and descriptor. It
is faster than SIFT [6, 70] , and AdaBoost-based algorithms that have adopted
SURF have been shown to obtain the best accuracy and speed [58]. In this study,
we adopt an 8-bin T2 SURF descriptor to describe the local features, inspired by
the approach of Li et al. [58]. However, in contrast to Li et al.’s [58] approach, we
allow di↵erent aspect ratios for each patch (the ratio of width and height) because
this can improve the speed of image traversal. We also imported diagonal and
anti-diagonal filters to improve the description capability of the SURF descriptors.
Given a recognition window, we define rectangular local patches within it,
each patch having four spatial cells and with the patch size ranging from 12⇥ 12
to 40⇥ 40 pixels. Each patch is represented by a 32-dimensional SURF descrip-
tor, which can be computed quickly based on the sums of two-dimensional Haar
wavelet responses, and we can make e cient use of integral images [109]. dx is
defined as the horizontal gradient image, which can be obtained using the filter
kernel [ 1, 0, 1], and dy is the vertical gradient image, which can be obtained
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using the filter kernel [ 1, 0, 1]T ; Define dD as the diagonal image and dAD as the
anti-diagonal image, both of which can be computed using two-dimensional filter
kernels diag ( 1, 0, 1) and antidiag ( 1, 0, 1). Therefore, 8-bin T2 is able to be
defined as v = (
P
(|dx|+ dx),
P
(|dx|  dx),
P
(|dy|+ dy),
P
(|dy|  dy),
P
(|dD|+
dD),
P
(|dD|  dD),
P
(|dAD|+ dAD),
P
(|dAD|  dAD)). Here, dx, dy, dD, and dAD
can be computed individually, using integral images, by the filters shown in Fig-
ures 4.3a(1), a(2), b(1), and b(2) , respectively. For details on how to compute
two-dimensional Haar responses with integral images, please refer to [109].
The recognition template for SURF is 40 ⇥ 40 pixels with four spatial cells,
again with the patch size ranging from 12 ⇥ 12 to 40 ⇥ 40 pixels. We slide the
patch over the recognition template with four pixels forward to ensure a su -
cient feature-level di↵erence. In addition, we allow a di↵erent aspect ratio for
each patch. The local candidate region of the features is also divided into four
cells, and the descriptor is extracted from each cell. Hence, concatenating the
features in all four cells yields a 32-dimensional feature vector. In practical fea-
ture normalization, an L2 normalization followed by clipping and renormalization
(L2Hys) [32] has been shown to work best.
4.2.2 Weak Classifier Construction
In our previous work (3D LUT) [17], we proposed a look-up-table model to adapt
AdaBoost to be able to train multi-class classifiers simultaneously. But the prob-
ability model for the weak classifier was simply calculated using a Gaussian func-
tion based on a Haar-like feature distribution. This technique leads to low boost-
ing convergence speed and accuracy. In this study, we build a weak classifier
over each local patch described by the SURF descriptor, and select the optimum
patches in each boosting iteration from the patch pool. Meanwhile, we construct
the weak classifier for each local patch by logistic regression to fit our classifying
framework, due to it being a probabilistic linear classifier.
On one hand, we build a weak classifier over each local patch, as described
by the SURF descriptor, and select optimum patches in each boosting iteration
from the patch pool. On the other hand, we construct a weak classifier for each
local patch by logistic regression to fit our classification framework, since it is a
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probabilistic linear classifier. Given a SURF feature F over a local patch, logistic
regression defines the probability model:
P (q|F,w) = 1
1 + exp( q(wTF+ b)) , (4.1)
when q = 1 means that the trained sample is a positive sample of the current
class, q =  1 indicates negative samples, w is a weight vector for the model,
and b is a bias term. We train classifiers on local patches from a large-scale
dataset. Assuming, in each boosting iteration stage, that there are K possible
local patches, which are represented by SURF feature F, each stage is a boosting
training procedure with logistic regression as weak classifiers. In this way, the
parameters can be identified by minimizing the objective:
KX
k=1
log(1 + exp( qk(wTFk + b))) +   kwkp , (4.2)
where   denotes a tunable parameter for the regularization term, and kwkp is
the Lp norm of the weight vector. Note that it is also applied to L2-loss and
L1-loss linear support vector machines (SVMs) by the well-known open source
code LIBLINEAR [39]. Therefore, this question can be solved using algorithms
in [39].
4.2.3 Multithreaded Cascade
4.2.3.1 Multithreaded Cascade Channel Construction
We trained the boosting cascade on local patches from a large-scale dataset.
In practice, AdaBoost is not skilled at processing the vector-descriptor feature
directly. Inspired by [42], we found that the AUC score [68] can estimate boosting
convergence exactly. Therefore, by innovating the AUC score, we can avoid some
uncertain risks.
There are di↵erent boosting algorithm variants for ensembles of weak clas-
sifiers. Based on the work in [17, 115, 118], we constructed multithreaded-type
training channels to solve the list of problems of previous boosting cascades in
training multi-class classifiers simultaneously. In fact, our multithreading cas-
cade algorithm is a good way to implement Real AdaBoost [89, 119]. Generally,
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the variants of Real AdaBoost are the same as those of Gentle AdaBoost [45],
namely, the base learner fits a regression function over the training data, and
outputs a real value. Assuming there are M expression categories in the training
sample set, given the weak classifiers h(n)i for category i data, the strong classifier
is defined as H(N)i (F) = 1N
PN
n=1 h
(n)
i (F).
Assuming there are a total of N boosting iteration rounds, in the round n,
we will build K weak classifiers [h(n)i (Fk)]Kk=1 for each local patch in parallel
from the boosting sample subset. Meanwhile, we also test each model h(n)i (Fk)
in combination with previous n   1 boosting rounds. In other words, we test
H(n 1)i (F)+h
(n)
i (Fk) for H
(n)
i (F) on the all training samples, and each test model
will produce a highest AUC score [42, 68] J(H(n 1)i (F) + h
(n)
i (Fk)). i.e.,
S(n)i = max
k=1,···K
J(H(n 1)i (F) + h
(n)
i (Fk)). (4.3)
This procedure is repeated until the AUC scores converge, or the designated num-
ber of iterations N is reached. Then, the selected Si is set as a threshold to gen-
erate an AUC score pool, which contains the values of J(H(n 1)i (F)+h
(n)
i (Fk))  
0.8⇥ Si. In this way, it builds an AUC score pool for each class of object..
To learn multi-class classifiers simultaneously, we adopt these AUC data to
construct independent channels for boosting learning. The details of the proce-
dure are summarized as follows:
1. Assuming the AUC score pools have been normalized to [0, 1], we divide the
range into M sub-range bins. Each bin corresponds to a channel ID. In this way,
we can obtain a channel ID set C = {binl = [ (l 1)M , lM ]| l = 1, · · · ,M}. In each
channel, we build an independent boosting model for training classifiers that can
recognize a corresponding category task;
2. We set u = Si(F, x) and define the weak classifier hi(x) as follows:
if u 2 C and x 2 {the samples of expression i},
then hi(x) = 2P (q|F,w)  1.
(4.4)
These guarantees that the precision of h is greater than 0.5;
3. Given the characteristic function
B(l,i)(u,Y) =
(
1 u ^Y = i
0 otherwise
, (4.5)
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where i 2 Y, and Y is defined as the label set of those expression categories
that can be recognized by the classifier h. This function is used to check and
ensure that the expression categories of the channel, classifier, and sample are
consistent.
4. Lastly, to cover the characteristic function, we formally express the weak
classifier as:
h(F) =
MX
j=1
MX
i=1
(2P (q|F,w)  1)B(l,i)(u,Y). (4.6)
As shown in Fig. 4.2, by using the above approaches, we can construct M .
Meanwhile, the classifier category is able to be judged and auto-selected into the
related channel. In this way, we can learn the classifiers with Algorithm 3 and
train multithreaded boosting cascades simultaneously in their training channels
via Algorithm 4.
4.2.3.2 Learning Weak Classifiers
Like most existing multiclass classification algorithms, our approach is crucially
dependent on the labeled data of sample space to learn the classifiers. In this
study, we combine this approach with the above constructed cascade channels to
implement multiclass classification. In our case, we denote the sample space as
X and the label set as Y. A sample of a multiclass and multilabel problem is a
pair (x, Y ), where Y (i) is defined as:
Y (i) =
⇢
1 if i 2 Y
 1 if i /2 Y , (4.7)
where x 2 X, l 2 Y, Y ✓ Y. To avoid overfitting, we restricted the number of
samples used during training, as in [120]. In practice, we sampled an active subset
from the whole training set according to the boosting weight. It is generally good
practice to use about 30⇥p samples of each class, where p is a multiple coe cient
(Algorithm 3 step 3.a).
The whole procedure involves a forward selection and inclusion of a weak
classifier over possible local patch temples that can be adjusted using di↵erent
temple configurations, according to the processing images. To enhance both the
speed of learning convergence and robustness, our algorithm further introduces
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Algorithm 3 Learning Boosting Classifiers on SURF.
Require:
1. Given: the number of label categories M and the overall sample set S =
{(x1, y1) , · · · , (x⌧ , y⌧ )}, where ⌧ is the number of the samples;
2. Initialize the weight parameter w0 for positive (labeled as “+”) samples and
negative (labeled as “-”) samples:
a. w+0 = 1/(M ⇥ ⌧+) for those q = 1;
b. w 0 = 1/(M ⇥ ⌧ ) for those q = 1;
3.
for (j = 0; j < N ; j = j + 1) do
a. Sampled 30 ⇥ p (in this thesis, p = 3) positive samples and 30 ⇥ p negative
samples from training set;
b. Parallel replace each SURF template to train a series of logistic regression
models [hi(Fk)]Kk=1;
c. In order to obtain the AUC score, calculate H(n 1)i (F) + hi(Fk) on the best
model of the previous stage: S(n 1)i and each hi(Fk);
d. Choose the best model S(n)i that contains the best weak classifier hi(Fj), ac-
cording to the Eq. 4.3;
e. Update the weight
wj+1 =
wjexp( qjYihi(Fj))
Zj
,
where Zj is a normalization factor, which makes the weight follow
P
w+ = 1 andP
w  = 1;
f. If AUC value S(n)i is converged, break the loop;
end for
4. In order to ensure the overall AUC score to be the highest one, test all learned
models during the current iteration process:
for (j = 0; j < K; j = j + 1) do
if H(n 1)i (F) + hi(Fi) > S
(n)
i then
a. S(n)i = H
(n 1)
i (F) + hi(Fj);
b. Empty those unnecessary data to free the memory;
end if
end for
5. Output final strong model H(n)i for this stage.
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a backward removal approach. For more details on including backward removal
or even a floating searching capability into the boosting framework, please refer
to [60]. In this study, we implement backward removal on Algorithm 3 step 4,
to extend the procedure with the capability to backward remove redundant weak
classifiers. In so doing, it is not only able to reduce the number of weak classifiers
in each stage, but also able to improve the generalization capability of the strong
classifiers.
4.2.3.3 Boosting Cascade Training
To the best of our knowledge, almost all existing cascade detection frameworks are
trained based on two conflicting criteria, i.e. the false-positive-rate (FPR) fj and
the hit-rate (or recognition rate) rj for the detection-error tradeo↵. The overall
FPR of a T stage cascade is F = QTj=1 fj, while the overall hit-rate is R =QT
j=1 rj. Usually, the maximum suggested setting of fj is 0.5 [59]. Therefore,
for the system to reach an overall FPR= 10 6, it requires at least 20 stages
(0.520 ⇡ 10 6) by the given global setting. Note that some stages may reach
this goal without convergence. Hence, it is better that the FRP be adaptive
among di↵erent stages so that we could easily reach the overall training goal.
Some automatic scheme methods [9, 12, 94, 120] tune the intermediate thresholds
of each stage. These approaches may alleviate painful manual tuning e↵orts,
but do not address the convergence speed. Therefore, we do not consider these
appropriate for implementing our cascade-type ensemble of weak classifiers.
Inspired by [42] and [58], here we introduce AUC as a single criterion for cas-
cade convergence testing, which realizes an adaptive FPR among di↵erent stages
(for a more detailed description of AUC, refer to [42]). Hence, combined with
logistic regression-based weak classifiers to adopt SURF features, this approach
can yield a fast convergence speed and a cascade model with much shorter stages.
Within one stage, no threshold for intermediate weak classifiers is required.
We need only determine each decision threshold ✓i for i th emotional category
in its threading channel. In our case, using the ROC curve, the FPR of each
emotional category is easily determined when given the minimal hit-rate d(min)i .
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Algorithm 4 Training Multithreaded Boosting Cascade
Require:
1. Over all FPR: F (n)i for i th category data;
2. Minimum hit-rate per stage d(min)i ;
3. Current class samples: X+i ;
4. Non-current class samples: X i ;
5. The number of sample/label categories: M ;
Initialize: j = 0, F (j)i = 1, D
(j)
i = 1;
for (i = 0; i < M ; i = i+ 1) do
while (F (j)i > F
(n)
i ) do
1. j=j+1;
2. Train a stage classifier H(j)i (F) by samples of X+ and X  via approaches of
subsection 4.2.3.1;
3. Evaluate the model H(j)i (F) on the whole training set to obtain ROC curve;
4. Determine the threshold ✓(j)i by searching on the ROC curve to find the point
(d(j)i , f
(j)
i ) such that d
j
i = d
(min)
i , but when existing the mimimum one d
(j)
i that
follows to the condition: d(j)i < d
(min)
i , set d
(min)
i = d
(j)
i to update the minimal
hit-rate;
5. Update: F (j)i = F
(j 1)
i ⇥ f (j)i ,
D(j)i = D
(j 1)
i ⇥ d(j)i ;
6. Empty the set X i ;
7. while (F (j)i > F
(j 1)
i and size |X+i | 6= |X i | ) do
Adopt current cascade detector to scan non-target images with sliding window
and put false-positive samples into X i ;
end while
end while
end for
8. Output the boosting cascade detector {H(j)i > ✓(j)i } and overall training accuracy
F and D.
We decrease d(j)i from 1 on the ROC curve, until reaching the transit point d
j
i =
d(min)i . The corresponding threshold at that point is the desired ✓i, i.e., the FPR
is adaptive to di↵erent stage, and it is usually much smaller than 0.5.
After one stage of classifiers learning is converged via Algorithm 4, we con-
tinue to train another one with false-positive samples coming from the scanning
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of non-target images with the partially trained cascade . We repeat this pro-
cedure until the overall FPR reaches the stated goal. As with many current
methods [9, 15, 58, 132], this measure was also inspired by the V-J framework
[109], and although we indicated in subsection 4.2.3.1 that we had adopted this
approach, our approach is able to process binary cascades, as well as multi-class
cascades. In every independent threading channel, respective cascade recognition
sub-frameworks can be trained simultaneously for each data category. Further-
more, we propose an algorithm (Algorithm 4) to implement the boosting ensemble
of classifiers for multiclass cascades, which is an original contribution to boost
learning research. Equally important is that in our approach, the cascade train-
ing process is based on AUC analysis, and the FPR is usually much smaller than
0.5. In addition, it is adaptive for di↵erent stages. Therefore, this approach can
result in a model size that is much smaller, and has a recognition speed that is
dramatically increased.
4.3 Experiments
In this section, we provide details of the dataset and evaluation results for our
proposed method, as applied to FER. We implemented all training and recogni-
tion programs in C++ on Red Hat Enterprise Linux (RHEL) 6.5 OS, processed
with a PC with a Core i7-2600 3.40 GHz CPU and 8 GB RAM.
4.3.1 Databases and Protocols
We evaluated the proposed method on three public databases, i.e., CK+, MMI,
and AFEW, which include two lab-controlled databases (CK+ and MMI) and
one with real-world scenarios (AFEW).
CK+ DB The CK+ database (DB) is a set of facial expression samples posed
by 123 people. There are 327 sequences, taken from 593 sequences that meet
the criteria for one of seven discrete emotions of the Facial Action Coding Sys-
tem (FACS) (anger (An), contempt (Co), disgust (Di), fear (Fe), happiness (Ha),
sadness (Sa), and surprise (Su)) [71]. In our experiments, we divided these sam-
ples into several groups for each expression by the person-independent rule, and
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each group included 10 posers. A person-independent 10-fold cross-validation had
been conducted for this DB to compare the results of a number of the outstand-
ing current methods. For the recognition experiments, we put these images into
10-minute-length videos, 640 ⇥ 480 in size and with a frame rate of 60 frames
per second (FPS), based on the person-independent rule.
MMI DB The MMI DB is a public database that includes more than 30 subjects,
in which the female-male ratio is roughly 11:15. The subjects’ ages range from 19
to 62, and they are of European, Asian or South American descent. This database
is considered to be more challenging than CK+, because some posers have worn
accessories such as glasses. In the experiments, we used all 205 e↵ective image
sequences of the six expressions in the MMI dataset. As with the CK+ DB,
a person-independent 10-fold cross-validation had been completed to compare
results from the state-of-the-art methods. For the recognition stage, these images
were also made into 10-minute-length videos ⇥ 480 in size and with a frame rate
of 60 FPS based on the person-independent rule.
AFEW DB For the AFEW DB, which is a much more challenging database,
evaluation experiments also have been done [37]. All of the AFEW sets were
collected from movies to depict so-call wild scenarios. For this study, we adopted
the 2013 AFEW version, which was used as the EmotiW 2013 criteria database
[1], because the evaluation results of many state-of-the-art methods have been
based on this version. We trained version 2013’s training set and the results are
reported for its validation set, in the same way as for the latest FER work [67].
4.3.2 Face Registration
Related work, such as that by Lucey et al.’s work [72], and Chew et al.’s work
[25], have proved that when there is noise present in the alignment, the invariant
feature descriptors can gain a more robust subject-independent classification sys-
tem in regard to image rotation. Essentially, this gives some insight as to why we
must adopt features with invariant representation in classification applications.
This is because, currently, almost all classification frameworks are typical cases
that utilize subject-independent algorithms (e.g., AdaBoost, SVMs, and neural
networks (NN)).
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However, these studies did not examine how face registration works in subject-
independent algorithms and why face registration can improve the robustness of
these algorithms in FER applications. Hence, another main aim of this study is
to answer these questions.
As the problem of dense face registration is nearly solved, there was no need to
develop a novel approach. Like most facial research, our recognition performance
is assessed based on faces normalized by the position of the eyes [3, 87, 117]; i.e.,
eye centers are used to register faces, whereas we utilized elastic bunch graph
matching (EBGM) training images for the the rest [3, 117].
To improve the e ciency of our proposed framework, we introduces an eye
detector based on the V-J framework to detect the positions of the eyes. This is
one of the best eye detection tools available, and its latest version can correctly
detect closed eyes. The image regions around detected eyes are convolved with 40
complex 2D Gabor kernels. The resulting 80 coe cients constitute the Gabor jet
for each facial feature. The Gabor jets for all facial features are then grouped in
a graph called the face graph, where each jet is a node and the distances between
facial features are the weights of the corresponding vertices. The information
in the face graph provides all that is needed for recognition; the image itself is
discarded. All face graphs from the images are then combined in a stack-like
structure called the face bunch graph (FBG). Each node of the FBG contains a
list of Gabor jets for the corresponding facial feature from all the training images,
and the vertices are weighted with the average distances across the training set.
The positions of the facial features in the testing images are unknown; EBGM
estimates the positions based on the FBG. Then, a face graph is constructed
for each testing image based on these estimated positions. The face graph of
each testing image is then compared with the FBG to determine which training
image is most similar using a jet-based metric. In so doing, we are training
the expressional classifiers on face images with similar eye perturbations, which
facilitates performance.
At first, to determine the impact of face registration on the boosting conver-
gence speed, we considered eye perturbation in the training sets only. Our results
showed that the proposed method used only 261 minutes to converge at the 11th
stage. In contrast, our proposed method used 422 minutes to converge at the
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Figure 4.4: Evaluation of face registration: the red line is the recognition preci-
sion on CK+ dataset; the green line is the recognition precision on MMI dataset;
the blue line is the recognition precision on AFEW dataset. (a) Recognition pre-
cision introduced face registrationinto both of training and recognizing stages; (b)
Recognition precision introduced face registration into training stages.
16th cascade stage when not using any face registration approach. and there is
no corresponding increase in performance.
We expect that classifier testing on a data set with similar registration may
improve the recognition results. Therefore, we next considered eye perturbation
in both the recognition and training stages. As shown in Fig. 4.4(b), the perfor-
mance improved by 3-6% , compared to the results in Fig. 4.4(a). Whereupon,
we can answer the questions: 1) How does face registration work on subject-
independent algorithms; and 2) why does face registration improve the robustness
of these algorithms in FER applications?
In the FER case, the registration of the face is very important, because if it
was necessary to craft features for every permutation, this would require more
data. However, this problem is solved by using a good face registration approach,
which requires less data and a reduced number of boosting convergence stages.
Face registration in both the testing and training sets can improve the robustness
of these algorithms in FER applications. Because the classifiers are trained on
face images with similar eye perturbations, they can therefore better cope with
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Figure 4.5: The number of weak classifiers in each stage and the accumulated
rejection rate over cascade stages. (a) The average number of weak classifiers at
each stage of FER; (b) the accumulated rejection rate over all the cascade stages.
face images containing registration errors. This also gives us some insight into
why V-J face detection [109] is followed by the use of eye detectors.
4.3.3 Training Evaluations
We used all the training samples in the AFEW training set and collected training
samples from the CK+ and MMI DBs, according to the person-independent 10-
fold cross-validation rule. To reduce the training process time, we trained the
samples from the three datasets together. All of training samples were normalized
to 100 ⇥ 100-pixel facial patches and processed by histogram equalization, and
no color information was used. To enhance the generalization performance of
boosting learning, we used some transformations in the training samples (mirror
reflection, rotate the images, etc.), and finally increased the original number
of samples by a factor of 64. Normalization was not performed on any of the
testing sample sequences. In the training stages, we adopted the training data of
the current processing expression as positive sample data, and data from other
expressions as negative data.
For every expressional category, we set the maximum number of weaker clas-
sifiers in each stage as 128. The proposed method took 281 minutes to converge
at the 11th iteration stage. The cascade detector contained 2, 963 classifiers for
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all expressions, and needed to evaluate only 3.5 SURF per window. Details of the
FER cascade, as illustrated in Fig. 4.5(a) and Fig. 4.5(b), include the number of
weak classifiers in each stage and the average accumulated rejection rate for all
the cascade stages. The results indicate that the first seven stages rejected 98%
of the non-current class samples.
In order to evaluate the convergence speed of the AUC model, we determined
the FPR at each boosting stage. The results show that, in the AUC model, the
FPR fj at each cascade stage is adaptive among the di↵erent stages , ranging from
0.04486 to 0.26837, is much smaller than the conventional model FPR of 0.5. In
almost all existing cascade frameworks FPR
QT
j=1 fj (T denotes the total cascade
stages) reaches the goal (It is usually set as 10 6). This means that conventional
models require more iterations and that the AUC model cascade can converge
much faster. These relate directly to training e ciency and recognition speed.
Therefore, these experimental results confirm that the AUC cascade model is
much more e cient than conventional cascade models.
In addition, the average recognition speed of the proposed method is 54.6
FPS for the three datasets. We tried almost all existing local features, such as
HOG [32]and SIFT. At first, we thought that SIFT and HOG features would
be more discriminating than SURF, but the results show that HOG descriptors
lack robustness with regard to head rotation, which has also been pointed out
by Klaeser et al. [56]. The accuracy of the SIFT-based version is similar to the
results of the 8-bin T2 SURF descriptor, but its memory requirement is 4 times
that of the 8-bin T2 SURF descriptors. Moreover, the speed was only 15.4 FPS,
which cannot process real-time scenes smoothly. In addition, we adopted Haar’s
version, which contains more than 26 boosting stages and 27, 396 classifiers of all
categories. It also requires more than 37 Haar-like features per window, and has
the slowest convergence speed of all. Consequently, we concluded that SURF is
more ideal for the proposed framework.
4.3.4 Recognition-result Evaluations
In this study, we used the same labels for the expression categories as those in the
original databases. All of the recognition experiments are based on videos and
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we evaluated their accuracies frame by frame. Here, we present the recognition
results for the three representative public databases (CK+, MMI, and AFEW),
because we needed to evaluate both lab-controlled (CK+ and MMI) and real-
world (AFEW) scenarios.
We also selected a number of methods for comparison to represent the state-of-
the-art of this field, including the methods that have been proposed for improving
local spatiotemporal descriptors: LBP-TOP [128], HOE [113], and HOG 3D [56].
CLM [26] is a typical approach based on facial action units. These methods
are very popular for FER, while 3DCNN-DAP [66] and STM-ExpLet [67] are
the latest methods. We also compared methods that focus on enhancing the
robustness of their classifying frameworks, such as ITBN [90], 3D LUT [17] and
LSH-CORF [88]. For a fair comparison, we used the same databases, which were
evaluated via standardized items. Tables 4.1, Table 4.2, and Table 4.3 compare
our method (McSURF) with these state-of-the-art methods, most of which were
conducted using their released codes and with their parameters tuned to better
adapt to our experiments. However, for some methods, because we could not
obtain their source codes (e.g. STM-ExpLet [67] and 3DCNN-DAP [66]), it was
necessary to simply cite the results reported from related studies.
Table 4.1: Recognition results for the CK+ database.
Method
Accuracy on CK+ ( %)
An Co Di Fe Ha Sa Su mAP.
CLM [26] 70.1 52.4 92.5 72.1 94.2 45.9 93.6 74.4
HOE [113] 76.4 65.4 83.6 73.3 92.1 88.6 92.8 82.3
LBP-TOP [128] 82.2 77.8 91.5 72.0 98.6 57.1 97.6 82.4
ITBN [90] 91.1 78.6 94.0 83.3 89.8 76.0 91.3 86.3
HOG 3D [56] 84.4 77.8 94.9 68.0 100 75.0 98.8 85.6
LSH-CORF [88] 71.3 – 90.8 79.0 92.6 90.5 96.6 86.8
3D LUT [17] 76.3 35.1 60.5 73.8 91.0 48.2 92.8 68.2
3DCNN-DAP [66] 91.1 66.7 96.6 80.0 98.6 85.7 96.4 87.9
McSURF 91.6 70.2 84.9 86.3 94.6 88.4 96.5 87.5
In Table 4.1, the experimental results, for the CK+ database, compare our
approach (McSURF) with eight state-of-the-art methods (CLM [26], HOE [113],
LBP-TOP [128], ITBN [90], HOG 3D [56], LSH-CORF [88], 3D LUT [17], and
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Table 4.2: Recognition results for MMI database.
Method
Accuracy on MMI (%)
An Di Fe Ha Sa Su mAP.
HOE [113] 46.4 58.3 33.2 62.6 60.8 65.1 55.5
LBP-TOP [128] 58.1 56.3 53.6 78.6 46.9 50.0 57.2
ITBN [90] 46.9 54.8 57.1 71.4 65.6 62.5 59.7
HOG 3D [56] 61.3 53.1 39.3 78.6 43.8 55.0 55.2
LSH-CORF [88] 59.6 71.4 62.3 68.9 70.3 75.1 61.8
3D LUT [17] 43.3 55.3 56.8 71.4 28.2 77.5 47.2
3DCNN-DAP [66] 64.5 62.5 50.0 85.7 53.1 57.5 62.2
STM [67] – – – – – – 65.4
McSURF (10-flod) 67.2 61.7 65.1 80.4 65.4 83.9 70.6
Table 4.3: Recognition results for AFEW database.
Method
Accuracy on AFEW (%)
Ne An Di Fe Ha Sa Su mAP.
HOE [113] 6.1 11.2 16.5 9.0 33.5 15.3 28.3 19.5
LBP-TOP [128] 9.0 11.7 19.6 17.9 42.3 23.8 33.6 25.1
HOG 3D [56] – – – – – – – 26.9
LSH-CORF [88] – 23.1 12.8 38.6 9.7 21.1 10.9 21.8
3D LUT [17] 6.8 45.7 0 0 62.0 13.2 48.6 25.2
STM-ExpLet [67] – – – – – – – 31.7
McSURF 16.3 47.3 8.2 31.6 36.5 15.4 72.8 32.6
3DCNN-DAP [66])The mean average precision (mAP) of our method is 87.5%,
ranking at the second position, which is highly competitive with the top-ranked
method (87.9%) [36].
Table 4.2 lists the evaluation experiment results for the MMI DB. The pro-
posed method outperformed four of the state-of-the-art methods. In addition,
unlike many existing methods that only evaluate some selected samples, in our
experiments, we used all 205 e↵ective image sequences of the six expressions
(anger (An), disgust (Di), fear (Fe), happiness (Ha), sadness (Sa), and surprise
(Su)). Table 4.3 shows the evaluation results for the AFEW database (Ne means
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Neutral), which is designed as a real-world scenario dataset, and where the faces
have sharp rotations. Since CK+ and MMI are lab-controlled datasets, they
have some shortcomings with respect to being evaluated in real-world scenarios.
Therefore, we once again compared our proposed method with the state-of-the-
arts methods. Our results show that our method achieved 32.6 %, a performance
better than the following state-of-the-art methods: HOE [113] 19.5%, LBP-TOP
[128] 25.1%, HOG 3D [56] 26.9%, LSH-CORF [88] 21.8%, 3D LUT [17] 25.2%,
and STM-ExpLet [67] 31.7%.
To date, we have performed all the necessary experiments, and covered all
items relating to the latest works in FER. The proposed method, 3DCNN-DAP,
and STM outperform the other methods. This means general learning frame-
works lead to greater robustness with respect to intra-class variation and face
deformation. Because the local descriptors-based methods, such as LBP-TOP,
HOE and HOG 3D, lack semantic meanings, they can hardly represent complex
variations over mid-level facial action areas, so accuracy is di cult to achieve
in methods based on facial action areas. However, to obtain the spatiotemporal
property of expressions, 3DCNN-DAP and STM treat the time of the video as
the third dimension, which limits the possible number of subject-independent ap-
plications. They can obtain good performance only in dynamic images. Hence,
although the mean average precision of 3DCNN-DAP is almost the same as the
average accuracy of our pro-posed method, its results sharply decline in the MMI
database. In contrast, the proposed framework treats feature learning separately
by considering the final objective of classification. Thus, the learned feature and
classifier have specificity and discriminative capability. Therefore, the robustness
of the proposed framework is distinctive.
4.4 Chapter Conclusions
In this study, we proposed a novel cascade framework called the multithreading
cascade of SURF (McSURF) for robust FER. The main contribution is our pro-
posed multithreading cascade learning model, which allows multiple categories
of data to be simultaneously trained. The concurrency of this multithreaded
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learning model can extend the application range of cascades and represents a
significant advance in related imaging industries.
We used three popular and representative public databases in the FER re-
search field to experimentally confirm the validity of the proposed method. Based
on our experimental results, we analyzed the impact of face registration on both
the learning and recognition stages, obtaining detailed answers on how face reg-
istration works on AdaBoost-based algorithms and why it can improve the ro-
bustness of these algorithms in FER applications. These issues are important to
those with related research interests.
In future work, we will first attempt to improve the discriminative power of
the multiple classification framework and investigate how feature representation
errors impact recognition frameworks.
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Ri-HOG: Rotation-invariant
Histograms of Oriented
Gradients
The related publications for this chapter are [20], [21], and [22].
5.1 Motivation
Representing salient patches for images in a way that is capable of invariant
representation is a significant challenge in Computer Vision, as it lies at the core
of many popular classification applications, such as object recognition, a↵ective
computing, image retrieval etc. To invariantly describe the non-linear information
of the images, well-known local feature descriptors, such as SIFT [69], SURF [6],
etc., typically apply a set of hand-crafted filters and aggregate their responses
within pre-defined regions of image patches. The extent, location and shape of
these regions define the aggregating configuration of the descriptor. Recently,
some works show that optimizing this configuration can result in fairly large
performance improvement [11, 95]. Although interesting solutions have been
presented, these approaches are either based on hand-crafted representations [95];
or still require many complex and high-cost parameter transformations (e.g., in
[11], it relies on a non-analytical objective that is di cult to optimize). Therefore,
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although these feature descriptors have claimed to invariant representation, they
still have various challenging problems.
In this study, we propose a novel feature representation method, called rotation-
invariant histograms of oriented gradients (Ri-HOG), for the image local features
on invariant representation. For robustness and speed, we carry out a detailed
study of the e↵ects of various implementation choices in descriptor performance.
We subdivide the local patch into annular spatial bins, to achieve spatial binning
invariance. Besides, we apply radial gradient to attain gradient binning invari-
ance, which is derived from the theory of polar coordinate. By doing so, the
proposed method can significantly enhance the features descriptors in regard to
invariant representation ability and feature descripting accuracy.
The main contribution of this study is to present an image representation
method, called Ri-HOG, which is an appropriate similarity measure that can
remain invariant with respect to image transformations. The proposed method is
significant, as it is very important to those with closely related research interests
mentioned above.
5.2 Proposed Method
5.2.1 Background and problems:
HOG are feature descriptors, which are computed on a dense grid of uniformly-
spaced cells and use overlapping local contrast normalization for improved accu-
racy. These features are set based on cells and blocks representation system is
widely used in classification applications, especially human detection. The de-
scribing ability of HOG features set outperforms many existing features [100],
however, its robustness against image rotation are not satisfactory. Here one
direct evidence is that the HOG feature is seldom applied to object tracking or
image retrieval successfully. Giving a more scientific reason, see Fig. 5.1 for an
example. Supposing Fig. 5.1(a) is an image with HOG block size, there are 4 cells
in the block. Fig. 5.1(b) is an image of Fig. 5.1(a) after making a quarter turn.
HOG features are extracted from the two images individually. If the histogram of
oriented gradients obtained from the regions 1, 2, 3, and 4 are severally denoted as
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(a) The original block-size image  (b) Image (a) rotated clockwise 90e
Figure 5.1: The robustness of HOG descriptors with respect to image rotation.
x1, x2, x3, x4, then, the HOG features extracted from Fig. 5.1(a) and Fig. 5.1(b)
are (x1, x2, x3, x4) and (x3, x1, x4, x2) respectively. This means that the rotation
of image accompanies easily with the change of its HOG descriptors. Hence,
we have to substantially enhance the robustness of HOG descriptors. Otherwise
applications of HOG features would be limited to some narrow ranges.
5.2.2 Our approach:
Now, the question is how to significantly improve the robustness of traditional
HOG descriptors, when the task regions are drastically rotating. There are many
existing feature representation methods based on histogram, which are claimed
to have presented the robust and invariant descriptor approaches for classification
systems. Currently, two of the most popular and representative ones are 2D HOG
[100] and HOG 3D [56], which are interesting solutions to the problems above.
Nevertheless, the bottleneck problems also exist in these approaches: 2D HOG
descriptor is inspired by Jhuang et al.’s approaches [53] that use 2D Gabor-filter
responses combined with optical flow. Such dense representations avoid some
of the problems discussed above, but cannot solve these problems completely.
Moreover, it brings further time complexity because 2D HOG requires a region
of interest (ROI) around the task region, which is usually obtained by using
either a separate detector or background subtraction followed by blob detection;
Inspired by SIFT descriptor [69], HOG 3D constructs a platonic solids system
using auxiliary coordinate system to achieve the intention of invariant feature
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representation. It is an interesting solution yet with high computational time
and memory cost. Although they further distribute their task images (faces)
over the 2D polar coordinates and make all task images be congruent in order to
reduce memory cost, the computational speed is still a bottleneck. Furthermore,
HOG 3D have to rely on the integral videos [56], which limits HOG 3D in some
restricted application areas. Therefore, these approaches cannot be considered as
complete solutions to the above problems.
These histogram based approaches, such as HOG [32], 2D HOG [100] and
HOG 3D [56], etc., are most closely related to this paper. Although significant
progress has been made in these works, yet invariant representation for features
has not been successfully solved. In order to present a more practical and ideal
solution, in this study, we propose a novel feature descriptor on histograms of
oriented gradients, i.e., rotation-invariant histograms of oriented gradients (Ri-
HOG), which owns an annular spatial cells type blocks (see Fig. 5.2(a)). This
form of blocks is reminiscent of C-HOG [32], but note that essentially, the extrac-
tion approaches of C-HOG feature descriptors are the same as the R-HOG’s [32],
which even limit the describing ability of C-HOG. Therefore, simply changing
the rectangle-type blocks into circle-type blocks cannot make HOG be rotation-
invariant. Unlike C-HOG, we not only use annular spatial cells to replace rect-
angular cells, but also compute these cells on a dense radial gradient as feature
descriptors to achieve the invariant and robust feature representation. By doing
so, the auxiliary coordinate systems or additional detection approaches are not
necessary. Instead what we need is that we only focus on the radial gradient trans-
formations of pixels then calculating the gradient magnitude and the orientation
of these radial gradients. Hence the time complexity can not be increased but
the invariant representation ability of the features can be extremely enhanced.
In this study, we adopt radial gradient to represent the gradient for HOG
descriptors, which is derived from Takacs et al.’s rotation-invariant image features
[99]. But di↵erent from Takacs et al.’s approach, we only use the radial gradient
to replace the Gaussian gradient function of conventional HOG. We subdivide
the local patch into annular spatial cells (see Fig. 5.2(a)). How to calculate these
descriptors is shown in Fig. 5.2. In Fig. 5.2(b), 8 a point p in the circle c, the
task is to compute the radial gradient magnitude of point p (x, y). Decompose
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Figure 5.2: Illustration of rotation-invariant HOG descriptors.
the vector g into its local coordinate system as (gT r, gT t), by projecting g into
the r and t orientations as shown in Fig. 5.2(b). Since the component vectors of
g in r and t orientations can be quickly obtained by r = p ckp ck , t = R⇡2 r, we can
obtain the gradient g easily on the gradient filter. And, R✓ is the rotation matrix
by angle ✓.
Since Takacs et al. focus on image tracking applications, the speed is more
important, they use Approximate RGT and ROC curve to compute the feature
descriptors [99]. However, by do doing, it will decrease the distinctiveness of fea-
ture descriptors for recognition applications. In order to keep the distinctiveness
of feature descriptors for recognition application, we do not follow Takacs et al.’s
way to abandon gradient magnitudes, cells, and blocks representation system.
Therefore, essentially, the feature (Ri-HOG) that we adopt here is an improved
HOG feature, but the approach proposed by Takacs et al. is a very excellent
and novel feature representation method for image tracking applications, which
cannot be considered as a type of HOG feature. Ri-HOG persists and develops
the discriminative representation of conventional HOG features. Meanwhile, it
can also significantly enhances the descriptors with respect to rotation-invariant
ability. Simply, we use the following four steps to extract the Ri-HOG descrip-
tors:
1. Subdivide the local patch into annular spatial cells as shown in Fig. 5.2(a);
2. Calculate the radial gradient (gT r, gT t) of each pixel in the cell;
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3. Calculate the radial gradient (RG) magnitudes and the orientations of radial
gradients using the Eq. 5.1:
MRG(x, y) =
p
(gT r)2 + (gT t)2,
✓(x, y) = arctan
gT t
gT r
;
(5.1)
4. Accumulate the gradient magnitude of radial gradient for each pixel over the
annular spatial cells into 13 bins, which are separated according to the orientation
of radial gradient. In this way, we can extract the feature descriptors from a dense
annular spatial bin of these uniformly spaced cells.
Now, we still have a query why this HOG feature is rotation-invariant. See
Fig. 5.2 (b) again, assuming the local patch has been rotated by an angle, 8 ✓.
Point p ! point p0, which generates a new gradient system R✓p = p0; R✓r =
r0; R✓t = t0; R✓g = g0. We can verify the coordinates of the gradient in point p0
can be expressed by (gT r, gT t):
(g0T r0, g0T t0) = ((R✓g)TR✓r, (R✓g)TR✓t)
= (gTRT✓ R✓r, g
TRT✓ R✓t)
= (gT r, gT t).
(5.2)
In such a way, all rotated points in the local patch also can obtain their coordi-
nates of the gradient from the corresponding original points, because all gradients
are rotated by the same angle ✓, they are one-to-one mapping. Thus, the set of
gradients on any given circle or annular spatial bin centered around the patch
is invariant. In such a way, all rotated points in the local patch also can obtain
their coordinates of the gradient from the corresponding original points, because
all gradients are rotated by the same angle ✓, they are one-to-one mapping. Thus,
the set of gradients on any given circle or annular spatial bin centered around the
patch is invariant.
In every local patch, each one square sub-window is described on a set of
descriptors extracted from the Ri-HOG block. The patch size depends on the size
of the block, which ranges from 50 ⇥ 50 to 100 ⇥ 100 by sliding the patch over
the recognition template by 5 pixels forward. We further allow di↵erent aspect
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ratio for each patch (the ratio of width and height). In this way, it can ensure
enough feature-level di↵erence for robust representation according to di↵erent
images. We adopt L2   Hys, L2 normalization followed by clipping [32] as our
block normalization approach, because it turned out to work best in practice.
5.3 Experiments
In this section we will report the details of dataset and evaluation results. Ri-
HOG is applied to FER (subsection 5.3.1), object recognition (subsection 5.3.2)
and image retrieval (subsection 5.3.3) in our studies. In subsection 5.3.1 and sub-
section 5.3.2, Ri-HOG is adopted as feature to replace SURF for multithreading
cascade (see section 4.2 in chapter 4) learning. For the image retrieval, we adopt
the distance metric based on Ri-HOG representation method without any train-
ing procedure, clustering implementation or image segmentation. The programs
for experiments are implemented in C++.
5.3.1 Experiments Based on FER
The experiments are executed on RHEL (Red Hat Enterprise Linux) 6.5 OS on
the PC with Core i7-2600 3.40 GHz CPU and 8 GB RAM.
5.3.1.1 Databases and Protocols
The proposed method is evaluated on 2 public databases, i.e., CK+ and AFEW,
of which the one is the lab-controlled database, another is the real-world scenario.
CK+ DB It is a set of facial expression samples posed by 123 people. There
are 327 sequences, which are found from 593 sequences to meet the criteria for 1
of 7 discrete emotions (Anger, Contempt, Disgust, Fear, Happiness, Sadness, and
Surprise) based on FACS [71]. In our experiments, we divided these samples into
several groups for each expression by the person-independent rule, and each group
included 10 posers. Person-independent 10-fold cross-validation had been done for
comparing with some outstanding current methods. All of training samples were
normalized to 100⇥100-pixel patches and processed by histogram equalization, no
color information was used. In order to enhance the generalization performance
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of AdaBoost learning, we dealt with the images by some transformations (mirror
reflection, rotate the images etc.), finally, we obtained the 64X number of original
samples. The testing sample sequences were made into videos with the speed of
60 FPS (Frames Per Second), which were not done any normalization.
AFEW DB The evaluation experiments have done using AFEW [37], which is a
much challenging task. All of the sets in AFEW have been collected from movies
to depict so-call wild scenario. In this study, we adopted its version of 2013, which
was used as the criteria database of EmotiW 2013 [1], because many evaluation
results using version 2013 had been opened, but the results using version 2014
will not be opened after the event of EmotiW 2014. Therefore, we trained version
2013’s training set and the results are reported based on testing its validation set,
which is the same with Liu et al.’s [67] way.
MMI DB MMI is a public database that includes over 30 subjects in which
female-male ratio is near 11:15. The subjects’ age from 19 to 62, they are Euro-
pean, Asian or South American etc. This database is considered to be more chal-
lenging than CK+, because some posers have worn accessories such as glasses.
In the experiments, we used all 205 e↵ective image sequences of 6 expressions
from the MMI dataset. The number of each expression samples in MMI dataset
is shown in Table 5.1.
Table 5.1: Number of samples in MMI.
Expression An Di Fe Ha Sa Su
Samples # 32 31 28 42 32 40
5.3.1.2 Face Registration
When there is noise present in the alignment, the invariant features descriptors
gain the subject independent classification system more robustness such that
there is misalignment, which has been shown in the research field of face reg-
istration, such as in Lucey et al.’s work [72] and Rentzeperis et al.’s work [87].
Therefore, this also gives an insight why we have to make histogram of orien-
tated gradients become invariant representation, because multiclass classification
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is the typical case that utilizes subject independent algorithms, such Adaboost
or SVMs.
In FER case, the registration of the face is very important, because crafting
features for every permutation means that you would require more data which
may not be required. However, this problem can be solved by having good reg-
istration of the face, whereby rotation is essentially normalized against and the
need for data would be less. As dense face registration is nearly solved, we are
not necessary to develop a novel approach. Like the most of facial research, our
recognition performance is accessed on faces normalized based on the position of
the eyes.
In FER case, the registration of the face is very important, because crafting
features for every permutation means that you would require more data which
may not be required. However, this problem can be solved by having good reg-
istration of the face, whereby rotation is essentially normalized against and the
need for data would be less. As dense face registration is nearly solved, we are
not necessary to develop a novel approach. Like the most of facial research, our
recognition performance is accessed on faces normalized based on the position of
the eyes. In FER case, the registration of the face is very important, because
crafting features for every permutation means that you would require more data
which may not be required. However, this problem can be solved by having good
registration of the face, whereby rotation is essentially normalized against and
the need for data would be less. As dense face registration is nearly solved, we
are not necessary to develop a novel approach. Like the most of facial research,
our recognition performance is accessed on faces normalized based on the position
of the eyes.
5.3.1.3 Speed Evaluation Results
Training Speed: Table 5.2 shows the result of evaluation experiments for boost-
ing training e ciency. Comparison experiments were based on the proposed
framework for FER, adopting HOG, SURF, SIFT and Haar. We replaced 40
types of the local patches on the 100 ⇥ 100 detection template as described in
subsection 5.2.2. The proposed method used 377 minutes to converge at the 16th
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D E
Figure 5.3: Top-3 local patches picked by training procedure in the green-red-blue
order on AFEW database.
iteration stage. The cascade detector contained 2, 394 classifiers of all categories,
and only need to evaluate 1.5 HOG per window. On the contrary, we adopted
the 8-bin T2 SURF feature proposed in [59], obtaining the quickest convergence
speed of all, it cost only 87 minutes (5, 223 seconds) to contain at the 12th stage.
Haar’s version contained more than 24 stages and 20, 384 classifiers of all cate-
gories. Furthermore, it required more than 37 Haar-like features per window, and
it owned the slowest convergence speed of all.
Table 5.2: Training speed by adopting di↵erent features.
Method HOG SURF SIFT Haar
Time cost 377 min 87 min 640 min 836 min
After training, we observed that the top-3 picked local patches for FER laid
in the regions of two eyes and mouth. This situation is similar to Haar-based
classifiers [17], see the examples processed by the proposed framework in Fig.
5.3.
Recognition Speed: We have evaluated the training speed and analyzed the
training details, but is the recognition speed fast enough? We ran the proposed
framework using di↵erent feature descriptors sets with the following results: the
extraction speed of 8-bin T2 SURF descriptors can reach more than 54 FPS. The
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Figure 5.4: (a) The ave. # of weak classifiers at each stage of FER; (b) the
accumulated rejection rate over all the cascade stages.
rotation-invariant HOG reached about 38 FPS, similar to the original HOG’s 33
FPS. The worst one was the SIFT, only 12 FPS, which cannot process videos
smoothly based on our experimental hardware platform. In addition Haar ob-
tained the speed of 22.8 FPS. Thus, the answer is that the speed of 38 FPS is
enough meet the most current applications, but why did we give up 8-bin T2
SURF? We discuss the reason later here. More details for cascade of FER are
illustrated in Fig. 5.4(a) and Fig. 5.4(b), which include the number of weak
learners in each stage and the average accumulated rejection rate over the whole
cascade stages. It shows that the first 8 stages have rejected 98% of the non-
current class samples.
5.3.1.4 Features Comparison:
Fig. 5.5 and Fig. 5.6 severally show the accuracy of closed experiments evaluated
on CK+ and AFEW. The blue line is the average recognition rate of that multi-
threaded cascade adopted 8-bin T2 SURF and the red one is the average accuracy
of the original HOG’s version. There is not any correlation relationship between
the number of Ri-HOG bins and the accuracy of the original HOG or SURF,
because any role of the original HOG or SURF is the meter only. Observing Fig.
5.5 and Fig. 5.6, we found that when the number of bins   9 , the accuracy was
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not improved any more. But with the growth of bin number, the dimensionality
of the feature also raised. Naturally, it was not beneficial to control the time
complexity of feature extraction. Hence, in the main paper, there are 9 bins in
each Ri-HOG block.
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Figure 5.5: Recognition rate (closed experiments) with di↵erent number of bins
in Ri-HOG block (using CK+ database).
Analyzing Fig. 5.5 and Fig. 5.6, we also found that the performances of
Ri-HOG significantly outperformed the original HOG’s for rotation images de-
scribing. Because the CK+ database is a lab-controlled database with frontal-
view face samples, there are not sharp rotation images. Therefore the results of
both features were similar on CK+; But on AFEW where testees in images have
owned variable appearances and the wide range of poses that they have adopted,
the performance of Ri-HOG descriptors were more noticeably robust than the
original HOG. Hence, the results of Ri-HOG outperformed the original HOG’s
accuracy on AFEW.
Therefore, the reason why rotation-invariant HOG is adopted as the feature
extraction approach is that it dominates others on the accuracy based on our
multithreaded cascade recognition framework. A fact shows that SURF’s ver-
sion obtains the fastest boosting convergence speed, only costing 23% time of
the rotation-invariant HOG’s, but its recognition performance is improved about
12% by the rotation-invariant HOG’s. Training is an o✏ine process and does
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Figure 5.6: Recognition rate (closed experiments) with di↵erent number of bins
in Ri-HOG block (using AFEW database).
not have an impact on real time testing, moreover, using the proposed method,
false-positive-rate can be adaptive among di↵erent boosting stages such that it
can yield fast convergence speed and cascade model with much shorter stages.
Although adopting rotation-invariant HOG, the training experience is not painful.
5.3.1.5 Recognition Results Comparison
In this study, all the labels of the expression categories were named the same as
they are in the original databases. Tables 5.3, 5.4 compare our method with the
state-of-the-art methods, of which almost all were conducted using their released
codes and the parameters had been tuned to better-adapt for our experiments.
For some methods, however, because we cannot obtain their source codes until
now (such as STM-ExpLet [67] and 3DCNN-DAP [66], etc.), thus, we have to refer
to the latest related works, such as [66] and [67], to obtained the experimental
results of these methods.
Here we show the recognition results on two representative public databases,
because we need to consider on evaluating both of the lab-controlled scenario
and real-world one. The comparison moths also were selected to represent the
state-of-the-art level of this field, which includes proposing for the improvement
of local spatiotemporal descriptors: such as LBP-TOP [128], HOE [113], HOG 3D
77
5. RI-HOG: ROTATION-INVARIANT HISTOGRAMS OF
ORIENTED GRADIENTS
Table 5.3: Recognition results on CK+.
Method
Accuracy on CK+ ( %)
An Co Di Fe Ha Sa Su Ave.
CLM [26] 70.1 52.4 92.5 72.1 94.2 45.9 93.6 74.4
HOE [113] 76.4 65.4 83.6 73.3 92.1 88.6 92.8 82.3
LBP-TOP [128] 82.2 77.8 91.5 72.0 98.6 57.1 97.6 82.4
ITBN [90] (15-flod) 91.1 78.6 94.0 83.3 89.8 76.0 91.3 86.
HOG 3D [56] 84.4 77.8 94.9 68.0 100 75.0 98.8 85.6
LSH-CORF [88] 71.3 – 90.8 79.0 92.6 90.5 96.6 86.8
3D LUT [17] 76.3 35.1 60.5 73.8 91.0 48.2 92.8 68.2
3DCNN-DAP [66] 91.1 66.7 96.6 80.0 98.6 85.7 96.4 87.9
STM-ExpLet [67] – – – – – – – 94.2
McRiHOG (10-flod) 92.3 77.9 82.7 86.5 93.1 72.4 97.3 86.4
McRiHOG (close) 99.3 94.7 96.2 97.8 100 96.0 100 97.7
[56], which are very popular for FER, while 3DCNN-DAP [66] and STM-ExpLet
[67] are the latest ones; also including those methods that focus on enhancing
the robustness of their classifying frameworks or making the frameworks can be
encoded robustly, like, ITBN [90], 3D LUT [17] and LSH-CORF [88] etc. For fair
comparison with them, we used the same databases, which were evaluated via the
standardized items what they had done. The result is that using CK+, our mean
accuracy was 86.4% and it was 48.6% on AFEW. At lab-controlled level, our
results can reach the state-of-the-art line, some results were more accurate than
the state-of-the-art ones’. But on AFEW, the state-of-the-art level for FER was
improved 16.9% by our method. In addition, the results of closed experiments
were nearly 100%.
5.3.1.6 Discussion
To date, all the necessary experiments have been carried out, but we still have a
query that using 8-bin T2 SURF, the convergence speed of multithreaded boosting
and feature extraction speed both are much faster than rotation-invariant HOG,
but why 8-bin T2 SURF was gave up. Why is rotation-invariant HOG? Because
adopted as the feature of the proposed framework, it dominates others on the
accuracy. Table 5.5 shows the average precisions of the proposed framework
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Table 5.4: Recognition results on CK+ and AFEW.
Method
Accuracy on AFEW (%)
Ne An Di Fe Ha Sa Su Ave.
HOE [113] 6.1 11.2 16.5 9.0 33.5 15.3 28.3 19.5
LBP-TOP [128] 9.0 11.7 19.6 17.9 42.3 23.8 33.6 25.1
HOG 3D [56] – – – – – – – 26.9
LSH-CORF [88] – 23.1 12.8 38.6 9.7 21.1 10.9 21.8
3D LUT [17] 6.8 55.7 0 0 62.0 13.2 48.6 26.6
STM-ExpLet [67] – – – – – – – 31.7
McRiHOG (10-flod) 39.3 68.2 0 48.1 83.3 32.0 91.6 48.6
McRiHOG (close) 97.7 97.3 95.1 98.3 93.6 97.6 100 96.8
Table 5.5: Ave. precision using di↵erent features.
Database
Precision of feature (%)
SIFT SURF Haar HOG
CK+ 72.6 72.2 68.6 86.5
AFEW 38.5 35.8 17.3 48.6
adopting features. In addition, about SURF, only the accuracies of surprise and
happiness were slightly high, the other categories were nearly 0. SIFT’s results
were little better than SURF’s, but applications are limited by its speed. We
also considered training as an o✏ine process that does not have an impact on
real time testing. Thus, balancing the accuracy, it is worth doing some low-cost
concessions.
5.3.2 Experiments Based on Object Recognition
5.3.2.1 Databases and Implementation Details
In this study, experiments are evaluated on PASCAL VOC 2007 dataset [38],
which includes 9,963 images of 20 di↵erent object classes, containing 5,011 train-
ing images and 4,952 testing images. It is the most popular dataset for object
detection/recognition and many evaluation experiments of state-of-the-art meth-
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Table 5.6: Results on PASCAL VOC 2007 database (1/2).
Accuracy of di↵erent object-category items (%)
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UCI [36] 28.8 56.2 3.2 14.2 29.4 38.7 48.7 12.4 16.0 17.7 24.0
DPM [40] 33.2 60.3 10.2 16.1 27.3 54.3 58.2 23.0 20.0 24.1 26.7
LEO [130] 29.4 55.8 9.4 14.3 28.6 44.0 51.3 21.3 20.0 19.3 25.2
DSO [114] 32.5 60.1 11.1 16.0 31.0 50.9 59.0 26.1 21.2 26.5 25.4
CA [91] 34.5 61.1 11.5 19.0 22.2 46.5 58.9 24.7 21.7 25.1 27.1
HoPS [110] 37.0 60.7 11.2 18.6 27.8 54.5 59.1 26.9 20.5 25.8 29.0
Ours 32.6 61.5 5.6 11.3 26.1 54.5 61.7 15.2 20.0 16.2 25.8
Table 5.7: Results on PASCAL VOC 2007 database (2/2).
Accuracy of di↵erent object-category items (%)
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UCI [36] 11.7 45.0 39.4 35.5 15.2 16.1 20.1 34.2 35.4 27.1
DPM [40] 12.7 58.1 48.2 43.2 12.0 21.1 36.1 46.0 43.5 33.7
LEO [130] 12.5 50.4 38.4 36.6 15.1 19.7 25.1 36.8 39.3 29.6
DSO [114] 16.4 61.7 48.3 42.2 16.1 28.2 30.1 44.6 46.3 34.7
CA [91] 13.0 59.7 51.6 44.0 19.2 24.4 33.1 48.4 49.7 34.8
HoPS [110] 15.3 59.9 49.8 43.0 13.4 23.2 38.4 48.8 45.1 35.4
Ours 12.5 59.5 52.2 47.1 10.6 19.7 20.1 52.0 50.1 37.9
(a) (b) (c) 
Figure 5.7: Top-2 patches picked by training procedure in the red-green order:
(a) the example on car object (c) the example on people task (b) the picked image
regions of (a) and (b) described by our Ri-HOG descriptors.
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ods are carried out on it. But note that it is very di cult to improve the results
on this dataset. The latest top results are only slightly di↵erent.
5.3.2.2 Experimental results
The proposed method used 265 minutes to converge at the 12th boosting iteration
stage. The cascade detector generated 5, 994 classifiers of all 20 categories. Only
needing to evaluate average 1.3 patches per window (the example is illustrated in
Fig 5.7), the classifier can recognize one object category. On the contrary, 8-bin
T2 SURF feature [58] needs average 3 patches; Our previous work [17] requires
average 37.3 Haar-like feature patches per window. Hence, the description ability
of Ri-HOG e ciently outperforms the other local features on our framework. But
the reason why we develop Ri-HOG as the feature of our framework is not only
the describing e ciency, but also that it dominates others on the accuracy: the
mean average precision (mAP) of Ri-HOG, the conventional HOG, SURF, SIFT,
Haar-like on PASCAL VOC 2007 dataset are 37.9%, 28.1%, 24.6%, 29.4% and
19.7% respectively.
In Table 5.6 and 5.7, experimental results are carried out on comparisons of
our approach and six state-of-the-art methods, i.e., UCI [36], DPM [40], LEO
[130], DSO [114], CA [91], HoPS [110]. Our method achieves the mAP of 37.9%,
which is highly competitive to these methods 27.1% [36], 33.7% [40], 29.6% [130],
34.7% [114], 34.8% [91], 35.4% [110]. Therefore, the proposed framework reaches
the state-of-the-art performance.
5.3.3 Experiments Based on Image Retrieval
In this section we will show the details of dataset, distance metric for image re-
trieval, and evaluation results. In this subsection, without any training procedure,
clustering implementation or image segmentation, we only adopt the distance
metric based on Ri-HOG for the image retrieval.
5.3.3.1 Experimental Dataset
The proposed method is evaluated on the Corel-5K and Corel-10K datasets [64,
65]. In the Corel-5K dataset, there are 50 categories including 5000 images,
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Figure 5.8: An example of image retrieval result using the proposed method on
Corel-10K (The top 12 similar template images to the query image in the dataset:
the top-left image is the query image, and the images of red dashed box are the
correct retrieval results).
Table 5.8: Average retrieval precision and recall on Corel datasets.
Dataset Performance Ri-HOG HOG [32] Gabor [76] EHD [77] MSD [64] MTH [65]
Corel-5K
Precision (%) 56.71 41.16 36.22 39.46 55.92 49.84
Recall (%) 6.80 4.91 4.35 4.74 6.71 5.98
Corel-10K
Precision (%) 52.13 33.29 29.15 32.31 45.62 41.44
Recall (%) 6.25 3.94 3.50 3.88 5.48 4.97
which cover diverse contents such as fireworks, bark, microscopy images, tiles,
food textures, trees, waves, pills and stained glass etc. The Corel-10K dataset has
10,000 images covering 100 categories, such as sunsets, beaches, flowers, buildings,
cars, horses, mountains, fish, food, and doors etc. Each category in the Corel-5K
and Corel-10K datasets contains 100 JPEG images with the size of 192⇥ 128 or
128⇥ 192.
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5.3.3.2 Distance Metric and Performance Metric
In this subsection, the measurement of image content similarity is evaluated by
distance metric. Namely, the distance between the query image and the template
image in the dataset is calculated on correlation distance. The distance metric is
one of the simplest approaches, therefore, it can prove the validity of descriptors
most directly. Assuming the N -dimensional feature vector T = (T1, T2, · · · , TN)
of each template image in the dataset is extracted and stored; The feature vector
of the query image is R = (R1, R2, · · · , RN). Then, the correlation distance
metric can be calculated as:
D(T,R) =
PN
i=1 TiRiqPN
i=1(Ti)
2
qPN
i=1(Ri)
2
. (5.3)
In the experiments, N is set as 80. We use the Precision and Recall to
evaluate the performance of the proposed method. These two indices are the
most commonly used for evaluating image retrieval performance. Precision is the
ratio of the number of retrieved similar images to the number of retrieved images;
Recall is the ratio of the number of retrieved similar images to the total number
of similar images. They are defined as follows:
P (K) = IK/K,
R(K) = IK/L,
(5.4)
where L is the upper bound number of images, which are indexed from the dataset
on the proposed method; K denotes the retrieval results, whose distance metrics
can keep ranking in topK positions among the L similar results; IK is the number
of indexed images, whose contents are truly similar to the query image’s (see the
example in Fig. 5.8). In order to evaluate the results easily, we set K = 12,
L = 100 in the same way as the setting of Liu et al. [64, 65]. An example
of image retrieval result using the proposed method on Corel-10K is shown in
Fig. 5.8.
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Table 5.9: Average accuracy of annuli spatial cell with di↵erent bins on Corel
datasets.
Dataset Perf.
Accuracy of annular spatial cell with di↵erent bins (%)
1 3 5 6 7 8 9 10 11 13
Corel-5K
Precision 23.06 36.43 45.25 53.08 56.83 56.71 56.79 54.33 53.02 43.51
Recall 2.76 4.37 5.43 6.37 6.82 6.80 6.81 6.52 6.36 5.22
Corel-10K
Precision 11.96 25.12 35.05 36.93 43.52 52.13 52.11 50.56 47.79 39.82
Recall 1.43 3.01 4.20 4.43 5.22 6.25 6.25 6.08 5.76 4.83
5.3.3.3 Performance Evaluation
The retrieval accuracy of the proposed method not only depends on its rotation-
invariant ability, but also on the number of bins in each annuli spatial cell. Gen-
erally, more spatial bins increase distinctiveness, but it will lead to the narrower
annuli which decreases robustness. Therefore, there is a trade-o↵ in performance
between the number of annuli and their width, and we have to balance them.
Table 5.9 shows the retrieval accuracies of the proposed method adopting the
annulis spatial cell on di↵erent bins. We have observed that when the number of
bins   7 on Corel-5K dataset and the number of bins   8 on Corel-10K dataset,
the accuracy was not or seldom improved any more. But with the growth of
bin number, the dimensionality of the feature also raises. Naturally, it is not
beneficial to control the time complexity of feature extraction. Balancing the
accuracy and time complexity for both of the database, we set the number of
bins as 8. Hence, we set N = 80 in Subsection 5.3.3.2 and the dimensionality of
the proposed method is 80.
Table 5.8 compares our method (Ri-HOG) with the existing image feature
descriptors that were originally developed for content-based image retrieval, in-
cluding Gabor features [76], the edge histogram descriptor (EHD) [77], the micro-
structure descriptor (MSD) [64], and the multi-texton histogram (MTH) [65]. The
Gabor features and the EHD are well-known feature representation methods for
image retrieval, and the MTH and the MSD are the latest methods developed
for image retrieval. These methods were conducted using their released codes.
Besides, in order to evaluate the proposed method better, we also tried the con-
ventional HOG [32] for image retrieval. Gabor features and EHD are texture
descriptors, which can obtain good performance only in regular texture images.
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But images of real-world usually do not contain homogenous textures or regular
textures, thus Gabor filter cannot represent the real-world images well. MTH and
MSD combine color and texture, thus the describing ability of them is powerful.
But they have ignored the local outline representation, this limits the discrimi-
nation power of them. The proposed method is a local feature, which is derived
from HOG and good at describing the outline detailed information, furthermore,
it has significantly enhanced the representation ability and rational robustness of
HOG features. Therefore, its performance outperforms the other methods.
In addition, the average time usage of the Ri-HOG, HOG, Gabor filter, EHD,
MSD and MTH are 167 ms, 183 ms, 1626 ms, 836 ms, 142 ms and 252 ms
respectively (Windows 7.0 OS with Core i5 2.40 GHz CPU and 8 GB RAM).
5.4 Chapter Conclusions
In this paper, we have proposed a novel feature representation method, called
rotation-invariant histograms of oriented gradients (Ri-HOG), for the image in-
variant representation. Furthermore, the discriminative ability and validity of
Ri-HOG, also have be experimentally proved in this chapter based on FER, ob-
ject recognition and image retrieval. Therefore, Ri-HOG will be important to
those with closely related research interests.
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Chapter 6
RIFT: Reversal-Invariant Feature
Transformation
The related paper of this chapter is submitted to CVPR 2016.
6.1 The Motivation and Related Work
6.1.1 Motivation
Image classification is one of the most crucial components in the field of computer
vision. Since it is one of the most significant technologies for auto-analyzing
images, it can be widely applied in various application domains. The need for
this type of technology in various fields has continued to propel related research
forward each year.
Recently, many researchers focus on fine-grained classification [14, 46, 123],
which is tasked as estimating the fine species under an object category. In these
tasks, more e↵ective salient points are necessary and the stability of high-quality
alignment is required, because these classification tasks require much finer lo-
cal patch registrations (or the alignment of local landmarks) that are based on
salient points matching. However, many existing but widely adopted local fea-
tures, such as SIFT [70], lack reversal-invariant robustness, which causes judging
reliable correspondences between salient points in given symmetrical images be-
comes di cult. In fact, there are various symmetrical images or images containing
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symmetrical local parts in real life as well as reference datasets. Since limited by
the shortcomings of representation mechanism, it is di cult to robustly process
reversed images using these local features. Consequently, e↵ectively solving these
problems forms the goal and motivation of this study.
In this chapter, we propose RIFT (reversal-invariant feature transformation)
for feature reversal-invariant representation. RIFT is a general and e↵ective
method for feature reversal-invariant transformation. As discussed above, many
widely applied features are not reversal invariant. To address this problem, we
apply the polar gradient that is inspired by Takacs et al.’s approach [99] to at-
tain gradient binning invariance for feature extraction. The approach is derived
from the theory of polar coordinate, which is adopted to extract gradient-based
descriptors in this study. In so doing, it can significantly enhance single vector
descriptor in regard to rotation-invariant ability and descriptive accuracy. Fur-
thermore, we combine it with its mirror gradient toward reversal-invariant rep-
resentation transformation. In this way, RIFT can guarantee to generate robust
feature for symmetrical images or local-part symmetrical images representation.
Moreover, adopting polar gradients, it is also capable of robustly representing all
rotation situations in reversed images. As we will show by experimental results in
section 6.3, RIFT makes the correspondences based on salient points be not only
more tractable, but also more reliable in the case of reversed images, which leads
to an overall significant improvement of classification performance compared to
state-of-the-art methods.
6.1.2 Related Works and Contribution
In this section, we briefly analyze the representative methods and their general
procedures for image classification and position our contribution compared to
them.
The existing work addressing image classification is ranging from coarse-
grained classification to fine-grained classification. The processing image data also
extends from small-scale set to large-scale set. Nevertheless, proposing tractable
correspondences based on salient points for image representation is the key to
image classification. The correspondence verification models then serve to filter
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Figure 6.1: Matches between two images with salient points based on SIFT
descriptors: the matching points between the common-image pair (no reversed
content) are very reliable; it is very di cult to detect matching points between
reversed images.
out those unreliable objects. A common way of finding the correlation among
images is the alignment of semantic contents parts with correspondences based
on local descriptors. Therefore the feature descriptor is the fundamental part of
image classification tasks.
Many correspondence-based methods [5, 29, 82] have been proposed in recent
literatures, variously inspired by the work of Sivic et al. [93] and build on bag-
of-features (BoF) [31] for image representation. A review of the state-of-the-art
reveals that these approaches and methods are typically centered around the idea
of detecting and verifying correspondences between salient points among the given
images. There are many local visual features adopted to describe the image, such
as SIFT, speeded up robust features (SURF) [6]. It has been shown that the dense
SIFT works better than other representation methods in image classification[7,
57, 84, 102, 106, 123]. Therefore, we usually adopt dense representation [7] to
improve the performance of image classification, which is also the first step of
image classification tasks.
After extracting the local descriptors, we train the visual word or codebook
associated with the correspondence as matching weight to capture data distribu-
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tion in the feature space. To build codebook, there are many ways to compute the
correspondences, e.g., we can apply K-means or GMM to calculating correspon-
dences, then encode descriptors using codebook. The representative methods of
feature encoding methods are, LLCs [112], Fisher vector coding [98] and sparse
coding [125] etc.
In addition, after the initial sets of correspondences are detected, the corre-
spondence verification step is also often used to help understanding the semantics
of images. Typically, the verification is spatial verification [85, 93] and involves
geometric constraints to secure consistency of transformation among di↵erent im-
age points. There are two main models of spatial-verification approaches, the one
is exploiting individual point correspondences for spatial verification [43, 54]; the
other one is adopting multiple correspondences for spatial verification [13, 57].
Recently, it is shown that using pairwise geometric relations [24, 61] between
correspondences to analyze their consistency of spatial transformations can make
the correspondences be more tractable, and can gain better representation sta-
bility. The correspondence verification methods are also widely adopted in online
large-scale image indexing and image retrieval tasks [61].
Afterwards, descriptors are quantized onto the codebook as compact feature
vectors, and summarized as a global image representation (i.e., feature pooling).
Various methods have been proposed for putting visual words at the step of fea-
ture pooling, e.g., max-pooling gives more discriminative representation under
soft quantization strategies, while average-pooling fits hard quantization better
[10, 123] and Geometric lp-norm Pooling [41] presents an e↵ective way to sum-
marize spatial information. Finally, these descriptors are normalized and fed into
classification models. Image classification tasks are usually configured with high-
dimension feature vectors and relatively smaller number of images. Therefore, the
Support Vector Machines (SVMs) are frequently adopted as the learning engine
[41, 112, 121, 123].
Reviewed these previous works, we can find that the local descriptor is the key
to image classification, because it is the critical infrastructure for BoF principle,
the approach of semantic contents alignment, codebook and feature pooling steps;
i.e., all of these later approaches are based on local descriptors. As we will
show by detailed explanations in section 6.2, reversal representation is the main
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problem in BoF-model-based methods. However, researchers usually ignore this
shortcoming easily, especially, in respect to those features with enough robust and
discriminative power, such as SIFT. In our study, we observe that this limitation
causes hardly detecting the initial set of correspondences based on the statistics
measurement of matches between salient (reversed-image) points (see a selected
example in Fig. 6.1), which further causes an overall decrease of the performance
for image classification tasks.
Actually, the similar explorations have been tried to reduce the noise of image
reversal; e.g., in pattern recognition tasks, to improve the recognition perfor-
mance. Variously proposed methods adopted mirror samples and those rotated
by 8-orientation mirror images for training. Yet researchers do not systematically
present the persuasive reason for so doing. Today, the number of categories in
image classification has grown from a few to tens of thousands; meanwhile pro-
cessing billions of images also becomes the common task [35, 121]. consequently
adopting mirror samples for training requires a mass of time and memory cost.
Moreover, it is di cult to cover those images containing local reversed objects.
Therefore, obvious shortcomings exist in these approaches.
Recently, a few works, such as [122, 124, 129] try to back up a copy of retried
feature or define a assisted set of spatial bins to transform feature vectors and
normalize the feature orientations to enhance reversal representation for SIFT.
These approaches can improve the representation ability in respect to reversed
objects. However, the reversed situation leads to reduce the robustness of SIFT
against image rotation. Therefore, depending on the working mechanism of SIFT,
these methods have to extend or align 8 copies of retried features corresponding
8-bin orientations, which causes expensive memory and time costs. But, these
approaches inspire us with the idea that transforming toward symmetry is the
key to reversal-invariant representation. While the problems about reducing ro-
bustness of rotation-invariant caused by the reversed can be solved by descriptor
rotation-invariant transformation.
Compared to these methods, our contribution is mainly twofold. First, we
present RIFT that can robustly represent reversal-noise images for image clas-
sification; second, adopting polar gradient to attain gradient binning invariance
for feature extraction, RIFT can guarantee to generate the identical descriptors
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Figure 6.2: Analyzing the robustness of SIFT descriptor: reversal VS rotation.
(a) The gradient information of original SIFT; (b) The gradient information of
reversed SIFT; (c) The gradient information of rotated SIFT; (d) The original
SIFT grads.
for the reversed object even its rotated versions. These advantages can bring an
overall improved performance for image classification.
6.2 Reversal-Invariant Feature Transformation
6.2.1 Background and Problems
The initial step of image classification is the local descriptor extraction. There are
many feature algorithms for extracting local descriptors, such as SIFT, SURF,
histogram of oriented gradients (HOG) [32], and longest common subsequence
(LCS) [84]. The most representative one among them is SIFT, which is one of
the most powerful and widely-adopted methods in image classification, and its
discriminative power and dense-sampling representation work better than many
92
6.2 Reversal-Invariant Feature Transformation
other features [57, 84, 123]. However, we observed that the working mechanism
of SIFT lacks reversal-invariant power, which causes its reversed-image represen-
tation without stability. Moreover, there are many reversed images in real life
as well as public datasets [75, 82, 111]. These further lead to an overall limita-
tion of the performance based on those classification frameworks adopting these
descriptors.
Fig. 6.2(d) shows a general local patch for the SIFT descriptor. Given any two
grids: G4 and G13 with 8 bins of histogram-magnitude descriptors for examples,
we use them to briefly discuss situations of image reversal and image rotation and
how these situations impact to the representation of SIFT descriptor. From Fig.
6.2(d), we can extract the SIFT descriptor as shown in Fig. 6.2(a). Reversing
6.2(d), we can extract the SIFT descriptor as shown in Fig. 6.2(b); Rotating Fig.
6.2(d), we can extract the SIFT descriptor as shown in Fig. 6.2(c).
Observing Fig. 6.2(b) and (c), we can find that both of the spatial grids
and gradients are changed. To analyze the principal more easily, given any in-
terested gradients in G4 and G13 that are marked as red color for a distinction.
Corresponding reversed and rotated ones are also marked with the same color.
Comparing Fig. 6.2(a) and (b) , we find that the orientation of the interested
gradient in G4 and G13 are changed by 270  and 90  respectively (anti-clockwise
orientation). Furthermore, it is not an angle-based linear transformation; i.e.,
di↵erent spatial locations are changed by di↵erent angles. However, comparing
Fig. 6.2(a) and (c) , we can find that the orientation of the interested gradient
in G4 and G13 are changed by the same degree angle (anti-clockwise orientation).
This is a typically angle-based linear transformation; i.e., all of spatial grids are
changed by the same degree angle.
In Fig. 6.3, we generalize the phenomenon to the global image. For all image
points, gradients as well as both of the location and orientation are changed,
no mater reversal or rotation. However, image rotation is an angle-based linear
transformation i.e., it is an angle-based one-to-one mapping. In contrast, image
reversal is neither the angle-based linear transformation nor the scale-based linear
transformation. Therefore, based on the discussion above, we find that a single
SIFT descriptor is lack of the robustness in respect to image rotation and im-
age reversal representations. However, the orientation noise is almost eliminated
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Figure 6.3: The di↵erence between image rotation and image reversal. (a) In
image rotation, all of the pixel points are rotated with the same angel; (b) In
image reversal, all of the pixel points are projected into symmetrical locations with
the coordinate axis, yet it is not a linear transformation with angel.
in the implementation of dense-sampling representation, i.e., SIFT can robustly
represent images with any angle-based linear transformation [7, 106]. But, we can
estimate a certain inference that the rotation in reversed image will reduce the
representation stability of the descriptor, because under this situation the fun-
damental transformation is reversal, which leads to an overall (reversal-rotation)
transformation also becoming neither the angle-based linear transformation nor
the scale-based linear transformation. These facts cause that we have to enhance
the descriptor in respect to rotation- invariant description, under the condition
of image reversal.
To validate the analyses discussed above, we tried to do some simple experi-
ments. 500 images are randomly sampled from Bird [111], Aircraft [75], and Pet
datasets [82]respectively for training. A copy of these images and their rotated
by 90 , 180 , and 270 -angle images are defined as set A and set B respectively.
In contrast, set C and set D are obtained with the reversal transformation of sets
A and B respectively. Sets A, B, C, and D are adopted as testing sets. Dense
SIFT is used to extract local descriptors and K-means is adopted to calculate
the correspondences, then encode the descriptors by LLCs. Thereafter, the max-
pooling strategy is exploited to aggregate them for global image representation.
The feature is normalized with the l1-norm normalization [41] and fed into the
non-linear kernels (X2) SVMs implemented with LIBLINEAR [39].
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Test set A = Training set 
mAP: 100%
Rotated images
mAP: 97.3%
Reversed images
mAP: 63.6%
Reversal-rotated 
mAP: 37.9%
Test set A Test set B
Test set C Test set D
Figure 6.4: Experiments for analyzing performances of image classification using
SIFT, under conditions of di↵erent rotation and reversal situations.
The results are shown in Fig. 6.4. The best recognition accuracy is the
result for test set A, its mean average precision (mAP) is nearly 100% (closed
experiments). The lowest one is the result for test set D. We find that the
classifiers trained by set A, can not recognize set C– the reversed images of set
A well. Moreover, we also find that rotating images of set C further causes
the decrease of recognition accuracy. Meanwhile, we also find that the result of
set B is quite similar to the result on set A. These experimental results show
that: classifiers adopting SIFT as features can robustly recognize those images
with angle-based linear transformations; however, the classifiers trained without
reversed samples cannot recognize the reversed images well. Moreover, reversal
also causes the decrease of performance in regard to classifying the rotated images.
Therefore, in many recognition tasks, researchers often add mirror samples
and their rotated images to train the classifiers. In this way, they can make
the classifier cover the reversed information and improve some performance of
recognition tasks. However, as discussed in section 6.1.2, one of the most obvious
limitations is the di culty to cover those images containing local reversed ob-
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Figure 6.5: Illustration of polar-gradient transformation.
jects. The other one more e↵ective way to enhance reversal reversentation is the
approach that backs up a copy of retried feature or define an assisted set of spa-
tial bins to transform feature vectors and normalizes the feature orientations to
enhance reversal representation for SIFT [122, 124, 129]. While reversal causes
the decrease of performance in regard to classifying the rotated images, these
methods have to consider and compute di↵erent rotated situations (generally,
they have to extend codebook into 8-orentation version to capture the rotated
data), which lead to expensive cost. For reversal-invariant representation, we
consider two key approaches– rotation-invariant transformation and symmetrical
representation.
6.2.2 Rotation-Invariant Transformation
To transform rotation-invariant descriptors for the local feature, we adopt polar
vectors to calculate the gradients of the image points. How to calculate these
gradients using polar vectors is shown in Fig. 6.5. In Fig. 6.5, given an any
point p (x, y) in the image, the task is to transform the general gradient into the
polar gradient. Decompose vector g into its local coordinate system as (gT r, gT t),
by projecting g into the r and t orientations as shown in Fig. 6.5. Because
the component vectors of g in r and t orientations can be quickly obtained by
r = p ckp ck , t = R⇡2 r, where c the location of circle centre and we can obtain the
gradient g easily on the gradient filter. In addition, R✓ is the rotation matrix by
angle ✓.
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In this way, we can calculate the polar gradient magnitude and its orientation
(') on location p(x, y) by
Mp(x, y) =
p
(gT r)2 + (gT t)2,
'(x, y) = arctan
gT t
gT r
.
(6.1)
The gradients of global image are represented by the polar system asG(gT r, gT t).
The local descriptor extraction is based on calculating these polar gradients.
6.2.3 Reversal-Invariant Representation
To reach the reversal-invariant goal, we consider adopting the mirror representa-
tion; i.e., we used G = (G,MG) for representation (the orientation calculation
is based on G), where M is the reversal matrix. In addition, M is a diagonal
matrix with diagonal elements 1 or  1. Obviously, MT = M 1 and to reverse
object twice, we will obtain the original object, i.e., G = M(MG). Now assume
that the patch has been reversed and rotated about its center by any given angle
✓ as shown in Fig. 6.5 (reversal: p ! p0; rotation: p0 ! p0✓, the transformation
orders can exchange). This yields a new local coordinate system and gradient:
p0✓ =MR✓p, g
0
✓ =MR✓g, r
0
✓ =MR✓r, t
0
✓ =MR✓t. The coordinates of the gradi-
ent in the local frame are invariant to reversal as well as rotation, which can be
verified by
(G0✓,MG
0
✓)
= (g0T✓ r
0
✓, g
0T
✓ t
0
✓,Mg
0T
✓ t
0
✓,Mg
0T
✓ r
0
✓)
= ((MR✓g)
TMR✓r, (MR✓g)
TMR✓r,
M(MR✓g)
TMR✓r,M(MR✓g)
TMR✓r)
= (gTRT✓ M
TMR✓r, g
TRT✓ M
TMR✓t,
MgTRT✓ M
TMR✓t,Mg
TRT✓ M
TMR✓r)
= (gT r, gT t,MgT t,MgT r)
= (G,MG).
(6.2)
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Since the point p(x, y) as well as the angle ✓ are any given ones, and all
gradients are transformed via the same way; i.e., they are one-to-one mapping.
Thus, the set of gradients on any given point around the patch is invariant to
reversal as well as rotation.
6.2.4 Portability: RIFT for General Local Features
RIFT is a general transformation method for local descriptors in respect to
reversal-invariant as well as rotation-invariant transformation. Since RIFT is
a gradient-level transformation on any given local patch, it can be generalized to
other local features.
There are many local features that is neither lack of reversal-invariant robust-
ness or lack of rotation-invariant representation power: HOG has been shown as
neither a reversal-invariant feature nor a reversal-invariant feature [20, 99]; As an-
alyzed in subsection 6.2.1, SIFT is not a reversal-invariant feature and we further
find image reversal causes the decrease of its performance in respect to recogniz-
ing rotated images, and the similar feature–SURF also has the similar weakness
to SIFT; etc. However, the problems of these local descriptors can be solved
by adopting RIFT; e.g. HOG can be computed on a dense grid of uniformly-
spaced cells adopting the gradient system transformed by RIFT for reversal- and
rotation-invariant representation; Its similar descriptor such as multi-texton his-
togram (MTH) [65] also can be improved by the same way; For some improved
features, such as CSIFT [2], which extracts three SIFT descriptors from RGB-
color channels and composes these vectors into a new descriptor, it also can be
expected based on RIFT for color-gradient transformations to reach the reversal-
invariant representation.
6.2.5 Computational Cost Analysis
In RIFT, we need to compute the radius-orientation gradient r, and its tangent-
line gradient t; for the traditional gradient, we also have to compute the x-
orientation gradient and y-orientation gradient. Therefore, for gradients cal-
culation, the computational costs based on these two gradient models are the
same.
98
6.2 Reversal-Invariant Feature Transformation
y
x
Original 
local patch
Horizontal
Reversal
Diagonal
Reversal
Vertical
Reversal
Figure 6.6: The example for di↵erent situations of image reversal.
For reversal-invariant representation, we adopt mirror polar gradients, which
cause the dimensionality of the proposed to be twice of the conventional descrip-
tor. However, this problem can be solved with the principal components analysis
(PCA). RIFT is capable of rotation-invariant representation for all image rever-
sal situations (e.g., horizontal reversal, diagonal reversal, and vertical reversal, as
shown in Fig. 6.6) without any assisted approach, because RIFT is a rotation-
invariant method and di↵erent reversal situations can be considered as a series
of rotational transformations; but since image reversal causes the decrease of
the performance in respect to recognizing rotated images, to improve the perfor-
mance, the codebook based on the conventional descriptors has to be composed
with several candidate codebooks that can represent some representative rotation
situations. Nevertheless, to cover all reversal situations, adopting this method to
capture the data distribution is still very di cult; furthermore, the cost is very
expensive. Therefore, without making concessions on these situations, the accu-
racy of RIFT as well as its computational e ciency is better than the methods
based on conventional descriptors.
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6.3 Experiments
We now report results on FGVC-Aircraft dataset (Aircraft) [75], the Oxford-IIIT
Pet dataset (Pet)[82], and Caltech-UCSD Birds-200-2011 dataset (Bird) [111] in
this section.
6.3.1 Experimental Dataset and Implementation
Aircraft dataset contains 10,200 images of aircraft with 100 images for each of
102 di↵erent aircraft model variants; Pet dataset includes 7,349 images, covering
37 di↵erent breeds of cats and dogs; Bird dataset has 11,788 image, containing
200-category birds.
In all of our experiment, we adopt Fisher Vectors (FV) [98] to encode the
local descriptors: the images are resized to 320 ⇥ 320 pixel, only when they
are larger. Since dense SIFT works better than other local descriptors in image
classification[7, 57, 84, 102, 106, 123], we use RIFT to transform dense SIFT into
reversal-invariant representation for comparing with the state-of-the-art methods
of image classification. We use the open source VLFeat [106] to extract dense
SIFT from 24 ⇥ 24 patch. The grid and the window size of the dense sampling
are 4 pixels and 5 scales. Then, we use the PCA to reduce the features vectors
down to 64 dimensions, so as to better fit the diagonal covariance matrix. We use
4 regions of spatial pyramids (the entire images and three horizontal stripes) for
FV. We use GMM with 256 Gaussians to compute the feature vectors. We adopt
square-rooting to normalize the FV and the final feature vectors are normalized
with l2-norm normalization. Thereafter, we employ SVMs with a hinge loss using
the primal formulation and a Stochastic Gradient Descent (SGD) algorithm for
learning, following the pioneering work [106].
6.3.2 Computational Cost Evaluation
All of the experiments are executed on PC with Core i7 2.90 GHz CPU, 16 GB
RAM, and 4 GB GPU RAM. Table 6.1 shows the total processing time with
di↵erent descriptors (Desc.) for image classification on Aircraft, Pet and Bird
datasets, including the time costs of local descriptors extraction, visual words
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Figure 6.7: Some samples of experimental results for the evaluation of similar
salient-point matches between given retrieval images.
calculation, feature vectors encoding and classifiers learning. P-SIFT means the
local patch is represented with polar gradients; RI-SIFT denotes the gradients of
local patch is transformed, using the approaches indicted in subsection 6.2.3 for
reversal-invariant enhancement, but adopting the conventional gradients (conv.
gradient).
From the results reported in Table 6.1, we can find the time costs of RIFT
is not more expensive than SIFT much. Since the computational steps of polar
gradients are same to the conventional, the time costs of P-SIFT also similar
to SIFT. Since we use the PCA to reduce all of the features vectors down to
64 dimensions, therefor their memory costs are completely same (Aircraft: 3.2
GB, Pet: 3.1 GB, Bird: 3.5 GB). However, when using conventional gradients
to calculate the local patch, since image reversal causes the decrease of the per-
formance in respect to recognizing rotated images, to improve the performance,
the codebook based on the conventional descriptors has to be composed with
several candidate codebooks that can represent some representative rotation sit-
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Table 6.1: Total processing time on three datasets (min).
Gradient Model Desc. Aircraft Pet Bird
Polar gradient
P-SIFT 228 231 247
RIFT 255 237 255
Conv. gradient
SIFT 239 216 251
RI-SIFT 253 223 264
uations. These approaches will cause sharp expansion of codebook size, which
will lead to the memory and time high costs. Hence, to solve these shortcomings
ideally, adopting polar gradients to enhance rotation-invariant representation is
necessary.
6.3.3 The Evaluation of Salient-point Matches
We now report the results about the evaluation of salient-point matches between
given retrieval images. The basic setting of this experiment follows the work
[61]. We use the square of the inverse document frequency (IDF) of the visual
world associated with a correspondence as the matching weight. To address the
burstiness e↵ect [52], we adopt pairwise geometric matching method (PGM) [61]
to verify the initial correspondences and filter out unreliable correspondences.
For fair, matching RIFT-based salient points (the green lines) and SIFT-based
salient points (the red lines) is executed on the same image pair. Some examples
are shown in Fig. 6.7
Through the experimental results, we observed that RIFT can improve SIFT
in respect to the stability as well as the number of matches between reversed
images (including local reversal as well as global reversal). Since various e↵ective
matches can be detected with the assistance of RIFT, this means RIFT can
improve the representation power of descriptors. Meanwhile, this is also very
important to the related key approaches for image classification tasks, such as
detecting the initial set of correspondences from reversed images and aligning
sematic object parts.
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Table 6.2: Classification accuracy on three datasets (%).
Gradient Model Desc. Aircraft Pet Bird
Polar gradient
P-SIFT 74.68 60.76 47.23
RIFT 82.35 69.34 56.58
Conv. gradient
SIFT 73.26 59.63 47.63
RI-SIFT 76.88 62.31 50.92
6.3.4 Image Classification Evaluations
We now report the results on Aircraft, Pet, and Bird datasets, adopting di↵erent
descriptors. The image classification framework is implemented as introduced in
subsection 6.3.1. In Snchez et al.’s work [98], they did not report the results on
Aircraft, Pet, and Bird datasets. Hence, we use the open source VLFeat [106] to
implement the FV model for feature encoding. We then feed feature vectors into
SVMs that is implemented based on LIBLINEAR [39]. In this chapter, we tread
the implemented FV classification model as Snchez et al.’s method and report its
results.
Via the experimental results reported in Table 6.2, it can confirm that sym-
metrical representations (RIFT and RI-SIFT) can significantly improve the ac-
curacy of classification results and SIFT has its shortcomings with respect to
reversal representation. As analyzed in subsection 6.2.5, since RIFT based on
polar gradients can cover all image reversal situations, its performance is better
than the results of RI-SIFT that is based on the conventional gradient.
6.3.5 Compilation with The State-of-the-art
We now report the fine-grained categorization results, comparing with the state-
of-the-art proposed for this task. All of our experimental results are reported
without adopting the bounding box (segmentation). To the best of our knowl-
edge, dense SIFT works better than other local descriptors in image classification,
which has also been widely proved by the experiments reported by the related
works, such as references[7, 57, 84, 98, 102, 106, 123]. Therefore, we use RIFT
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Table 6.3: Fine-grained categorization results on Aircraft dataset.
Method Mean Accuracy (%)
Vedaldi et al. [107] 54.80
Snchez et al. [98] 73.26
Gosselin et al. [48] 80.74
Maji et al. [75] 48.69
Ours 82.35
to transform SIFT into reversal-invariant representation for comparing with the
state-of-the-art methods of image classification.
Table 6.4: Fine-grained categorization results on Pet dataset.
Method Mean Accuracy (%)
Gosselin et al. [48] 49.82
Murray et al. [78] 56.80
Angelova et al. [4] 54.30
Snchez et al. [98] 59.63
Wang et al. [116] 57.77
Ours 69.34
We tested the implemented method based on RIFT introduced in subsection
6.3.1 vs the proposed state-of-the-art methods on the Aircraft dataset, see Table
6.3. The improvement provided by our RIFT is 1.61%; Table 6.4 reports the
results on the Pet dataset, and RIFT improves 9.71% to the top baseline of
this dataset; Table 6.5 indicates the classification accuracy on the Bird dataset
comparing with the state-of-the-art, and our RIFT-based method improve the
accuracy on this dataset by 4.20%. These experiments show that the RIFT
can enhance the performance of the fine-grained categorization tasks and the
calssification results are highly competitive to those state-of-the-art solutions.
104
6.3 Experiments
Table 6.5: Fine-grained categorization results on Bird dataset.
Method Mean Accuracy (%)
Zhang et al. [126] 52.38
Gosselin et al. [48] 45.71
Snchez et al. [98] 47.63
Zhang et al. [127] 50.98
Girshick et al. [47, 126] 51.05
Murray et al. [78] 33.30
Ours 56.58
6.3.6 Experimental Discussions
To discuss the experimental results, we try to analyze the reasons why adopting
RIFT can improve the performance of classification frameworks based on local
descriptors. There are twofold main reasons. First, many existing methods for
image classification, such as SIFT, are lack of reversal-invariant robustness, which
limits the performance of salient-point matches and correspondences calculation;
Second, as proved in subsection 6.2.1, image reversal further decrease the per-
formance of recognizing rotated objects. This causes low accuracy for classifying
the images containing rotated local reversal parts, such as heads, tails of ani-
mals (as shown in Fig. 6.7, there are many samples in Pet and Bird datasets),
even adopting reversal-invariant transformation based on conventional gradients.
However, RIFT is a general transformation method for local descriptors in respect
to reversal-invariant as well as rotation-invariant transformation, which can en-
hance local descriptors for robustly descripting in cases analyzed above. By so
doing, RIFT makes the correspondences detection and computation not only be
more tractable, but also be more reliable in various cases of reversed images,
which leads to an overall significant improvement of classification performance
compared to state-of-the-art methods.
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6.4 Chapter Conclusions
In this chapter, we have proposed a novel reversal-invariant transformation method
for local descriptors, i.e., reversal-invariant feature transformation (RIFT). It ap-
plies polar gradient and mirror representation to reversal-invariant representation
(it also can enhance rotation-invariant power for some non-rotation-invariant fea-
tures). This is important to those with closely related research interests. In image
classification tasks, RIFT can improve the robustness of classification frameworks
based on local descriptor models, and its performance of image classification is
capable of comparing to the state-of-the-art solutions. Moreover, these perfor-
mances are obtained without making concessions on computational e ciency.
These also have been confirmed by the experiments. We expect future RIFT
applications to benefit from such an invariant representation advantage.
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Conclusions
The study of this thesis forces on local features and classifiers. We have sys-
tematically proposed methods for presenting novel solutions or developing the
conventional ones. We organize these novel and e↵ective proposed methods in
the thesis, covering major research themes in the research field.
Chapter 3 has proposed a robust classification framework that is capable of
processing images rapidly and accurately without having to rely on a large-scale
dataset. The framework can process both FER and object recognition. The
framework is based on Support Vector Machines (SVMs) and it uses the Perturbed
Subspace Method (PSM) to extend the range of sample space for task sample
training, which is an e↵ective way to improve the robustness of a training system.
The proposed framework o↵ers three major advantages. First, it can minimize
the amount of training data and improve the training e ciency. Second, the
recognition accuracy is comparable to state-of-the-art algorithms. Third, this
framework can apply to not only facial expression recognition but also object
recognition. The experiments proved the proposed method was valid in regard to
training e ciency, recognition accuracy and versatility.
Chapter 4 has proposed a novel and general framework called the multithread-
ing cascade of Speeded Up Robust Features (McSURF), which is capable of
processing multiple classifications simultaneously and accurately. The proposed
framework adopts SURF features and the multithreading cascade is proposed as
classifiers. The proposed method takes facial expression recognition as a test
case and validates its use on three popular and representative public databases:
107
7. CONCLUSIONS
CK+, MMI, and AFEW. Results show that this framework outperforms other
state-of-the-art methods.
Chapter 5 has proposed a novel and robust feature representation method–
rotation-invariant histograms of oriented gradients (Ri-HOG) and the proposed
method adopts multithreading cascade proposed in chapter 4 as classifier for FER
and object recognition. Meanwhile, the proposed method also applies it to image
retrieval. Ri-HOG adopts annular spatial bins type cells and apply the radial
gradient to attain gradient binning invariance for feature extraction. In this way,
it significantly enhances the descriptors in regard to rotation-invariant ability and
feature description accuracy. Moreover, the superiority of our proposed method
over current state-of-the-art methods is clearly demonstrated by evaluation ex-
periments based on facial expression recognition (FER) and object recognition
and image retrieval.
Chapter 6 has proposed a general and e↵ective transformation approach called
RIFT (reversal-invariant feature transformation) for feature reversal-invariant
representation. RIFT adopts polar gradient to attain gradient binning invariance
for feature extraction. Furthermore, it adopts its mirror gradient to enhance
reversal-invariant representation. Experimental results on three reference fine-
grained classification datasets demonstrate that RIFT can robustly improve the
performance of local descriptors for image classification, without making conces-
sions on computational e ciency.
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Appendix
Additional Explaintation for Algorithm 1
Procrustes analysis is a statistical tool for analyzing geometrical shapes. A shape
(or equivalently a figure) P in RP is represented by l landmarks. Two figures
P : l ⇥ p and P 0: l ⇥ p0 are said to have the same shape, if they are related by a
special similarity transformation:
P0 = ↵P + Il T. (7.1)
where the parameters of the similarity transformation are a rotation matrix   :
p⇥ p0, | |=1, a translation matrix  : p0⇥ l, a positive scaling factor ↵, and Il is a
vector of ones. By using the generalized Procrustes analysis, it is possible to derive
a consensus shape for a collection of figures [49], which is then used in registering
new shapes into alignment with the collection by an A ne Transformation. In
3D model, the geometry is defined as a shape vector S3D 2 R3, which contains
the x, y, and z-coordinates of n vertices. And equation (13) is adjusted as follows
S = s0 +
mX
i=1
 isi. (7.2)
where   = ( 1,  2, · · · ,  m)T is the shape parameter and m is the dimension of
the shape parameter which was determined to represent the shape of 3D model.
Given the input image indicated as S2D = (x1, y1, · · · , xn, yn) 2 R2, the shape
parameter   needs to be determined such that it minimizes the shape residual
between the projected 3D facial shape generated by the shape parameter and the
input 2D facial shape. The optimal shape and pose parameters ( , R✓, T ) are
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obtained from
Er = kP (R✓S3D + T )  S2Dk2 . (7.3)
where S3D is a 3⇥n matrix that is reshaped from the 3 n⇥1 model shape vector
obtained using (13), P is a 2 ⇥ 3 orthographic projection matrix, T is a 3 ⇥ n
translation matrix consisting of n translation vectors t = [tx, ty, tz]T , and R✓ is a
3⇥3 rotation matrix where the yaw angle is ✓. The 3D shape creation is indicated
as follows:
1. Initialization: set  0 = 0 and k = 1.
2. Alignment: S2D is aligned with the 2D shape obtained by projecting the frontal
3D shape (si) onto the x  y plane.
3. Update R✓ and T with the fixed shape parameter bymin kP (R✓S3D + T )  S2Dk2,
and reconstruct (S3D)k using the shape parameter  k.
4. Verify whether Er  ' or k > N , if not, go to Step 3 and k = k + 1.
5. Reconstruct S3D using the final shape parameters.
When Er is below a threshold (e.g. ' =10 4), or the landmarks are processed
over, the reconstruction would be stopped, and the consensus shape would be
output.
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