INTRODUCTION
New cryptographic standards are firmly moving towards recommending different cryptographic algorithms for different security functions, all of which are usually needed within the same communicating device. With quality-of-service based communications proliferating, there is also the need to be able to rapidly tune the performance of these accelerators according to communication medium conditions. Achieving this flexibility by using a number of 'fixed function' accelerators available today is not a scalable approach, as changing cryptographic standards could easily render the security functionality out of date, requiring a respin of the entire product. Such circumstances make it an attractive proposition to have a unified cryptographic accelerator that can accelerate at least a canonical set of existing cryptographic algorithms, while still providing some means to support performance tuning as well as new cryptographic algorithms. Of course, it is vital not to lose too much of the high performance that makes specialised accelerators attractive, in the process.
In communications where the highest possible security is absolutely necessary, for instance in national security related communications, moving away from standards based algorithms and devising custom cryptographic algorithms is an option that is desirable and often practiced. It may also be desired to change the crypto algorithm in use at a particular time on-the-fly. If high performance is needed together with proprietary algorithms, one simply cannot obtain a solution in currently available cryptographic accelerators. Designing a unified platform for this purpose requires a careful shift from the usual algorithm-focused way of designing cryptoaccelerators.
In this paper, we present the REDEFINE polymorphic ASIC architecture 1, 15 as a suitable platform for flexible cryptoaccelerators. The overall architecture of the REDEFINE platform is illustrated in Fig. 1 . In REDEFINE, specialised hardware units are replaced by more basic hardware units that can be dynamically recomposed to provide different functionalities required to accelerate higher-level applications. Applications described in a high level language, namely C, are broken down into application substructures (called HyperOps) that are then mapped onto a set of basic processing elements (compute elements (CEs) in REDEFINE) interconnected through a NoC. The REDEFINE platform includes its own compiler 1, 2 , which performs this decomposition in an extremely efficient, hardware-aware manner. Since, application synthesis in REDEFINE is from a high level specification in C, new applications as well as application enhancements decided upon after deployment can be easily realised within the REDEFINE framework, by simply creating a new software (functional) description for it.
Further, the REDEFINE framework allows the customisation of the basic processing units within the architecture, in order to support special instructions accelerating the common low-level operations occurring in all the applications. Processing units thus added are called custom functional units (CFUs). This makes it possible to integrate ASIC-like speed of execution, with the flexibility coming from being able to describe applications in C, which is an ideal combination for unified accelerator for different existing as well as proprietary cryptographic algorithms.
Advanced encryption standard (AES) and elliptic curve cryptography (ECC) algorithms are accelerated on the The highest levels of security can be achieved through the use of more than one type of cryptographic algorithm for each security function. In this paper, the REDEFINE polymorphic architecture is presented as an architecture framework that can optimally support a varied set of crypto algorithms without losing high performance. The presented solution is capable of accelerating the advanced encryption standard (AES) and elliptic curve cryptography (ECC) cryptographic protocols, while still supporting different flavors of these algorithms as well as different underlying finite field sizes. The compelling feature of this cryptosystem is the ability to provide acceleration support for new field sizes as well as new (possibly proprietary) cryptographic algorithms decided upon after the cryptosystem is deployed.
Keywords: REDEFINE, advanced encryption standard, AES, elliptic curve cryptography, ECC, cryptographic protocols REDEFINE architecture framework. These two algorithms are chosen since they are instances of two distinct types of cryptographic algorithms-AES involves a large number of bitwise operations, while ECC requires computations over finite fields. We show how REDEFINE can accelerate finite-field computations of arbitrary sizes, which is the most demanding requirement for a flexible cryptosystem.
ACCELERATING ADVANCED ENCRYPTION STANDARD ON THE REDEFINE ARCHITECTURE FRAMEWORK
The advanced encryption standard (AES) encrypts/decrypts 128-bit data blocks using 128-bit, 192-bit or 256-bit keys. AES accelerators can be designed to meet a large number of possible area-performance points. When designing a flexible cryptosystem, the challenge is to make use of some of the hardware resources dedicated to obtain a high performance AES implementation, in order to accelerate other cryptographic algorithms. In REDEFINE, we solve this problem by realising the AES application in the following manner:
The basic processing elements (CEs) are augmented • with a CFU that encrypts/decrypts 128-bit data blocks according to the AES algorithm with 128-bit, 192-bit or 256-bit keys. The CFU is designed to provide a moderate throughput. The desired level of performance is achieved purely • through application software -by writing application code to generate HyperOps that span an appropriate number of such CFUs, thus bringing them together to process the input data. An example mapping of the AES operation onto the REDEFINE architecture framework is shown in Fig. 1 When the AES HyperOp is smaller than the maximum size • of the fabric, it is possible to launch HyperOps of other applications onto the free CEs, thus allowing a throughput driven overlap of different simultaneously running crypto algorithms. The REDEFINE compiler allows the application writer to insert directives which place the different CFU calls (start_aes in listing 1) onto different CEs, where they can all be executed in parallel. The throughput obtained for the AES application is listed in Table 1 .
ACCELERATING ELLIPTIC CURVE CRYPTOGRAPHY ON THE REDEFINE ARCHITECTURE FRAMEWORK
Elliptic curve cryptography (ECC)-based algorithms basically operate on a subset of points over an elliptic curve. The coordinates of these points are defined over an underlying finite field or Galois field.
The central operation in all ECC-based protocols is the point scalar multiplication operation 5, 10, 11 . This operation can be broken down to operations at lower levels as described in Fig. 2 . The performance of all ECC-based schemes is finally determined by the performance of multiplication in the underlying finite field 8 . The point addition, point doubling and point multiplication algorithms are described as high level C applications on the REDEFINE framework.This makes it easy to optimise these algorithms depending on the curve and base point chosen.
To generate the results given in Table 1 , we have used the Montgomery algorithm for the random base point case, and the fixed base comb method for the fixed base point case 14 .
Only the lowest layer of operations, namely the finite field operations is accelerated by using CFUs. Thus, we use two CFUs, one for GF (2 m ) squaring of a 32-term polynomial and one for polynomial multiplication of two 16-term polynomials with binary coefficients. These CFUs can be used in a scalable manner, i.e., for different field sizes, the higher level application only needs to operate an appropriate number of these CFUs. It is the reduction operation that poses a problem with respect to the flexibility of the cryptosystem, and hence, this issue is considered in greater detail in subsequent sections.
The general purpose method of performing reduction is repeated subtractions (or equivalent), which is too slow to be of use in practice, especially for the finite field sizes of cryptographic importance. To circumvent this problem, fast reduction methods have been developed 3, 9 . However, these schemes assume the modulus of the finite field to be a priori decided, and this is where the flexibility of the crypto system wrt different field sizes becomes limited. In REDEFINE, it has been found possible to obtain a 'general purpose' implementation of the fast reduction methods, that can scale to different moduli defined at runtime. The complete method is explained in a related publication 4 . Some of the sections are reproduced here to illustrate the essential concepts.
The fast-reduction method used in the crypto system realisation is Barrett reduction. The underlying finite field considered is GF (2 m ), which is a popular choice due to the simplicity of addition and subtraction in that field. Barrett reduction is based on precomputing a constant dependent on the modulus, in order to accelerate the reduction process. Knezevic 3 , et al. showed that this precomputation step can be eliminated, if the moduli are of some special form. The special form dictates that the degree (say l) of the second most significant term in the irreducible polynomial acting as the modulus should satisfy l < (n/2), where n is the degree of the irreducible polynomial. Equation (1) shows the reduction process in this case 3 . (1) it is evident the reduction process requires multiplication of m-bit polynomials. Note that, the module and division operations in the two methods translate to partitioning of the polynomials into lower and higher half and therefore do not require any arithmetic operation.
Multiplication Operations in Reduction
From Eqn (1) we observe that multiplications of the form C(x)(x k + · · · + x p + 1) form the core of the computations. Therefore, it is necessary to accelerate these multiplications in order to perform fast-reduction. It should also be noted that the only other operations involved in reduction are addition over GF (2 m ). Since, there is no carry involved in addition, addition of two m-bit polynomials which span more than one word in a w-bit architecture can be realised as ceil(m/w) w-bit xOR operations. Multiplication on the other hand requires multi-word shift and accumulation of results. Consider the two polynomials C(x) and P(x) of degree m and k respectively. These polynomials can be represented in a w-bit architecture as a collection of m c and m p w-bit words respectively. Eqn (2) shows the representation. C m c -1
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iw and P j (x)x jw denote the i-th and j-th words of the polynomials C(x) and P(x) respectively. The product of these two polynomials can be computed as follows:
A closer look at Eqn (3) reveals that computation of C i (x) P j (x) involves computations of the form C i (x) x r . Each of the individual words like C' i, j (x) (Fig. 3) in the product of the entire polynomial C(x) and x r can be computed as follows:
The individual words like C i, j (x) in the product of C(x) and P j (x) can be expressed as given by Eqn (5). C' i,j = x or over all r in 0:(w-1)(C i << r | C i-1 >> (w-r)).p' j, r (5) Note that p j,r . x r denotes the r-th term in the j-th word of the polynomial P'(x) in Eqn (5). The operations of Eqn (5) can be repeated for each of the words in P'(x) to compute the final result. Note that the product of C(x) and each of the words in P(x) is m c +1 word wide. Hence forward we will refer to products of C(x) with the individual words of P(x) as 'partial products'. It should be noted that these (m c + 1) word wide partial products need to be aligned to proper word boundaries before they can be added together to produce the final result. Figure 3 shows how the partial products are aligned.
A Modified Interleaved Galois Field Multiplier as a Hardware Assist for Reduction
A reduction method is only as fast as the underlying multiplication operations. Therefore it is obvious that polynomial multiplication kernels are the candidates for acceleration in a crypto-system. The simplest way of accelerating a w × w-bit polynomial multiplication is to introduce a w-bit polynomial multiplier that produces 2w-bit results. Therefore each word in the input polynomial C(x) produces a pair of words and these pairs need to be added (i.e., xORed) with proper alignment to compute a partial product. In this subsection we propose a technique for combining the addition operations with the polynomial multiplications. Instead of considering one word of the polynomial C(x) we focus on one word of the partial product (i.e. C i, j (x)). It is evident from Eqn (5) that to produce C i,j (x) two words from the polynomial C(x) and one word from P(x) are necessary. Thus the intended operation can be described as a 2w × w-bit polynomial multiplication that produces a w-bit result. In this subsection we show that an Interleaved Galois Field (IGF) Multiplier 6 can be modified to support this type of multiplications as shown in Fig.  4 . In a shift-and-add IGF multiplier, the multiplicand operand is successively left shifted and the multiplier operand is used to selectively accumulate the results of the left shift operations. The IGF multiplier always produces a reduced result. Reduction over large fields however, requires support for multiplication of polynomials where the result is kept unreduced. This can be achieved by setting the irreducible polynomial to all zeros. This is achieved by masking the irreducible polynomial input to each stage of the multiplier with a one bit control signal (Mode Select signal in Fig. 4) . In order to emulate the operations described in Eqn (5) the Modified IGF (MIGF) multiplier inserts the (w − r)-th bit from the second multiplicand operand to the lSB of the first multiplicand at the r-th stage of the multiplier. This is enabled by introducing a single AND gate that drives the lSB of the shifted polynomial. As can be seen from Fig. 4 , we use the inverted control signal to mask the (w − r)-th bit from the second multiplicand operand. This added hardware as shown inside the shaded rectangle in Fig. 4 , enables the multiplier to perform two-word shift operations successively which in turn alleviates the need for adding the individual products of the multiplier to form the partial product. The flexibility of the proposed method is immediately apparent from the two facts: (i) the shift value r in Fig. 4 can take any value from 0 to 31.
(ii) any two input words can be passed to an IGF multiplier by using appropriate C language statements.
Hardware Complexity of the Modified IGF Multiplier
As shown in Fig 5, we introduced a set of two-input AND gates in each stage of the MIGF Multiplier to enable two-word shift operations. In a w-bit instance of the multiplier, two sets of w two input AND gates are introduced. The first set of w two input AND gates are used for masking the irreducible polynomial input to the multiplier to zero. The second set of w two input AND gates are used for enabling two-word shift operation. This increase in hardware complexity is compensated by the significant reduction in the number of operations brought about by using this multiplier as a hardware assist for reduction. The proposed reduction method also leads to a reduction in the basic operation count for finite field reduction, but the associated material is not reproduced here due to space constraints. Table 1 details the performance obtained on the REDEFINE-based cryptosystem for the AES and ECC kernels. These results were obtained by running the application on a cycle accurate simulator of the REDEFINE platform described using bluespec system verilog (BSV). The operating frequency of the REDEFINE-based cryptosystem is assumed to be 400 MHz, deriving from synthesis results of the Verilog descriptions of the component modules using Synopsys Design Compiler, using 90 nm technology libraries. The results in Table 1 are comparable to the performance of individual accelerators for the respective algorithms available in the market. As another point of comparison, the OpenSSl implementation of the ECC operation (random base point) achieves around 350 operations/ second on a 450 MHz UltraSPARC 2 processor 14 . While the speeds achieved are comparable to those listed in Table 1 , the power dissipation is significantly higher due to the higher clock frequency. However, there is scope for achieving even more throughput by utilising the resources available in the REDEFINE architecture framework more fully. For instance, all the CEs available in the computation fabric can be dedicated to AES, in which case one would obtain an ultra-high throughput AES engine with multi-gigabit per second performance.
PERFORMANCE OF THE REDEFINE-BASED CRYPTOSYSTEM
Using the tools available within the REDEFINE framework, one would be able to implement different complex load-sharing schemes across the CEs (based on the desired speed) without having to change any of the provided hardware. Similarly, the results for the ECC point scalar multiplication with a fixed base point have been obtained with only 256 points of storage. However, the REDEFINE framework can support a large (upto 4GB) size of addressable memory. By using more of the available memory for storing more pre-computed points, the throughput for the fixed base point ECC can be greatly increased. 
INCLUDING THE REDEFINE CRYPTOSYSTEM AS A COPROCESSOR INSIDE A MULTIPROCESSOR SYSTEM
Author consider how the REDEFINE-based crypto system can be fit as a coprocessor inside a multiprocessor system, wherein the REDEFINE-based crypto system can be driven by one or more of the other processors in the overall system. The overall system architecture is shown in Fig. 5 , where an AxI bus is shown as connecting all of the entities in the system.
One can assume that the programming phase of the REDEFINE-based cryptosystem is distinct from the actual usage of the cryptosystem, as the crypto algorithms mapped onto REDEFINE are not likely to change frequently. Supporting non-streaming applications in the context of Fig. 5 is trivial. For streaming applications, it would be beneficial to make an application stay on the computation fabric for an indefinite amount of time, until end of streaming input is signaled by some external entity. It turns out, that due to the ability to program the REDEFINE-based cryptosystem in C, this feature can be obtained again without changing any hardware, by introducing the while (1) loop. A sample code snippet for a streaming application is shown in listing 2.
The address locations referred to in listing 2 are explained below.
• streaming_end: This location indicates how long the streaming application needs to be executed. The location is set when the 'end of streaming' is obtained from the host processor.
• old_outputs_stored: indicates if the outputs from the previous iteration have been stored to the shared memory.
• new_inputs_loaded: indicates if the inputs for the next iteration have been loaded into the local data memory of the cryptosystem.
CONCLUSIONS AND FUTURE WORK
This paper shows how all the challenges associated with constructing a crypto-accelerator capable of accelerating even 'run-time' defined crypto applications can be met by using the REDEFINE architecture framework as the overall platform for appropriately dividing applications into software and hardware portions. Specifically, a procedure to perform efficient and programmable finite field reduction is discussed. There are quite a few avenues for future work, among which two are listed here:
For AES-like applications, there is the need to identify • an appropriate load-sharing scheme across all the CEs in the fabric, so that the input workload is efficiently divided among all of them. Side channel attacks can be easily prevented on the • REDEFINE platform, by running a dummy program alongside the main program, so that the electromagnetic radiations from the device get obfuscated. A mature strategy for achieving this is needed. 
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