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Abstract
In this work, a non-Gaussian cMERA tensor network for interacting quantum
field theories (icMERA) is presented. This consists of a continuous tensor network
circuit in which the generator of the entanglement renormalization of the wave-
function is nonperturbatively extended with nonquadratic variational terms. The
icMERA circuit nonperturbatively implements a set of scale dependent nonlinear
transformations on the fields of the theory, which suppose a generalization of the
scale dependent linear transformations induced by the Gaussian cMERA circuit.
Here we present these transformations for the case of self-interacting scalar and
fermionic field theories. Finally, the icMERA tensor network is fully optimized for
the λφ4 theory in (1+1) dimensions. This allows us to evaluate, nonperturbatively,
the connected parts of the two- and four-point correlation functions. Our results
show that icMERA wavefunctionals encode proper non-Gaussian correlations of
the theory, thus providing a new variational tool to study phenomena related with
strongly interacting field theories.
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1 Introduction and Summary
The multiscale entanglement renormalization ansatz (MERA) [1,2], which was originally
proposed as a variational method to obtain the ground state of spin chains systems,
consists of a real space renormalization group technique that, iteratively, removes the
quantum correlations between small adjacent regions of space at each length scale. A
continuous version of MERA (cMERA) was proposed for free field theories [3, 4]. Mo-
tivated, among others, by the conjecture that cMERA is a realization of the AdS/CFT
correspondence [5–11], a rigorous and (non)perturbative formalism for interacting theories
turns out to be essential to advance in this program.
Precisely, one of the major problems in quantum field theory (QFT) is the understand-
ing of the phenomena associated to strongly coupled systems. To do so, nonperturbative
methods are required. While these are difficult problems to solve exactly, it is acknowl-
edged that the use of nonperturbative variational methods allow to tackle these problems
to some extent. Despite field theory was initially formulated within the Hamiltonian
framework, these methods lost relevance against path integral techniques for many years.
Nevertheless, when it comes to nonperturbative aspects, there are situations in which the
use of wavefunctionals on configuration space exhibits clear advantages. Namely, nonper-
turbative path integral methods are especially suited to compute quantities that have no
perturbative contributions and can be addressed through a saddle point approximation.
However, when the observables of interest receive both perturbative and nonperturbative
contributions, dealing with the path integral becomes more difficult. In addition, with
the raising appeal in understanding QFT from a quantum information point of view,
the Hamiltonian framework involving wavefunctionals seems more suitable than other
approaches.
In recent years, tensor networks, a new class of variational states, have proven to be
very useful in the study of a huge variety of interacting many body systems. Initially de-
vised for lattice systems, through the Rayleigh-Ritz variational principle, a tensor network
representation of the wavefunction provides an efficient approximation to the ground state
of an interacting many body system by systematically identifying the relevant degrees of
freedom for the physics at low energies. As an instance, the MERA tensor network [1,2],
implements a variational real space renormalization group on the wavefunction that rep-
resents the ground state of the system at different length scales. In spite of their success
in analyzing 1D systems on the lattice, several difficulties arise when trying to generalize
tensor networks to higher dimensions and/or to interacting field theories. In this sense,
the continuous generalization of the the matrix product state (cMPS), while proving ef-
ficient to describe the low energy physics of nonrelativistic systems in 1+1 dimensions,
suffers from regularization ambiguities when dealing with relativistic systems in 1+1 di-
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mensions [12].
A continuous tensor network circuit designed to work in arbitrary spatial dimensions
for (non)relativistic field theories is the continuous version of MERA, cMERA [3,4]. This
tensor network builds a multi-layered representation of the ground state wavefunctional
through a variationally optimized pattern of entanglement between the relevant degrees of
freedom at any length scale. cMERA amounts to a real space renormalization group (RG)
of the wavefunctionals in a Hamiltonian framework such that, each layer of the network
corresponds to a step of the RG flow. Regrettably, cMERA has only been explicitly
formulated for free theories of bosonic, fermionic and gauge fields [3, 4, 13]. In these
formulations, the cMERA renormalization in scale is generated by a quadratic operator,
and thus, the resulting state is given by a Gaussian wavefunctional. Obviously, while this
fact dramatically limits the interest of the Gaussian cMERA ansatz for interacting QFTs,
such trial states result useful to reproduce correlation functions and entanglement entropy
in free field theories [14]. However, to clarify whether cMERA is a possible realization
of the holographic duality [5–11], a more general formulation to study nonperturbative
interacting field theories becomes crucial.
Our aim in this work is to develop a truly non-Gaussian cMERA tensor network
circuit able to nonperturbatively capture relevant phenomena of interacting QFTs. In this
respect, let us comment on some aspects that stem from applying a variational method
(e.g., tensor networks) to QFT: generality, calculability and ultraviolet modes.
Firstly, one has the problem of the generality of the trial state. Namely, the trial state
should be general enough to capture the most salient physical features of the phenomena
under study through the variation of its parameters. Due to the enormous size of the
Hilbert space in a QFT, it is very difficult to identify by mere intuition the relevant
parameters that have to be probed. Thus, a systematic method to build ansatze is
desirable.
Secondly, there is the problem of calculability [15]. That is to say, even when possessing
a reasonable and flexible ansatz for the vacuum wavefunctional, one needs to evaluate
expectation values of operators/observables of interest in this state,
〈O〉 =
∫
DφΨ∗[φ]OΨ[φ] . (1)
This amounts to the evaluation of an Euclidean functional integral in which the square of
the wavefunctional acts as the partition function. Thus, in QFT, given the very limited
ability to evaluate non-Gaussian path integrals, the calculability requirement on the trial
wave functional is certainly severe. Indeed, it is so severe that it has constrained the
form of the trial wavefunctionals to Gaussian states. Despite this, Gaussian trial states
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have been successfully applied to self-interacting relativistic scalar and spinor field theo-
ries [16], where a great amount of nontrivial exact results in the large N limit has been
obtained (among others, a proposal to build a Gaussian approach to cMERA for inter-
acting field theories [17]). Namely, the Gaussian ansatz (that is the exact ground state in
noninteracting QFTs) works very well for settings in which the relevant nonperturbative
physics of the system is dominated by a single condensate. However, it is well known
that the connected part of N -point correlation functions distinguishes the ground states
of interacting theories from those of noninteracting ones. While for Gaussian states, the
connected correlation functions of order higher than two vanish, those of interacting sys-
tems are generally nonzero. For this reason, despite being successful in capturing some
nonperturbative effects, with the aim of going beyond the Gaussian approach, it would
be desirable to develop in a systematic way, ansatze which variationally borne in, some
kind of “generalized” condensates while keeping the calculability of the Gaussian ansatz
intact.
Finally, but not least important, one is faced to the problem of the ultraviolet modes.
The main objective of a variational calculation in a strongly interacting field theory is to
obtain the correct configuration for the low momentum modes of the field in the vacuum
wavefunctional. Due to the interaction between the high and low momentum modes in an
interacting QFT, it is thus desirable to have a method that yields variational parameters
that optimally integrate out the effects of high energy modes into the low energy physics.
Bearing in mind these features, various proposals have been recently raised to go be-
yond a purely Gaussian wavefunctional. In [18,19], authors have developed techniques to
carry out systematic perturbative calculations of cMERA circuits restricted to a weakly
interacting regime. Another recent approach, [20], proposes a particular realization of a
Gaussian cMERA with an UV structure analogous to that of the cMPS. It is expected
that this connection could yield cMERA wavefunctionals that are able to capture nonper-
turbative physics beyond the Gaussian approximation. In [21], authors presented a truly
nonperturbative method to build non-Gaussian cMERA wavefunctionals for interacting
QFTs. This approach relies on nonlinear canonical transformations (NLCT) [22–25] to
build a set of scale dependent extensive wavefunctionals which are certainly non-Gaussian.
With this prescription, we showed that observables such as disconnected correlation func-
tions can be analytically calculated in a closed form.
Let us remark the last proposal. The scale dependent NLCT in [21], which were con-
structed from the product of two unitary operators, obviously admit a realization through
a unitary operator. This is what could constitute a more satisfactory and natural contin-
uum generalization of the lattice MERA algorithms. In the present work we refine our
method and solve this issue using the firm ground provided by the conceptual framework
3
presented in [21]. In addition, we carry out an exhaustive optimization process and show
the efficiency and predictability of our method.
Let us comment on the structure of the present work and summarize the main results
of each section. In Section 2 we have reviewed and generalized the cMERA formalism for
any entangler beyond the Gaussian one, which is a quadratic operator. Using a quantum
mechanical toy model, one can prove that only when commuting with order-2 operators,
an order-k operator does not increase the order (see (23), [18,19]):
[order 2, order k] ≤ order k . (2)
On the other hand, entanglers containing order-k operators, k ≥ 3, are necessary to
generate non-Gaussian states. However, the Hadamard’s lemma and the above result show
that they are very problematic when acting on the field operators of the theory, which
are typically of the form φ2, pi2 or φn. Thus, if the approach must be nonperturbative,
an alternative solution appears to be necessary to solve this puzzle. This is what we will
propose in Sections 4 and 5.
In Section 3 we have reviewed the quadratic Gaussian entangler introduced in [3],
which performs scale dependent Bogoliubov transformations on the fields. Based on (2),
we can grasp why both free and interacting theories can be treated with Gaussian trial
wavefunctions: when applying the Gaussian entangler, the order of the renormalized
operators does not grow. Afterward, upon studying the free and the λφ4 scalar theory, we
give evidence of the limitations of the Gaussian entangler to study interacting theories.
For example, we introduce the connected N -point correlators and justify why the 4-point
correlators or the kurtosis automatically vanish for Gaussian trial wavefunctions.
In Section 4 we have firstly studied the nonquadratic operator (50)
B = −s
∫
pq1···qm
h(p, q1, . . . , qm) pi(p)φ(q1) . . . φ(qm)δ(p + q1 + · · ·qm) , (3)
which generates NLCTs on the field operators. Being a nonperturbative operator, we have
studied the non-Gaussian variational parameters and given the prescription for which the
series of nested commutators truncates. Secondly, we have reviewed [21] as a primary
method to introduce the scale dependence on the NLCT. This is a key construction for
the final formulation of the circuit. Finally, we have proposed a unitary operator that
performs a set of NLCTs on chiral Dirac fields in 1+1 dimensions. Such unitary is written
in terms of the Hermitian operator (78)
F = s
∫
q1···q4
g(q1, · · · ,q4)ψ¯R(q1)γ0ψL(q2)ψ¯R(q3)γ0ψL(q4)δ(
∑
i qi) . (4)
Naturally, F will play the role of a fermionic entangler when scale dependence is included.
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In Section 5, we have considered a circuit formed by the exponential of the entangler
K(u) = K0(u) + B(u), where K0(u) is the Gaussian entangler and B(u) is
B(u) = s
∫
q1q2q3
g(q1, q2, q3;u)pi(q1)φ(q2)φ(q3)δ(q1 + q2 + q3) . (5)
Afterward, to evaluate the quality of our scale dependent non-Gaussian ansatz, various
observables have been studied. Due to their versatility and usefulness, we have obtained
in a closed and analytical form the connected N -point correlation functions, N ≤ 4.
Then, upon considering the λφ4 theory, we have carried out the full optimization of the
icMERA circuit corresponding to the ground state of the theory. The optimization yields
closed analytical expressions for the variational scale dependent parameters of the system.
Subsequently, we have evaluated the 2-point and 4-point connected correlators with the
optimized variational parameters at various scales. Interestingly, the connected 4-point
correlators exhibit an unambiguous non-Gaussian behavior at various scales.
Finally, Section 6 contains the conclusions extracted from the results, together with
some open questions that are expected to be relevant for this research program.
Appendix A provides a perturbative analysis of icMERA for a particular model,
whereas Appendix B contains a set of scale dependent loop integrals that have been
used along this work.
2 cMERA formalism
cMERA [3,4] is a real space renormalization group procedure on the quantum state that
builds a scale dependent wavefunctional Ψ[φ, u] in the Schro¨dinger picture given by,
Ψ[φ, u] = 〈φ|Ψu〉 = 〈φ| P e−i
∫ u
uIR
(K(u′)+L) du′ |Ω〉 , (6)
where u parametrizes the scale of the renormalization and P is the u-ordering opera-
tor. Here L is the dilatation operator and the generating operator K(u) is the so-called
“entangler”. The renormalization scale parameter u is usually taken to be in the inter-
val [uIR, uUV ] = (−∞, 0]. uUV is the scale at the UV cutoff , and the corresponding
momentum space UV cutoff is Λ = 1/. uIR is the scale in the IR limit.
The state |ΨΛ〉 ≡ |ΨUV 〉 is the state in the UV limit and it may be the ground state of a
quantum field theory. The state |Ω〉 is such that there is no entanglement between spatial
regions upon which the cMERA flow builds correlations at successively smaller distance
scales. We will impose |Ω〉 to be scale invariant with respect to spatial dilatations, so that
e−iLu|Ω〉 = |Ω〉 or, equivalently,
L|Ω〉 = 0 . (7)
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In this work, we will assume |Ω〉 to satisfy the following condition 1(√
ωΛ (φ(p)− χ0) + i√
ωΛ
pi(p)
)
|Ω〉 = 0 , (8)
for all momenta p, where ωΛ =
√
Λ2 +m2 with m the mass of the particles in the free
theory and χ0 = 〈ΨΛ|φ(x)|ΨΛ〉. This state satisfies
〈Ω|φ(p)φ(q)|Ω〉 = 1
2ωΛ
δd(p + q) , 〈Ω|pi(p)pi(q)|Ω〉 = ωΛ
2
δd(p + q) . (9)
The nonrelativistic dilatation operator L does not depend on the scale u and it is only
governed by the scaling dimensions of the fields. It is taken as the “free” piece of the
cMERA Hamiltonian and is given by
L = −1
2
∫
dx
[
pi(x) (x · ∇φ(x)) + (x · ∇φ(x)) pi(x) + d
2
(φ(x)pi(x) + pi(x)φ(x))
]
. (10)
The transformation properties of the field under the scale transformation L are given by:
e−iuLφ(p)eiuL = e−
d
2
uφ(pe−u) ,
e−iuLpi(p)eiuL = e−
d
2
upi(pe−u) .
(11)
The entangler K(u), which contains all the variational parameters to be optimized,
creates entanglement between field modes with momenta |p|< Λ, where Λ is a generic
cutoff. Actually, as we will see in Section 5, various cutoff parameters can co-exist si-
multaneously, in such a way that they regulate the strength of each of the variational
parameters at different regions of momentum space. As a consequence, the entangler is
considered the “interacting” part of the cMERA Hamiltonian. In our approach, only the
choice of K(u) will fully determine whether |Ω〉 transforms into a Gaussian or a non-
Gaussian state. For example, entanglers containing only quadratic operators generate
scale dependent Bogoliubov transformations on the field operators, and these transform
Gaussian states into Gaussian states. Conversely, entanglers possessing higher order op-
erators induce nonlinear transformations on the field operators which, when acting on
Gaussian states, generate non-Gaussian states [18, 21].
1Let us note that, traditionally, |Ω〉 has been assumed a Gaussian state with no entanglement at
the IR scale, |ΨIR〉 = |Ω〉 [3]. Having a quadratic entangler that performs scale dependent Bogoliubov
transformations on the fields of the free theory, the final state in the UV is also Gaussian. However,
the treatment of interacting theories with truly non-Gaussian entanglers unveils a plethora of boundary
conditions which may be physically more relevant. For instance, we can consider a reversed cMERA
flow in which the pure Gaussian state is defined at the UV scale, |ΨUV 〉 = |Ω〉 whereas the maximally
entangled non-Gaussian state occurs at the IR. Precisely, such types of flows become essential for theories
that exhibit asymptotic freedom. For example, the ground state of the Gross-Neveu model is expected to
be Gaussian as the energy scale increases. We want to stress that this reversed and other interpolating
flows can be smoothly implemented in our icMERA formalism once the scale of the Gaussian state has
been fixed.
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The unitary operator in Eq. (6)
U(u1, u2) ≡ P exp
[
−i
∫ u1
u2
du (K(u) + L)
]
(12)
can be understood as a Hamiltonian evolution with K(u)+L along the scaling parameter
u. As such, it is useful to define cMERA in the “interaction picture” through the unitary
transformation of states
|Φu〉 = eiLu|Ψu〉 . (13)
In this picture, the entangler is given by
Kˆ(u) = eiL uK(u)e−iL u , (14)
and the u-evolution is determined by the unitary operator
U(u1, u2) = P exp
[
−i
∫ u1
u2
du Kˆ(u)
]
. (15)
Thus, one may write the wavefunctional in the interaction picture as
Φ[φ, u] = 〈φ| U(u, uIR)|Ω〉 = 〈φ|Pe−i
∫ u
uIR
du′ Kˆ(u′)|Ω〉 . (16)
2.1 Non-Gaussian States: Beyond Quadratic Entanglers
As the ground states of interacting theories are generically non-Gaussian, our approach
to construct cMERA for interacting theories consists of considering scale dependent non-
Gaussian trial wavefunctionals. Such states will be generated by the action of an entangler
that contains nonquadratic operators on a Gaussian state. Precisely, this formulation is
in correspondence with the fact that in QFT, trial states created by introducing polyno-
mial corrections to a Gaussian state represent a finite number of particles and those are
suppressed in the thermodynamic limit. As a consequence, in going beyond the Gaussian
ansatz, we are forced to use a class of variational extensive states for which the energy
density does not depend on the volume. Regrettably, commutators of nonquadratic op-
erators yield operators with increasingly larger products of φ’s and pi’s [18] and hence, do
not close as an algebra. This is a significant obstacle to systematically define unitaries
that build non-Gaussian states from a Gaussian or another non-Gaussian state, which is
precisely the crucial step to define cMERA flows for interacting field theories.
To explain various proposals that aim to circumvent this problem, we will closely
follow [18]. Let us firstly consider a generic entangler, noting that any Hermitian operator
O in a scalar field theory can be written as
O =
∞∑
n=0
n∑
s=0
∫
p1···pn
c(s)n (p1 · · ·pn)K(s)n (p1 · · ·pn) (17)
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where c
(s)
n are real-valued functions that will play the roˆle of variational parameters,
whereas K
(s)
n (p1 · · ·pn) is defined as
K(s)n (p1 · · ·pn) ≡ φ(p1) · · ·φ(ps)pi(ps+1) · · · pi(pn) + pi(ps+1) · · · pi(pn)φ(p1) · · ·φ(ps) .
(18)
Without loss of generality, we will translate this problem to (0+1)-dimensional quantum
mechanics. Our conclusions can be straightforwardly translated to (d + 1)-dimensional
field theory. In this case, we introduce the Bender-Dunne algebra of Hermitian operators
{Tm,n}+∞m,n=−∞, where [26,27]
Tm,n ≡ 1
2n
∞∑
k=0
Γ(n+ 1)
k! Γ(n− k − 1)x
kpmxn−k =
1
2m
∞∑
j=0
Γ(m+ 1)
j! Γ(m− j − 1)p
jxnpm−j . (19)
Let us consider the subalgebra {Tm,n}+∞m,n=0 and study the unitaries of the form
U = exp
{
i
∞∑
m,n=0
cm,nTm,n
}
, cm,n ∈ R . (20)
The order of an operator is defined as the largest value of m + n, for which cm,n 6= 0.
Motivated by cMERA, we are interested in calculating quantities like 〈ψ|U †Tm,nU |ψ〉,
where Tm,n would be any of the Hamiltonian terms. Then we will have
〈ψ|U †Tm,nU |ψ〉 = 〈ψ|exp
(
−i ad∑∞
p,q=0 cp,qTp,q
)
Tm,n|ψ〉 , (21)
where we have used the Hadamard’s lemma
eXY e−X = Y + [X, Y ] +
1
2!
[X, [X, Y ]] +
1
3!
[X, [X, [X, Y ]]] + · · · = eadXY . (22)
Interestingly, one can show that the commutator of an order-2 and an order-k operator
gives rise to, at least, an order-k operator:
[order 2, order k] ≤ order k . (23)
In particular, for k = 2, operators form the Lie algebra Heis(3,R)⊕ sl(2,R), and generate
unitaries that map Gaussian states to Gaussian states. Namely, if Q, Q′ are order ≤ 2,
then the commutator [Q,Q′] will also have order≤ 2. As a result, if |Ψ〉 is a Gaussian state,
then e−iQ |Ψ〉 is also a Gaussian state. In this sense, we note that the entangler operator in
Gaussian cMERA [1] can be seen as the operator K
(1)
2 with a scale dependent variationally
optimized coefficient c
(1)
2 (p1,p2;u). Actually, (23) ensures that even interacting terms, as
for example λφ4, remain under control when transformed with unitaries containing order-2
entanglers, as it was done in [17]. However, because trial states are still Gaussian, non-
Gaussian effects will be absent. For example, quantities as kurtosis or connected 4-point
correlators automatically vanish [21].
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When entanglers containing higher order operators are considered, the situation is
less trivial: If the order of the entangler is higher than 2, then the quantity U †Tm,nU is
an operator of infinite order. Namely, according to (23), the nested commutators induce
higher-order operators at every step which propagate out of control. This is why order-2
entanglers are the only ones that can be straightforwardly used on any free or interacting
theory.
To get over this issue, various methods have been proposed. For example, a method
based on the following unitary
U = exp
{
−i
( ∑
m+n≤2
cm,nTm,n + 
∑
3≤p+q
cp,qTp,q
)}
, (24)
where  is assumed to be a small parameter, proves to be useful for a perturbative treat-
ment. In [18] it is shown how to perturbately obtain the ground state of the quantum
mechanical toy model of the anharmonic oscillator H = p2/2m + mx2/2 + λx4 from a
Gaussian state. In particular, upon Taylor expanding the unitary (24) above  = 0, iden-
tifying  = λ and choosing a set of Tp,q operators with p+q > 2, the non-Gaussian ground
state |ψanharm〉 is given by
|ψanharm〉 = U |ψharm〉+O(λ2) , (25)
where |ψharm〉 is the ground state of the harmonic oscillator. Based on these principles,
several entanglers have been proposed in field theory at a perturbative level [18,28].
In [21], we have proposed a different approach to truncate the infinite series of higher
order operators. Based on [22, 23], we consider a cMERA entangler in terms of the
following field theory anti-Hermitian operator:
B(u) = −s
∫
pq1···qm
g(p, q1, . . . , qm;u)pi(p)φ(q1) . . . φ(qm)δ(p + q1 + · · ·qm) , (26)
where m ≥ 2 is a parameter to be fixed. 2 Here, s is the variational parameter whereas
g(p, q1, . . . , qm;u) consists of a combination of scale dependent variational cutoff param-
eters. The explicit dependence on the variational cutoff parameters will certainly be
essential for the truncation of the series of nested commutators and for the optimization.
In contrast to quadratic entanglers, this operator clearly goes beyond Bogoliubov trans-
formations and induces nonlinear canonical transformations on the fields φ and pi. It is
important to emphasize that the variational parameter s is not necessarily perturbative
3. In addition to this, in Section 5 we will show that, when applied, scale dependent
2Despite the sum of various nonquadratic entanglers can be obviously considered, this is beyond the
scope of this work.
3 Various nonperturbative effects have been obtained with finite s [22, 23]
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non-Gaussian effects are unambiguously captured: the connected part of multi-point cor-
relators, kurtosis or skewness clearly result scale dependent nonvanishing quantities [21].
In summary, upon reviewing the cMERA formalism in full generality, we have reduced
the problem of having (non-)Gaussian trial states to a particular choice of the operators
entering the entangler. In the following sections we will review the Gaussian cMERA
formalism and explain the construction of a scale dependent non-Gaussian cMERA circuit.
Finally, we will perform the optimization on the λφ4 theory and study various truly non-
Gaussian observables.
3 Gaussian cMERA
3.1 Quadratic Entangler
For free scalar theories in (d+ 1) dimensions with d, the spatial dimensions of the theory,
K(u) is given by the quadratic operator [3, 4]
K(u) =
1
2
∫
p
g(p;u) [φ(p)pi(−p) + pi(p)φ(−p)] , (27)
where p ≡ |p| and ∫
p
≡ ∫ (2pi)−d ddp. The conjugate momentum of the field φ(p) is
pi(p) ≡ −iδ¯/δφ(−p), such that [φ(p), pi(q)] = iδ¯(p + q) , with δ¯(p) ≡ (2pi)dδ(p). The
function g(p;u) in (27) is the only variational parameter to be optimized in the cMERA
circuit. This function factorizes as
g(p;u) = g(u) Γ(p/Λ) , (28)
where Γ(x) ≡ Θ(1 − |x|) and Θ(x) is the Heaviside step function; g(u) is a real-valued
function known as density of entanglers and Γ(p/Λ) implements a high frequency cutoff
such that
∫
p
≡ ∫ Λ
p
[3, 4]. The sharp cutoff function ensures that K(u) acts locally in a
region of size  ' Λ−1. It is also possible to define the entangler K(u) through localized
smooth smearing functions instead of sharp cutoff functions [20].
In the interaction picture the entangler operator reads as,
Kˆ(u) =
1
2
∫
k
edu [g(k;u)φ(keu)pi(−keu) + g(k, u)pi(keu)φ(−keu)]
=
1
2
∫
k
[
g(ke−u;u)φ(k)pi(−k) + g(ke−u, u)pi(k)φ(−k)] , (29)
where the integral in the second line will be suppressed by the cutoff for |k|≤ Λeu.
With this, the operator UG(0, u) ≡ Pe−i
∫ u
0 du
′(K(u′)+L) defines the cMERA evolution in
terms of the scale-dependent linear transformation of the fields
UG(0, u)
−1φ(p)UG(0, u) = e−f(p,u)e−
u
2
dφ(pe−u) , (30)
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UG(0, u)
−1pi(p)UG(0, u) = ef(p,u)e−
u
2
dpi(pe−u) ,
with f(p, u) ≡ ∫ u
0
du′ g(pe−u
′
;u′). We have used the subscript G because it is straightfor-
ward to show that the cMERA wavefunctional (6) with the quadratic entangler (27) and
a reference state such as (8) can be written as the Gaussian wavefunctional given by
Ψ[φ;u]SG = N exp
(
−1
4
∫
p
(φ(p)− χ0) F−1(p;u) (φ(−p)− χ0)
)
, (31)
where N is a normalization constant and the scale dependent Gaussian kernel F (p;u) is
defined through the variational cMERA parameter g(p;u) by [17]
F−1(p;u) = 2ωΛ exp
(
2
∫ u
0
du′ g(pe−u
′
, u′)
)
. (32)
We note that this wavefunctional is built as
Ψ[φ;u]SG = US(χ0) N exp
(
−1
4
∫
p
φ(p)F−1(p;u)φ(−p)
)
︸ ︷︷ ︸
Ψ[φ;u]G
, (33)
where the operator that shifts the argument of any functional (and specifically the Gaus-
sian wavefunctional) by a constant χ0, is given by US(χ0) = e
OS with
OS = −
∫
p
χ0
δ
δφ(−p) . (34)
This is an standard type of transformation which leaves invariant the measure of integra-
tion in the functional path-integral formalism invariant, i.e., Dφ = Dφ′ where φ′ = φ−χ0,
the shift of the variable of integration by a fixed background field configuration. A more
general possibility, which will be analyzed in the next section, was introduced in [22–24]
and amounts to shifting part of the field modes φ(k) by a nonlinear polynomial functional
of other field modes. In geometrical terms this is tantamount to nonlinearly deform the
infinite-dimensional configuration vectors {|φ(x)〉} of the field theory. For the case of
free theories, generating the set of “fixed-background” shifted scale dependent cMERA
Gaussian wavefunctionals (31) is enough from a variational point of view.
3.2 Free Scalar Theory
In order to “solve” the cMERA ansatz for the relativistic free massive scalar theory, one
applies the variational principle to minimize the energy functional given by
HΛ =
1
2
∫
k
[pi(k)pi(−k) + ω2kφ(k)φ(−k)] , (35)
with ωk =
√
k2 +m2 [3, 4]. The total energy E is given by
E = 〈ΨΛ|HΛ|ΨΛ〉
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= 〈Ω|H(uIR)|Ω〉
= 〈Ω|
∫
k
1
2
[
e2f(k,uIR)e−uIRdpi(ke−uIR)pi(−ke−uIR)
+ ω2ke
−2f(k,uIR)e−uIRdφ(ke−uIR)φ(−ke−uIR)
]
|Ω〉
=
∫
ddx
∫
k
1
4
[
e2f(k,uIR)ωΛ +
ω2k
ωΛ
e−2f(k,uIR)
]
. (36)
Then, we impose
δE
δg(u)
=
∫
ddx
∫
k
(
e2f(k,uIR)ωΛ − ω
2
k
ωΛ
e−2f(k,uIR)
)
Γ(ke−u/Λ) = 0 , (37)
which yields
f(k, uIR) =
1
2
log
ωk
ωΛ
, k < Λ . (38)
Using that
f(k, uIR) =
∫ uIR
0
g(ke−u;u) du =
∫ − log Λ/k
0
g(u) du , (39)
one obtains
g(u) =
1
2
(
k ∂kωk
ωk
)∣∣∣∣∣
k=Λeu
=
1
2
Λ2e2u
(Λ2e2u +m2)
, (40)
and
f(k, u) =

1
4
log
Λ2e2u +m2
ω2Λ
, k ≤ Λeu ,
1
4
log
k2 +m2
ω2Λ
, k > Λeu .
3.3 Self-Interacting Scalar λφ4 Theory
As commented in Section 1 and based on the discussion of Section 2.1, the Gaussian
ansatz has been widely used in the context of interacting field theories. In this sense,
in [17], a cMERA circuit based on the quadratic entangler (27) was used to study the
self-interacting scalar theory. This model has a mass gap and flows to a free theory in the
IR, where the IR ground state is exactly a Gaussian wavefunctional. Similar to the free
case, we minimize the expectation value of the Hamiltonian
HΛ =
∫
ddx
[
1
2
pi2 +
1
2
(∇φ)2 + m
2
2
φ2 +
λ
4!
φ4
]
, (41)
with respect to the ansatz wavefunctionals Ψ[φ, u] of the form (31). As shown in [17], to
solve the variational problem we compute
E = 〈ΨΛ|HΛ|ΨΛ〉 (42)
12
=
1
4
∫
p
[
F (p)−1 + p2 F (p)
]
+
1
2
m2(I + χ20) +
λ
4!
(
χ40 + 6Iχ
2
0 + 3I
2
)
,
with I = 1
2
∫
p
F (p). Then we impose δE/δF (p) = 0, which yields an optimized Gaussian
kernel F (p),
F (p) =
1√
p2 + µ2
, (43)
where µ is the modified mass of the propagating Gaussian quasi-particles
µ2 = m2 +
λ
2
(
χ20 + I
)
= m2 +
λ
2
(
χ20 +
∫
p
1
2
√
p2 + µ2
)
. (44)
Finally, through (32), we obtain the optimized Gaussian cMERA variational parameter
g(p;u) =
1
2
e2u
e2u + µ2/Λ2
Γ(p/Λ) . (45)
Remarkably, the wavefunctional optimization over an infinite-dimensional space of
kernels F has reduced to solving a single nonlinear equation for µ. The Gaussian cMERA
wavefunctional thus obtained is a vacuum state for a free theory with mass given by (44).
The optimized ansatz captures all 1-loop 2-point correlation functions, and additionally
captures the resummation of all cactus-like diagrams [29]. Nevertheless, the ansatz is
unable to capture the effects of the interaction on higher order correlation functions. Let
us ellaborate on this point.
Quantum field theories are characterized by correlation functions of the form
G(N)(x1, · · · ,xN) = 〈O(x1) · · · O(xN)〉 , (46)
where O is a field operator, N is the order of the correlation and, in general, the ex-
pectation value is taken with respect to the ground state of the system. In absence of
interactions, the relevant information is encoded only in the 2-point correlation function
G(2), with higher-order correlations G(N>2) decomposing as a sum of products of only
G(N≤2). This is the case when the ground state of the system is Gaussian. In order
to characterize the influence of interactions, it is useful to decompose the N -th point
correlator G(N) into
G(N)(x1, · · · ,xN) = G(N)dis (x1, · · · ,xN) +G(N)con (x1, · · · ,xN) . (47)
G
(N)
dis refers to the disconnected part of the correlation function and it is determined by
lower order correlation functions G(N
′<N). In this sense, the G
(N)
dis does not possess any
new information of the system at order N . On the other hand, G
(N)
con , the connected part
of the correlation function, has access to proper and characteristic information about
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the system at order N . As a result, a complete factorization of higher-order correlation
functions as in the Gaussian case, is equivalent to have G
(N≥2)
con = 0. In other words,
the connected part of N -point correlation functions distinguishes the ground states of
interacting theories from those of noninteracting ones: i.e., while for Gaussian states
the connected correlation functions of order higher than two vanish, those of interacting
systems are generally nonzero. This is the reason for which, despite being successful in
capturing some nonperturbative effects through the gap equation, it would desirable, in
order to study the phenomena of strongly interacting systems, to have powerful tools that
are able to quantify the effect of perturbative and especially, nonperturbative quantum
processes that contribute to the connected part of Nth-point correlators.
4 Non-Gaussian cMERA
In this section we present a systematic and model independent 4 formalism to go beyond
the Gaussian approach in interacting field theories. This formalism was generalized to
nonperturbatively build non-Gaussian cMERA wavefunctionals in [21]. The method relies
in performing a set of nonlinear transformations on the fields of the theory that extends
the linear transformations defining the Gaussian approach for free theories.
4.1 Nonlinear Canonical Transformations
According to [22–24], extensive non-Gaussian trial states wavefunctionals can be built as
Ψ˜[φ] = U˜ ΨG[φ] = exp(B) ΨG[φ] , (48)
where ΨG[φ] is a normalized Gaussian wavefunctional and U˜ = exp(B), with B† = −B an
anti-Hermitian operator that nonperturbatively adds new variational parameters to those
in the Gaussian wavefunctional. As it will be shown below, the expectation value of any
operator O(φ, pi) with these states amounts to the calculation of a Gaussian expectation
value for the transformed operator O˜ = U˜ †O U˜ . Remarkably, a suitable choice of B, while
leading to a non-Gaussian trial state, can indeed truncate the commutator expansion in
Hadamard’s lemma5,
O˜ = AdB (O) = eadB O . (49)
This reduces the calculation of expectation values of functionals to a finite number of
Gaussian expectation values. The exponential nature of U˜ ensures the correct extensive
4 While this method always generates a set of non-Gaussian trial states irrespective of the model,
picking a particular theory will only be relevant for determining the optimal values of the variational
parameters. For example, see [21] for theories with nonpolynomial potentials.
5AdB (A) ≡ exp(B)A exp(−B), adB(A) ≡ [B, A].
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volume dependence of observables and specifically the total energy of the system. Fur-
thermore, as U˜ is unitary, the normalization of the state is preserved. The operator B
consists of a product of pi’s and φ’s, which is given by
B = −s
∫
pq1···qm
h(p, q1, . . . , qm) pi(p)φ(q1) . . . φ(qm)δ(p + q1 + · · ·qm) , (50)
with m ∈ N. We will denote these operators from here in advance symbolically as B ≡
pi φm. Here, s is a variational parameter that, as it will be shown later, tracks the deviation
of any observable from the Gaussian case. h(p, q1, . . . , qm) is a variational function that
must be optimized upon energy minimization. It is symmetric w.r.t. exchange of qi’s and
is constrained to satisfy:
h(p, q1, . . . , qm) = 0 , p = qi , and h(p, q1, . . . , qm)h(qi, k1, . . . , km) = 0 . (51)
These conditions ensure that the commutator series terminates after the first nontrivial
terms. Namely, the constraints in (51) are the responsible for this truncation when the
Hadamard’s lemma (22) is applied. The action of U˜ on the canonical field operators φ(p)
and pi(p) is given by
φ˜(p) ≡ U˜ † φ(p) U˜ = φ(p) + s φ¯(p) , (52)
p˜i(p) ≡ U˜ † pi(p) U˜ = pi(p)− s p¯i(p) ,
where the quantities with a bar are defined as the nonlinear field functionals,
φ¯(p) ≡
∫
q1···qm
h(p, q1, . . . , qm)φ(q1) · · ·φ(qm)δ(p− q1 − · · ·qm) ,
p¯i(p) ≡ m
∫
q1···qm
h(q1, p, . . . , qm) pi(q1)φ(q2)φ(qm)δ(p− q1 − · · ·qm) .
(53)
Thus, we are considering a class of field transformations,
φ˜ ≡ F(φ; Λ) , (54)
dependent on variational parameters s and h, which amount to shifting part of the field
modes of φ by a nonlinear polynomial functional (degree m) of other field modes. The
function F also depends on the energy scale. As it will be shown later, the method of
nonlinear transformations essentially provides a nonperturbative expansion of the physical
observables of the theory under consideration, about a point-like Gaussian free field theory.
Being U˜ unitary, the canonical commutation relations (CCR) still hold under the
nonlinear transformation of the fields (52) and (53) giving,
[φ˜(p), p˜i(q)] = iδ¯(p + q) . (55)
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The constraints (51) on the non-Gaussian variational parameter h(p, q1, . . . , qm) can
be accomplished by taking the decomposition
h(p, q1, . . . , qm) = η(p) · ζ(q1) · ζ(q2) · · · ζ(qm) , (56)
where it is imposed that η(p) · ζ(p) = 0, i.e., the domains of momenta, where η and ζ are
different from zero have to be disjoint, up to sets of measure zero. A suitable ansatz for
η and ζ is given by [22,23]
η(p) = Γ((p/∆1)
2) , (57)
ζ(qi) =
[
Γ((∆1/qi)
2)− Γ((∆2/qi)2)
]
,
where ∆i (i = 1, 2), are variationally optimized, coupling dependent momentum cutoffs
such that 0 < ∆i ≤ Λ. Γ(x) refers to the sharp cutoff function in (28).
Summarizing, the method of nonlinear canonical transformations builds variational
non-Gaussian trial wavefunctionals by applying the operator U˜ = exp (B) defined through
the variational function h(p, q1, . . . , qm) to a Gaussian wavefunctional with a variational
kernel F (p). Being a model independent formalism, the explicit dependence of these
parameters on the interaction couplings of a theory is established through energy mini-
mization. This will be discussed later for some concrete examples.
Wavefunctionals: the generality of the ansatz
We would like to analyze the effect of the transformation U˜ on wavefunctionals. These
amount to probability amplitudes for concrete field configurations. For the ground state
of a theory, the Hamiltonian completely determines the wavefunctional and, as ever,
two competing and opposite trends act on configuring it. First, the kinematic term of
the Hamiltonian favors a soft amplitude where many distinct field configurations have
high probability. Contrarily, the potential term leverages a strong localization of the
field configurations around the classical ground state. The tradeoff results in a state
with maximum probability at the classical solution and decreasing amplitude for other
configurations. For Gaussian functionals such as,
ΨG[φ] = N exp
(
−1
4
∫
k
φ(k)F−1(k)φ(−k)
)
, (58)
the half-mean width of the functional is proportional to (k2 + µ2)−1/4. Thus, as the
variational mass µ increases in the Gaussian kernel F (k), a stronger suppression for
nonclassical configurations than in the free case occurs. This is what happens when the
Gaussian ansatz is used, for instance, in the λφ4 theory [17]. That said, we now illustrate
the action of U˜ on a Gaussian wavefunctional by choosing the transformation B = pi φ2
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for clarity:
Ψ˜[Φ] ≡ U˜ ΨG[φ] = U˜
(
1− 1
4
∫
k
φ(k)F−1(k)φ(−k) + · · ·
)
= 1− 1
4
∫
k
(
φ(k)− s
∫
q1q2
h(k, q1, q2)φ(q1)φ(q2)δ(k− q1 − q2)
)
×
× F−1(k)
(
φ(−k)− s
∫
q3q4
h(k, q3, q4)φ(q3)φ(q4)δ(−k− q3 − q4)
)
+ · · ·
= 1− 1
4
∫
k
Φ(k)F−1(k)Φ(−k) + · · ·
= ΨG [Φ(k)] ,
(59)
where ellipses stand for the expansion of the exponential, Φ(k) ≡ φ(k)− s φ¯(k) and φ¯(k)
corresponds to (53) for m = 2. The result U˜ ΨG[φ] = ΨG [Φ(k)] shows that one is left
with an effective trial Gaussian state ΨG that involves completely different fields (Φ) than
the underlying microscopic elementary fields which define the short distance dynamics of
the theory (φ). To be more precise, the transformation U˜ generates a translation of
the argument in the configuration space of the theory that symbolically reads as Ψ˜[φ] =
ΨG[φ− sφ2].
Hence, while for the Gaussian case the decaying slope of the wavefunctional is
log ΨG[φ] = −1
4
∫
k
F−1(k) |φ(k)|2 , (60)
now the decaying slope is corrected by new terms as
log Ψ˜[Φ] = log ΨG[φ] +
s
2
∫
k
F−1(k)φ(k)φ¯(k)− s
2
4
∫
k
F−1(k) |φ¯(k)|2 . (61)
Observables: the calculability of the ansatz
Now we focus on the action of U˜ on observables. The expectation value of any operator
O(pi, φ) reduces to the calculation of a Gaussian expectation value for the transformed
operator O˜ = U˜ †O U˜ , as we have
〈Ψ˜|O|Ψ˜〉 = 〈ΨG|U˜ †O U˜ |ΨG〉 . (62)
In this sense, it is of particular interest to consider n-point correlation functions. In
general, we will have
〈φ(x1) · · ·φ(xn)〉NG =
∫
p1···pn
ei
∑
k pkxk 〈φ(p1) · · ·φ(pn)〉NG . (63)
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where the subscript NG refers to an expectation value taken w.r.t. the non-Gaussian
state (48). To evaluate this, we use (52) and (53), which yields
〈φ(p1) · · ·φ(pn)〉NG =
〈
U˜ † φ(p1) U˜ · · · U˜ † φ(pn) U˜
〉
G
= 〈φ(p1) · · ·φ(pn)〉 G
+ s
[〈
φ¯(p1)φ(p2) · · ·φ(pn)
〉
G + · · ·+
〈
φ(p1) · · ·φ(pn−1)φ¯(pn)
〉
G
]
+ s2
[〈
φ¯(p1)φ¯(p2)φ(p3) · · ·φ(pn)
〉
G + · · ·
+
〈
φ(p1) · · · φ¯(pn−1)φ¯(pn)
〉
G
]
...
+ sn
〈
φ¯(p1) · · · φ¯(pn)
〉
G .
(64)
That is to say, the calculability of the ansatz allows to compute the expectation value of ob-
servables such as correlation functions in terms of a finite number of Gaussian expectation
values. In particular, the terms proportional to sj in the non-Gaussian n-point correlation
function correspond to (n+m(j− 1))-point Gaussian correlators, where j = 0, . . . , n and
m is the power associated to the operator B = piφm.
4.2 Non-Gaussian cMERA Formalism
Following [21], now we use the method depicted above to generate cMERA non-Gaussian
trial states Ψ˜[φ, u] implementing a renormalization group flow of the wavefunction for
interacting field theories. This can be cast as
Ψ˜[φ, u] = 〈φ|Ψ˜u〉 = 〈φ|U(u)|Ω〉 , U(u) ≡ U˜ UG(u) , (65)
where UG(u) = UG(u, uIR) = P e−i
∫ u
uIR
(K(u′)+L) du′
is the cMERA unitary operator for
the free theory defined through the variational parameter (28) and U˜ = exp (B). To go
beyond Gaussian approach, we have to consider operators B that at least are cubic in the
products of pi and φ fields. Here, we are focusing on the simplest case B = piφ2. Recalling
(30), the transformation U acts on the fields as follows:
U(u)†φ(p)U(u) = e−f(p,u)e−
d
2
u
[
φ(e−up) + se
d
2
u
∫
q1q2
h¯(p, q1, q2;u)φ(e
−uq1)φ(e−uq2)
]
,
U(u)†pi(p)U(u) = e+f(p,u)e−
d
2
u
[
pi(e−up)− 2 se d2u
∫
q1q2
h¯(q1, p, q2;u) pi(e
−uq1)φ(e−uq2)
]
,
(66)
where, for compactness, we have dropped δ(p − q1 − q2) appearing inside the integrals
and we have defined
h¯(p, q1, q2;u) ≡ h(p, q1, q2) ef(p,u)−f(q1,u)−f(q2,u) . (67)
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From a cMERA point of view, h¯(p, q1, q2;u) can be interpreted as a variational, scale
and coupling dependent momentum cutoff function. While this happens automatically in
the nonperturbative cMERA circuit, let us elaborate more on this now. In the Gaussian
entangler the variational parameter g(p;u) was decomposed in (28) as
g(p;u) = g(u) · Γ(p/Λ) , (68)
i.e., a scale dependent function g(u) times a sharp momentum cutoff function Γ(p/Λ).
Similarly, we would expect the nonlinear transformations on the field modes (66) (and
thus, any observable built from products of these field modes) to have a similar structure,
h¯(p, q, r;u) ≡ g(p, q, r;u) · ΓB(p, q1, q2) , (69)
where ΓB is a generalization of the Γ cutoff function in (28). However, from (67) and (57)
we identify
g(p, q, r;u) = ef(p,u)−f(q,u)−f(r,u) ,
ΓB(p, q, r) = h(p, q, r) = η(p) · ζ(q) · ζ(r) .
(70)
Then, h¯(p, q, r;u), which is a variational coupling dependent momentum cutoff function,
implies the optimization of both the Gaussian parameter f(p;u) and the cutoff momenta
Λ0,i. As we will see in Section 5, this variational scheme captures nonperturbative and
non-Gaussian interaction effects, which turn out to be essential at the regime at which
the Gaussian quasi-particle picture is no longer valid. 6
With this, in [21], using the set of scale dependent nonlinear transformations given in
(66), nonperturbative cMERA states for interacting field theories were built where, as be-
fore, it is straightforward to show that the non-Gaussian scale-dependent wavefunctional
Ψ˜[φ;u] can be written as
Ψ˜[φ;u] = U˜ ΨG[φ;u] = ΨG
[
φ˜(p, u)
]
, (71)
with
φ˜(p, u) = e−f(p,u)e−
d
2
u
[
φ(e−up)− se d2u
∫
q1q2
h¯(p, q1, q2;u)φ(e
−uq1)φ(e−uq2)
]
. (72)
Nevertheless, from a circuit/tensor network viewpoint, this methodology seems incom-
plete. Namely, the sequence of scale dependent non-Gaussian wavefunctionals Ψ˜[φ;u] is
not generated by a cMERA circuit with an entangler containing the whole set of transfor-
mations, including the nonquadratic ones. This would be a satisfactory and more natural
continuum generalization of the lattice MERA algorithms. However, this is trivially guar-
anteed, as the product of two unitaries turns out to be another unitary. In this sense, an
important result of this work is to explicitly obtain such unitary operator using the firm
ground provided by the conceptual framework presented in this section.
6 The construction of the non-Gaussian cMERA circuit, which is slightly more general, will be ex-
plained in Section 5.
19
4.3 Fermionic non-Gaussian cMERA
Before going into the proposal of a cMERA circuit that implements the scale dependent
nonlinear canonical transformations for an interacting scalar field, let us comment on
a formulation of nonlinear canonical transformations for fermionic fields. As advanced
in [21], the method to generate non-Gaussian cMERA wavefunctionals applies to fermionic
field theories. Here we present some transformations.
Despite they can be generalized to any dimension and/or fermion, in this work, we
will consider non-Gaussian transformations for two-dimensional Dirac fermions. Being
model independent, our proposal is specially well suited to analyze the Gross-Neveu model
(GN) [30]. This is a renormalizable, asymptotically free two-dimensional theory which
displays chiral symmetry breaking and dynamical mass generation. The model describes
N flavors of massless spin 1/2 fermions in one spatial dimension with an attractive short
range potential. Fermions get bound by the attractive force, and the fermion pair com-
posite condenses and breaks a discrete Z2 symmetry. Because of the condensate, fermions
dynamically acquire a mass. Indeed, the dynamics resembles the same mechanism as
it occurs in four-dimensional QCD or BCS theory of superconductivity. In Euclidean
spacetime, the model with N = 1 flavors of fermions is defined by the action
S
[
ψ¯, ψ
]
=
∫
d2x
[
ψ¯(x)γµ∂µψ(x)− g0
2
(
ψ¯(x)ψ(x)
)2]
, (73)
where ψ and ψ¯ ≡ ψ†γ0 are two-dimensional Dirac spinor fields, g0 denotes the coupling
constant and the γ-matrices are given by
γ0 = σ1 , γ1 = iσ2 , γ3 = γ0γ1 = σ3 , (74)
with σi being the Pauli matrices. It is useful in order to deal with the GN model, to
decompose the Dirac spinor ψ, into its chiral projections, ψ = ψL + ψR,
ψL ≡ PLψ = 1
2
(1− γ3)ψ , ψR ≡ PRψ = 1
2
(1 + γ3)ψ . (75)
In terms of the chiral projections, the GN model action can be written as
S [ψL, ψR] =
∫
d2x
[
ψ¯Lγ
µ∂µψL + ψ¯Rγ
µ∂µψR − g0
2
(
ψ¯RψL
)2 − g0
2
(
ψ¯LψR
)2]
. (76)
As in the bosonic case, we build extensive non-Gaussian fermionic trial states as wave-
functionals of the form
Ψ˜[ψL, ψR] = U˜F ΨG[ψL, ψR] = e
F ΨG[ψL, ψR] , (77)
where ΨG[ψL, ψR] is a normalized Gaussian wavefunctional and U˜F = exp(F), with F ,
an Hermitian operator that nonperturbatively adds the new variational parameters s and
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g(q1, · · · ,q4) to those in the Gaussian wavefunctional. Here, we consider the transforma-
tion
F = s
∫
q1···q4
g(q1, · · · ,q4)ψ¯R(q1)γ0ψL(q2)ψ¯R(q3)γ0ψL(q4)δ(
∑
i qi) . (78)
Using the Fierz identities, we can prove that momenta q2 and q4 can be exchanged by
including an extra minus [31, 32]. From here in advance we will drop the momentum
conservation delta. The Hermiticity of F imposes
g(q1,q2,q3,q4) = g
∗(q2,q1,q4,q3) . (79)
Upon this constraint, the effect of the transformation on the chiral spinor fields is
given by:
ΨL,R(p) ≡ U˜ †F ψL,R(p) U˜F , (80)
where, for the spinor index α, we have
ΨLα(p) = ψLα(p)− 2s
∫
q1q2q3
g(q1,q2,p,q3)
[
ψ¯R(q1)γ
0ψL(q2)
]
ψLα(q3) ,
ΨRα(p) = ψRα(p) ,
Ψ¯αL(p) = ψ¯
α
L(p) ,
Ψ¯αR(p) = ψ¯
α
R(p) + 2s
∫
q1q2q3
g(q1,q2,q3,p)
[
ψ¯R(q1)γ
0ψL(q2)
]
ψ¯αR(q3) .
(81)
Due to the Hermiticity of the operator F , the canonical anticommutation relations are
preserved for the transformed ΨL,R(p) fields. With this, as in the bosonic case, it is
possible to build a set of scale dependent non-Gaussian fermionic wavefunctionals using
(78) and the Gaussian cMERA for free Dirac fermions given in [3, 4].
Being formally guaranteed, it would be interesting to discuss the scale dependent
version of these non-Gaussian transformations in a future work.
5 icMERA: non-Gaussian cMERA Circuits
In this section we first introduce a nonquadratic cMERA entangler to generate non-
Gaussian wavefunctionals. Then, we calculate the analytical expressions of the connected
part of the two and four point correlators of a generic interacting scalar field theory. To
illustrate the proposal, we consider the λφ4 model and perform the optimization of the
tensor network. Finally, we use the optimized variational parameters to evaluate the effec-
tive potential and the connected two and four point correlators at various renormalization
scales.
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5.1 Nonquadratic Entangler
Based on the concept of scale dependent nonlinear canonical transformation and non-
Gaussian cMERA wavefunctionals exposed above, in this section we propose, as a defini-
tion of a nonperturbatively built non-Gaussian cMERA circuit (icMERA), the Hamilto-
nian evolution produced by the entangler
K(u) = K0(u) + B(u) , (82)
where K0(u) is the quadratic Gaussian entangler given in (27) and B(u) is
B(u) = −s
∫
q1q2q3
g(q1, q2, q3;u)pi(q1)φ(q2)φ(q3)δ(q1 + q2 + q3) . (83)
This is a scale dependent operator that nonperturbatively incorporates nonquadratic in-
teraction terms to the cMERA evolution through the variational function g(q1, q2, q3;u),
with s being a variational parameter, as in the previous section. g(q1, q2, q3;u) is symmet-
ric under exchange of momenta q2, q3 and is parametrized in terms of variational cutoff
functions.
Thus, as a generalization of the Gaussian cMERA, we define the icMERA evolution
operator in the interaction picture as
U(u1, u2) = e−iu1L Pe−i
∫ u1
u2
(Kˆ0(u)+Bˆ(u))du eiu2L , (84)
where Kˆ0(u) corresponds to (29) and Bˆ(u) is
Bˆ(u) = −s
∫
q1q2q3
g(q1e
−u, q2e−u, q3e−u;u)pi(q1)φ(q2)φ(q3)δ(q1 + q2 + q3) . (85)
Having a real wavefunctional requires time reversal invariance of the icMERA evolution
which in turn amounts to having an odd number of pi operators in B(u). In this case B(u)
is formally equivalent to B = pi φ2, i.e., it incorporates cubic interactions into the cMERA
evolution. Furthermore, as s in (83) is a variational parameter related to the coupling
strength of the theory, the standard Gaussian cMERA evolution (15) is recovered when
s→ 0.
With this, one may write the icMERA wavefunctional in the Schro¨dinger picture as
Ψ[φ, u] = 〈φ| U(u, uIR)|Ω〉 = 〈φ|Pe−i
∫ u
uIR
(K0(σ)+B(σ)+L)dσ|Ω〉 . (86)
The action of the icMERA operator (84) on the field modes φ(p) is given by,
U(0, u)−1 φ(p)U(0, u) = e−iuLPei
∫ 0
u (K0(σ)+B(σ))dσ φ(p) Pe−i
∫ 0
u (K0(σ)+B(σ))dσ eiuL . (87)
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icMERA action on fields
The action of the icMERA operator K(u) + L on φ(p) is given by
(88)
U(0, u)−1 φ(p)U(0, u)
= e−
d
2
ue−f(p;u)φ(e−up)
+ e−dus
∫
q1q2
f(p, q1, q2;u)
e−f(p;u) − e−(f(q1;u)+f(q2;u))
f(p;u)− f(q1;u)− f(q2;u)φ(e
−uq1)φ(e−uq2) ,
where
f(p;u) ≡
∫ u
0
dσ g(pe−σ;σ) , f(p, q1, q2;u) ≡
∫ u
0
dσ g(pe−σ, q1e−σ, q2e−σ;σ) , (89)
with g(p;σ) given by (28) and having imposed the constraints (51) on f(p, q1, q2;u). For
convenience, we have dropped the momentum conservation delta δ(q1 + q2 − p) in the
integrand. In the same manner, the action on pi(p) can be written as
(90)
U(0, u)−1 pi(p)U(0, u)
= e−
d
2
uef(p;u)pi(e−up)
+ 2se−du
∫
q1q2
f(q1, q2, p;u)
ef(p;u) − ef(q1;u)−f(q2;u)
f(p, u)− (f(q1;u)− f(q2;u))pi(e
−uq1)φ(e−uq2) .
That is to say, changing the notation to f(p;u) ≡ fu(p) and f(p, q1, q2;u) ≡ fu(p, q1, q2),
the scale dependent nonlinear transformations on the fields generated by the icMERA
circuit (84) are
U(0, u)−1 φ(p)U(0, u) = e− d2ue−fu(p)φ(e−up)
+ e−du
∫
q1q2
fu(p, q1, q2)
e−fu(p) − e−(fu(q1)+fu(q2))
fu(p)− fu(q1)− fu(q2) φ(e
−uq1)φ(e−uq2) ,
U(0, u)−1 pi(p)U(0, u) = e− d2uefu(p)pi(e−up)
+ 2s e−du
∫
q1q2
fu(q1, q2, p)
efu(p) − efu(q1)−fu(q2)
fu(p)− (fu(q1)− fu(q2))pi(e
−uq1)φ(e−uq2) .
(91)
icMERA variational parameters
Regarding (89), let us note that, in contrast to the function h in (50), we impose the
constraints on the variational functions once the integration over σ has been done. Hence,
we need to provide a variational ansatz for g(pe−σ, q1e−σ, q2e−σ;σ) in such a way that
f(p, q1, q2;u) still satisfies (51). Based on the example given in [22], we propose
7
g(p, q1, q2;σ) = gB(σ)ΓB(peσ, q1eσ, q2eσ)Γ
( p
Λ
)
Γ
(q1
Λ
)
Γ
(q2
Λ
)
, (92)
7We emphasize that other alternative ansatze, based on the mulitple combinations of the cutoff pa-
rameters can be also considered.
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where gB(σ) is the variational parameter that tunes the strength of the scale dependent
non-Gaussian transformation, ΓB is a combination of cutoff functions depending on the
variational cutoff’s ∆i,
ΓB(p, q1, q2) = Γ
(
p
∆1
)[
Γ
(
∆1
q1
)
− Γ
(
∆2
q1
)][
Γ
(
∆1
q2
)
− Γ
(
∆2
q2
)]
, (93)
and Γ (qi/Λ) exhibits the typical cMERA-like variation of the cutoff’s with the scale.
The optimal function ΓB(p, q, r) has to be found self-consistently by determining both
cutoffs ∆i. Namely, different from the Gaussian set-up, this scheme illustrates how the
strength of the interaction variationally determines the region in momentum space that
will be relevant in the optimization procedure. This feature turns out to be essential
for strongly-coupled systems, which exhibit some regimes at which the Gaussian quasi-
particle picture is no longer valid. In Section 5.3, we give evidence of some nonperturbative
effects captured by this method.
Integrating over σ in (92), we obtain
(94)f(p, q1, q2;u) = ΓB(p, q1, q2)
∫ u
0
gB(σ)Γ
( p
Λeσ
)
Γ
( q1
Λeσ
)
Γ
( q2
Λeσ
)
dσ .
This assures that the constraints (51) are satisfied for f(p, q1, q2;u) (due to the cutoff
combination provided by ΓB) and we still preserve the structure of a cMERA-like scale
transformation where the cutoffs on the momenta are suppressed by a factor e−σ.
Generic non-Gaussian transformation
When the non-Gaussian entangler B(u) contains n scalar fields (in analogy to B = pi φn
introduced in the previous section),
B(u) = s
∫
kq1···qn
g(k, q1, . . . , qn, σ)pi(k)φ(q1) · · ·φ(qn) (95)
,
(where we have dropped the momentum conservation δ(k+q1 + · · ·+qn)), then the action
of the icMERA operator is given by
U(0, u)−1 φ(p)U(0, u) = e− d2ue−f(p,u)φ(e−up)
+ e−n
d
2
u
∫
q1···qn
h˜u(p, q1, · · · , qn)φ(e−uq1) · · ·φ(e−uqn) ,
U(0, u)−1 pi(p)U(0, u) = e− d2uef(p,u)pi(e−up)
+ ns e−n
d
2
u
∫
q1···qn
hˇu(q1, · · · , qn, p)pi(e−uq1)φ(e−uq2) · · ·φ(e−uqn) ,
(96)
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where h˜u and hˇu are defined as
h˜u(p, q1, · · · , qn) ≡ fu(p, q1, · · · , qn) e
−fu(p) −∏ni=1 e−fu(qi)
fu(p)−
∑n
i=1 fu(qi)
,
hˇu(q1, · · · , qn, p) ≡ fu(q1, · · · , qn, p) e
fu(p) − efu(q1)∏ni=2 e−fu(qi)
fu(p)− fu(q1) +
∑n
i=2 fu(qi)
,
(97)
and
fu(p, q1, . . . , qn) ≡
∫ u
0
g(pe−σ, q1e−σ, . . . , qne−σ)dσ . (98)
which follows the same properties as (89). Let us note that the orthogonality constraints
of the function fu(p, q1, · · · , qn) are transferred to the functions h˜u and hˇu. Following
the discussions above, for a generic transformation implying (98), we straightforwardly
generalize our expression for g(p, q1, · · · , qn;σ) as
g(p, q1, · · · , qn;σ) = gB(σ)ΓB(peσ, q1eσ, · · · , qneσ)Γ
( p
Λ
)
Γ
(q1
Λ
)
· · ·Γ
(qn
Λ
)
, (99)
where ΓB is now given by
ΓB(p, q1, · · · , qn) = Γ
(
p
∆1
)[
Γ
(
∆1
q1
)
− Γ
(
∆2
q1
)]
· · ·
[
Γ
(
∆1
qn
)
− Γ
(
∆2
qn
)]
. (100)
The expressions in (96) represent the non-Gaussian version of the scale dependent field
transformations (30) that define the renormalization group flow of a Gaussian cMERA
circuit, which can be trivially recovered by simply taking s → 0. As expected, icMERA
also works at a perturbative regime. In that respect, a diagrammatic analysis has been
carried out in Appendix A for the λφ4 theory.
Finally we would like to make some comments on the structure of the icMERA en-
tangler. The crosstalking between the quadratic part K0(u) and the purely non-Gaussian
term B(u) is obvious from (97). In this sense, the quadratic Gaussian part K0(u) is nec-
essary in order for the wavefunctional in the IR to become Ψ[φ, uIR] = 〈φ|Ω〉. Thus, while
in principle icMERA could be built solely on the pure non-Gaussian part, the Gaussian
entangler is fundamental to asymptotically achieve the simple Gaussian state |Ω〉 in the
IR.
From the point of view of the entanglement flow along an icMERA circuit, as posed
in [17], the quadratic term is responsible for generating pairwise entanglement between
modes as a function of scale [10], whereas the B(u) term generates n-tuplet quantum
correlations as a function of scale. How to characterize these higher order quantum
correlations is an interesting topic that we leave for future investigations.
5.2 icMERA Correlation Functions
Let us focus now on the contribution to the connected correlation functions of a generic
interacting scalar field theory when computed by means of the icMERA circuit. This
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illustrates the generality of the trial state posed by an icMERA circuit. That is to say,
the icMERA state captures salient physical features such as nonvanishing connected cor-
relation functions in an interacting theory. This gives evidence that our method stands
for a solution to the problem of calculability mentioned in Section 1. That is to say, an
icMERA state constitutes such a flexible ansatz for the vacuum wavefunctional that it is
easy and straightforward to evaluate expectation values of operators/observables, as for
instance correlators. Finally, the multiscale approach given by icMERA provides a proce-
dure to gain some understanding of the nonperturbative effects taking place at different
scales.
From (96), one may write the N -point correlators at scale u as
(101)
G(N)(p1, · · · ,pN ;u) = 〈φ(p1) · · ·φ(pN)〉 (NG;u)
=
〈
U˜−1(0, u)φ(p1) U˜(0, u) · · · U˜−1(0, u)φ(pN)U−1(0, u)
〉
G
= 〈φu(p1) · · ·φu(pN)〉 G
+ s
[〈
φ¯u(p1)φu(p2) · · ·φu(pN)
〉
G + · · ·
+
〈
φu(p1) · · ·φu(pN−1)φ¯u(pN)
〉
G
]
+ s2
[〈
φ¯u(p1)φ¯u(p2)φu(p3) · · ·φu(pN)
〉
G
+ · · ·+ 〈φu(p1) · · · φ¯u(pN−1)φ¯u(pN)〉 G]
...
+ sN
〈
φ¯u(p1) · · · φ¯u(pN)
〉
G ,
where we have defined
φu(k) ≡ e− d2ue−f(k;u)φ(e−uk) (102)
φ¯u(k) ≡ e−n d2u
∫
q1···qn
h˜u(k, q1, · · · , qn)φ(e−uq1) · · ·φ(e−uqn) .
In other words, the icMERA circuit goes beyond the Gaussian approximation and cap-
tures scale dependent nonperturbative contributions for the N -th order correlator, which
are arranged in powers of the variational parameter s. As commented above, in order
to quantify to which extent the icMERA ansatz is nonperturbatively characterizing the
interactions of the theory under consideration, we have to explicitly calculate the expres-
sions for the connected part of these correlators. In this respect, the connected 2-point
and 4-point correlation functions in real space (see also [21]) given by the icMERA circuit
with a cubic non-Gaussian entangler B(u), i.e., with n = 2 in (102), are given by
G(2)c (ab;u) = D(ab, u) + s
2 χ2(ab, u) ,
G(3)c (abc;u) = s [χ3(abc;u)] + s
3 [χ4(ab,bc, ca;u)] ,
G(4)c (abcd;u) =
s2
2
[χ5(abcd;u)] + s
4 [χ6(abcd;u)] ,
(103)
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where D(ab;u) is
D(ab;u) =
1
2
∫
p
e−2f(p;u)F (pu) eip·xab , (104)
and bracketed quantities, which are given in Appendix B, correspond to a series of per-
mutations of the loop integrals8
χ2(ab;u) =
1
2
∫
p,q
Υ2(p,q, u)F (pu)F (qu) e
i(p+q)·xab
χ3(ab, cd;u) =
1
2
∫
pq
Υ3(p,q;u)F (pe
−u)F (qe−u) ei(p·xab+q·xcd) ,
χ4(ab, cd, ef ;u) =
∫
pqr
Υ4(p,q;u)F (pe
−u)F (qe−u)F (re−u)ei(p·xab+q·xcd+r·xef ) ,
χ5(ab, cd, ef ;u) =
∫
p,q,r
Υ5(p,q, r, u)F (pu)F (qu)F (ru) e
i(p·xab+q·xcd+r·xef)
χ6(ab, cd, ef ,gh;u) =
∫
p,q,r,s
Υ6(p,q, r, s, u)F (pu)F (qu)F (ru)F (su)
× ei(p·xab+q·xcd+r·xef+s·xgh) .
We have introduced the variational “vertices”
Υ2(p,q;u) = c(p,q;u)
2 ,
Υ3(p,q;u) = c(p,q;u) ,
Υ4(p,q;u) = c(p,q;u) c(q,−r;u) c(p, r;u) ,
Υ5(p,q, r;u) = c(p,q;u) c(p, r;u) ,
Υ6(p,q, r, s;u) = c(p,q;u) c(p, r;u) c(q, s;u) c(r, s;u).
(105)
and have used the compact notation a ≡ xa, ab ≡ xab ≡ xa − xb with pu ≡ p e−u. The
scale dependent variational functions are encoded in c(p,q;u), which is given by
c(p,q;u) ≡ h˜u(|p + q|, p, q) . (106)
It is worth to mention that icMERA, which involves scale dependent nonperturbatively
generated wavefunctionals, allows us to study regimes that interpolate between weak and
strong coupling. For example, the expressions for the connected parts of the 2- and 4-point
functions in (103) are fully determined and, depending on the optimal value of s, they
can receive both perturbative and nonperturbative contributions. As it will be shown in
the next section, in the self-interacting scalar λφ4 model, the parameter s ∝ λ. As a
result, one may infer from (103) that in the perturbative regime, G
(4)
c ∼ O(λ2) while the
nonperturbative effects are captured by the term s4. In this regard, in Appendix A we
provide a perturbative analysis of the connected correlators for the λφ4 theory.
8Here we follow the notation in [22,23]
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5.3 icMERA Circuit for the Scalar λφ4 Theory
In order to fully solve the icMERA tensor network and evaluate the previous expressions
for a concrete theory described by a Hamiltonian H, we must obtain the optimal values
for the variational parameters f(p;u), f(p, q1, · · · , qn;u) and s. This is addressed by
minimizing the expectation value of the energy density w.r.t the icMERA ansatz for a
fixed length scale u, i.e., 〈H〉u = 〈Ψu|H |Ψu〉 . Our aim here is to obtain the optimized
parameters for an icMERA tensor network circuit representing the ground state of the
self-interacting λφ4 scalar theory in (1+1) dimensions. The Hamiltonian density for this
model reads
H = 1
2
(
pi(x)2 + (∇φ(x))2)+ 1
2
m2 φ(x)2 +
λ
4!
φ(x)4 , (107)
where m and λ are the bare mass and the bare coupling of the theory respectively. The λφ4
scalar field theory in two dimensions provides an example of a nontrivial interacting field
theory. According to [35], this model experiences a second order phase transition at which
the vacuum changes continuously from a symmetric to a nonsymmetric state. However,
the rigorous proof [36] of this fact does not allow to compute the critical coupling. An
estimate was obtained by the variational Gaussian approximation [37], but this yields a
wrong critical behavior as it predicts a first order phase transition.
We will consider the icMERA given by a pi φ2 kind of nonquadratic interaction term
in the entangler K(u). With the icMERA ansatz given in (86), and taking into account
the following correlators when evaluated at the same point x,
〈φ(x)〉u = χ0 + sχ1(u) ≡ φc ,〈
φ2(x)
〉
u
= I(u) + φ2c + s
2 χ2(u) ,〈
φ4(x)
〉
u
= 3I(u)2 + 6s2(I(u)χ2(u) + χ5(u)) + 3s
4(χ2(u)
2 + χ6(u))
+ 4φc(3s χ3(u) + s
3 χ4(u)) + 6φ
2
c(I(u) + s
2χ2(u)) + φ
4
c ,
(108)
the expectation value of the energy functional for the λφ4 theory is given by
〈H〉 u = 〈Hkin〉 u + 1
2
m2(s2χ2(u) + φ
2
c) +
λ
4!
[
3I(u)2 + 6s2(I(u)χ2(u) + χ5(u))
+ 3s4(χ2(u)
2 + χ6(u)) + 4φc(3s χ3(u) + s
3 χ4(u)) + 6φ
2
c(I(u) + s
2χ2(u)) + φ
4
c
]
,
(109)
with
〈Hkin〉u =
1
4
∫
p
[
F (p;u)−1 + p2F (p;u)
]
+ s2χ7(u) , (110)
where F (p;u) is given in (32). Here, the momentum integrals χi(u), which are given in
Appendix B, here are evaluated at the same spatial point x and
I(u) ≡ 1
2
∫
p
F (p;u) . (111)
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The variational terms in the integrals χi can be understood as a kind of generalized
condensates yielded by the icMERA ansatz. To see this, we note that, for small s, the
term ∼ φc χ3(u) in (109) is the major contribution to the improvement of the energy value
compared to the Gaussian estimate (which is obtained when taking the limit s → 0 in
(109)) [21–23]. This term is formally equivalent to the one coming from the interaction
with a background field. In a Gaussian ansatz, that background field is given by χ0 in (31).
Indeed, it has been shown that the optimal χ3(u) contains an infinite series of contributions
to the two-point function that correspond to the “cactus”-diagrams resummation obtained
from a pure Gaussian ansatz [25]. This is in agreement with understanding χ’s in (109)
as a series of generalized non-Gaussian condensates.
In this sense, in some limits the Gaussian wavefunctional (31) turns out to be a special
case of the piφ2-kind of wavefunctionals yielded by icMERA [23]. The idea is to define P
and Q as the domain supports for the transformed p-modes of the field and the support
for the shifting q-modes respectively (see (91)). P is a sphere with volume VP and center
at the origin and Q is a spherical shell which surrounds P with volume VQ. Taking the
limit of small ε ≡ VP/VQ it is possible to show that the only “condensate” independent
of ε is χ1 while for the remaining χ’s one can easily obtain upper bounds which depend
on ε→ 0 [23]. By considering φc as a new parameter, the final energy expectation value
may be obtained directly from the Gaussian result by substituting χ0 → φc. Again, this
strongly suggests that the parameters χ act as a kind of “higher order” non-Gaussian
condensates that expand the ability of the ansatz to improve the variational estimation
of ground state energy.
Optimization
The optimal values of the variational parameters f(p;u) and f(p, q, r;u) can to be found
by setting
δ 〈H〉u
δf(p;u)
= 0 ,
δ 〈H〉u
δc(p,q;u)
= 0 . (112)
Despite this can be done in full generality, φc has to be fixed, in order for the trial
wavefunctions to be consistent with the Rayleigh-Ritz method [33, 34]. In other words,
one has to fix φc, and minimize with respect to the rest of the variational parameters. In
this form, this yields a set of nonlinear coupled equations that must be solved numerically
and self-consistently. These can be found in the appendices of [21]. As noted there, the
product s c(p,q;u) is really meaningful and one is allowed to fix
s = −4λφc , (113)
as a way to conveniently normalize c(p,q;u). With this at hand, here we will focus on
the solution of these equations when φc = 0, a value for which the optimization equations
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greatly simplify. On one hand, the optimization parameter f(p;u) reduces to the Gaussian
solution
f(p, u) =

1
4
log
Λ2e2u + µ2
ω2Λ
, p ≤ Λeu ,
1
4
log
p2 + µ2
ω2Λ
, p > Λeu ,
(114)
where µ2 is a variational mass term given by
µ2 = m2 +
λ
2
I(µ2) . (115)
Thus, the variational parameter appearing in the quadratic entangler K0(u) of icMERA
is
g(u) =
1
2
Λ2 e2u
µ2 + Λ2 e2u
. (116)
Because c(p,q;uUV ) = c(p,q;uIR) = 0, we need to solve the optimization equation for
c(p,q;u) at a particular scale. Then it is rather convenient to take the scale u∗ = log (µ/Λ)
in order to solve the equation for the variational parameter c(p,q;u). For an arbitrary
scale and to order O(µ/Λ), we obtain
f(p,q;u) =
ΓB(|p + q|, p, q)
F−1(|p + q|;u)(F−1(p;u) + F−1(q;u)) + |p + q|2+µ2 . (117)
On the other hand, recalling (89), and defining
f(p,q;u) ≡ f(|p + q|, p, q;u) , (118)
we may write
(119)
f(p,q;u) =
∫ u
0
g(|p + q|e−σ, pe−σ, qe−σ)dσ
=
∫ u
0
gB(σ)ΓB(|p + q|, p, q)Γ
( |p + q|
Λ
)
dσ
= ΓB(|p + q|, p, q)
∫ − log(Λ/|p+q|)
0
gB(σ)dσ .
Then, for |p + q|→ Λeu, and for the case in which f(p;u) 1, we have
∂f(p,q;u)
∂p
∣∣∣∣
|p+q|=Λeu
=
∂f(p,q;u)
∂q
∣∣∣∣
|p+q|=Λeu
=
e−ugB(u)
Λ
= − Λe
u
(3µ2 + Λ2e2u)2
, (120)
so the scale dependent variational parameter asssociated to the non-Gaussian entangler
B(u) in icMERA is given by
gB(u) = − Λ
2e2u(
3
4
µ2 + Λ2e2u
)2 . (121)
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This implies that
f(p,q;u) =

ΓB(|p + q|, p, q)
F−1(Λeu) [F−1(Λeu) + F−1(Λeu)] + Λ2e2u + µ2
, |p + q|≤ Λeu ,
ΓB(|p + q|, p, q)
F−1(|p + q|)(F−1(p) + F−1(q)) + |p + q|2+µ2 , |p + q|> Λe
u .
(122)
To fully solve the optimization process, we need to find the optimal values of the
variational cutoffs ∆1 and ∆2 inside ΓB for a given coupling. This can be achieved by
plugging the optimal expressions for f(p;u) and f(p,q;u) into (109) which leaves 〈H〉u
only as a function of ∆1 and ∆2. With this, it is straightforward to perform a direct
numerical search for values that minimize (109).
Correlation Functions
As mentioned above, once the optimal variational parameters of the icMERA-piφ2 circuit,
f(p, u) and f(p,q;u), are obtained for the λφ4 theory, then higher-order correlation func-
tions can be computed through equations (103). As commented previously, the knowledge
of higher order correlation functions is necessary for distinguishing the ground states of
an interacting system from of a noninteracting one. With the aim to illustrate the perfor-
mance of an optimized icMERA circuit, we have carried out computations of the connected
part of the two and four point correlation functions in (103) for the λφ4 theory. To this
end we have optimized the icMERA circuit for this model under the prescriptions given
above for different values the interaction strength. For the range of interaction strenghts
that have been considered, the results were ∆1 ≈ (3/50) ∆2 and ∆2 ≈ Λ. These values
present exhibit some slight changes for the range of λ that we considered.
Figure 1 shows the connected part of the two point correlation function G
(2)
c (x1,x2;u)
in (103) at different length scales. Taking u = log σ/Λ with σ an arbitrary mass scale
and an invariant probing distance regime given by L = 2, in the first row of the figure it
is shown G
(2)
c at a length scale labeled by σ = 0.1Λ, i.e., the 2-point correlation between
coarse grained sites x˜1 = x1e
u (horizontal axis) and x˜2e
u (vertical axis) ranging from [0, L]
in units of (0.1Λ)−1. Thus, we are probing the correlations at an intermediate scale still
far from the IR where the non-Gaussian features of the interactions are noteworthy. The
second row shows the 2-point correlations between coarse grained sites ranging from [0, L]
in units of the lattice spacing (0.01 Λ)−1, i.e., the correlations at very large distances. The
different columns show that an increasing of the interaction coupling results in a striking
growth of the ground state correlations that are also longer in range than in the free case.
Figure 2 shows the real space structure of the two contributions to the 4-point con-
nected correlation function G
(4)
c (abcd;u). The left plot of the figure represents the term
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Figure 1: Density plots of 2-point connected correlation function for the ground state of the
φ4 theory. The interaction strength varies from λ = 3.5 ( left), λ = 2.5 ( center) and λ = 1.5
( right). Top σ = 0.1 Λ. Bottom, σ = 0.01 Λ. Parameters in the calculation are given by m = 1,
φc = 1/
√
8 and Λ = 100.
s2
2
[χ5], which is dominant for small coupling strength λ. In the right part it is represented
s4 [χ6], which is the dominant part for larger coupling strengths. In order to visualize
the high dimensional data, we choose a (horizontal axis) and b (vertical axis) as points
ranging from [0, L] in units of Λ−1 (i.e., we show the structure of these contributions in
the deep UV regime), while c = L/4 and d = 3L/4 are fixed. Both contributions show
nonvanishing correlations along the antidiagonal section b = L − a which signals the
non-Gaussianity of the state.
Finally, in Figure 3 we show the real space structure of the s2-contribution to the
4-point connected correlations for different interaction strengths and length scales. The
value of these correlations dramatically diminishes for mass scales smaller than σ ∼ 0.01Λ,
which is in agreement with the expected cMERA Gaussianization of the state as one
approaches the deep IR regime. Our results also show that icMERA is able to capture
proper and characteristic scale dependent information about the system at larger orders
than those provided by the Gaussian ansatz. Such scale dependence occurs because of
the variationally optimized “vertices” Υ5 and Υ6 in Eq. (105).
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Figure 2: Density plot of the two contributions to the 4-point connected correlation function for
λ = 2 and σ = 0.3.
6 Discussion
The non-Gaussian icMERA circuit presented in this work introduces a new variational
tool to address strongly interacting field theories by means of a systematic building of
non-Gaussian wavefunctionals. In this sense, icMERA provides a tool to study how the
structure of interactions are encoded in the correlations and the entanglement patterns of
the wavefunctionals of interacting field theories. In our proposal, we have shown that the
icMERA circuit allows us to probe, at different length scales, the genuinely non-Gaussian
structure of the interactions in a theory. Regarding the aforementioned entanglement
patterns, those are well understood for the case of free theories in terms of the RG flow
implemented by the Gaussian cMERA. In the case of interacting theories, it is expected
that non-Gaussian correlations establish more complex patterns of entanglement at dif-
ferent length scales. Thus, it would be very interesting to carry out a systematic study of
these quantum correlations in future works.
Taking into account the predictability of our method (which is obviously based on its
calculability), it would be interesting to elucidate to what extent the MERA discrete ten-
sor network is able to capture genuinely non-Gaussian features (as for example, connected
correlators) when applied to interacting theories.
On the other hand, the multiscale approach provided by an icMERA circuit, may be
useful to address recent experimental data on higher order correlation functions in many
body systems [38,39]. As a fact, despite the most fundamental laws of physics are usually
explored in experiments probing the smallest distances, it has been recently shown that
models designed to give account of the observations in these high energy experiments, may
emerge as effective descriptions of many-body systems at lower energies, e.g. in condensed
matter physics and quantum simulation experiments. Hence, it is worth to investigate
how an icMERA circuit could give account of these data by fixing the laboratory cutoff
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Figure 3: Density plots of s4 [χ5]. (Top) σ = 0.3 Λ (Bottom) σ = 0.07 Λ. Left λ = 2.0, Right
λ = 1.0.
and the scale energy at which the experiment is performed.
This actually connects to the fact that it is not clear that our ansatz captures the full
nonperturbative structure of the ground state of the φ4 model, which is a very interesting
question to be addressed in a near future.
Finally, having such a robust prescription to address the entanglement renormalization
of interacting theories at a nonperturbative level, we expect to unveil in a near future the
concrete holographic realizations that icMERA is able to exhibit. For example, it would
be interesting to explore the complexity of QFT from a cMERA point of view [9,28,40,41].
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A icMERA at a Perturbative Regime in λφ4
In this appendix, we carry out an analysis of the connected part of the correlation functions
yielded by an icMERA circuit in the weak interaction regime. We compare the well
known perturbative diagrammatic expansions of the λφ4 theory for this correlators with
the diagrammatic structure associated to an icMERA circuit.
A.1 Connected diagrams for G
(2)
c and G
(4)
c
The lowest contributions to the perturbative diagramatic expansion of the two and four-
point functions of the λφ4 theory in the normal phase of the system (e.g, φc = 0) are
given in terms of the following Feynman diagrams (see, for example [42]):
(123)
= +
+ +
+ + O(λ3) .
The diagrams for the connected part of the 4-point function are depicted as
= + + + O(λ3) .
(124)
In both cases, some of the contributing Feynman diagrams are genuinely non-Gaussian,
as the series expansions go beyond the resummation of ”cactus”-like diagrams carried out
by a Gaussian ansatz. In the following subsection we will explain how the icMERA
methods precisely accounts for such non-Gaussian contributions when a small coupling
regime is considered.
A.2 Perturbative analysis of G
(n)
c in icMERA
Depending on the number of fields n that we consider in the nonlinear canonical transfor-
mations presented in Section 4.1, our icMERA variational ansatz will be more suitable to
capture the ground state of the symmetric or asymmetric phases. For the λφ4 potential,
the transformation piφ2 (resp. piφ3) preserves (resp. breaks) the Z2 symmetry of the model
and thus, approaches the ground state in the symmetric (resp. asymmetric) phase.
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Additionally, it is obvious that the type of transformation also affects the perturbative
expansion of the correlators. In order to carry out an analysis of the genuine effects of
the non-Gaussian transformations, we will denote the resummation of the cactus-type
diagrams carried out by the Gaussian part of the ansatz, namely the purely Gaussian
corrections to the propagator, by a thick line:
(125)
= +
+ + O(λ3) .
To implement the weak coupling limit in icMERA, we have to focus on the product
s · c(p,q;u), which induces the “variational vertices” in the theory. Firstly, we have to
impose that s ∝ λ. This implies that, for the G(k)c correlators, our formalism will capture
O(λk) Feynman diagrams.
Secondly, let us note that the optimization condition of icMERA for f(p,q;u) in
Eq. (112) of the main text, imposes a Schwinger-Dyson-like equation on the variational
parameter c(p,q;u), as it has been previously shown in Appendix B of [21] (see also
[24]). Here, we observe that the leading order term of such vertex is proportional to the
propagator, c(p,q;u) ∝ F (|p + q|;u).
As a consequence, the connected correlators (103) and, in particular, each of the χi
integrals introduced in Appendix B admit a precise diagrammatic expansion. Despite here
we will restrict ourselves to the transformations piφ2 and piφ3, it would be interesting to
study other nonlinear transformations and gain a better understanding of the generalized
condensates that they give rise to.
The piφ2 entangler
With this type of entangler, the scale dependent canonical transformation of the fields
implemented by an icMERA circuit breaks the φ → −φ invariance of the λφ4 model.
Thus, in case the ground state is in the symmetric phase, the icMERA circuit uses the
degrees of freedom in the symmetry-breaking transformation to minimize its energy [22].
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In the weak interacting limit, the connected 1-,2-,3-, and 4-pt functions are given by [21]
G(1)c = λ ,
G(2)c = + λ
2 ,
G(3)c = λ + λ
3 ,
G(4)c = λ
2 + λ4 .
In order of appearance (except the ”thick”-free propagator), each of these diagrams cor-
responds to the χi integrals introduced in Appendix B, for i = 1, . . . , 6.
The piφ3 entangler
In this case, the Z2 symmetry of the model remains unbroken and only G(2n)c are nonzero.
As a consequence, the non-Gaussian diagrams in (123) and (124) are captured. In this
case, the G
(2)
c and G
(4)
c correlators admit the following expansion:
G(2)c = + λ
2 ,
G(4)c = λ + λ
2 + λ3
+ λ4 + λ4 .
Further details on the analog of the χi generalized condensates for the piφ
3 transformation
can be found in [23].
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B χ integrals
The loop integrals χi which are related to the circuit pi φ
2 depend on both positions
and the renormalization scale u. Once the optimal variational parameters f(p;u) and
f(p, q1, q2;u) are obtained for a particular theory, then higher order correlation functions
can be computed through them. Denoting
c(p,q;u) ≡ h˜u(|p + q|e−u, pe−u, qe−u) , (126)
their explicit expressions can be written as
χ1(u) =
1
2
∫
p
c(p,−p;u) F (pe−u) , (127)
χ2(ab;u) =
1
2
∫
pq
c(p,q;u)2F (pe−u)F (qe−u) ei(p+q)·xab , (128)
χ3(ab, cd;u) =
1
2
∫
pq
c(p,q;u)F (pe−u)F (qe−u) ei(p·xab+q·xcd) , (129)
χ4(ab, cd, ef ;u) =
∫
pqr
c(p,q;u) c(q,−r;u) c(p, r;u)F (pe−u)F (qe−u)F (re−u)
(130)
× ei(p·xab+q·xcd+r·xef ) ,
χ5(ab, cd, ef ;u) =
∫
pqr
c(p, r;u) c(q, r;u)F (pe−u)F (qe−u)F (re−u)ei(p·xab+q·xcd+r·xef ) ,
(131)
χ6(ab, cd, ef ,gh;u) =
∫
pqrs
c(p,q;u) c(p, r;u) c(q, s;u) c(r, s;u) (132)
× F (pe−u)F (qe−u)F (re−u)F (se−u)ei(p·xab+q·xcd+r·xef+s·xgh) ,
χ7(u) =
1
4
∫
pq
[
c(p,q;u)2(|p + q|e−u)2F (pe−u)F (qe−u) (133)
+ c(|p + q|,−q;u)2F (qe−u)F (pe−u)−1
]
.
With this, the quantities in brackets appearing in (103) are given by
[χ5(1234)] = χ5(12, 32, 14) + χ5(12, 42, 13) + χ5(13, 23, 14) + χ5(13, 43, 12)
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+ χ5(14, 24, 13) + χ5(14, 34, 12) + χ5(23, 13, 24) + χ5(23, 43, 21)
+ χ5(24, 14, 23) + χ5(24, 34, 21) + χ5(34, 14, 32) + χ5(34, 24, 31) ,
[χ6(1234)] = χ6(12, 23, 34, 14) + χ6(13, 34, 24, 12) + χ6(13, 14, 23, 24) , (134)
where the explicit dependence on u has been dropped for clarity.
References
[1] G. Vidal. “Entanglement renormalization.” Physical Review Letters 99.22 (2007): 220405.
[2] G. Vidal. “Class of quantum many-body states that can be efficiently simulated.” Physical
Review Letters 101.11 (2008): 110501.
[3] J.Haegeman, T. J. Osborne, H.Verschelde, F. Verstraete. ”Entanglement renormalization
for quantum fields in real space.” Physical Review Letters 110 (2013): 100402.
[4] M. Nozaki, S. Ryu, T.Takayanagi. ”Holographic geometry of entanglement renormalization
in quantum field theories.” Journal of High Energy Physics 10 (2012): 1-40.
[5] B. Swingle, ”Entanglement Renormalization and Holography”, Phys. Rev. D 86, 065007
(2012). 0905.1317.
[6] M. Miyaji, T. Numasawa, N. Shiba, T. Takayanagi and K. Watanabe, ”Continuous Mul-
tiscale Entanglement Renormalization Ansatz as Holographic Surface-State Correspon-
dence”, Physical Review Letters 115,(2015) 171602.
[7] M. Miyaji, T. Takayanagi and K. Watanabe, ”From Path Integrals to Tensor Networks for
AdS/CFT”, Phys. Rev. D 95, 066004 (2017). 1609.04645.
[8] A. Mollabashi, M. Nozaki, S. Ryu and T. Takayanagi, ”Holographic geometry of cMERA
for quantum quenches and finite temperature”, Journal of High Energy Physics 03(2014),
98, [1311.6095].
[9] P. Caputa, N. Kundu, M. Miyaji, T. Takayanagi and K. Watanabe, ”AdS from Optimization
of Path-Integrals in CFTs”, 1703.00456. Phys.Rev.Lett. 119 (2017) no.7, 071602.
[10] J. Molina-Vilaplana, ”Information geometry of entanglement renormalization for free quan-
tum fields”, Journal of High Energy Physics 03(2015).
[11] J. Molina-Vilaplana, ”Entanglement renormalization and two dimensional string theory”,
Physics Letters B, 755 (2016) 421-425.
[12] V.Stojevic, J. Haegeman, I. P. McCulloch, L. Tagliacozzo, F. Verstraete. “Conformal Data
from Finite Entanglement Scaling.” Physical Review B91. (2015) 035120
39
[13] A. Franco-Rubio, G. Vidal ”Entanglement renormalization for gauge invariant quantum
fields”, arXiv:1910.11815 [quant-ph]
[14] A.Franco-Rubio, G.Vidal, ”Entanglement and correlations in the continuous multi-scale
entanglement renormalization ansatz”, Journal of High Energy Physics 12 (2017):129.
[15] I. Kogan, A. Kovner ”A variational approach to the QCD wave functional:Dynamical mass
generation and confinement”, Phys.Rev. D 52 (1995) 3719-3734
[16] M. Moshe and J. Zinn-Justin, ”Quantum Field Theory in the Large N Limit: a review”
Phys.Rept.385 69-228 (2003) [hep-th/0306133]
[17] J. S. Cotler, J. Molina-Vilaplana and M. T. Mueller, ”A Gaussian Variational Approach to
cMERA for Interacting Fields” [1612.02427].
[18] J. Cotler, M. Reza Mohammadi Mozaffar, A. Mollabashi, A. Naseh, ”Entanglement Renor-
malization for Weakly Interacting Fields” Physical Review D 99 (2019): 085005.
[19] J. Cotler, M. Reza Mohammadi Mozaffar, A. Mollabashi, A. Naseh, ”Renormalization
Group Circuits for Weakly Interacting Continuum Field Theories”, Fortschritte der Physik
67 (2019) 1900038.
[20] Y. Zou, M. Ganahl, G. Vidal ”Magic entanglement renormalization for quantum fields”
[1906.04218].
[21] J J. Fernandez-Melgarejo, J. Molina-Vilaplana, E. Torrente-Lujan ”Entanglement Renor-
malization for Interacting Field Theories”, Physical Review D 100, 065025 (2019).
[22] L. Polley and U. Ritschel, ”Second Order Phase Transition in λφ4 in Two-dimensions With
Nongaussian Variational Approximation”, Phys. Lett. B 221,44 (1989).
[23] U. Ritschel, ”Improved effective potential by nonlinear canonical transformations”,
Zeitschrift fr Physik C 47(3):457-467 (1990).
[24] R. Iban˜ez-Meier, A. Mattingly, U. Ritschel, and P. M. Stevenson, ”Variational calculations
of the effective potential with non-Gaussian trial wave functionals”, Phys.Rev. D 45, (1992)
15,
[25] U. Ritschel, ”Non-Gaussian corrections to Higgs mass in autonomous λφ43+1 ”, Zeitschrift
fr Physik C 63:345-350 (1994).
[26] C.M. Bender and G.V.Dunne, “Exact solutions to operator differential equations,” Phys.
Rev. D 40 (1989) no.8, 2739.
[27] C.M. Bender and G.V. Dunne, “Integration of Operator Differential Equations,” Phys. Rev.
D 40, 3504 (1989).
40
[28] A. Bhattacharyya, A.Shekar and A. Sinha, “Circuit complexity in interacting QFTs and
RG flows,” JHEP 1810, 140 (2018) [arXiv:1808.03105 [hep-th]].
[29] Barnes, Ted, and G. I. Ghandour. “Renormalization of trial wave functionals using the
effective potential.” Physical Review D 22.4 (1980): 924.
[30] D.J. Gross, A. Neveu, ”Dynamical symmetry breaking in asymptotically free field theories”.
Phys. Rev. D. 10 (10): 32353253.
[31] T. Ortin, “Gravity and strings,” doi:10.1017/CBO9780511616563
[32] J. Zinn-Justin, ”Quantum Field Theory and Critical Phenomena”, Oxford : Clarendon
Press, International Series of Monographs on Physics, 1996.
[33] M. Sher, “Electroweak Higgs Potentials and Vacuum Stability,” Phys. Rept. 179 (1989)
273.
[34] P.M. Stevenson, “The Gaussian Effective Potential. 2. Lambda phi**4 Field Theory,” Phys.
Rev. D 32 (1985) 1389. doi:10.1103/PhysRevD.32.1389
[35] S.J. Chang, ”Existence of a second-order phase transition in a two-dimensional φ4 field
theory”, Phys. Rev. D13, 2778 (1976);
[36] O. A. McBryan, J. Rosen, ”Existence of the critical point in φ4 field theory”, Comm.
Math.Phys., 51, 97105(1976);
[37] S.J. Chang, ”Quantum fluctuations in a φ4 field theory. I. Stability of the vacuum”, Phys.
Rev. D12, 1071 (1975);
[38] I. Kukuljan, S. Sotiriadis and G. Takacs, “Correlation Functions of the Quantum Sine-
Gordon Model in and out of Equilibrium,” Phys. Rev. Lett. 121, 110402 (2018)
[39] T. Schweigler, V. Kasper, S. Erne, I. Mazets, B. Rauer, F. Cataldini, T. Langen, T. Gasen-
zer, J. Berges , J. Schmiedmayer “Experimental characterization of a quantum many-body
system via higher-order correlations,” Nature 545, 323-326 (2017)
[40] S. Chapman, M. P. Heller, H. Marrochio and F. Pastawski, “Toward a Definition of Com-
plexity for Quantum Field Theory States,” Phys. Rev. Lett. 120, no. 12, 121602 (2018)
doi:10.1103/PhysRevLett.120.121602
[41] R. Jefferson and R. C. Myers, “Circuit complexity in quantum field theory,” JHEP 1710,
107 (2017) doi:10.1007/JHEP10(2017)107
[42] P. Ramond, “Field Theory. A Modern Primer,” Front. Phys. 51 (1981), 1-397
41
