Ensemble of Neural Network (NN) models are known to yield improvements in accuracy. Furthermore, they have been empirically shown to yield robust measures of uncertainty, though without theoretical guarantees. However, ensembles come at high computational and memory cost, which may be prohibitive for certain application. There has been significant work done on the distillation of an ensemble into a single model. Such approaches decrease computational cost and allow a single model to achieve accuracy comparable to that of an ensemble. However, information about the diversity of the ensemble, which can yield estimates of knowledge uncertainty, is lost. Recently, a new class of models, called Prior Networks, has been proposed, which allows a single neural network to explicitly model a distribution over output distributions, effectively emulating an ensemble. In this work ensembles and Prior Networks are combined to yield a novel approach called Ensemble Distribution Distillation (EnD 2 ), which allows distilling an ensemble into a single Prior Network. This allows a single model to retain both the improved classification performance as well as measures of diversity of the ensemble. In this initial investigation the properties of EnD 2 have been investigated and confirmed on an artificial dataset.
Introduction
Neural Networks (NNs) have become the dominant approach to addressing computer vision (CV) [1, 2, 3] , natural language processing (NLP) [4, 5, 6] , speech recognition (ASR) [7, 8] and bioinformatics [9, 10] tasks. Despite impressive, and ever improving, supervised learning performance, NNs tend to make over-confident predictions [11] and until recently have been unable to provide measures of uncertainty in their predictions. Estimating uncertainty in a model's predictions is important, as it enables, for example, the safety of an AI system [12] to be increased by acting on the model's prediction in an informed manner. This is crucial to applications where the cost of an error is high, such as in autonomous vehicle control and medical, financial and legal fields.
A well known class of approaches which allows to both increase the accuracy of predictions and yield useful measures of uncertainty are Ensemble Approaches. Ensembles of NNs are known to yield increased accuracy over single models [13] , allow useful measures of uncertainty to be derived [11] and also provide defense against adversarial attack [14] . Ensemble approaches have also been successfully applied in the area of speech recognition [15, 16] . Currently, there is both a range of Bayesian Monte-Carlo approaches [17, 18, 19] , as well as non-Bayesian approaches, such as random-initialization and bagging, to generating ensembles.
A fundamental limitation of ensembles is that the computational cost of training and inference can be many times greater than that of a single model, which is a significant limitation. One solution is to distill an ensemble of models into a single network which should yield the mean predictions of the ensemble [20, 21] . However, this collapses an ensemble of conditional distributions over classes into a single point-estimate conditional distribution over classes. As a result, knowledge about the diversity of the ensemble is lost, which prevents measures of knowledge uncertainty, such as mutual information [22, 23] from being estimated.
A new class of models was recently introduced, known as Prior Networks [22] , which explicitly model a conditional Distribution over categorical distributions by parameterizing a Dirichlet distribution. These models were shown to achieve excellent results for out-of-distribution input detection and misclassification detection. However, the training of a Prior Network requires the construction of an in-domain and out-of-distribution target Dirichlet distributions. This construction can potentially be mis-specified, which may lead to poor performance. In this work we investigate the Distillation of an Ensemble of Models into a Prior Network, which shall be referred to as Ensemble Distribution Distillation (EnD 2 ) as a way to both preserve the information in an ensemble and improving the performance of a Prior Network.
The contributions of this work are as follows: the distillation of an ensemble of neural network models into a single Prior Network is investigated on artificial data which allows the behaviour of the ensemble to be visualized.
Ensembles
In this work a Bayesian viewpoint on ensembles is adopted, as it provides a particularly elegant probabilistic framework which allows knowledge uncertainty to be linked to Bayesian model uncertainty. However, it is also possible construct ensembles using a range of non-Bayesian approaches. For example, it is possible to explicitly construct an ensemble of M models by training on the same data with different random seeds [11] and/or different model architectures. Alternatively, it is possible to generate ensembles via Bootstrap approaches [13, 24] , where each model is trained on a re-sampled version of the training data.
The essence of Bayesian methods is to treat the model parameters θ as random variables and place a prior distribution p(θ) over them to compute a posterior distribution over models p(θ|D) via Bayes' rule:
Here, model uncertainty is captured in the posterior distribution p(θ|D).
Consider an ensemble of models sampled from the posterior:
where π are the parameters of a categorical distribution:
The expected predictive distribution for a test input x * is obtained by taking the expectation with respect to the model posterior:
Each of the models θ yield a different estimate of data uncertainty. Uncertainty in predictions due to model uncertainty is expressed as the level of spread, or 'disagreement', of a ensemble sampled from the posterior. The aim is to craft a posterior p(θ|D), via appropriate choice of prior p(θ), which yields an ensemble that exhibits the set of behaviours described in figure 1 . Specifically, for an in-domain test input x * the ensemble should yield a consistent set of predictions with little spread, as described in figure 1a and figure 1b. In other words, the models should agree in their estimates of data uncertainty. On the other hand, for inputs which are different from the training data the models in the ensemble should 'disagree' and produce a diverse set of predictions, as shown in figure 1c . Ideally, the models should yield increasingly diverse predictions as input x * moves further away from the training data. If an input is completely unlike the training data, then the level of disagreement should be significant. Measures of model uncertainty will capture knowledge uncertainty given an appropriate choice of prior. However, if a prior p(θ) which doesn't yield the behavior in figure 1 is chosen, then model uncertainty will not capture knowledge uncertainty. Given an ensemble P(y|x
which exhibits the desired set of behaviours, the entropy of the expected distribution P(y|x * , D) can be used as a measure of total uncertainty in the prediction. Uncertainty in predictions due to model uncertainty can be assessed via measures of the spread, or 'disagreement', of the ensemble such as Mutual Information:
This formulation of mutual information allows the total uncertainty to decomposed into model uncertainty and expected data uncertainty. The entropy of the expected distribution, or total uncertainty, will be high whenever the model is uncertain -both in regions of severe class overlap and out-ofdomain. However, the difference of the entropy of the expected posterior and the expected entropy of the posterior will be non-zero only if the models disagree. For example, in regions of class overlap each member of the ensemble will yield a high entropy posterior (figure 1b) -the entropy of the expected and the expected entropy will be similar and mutual information will be low. In this situation total uncertainty is dominated by data uncertainty. On the other hand, for out-of-domain inputs the ensemble yields diverse posterior distributions over classes such that the expected posterior over classes is near uniform (figure 1c) while the expected entropy may be much lower. In this region of input space the models' understanding of data is low and the estimates of expected data uncertainty are poor.
Ensemble Distribution Distillation
Previous work [20, 21] has investigated distilling a single large network into a smaller one and an ensemble of large networks into a single neural networks. In general, this is done by minimizing the KL-divergence between the model and the expected predictive distribution of an ensemble:
This approach essentially allows a single model to capture the mean of an ensemble, allowing the model to achieve a higher classification performance at far lower computational cost. However, the limitation of this approach with regards to uncertainty estimation is that information about the diversity of the ensemble is lost. As a result, it is no longer possible to decompose total uncertainty into knowledge uncertainty and data uncertainty via mutual information, given in equation 5. In this section we propose an approach called Ensemble Distribution Distillation (EnD 2 ) which allows a single model to capture not only the mean of an ensemble, but also its diversity.
An ensemble of models can be viewed as a set of samples from an implicit distribution of output distributions:
Recently a new class of models was proposed, called Prior Networks [22] , which explicitly parameterize a conditional distribution over output distributions p(π|x * ;θ) using a single neural network. As Prior Networks model a distribution over distributions, they are capable of yielding the same measure of uncertainty as an ensemble. A Prior Network p(π|x * ;θ) models a distribution over categorical output distributions by parameterizing the Dirichlet distribution.
Here we consider how an ensemble, which is a set of samples from an implicit distribution over distributions, can be distribution distilled into an explicit distributions over distributions modelled using a single Prior Network model:
First, a training dataset D ens is composed of the inputs x i from the origin training set D = x i , y i and the categorical distributions π (1:M) derived from the ensemble for each input.
This yield a new empirical distributionp(x, π). Given this empirical distribution, the Prior Network p(π|x; θ) is trained by minimizing the negative log-likelihood of each categorical distribution π
Thus, Ensemble Distribution Distillation is a straightforward application of maximum-likelihood estimation to Prior Network models.
Given a distribution-distilled Prior Network, the predictive distribution is given by the expected categorical distribution under the Dirichlet prior:
Separable measures of uncertainty can be obtained by considering the mutual information between the prediction y and the parameters of π of the categorical:
Expected Data Uncertainty (13) Similar to equation 5, this expression allows total uncertainty, given by the entropy of the expected distribution, to be decomposed into data uncertainty and knowledge uncertainty. If ensemble distribution distillation for completely successful, then the measures of uncertainty derivable from a distribution-distilled Prior Network should be identical to those derived from the original ensemble.
Experiments on Artificial Data
The current section investigates Ensemble Distribution Distillation (EnD 2 ) on an artificial toy dataset, described in figure 2a. This dataset consists of 3 spiral arms extending from the center, with both increasing noise and increasing distance between each of the arms. Each arm corresponds to a class. This dataset is chosen such that it is not linearly separable and requires a powerful model to correctly model the decision boundaries and also such that there are definite regions of class overlap. In the following set of experiments, an ensemble of 100 neural networks is constructed by training neural networks from 100 different random initializations. A smaller (sub) ensemble of only 10 neural networks is also considered. The models are trained on 3000 data-points samples from the 3-spiral dataset, with 1000 examples per class. The classification performance of EnD 2 is compared to the performance of individual neural networks, the overall ensemble and Ensemble Distillation (EnD). The results are presented in table 1. The results show that an ensemble 10 models has a clear performance gain compared to the mean performance of 100 individual models. An ensemble of 100 models has a smaller performance gain over an ensemble of only 10 models. Ensemble Distillation (EnD) is able to recover the classification performance of both an ensemble of 10 and 100 models with only very minor degradation in performance. Finally, Ensemble Distribution Distillation is also able to recover most of the performance gain of an ensemble, but with a slightly larger degradation. This is likely due to forcing a single model to learn not only the mean, but also the distribution around it, which likely requires more capacity from the network.
Num. models Individual Ensemble EnD EnD
The measures of uncertainty derived form an ensemble of 100 models and from Ensemble Distribution Distillation are presented in figure 3 . The results show that EnD 2 successfully capture data uncertainty and also correctly decomposes total uncertainty into knowledge uncertainty and data uncertainty. However, it fails to appropriately capture knowledge uncertainty further away from the region of training, as there are obvious dark holes in figure 3f, where the model yields low knowledge uncertainty far from the region of training data. Table 2 : Classification Performance (% Accuracy) on D test does not decrease significantly when outof-domain (OOD) data included in the distillation dataset. Data for an ensemble of a 100 models.
In order to overcome this issues, a thick ring of input far from the training data were sampled, as depicted in figure 2b . The predictions of the ensemble were obtained for these input points and used as additional out-of-distribution training data D OOD . is a minor drop in performance of both distillation approaches both on models trained on 10 and 100 models. However, the overall level of performance is not compromised and is still higher than the average performance of each individual DNN model. The behaviour of measures of uncertainty derived from Ensemble Distribution Distillation with additional out-of-distribution training data are shown in figure 4 .
These results show that given the out-of-distribution behaviour of an ensemble is explicitly distribution-distilled into a Prior Network, it will successfully capture that behaviour. However, Ensemble Distribution Distillation will not necessarily always capture out-of-distribution behaviour based purely on the in-domain behaviour of an ensemble. This is likely compounded by the fact that the diversity of an ensemble on training data which the model has seen is smaller than the diversity of an ensemble on a heldout test-set. This suggests that future work should investigate ways of enhancing the existing diversity of an ensemble on the training data in order. 
Conclusion
This work is a preliminary investigation the distillation of ensembles into a single Prior Network model such that it exhibits the improved classification performance of an ensemble and retains information about the diversity of an ensemble. This approach is referred to as Ensemble Distribution Distillation. In this work an ensemble of models is distilled into a single Prior Network by maximizing the likelihood of the ensemble's predictions given the input. Experiments described in section 4 show than on artificial 3-class spiral data it is possible to fully distill an ensemble into a single neural network such that the Prior Network retains the classification performance of an ensemble. Furthermore, it is shown that the measures of uncertainty provided by a Prior Network match the behaviour of the measures of uncertainty derived from an Ensemble of models. However, this required obtaining out-of-distribution inputs on which the ensemble is highly diverse in order to allow the distribution-distilled model to learn appropriate out-of-distribution behaviour. However, these preliminary results are promising and show that Ensemble Distribution Distillation allows a single model to capture the properties of an ensemble, but at significantly reduced computational cost. Future work must investigate scaling this approach to artificial datasets with a large number of classes and then to real image datasets, such as CIFAR-10, CIFAR-100, TinyImageNet and ImageNet.
