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An Introduction to Wavelet Theory and Analysis 1 Introduction
The theory behind wavelets has been developed during the last twenty to thirty years independently by mathematicians, scientists and engineers working in the areas of harmonic analysis theory (Calderon, 1964) , filter bank theory (Esteban & Galand, 1977; Smith & Barnwell, 1986; Vetterli, 1984) , and quantum mechanics (Aslaksen & Klauder, 1968) . Morlet (1983) proposed the use of wavelets for analysis of seismic data and first coined the term "wavelets." From 1987 to 1992, synthesis of these cross-disciplinary approaches evolved into wavelet analysis. Wavelet analysis has been used in a variety of applications, including image compression (DeVore, Jawerth & Lucier, 1992) , signal denoising (Donoho & Johnstone, 1994) , noise reduction (Esteban & Galand, 1977) speech and music processing (Kronland-Martinet, 1988) , sound pattern analysis (KronlandMartinet, Morlet & Grossmann, 1987) and sound synthesis (Miner, 1998 This report presents information on wavelet theory and the wavelet transform technique. The intention is to provide the basic concepts necessary for applying wavelets to problems. The content for this report was distilled from several books on wavelets (Daubechies, 1992; Ogden, 1997; Cohen& Ryan, 1995; Misiti, et al., 1996; Kaiser 1994; and Strang & Nguyen, 1996) . These books provide a detailed mathematical treatment of the wavelet theory that is summarized here. 
Fourier Theory
Jean Fourier developed the Fourier theorem in 1822 (Resnick & Halliday, 1960 The Fourier transform is a mathematical technique based on this theorem that breaks a signal up into its constituent sinusoidal components. This section briefly reviews the mathematics of the Fourier Transform method.
The Fourier Transform
The Fourier Transform (FT) is a method for decomposing a time domain signal into its constituent frequency components. The standard continuous FT pair of equations is as follows (Oppenheim & Schafer, 1989 ). (Cohen & Ryan, 1995) . The STFT views (and analyzes) the input signal in sections through a moving window function.
This technique provides analysis of signals with time-varying information; however, the analysis resolution is limited by the choice of window size. This section describes the STFT technique and provides an example use of the STFT in music synthesis.
Mathematics of the Short-time Fourier Transform
The STFT method calculates afiame of Fourier coefficients by applying the FT to a localized time-slice of the signal as seen through a window fiction. The window is moved or "hopped" over by a specified amount of time, and then another windowed FT is perilormed. The discrete STFT is represented mathematically as follows (Oppenheim & Schafer, 1989; Serra & Smith, 1990) :
is a discrete input signal, 1is a particular frame, His the hop size, w[n] is the window function, o is the radian frequency and X(7, O) are the resulting set of FT coefllcients for the frame.
In Equation 3.1, the discrete analysis window fimction, w [n] , determines the portion of the input signal to be processed at a particular fiarne 1. H is a constant that represents the hop-size, or amount to move the signal. The STFT computes a FT spectrum on a window-sized portion of the input signal, x[n], at every fkirne 1. The signal is advanced by the hop-size, H, thereby "sliding" it past the window fi.mction.
Thus, at each frame, 1,a different portion of the signal is viewed through the window and is analyzed with a FT.
The choice of analysis window determines the smoothness of the spectrum and the detectability of different sinusoidal components. The most commonly used windows are the Rectangular, Hamming, Harming, Kaiser, Blackman and Blackman-Harris. Harris
(1978) provides a description of these window fimctions and the trade-offs for each. The characteristics of the analysis window remain fixed for the duration of the STFT analysis.
Inverse Short-time Fourier Transform Methods
The inverse STFT is the process of reconstructing the original signal from an STFT decomposition. Allen &Rabiner(1977) provide an in-depth description of two inverse STFT methods, the filter-bank summation (FBS) method and the overlap-add (OLA) method. The methods are complementary and have a formal duality.
The FBS approach modulates the X(., @ STFT coefficients back to frequency co, and then sums the results over all frequencies. This is reasonable because X(n, @ is a low-pass, band-centered representation of the input signal for any frequency, O.
The OLA approach is based on the traditional FT interpretation of the STFT.
This method is often superior to FBS when modifications are made to the STFT results prior to synthesis. The OLA method is based on the fact that the X(7, O) STFT coefficients are essentially FTs of the sequence
[n] represents the FT of the windowed signal at fiarne 1. Thus, the original
signal samples can be recovered by taking the inverse FT of X(i',@ and dividing out the window function (provided the window has at least one nonzero sample). The normalized inverse STFT follows directly from the FT synthesis equation as follows:
Equation 3.3 shows that an inverse FT is performed on each analysis frame result. The complete signal is reconstructed bys umming the 1frames of inverse FT results:
Discussion
The STFT examines an input signal in time segments as determined by the 
Wavelet Theory
This section presents an overview of wavelet theory and wavelet analysis.
Standard notations are defined in the first section, followed by the historical development of'wavelets. Next the mathematics of the discrete wavelet transform are presented including an illustrative example of how to perform a wavelet analysis. Next, the relationship between wavelets and scaling functions is defined. Understanding this relationship is important for understanding the basis of the inverse wavelet transform that provides perfect signal reconstruction. The final sections describe efficient algorithms for performing discrete wavelet transforms and inverse discrete wavelet transforms.
Definitions and Notation
Th following definitions and notations are used throughout this section:
'R the set of real numbers (-m, m).
Z the set of integers {..., -2, -1, 0, 1, 2, ...}. Orthonorrnal wavelet functions define a specific set of filters for efficient signal decomposition and reconstruction. With the high speed of today's computer systems, real-time wavelet synthesis is feasible using these wavelet functions. Stromberg (1982) is often credited with the development of orthonormal wavelets; however, the orthononnal wavelet system introduced by Yves Meyer in 1985 received more recognition and became popularly Imowmas the Meyer basis (Meyer, 1993) .
Esteban&Galand (1977) in their subband coding research, proposed a filtering scheme that did not introduce signal aliasing. With this scheme, signals are filtered into low and high frequency components with a pair of filters. The filters are mirror images with respect to the middle, or quadrature fkequency, x/2 (Strang & Nguyen, 1996) . Stephane Mallat (1989) proposed the Fast Wavelet Transform (FWT) algorithm for the computation of wavelets in 1987. This technique was similar to noise reduction techniques developed in the 1970s (Esteban & Galand, 1977) . Both of these techniques are unified by the concept of multiresolution analysis. In fact, the concepts of wavelet analysis are tightly coupled with those of multiresolution analysis. Multiresolution analysis (MRA) is based on the concept that objects can be examined using varying levels of resolution. An analogy is the multiple-level-of-detail concept in computer graphics. When a viewer is far away from a graphical object, a low level of detail can be used to render the object. As the viewer nears the object, a higher level of detail is required so that the object appears realistic. This zoom-in, zoom-out property of MRA serves as one of the basic properties for wavelet analysis. Orthonormal wavelet fimctions are derived from scalingfinctions (described in Section 4.4) that satisfy the properties of MRA. Briefly, a multiresolution analysis 1) is an increasing sequence of closed, nested subspaces {Vj}j~z that tends to L2(iR)asj increases, 2) satisfies a twin-scale relation (defined in Section 4.4) linking successive decomposition levels and 3) contains an orthonormal basis derived from a function,~and its integer translates {~x-b)~.Z } (Cohen & Ryan, 1995) .
The next sections present a summary of the wavelet transform, wavelet fimction, scaling fimction and coel%cient calculations. The discussion in these sections pertains to orthonormal wavelets in the MRA framework and compactly supported scaling fi-mctions.
Discussion of wavelets not satisfying these criteria is beyond the scope of this report. Large coefficients indicate a good fit. Figure 4 .1 graphically illustrates the wavelet transform steps on an arbitrary signal using the Daubechies 4 (db4) wavelet type. 
Wavelets and the Scaling Function
As described earlier, changing the mother wavelet's dilation,j, and translation, k, parameters, creates a family of wavelets,~,k. Filtering the input signal by~,k results in a set of detail coel%cients that represent the high-frequency signal itiormation. This section describes how to obtain the mother wavelet using a scalingfinction. From the scaling function, the wavelet fimction,~is calculated as follows:
Wavelet fimctions are constructed from afather
where~(x) represents the mother wavelet (top most wavelet) and gk represents the waveletjlter coefficients defined by: (Daubechies, 1992) or the pyramid algorithm (Mallat, 1989) . It is key to the fast wavelet transform algorithm.
Using the relations in Equations 4.10 and the Dilation Equation in 4.6, an efficient decomposition algorithm for computing the Aj,kcoefficients is obtained (Ogden, 1977) : The discrete wavelet reconstruction formula using the wavelet filter {g~}and scaling filter {h~}is as follows: (Misiti, et al., 1996) . ~ewavelet filter cons~ction isdemonstiated tioughaexmple.
Consider the
Daubechies 3(db3)scalingfilterwith six coefficients (row l, support of these fhnctions in their wavelet toolbox (Misiti, et al., 1996) . Wavelet support is available for Intel's MMX processors in the signal processing libraries of the VTune plug-in for Visual C/C++ (VTune, 1997). In addition, a variety of freeware and shareware implementations of the discrete wavelet transform algorithms are available on the world wide web. Thus, soflware developers today need not write their own wavelet analysis routines from scratch.
Summary
The wavelet transform is often times advantageous for signal analysis and synthesis over the traditional Fourier and Short-time Fourier transform techniques. The major benefit to using wavelets is that variable length, finite filters are used for signal analysis, 
