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Abstract 
Due to widespread use of wireless and Internet Protocol (IP) networks and day-
by-day increasing new video based applications, there is a huge demand for video 
communication over these networks in the current scenario. Providing real-time 
video-based services such as video-telephony, video-conferencing, tele-medicine 
and video streaming over wireless or IP channels is a challenging task due to 
very nature of these channels. Furthermore, the scarcity of available bandwidth 
necessitates the use of sophisticated compression techniques. Although the com-
pression reduces the bandwidth requirement of the video, at the same time it 
makes the video bitstream extremely sensitive to the channel errors. Thus, er-
ror resilient techniques are needed to protect the coded video bitstreams against 
channel errors. 
In order to improve the error resiliency of coded video against the channel 
errors, some of the communication resources are generally sacrificed. That is, 
there exists a trade off between the error resihency and resource requirement. 
For example, increased channel coding rate improves the error resiliency but at 
the cost of increased bandwidth. Alternatively, bandwidth efficient modulation 
techniques can also be used to provide error resihency, but at the cost of increased 
transmitted power. It is advisable that an efficient error resihent technique should 
use the minimal resources in resource constrained environment such as video 
communication over wireless network through portable devices. 
For efficient utilization of available resources, the parameters, which control 
the error resiliency, need to be optimized. Furthermore, due to time varying 
nature of wireless channels, the same parameters may not be optimal for every 
possible channel condition and therefore, resources need to be optimized every 
time channel conditions change. This is a computationally time consuming pro-
cess. Since video encoding itself is a time consuming process due to the use of 
motion estimation and compensation, optimization of the parameters for wire-
less video will further increase the systems complexity. Therefore, for real-time 
video communication searching an optimal parameters on the fly (as and when 
condition changes) for every channel condition is almost impossible 
In this thesis, the use of pre-designed look-up table (LUT) containing the val-
ues of optimal parameters for each channel condition, to provide unequal error 
protection (UEP), is suggested to achieve real-time reliable video communica-
tion over Additive White Gaussian Noise (AWGN) channel. The UEP is an 
error resihent method in which coded bits are protected unequally according to 
their importance and sensitivity to channel errors. UEP can be implemented 
by first partitioning the bitstream into High and Low priority substreams and 
then protecting them differently. The look-up table can be designed using an 
off-line approach of searching for the optimal UEP parameters that yields best 
end-to-end quahty of the reconstructed video. 
In the layered network architecture, the UEP can be provided at application 
layer, physical layer or jointly (cross-layer). In this thesis, firstly the physical 
layer UEP using Hierarchical QAM (HQAM) is investigated. It is suggested that 
the better video quality can be obtained either by efficient mapping of the HQAM 
symbols or by optimizing the modulation parameter. First approach is simpler 
but not optimal, whereas the second approach gives the best quality but at the 
cost of increased complexity. Secondly, the look-up table based optimized UEP 
at appUcation layer using forward error correction (FEC) is developed. One of 
the important observation is that for wavelet coded video the FEC based optimal 
UEP converges to optimized equal error protection (EEP). This is contrary to 
general behef that UEP is always better than EEP. 
The optimized physical or application layer UEPs achieve the best video qual-
ity while optimizing, respectively, either the transmitted power or the channel 
bandwidth, but not the both. For joint optimization of resources (power and 
bandwidth), the cross-layer UEP, combining HQAM and FEC, is thus proposed 
finally. The performance of the cross-layer UEP is found to be nmcli better than 
individual layer UEPs, particularly under poor channel conditions. It also uses 
the look-up table approach for reducing the system complexity. The performance 
of all UEP systems developed in this thesis are evaluated over Additive White 
Gaussian Noise (AWGN) channel. 
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In recent years, wireless communication and networking have experienced un-
precedented growth. Various state-of-the-art standards and technologies such as 
IEEE 802.15 based Wireless Personal Area Network (WPAN), IEEE 802.11 based 
wireless local area networks (WLAN), IEEE 802.16 based Wireless Metropolitan 
Area Networks (WMAN) and Fourth generation (4G) mobile telecommunication 
networks, have been developed in the past years to facilitate the high speed com-
munication between the multimedia devices. The availability of high speed net-
works and the decreased cost of video capturing and displaying technology have 
opened the door of video communication which was earlier believed to be almost 
impossible. It is expected that video communication will be the dominating traf-
fic over wireless and IP networks in future and is envisioned for a vast range of 
apphcations such as video-telephony, video-conferencing, tele-medicine, surveil-
lance, security monitoring, disaster rescue, environment monitoring, gaming and 
entertainment and wildlife activity monitoring [1]. 
1.1 Challenges in Wireless Video Communica-
tions 
Wireless networks usually provide the last mile of connectivity to users in a com-
munication network. Though these networks have advantages of deployment and 
user mobility, video communication over these networks faces severe challenges 
[2, 3]. The wireless networks suffer with interference, noise, bandwidth variation. 
Video transmission in itself posses certain difficulties. These two aspects, one as-
sociated solemnly with wireless networks and the other with video communication 
will be discussed one by one. 
Chapter I. Introduction 
1.1.1 Wireless Networks 
The major issue with wireless network is the fading [4, 5]. It occurs due to 
multipath propagation, in which the received signal consists of a series of atten-
uated, time delayed and phase shifted repUcas of the transmitted signal. The 
resultant received signal is the vector sum of these individual signal components 
arriving from different paths. These components add either constructively or de-
structively depending upon their relative phase difference, thus giving random 
amplitude variation in the received signal. In such a time varying channel some-
times the signal may go into the deep fade (results in burst errors) or it may cause 
an outage where detection and demodulation of the signal is almost impossible, 
resulting in the dis-connectivity and drop of communication. 
Another issue with wireless network is the limited and dynamically varying 
bandwidth. Although wireless network support high data rate, they usually pro-
vide hmited capacity. For example, IEEE 802.11 standard supports up to 54 
Mbps, but due to protection mechanism such as binary exponential backoff', rate 
adaptation, and protocol overheads reduces the throughput by approximately 
50% [6]. The actual throughput of IEEE 802.11a and 802.llg is up to only 27 
Mbps and 24 Mbps as reported in [7]. Moreover, as the wireless medium is shared 
by multiple users, the actual bandwidth available to the individual users is usually 
much lower. 
Interference is another issue with the wireless channels. Interference occurs 
because of the signal arriving at the same frequency from other sources either due 
to the use of unlicensed frequency spectrum (which other standards may be using) 
or arriving from the neighbouring cells (in case of cellular systems). Interference 
usually degrades the quality and capacity of wireless links. 
1.1.2 Video Communication 
As mentioned earlier that wireless channels have limited bandwidth, whereas un-
compressed video posses very high bandwidth and therefore such networks are 
not suitable to transmit the video directly over them. For example, a raw video 
of standard Television (TV) with resolution of 720 x 480 pixels per frame, 24 bits 
per pixel and 30 frames/second generates data at the rate of approximately 237.3 
Megabits per second (Mbps). This data rate is very large to be transmitted at 
even 4G networks (which promises to provide approx. 100 Mbps) and with the de-
mand shifting towards high definition TV of resolution 1920 x 1080 pixel/frame, 
it is impossible to transmit video even on the latest wireless technologies. There-
fore, compression of video sequence is a viable part of video communication which 
reduces the redundancies lying within and among the sequences. Over a period of 
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time, several international compression standards have been developed including 
MPEG-1, MPEG-4 by International Standards Organisation (ISO) [8, 9], H.261, 
H.263 by International Telecommunication Union (ITU) [10, 11, 12] and MPEG-
2, H.264/AVC (also known as MPEG-4 Part 10), H.265/HEVC by Joint Video 
Team, a collaborative effort from ISO and ITU [13, 14, 15]. 
Reducing the redundancies within the video enables to achieve the compres-
sion such that it can be transmitted over hmited bandwidth. However, it also 
makes the coded bitstream vulnerable to channel errors and distortions. More 
specifically, all the compression standards use variable length coding (VLC) which 
makes the bitstream highly dependent. This makes the bitstream very prone to 
channel errors. Moreover, different bits generated by the video coder have dif-
ferent degrees of vulnerabihty to the channel errors [16]. Some bits have a local 
effect, whereas, error in other bits may disturb the synchronization between en-
coder and decoder which leads to catastrophic failure in reconstruction of the 
video. Furthermore, as aU the latest codecs use motion compensated prediction, 
the errors in one frame propagate to the subsequent frames which were otherwise 
received error free. Fig. 1.1 shows the effects of different types of errors in a 
compressed video. The original frame is shown in Fig. 1.1(a). Fig. 1.1(b) shows 
the error affecting the video locally, whereas the effects of some errors distorting 
the frame globally is shown in Fig. 1.1(c), which is due to the error in important 
or critical bits such as header and motion vector bits. Finally, the effect of error 
propagation from one frame to subsequent frames is shown in Figs. l.l(d)-l.l(f). 
It may be noted in Figs. l.l(d)-(f) that, though 2"*^  and 3'"'^  frames are received 
correctly, due to the use of motion compensated prediction in the video coding, 
the errors from 1** frame propagated to the subsequent frames. Therefore, some 
error resilient technique is needed to transmit the compressed video bitstream 
over error prone channels such as wireless and IP networks. 
For real time video communication, video encoding and decoding processes are 
also constrained to the time delay. For example, in playback of video sequences 
at 30 frames/sec, the maximum allowable delay (coding and transmission delays) 
between two successive frames should not be more than 1/30 =33.33 milhsecond. 
For real time video communication application such as video conferencing, trans-
mission delay is an important issue. Usually the human visual system (HVS) 
can tolerate an end-to-end delay of not more 6-7 frames (about 200 ms) [17]. If 
delay increases beyond this Hmit, real time video communication will appear to 
be annoying. 
Moreover, there is a growing trend to access video services using hand-held 
portable multimedia devices such as smart-phone, PDA and laptop. These de-
vices have limited processing power and battery life. Contemporary video coders 
Chapter 1. Introduction 
(d) (e) (0 
Figure 1.1: Effect of errors in a frame of compressed video (a) Original frame (b) 
Affecting image locally, (c) Error affecting image globally, and (d)-(f) Effect of 
erroi' propagation from first to next two frames. 
such as H.264/AVC [18] or MC-EZBC [19] give state-of-the-art compression per-
formance; however, use of large number of optimized coding tools makes them 
highly complex and time consuming. When used in hand-held multimedia de-
vices, they drain up the battery power at a very fast rate. Thus, computational 
complexity of a video coder is also an important issue from power consumption 
point of view. Low complexity algorithms are essential for wireless video commu-
nication using hand-held portable devices, having limited processing power and 
battery hfe. 
In summary, wireless video communication has to cope with time-varying 
channel conditions such as high error rates, burst error, link outage in case of 
severe fading, and capacity variations as weU as hmited power and low complex-
ity issues. However, since the main focus of this thesis is on the rehable video 
communication, we will concentrate on the conventional techniques to improve 
the reliability of video communication over the lossy wireless channels. The em-
phasis will be on the feasible low complexity solutions for real time wireless video 
comnmnication. 
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1.2 Review of Error Resilient Techniques 
A variety of solutions for reliable video communication over noisy channels have 
been proposed to cope with the challenges. These include forward error correction 
(FEC), joint source-channel coding (JSCC), adaptive modulation, retransmission 
using automatic repeat request (ARQ), adaptive source channel coding, robust 
source coding, multiple-description coding, data partitioning, error concealment 
by post processing, scalable coding with transport prioritization and hierarchical 
modulation [2, 3] . The detailed discussion on each of these schemes is beyond 
the scope of this thesis; only those schemes which are relevant to this research 
work are discussed in this chapter. 
One of the most popular error resilient techniques is the forward error cor-
rection (FEC). FEC can be applied using either block or convolutional coding. 
Reed-Solomon (RS) and Low Density Parity Check (LDPC) codes are the most 
widely used block codes, whereas. Rate-Compatible Punctured Convolutional 
(RCPC) and turbo codes are the popular convolutional codes. These codes are 
capable of correcting random errors and erasures in a block of symbols. A num-
ber of FEC codes has been studied and applied successfully for reliable video 
communication [20, 21, 22, 23, 24, 25, 26]. However, the use of FEC codes for er-
ror protection increases the bandwidth requirement for the transmission of video 
signals. To overcome this problem, joint source-channel coding (JSCC) was pro-
posed [27, 28, 29]. The JSCC scheme adapts the source coding and channel cod-
ing parameters according to channel conditions such that the overah distortion 
of received video is minimized. 
Adaptive modulation is another way of increasing the error resihency of the 
video transmission and has been used in many wireless (communication systems. 
Switching to lower values of the modulation level, M, decreases the bit error rate 
of the signal for a given channel condition. For example, Digital Video Broad-
casting - Terrestrial (DVB-T) uses three modulation schemes namely QPSK, 
16-QAM and 64-QAM for different channel conditions [30]. If 64-QAM based 
video transmission system is unable to deliver target video quality, the trans-
mitter switches to 16-QAM system. However, if the target video quality is stiU 
not achieved, it further switches to QPSK (also called 4-QAM). Similarly, LTE 
uses QPSK, 16-QAM, 64-QAM in downhnk transmission and QPSK, 16-QAM, 
64-QAM (optional) in uphnk transmission, to adapt according to the channel 
conditions [31, 32]. Likewise, WiMax also uses the same concept [33]. Thus by 
adapting the modulation levels according to the channel conditions, video can be 
sent over wireless channels reliably. However, a system based on adaptive mod-
ulation is generally a complex system as well as all modulation schemes need to 
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be incorporated at both the transmitter and receiver. 
Another very popular scheme for providing error resihency to a video trans-
mission system is layered coding combined with the prioritized error protection 
[34, 35]. In layered coding, video is partitioned into a base layer and one or more 
enhancement layers on the basis of non-uniform importance of the coded video in 
reconstruction [34, 35]. The base layer contains the basic and significant informa-
tion of the video, and alone, it can yield acceptable quality on decoding. Whereas, 
the enhancement layers contain details of the video, which on decoding, further 
improve the quahty of the reconstructed video. To achieve robust video trans-
mission, the layered coding is combined with prioritized error protection in such 
a manner that the base layer gets high protection against channel errors while 
enhancement layers get relatively lower error protection [36, 37]. This is known 
as unequal error protection (UEP). The graceful degradation of video is achieved 
with increased channel error probability, as enhancement layer can be dropped 
in decoding while base layer can withstand this increased channel distortion and 
thus may be decoded to achieve the acceptable quality. UEP to layered coded 
video can either be applied at application layer (using FEC) [35] or at physical 
layer (using Hierarchical QAM) [38]. In FEC-based UEP at applicatoin layer, the 
different priority layers are protected using FEC of different channel coding rate. 
In Hierarchical QAM (HQAM) based UEP, the signal constellation is partitioned 
so that the specific blocks of the partition contain message points with maximum 
possible Euchdean distance between them at the expense of message points in 
the other blocks that are separated by a much smaller distance. The parameter 
which controls the relative maximum Euclidean distances of different blocks is 
usually termed as modulation parameter, a. The message points are mapped 
over the constellation diagram such that the specific bits assigned to the widely 
separated points have lower error probabilities than the others. This feature of 
HQAM is exploited to provide more protection to important base layer at the 
expense of less important enhancement layers. That is, the error protection of 
different priority layers can be controlled by varying the modulation parameter, 
a. 
In addition to applying error control strategies at individual layers of layered-
network architecture, the error control strategies have also been implemented 
using cross-layer approach. It exploits the joint error control strategies of different 
layers of the communication network [2, 39, 40, 41]. The idea behind the cross-
layer design is to maintain the functionality associated with the original layers, 
while allowing coordination, intei'action and joint optimization of protocols over 
nmltiple layers. The cross-layer approach efficiently utilizes the available resources 
such as bandwidth, time-varying nature of the channel and delay. 
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1.3 Optimized Unequal Error Protection 
Though error protection of video against channel noise may increase the error 
resihency of the coded bitstream, the error resihency is achieved at the expense 
of transmission resources. For example, if FEC is employed to provide the error 
protection of bitstream, the bandwidth requirement of the transmitted video 
signal would increase. That is, there is a trade off between error resiliency and 
bandwidth requirement. Similarly, error resiliency of the coded video may be 
increased by increasing the transmission power, however, electronics component 
and devices have their maximum power handling capabilities. Likewise, if HQAM 
is used, increasing the value of modulation parameter may increase the error 
protection of high priority substream, but it will be achieved at the expense of 
decreased error protection of other low priority substreams that may degrade the 
quality of the reconstructed video. Thus, increasing the value of the modulation 
parameter may not always result in the best end-to-end video quality. Therefore, 
optimization of parameters that control the error resiliency of the transmitted 
video is needed so that the available resources can be utilized efficiently. 
Moreover, the available resource such as bandwidth may change with the vary-
ing channel conditions (i.e. CNR). The optimum value of the parameters searched 
for one channel condition may not be optimal at other channel conditions. That 
is, only one set of parameters may not be sufficient to provide the best end-to-end 
quality of the reconstructed video for ah possible channel conditions. Instead, op-
timized parameter should be adaptive to the varying channel conditions so that 
the video communication can be made reliable for all possible channel conditions, 
within the available resources. 
A substantial research work has been carried out to develop optimized error 
control strategies for video communication [42, 43]. However, most of the studies 
were focussed for discrete cosine transform (DCT) based standard video coders 
such as MPEG-2, MPEG4, H.263, H.264/AVC. Although some attempts are 
made to develop the optimized error control scheme for discrete wavelet transform 
(DWT) based video coders [44, 45], most of them were developed for off-line 
applications (for pre-encoded videos). Another motivation to use wavelet based 
coder rather than standard coders is that wavelet coders achieve rate scalability 
at the bit level, which is otherwise difficult to achieve in DCT-based layered video 
coders [149]. Additionally, the embedded bitstreams generated by wavelet-based 
coders is suitable for multiple prioritization without increasing the overall bit 
rate, which is desirable for Unequal Error Protection (UEP). In fact, the intra-
picture coding mode of MPEG-4 has the option to code I-frames using wavelet 
transform [46]. Also JPEG-2000 standard image coder is based on the discrete 
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wavelet transform [46]. 
As most of the optimization algorithms are generally very complex and time 
consuming, they m^ ay not be used in real-time video communication through 
portable devices, where battery life and computational capability are limited. 
Furthermore, in wireless scenarios the channel condition changes rapidly, and for 
each channel condition the optimal value parameters need to be obtained. Since 
each frame of a video sequence, played at 30 frames/sec, should be encoded within 
1/30 = 33.33 msec, whereas, video encoding itself is a time consuming process 
due to motion estimation and compensation, optimization is an additional time 
consuming process. Therefore, for real time video communication finding optimal 
parameters on the fly (as and when channel changes) for every channel condition 
is almost impossible. 
This research is aimed to design a reliable video communication that uses the 
optimal resources, while providing best end-to-end video quahty. It proposes to 
use an off-line optimization of parameters that control the error resiliency for 
all possible channel conditions, store them in a look-up table and use them for 
protection of video bitstreara. The look-up table design may be considered as 
part of the system design, thereby reducing the complexity during transmission. 
1.4 Contributions 
The main contributions of this thesis are summarized as follows; 
• While exploring 16-HQAM to provide UEP to embedded video bitstreams, 
it is observed that increasing the modulation parameter, a, although in-
creases the video quality under poor channel conditions, but the quality 
deteriorates when channel is in good state. This necessitates the use of 
adaptive HQAM, in which a is varied according to the channel conditions. 
In this thesis, a multilevel HQAM is proposed to overcome this problem. It 
relies on efficient symbol formation, in which video bitstream is partitioned 
into two substreams. Then symbols, each of 4 bits, are formed by com-
bining two bits from each substream, but scanning the high priority (HP) 
substream in the forward direction and low priority (LP) substream in the 
reverse direction. Finally symbols are mapped over 16-HQAM constellation 
using one of the four values of modulation parameter, depending upon their 
relative importance. The multilevel HQAM provides improved performance 
for all channel conditions. 
• Adaptive modulation (switching among different modulation schemes such 
as QPSK, 16-QAM adaptively depending upon the channel conditions) is 
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commonly used to improve the robustness of video communication sys-
tem. Since, in HQAM by varying the modulation parameter, a, different 
modulations such as QPSK (when a = oo) to 16-QAM { a = 1) can be 
implemented. Therefore, the possibility of 16-HQAM as an alternative to 
modulation adaptive system is explored in this thesis. 
• An optimized and adaptive UEP using 16-HQAM has also been designed. 
The novelty lies in the development of an optimization algorithm to search 
the optimal value of a that gives near best video quality for each channel 
condition. The proposed algorithm reduces the dynamic range of a, which 
is important from the hardware implementation point of view. 
• Since wireless channels are of time varying nature, finding optimal value of 
modulation parameter using the above algorithm for each and every channel 
condition is almost impossible. Therefore, providing adaptive and optimal 
UEP for real time video communication over time varying wireless channels 
is not feasible. Further, finding optimal parameter on the fly (as and when 
channel conditions change) will increase the system complexity. Therefore, 
to overcome this problem, this thesis suggests to use a look-up table (LUT) 
approach, in which optimal parameters for each possible channel conditions 
are searched off-line and are stored in an LUT. The design of LUT may be 
considered as part of the system design, and once designed, it will be fixed 
for a particular application. The concept is applied to store the values of a 
for optimized and adaptive UEP using 16-HQAM (at physical layer), and 
to store optimal channel code rates (r^^ ,^ 7) for different channel conditions 
to provide optimal and adaptive UEP using EEC (at application layer). 
• 
• 
Another important investigation of this thesis is that for embedded video 
bitstream, EEC-based optimized UEP has the same performance as that of 
optimized EEP over AWGN channel. This is contrary to the general belief 
that UEP always outperforms the EEP scheme. 
Cross-layer architecture to provide UEP combining application and physi-
cal layer schemes is also proposed. In this scheme, firstly, the partitioned 
substreams (HP and LP) are non-uniformly protected using EEC against 
channel errors at application layer using EEC. Then, they are further pro-
tected at physical layer using HQAM. The cross-layer parameters which 
control the relative error protections are optimized and made adaptive to 
channel conditions. This scheme also uses LUT-based approach to reduce 
the system complexity. 
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1.5 Thesis Outline 
The rest of the thesis is organized as follows. 
Chapter 2 includes the theory and concepts that are needed to understand 
this thesis. Chapter starts with the fundamentals of video techniques and review 
of various video coding standards developed by ITU and MPEG groups. This is 
followed by overview of different channel coding, modulation schemes and com-
munication channel models. It also includes the review of various error resilient 
techniques developed for reliable video communication. 
In chapter 3, emphasis is mainly on the uses of Hierarchical Quadrature Am-
plitude Modulation (HQAM) and its effectiveness to provide UEP to embedded 
video bitstreams. A multi-level UEP scheme, which combines most high priority 
bits with the least priority bits, is also proposed. Extensive simulation results are 
presented to justify the effectiveness of the scheme. 
In Chapter 4, a video communication system with optimized UEP using adap-
tive HQAM is presented. For each of the possible channel conditions, optimized 
value of modulation parameter is searched subject to the condition that end to 
end video quality is maximized. System uses off-line optimization, and optimized 
parameters are stored in a pre-designed table, known as look-up table. This re-
duces the systems complexity. In order to further improve the performance, low 
priority (LP) bits are adaptively selected or discarded during reconstruction pro-
cess. A part of the chapter is also devoted to explore HQAM as an alternative to 
adaptive modulation system. 
Chapter 5 presents a video communication system to provide optimal UEP 
using adaptive forward error correction (FEC). System exploits the concept of 
joint source channel coding. A part of the chapter is devoted to investigate, 
for embedded video bitstreams, whether FEC-based UEP has any significant 
advantage over equal error protection (EEP). 
Chapter 6 presents the design of an optimized cross-layer UEP scheme for 
efficient utilization of a^'ailable communication resources. The scheme mainly 
relies on the interaction between the application layer FEC and the physical layer 
hierarchical QAM (HQAM) and it integrates the advantages of both FEC and 
HQAM-based UEP to improve the error resiliency. Extensive simulation results 
are included to support the advantages of cross layer UEP over single layer UEP, 
particularly under poor noise conditions. 
Finally, chapter 7 concludes the thesis and provides directions for future re-
searches in the area of reliable video communication. 
10 
Chapter 2 
Background: Video Coding and 
Communication 
2.1 Introduction 
Video communication over wireless channels usually involves compression, i.e. 
source coding, of the video followed by channel coding and modulation, all at the 
transmitter end. On the receiver side, reverse process is performed to reconstruct 
the video which consist of demodulation, channel decoding and video decompres-
sion. Since, video signals are highly correlated, this feature is exploited by a 
video source coder, generally referred as video coder, to remove the redundancies 
for achieving compression. While the video coder removes the redundancies, the 
channel coder introduces it in a controlled manner to counter the effect of trans-
mission errors. These added redundancies are used by the channel decoder to 
detect and correct the channel errors in the received video bitstream. The modu-
lation converts the bitstream, generated by channel coder, into waveforms in such 
a way that they can be coupled and transmitted through the channel efficiently. 
A simphfied block diagram of video communication system, is shown in Fig. 2.1. 
Thus, transmission of video data over erroneous channels involves different com-
plex processes, and exploring on this area requires good understanding of these 
processes. 
In this chapter, firstly, the fundamentals of video and their compression tech-
niques are described. Then, overview of channel coding, modulation and trans-
mission channels are presented. Finally, at the end of this chapter, a detailed 
literature survey of various error resilient techniques, to minimize the effect of 
transmission errors, are provided. 
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Figure 2.1: Basic Block diagram of Video Communication 
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Figure 2.2: Basic Image and Video structure 
2.2 Video Basics 
Video is a sequence of images (also called frames or pictures). An image is a 
two dimensional spatial signal that generally represents a projected view of some 
natural scenes. Digital pictures and videos are digitized versions of analogue 
pictures and videos. The digitized pictures and videos can be stored and processed 
easil}' by the computer and other digital devices. In this thesis, images and videos 
mean digitized images and videos. 
Fig. 2.2 shows a typical image and video structure. Fig. 2.2(a) shows the 
image structure. The analogue image is converted into digital image by samphng 
it into N rows and M columns yielding its resolution into N x M sampling point 
12 
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Table 2.1: Uncompressed (raw data) bit rates for some popular digital video 
applications 
Videophone 128x96 pixels/frame x 24 bits/pixel x 7.5 frames/sec w 2.1 Mbps 
Videoconferencing 352x288 pixels/frame x 24 bits/pixel x 30 frames/sec « 69.6 Mbps 
Standard TV 720x480 pixels/frame x 24 bits/pixel x 30 frames/sec w 237.3 Mbps 
High-detinition TV 1920x1080 pixels/frame x 24 bits/pixel x 30 frames/sec ^ 1.4 Gbps 
Ultra high-definition TV 3840x2160 pixels/frame x 24 bits/pixel x 30 frames/sec ^ 5.56 Gbps 
(also called pixels). Larger the resolution, the more clear the picture for fixed 
spatial dimension (height and width). Value of the pixel, s{x, y), is a combination 
of three primary colour signal called Red, Blue and Green, the so-called RGB 
signals. Each colour is generally represented in 256 levels requiring 8 bits (or 
byte) and thus, each pixel value is represented in 24 bits. 
Fig. 2.2(b) shows the general video structure. A video is nothing but sequence 
of images captured at regular intervals of time. The rate at which the frames are 
captured or played back (called frames per second, fps) decides the resolution of 
the video in time domain. At least 24 fps of the video has to be played back so 
that eye does not perceive the discontinuity in watching it. The pixel values in 
video are recognized as s{x,y,t). Table 2.1 shows the typical resolution, frame 
rate and uncompressed bit rate for some standard video applications. Earlier 
decade videophone applications were popular and operated on low resolution, 
while in recent years, due to technological advancement in storage, processing, 
networking and display devices, demands for high resolution has increased which 
yields the latest ultra-high definition resolutions. 
2.2.1 Color Spaces 
A digital image or a video is represented in a colour space with three components 
used to convey the colour information [46, 47, 48] . There are two commonly used 
colour models: Red-Green-Blue (RGB) and Luminance-Chrominance (LC). The 
RGB colour space is commonly used in computer graphics as it is compatible with 
colour display devices, but three colour components are significantly correlated. 
An LC space consist of a luminance (or intensity) component and two chromi-
nance (colour difference) components. The LC colour space such as YIQ, YUV 
or YGjCf are mainly used in television apphcations. The LC spaces are popular 
because the luminance signal can be used to generate grey scale image, which is 
compatible with monochrome systems. The three colour components (LC colour 
space) have little correlation, which facihtates the encoding and modulation of 
the signals [49]. The YUV colour space is commonly used in colour image and 
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Figure 2.3: YUV colour format with various chrominance sub-samphng (a) 4:4:4 
format (no sub-sampUng), (b) 4:2:2 format, (c) 4:1:1 format and (d) 4:2:0 format. 
video compression. In a digital colour image, each pixel has three 8-bit values 
associated with it. one for each of the three colour components. 
2.2.2 Chroma Formats 
Since human eye is more sensitive to the luminance (Y) information, in YUV 
space, the chrominance components (U and V) can be sub-sampled while still 
preserving good viewable image quality [48]. An added benefit of sub-sampling 
is the reduction of bandwidth needed for the transmission. The chroma format 
refers to the relation of spatial sampling ratios between the luminance and chromi-
nance components. The sub-sampling is denoted in the format X:X:X, where the 
first digit represent the number of the luminance sample, used as a reference and 
typically '4\ The second and third digits are the number of chrominance samples 
with respect to number of Y samples. For example, 4:1:1 format means that for 
every four Y samples, there are one U and one V samples. An exception of this 
nomenclature is 4:2:0 format, which has same number of chrominance samples as 
4:1:1 format, but uses different method for down-sampling. 
The commonly used chrominance sub-sample formats are 4:4:4, 4:2:2, 4:1:1 
and 4:2:0 [46. 50, 51] which are shown in Fig. 2.3. A YUV space without any 
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Table 2.2: Different Video formats: resolution for luminance component, frame 
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chrominance sub-samphng is referred as 4:4:4 format as shown in Fig. 2.3(a), in 
which every pixel is associated with one Y sample, one U and one V samples. In 
4:2:2 format as shown in Fig. 2.3(b), for every four luminance (Y) samples, there 
are two U and two V samples. The chrominance (U and V) components are down-
sampled by a factor of two in horizontal direction only. Similarly, in 4:1:1 form.at, 
for every four Y samples, there is one U and one V samples. The chrominance 
components are sub-sampled by a factor of four in the horizontal direction, but 
no sub-samphng is performed in the vertical direction. The 4:2:0 format has 
the same number of samples for the chrominance components as 4:1:1, however 
the sub-samphng method and location of chrominance samples with respect to 
luminance samples is different as shown in Fig. 2.3(c) and (d). 
2.2.3 Video Frame Formats 
The size of the frames, that is their width and height, used in digital video are 
also standardised to facilitate interoperability. The Common Intermediate For-
mat (GIF) was created to facilitate inter-operation between the NTSC and PAL 
television formats [48]. GIF is a non-interlaced format, with a luminance frame 
size of 352 pixels per line, 288 non-interlaced hues per frame at 30 frame per 
second (fps) [46, 52]. The chrominance components are at half the spatial resolu-
tion of luminance with 176 pixels per line and 144 Hues per frame. The temporal 
resolutions of chrominance components are the same as for the luminance at 30 
Hz (actually 29.97 Hz). It uses 4:2:0 chrominance sub-sampling format. GCIR-
601 standard for European broadcasting is different from American standards 
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in terms of the number of lines per frame and frame rate, but have the same 
number of pixels per hue (720 pixels/line). To convert a frame from an NTSC 
format (525 line per field, 30 Hz) to a GIF format, only a line number conversio 
is needed, since frame rate is the same. To convert a frame from PAL format 
(576 active lines at 25 Hz) to a GIF format, only frame rate conversion needs 
to be performed, because GIF has half the active hnes than PAL. Other picture 
formats are also commonly used, some of them are derived from GIF. The various 
frame formats are shown in Table 2.2. 
The Source Input Format (SIF). is another popular video frame format, which 
is derived from CGIR-601 standard for NTSG. SIF is also a non-interlaced format, 
in which horizontal and vertical dimensions are half of the GGIR-601 standard. 
Accordingly, the horizontal resolution should be 360 pixels/Une, but since in 
standard codecs the coding unit is based on macroblocks of 16 x 16 pixels, 360 
is not divisible by 16. Therefore, four pixels each from leftmost and rightmost 
sides are removed, resulting into 352 pixels/line. 
Throughout this thesis, only the sequences in GIF format are used. Moreover, 
the formats with frame rate of 29.97 Hz are usually referred to as 30 Hz or 30 
frames/sec (fps). Lower frames rates than the indicated values for a given format 
can be obtained by simple frame-skipping on the original sequences. 
2.2.4 Video Quality 
Video processing (like conversion of digital pictures from one format to another 
or achieving compression for bit rate reduction) and communication over erro-
neous channels, leads to distortion. Therefore it is important to measure this 
distortion which will decide the effectiveness of processing and video quality to 
viewers. Quality assessment can be categorized into two methods: Subjective 
and Objective quality assessment [46]: 
Subjective Quality Measurement 
Many subjective quality measurement methodologies have been developed and 
vaHdated over the years [46]. These procedures uses formal subjective tests in 
which users rate the quality using a 5-point scale, as shown in Fig. 2.4, with 
quality ratings ranging from bad to excellent. Usually, a reconstructed video is 
shown to the subjects (users) for certain time duration and asked to rate the 
impairments of the video ranging from bad to excellent. The average of the 
viewer's scores, defined as the mean opinion score (MOS), is a measure of video 
quality. At least 20-25 non-expert viewers are required to give a reliable MOS. 
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Figure 2.4: Video quality assessment scale used in subjective tests 
Objective Quality Measurement 
The most common measure of objective quality assessment of frames is Peak-
Signal-to-Noise-Ratio (PSNR/), defined as [46]: 
PSNR/ = 101ogio 
255^ (2.1) 
where D is the mean squared error (MSB), defined as: 
M-lN-l 
^ ^ ^^ '''^ ^ = M i v E E {^ (^ '^ •) - ^( '^^ •)} (2.2) 
i=o i=o 
where x{i,j) and x{i, j) is a pixel value of i^^ row and f^ column of the reference 
and processed/reconstructed frames respectively, and M and N is the dimension 
of the frame. In Eqn. (2.2), the peak signal with an 8-bit resolution is 255, and 
the noise is the square of the pixel-to-pixel differences (error) between the refer-
ence frame and the frame under study. Although PSNR of each color component 
(Y,U,V) can be calculated but for comparison purposes only Luminance compo-
nent is sufficient for consideration. The PSNR of a video sequence is calculated 
by taking the average of individual frames PSNR over all L frames as given by 
















Figure 2.5: Different stages of video compression 
2.3 Video Compression 
As stated earlier, a raw or uncompressed video generates huge amount of data, 
therefore, it would require prohibitively large amount of bandwidth for communi-
cation. Fortunately however, video signals consist of lot of temporal, spatial and 
statistical correlations. Temporal correlation in a video is due to similarity of the 
adjacent frames as changes are mainly due to camera or object motion, whereas 
spatial correlation is due to the similarity of neighbouring pixels within a frame. 
The statistical redundancy is related with probability distribution function of 
pixel intensities/colours in a frame. Efficient reduction of these correlations is 
utihzed to achieve the video compression as shown in Fig. 2.5. 
As adjacent video frames are highly correlated, independent coding of each 
frame generally generates a lot of redundant bits. Changes in adjacent video 
frames are typically due to the motion of objects. By performing motion estima-
tion (ME) between current and reference (previously decoded) frames, mechanism 
for efficient exploitation of temporal correlation can be devised. A practical and 
widely-used method for ME involves dividing the current frame into square blocks 
(usually of size 16 x 16) and finding a best match of each block within a prede-
termined search region in the reference frame. The matching criterion may be 
any error measure such as mean square error (MSE) or sum of absolute difference 
(SAD). The best match of the current block in the reference frame is a block 
which results in minimum error. The displacement between the two blocks is 
the estimated motion vector (MV). Often, ME accuracy is improved by using 
fraction-pixel accuracy. 
The MVs are used to reduce the temporal redundancies either by perform-
ing motion-compensated prediction (MCP) [53] or motion compensated temporal 
filtering (MCTF) [54]. In MCP, a prediction of the current frame is generated 
from the reference frame by using motion-compensated prediction. By taking the 
difi'ercncc between tlie current frame and its MCP, a prediction error or residual 
is generated. If prediction is good, then residual will be having small energy com-
pared to the original frame. On the other hand, MCTF is a temporal decomposi-
tion technique that performs wavelet decomposition along the motion trajectory. 
Using MCTF, a group of frame (GOF) is temporally decomposed into a set of 
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temporal frequency bauds. The first-level decoruposition results in a temporal 
low-pass and high-pass subbands. The temporal high-pass subband represents 
the residual signal with most of the coefficients having small values. Since, most 
of the energy is concentrated in the temporal low-pass subband, therefore it is 
recursively decomposed to the desired temporal level to produce a temporal low-
pass subband capturing most of the energy of the GOF and number of temporal 
high-pass subbands representing the residual. 
The residual frames obtained after temporal redundancy reduction has a lot of 
spatial redundancies as adjacent pixels are highly correlated. Often, this redun-
dancy reduction is facilitated by 2-D signal transforms [54]. One of the beneficial 
properties of the transform is that they tends to compact most of the energy 
of the signal into a relatively small number of transform coefficients, with the 
majority of coefficients having little energy [55]. Efficient quantization of these 
low valued coefficients lead majority of them to the zero value, and with a small 
number of significant coefficients that provide a more compact representation of 
the residual frame. Over the years, a large number of signal transforms have been 
proposed. However, in video compression apphcations, only the discrete cosine 
transform (DOT) and the discrete wavelet transform (DWT) are widely used [54]. 
DCT is a block-based transform which is applied after partitiornng a frame into 
non-overlapping blocks of pixels and then processing each block individually. On 
the contrary, the DWT is applied on entire frame rather than to separate blocks 
of pixels. 
The quantized symbols occurred with varying probabiUties. It is a well known 
fact of information theory that symbols occurring with high probabiUties have 
less information content compared to symbols having lower probabilities. This 
information is exploited to assign short codes to more probable symbols compared 
to less probable symbols, resulting in variable length code (VLC). A near-optimal 
method of designing VLCs is the Huffman coding. A more efficient method which 
can also be more easily designed to adapt to varying symbol statistics is the 
arithmetic coding 
2.4 DCT-based Standard Video Codecs 
Almost all the standard video coders hke MPEG-2, MPEG-4, H.261, and H.263 
use a hybrid of motion compensated prediction (MOP) and DCT to exploit the 
temporal and spatial redundancies [46]. A generic hybrid video coder is shown 
in Fig. 2.6 which works as follows. Each frame is split into blocks of typically 
16x16 pixels called macroblock (MB) and each MB is processed more or less 
independently. A MB may be coded in Inter- and/or Intra-mode. In Inter-mode, 
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Figure 2.6; Block diagram of a generic hybrid video coder 
a MB may use a unidirectional prediction (P-picture) or a bidirectional prediction 
(B-picture). In P-picture, for each MB in the current frame, a block matching ME 
process is used to find the best match in the previous frame. Only the luminance 
component is used in ME process. The estimated MV is used to generate a 
prediction of the current MB using MCP. In B-picture, block matching finds two 
best matching blocks, one in a previous frame and another in a future frame, 
and uses a weighted average of the two matches as the prediction for the current 
MB. In this case, two MVs are associated with each block. A prediction error or 
residual signal is generated by taking the difi'erence between the current MB with 
its prediction. The residual is transformed using 8x8 DCT and coefficients are 
then scaled, entropy coded, and transmitted together with MV bits. Since MVs 
of adjacent MBs are usually similar, they are differential!}' coded. In the block 
matching process if no suitable match of the current MB is found, the block will 
be coded directly using transform coding. This is known as Intra-mode. In ah 
the video coding standards, bit stream syntax follows hierarchical structure, in 
which a rmmber of MBs form a group of blocks (GOB) or a slice, and several 
GOBs or slices form a picture. The size and shape of GOBs, slices, and picture 
sizes are different in various coding standards, which can often be tailored to the 
application's needs. 
A frame may be coded entirely in the intra-mode, and such a frame is called 
I-frame. The first frame of a sequence is always coded as an I-frame. A P-
frame uses only a previous frame for prediction, and depending on the prediction 
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accuracy, an MB can be coded in either intra- or P-mode. Finally, a B-frame 
uses a bidirectional prediction, and an MB in a B-frame can be coded in intra-, 
P-, or B-mode. Further, a B-frame can only be coded after the surrounding I- or 
P-frames are already coded [56]. 
The video coding standard H.264/AVC also uses a similar architecture but 
with the following notable differences. Instead of 8x8 DCT, it use a 4x4 integer 
transform. For more accurate MCP, quarter-pixel accuracy ME is used for luma 
and one eighth-pixel accuracy for chroma components. It also uses variable block 
size, bipredictive, multi-reference, and weighted MCP. In addition it uses a very 
powerful intra prediction, which was not available in previous standards. It also 
uses an in-loop adaptive de-blocking filter to overcome the problem of blocking 
artifacts. When used all together, these new tools provide approximately a 50% 
bit rate savings for equivalent perceptual quality relative to the performance of 
prior standards [18]. 
2.5 DWT-based Non-standard Video Codecs 
The outstanding performance of the wavelets for image compression has moti-
vated researchers to extend them for video coding as well [57]. The straightfor-
ward approach is essentially an adaptation of the traditional hybrid architecture 
of Fig. 2.6 using DWT in Transform block [58, 59, 60, 61, 62]. A block-based 
ME with fractional-pixel accuracy is used to obtain the MVs. Overlapped block 
motion compensation (OBMC) [63] is then employed to remove temporal redun-
dancy. Overlapping is necessary in order to remove the blocking artefacts in 
residual frames resulting from block matching. For block-based transform such 
as DCT, the blocking artefacts are not critical as long as the block boundaries 
of transformation and block matching are well aligned. However, wavelet-based 
coders that transform the entire residual frame will have to sacrifice much of their 
coding efhciency by coding the artificial high frequency information at the block 
boundaries of motion compensated frames. 
A group of researchers have developed 3-D wavelet video coder as an alterna-
tive to hybrid video coder by extending wavelet transform in temporal direction. 
In contrast to the traditional hybrid video coding, 3-D video coding systems use 
1-D temporal decomposition of a GOF using MCTF to exploit the temporal re-
dundancy present in the video signal. The resulting temporal frames are then 
spatially decomposed using a 2-D wavelet transform followed by coefficients en-
coding as shown in Fig. 2.7 [54]. MCTF is a temporal decomposition technique 
that adaptively performs the wavelet decomposition and reconstruction along the 
motion trajectories. It is conveniently implemented using a lifting scheme. Theo-
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3-D Wavelet Decoder 
Figure 2.7: Block diagram of a 3-D wavelet video codec 
retically any filter could be used, however, research has shown that 5/3 filter has 
overall best performance for temporal decomposition [64]. For MCTF with 5/3 
filter, the odd indexed frames are predicted from the adjacent even indexed frames 
to produce the highpass frames. The even indexed frames are then updated to 
generate lowpass frames using combination of the adjacent highpass frames. In 
both predict and update step, filtering is done along the motion direction. Tem-
poral lowpass subband is recursively decomposed to give a lowpass subband and 
a number of highpass subbands. After temporal decomposition, each frame will 
undergo 2-D spatial wavelet decomposition, leading to 3-D spatio-temporal sub-
bands as shown in Fig. 2.8. For coding, any 3-D wavelet coding algorithms such 
as 3D-SPIHT, JPEG2000 multi-component, or MC-EZBC is applied to generate 
the final bitstream [57]. MC-EZBC video coder [19] is currently considered to 
be the state-of-the-art in wavelet-based MCTF scalable coding. However, in this 
thesis WBTC [62, 65, 66] based video coder is considered, which will be described 
in section 2.7. 
2.6 Scalable Video Coding 
Video delivery to diversified clients through heterogeneous networks with time 
varying characteristics requires on-the-fiy adaptation of the source bitstream. 
This is facihtated by scalable video coding (SVC), whereby the coded bitstream 
is organized such that it has number of truncation points. Decoding only the 
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(a) (b) 
Figure 2.8: 3-D wavelet decomposition of a GOF of sixteen frames (a) input 
GOF and (b) the resulting spatio-temporal subbands for 4-levels of spatial and 
temporal decomposition. 
partial streams will provide a range of scalability. The most common types of 
scalability are spatial, temporal, and quality (or SNR). In spatial scalabihty, 
complete decoding of the bitstream produces full resolution video, whereas partial 
decoding produces reduced spatial resolution. In temporal scalability, partial 
decoding leads to reduced decoded frame rates (temporal resolution), whereas 
in quahty scalability, video quality (SNR) varies depending on how much of the 
bitstream is decoded [67]. 
In most of the standard video coders using hybrid structure, scalability is 
achieved through a layered structure consisting of a base layer and a number of 
(usually two to three) enhancement layers as shown in Fig. 2.9. The base layer is 
generally coded such that it has very low quality, resolution and frame rate. The 
enhancement layers encodes the residual signal and when combined with base 
layer decoding, it provides a higher spatial resolution for spatial scalabihty, a 
higher frame rate for temporal scalability and a progressive quality improvement 
in case of SNR scalability. 
Layered quality scalability is accomplished by using increasingly finer quan-
tization step sizes. The base layer is obtained by applying a coarse quantizer 
to DCT coefficients giving low decoded quality. For any of the enhancement 
layer, the DCT coefficients of the original input frame is subtracted from the 
reconstructed DCT coefficients of the previous layer and the residual is quan-
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Figure 2.9: Principles of layered scalability 
tized using smaller step size than that of the previous layer. This type of quality 
scalabihty provides only coarse granularity scalability (CGS), in that the qual-
ity improvements are obtained with rate increases in large steps. On the other 
hand, in iine granularity scalability (FGS) a bitstream can provide continuously 
improving video quahty with every additional bit. In FGS, a video is coded into 
a base layer and a fine granular enhancement layer. The base layer is coded with 
non scalable technique, whereas the enhancement layer bitstream is generated 
by coding the difference between the original DCT coefficients and the recon-
structed base layer coefficients using a bitplane coding technique [68]. FGS is 
used in MPEG-4 [69] and SVC [70]. 
To achieve spatial scalabihty, the input video is decomposed into a spatial 
pyramid. Each spatial layer is encoded independently while the motion and 
temporal prediction are derived from the reference pictures at the same layer. To 
remove the redundancy among layers, the interlayer prediction comes from only 
the reconstructed frame of the most recent layer. Temporal scalability involves 
partitioning of the group of pictures (GOP) into temporal layers. A simple way to 
achieve temporal scalability is to use the well known IBBP. prediction structure. 
Up to three frame rates are supported by decoding I-pictures only, both I- and P-
pictures, or all of the I-, P-, and B-pictures, respectively. In the H.264/AVC and 
SVC. more levels of temporal scalabihty are possible with hierarchical B-pictures, 
which also improve the coding efficiency [70]. 
One of the problems with layered scalability is that everj- additional enhance-
ment layer reduces the coding efficiency by about 15-20%, thereby restricting the 
number of enhancement layers to two-three only [46]. Whereas, in 3-D wavelet 
video coders, embedded coding achieves quahty scalability that results in bit-level 
granularity. Temporal scalabihty of multiple levels is achieved using a combina-
tion of lowpass and highpass temporal subbands as shown in Fig. 2.8. Resolution 
scalability is achieved by coding the 3-D coefficients in resolution pyramid [68]. 
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2.7 WBTC-based Video Coder 
An efficient low bitrate wavelet video coder has been proposed in [62]. The video 
coder uses the same hybrid architecture as shown in Fig. 2.6. The key element 
of the video coder is the use of wavelet block-tree coding (WBTC) algorithm 
[65, 66] as an efficient means to quantize and code the motion compensated resid-
ual frames. WBTC combines the features of both SPIHT [71] and SPECK [72] in 
a single algorithm. The motivation for using WBTC is that after wavelet decom-
position of the; residual frames, the majority of the coefficients may be grouped 
and then quantized to zero values giving a good compression performance. 
In temporal prediction, a combination of motion estimation and overlapped 
block motion compensation (OBMC) [63] is used to generate motion competed 
residual (predicted) frame. Overlapping is necessary in order to remove the block-
ing artifacts in the residual frames resulting from block matching. Conventional 
block-based motion estimation with half-pixel accuracy is used to obtain one mo-
tion vector for each macroblock of size 16 x 16 pixels. The differential motion 
vectors are lossless coded with adaptive arithmetic coding. The residual frame is 
wavelet transformed and the resulting coefficients are quantized and coded with 
color WBTC [65]. 
After wavelet decomposition, the wavelet coefficients in each colour plane 
(such as YUV) are divided into blocks of coefficients. Interdependency across 
the subbands and among the three color planes is exploited through the use of 
a composite spatial orientation block-tree. The proposed algorithm generates 
embedded bitstream, whereby bits are hierarchically organized from high to low 
distortion reduction capabihty. Such an embedded bitstream is generated by 
quantizing the wavelet coefficient using bitplane-based coding. In bitplane-based 
coding, first the most significant bit of all coefficients is coded, followed by the 
next most significant bit, and so forth. The coefficients are grouped into sets 
and magnitude ordered from the highest bitplane. The ordering information is 
encoded with a set partitioning algorithm which is faciUtated by the use of three 
lists: a list of insignificant block (LIB), a list of insignificant block sets (LIBS), 
and a fist of significant pixels (LSP). At the initialization step, only the blocks 
in the lowest band (the highest pyramid level) of luminance plane are added to 
LIB, and those with descendents also are added to LIBS. The LSP starts as an 
empty fist. 
The coding process starts with the most significant bitplane and proceeds 
towards the lowest bitplane. For each bitplane there are two passes; sorting and 
refinement. In the sorting pass, the encoder goes through the fists LIB followed 
by LIBS for locating and coding the significant coefficients. For each entry in LIB, 
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one bit is used to describe its significance. If the bloclc is not significant, it remains 
in LIB and no more bits will be generated. Otlierwise, the block is recursively 
partitioned to locate and code the significant coefficients. Similarly, each set in 
LIBS requires one bit for significance information. Insignificant sets remain in 
LIBS while significant sets will be partitioned into subsets to locate and code the 
significant coefficients. The significant coefficients so found will be moved to LSP. 
In the refinement pass, each pixel in LSP, except those just added at the current 
bitplane, is refined with one bit to increase its precision. Such a progressive 
refinement generates fully embedded bitstream. The algorithm then repeats the 
above procedure for the next bitplane until the bit budget is exhausted. 
2.8 Channel Coding 
Channel encoding and decoding as a forward error correction (FEC) is performed 
to detect and correct of any error which may have occurred due to noise and inter-
ference in the channel. Error control is almost must in video communication over 
wireless channels which have high bit error rate than wired channels. Generally, 
channel coding is performed using either convolutional or block coding. A convo-
lutional code is generated by passing the information sequence to be transmitted 
through a linear finite-state shift register. It encodes k bit message sequence into 
n bit code word. The encoded bits not only depend on the current k input bits 
but also on past input bits. The main decoding strategy for convolutional codes 
is based on the widely used Viterbi algorithm. On the other hand, in an (n, k) 
block coding, for a message block of k symbols, n symbols codeword is generated 
by adding n-k parity symbols, resulting into coding rate of k/n [4]. 
Reed-Solomon (RS) and low density parity check (LDPC) codes are the most 
widely used block codes in video communication apphcations. RS code [73], a 
special class of linear non-binary block codes, is very popular and mostly used 
due to its high error correcting capability against channel errors and erasures. It 
achieves ideal error protection against packet loss since it is a maximum distance 
separable (MDS) code. Though, LDPC codes have low encoding/decoding com-
plexity and capabifity to operate over a large block size, these codes are not MDS 
code and suffer with poor coding efficiency. Recent studies reports that LDPC 
codes are more suitable for large block transmission over unidirectional channels, 
whereas RS codes are more appropriate for small block size and real time video 
streams [20] and this is the motivation for using RS codes in this thesis as FEC 
for video communication over noisy channel. The following section describes the 
fundamentals of RS code briefly [74, 75, 4, 76]. 
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Figure 2.10: RS codeword structure 
Reed-Solomon (RS) code 
Reed-Solomon (RS) codes are linear block codes and subset of Bose, Chaudhuri. 
and Hocquenghem (BCH) codes [75] . A codeword structure of RS Code is shown 
in Fig. 2.10. The RS code is specified as RS(n, k) with m-bit symbols, where n 
is the total symbols in a codeword, k is the data symbols and 2i is the amount 
of parity symbols added to data symbols to form a codeword. Each symbol in a 
codeword comprises of rn-bit. The relation between n and m is given as: 
n = 2" 
And the total parity symbols, 2i, is given as: 
2t = n-k 
(2.4) 
(2.5) 
A RS decoder can correct up to t symbol errors or up to 2t symbol erasures in 
a codeword. A symbol error occurs when atleast 1 bit in a symbol is wrong. An 
jerasure occurs when the position of an error symbol is known. When a codeword 
is decoded, the original transmitted data symbols will always be recovered if 
2s + r < 2t (2.6) 
where s is the no of symbol errors and r is the no of symbol erasures. Otherwise 
original data symbol cannot be recovered and sometime it wih mis-decode and 
recover an incorrect codeword. 
The computational complexity of Reed-Solomon codes is related to the num-
ber of parity symbols per codeword. A large value of t means that a large number 
of errors can be corrected but requires more computational power than a small 
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value of t. 
The channel code rate, re, of RS code is given as: 
rc=- (2.7) 
n 
The RS decoded symbol-error probability, PE, in terms of the RS input 
symbol-error probability, ps, can be written as follows [74, 75]: 
O^Tl _ 1 
Where Ps can be expressed in term of bit-error probability , Pb, as 
Ps — 1 - P(all m digits received correctly) 
p, = l-{l-p,r (2.9) 
2.9 Modulation 
Modulation is one of the key functions performed at the physical layer in trans-
porting information over wireless networks. The modulator is the interface device 
that maps the digital information into analog waveforms that match the charac-
teristics of the channel. The mapping is generally performed by taking blocks of k 
= log2M binary digits at a time from the information sequence {a„} and selecting 
one of M = 2'^  determiuLstic, finite energy waveforms {sm{t),m = 1, 2, • • • , M} 
for transmission over the channel. The waveforms may differ in either ampli-
tude (Amphtude Modulation) or in phase (Phase Modulation) or in frequency 
(Frequency Modulation), or some combination of two or more signal parameters 
(Quadrature Amplitude Modulation). In this section only Quadrature Amplitude 
Modulation (QAM) is described briefly. For further details and reading please 
refer to [4]. 
2.9.1 Quadrature Amplitude Modulation (QAM) 
Almost in all current wireless communication standards like WiMAX, Long Term 
Evolution (LTE), Digital Video Broadcast-Terrestrial (DVB-T), QAM is used at 
physical layer to map the bits into signal waveforms. QAM is obtained by simul-
taneously impressing two separate k-hit symbols from the information sequence 
{an} on two quadrature carriers cos(27r/cf) and sin(27r/ct) The signal waveform 
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for QAM, Sm{t), may be expressed as [4]: 
Smit) = A,nig{t)cos{2nU) - A^qg{t)sin{27rU) (2.10) 
where Ami and Amq are the information-bearing signal amphtudes of the quadra-
ture carriers and g{t) is the signal pulse. For rectangular signal space constellation 
with M = 2*^ , the signal amplitudes, Ami and A^q, take the discrete values (levels) 
from 
( 2 m - l - N / M ) - , m = 1,2, - - - , \ /M' (2.11) 
where d is the distance between adjacent signal amplitudes. 
Alternatively, the QAM signal waveforms may be expressed as 
Sm(t) = Kn5(^)c05(27r / , t + K) (2.12) 
where Ym = \/^mi + ^mg ^'^^ ^m = ^3i.n''^{Amq/Ami)- From this expression, it 
is apparent that QAM signal waveforms may be viewed as combined amplitude 
and phase modulation. 
The QAM signal waveforms may be represented as a hnear combination of 
two orthonormal signal waveforms, fi{t) and /2(t), as: 
Sm{t) ^ SmlMt) + Sm2f2{t) (2.13) 
where 
Mt) = ^l-^g{t)cos{2TTU) (2.14) 
h{t) = -^l^g{t)sin{2'KU) (2.15) 
and 
Sm — ['^ TOI 5^2] 
^miy-^Eg Amgd-Eg (2.16) 
where Eg is the energy of the signal pulse g{t). 
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M = 4 M = 1 6 
Figure 2.11: Signal space constellation diagram for M = 4 and M = 16 QAM 
The Euclidean distance between any pair of signal vector is 
^n 
) s i l ^ m i ~ ^ni) + [•^mq ~ ^ n g ) J (2.17) 
The signal space constellation diagram for M = 4 and M = 16 QAM is shown 
in Fig. 2.11. The di and da are the minimum intra-quadrant and inter-quadrant 
Euclidean distances. In case of rectangular QAM these distances are di = d2 = d. 
If the distance di is greater than distance ^2, it will result into the signal 
consteUation diagram of Hierarchical QAM, which is used as the basis of providing 
unequal error protection and will he described in chapter 3. 
2.9.2 Bit Error Rate of QAM 
ProbabiUty of a symbol error or bit error rate (BER), P^, for the M-ary QAM 
with rectangular constellations over AWGN channel with power spectral density 
of A o^/2 [4] is given by 
P> M l - U - 2 1 \Q 3K (M - l)iVo (2.18) 
where Eg is the average energy of the QAM symbol. 
The bit error rate performance of QAM with M = 4, 16 and 64 over wide range 
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Average signal-to-Noise Ratio, E /N (dB) 
Figure 2.12: Bit error rate performance of QAM 
of average signal-to-noise ratio is shown in Fig. 2.12. It is observed from the figure 
that for fixed value of M, the BER decreases as SNR increases. This is due to the 
fact that as average f)ower increases, for same number of constellation points, the 
distance between these points will increases and may be able to withstand more 
noise, which will result in reduced BER. It is also observed from the figure that 
as the value of M increases, the BER also increases at fixed SNR. This is due to 
the fact that for fixed average power, as M is increased the signal constellation 
points come closer to each other, and for same noisy conditions, the demodulator 
may detect the symbols more erroneously. Thus BER performance will drop as 
M increases. 
2.10 Communication Channels 
Channel is a medium through which the information signal is conveyed from 
transmitter to the receiver. The channel may be wired such as wire, coaxial 
cable, a waveguide, an optical fiber or it can be a wireless like a radio link. In 
current scenarios, the backbone channels are almost wired while end users are 
connected with wireless links. These wireless link have high bit error rate (BER) 
as compared to wired one. Upon this high BER, the wireless link faces varying 
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r(t) = s(t) + n(t) 
Noise 
n(t) 
Figure 2.13: The AWGN channel 
channel conditions, due to mobility in the surrounding or the relative movement 
between transmitter and receivers, which leads to fading of the signal. Therefore, 
transmitting compressed video without or weak error resihent technique over these 
types of channel leads to vary poor end-to-end quality. Therefore, simulation of 
these types of channel is necessary to see the behaviour of any proposed error 
resilient technique for a encoded video bitstream over these erroneous channels. 
Most widely used channel model is Additive White Gaussian Noise (AWGN) 
in the communication systems. The reason behind using the AWGN comes from 
the central limit theorem [4], which states that the sum of a large number of sta-
tistically independent and identically distributed random variable (that is, noise) 
with finite mean and variance approaches a Gaussian probability density func-
tion (pdf). In wireless channels, a large number of signals from the other sources 
interfere the transmitted signals. As these interferences are usually independent 
to each other, the sum of these interferences can be model as Gaussian noise. 
Further, in most of the communication these are added in the transmitted signal, 
thats why the whole channel model can be simulated using AWGN. The Additive 
white Gaussian Noise (AWGN) channel is described briefly as follows. 
Additive White Gaussian Noise Channel (AWGN) 
The AWGN channel model is shown in the Fig. 2.13. In this channel model, 
the transmitted signal s{t) is corrupted by an additive random noise process n[t) 
(usually in communication these are the sum of all interferences arriving from 
other sources). Generally in a broad class of physical communication channel 
this random noise is taken to be Gaussian process. The power spectral density 
of this process is taken to be flat (i.e. white) and equals to A'o/2 W/Hz, which 
means that the samples of this noise at different time instances are uncorrelated. 
Hence, the resulting mathematical model for the channel is usually called the 
additive white Gaussian noise (AWGN) channel. The received signal, r[t), at the 
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output of this channel is 
r{t) = s{t) + n{t) (2.19) 
The probability density function (pdf), J^,(j2{x), of Gaussian distribution is given 
as: 
ftx.A^) = 1 
aV2TT 
2a2 (2.20) 
where ii is the mean and a^  = iVo/2 is the variance of the distribution. The pdf 
of guassian distribution is shown in Fig. 2.14 for various value of parameter /x 
and a'^. 
2.11 Error Resilient Techniques: A Review 
As discussed in previous chapter, that all over the world, there is a huge demand 
of video based applications over wireless and IP networks. These applications 
are now frequently accessed on portable devices like cell-phone, smart-phone, 
tablets, etc. But, transmission of compressed video bitstream over these channels 
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is a very challenging task. This is due to the fact that these channels are error 
prone and dynamically varying in nature either because of fading and interference 
or high congestion at the routers. Usually, fading results in loss of packets at 
the receiver, whereas, router drops the packets to control the congestion. In 
addition, the compressed video generates highly dependent bitstream, and even 
single bit error may result catastrophic failure in reconstruction of the received 
video. Furthermore, the portable devices on which the video services are accessed, 
have limited computational power, which in turn requires low complexity coders. 
Above it, video coding and decoding process is also constraint to delay. That 
is, in playback of video sequences, delay between two frames should be at most 
1/10*'* of second. Therefore, an error resilient technique with low computational 
complexity is required to combat the effect of errors to the coded bitstream. 
Over the years, a variety of solutions have been proposed to cope with these 
challenges [2, 77, 3, 78]. These solutions can be classified into two broad cate-
gories: 
1) Feedback-based error resilient techniques 
2) Redundancy-based error resilient techniques 
Feedback-based solution uses feedback channel to get the information of the 
distortion occurred in the reconstructed video. Accordingly, the video encoder 
adjusts it encoding strategy such that the error propagation stops in the recon-
structed video at the receiver. Whereas, redundancy-based solution uses some 
sort of redundancies, added at the transmitter side, either at single layer or mul-
tiple layers (e.g. application layer source coding or transport layer FEC, etc.), to 
detect and correct the channel distortions at the receiver. Further, some redun-
dancy based error resilient solutions uses feedback channel to sense the channel 
condition for adapting the added redundancies in the transmission. Note that 
the difference in using the feedback channel in both the techniques is totally dif-
ferent. In former technique, video decoding information is transmitted back from 
receiver, while in later, the feedback channel does not provide the information 
regarding decoded video but only about the channel condition occurring at the 
receiver. These two types are discussed in detail in following subsections: 
2.11.1 Feedback-based Error Resilient Techniques 
Error resilience of video transmission can be improved by using the feedback 
channel, if available [2, 77, 78]. The decoder at the receiver, transmit back the 
error pattern of the reconstructed video sequence to the video coder using feed-
back channel. That is, the feedback channel gives the information to video coder 
that which part of the video sequence has been recovered or corrupted at the 
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receiver, using ACK (acknowledgement) or NACK (negative acknowledgement), 
respectively. On the basis of this feedback, video coder anatyses the error pattern 
and accordingly, adjust its coding or transmission strategy such that the quaUty 
of the reconstructed video recovered as early as possible. For example, one way 
of achieving the resiliency of video transmission is to use source adaptive coding 
based on feedback, and other may be to use retransmission strategies, if permit-
ted. Thus feedback-based error resilient techniques can further be categorized 
into two major groups, which are as follows 
Adaptive Source Channel Coding 
In this type of techniques, based on the information of reconstructed video se-
quence received on the feedback channel, the video coder adjusts it coding modes 
such that the error propagation in the reconstructed video sequence be eliminated 
or reduced as early as possible. This is based on the fact that if errors in the 
video persist only for few frames, the human eye can hardly perceive the effect. 
For example, in one technique [2], when errors are detected in decoder, it sent 
back the information on NACK packet to the video coder. On the other side, 
the video encoder, after receiving the NACK packet, encodes the next frame (to 
be transmitted) in intra-mode. This intra-mode frame (I-frame) when decoded 
at the receiver will stops the error propagation. This approach will reduce the 
compression efficiency but stops the error propagation. 
In error tracking approach proposed in [79, 80], decoder feedbacks the identity 
message of damaged blocks on NACK packet to video coder, if errors are detected 
in the reconstructed frame. Meantime, the decoder continues its normal decoding 
using error concealment method on the erroneous blocks. At the encoder, using 
the information received of the corrupted frame, its erroneous blocks, and the 
motion vectors, stored in buffers, the affected blocks are estimated in the current 
frame which is going to be encoded. These affected blocks are then may be en-
coded in the intra mode. This method efficiently stops the error propagation in 
the reconstructed video sequence. In another method of error tracking approach 
[80], the same above procedure is adopted except that the encoder uses the er-
ror concealment procedure as that performed by the decoder to the erroneous 
blocks of the corrupted frame. Then local decoding is redone from the corrupted 
frame up to the frame going to be encoded. This will enable the encoders pre-
diction frame buffer matches that at the decoder and thus further frame will be 
reconstructed almost without errors. 
Reference picture selection method [81, 82] is used where multiple prediction 
frames are considered in video coding and decoding. In this method, as in error 
tracking, the decoder uses the feedback channel to inform the video coder about 
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which frames are correctly received and which are damaged. Accordingly, the 
encoder uses the undamaged frame to predict the subsequent frames. Information 
of the selected frame for prediction is also transmitted along the encoded frame 
so that the same frame can be used for prediction at the decoder. 
Retransmission 
For general data communication, retransmission of corrupted data has been used 
effectively using automatic repeat request (ARQ) schemes [83] while video com-
munications are considered as highly sensitive to delay, and retransmissions are 
not considered in most of the video applications. However, retransmission of er-
roneous blocks can be considered in video services where the delay incurred is 
small [84, 2]. More specifically, the real time video communication can tolerate 
an end-to-end delay of less than 200 ms [17]. The end-to-end quality of the video 
can be improved by controlhng the retransmission of corrupted blocks appropri-
ately. For example [85] instead of using indefinite retransmission trials to recover 
the damaged block, the retransmission trials can be restricted by determining the 
allowed delay. 
In usual method of retransmission of damaged blocks, the decoder had to 
wait for the arrival of requested retransmission before decoding the subsequent 
received frames. This will result in freezing of the displayed video temporarily. 
Another approach of retransmission in [86, 87] solved the above problem effec-
tively. In this scheme, after sending the retransmission request to video encoder, 
the decoder uses some error-concealment method to the damaged blocks and con-
tinues its normal decoding. Also, at the same time, the trace of affected blocks in 
subsequent decoded frames and their associated coding information is recorded. 
When retransmission blocks arrives, decoder uses these retransmitted blocks and 
motion vector information, stored in the decoder buffer, to reproduced the af-
fected blocks in subsequent frames (which is to be displayed next) as if these 
blocks are received undamaged. Thus error propagation stops here without freez-
ing the video display, but this is quite computationally complex method which 
is not very much suitable for portable devices having low processing power and 
small battery backup. 
2.11.2 Redundancy-based Error Resilient Techniques 
These techniques are used where feedback channel is unavailable like broadcast-
ing, multicasting, etc. or feedback channel is only used to inform channel con-
dition. In these techniques some sort of redundancy is added in network layers. 
For example, small amount of redundancy is kept purposely in source coding (in 
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application layer), which can be exploited to detect and correct the damaged 
video blocks. Similarly redundant information can be added in transport, MAC 
and Physical layers. In addition, instead of applying at single layer, cross-layer 
redundancies can be added to multiple network layers. In the following, some of 
these approaches arc briefly reviewed. 
Robust Source Coding 
The video communication can be made robust by keeping redundancy in the 
source encoding of the video. This redundant information can be utiUzed at the 
decoder to confine the channel error to very small region and control its propaga-
tion to other block/frames. Sometime it can provide better error concealment at 
the decoder. In one approach [2], the auxiUary information is added to counter 
the effect of transmission errors. For example, motion vectors for intra-coded 
macroblocks may also be transmitted which would usually not required at the 
decoder to decode the intra block. The corrupted intra coded macroblock can be 
recovered with the help of surrounded error free macroblock and motion vectors. 
In another approach [2], to minimize the effect of error propagation due to 
prediction, the prediction can be restricted within non-overlapping spatial and 
temporal regions. To reduce spatial prediction error, whole frame is divided into 
number of slices with each shce include group of macroblock. So prediction from 
inter-slice macroblock is avoided. For reducing temporal error propagation group 
of frames called thread is formed. Each thread is coded without using prediction 
from other threads. 
Redundancies can also be added in entropy coding. One of the techniques is 
self-synchronized entropy coding [88, 89, 90, 91, 92], in which a code word called 
synchronization code is added in the entropy encoded streams. This codeword 
has the capabihty to resynchronize the entropy decoder if erroneous bits have 
corrupted the data. Thus error propagation is kept confined between two syn-
chronization code words. To avoid high bit rate overhead, shorter synchronization 
code words are used but it increases the probability that a bit error may make 
a false synchronization code words. On the other hand long codes increase bit 
overhead but are strong in synchronization and robustness. 
In error resiUent entropy coding (EREC) [93] scheme, equal size of slots are 
formed which contains the variable length bitstreams from individual blocks. Bits 
from each image block, is placed into the designated slot. If the slot becomes full, 
the remaining bits from the image block are placed in another slot, which is 
searched using predefined offset sequence, With EREC. synchronization can be 
obtained at the start of the each block in the decoder operation. The redundancy 
introduced by using EREC is negligible. 
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Reversible variable-length code (RVLC) is also employed as error resilient 
entropy coding [46]. In RVLC the coded bitstream can be decoded backward 
from any synchronization code word. If error occurred in the bitstream, the 
subsequent coded bitstream can be recovered by decoding backward from the next 
synchronization code word detected. The RVLC codes give improved robustness 
to errors but at the cost of reduced coding efficiency. 
Multiple Descriptive Coding 
Multiple description coding (MDC) [94, 95, 96, 97] is another approach to pro-
vide error resilient transmission of video sequences. This technique exploits the 
availability of several parallel paths between the transmitter and the receiver, and 
the channel conditions of each path are independent to each other such that the 
probability that all channels are simultaneously down (i.e. suffering from long 
error burst) is very small. These path may be physically or virtually (e.g. using 
frequency division) different from each other. For example, this scheme can be 
used over wireless multihop networks. 
In MDC, several coded bit stream, called as descriptions, of the same source 
signals are generated and transmitted over differcmt paths. The video coder and 
decoder are designed such that, if any one description is correctly received, the 
quality of the reconstructed video is acceptable, and that when more descrip-
tions are correctly received, the quality improves in incremental steps. As each 
description carries sufficient information about the video, this will reduce coding 
efficiency which usually happens in redundancy based error resilient techniques. 
However, MDS methods are highly effective in very poor channel conditions [2]. 
Various MDC schemes have been proposed over the years for providing the 
error resihency to coded bitstreams. These includes multiple-description scalar 
quantization [98, 99, 100, 101], rate-distortion optimal selection of temporal split-
ting, spatial splitting and repetition modes [102] using pairwise correlating trans-
forms [103,104], matching pursuits for generating multiple descriptions [105,106], 
using different prediction paths while performing motion compensation in indi-
vidual descriptions [107], use of B frames for making multiple description, etc. 
Forward Error Correction 
Forward Error Correction (FEC) is a very powerful and commonly used technique 
for error detection as well as error correction for video communication. FEC can 
be applied using either the block or convolutional coding. Usually, FEC codes 
are capable of correcting both random errors and erasures in a block of symbols. 
Reed-Solomon (RS) and low density parity check (LDPC) codes are the most 
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widely used block codes in video communication applications. RS code [73], a 
special class of linear non-binary block codes, is very popular and mostly used 
due to its high error correcting capabihty against channel errors and erasures. It 
achieves ideal error protection against packet loss since it is a maximum distance 
separable (MDS) code. RS codes suffer from block size limitation and computa-
tional complexity. In recent years, LDPC codes have attracted the researchers 
due to its low encoding/decoding complexity and capabihty to operate over a 
large block size. However, LDPC codes are not MDS code and suffer with poor 
coding efficiency. Recent studies have pointed out that LDPC codes are more 
suitable for large block transmission over unidirectional channels, while RS codes 
are more appropriate for small block size and real time video streams [20]. 
FEC has been apphed at application layer, transport layer, link layer, and 
physical layer. For slow fading channel, a deep fade will cause burst errors of 
long duration. To improve the performance under such conditions, interleaving is 
often used. Interleaving randomizes the bit errors which can be then corrected by 
FEC. However, use of interleaving introduces delay and therefore, care must be 
taken while designing an interleaving scheme. Various types of FEC coding has 
been studied and applied for video communications [20, 21, 22, 23, 24, 25, 26]. 
Moreover, recently some new codes such as raptor codes [108] have emerged as a 
powerful alternative to classical channel codes. 
Joint Source-Channel Coding 
In Joint Source-Channel Coding (JSCC) [27] method of providing error resiliency 
to video bitstream, an interaction between source and channel takes place at lower 
level. This method is contradicted to Shannons separation principle [109], which 
state that the design of a source coding and channel coding scheme could be 
optimized separately, and when cascaded in a communication system could also 
achieves optimal performance. However, it assumes two assumptions, namely 
a) the use of infinite block length for both so\irce and channel codes and b) 
the availability of arbitrarily high computational resources. But, both of these 
assumptions are not valid in practice for the transmission of images and videos 
because of practical limits on delay and computational resources. This motivates 
a design of joint source-channel coding. The JSCC scheme adapts the source 
coding parameters (e.g. quantizer step size, entropy-coder design) and channel 
coding or modulation parameters according to the channel condition such that 
the channel distortions are minimized. In [110], optimal quantizers are designed 
to minimize the total distortion due to quantization and transmission errors for 
the given input data probabihty distribution and the channel error matrix. In 
[111], in addition to above approach, code-word assignment to match the channel 
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error characteristics is also proposed. Similar schemes are studied in [112, 113]. 
The JSCC approach to image signals is firstly proposed in [114] using Differential 
Pulse Coded Modulation (DPCM) and convolution codes. This scheme is further 
extended for Discrete Cosine Transform (DCT) based image coders in [115] [116]. 
The JSCC for video transmission has also been widely studied [28, 117, 29, 118, 
119]. 
Layered Coding and Unequal Error Protection 
The most popular and effective scheme for providing error resiliency to a video 
transmission system has been layered coding combined with prioritized error pro-
tection [35, 34]. In layered coding, video is partitioned into a base layer and one 
or more enhancement layers on the basis of non-uniform importance of the coded 
video in reconstruction. The base layer contains the basic and significant in-
formation of the video, and alone, it can yield acceptable quaUty on decoding. 
Whereas, the enhancement layers contain details of the video, which on decoding, 
further improves the quality of the reconstructed video. As more enhancement 
layers are received higher quality can be obtained. Thus the video data is par-
titioned into different priority layers, in which base layer has high priority while 
enhancement layers have low priorities. In the hterature, layered coding is some 
time also referred as scalable coding. Several different types of layered coding 
can be implemented based upon how the video data is partitioned. Four types 
of layered coding or scalabihty are most popular, namely, a) Temporal Scalabil-
ity b) Spatial scalability, c) Signal-to-Noise ratio (SNR) scalability, and d) Data 
partitioning [2, 120]. 
To achieve robust video transmission, the layered coding is combined with 
some transport prioritization in such a manner that the base layer gets high 
protection against channel errors while enhancement layers gets relatively lower 
error protection [36, 37]. The graceful degradation of video is achieved with 
increased channel error probabihty, as enhancement layer can be dropped in de-
coding while base layer can withstand this increased channel distortion and thus 
decoded to achieve acceptable quahty. This type of error protection of layered 
coding is usually designated as unequal error protection (UEP) or unequal loss 
protection (ULP) or non-uniform error protection and has been widely reported 
[35, 121, 122, 123, 124, 125, 126, 127, 128, 129, 130]. 
UEP at Individual Netvi^ ork Layers The UEP for layered coded video has 
been achieved at different network protocol layers , namely, physical, data link, 
network and application layers using network prioritization, forward error cor-
rection [131, 114, 132, 133, 134], modulation [135, 136, 30], power allocation 
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[137] [121], etc. 
In network prioritization based UEP, the transmitted packets are assigned 
certain bits in its header to inform about its priority. Based upon priority in-
formation, network node discards the low priority packets to control the traffic 
congestion. Thus instead of catastrophic failure of video, an acceptable quaUty 
of it is achieved. 
At application layer, UEP for layered video coded bitstream can also be 
achieved based on channel codes such as rate-compatible punctured convolutional 
code (RCPC), TXirbo codes. Low Density Parity codes (LDPC), BCH code. Reed 
Solomon (RS), etc. [138, 139, 140, 141, 142, 143, 144]. In this type of UEP, The 
base layer is protected with a strong channel code and enhancement layers are 
protected relatively with weak channel codes. Under poor channel condition, the 
enhancement layer may be damaged, whereas the base layer can be recovered suc-
cessfully to reconstruct the video with certain acceptable quality. Furthermore, 
JSCC has also been used to provide adaptive UEP for varying channel conditions 
[145] [146]. 
At physical layer, hierarchical modulation can also be used to provide UEP 
[147] [148] [149] [39] [150] [151] [152] [153]. This type of UEP uses non-uniform 
signal space constellations of hierarchical modulation to give different degrees 
of error protection. More specifically, in hierarchical modulation, certain blocks 
of constellation points have larger Euclidean distance between them then other 
block of points. The message points are mapped over the constellation diagram 
such that the specific bits assigned to the widely separated points have lower error 
probabilities than the others. This feature could be exploited to achieve UEP to 
layered coded video. Similarly, UEP has been also achieved using different power 
level (unequal power control) to transmit the coded bits. The advantage of this 
type of UEP is that it is achieved without any additional bandwidth requirement, 
which is usually required in EEC based UEP. 
UEP using Cross-layer Approach Usually, most of the error resilient schemes 
discussed above are employed at various network layers such as application, trans-
port, link and physical layers, separately and independently. Although, the de-
coupled layer protocol enables interoperabihty and reduces network design com-
plexity with hidden implementation details and internal parameters to remainder 
layers, but the independently optimized protocol paradigm is not very much suit-
able for wireless networks. The limited performance of overall architecture for 
wireless network is due to the lack of coordination among layers to tackle the user 
mobihty, limited bandwidth and time-varying nature of the channels. Therefore, 
a cross-layer design has been proposed to improve the overall system performance 
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[154, 155, 156, 157]. The idea behind the cross-layer design is to maintain the 
functionahty associated to the original layers, while allowing coordination, inter-
action and joint optimization of protocols over multiple layers. 
Cross-layer strategies in communication was firstly studied using adaptive 
modulation and coding (AMC) [158]. After its success, the cross-layer optimiza-
tions have been pursued from the perspective of cross-layer networking architec-
ture [159], video distortion driven routing [160], scheduling [161], Hnk adaptation 
[162]. energy efficiency [163], video analysis and delivery [164, 165], end-to-end 
quality-of-service (QoS) requirements [166, 167] and so on. 
For implementing error control strategies, a number of researchers have used 
application layer FEC and Media Access Control (MAC) layer ARQ to provide 
cross-layer error protection for wireless LANs [168, 169, 155]. The work in [170] 
combines cross-layer error protection techniques composed of FEC in the MAC 
and application layers, and ARQ across the MAC and application layer. However, 
for large networks such as cellular mobile, the delay introduced by MAC layer 
ARQ may not be suitable for delay sensitive video applications. Also, for appli-
cations such as multicast, there is no provision of feedback channel to support 
ARQ protocol. Therefore, for such scenarios, cross-layer error protection employ-
ing different combinations of application layer FEC and adaptive modulation is a 
viable alternative [39, 40, 41]. For example, in [39], a combination of turbo code 
and hierarchical QAM is used to provide unequal error protection (UEP) for 
two layer scalable H.264 bitstream. Similarly, a combination of rate compatible 
punctured convolution code (RCPC) and non-uniform phase shift keying (PSK) 
modulation is suggested in [40] and [41] to achieve UEP in H.263-f layered video 
coded bitstream. 
2.12 Summary 
This chapter begins with some background material which are related to the thesis 
work. It provided the fundamentals of video coding and review of various video 
coding standards. The wavelet-block tree coder (WBTC) has been discussed in 
details, which is used in this thesis for research study. Then, overview of different 
channel coding, modulation schemes and communication channel models were 
given. Finally, a detailed literature survey of current state-of-the art error resilient 
techniques were presented. In the next chapter, unequal error protection (UEP) 
at physical layer will be investigated. 
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UEP using Hierarchical-QAM 
3.1 Introduction 
Unequal error protection (UEP) is one of the error resilient techniques to pro-
vide reliable video communication. It exploits the non-uniform importance and 
sensitivity of the video coded bitstream to the channel errors. In order to apply 
the UEP scheme, the bitstream is divided into multiple substreams according to 
their importance (i.e. contribution) in video reconstruction. These substreams 
are eissigned different protection against channel errors so that important bits get 
high protection while less important bits get less protection. 
UEP can generally be applied at either the physical layer or at the application 
layer of the network. In this chapter, the performance of physical layer UEP 
(using Hierarchical QAM) is investigated, while application layer UEP will be 
discussed later in chapter 5. 
One way of achieving the physical layer UEP is using non-uniform QAM called 
Hierarchical-QAM (HQAM). HQAM uses non-uniform signal space constellations 
to give different degrees of error protection [38]. Although non-uniform-PSK can 
also be used [171, 172] but for efhcient utihzation of bandwidth, HQAM is pre-
ferred in all the latest transmission or broadcast standard such as DVB-T and 
WiMAX. Thus, in this thesis also, HQAM is used at physical layer to provide 
UEP. In HQAM, the signal constellation is partitioned into a number of blocks. 
The blocks are separeited from each other by larger Euclidean distances. Whereas, 
the constellation points within a block are separated by much smaller Euclidean 
distance. The message points are mapped over the constellation diagram such 
that the specific bits assigned to the widely separated points have lower error 
probabihties than the others. This feature could be used for providing more pro-
tection to important information at the expense of low priority information [149], 
thereby resulting in UEP of bits without any additional bandwidth requirement. 
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This is in contrast to the forward error correction (FEC)-based approach where 
added parity bits either increase the channel bandwidth (bit rate) or, for constant 
bit rate (CBR) channel, the video quality is sacrificed. 
In most of the existing works, the HQAM based UEP has been applied on 
either general data (independent and uniformly distributed bits) or over coded 
images [173, 174, 175]. The video data has totally different characteristics than 
general data as video coded bits are highly dependent and non-identical in na-
ture. Video is also somehow different to image data. It is due to the fact that 
in contrast to images, almost ah the state-of-the-art video coders use a motion 
estimation technique to remove temporal redundancy. Therefore, it is worth-
while to investigate and apply the HQAM based UEP for video communication 
over erroneous channels. Though some research has been conducted on video, 
but the majority of the existing research is focussed on applying HQAM based 
UEP using standard DCT based codec (e.g. H.263, H.264/AVC) [148, 149, 153]. 
Whereas, only hmited attempts have been made to study the effect of wavelet 
based embedded video bitstream which is the main theme of this chapter. 
In this chapter, HQAM is exploited to provide UEP to the wavelet based 
video encoded bitstream transmitted over additive white Gaussian noise (AWGN) 
channel. The work presented in this chapter is divided into parts: the first part 
presents a general model of single level UEP system using classical HQAM. The 
wavelet coded bitstream is divided into two priority substreams and then mapped 
to If5-HQAM! constellation. In the second part, a multilevel UEP system using ef-
ficiently mapped HQAM is proposed. The concept behind multilevel UEP is that 
WBTC-based video codec, being bit-plane based coder, generates embedded bit-
stream, and significance of bits decreases as coding proceeds from higher to lower 
bit-planes. The proposed nmltilevel UEP scheme efficiently utilizes this embed-
ding property to improve the error resiliency by further dividing each substream 
into blocks and mapping these blocks efficiently to HQAM constellation. 
Since HQAM may be considered as a combination of two orthogonal Hierar-
chical Pulse Amphtude Modulation (HPAM), in order to understand HQAM it 
is necessary to present the basics of HPAM. Following this approach, the chap-
ter starts with fundamental concepts of HPAM. After HPAM, HQAM and its 
bit error rate analysis are described. Then, the description of wavelet based 
video coded bitstream is given. This analysis is required before understanding 
the proposed UEP schemes. Finally, proposed single level and multilevel UEP 
schemes are presented with their simulation results and discussions. At the end, 
the chapter is summarized. 
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Figure 3.1: Constellation diagranri of 4 Hierarchical PAM 
3.2 Description of Hierarchical PAM 
16-HQAM uses two orthogonal 4-HierarchicaI PAM (HPAM) to form its signal 
space constellation, therefore, it is worthwhile to understand and investigate 4-
HPAM. Signal space constellation diagram of two priority 4-HPAM is shown in 
Fig. 3.1 using gray coded mapping. Each symbol Sm is represented using 2 bits, 
bm,ibmfi- In two priority level 4-HPAM, the data stream is separated into two 
priority substreams, namely "High Priority (HP)" and "Low Priority (LP)" with 
priority of HP greater than that of LP. Symbols are formed by taking a bit from 
each substream. Most significant bit 6 ,^1 decides the sign (or phase) of the signal 
with minimum euclidean distance di in inter-region axis while least significant 
bit bmfi decides the value of the symbol with inter-symbol minimum separation, 
d2 as shown in Fig. 3.1. Depending upon di and ^2, HP and LP bits can be 
protected diff'(;r(;ntly. The relative protection of HP and LP bits is measured in 
terms of a, called modulation parameter, which is defined as 
a = d. 
(3.1) 
The condition a > 1 controls the relative degree of protection of the MSB bits 
bm,i and LSB bits ^^ o^- For a > 1, HP bits will get high protection while LP bits 
will get small protection against noise. Where a = 1 corresponds to symmetrical 
constellation and equal protection of each bits. 
Due to the non-uniform constellation of HPAM, the average symbol energy 
and bit error rate (BER) of it will depend on the parameter a. Therefore, theo-
retical relations of them in term of a is presented in the following subsections 
3.2.1 Average Symbol Energy 
As described earher, the constellation of HPAM will be non-uniform and will be 
decided by the a. Therefore, the average symbol energy of HPAM will also be 
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the function of a and will be obtained as following 
The average symbol energy, E^^g, of M-HPAM is given as: 
1 A 
1=1 
where, £^ / is the energy of the i"' symbol, Vz = 1,2,..., M. However, due to the 
symmetry across the origin, it is sufficient to calculate the average symbol energy 
of signals of one side of constellation diagram only. Therefore average symbol 
energy for 4-HPAM is calculated as: 
EL, = lj2Et (3.3) 
Energy of z'*'* symbol, £"/, for 4-HPAM is given by 
Et-{j + k,o-d2y (3.4) 
where 6j_o is the LSB bit of i*'' symbol which may have value 0 or 1. For 4-HPAM 
with symmetrical constellation, E'^^g comes out to be 
-".4{(l)^-(l+*)l 
* ' ' ' ° ^%( ' ? + i)^} 
2 IV2/ ' V2 
= I'A: (3.5) 
where 
Therefore, for a given average symbol energy and modulation parameter a (or 
k), the eucHdean distances among symbols can be designed as 
2E^ 
d, = ^ ^ (3.7) 
l2E' 
d , ^ a \ - ^ (3.8) 
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3.2.2 Bit Error Rate (BER) Analysis 
The error analysis of a digital communication system is generally carried out in 
term of bit error rate (BER). The BER analysis of HPAM is presented below 
which is similar to [176]: 
Let the received signal component, r, is 
r = x + n (3.9) 
where x is the transmitted signal component and n is the Additive White Gaus-
sian Noise (AWGN) component with mean , [1 = 0 and variance, o"^  == No/2. 
Probability of error for MSB bit, bi denoted by P^^ is (refer to Fig. 3.1) 
Pg'^  - 71 ^i''" < 0|''i w^ transmitted) + P{r < 0|s2 was transmitted) 
+ P{r > 0|s3 was transmitted) + P{r > 0\si was transmitted) > (3.10) 
where si, S2, 53 and S4 can be found from Fig. 3.1 as 




53 :^ = - y 
SA:x = -(^ + d2) (3.11) 
Exploiting the symmetry around origin, the average probability of bit error, P^^, 
can be rewritten as 
S3 was transmitted) + P{r > 0|s4 was transmitted) > 
= Up(x + n>0\x = - j \ +p(x + n>0\x = -(^j + d2j]\ 
4{p(:>i).p(„>(|...))} ,3..) 
For AWGN noise with zero mean and variance = a^, the probabihty that n > d 
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IS, 
.2 
' ^°^-(^), P{n>d) = -^= / e y2a'Ux 
av27r Jd 
= Q{-) (3.13) 
where (5(2) is a Q-function defined as 
:x' 
1 /-oo Q(2) = - ^ / e \2Jdx (3.14) 
v27r 
Therefore, using Eqn. (3.13), the Eqn. (3.12) can be rewritten as 
n^-i^f^)+Q(-4^U (3.15) 
Replacing the value of a = A/A^O/2 in Eqn. (3.15), finally the expression of P^ 
can be expressed in term of Q-function as 
bi 
p,f. = l of-A_UQ/2 + C?2 
2[ \2^fIQ2) \^N^ 
Similarly, ProbabiUty of Error in LSB bit , 60 is denoted by P^ is 
P^° = -;\ P{—T < r < T\SI was transmitted) 
+ P{r > T or r < -T\S2 was transmitted) 
+ P{r > T OY r < -T\SZ was transmitted) 
+ P{-T <r < T\S4 was transmitted) > (3.17) 
where r is the distance of decision boundaries from the origin as shown in Fig. 
3.1 . Exploiting the symmetry about origin the probabiUty of error, Pg°, can be 
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rewritten as 
P^° = -" P{~T <r < T\SI was transmitted) 
+ P{r > T or r < -T\S2 was transmitted) > 
= - ' f 1 - P{r > r or r < -T|VSI was transmitted)) 
+ P( r > r or r < -T\S2 was transmitted) [ (3.18) 
Simplifying the Eqn. (3.18) further yields 
Pg° = - M - P{r > T\SI was transmitted) - P{r < -T\SI was transmitted) 
+ P{r > T\S2 was transmitted) 
+ P{r < -T\S2 was transmitted) > (3.19) 
Putting the values of Si, S2 and r, the Eqn. (3.19) becomes 
P,''° = ^ { l - P ( x + n > T|a; = y + ^2) -P(^x + n< -T\X - y + ^2) 
+ P(x + n > T\X ^ j] + P(x + n< -T\X = y ) } (3.20) 
But the decision boundary r, which is the bisector of line joining the adjacent 
points, is given as 
r = | + | (3.21) 
P^° = -U-Pi4 + d2 + n>4 + 2[ \2 2 2 
„ / (ii di ^2' 




+ P(«>|)+p("<-(* + |))} (3.22) 
However, due to symmetrical probabihty density function (pdf) of Gaussian noise, 
l - p ( n > - | ) = p ( n < - | ) (3.23) 
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The Eqn. (3.22) can be rewritten as 
+ p(n>f)+p(n<-(*+|))} (3.24) 
again since P(n < —x) = P{n > x), the above equation can further be simpUfied 
as 
Using Eqn. (3.13), the probabihty of bit error, P^° of Eqn. (3.25) can be expressed 
in term of Q-function as 
Putting the value of a = ^/NQJ^, in Eqn. (3.26), the P^ comes out to be: 
Since, 6i, is taken from HP substream and bit, 6o, is taken from LP substream, 
the probability of bit error for HP and LP substreams, denoted as Pf^ and P^^ 
respectively, are given as follows 
The above equations can be rewritten in term of E^ /No,a and k using Eqns. 
(3.7) and (3.8) as 
^«''^^H<\/j^)+K<'^W^^)} (^ •^ •" 
^'"=H^<"\/^t)^<'^^W^-if' 0 
e | ( 2 + 3 " ) l / j | f ) } (3.31) 
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Figure 3.2: Constellation diagram of general 16 Hierarchical QAM 
The HPAM modulation analysis wiU be used to analyse the Hierarchical QAM 
modulation in the next section. 
3.3 16 Hierarchical QAM 
16 Hierarchical QAM (HQAM) can be considered as the combination of two 
orthogonal 4 HPAM. That is, two orthogonal HPAMs (one along x-axis, called 
In-phase component and other along y-axis, called Quadrature phase component) 
when combined together results in rectangular constellation of 16 points arranged 
non-uniformly as shown in Fig. 3.2 . As discussed earher, the degree of protection 
given to different bits depend on the Euclidean distances between neighbouring 
points in the constellation digram. In 16 HQAM, these distances can be varied 
independently along in-phase and quadrature axis, giving a total of four degree of 
freedom. Thus, the 16 HQAM is capable of providing unequal error protection up 
to four priority substreams. In Four priority level 16 HQAM the data stream is 
split into four separate substreams, namely "High Priority Inphase (HP/)", "High 
Priority Quadrature (HPQ)", "LOW Priority Inphase (LP/)" and "Low Priority 
Quadrature (LPg)". Let the priorities assigned to substream is as follows: 
HP/ > HPQ > LP/ > LP Q (3.32) 
Each symbol Sm is represented using 4 bits, tm,3V,2^m,i^ m,o- Symbols are formed 
by taking a bit from each substream. Two most significant bits bm,fibm,2 decide the 
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quadrant of the constellation diagram. Bit bm^s decide the right or left quadrant 
while bit bm,2 decide the top or bottom quadrant of the constellation diagram with 
minimum inter-quadrant euclidean distance di and d2 respectively. Remaining 
two bits bm,ihmfi decides the symbol point within a quadrant. Bit bjn,i decide the 
left or right symbol and bit bmfi decides top or bottom symbol with minimum 
intra-quadrant euclidean distance da and 4^ respectively. To map the HP and LP 
substreams to HQAM symbols, gray coding is exploited as shown in Fig. 3.2. 
The various ratios called modulation parameters in term of Euclidean dis-
tances shown in Fig. 3.2 are defined as 
ai = 1 ^ (3.33) 
a, ^ ^ (3.34) 
as = ^ (3.35) 
The modulation parameters, ai,a2,a3 > 1 controls the degree of protection 
applied to the bits 6^,3,6^,2, ^m,i and bm,o-
3.3.1 Average Symbol Energy 
The average symbol energy of M-HQAM is given as: 
1 ^ 
^a%-^E^^ (3-36) 
where, E^ is the energy of the i^'^ symbol, \fi = 1, 2 , . . . , M. However, due to 
symmetry across the quadrants, it is sufficient to evaluate the average symbol 
energy within a quadrant. Therefore average symbol energy for 16 HQAM in 
first quadrant may be calculated as: 
where E^ is energy of i*'' symbol in the first quadrant which is given as: 
Et = ( ^ + 6,1 • dj,,) V ( ^ + '^..o • dg,,)' (3.38) 
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where bi^i, bi^ are the LSB bits of i^^ symbol with value 0 or 1 as shown in Fig. 
3.2. Putting the values of Ef from Eqn. (3.38) in Eqn. (3.37), for the values of 
bits hi^ihifi of constellation diagram of Fig. 3.2, yields 






further simplifying the Eqn. (3.39), results 
1 
rps (^)%(^)V(^,,,)%(^,.,,)^ (3.40) 
Using Eqns. (3.33), (3.34) and (3.35), d/,i,(iQ,i and d/,2 can be represented in 
term of modulation parameters, 01,02,03 and dQ^2 as 
di,i = aia2a3ciQ,2 
dg,! - a20fidQ^2 




Replacing the Eqns. (3.41), (3.42) and (3.43) in Eqn. (3.40), the E^^g in term of 
Oil, Q'2 and 03 can be written as 
^avg 2 
+ 





/'aia2Q:3\2 /a20t3\^ (aia20cz , \'^ fctiCi^ ^^ 




/«ia2C^\2 /a2a3\2 /«i«2a3 . N2 /aaOs \2 
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Therefore, for a given average symbol energy (E^^g) and modulation parameters 
(ai,a2,ct3), the distances among the symbols can be written as 
2E^ 
rf/,1 = «i«2a3A - 7 ^ (3.46) 
"•a 
l2E' 





dQ, = \ l - ^ (3.49) 
k a 
3.3.2 Bit Error Rate (BER) Analysis 
The BER analysis of 16-HQAM is presented in this subsection which is similar 
to [176]. As mentioned earlier, 16 HQAM may be considered as combination of 
two orthogonal 4 HPAM. The probability of error of bit 63 and h\ would be same 
as of 4 HPAM on in-phase axis equivalent to symbol to bit mapping as s^ = ^^ 3^1 
with di and d2 as d/,i and di^ respectively. Similarly, probability of error of bit 
62 and 60 would be same as of 4 HPAM on quadrature-phase axis equivalent to 
symbol to bit mapping as Sm = 2^^ 0 with di and c?2 as dq^i and dQ^2 respectively. 
Therefore, using Eqns. (3.28) and (3.29), probabihty of error in bits h,b2,bi and 
60, Pg ^ , Pe''^ -Pe' ^^d P^° for AWGN channel noise with zero mean and variance, 
cr^  = No/2 may be found as 
where Q-function is defined in Eqn. (3.14), Using Eqns. (3.46)-(3.49), the prob-
abihty of bit errors in term of average symbol energy and modulation parameters 
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can be obtained as 
Pi- ^ i { o ( „ , „ . „ , j | | ) + Q ( „ , ( „ , „ , + 2 , j ^ ) \ (3.54) 
Q|«s(2ai02 + 3 ) , / - | ^ ' ) } (3,56) 
'^ - IHik ^|)+«H+Wlt 
0|(2"2a3 + 3 ) , / | % H , ^ . - - - . . : (3.57) 
N,.k O^a, 
- > ' " i , ; • , 
^ where A;a is given in Eqn. (3.45). 'j'^ 
3.4 Two Priority 16 HQAM 
Although 16-HQAM can provide maximum four levels of error protection by 
selecting ai,a2 and a^. However, in this thesis, we concentrate mainly on two-
level error protection of bitstream. Two priority 16 HQAM can be constructed 
from four priority 16 HQAM by keeping the inter-quadrant and intra-quadrant 
distances for In-phase and Quadrature-phase same. That is 
di,i = dq^i = di =^ ai = l (3.58) 
di,2 = dQ,2 = c?2 => as = 1 (3.59) 
Signal space constellation for two priority 16 HQAM is shown in Fig. 3.3. There-
fore by controlling only one modulation parameter, a^, define in Eqn. (3.60), two 
priorities can be achieved. 
02 = a = - i (3.60) 
" 2 
The symbol and bit error rate for two-level 16-HQAM are calculated in following 
subsections. 
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Figure 3.3: Constellation diagram of Two Priority 16 Hierarchical QAM 
3.4.1 Average Symbol Energy 
Putting the values of c?/_i, dQ^i, c?/_2 and dQ^2 from Eqns. (3.58) and (3.59) in Eqn. 
(3.40), the average s3^ mbol energy is found as 
K.^m)\('^)\''' (i)%(i..)%(i..)i 
=(i)%(i..)^  
Putting di — ad2 in Eqn. (3.61), yields 
(3.61) 
2) + ( 2 K., = ^ \K\-\ +(^ + 1 
= d\k (3.62) 
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Since in practical cae;es, the average symbol energy, E^^g, is fixed, and di and c?2 
are adjusted for a given a. Thus di and c?2 can be expressed as 
IE' d, = a\l^ (3.63) 
E' 
- P (3.64) 
3.4.2 Bit Error Rate (BER) Analysis 
From Eqns. (3.54)-(3.57) and putting ai — l,a2 = a and a^ --= 1, the probability 
of bit errors can be written as 
''-Aliiw}A^"'''im}] <^'^ '^ 
'^'=K<«)^ '^ (*""VS} ''*' 
'-'-IHrnJ^i^'"''^' Noka^ 
0((2a + 3 ) , / | - ) } (3.67) 
'^ = -2H^k)H^'"^'^ ^^ 
where kn becomes 
-«((2« + 3 ) , / | j U (3-68) 
ka = 2k (3.69) 
Thus bit error probabilities, in term of k, becomes 
P..^. = l{g(jg|)+Q((a + W j | ) } (3.70) 
lH][i)A^"'^'^^ '-^-2\H^^t}^^(^'"^» m 
«|p«+^wls)} (^ •"' 
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Since, in 16-HQAM, symbols are formed by combining two HP bits (6 ,^3 and 
bm,2) and two LP bits (6 ,^1 and 6m,o), the average probability of bit error for HP 
substream, P^^, is given by 
P«'- = i(pfe +1*-) 
^'"•=^<0(W:^l+0((" + 2)l/^)} (3.72) 
and average probability of bit error for LP substream, P^^, is given by 
m)H^'"''^im 
The variation of P f '^ and P^^, derived in Eqns. (3.72) and (3.73) for EI^JNQ, 
in two priority 16-HQAM for different values of a are shown in Fig. 3.4. It can 
be observed that as a increase, BER of HP bits decreases while BER of LP bits 
increases. That is, higher error protection of HP bits are obtained at the cost of 
LP bits. 
When a —)• 00, i.e. 2^ —> 0, all points within a quadrant converges to centre 
(corresponding to E^^g) and resulting constellation converges to that of QPSK. 
Solving the Eqn. (3.72), under the Umiting case, it reduces as 
pHP^ = lim P f ^ 
(1—^-OO 
-iH"J{«Wl5)^ «('" '^'' 2Nok 
(3.74) 
It can be observed from Eqn. (3.74) that Pf^"" is same as the BER of QPSK 
modulation scheme. Thus as a -> cxo, 16-HQAM has similar performance as that 
of QPSK. Fig. 3.5 compares the BER vs E'^^jNo of HP and LP bit for different 
values of modulation parameters. It can be observed that for a = 100, BER 
profile of HP bits overlaps to that of QPSK. That is, a — 100 may be regarded 
as a = 00 for all the practical cases. Therefore, it can be concluded that HQAM 
can act as QAM and QPSK when a equals to 1 and 100 respectively. 
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Average Carrier-to-Noise Ratio (E IN ) in dB 
Figure 3.4: BER performance of HP and LP bits for different values of a 
3.5 Wavelet based embedded bitstream 
In order to provide UEP using HQAM, wavelet coded video bitstream is consid-
ered in this research work. This section is devoted to describe the syntax of the 
bitstream generated by wavelet-based video coder, used in this thesis. 
An efficient wavelet-based video codec [62, 65, 66], named Wavelet Block Tree 
Coder (WBTC) based video coder, is considered for the transmission of videos. 
The detail of this coder has been discussed in section 2,7, chapter 2. This encoder 
encodes the video frame by frame using IPPP... structure. In each frame, it uses 
bit-plane coding and generates significant and sign bits (in sorting pass), and 
refinement bits (in refinement passes). 
Fig. 3.6 shows the syntax and distribution of bits within each frame and each 
bit-plane of frame. For a constant bit-rate (CBR) channel, the total bit budget 
is distributed equally among the video frames to be coded (except intra-coded 
frame which is encoded and decoded at fixed value of bpp to yield better quahty). 
If Bf is the total number of bits per frame, it consists of motion vector bits Bmy 
(bits generated by the arithmetic coder to encode motion vectors) and bits gener-
ated by the WBTC encoder corresponding to the wavelet transformed predictive 
error frames B^g^f. As discussed in section 2.7 of previous chapter, the WBTC 
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Figure 3.5: BER performance comparison of HP and LP bits with QPSK 
algorithm is a bit-plane based coder and uses two passes in each plane to encode 
the wavelet coefficients. That is, ficoe/ = Bgort + Brefn, where Bgort is the total 
number of sorting bits and Brefn is the total number of refinement bits. Further, 
in each sorting pass, either significant test bits (corresponding to significance test 
of a coefficient and/or a block-tree set) or sign bits (corresponding to every newly 
found signific^ant (-oeffici(;nt) are generatcxl. Therefore Bgort '-- Bsignif + Bgign , 
where Bsigmj represents the number of significant test bits generated during LIB 
and LIBS tests, and B^ign is the sign bits of newly found significant coeflacients. 
Due to nature of these bits, they have different degree of sensitivities to chan-
nel error, and hence they have different degree of importance. The degree of 
error sensitivity to different types of bits; motion vector, significant, sign and 
refinement bits generated by the video coder is discussed below. 
Motion Vector bits (B^^): The motion vectors are much more prone to the 
channel errors. The errors in motion vector bits are more problematic, as it 
causes to propagate the error both in time and space. The error propagates 
to subsequent inter-coded (P) frames due to temporal dependency induced by 
the motion estimation and compensation process. Thus error in motion vector 
bits degrades the video quality severely, and therefore,they need to be heavily 
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1" frame 1 m frame Last frame 
Bit Plane # n-1 n-2 
-^.T----
Significance bits Sign bits 
Sorting Refn. 
pass pass Refinement bits 
->t<~ "Jcoef 
Figure 3.6: Bit distribution of wavelet based video coded bitstream 
protected against the channel errors. 
Significance bits (Bsignif)' During the sorting pass, coefficients and blocks of 
coefficients are checked for their significance and thereby generating the significant 
test bits. Error in these bits will result in the propagation of error down to 
the bitstream during the decoding process. A significant coefficient or set may 
be deemed insignificant and vice-versa due to errors. This may cause loss of 
synchronization between encoder and decoder, as the decoder updates the hsts 
with the wrong nodes. This will result in a fast degradation in the quahty of 
decoded video. The effect of error in these bits may be so severe that even a 
single bit error may damage the entire video frames altogether. However, the 
effect of errors in significant bits of later passes (bitplanes) are not as severe as 
that of the early passes. 
Sign bits (Bsign)'- The sign bit of a wavelet coefficient is generated immedi-
ately after it is found significant in the sorting pass. Any error in this bit will 
change only the phase of the corresponding coefficient and does not disturb the 
synchronization between the encoder and the decoder. Therefore, the effect of 
an error in the sign bit corrupts the video frame locally only during the inverse 
wavelet transform. 
Refinement bits (BVe/m): The refinement bits are generated during the re-
finement passes. An error in these bits simply changes the magnitudes of the 
decoded coefficients. During the inverse? wavelet transform, the changed coeffi-
cients affect source of the neighbouring pixels also. The number of pixels affected 
due to this error depends on the filter coefficients used in the inverse wavelet 
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transform. Therefore, errors in the refinement bits distort the video frame only 
locally. 
From the above discussion, it is clear that the wavelet based scalable video 
coder generates the bits having different sensitivity to channel errors and there-
fore shonld be protected accordingly. That is the motion vectors and significant 
bits should be protected more strongly than the sign and refinement bits. In 
other words, different bits should be protected unequally against the channel 
noise. However, in order to apply unequal error protection to bits, the generated 
bitstream need to be reorganized. 
One approach of organizing the generated bits into two priority substream 
is to bifurcate the bitstream on the basis of error sensitivity of the bits in the 
reconstruction of the video into critical and non-critical bits. Critical bits may 
comprise of motion vector bits and significance bits in which errors have global 
effect while non-critical bits may contain sign bits and refinement bits, the errors 
in which have only local or negligible effect. Our study reveals that, generally 
the critical bits comprises of approximately 70% of total bit budget in a frame 
and only 30% of total bits are the non-critical bits. Protecting critical bits at 
the expanse of non-critical bits yield only marginal improvement in the overall 
video quality, which cannot be justified at the cost of increased complexity of 
rearranging the bits. 
A simple and straightforward alternative, is to spUt the bitstream into two 
parts as shown in Fig. 3.7. The first part, labelled as high priority (HP) sub-
stream, contains motion vector bits and sorting bits of earlier passes. The second 
part, which is a low priority (LP) substream, contains sorting bits of later passes 
and refinement bits. Since bits generated due to motion vectors and those in the 
sorting pass are more important than bits generated in refinement pass. Further, 
the bits generated in earlier pass are more important than bits generated in later 
passes. That is, there is decreasing importance in the bitstream of a frame gen-
erated by'video coder. Thus embedded bitstream can be bifurcated into multiple 
layered substreams to provide unequal error protection. 
Though the present analysis is specific to WBTC/SPIHT based video coders, 
however, with slight modification it can also be used conceptually for a number 
of other similar or layered video coders. 
3.6 HQAM based UEP Scheme 
In this proposed model, HQAM discussed in section 3.4 is used to provide two 
layer unequal error protection of wavelet based hybrid video encoder for the 
transmission over AWGN channel as shown in Fig. 3.8. As described in section 
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HP bitstream LP bitstream 
Figure 3.7: Partitioning of bits in the video bitstream into HP substream and LP 
substream 
3.5, the total number of bits (Bf) allocated to a P-frame is divided between the 
motion vector bits (Bmy) and the wavelet coefficient bits {Bc„ef)- Since WBTC 
is a bitplane-based coder, Bcoef bits are distributed among various bitplanes as 
depicted in Fig. 3.6. Therefore, for a video frame, the relationship among various 
bits generated during WBTC coding may be summarized as follows: 
Bf = Brav + Bcoef (3.75) 
The bitstream is embedded or scalable in the sense that every incoming bit 
in Bcoef in a frame contribute to enhance the quahty of the video. Thus, due to 
the fact that earlier bits are more important and critical to bit errors than later 
bits in a frame, the bits are partitioned into HP and LP substreams as shown in 
Fig. 3.7. 
Then these priority substreams are mapped to form the HQAM symbols by 
the HQAM modulator block with modulation parameter, a. Then symbols are 
transmitted through AWGN channel to the receiver. HQAM demodulator will 
detect and demodulate the symbols and try to recover the two substreams. These 
are rearranged to be fed to the video decoder block. 
By controlling the value of modulation parameter, a > L the HP substream 
gets high error protection on the behalf of decrease error protection of LP sub-
stream. Thus, unequal error protection of video embedded bitstream is obtained. 
3.6.1 Simulation Results 
In order to investigate the performance of proposed HQAM-based UEP scheme, 
we have considered transmission of WBTC coded video over AWGN channels. 
Total of six video sequences, each of GIF resolution, but of varying characteristics 
are considered. These sequences are Akiyo (100 frames). Flower garden (100 
frames), Football (90), Foreman (100 frames), Hall Monitor (100 frames) and 
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Figure 3.8: Proposed UEP scheme using HQAM 
Table 3.1: Parameters setting used for video encoding 
Parameter Value 
Sequence type 
YUV Color format 
Frame rate 
Encoding structure 
Wavelet decomposition level 
Bit Rate 
I-frame encoding bpp 
Motion Block Size 
Seek Distance 
Motion search precision 




4 (Y), 3 (U and V) 
1000 kbits/sec 
1.0 bits/pixel 
16 X 16 
7 
Half pixel accuracy 
Mobile (100 frames). The simulation parameters used for encoding the video 
sequences are listed in Table 3.1. Owing to random nature of channel errors and 
their impact on the compressed video stream, for each tested channel conditions 
(specified in terms of CNR) and protection strategy. 20 different runs of the 
experiments were conducted. The objective video quality is measured in terms 
of PSNR, which is determined by averaging the PSNR value over 20 runs of 
experiments. The proposed video communication system has been implemented 
in C language and programs are executed in the Linux environment. 
Fig. 3.9 shows the reconstruction quahty of six video sequences namely: Foot-
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Figure 3.9; Decoded video quality (PSNR) for different CNR and a using physical 
layer UEP with 16-HQAM at 1000 kbps (contd...) 
65 
Chapter 3. UEP using Hierarchical-QAM 
18 20 
CNR (dB) 





14 16 18 20 
CNR (dB) 
(d) Flower Garden Sequence 
22 24 26 
Fi gure 3.9: Decoded video quality (PSNR) for different CNR and a using physical 
layer UEP with 16-HQAM at 1000 kbps (contd..,) 
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Figure 3.9: Decoded video quality (PSNR) for different CNR and a using physical 
layer UEP with 16-HQAM at 1000 kbps 
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ball, Foreman, Akiyo, Flower Garden, Hall Monitor and Mobile respectively, using 
IG-HQAM to achieve physical layer UEP at different CNRs with different value 
of modulation parameter, a, over AWGN channel, a = 1 corresponds to QAM 
(no differentiation of HP and LP bits at physical layer) [177]. 
It is observed from the figures that at the lower CNR, increasing a will increase 
the PSNR; whereas, at high CNR (low noise), increasing a reduces the overall 
video quaHty. For example, in case of football sequence, it can be observed from 
Fig. 3.9(a), that in the lower range of CNR (12-21 dB) the HQAM with a = 1.4 
gives up to approx. 6.5 dB of PRNR improvement while at higher CNR range 
(21-27 dB), it shows inferior quality than QAM up to approx. 1.2 dB. When a is 
increased to 1.8 then at the same lower CNR range, the PSNR further improves 
by approx. 3 dB while at the higher CNR range it shows further deterioration by 
approx. 4.5 dB. Similarly for foreman sequence, it is observed from Fig. 3.9(b) 
that for the same lower CNR range, a with 1.4 and 1.8 shows PSNR improvement 
up to approx. 6.4 dB and 10 dB, respectively compared to QAM. On the other 
hand, at the higher CNR range, they shows deterioration of video reconstruction 
quahty up to approx. 2.2 dB and 7 dB, respectively. Likewise, same trends can 
be observed from other video sequences as shown in Figs. 3.9(c), 3.9(d), 3.9(e) 
and 3.9(f). 
The reason behind the above observations is that, as a increases, the protec-
tion of HP bits increases but at the cost of LP bits. At low CNR (poor channel 
condition), increasing the protection of HP bits significantlj^ contribute towards 
the quality of reconstructed video. On the other hand, at high CNR, the low pro-
tection of HP bits may be sufficient against small channel errors but increasing 
the a, HP bits are overprotected while LP bits becomes more prone to channel 
errors and hence reduces the quahty of the reconstructed video. Thus reducing 
the value of a at high CNR will give sufficient protection to HP bits while LP 
bits also get good error protection which yield better quahty of the reconstructed 
video. 
In this section, we have divided the video bitstream into two priority, while 
the wavelet-based video coder generates the bitstream with continuous decreas-
ing importance in a frame. It mean that instead of providing only two pri-
orities, more number of priority substreams can be obtained with decreasing 
importance. These multiple substreams then may be protected unequally using 
adaptive HQAM. This scheme seems to provide better unequal error protection to 
the case with only two priority substreams and will be discussed in next section. 
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Decreasing Importance of bits in reconstruction 
Symbols 
Figure 3.10: Multilevel UEP scheme using efficiently mapped HQAM 
3.7 Multi-level UEP using efficiently mapped 
HQAM 
The bitstream generated by wavelet based video encoder have continuously de-
creasing importance of bits in a frame, that is, initial bits have more importance 
than the later bits as illustrated in Fig. 3.7. This feature can be exploit to split 
the bitstream into more priority layers. Each prioritize layer can than be pro-
vided with different error protection. Thus efficient error protection of bits can 
be done. 
To exploit embedded nature of a video bitstream more efficiently, a multilevel 
UEP approach is proposed by efficiently mapping the bitstream to form HQAM 
symbols. For the above said purpose, each of the two substreams (HP and LP) 
is further divided into four blocks each containing equal number of bits as shown 
in Fig. 3.10. The relative importance of the blocks in the reconstruction of the 
video sequence is shown as; 
HPi > HP2 > HPs > HP4 > LPi > LP2 > LP3 > LPi (3.76) 
The efficient mapping of these blocks to form HQAM symbols with multilevel 
UEP is also shown in Fig. 3.10. Two MSB bits from HPj block and two LSB 
bits from LP4 block are mapped to form 16-HQAM symbols wi1,h ai. Similarly, 
two MSB bits from HP2 block and two LSB bits from LP3 block are mapped 
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to form 16-HQAM symbols with a2. Likewise, bits from HP3 and LP2 blocks 
are mapped to form 16-HQAM symbols with 0:3, and bits from HP4 and LPi 




• ai (3.77) {HP,, LP,) 
As, HPi block needs to be highly protected while LP4 requires lightly protected, 
value of ai is to be kept large. Similarly, as HP2 block needs slightly lower 
protection than HPi while LP4 requires shghtly higher protection than LP4, the 
value of aa should be relatively lower than a,. Likewise, value of as should be 
lower than a2 and a, than a^. Therefore, ai, a2, as and a, should fulfil the 
condition shown below: 
tti > a2 > eta > a, (3.78) 
The multilevel UEP efficiently mapped HQAM scheme is expected to perform 
better than single level UEP using simple HQAM scheme as the value of modu-
lation parameter is reduced successively according to the importance of HP and 
LP blocks. 
3.7.1 Simulation Results 
To investigate the performance of proposed HQAM-based multilevel UEP scheme, 
we adopt a simulation environment and video parameters similar to that described 
in section 3.6.1. Total of same six video sequences, each of GIF resolution, but of 
varying characteristics are considered. These sequences are Akiyo (100 frames). 
Flower Garden (100 frames), Football (90 frames), Foreman (100 frames), Hall 
Monitor (100 frames) and Mobile (100 frames). 
Four sets of values of ai, 02, as and a4 are taken for comparison purposes. 
These are {1.6, 1.4,1.2,1.0}, {2.2,1.8,1.4,1.0}, {2.8, 2.2, 1.6, 1.0}, and {3.4, 2.6, 
1.8, 1.0}. The multilevel UEP scheme is compared to single level UEP scheme 
using simple HQAM with a — a and a — Omax, where a and amax ai'^ i defined as: 
- Q1+Q2 + aa + a4 
a = _ (3.79) 
Qmax = max{ai, 02, as, ^4} (3.80) 
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respectively. 
Fig. 3.11 shows the performance of the multilevel UEP scheme for akiyo video 
sequence for all five sets of values. It can be observed from Fig. 3.11(a) that single 
level UEP scheme with a — l.Q improves the reconstruction quaUty at lower 
CNR compared to single level UEP scheme with a = 1.3 while at higher CNR 
the trend reverses and the reason is explained in previous section (section 3.6.1). 
The multilevel UEP scheme gives almost same reconstruction quality (slightly 
inferior by approximately of 0.5 dB) at lower CNR as compared to single level 
UEP scheme with Q = 1.6 (this value of Q is same as Qmax of multilevel UEP), 
while at higher CNR multilevel UEP scheme achieves up to approximately 5.8 dB 
of PSNR improvement than single level UEP scheme with a = 1.6. Likewise, the 
multilevel UEP scheme achieves up to approximately 3 dB of PSNR improvement 
at lower CNR as compared to single level UEP scheme with a = 1.3 (same as a 
of multilevel UEP) while at higher CNR it gives almost same performance. This 
means that multilevel scheme outperforms single level UEP scheme. 
The reason behind this improvement in multilevel UEP scheme is explained 
as follows. The whole bitstream is divided into 8 decreasing priority block and 
error protection of each block decreases accordingly. This results into gradual de-
creasing of error protection to whole bitstream as compared to single level UEP 
scheme, that is, at lower CNR, the contribution of HPi block has high signifi-
cance in the reconstruction as compared to other HP blocks. Thus increasing the 
protection of HP] block on behalf of reducing the slight protection of other HP 
blocks doesn't reduces the overall reconstruction quaUty of the video. While at 
higher CNR, this multilevel scheme doesn't overprotect the HP substream on the 
behalf of LP substream. 
Similar trends are shown by other set of values of Ofi, a2, as and a^ for akiyo 
sequence in Figs. 3.11(b), 3.11(c) and 3.11(d). It is observed from the curves 
that as values of set ai, 02, 0:3 and a4 increases, the PSNR improvement also 
increases. 
Similar performance can be observed from Figs. 3.12, 3.13, 3.14, 3.15 and 3.16 
for Football, Foreman, Flower garden, Hall Monitor and Mobile video sequences 
respectively. 
3.8 Summary 
In this chapter, HQAM is used to provide two types of unequal error protec-
tion schemes to wavelet based video embedded bitstream. First scheme provided 
two-layer UEP using classical mapping of HQAM and second scheme proposed 
multilevel UEP using efficiently mapped HQAM. The multilevel approach uti-
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Figure 3.11: Decoded video quality (PSNR) for different CNR and a using UEP 
with adaptive 16-HQAM at 1000 kbps for akiyo sequence (contd...) 
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Figure 3.11: Decoded video quality (PSNR) for different CNR and a using UEP 
with adaptive 16-HQAM at 1000 kbps for akiyo sequence 
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Figure 3.12: Decoded video quality (PSNR) for different CNR and a using UEP 
with adaptive 16-HQAM at 1000 kbps for football sequence (contd...) 
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Figure 3.12: Decoded video quality (PSNR) for different CNR and a using UEP 
with adaptive 16-HQAM at 1000 kbps for football sequence 
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Figure 3.13: Decoded video quality (PSNR) for different CNR and a using UEP 
with adaptive 16-HQAM at 1000 kbps for foreman sequence (contd...) 
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Figure 3.13: Decoded video quality (PSNR) for different CNR and a using UEP 
with adaptive 16-HQAM at 1000 kbps for foreman sequence 
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Figure 3.14: Decoded video quality (PSNR) for different CNR and a using UEP 
with adaptive 16-HQAM at 1000 kbps for flower garden sequence (contd...) 
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Figure 3.14: Decoded video quality (PSNR) for different CNR and a using UEP 
with adaptive 16-HQAM at 1000 kbps for flower garden sequence 
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Figure 3.15: Decoded video quality (PSNR) for different CNR and a using UEP 
with adaptive 16-HQAM at 1000 kbps for hall sequence (contd...) 
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Figure 3.15: Decoded video quality (PSNR) for different CNR and a using UEP 
with adaptive 16-HQAM at 1000 kbps for hall sequence 
81 
Chapter 3. UEP using Hierarchical-QAM 
Single-level UEP: a = a = 1.3 
Single-level UEP: a = a,. 




Single-level UEP: a = a = 1.6 ' -^ 
Single-level UEP: a = a^ax = 2.2 —B-
Multi-level UEP:(a.,,a2,a3,a4) = (2.2,1.8,1.4,1) — • -
18 20 22 24 26 
CNR (dB) 
(b) 
Figure 3.16: Decoded video quality (PSNR) for different CNR and a using UEP 
with adaptive 16-HQAM at 1000 kbps for mobile sequence (contd...) 
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Figure 3.16: Decoded video quality (PSNR) for different CNR and a using UEP 
with adaptive 16-HQAM at 1000 kbps for mobile sequence 
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lized embedded bitstream more efficiently and simulated results show this im-
provement. Furthermore, this chapter investigates that how HQAM can act as 
QPSK and 16-QAM by controlhng its modulation parameter. In this chapter, 
the values of modulation parameter, a, is chosen arbitrarily. In the next chapter, 
the optimization of the modulation parameter, a, is proposed to get best over all 
video reconstruction quality. 
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Optimized UEP using 
Adaptive-HQAM 
4.1 Introduction 
In the previous chapter, a Hierarchical QAM (HQAM) based unequal error pro-
tection (UEP) scheme has been discussed, in which the modulation parameter, 
a, was chosen in a heuristic manner. From the simulation results, it was observed 
that as the value of a increases, the PSNR of reconstructed video increases for 
lower CNR (that is, for high noise conditions), but the video quahty decreases at 
higher CNR. A similar performance of HQAM based error protection was also re-
ported in [148, 149, 39, 150, 151, 152, 153]. One of the reasons of this problem was 
that increasing a protects high priority bits more than low priority bits (which is 
desired only under high noise conditions). Under low noise conditions (i.e. high 
CNR), increasing a, overprotects the HP bits, and moreover, this overprotection 
is achieved at the cost of increased bit error rate of LP bits, which causes the 
degradation of video quality. 
To overcome the above problem, UEP with efficiently mapped HQAM was 
also proposed in the previous chapter. In this scheme, each HP and LP bits were 
further partitioned (into four), according to their decreasing importance. The 
symbols were then formed by combining HP bits (scanned in forward direction) 
and LP bits (scanned in reverse direction), a was then decreased (but heuristi-
cally) from one partition to the next partition. It was observed that, somehow, 
efhciently mapped HQAM improved the performance of reconstructed video qual-
ity, but the trend of PSNR improvement with CNR variation remains the same. 
Therefore, it can be inferred that it is impossible to achieve the best quality of 
reconstructed video for entire range of CNR using HQAM-based UEP with same 
value of modulation parameter. Rather, a needs to be adaptive according to the 
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channel condition (CNR), that is, at lower CNR high value of a may be used 
while at higher CNR a low value of a may be sufhcieiit. Further, to achieve the 
best overall video quality, a needs to be optimized. That is, the best (optimized) 
value of a is to be searched among all possible values which should maximize the 
overall quality of the reconstructed video at a given source rate and CNR. 
In [178], an adaptive HQAM scheme, which maximizes the transmission ef-
ficiency, is proposed. However, the analysis is carried out over independent and 
identically distributed binary bits. On the other hand, video coded bits are highly 
dependent to each other because of achieving high compression. Though opti-
mized HQAM scheme is studied over DCT based video standards (for example 
H.264/AVC) [152], it is worthwhile to investigate the adaptive HQAM scheme 
over wavelet based video encoded bits. Furthermore, in a time varying and noisy 
channel, finding the optimal values of a corresponding to each CNR on the fly is 
a highly complex and time consuming process. Moreover, in delay sensitive video 
based apphcations, the upper bound of delay is determined from the frame rate, 
which should be less then 1/30*'' of a sec for 30 frames/sec playback video. That 
is, frame encoding and transmission should be completed within this duration. 
Therefore, searching an optimal value of a on the fly is not well suited for real 
time video applications. 
In this chapter, an adaptive HQAM, to provide optimized unequal error pro-
tection of wavelet based embedded video bitstream for AWGN channel, is pro-
posed. The adaptation in the proposed scheme is obtained at two levels. Firstly, 
the modulation parameter, a, of HQAM is optimized and adaptive according to 
varying channel conditions. Based upon these optimized parameters, a look-up 
table is designed which can be used to provide the UEP to the coded bitstream 
in real time video transmission. This look-up table provides the optimum value 
of a (which are computed using off-line optimization) for wide range of chan-
nel conditions for the transmission of video sequences. Secondly, the proposed 
scheme is also adaptive in reassembly of the substreams in reconstruction of the 
video. As explained in the previous chapter, whole bitstream is partitioned into 
two substreams, namely: HP and LP. Thus, based upon the optimized value of 
a, the scheme takes the decision whether to consider or discard the LP bits. 
The look-up table thus designed will be independent to the video sequences in 
terms of motion, texture, etc. That is, there is no need to do off-line optimization 
for each and every sequence. This will reduce the computational complexity 
of the communication system. Therefore, the proposed method will be highly 
suitable for devices which have low processing capabilities or operate on low 
power. For example hand-held devices such as smart-phone and tablets have 
low processing power and operate on battery backup, and therefore, can handle 
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only such applications that require low computation, so that battery life can be 
extended. 
Also, the proposed adaptive HQAM with CNR is an alternative scheme to 
adaptive QAM modulation level. Usually, state-of-the art wireless technology 
such as WiMax, LTE, adapts the modulation level of QAM for dynamically vary-
ing CNR, which leads to continuous switching of the modulation level at the 
receiver. Whereas, in proposed scheme, HQAM with adaptive a would serve the 
same purpose of adaptive modulation level. That is, once the system is designed 
for maximum modulation level of HQAM, it remains same for all channel condi-
tion, while only a adapts to the CNR. For example, two priority 16-HQAM can 
act as IG-QAA-I and QPSK with Q equals to 1 and oo, respectively (a = oo can be 
practically achieved at a = 100) as described in section 3.4 of previous chapter. 
Similarly, four priority 16-HQAM can be used to switch between 16-QAM, QPSK 
and BPSK. Likewise, six priority 64-HQAM can be used to synthesize 64-QAM, 
16-QAM, QPSK and BPSK. Furthermore, for fixed average symbol power in the 
transmission, receiver does not require any knowledge of a for demodulating the 
received symbols [178]. 
This chapter firstly formulates the optimization problem. Then, HQAM-based 
optimized and adaptive UEP is proposed. Finally, simulation results and discus-
sions are presented. 
4.2 Problem Formulation 
The end-to-end quality of video sequence transmitted over AWGN channel is 
generally measured in term of Peak Signal-to-Noise Ratio (PSNR), defined in 
section 2.2.4. The quahty of a video sequence coded at rate Rg bits/sec and 
modulated using 16-HQAM will be the function of BER of HP and LP substreams. 
Mathematically, the video quality in terms of PSNR can be represented as 
P5iV7? = / ( P f ^, P^-O (4.1) 
where Pf^ and P/'^ are bit error rates of HP and LP substreams, respectively. 
As discussed in previous chapter, Pf^ and P^^ are the function of modulation 
parameter, a, at a given channel noise condition measured in terms of carrier-to-
noise ratio (CNR). That is 
P"' = hic.) (4.2) 
Pe'' = /2(«) (4.3) 
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The exact relations among P^^, P^^, a for a given CNR for AWGN channel are 
given in Eqns. (3.72) and (3.73). These two error probabihties can be controlled 
by controlhng a such that decreasing P^^ increases P^^ and vice-versa. Com-
bining Eqns. (4.1), (4.2) and (4.3), PSNR can be written as some function of a 
at given Rg and CNR. That is 
PSNR = /(a) (4.4) 
Since, it is difficult to empirically derive the exact nature of function / in Eqns. 
(4.1) and (4.4), an analytical approach will be followed here to obtain the optimal 
value of Q that maximizes the PSNR. 
Plots of /i and /s (or Pf ^ and P^^) as functions of o at CNR = 12, 15 
and 20 dB are shown in Fig. 4.1. From these graphs, it is apparent that at 
a given CNR of AWGN channel, P^^ and P^^ are decreasing and increasing 
functions of rv respectively. In order to achieve good video quality, it is desired 
to have minimum errors in both HP and LP substreams, i.e. both Pf^ and 
P^^ should be as smaU as possible. However, since HP bits are more important 
than LP bits, and therefore, they are protected more strongly. This is generally 
achieved by increasing a to reduce Pf^, but at the same time, this increase in 
a tends to increase P^^ causing some degradation in the video quahty. Thus a 
question arises that how much a should be increased to reduce P/^^ (to increase 
protection of HP bits) so that corresponding increase in P^^ does not causes the 
deterioration in the overall video quality. That is, for a given CNR (or channel 
condition), what is the optimal value of a that maximizes the overall video quahty 
(or PSNR), which is mathematically expressed as; 
PSNRmax = max m (4.5) 
where the maximization is performed over all values of a at CNR of interest. 
Furthermore, in wireless AWGN channel, since the channel noise (measured in 
CNR) varies randomly with time, therefore, the optimized a need to be adapted 
with varying channel conditions so that best quality video can be guaranteed. As 
discussed earlier, at those CNR at which optimized a is high (to protect HP bits 
more than LP bits), P^^ is likely to be high and more LP bits are likely to be 
received erroneously. Ur^ der such conditions, we propose not to consider LP bits 
in the reconstruction of video. That is, at the receiver end, before video decoding, 
bitstreams are reassembled adaptively (consider or discard LP bits) depending 
on the channel condition (or equivalently the optimal a). 
Next section describes the proposed UEP scheme which utilizes the optimized 
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Figure 4.1: Variations of bit error rates (BER) of LP and HP bits with a 
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Figure 4.2: Proposed optimized UEP scheme using HQAM 
value of a at different channel conditions to achieve the best quality of recon-
structed video. 
4.3 Optimized UEP using Adaptive HQAM 
As discussed in chapter 3 that for a given channel bandwidth and noise condi-
tions, the end-to-end quality of reconstructed video depends on the modulation 
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parameter a. In this section, tlie adaptive HQAM scheme based on optimized 
modulation parameter a using look-up table approach is presented. Firstly, the 
proposed system is described, then, design of look-up table which stores the op-
timized value of a for wide range of CNR, is presented. Followed by, an adaptive 
bitstream reassembly at the receiver which promise to increase the end-to-end 
quality at lower CNR, is given. 
4.3.1 System Description 
The optimized UEP scheme using adaptive HQAM is shown in Fig. 4.2. The 
video sequence is encoded into bitstream using wavelet based coder. The bit-
stream then partitioned into two priorities, namely: high priority (HP) and low 
priority (LP) substreams. These priority substreams are mapped to form the 
HQAM symbols by considering two LSB and two MSB bits from HP and LP 
substreams respectively. The relative protection of these substreams are pro-
vided using a > 1. For providing optimized UEP, optimum value of a at a given 
channel condition is selected from the look-up table. Then, these symbols are 
transmitted through AWGN channel to the receiver. At the receiver, reverse 
processes are done to reconstruct the video. More specifically, the demodulation 
of HQAM symbols are done to recover the HP and LP substreams followed by 
reassembly of both the substreams into bitstream before decoding the video. It 
is to be noted that at the demodulation of the HQAM symbol, a is not required 
to recover the substreams [178]. This will allow the same HQAM demodulator 
to be used irrespective of the value of a, used at the modulator side. 
Furthermore, the reassembly of the HP and LP substreams before decoding 
the video is also adaptive with the channel conditions. Thus, the proposed system 
has two levels of adaptivity, one at the level of HQAM, in which modulation 
parameter, a, is adopted according to the channel conditions, and the second, at 
the reassembly of received bits before they are decoded (LP bits are adaptively 
used or discarded from the reconstruction of the video). These two levels of 
adaptivity will be discussed in the following subsections. 
4.3.2 Look-up Table Design Algorithm 
As mentioned earlier that the relative protection required for HP and LP bit 
streams depend on the channel conditions. Therefore, at a given source bitrate 
and channel condition (measured in terms of CNR), it is required to find opti-
mal value of modulation parameter, a^pt, such that the best overall video quaUty 
is achieved. Although, the number of optimization algorithms such as Genetic 
algorithm, simulated anneahng [179, 180], are available, which may be used to 
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obtain optimized a so that overall PSNR is maximized. However, due to time 
varying noisy channel conditions and fluctuations in video characteristics, these 
algorithms attempt to find global maxima of PSNR under the given constraints, 
which is a very time consuming process. Hence, the standard optimization al-
gorithms may not be suitable for the such scenario. One of the contributions of 
this chapter is to develop a novel optimization algorithm to achieve near optimal 
overall end-to-end video quality. Furthermore, we propose a look-up table based 
approach for finding optimal value of a at given CNR. 
In order to develop algorithm to design a look-up table for optimal a (here 
onward referred as CYgpt), it is important to study how the quahty (measured in 
terms of PSNR) of a coded and prioritized video varies with modulation param-
eter, a, and channel conditions (measured in terms of CNR). For this purpose, 
an exhaustive study has been carried out by varying a (from 1 to 100 at the step 
of 2) of 16-HQAM for each CNR (considered in the range of 6 to 30 dB at the 
step of 2 dB) of AWGN channel. For each value of CNR under consideration, 
PSNR of decoded video for different 'a' is measured. This process is repeated for 
a number of video sequences (each coded at fixed bit-rate of 1000 kbps) covering 
wide variation in texture and motion of video sequences. 
The variation of PSNR with a for different values of CNR for six such se-
quences (namely Football, Foreman, Akiyo, Flower Garden, Hall Monitor and 
Mobile sequences) are shown in Figs. 4.3(a)-(f). It has been observed that at 
each CNR and beyond 0=20, the PSNR value of decoded videos gets saturated, 
and therefore Figs. 4.3 are plotted for up to a=20 only. Let a^ is the value of 
modulation parameter a, at which for a given CNR, maximum value of PSNR is 
obtained. That is, a,„ which is the function of CNR and is the value of a that 
maximizes PSNR. 
A /(«m) > /(a) Va (4.6) 
Also, Fig. 4.4(a) shows the plot of am for each CNR under considerations 
and Fig. 4.4(b) shows PSNR vs CNR for corresponding values of am- Following 
observations can be inferred from Figs. 4.3 and 4.4(a): 
(i) From Fig. 4.3, it can be observed that for each CNR, there exist a value of a 
after which PSNR is almost saturated. However, due to randomness in video 
characteristic and randomness in the behaviour of errors in different bits for 
different channel conditions, there is some small fluctuation in PSNR. 
(ii) Further, from Figs. 4.3, it can be observed that at lower CNR, PSNR 
saturates at lower a (closer to unity), that is, increasing the value of a for 
lower CNR (high noise conditions) does not improves PSNR significantly. 
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Although maximum PSNR (due to fluctuations discussed in (i)) may occur 
at much higher value of a, but the difference between maximum PSNR and 
PSNR corresponding to a at which saturation starts, is insignificant (always 
less than 0.5 dB). 
(iii) The value of a^ is large for lower CNR and decreases as CNR increases. 
This is due to the fact that at lower CNR, due to highly noisy channel 
conditions, higher value of a are required to provide better protection to 
HP substream than LP substream, so that important information are pro-
tected more, thereby maximizing the overall video quahty. However, as 
CNR increases (channel noise decreases), protection to HP substream may 
be reduced and higher CNR (beyond 20 dB), HP and LP substreams may 
be protected uniformly, leading to a„i=l (QAM). 
(iv) From Fig. 4.4(a), it can be observed that to achieve the best video quality 
at each CNR, the modulation parameter {a) need to be varied from 1 to 
100, resulting in the large dynamic range of a, which is not desirable from 
hardware implementation point of view. 
(v) Also, from Fig. 3.5, (though it was plotted for general data, but may also 
be valid for video data), it can be seen that at given BER, difference in 
Eb/No of HP and LP substreams at Q=20 and Q=OO is negligible (approx. 
0.2 dB at BER = lO""^ ). 
In light of these observations and due to small variation in PSNR and with the 
objective to ease the hardware requirement, we propose an algorithm to design 
an optimal HQAM (with optimal value of a, called ttopt)' which can achieve the 
best overall video quality. The optimal value of a (aopt), defined as in Eqn. (4.7), 
is the minimum value of a at which PSNR is at the most 0.5 dB less than the 
maximum PSNR. That is 
aopt = min{a} | / (a) > / («„) - 0.5 dB VQ (4.7) 
By comparing the values of a^ and aopt as shown in Fig. 4.4(a), for Football 
sequence at various noise conditions, it can be observed that when Oopt (instead 
of Qm) is used to achieve the near best end-to-end video quahty, the dynamic 
range of a reduces from [LOO, 100.00] to [1.00, 29.80] while maintaining almost 
the same video quality for the range of CNR under consideration. This fact is 
also evident from Fig. 4.4(b). However, due to time varying nature of channel, 
it wiU be almost impossible to calculate agpt for each noise condition in the real 
time (on fly-basis). Therefore, we propose a look-up table based approach, in 
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which Qopi (averaged over wide range of video) is stored in pre-designed table 
(known as look-up table) for each possible noise conditions (CNR values). In 
order to take into consideration the time varying nature of channel, for each 
CNR 20 independent channel conditions are simulated to find agpi • Based on the 
above observation, an optimization algorithm is designed, which is summarized 
in Algorithm 4.1. 
Algorithm 4.1 Steps for obtaining optimized hierarchical parameter, a and 
design of Look-up table 
1: Initialize: CNRmin, dCNR, CNRmax, ^^ iQ'max • (^ CNR and 5a are step 
sizes 
2: for CNR = CNR„,in: 6CNR: CNR^^x do 
3: for r = 1 : (5a : Qmax do 
4: Do 20 simulation to obtain PSNR using Eqn. (2.3) 
5: Calculate PSNRavg = J ^ PSNR 
20 Simulation 
6: end for 
7: Find Qfm according to Eqn. (4.6) 
8: Find aopt according to Eqn. (4.7) 
9: end for 
10: Repeat all the above steps for chosen test sequences 
11: Compute the average aopt, Oiopt for the set of CNR 
12: Construct a look-up table for o-opt for the CNR set 
4.3.3 Adaptive Reassembly of Received Bits 
The optimization algorithm described in the previous subsection selects optimal 
value of a at given CNR, to design optimized UEP scheme using 16-HQAM. 
Furthermore, agpt is varied according to the varying channel conditions, for which 
look-up table approach is followed. However, as aopt increases, the protection of 
HP bits increases at the cost of LP bits. This is evident from Fig. 3.4 that for 
a = 1.5 and at CNR=10 dB, BER of LP bits is about 10 times higher than that of 
HP bits, and as CNR increases, the gap further increases exponentially. That is 
at higher values of aopt-, most of the LP bits are likely to be received erroneously. 
From Fig. 4.4(a), it can be observed that aopt is close to unity at very low and 
high CNRs, but its value is high (> 1.5) at CNR ranging from 10 to 20 dB for 
Football sequence. Similar trends are observed for other sequences <is well. Thus 
corresponding to those CNR at which Oopt is high, more LP bits are likely to be in 
the errors and if they are used to reconstruct the video, the overall video quaUty 
is hkely degrade. 
Under these conditions, it may be advisable to reconstruct the video from 
received HP bits only and discard LP bits. Therefore, we propose an adaptive 
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CNR (dB) 
(b) 
Figure 4.4: Performance comparison between a at exact maximum. PSNR, a^ 
and optimized a at approximated maximum PSNR obtained by the algorithm, 
aopt for football sequence: (a) a vs CNR: (b) PSNR vs CNR for corresponding a 
plotted in (a) 
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reassembly of received HP and LP bits adaptively.' That is at low to medium 
CNR (up to approx. 20 dB), the video should be reconstructed using only HP 
bits (and LP bits are discarded), whereas at high ClfR (when noise is low), both 
(LP and HP) substreams should be used to reconstruct the video. It should be 
noted that at very low CNR (extremely high noise conditions), a^pt is close to 
unity leading to same BER of HP and LP bits. The poor quality of reconstructed 
video at these CNRs is mainly due to large number of errors in HP bits, and LP 
bits have minimal role to play and therefore may be ignored at low CNRs as well. 
This leads to only one threshold of CNR to decide i if LP bits are considered or 
discarded for the reconstruction of video. Experimentally, it has been observed 
that this threshold may be taken as 21 dB. 
4.4 Simulation Results 
4.4.1 Simulation Environment 
In order to investigate the performance of proposed HQAM-based UEP scheme, 
we have considered transmission of wavelet coded (with embedded bitstream) 
video over AWGN channels. To design the look-up table for Uopt, we have consid-
ered a total of seven video sequences, each of CIF resolution, but of varying char-
acteristics. These sequences are Akiyo (100 frames)i. Flower garden (100 frames), 
Football (90), Foreman (100 frames). Bus (100 frames), Hall Monitor(100 frames) 
and Mobile (100 frames). The simulation parameters used for encoding the video 
sequences are listed in Table 3.1 on page 64. Owing to random nature of channel 
errors and their impact on the compressed video stream, for each tested channel 
conditions (specified in terms of CNR) and protection strategy, 20 difi'erent and 
independent runs of the experiments were conducted. The objective video quahty 
is measured in terms of PSNR, which is determine^ by averaging the PSNR value 
over 20 runs of experiments. The proposed video communication system has been 
implemented in C language and programs are executed in the Linux environment 
4.4.2 Look-up table based optimization of 'a ' 
In this section, the optimized values of modulation parameter (a) for 16 HQAM 
over the range of CNR of AWGN channel using the algorithm, given in Algorithm 
4.1, are obtained. The algorithm first searches for Om, the value of a that gives the 
best PSNR for each CNR. Then, in order to simpihfy the hardware requirement 
of HQAM modulator, the dynamic range of a is reiduced according to Eqn. (4.7). 
We have represented corresponding a as agpt-
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Figure 4.5: Optimum a vs CNR for all seven sequences and their average at 
1000kbps 
The graph of agpt versus CNR of each video sequence is shown in Fig. 4.5. 
It can be obscrvt^ d from this figure that variation of agpt with CNR has almost 
similar trend for each sequence. That is, for almost all sequences, agpt increases 
with increase in CNR up to approximately 15 dB and then decreases afterwards, 
which is consistent with our earlier observations. However, there is slight variation 
in the absolute \'alue of aopi from sequence to sequence. This variation is due to 
the varying characteristics of video sequences. Since, the noise conditions in 
wireless channels as weU as input video sequence may change randomly, it is 
difficult to calculate aopt (which require exhaustive simulation) on the fly basis. 
To overcome this problem and as discussed earher, a look-up table has been 
design, that contains only one value of aopt for each CNR. Depending upon the 
channel CNR, modulator may select aopt from this table. Although, we have 
designed only one look-up table, which can be used for all video sequences, but a 
separate table for each class of video, such as entertainment, news, sports, may 
also be designed. 
In this work, the design is achieved by averaging agpt at corresponding CNR 
for all test video sequences under consideration. The average agpt, denoted by 
ttopt, for each CNR is listed in Table 4.1 and is also plotted in Fig. 4.5 by 
black thick lines with filled circles. It may be noted that Uopt for each CNR, once 
evaluated will remain fixed for all incoming video sequence and depending on CSI 
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Figure 4.6: Comparison of average agpt at different bit rates 
information, transmitter shall select appropriate value of modulation parameter, 
aopt from look-up table as shown in Table 4.1. 
Fig. 4.6 shows the average agpt-, ctopt. of the seven test sequences coded at 
500, 1000 and 1500 kbps for wide range of CNR . From the figure, it can be 
observed that at lower and higher values of CNR, the agpt is almost the same 
irrespective of source bit rate, whereas at moderate values of CNR (12-18 dB), 
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Figure 4.7: APSNR (at average a and optimized a) vs CNR for all sequence at 
1000kbps 
there is slight variation in the values of Oigpt for different source bit rate. For 
example at CNR^  = 15 dB, the values of dcopt at 500, 1000 and 1500 kbps are 
16.14, 19.06 and 19.83 respectively. However, at thiis range of alpha (around 15-
20), a large variation of a results in very small variation in BER performance 
of HP and LP substreams as seen in Fig. 4.1. As a result, the PSNR deviation 
will also be neghgible for moderate CNR at different bit rates. Therefore, it may 
be concluded that the look-up table given in Table 4.1 that stores the agpt for 
different channel conditions, can be used for the optimized UEP transmission of 
videos coded at different bit rates. Since obtaining results for videos, coded at 
various bit rate is a very time consuming process, in this thesis, we will consider 
only the video bitstream coded at 1000 kbps for investigating the performance of 
all the UEP schemes. 
The proposed approach, although simplifies the design of the communication 
system, but its performance is slightly inferior to that of optimal (maximum 
PSNR) performance and may vary from video to video. Fig. 4.7 shows the 
difference of PSNR obtained at actual aopt (optimal performance) and at ciopt 
(proposed look-up table based system) for all seveh test video sequences at 1000 
kbps. It can be observed that the deviation of PSNR from its optimal value 
remains almost with in 1 dB for all sequences except for Akiyo sequence, for 
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which the PSNR difference is up to 2.5 dB at CNR=13 dB. This PSNR deviation 
from its optimal vahie (the best PSNR) may not be of any practical significance 
and may be ignored due to following reason. Sacrificing small amount of PSNR 
quality from its optimal (the best) value simplifies the system design, which is 
important for practical realizabihty of the system. In other word, this is the 
price to be paid to avoid calculation of optimal modulation parameter agpt for 
each noise condition and for every incoming video sequence on fly basis, which is 
practically impossible. Therefore, in the proposed video communication system, 
transmitter needs to know only Channel Sense Information (CSI) and system will 
find corresponding modulation parameter, a, that is, (iopt for the instantaneous 
noise conditions of the channel from the look-up table. 
Finally, the performance of the proposed two-layered HQAM-based UEP sys-
tem is compared (in terms of PSNR Vs. CNR) with that of QAM, non-optimal 
HQAM (with a = 1.4 and 1.8) and optimized HQAM for six video sequences 
namely: Football (90 frames). Foreman (100 frames), Akiyo (100 frames). Flower 
Garden (100 frames). Hah Monitor (100 frames) and Mobile (100 frames) se-
quences as shown in Figs. 4.8(a)-(f), respectively. 
Observing Fig. 4.8(a), it is obvious that the proposed scheme achieves the best 
possible quality (near optimal PSNR) for aU channel conditions for the football 
sequence and is remarkably better than QAM (by about 13.5 dB at CNR=16 
dB) and non-optimized HQAM with a = 1.8 (by about 11 dB at CNR=16 dB). 
Furthermore, it can be observed that the performance of look-up table based 
selection of a for UEP is almost close to optimal selection of a, with only marginal 
degradation of quality (for example, up to approximately 1.0 dB). In addition, 
the marginal degradation of quality is observed at lower value of CNRs only, at 
which the video quality is not that much significant and the difference is hardly 
perceivable. 
Similarly, for Foreman sequence as shown in Fig. 4.8(b), proposed UEP is also 
remarkable better than other schemes. For example, on comparing with QAM, 
an improvement of approximately 13 dB at CNR — 16 dB can be observed, and 
improvement of approx. 10.5 dB at CNR = 16 dB can be seen for non-optimized 
HQAM with a — 1.8. In this case also, the performance of look-up table based 
selection of a for UEP is almost close to optimal selection of a, with only marginal 
degradation of quality ( up to approximately 0.5 dB). 
Likewise, in case of Akiyo sequence as shown in Fig. 4.8(c), the proposed 
scheme outperforms other schemes. For example, an improvement of 18.5 dB 
approx. at CNR = 16 dB can be observed on comparing with QAM. In case of 
non-optimized HQAM with a = 1.8, the proposed scheme is better than it by 
about 17 dB at CNR — 16 dB. The performance of look-up table based UEP is 
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(b) Foreman Sequence 
Figure 4.8: Performance comparison of different HQAM based UEP schemes at 
1000 kbps (contd...) 
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(c) Akiyo Sequence 
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Figure 4.8: Performance comparison of different HQAM based UEP schemes at 
1000 kbps (contd..,) 
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Figure 4.8: Performance comparison of different HQAM based UEP schemes at 
1000 kbps 
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also close to optimal selection of a, with small degradation of quality (up to 3 
dB approximately). ' 
Almost similar trends can be observed for the remaining sequences as well 
(refer Figs. 4.8(d)-(f)). Thus the proposed HQAM-based UEP achieves near 
optimal performance, while maintaining the reduced complexity and therefore 
suitable for real-time video communication. 
4.4.3 Adaptive Reassembly of Data 
In order to investigate the performance of proposed scheme of adaptive reassembly 
of received bits, the same set of parameters and videos (described in section 4.4.2) 
are considered for the simulation of the video communication system. 
Fig. 4.9, compare the eflt'ect of discarding LP bits in the reconstruction of video 
transmitted with optimized UEP with adaptive HQAM (using aopt of Table 4.1). 
From Fig. 4.9(a), it is observed that in Football sequence discarding the LP bits 
in the reconstruction of video improve the end-totend quaUty up to approximately 
3.5 dB for CNR in the range of 14 to 21 dB. Similarly, Fig. 4.9(b) shows discarding 
LP bits for Foreman sequence that yield in improvement of 3.5 dB for same range 
of CNR as in c^ ise of football sequence (that is, CNR = 14 dB to CNR = 21 dB) 
while including LP bits in the reconstruction of the video increases the PSNR after 
CNR = 21 dB. Likewise, approx. 4 dB of improvement is observed if LP bits are 
discarded for the same range for Akiyo sequence ias shown in Fig. 4.9(c), however 
including LP bits again improves the performance after CNR = 21 dB. Almost 
the same performance is observed for other sequences too, that is, discarding 
LP bits improves the performance below CNR = 21 dB and after this threshold 
including LP bits in the video reconstruction improves the PSNR. 
The reason behind the above performance is explained as follows: As the 
noise in the channel increases, aopt is hkely to increase in adaptive HQAM, and 
therefore resulting in the increase in BER of LP bits. When these LP bits used 
in the reconstruction of video, instead of increasing the video quahty, they tends 
to degrade it. Thus, discarding these erroneous LP bits is the better option. On 
the other hand, when CNR is high (above 21 dB), the effect of noise is almost 
negligible. At these range of CNR, aopt ~^ 1, giving almost equal error protection 
to HP and LP substreams, and thus, including both the substreams in the video 
reconstruction improves its quahty. 
Table 4.2 shows maximum PSNR improvemerkt of proposed scheme over QAM 
based scheme (that is. Equal Error Protection) with and without LP substream 
for video reconstruction. It can be observed from the table that on average up to 
approx. 12 dB of improvement in video quahty can be achieved using proposed 
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(b) Foreman Sequence 
Figure 4.9: Effect of discarding LP bits in the recQnstruction of video transmitted 
using optimized UEP with adaptive HQAM (conitd...) 
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Figure 4.9: Effect of discarding LP bits in the reconstruction of video transmitted 
using optimized UEP with adaptive HQAM (conjtd...) 
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Figure 4.9: Effect of discarding LP bits in the reconstruction of video transmitted 
using optimized UEP with adaptive HQAM 
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Table 4.2: Maximum PSNR improvement b|y proposed UEP over EEP 



























Average 12.084 15.205 
UEP scheme with adaptive HQAM over QAM. However, if LP bits are not used 
in video reconstruction, up to 15.2 dB of improvjement is achieved over QAM. 
From the above discussions and results fronji Fig. 4.9, it can be concluded 
that discarding LP bits up to CNR of 21 dB isj a better option to achieve best 
end-to-end quality. The reason for selecting t\e threshold CNR = 21 dB for 
discarding and considering LP bit for video reccjinstruction is that above 21 dB, 
Oopt -^ 1 while below 21 dB, aopt > 1.5. Therefore, equivalence agpt > 1.5 is a 
threshold for selecting or considering LP bits. 
So far, one results are presented only videb sequences used to design the 
scheme. However, it is equally important to f^erify the performance of above 
scheme for non-test sequences. For this purpose [two non-test sequences, namely: 
Coastguard (100 frames) and Container (100 frcimes)are considered. The results 
for these sequences are shown in Fig. 4.10(a) ^nd 4.10(b) respectively. It can 
be observed from these figures that almost similar performance to that of test 
sequences are obtained. For example, from Fig^  4.10(a) shown for Coastguard 
sequence, the optimized UEP (including LP bits in the reconstruction) using 
adaptive HQAM gives approx. 10 dB of improvement over QAM at CNR = 
16 dB. However, if LP bits are discarded in th0 video reconstruction, a further 
improvement of 12.5 dB can be obtained at the s4me CNR. Similarly, Fig. 4.10(b) 
shows that for the Container sequence, proposed Scheme can achieve up to approx. 
12 dB of improvement over QAM at low CNR when LP bits are used in the 
reconstruction of the video. However if LP bitis are discarded at the receiver, 
then up to approx. 16 dB of improvement over! QAM can be achieved at lower 
CNR. However, at high CNR (above CNR = 21 dB), the LP bits should be 
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(b) Container Sequence 
Figure 4.10; Performance of the optimized UEP schemes using adaptive HQAM 
for non-test- sequences 
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(d) : 
Figure 4.11: Subjective Quality Comparison of various schemes for first 5 frames 
of Foreman sequence coded at 1000 kbps, corrupted through AWGN channel at 
CNR=16 dB: (a) no error; (b) EEP; (c) HQAM at a^pu (d) HQAM at aopt with 
adaptive bit reassembly at the decoder. 
included in th(> video reconstruction to achieve beltter results. Thus the proposed 
optimized UEP scheme with adaptive HQAM andiadaptive reassembly of bits can 
be used to improve the robustness against channel errors. Further, the solution 
is simple and a single modulation can be used for wide range of CNR. Also, the 
look-up table designed is very generic and can be used for any CIF sequence 
irrespective of its motion, texture, etc. 
Finally. Fig. 4.11 compares the subjective quality of first five frame of Fore-
man sequence at 1000 kbps for CNR = 16 dB, obtained using various schemes. 
Figs. 4.11(a) show decoded frames in absence of iany errors. These frames have 
distortions only due to quantization errors. Figs. 4.11(b) show the reconstructed 
frames in presence of channel errors when only QAM is used for modulation. 
Figs. 4.11(c) show the decoded frames in presence of channel errors when pro-
posed optimized UEP with adaptive HQAM is used. It is observed that the 
simple QAM scheme fails to deliver acceptable quality of the reconstructed video 
at this CNR, whereas the proposed scheme deliyer good acceptable quality of 
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the decoded video. At last, Figs. 4.11(d) show the decoded frames in presence 
of channel errors for the proposed optimized scheme when LP bits are not used 
in the reconstruction of the video. This scheme ^hows better subjective quahty 
at this CNR than the previous scheme in which I LP bits are considered in the 
reconstruction of the video. 
It is worth to note that any quality improvenient due to physical layer UEP 
under large to moderate noise conditions is obtained without any additional re-
sources such as transmitted power or channel bandwidth. However, there is slight 
increase in the complexity. 
4.5 Summary 
In this chapter, an optimized UEP scheme for embedded video bitstream using 
HQAM has been proposed. It exploits the decreasing importance of bits along 
embedded video bitstream to achieve protection against noise over AWGN chan-
nel. The modulation parameter related to the constellation diagram has been 
optimized with varying channel conditions for seven video sequences of varying 
context and motion. Then, a look up table has be^n formed so that low complex-
ity may be kept at the transmitter for practical;implementation point of view. 
This scheme shows that approximately up to 13.3 dB of Peak Signal-to-Noise 
Ratio (PSNR) gain can be achieved without compromising on the bandwidth as 
compared to conventional 16 QAM. If LP substream is discarded in the video 
reconstruction at receiver when CNR is between 14 and 21 dB, further 3 dB of 
gain can be achieved. Thus, it is suggested that below 21 dB of CNR the LP 
substream should be discarded to achieve best end-to-end quality of video. After 
CNR = 21 dB LP substream is to be considered in the reconstruction of the video 
using proposed scheme. Thus, adaptation on the: proposed scheme has been ob-
tained at two levels, one was a based adaptivity and the other was reassembly of 
substreams based adaptivity. In this chapter physical layer based schemes were 
explored to achieve UEP. In addition, application layer FEC can also be used 
to provide UEP to coded bitstream. On similar grounds, next chapter explores 




Optimized UEP at Application 
Layer 
5.1 Introduction 
In chapters 3 and 4, the unequal error protection (UEP) was implemented using 
Hierarchieal-QAM, in which the constellation points were readjusted to provide 
relative error protection. High priority substreani was mapped to those constel-
lation points which have larger Euclidean distances while low priority substream 
was mapped to those points that have smaller Euclidean distances. In this chap-
ter, another approach of providing UEP using forward error correction (EEC) is 
used. 
Channel coding is widely used as an EEC to c0mbat the effect of channel errors 
in video communication. The controlled parity information is added in the source 
information during the transmission, which can be exploited to detect and correct 
the errors, at the receiving side. However, added parity information increases 
the bandwidth requirement of the overall transmitted signal. This increase in 
bandwidth is not feasible for the video transmission over the bandwidth-limited 
and the CBR channel, as encoded video itself ;consumes large bandwidth. In 
order to solve this issue, concept of joint source (Channel coding (JSCC) has been 
introduced [2, 3]. The aim of JSCC is the efficient utihzation of fixed bandwidth 
of the channel, by reducing the source rate for :increased parity information so 
that transmission rate remains unaffected. 
The joint source channel coding is usually exploited to provide equal error 
protection (EEP). In EEP, the entire bitstream is protected with the same EEC, 
and channel code rate and source bit rate are adapted with channel conditions. 
The joint source channel coding can also be utilize to provide UEP for rehable 
transmission of layered video bitstream. In order to apply UEP, the bitstream is 
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divided into multiple priority substreanis and each substream is protected differ-
ently according to their priority such that the total bit (source and parity bits) 
rate remains constant. 
In this chapter, a look-up table based optinkized UEP scheme using FEC for 
wavelet based coded video is investigated over AWGN channel. In the litera-
ture, the optimized UEP scheme using FEC wajs investigated mostly for discrete 
cosine transform (DCT) based coded video [142, 181, 182]. Though a number 
of researches have investigated the performance: of UEP for wavelet coded image 
and video, most of them considered parameters of channel codes heuristically (i.e. 
non-optimal channel codes) [183]. Some attempts to use UEP with optimized 
channel codes were also made, however, optiniization algorithms are generally 
very complex and not suited for real-time applications using portable devices 
where battery hfe and computational capability of device is hmited. Therefore, 
in this chapter, the optimization is performed op-line over large set of test video 
sequences and, based upon the optimization, a look-up table is formed. This look-
up table stores the optimized FEC parameters over wide range of CNR which can 
be used to provide the optimized UEP in real-time video based apphcations. 
The proposed method of optimization along with look-up table based ap-
proach reduces system complexity for real time video comnmnication. Only off-
line optimization is to be performed on a large number of test sequences. Once 
the optimized parameters are obtained and lo(i)k-up table is formed, it can be 
used for any type of video sequences irrespective of motion and content. This 
will make the system very simple and fast with the best end-to-end quality. 
Another issue considered in this chapter is to investigate, whether, for embed-
ded video bitstreams FEC-based UEP has any-significant advantage over EEP. 
It seems that UEP may give better performance for layer based bitstreams as 
compared to EEP [2. 3]. However, investigation is needed to find out whether op-
timized UEP may provide better results than optimized EEP scheme or optimized 
EEP scheme is sufficient to achieve best end-to-end quality of the wavelet coded 
video for the entire CNR range. A similar study for H.264/AVC data-partitioned 
video has been performed earher in [184]. 
This chapter firstly investigates the optimized EEP schemes using FEC for 
the video communication. Then optimized UEP scheme using FEC is proposed 
and compared to optimized EEP schemes. 
5.2 Equal Error Protection using FEC 
In Forward Error Correction, parity bits are addeid to the source generated bits to 
facilitate detection and correction of bits at the decoder side. Here, we investigate 
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Figure 5.1: A video transmission system using EEP only 
the effectiveness of error protection to wavelet coded video, for transmission over 
noisy channels, shown in Fig. 5.1. The wavelet video coder generates embedded 
video bitstream, which are then passed to the channel coder. Channel coder 
append parity bits to the bitstream using channel code rate, r. The channel coded 
bits are used to formed the symbols of QAM. Since, in this chapter, the emphasis 
is to investigate EEP or UEP at apphcation layer only, we have considered a 
fixed and equally spaced constellation diagram of QAM. The QAM symbols arc 
transmitted over AWGN channel in the form of signals. At the receiver, corrupted 
signals are back converted to bits using QAM demodulator and then passed to 
chcinnel decoder which tries to detect and correct the errors. These, somehow, 
corrected bits are decoded to reconstruct the video. 
Let Bf is the number of bit generated in a frame by wavelet video coder 
(discussed in section 3.5 on page 59), which is appended by B^ parity bits using 




Bf + Bf (5.1) 
The condition 0 < r < 1 controls the degree of error protection of the source 
bits against the channel errors. Lesser the value of r, more stronger is the protec-
tion against the noise, and r = 1 corresponds to no error protection (as B^ = 0). 
Therefore, bit error rate (BER) of source bits can be controlled by controlhng 
r. Before investigation of the performance for ^vavelet ceded video over noisy 
channel, the effect of r on the BER performance is evaluated as follows. 
As discussed, the BER of a channel coded bitstream is controlled by the 
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Br - • •4^ BP 
Video bitstream FEC 
Figure 5.2: Structure of FEC coded video bitstream for EEP 
channel code rate, r, it is worthwhile to investigate the nature of variation of 
BER with channel coder rate variation at fixed transmission rate. The BER 
variation in RS coded [75] (with symbol length, m = 8) bitstream, modulated 
using 16 QAM and transmitted over AWGN channel with zero mean and power 
spectral density Ngjl is shown in Fig. 5.3. The parameters used in RS coding 
are summarized in Table 5.1. While varying r (or parity bits fi^), source bits Bf 
are adjusted according to maintain total transmission rate constant. It means if 
parity bits are increased then source bit rate haS to be decreased, and vice versa. 
It is obvious that as CNR increases the BER decreases at a given channel coder 
rate r. For r — \ (no channel coding), the BER rate approaches to almost zero 
at CNR = 24 dB. It means that at this CNR and beyond QAM demodulator is 
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Table 5.1: Parameters setting used for RS channel coding 
Parameter Value 
m 8 
Galois field GF(2) 
Extension field GF(2^) 
n 2 ^ - 1 
Primitive polynomial I + X'^ + X^ + X'^ + X^ 
the effect of channel coding can be observed beyiond CNR = 13 dB only. That is, 
beyond CNR = 13 dB, BER increases as r decreases (or parity bits increases). For 
example, r ~ 0.92, the BER approaches zero at CNR = 19 dB, which corresponds 
to power gain of approximately 5 dB. This is due to the fact that at the same 
noise condition, the increased parity bits can how correct more channel errors, 
thereby reducing the BER. Similarly, at r = 0.84, the CNR, at which BER rate 
approaches zero, goes further down to 18 dB. Below CNR = 13 dB, varying the 
channel code rate have no effect on the BER. This is because of the fact that at 
lower CNR, the noise is so severe that even increased parity bits are unable to 
correct all the errors. However, it is also observed that the BER improvement 
for decreased value of r in the range between CNR = 13 dB and 15 dB is almost 
neghgible. Thus, below CNR = 15 dB FEC based equal error protection does 
not yield very much improvement as compared to no channel protection. 
The above analysis suggests that FEC-based EEP works satisfactorily for 
AWGN channel for CNR = 15 dB and above. 
In order to evaluate the performance of FEC-based EEP, WBTC coded video 
bitstream is channel coded with RS code, modulated using 16-QAM and trans-
mitted over AWGN channel, with zero mean and power spectral density of iVo/2. 
The simulation parameters used for encoding the video sequences are same as 
hsted in Table 3.1. For the FEC mechanism, RS channel code are used with 
symbol length, m, equal to 8. The parameters used in RS coding are the same 
as summarized in Table 5.1. Owing to random nature of channel errors and their 
impact on the compressed video stream, for each CNR and protection strategy, 
experiment were conducted for 20 different and independent simulated channels. 
The objective video quahty is measured in terms of PSNR, which is determined 
by first averaging the frame PSNR for each channel simulation, and averaging 
over 20 runs of experiments. 
Figs. 5.4(a) and (b) show the quality of tile reconstructed video for wide 
range of CNR at different channel code rate, r. Each video was coded at 1000 
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Figure 5.4: PSNR vs CNR for different value of cliaraiel coder rate, r, at trans-
mission rate of 1000 kbps for (a) Akiyo sequence and (b) Foreman sequence 
119 
Chapter 5. Optmized UEP at Application Layer 
kbps for Akiyo and Foreman video sequences ^ach of 100 frames respectively. 
It can be observed from these figures that at fixed code rate (i.e. fixed parity 
bits) at lower CNR, the PSNR increases at fast rate, whereas at higher CNR 
the quaUty saturates. Moreover, as the parity bits are increased by decreasing 
code rate, r, the PSNR increases at fast rate at flirther lower CNR and the video 
quality saturates at early CNR values with shghtly inferior values. For example, 
as evident in Fig. 5.4(a), that for Akiyo sequence and for r — 0.69 there is an 
improvement of approx. 27.5 dB at CNR = 17 dB over r = 1 (no protection). 
However, at CNR = 24 dB video quahty is inferior by approx. 1.4 dB compared 
to no error protection. Similarly, for Foreman sequence in Fig. 5.4(b), r — 0.69 
results an improvement of approx. 22 dB at CNR = 17 dB, but at CNR = 24 
dB, quality deteriorate by approx. 1.5 dB, compared to no error protection case 
The same quality video (say 25 dB) can be obtained at r = 0.53 with trans-
mitting power approximately 6 dB less than that of no protection, but under good 
channel condition, there is a loss of approx. 3 dB in quality due to additional 
parity bits. 
From these results, it can be inferred that Idwer code rate (high protection) 
is required at lower CNR (poor channel conditions), but lesser protection (r —>• 
1) is sufficient at higher CNR (good channel condition). Thus, code rate (or 
protection) should be adapted according to channel conditions. 
Furthermore, at given CNR, as much parity bits should be added as required. 
That is, there is a need to desing optimal channel code (code rate r) for given 
channel conditions. In next section, procedure to optimize the channel code rate, 
r, for wide range of CNR will be discussed. 
5.3 Optimized EEP scheme 
A well known fact mentioned earlier is that increasing the parity bits makes the 
bitstream robust against channel errors. But increasing the parity bits more 
than desired may result PSNR of the reconstructed video lower than that of no 
protection. Therefore, there is a need to search an optimize code rate, Toy,u at 
particular CNR, which can provide sufficient protection against channel errors 
while maximizing the source bit rate, and thus the video quality. 
Fig. 5.5 shows the video transmission system using optimized EEP scheme. 
This system is same as given in Fig. 5.1 except that for a given channel condi-
tion, EEP parameters are selected from pre-designed look-up table. The look-up 
table contains the optimized EEP parameters for wide range of channel condi-
tions obtained using off-line method. Thus, for' a given channel condition the 
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Figure 5.5: A video transmission system using optimized EEP only 
improved quality of the reconstructed video may be achieved as compared to 
non-optimized EEP scheme. The optimization algorithm and design of look-up 
table are discussed as follows. 
5.3.1 Optimization Algorithm 
The end-to-end quahty of reconstructed video is i measured in term of PSNR de-
fined in Eqn. ^2.3) on page 17. Prom Figs. 5.4(a) and (b), it is clear that keeping 
other parameters constant for a given channel CNR, the PSNR of reconstructed 
video, protected using FEC, will be function of coder rate, r, as given in Eqn. 
(5.2). 
PSNR = /(r) (5.2) 
To achieve maximum PSNR at a given CNR, the optimum value of r, rgpt is 
defined as 
^opt — f firopf) > f{r) Vr (5.3) 
To find the r,,pt, usually mathematical expression of the PSNR in the form of 
r is required, which is very complex to obtain and beyond the scope of this 
work. Generally, simulation techniques are used ^ to find the optimal value of r 
in such conditions. However, in wireless channels, the channel changes rapidly 
and at each channel condition the optimal value of code rate, r, need to be 
obtained. Since each frame of a video sequence, played at 30 frames/sec, should 
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Figure 5.6: PSNR vs r for different value of CNR, at transmission rate of 1000 
kbps for (a)Akiyo and (b) Foreman sequences 
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be encoded within 1/30 sec, whereas, video encdding itself is a time consuming 
process due to motion estimation and compensati(|)n, optimization is an additional 
time consuming process. Therefore, for real time video communication finding 
optimal code rate for every channel condition is almost impossible. 
Off-hne optimization using simulation techniques is the best solution to the 
above problem. However, popular optimization techniques such as Genetic Al-
gorithm, Simulated Annealing, Golden Section rule, failed to dehver optimized 
value of the code rate (r) in limited time. Furthermore, due to random nature 
of video sequences and channel conditions, these algorithms sometime do not 
converge to global maxima. 
Therefore, off-line full search with controhed step size is proposed to optimize 
the code rate, r, such that video quality is maxiniized. At each CNR, r is varied 
from minimum value, r,i,in to maximum value (r = 1) and the one which yields 
maximum end-to-end video quality, measured in terms of Peak-Signal-to-Noise 
ratio (PSNR), is the optimal value of r, denoted by ropt-
5.3.2 Design of Look-up table 
In order to de\'elop an algorithm to get the optimum parameter r, it is worthwhile 
to see the variation of PSNR of FEC coded waveliet video with r. Fig. 5.6 shows 
the quality of reconstructed video with varying channel code rate, r, at different 
values of CNR for Akiyo and Foreman sequences at transmission rate of 1000 
kbps. Based upon the figure, following observation can be inferred. 
(i) It is obs(;rved that at fixed value of CNR, decreasing the code rate, r, in-
creases the PSNR up to certain value of the code rate and further reduction 
in r, decreases the PSNR due to over protection. For example, in Fig. 5.6(a) 
for CNR = 18 dB, the PSNR increases for r > 0.765, but if r is further re-
duced, the PSNR decreases. This mean that at the CNR, if bitstream is 
protected with FEC code rate r = 0.765, almost all channel errors are cor-
rected, and further decrease in r (correspond to over protection) decreases 
the source bits (for constant transmission bit rate) and thereby reducing the 
PSNR. Thus for CNR = 18 dB, r = 0.765 is the optimal code rate. Simi-
larly, at CNR = 16 dB, which means channel is more noisy than CNR = 18 
dB, the optimum r (which corrects all the errors) is found to be r = 0.451. 
It should be noted that at r = 0.451, the maximum PSNR is slightly less 
than that at r = 0.765, due to lesser number of source bits at lower r. 
Similar trends are observed in Fig. 5.6(b) for foreman sequence. 
(ii) However, the trend discussed in (i) is followed for CNR > 15 dB only. Below 
CNR = 15 dB, although PSNR can be improve by decreasing the r, but the 
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noise is so severe that even maximum allowed parity (lowest allowed r*) 
is unable to correct all errors. For example, at CNR = 12 dB, the lowest 
permissible value of r or with maximum permissible parity bits, RS code is 
unable to correct all errors. This is obvious from the fact that if at this r all 
the errors would have removed, PSNR of reconstructed video would have 
been same as that of video decoded at the same source bit rate in the noise 
free environment, which is 36.219 dB for Akiyo sequence. But from Fig. 
5.6(a), it, is clear that at r = 0.137, CNR = 12 dB, the achievable PSNR is 
only 21.093 dB, which means still some bits are remained erroneous. Similar 
conclusion can also be drawn for Foreman sequence in Fig. 5.6(b). 
In the light of these observations, it can be concluded that below CNR =15 
dB, the optimum value of channel code rate, ropt, defined in Eqn. (5.3), is to be 
fixed to the lowest allowed r, that is Tmini while for CNR = 15 dB and above, r 
needs to be optimized {rmin < '^  < !)• 
However, since channel conditions changes randomly, it will be almost im-
possible to calculate ropt for each noise condition on the fly basis within the 
permissible time for video communication. Therefore, we propose a look-up table 
based approach (similar to one proposed in previous chapter), in which ropt (aver-
aged over wid(3 range of video) is stored in pre-designed table (known as look-up 
table) for each possible noise conditions (CNR values). 
In the look-up table based approach, an off-line optimization (instead of real 
time computation) of parameter r is done for large number of test video sequences. 
Then, final value of ropt is obtained by averaging ropt of each video sequence at 
the same CNR. This average parameter will then be used for all video sequences, 
in real time communication, irrespective of type of video sequence in term of 
texture, motion, etc. This will though expected to deliver slightly lower end-
to-end quality as compared to real time optimization for every sequence, but it 
will greatly reduce computational complexity and delay which are very crucial 
for video communication. In order to take into consideration the time varying 
nature of channel, the actual rgpt for each CNR is computed by simulating and 
averaging 20 independent channel conditions. The steps in proposed optimization 
and process to designing a look-up table are summarized in Algorithm 5.1. 
*In this thesis work, the lowest allowed r is not equal to zero but some fmin. This is due 
to the fact that bitstream of P-frame includes motion vector and residual encoded bits. While, 
WBTC based video encoder generate scalable residual bits but motion vector encoding is not 
scalable. Thus, all motion vector bits are required at the decoder to reconstruct the frame, 
which in turn fix minimum source bit rate per frames. Therefore, for fixed transmission rate, 
the r should not have a value such that the source bits become less than the motion vector bits. 
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Algorithm 5.1 Steps for obtaining optimized FBC parameter {vopt) and Look-up 
table 
1: Initialize: CNRmin, ()CNR, CNRmax, ^r,rmm • ^CNR and 6r are step sizes 
2: for CNR = CNR^i„: 5CNR: CNR^ax do 
3: if CNR < 15 dB then 
5: else 
6: for r = rmin : 5r : 1 do 
7: Do 20 simulation to obtain PSNR using Eqn. (2.3) 
8: Calculate PSNRavg = J ] PSNR 
20 Simulation 
9: end for 
10: Find Vopt according to Eqn. (5.3) 
11: end if 
12: end for 
13: Repeat all the above steps for each of the chosen test sequences 
14: Compute the average ropt, T^pt, for each CNR under consideration 
15: Construct a look-up table containing fopt for each CNR 
5.3.3 Simulation Results 
In order to test the performance of proposed optimized FEC-based EEP, WBTC-
based video coded bitstream is transmitted over AWGN channel. A set of seven 
video sequences, each of CIF resolution, but of varying characteristics are con-
sidered. These sequences are Akiyo (100 frames). Flower garden (100 frames), 
Football (90), Foreman (100 frames), Hall Monitor (100 frames). Bus (100 frames) 
and Mobile (100 frames). The simulation parameters used for encoding the video 
sequences are same as listed in Table 3.1. The parameters used in RS coding 
are the same as summarized in Table 5.1. Owing to random nature of channel 
errors and their impact on the compressed video stream, for each tested channel 
conditions (specified in terms of CNR) and protection strategy, 20 different and 
independent runs of the experiments were conducted. 
Fig. 5.7(a) shows the actual optimum value of channel code rate, Vopt, that 
maximizes the PSNR at each CNR under consideration for all seven test se-
quences. It can be observed that, below CNR = 15 dB, the Vopt varies for different 
sequence and don't converge to same value. For example, at CNR = 10 dB the 
Topt fluctuates between 0.14 and 0.92 for difi'erent sequences. This is due to the 
fact that the effect of noise at these CNR is very severe and an RS code of any 
code rate in the range Tmin to 1 is unable to correct all the errors, leading to low 
PSNR, which is evident from Fig. 5.6. 
From these results, it is clear that at low CNR, the optimal code rate Topt 
varies from video to video as well as from CNR to CNR in a random fashion. 
This is because of randomness in the channel and RS code at rate Vopt is unable 
125 
Chapter 5. Optimized UEP at Application Layer 
CNR (dB) 
(b) 
Figure 5.7: The optimal code rate, Topt, for each CNR (a) actual Vopt Vs CNR for 
each video sequence (b) according to proposed algorithm 
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to recover all erroneous bits. Even average value of Vopt, Vopt (averaged over all 
test sequences for each CNR) has randomness. Therefore, it is advisable to fix 
l^opt <it rjuin-
However,, for CNR = 15 dB and above, the Vopt increases as CNR increases 
which means that at given CNR, ropt provides sufficient protection at good channel 
conditions. Also, for CNR > IbdB, ropt is found to be the same for each video 
sequence. 
Optimum values of channel coding rate, Vopt, at different CNR according to 
proposed optimization algorithm are shown in Fig. 5.7(b). Now below CNR = 
15 dB, the ropt is kept at minimum values which means that maximum protection 
is to be provided for high noise condition. At CNR = 15 dB and above, ropt 
are same as shown in Fig. 5.7(a). The average Topt, fopt, for each CNR shown 
in Fig. 5.7(b) are stored in a pre-determined table called look-up table which is 
given in Table 5.2. The designed look-up table may be a part of system design 
and fopt are arranged to obtained before actual communication starts. It may be 
designed once considering a set of video sequences to be used in a particular video 
application. For real time video communication, the systems sense the channel 
state information (i.e. CNR) and corresponding value fopt are obtained from the 
look-up table. This optimize value will provide best end-to-end quality of the 
reconstructed video. 
Fig. 5.8 shows the difference of PSNR at average ropt, "f'opt-, and maximum 
PSNR at each CNR for all test sequences. It can be observed from the figure 
that PSNRs obtained using proposed method (at f^pt) are almost equal to the 
maximum PSNRs (at ropt) for every sequence, except at CNR = 13 dB and 14 dB, 
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Figure 5.8: Deviation of the PSNR obtained at average and individual optimized 
r for each test sequence 
which have maximum deviation of 5 dB. 
Fig. 5.9(a)-(f) compare the look-up table based optimized EEP scheme, with 
i) no channel coding and ii) non-optimized EEP schemes with r = 0.84 and 
r = 0.69 for six video sequences, namely: Football, Foreman, Akiyo, Flower 
Garden, Hall Monitor and Mobile respectively. 
It is observed from these figures that the optimized scheme gives remarkable 
improvement in quality of reconstructed video over non-optimized channel coding 
schemes for all video sequences. For example, in case of Football sequence, as 
shown in Fig. •5.9(a), at CNR = 14 dB, for r = 1,0.84 and 0.69, the PSNR is 
approximately 9 dB whereas optimized EEP scheme gives PSNR improvement of 
approx 5 dB over non-optimized EEP scheme. At CNR = 16 dB, for r = 1 and 
r = 0.84, the PSNR is approx. 10 dB and for r = 0.69 PSNR is approx. 19 dB. 
On the other hand, for optimized r, Vopt, the PSNR achieved is approx. 31 dB, 
showing greater improvement over non-optimized schemes. 
Similarly, in case of Foreman sequence, shown in Fig. 5.9(b), at CNR = 14 
dB, r = 1,0.84 and 0.69, the PSNR is approximately 10.5 dB whereas optimized 
EEP scheme PSNR is approx. 19 dB. At CNR = 16 dB, for r = 1 and r = 0.84, 
the PSNR is approx. 11.5 dB and for r = 0.69 PSNR is approx. 20 dB, On the 
other hand, for optimized r, ropt, the PSNR achieved is approx. 34 dB. 
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Figure 5.9: PSNR vs CNR for optimized EEP using FEC at 1000 kbps (contd. 
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Figure 5.9: PSNR vs CNR for optimized EEP using FEC at 1000 kbps (contd... 
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Figure 5.9: PSNR vs CNR for optimized EEP using FEC at 1000 kbps 
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Figure 5.10: UEP scheme of video transmission system using FEC only 
Likewise, in casee of Akiyo sequence, shown in Fig. 5.9(c), at CNR = 14 dB, 
r = 1,0.84 and 0.69, the PSNR is approximately 11 dB whereas optimized EEP 
scheme PSNR is approx. 27 dB. At CNR = 16 dB, for r = 1 and r = 0.84, the 
PSNR is approx. 12.5 dB and for r = 0.69 PSNR is approx. 27.5 dB. On the 
other hand, for optimized r, ropt, the PSNR achieved is approx. 42 dB. 
Similar improvements can be observed in Figs. 5.9(d), (e) and (f) for other 
sequences also. Therefore, proposed optimization scheme outperforms no error 
protection and other non-optimized error protection scheme. 
Next section investigate whether UEP using FEC can further improve the 
overall reconstruction quahty of video than optimized EEP scheme. 
5.4 Unequal Error Protection using FEC 
Providing optimized equal error protection using FEC at application layer gives 
significant improvement over non-optimized EEP. The use of application layer 
FEC can also be implemented to provide unequal or selective error protection 
for layered or scalable video bitstream. The different parts of scalable video 
streams have different sensitivity to channel errors and thus should be protected 
accordingly. For example, simplest layered video coding approach offers two 
priority substream, namely: Base layer and Enhancement layer. The Base layer 
must be available for the reconstruction of video sequence while enhancement 
layer only refines the quality. The errors in base layer substream have more severe 
effect than enhancement layer substream. Therefore, considerable performance 
improvement can be expected from the use of UEP scheme in which bits are 
protected according to their vulnerabihty to channel errors. 
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HP bitstream LP bitstream 
Figure 5.11: Organization and partitioning of bits in the video bitstream into HP 
and LP substreams 
A video communication system using application layer UEP for error resilience 
transmission of wavelet coded video over noisy channel is shown in Fig. 5.10. The 
system is almost similar to the one shown in same as Fig. 5.1, except that the 
video bitstream is partitioned into high and low priorities substreams and each 
substream is channel coded according to their priority. High priority substream 
is protected more strongly than the low priority substream using RS-code FEC. 
In this video communication system, now three parameters controls the unequal 
error protection at a given transmission rate, namely, source bit rate (Re), channel 
code ratio (7) and average channel code rate (vavg)-
As discussed earlier that the embedded bitstream generated by WBTC video 
coder has non-uniform importance in the reconstruction of video. Based on their 
importance, the bitstream is partitioned into High Priority (HP), Bf^p, and Low 
Priority (LP), Blp, substreams, respectively as shown in Fig. 5.11. That total 
source bits per frame is 
Bf = B%^ + B HP 'LP (5.4) 
Each substream is then protected using FEC codes according to their priority. 
High priority substream is protected more strongly than low priority substream. 
In fact, the HP bits are FEC protected with 5^p parity bits while LP bits are 
protected with B^j^p as shown in Fig. 5.12. Therefore, channel code rates r^p for 
HP bits and r^^ for LP bits are given as 
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Figure 5.12: Partitioning and providing FEC to HP and LP bits 
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where superscripts 's' and 'p' represents source and parity bits respectively. The 
channel code ratio, 7 is defined as 





The average channel code rate, Tavg is defined as 
BHP B^ 
^LP 
avg B%^ + B^„,. + BU + B^ 
'HP 'HP LP 'LP 
(5.9) 
•^ The performance of QAM and HQAM with Q = 1 is same. In this thesis for simulating 
QAM modulation, HQAM is used with a - I. This will need HP and LP substreams to be 
equal before passing to HQAM modulator. 
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Using Eqn. (5.5) and (5.6), the average channel code rate, ravg is given as 
B'HP + By 
(5.10) 
"^avg IDS us 
^HP I - " L P 
T T 
'HP 'LP 
_ '''HP'''LP\B^HP + -PJp) 
'''LP^HP + T^HpBip 
Using Eqn. (5.7) and (5.8), Eqn. (5.10) may be re-written as 
_ ''^HP'^^LPJBHP + iBfjp) 
"'" rLpBhp + r^plBjjp 
'LP ' 'HPI 
^ r„pr,p{l+l) 
^LP "•" ^LP 
-l{^ + l)r„P (5.11) 
Thus, either pair {r„p,r^p) or (7, ravg) can be used to provide appropriate unequal 
error protection to the video bitstream. By controlhng 7 > 1, UEP can be 
achieved yielding high error protection to HP substream and low protection to 
LP substream. The value of 7 = 1 results in EEP. 
Fig. 5.13 shows the typical bit error rate performance of FEC based UEP for 
varying CNR over AWGN channel (with zero mean and power spectral density 
of No/2). For the FEC mechanism, Reed Solomon, RS(255, k), channel codes 
[75] are used. The parameters used in RS coding are the same as summarized 
in Table 5.1. The Vavg is kept constant at 0.76 while 7 is varied to achieve UEP. 
It is observed fiom the figure that as 7 is increased, the BER of HP substream 
decreases while BER of LP substream increases. That is, higher error protection 
of HP bits is obtained at the cost of LP bits. 
Figs. 5.14(a) and (b) show the quality of reconstructed video (CIF resolution 
Foreman sequence of 100 frames) for a wide range of CNR, when WBTC coded 
video, protected using RS codes for FEC-based UEP, is transmitted over AWGN 
channel. The simulation parameters used for encoding the video sequences are 
the same as listed in Table 3.1. The figures compares UEP scheme with EEP 
as well as no protection. In fact, two parameter namely, Vavg and 7 are used to 
controls the unequal/equal error protection. 7 > 1 corresponds to UEP, 7 = 1 
corresponds to equal error protection to both HP and LP substreams, whereas 
Tayg — 1 (with 7 = 1) corresponds no error protection case. 
It can be observed from the figures that as 7 increases the performance of 
FEC-based UEP improves over equal error protection (7 = 1) at the CNR below 
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Figure 5.13: Bit error rate performance of UEP using FEC for ravg = 0.76 at 
different values of 7. 
certain threshold, whereas above this CNR, UEP is found to be inferior than 
EEP. For example, the Fig. 5.14(a) shows that UEP scheme with ravg = 0.76 has 
approximately 5.3 dB, 9.5 dB and 11.3 dB gain over EEP for 7 = 1.23, 1.52 and 
1.89 respectively, at CNR = 16 dB. Whereas, at CNR = 18 dB, the performance 
of UEP is inferior than EEP by approx. 4 dB, 10.2 dB, 11.0 dB at the same 
values of 7. Similarly, it can be observed from the Fig. 5.14(b), that UEP with 
favg = 0.69 shows improvement over EEP by approx. 2.9 dB. 6.4 dB and 9 dB 
for 7 = 1.26, 1.59 and 2.68, respectively, at CNR = 15 dB. Whereas, at CNR = 
17 dB, the performance of UEP is inferior than EEP by approx. 6.8 dB, 8.8 dB, 
10.9 dB for the same values of 7. 
The reason that UEP performs better than EEP up to certain CNR only is 
that at fixed raug, as 7 increases, the protection of HP bits increase while the 
protection of LP bits decrease. At low CNR, the effect of noise is severe and 
protecting high priority bits at the cost of LP bits improves the over all quality of 
reconstructed video. On the other hand, at moderate CNR, the average channel 
coding rate, Vavy, is sufficient to correct the error at the receiver and increasing 
protection of HP bits by increasing 7 has no effect on its BER. But higher value 
of 7 decreases error protection (increases the BER) of LP bits, which deteriorate 
the quality of reconstructed video. 
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Figure 5.14: Reconstructed video quality at different CNR at application layer 
UEP using FEC for Foreman sequence at transmission rate of 1000 kbps for (a) 
Tavg = 0.76 and (b) Vavg = 0.69 
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Figure 5.15: UEP scheme of video transmission system using optimized FEC 
From these results, it seems that UEP performs better at lower CNR while at 
moderate to high CNR, EEP gives better performance. Therefore, it is a matter 
of investigation that how Vavg, and 7 should be selected so that best end-to-end 
video quality is obtained. In addition, it is interesting to find out that by adjusting 
ravg, and 7, a suitable RS-code may be designed to achieve same performance as 
that of UEP. Thus, there is a need for optimization of above parameters which 
will be discussed in next section. 
5.5 Optimized UEP scheme 
As discussed earlier, that by varying Vavg and 7 an FEC-based unequal error 
protection can be achieved. From Fig. 5.14, one can observe that increasing the 
value of of 7 at fixed Vavg increases the PSNR at lower CNR while decreases the 
video quahty at moderate to high CNR. Therefore, Optimized value of ravg and 
7 need to be obtained, so that the best quality of the video at given CNR can 
be achieved. Furthermore, in wireless channels, where noise conditions changes 
rapidly, for each channel condition the optimal values of ravg and 7 need to be 
obtained. 
A video communication system using optimized UEP using FEC of wavelet 
coded video over noisy channel is shown in Fig. 5.15. The system is almost 
similar to the one shown in Fig. 5.10, except that the UEP parameters for a given 
channel condition is obtained from pre-designed look-up table. The look-up table 
contains the optimized UEP parameters for wide range of channel conditions, 
which were obtained using off-line optimization method. The optimized UEP 
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scheme is expected to deliver better video quality of the reconstructed video than 
non-optimized UEP scheme. The optimization algorithm and designing of look-
up table is discussed as follows. 
5.5.1 Problem Formulation and optimization Algorithm 
The quality of reconstructed video (measured in term of PSNR) is a function of 
ravg and 7 at a given CNR, as given in Eqn. (5.12). 
PSNR = / ( r , , „7) (5.12) 
The joint optimum value of channel code rate, r^ JJ^ , and channel code ratio, jopt 
is defined as 
(rX^lopt) = (r„.„7) \f{rZr^opt) > f{ravg,7) V r„ .„7 (5.13) 
Based on discussion similar to that in section 5.3.1, an off-line full search 
optimization is followed to find optimal parameters (r°^g,7opt)- For a wide range 
of video sequences and each CNR, {r°ll,lopt) that maximizes the overall video 
quality according to Eqn. (5.13) are obtained. 
5.5.2 Look-up Table approach 
Due to time varying nature of channel, it will be almost impossible to calculate 
r°^* and %pt foi' each noise (Condition in th(; real time (on the fly basis) for video 
communication. Therefore, we propose a look-up table based approach (similar to 
that in optimized EEP), in which average parameters are stored in pre-designed 
look-up table for each possible noise conditions. This approach requires an off-
line computation, instead of real time computation, on large number of test video 
sequences to get the average optimized parameters. The look-up table will then 
be used to get optimal parameters for a set of video sequences used in a partic-
ular apphcation. Though, this scheme is expected to deliver shghtly lower video 
quality as compared to quality at optimized values of parameters for each video 
sequence individually, but it will greatly reduce the delay which is very crucial 
parameter in video communication. In order to take into consideration the time 
varying nature of channel, the actual r°^ * and %pt for each CNR are computed by 
simulating and averaging 20 independent channel conditions. The steps involved 
in the proposed algorithm are summarized in Algorithm 5.2. 
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Algorithm 5.2 Steps for obtaining optimized FEC parameters (r°^p, jopt) and 
Look-up table 
1: Initialize: CNRmin, ()CNR, CNRmax, Sr,rmm,^l,lmax • (^ CNR, dr and ^7 
are step sizes 
for CNR - CNR„i„: c^ CNR: CNRn^ ax do 
if CNR < 15 dB then 
' avg " I mm- Jopt — •"• 
else 
6 for ravg = r^in : ^ r • 1 do 
for 7 = 1 : ()7 : j^^x do 
Do 20 simulation to obtain PSNR using Eqn. (2.3) 
Calculate PSNR v^g = Yl ^ ^ ^ ^ 
20 Simulation 
10: end for 
11: end for 
12: Find r°|^ g,7opt according to Eqn. (5.13) 
13: end if 
14: end for 
15: Repeat all the above steps for each of the chosen test sequences 
16: Compute the average (r°^3,7opt), (^ a?g)7op«)' f^"^  ^^ch CNR under considera-
tion 
17: Construct a look-up table for {f°l^g,%pt) for each CNR 
5.5.3 Simulation results 
In order to investigate the performance of proposed scheme of optimized FEC-
based UEP of wavelet coded video over AWGN channel, the same set of videos as 
described in section 5.3.3 are considered. The sequences are Akiyo (100 frames), 
Flower Garden (100 frames). Football (90), Foreman (100 frames), Hall Monitor 
(100 frames). Bus (100 frames) and Mobile (100 frames). The simulation pa-
rameters used for encoding the video sequences are the same as listed in Table 
3.1. The parameters used in RS coding are the same as summarized in Table 5.1. 
For each tested channel conditions (specified in terms of CNR) and protection 
strategy, 20 different runs of the experiments were conducted. 
Figs. 5.16(a) and (b) show the variations in optimum value of channel coding 
rate, r°^*, and 7op( respectively, at different CNR for all seven sequences. It can 
be observed from these figures that below CNR = 15 dB, the r°^^ and •jopt are 
different for different sequences and do not converge to single value. For example, 
at CNR = 10 dB the rgpt varies between 0.21 and 0.88, and jopt varies between 
1 and 7.22 for different sequences. The reason of these variations is the same as 
explained in section 5.3.3. That is, the effect of noise at tins CNR is very severe 
and any channel code with code rate in the range r^^n to 1, is unable to correct 
ah the errors, thereby leading to low quahty video. However, at CNR = 15 dB 
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Figure 5.16: The optimum parameters for maximizing the video quahty at each 
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Figure 5.17: The optimum parameters for maximizing the video quahty obtained 
using proposed algorithm (a) r°^ * vs CNR (b) -jopt vs CNR 
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and above, the r°^^ increases as CNR increases, that means at a given CNR, Vopt 
provide sufficient protection at low noise condition. Also, the r°^^ comes out be 
almost the same for each video sequence. Furthermore, it should be noted from 
Fig. 5.16(b) that 7 comes out to almost constant and equal to 1 at all CNR above 
15 dB. Therefore, in the proposed algorithm, for CNR below 15 dB, substreams 
are assumed to be protected with minimal code rate rmin and HP and LP bits 
are protected equally with 7 = 1. 
Optimum values of channel coding rate, r°5Jg, and •^opt obtained using proposed 
optimization UEP algorithm, at different CNR are shown in Fig. 5.17(a) and (b) 
respectively. It can be observed that now below CNR = 15 dB, the r°^^ is kept 
at minimum values with ^opt = 1- This will provide maximum protection to both 
the substreams at high noise condition. However, at CNR = 15 dB and above, the 
r°l*g, and -yopt are the same as in Figs. 5.16(a) and (b) respectively. The average 
r°^^, and ^opt are plotted in Fig. 5.17(a) and (b), and used to form look-up table 
which is same as given in Table 5.3. 
From Figs. 5.17 and look-up Table 5.3, following points regarding optimized 
parameters of UEP can be observed. 
(i) For video transmitted over AWGN channel, the values of f°^ * for different 
CNR comes out to be same as fopt of optimized EEP. 
(ii) The values jopt for different CNR is comes out to be 1, which means that the 
performance of optimized UEP comes out to be as good as that of optimized 
EEP. The reason behind this is that the r°P* is sufficient to remove all the 
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Figure 5.18: Subjective Quality Comparison between UEP scheme and other 
schemes for first 5 frame of Foreman sequence at 1000 kbps, corrupted through 
AWGN channel at CNR = 16 dB: (a) no error; (b) No channel coding; (c) Non-
optimized UEP with ravg — 0.80 and 7 = 1.34; (d) Proposed UEP scheme with 
rZl and %pt. 
errors in both substreams. In addition, increasing the value of 7 at this code 
rate will unnecessarily increase the error protection of HP substream at the 
cost of errors in LP substream. This may result into loss of video quality. 
From the above results, it can be concluded that for wavelet video bitstream, 
providing UEP offers no advantage over EEP. Therefore, it is sufficient to use 
EEP, which is in contrary to general belief that UEP is better than EEP. Addi-
tionally. EEP reduces the complexity by avoiding partitioning of the bitstream 
into different priority substreams. 
Since, f°^^ of UEP scheme is exactly same as fopt of EEP scheme, and since 
7opt of UEP is equal to 1, therefore, performance of optimized UEP in term of 
PSNR will be exactly the same as shown in Figs. 5.9(a)-(f). 
Finally, Fig. 5.18 compares the subjective quahty of optimized UEP scheme, 
non-optimiz(?d and no protection at 1000 kbps for first five frames of Foreman 
sequence at CNR = 16dB. Fig. 5.18(a) shows the frames in error-free channel. It 
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only contributes distortion only due to source encoding. Fig. 5.18(b) shows the 
frames when no channel coding is used. This system fails to deliver any quality at 
this CNR. Fig. 5.18(c) shows the non-optimized UEP using FEC with r^yg = 0.80 
and 7 = 1.34. The optimized UEP scheme using FEC, shown in Fig. 5.18(d), 
delivers best quality of the reconstructed video in all the above cases. 
5.6 summary 
In this chapter, the performance of FEC-based optimized EEP and UEP schemes 
for wavelet coded video transmitted over AWGN channel was investigated. Based 
on the observations from the performance of non-optimized EEP and UEP, suit-
able off-line optimization algorithms were proposed for each case. Furthermore, 
to take into consideration the time varying nature of wireless channels, a look-up 
table based solution was suggested for real time video communication. From the 
simulation results, it was observed that though non-optimized UEP offers better 
performance over non-optimized EEP under low noise conditions, however, our 
investigation reveals that optimized UEP is none better than the optimized EEP. 
Thus for embedded video bitstream, optimized EEP is sufficient to provide the 
error resiliency. This is contrary to general belief that UEP is always better than 
EEP. In next chapter, joint optimization of UEP at apphcation layer and UEP 




Cross-layer UEP using FEC and 
HQAM 
6.1 Introduction 
As discussed in the previous chapters that in embedded video bitstreams, dif-
ferent bits have their varying importance as w^ ell as have different sensitivity 
to channel errors. To optimize the communication resources, these bitstreams 
are non-uniformly protected against channel noise according to their importance 
which leads to unequal error protection (UEP). 
The UEP can be provided at different layers of wireless or IP networks. The 
most common among them are (i) Application layer UEP using forward error 
correction (discussed in chapter 5) and (ii) Physical layer UEP using asymmetrical 
(or hierarchical) modulation (discussed in chapter 4). To implement UEP, wavelet 
coded video bitstream was partitioned into high priority (HP) and low priority 
(LP) substreams. In chapter 4, the use of physical layer UEP using Hierarchical 
QAM (HQAM) was investigated to provide relatively higher protection to HP 
and lesser protection to LP substreams. Although, the HQAM based UEP is 
bandwidth efficient, it protects the important information at the cost of other 
information. Chapter 5 investigates the application layer UEP for wavelet coded 
video bitstream using forward error correction (FEC) codes, where HP bits were 
protected with higher order channel codes than the LP bits. 
From the results of chapter 4 and 5, it was observed that FEC based UEP 
is more efficient in protecting bits agaijist the channel errors than the HQAM 
based UEP. but it is not bandwidth efficient. In this chapter, the objective is to 
develop a cross-layer UEP combining EEC-based UEP of application layer and 
HQAM-based UEP of physical layer, so that communication resources can be 
optimally utilized. 
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Although the decoupled layered protocol reduces network design complexity, 
independently optimized protocol paradigm is not well suited for wireless net-
works due to dynamically varying bandwidth and error rates, user mobility, high 
interferences, limited power and complexity [17]. Cross-layer design methodolo-
gies that rely on interaction among different protocol layers hold great promises 
for addressing these challenges of providing reUable wireless video communication 
[154, 155]. 
A number of investigations have been done in cross-layer design but they 
are mainly in the perspective of cross-layer networking architecture [159], video 
distortion driven routing [160], scheduling [161], Unk adaptation [162], energy ef-
ficiency [163], etc. To implement error control strategies, a number of researchers 
have used application layer FEC and Media Access Control (MAC) layer ARQ to 
provide cross-layer error protection for wireless LANs [168, 169, 170, 155]. How-
ever, for large networks such as cellular mobile, the delay introduced by MAC 
layer ARQ may not be suitable for delay sensitive video apphcations. Also, for ap-
plications such as multicast, there is no provision of feedback channel to support 
ARQ protocol. Therefore, for such scenarios, cross-layer error protection employ-
ing different combinations of application layer FEC and adaptive modulation is 
a viable alternative [39, 40, 41]. The investigations for cross-layer error con-
trol strategies using apphcation layer FEC and modulation have been performed 
mostly for DCT coded video bitstream and hmited studies have been done for 
wavelet coded videos. For example, in [39], a combination of turbo code and 
hierarchical QAM is used to provide UEP for two layer scalable H.264/AVC bit-
stream. Similarly, a combination of rate compatible punctured convolution code 
(RCPC) and non-uniform phase shift keying (PSK) modulation is suggested in 
[40] and [41] to achieve UEP in H.263-h layered video bitstreams. 
Furthermore, to efficiently utihze the comnmnication resources, optimization 
of the cross-layer parameters are required. However, the optimization of these 
cross-layer parameters on the ffy for real time video applications is not possi-
ble due to computational complexity and large delay required in optimization. 
Therefore, off-line optimization of the cross-layer parameters is the viable solution 
for real time video based apphcations which is the main theme of this chapter. 
In this chapter, optimized cross-layer design for providing UEP to wavelet 
coded embedded video is proposed. This design rehes on interaction between 
the application layer FEC and the physical layer HQAM to achieve reliable and 
high quahty end-to-end performance in wireless channels as depicted in Fig. 6.1. 
The function of cross-layer allocator is to allocate the channel resources for video 
data with different priorities. Specifically, the compressed video bitstream is par-
titioned into two priority substreams: high priority (HP) and low priority (LP). 
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Figure 6.1: Cross-layer approach to achieve UEP in a video communication sys-
tem 
An FEC based UEP is employed at application layer and HQAM based UEP 
is provided at physical layer. By controlhng three parameters, ravg: 7 and a (or 
Tyip.Tjj, and a), defined in previous chapters, cross-layer UEP can be achieved. 
Based on the noise condition of the channel, cross-layer allocator allocates and 
sends FEC coding rates (r^p,r^p) and HQAM modulation parameter (a) to 
the application and physical layers, respectively. For video compression, WBTC 
based video coder is used, which provides significant benefits for wireless video 
transmission du(> to its inherent rate scalability and easy prioritisation of video 
packets for UEP purposes. However, the focus of this thesis is on cross-layer solu-
tion (using application and physical layers) for UEP of scalable video bitstreams 
under bandwidth and power constraints, and not on a particular video coding 
scheme. 
This chapter firstly investigates the non-optimized cross-lay(;r UEP combining 
application layer FEC and physical layer HQAM. Then based on the investiga-
tion, the optimized cross-layer UEP is proposed to dehver best quality of the 
reconstructed video. Finally, the simulation results and discussion are presented. 
6.2 Non-optimized Cross-layer UEP 
The objective behind cross-layer UEP of wavelet coded video bitstream is to 
facilitate the video transmission using portable devices under power and band-
width constrained environments while achieving the best overall quahty. Here, 
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Figure 6.2: Video communication system using cross-layer UEP scheme 
the cross-layer UEP is obtained by combining the apphcation layer FEC with 
the physical layer adaptive HQAM. The block diagram of video communication 
system using cross-layer UEP is shown in Fig. 6.2. The encoded video bitstream 
is partitioned into two separate substreams, namely: HP and LP substreams, 
according their importance and sensitivity to channel errors. These substreams 
are firstly protected unequally by controlhng FEC-based UEP parameters, 7 and 
ravg, defined in Eqns. (5.7) and (5.9) respectively. The FEC coded HP and LP 
substreams are then multiplexed to form symbols to be mapped over asymmet-
rical constellations of HQAM. In HQAM, the HP and LP are further protected 
unequally using modulation parameter, a, defined in Eqn. (3.1). These symbols 
are then transmitted over AWGN channel. At the receiver, the reverse process 
is performed to demodulate and recover the video bitstream. Therefore, in the 
cross-layer UEP scheme, three parameters, namely, ravg,J and a control the rel-
ative error protection of HP and LP substreams. 
Before developing algorithm for optimization of these parameters, it is impor-
tant to study how these parameters affects the performance of cross-layer UEP. 
Performance Analysis 
In order to investigate the effect of different parameters on the performance of 
cross-layer UEP. two separate cases are considered; Case I: Application layer 
EEP (7 = 1, fixed ravg) and physical layer UEP (varying a of HQAM). Case II: 
Application layer UEP (varying 7 and ravg) and physical layer UEP (varying a 
of HQAM). 
The performance of cross-layer UEP is compared with two schemes, namely 
apphcation layer EEP and application layer UEP. That is, this is to investigate 
that what happens if application layer EEP and UEP are modified by providing 
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further protection of HP and LP substreams using HQAM. These are analysed 
as follows. 
Fig. 6.3 compares the quality of reconstructed Foreman sequence when the 
wavelet coded video (coded at 1000 kbps) is transmitted over AWGN channel 
employing fixed rate channel coding at application layer (fix(;d Vavg and 7 = 1) 
and hierarchical modulation, HQAM, with varying a at physical layer. 
Fig. 6.3(a) and (b) shows the performance of cross-layer UEP (apphcation 
layer EEP and physical layer UEP) at ravg = 0.76, 7 = 1, respectively and in 
both cases a — 1, 1.4 and 1.8 are considered. It can be observed that when 
physical layer UEP is applied over application layer EEP the quality of received 
video improves at lower CNR (up to CNR = 16 dB) but at higher CNR, cross-
layer UEP perform worse than EEP scheme {vavg = 0.69,7 = l ,a = !)• While 
comparing Fig. 6.3(a) and (b), it can be observed that when Vavg is reduced or 
EEP protection at apphcation layer is increased the PSNR vs CNR curve shifts 
towards y-axis. That is, better quality at lower CNR (poor channel condition) is 
obtained. Furthermore, it can be observed that in comparison to Tavg — 0.76,7 = 
1 and a = 1, when a is increased there is a gain of up to 9 dB and 15.5 dB 
at a = 1.4 and a = 1.8 respectively, but at the same time PSNR decreases by 
almost the same amount at CNR = 18 dB. Therefore, at fixed a, it is impossible 
to achieve PSNR improvement for each channel noise conditions. 
Fig. 6.4 compares the performance of cross-layer UEP (UEP at apphcation 
layer and UEP at physical layer) for fixed values of various application and phys-
ical layer parameters (7 > 1) under different noise conditions of AWGN channel 
for Foreman video sequence (coded at 1000 kbps). Following observations can be 
inferred from these figures: 
(i) Fig. 6.4(a) compares cross-layer UEP [ravg — 0.76,7 = 1.52,1 < a < 1.8) 
with application layer UEP {ravg = 0.76,7 = 1.52, a = 1). It can be 
observed that as a is increased, the quahty of reconstructed video increases 
by approx. 8 dB at CNR = 14 dB. Whereas, it decreases by approx. 6 dB 
at CNR = 20 dB in comparison to apphcation layer UEP {a = 1). 
(ii) Fig. 6.4(b) depicts similar comparison but at ravg ~ 0.69,7 = 1-59. The 
similar trends (as discussed in (i)) is observed that the graphs are shifted 
towards y-axis. 
From these results, it seems that cross-layer UEP performs better than ap-
plication layer EEP and UEP only at lower CNR whereas at moderate to high 
CNRs, the apphcation layer EEP or UEP gives better performance. That is single 
set of parameters may not be sufficient to provide error resiliency for each chan-
nel conditions and hence these parameters need to be adaptive. Furthermore, it 
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Figure 6.3: The objective quality of reconstructed Foreman sequence coded at 
1000 kbps against different noisy conditions for cross-layer UEP (combining appli-
cation layer EEP and physical layer UEP) for (a) r^vg — 0.76 and (b) ravg = 0.69 
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Figure 6.4: Objective quality of Foreman video sequence coded at 1000 kbps 
against different noisy condition for cross-layer UEP (combining application and 
physical layers UEP) at (a) r^yg — 0.76 and (b) r^yg = 0.69 
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Figure 6.5: Blo(;k diagram of a video communication system using optimized 
cross-layer UEP scheme 
needs to be investigated that how these parameters {vavg.^, ot) should be selected 
for each channel conditions so that best end-to-end video qualit}- can be obtained. 
Thus, there is a need for optimization of the parameters which will be discussed 
in the next section. 
6.3 Optimized cross-layer UEP 
As discussed earher, that by varying Tavg, "^  and a a cross-layer unequal error 
protection of video over erroneous channels can be achieved. It was observed 
that cross-layer UEP performs better at lower CNR than application layer UEP 
while its performance decreases at higher CNR. These observations were based on 
the heuristic values of parameters (that is non-optimized parameters) and that 
too are fixed for all noise conditions. In this section, an optimized cross-layer 
UEP is proposed for transmission of coded video bitstream over AWGN channel. 
The results are compared with optimized UEP based on individual layers. 
Fig. 6.5 shows the block diagram of a video communication system with 
optimized cross-layer UEP. The system is almost similar to that shown in Fig. 
6.2, except that the cross-layer parameter are firstly optimized for each noise 
conditions and then placed in a look-up table. The look-up table stores the 
optimized values of cross-layer parameters for wide range of CNR, obtained using 
off-line optimization algorithm. At the time of video communication, transmitter 
takes the parameter values from the look-up table for a given channel conditions. 
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6.3.1 Problem Formulation 
The end-to-end quality of received video sequences measured in term of Peak 
Signal-to-Noise Ratio (PSNR) is the function of BER in HP and LP substreams, 
that is 
PSNR = /(F,^^%P/'^'^) (6.1) 
where Pf^" and P^^" are the probabihty of error of channel decoded HP and 
LP substreams respectively, which are the function of average channel code rate, 
"i^avg] 1 specifying relative protection of HP and LP substreams; and a, modulation 
parameter of HQAM. That is 
P!'''^ = h{ra.,.l,Pr) (6.2) 
P^'' = f2{ra.,n.P^'') (6.3) 
where P^^ and P^^ are the probability of errors of HQAM demodulated HP and 
LP substreams, respectively and these are the function of modulation parameter, 
tt, for a given channel as given below 
Pr = /3(a) (6.4) 
P^' - h{a) (6.5) 
The relationships among P^^^ P^^, a and CNR for AWGN channel are the same 
as given in Eqns. (3.72) and (3.73). Combining Eqns. (6.2), (6.3), (6.4) and 
(6.5), Eqn. (6.1) can be rewritten as 
PSNR = /(r,„g,7,a) (6.6) 
That is, at fixed transmission rate and channel conditions, the end-to-end video 
quahty is the function of ravg^j and a. Among these, Vavg and 7 are the parame-
ters of application layer channel coding and a is the parameter of physical layer 
HQAM. 
Let X be the cross-layer parameter vector defined as 
(6.7) 
Then the PSNR of decoded video can be re-written in terms of parameter vector, 
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X, as 
PSNR = f{X) (6.8) 
In order to achieve the best end-to-end video quahty for a given channel condi-
tions (spedified bandwidth and noise power), tlie parameter vector, X , should be 
optimized to maximize the PSNR. Furthermore, as the channel condition (CNR) 
changes, the optimized vector, X, needs to be adapted to deliver the best quality 
of service. In other words, the objective is to find the value of vector, X, (for a 
given CNR and transmission rate) such that PSNR is maximum, that is 
PSNRmax = max 
vx 
f{X) (6.9) 
where the maximization is performed individually for each CNR. 
Let, Xjn be the cross-layer parameter vector which maximizes the PSNR such 
that at a given CNR and transmission rate 
Xm. — X 
'•m f{Xm) > f{X) VX (6.10) 




Although, the value of PSNR at Xm is guaranteed to be the best, searching 
for Xm satisfymg Eqn. (6.10) result in the large dynamic range of Xm- This 
effect is because of varying video characteristics and channel conditions which 
results small fiuctuations in the PSNR. In a similar approach to chapter 4, an 
optimal X can be obtained, while relaxing the constraint of the best PSNR, 
such that it reduces the dynamic range of optimal X for the ease of hardware 
requirement. 
Therefore, the optimal value of X, Xopt, is not the one which gives the best 
PSNR, but the minimal X at which PSNR is with ±0.5 dB margin of the best 
PSNR. The optimum parameter vector, X^pt, may be defined as follows 
Xopt = [rZl^opt, cXoptV -^ min{X} | / (X) > / ( X ^ ) - 0.5 dB VX (6.12) 
In the next subsection, the algorithm to obtain the optimized values of cross-
layer parameters to provide; UEP to wavelet coded video bitstream at different 
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channel condition will be discussed. Since real-time optimization for each con-
dition of time varying channel is difficult, therefore an off-line approach with 
look-up table (LOT) is suggested. 
6.3.2 Design of optimized look-up table (LUT) 
Based on the discussions, similar to that in the previous chapters, an off-line full 
search optimization is used to find the optimal values of cross-layer parameters, 
Xopt- For a wide range of video sequences and at each CNR, Xopt, that results 
near maximal video quahty according to Eqn. (6.12) are obtained. These values 
are then stored in a look-up table. 
In order to develop an algorithm to finds the optinnnn cross-layer parameters 
Xopt, it is worthwhile to study the variations in PSNR of reconstructed video 
varies with cros.s-layer parameters {ravg,^ and a). 
Surface plots of Figs. 6.6(a)-(d) shows the variatio in PSNR of Foreman 
sequence against ravg and a (while 7 = 1) for CNR = 10, 14, 18 and 21 dB 
respectively. Since effect of varying 7, Vavg and that of a on video quality has 
already been studied in the previous chapter, here we are interested in studying 
joint effect of a and Vavg on the video quality and 7 = 1 is fixed for simplificity. 
Following observations can be inferred from these figures. 
i) From Fig. 6.6(a), it can be observed that initially at fixed Vavg, as a in-
creases the PSNR increases and then almost saturates. Furthermore, as ravg 
decreases (i.e. protection increases) saturation in PSNR occur at lower value 
of a. For example, at ravg — 0.6, PSNR starts increasing from approx. 9.5 
dB (at Q == 1) and saturates to approx. 25.5 dB at a = 10. However, when 
ravg to 0.4 {ravg — 0-4), PSNR starts increasing from approx. 9.8 dB at a = 1 
and saturates to approx. 23 dB at a = 4. That is, when r„„g decreases form 
0.6 to 0.4, saturation point moves from (10, 25.5) to (4, 23). It may be noted 
here that decreasing ravg ^ot only decreases the value of a at which PSNR 
saturates but also the value of PSNR at which it saturates. This is because 
of increase in parity bits at lower ravg-
ii) Again from Fig. 6.6(a), it can be observed that at fixed a, as Vavg decreases 
(protection increases) PSNR increases up to certain value and after that for 
decrease in ravg, decreases the PSNR. The value of ravg at which maximum 
PSNR is obtained is caUed optimum ravg- Furthermore, as a increases, the 
optimum ravg also increases. For example, at a = 2, the optimum value of 
ravg is 0.22, whereas, at a = 10, the optimum value of ravg is 0.57. 
iii) From Fig. 6 6(b) (surface plot at CNR = 14 dB), a similar observation can 
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(a) CNR = 10 dB 
(b) CNR = 14 dB 
Figure 6.6: PSNR vs a and ravg for different CNR at 1000 kbps for foreman 
sequence keeping 7 = 1 (contd...) 
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(c) CNR = 18 dB 
(d) CNR = 22 dB 
Figure 6.6: PSNR vs a and Vavg for different CNR at 1000 kbps for foreman 
sequence keeping 7 == 1 
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be deduced. The only difference between this figure and Fig. 6.6(a) is that 
for the same ravg, saturation of PSNR starts at lower values of a and for the 
fixed a, optimum value of ravg is increased. 
iv) Fig. 6.6(c) shows the PSNR variation with respect to a and ravg for AWGN 
channel with CNR = 18 dB. It has almost similar variation as in Fig. 6.6(b) 
except at lower values of a and ravg- At high ravg, the PSNR increases and 
saturates with the increase in a, but when ravg is low, the PSNR increases 
up to maximum value (at lower value of a), and then decreases and saturates 
as a increases. 
v) Likewise, similar trends is also observed in Fig. 6.6(d) for CNR = 22 dB. 
The only difference in this figure to that of Fig. 6.6(c) is that for each value 
of ravg, the PSNR increases up to maximum value (at lower a), and then 
decreases and saturates as a increases. 
The reasons of these variation in PSNR against a and ravg for specified CNR 
are as follows: 
1) At fixed CNR, with 7 = 1 , the HP and LP substreams are equally protected 
with channel code rate, ravg- Variation in a at fixed ravg-, results similar 
variation in PSNR as seen in Fig. 4.3 in chapter 4 (section 4.3.2). That is, 
increasing the value of a increases the protection of HP substream at the ex-
pense of LP substream. Therefore quality of the reconstructed video increases 
up to a certain value of a. After that, the reduction in the BER of HP sub-
stream (due to increase in a) is negligible, which is also clear from the Fig. 
3.5 in subsection 3.4.2, and hence increase in PSNR is almost zero at higher 
values of a. 
2) As ravg decreases, the protection of HP and LP substreams become stronger. 
At lower ravg, since BER of HP substream is already small, attempt to further 
reduce the BER of HP substream by increasing a will have negligible effect 
on the video quality. This causes early saturation of PSNR (at lower values 
of a) as ravg decreases. 
3) For fixed a, at a certain value of ravg, called critical ravg, the BER rate of the 
substreams become zero. It mean further reduction in ravg will not improve 
the quality of the reconstructed video. However, due to the use of joint source-
channel coding (JSCC) at fixed transmission rate, decreasing the ravg beyond 
the critical value, causes reduction in the source bit rate and therefore reducing 
the reconstructed video quality. 
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From these observations, it is clear that there exist trade off among the cross-
layer parameters and therefore, there is a need to find the optimal value of these 
parameters so that the best video quality at each CNR is achieved. 
Since the wireless channel is time varying as discussed earher, it is almost 
impossible to calculate Xopt for each channel noise condition on the fly basis (as 
and when channel condition changes), within the permissible time limit. Similar 
to previous chapter, in this chapter also, we propose the use of look-up table 
to store optimal value of cross-layer parameters for each possible channel noise 
conditions. The optimal cross-layer parameters, for each channel noise condition 
are calculated by averaging the corresponding value of parameters obtained for 
each of the test video sequences at given CNR. To obtained the optimal cross-
layer parameters, an off-line full search scheme (with controlled step size) is used. 
The optimal parameters are searched from the range of parameters specified by 
minimum to maximum values of parameters listed in Eqn. (6.13) and (6.14) 
respectively. 
(6.13) Y . — 
J 
^ m a x — \ 
\ 
1 "^avg ''mir 
I 7 = 1 
[ a = l 
\ - 1 
' avg — J-
T Tmax 
Q; = ttfnax 
(6.14) 
In order to design a practical system, the look-up table should be apphcable for 
larger set of video sequences. To achieve this, a large set of test video sequences 
are considered and optimum parameters, Xopt, are obtained, each of them over 
wide range of CNR using the off-line optimization. These optimal parameters 
are then averaged over all video sequences and stored in the look-up table cor-
responding to each of the channel conditions. A look-up table should contain 
the optimal parameters atleast for a set of video sequences used in a particular 
apphcation. To incorporate the time varying nature of channel, the actual Xopt 
for each CNR are obtained by averaging the values corresponding to 20 indepen-
dent channel conditions. The proposed optimization algorithm is summarized in 
Algorithm 6.1 
The steps to design the look-up table are elaborated in Algorithm 6.1. The 
algorithm starts with initiahzation of the ranges (minimum and maximum values) 
and step size of the cross-layer parameters. Then, for each video sequence and 
for each CNR value of channel, corresponding to every possible combination of 
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Algorithm 6.1 Steps for obtaining optimized cross-layer parameters, Xopt, and 
design of Look-up table 
'max 1: Initialize: CNRmin, ()~CNR, CNRmax, ^r,rm\n,h,lmax,^0!,a^ 









for CNR = CNR„i„: 5CNR: CNR^^x do 
for r,„3 = fmin : 5r : 1 do 
for 7 = 1 : ^ 7 : -ymax do 
for a = l : 5a : Qmax do 
Do 20 simulation to obtain PSNR using Eqn. (2.3) 





Find Xm according to Eqn. (6.10) 
Find Xopt according to Eqn. (6.12) 
end for 
Repeat all the above steps for each of the chosen test sequences 
Compute the average Xopt, Xopt, for each CNR under consideration 
Construct a look-up table for Xopt for each CNR 
cross-layer parameters, the quality of received video (in term of PSNR) using 
communication system described in Fig. 6.5 is calculated. Then the optimal set 
of parameters that gives maximum PSNR of the reconstructed video are searched. 
These steps are repeated for all test video sequences and averaged values of these 
parameters corresponding to each CNR is considered as optimized parameter. 
Finally, these values of optimum cross-layer parameters for each CNR are stored 
in a look-up table. 
6.3.3 Adaptive Reassembly of Received Bits 
Similar to adaptive bit reassembly of received bits proposed in chapter 4, we 
adopt a similar strategy in cross-layer UEP also. That is, at lower CNR, the LP 
bits are discarded (as they are hkely to be received erroneously) and are not used 
in the reconstruction of video. However, at higher CNR, both HP and LP bits are 
used in the video reconstruction. Therefore, we propose an adaptive reassembly 
of received HP and LP bits in cross-layer UEP. The threshold of CNR to decide 
if LP substream should be discarded or consider in the reconstruction of video, 
not only depend on aopt (of physical layer) but also on the channel coding rate 
Tavg- This threshold of CNR is expected to be lower in cross-layer UEP than only 
physical layer UEP due to additional protection of HP and LP substreams by 
the application layer FEC. That is, the FEC protected substreams wiU be able 
to withstand more noise as compared to only HQAM based UEP. 
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6.4 Simulation Results 
6.4.1 Simulation Environment 
In order to investigate the performance of proposed optimized cross-layer UEP 
(combining FEC and HQAM) over AWGN channel, the same set of video coding 
parameters as listed in Table 3.1 on page 64 and video sequences are considered. 
These sequences are Akiyo (100 frames), Flower garden (100 frames), FootbaU 
(90), Foreman (100 frames). Hall Monitor (100 frames), Bus (100 frames) and 
Mobile (100 frames). The parameters used in RS coding are the same as summa-
rized in Tabl(! 5.1. For each tested channel conditions (specified in terms of CNR) 
and protection strategy. 20 different runs of the experiments were conducted. 
6.4.2 Design of Look-up Table 
In this section, the optimized values of cross-layer parameters, [Xopt), for each 
CNR of AWGN channel under consideration using the Algorithm 6.1 are obtained. 
The algorithm first searches for X^, the value of X that gives the best PSNR 
at each CNR. Then, Xopt is obtained according to Eqn. (6.12). 
Figs. 6.7(a), (b) and (c) show the plots of optimum values of cross-layer 
parameters , r°(J^ , ^^p^ and aopt respectively, each against channel CNR for all the 
seven test seciuences. Also, averaged value (averaged over all test sequences) of 
each parameter are shown in the figures correspondingly. It can be observed from 
Figs. 6.7(a) that below CNR = 15 dB, the r°^^ and ^ opt varies from sequence to 
sequence in a random fashion. The reason of these fluctuations is that at lower 
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Figure 6.7: Variations of cross-layer parameters, r°^* 7opt and agpt with CNR for 
seven test sequences (contd...) 
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Figure 6.7: Variations of cross-layer parameters. r°^ * •yopt and aopt with CNR for 
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Figure 6.8: Deviation of the PSNR obtained at actual optimized, and average 
optimized parameters, r°^g, %pt and Oopt, for each test sequence 
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CNR, the effect of noise is very severe and RS-code of any channel coding rate 
is unable to correct all the errors which leads to poor PSNR. At and above the 
CNR = 15 dB, the r°^* increases with increasing CNR, which can be interpreted 
that the small error protection is sufficient at lov/ noise condition. Furthermore, 
it can be observed that above CNR = 15 dB, the r°^^ comes out be almost same 
for each sequences. From Figs. 6.7(b), it is clear that optimal 7 comes out to 
almost closed to unity. This means that there is no need to protect HP and LP 
substreams with channel codes of different coding rates. That is, in the proposed 
cross-layer UEP, at application layer, EEP is optimal. This is contrary to general 
behef that appHcation layer UEP is better than application layer EEP. 
The variation of agpt with CNR in Figs. 6.7(c) follows almost similar trend to 
that shown in chapter 4. It can be observed that at very poor channel conditions, 
the value of Uopt comes out to be small, then increases with CNR up to certain 
CNR, and afterwards, it decreases at higher CNR. However, for CNR = 15 dB 
and above, the aopt comes out to be unity for all test sequences. 
The average r°^^, ^opt and aopt are calculated by averaging thee parameters 
for all test sequences and are plotted in Fig. 6.7. In fact, these values are used 
in the look-up table given in Table 6.1. 
In order to compare the effectiveness of the proposed cross-layer UEP, the 
difference of the PSNR of reconstructed video obtained using optimized cross-
layer parameters given in look-up table (Table 6.1) with the maximum PSNR for 
all test sequences is shown in Fig. 6.8. The figure shows that there is negligible 
loss in the video quality if look-up table is used for selecting the cross-layer 
parameters for almost all CNRs except CNR = 14 dB, at which, the quahty 
difference is up to approx. 1 dB (for Foreman sequence). This is the small price 
which is to be paid for simplifying the video communication system, using offline 
optimization and the use of look-up table. It is worthwhile to sacrifice 1 dB for a 
practical real-time video communication having low computational complexity. 
Figs. 6.9(a)-(f) compare the performance of the proposed cross-layer opti-
mized UEP (using application layer FEC and physical layer HQAM) scheme 
with: 1) QAM (physical layer EEP only), 2) optimized physical layer UEP using 
HQAM only and 3) optimized appUcation layer UEP using FEC and physical 
layer EEP, for six GIF sequences namely: Foreman, Football, Akiyo, Flower Gar-
den, Hall Monitor and Mobile, respectively. 
It can be seen from the Fig. 6.9(a) that for Foreman sequence although 
optimized physical layer only UEP (using HQAM) and FEC-based application 
layer UEP provide an improvement in the quality of the reconstructed video 
by approx. 13 dB and 23 dB respectively over QAM for CNR in the range 
of 12-24 dB. That is, either of the single layered optimised UEPs are suitable 
165 , ,*-c 







Optimized HQAM only - ^ < -
Optimized FEC with QAM —E3-
Cross-layer optimized FEC and HQAM 
15 
CNR(dB) 








(b) Football Sequence 
Figure 6.9: Comparison of optimized cross-layer UEP with optimal physical and 
apphcation lay(!r UEP at 1000 kbps. (contd...) 
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CNR (dB) 
(c) Akiyo Sequence 
CNR (dB) 
(d) Flower Garden Sequence 
Figure 6.9: Comparison of optimized cross-layer UEP with optimal physical and 
application lay(3r UEP at 1000 kbps. (contd...) 
167 
Chapter 6. Cross-layer UEP using FEC and HQAM 
CNR (dB) 
(e) Hall Monitor Sequence 
CNR(dB) 
(f) Mobile Sequence 
Figure 6.9: Comparison of optimized cross-layer UEP with optimal physical and 
appHcation layer UEP at 1000 kbps. 
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for medium to high CNRs only. But at low CNRs (CNR below 10 dB), their 
performance is closed to that of QAM. Whereas, the optimized cross-layer UEP 
(using combination of FEC and HQAM) outperforms either of the single layer 
optimized UEP scheme at lower CNRs. It gives improvement up to approx. 15.5 
dB at lower CNR (6-15 dB) and at higher CNR its performance is exactly the 
same as that of optimized EEC-based application layer UEP. 
Almost similar trends are observed for the other sequences and optimized 
cross-layer UEP gives significant improvement of the order of 8-18 dB for highly 
noisy channel (CNR with range of 6-15 dB). For example, the proposed cross-
layer UEP gives approx. 13 dB improvement for Football sequence (Fig. 6.9(b)), 
approx. 18 dB for Akiyo sequence (Fig. 6.9(c)), approx. 8 dB for Flower Garden 
sequence (Fig. 6.9(d)), approx. 12 dB for Hall Monitor sequence (Fig. 6.9(e)) 
and approx. 8 dB for Mobile sequence (Fig. 6.9(f)). 
From these results in the Figs. 6.9, it may be concluded that single layer 
optimized UEPs provide resihency against the channel errors for CNR in the 
range of 12-24 dB only. While at lower CNR, they have the performance as good 
as that of simple QAM scheme. In contrast to that, cross-layer UEP scheme 
gives signiHcant improvement at the lower CNR (6-15 dB) and provides exactly 
the same performance as that of apphcation layer UEP at higher CNRs. 
6.4.3 Effect of Adaptive bitstream Re-assembly 
So far the performance of optimized cross-layer UEP for reliable transmission of 
wavelet coded video over AWGN channel is investigated and compared with single 
layer optimized UEP schemes. Although at lower CNR, cross-layer UEP gives 
significant improvement over both FEC-based or HQAM based optimized UEP, 
however, due to large value of agpt (ftopt > 1-5) at thee CNRs, LP substream is 
likely to be received erroneously. If these bits are used in the video reconstruction, 
the quality of reconstructed video is Ukely to be inferior. Therefore, it is advisable 
to discard LP bits at lower CNR. 
Figs. 6.10(a)-(f) compare the quality of reconstructed video sequences for a) 
Considering HP and LP bits in the video reconstruction, and b) Discarding LP 
bits. It may b(; observed from these figure that at low CNR (lesss than 15 dB), 
discarding LP bits improves the overall video quality by approx. 3 dB whereas at 
higher CNR usmg LP bits in the video reconstruction results better video quality. 
One of the possible reason for this is that when channel condition is very poor, 
both HP and LP bits are likely to be corrupted. The channel coding improves 
the BER of both substreams at same level but using high value of Uopt makes 
the HP substream more error robust than the LP substream. This increases 
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Figure 6.10: Performance of cross-layer UEP using Adaptive reassembly with 
considering and discarding LP substream at 1000 kbps (contd...) 
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Figure 6.10: Performance of cross-layer UEP using Adaptive reassembly with 
considering and discarding LP substream at 1000 kbps (contd...) 
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Figure 6.10: P(;rformance of cross-layer UEP using Adaptive reassembly with 
considering and discarding LP substream at 1000 kbps 
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the BER of LP substream and discarding them during the reconstruction of the 
video is the best choice. However, when channel is in good state (less noisy), and 
ttopt —> 1 resulting the similar BER of HP and LP substreanis and therefore, both 
substreams should be considered for video reconstruction. 
Furthermore, if LP bits are always discarded irrespective of channel condition, 
a sharp drop in the PSNR at CNR = 15 dB may be observed in Figs. 6.10 for all 
sequences. This is due to the fact that at CNR == 14 dB, the optimal cross-layer 
parameters are r°P^ = 0.79,'fopt = 1 and aopt -• 3.5 (see Table 6.1). For these 
parameters, channel coding at apphcation layer provides equal protection to HP 
and LP substreams (as 'fopt — 1) while HQAM provides more protection to HP 
substream at the cost of low protection to LP substream. Therefore, discarding 
LP substream improves the video quahty. But, at CNR = 15 dB, the optimized 
cross-layer parameters are r°^^ = 0.24,7opt = 1 and aopt = 1 (see Table 6.1). In 
this case also, the channel coding protects HP and LP substreams equally, but 
now HQAM also provide equal protection to HP and LP substreams. Therefore, 
LP bits have the same error protection as that of HP bits, and discarding it 
reduces the video quality compare to that at CNR = 14 dB. Similar trend is 
observed for all CNR above 15 dB. Thus, for CNR = 15 dB and above, discarding 
LP bits results into inferior video quality. Therefore, LP substream should be 
considered or discarded for the reconstructed video adaptively. The threshold of 
CNR for adaptation is found to be 15 dB. The performance of adaptive bitstream 
reassembly of LP bits is shown in Figs. 6.10 with bold lines. 
On the bases of these discussions, it may be concluded that below CNR = 
15 dB LP bits should not be considered in the reconstruction of received video. 
Whereas, at and above CNR = 15 dB, considering the LP bits is best option to 
provide reliable video communication. 
Finally, in Fig. 6.11 the subjective quality of optimized cross-layer UEP is 
compared with single layer optimized UEPs (physical and apphcation layers) for 
first 5 frames of Foreman sequence at transmission rate of 1000 kbps over AWGN 
channel at CNR = 10 dB. It is observed from the figures that at this high noise 
channel (CNR = 10 dB), both of the single layer optimized UEP (physical and 
apphcation layers UEP) shown in Fig. 6.11(b) and (c) respectively, gives very 
poor quality of the reconstructed video and almost as worst as quality shown 
by no UEP scheme (QAM without channel coding). Whereas, optimized cross-
layer UEP (combining application and phsycial layers UEP) considering LP sub-
streams, shown in Fig. 6.11(d), withstands this high noise and gives good quality 
of the reconstructed video. Moreover, in optimized cross-layer UEP if LP sub-
stream are discarded in the reconstruction of the video, further small improvement 
is also observed as shown in Fig. 6.11(e). Therefore, from these subjective quality 
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Frame ^1 #2 #3 #4 #5 
Figure 6.11: Subjective Quality Comparison between optimized cross-layer UEP 
scheme with other schemes for first 5 frame of Foreman sequence at 1000 kbps, 
corrupted through AWGN channel at CNR = 10 dB: (a) No UEP scheme (Only 
QAM); (b) Optimized physical layer UEP using HQAM only; (c) Optimized ap-
plication layer UEP using FEC only; (d) Optimized cross-layer UEP (combining 
application and physical layers UEP) considering LP substream; (e) Optimized 
cross-layer UEP discarding LP substream 
comparison, it is concluded that at very poor channel conditions, the single layer 
UEP scheme fails to dehver even base quahty of the video. Whereas, optimized 
cross-layer UEP with discarding LP bits in the reassembly of the bitstream gives 
fairly good quality of the reconstructed video. 
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Figure 6.12: Non-test sequence performance for cross-layer optimized UEP using 
Adaptive reassembly with considering and discarding LP substream at 1000 kbps 
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6.4.4 Performance of Non-test sequences 
So far, the performance of proposed optimized cross-layer UEP with and without 
adaptive reassembly of LP bits are investigated only for those sequences which 
were used in the design of look-up table. In this section, the performance of 
proposed system for sequences other than those used in the look-up table de-
sign (called non-test sequences) is studied. For this purpose, two GIF sequences 
namely Coastguard and Container sequences each of 100 frames are considered. 
These sequences are encoded at 1000 kbps and are transmitted over AWGN chan-
nel using cross-layer UEP parameters. 
Fig. 6.12(a) and (b) show the performance of proposed cross-layer UEP sys-
tem using parameter hsted in Table 6.1 for Coastguard and Container sequences 
respectively. It can be observed from these figures that proposed system for 
non-test sequences has the similar performance as that of test sequences. For 
example, for Coastguard sequence (Fig. 6.12(a)) the proposed cross-layer UEP 
considering LP substream in the reconstruction of the video gives improvement 
up to approx. 10 dB and 12 dB over optimized physical layer UEP using HQAM 
and apphcation layer UEP using FEC, respectively, for the CNR in the range of 
6-15 dB. Whereas, at higher CNR its performance is exactly the same as that 
of optimized application layer UEP. Moreover, If LP bits are discarded in the 
reconstruction of the video, further 3 dB of again is observed for lower CNRs (6-
14 dB). Similarly, for Container sequence (Fig. 6.12(b)) the propose cross-layer 
UEP shows improvement up to approx. 10-13 dB over either of the single layer 
optimized UEP in the same lower range of CNRs (6-15 dB). Whereas, at higher 
CNR its performance is also same as that of optimized application layer UEP. 
Furthermore, if LP bits are discarded in the reconstruction of the video, 3-5 dB 
of improvement is observed for the lower CNR range (6-14 dB). 
Therefore, from above results and discussions it can be concluded that the 
look-up table (LUT) is generic and can be used for any sequence. 
6.5 Summary 
In this chapter, a rehable video communication s)^ stem based on cross-layer opti-
mized UEP for wavelet coded embedded video bitstream has been investigated. 
The bitstream partitioned into high and low priority substreams are firstly pro-
tected using FEC at apphcation layer and then modulated using 16-HQAM at 
physical layer. An off-line optimization is used to determine values of cross-layer 
parameters for optimal protection of coded video at given channel conditions. 
Due to practical hmitations involved in real-time optimization of cross-layer pa-
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rameters, a look-up table based approach is suggested as a viable alternative. The 
look-up table is designed for wide range of CNR and by considering a large num-
ber of video sequences. The proposed system is suitable for devices requiring low 
computational complexity due to Umited power and hmited processing capabih-
ties. The simulation results show that proposed system gives better performance 
compared to single layer optimized protection for wide range of channel noise con-
ditions. Furthermore, discarding LP substream at lower CNRs (below CNR = 
15 dB) results in an additional, approximately, 3 dB improvement in the quahty 
of the reconstructed video. Therefore, it is suggested to use LP bits adaptively 
for better quality of video at large range of CNRs. Although, the performance of 
system has been verified for wavelet coded embedded video bitstream, it can be 




This thesis addresses the error resiUency issues for the transmission of compressed 
video over AWGN channel. The error resihency is achieved using UEP at physical 
and application layers individually as well as combining both layers (cross-layer) 
of network architecture. A UEP scheme provides the error resiliency to a coded 
bitstream by protecting them unequally depending on their importance and sen-
sitivity to the channel errors. However, it is achieved at the cost of increased 
resource requirements such as channel bandwidth, transmitted power and system 
complexity. This research aimed to provide reliable video communication, while 
optimally utilizing the available resources. However, for time varying channels, 
calculation of parameters to provide optimal protection for real time video com-
munication is almost impossible due to computational complexity of video and 
optimization algorithms. 
In order to reduce the system complexity and to overcome the difficulties of 
real-time optimization in time varying channels, the look-up tables were designed 
that store the optimal UEP parameters using off-line optimization for possible 
channel conditions. The design of look-up table can be considered as a part of 
system design, therefore, reducing the system complexity at the time of video 
communication. The proposed systems are suited for real-time video commu-
nication over wireless channels through portable devices having low processing 
powers. 
In Chapter 3, we investigated a UEP scheme for video coded bitstream at 
physical layer using Hierarchical QAM (HQAM). The wavelet coded video bit-
stream was hrstly divided into two priorities, nam(;ly High Priority (HP) and 
Low Priority (LP) substreams. These substreams were then used to form the 
HQAM symbols. Simulation results showed that HQAM-based UEP dehvers 
better quahty video compared to QAM-based equal error protection (EEP), spe-
cially at poor channel conditions. However, the performance of HQAM-based 
UEP becomes inferior to that of QAM-based EEP scheme when channel condi-
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tion improvfjs. To overcome this problem, we proposed Multilevel UEP which 
efficiently maps the bitstream to HQAM symbols. The multilevel UEP scheme 
gives better quality of reconstructed video at all channel conditions. Further-
more, the chapter investigates that how HQAM can act as QPSK and 16-QAM 
by controlhng its modulation parameter. For aU experiments, in this chapter, the 
modulation parameter, a, was chosen in heuristic (non-optimized) manner. 
In chapter 4, HQAM-based optimized and adaptive UEP for reliable video 
transmission over AWGN channel was proposed. The optimal modulation pa-
rameter, Oopi, of HQAM was searched off-line for each possible channel condition. 
Then, the final value of the parameter for each channel condition is obtained 
by averaging a^pt over large set of video sequences, and was stored in a look-
up table for set of possible channel conditions. This pre-designed look-up table 
(considered as part of system design) was then used to facilitate real-time video 
communication. Simulation results showed that this scheme can achieve up to 
approximately 13.3 dB of improvement in terms of Peak Signal-to-Noise Ratio 
(PSNR), as compared to conventional 16 QAM, without compromising on the 
bandwidth. In addition, a second level of adaptation was also proposed in which 
LP bits are discarded or considered in video reconstruction depending on the 
channel conditions. If the CNR is below 21 dB, it was observed that discarding 
LP substream can further improve the video quaUty by approximately 3 dB. 
In chapter 5, we proposed an optimized and adaptive UEP scheme at applica-
tion layer using forward error correction (FEC). The EEC parameters, ravg and 
7, were optimized for all channel conditions and look-up table was designed in 
a similar way as done in chapter 4. It was observed that though non-optimized 
UEP offers better performance over non-optimized EEP under low noise condi-
tions, however, our investigation reveals that optimized UEP is none better than 
the optimized EEP. Thus for embedded video bitstream, optimized EEP is suffi-
cient to provide the error resiliency. This is contrary to general beUef that UEP 
is always better than EEP. 
Finally in chapter 6, cross-layer approach to provide optimized and adaptive 
UEP scheme was proposed. The cross-layer UEP was implemented using FEC 
at appUcation layer and 16-HQAM at physical layer. The FEC and HQAM pa-
rameters were jointly optimized and stored in the look-up table for wide range of 
channel conditions. This scheme showed remarkable performance improvement 
(8-18 dB in PSNR) compared to single layer UEP schemes under poor chan-
nel conditions (CNR < 15 dB). Furthermore, discarding LP substream at lower 
CNRs (below CNR = 15 dB) results in an additional 3 dB improvement in the 
quality of the reconstructed video. It was further observed that cross-layer UEP 
causes the threshold of CNR of discarding or considering the LP substream in 
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the reconstruction, to be shifted to 15 dB in comparison to 21 dB for the physical 
layer UEP. 
Although the performance of all UEP schemes developed in this work were 
verified for wavelet coded embedded bitstream. these can easily be extended to 
any scalable video bitstream including H.264/AVC based Scalable Video Coder. 
Future Scope 
Though a number of UEP schemes were proposed in this thesis to tackle the issue 
of reliable video communication over wireless channels, there still remains further 
scope of extending this work in future. Some of the suggestions are as follows: 
• Although 16-HQAM can provide up to four levels of priority but in this 
thesis only two priority levels of error protection were explored. In addition, 
since wavelet based coded bitstream has inherent fine quality scalability, the 
bitstream can be partitioned into multiple substreams. Therefore, it will be 
interestmg to investigate the performance of multi-layered UEP for wavelet 
coded video bitstream. 
• The cross-layer UEP developed in this thesis included only two network 
layers: application and physical leiyer. A more efficient cross-layer UEP 
can be designed by combining media access control (MAC) layer (based 
on ARQ) along with appUcation and physical layers for providing error 
resiliency to video communications. 
• In order to investigate the performance of proposed UEP schemes, we have 
considered additive white Gaussian Noise (AWGN) channels. It may be 
interesting to investigate the performance of the proposed UEP systems 
over fadmg channels. 
• The performance of UEP schemes developed in this work can be investigated 
for video bitstreams generated from other coders such as H.264/AVC and 
H.265/HEVC. 
• In the presented work, the optimization of resources to facilitate a video 
communication is reahzed using simulations. To establish facts, a large 
number of sinmlations are required for different video sequences which is 
a time consuming process. It would be more fruitful if communication 
system providing UEP can be suitably modelled in terms of parameters 





This appendix .shows first frame of the CIF video sequences used in this thesis. 
Figure A.l: Akiyo 
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Figure A.2: Foreman 
Figure A.3: Football 
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Figure A.4: Flower Garden 
Figure A.5: Hall Monitor 
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Figure A.6: Mol)ile 
Figure A.7: Bus 
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Figure A.8: Coastguard 
Figure A.9: Container 
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