The "visibility" of a planar set S from a point a is defined as the normalized size of the radial projection of S from a to the unit circle centered at a. Simon and Solomyak [27] proved that unrectifiable self-similar one-sets are invisible from every point in the plane. We quantify this by giving an upper bound on the visibility of δ-neighbourhoods of such sets. We also prove lower bounds on the visibility of δ-neighborhoods of more general sets, based in part on Bourgain's discretized sum-product estimates in [7] .
Introduction
Given a ∈ R 2 , we define the radial projection P a : R 2 \ a → S 1 by P a (x) := x − a |x − a| .
The visibility of a measurable set S ⊂ R 2 from a is vis(a; S) := 1 2π |P a (S)|, the normalized measure of the set of angles at which S is visible from the vantage point a. Informally, vis(a; S) is the proportion of the "field of vision" S takes up for an observer situated at a. Suppose that S ⊂ R 2 is a one-set, that is, a Borel set whose 1-dimensional Hausdorff measure is positive and finite. Suppose furthermore that S is purely unrectifiable. Marstrand [23, Sections 8 and 9] proved that P a (S) has 1-dimensional Lebesgue measure 0 for all a ∈ R 2 \X, where the exceptional set X has Hausdorff dimension at most 1, and demonstrated by means of an example that the exceptional set can indeed be 1-dimensional. In the converse direction, by projective transformations (cf. Section 3.3.3) it follows from Marstrand's projection theorem ( [23] , Theorem II) that P a (S) has Hausdorff dimension 1 for Lebesgue-almost all a ∈ R 2 . Simple examples (see Section 1.2) show that it is in fact possible for P a (S) to have dimension less than 1.
However, if J is a self-similar set, then stronger statements hold. where each map T i is of the form
Here, 0 < λ i < 1, and O i is an orthogonal transformation.
We will refer to the maps in (1.2) as similitudes. If O i = I, then the maps are called homotheties We will always work with self-similar sets that satisfy the Open Set Condition: there exists an open set O ⊂ R 2 such that s i=1 T i (O) ⊂ O and the sets T i (O) are disjoint. With this condition, the Hausdorff dimension of J is equal to its similarity dimension, i.e. the unique number α such that s i=1 |λ i | α = 1. Moreover, J has positive and finite α-dimensional Hausdorff measure. If the points z i are collinear, then J is a subset of a line. Otherwise, J is purely unrectifiable.
In [27] , Simon and Solomyak showed that if J is a self-similar one-set in the plane satisfying the Open Set Condition and not contained in a line, then vis(a; J ) = 0 for every a ∈ R 2 (i.e. S is invisible from every vantage point). On the other hand, Theorem 1.13 of [13] implies that P a (S) has Hausdorff dimension 1 for every a ∈ R 2 (see Proposition 2.5). We will be interested in quantifying the above estimates, in the sense of proving upper and lower bounds on vis(a; S δ ) as δ → 0, where S δ is the δ-neighbourhood of an unrectifiable one-set. In Section 4, we quantify the result of [27] by proving upper bounds on the visibility of small neighborhoods of 1-dimensional self-similar sets. Conversely, in Section 3 we prove lower bounds on the visibility, from all vantage points outside of a small exceptional set, of a more general type of finite scale unrectifiable sets.
We note that there are many other questions related to the visibility of sets, both in the plane and in higher dimensions; see e.g. [1, 10, 15, 25] for related work.
Upper bounds for self-similar sets
In this part of the paper, we will only consider 1-dimensional self-similar sets with no rotations and with equal contraction ratios, i.e. sets J satisfying (1.1) where for each i = 1, . . . , s we have O i = I and λ i = 1 s Geometrically, we start with the unit square, divide it into 16 congruent squares of sidelength 1/4, keep the 4 squares at the corners while discarding the rest, then iterate the procedure inside each of the four surviving squares. Then K n consists of 4 n squares of sidelength δ = 4 −n , and K is the Cantor set obtained in the limit. Such sets have been studied e.g. in [26, 24, 2] .
Our upper bounds on the visibility of self-similar sets will be based on a connection between the visibility problem and the problem of Favard length (defined below). We will exploit this connection both by adapting Favard length methods to the visibility problem and by explicitly bounding quantities arising in visibility estimates by the Favard length of the set.
The linear projection π θ : R 2 → R is given by π θ (x, y) = x cos θ + y sin θ.
( 1.3)
The Favard length of a set S is the average (with respect to angle) length of its linear projections: It is possible to have exceptional directions θ for which |π θ (S)| > 0; for example, this happens for K n and θ = tan −1 (1/2). It is in fact possible to have a dense set of such directions [18] . However, a theorem of Besicovitch shows that if S is an unrectifiable one-set, then |π θ (S)| = 0 for Lebesgue almost all θ. In particular, Fav(S) = 0. It follows that lim δ→0 Fav(S δ ) = 0.
(1.5)
In general, little can be said about the rate of decay of Fav(S δ ) as δ → 0. However, in the case of self-similar sets, effective upper bounds were proved recently in a series of papers starting with [24] and continuing in [19, 5, 6, 4] . The current state of knowledge may be summarized as follows. Theorem 1.2. Let J be a 1-dimensional self-similar set defined by homotheties with equal contraction ratios. Then:
(ii) The same estimate holds if J is a self-similar product set which is not a line segment, the similarity centers z i are rational, and π θ 0 (J ) > 0 for some θ 0 [19] .
(iii) If J is a self-similar product set such that the similarity centers z i form a product set A × B with A, B rational and 2 ≤ |A|, |B| ≤ 6, then Fav(J n ) ≤ Cn −p/ log log n [4] .
(iv) For general self similar sets defined by homotheties with equal contraction ratios, we have Fav(J n ) ≤ Ce −c √ log n [6] .
All constants and exponents above depend on the set J . In some additional cases, the assumptions may be weakened and/or the results improved; see [4] for details.
Lower bounds on Fav(J n ) are much easier to prove. A result of Mattila [21] implies the lower bound Fav(J n ) ≥ Cn −1 (1.6) for general 1-dimensional self-similar sets with equal contraction ratios (allowing rotations).
In [2] , this was improved to (C log n)/n for the 4-corner set K n . By interchanging the order of integration, Fav(S δ ) may be interpreted as the average value of |P a (S δ )| with respect to a on an appropriate curve in R 2 (see Proposition 2.1). In particular, the Favard bounds just mentioned provide bounds on the averages of P a (J n ).
Our theorem provides a pointwise bound quantifying the result of [27] .
(The constants are allowed to depend on a and J . It will be clear from the proof that if J is given, and if a ranges over a fixed compact set disjoint from J , then the constants may be chosen uniform for all such a.)
The proof is given in Section 4. It follows the same rough outline as in [27] , but we use the methods from the Favard length papers mentioned above to make our estimates effective. Theorem 1.3 should be used in conjunction with Theorem 1.2. For example, for the 4-corner set, Theorem 1.3 together with Theorem 1.2(i) implies that
where p is the same as in Theorem 1.2(i) (in this specific case, by the result of [24] we can take any p < 1/6, with the constant C = C(p) depending on p). We also note that the main result of [27] is more general, allowing 1-dimensional self-similar sets with rotations and not necessarily equal contraction ratios. While we can prove a weaker variant of Theorem 1.3 for such more general sets, we are not able to deduce explicit bounds such as (1.7), since no effective Favard bounds are known in this case. This point is discussed further in Remark 4.1. Theorem 1.3, as well as the result of [27] , demonstrate that for self-similar sets, radial projections are "better behaved" than linear projections. There are many unrectifiable 1-dimensional self-similar sets (e.g. the 4-corner set or the Sierpiński gasket) which project linearly to sets of positive Lebesgue measure in certain directions, so that any results such as (1.5) or Theorem 1.2 can only hold in the sense of averages. On the other hand, [27] shows that the visibility of the square Cantor set is 0 from every vantage point, and our Theorem 1.3 quantifies this. Heuristically, the reason is that radial projections of self-similar sets (even if only from one point) already involve averaging over directions. A similar principle is present in the proof of the lower visibility bound in Proposition 2.5.
Lower bounds on visibility
Our next result shows that neighborhoods of discrete unrectifiable sets satisfy visibility lower bounds away from a small exceptional set of vantage points. We will first need several definitions. The following definition is similar to the notion of a (δ, α) 2 -set from [16] . Definition 1.4. Let F be a compact subset of R 2 , independent of the parameter δ > 0, and let 0 < α ≤ 1. Let A = A δ ⊂ F . We say that A is an (α, C, δ)-set that is unconcentrated on lines if the following conditions hold:
• A is a non-empty union of closed δ-balls with at most C-fold overlap (i.e. any x ∈ R 2 belongs to at most C balls of A).
• C −1 δ 2−α ≤ |A| ≤ Cδ 2−α .
• For every ball B of radius r, we have the bound
• For every > 0, there exists some ρ > 0 so that for every line , we have the bound
where ρ is the ρ-neighborhood of .
If α = 1, we will also consider a slightly more specialized type of sets.
Definition 1.5. For 0 < κ ≤ 1/2, and C large, we say that A is a (κ, C, δ)-unrectifiable one-set if A is a (1, C, δ)-set that is unconcentrated on lines, and if for every rectangle R with dimensions r 1 ≤ r 2 , we have
In applications, F will be understood from context, and the specific values of the constants κ and C will not be important. We will also say that A is equivalent to a (α, C, δ)-set that is unconcentrated on lines if there are (α, C i , δ i )-sets A 1 , A 2 that are unconcentrated on lines, with C i ∼ C and δ i ∼ δ (the ∼ notation is explained below), such that A 1 ⊂ A ⊂ A 2 . We say that A is equivalent to a (κ, C, δ)-unrectifiable one-set if an analogous property holds. This happens for example for K n , which obeys all of the above conditions except that it is a union of disjoint squares instead of balls.
If A is equivalent to a (α, C, δ)-set that is unconcentrated on lines, we will sometimes abuse notation and say simply that A is a (α, C, δ)-set that is unconcentrated on lines, since for our purposes the distinction is not important. We will adopt a similar convention for sets A that are equivalent (in the same sense) to (κ, C, δ)-unrectifiable one-sets.
Example 1: Self similar sets. In Section 5.1 we show that if J is a 1-dimensional selfsimilar set (in the sense of Definition 1.1) satisfying the Open Set Condition, and J is not a line, then its δ-neighbourhood J δ is a (κ, C, δ)-unrectifiable one-set for some C and some κ > 0 independent of δ. Moreover, it is easy to see that the same argument extends to modified Cantor constructions that have roughly the same "distribution of mass" but no exact self-similarities, for example the randomized 4-corner set of [26] .
If α < 1, and if J is an α-dimensional self-similar set satisfying the Open Set Condition, it is well known that J δ obeys (1.8). If we assume furthermore that the similarity centers z i are not collinear, then J δ is a (α, C, δ)-set that is unconcentrated on lines for some C independent of δ.
Example 2: Diffeomorphic images of self similar sets. We prove in Proposition 3.6 that diffeomorphic images of (κ, C, δ)-unrectifiable one-sets are (κ/2, C , δ )-unrectifiable one-sets with C ∼ C and δ ∼ δ. In particular, diffeomorphic images of self-similar one-sets provide a rich class of examples.
Similarly, if α < 1, and if J is an α-dimensional self-similar set satisfying the Open Set Condition and J is not a subset of a line, then diffeomorphic images of J δ are (α, C, δ )-sets that are unconcentrated on lines.
Our result is as follows.
. Then there exist constants 0 , 1 > 0 (depending on α and/or κ) such that for all λ < δ α/2− 0 , we have |{a ∈ U : vis(a; A) < λ}| ≤ C 3 | log δ|
The constants in the above inequalities depend on U, κ, α, and C 0 , but not on λ or δ. Theorem 1.6 is proved in Section 3. The estimate (1.11) is based on L 2 estimates in incidence geometry. The improvement in (1.12) relies on Bourgain's discretized Marstrand projection theorem [7] . Theorem 1.6 is best understood in the context of specific examples. Let K be the the 4-corner Cantor set defined in Section 1.1. Let K be a 4-corner set in polar coordinates, i.e. the image of K under the mapping φ : (x, y) → ((x + 1) cos 2πy, (x + 1) sin 2πy).
Since φ is a diffeomorphism on a neighbourhood of [0, 1] 2 , by Proposition 3.6 we have that
−n )-unrectifiable one-set. By Proposition 2.5, K n is visible from every point in a set of directions of Hausdorff dimension 1. Since Hausdorff dimension provides a lower bound for the box dimension, we have vis(a, K n ) ≥ C(a, )4
−n for every a ∈ R 2 and > 0. Pointwise, this is much stronger than Theorem 1.6, except for the uniformity in a. For K , however, we have an exceptional point at the origin, with visibility dimension 1/2 and vis(0, K n ) = 2 −n .
The set of exceptional points can be infinite. Indeed, K has a dense set of directions θ such that π θ (K) has Hausdorff and box dimension less than 1, corresponding to exact overlaps between two or more projected squares at some stage of the iteration. Hence, if we let K be the image of K under a projective transformation which maps the "line at infinity" to a line 0 in the plane (cf. Section 3.3.3), then there is a dense countable set of points on 0 from which K is visible in a set of directions of dimension less than 1. For such points, we have
with both the constant and the exponent depending on a. Theorem 1.6 gives an upper bound on the measure of the set of such points if C and α are given. (See also Lemma 3.7, where we estimate the measure of the set of exceptional points on a given line.) It seems difficult to determine the actual size of the exceptional set on finite scales, and it is possible that this set could in fact be much smaller than Theorem 1.6 allows. On the other hand, improving the estimate in Lemma 3.7 cannot be easy, since it would be equivalent (via the machinery of Section 3) to improving Bourgain's discretized projection theorem.
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Preliminary results

Notation
Throughout this paper, we will work with a small parameter δ > 0, and we will study the behaviour of various quantities as δ → 0. All constants and exponents will be independent of δ unless specified otherwise. We will use A B or A = O(B) to mean that A < CB for some absolute constant C which may vary for each instance of the notation, but remains independent of δ. We will also use A ∼ B to mean that A B and B A. We will write A B if A | log δ| M B, where again M > 0 may vary from line to line, but remains independent of δ. We will say A ≈ B if A B and B A.
In the particular context of self-similar sets with uniform contraction ratios, we will have δ = s −n , where s = O(1) is fixed and n is large. Thus for example A B means that A ≤ CB for some C independent of n, and A B means that A n M B, for some M > 0. We will use |S| to denote the measure of S. This will be either 1 or 2 dimensional Lebesgue measure or counting measure, depending on context. We also use χ S to denote the characteristic function of S, and S δ for the δ-neighbourhood of S.. We will frequently deal with subsets of S 1 , which we will identify with [0, 2π). Under this identification, the interval (a, b) will correspond to the circular arc {(cos θ, sin θ) : a < θ < b}. Note that this is well defined even if a or b lies outside the interval [0, 2π), so sometimes we will allow this to occur. Note also that under this identification, if a ∈ [0, 2π) then a and a + π are antipodal.
If µ is a measure on X and f : X → Y, we define the pushforward measure f µ by f µ(E) = µ(f −1 (E)). If ν is another measure on X, we write µ ν to mean µ is absolutely continuous with respect to ν.
Visibility and Favard length
We first note that up to constants, the Favard length of a set can be interpreted as its average visibility from a suitably chosen set of vantage points. For example, we have the following. Proposition 2.1. Suppose S is contained in a right triangle T with corners (R, R), (R, 2R), (2R, R). Let I V be the line segment from (0, 0) to (0, 3R), and let I H be the line segment from (0, 0) to (3R, 0). Then
where H 1 is one-dimensional Hausdorff measure (or arclength measure).
Proof. Recall that
It suffices to show that
We will establish (2.3); the proof of (2.4) is similar. Note that for t
Furthermore, if θ ∈ P (t,0) (S) for 0 ≤ t ≤ 3R, then we must have θ ∈ (π/6, 5π/6), and therefore sin θ ∼ 1. We thus have 
which establishes (2.3).
The key property of the line segments I V and I H is that for every point x ∈ S and every angle θ ∈ [0, π), the line passing through x pointing in direction θ intersects the set I V ∪ I H in a quantitatively transverse fashion (it makes an angle comparable to 1). We could replace the set I H ∪ I V with any rectifiable curve that has this property.
Energy methods
For a compact set S ⊂ R d , let M(S) denote the set of all non-negative Radon probability measures supported on S. The (Riesz) s-energy of µ ∈ M(S) is given by
We will require the following characterization of the dimension of S:
The following is a visibility analogue of a well known result of Kaufman [17] .
Theorem 2.2. Let S ⊂ R 2 be measurable, and consider a set of vantage points V ⊂ R 2 equipped with a measure ν ∈ M(V ). Assume that dist(V, S) 1, and that for some β > 0 we have ν(
where ρ x,y is the ρ-neighbourhood of the line through x and y. Then for all s < min{β, dim S} we have ν{a : dim(P a (S)) < s} = 0.
The conclusion of the theorem obviously fails if both S and V lie on the same straight line. The assumption (2.6) excludes pathological cases of this type. In particular, if S ⊆ T (the triangle from Proposition 2.1), then (2.6) holds with ν = H 1 on I V × I H . Moreover, (2.6) always holds if ν H α for some α > 1. The proof uses a simple geometric lemma, which we state without proof:
Proof of Theorem 2.2. Let s < min{β, dim S}, and let µ ∈ M(S) such that I s (µ) < ∞. It suffices to prove that I s (P a µ) < ∞ for ν-a.e. a. This follows when we prove that I := I s (P a µ) dν(a) < ∞. We have
On the third line, we used Lemma 2.3. By (2.6),
The next theorem is an analogue of [22, Section 9.10], with ν equal to the 1-dimensional Lebesgue measure on I V ∪ I H . It does not seem to generalize well to other vantage sets V . We omit the details.
Theorem 2.4. Assume that S ⊂ T is compact, with T as in Proposition 2.1. Let µ ∈ M(S). Then
7)
Together with Proposition 2.1, (2.8) recovers Mattila's lower bound Fav(S) I 1 (µ) −1 . In particular, if µ n is the normalized Lebesgue measure on K n , then a computation similar to that in Lemma 3.2 shows that I 1 (µ n ) ∼ n. It follows that
By Chebyshev's inequality and (2.7), we have that for all λ > 0,
(2.10)
The bound (2.10) should be compared to Lemma 3.7, where under some additional assumptions of λ and the set S, the RHS of (2.10) is improved to λ 1+ n C ; here > 0 is a small constant, and C is a large constant. If λ is much smaller than n −1 , then this is indeed a better bound.
Visibility dimension of self-similar sets
The following argument is due to Michael Hochman and we thank him for permission to include it here. It is very similar to the proof of Theorem 1.7 in [14] . Proposition 2.5. Let J ⊆ R 2 be a self-similar set satisfying the Strong Separation Condition. Then for any a ∈ R 2 \ J we have dim P a (J ) = min{1, dim J }.
The assumption that a / ∈ J guarantees that P a is well defined (and C 2 as required below) on all of J . However, if a ∈ J , we may apply Proposition 2.5 to one of the sets T i (J ) ⊂ J from (1.1), and the conclusion follows again.
While the proof itself is short, it relies on major results from [12] , [13] , and on the machinery developed therein. We present a heuristic argument first, with the rigorous proof to follow.
Heuristic proof. Let f : R 2 → R be differentiable at b ∈ R 2 , and assume that ∇f (b) = 0. Then for z = (x, y) in a small neighbourhood of b, we may approximate
is a linear mapping from R 2 to R, and θ = θ(f ; b) is the angle that ∇f (b) makes with the positive x-axis.
Our intended application is to the visibility problem. Let a / ∈ J ; without loss of generality, we may assume that a = 0. Assume further for simplicity that J is defined by homotheties (with no rotations). Let f = P 0 : R 2 \ {0} → R/2πZ (we identify the latter with S 1 ). For b = (r cos φ, r sin φ) with r > 0, we have θ(P 0 ; b) = φ + π/2, so that π θ(P 0 ;b) is the orthogonal projection to a line perpendicular to the line through 0 and b.
The idea is to "linearize" the problem: near each b ∈ J , we may approximate the radial projection P 0 by the linear projection π θ(P 0 ;b) . By self-similarity, arbitrarily small neighbourhoods of every b ∈ J contain complete affine copies of J . Therefore the dimension of P 0 (J ) is bounded from below by the supremum of the dimensions of the corresponding linear projections of such copies. (This is a vast oversimplification; the rigorous version of this argument is given by Theorem 1.13 of [13] .)
The theorem will now follow if we can find a point b ∈ J such that dim π θ(P 0 ;b) (J ) = min(1, dim J ). By Theorem 1.8 of [11] , we have
for all θ / ∈ X, where X ⊂ S 1 is an exceptional set of dimension 0. Suppose that we know a priori that P 0 (J ) has positive dimension. Then the set Ω := {θ(P 0 ; b) : b ∈ J } also has positive dimension, in particular it cannot be entirely contained in X. It follows that (2.11) holds for some θ ∈ Ω, hence the conclusion follows as claimed.
To complete the argument, we need to bootstrap. We have to prove that dim Ω > 0. This requires another application of [13, Theorem 1.13], this time linearizing the mapping g(b) = θ(P 0 ; b). With notation as above, we have ∇g(b) = r −1 (− sin φ, cos φ), so that θ(g; b) = φ + π/2 = θ(f ; b). However, now we only need to prove that the dimension of g(J ) is positive, not necessarily maximal, so that it suffices to show that there is an α > 0 such that dim π θ (J ) > α for all θ. But this is easy to prove, see Lemma 5.9.
We now present the rigorous argument for more general mappings. Proposition 2.6. Let J ⊆ R 2 be a self-similar set satisfying the Strong Separation Condition. Let µ be the self-similar measure on J achieving the Hausdorff dimension. Suppose that f : R 2 → R is a C 2 map such that the mapping g :
is well defined and obeys ∇g(b) = 0 except for a µ-null set of points. Then
Proof of Proposition 2.5. We may assume that J ⊆ [0, 1] 2 . Again, for simplicity we first consider the case when J is defined by homotheties. In this proof only, we will use freely the notation and terminology from [11] and [13] .
By [11, Section 4.3] , there is an ergodic CP-distribution P (see [11, Section 1.4 ] for a definition) such that for a.e. realization ν of P we have µ Sν for some homothety S. Let
By Theorem 1.22 of [11] (see also [13, Theorem 1.10]), for every angle θ the following holds: for P -a.e. realization of ν we have that π θ ν is exact dimensional and dim π θ ν = d(θ), so that π θ µ is also exact dimensional and dim π θ µ = d(θ). Then by [13, Theorem 1.13], we have 13) where the essential infimum is taken with respect to µ, and dimσ = inf{dim F : σ(F ) > 0}. In light of (2.11), the proof of the proposition reduces now to showing that
This will follow if we show that dimgµ > 0. Applying [13, Theorem 1.13] as in (2.13) again, but this time to g instead of f , we get
which is well defined since Dg = 0 µ-a.e. By Lemma 5.9, we have dim π θ µ ≥ α > 0 for all θ. Therefore dimgµ ≥ α > 0, as desired. Let now J be a general self-similar set, possibly with rotations. If the rotations generate a finite group, the proof above still holds. If at least one of the rotations is irrational, then it is still true that there is an ergodic CP chain P such that for P -a.e. ν, there is a similarity map S such that µ Sν. By [13, Theorem 1.6], we have π θ (µ) = min{1, dim µ} for every θ, so that d(θ) = min{1, dim µ} for every θ, with no exceptional set X. The rest of the proof now goes through using the original formulation of Theorem 1.13 of [13] , except that the bootstrapping part is not needed since X is empty.
3 Visibility lower bounds 3.1 Initial reductions and discretization
Discretization
We now turn to the proof of Theorem 1.6. We may assume that U ⊂ B(0, d) for some fixed d ∼ 1. All constants in the sequel may depend on d, but we will not display that dependence.
Let L δ be a maximal δ-discretized collection of lines that meet the ball B(0, d). For example, we may define
where k 1 ,k 2 is the line parallel to the vector (cos(k 1 δ), sin(k 1 δ)) and passing through the point (−k 2 sin(k 1 δ), k 2 cos(k 1 δ)). Note that |L δ | ∼ δ −2 . We use ρ to denote the ρ-neighborhood of , and θ( ) the direction of . By convention, the direction of will always lie in the interval [0, π).
Let
It is then easy to see that if a, a ∈ B(0, d) are two points such that |a − a | < δ, and if c ∼ 1 is large enough (depending on d), then
Note the δ −1 factor, which reflects the fact that vis δ (a; A) uses a counting measure that has total mass ∼ δ −1 . We are also now using lines instead of half-lines; this increases the visibility by at most a factor of 2.
For technical reasons, the proof is simpler if every point a ∈ U has separation ∼ 1 from A. Luckily, we can reduce to this case. Let r ∼ 1 be small enough so that any ball of radius 2r contains no more than half of the mass of A; this is possible by (1.8). Cover U by O (1) balls B(a i , r) . Increasing d if necessary, we may assume that they are all contained in B(0, d). Then Theorem 1.6 follows if we can prove the estimates (1.11) and (1.12) with U replaced by B(a i , r) and A replaced by A \ B(a i , 2r) for each i.
Combining the two reductions, we see that it suffices to establish the following theorem. 
3)
The implicit constants may depend on U, κ, α, and C 0 , but not on λ or δ.
Remark 3.1. The assumptions of Theorem 3.1B require that λ < δ α/2− 0 because this is needed in the proof of Theorem 3.12 (Bourgain's theorem), which in turn is the key ingredient of our proof. Specifically, the proof of Theorem 3.12 relies on the Balog-Szeméredi-Gowers theorem to convert the set A ⊂ R 2 into a subset of R 1 that has a certain special structure (it looks like a discretized sub-ring of R). This theorem only works if 0 is small.
The reason 1 is small is that Bourgain's theorem only gives us a small gain over the bound we would obtain from more elementary L 2 methods. 
The implicit constants are allowed to depend on c, d, κ, and C 0 .
Proof. We adapt the "warm-up" argument in [2] . Let A = a∈A B(a, δ), where B(a, δ) are disjoint δ-balls centered at a ∈ A.
We write
D k , where
Next, we claim that 
which proves the lemma since |L δ | ∼ δ −2 .
Lemma 3.3. Let A ⊂ [0, 1]
2 be a (κ, C 0 , δ)-unrectifiable one-set. Let Θ ⊂ [0, π) be an interval. Let A ⊂ A be a δ-separated discrete set with |A| ∼ δ −2 |A|, and let
Proof. The argument is similar to the proof of Lemma 3.2. For k = 0, 1,..., O(log(1/δ)), define
we thus have
2 be a (α, C 0 , δ)-set that is unconcentrated on lines. Let Θ ⊂ [0, π) be an interval. Let A ⊂ A be a δ-separated discrete set with |A| ∼ δ −2 |A|, and let Q a,Θ be as defined in (3.9). Then
Proof. The proof is similar to that of Lemma 3.3. Define A k (Θ) as in Lemma 3.3, and note that by (1.8), in place of (3.11) we have a,1 , Θ a,2 ) ≥ 2π/k and dist(Θ a,1 , Θ a,2 + π) ≥ 2π/k (here, addition is performed on S 1 , and dist(·, ·) measures distance on S 1 )
dist(Θ
3. mass(a; Θ a,1 ) > δ −2 |A|/10k, mass(a; Θ a,2 ) > δ −2 |A|/10k.
Moreover, we may choose
, where Θ i = [
Proof. Let k be an integer greater than 10 and large enough so that
where S i = Γ(a, Θ i ). This is possible by (1.9). Let
so that by (3.14), |J| ≥ 9. Clearly, we can now choose i 1 , i 2 ∈ J so that the conclusions of the lemma are satisfied with Θ a,1 = Θ i 1 , Θ a,2 = Θ i 2 .
We end with the following result.
Proposition 3.6. Let U, V ⊂ R 2 , and let φ : U → V be a diffeomorphism. Let F ⊂ U be a compact set, and let A ⊂ F be a (κ, C, δ)-unrectifiable one-set. Then φ(A) is equivalent to a (κ/2,C, δ)-unrectifiable one-set withC ∼ C. (All implicit constants may depend on C, φ and F , but not on δ.)
Proof. Let A = φ(A). Since φ and φ −1 have bounded Jacobians on F and its image respectively, we clearly have (C ) −1 δ ≤ |A | ≤ C δ. The main issue is to check (1.10). Let R ⊂ V be a rectangle with side-lengths 0 < r 1 ≤ r 2 ≤ 1, and let γ be the long axis of R (so that γ is a line segment of length r 2 ). Then γ = φ −1 (γ ) is a differentiable curve of length ∼ r 2 . Assume first that the rectangle has large eccentricity, in the sense that r 2 ≥ r |A |, which is better than required.
Thus A almost meets the criteria for a (κ/2,C, δ)-unrectifiable one-set, except that images B i = φ(B i ) of the closed δ-balls B i in the definition of A need not be balls. However, we may choose δ 1 , δ 2 ∼ δ (depending on φ) so that each φ(B i ) contains a closed ball of radius δ 1 and is contained in a closed ball of radius δ 2 . We then let A i be the union of such balls. Clearly, both are (κ/2, C i , δ i )-unrectifiable one-sets with C i ∼ C and δ i ∼ δ, and we have
Proof of Theorem 3.1
Let C 2 be a sufficiently large constant (to be chosen later), and let G be a maximal δ-separated subset of the set {a ∈ B 0 : vis δ (a; A) < C 2 δ −1 λ}.
Thus, in order to prove Theorem 3.1A, it suffices to establish 15) while to prove Theorem 3.1B, we must establish
Note that vis δ (a) ≥ 1 for all a ∈ U , and thus (3.15) and (3.16) are trivial for λ < δ/C 2 . Thus in everything that follows we shall assume λ ≥ δ/C 2 . We will also require that δ be "sufficiently small," meaning that δ < δ 0 for some δ 0 depending only on d, c, κ, α and C 0 . For δ > δ 0 , Theorem 3.1 holds trivially, provided we select sufficiently large implicit constants in (3.2) and (3.3).
Reduction to a bilinear setting
Recall Lemma 3.5, which associates two intervals Θ a,1 and Θ a,2 to each point a ∈ G. Both Θ a,1 and Θ a,2 are of the form [
, where 1 ≤ i ≤ k and k ∼ 1. Thus, after pigeonholing, we can find a refinementG ⊂ G with |G| |G| so that every point a ∈G has the same Θ a,1 and Θ a,2 . Denote these intervals Θ 1 and Θ 2 .
Let a ∈G. We have mass(a; Θ 1 ) ∼ δ −α , (3.17)
where
Then the number of points of A ∩ Γ(a; Θ 1 ) that are not good is bounded by c 1 λ
We may therefore choose c 1 ∼ 1 small enough (depending on the implicit constant in (3.17)) so that
Thus there exists a number µ
A similar argument holds for the directions contained in Θ 2 . We will call the corresponding quantity µ (a) 2 . After a further pigeonholing (entailing a further refinement ofG by a factor of | log δ| 2 ), we can assume that every point a ∈G has common values of µ 1 and µ 2 .
Proof of Theorem 3.1A
Note that
and define H 2 similarly, with Θ 2 in place of Θ 1 . From (3.6) we have
Thus by Lemma 3.2
and similarly for H (2) . Note that if 1 ∈ H 1 and 2 ∈ H 2 , then ∠( 1 , 2 ) ≥ 2π k (where k ∼ 1 is the quantity from Lemma 3.5), so | 3δ ∩˜ 3δ | δ 2 . Thus
On the other hand, if a ∈G, 1 ∈ H 1 , 2 ∈ H 2 , and a
Since the elements ofG are δ-separated, we thus have
On the second-to-last line, we used (3.19) . Thus by (3.20) ,
(3.24)
Proof of Theorem 3.1B
Theorem 3.1B, is essentially identical, except we will obtain a stronger version of (3.22) . In order to do so, we will establish the following lemma:
Lemma 3.7 (Not too many low visibility points on a line). There exist constants 0 , 1 > 0 so that the following holds. Let A and B 0 be as in Theorem 3.1B, and let 0 be a line. Then for all λ < δ α/2− 0 , we have
The implicit constants in the above inequalities depend on c, d, C 0 , and κ, but not on δ or λ. 
However, the reasoning used to obtain (3.23) actually shows
(3.30)
Bourgain Sum-Product Methods
Reduction to a well-separated case
In order to obtain Lemma 3.7, it suffices to establish the following lemma.
Lemma 3.8. There exist constants 0 , 1 > 0 so that the following holds. Let A and B 0 be as in Theorem 3.1B, and let 0 be a line such that dist( 0 , conv(A)) > c, where conv(A) is the convex hull of A. Then for all λ < δ α/2− 0 , (3.25) holds.
To deduce Lemma 3.7 from Lemma 3.8, let 0 be the line from Lemma 3.7. Then for c > 0 sufficiently small, |A ∩
with S 1 , S 2 connected (and convex). Wlog we can assume |A ∩ S 1 | ≥ |A|/4. Note that A ∩ S 1 is either a (α, 4C 0 , δ)-set that is unconcentrated on lines (if α < 1) or a (κ, 4C 0 , δ)-unrectifiable one-set (if α = 1), and furthermore vis δ (a; A ∩ S 1 ) ≤ vis δ (a; A). Thus we can apply Lemma 3.8 to the set A ∩ S 1 to obtain Lemma 3.7.
We will now prove Lemma 3.8. Let A, B 0 , and 0 be as in the statement of Lemma 3.8.
Our goal is to show that |X| is small. Suppose that for some 1 > 0, we have
We will show that this contradicts Bourgain's discretized sum-product theorem if 1 is too small.
X is well-distributed
We will first show that if |X| is sufficiently large, then it must also be well-distributed in an appropriate sense.
Definition 3.9. (cf. [7, Theorem 2] ) Let ν be a probability measure on R or S 1 and let κ, τ > 0. We say that ν is (δ, κ, τ ) 1 -well distributed if we have the estimate
whenever I is an interval with δ < |I| < δ τ .
In the following discussion, we will think of τ as being fixed (but small), and δ going to 0. Thus the implicit constants in our theorems will be allowed to depend of τ , but not on δ. In order to unify the discussion of the α = 1 and α < 1 cases, we will definẽ
(3.34)
Lemma 3.10. Let A, B 0 , 0 and X be as above. Suppose that for some 1 > 0, (3.32) holds. Then X supports a (δ,κ 2 ,
Proof. We will use repeatedly the following geometric fact: if A, B 0 , 0 are as in Lemma 3.8, and if a line intersects both 0 ∩ B(0, d) and A, then makes an angle ∼ 1 with 0 . After dyadic pigeonholing as in the proof of (3.19), we can assume there exists a number µ with
then there exists a refinement X ⊂ X with |X | |X| so that for all a ∈ X ,
We will prove that if ν 1 is the probability measure on X given by
Note first that by (3.32), (3.35) , and the assumption that λ δ, we have
Let now I ⊂ 0 be an interval with |I| ≥ δ. If ∈ H and ∩ 0 ⊂ I, then | 2δ ∩ I| ∼ δ, so that by (3.37) δ|{ ∈ H :
To bound the quantity on the left, we will need a lemma.
Lemma 3.11. Let I ⊂ 0 ∩ B 0 be an interval with |I| ≥ δ. Then
Proof. Let A ⊂ A be a maximal discrete δ-separated set with
where on the second line we used either Lemma 3.3 or Lemma 3.4, depending on whether α = 1 or α < 1. Since each ∈ H meets ∼ µ points in A and therefore enters µ 2 triples in Q, this proves (3.41).
Combining (3.40) and (3.41), we have
Combining this with (3.39), we see that if |I| < δ 2 1 /κ , then
This proves that ν 1 defined in (3.38) is well distributed as claimed.
A projective transformation
In this subsection we will describe the projective transformation T : R 2 \ 0 → R 2 which "takes the line 0 to the line at infinity" in the sense that if a ∈ 0 , then the T -image of the family of lines passing through a is the family of parallel lines pointing in some direction θ a . We will also demonstrate that this mapping of lines is highly regular, both as a function of a and as a function of the direction of the line. Ultimately, the goal is to show that this transformation must send any counterexample to Theorem 3.1 to a counterexample to Bourgain's theorem (Theorem 3.12).
Without loss of generality, we may assume that 0 is the x-axis, B 0 ∩ 0 is contained in [−10, 0] × {0}, and A ⊂ [1, 20] 2 . (We can reduce to this case by partitioning A into finitely many pieces, applying affine transformations, and noting that such transformations preserve the property that A is equivalent to either a (α, C 0 , δ)-set that is unconcentrated on lines (if α < 1) or a (κ, C 0 , δ)-unrectifiable one-set (if α = 1). Define Furthermore, the map x → θ x has the property that
Let ν be the push-forward measure of ν 1 (so that ν is supported on S 1 ). Then by (3.49), ν is (δ,κ 4 ,
In light of (3.48), our low visibility assumption implies that for all θ ∈ supp ν, we have
We will now proceed to obtain a contradiction.
Bourgain's sum-product theorem, and a contradiction
We shall now state a version of Bourgain's discretized sum-product theorem.
Theorem 3.12 (Bourgain, [7] , Theorem 3). Given 0 < α < 2, β > 0, and κ > 0, there exists τ 0 > 0 and η > α/2 such that the following holds for all δ > 0 sufficiently small. Let µ 1 be a (δ, κ, τ 0 ) 1 -well distributed probability measure on
2 be a union of δ-squares with the property that
and
whenever B is a ball of radius ρ with δ < ρ < 1.
Then there exists θ ∈ supp µ 1 such that
In the statement of Theorem (3.12) in [7] , Bourgain has the more restrictive requirement that µ 1 be a (δ, κ, 0) 1 -well distributed probability measure on S 1 (i.e. that the welldistributedness property hold for all intervals, not just those of length at most δ τ 0 ). However, the remark on page 221 of [7] observes that the proof of Theorem (3.12) only requires µ 1 to be (δ, κ, τ 0 ) 1 -well distributed.
We will apply Theorem 3.12 with A 1 in place of A, ν in place of µ 1 ,κ/4 in place of κ, δ in place of δ, α as specified in the statement of Theorem 1.6, and β = α. Select 0 and 1 sufficiently small, so that 4 0 < η − α/2 and 2 1 κ ≤ τ 0 . By (3.53), there exists θ ∈ supp ν with
This contradicts (3.50). Therefore, (3.32) cannot hold.
Pointwise upper bound
We first establish some tools and terminology for self-similar sets. In this section, J will be a one-dimensional self-similar set with no rotations and with equal contraction ratios, i.e. J satisfies ( . Without loss of generality we can assume that diam J ∼ 1. We also fix a = 0.
Let W n = {1, ..., s} n be the set of all words of length n in the alphabet {1, ..., s}, and W = ∞ n=0 W n , where W 0 consists of the empty word. For (w 1 , ..., w n ) = w ∈ W n , let
We refer to the Q ∈ Q n as disks at stage n, each associated with a word w = w(Q) ∈ W n so that T w (J 0 ) = Q.
For w := (w 1 , ..., w n ) and w := (w n+1 , ..., w n+m ), let ww := (w 1 , ..., w n+m ). If Q and Q are associated with the words w and ww respectively, we say that Q is a descendant of Q of generation n + m, and Q is an ancestor of Q of generation n. In particular, Q ⊆ Q.
We also employ the notations Q > m Q, Q < m Q . We will sometimes refer to descendants and ancestors with m = 1 as children and parents respectively. Finally, we write Q ≺ Q and w ≺ w if the word w associated to Q is a sub-word of the word w associated to Q , that is, w = vwv for some v, v ∈ W .
The following figures should be kept in mind whenever <, ≺ are invoked. The projection counting function, f n,θ : R → N (analogous to f δ ( ) from Section 4), is f n,θ :=
Large values of f n,θ indicate large concentrations of L 1 mass on a small set, so that the support of f n,θ cannot be too large; note that suppf n,θ = π θ J n . The former statement is quantified using the Hardy-Littlewood operator M and self-similarity. The advantage in applying the Hardy-Littlewood operator is that, while f n,θ (r) need not be increasing in n as A closer look at a smaller portion of J n , n > M > L. Since T w (Q 4 ) < q, it follows that Q 4 ≺ q. In words, "q is a descendant of a self-similar copy of Q 4 ." θ and r are fixed, M f n,θ is much better behaved, in a way that we now quantify. Practically, we may treat it as nondecreasing in n.
whenever r, r belong to the same Q ∈ Q n .
Proof. The Hardy-Littlewood estimate is obtained using the interval I = [r−|π θ (J 0 )|s −n , r+ |π θ (J 0 )|s −n ]. This interval contains at least K projected disks π θ (Q i ), where Q i ∈ Q n . By induction, it can be shown that for each i,
Applying this to each Q i when m = N − n, summing over i, and dividing by |I| establishes the claim.
In applications, K = K(N ) will grow slowly with N . Whenever K is clear from context, we will omit it and refer to K-stacked disks as "stacked". Corollary 4.3. Whenever f n,θ (r) ≥ K for some r ∈ π θ (Q) and Q ∈ Q n , then Q is K/2-stacked at θ for all Q > Q.
We also have the following.
Proof. Seen by self-similarly rescaling an appropriate Hardy-Littlewood interval containing π θ (Q) as in Proposition 4.1. Details omitted.
The following is a blueprint for how Hardy-Littlewood estimates bound |suppf |. A "small number" of "bad disks" can be measured separately, leaving a "good estimate" based on the structure of the "good disks". Lemma 4.5. For fixed N , θ, K, suppose that there are at most
The above line splits the support of f N,θ into two sets. Estimating the first trivially and applying the Hardy-Littlewood inequality to the second,
In order to apply Hardy-Littlewood analysis to the visibility integral, we will need a visibility analogue of f n,θ :
Note that supp(g n ) is the union of P 0 (J n ) and the antipodal points of P 0 (J n ), i.e. supp(g n ) = P 0 (J n ) ∪ (P 0 (J n ) + π). We also need the following fact. 
Proof. This follows from the fact that the Hardy-Littlewood intervals for the two functions are comparable up to minor dilations.
The model for turning a Favard length estimate into a visibility estimate is as follows: Heuristic proof. Since Fav(J L ) is small, it must be the case that for most θ, there is at least one tall stack of disks in Q L pointing in the θ direction. The remaining θ belong to a small set E L .
In bounding Favard length, the main idea of [24] and others is to establish that for most angles θ, most disks are K-stacked, for K appropriately large as a function of N . The additional problem in obtaining upper visibility bounds is that it is not enough for stacking to occur somewhere in J N , but instead we need stacking along lines passing through the vantage point 0. [27] overcomes this difficulty by choosing N sufficiently large (compared to L) and using self-similarity to prove that most disks of J N descend from self-similar copies of the tall stack of J L . This situation is as in Figures 2 and 3 .
Specifically, if N is sufficiently large compared to L, then almost all Q ∈ Q N satisfy Q ≺ Q for all Q ∈ Q L . The set of disks in Q N that fail to satisfy this property are negligible, and they do not affect our argument. If Q satisfies Q ≺ Q for all Q ∈ Q L , then we say Q is generic. In particular, if θ / ∈ E L and Q is generic, then Q is stacked by Lemma 4.4. Using Lemma 4.6 to pass to the function g N , we can apply Hardy-Littlewood analysis as in Lemma 4.5 to bound the projection of the generic disks.
We now quantify the above argument. First, we bound the size of E L , the set of "bad angles."
Proof. We have
The last inequality follows from
We now fix some small > 0 (independent of δ), and define
We will say that Q ∈ Q N is generic if Q ≺ Q for all Q ∈ Q L . Note that this definition depends on N and L, but we will not display that dependence. For R ⊆ Q N , let N .
We will prove Proposition 4.9 using the following lemma. where the value of is the same as in (4.1).
We will prove Lemma 4.10 below. Using Lemma 4.10, we have Proof of Lemma 4.10. We first recall a theorem controlling the probability of a "longest run of heads" in a sequence of biased coin flips.
Theorem 4.11. (From [9] ) Flip a coin n times, calling outcomes of the flips X 1 , X 2 , ..., X n . The X i are assumed independent with probability P(X i = heads) = p. Let Y n be the length of the longest string of consecutive heads. Then
n .
Let w and β N (w) be as in the statement of the lemma. Take a word v which we want not to lie in β N (w). One way for the event v ≺ w to occur is if we start at v 1 , check if v 1 = w 1 , and if so, continue as long as v j = w j , and starting over with w 1 in the event of a mismatch (or starting over when all of w has been spelled out as a substring). So for any w ∈ W L and v ∈ W N , let us associate a sequence of coin flips X 1 , X 2 , ..., X N inductively. X 0 is defined to be tails. For each k ∈ Z + , if X k is tails or if X k is the L-th consecutive heads, then X k+1 is heads if and only if v 1 = w 1 . If X k is the j-th consecutive flip of heads (for j ≤ L), then X k+1 is heads if and only if v k+1 = w j+1 . Since a run of heads necessarily denotes an instance of the sub-word w in v, Theorem 4.11 applies. Thus P(β N (w)) Ce We now have all of the necessary tools to prove Theorem 1.3.
Proof of Theorem 1.3. We first recall the estimate from Lemma 4.8 on the size of the set of "bad angles" E L :
We claim that . Assuming J 0 is separated from 0 and using the fact that diam(Q) ∼ s −N for Q ∈ Q N , it follows that
where the implicit constant depends on dist(J 0 , 0). By (1.6), we have
Hence it suffices to prove that
But that follows from Proposition 4.9 and (4.1) Finally, we prove (4.4). Consider θ ∈ P 0 (G N )\E L . Since θ / ∈ E L , it follows from Corollary 4.3 that there is a Q ∈ Q L such that Q is K/2-stacked above θ − π/2. Since θ ∈ P 0 (Q ) for some Q ∈ G N , it follows that Q Q and is therefore K/4-stacked above θ − π/2. Lemma 4.4 shows that for each Q ∈ G N ,
(Note that the definition of "stacked disk" requires the Hardy-Littlewood lower bound to follow for all r ∈ π θ (Q)). Lemma 4.6 says that {θ : M f N,θ−π/2 (0) K} ⊆ {θ : M g N (θ) K}.
By the Hardy-Littlewood inequality,
which proves (4.4) Remark 4.1. We could also extend Theorem 1.3 to more general self-similar sets that allow rotations and different contraction ratios. In order to do this, we would need to modify Lemma 4.4 by including a quantitative (polynomial) version of Simon and Solomyak's "Recurrence Lemma" (Lemma 3.1 from [27] ). In order to make this work, we would need to increase the size of N relative to L, i.e. while in (4.1) we have L ∼ log N , we would instead need L ∼ log log N . This would lead to an analogue of Theorem 1.3 in which vis(a; J N ) Fav(J C log log N ).
5 Some properties of self-similar sets 5 .1 Discrete unrectifiability of 1-dimensional self-similar sets Theorem 5.1. Let J be a self-similar purely unrectifiable 1-set (see Definition 1.1). Then for δ > 0, J δ is a (κ, C 0 , δ)-unrectifiable one-set for some C 0 , κ depending only on J .
Before proving Theorem 5.1, we will first need several preliminary lemmas. The constant C is independent of w and δ.
Lemma 5.4. There exists a constant c 1 > 0 so that if B ⊂ R 2 is a ball of radius at most c 1 , then B meets at most one of the sets T 1 (J 0 ), . . . , T s (J 0 ).
Proof. This follows from the open sets condition plus compactness.
Corollary 5.5. There exists a constant C so that the following holds. Let B be a ball of radius ρ > 0. Then there exists an index N and an element w 0 ∈ W N such that C −1 ρ ≤ λ w ≤ Cρ, and for all w ∈ W N , w = w 0 , we have T w (J 0 ) ∩ B = ∅.
