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Abstract
A one-dimensional multi-phase flow model for thermomagnetically pumped ferrofluid with heat transfer is
proposed. The thermodynamic model is a combination of a simplified particle model and thermodynamic
equations of state for the base fluid. The magnetization model is based on statistical mechanics, taking
into account non-uniform particle size distributions. An implementation of the proposed model is validated
against experiments from the literature, and found to give good predictions for the thermomagnetic
pumping performance. However, the results reveal a very large sensitivity to uncertainties in heat transfer
coefficient predictions.
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1. Introduction
Heat exchange is of key significance in a number
of applications, such as process design and integra-
tion, waste heat recovery and collection, household
heating and cooling, and cooling of engines, elec-
tronics and power electronics. Heat exchange con-
cepts often use a fluid as the means of heat trans-
port, and the rate of heat transfer to and from the
fluid is a limitation.
In 1995, Choi and Eastman [1] proposed adding
nanoparticles to a fluid to enhance its heat transfer
properties. The particles are normally smaller than
100 nm, which ensures that they are suspended in
the fluid by Brownian agitation. Surfactants are
typically also added to improve the stability of the
particle suspension. The term nanofluid is used for
fluids that consist of a base fluid, such as water, oil
or glycol, with suspended nanoparticles and possi-
bly added surfactants.
While the theoretical potential of nanofluids has
been known for some time, steadily improving
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nanofabrication techniques are opening more and
more possibilities for practical use. Nanofluids have
been shown to have quite novel properties, such as
increased thermal conductivity and Nusselt num-
ber [2–4]. They have been heavily researched for the
last 10–20 years, and a wide range of potential ap-
plications have been proposed (see e.g. Taylor et al.
[5]).
If a nanofluid is synthesized with magnetic par-
ticles, it is known as a ferrofluid [6]. Such mag-
netic nanofluids open up the possibility of pumping
the fluid using an inhomogeneous magnetic field. A
pump utilizing magnetic fields would require fewer
moving parts, perhaps none whatsoever, which may
lead to increased reliability.
Due to the symmetry of a static magnetic field,
such a field cannot alone produce a net force on
the fluid in steady-state, so another effect is needed
to break the symmetry. The effect used here is
the fact that the magnetic susceptibility of a fer-
rofluid depends on temperature. If the particles are
engineered to have a particularly strong response
to temperature, the fluids are called temperature-
sensitive magnetic fluids (TSMF). A commonly
used TSMF is composed of Mn–Zn ferrite particles
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with different kinds of base fluids [7].
The concept of using magnetically pumped fer-
rofluids, often referred to as thermomagnetic pump-
ing, for heat exchange has been demonstrated by a
number of authors, see e.g. Lian et al. [8], Xuan
and Lian [9] and Lee et al. [10]. Iwamoto et al. [11]
built an apparatus for measuring the net driving
force of a thermomagnetic pump for different heat
rates and pipe inclinations.
In this paper, we present a model for multi-phase
ferrofluid flow that includes the effects of applied
heat and a magnetic field on the fluid. We include a
thermodynamic equation of state and vapor–liquid
equilibrium calculations in order to accurately pre-
dict the thermodynamic properties of the base fluid.
Equations of state enable the prediction of thermo-
dynamic properties in a consistent way [12], across a
wide range of pressures and temperatures, and com-
mon implementations include parameter databases
for a large variety of possible mixtures. Taking ad-
vantage of the results of this large field of research
adds flexibility to the model. To the best of our
knowledge, including such thermodynamic models
is novel work when it comes to simulation of ther-
momagnetic pumping.
An implementation of the model is then validated
by comparing simulation results with the experi-
mental results by Iwamoto et al. [11].
In Sec. 2, the equations for one-dimensional fer-
rofluid flow are presented, along with the source
terms for magnetic, frictional, and gravitational
forces, as well as heat transfer. The thermody-
namic model and magnetization equations are also
described. Sec. 3 briefly explains the numerical
methods used to solve the model equations. The
validation of the model against experimental results
is described in Sec. 4. In Sec. 5 we discuss the re-
sults, and finally we draw conclusions and outline
further work in Sec. 6.
2. Model
In this section, we present our multi-phase fer-
rofluid flow model. The model consists of a set of
one-dimensional conservation equations with source
terms that model the effects of heat transfer, fric-
tion, gravity, and magnetic forces. The equations
are closed by a thermodynamic model that relates
the primary flow variables to an equilibrium state.
In addition, we present a model for the depen-
dency of the ferrofluid magnetization on the mag-
netic field and temperature. The development of
the flow model builds on ferrofluid dynamics mod-
els by Rosensweig [13], Müller and Liu [14], Tyn-
jälä [15], though with significant simplifications ex-
pected to be appropriate for these applications.
2.1. Fluid description
We wish to describe the multi-phase flow (liq-
uid/vapor/nanoparticles) of a ferrofluid in a pipe
under the influence of external forces and heat
sources/sinks. In this work, the system is de-
scribed by a one-dimensional homogeneous equi-
librium multi-phase flow model. In such a one-
dimensional description, the actual sharp bound-
aries between phases are not resolved. Instead, the
multi-phase state at a given position along the pipe
is described by the volume fraction of each phase at
that position. The local volume fraction of phase
k is given by αk (–). The index k may be used to
describe the three main phases, or different unions
of them, as summarized in Tab. 1. The sum of the
main volume fractions is unity, i.e. α`+αv+αp = 1.
Similarly, each phase has its own local average
density, ρk (kg/m3), which combines to the mixture
density ρ in the following way:
ρ =
∑
k
αkρk (k ∈ {f, `,p}). (1)
The density is also defined for the combined phase
indices f and bf, as the combined mass divided by
the combined volume.
The volume fractions and densities of each
phase must be found through some thermodynamic
model, given the main flow-variables: mass fluxes,
pressure, and enthalpy. A central assumption in en-
abling this is the homogeneous equilibrium model
(HEM), which means that chemical, thermal and
mechanical equilibriums between phases are locally
reached instantaneously. In other words, it is as-
sumed that chemical potential, temperature and
pressure are equal in all phases at any given time
and position (though they may vary in time and
space). The model also includes the assumption
that the friction between the phases is large enough
to make the velocities equal.
The base fluid itself may consist of several chem-
ical components, as is often the case with working
fluids in heat transfer systems. However, in the ho-
mogeneous equilibrium model, the total composi-
tion of the base fluid will be constant. The compo-
sitions of the liquid and the vapor phase may vary,
and be different from each other and the total com-
position, but this is not relevant for the flow model,
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Table 1: Description of phase index subscripts.
Phase index Description
k Generic phase index
` Liquid phase
v Vapor phase
p Particle phase
f Ferroliquid phase (` and p)
bf Base fluid phase (` and v)
No subscript The combined ` + v + p system
which only requires the densities and phase frac-
tions. However, the local compositions are relevant
for the underlying thermodynamic model.
2.2. Flow equations
2.2.1. Transient
By considering the conservation of particle mass,
base fluid mass, total linear momentum and total
energy, while considering source terms deemed rele-
vant, we may derive one-dimensional transient flow
equations. These are essentially the fluid dynamic
Euler equations with added source terms, which in
this case become
∂
∂t
(αpρp) +
∂
∂x
(αpρpv) = 0, (2)
∂
∂t
(αbfρbf) +
∂
∂x
(αbfρbfv) = 0, (3)
∂
∂t
(ρv) +
∂
∂x
(
ρv2 + p
)
= fmag + f fric + fgrav,
(4)
∂
∂t
(
ρe+
1
2
ρv2
)
+
∂
∂x
(
v
(
ρe+
1
2
ρv2 + p
))
= vfgrav + q˙,
(5)
where Eq. (2) represents the conservation of par-
ticles, Eq. (3) represents the conservation of base
fluid (liquid + vapor) mass, Eq. (4) represents the
conservation of total momentum, and Eq. (5) repre-
sents the conservation of total (internal + kinetic)
energy. Here x (m) is the position along the pipe,
t (s) is time, v (m/s) is the flow velocity, p (Pa) is
the pressure and e (J/kg) is the combined specific
internal energy.
The terms on the right-hand side are force
terms (N/m3) and the heat transfer term (W/m3),
commonly called source terms, which will be ex-
plained in Sec. 2.3. The reason why the frictional
force term is not present in the energy equation
is that friction does not affect the total energy, it
only converts kinetic energy to internal energy. In
principle there is also an energy exchange with the
fluid system when the magnetization changes (mag-
netocaloric effect), but this will locally be negligible
compared to the other source terms, and in steady-
state, the energy exchange will sum to zero across
the thermomagnetic pump as a whole. It is as-
sumed that this term will have a negligible effect
on the results, and thus this term is excluded for
model simplicity. Additional implicit assumptions
in these equations include no mass transfer to or
from the particle phase and no diffusion of parti-
cles.
2.2.2. Steady state
Equations for steady state (stationary) flow may
be derived from Eqs. (2) to (5) by setting the time-
differentiated terms equal to zero. We may then
rewrite the momentum and energy equations into
simpler equations for pressure and specific total en-
thalpy h (J/kg),
h ≡ e+ p
ρ
, (6)
by using the above definition and the conservation
of total mass (ρv is constant), to yield
d
dx
(αpρpv) = 0, (7)
d
dx
(αbfρbfv) = 0, (8)
d
dx
(p) = −vρ d
dx
(v) + fmag + f fric + fgrav, (9)
d
dx
(ρvh) = −ρv
2
d
dx
(
v2
)
+ vfgrav + q˙. (10)
The above is a set of differential equations for
four left hand side variables, which we will call the
primary flow variables.
The first two equations, Eq. (7) and Eq. (8), sim-
ply state that the quantities αpρpv (particle mass
flux) and αbfρbfv (base fluid mass flux) are constant
along the pipe. The last two equations, Eq. (9) and
Eq. (10), are equations for p (pressure) and ρvh
(enthalpy flux), which would need to be integrated
along the pipe to yield the varying values.
It is important to note that the equations listed
so far are not sufficient to solve the system. A
thermodynamic model, together with the assump-
tion of instantaneous thermodynamic equilibrium,
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is needed to close the system. The right-hand sides
of Eqs. (9) and (10) depend on other quantities than
the ones on the left-hand side, such as temperature,
densities and volume fractions. This is where the
thermodynamic equilibrium calculations come in,
which essentially find the equilibrium state given a
set of primary flow variables:
Thermodynamics : (αpρpv, αbfρbfv, p, ρvh)
7→ (T, ρ`, ρv, ρp, α`, αv, αp)
(11)
The process in Eq. (11) is covered in Sec. 2.4. The
primary flow variables, together with the output
of the equilibrium calculation, can then be used to
construct the right-hand sides of Eqs. (9) and (10).
2.3. Source terms
2.3.1. Magnetic force
The magnetic force source term fmag (N/m3) is
present in the pressure equation (9), and repre-
sents the force acting on a fluid element with mag-
netization M (A/m) caused by a magnetic field
H (A/m).
We make the assumption that the magnetiza-
tion M is always in equilibrium with the H-field.
The most important magnetization relaxation pro-
cess for ferrofluid particles is Brownian relaxation,
which takes place on time scales of the order of
10−4 s [14], which is much smaller than the time
scales of the flow, and thus justifies the equilibrium
assumption. We also neglect magnetostrictive ef-
fects, which are important only if the particles are
compressible [13].
With these assumptions, the magnetic force on
the magnetic particles is the Kelvin magnetic force
on magnetized materials, which states that the
force acting on a small dipole (e.g. small piece of
magnetized material) in an inhomogeneous mag-
netic field is given by [13]
fKelvin = µ0 (M · ∇)Hex, (12)
where µ0 (N/A2) is the magnetic permeability of
vacuum. The Kelvin force is sometimes given in
other forms, such asM ·∇Hex, but these are equiv-
alent given that ∇×Hex = 0. Maxwell’s equations
state that this is true if there are no free currents
and no time-varying electric fields.
The field Hex is the field external to the dipole,
i.e. the field that would be present at that location if
the dipole were not there. This is sensible, since the
field added by the dipole itself cannot contribute to
the total force acting on the dipole, due to conser-
vation of momentum. In terms of the application in
this work, Hex must formally not be confused with
the field which would be present if none of the mag-
netizable fluid was present,H0. The field added by
other fluid elements may certainly affect the force
applied to the fluid element in question. However,
H0 may be a good approximation for Hex, and in
Sec. 2.7 we will argue that this is the case here.
For the case of a pipe of magnetizable material
inside a solenoid electromagnet of a much larger
diameter, the magnetic field has two special prop-
erties: First, the axial component Hx dominates
over the other components. Second, Hx does not
vary much radially within the pipe. When we also
assume that the magnetization is isotropic (M and
H are collinear), these approximations allow the re-
duction of Eq. (12) to a one-dimensional form:
fKelvin = µ0M
∂Hex
∂x
. (13)
The force term in the one-dimensional flow model
is the total force per volume applied to the infinites-
imally thin cross section of the ferroliquid plus va-
por system at a given location. The expression
in Eq. (13) is the force applied to a small volume
of magnetizable material, and would thus need to
be integrated over the cross section. Since only the
ferroliquid contains magnetic particles and has a
magnetization Mf , the force density is
fmag =
1
A
∫
A
fKelvin dA = αfµ0Mf
∂Hex
∂x
, (14)
where A is the pipe cross-sectional area. Magneti-
zation is a volumetric property (dipole moment per
volume), so the factorM = αfMf can be seen as the
average magnetization of the total cross section.
An important point may be illustrated by con-
sidering the expected pressure increase in a long
straight pipe with a magnetizable fluid of constant
density with the general responseM = χHex, when
passing a solenoid placed at x = 0, given that it is
only affected by the magnetic force:
∆p =
∫ ∞
−∞
fmag dx
= −µ0
2
∫ ∞
−∞
∂χ
∂x
H2ex dx. (15)
From the above, one can see that if the magneti-
zation response is constant in space (∂χ/∂x = 0),
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no net pressure increase will be achieved. This is
not surprising, as a static magnetic field can not do
work on its own. The symmetry must be broken
by some inhomogeneity, which will supply the free
energy for pumping. For the cases studied here, the
general response χ is a function of both temperature
and the local amount of magnetizable particles, and
these may both be used to break the symmetry.
2.3.2. Frictional force
The frictional force source term f fric (N/m3) is
present in the pressure equation Eq. (9), and repre-
sents the momentum loss in the fluid cross section
as a whole due to the no-slip condition at the pipe
side walls.
To approximate this term, we use the standard
Darcy–Weisbach equation for frictional losses in
pipes,
f fric = −fDρv|v|
2D
, (16)
where D (m) is the pipe diameter, and fD (–) is the
Darcy friction factor, which may depend on flow
characteristics. For perfectly laminar flow, fD =
64/Re, which reduces the frictional force to
f friclaminar = −
32ηv
D2
, (17)
where η (Pa s) is the dynamic viscosity of the fluid.
In the case of liquid–vapor flow, the above is not
strictly valid. However, in the case of equal phase
velocities and well-mixed bubbly flow, one can rea-
sonably make the approximation of treating the
fluid as a pseudo single-phase fluid, applying the
single phase models with a mixture viscosity [16,
Sec. 2.3.2].
2.3.3. Gravitational force
The gravitational force source term fgrav (N/m3)
is present in both the pressure equation (9) and
the enthalpy equation (10), and represents the axial
component of the gravitational force acting on a
fluid element. It is given by
fgrav = −ρg sin(θ), (18)
where g (m/s2) is the gravitational acceleration con-
stant, and θ (–) is the local inclination angle of the
positive direction along the pipe compared to the
horizontal.
2.3.4. Wall heat transfer
The wall heat transfer source term q˙ (W/m3) is
present in the enthalpy equation (10), and repre-
sents the heat transfer rate between the pipe side
walls and the fluid.
The heat transfer rate per fluid volume for a fluid
element flowing through a pipe in contact with a
side-wall of temperature difference ∆Twall (K) is
q˙ =
4
D
U∆Twall, (19)
where U (W/(m2K)) is the heat transfer coefficient
(HTC).
2.4. Thermodynamics
In this section, we describe the procedure that
lies behind the mapping (11). Our basic assump-
tions are that there is instantaneous relaxation to
thermal, mechanical, chemical and magnetic equi-
librium in the ferrofluid. This means that we have
the same temperature, pressure and chemical po-
tential of base-fluid components in all phases, and
that we can use equilibrium models to calculate
fluid properties and particle magnetization.
2.4.1. Base fluid
To model the thermodynamic properties of the
base fluid, we use an equation of state [12]. The
overall model should be compatible with any one,
but in this work we choose to employ the Lee–Kesler
equation of state [17], which offers better density
predictions than the more common cubic equations,
without being too computationally expensive. In
this work, we assume that the base fluid may split
into at most two phases, vapor and liquid. As our
base fluid consists purely of hydrocarbons, this is a
reasonable assumption.
To find the phase equilibrium state of the base
fluid, we specify its temperature T , pressure p
and chemical composition z (–). The equilib-
rium state is then found by solving a system of
non-linear equations, expressing material balance
of each chemical component between the phases,
that the chemical potential of each component is
the same in both phases, and that the tempera-
ture and pressure are equal to the specified values.
We assume that the presence of nanoparticles in
the liquid phase does not significantly disturb the
chemical potentials of the base fluid components.
After having found the phase equilibrium state,
the equation of state allows us to calculate e.g. ρ`,
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ρv, ρbf and hbf . The entire operation of finding
the phase equilibrium and calculating the required
quantities can be thought of as the mapping
Base fluid equil. : (T, p, z) 7→ (ρbf , hbf , ρ`, ρv) .
(20)
For a thorough discussion of how this is done, the
reader is referred to the work of Michelsen and
Mollerup [12].
2.4.2. Particles
The thermodynamic properties of the particles
are defined by a of constant density ρp and a con-
stant specific heat capacity at constant pressure cpp
(J/(Kkg)). Since the particles are solid, their ther-
mal expansion is negligible compared to the expan-
sion of the fluid, and the specific heat capacity at
constant volume can be approximated by that at
constant pressure,
cvp ≈ cpp. (21)
We assume that the only contribution to the in-
ternal energy of the particles is the thermal heat
content,
ep = c
v
pT, (22)
≈ cppT. (23)
In assuming Eq. (22), we have neglected e.g. the
alignment energy of the particles in the external
magnetic field. Using the definition of specific en-
thalpy (6) and the approximation (23), we get an
expression for the specific enthalpy of the particles
hp ≈ cppT +
p
ρp
, (24)
in terms of T , p and the constants ρp and cpp.
2.4.3. Ferrofluid
In our flow model (7)–(10), the particle mass flux
αpρpv, base fluid mass flux αbfρbfv, and thus also
the total mass flux ρv, are all constant along the
pipe. Integration of Eq. (9) and Eq. (10) provides
the pressure p and the total enthalpy flux ρvh at ev-
ery point along the pipe. The total enthalpy flux is
the sum of the particle and the base-fluid enthalpy
fluxes,
ρvh = (αpρpv)hp + (αbfρbfv)hbf . (25)
Since the fluid equations provide p, the equilibrium
calculation at the ferrofluid level is done by finding
T such that Eq. (25) is satisfied, where Eq. (20) and
Eq. (24) are used to calculate hp and hbf .
Having found the equilibrium temperature T that
satisfies Eq. (25), we use the constant ρp and ρbf
from Eq. (20) to calculate the particle and base-
fluid volume fractions,
αp =
1
1 + (ρbfαbfv)ρbf
ρp
(ρpαpv)
, (26)
αbf = 1− αp. (27)
The total ferrofluid density is then found from
ρ = αpρp + αbfρbf , (28)
and the liquid and vapor volume fractions from
αv = αbf
ρbf − ρ`
ρv − ρ` , (29)
αl = αbf − αv. (30)
2.5. Magnetization
The magnetic force source term (14) requires a
model for the ferroliquid magnetization Mf , which
we describe in this section.
The ferroliquid consists of liquid base fluid and
particles, but only the particles are actually mag-
netized. Each particle has its own temperature-
dependent magnetization, we call it Msat, that has
an alignment with respect to the external magnetic
field. The ferroliquid magnetization may be found
as the average particle magnetizationMp multiplied
by the volume fraction of particles in the ferroliq-
uid,
Mf =
αp
αf
Mp. (31)
Note that Mp is the average magnetization of the
ensemble of particles, and is not to be confused with
Msat, the magnetization of a single particle alone.
Mp must be smaller than or equal toMsat, since the
individual magnetic moments of each particle are
not completely aligned with each other, and thus
cancel each other out to some degree.
To what extent the magnetic moments of the
particles are aligned is a competition between the
magnetic field and the temperature. The magnetic
field acts to align the moments, while the kinetic
energy associated with the temperature disrupts
alignment. At very strong fields and/or very low
temperatures, which is called the saturated state,
all the particles are aligned, and thus the average
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particle magnetization Mp is equal to the magne-
tization of each particle Msat. Due to this corre-
spondence, the magnetization of a single particle
alone is sometimes called the saturation magnetiza-
tion of the particle ensemble. It is also referred to
as the spontaneous magnetization of the individual
particles.
To model the effect of temperature-induced mis-
alignment of the magnetic moments of different par-
ticles, we employ the Langevin model,
Mp(dp, H, T ) = Msat(T )L
(
Vp(dp)Msat(T )µ0H
kBT
)
,
(32)
where Vp (m3) is the volume of a single particle,
and the Langevin function is defined by
L (x) ≡ coth (x)− 1
x
. (33)
This model can be derived from statistical mechan-
ics by considering an ensemble of non-interacting
dipoles in an external magnetic field [18].
2.5.1. Saturation magnetization
To account for the gradual loss of saturation mag-
netization as the temperature approaches the Curie
temperature TC, Msat is modelled linearly as
Msat(T ) =
{
M◦sat
(
1− T−T◦TC−T◦
)
if T < TC,
0 if T ≥ TC,
(34)
such that the particle magnetization is equal to a
reference magnetization M◦sat at the reference tem-
perature T ◦, and zero when the temperature is
above the Curie temperature of the particles.
2.5.2. Particle size distribution
If all particles are of the same size, Eq. (32) may
be used to represent the total average particle mag-
netization. We will refer to this as themonodisperse
model.
To account for effects of particle size distribution
on the magnetization, we follow Chantrell et al. [19]
and integrate the particle magnetization over a par-
ticular distribution of particle sizes,
Mp(H,T ) =
∫ ∞
0
f(x;µ, σ)Mp(xd
med
p , H, T ) dx,
(35)
where Mp is given by Eq. (32), dmedp is the volume-
weighted particle diameter median, x = dp/dmedp is
the scaled particle diameter and f is the log-normal
probability density function,
f(x;µ, σ) =
1
xσ
√
2pi
exp
(
− (ln(x)− µ)
2
2σ2
)
. (36)
This function describes the distribution of particle
volume fractions, so that f(x;µ, σ) dx is the volume
fraction of particles with scaled diameters between
x and x+ dx. This means that
1
dmedp
f(dp/d
med
p ;µ, σ) ddp (37)
is the volume fraction of particles with diameters
between dp and dp + ddp.
The parameters µ and σ describe the position and
spread of the particle size distribution. Specifically,
they are related to dmedp and the volume-weighted
diameter standard deviation dstdp by
dmedp /d
med
p = exp(µ), (38)
dstdp /d
med
p =
√
(exp (σ2)− 1) exp (2µ+ σ2). (39)
Note that due to our choice of scaling, Eq. (38)
implies that we will always have µ = 0.
We will refer to using Eq. (35) to calculate the to-
tal average particle magnetization as the log-normal
model.
2.6. Nanofluid-modified transport properties
The addition of nanoparticles to a base fluid
is known to affect transport properties such as
thermal conductivity and viscosity [2, 5]. If only
the transport properties of the base fluid liquid is
known in advance, we have to estimate the effect
of adding a certain amount of nanoparticles. In
the case of thermal conductivity, one may use the
Maxwell model [20, 21] for the ferroliquid thermal
conductivity,
λf = λ`
(
λp
λ`
+ 2
)
+ 2αp
(
λp
λ`
− 1
)
(
λp
λ`
+ 2
)
− αp
(
λp
λ`
− 1
) , (40)
where λk (k ∈ {f, `,p}) is the conductivity of the
ferroliquid, base liquid and particles, respectively.
In the case of viscosity, one may use a higher-order
extension [22, 23] of the Einstein model [24] for the
ferroliquid dynamic viscosity,
ηf = η`
(
1
1− αp
)2.5
, (41)
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where ηk (k ∈ f, `) is the dynamic viscosity of the
ferroliquid and base fluid liquid, respectively.
However, if the transport properties of the fer-
roliquid have been measured directly, it may be
preferable to use those constant values, instead of
using the above models to modify the base fluid
properties.
2.7. Solenoid magnetic field
In order to calculate the magnetic force
term (14), we need the derivative of the magnetic
H-field with respect to axial position x. We also
need the magnetization, which in turn requires the
magnetic H-field itself.
The magnetic field along the axis of an empty
solenoid of finite length and width is [25]
Hx =
nI
2(R2 −R1) [(x− x1)ξ1 − (x− x2)ξ2] , (42)
with the derivative
dHx
dx
=
nI
2(R2 −R1)
[
ξ1 − ξ2
+
(
(x− x1)2
(R2 + ξ21)ξ21
− (x− x1)
2
(R1 + ξ11)ξ11
)
−
(
(x− x2)2
(R2 + ξ22)ξ22
− (x− x2)
2
(R1 + ξ12)ξ12
)]
, (43)
where
ξij =
√
R2i + (x− xj)2, (44)
ξj = ln
(
R2 + ξ2j
R1 + ξ1j
)
. (45)
In the above, n (m−1) is the number of wire wind-
ings per axial length of the solenoid, I (A) is the
wire current, R1 (m) and R2 (m) are the inner and
outer radii of the solenoid, respectively, x1 (m) is
the position of the left end, and x2 (m) is the po-
sition of the right end. Here we have assumed that
the current is evenly distributed across the cylindri-
cal sheet. The x-axis is taken to be along the central
axis of the solenoid, directed such that the current
runs clockwise when looking in the positive direc-
tion. The expression may be found by integrating
Biot–Savart’s law in both the axial and the radial
direction. The derivative peaks at approximately
x1 and x2. When the solenoid is significantly wider
than the pipe, the axial field above may be used as
an approximation to the field over the entire pipe
cross section.
Note that in this case, the solenoid is not in fact
empty, but has a magnetizable ferrofluid core. How-
ever, here we still use Eqs. (42) and (43) to calcu-
late the axial H-field, due to the following argu-
ment. Inside a finite solenoid, we know from Am-
père’s law that the axial integral of the axialH-field
is independent of the core material (
∫∞
−∞Hxdx =
nI(x2 − x1)). We also know that Hx has the same
sign along the entire solenoid axis. This indicates
that the presence of a weakly magnetizable core will
only give a slight redistribution of Hx(x), without
changing its integrated magnitude. Finite Element
calculations using the FEMM [26] software con-
firmed this for the case of magnetizable pipe con-
tents with the susceptibility of the ferrofluid used
in this study (χ ≈ 0.1). Note that the B-field is
in fact affected significantly by the presence of the
ferrofluid. However, the B-field does not enter our
model equations, since the Kelvin force in Eq. (13)
only depends on the H-field.
The above is only a calculation of the H-field ex-
actly along the central solenoid axis. Using this as
the H-field in the one-dimensional pipeline model
will be a good approximation if the pipeline diam-
eter is much smaller than the solenoid diameter,
which is the case in this work.
3. Numerical methods
3.1. Flow equations
The fluid equations (9)–(10) are integrated using
SciPy’s [27] bindings to LSODA from the ODEPACK
library [28]. We demand a maximum relative er-
ror of 10−12. The terms involving dv/dx on the
right-hand sides of (9) and (10) are not calculated,
since they were found to be negligible compared to
the other terms. This simplifies the integration, as
the right-hand sides then only depend on the lo-
cal state, and no derivatives (except dH/dx, which
is static). Calculating the right-hand sides of (9)
and (10) then involves calculating the new thermo-
dynamic equilibrium state of the ferrofluid based on
the current primary flow variables, and then calcu-
lating each source term based on that.
3.2. Thermodynamic equilibrium
3.2.1. Base fluid
The set of non-linear equations solved to find the
equilibrium state, and bubble point, of the base
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fluid are solved using an in-house implementation of
the methods described in Michelsen and Mollerup
[12].
3.2.2. Ferrofluid
To find the equilibrium state of the ferrofluid,
Eq. (25) is solved for the temperature T . This is
done using the secant method implemented in the
SciPy library [27]. We demand a maximum relative
error of 10−9.
3.3. Log-normal particle distribution
The average particle magnetization is modelled
by the integral (35). It is evaluated numerically us-
ing scipy.integrate.quad from SciPy [27], which
uses the method QAGS from the Fortran library
QUADPACK [29]. We demand a maximum relative
error of 10−8.
4. Validation
The model was validated against experiments
presented in Iwamoto et al. [11], with focus on
correctly predicting the pressure increase achieved
from the thermomagnetic pump. In Sec. 4.1, 4.2
and 4.3, we show how the ferrofluid, the experimen-
tal setup, and the wall heat transfer are represented
in this model. The results of the validation are then
shown in Sec. 4.4.
4.1. Representing the ferrofluid
The experiments in [11] were performed on a mix-
ture of a commercial ferrofluid (“TS50K”) and n-
Hexane. In terms of the model, the ferrofluid is
represented in two parts, the base fluid and the
particles. The base fluid is represented by a ther-
modynamic model (Sec. 2.4.1), which can supply
predictions for most needed properties, including
the possible appearance of vapor. The solid parti-
cle phase is represented by a set of constant ther-
modynamic properties (Sec. 2.4.2), and a magneti-
zation model fitted to experimental magnetization
data (Sec. 2.5). The thermodynamic properties of
the total fluid are then based on the models for the
base fluid and the particles, and the local particle
volume fraction (Sec. 2.4.3).
Due to the imperfect predictions of the equation
of state, choosing parameters to best represent the
given ferrofluid is not straightforward. How it was
done, and the choices made along the way, is de-
scribed in this section.
4.1.1. Fluid properties
The properties of the fluids in [11] were measured
in a state below the boiling point, and thus in a
two-phase liquid–particle state. Some relations are
needed in order to derive properties additional to
the ones measured directly. The volume fraction of
particles can be calculated from the relation
αp = wp
ρ
ρp
, (46)
where wk (–) is the mass fraction of component k.
TS50K:.
The commercial ferrofluid TS50K is a mixture of
50 wt% kerosene, 50 wt% MnZn ferrite nanoparti-
cles. Its relevant known properties are summarized
in Tab. 2. This is not the fluid used in the main
experiments in [11], but it is the fluid for which the
magnetization response had been measured.
Table 2: Properties of TS50K (kerosene + MnZn
ferrite nanoparticles) at 293K and 1.013 bar.
Description Value Ref.
Density ρ 1401 kg/m3 [11]
Specific heat cap. cp 1387 J/(kgK) [11]
Particle density ρp 5000 kg/m3 [30]
Particle mass frac. wp 0.5 [30]
Particle vol. frac. αp 0.140 (46)
TS50K with n-Hexane:.
The main experiments in [11] were performed on a
binary TSMF, which was TS50K mixed with hex-
ane at a ratio of 80/20 wt%. This means that the
total fluid was a 40/40/20 wt% mixture of particles,
kerosene and hexane, respectively. Due to the ad-
dition of hexane, the particle volume fraction and
liquid density must be recalculated. The relevant
known properties of this fluid are summarized in
Tab. 3.
The kerosene in TS50K is in fact a mixture of over
20 components [30], and it is not feasible to repre-
sent it completely in the equation of state. In this
work, we model the base fluid as a binary mixture
of undecane (C11H24) and hexane (C6H14), and set
the relative amounts such as to fit the measured
properties of the actual base fluid as well as possi-
ble.
The known properties of the base fluid in Tab. 3
are the liquid density and the bubble temperature.
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Table 3: Properties of TS50K with hexane at
293K and 101.3 kPa.
Description Value Ref.
Density ρ 1143 kg/m3 [11]
Particle density ρp 5000 kg/m3 [30]
Liquid density ρ` 754.8 kg/m3 (1)
Viscosity η 2.35mPa s [11]
Specific heat cap. cp 1564 J/(kgK) [11]
Thermal cond. λ 0.16W/(mK) [11]
Bubble temp. Tbub 358K [11]
Particle mass frac. wp 0.4 [11]
Particle vol. frac. αp 0.0914 (46)
It is not necessarily possible to satisfy both exactly.
A fitting to data at the given temperature and pres-
sure led to a mixture of 65% mass fraction unde-
cane. This gives a near perfect fit for the bubble
temperature, and a liquid density of 722.4 kg/m3,
which is a deviation of about 4% from the actual
value. At this point, the equation of state predicts
a specific heat capacity of 2201 J/(kgK) for the liq-
uid.
The primary goal of the validation is the cor-
rect prediction of the pressure jump achieved by the
thermomagnetic pump. The magnetic force scales
with αp and the magnetization. The magnetization
scales with the temperature, whose change depends
on the volumetric heat capacity (ρcp). We therefore
make the choice that the model fluid should repro-
duce the exact values for αp, ρ and cp for the actual
fluid, which are given in Tab. 3. Due to the imper-
fect liquid density prediction, obtaining the actual
αp and ρ demands a change to ρp = 5323 kg/m3
and wp = 0.426.
The specific heat capacity of the particle material
is not known exactly. One may find sources for the
heat capacity of some MnZn ferrites (in the area
of 500–1500 J/(kgK)), but they will vary consider-
ably, and depend on the exact composition. The
fact that the substance is present as nanoparticles
instead of in bulk form will also affect physical prop-
erties. However, since the combined specific heat
capacity is a mass-weighted sum of the specific heat
capacities of the phases, obtaining the actual cp de-
mands that we now set cpp = 704.5 J/(kgK).
As implied by Eq. (7), the local particle volume
fraction αp in the model will change as the velocity
changes. The input parameter is thus the inlet vol-
ume fraction, α◦p, which we set equal to the overall
volume fraction in Tab. 3.
In this case, the transport properties of the fer-
roliquid phase are given in [11]. The changes in fer-
roliquid conductivity and viscosity due to the pres-
ence of nanoparticles are thus not modelled, and
these constant values are instead applied to the fer-
roliquid phase. The model also requires transport
properties for the vapor phase, in the flow model
if αv > 0, and in some heat transfer coefficient
correlations. Here we use constant transport prop-
erties for the vapor. Since hexane is the lightest
component, it will be the main component of the
gas phase, hence we use values for hexane. Some
heat transfer correlations also depend on surface
tension. We weight the surface tension of the two
components with liquid mole fraction [31]. The val-
ues for vapor viscosity and surface tension used in
the model were retrieved from the NIST Chemistry
Webbook [32] and are shown in Tab. 4.
4.1.2. Magnetization response
Measured data of the magnetization response of
TS50K, before adding hexane, was available [30].
The measurements consist of two curves: Varying
H at constant T ◦ = 300.1K, and varying T at con-
stant H◦ = 796.0 kA/m.
This data was used to fit the parameters of
the models for average particle magnetization, de-
scribed in Sec. 2.5. This is three parameters for
the monodisperse model (dp, M◦sat, TC) and four
parameters for the log-normal distribution model
(dmedp , dstdp , M◦sat, TC). The results of the curve fit-
ting procedures are shown in Fig. 1, for both mod-
els. As seen, the log-normal distribution model has
a very good fit to the data, and is used in the re-
maining validation. The offset in Fig. 1b is due
to an inconsistency in the data, where the magne-
tization at the common point H◦ = 796.0 kA/m
T ◦ = 300.1K is slightly higher in Fig. 1b compared
to Fig. 1a.
These models may then also be used to describe
the magnetization response in TS50K with hexane,
since the particles are the same. The total mag-
netization will be lower though, since αp is lower.
The parameters of the best fit are shown in Tab. 4,
and the corresponding size distribution is shown in
Fig. 2.
4.1.3. Model ferrofluid parameters
A summary of all the adjustable parameters in
the model used in this work is shown in Tab. 4.
The equation of state for the base fluid involves
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Figure 1: Fitting of models to magnetization data
with (a) varying H at constant T = 300.1K, and
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Figure 2: The log-normal diameter distribution
fitted to magnetization data, with the median
shown as a dashed line. The distribution repre-
sents how the total volume of particles is distributed
across different diameters.
additional parameters, but they are not listed here,
as they are not specific for this model or case, but
part of a generalized thermodynamic library.
4.2. The experimental rig
The experimental rig of Iwamoto et al. [11] con-
sisted of a thermomagnetic pump (solenoid and
heater) wrapped around a 1 cm pipe, all of which
could be tilted. In each case, the pressure difference
across specified inlet and outlet points around the
thermomagnetic pump was measured. A control
system elsewhere in the loop kept the inlet condi-
tions at approximately pin = 1.163 bar, Tin = 307K
and vin = 2.0 cm/s. The exact geometry of the
setup is shown in Fig. 3, drawn from [11] and addi-
tional information supplied by its authors [33].
The geometry of the solenoid is shown to scale. It
consists of about 850 turns of copper wire. With the
given geometry, fitting these turns requires a wire
diameter of about 3.4mm, giving a solenoid resis-
tance of about 1 Ω. Obtaining Hmax = 100 kA/m
with this solenoid requires a current of 25A, giving
a voltage-drop of 25V and thus a power dissipation
of about 600W.
The heater is modelled as a constant pipe wall
temperature, while the pipe is approximated as per-
fectly insulated elsewhere. The heater temperature
is specified in relation to Tin, as a difference ∆T .
4.3. Heat transfer coefficient
An important model parameter is the heat trans-
fer coefficient (HTC), which is needed when cal-
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Table 4: Summary of parameters defining the fer-
rofluid in this model. Parameters marked with N/A
are relevant for the model in general, but not in the
specific validation cases in this work.
Description Value
Ferroliquid
Viscosity ηf 2.35× 10−3 Pa s
Thermal cond. λf 0.16W/(mK)
Base fluid
Vapor viscosity ηv 7.98× 10−6 Pa s
Vapor thermal cond. λv 0.0188W/(mK)
Components C11H24, C6H14
Mass composition 65%/35%
Hexane surf. tens. σ1 1.17× 10−2N/m
Undecane surf. tens.1 σ2 1.88× 10−2N/m
Particles
Density ρp 5323 kg/m3
Spec. heat cap. cpp 704.5 J/(kgK)
Thermal cond. λp (N/A)
Inlet volume fraction α◦p 0.0914
Mean diameter dmedp 7.58 nm
Diameter std.dev. dstdp 3.96 nm
Sat. mag. at T ◦ M◦sat 265 kA/m
Curie temperature TC 576K
1 Average of values for decane and dodecane
xin (0) xout (35)
rin (5.5)
rout (14)
x1 (7.5) x2 (17.5)
x3 (12.5) x4 (22.5)
Solenoid
Heater
Figure 3: A cross section of the experimental rig
in [11], to scale in both the axial and the radial di-
rection. The rig geometry is rotationally symmetric
around the pipe axis. With the origin at the left
and center of the pipe, numbers show positions in
cm, with vertical and horizontal arrows giving ax-
ial and radial positions, respectively. Dashed lines
illustrate the magnetic field lines giving magnetic
pumping force. The direction of gravity with re-
spect to this figure varies with the tilt of the rig. In
the horizonal configuration, gravity points perpen-
dicular to the flow direction. In the vertical configu-
ration, gravity points opposite to the flow direction.
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culating the wall heat transfer term described
in Sec. 2.3.4. This may either be set constant, or
represented by one of many available correlations.
For the cases with ∆T = 70K, the heater wall
temperature is above the bubble temperature of the
fluid, and boiling heat transfer occurs. This is ei-
ther subcooled or saturated boiling, depending on
whether the local average fluid temperature is be-
low or above the bubble temperature. Boiling heat
transfer correlations have mostly been made for ei-
ther saturated or subcooled boiling. A single valida-
tion case presented here may include both regimes,
as the temperature rises along the pipe. For this
reason, it is preferable to use correlations which ex-
tend to both regimes.
In this work, we attempt to use two different cor-
relations where boiling occurs: Gungor and Win-
terton [34], which claims to give reasonable results
in both regimes, and Chen [35], which was origi-
nally developed for saturated boiling, but is recom-
mended for use in subcooled boiling in [36]. The
equations do not explicitly account for the pres-
ence of nanoparticles in the liquid, but when used
here we supply the ferroliquid transport properties
in place of liquid transport properties. This should
be sufficiently accurate under the assumption that
the effects of boiling on heat transfer dominate over
the effects of the nanoparticles.
4.4. Results
Simulations were run with the ferrofluid param-
eters shown in Sec. 4.1 and the rig set-up shown in
Sec. 4.2. Here the focus is the effect of the magnetic
field strength on the pressure jump from the inlet
to the outlet, ∆p, which represents the thermomag-
netic pumping effect. The quantity ∆p is thus zero
at zero field in each case, by definition. The quan-
tity is plotted against Hmax, which is the maximum
field in the solenoid.
For the case of ∆T = 70K, data sets are available
in [11] for both the horizontal and vertical orienta-
tion. Here boiling heat transfer occurs, and simu-
lations were run with the two boiling HTC correla-
tions in Sec. 4.3. To demonstrate the sensitivity of
the predictions to this, bands of prediction given a
25% uncertainty in the HTC are also shown. This
is a common uncertainty estimate, but the actual
uncertainty can be much larger in certain parame-
ter areas [34]. For two values of Hmax, the outlet
temperatures are available. In these cases, one may
also adjust a constant HTC to achieve the correct
outlet temperature in the model. Here the HTC
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Figure 4: Results for the horizontal case with
∆T = 70K, compared with experiments from [11].
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Figure 5: Results for the vertical case with ∆T =
70K, compared with experiments from [11].
in the reference zero-field point is assumed equal
to the HTC in the point of lowest field. All these
results are plotted together with the experimental
data from [11] in Fig. 4 and 5 for the horizontal and
vertical case, respectively.
In the horizontal case, HTCs in the region 900–
1100W/(m2K) were needed to reach the mea-
sured outlet temperatures of approximately 352K.
In the vertical case, HTCs in the region 500–
900W/(m2K) were needed to reach the measured
outlet temperatures of 338K and 348K. In both
cases, the Chen correlation predicted HTCs in
the region 1100–2600W/(m2K), and reached tem-
peratures of approximately 364K, which is inside
the liquid–vapor region. The Gungor–Winterton
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Figure 6: The particle magnetization curves at the
inlet and outlet temperatures, and the path taken
along the pipe, for a case with ∆T = 70K and
Hmax = 153 kA/m.
correlation predicted HTCs in the region 500–
1300W/(m2K), and reached temperatures of ap-
proximately 348K.
Fig. 6 and 7 illustrate how the magnetization of
the fluid changes through the rig, and how this
leads to a net force. Fig. 6 shows the particle mag-
netization curves at the inlet and outlet tempera-
tures, together with the (M,H) path taken along
the pipe. Fig. 7 shows the total magnetization as a
function of pipe position x, together with p, H and
T . To the left of the solenoid center (x < 0.125m),
the field gradient ∂H∂x and magnetization M are
positive, which leads to a positive magnetic force
fmag = µ0M
∂H
∂x . Through the heating element
(0.125m < x < 0.225m) the temperature increases,
which reduces the fluid magnetization. On the right
side of the solenoid center (x > 0.125m) the field
gradient is negative, but due to the reduced magne-
tization, the negative force is less than the positive
force on the left side. This then leads to a net pos-
itive pressure difference ∆p.
5. Discussion
Without a symmetry-breaking temperature gra-
dient, the solenoid only provides equal forces on
each of its sides, pointing inwards. This would only
lead to an internal pressure increase (and slight
compression), and no net pressure increase from
one side to the other. When combining Eqs. (14)
and (31), one sees that the local magnetic force is
essentially the product of Mp, αp, and dH/dx. To
achieve net pumping action, the magnitude of this
force must be decreased on one side of the solenoid
compared to the other. There are two main mech-
anisms for achieving this:
First, the temperature sensitive particle magneti-
zation leads to a decrease ofMp as the temperature
increases. Second, a temperature increase leads to a
decrease in the total density due to thermal expan-
sion of the base fluid. Due to conservation of mass
in steady state, i.e. constant ρv, the velocity then
increases during heating. According to Eq. (7), this
must lead to a decrease in αp (ρp is constant), as the
particle distribution is stretched thinner by the ve-
locity increase. This effect can be very pronounced
if there is a change from a liquid to a liquid–vapor
state across the solenoid.
Both the above mechanisms are dependent on
temperature, and thus the amount of heat trans-
ferred into the fluid from the pipe walls. As
in any one-dimensional flow model, for a given
temperature difference, this depends on the HTC
(see Eq. (19)).
This dependence was made clear in the attempt
to validate against experimental data. From Fig. 4
and 5, it appears that the model is able to success-
fully predict the performance of the thermomag-
netic pump, but only accurately if the prediction
of temperature increase is good. As seen, in the
simulations with a constant HTC adjusted to reach
the correct outlet temperature, the predictions for
∆p are quite close to the measured ones. They are
not in perfect agreement, but that may come from
the fact that the whole temperature profile across
the solenoid is important, not just the outlet tem-
perature. The temperature at the right end of the
solenoid is especially crucial, and as seen in Fig. 3,
this is only halfway across the heater. The actual
temperature profile is not likely to be equal to the
one stemming from a constant HTC, even though
they share the same outlet temperature.
In a usage scenario for e.g. application design
and optimization, the temperature profile across
the solenoid is most likely unknown, and must be
predicted through using a correlation for the heat
transfer coefficient. As we see from Fig. 4 and 5,
the two correlations tested here both give ∆p in the
correct order of magnitude, but differ considerably
from both each other and the data. The results also
show the very large sensitivity of ∆p to uncertainty
in the HTC.
As we see from the gray bands, a ±25% uncer-
14
02
4
6
8
10
12
14
M
(k
A
/m
)
0
20
40
60
80
100
120
140
160
H
(k
A
/m
)
305
310
315
320
325
330
335
340
345
350
T
(K
)
1.165
1.170
1.175
1.180
p
(b
ar
)
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
x (m)
p
M
H
T
Figure 7: Pressure, fluid magnetization, magnetic field and temperature as functions of distance x, for a
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tainty in the HTC will lead to an uncertainty of
approximately ±50% in ∆p. Combined with the
fact that such correlations may have much higher
uncertainties in some areas, especially when extrap-
olating from the data it is based on, it is apparent
that careful use of appropriate HTC correlations is
crucial when assessing the performance of a ther-
momagnetic pump.
In the validation cases used here, the heat trans-
fer was of the boiling kind. It was assumed that this
effect would dominate over any effects of nanopar-
ticles, and thus conventional correlations for boil-
ing heat transfer could be used. Since the pre-
dictions from using two different such correlations
bracket the experimental data, it appears that this
assumption was reasonable. However, for laminar
flow without boiling, significant Nusselt number en-
hancements from the presence of nanoparticles are
present [2–4], and correlations for these effects are
not nearly as mature. High uncertainties must then
be expected.
In vertical cases, it is worth noting that ∆p is the
result of two competing effects: The positive con-
tribution is the same as the one measured in hor-
izontal cases. The new negative contribution from
the magnetic field is due to the slight densification
of the fluid caused by the pressure increase inside
the solenoid (see Fig. 7). The magnetic field thus
increases the hydrostatic pressure over the fluid col-
umn, decreasing ∆p. Attempting to assist a natu-
ral convection loop with thermomagnetic pumping
may thus have a detrimental effect if the solenoid
is placed on a vertical section.
It is also worth noting that the design in Fig. 3
is not optimal for obtaining maximal ∆p from the
given magnetic field. To achieve the largest symme-
try breaking of the magnetic force, the temperature
difference between the ends of the solenoid should
be as large as possible. In terms of Fig. 6, the net
pumping action achieved is loosely given by the area
inside the loop. The vertical distance between the
red squares is particularly important, as it shows
the difference between the Mp-factor in the peak
rightward force and the peak leftward force. If the
temperature were allowed to reach the outlet tem-
perate before reaching the right end of the solenoid,
the loop would be wider, and one would get more
pumping action from the same solenoid and heat
source.
The benefits of using a model of the kind pre-
sented here lie in its expected validity across a large
range of parameters, which is very useful for pro-
cess design and optimization. First of all, the flow
equations (7)–(10) are generally applicable to any
one-dimensional pipe configuration, no matter if the
base fluid is single-phase or two-phase, as long as
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the no-slip assumption holds.
The crucial model for the ferroliquid magnetiza-
tion, although complex, is physics-based and con-
tains parameters which all carry physical mean-
ing. The model retains the two critical features, S-
shaped saturable response to external fields and re-
duction towards the Curie temperature, for any set
of valid parameters. In contrast, a linearized model
would have to fit new parameters each time the
field or temperature changes considerably. Com-
bined with the general equation for the solenoid
field, this ensures a wide range of validity for the
magnetic force term.
The thermodynamic model has the big advan-
tage of being based on an equation of state for the
base fluid, and thus takes advantage of the very
large body of research on thermodynamic equations
of state, which is not specific for nano/ferrofluids.
This offers a big advantage over linearized or
constant-property models, as one may perform de-
sign and optimization over a variety of pressure and
temperature ranges with a number of base fluid
components, without having to look up new model
parameters. An equation of state enables the pre-
diction of a large number of thermodynamic prop-
erties, given temperature and pressure, in an inter-
nally consistent way [12]. These properties, needed
in the flow equations, as well as in various HTC
correlations, include density (with compressibility
and thermal expansion), heat capacity, enthalpy,
latent heat of vaporization, critical pressure, bub-
ble line, and liquid–vapor equilibrium. Implemen-
tations often include parameters for many possible
components, and their interactions, so that one may
change the base fluid components on-demand dur-
ing usage. Equations of state are semi-empirical to
various degrees, range from fast and simple to ac-
curate and slow, and any of them may be used with
this model.
A disadvantage is that equations of state are
mainly fitted to equilibrium data, and thus can
only reliably represent equilibrium states. The flow
model can thus not account for the presence of va-
por in subcooled boiling, besides by using an en-
hanced heat transfer coefficient, as is done in this
work.
Overall, large flexibility and range of validity
is expected from a model of the kind presented
in this work. However, it is clear that there is
a major sensitivity to uncertainties in the heat
transfer coefficient, as would be the case for any
one-dimensional heat transfer model with unknown
temperature profiles. Other uncertainties and sim-
plifying assumptions are obviously also present, but
likely overshadowed by the above.
6. Conclusions and further work
We have presented a one-dimensional multi-
phase flow model for simulating thermomagneti-
cally pumped ferrofluid flow and heat transfer. The
model includes a thermodynamic model which is a
combination of a simplified particle model and ther-
modynamic equations of state for the base fluid.
This enables a consistent treatment of partial va-
porization of the base fluid, as could result from
heat transfer to the ferrofluid. The model also
includes a ferrofluid magnetization model, capa-
ble of taking into account effects of non-uniform
particle size distributions. This magnetization
model was shown to accurately reproduce exper-
imental data on ferrofluid magnetization and its
dependence on temperature and applied magnetic
field. It was also shown that the presented multi-
phase flow model was capable of predicting the
thermomagnetic pumping mechanism, by which
the temperature-dependence of the ferrofluid mag-
netization led to a net pumping pressure differ-
ence, and that the predicted pumping performance
was in agreement with the experimental results
from Iwamoto et al. [11].
It was, however, revealed that the predictions
of thermomagnetic pumping are highly sensitive to
the temperature profile in the pipe. Using good cor-
relations for the heat transfer coefficient is therefore
absolutely critical, and care must be taken to assure
that a correlation is applicable to a given case. Due
to this sensitivity, further research on the effects
of nanoparticles on the heat transfer coefficient is
called for.
Due to the generality of the models for thermo-
dynamics and magnetization, the proposed model
should have a large range of validity, given accu-
rate heat transfer predictions. It could therefore
be used for model-based optimization of designs for
ferrofluid cooling devices over a wide range of pa-
rameters in further research.
Further validation of the model for additional
cases would be beneficial, such as non-boiling heat
transfer, and saturated liquid–vapor flow further in-
side the solenoid. However, this requires additional
well-documented experiments.
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