Motivated by work of Buch on set-valued tableaux in relation to the K-theory of the Grassmannian, we study six combinatorial Hopf algebras. These Hopf algebras can be thought of as K-theoretic analogues of the by now classical "square" of Hopf algebras consisting of symmetric functions, quasisymmetric functions, noncommutative symmetric functions and the Malvenuto-Reutenauer Hopf algebra of permutations. In addition, we develop a theory of set-valued P-partitions and study three new families of symmetric functions which are weight generating functions of reverse plane partitions, weak set-valued tableaux and valued-set tableaux.
Each of the four Hopf algebras above come with a distinguished basis (see Section 2). In the case of the symmetric functions Sym this is the basis {s λ } of Schur functions. It is well known that (besides many other manifestations) Schur functions represent the Schubert classes [X λ ] in the cohomology H * (Gr(k, C n )) of the Grassmannians Gr(k, C n ) of k-planes in C n .
In [12] Lascoux and Schützenberger introduced the Grothendieck polynomials as representatives of K-theory classes of structure sheaves of Schubert varieties. Fomin and Kirillov in [5] studied these from combinatorial point of view. In particular, they introduced the stable Grothendieck polynomials G λ , which are symmetric power series obtained as a limit of Grothendieck polynomials. In [3] , Buch gave a combinatorial expression for stable Grothendieck polynomials as generating series of set-valued tableaux. These symmetric functions G λ play the role of Schur functions in the K-theory K • (Gr(k, n)) of Grassmannians; roughly speaking G λ represents the class of the structure sheaf of a Schubert variety. Buch studies a bialgebra Γ spanned by the stable Grothendieck polynomials. Taking the completion of the bialgebra Γ , one can define a Hopf algebra which we denote mSym.
Our investigation began with the observation that Buch's definition of set-valued tableaux can be extended to a definition of set-valued P-partitions, thus allowing one to define a "K-theoretic" analog mQSym of the Hopf algebra QSym of quasisymmetric functions. In fact the the entire diagram (1.1) can be extended to give the following diagram: Before describing our results in more detail we make some general remarks by grouping the six Hopf algebras into two groups: the m-world consisting of mSym, mQSym and mMR, and the M-world consisting of MSym, MNSym and MMR. The stable
Grothendieck polynomials G λ are in some sense deformations of the Schur functions s λ ;
in particular, the lowest degree component of G λ is equal to s λ . In the same spirit, we observe in the m-world that (1) the classical basis constitute the lowest degree components of the new basis;
(2) the product in the distinguished basis is infinite (with the exception of mSym); both the product and coproduct consist of classical terms plus terms of higher degree.
In the M-world we have (1) the classical basis constitute the highest degree components of the new basis; (2) the product and coproduct are finite and consist of classical terms plus terms of lower degree.
Besides the study of the Hopf structure of these six Hopf algebras, our main results also include the following: in the context of mQSym, a theory of set-valued Ppartitions; and in the context of MSym and mSym the study of three new families of symmetric functions. These symmetric functions are weight-generating functions of weak set-valued tableaux, valued-set tableaux and reverse plane partitions. The last of these are the dual stable Grothendieck polynomials.
We now describe the structure and results of this article in more detail. In Section 2 we review some standard results concerning the four (by now classical) Hopf algebras of (1.1).
mMR
As a preliminary step, we introduce in Section 3 the multishuffle bialgebra which comes with multishuffle product and cuut coproduct, but leave open the question of whether an antipode can be defined. In Section 4 we describe the small multi- Malvenuto- Reutenauer Hopf algebra mMR in terms of a basis w ∈ S m ∞ of m-permutations. The fact that mMR has an antipode is delayed till Section 7.4.
mQSym
In Section 5 we describe the Hopf algebra mQSym of multi-quasisymmetric functions.
We first define mQSym as a Hopf quotient of mMR. Next, for a labeled poset (P, θ) we define set-valued P-partitions and show that the generating functionK P,θ is a quasisymmetric function that expands as a sum of multifundamental quasisymmetric functions L α over a multi-Jordan-Holder set J(P, θ). We show that the Hopf-algebra of formal linear combinations of theL α (as α varies over all compositions) is isomorphic to mQSym.
In addition we study the transition matrix between {L α } and the (classical) fundamental quasisymmetric functions {L α }.
mSym
In Section 6 we recall precisely the relationship ( [3] ) between mSym and the K-theory of Grassmannians. We briefly discuss the Fomin-Greene method ( [4] ) for obtaining stable Grothendieck polynomials from operators which act on the space of partitions.
MMR
In Section 7 we enter the big M-world by describing the big Multi- Malvenuto-Reutenauer Hopf algebra MMR in terms of a basis w ∈ S M ∞ of M-permutations. We show that MMR is dual to mMR and describe an intriguing partial order on M-permutations, generalizing the usual weak order of the symmetric group.
MNSym
In Section 8 we describe and study the Hopf subalgebra MNSym ⊂ MMR of multinoncommutative symmetric functions in the basis {R α } which are analogues of (noncommutative) ribbon Schur functions. We show that mQSym and MNSym are Hopf-dual.
MSym
In Section 9 we describe the Hopf algebra MSym of Multisymmetric functions. As an abstract Hopf algebra MSym is isomorphic to Sym, but MSym is equipped with a distinguished basis {g λ } of dual stable Grothedieck polynomials which are weight generating functions of reverse plane partitions. We show that the g λ 's are symmetric and Schur positive, and describe an explicit rule for decomposing them into basis of Schur functions. We show that MSym and mSym are Hopf-dual and that {g λ } and {G λ } 2.1 The Malvenuto-Reutenauer Hopf algebra of permutations Malvenuto and Reutenauer [13] have defined a Hopf algebra structure MR on the free Z-module spanned by the set of all permutations S ∞ = ∪ n S n (by convention S 0 = {∅} contains the empty permutation). For two permutations w ∈ S n and v ∈ S m define the shuffle product w · v by
where × denotes the usual shuffle of words: for example, ab × cd = abcd + acbd + acdb + cadb + cdab + cabd. Now define the cut coproduct ∆ by
where [u, v] denotes the concatenation of u and v and st(.) is the standardization operator that replaces any sequence of distinct integers to the unique permutation with the same set of inversions. The unit map η : Z → MR is given by η(1) = ∅ while the counit ε : MR → Z extracts the coefficient of ∅. With this data (·, ∆, η, ∅), the space MR is a bialgebra. In addition, it has an antipode (see [2] ) that endows it with the structure of a Hopf algebra.
The Hopf algebra MR is self dual under the map w → (w −1 ) * , where {w * } is the basis of MR * dual to {w}.
The Hopf algebra of quasisymmetric functions
. .]] with bounded degree is called quasisymmetric if for any a 1 , a 2 , . . . , a k ∈ P we have There are two distinguished Z-bases of QSym, both labeled by compositions. Let α be a composition of n. The monomial quasisymmetric function M α is given by
The fundamental quasisymmetric function L α is given by
where the first summation is over compositions β satisfying |β| = |α|.
The surjective map w → L C(w) is a Hopf morphism (see [13] ), which exhibits QSym as a quotient of MR.
The Hopf algebra of noncommutative symmetric functions
We refer to [20] for more details concerning the material of this section. Let NSym denote the subspace of MR spanned by the elements
for each composition α. It turns out that NSym is a graded, connected, cocommutative but not commutative Hopf subalgebra of MR. In the basis {R α }, the multiplication can be written as
where for α = (α 1 , . . . , α k ) and β = (β 1 , . . . , β l ) we have α β = (α 1 , . . . , α k + β 1 , . . . , β l ) and α β = (α 1 , . . . , α k , β 1 , . . . , β l ). REMARK 2.1. Note that in [20] the notation α · β is used for what we call here α β. We however change the notation so that α · β is saved for a different operation to be defined later.
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In fact NSym is a free (noncommutative) algebra generated by symbols
In terms of the generators 
A skew shape λ/µ is a ribbon if it is connected and contains no 2 × 2 square.
Given a composition α = (α 1 , α 2 , . . . , α k ), there is a ribbon r α = λ/µ with α k boxes in its first row, α k−1 boxes in its second row and so on. The map R α → s r α expresses Sym as the commutative quotient of NSym.
Multi-Shuffle Algebra
In Sections 4-6 we define and study three Hopf algebras: the small multi-Malvenuto-Reutenauer algebra mMR, the algebra of multiquasisymmetric functions mQSym and the algebra of multisymmetric functions mSym. The Hopf algebra mQSym is a Hopf quotient of mMR, while mSym is a Hopf subalgebra of mQSym. Now, as a preliminary step, we define the multishuffle algebra.
In the following we deal with free Z-modules M, which are the sets of arbitrary Z-linear combinations of a countable set S. If N is another Z-module, we will say that a linear function M → N is continuous if it respects arbitrary linear combinations of elements of S (not just finite linear combinations).
Let A denote an alphabet, A * denote the set of (possibly empty) words with letters from A and let mS[A * ] = a∈A * Za denote the Z-module of (infinite) Z-linear combinations words from A * .
is a surjective and nondecreasing map t :
. v l be two words, and assume that all letters v i and u j are distinct. Then a word w = w 1 w 2 . . . w m is a multishuffle of u and v if (1) neighboring letters of w are distinct, that is for any i we have w i = w i+1 ;
(2) when restricted to the alphabets {v i } and {u j } the word w becomes a multiword of v and u correspondingly.
We denote by u v the sum in mS[A * ] of all multishuffles of u and v. Now suppose that x = x 1 x 2 . . . x k and y = y 1 y 2 . . . y l are two other words, with possibly repeated letters.
Then x y is obtained from u v by changing each u i to x i and each v j to y j . It is possible to attain multiplicities in this way. For example, we have ab a = aba + 2aab + 2aaab + 2aaba + abab + . . . .
We extend to mS[A * ] by linearity and continuity (it is a quick check to verify that this extension is well-defined). One can give the following recursive definition of multishuffle product. Then
We shall also use the same notation for the multiplication map
Multishuffling is commutative and associative: x correspondingly. The general case also follows immediately.
We now define the cuut coproduct structure on mS[A * ], in analogy with the cut coproduct. Let a = a 1 a 2 a 3 . . . a n ∈ A * . Then define (a) = ∅⊗a 1 a 2 a 3 . . . a n +a 1 ⊗ a 1 a 2 a 3 . . . a n +a 1 ⊗ a 2 a 3 . . . a n +a 1 a 2 ⊗ a 2 a 3 . . . a n +a 1 a 2 ⊗ a 3 . . . a n + · · · + a 1 a 2 a 3 . . . a n ⊗ a n + a 1 a 2 a 3 . . . a n ⊗ ∅.
When a letter a i occurs twice in a term in the above expression we say that a i has been "cut in the middle" to obtain such a term. For example, we have
We extend to mS We call mS[A * ] the multishuffle algebra.
PROOF. It is easy to verify that mS[A * ] is both a unital associative algebra and a counital coassociative coalgebra. We now verify the compatibility of and . Let w and u be two words which we assume for simplicity to have distinct letters. Then (w u) is a linear combination of all terms x ⊗ y such that either (1) x is a term in w u and y is a term in We check that the same four kind of terms occur in (w) (u). We denote the set of multipermutations of [n] by S m n and the set of all multipermutations by S m ∞ = ∪ n≥0 S m n . By convention S m 0 contains a single element-the empty multipermutation ∅. We let mMR = w∈S m ∞ Z.w be the free Z-module of arbitrary Z-linear combinations of multipermutations.
Let w = w 1 . . . w k and u = u 1 . . . u l be two multipermutations, and assume that w ∈ S m n , u ∈ S m m . Define the product w * u of w and u as follows:
where to use the shuffle product we treat w and u + n as words in the alphabet N. We extend the formula by linearity and continuity to give a multiplication * : mMR ⊗ mMR → mMR.
Define the standardization operator st : N * → S m ∞ by sending a word w to the unique u ∈ S m ∞ of the same length (if it exists) such that w i ≤ w j if and only if u i ≤ u j for each 1 ≤ i, j ≤ (w). (Recall that N * denotes the set of words in the alphabet {1, 2, 3, . . .}.) We define the coproduct ∆(w) by extending via linearity and continuity the cuut coproduct as follows:
where we have extended by linearity and continuity the definition of st.
Define the unit map η : Z → mMR by η(n) = n · ∅ and the counit map ε : mMR → Z by letting ε take the coefficient of ∅. PROOF. That * is associative and ∆ is coassociative follows from the corresponding properties in the multishuffle algebra. The proof that * and ∆ are compatible is essentially the same as for Theorem 3.3. The only observation needed is that the standardization operator st can be applied at the very end of the calculation of ∆(w) * ∆(u) instead of immediately after calculating (w) and (u).
We shall call the bialgebra mMR of Theorem 4.2 the small multi-Malvenuto-Reutenauer bialgebra. We shall show later that mMR has an antipode, making it a Hopf algebra.
n and u. The following simple observations say that combinatorially mMR is "free" over the set of irreducible elements; the statement is difficult to make precise because mMR is a completion (cf. Theorem 7.6):
(1) Every m-permutation w ∈ S m ∞ can be uniquely written as
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The Hopf-algebra mQSym
For w ∈ S m ∞ we define the descent set Des(w) ⊂ [1, (w) − 1] by 
PROOF. A term v ∈ S m
∞ occurring in the product w * u of w ∈ S m n and u ∈ S m m is determined by the following information: (1) the location in v of letters in [1, n] (and hence also [n + 1, n + m]), (2) the restriction of v to the alphabet [1, n] (which is a multiword of w), and (3) the restriction of v to the alphabet [n + 1, n + m] (which is a multiword of u). If w, w ∈ S m ∞ have the same length then there is a canonical bijection between the multiwords of w and of w . Thus if w, w , u, u ∈ S m ∞ are such that (w) = (w ) and (u) = (u ) then there is a canonical bijection Φ between the terms in w * u and those in w * u . If in addition, w and w have the same descent set and u and u have the same descent set then Φ preserves descent sets. This proves that I is an (algebra) ideal. Now suppose w, u ∈ S m ∞ satisfy Des(w) = Des(u) and thus in particular (w) = (u). There is a canonical bijection between the terms of ∆(w) and those of ∆(u) so that if w ⊗ w corresponds to u ⊗ u then Des(w ) = Des(u ) and Des(w ) = Des(u ).
By Lemma 5.1, the quotient space mMR/I is a quotient Hopf algebra, which we call mQSym. In [8] , Hazewinkel shows that QSym is a free algebra over Z. It would be interesting to investigate this for mQSym as well.
We now give an explicit model for mQSym as an algebra of quasisymmetric functions.
Posets and P-partitions
We recall the basic definitions concerning P-partitions [18] . Let P be a finite poset with n elements and θ : P → [n] be a bijective labeling of P.
Denote by A(P, θ) the set of all (P, θ)-partitions. If P is finite then one can define the formal power series
The composition wt(σ) = (#σ −1 (1), #σ −1 (2), . . .) is called the weight of σ.
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Recall that a linear extension of P is a bijection e : P → {1, 2, . . . , n} satisfying
The Jordan-Holder set J(P, θ) of (P, θ) is the set {θ(e −1 (1))θ(e −1 (1)) . . . θ(e −1 (n)) | e is a linear extension of P} ⊂ S n . THEOREM 5.3 ([17] ). The generating function K P,θ is quasisymmetric. We have
Set-valued P-partitions
In this section we define set-valued P-partitions. LetP be the set of all nonempty finite subsets of P. 
Denote byÃ(P, θ) the set of all (P, θ)-set-valued partitions. For σ ∈Ã(P, θ) denote by |σ| = a∈P |σ(a)| the total number of letters used in the set-valued partition. For each i ∈ P we define σ −1 (i) = {x ∈ P | i ∈ σ(x)}. As before, the composition wt(σ) = (#σ −1 (1), #σ −1 (2), . . .) is called the weight of σ. Define the formal power series
It is easy to see thatK P,θ is always a quasisymmetric function. In the following example, which will be of major importance for us,K P,θ happens to be a symmetric function. order; in other words the bottom row of λ is labeled 1, 2, . . . , λ l , the next row is labeled λ l + 1, . . . , λ l−1 + λ l and so on. Then K λ,θ s is equal to the Schur function s λ , whileK λ,θ s is the generating function of set-valued tableaux, and is (nearly) equal to the stable Grothendieck polynomial G λ studied in [3] . We will return to this example in Section 6.
Let α n be a composition and let C be a chain c 1 < c 2 < · · · < c n with n elements
can be considered a labeled poset, where w(c i ) = w i . Now define the multifundamental quasisymmetric functions byL α =K C,w (clearlyK C,w depends only on α).
is in e(x) for exactly one x ∈ P, and
(3) none of the sets e(x) contains both i and i + 1 for any i.
The multi-Jordan-Holder setJ(P, θ) = ∪ NJN (P, θ) of (P, θ) is the union of sets PROOF. We give an explicit weight-preserving bijection betweenÃ(P, θ) and the set of
σ denote the word of length |σ −1 (i)| obtained by writing the elements of σ −1 (i) in increasing order. Let w be the unique m-permutation such that w σ := w
σ · · · is a multiword of w, and we let t : (w σ ) → (w) denote the associated function as in Section 3. Note that σ (r) = ∅ for sufficiently large r, so that w σ is a finite word in the alphabet [n] (using all the letters of [n]). Now define σ ∈Ã(C, w) by
is the set of letters in w σ at the positions in the interval t −1 (i). We claim that this defines a map α : σ → (w, σ ) with the required properties.
First, w is the multiword associated to the linear multiextension e w of P by (w)
defined by the condition that e w (x) contains j if and only if w j = θ(x). It follows from the definition that this e w : P → 2 [1, (w) ] is a linear multiextension. To check that σ is a set-
σ was defined to be increasing.
Finally, the inverse map β : (w, σ ) → σ can be defined by the formula
That the above union is disjoint follows from the fact that there is always a descent somewhere between two occurrences of the same letter in w. That σ as defined respects θ is due to the fact that e w is a linear multiextension. The equation
One checks that this subset gives rise to |σ (c j )| consecutive letters all equal to θ(x) in w σ and that this is a maximal set of consecutive repeated letters. This shows that one can recover σ . To see that w is recovered correctly, one notes that if σ (c j ) and σ (c j+1 ) contain the same letter r then w j < w j+1 so by definition w j is placed correctly before w j+1 in w and the corresponding composition C(w) is (2, 3, 2). Then σ if written as sequence is
For example σ (c 1 ) = {1, 2} since w (1) σ and w (2) σ contribute 3's into the beginning of w σ . The inverse map β can now be understood as follows: we parse w and σ in parallel and place σ (c i ) into the cell θ −1 s (w i ). For example we place {1, 2} into the cell labeled 3, {2, 3} into the cell labeled 4, and so on. . This gives us the following part of the decompositioñ
Structure of mQSym
Let α be a composition of n. We let w(α) denote any permutation such that α = C(w(α)) := C(Des(w(α))). 
where Sh m (w(α), w(β)) denotes the set of multishuffles of w(α) and w(β) + n := (w 1 (β) + n)(w 2 (β) + n) . . . (w m (β) + n). 18 T. Lam and P. Pylyavskyy PROOF. Take two chains C = c 1 < c 2 < · · · < c n and C = c 1 < c 2 < · · · < c m . We label the disjoint union poset C ∪ C by setting θ(c i ) = w i (α) and θ(c i ) = w i (β) + n. Then the multi-Jordan-Holder setJ(C ∪ C , θ) is exactly the set of multishuffles of w(α) and w(β) + n.
SinceK C,w(α)KC ,w(β) =K C∪C ,θ we obtain the claimed result by Theorem 5.6.
If f (x) is a formal linear combination of the multi-fundamental quasisymmetric functionsL α (x), we let f (x, y) denote the corresponding formal power series in the variables x 1 , x 2 , . . . , y 1 , y 2 , . . . obtained by considering f (x) as a quasisymmetric function (of unbounded degree).
where Cuut m (w(α)) denote the set of terms in the cuut coproduct of w(α).
PROOF. The power seriesL α (x, y) is the weight generating function of set-valued Ppartitions of a labeled chain (C, w(α)) using the ordered set of letters 1 < 2 < · · · < 1 < 2 < · · · where the unprimed letters i are given weight x i and the primed letters i are given weight y i . There are two kinds of such set-valued P-partitions θ: either (1) there is some k ∈ [1, |α|] so that θ(c i ) contains only unprimed letters for i ≤ k and θ(c j ) contains only primed letters for j > k, or (2) there is a unique k ∈ [1, |α|] so that θ(c k ) uses both primed and unprimed letters. This gives rise to the two kinds of terms in the cuut coproduct: (1) corresponds to the terms which occur in the usual cut coproduct while (2) corresponds to the extra terms obtained by cutting in the middle of w(α) k .
PROOF. It is clear that the kernel of ψ is the ideal I of Lemma 5.1. The fact that ψ is a bialgebra morphism follows from Propositions 5.9 and 5.10 and the proof of Lemma 5.1.
Further properties of the multi-fundamental quasisymmetric functions
We begin by describing how to expressL α as a An injective and order-preserving map t :
and the set of elements not in the image of t (in particular E is determined by t and D).
An immediate consequence is that |E| = |D| + i. Note that there may be many i-extensions Then for each i ≥ 0, we have
and
For each i, j ≥ 0 and f ∈ QSym, one has (f (i) ) (j) = i+j i f (i+j) .
PROOF. Let w = w(α) and consider the subsetÃ i (C, w) ⊂Ã(C, w) consisting of setvalued (C, w)-partitions σ of size |σ| = n + i. We must show that the generating function
elements. This proves (5.1). 
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We show that
from which our claim will follow. A term M C(B) on the right-hand side is indexed by the following data: an i-extension t :
. But since t is injective, this is the same as giving the subset
. This is exactly the information indexing terms on the left hand side.
To prove the last claim, let F ⊂ [n + i + j − 1] and t :
into a set S containing j-elements and S containing i-elements. Then there is a unique
EXAMPLE 5.13. Take α = (2, 1). Then D(α) = {2} and we have the following equality: 1,1,1) .
Here for example |T({2}, {1, 3, 4})| = 2 since there are two maps t 1 : {1, 2} → {2, 3} and t 2 : {1, 2} → {2, 4} which satisfy the required condition. One thus obtains the following part of the decomposition ofL (2, 1) into L-s: 
where the summation is restricted to compositions satisfying |β| = |α|. It is clear that
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As an application of Theorem 5.12, we give a curious property of descents in the multi-Jordan-Holder set for partition shapes. It generalizes the following statement concerning usual Jordan-Holder sets. For
Theorem 5.15 is proved essentially using the following lemma, implicit in the argument of [18] . Define the linear transformation φ i : QSym −→ Z by
and extending by linearity. PROOF. Let G λ/µ =K λ/µ,θ s , which has lowest degree homogeneous component H 0 (G λ/µ ) = s λ/µ equal to a Schur function. We shall see later (Corollary 6.3)) that G λ/µ is a symmetric function (of unbounded degree). By Theorem 5.6 for each N ≥ n we have
We know that s λ/µ = w∈J n (λ/µ,θ s ) L C(w) is symmetric, and thus balanced by Lemma 5.16. By Lemma 5.17, s (1) λ/µ is balanced and we also know
λ/µ is also balanced. Proceeding in this manner we conclude that each of the sums w∈J N (λ/µ,θ s ) L C(w) is balanced. By Lemma 5.16 we obtain exactly the needed result. EXAMPLE 5.19. One can check that in Example 5.8 for each 1 ≤ i ≤ 4 there exist exactly two elements ofJ 5 (λ, θ s ) with i as a descent.
K-Theory of Grassmannians and mSym
Fomin-Greene operators
Let Λ denote the set of partitions as before. If λ = (λ 1 ≥ λ 2 ≥ · · · ≥ λ l > 0) is a partition, then it contains the boxes (i, j) for 1 ≤ i ≤ l and 1 ≤ j ≤ λ i . The box (i, j) is on diagonal j − i. We say that λ has an inner corner on the i-th diagonal if there exists µ ∈ Λ such that λ/µ is a single box on the i-th diagonal. Similarly, λ has an outer corner on the i-th diagonal if there exists µ ∈ Λ such that µ/λ is a single box on the i-th diagonal.
Fix a partition ν ∈ Λ. Let ZΛ ν = ⊕ ν⊂λ Z · λ denote the free Z-module with a basis of partitions containing ν, equipped with a nondegenerate pairing ., . : 
Operators very closely related to the v i are studied by Fomin and Greene [4] and operators differing from ours by a sign are studied by Buch [3] . We briefly explain their connection with set-valued P-partitions to draw an analogy with our construction of MSym later. Define a formal power series
with coefficients in operators on ZΛ ν . 
The next result follows from work of Fomin and Greene [4] . PROOF. Follows immediately from Lemmas 6.1 and 6.2.
The Hopf algebra mSym and K-theory of Grassmannians
Let mSym = λ Z ·K λ,θ s denote the subspace of mQSym continuously spanned by the generating functionsK λ,θ s as λ varies over all partitions. For a fixed composition α, L α only occurs in finitely manyK λ,θ s so mSym is indeed a subspace of mQSym. For convenience we now writeK λ instead ofK λ,θ s . Also we shall call a set-valued (λ/µ, θ s )partition σ simply a set-valued tableau of shape λ/µ. In [3] , Buch studied a bialgebra Γ = ⊕ λ Z · G λ spanned by the set {G λ } of stable Grothendieck polynomials. The stable Grothendieck polynomials were first studied by Fomin and Kirillov [5] and defined as stable limits of Grothendieck polynomials [12] . For our purposes, they can be defined as follows. 
where the sum is taken over all set-valued tableaux T of shape ν/λ.
Thus the symmetric function G λ can be obtained fromK λ by changing the degree n homogeneous component ofK λ by the sign (−1) n−|λ| , or in other words one has
Buch related the structure constants of Γ to the K-theory K • Gr(k, C n ) of the Grassmannian Gr(k, C n ) of k-planes in C n . In addition, Buch described the structure constants completely using the combinatorics of set-valued tableaux. We briefly describe the connections with K-theory here and return to the combinatorial descriptions from a dual point of view later (see Section 9.5).
Let R = (n − k) k denote the the rectangle with k rows and n − k columns and let I R be the subspace of Γ spanned by G λ for λ not contained in R. Let K • Gr(k, C n ) denote the Grothendieck group of algebraic vector bundles on Gr(k, C n ). It is naturally isomorphic to the Grothendieck group K • Gr(k, C n ) of coherent sheaves on Gr(k, C n ). The Note that Γ/I R is isomorphic to the quotient of mSym by the continuous span λ RK λ since both spaces are finite-dimensional. To explain the geometric meaning of the coproduct, fix k 1 < n 1 and k 2 < n 2 . Taking the direct sum of vector spaces induces a map φ : Gr(k 1 , C n 1 ) × Gr(k 2 , C n 2 ) → Gr(k 1 + k 2 , C n 1 +n 2 ). Then Buch shows that
Here the d µν λ are the structure constants of the coproduct: If v ∈ S M m+n+p−1 satisfies both the conditions in Equations (2) and (3) then it occurs with multiplicity two in the product of w, u and x.
We can also give an alternative recursive definition of the product •. 
For a M-permutation v, let (v + n) denote the set composition obtained by increasing every number in v by n. Let u ∈ S M n .
Now define the coproduct on MMR by
where the sum is over all pairs (u, v) of (possibly empty) set compositions, which concatenate to w. We extend by linearity to give : MMR → MMR ⊗ MMR. The following result is immediate from the definition. 
The antipode of MMR
We show that MMR has an antipode via a general construction following [2, Section 5] (see also [19] ). Let H be any bialgebra with multiplication m, coproduct ∆, unit µ and counit ε. For each i ≥ 1 let m (i) : H ⊗i+1 → H denote the i-fold iterated product (by associativity the order does not matter) and let ∆ (i) : H → H ⊗i+1 denote the i-fold iterated coproduct. In addition we set
If π is locally nilpotent with respect to convolution then the antipode S : H → H is given by
The bialgebra MMR has an antipode, making it a Hopf-algebra.
PROOF. By the preceding discussion it suffices to show that π is locally nilpotent. Let a ∈ MMR be nonzero. Let n ≥ 0 be the maximal value such that some w satisfying (w) = n occurs in a with nonzero coefficient. Then using the definition of , each term in (n) a must involve ∅ in one of its factors. But π(∅) = 0 so π (n+1) a = 0.
Weak order on M-permutations
The results of this section suggest that there may be a polytopal structure on M-permutations. Let SC(n) denote the collection of set compositions of [n] and let SC(∞) = ∪ n≥1 SC(n). In [9] set compositions were considered under the name of pseudo permutations, while in [15] they are identified with faces of permutohedra. In [9] and [15] independently the following analog of the weak order is defined on SC(n), for each n ≥ 1.
Let w = w 1 w 2 . . . w k ∈ SC(n). The covers of w can be completely described in the follow-
(2) if w i = w i w i is a disjoint union of nonempty subsets and w i < w i , then
The order ≺ on SC(n) is then the transitive closure of . 4) , (6, 7, 8) , (2, 9) , (5, 10, 11), 3] since st ([(1, 4, 5), 7, (2, 8, 9 ), (6, 10), 3]) = st ([(1, 4) , (6, 7, 8) , (2, 9) , (5, 10, 11 PROOF. We need to show that for two M-permutations w, w that if w < w and w < w then w = w . Alternatively we need to show that there is no sequence We note that weak order on SC(n) either increases or does not change inversions for each (i, j).
while u only has a half-inversion which again is impossible. Thus j > k.
Suppose first that i − 1 ∈ v k ∩ u k . Let i 1 be the smallest integer greater than i such
Since u has no inversion at (i, i 1 ), it must also be the case that v has no inversion at (i, i 1 ). Thus i 1 ∈ v j 1 for j 1 > j. Now let i 2 be the smallest integer in f −1 u (f v (i 1 )). Clearly i 2 > i 1 and i 1 ∈ u j while i 2 ∈ u j 1 . Again u has no inversion at (i 1 , i 2 ) so v has no inversion at (i 1 , i 2 ) and we deduce that i 2 ∈ v j 2 for j 2 > j 1 .
Continuing in this manner we produce an infinite sequence i 1 , i 2 , . . .. Since n is finite, we arrive at a contradiction. 3) , (5, 7, 9) , (10), (4, 6), 2, 8].
We note that the two standardization operators are compatible in the following manner: 
The antipode S MMR of MMR induces an antipode S mMR of mMR making MMR and mMR continuous duals as Hopf algebras.
PROOF. The preceding comments on continuous duals allow us to prove the theorem by simply comparing structure constants. We first show that product structure constants of mMR are equal to coproduct structure constants of MMR. Let u ∈ S m n , v ∈ S m m and w ∈ S m m+n . Since * and are multiplicity free, we must show that w occurs in u * v if and only Finally, we need to check that that the antipode S MMR : MMR → MMR induces a well defined map S mMR = S * MMR : mMR → mMR (here S * MMR denotes the continuous transpose). Let w ∈ S M n . Then by (7.1), S MMR (w) is a linear combination of the basis elements u ∈ ∪ i≤n S M i . Thus the continuous transpose S * MMR : mMR → mMR sends the basis element x = u −1 ∈ S m k to a (possibly infinite) linear combination of the basis elements {y | (y) ≥ (x)}. We need to show that this extends via continuous linearity to a well-defined map for arbitrary elements of mMR. But given a fixed y ∈ S m ∞ there are only finitely many x ∈ S m ∞ with shorter length. Thus the coefficient of y in S * MMR ( x∈S m ∞ a x x) is well-defined.
The Hopf Algebra of Multi-noncommutative Symmetric Functions
Now we define a Hopf subalgebra of MMR, which will turn out to be the dual Hopf algebra of mQSym. Let α be a composition of n. We say that w ∈ S M n is of type type(w) = α if w −1 ∈ S m ∞ has descent set Des(w −1 ) = D(α). Alternatively, the type of w is C(D) where D = {i ∈ [1, n − 1] | i + 1 lies to the right of i in w}. Let MNSym denote the subspace of MMR spanned by the elementsR α as α varies over all compositions. Clearly the elementsR α are independent.
The product structure on MNSym
For two compositions α = (α 1 , . . . , α k ) and β = (β 1 , . . . , β l ), recall the definitions of α β and α β from Section 2.3. We now define α · β = (α 1 , . . . , α k + β 1 − 1, . . . , β l ). For example, if α = (3, 2, 5, 1) and β = (4, 2) then α β = (3, 2, 5, 5, 2), α β = (3, 2, 5, 1, 4, 2) and α · β = (3, 2, 5, 4, 2). PROPOSITION 8.1. Let α be a composition of m and β be a composition of n. We havẽ
Thus MNSym is closed under the product • of MMR. PROOF. First we show that anyR α can be written as polynomial in the F k 's. The proof proceeds by induction on the number of parts in α. The base case α = (k) is clear.
PROOF. Directly from the definition it is clear thatR
Let α = (α 1 , . . . , α l ) with l ≥ 2 and letᾱ = (α 1 , . . . , α l−1 ). Using Proposition 8.1
. SinceRᾱ,R α andR α all have less parts than α by the inductive assumption we may assume that they can be expressed in terms of the F k 's; thereforeR α can also be written in terms of the F k 's. 
The Big Hopf Algebra of Multisymmetric Functions
We now define the big Hopf algebra of Multisymmetric functions MSym. As we will see
MSym is isomorphic to Sym as a Hopf algebra, but it is naturally equipped with a basis {g λ } distinct from the Schur basis {s λ }.
Reverse plane partitions
Let λ be a partition which we associate with its Young diagram in English notation. A reverse plane partition T of shape λ is a filling of the boxes in λ with positive integers so that the numbers are weakly increasing in rows and columns. We write sh(T) = λ for the shape of a reverse plane partition T. For a plane partition T, define x T := i∈P x
is the number of columns in T containing one or more entries equal to i. Note that this is not the usual weight assigned to a reverse plane partition. Now define the dual
Similarly define the skew polynomials g λ/µ by taking the sum over reverse plane partitions of shape λ/µ. (2) .
Here the m λ 's are monomial symmetric functions, see [18] .
We will give two proofs of Theorem 9.1. Note that the top homogenous component of g λ is just the Schur function s λ and thus is symmetric. REMARK 9.3. The dual stable Grothendieck polynomials g λ are implicitly studied by Lenart [10] . Shimozono and Zabrocki give a determinantal formula for the g λ in [16] .
Fomin-Greene operators again
Let ZΛ be the free Z-module of formal linear combinations of partitions. For each i ∈ P, we define linear operators u i : ZΛ → ZΛ called column adding operators as follows:
where the sum is over all valid Young diagrams µ obtained from λ by adding several (at least one) cells to the i-th column. If no boxes can be added to the i-th column of λ then u i (λ) = 0.
Hopf Algebras and K-Homology 35 EXAMPLE 9.4. If λ = (4, 3, 3, 1) then u 6 (λ) = 0, u 5 (λ) = (5, 3, 3, 1), u 4 (λ) = (4, 4, 3, 1) + (4, 4, 4, 1), u 3 (λ) = 0, u 2 (λ) = (4, 3, 3, 2), u 1 (λ) = (4, 3, 3, 1, 1) + (4, 3, 3, 1, 1, 1) + . . .. Note that u 1 (λ) is always an infinite expression.
Fomin and Greene prove the following statement. 
Then the noncommutative analogs of elementary symmetric functions
Note that the statement of Lemma 9.5 is formal: the e k (u 1 , u 2 , . . .) should be considered as elements of an appropriate completion. (1) µ = λ + j a + i b + j a ;
(2) µ = λ + i b + i b + j a and λ + i b + j a + i b is a valid sequence;
Thus µ differs from λ in the i-th column by b = b + b squares and in the (i + 1)-th column by a = a +a squares. We now show how the three cases above correspond to terms equal to µ occurring in (u i + u j )u j u i (λ). In case (1), we rearrange the terms to get µ = λ + i b + j a + j a , which must be a valid sequence. In case (2), we biject the expression λ + i b + i b + j a with the valid
where a < a is the maximal number such that λ + i b + j a is a valid sequence, and a = a − a . Note that a ≥ b ≥ 1.
One can verify now that we get each possible summand of (u i + u j )u j u i (λ) equal to µ exactly once this way. Indeed, we have the following three cases:
(3) µ = λ + i b + j a + j a where µ = λ + j a + i b + j a is not a valid sequence.
These three cases correspond exactly to the three cases listed before.
An illustration of the proof is given in Figure 1 .
PROOF OF THEOREM 9.1. Define the formal power series A(x) with coefficients in operators on ZΛ by A(x) = · · · (1+xu 2 )(1+xu 1 ). Lemma 9.5 and Lemma 9.6 essentially says that A(x)A(y) = A(y)A(x) for two formal variables x and y. It is immediate from the definition that
where ., . : ZΛ ⊗ Z fin Λ → Z is the pairing defined by ν, ρ = δ ρν , and Z fin Λ denotes the free Z-module of finite linear combinations of partitions. Since the A(x i ) commute,
is a symmetric function in the variables x i . REMARK 9.7. It would be interesting to compare the operators u i of this section with the operators v i of Section 6. As we shall see the two kinds of operators are dual in a sense, which is made clear in Theorem 9.15.
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Schur decomposition of dual stable Grothendieck polynomials
We give a direct bijection to establish a stronger version of Theorem 9.1. Namely, we describe an explicit rule for the decomposition of the g λ 's into Schur functions.
Given two partitions λ and µ define the number f µ λ as follows. If µ λ, we set f µ λ = 0. Otherwise, f µ λ is equal to the number of elegant fillings of the skew shape λ/µ. A filling is elegant if it satisfies the following two conditions:
(1) it is semistandard-that is, the numbers weakly increase in rows and strictly in columns, and (2) the numbers in row i lie in [1, i − 1].
In particular there is no elegant filling of λ/µ if it contains a cell in first row. Elegant fillings were used previously in [10] . An example of an elegant filling is given in Figure 2 . To define the bijection we proceed recursively, defining a sequence (S i , U i ) such that S i is a semistandard tableaux satisfying sh(S i ) ⊂ (λ i , λ i+1 , . . . , λ m ) and U i is an elegant filling of shape (λ i , λ i+1 , . . . , λ m )/ sh(S i ). For the first step, set S m := T m and U m to be the (empty) elegant filling of (λ m )/(λ m ). Assume now we have defined (S k+1 , U k+1 ).
We use the Robinson-Schensted-Knuth (RSK) algorithm (see [18] ) to insert the reduced 38 T. Lam and P. Pylyavskyy rowT k into S k+1 , obtaining S k . We verify by induction that the first row of S i will always coincide with T i .
Indeed, this is true for S m , and the insertion ofT i will always push out from the first row of S i+1 elements of T i+1 which are strictly greater than elements of T i immediately above them inside T. "fits" with the shape of S k+1 . Now define T by letting its i-th row T i equal the first row of S i . By properties of the (inverse) RSK algorithm T must be a valid reverse plane partition. Also observe that the sequencesT i ejected during the construction are equal to the reduced rowsT i of T.
Indeed, by the nature of inverse RSK all the elements ofT i were either bumped out from the first row of S i by bigger numbers or belonged to the part of the active boundary in the first row of S i . This means that the numbersT i are exactly the elements of T i that are not equal to the element of T i+1 immediately below, which is the definition ofT i . This shows that defined map is indeed a bijection.
Since S is obtained by inserting the reductionsT i of the rows of T, we have
Thus the bijection is weight-preserving, completing the proof. EXAMPLE 9.9. The decomposition g (3,2,2) = s (3,2,2) + 2s (3,2,1) + s (3,1,1) + 3s (3,2) + 2s (3,1) + s (3) corresponds to the following elegant fillings: Let ρ and τ be two skew shapes. Denote by ρ τ the skew shape obtained by attaching the two so that lower leftmost cell of τ is directly to the right of the upper rightmost cell of ρ. Denote by ρ τ the skew shape obtained by attaching the two shapes so that lower leftmost cell of τ is directly above the upper rightmost cell of ρ.
Finally, denote by ρ · τ the skew shape obtained by attaching the two shapes so that lower leftmost cell of τ coincides with the upper rightmost cell of ρ.
Recall that in Section 2.4 we have associated a ribbon skew shape r α to each composition α. The operations α β, α · β and α β in Section 8.1 are consistent with the ones introduced here:
r α β = r α r β r α·β = r α · r β r α β = r α r β . LEMMA 9.12. Let ρ and τ be two skew shapes. We have g ρ g τ = g ρ τ + g ρ τ − g ρ·τ .
PROOF. Let R be a reverse plane partition of shape ρ and T be a reverse plane partition of shape τ . Let R ur be the label of upper rightmost cell of R and let T l l be the label of the lower leftmost cell of T. If R ur ≤ T l l attach R and T by putting R ur to the immediate left of T l l so that we get a reverse plane partition R T of shape ρ τ . Note that x R T = x R x T .
If R ur > T l l attach the two so that we get a reverse plane partition R T of shape ρ τ .
Note again that x R T = x R x T .
However, this map is not a bijection between pairs (R, T) of reverse plane partitions of shape ρ or τ and a reverse plane partition of shape ρ τ or ρ τ . There are additional reverse plane partitions of shape ρ τ which cannot be obtained in this way, namely, the ones where the box corresponding to the lower leftmost box of τ has the same entry as the box corresponding to upper rightmost cell of ρ. Such reverse plane partitions are in (weight-preserving) bijection with reverse plane partitions of shape ρ·τ , which finishes the proof.
Hopf Algebras and K-Homology 41 Figure 4 illustrates Lemma 9.12 by showing the four shapes involved. For each skew shape λ/µ, define the symmetric functiong λ/µ bỹ g λ/µ (x 1 , x 2 , . . .) = (−1) |λ/µ| g λ/µ (−x 1 , −x 2 , . . .).
Thusg λ/µ differs from g λ/µ by a sign in each homogeneous component. 
K-homology of Grassmannians
Theorem 9.15 allows us to interpret the algebra MSym as the K-homology of Grassmannians. While K-homology and K-cohomology are isomorphic for Grassmannians, we will find that MSym is functorially covariant, like K-homology, while mSym is contravariant in the corresponding sense. We use the notation introduced in Section 6 and refer the reader to [3] for further details.
There is a pairing of K • Gr(k, C n ) and K • Gr(k, C n ) obtained by the sequence induced by the diagonal embedding ∆ : Gr(k, C n ) → Gr(k, C n ) × Gr(k, C n ) and the multiplication of MSym with the maps φ * : K • Gr(k 1 , C n 1 ) ⊗ K • Gr(k 2 , C n 2 ) → K • Gr(k 1 + k 2 , C n 1 +n 2 ) induced by φ : Gr(k 1 , C n 1 ) × Gr(k 2 , C n 2 → Gr(k 1 + k 2 , C n 1 +n 2 ) (see discussion after Theorem 6.6).
PROOF. The first statement is clear from the definitions since the classes {[Iλ] | λ ⊂ (n − k) k } of the ideal sheaves form a basis K • Gr(k, C n ). We will check the "comultiplication" statement (the last statement is similar). Let X = Gr(d, C n ). The product of two classes in K • X can be calculated via the pullback ∆ * : K • X ⊗ K • X → K • X in K-theory:
