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G’ < 6 means that G contains a subdivision of 6’ and we define G’ < G 
if and only if G is contractible into a graph some subgraph of which is iso- 
morphic to G’. It is shown that < is a well-quasi-ordering for all finite graphs 
with at most n disjoint circuits (where n is any fixed natural number) and that 
all graphs not contractible into a V,- (the complete graph V5 minus one edge) 
are well-quasi-ordered by <. 
1. EINF~HRUNG UND BEZEICHNUNGEN 
Unter einem Graphen wird hier immer ein endlicher, ~n~ericb~eter 
Graph ohne mehrfache Kanten und ohne Schlingen verstanden; ,5(G) 
bezeichne die Eckenmenge, K(G) die Kantenmenge des Graphen 
G = (2?(G), K(G)). Die Kante zwischen den Ecken x and y bezeichnen 
wir mit [x, y] = [y, x]. Ftir E’ _C E(G) sei G[E’] der von E’ ~~fges~an~t~ 
(induzierte) Teilgraph von G. G’ C G bedeute, dal3 G’ Teilgraph von G ist. 
x(G) bezeichne die chromatische Zahl von 6, Iv die Menge der na~~rl~cbe~ 
Zahlen und N, mit p E N eine unendliche Teilmenge von N. Wir sagen, 
der Graph G enthalt eine Unterteilung des Graphen G’ und bezeichnen 
dies mit 6;’ < G, wenn es eine Einbettung i van G’ in G gibt (d.h. einen 
Hom6omorphismus i von G’ auf einen Teilgraphen von G) mit i(a) E E(G) 
ftir alle a E E(G’). Eine durch eine Relation < quasigeordnete asse 
hei& wohlquasigeordnet (wqo), wenn es fur jede u~end~ch~ Folgel 
4 , a2 ,... von Elementen aus Q zwei Indizes i < j gibt, so da13 ai < a, in 
Q gilt. Equivalent hierzu ist, daB 
(a) es nicht unendlich viele paarweise ~nverg~eichba~e Elemente in 
gibt und 
1 Wir schreiben fiir eine Folge such a,(~ E N) oder CX, (v E N& 
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(b) jede Folge2 a, > a, > **a von Elementen aus Q endlich ist [3]. 
(Fur die in der vorliegenden Arbeit betrachteten Quasiordnungen wird 
die Bedingung (b) immer offensichtlich erfiillt sein.) 
Kruskal zeigte in [6], daD die Klasse aller endlichen Baume durch die 
Relation < wqo ist. Es sol1 hier bewiesen werden, dal3 dies such noch 
fur die Klasse aller endlichen Graphen, die hiichstens n (ecken-)disjunkte 
Kreise enthalten, gilt. 
Wir sagen, der Graph G ist dem Graphen G’ homomorph oder such G 
ist homomorphes Bild von G (Bez.: G’ < G), wenn sich G durch 
Zusammenziehen von Kanten und Streichen von Ecken und Kanten in 
einen Graphen isomorph zu G’ fiberfiihren 1Hl3t.3 Homomorphie la& sich 
such mit Hilfe einer Abbildung charakterisieren. Es gilt G’ < G genau 
dann, wenn es eine Eckenmenge E’ _C E(G) und eine surjektive Abbildung 
h von E’ auf E(G’) gibt mit den beiden folgenden Eigenschaften: 
(a) Fur alle e E E(G’) ist G[h-l(e)] zusammenhangend. 
(/3) Zu jeder Kante [d’, e’] E K(G’) existiert mindestens eine Kante 
[d, e] E K(G) mit d E h-l(d’) und e E h-l(e’). 
Die Bedingungen (CX) und (p) 1 assen sich such ersetzen durch 
(01’) Fiir jedes E,, C E(G’) mit G’[E,,] zusammenhangend ist such 
G[/z-~&)] zusammenhangend. 
Die Abbildung h nennen wir einen Homomorphismus von G auf G’. 
Im Hauptteil der vorliegenden Arbeit sol1 gezeigt werden, dal3 eine 
gewisse, schon recht uniibersichtliche Klasse endlicher .Graphen durch die 
Relation < wqo ist. Da aus G’ < G folgt G’ < G, ist also die Klasse aller 
endlichen B&me, d.h. aller zusammenhangenden Graphen, welche nicht 
homomorph dem V, sind,4 such durch die Relation < wqo. Wahrend 
die Klasse aller Graphen &= V, durch < nicht wqo ist, werden wir sehen, 
dal3 < eine Wohlquasiordnung fur diese Klasse ist. Mit Hilfe der von 
Nash-Williams zum Beweis des Satzes von Kruskal entwickelten Methode 
[8] beweisen wir sogar etwas scharfer den 
SATZ 1. Die Klasse aller endlichen Graphen, die nicht homomorph dem 
V,- sind, ist durch die Relation < wqo. 
2 Wir schreiben a > b (oder b < a), wenn b < a, aber nicht a < b gilt. 
3 Zum Begriff “Homomorphie” vergleiche man etwa [ll, Def. l] oder [2, Def. 11. 
G’ < G ist gleichbedeutend damit, da13 G’ eine “subcontraction” von G im Sinne von 
Ore [9, Kap. 101 ist (dortige Bez.: G’ < G). 
4 V, bezeichne einen vollstindigen Graphen mit IZ Ecken; V,- entstehe aus dem 
V, durch Weglassen einer Kante. 
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Eeider kann ich nichts dariiber aussagen, wie scharf Satz 1 ist. 
hier angewandten Methode scheint es aber keinesfalls m6glich 
zu entscheiden, ob die Klasse aller Graphen G J= G, durcbf Q 
falls der Graph G, nicht eben ist. Andererseits ist es meines 
bisher nicht gelungen, unendlich viele paarweise nicht ~om~mor~~e 
Graphen anzugeben. Wenn G,(v E N) unendlich vieI ez. < unvergleich- 
bare Graphen sind, dann ist zwar bekamnt, da0 die nge (,y(G,) j v E It’> 
(vgl. [IT?]>, ja sogar die Zahlenmenge 
G,’ C G, , v E M 
(vgl. [7]) beschrgnkt ist, aber dies gilt genauso fiir unendlic 
bez. < unvergleichbare Graphen (vgl. [4] und [7]). Dies ergibt also keilren 
qualitativen Unterschied zwischen den Relationen < und <. Es ist aiso 
noch ungekl&-t, ob nicht vielleicht sogar die Klasse a?leler Graphen d:xch 
=$ wqo ist. Wenn dies gilt, ist es sicherlich eine recht t~efliegende Tatsache, 
denn als Korollare wiirden sich etwa ergeben: 
1. Fiir jede zweidimensionale Mannigfaltigkeit M hat die durch die 
Relation _C geordnete Klasse aller nicht in M einbettbaren Graphen bis 
auf Hombomorphie nur endlich viele minimale Elemente (vgl. [~CI]>.~ 
2. ie Klasse aller endlichen Graphen, die in jeder Ecke den Grad < 3 
haben, wird durch < wqo (vgl. [6, Vermutung 21). 
(1) ergibt sich aus 113, Satz 3’1 oder aus [5, $21. (Zujedem Graphen GO 
kann man durch sukzessives “Aufspalten” (= inverse Operation zum 
Zusammenziehen einer Kante) endlich viele Graphen G, ,...9 G, mit 
G, < G, fiir Y = l,..., n finden, so dai3 jeder Graph N mit S+ G, eine 
Unterteilung von mindestens einem der Graphen 6, ,..., G, e&h&. 
mit GO such G, > G, nicht in M einbettbar ist, wiirde somit (I> folgen. 
Da fiir Graphen G und G’, die in jeder Ecke den Grad < 3 haben, die 
Relation G’ < G genau dann besteht, wenn G’ < G gilt (vgl. [9, 
Satz lO.l.l]), wiirde sich sofort (2) ergeben. 
Noch einige Bezeichnungen. Unter einem Grapizez mit n amgez&hze~en 
Eckea verstehen wir ein Paar (G, (al ,.~.) a,J), wobei G einen Graphen 
und (a1 ,.**, an) ein n-Tupel von n verschieder,en Ecken aus G bedeutet; 
a,)> schreiben wir einfacher G(al ,..., a,). Wir nennen 
” G(al ,..., a,) und G’(al’ ,...) a,‘) isomorph (Bez.: s:), 
5 Oder etwas anders ausgedriickt: Die minimalen Elemente der durch < (I) quasi- 
geordneten Klasse aller nicht in M einbettbaren Graphen gehiiren zil nu* endlich 
vielen Isomorphieklassen. 
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wenn ein Isomorphismus i von G auf G’ existiert mit i(aJ = a,’ fiir 
v = l,..., 12. Analog definieren wir: G’(al’ ,..., a,‘) < G(a, ,..., a,) genau 
dann, wenn ein Homomorphismus h von G auf G’ existiert mit h(aJ = a, 
fur v = l,..., n. G’(a,‘,..., a,‘) < G(a, ,..., an) (vgl. FuBnote 2) ist gleich- 
bedeutend mit 
G’(a,‘,..., a,‘) < G(al ,..., 4 und G’(ai,..., a,‘> g @aI ,..., 4. 
Wenn G zusammenhangend ist und G’(al’,..., a,‘) < G(al ,..., an) gilt, 
dann folgt 1 K(G’)J < 1 K(G)\. W enn ein Homomorphismus h von G auf 
G’ existiert, so dal3 h(a&.., h(a,) n verschiedene Ecken von G’ sind, 
bezeichnen wir dies mit G’ < G(a, ,..., a,). Wenn fiir A : = {al ,..., a,} gilt 
A C E(G) n E(G’), dann schreiben wir statt G’(a, ,..., an) < G(al ,..., an) 
kiirzer G’(A) < G(A). Die Klasse aller Graphen mit IZ ausgezeichneten 
Ecken wird durch die Relation < quasigeordnet. 
2. VORBEREITENDE HILFS~TZE 
Sei Q durch < quasigeordnet. Mit F(Q) werde die Klasse aller endlichen 
Folgen von Elementen aus Q bezeichnet. Wir definieren nun fur Elemente 
von P’(Q): a, ,..., ak < b1 ,..., b, genau dann, wenn eine Teilfolge 
hi(l) 9.0., hick) von b, ,..., b, existiert mit a, < bitK) fur K = l,..., k. Durch 
diese Relation wird F(Q) quasigeordnet. Es gilt nun das folgende 
LEMMA 1. Wenn Q wqo ist, ist such F(Q) (durch die oben de$nierte 
Relation) wqo. 
Zum Beweis des Lemmas vergleiche man Satz 4.3 aus [3]. 
Eine unendliche Folge a, , a2 ,... von Elementen der quasigeordneten 
Klasse Q heil3t gut, wenn es Indizes i < j mit ai < aj gibt; wenn dies 
nicht der Fall ist, heil3t sie schlecht. 
LEMMA 2. Wenn keine der m unendlichen Folgen ap, aZp,... von Ele- 
menten der durch < quasigeordneten Klasse Q eine schlechte unendliche 
Teilfolge enthtilt (p = l,..., m), dann existieren Indizes i < j mit ais < ap 
fur alle p = I,..., m. 
Beweis. Die Klasse Q’ bestehe aus allen Elementen, die in mindestens 
einer der obigen m Folgen vorkommen. Dann ist Q’ durch < wqo. Denn 
sei b,(v E N) eine Folge von Elementen aus Q’. Wenn ein Element zweimal 
vorkommt, ist die Folge gut. Wir kiinnen also annehmen, da0 sie etwa 
mit der Folge a,l, a,l,... unendlich viele Elemente gemeinsam hat. Dann 
kann man aber eine unendliche Teilfolge von b, , b, ,... finden, die such 
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Teilfolge von a,r, a,l,... ist. Diese mu6 nach Voraussetzung gut sein, also 
ist e’ woo. Wir betrachten nun die Folge fi ,f2 ,... von Elementen aus 
B;(e), wobei fv fiir v E N die endliche Folge a,l, av2,..., a,*& bedeutet. 
F&se fl ,h ,... ist nach Lemma 1 gut, also existieren i < j in N 
& <J;: . Nach Definition vonfi <h ergibt sich hieraus 
Wir nennen eine Klasse 52, von zusammenhangenden 
ausgezeichneten Ecken homomorphieabgeschlossen (Abk. : 
jeder zusammenhiingende Graph H(al ,..., a,), der homo 
mindestens einem Graphen aus 5&, ist, such zu 52, ge 
nun an, die <-abg. Klasse 9, sei durch < nicht woo. 
also schlechte Folgen von Elementen aus 52, . Unter den 
als Anfangsgheder irgendeiner schlechten Folge von 
wahlen wir einen Graphen G,(a,l,..., a,“) mit moglichst 
etrachten wir nun die schlechten Folgen aus St,, , die mit G,(a,l,..., ala) 
beginnen. Unter den Graphen, die als zweites Ghed einer solchen Folge 
vorkommen, wah’len wir wieder einen Graphen G2(aZ1,..., azn) mit mini- 
maler Kantenzahl aus. Nun betrachten wir alle schlechten Folgen mit 
Gliedern aus A, , die mit Gl(all ,..., aIn), G2(aZ1,*.~, azn) beginnen. Antes 
den als drittes Glied einer solchen Folge vorkommenden Grabber sei 
as”) ein Graph mit miiglichst wenig anten. Auf 
nd werde eine Folge G,(a,l,..., a,“) (v E N) slus- 
n Elementen aus $2, , die auf die eben beschriebene 
Weise gewonnen werden kann, nennen wir eine miXmale schbchte Folge 
~olz & . Wir wollen nochmals betonen, dab eine <-abg. Klasse Ss;, nur 
zusammenh&gende Graphen mit n ausgezeichneten Ecken enthlh; a.is 
Quasiordnung von 2, wird dabei immer mu- die Relation < 
LEMMA 3. Sei G,(a,l,..., a,“) (v E N) eine ~nin~rna~e s~~~ec~te Foige der 
<-abg. Klasse 53,. ZZL der Folge zusammenhtingendeer Graphen H”(b:,...: bl.lE) 
(v E N) existiere eine Funktion f: N -+ N, so daj’ 
fiir aile v EN gilt. Dunn enthiilt die Folge E1,(bvl,..., b,“) keiae sehlechte 
~nend~i~he Teilfolge. 
Beweis. Da jede Teilfolge von H,(b,l,..., b,“) mit einer geeigneten 
Funktion ebenfalls die Voraussetzungen von Lemma 3 erffillt, gentigt es 
zu zeigen, da13 die Folge f&(b,,l,..., b,“) (v 
von f werde etwa bei h E N angenommen. 
G,(a,l,..., a,“) ,..., G-l(ai-+l 9--T dLb, 
~MQ~,..., bn”), f&,,@;+, ,...I G,),... . 
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Da $3, <-abg. ist, ist dies eine Folge mit Gliedern aus si, . Da 
MW,..., bAn) < G,(a,l,..., a,“) gilt, f&t I W4)l < I RG,)/. Da 
GA=,..., a,“) (v E N) eine minimale schlechte Folge von 53, ist, mu0 die 
obige Folge also gut sein. Nehmen wir an, fur ein Paar (p, /c) mit 
p AL., m - l> und K E {h, x + l,... } gilt Gll(a,l ,..., a,“) < HK(bK1 ,..., b,“). 
Aus HK(bK1,..., b,“) < Gf(,&(,) ,..., $d f&t also Gdaul,..., au’9 < 
Gda:(,<) ,..., a’&)). Wegen f (K) 3 m > p ist dies ein Widerspruch dazu, 
da13 die Folge G,(u,l,..., a,“) (v E N) schlecht ist. Da aus dem gleichen 
Grund G,(u,l,..., uficcn) < G,&zK1 ,..., UK’“) fur 1 ,< p < K < ?I2 - 1 gilt, mu6 
es Indizes i < j aus {X, h + l,... } mit Hi(bil ,..., bin) < Hj(bjl ,..., bp) 
geben, womit Lemma 3 bewiesen ist. 
Fiir K’C K(G) bezeichne G - K’ den Graphen (E(G),K(G) - K’). 
Fiir K’ = {[x, y]} schreiben wir such einfach G - [x, y]. 
LEMMA 4. Sei G,(u,l,..., uvn) (v E N) eine minimule schlechte Folge der 
<-abg. Klasse 52, und sei [u,l, avn] E K(G,) fiir ale v E Nl . Dunn ist 
G, - [uvl, a,,“] fiir alle v E Nl zznz~summenh~ngend. 
Beweis. Sei N,=(i,lv~N} mit iv<iv+l fur vENund m:=i,= 
min N1 . Zeigen wir etwa, da13 G : = G, - [a,l, a,“] unzusammenhangend 
ist. Hierzu fiihren wir die Annahme, daB G zusammenhangend ist, zum 
Widerspruch. 
DaausH’CHund{b, ,..., b,}CE(H’)folgtH’(b, ,..., b3<H(bl ,..., b,), 
gehiirt G(a,l,..., a,“) dann zu 52, , da%, <-abg. ist. Da j K(G)] < 1 K(G,)j 
gilt, muD also die Folge 
Gl(uI1 ,..., aI”) ,..., G,&:-, ,..., a:-,), 
G(u,‘,..., a,“), G,,(u;~ ,..., a;), G&& ,..., a;) ,... 
gut sein. Fiir 1 < h < m kann nicht G,(u,l,..., uhn) < G(a,l,..., a,“) gelten, 
da sonst der Widerspruch G,(u,l,..., unn) < Gm(a,l,..., a,“) folgte. Da die 
Folge G,(a,l,..., avn) (v EN) schlecht ist, mu0 es ein k > m in N1 mit 
G(a,l,..., G”> + G~.G=,..., CZ~“) geben. Wenn h ein Homomorphismus 
von G,(a,l,..., ax”) auf G&l,..., . a,“) ist, dann ist h such ein Homo- 
morphismus von Gk(akl,..., ukn) auf G,(a,l,..., a,“), da G, aus G ja durch 
Hinzuftigen der Kante [a,‘, a,“] entsteht und zwischen h-l(u,l) und 
h-l@,“) in GR eine Kante existiert, namlich nach Voraussetzung 
mindestens die Kante [ukl, ukn]. Der Widerspruch G,(u,l,..., a,“) < 
G&2,..., ukn) zeigt die Kichtigkeit von Lemma 4. 
Wir nennen einen Teilgraphen H von G einen Untergraphen von G, 
wenn fur ein E’ C E(G) gilt H = G[E’]. Einen Homomorphismus h von G 
auf G’ nennen wir eine Kontraktion, wenn E(G) der Definitionsbereich von 
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h ist und wenn aus [x, y] E K(G) und h(x) # h(y) folgt [h(x), h(y): E K(G’). 
Sei nun H ein Untergraph von G rind A _C ir sagen, der Graph G’ 
entsteht aus G durch Zusammenziehen von 
E(G) = (E(G) - E(H)) v A gilt und eine Rontraktion 
auf G’(E(G’))’ mit &E(H)) C A existiert. Wenn es eine solche 
gibt, die fur f~ = l,..., m die Ecken t, E E(H) auf aiL E A abbildet, sagen 
wir, 6’ entsteht durch Zusammenziehen von N auf A, wobei I, auf cz, 
abgebildet wird fiir y = l,..., in. Wenn in jeder Korn~o~e~t~ van H 
mindestens eine Ecke aus A liegt, dann gibt es wenigst 
G’, der durch Zusammenziehen von H auf A entsteht. 
aus G zusammenh5ingend folgt 6’ zusammenhangend. 
~EXMA 5. Voraussetzungen wie bei Lemma 4. Somit besteht G, - [a:, avnj 
fiir v E IV, nach Lemma 4 aus zwei Komponenten Cvl und C,,z. Dann gi3 
ftir fast all v E IV1 : E(Cvl) Z A,, := (a,l,..., a,“] oder E(Cvz) C A, . 
Beweis. Die Bezeichnung sei so gewahlt, dal3 avp E E(C,l) USK! 
avw E E(CVz) fur v E N1 gilt; weiterhin sei A$ : = E(C,,&) n A, fib p = 7,2. 
Nehmen wir an, fi.ir alle v E Nz C N1 gilt ,F(Cyl) $ A, und E(C:) $A,. 
Fur alle v E Nz entstehe der Graph Gyp aus GV durch Z~sammen~iehe~ “JOG 
C,,p auf AVU (p = 1,2). Dann ist GVLL zusammenh%rgend sand wegen 
L&U C E(C,“) folgt GyU(Ay) < G&f,) fiir Y E Nz und p = 1,2. Nach 
Lemma 3 und Lemma 2 existieren Indizes h < K in Nz mit GhcL(ahLp..., aAn) < 
GKU(a:,.~., a,“) fur p = 1, 2; sei h, ein solcher ~omomorp~ismus~ Dann 
ist 62, such ein Homomorphismus von (GKu - [cp,l, aXn])(aK1,..., a,“) auf 
(Gf - taA1, aA”l>(d,..-, a,+?. Fur p = 1 etwa und 5” = 1c, X zerfiillt 
G,l - [a$, acn] in Cc2 und eine Komponente Z, mit E(Z,) = A,l. Da. 
hp1(E(CA2)) einen zusammenhangenden Teilgraphen van G,l - [a,l, aHn] 
aufspannt und da a,” E E(CA2) und /$(a>.“) 3 aKR E E(C,“) gilt, mug 
~~1(E(~~2)) C E(CK2) sein; analog ergibt sich h;l(E(C(@,l)) C E(CK1). Hieraus 
ergibt sich durch Zusammensetzen der beiden ~omornor~~isrne~ 
hl / h;‘(E(CA2)) und h, j hgl(E(Cn’)), wenn man no& [ugly a512] E X(G,) fur 
5 = X und 6 = K beachtet, der Widersprnch G,(a,l,. . ‘) a:%) < G,(a:?.. ., a,,n). 
Fur g aus einer Indexmenge 3 seien Graphen GL(a,P,S.DS aGn) und end- 
liche Fofgen ELI,. . ., E&m von Teilmengen von @G,) gegeben Wir sagen, 
die Ecken a:,..., aLn verteilen sich fur all L E 3 in gleicher eise auf die 
6 Wenn es klar ist, von welchem Graphen G der Graph 64 als Untergraph betrachtet 
wird, lassen wir den Zusatz “aus G” weg. Wenn W nur aus den beiden Ecken e und e’ 
und der Kante [e, e’] besteht, sagen wir, G’ entsteht durch Zusammenziehen von [e, e’j. 
Statt {~a) scbreiben wir such einfach a. 
7 D. II. die Einscti~nkung I? 1 E(G’) von h auf E(G) ist die identiscbe Abbildung 
van E(G). 
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Mengen E:,..., EL”, wenn fur alle L, L’ E 3, fur alle ,u mit 1 < ,u < nz und 
fur alle v mit 1 < v < n gilt: a; E ECU f-) a,” E Es . 
Fur a E E(G) sei 
N(a, G) := (x E E(G) j [a, x] E K(G)) 
und fur A C E(G) sei 
N(A, G) := u N(a, G) - A. 
UEA 
Fur einen Untergraphen H von G schreiben wir N(H, G) statt N(E(H), G). 
LEMMA 6. Sei G,(a,l,..., a,“) (v EN) eine minimale schlechte Folge der 
<-abg. Klasse 53, . Dunn ist G, - {a,l,..., a,,“> fiirfast alle v E N zusammen- 
hiingend. 
Beweis. Nehmen wir an, fiir alle v E N7 ist G, - A, unzusammen- 
hangend, wobei wieder A, = {a,l,..., a,“> gesetzt wurde. Also gibt es fiir 
v E N1 zwei Ecken x,l und xv2 in G, - A, , die durch A, im Graphen G, 
getrennt werden. Sei TV C A, eine minimale die Ecken x,” und xv2 trennende 
Eckenmenge. Fur v E Nr la& sich dann G, so in zwei zusammenhangende 
Teilgraphen H,1 und H, zerlegen,* dab Hvl n Hv2 = G,[T,] und 
x,,” E E(H,“) fur p = 1, 2 gilt. Da es nur endlich viele Verteilungs- 
maglichkeiten gibt, mu0 ein Nz C N1 existieren, so da13 sich fur alle 
v E Nz die Ecken aus A, in gleicher Weise auf E(H,l), E(Hv2) (also such 
auf E(Hvl) - TV , TV , E(Hv2) - TV) verteilen. Sei fiir alle v E N2 etwa 
und 
{a,‘,..., a,“} C E(Ht) - T, , (a?” ,..., a”“> = T,, 
{a:+l,..., a”%} _C E(Hv2) - TV , 
wobei 0 < m < k < n gilt. Da es bis auf Isomorphie nur endlich viele 
Graphen G(al ,..., a,J mit 1 E(G) = IZ gibt, existiert ein N3 C N, , so da13 
fiir all v E N3 die Graphen (Gy[Tv])(a~+l,..., a,lc> isomorph sind. Fur 
v E N3 entstehe nun G,l bzw. Gv2 durch Zusammenziehen von HP1 bzw. 
Hv2 auf die nicht leere Eckenmenge {a,l,..., a,“} bzw. {ay+” ,..., a”%). 
Die Graphen Gvu sind zusammenhangend und wegen E(H,“) g A, folgt 
Gvu(Ay) < G,(A,) fur alle v E N3 und p = 1,2. Nach Lemma 3 und 
Lemma 2 existieren X < tc in N3 mit Gnu(a,,l,..., a,+%) < GKu(arcl,..., a,“) fur 
p = 1,2; sei h, ein solcher Homomorphismus. Die Einschrankung 
hl 1 E(HK2) bzw. h, 1 E(H,l) ist ein Homomorphismus von HK2(aF+‘,..., a,“) 
* D.h. Hvl u Hvz = G, . 
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auf Hhyay,..., aAn) bzw. von HK1(aK1,..., aKk) auf HA1(ahl,..~, ank), da nach 
estimmang von N3 gilt (HXu[TJ)(a~+‘,..., aKL) g (HAu[Tn])(aT+“,..., a?,“)~ 
Da h, 1 E(H,%) und h, j E(HK1) dieselbe surjektive Abbilda 
T, induzieren, konnen wir sic zu einem Homom 
G,(a,l, , , pi aKn) auf G,(a,l, . . . , aAm) zusammensetzen. ieser Widerspruch 
beweist Lemma 6. 
LEMMA 7. Sei G,(a,l,..., a,,?l) (v E N) eine ~?~~~irn~~e schlechte Folge der 
$-ubg. Kiasse si, mit n 3 2. Dann kann es nzur ftir endlich viele Indizes v 
eine Ecke t PA *={a1 aVn} geben, so 
mindestens &ei ~ornpo~~~~en uon 6, - (tJ 
daj sich die Eckeiz aus A, auf 
vevteileEerz. 
Beweis. Nehmen wir an, fur all v E NI gebe es eine solche Ecke t, . 
Fur v E NI sei G, zerlegt in zwei zusammenhangende Graphen HP1 und 
Hv2 mit E(HV1 n HV2) = (tJ und A,u : = E(H,,~) n A, f o fur p = 1, 2. 
Es existiert dann ein Nz C NI , so dab sich die &ken aus A, fur alle 
v EN, in gleicher Weise auf HV1, NV2 verteilen. er Graph Gvu entstehe 
durch Zusammenziehen von H,,” auf A,“, wobei t, etwa auf z,~ E A,” 
abgebildet werde (V E Nz und p = I, 2). Dann existieren ein N3 _C Nz und 
i(p)mi’cl ~i~)~nfiirILL=1,2,soda13f~rallev~N,undfiir~==,2 
gilt z,@ = a:‘/“‘. 6”~ ist zusammenhangend und wegen t, # A,,” foigt 
G”‘*(a,l,~.., aVn) < GJLI,~,..~, aVn) fur alle u E NS ursd p = 1, 2. Wieraus 
ergibt sich bis auf eine Bezeichnungsanderung analog zum Beweis von 
Lemma 6 ein Widerspruch. 
LEMMA 8. Sei G,(a,l,..., aVn) (v E N) eine minimale schlechte Folge der 
<-abg. Klasse Ri, mit YE 2 3. Dann existieren nur ftir endlich viele v E N 
zwei E&en t, $ A, : = (a,l,..., aVn) und s,, 6 A,, , so daJ sich die E&en aus A, 
auf mindestens drei Komponenten von G, - (tV , s,j verteilen. 
Beweis. Nehmen wir an, fur alle v E NI existieren sol&e Ecken t, und 
s, . Nach Lemma 7 trennt die Ecke t, nur fur endlich viele v zwei Ecken 
aus A,, ; das gleiche gilt fiir die Ecken s, a Es existiert also N, C Nl ) so 
dalj fur alle v E N, und fiir alle Komponenten C von 6, - (tY , sy) mit 
E(C) CT A, # o gilt N(C, Gy) = (tv , sV>. Fiir Y E N, Ia& sich somit GV in 
drei zusammenhiingende Untergraphen HVu mit E(H,,~ CI 
fur 1 < (-i < EL’ < 3 und mit A,“ :=E(H,“)nA,# @ fiir /~=1,2,3 
zerlegen. Weiterhin existiert N3 C Nz , so da13 sich fur alle v E N3 die Ecken 
aus A, in gleicher Weise auf HV1, HV2, HV3 verteilen und daD [r, , sy] E IC(G,) 
f& alle Y E N3 oder [t, , sV] $ K(G,) fiir ahe v E N, gilt. Fiir Y E N3 entstehe 
GV1 durch Zusammenziehen von HV2 v HV3 seuf AV2 il AVS, wobei tV auf 
yV1 E AV2 und s, auf zV1 E AV3 abgebildet werde. Eine solche Ko~t~al~ti~~ 
existiert, da ftir jede Komponente G von 6, - (tv , sJ mit IT(C) r? A,, # m 
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gilt N(C, GJ = (ty , s,} und da A,2 f M und Av3 # o ist. Der Graph G,1 
ist zusammenhangend und es gilt G,l(A,) < G&J fur alle v E N3 . Die 
Graphen Gv2 und Gv3 seien fiir v E N3 entsprechend definiert. Dann ergibt 
sich ganz analog zu den Beweisen der Lemmata 7 und 6 ein Widerspruch. 
LEMMA 9. Sei h ein Homomorphismus von G(a,, , a, ,...: a,) auf 
H(h , bl ,..., b,) und sei [b, , b,] E K(H). Durch Zusammenziehen von 
G[h-“({b,, , b,))] auf al erhiilt man einen Graphen G’ und durch Zusammen- 
ziehen von [b, , b,] auf b, den Graphen H’. Dann gilt 
G(al ,..., 4 > Wal ,,.., a,) > H’(b, ,..., b,). 
Beweis. Da [b, , b,] E K(H) gilt und da h ein Homomorphismus ist, 
ist WWbo , b,N zusammenhangend und somit existiert ein solches G’. 
Wegen {a,, , al} _C h-‘((bO , b,)) folgt die erste Beziehung. Man uberlegt 
sich leicht, da13 die Einschrankung K := h 1 E(G’) ein Homomorphismus 
von G’(a, ,..., a,) auf H’(b, ,..., b,) ist. Sei etwa [b, , z] E K(H’). Nach 
Definition von H’ ist dann [b,, z] E K(H) oder [b, , z] E K(H). Also 
existiert ein [bl’, z’] E K(G) mit bl’ E h-l(b,), z’ E h-l(z) oder ein 
[b,,‘, z’] E K(G) mit b,’ E h-l(b,,), z’ E h-l(z). Nach Definition von G’ gilt 
dann [al , z’] E K(G’) und wegen &a,) = h(al) = bl und J@‘) = h(z’) = z 
existiert also eine Kante zwischen &-l(bl) und K-l(z) in G’. 
Bemerkung. Sei G ein zusammenhangender Untergraph von 
G[h-‘({bO , b,})], der die Ecken a, und a, enthalt. Der Graph G” entstehe 
durch Zusammenziehen von G auf a, . Dann gilt Lemma 9 such, wenn 
man dort G’ durch G” ersetzt. Denn es gilt ja G”(al ,..., a,) > G’(a, ,..., a,), 
wie man durch Zusammenziehen von G”[h-‘((b, , bl}) - (E(G) - (al})] 
auf a, erkennt. 
3. BEWEIS VON SATZ 1 
Nach den Vorbereitungen des letzten Paragraphen kiinnen wir uns 
nun an den Beweis von Satz 1 machen. Sei si die Klasse aller endlichen 
zusammenhangenden Graphen, die nicht homomorph dem V5- sind. 
Zum Beweis von Satz 1 geniigt es nach Lemma 1 zu zeigen, da13 $3 durch 
die Relation < wqo wird. Wir nehmen an, da13 $3 durch < nicht wqo ist, 
und fiihren diese Annahme zu einem Widerspruch. 52, bestehe aus allen 
Graphen mit einer ausgezeichneten Ecke, die sich aus den Graphen von 52 
durch Auszeichnen einer Ecke ergeben. RI ist dann durch < erst recht 
nicht wqo. Da 52 <-abg. ist, ist such siI <-abgeschlossen. Sei G,(a,l) 
(v E N) eine minimale schlechte Folge von $I1 . Da die Folge Gy(ayl) 
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schlecbt ist, gilt / E(GJ > 2 fur alle v E N. Fur a& v E N sei aP2 E N(a,P, 6,). 
Wir betrachten mm die Klasse S, aller zusammc~h~nge~de~ Graphen 
G(ke, a’) mit zwei ausgezeichneten Ecken,g die bomomor~hes Bild eines 
der ~ra~be~ GV(a$, a,“) sind, zu welchen also ein Graph G,,(a~, , aft> mit 
G(a> 4 Q $,<a;, , uzO) existiert. Man beachte, dab A, <-abg. ist; wir 
net-men S-& such die von den G,(ayl, a,“) (v E Iv) erzeugte <-a&g. Klasse. 
Die Klasse A, ist nicht wqo, da z.B. die schlechte Folge GV(a,X, r;,3 (V E N) 
in S2 existiert. Sei BV(bV1, bV2) (V E N) eine minimale schlechte Folge von 54, . 
Nach Definition von fiZ existiert eine Funktion fi N+ N, so da83 
K(bvP> b,i2) < G&:ivj , a”,(Y,) fur alle v E N gilt. ~~~~cbst zeigen wir 
(1) Fiir fast alie v E N gilt [b,l, b,2] $ K(HJ. 
Nehmen wir an, es existiere NI mit [b,l, b,2] E K(H,,) fur alie z, E Iv; . 
Nash Lemma 4 zerfallt iT& - [b,l, b,“] fur alle v E NI in zwei 
Cvl und Cv2; sei etwa b,u E E(Cyu) fur p = 1,2. Nach Le 
N, 2 Nl und ,LL, E { 1,2), so da13 E(Cp) = (bp) fur alIe 
Graph G,’ (fur v E N) bzw. H,,’ (fur v E NJ entstehe durch Zusammen- 
ziehen von [a,l, avZ] bzw. [b,l, bv2] aufa,l bzw. b,,” aus dem Graphen G, bzw. 
I&. Nach der Bemerkung zu Lemma 9 ergibt sick aus Hv,Qb~, by”] =$ 
G,(,j(a& , aye,,) somit H,‘(b,l) < G&)(&,)) < G&&J) fiir alle v E NS - 
Da IJ,’ zusammenhangend ist, existieren nach Lemma 3 also X < K in 
N, mit H,‘(b,l) < Ei,‘(b,l). Wenn fa, = 2 gilt, dann ist H-,’ = CE1 fGr 
.$ = h; K, wena aber pLo = 1 ist, dann gilt H,‘( ) E CZa(bgg) fiir [ = A, K. 
Somit ergibt sich also in beiden Fallen der idersprucb BA(bbhl, bA2) < 
l&(b,l, bK2). 
(2) NM ftir endlich viele v E N existieren drei his auf die ge~~~~~~~~~ 
Esdpunkte (ecken-) disjunkte Wege zwisehm by1 und bv2 im Graphen %r, I 
Pdehmen wir an, fur alle v E NI existieren drei disjunkte Wege zwischen 
b,l urad by2. Nach (1) ist [b,l, bF2] 4 K(H,) fur alle v EN, _C N, * Pdach 
Lemma 6 list fur alle Y E N3 C NZ der Graph HP - (b,1, b,2j zusammen- 
hangend. Hieraus ersieht man aber leicht, dai3 fur alle ‘v E N3 gilt 
H,,(b,l, b,“) + V5=(a1, a2), wobei V,= einen Graphen bezeichnet, der aus 
dem V5 durch Weglassen zweier Kanten ohne gemeinsamen Endpunkt 
entsteht, und [al, a”] $ K(V,=) ist. Da HY(bY1) bv2) < G,c,,(a+c,, 9 a;~~)) gilt, 
folgt V5=(a1, a”) =S Gf~d&) , a&j> fib- aHe v E & 11 Da &,G 9 ~~~1 E KC%,)) 
und [al, a”] $ K(V,=) gilt, ergibt sich hieraus sogar V5- < &) Wr a14e 
v E N3 . Dies widerspricht aber der Bestimmung der (chn aus 
G(a, a’) E 42, folgt G E a). 
Da es nach Lemma 7 nur fiir endlich viele I/ eine by1 und bv2 trennende 
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Ecke in H, geben kann, existiert nach (l), (2) und dem Satz von Menger 
fur fast alle v E N, etwa fur alle v E N1 , eine zweielementige minimale die 
Ecken b,l und bV2 trennende Eckenmenge {t,‘, t,“}. Fiir v E N1 IHDt sich 
dann H,, in zwei zusammenhangende Untergraphen H,1 und H,2 mit 
E(HV1) n E(HV2) = {tV1, t,“} und mit b,” E E(H,“) fiir p = 1, 2 zerlegen. 
Betrachten wir nun die beiden Folgen H,l(t,l, t;, b,3 (v E NJ und 
HV2(ty1, tV2, bV2) (v E N1). Mindestens eine der beiden Folgen mul3 eine 
schlechte unendliche Teilfolge enthalten. Denn ware dies nicht der Fall, 
dann gabe es nach Lemma 2 zwei Indizes h < K in N1 mit HAu(t,,l, tA2, bAti) < 
HKu(tK1, tK2, bK@) fur p = 1 und p = 2. Durch Zusammensetzen der 
beiden Homomorphismen wtirde sich hieraus ein Widerspruch ergeben. 
Wir kijnnen 0.B.d.A. annehmen, da13 HV2(tV1, ty2, bV2) (v E N1) eine schlechte 
unendliche Teilfolge enthalt, da wir nur noch bis zur Folge G,(a,l, a,“) 
zurtickgehen mtissen und dabei aV1 und aV2 als gleichberechtigt auftreten. 
Wir betrachten nun die durch die Graphen H,2(t,l, ty2, b,2) (v E NJ 
erzeugte <-abg. Klasse 52, . Diese Klasse ist dann nicht wqo und somit 
existiert eine minimale schlechte Folge L&l, pV2, py3) (v E N) in si, . 
Nach Definition von R3 existiert eine Funktion g: N-+ N1 , so dal3 fur 
de v E N gilt L,(pV1, pV2, py3) < H&(t&Vj , t,2,,, , b&); sei h, ein solcher 
Homomorphismus. 
(3) Nur fiir endlich viele v f N sind zwei der Ecken pVx,pV2, pV3 im 
Graphen L, benachbart. 
Nehmen wir zunachst an, es existiert ein N2 mit [pV2, p,3] E K(L,) fur 
alle v E N2 . Nach Lemma 4 zerfallt L, - [pV2,pV3] fur alle v E N2 in zwei 
Komponenten C,* und CV2. Es existiert dann ein N3 _C Nz , so da13 sich 
fiir alle v E N3 die Ecken pV1, pv2, py3 in gleicher Weise auf C,,l, CV2 verteilen. 
Nach Lemma 5 existieren ein N& C N3 und ein pO E (1,2), so da13 fur alle 
v E N4 gilt E(@) _C {pV1,pV2,pV3}. Entstehe nun L,’ durch Zusammen- 
ziehen von [pV2, p,“] auf pV3 und der Graph H,’ durch Zusammenziehen 
von H&[h,?((pVz, pV3})] auf bi,,, aus dem Graphen Hi,y, . Nach Lemma 9 
silt dann L,‘(pu1, py3) < Hyl(tglcyl , bi,,,) < H&,(t& , b&J f& alle v E N4. 
Da (t,,‘, t,“} eine minimale die Ecken bV1 und bV2 trennende Eckenmenge 
ist, gilt Hu2(tV1, bV2) < HV(bV1, bV2) fur alle v E Nl . Somit ergibt sich 
L,‘(p:, p,“) < H,6,(b&, , bi,,,) ftir alle v E N4 . Da L,’ zusammenhangend 
ist, folgt somit nach Lemma 3 die Existenz zweier Indizes h < K in N4 
mit L,,‘(p,,l, ph3) < LK’(pK1, pK3). Da sich die Ecken pel, pe2, pf3 fiir f = h 
und 4 = K in gleicher Weise auf Ccl, Cc2 verteilen und da Cp nur aus- 
gezeichnete Ecken enthalt, somit also 1 E(Cp)l = 1 @C?)l < 2 gilt, folgt 
leicht der Widerspruch LA(p,,l, pA2, ph3) < L,(p,l, pK2, pK3). 
Wenn [pul, py2] E K(L,) fiir unendlich viele v gilt, betrachten wir ent- 
sprechend den Graphen L,‘, der sich durch Zusammenziehen von [p:, py”] 
WONLQUASIGEORDNETE KLASSEN ENDLICNER GRAPHEN 117 
auf pV1 ergibt, und den Graphen H,‘, den man durch ~us~rnrne~z~ehe~ 
von ~~,,,[h;‘((p,1,p,2})] auf t,l,,, aus H& erhalt. Aus Ly’(pyl, pV3) Q 
fwgl(v, 3 bi,,,) < %y,(t,l,,, , bi,,,) < fig~v)f&y~ T &J ergibt si& analog ZJJ 
Obigem ein Widerspruch. Also gilt (3). 
ir wollen uns nun uberlegen, dai3 fast alle Graphen k,.(gV1, pV2, a,“) 
gewisse Zusammenhangseigenschaften in bezug auf die ausgeze~~b~ete~ 
Ecken p,,l, pv2, pV3 haben, wie sie schon Bhnlich in den Lemmata 4 bis 8 
auftraten. ierzu wollen wir einige ‘~renn~ngseig~nschafte~ zusammen- 
stellen. Wir sagen, der Graph G(pl, p2, p3> habe de TrePmlkngseigerzsch~~ 
Tl , wenn es eine trennende Ecke t von G gibt, so daJ nicht alle dvei 
Ecken pl, p2, p3 in der gleichen Komponente van G - (t] liegen. 
TZ, wenn eine zweielementige trennende Eckenmenge (t”, t”) von 
existiert, so daJ jede Komponente von G - (9, t2> h&hstens eine der Ecken 
pl, p2, p3 enthdlt. 
T, , wenzIz {p’, p2, p3> eine trennende Eckenmenge van G ist. 
T4 i wenn eine trennende Eckenmenge (t’, t2, t3> von G existiert, so d@ 
die E&en pl, p2, p3 in drei verschiedenen Kompone~ten van G - (t”, t”, t3) 
liegen ~~d~~r jede Komponente C von G - {tL, t”, t3> gilt j N(C7 G);>i < 2. 
Es gilt nun 
(4) Nurfiir endlich viele v E N hat der Graph L,(pV1,pV2,pV3) die Eigen- 
schaft Tn (n = l,..., 4). 
Fur y1 = 3 ergibt sich die Behauptung aus Lemma 4. Wenn 
t, E (pV1, pVp, p,“> eine trermende Ecke von L, ist, dann ist {p,l, pus, p,“) 
eine trennende Eckenmenge von L, oder t, ist zu einer Ecke p,u(l < 
benachbart. Aus Lemma 7,1° Lemma 6 und (3) foigt somit der 
fur n = 1. Zu n = 2: Nach Lemma 8 ist klar, daB es nur fur endlich viele v 
eine sol&e trennende Eckenmenge (t,‘, t,,“> mit (&I, t,“> n {gyl, pvz, p,,“> = m 
geben kann. Nach Lemma 6 und (3) kann au& nur fur endlich viele v 
gelten (t,“, tv2} C (p:, pV2,py”>. Den Fall i(t$,“, t,2> n (py”, p:, py.?); = I 
wollen wir dem Leser iiberlassen. Den Beweis fur n = 4 wollen wir 
skizzieren: 
Fiir alle v E IV1 sei (t,‘, ty2, tV3> eine trennende ~keurne~g~ von L, wie 
bei T4 beschrieben und fiir p = 1,2, 3 sei C,,” die Komponente van 
kv - lf2, ty23 t,“>, in welcher pyu liegt. Da der Fall ia = 1 s&on bewiesen 
ist, gilt j 2v(CVU, &)I = 2 fur alle v E NZ C & und fur p = 1, 2, 3. Da T2 
nur fur endlich viele v auftritt, existiert N3 C IV2 , so da13 fiir alle v E I+JS 
und alle p, p’ mit 1 < p < p’ < 3 gilt j IV(CVU, &J n lV(C$, I+)/ = 8.. 
lo Falls i, $ {JJ y1, pv2, py3} den Graphen I& in der bei TI mgegebenen Weise trenmt. 
582bjrzlz-2 
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Wir k&men dann N(C;‘l), LJ n N(C;(2), LJ = {t,“@‘} fiir jede Permuta- 
tion 7r von {1,2, 3) annehmen. Dann l%l3t sich L,, fiir alle v E N3 in drei 
zusammenhgngende Teilgraphen HvU & = 1,2, 3) mit E(Hz’l’ n Hr”‘) =, 
(t,“‘“‘} fiir alle rr ES, zerlegen. Insbesondere gilt also pv” E C,p C .HvU fiir 
p = 1, 2, 3. Wegen N(C;(‘), Lv) = {tr”‘, trt3’} folgt HF(‘)(pr(‘), t,““‘, trt3’) < 
L,(p;(l), py , p;@‘) fiir alle v E N3 und 7~ E S, . Nach Lemma 3 und Lemma 2 
existieren h < tc in N3 mit H~“)(p~“‘, tT(‘), tTt3)) < H,“(“(P,“‘~‘, tIc2’, tzt3’) 
fiir alle r ES, . Durch Zusammensetzen der Homomorphismen ergibt 
sich der Widerspruch LA(pA1, ph2, pn3) < LK(pK1, pK2, pK3). 
LEMMA 10. Der zusammenhiingende Graph G(p1,p2,p3) habe keine der 
Eigenschaften TI bis T4 und fiir alle p, k’ mit 1 < p <p’ < 3 sei 
[P”, au’1 $ K(G). 
Dann gilt G(pl, p2, p”) > V, . 
Da der Beweis von Lemma 10 etwas langwierig ist, wollen wir, urn den 
Gedankengang nicht zu unterbrechen, unter Voraussetzung der Richtig- 
keit von Lemma 10 zungchst den Beweis von Satz 1 zu Ende bringen. 
Nach (3) und (4) erfiillt der Graph L,(p:, pv2,py”) ftir fast alle v E N 
die Voraussetzungen von Lemma 10. Nach Lemma 10 existiert also ein h 
mit L,,(pA1, pA2, pn3) > V, . Nach Bestimmung der Funktion g gilt dann 
LA(PA~, PAN> pn3) < H&,(t,lo, 2 t;(,, > b2 ocn, ). Fiir die Komponente C von 
H o(n) - GA, 9 t,2d, w&he GA, enthglt, gilt N(C, Ho(,)) = (tl Q(h) 9 &,>.ll 
Durch Zusammenziehen von C auf b,lo, erkennt man dann 
Hodbh , bh) > W@, 0 
wobei V,< aus dem V, durch Weglassen zweier benachbarter12 Kanten 
entsteht und [a, a’] $ K(V,<) ist. Nach Bestimmung der Funktion f gilt 
H,c,,(bi,,, , b$,,) < GK(aK1, ax2), wobei K : = f( g(h)) gesetzt wurde. So- 
mit ergibt sich GK(aK1, a,“) > Vs<(a, a’). Da [a,‘, a,“] E K(G,), aber 
[a, a’] $ K(V,<) gilt, folgt hieraus sogar G,(a:, a,“) > V,-. Dies ist aber 
ein Widerspruch zu G, E 52. 
Wir wollen nun den Beweis von Lemma 10 nachholen. Sei 
G(pl, p2, p”) 2 V4 ein zusammenh%ngender Graph, in dem keine zwei 
der Ecken p” (,u = 1,2,3) benachbart sind; G(pl, p2, p3) habe keine der 
Eigenschaften TI , T2 , T3 . Wir werden beweisen, da13 G(pl, p2, p3) dann 
die Trennungseigenschaft T4 besitzt. 
Dazu zeigen wir zuniichst, daJ ein Kreis R in G existiert, auf dem pl, p2 
I= {t’ sc~, $$)I ist Per definitionem eine minimale die Ecken b&, und 6io, trennende 
Eckenmenge in f&(h) . 
I2 D.h. mit einem gemeinsamen Endpunkt. 
WOHLQUASIGEORDNETE KLASSEN ENDEICHER GRAPHEN 1119 
tmd p3 liegen. Da G(pl, p2, p3) nicht TI hat und [p”, p”i$ X(G) ist, gibh es 
nach dem Satz von Menger einen Kreis 4;1’ durch pz und p3. em p1 
nicht auf R’ hegt, betrachten wir die Komponente C van G - E(X) 
welcher pl hegt. Da G(p1,p2,p3) + V4 ist, falgt j N(C, G) < 2. 
G(p1,p2, p3) nicht TI hat, ist / iV(C, G)] > 2, also / ?I(C: G)] = 2 und es 
sei etwa B : = N(C, G) = (bl, P). Nehmen wir an, es ist B n (~9, p3> = 
und diese Ecken liegen in der Reihenfolge p2, bl, p”, b2 auf dem Kreis 
Da G(p”, p2, p3) nicht T, hat, verteilen sich die &ken pz, ~9, p3 auf hbch- 
stens zwei verschiedene Komponenten Van G - B. Da C eine 
nente van. G - B ist, die zwar pl, aber weder p2 no& p3 enthalt, 
und p3 in derselben Komponente von G - ( 
wa G(pl, ~9, p3, F) > V4 , im Widerspruch zur Voraussetzung. Also ist 
n (p”, p”> f m oder diese Ecken hegen in der Reihenfolge pz, b’, bZ, p3 
(bzw. pz9 b2, bl, p3) auf R’. Es kann wegen TI keine Ecke geben, die p1 von 
B trennt, da sie such p1 voaa p2 oder p3 trennen wiirde. Also existieren 
nacb dem Satz van Menger zwei bis auf den gemeinsamen Endpunkt pp 
disjunkte Wege von pl nach B. arm existiert aber au& em 
durch pl, p2 und p3. 
Fur drei verschiedene Ecken el, e2, e3 von sei Eel, e2, e”] bzw. 
R[el, e2, e3] der Weg auf R zwischen e1 und e3, welcher e” enthalt bzw. 
e2 nichh emhalt. Sei R[pl, p”] := R[pl, p2, $1; weiterhin benutzen wir 
R[pr, p”) := R[pl, p”] - {p”> und ahnliche Schreibweisen. Seien D und 
II’ disjunkte Eckenmengen von R; dann nennen wir jeden Weg in 6, van 
dessen Endpunkten der eine zu D, der andere z-u D’ gehijrt und der sonst 
keine Ecke oder Kante mit R gemeinsam hat, eine Sehne ~w~sc~e~ D 
und E3’. 
Als nachsten Schritt zeigen wir 
): Wem die vier verschiedenen E&en ~2, a2, a3 md a4 in dieser 
~eihe~f~~g~ auf R liegen und Sehnen zwisehen a1 und a3 und zwischen 
a2 md a4 existieren, dann gibt es p, p’ (1 <p <p’ ,( 3) tnit 
(al, a2, a3, aPI _C E(R[p”, p”‘]). 
erm die beiden gegebenen Sehnen eine Ecke e gemeinsam haben, 
ie Behauptung, da sonst G(pl, p2, p3, e) > V4 w%re. 
lr k&men die beiden Sehnen also als disjunkt voraussetzen. Sei etwa 
p2,p3) und 0.B.d.A. liege a1 auf R($,J?).~~ Nehmen wir an, 
auptung gilt nicht. Dann kiinnen wir a3 E E@(p’, p3, p”)j und 
somit a3 E E(R[p3, p”)) voraussetzen, da sonst a2 und a4 diese 
age zueinander haben. Liege etwa a2 auf @al, pz, a”). Wenn a4 auf 
i3 R&J, p”) bedeutet nicht etwa, da13 die Ecken p1 und p2 im Graphen R ausgezeichnet 
sind, sondern es ist R(p19p2) = R[pl, p”] - Cp”,p2j. 
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R(al,pl, p”) lie@, folgt G(p1,p2,p3, a’) > V, . Wenn a4 zu R[p3, pl, a”) 
gehiirt, ergibt sich G(p1,p2, p3, a”) > V, . Der Widerspruch zeigt die 
Giiltigkeit von (Z). 
G - (p’, p2, p”} ist wegen T3 zusammenhangend. Da keine zwei der 
Ecken p1,p2, p3 benachbart sind, kijnnen wir oJ3.d.A. annehmen, da13 
eine Sehne zwischen R(pl, p2)14 und R(pl, p”] - die Menge dieser Sehnen 
werde mit Wlbezeichnet - und eine Sehne zwischen R(p1,p2) und R(p2,p3] 
existieren ( W2 analog wl>. Fur p = 1,2 sei eu diejenige Ecke aus 
u wswp E(w) A E(R(p”, p3]), welche auf dem Weg R(pfi, p”] am nachsten 
bei p3 liegt; analog sei du die auf dem Weg R(pu, p”‘] am nachsten bei p@’ 
gelegene Ecke aus 
,ip E(w) n E(R(p’, P”)) fur P = 1,2 und (,u, p’) = (1,2). 
Da es nach (Z) keine zwei sich kreuzenden Sehnen geben kann, es sei 
dent-r, daB alle ihre vier Endpunkte zu demselben Weg R[pu, p”‘] gehiiren, 
existieren Sehnen zwischen e1 und d1 und ebenso zwischen e2 und d2. Die 
Eckenmenge (p”, d”} trennt wegen T, die Ecken p1 und p2 nicht; also 
existiert eine Sehne zwischen R(d”, pl, p”) und R(du,p2, p”). Da eine 
Sehne zwischen eu und du existiert, mu13 nach (Z) somit e@ # p3 sein fiir 
p = 1,2. Die Eckenmenge {el, e2, dl) (und ebenso {el, e2, d2}) zerlegt aber 
den Graphen G auf die bei T4 beschriebene Weise. Zunachst ist klar, da13 
es keine Komponente C von G - (el, e2, dl} mit E(C) n {p’, p2, p”} = ,@ 
(also such E(C) r\ E(R) = m) und mit N(C, G) = (el, e2, 8) geben kann, 
da sonst G(pl, p2, p”) > V, ware. Aus den folgenden Feststellungen ergibt 
sich, da13 sich die Ecken pl, p2, p3 auf drei verschiedene Komponenten 
von G - {el, e2, dl} verteilen und da13 such ftir diese Komponenten C 
gilt / N(C, G)] < 2. 
(a) Da e1 und d1 durch eine Sehne verbunden sind, existiert nach (Z) 
keine Sehne zwischen R($, pl, dl) und R(el, p3, d’). 
@) Da e2 und d2 durch eine Sehne verbunden sind, existiert nach (Z) 
keine Sehne zwischen R(el, p3, e”) und R(e2, p2, d2). Nach Definition der 
Ecken e1 und e2 existiert keine Sehne zwischen R(el, p3, e2) und R(pl, p”) 
(also erst recht such keine Sehne zwischen R(el, p3, e2) und R[d1, p3, d2]15). 
(Wegen (Z) liegen die Ecken dl, d2 in der Reihenfolge pl, 8, d2, p2 auf R.) 
(y) Da eine Sehne zwischen e2 und d2 existiert, gibt es keine Sehne 
zwischen e1 und R(e2, p2, d2). Nach Definition von d1 existiert keine Sehne 
I4 Genauer E(R(p1,p2)). 
I5 Falls d1 = d2 ist, bedeute dieser Ausdruck einfach dl. 
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zwischen e1 und R(#, pl, p”). Somit gibt es keine Sehne zwischen $ un 
Rfe2, p2, di). 
Also hat G(pl, pz, p3) die Eigenschaft T4 und Lemma IO ist bewiesen. 
Wir wollen nun noch eine einfache Folgerung aus dean Satz von Kruskal 
(in der bei Kruskal [6] angegebenen Form) ziehen. Hierzu zun2chst einige 
Vorbemerkungen. 
Es sei eine quasigeordnete Menge (Q, <) gegeben. Fiir zwei A’obil- 
dungen $ E(G) + Q und f I: E(G’) + wobei G und 6’ 
bedeuten, definieren wir eine Relation c-lurch die Festlegun 
genau dann, wenn eine Einbettung i vora G’ in G existiert mitf’(a) < f (i(G)) 
fur alle a f E(G’).16 Diese Relation < ist wieder eine Quasiordnung. 
(Wir betrachten zwei Funktionen fund f’ genau dann als gleich, wenn 
G = 6’ ist und f undf’ auf IT(G) iibereinstimmen. DemgemaB schreiben 
wir such f: G + Q.) Hieri.iber gilt nun der 
SATZ VOX KRUSKAL [4]. Wenn Q wqo ist, v&d die Klasse u&r 
Abbikdmgen f: B ---i’ Q; wobei B irgendein &mm ist (variabei!), dm~h die 
oben de@ierte Relation < wqo. 
(Dieser Satz l%t sich leicht such mit Hilfe der Methode van Nash- 
Williams ES] beweisen.) 
Nach Lemma 1 ergibt sich hieraus sofort: Wem wqo ist, wire’ die 
KImse aider Abbildungen$ W + Q, wobei W irgendein W&d ist, durch die 
obetz dej?nierte Relatiotz < wqo. 
Hieraus fo!gt leicht 
SATZ 2. Die Klasse ‘%& aller endlichen n, die hiichstens n 
(ecken-) disjunkte Kreise enthalten, wird durch (PI natiirliche Zahl), 
Beweis. Nach [I] existiert eine nattirliche Zahl r(n), so da13 jeder Graph 
aus%@, durch Wegnahme von hachstens r(n) &ken zu einem Wald wird, 
e&a&ten wir nun eine Folge 6, (V E N) VQII Graphen aus n; dabei 
k&men wir voraussetzen, dab 1 E(G,)j > r(n) ftir alle v E $7 gilt. Es existie- 
ren dann also Ecken a,‘,..., a;(n) in G,, , so dafj WV : = 6, - (a,l,..., ,Qn)) 
keinen Kreis enthalt. Es gibt dann ein NI _C N, so dab fur alle v, ye N, 
gilt (GJ(a,l,..., a:‘“‘)])(a,l,..., a;‘“‘) g (GU[(uF1 ,..., az’“‘>])(a,L ,..., a;‘“)). Als 
I6 Dies sol1 bedeuten: i(u) gehiirt znm Detiitionsbereich von f rind es gilt f’(a) < 
f@(a)). Somit ist also erst recht G’ < G. 
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wqo Menge Q nehmen wir die Menge aller r(n)-Tupel, die sich aus den 
beiden Zahlen 0 und 1 bilden lassen, mit der Relation < definiert durch 
(Xl ,--., x,(,)) < (y, ,..., y++)) genau dann, wenn x, < yU fur alle 
p = l,..., r(n) gilt. Fiir v E N definieren wir nun eine Funktionf, : WV -+ Q 
auf folgende Weise: Ftir a E E(W,) sei die k-te Koordinate des r(n)-Tupels 
f,(a) E Q genau dam gZeich 1, Wenn [a, a,“] E K(G,) gilt. Wir betrachten 
nun die Folge fV (v E NJ. Nach dem Satz von Kruskal existieren h < K 
in IV1 mit fA < fK . Die Relation fn <fK bedeutet aber, da13 es eine Ein- 
bettung i von W,, in W, gibtl7 mit der Eigenschaft: Wenn fi.ir a E E( WA) 
gilt [a, ahk] E K(G,), dann ist such [i(a), a,“] E K(G,). Nach Bestimmung 
von NI ergibt sich hieraus GA < 6,. 
LITERATUR 
1. P. Enoijs UND L. P&A, On the independent circuits contained in a graph, Canad. 
J. Math. 17 (1965), 347-352. 
2. R. HALIN UND H. A. JUNG, ijber Minimalstrukturen von Graphen, insbesondere 
von n-fach zusammenhangenden Graphen, Math. Ann. 152 (1963), 75-94. 
3. G. HIGMAN, Ordering by divisibility in abstract algebras. Proc. London Math. Sot. 
2 (1952), 326-336. 
4. H. A. JUNG, Anwendung einer Methode von K. Wagner bei Farbungsproblemen 
ftir Graphen, Math. Ann. 161 (1965), 325-326. 
5. H. A. JUNG, Zusammenztige und Unterteilungen von Graphen, Math. Nachr. 
35 (1967), 241-267. 
6. J. B. KRUSKAL, Well-quasi-ordering, the tree theorem, and Vbsonyi’s conjecture, 
Trans. Amer. Math. Sot. 95 (1960), 210-225. 
7. W. MADER, Homomorphieeigenschaften und mittlere Kantendichte von Graphen, 
Math. Ann. 174 (1967), 265-268. 
8. C. ST. 5. A. NASH-WILLIAMS, On well-quasi-ordering finite trees, Proc. Cambridge 
Philos. Sot. 59 (1963), 833-835. 
9. 0. ORE, “The Four-Color Problem,” Academic Press, New York/London, 1967. 
10. W. VOLLMERHAUS, iiber die Einbettung von Graphen in zweidimensionale orien- 
tierbare Mannigfaltigkeiten kleinsten Geschlechts, “Beitrage zur Graphentheorie” 
(Herausgegeben von H. Sachs, H. J. Vol3 und H. Walther), Teubner, Leipzig, 1968. 
11. K. WAGNER, Bemerkungen zu Hadwigers Vermutung, Math. Ann. 141 (1960), 
433451. 
12. K. WAGNER, Beweis einer Abschwachung der Hadwiger-Vermutung, Math. Ann. 
153 (1964), 139-141. 
13. K. WAGNER, Zum Basisproblem fur Graphenmengen, insbesondere ftir die nicht 
in die projektive Ebene einbettbaren Graphen, J. Combinatorial Theory 2 (1967), 
168-185. 
I7 Wobei fiir a E E( WA) such i(a> E E( W,) ist. 
