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chapter 12
Data in the Sciences
Karen Stanley Grigg
THIS CHAPTER PRESENTS an introduction to scientific data and its rele-
vance to librarians and libraries. The characteristics of science data in general, and 
in relation to a number of scientific disciplines, are identified. The disciplines dis-
cussed have been chosen because they demonstrate notable aspects of data man-
agement, either because of the type of data used or because of the requirements 
external agencies place on researchers. Federal funding agencies’ requirements 
for data management and sharing are discussed, along with initiatives to promote 
sharing of data, and notable large datasets and repositories are identified. Though 
the chapter mainly focuses on United States (U.S.) funding agencies, it also lists 
some international archives. Broad discussion of data management in the scienc-
es, and how libraries and librarians can embed themselves in the data lifecycle, 
are presented, along with specific examples of how libraries have become involved 
with research data services. 
Science Data Management—Early 
Adopters
In the United States, federal funding agencies were among the first to issue data 
management and open access policies for their grant recipients. In 2005, the Unit-
ed States National Institute of Health (NIH) created a public access policy that 
encouraged researchers to provide open access to its funded research. In 2007, a 
new NIH Public Access Policy bill was signed by President George W. Bush that 
required the NIH to provide open access to all the research it funded. Investigators 
would now be required to submit their final manuscripts to PubMedCentral, the 
NIH’s open access repository. In 2011, the United States National Science Foun-
dation (NSF) required that all proposals submitted to the NSF must include a data 
management plan of two pages or less. In contrast, other agencies have imple-
mented their data management and sharing policies more recently. For example, 
the Office of Digital Humanities released its data requirements in 2014, and the 
Institute of Museum and Library Services implemented its data management plan 
requirements in 2015.
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Scientific research and researchers have unique characteristics and needs that 
have pushed data management in the sciences to the forefront. One such charac-
teristic of scientific research is that the size of the data presents specific challenges 
for storage and curation. Another unique aspect of scientific research is that some 
disciplines, such as medicine, have special privacy and security concerns. Scien-
tific datasets can be extremely large, often taking up terabytes, even petabytes, of 
storage space. In 2011, Science magazine polled its peer reviewers about the size 
of the datasets used and found that “about 20% of the respondents regularly use 
or analyze datasets exceeding 100 gigabytes, and 7% use datasets exceeding 1 tera-
byte. About half of those polled store their data only in their laboratories—not 
an ideal long-term solution. Many bemoaned the lack of common metadata and 
archives as a main impediment to using and storing data.”1 Additionally, 80 per-
cent said that their institution did not have sufficient funding for data curation.2 
While more recent data was not available, datasets are unlikely to have become 
any smaller. 
Genomics and astronomy generate some of the largest datasets, often reaching 
one or more petabytes (PB). The Sloan Digital Sky Survey, for example, produces 
about five PB a day, and the proposed Large Synoptic Survey Telescope (LSST) will 
record 30 trillion bytes of image data daily from the top of a mountain in Chile, 
a data volume equal to two daily Sloan Digital Sky Surveys.3 Not only can storage 
be a limiting factor, but due to their size, these datasets can be difficult to move to 
remote locations, download, or process. Scientific data are expensive and complex 
to analyze and manipulate, as the data require high performance computer serv-
ers and storage solutions that strain the budgets of individual institutions. These 
servers must manage and transfer petabytes and terabytes of data in distributed 
computing environments, generate simulations, and provide the ability to share 
and transfer large sets of data to remote or local sites. 
Scientific data are often decentralized, generated in a laboratory by many re-
searchers. This dispersion often leads to data being spread across multiple storage 
devices and without a standardized method of naming conventions or metadata. 
Additionally, many of the people in the laboratory producing the data are graduate 
students and postdoctoral researchers, who may take their data with them when 
they leave or leave the institution without a schema to allow those who come after 
them to interpret data results. Those researchers who direct the workflow are not 
necessarily those who produce and manipulate the research data. Because of this 
decentralization, it is crucially important that the researchers create detailed plans 
for data preservation, curation, storage, and metadata conventions in their initial 
data management plan. Creating standardized conventions for file naming and 
formats is important for long-term curation of research data. It is useful for entire 
disciplines to discuss standards, rather than leaving the decisions to be carried 
out institution by institution, in order to enable useful sharing of data between 
researchers. 
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The willingness to openly share scientific data varies by discipline. MacMillan 
states, “Data sharing among the sciences does not have an all-inclusive, uniform 
or over-arching data culture, a function of both values and of sheer quantities and 
types of data produced.”4 
Tenopir et al. surveyed a total of 1,329 scientists in a variety of disciplines 
regarding their data sharing practices and perceptions. Survey data revealed that 
those in basic sciences, such as atmospheric science, environmental science and 
ecology, and biology are cultures that most favor data sharing, while health sci-
ences, computer science, and engineering are disciplines less likely to share data.5 
Disciplines in which data are costly to obtain and store, such as astronomy or 
meteorology, tend to have a culture that favors and encourages the open sharing 
of data.6 Confidential data are a significant concern with medical research in the 
United States and in other countries, and highly competitive disciplines that are fi-
nancially lucrative are likely to be more reluctant to share data.7 While science data 
share some commonalities, large size and production in laboratory environments 
among them, individual scientific disciplines have varying characteristics and at-
titudes towards sharing data. This chapter focuses on some of the major scientific 
disciplines that have unique datasets, funding agency requirements, or challenges 
with analyzing, storing, and sharing data. As science librarians should become 
familiar with the major datasets and repositories in their subject areas, this chapter 
lists some of the major data repositories for each discipline. 
Genomics/Biomedical Sciences
Genomics datasets require a massive amount of storage space and are expensive to 
sequence and store. An early genomic project that garnered much attention is the 
Human Genome Project, which mapped the “human genome” and was declared 
complete in 2003. The field of Bioinformatics has emerged in order to deal with the 
complexity of organizing and analyzing genomic data. 
Though the cost of DNA sequencing is high, it has decreased sharply due to 
the increase over time in computing power. In 2009, the average raw genome cost 
$154,714 to sequence. In 2014, the cost had dropped to $4,905.8 As cloud storage 
solutions become increasingly common, the cost of sequencing raw genomic data 
will continue to decrease, though cloud solutions must guarantee data security for 
wide scale adoption to be possible. Some non-commercial cloud data solutions 
include Bionimbus Protected Data Cloud (PDC), an open source cloud-comput-
ing platform developed at the University of Chicago, and NCI Cancer Genomics 
Cloud Pilots, an NIH trusted partner. Commercial cloud computing solutions in-
clude the Amazon Web Services Cloud and the newly released Google Genomics 
Cloud Platform.
Biomedical human research presents many barriers to creating a culture of 
data sharing. Due to privacy concerns, researchers are often reluctant or unable to 
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make their data publicly available. A study on gene sequence data articles published 
between 2006 and 2009 showed that cancer researchers who use human subjects 
tended to not share their datasets, and only a fourth of the studies had stored their 
raw data in repositories. Data sharing was more prevalent when studies were fund-
ed by NIH, and thus were covered by the NIH Data Sharing Policy.9 A more recent 
survey of biomedical researchers in the U.S. Southwest confirmed that about 88% 
of respondents agreed with the NIH Resource Sharing Plan, and over half would 
be likely to participate in a virtual biorepository of human cancer biospecimens.10
Genomics and Biological Sciences Datasets/Repositories
• 1000 Genomes (http://www.ncbi.nlm.nih.gov/geo/): Launched in 
2008, this international project is a catalog of human genetic variation. 
Scientists have sequenced genomes of over a thousand participants in a 
variety of ethnic groups. 
• Entrez Databases (http://www.ncbi.nlm.nih.gov/genbank/): Entrez is a 
web portal that consists of a number of health sciences databases at the 
National Center for Biotechnology Information (NCBI) web site. Entrez 
provides a federated search engine that allows users to search across all 
databases. 
• National Center for Biotechnology Information (NCBI)’s Gene Ex-
pression Omnibus (NCBI GEO) (http://www.ncbi.nlm.nih.gov/geo/): 
One of the NCBI databases and an international public repository for 
functional genomic datasets. 
• GenBank (http://www.ncbi.nlm.nih.gov/genbank/): GenBank, another 
NCBI database, is an annotated collection of all publicly available DNA 
sequences. 
• The cBio Cancer Genomics Portal (http://cbioportal.org): This portal 
is an open access repository that provides access to large-scale cancer 
genomics datasets. 
• Dryad Digital Repository (http://www.datadryad.org/): Dryad is a 
scientific data repository that makes the data corresponding to sci-
entific journal articles available and re-usable. Authors, journals, and 
publishers can facilitate data archiving at the time of article publication 
and receive a permanent Digital Object Identifier (DOI), which can be 
included in the published article. 
Astronomy
Astronomical research, like genomics, produces large amounts of data and can 
create great challenges for processing and archiving. Telescopes are becoming 
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larger and more sophisticated than ever before. In a 2012 interview, Alberto Conti 
explained: 
Over the past 25 to 30 years, we have been able to build 
telescopes that are 30 times larger than what we used to be able 
to build, and at the same time our detectors are 3,000 times 
more powerful in terms of pixels. The explosion in sensitivity 
you see in these detectors is a product of Moore’s Law—they 
can collect up to a hundred times more data than was possible 
even just a few years ago. This exponential increase means that 
the collective data of astronomy doubles every year or so, and 
that can be very tough to capture and analyze.11
Astronomy has long fostered a culture that is receptive and proactive in 
terms of data sharing, and, indeed, there are a number of large open access data-
sets. Norris discusses the culture of sharing in astronomical research: “Because 
the advance of astronomy frequently depends on the comparison and merging 
of disparate data, it is important that astronomers have access to all available 
data on the objects or phenomena that they are studying. Astronomical data 
have therefore always enjoyed a tradition of open access, best exemplified by the 
astronomical data centres, which provide access to data for all astronomers at 
no charge.”12
a. Managing and archiving these large databases is often difficult due to 
understaffing, which makes the creation of metadata challenging. Other 
issues include a lack of standardization of formats, inadequate nomencla-
ture, and the fact that many of the classic, seminal articles in astronomy 
have not been converted to electronic formats.13 As so much astronomy 
discovery depends on the collaborations of astronomers internationally, 
common data standards and formats have been necessary in order to pro-
cess and make sense of data from a variety of observatories and labora-
tories. Community standards have been developed to handle large-scale 
astronomy projects. For example, the Flexible Image Transport System 
(FITS), published in 1981, is the standard format for the interchange of 
astronomical images and arrays. 
Astronomy Datasets/Repositories
• The Sloan Digital Sky Survey (http://www.sdss.org): This project has 
detailed three-dimensional maps of the Universe, containing images 
of one third of the sky. It also contains spectra for over three million 
astronomical objects. 
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• Earth Observing System Data and Information System (EOSDIS) 
(https://earthdata.nasa.gov/about-eosdis): Processes, archives, and 
distributes data from a large number of Earth observing satellites and 
represents a crucial capability for studying the Earth system from space 
and improving prediction of Earth system change. EOSDIS consists of a 
set of processing facilities and data centers distributed across the United 
States that serve hundreds of thousands of users around the world.
• NASA Space Science Data Coordinated Archive (http://nssdc.gsfc.nasa.
gov/): NASA’s archive for space science mission data, 
• NED: NASA/IPAC Extragalactic Database (https://ned.ipac.caltech.
edu/): This site collects and distributes astronomical data worldwide, for 
millions of objects outside the Milky Way galaxy and connects the pub-
lic to observatories around the world and makes use of data collected 
from powerful telescopes. 
Chemistry
Chemistry research data management practices have lagged behind other disciplines 
for a variety of reasons. Often, the research work of chemists takes place at the lab 
group level, and is guided by academics who must focus on managing the project 
rather than interacting directly with the data. This lack of hands-on contact with the 
laboratory’s data can result in differing opinions among chemists on standards for 
data management. Chemists often store data in formats that are subject to technolog-
ical obsolescence, and labs rarely create metadata for research. As graduate students 
and junior researchers leave for other institutions, data and knowledge become lost.14 
While researchers in fields such as astronomy and physics are organizing and 
storing their data on a cross-institutional basis, partially due to the expense of 
equipment, chemistry is still largely campus-based, and faculty often believe their 
field is slow to innovate.15
Given that the culture of chemistry is more campus-based and less collabora-
tive, chemists are less likely to value sharing their data than researchers in disciplines 
such as astronomy and geology. In a 2011–2013 study of their research support 
needs, 67% of interviewed chemists surveyed responded that they had never utilized 
an online repository, though many did state that they would be more likely to do so if 
mandated by their institution.16 While chemists tend to not openly share their data, 
they do frequently make their data available to colleagues when requested.17 
Chemistry Datasets/Repositories
• Cambridge Structural Database (http://www.ccdc.cam.ac.uk/about_
ccdc/): The Cambridge Crystallographic Data Center (CCDC) compiles 
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this database, which is an international repository of organic and met-
al-organic crystal structures obtained via experimental data.
• Chemical Synthesis Database (ChemSynthesis) (http://www.chemsyn-
thesis.com/): ChemSynthesis is an open access chemical database. It 
contains physical properties of over 40,000 compounds and over 45,000 
synthesis references. 
• ChemXSeer (http://chemxseer.ist.psu.edu/): Hosted and administered 
by Pennsylvania State University, ChemxSeer is an integrated digital 
library and database that hosts published articles and experimental data 
obtained from chemical kinetics.
• PubChem (http://pubchem.ncbi.nlm.nih.gov/): From the U.S. Nation-
al Center for Biotechnology Information of the National Institutes of 
Health (NIH). This database provides chemical information on the 
biological properties and activities of small molecules. It is organized as 
three linked databases within NCBI’s Entrez Information Retrieval system. 
U.S. Federal Agency Requirements on 
Data Management and Data Sharing†
As previously discussed, given that scientific researchers have varying approaches 
to sharing data, and that scientific data can be large and complex, the impor-
tance of data sharing to further development and expansion of research ensures 
that data sharing matters to federal agencies. Scientific federal agencies were the 
first to impose requirements for data management and sharing. The three feder-
al agencies with the largest research and development budgets are the National 
Institute of Health, The National Science Foundation, and the Department of De-
fense.18 This section discusses the requirements from these three agencies, as well 
as from other important federal granting agencies that support scientific research.
The first federal funding agency to develop and implement a data sharing 
policy was the National Institute of Health in 2008. In this public access policy, 
scientists funded by NIH grants are required to submit their final peer-reviewed 
journal manuscripts to PubMed Central immediately upon acceptance for publi-
cation. Increasingly, journals are now automatically submitting these publications 
to PMC on behalf of authors. However, authors can upload manuscripts them-
selves via the NIH Manuscript Submission (NIHMS) system, which submits arti-
cles to PubMedCentral. 
Additionally, researchers who submit an application seeking $500,000 or 
more in NIH funding for a single year must include their plan for data sharing, or, 
if data sharing is not possible, their reasons for not sharing. NIH states that “data 
† U.S. policies and agencies have been mainly discussed, as the author is most 
familiar with them. The situation in other countries will vary.
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intended for broader use should be free of identifiers that would permit linkages 
to individual research participants and variables that could lead to deductive dis-
closure of the identity of individual subjects.”19
In January 2015, the NIH-instituted Genomic Data Sharing (GDS) Policy be-
came effective, and it applies to all NIH-funded research that generates large-scale 
genomic data. All researchers applying for NIH grants where large-scale genomic 
data will be generated must create a Genomic Data Sharing plan in their proposal 
and outline in the budget section of their application the resources they will need 
to prepare the data for submission to the appropriate repositories. If the sharing of 
human data is not possible, applicants should provide a justification as to why the 
data cannot be shared. 
Following on the heels of NIH, in 2011 the National Science Foundation 
(NSF) began requiring that researchers submit a two-page data management plan 
as part of each funding proposal. This data management plan must include infor-
mation about the types of data to be gathered, the metadata standards to be used, 
the policies and provision for reuse, and plans for long-term archiving. Although 
the NSF has guidelines for archiving, saving, or providing of samples, collections, 
or research data, it does not mandate how these practices should be done. 
The Department of Defense (DoD) has released a draft of its proposed public 
access plan, which requires that all proposals for research funding include a data 
management plan, as well as the deposit of metadata for all created datasets to the 
Defense Technical Information Center (DTIC.) Other federal funding agencies 
with data management mandates or guidelines include the Environmental Protec-
tion Agency, the Department of Energy, National Aeronautic and Space Agency, 
and the National Oceanic and Atmospheric Administration.
In March 2012, the Obama-Biden administration rolled out the Big Data 
Research and Development Initiative from the Office of Science and Technolo-
gy Policy (OSTP), which will invest $200 million to store and provide access to 
large collections of digital data. This effort involves Defense Advanced Research 
Projects Agency (DARPA), the NIH, and the NSF. Some of the initiatives include 
a partnership between the NIH and Amazon Web services to host the 1,000 Ge-
nomes Project data on Amazon Web Services, grants for “EarthCube” (a collab-
orative partnership between the U.S. National Science Foundation’s Geosciences 
Directorate (GEO) and the Division of Advanced Cyberinfrastructure (ACI) and 
DARPA’s XDATA, which develops computational techniques for analyzing large 
volumes of defense data. 
Science Librarian Support for Data Management
Given the increasing emphasis of data management practices in the sciences, the 
Association of Research Libraries (ARL) began to discuss the roles that libraries 
might take as partners in research in the mid-2000s. In 2006, ARL hosted a work-
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shop funded by the National Science Foundation to discuss and explore the roles 
academic research libraries could serve in order to partner with organizations in 
the science and engineering research lifecycle. A subsequent report (To Stand the 
Test of Time: Long Term Stewardship of Digital Data Sets in Science and Engineer-
ing) presented recommendations for data stewardship.20
Furthermore, a survey of science librarians at ARL member institutions in 
2012 asked respondents about participation in data management and data re-
positories. The survey showed that 8% of respondents’ institutions accepted and 
stored data, and 11% indicated that the institution was working on implement-
ing a repository. Thirty-two percent indicated assistance with data management 
was available, and 24% responded that librarians offered data management plan 
consultations. Forty-four percent of respondents indicated that their job duties 
included working with institutional/data repositories or data management, with 
17% indicating that these duties were forthcoming.21
Librarians knew that data services were a newly emerging role and oppor-
tunity but were grappling with the scope of what could and should be done. The 
gradual emergence of federal agency requirements provided a framework of cur-
rent and future services libraries could provide. As science funding agencies, such 
as the NLM and NIH, are increasingly mandating data management plans and 
data sharing, science librarians have a unique opportunity to participate in library 
efforts to develop and define data management and support services at academic 
research institutions. 
Research Data Management Lifecycle
It is helpful for librarians, in planning support services, to consider the research 
data management lifecycle. This basic model† shows the research lifecycle as an 
iterative process with many points of opportunity for libraries to provide services 
and guidance to researchers. Most scientists begin by formulating and refining a 
research question while consulting previous studies via journal articles and data 
analysis. Librarians have long been involved in this stage of the research project, 
assisting researchers with locating appropriate background information, scholarly 
journal articles, and datasets, which is the data search/reuse stage of the research 
data management lifecycle. Assisting users with literature reviews and finding in-
formation has been the specialty of the liaison, and liaisons should become fa-
miliar and knowledgeable about locating data in their subject areas. The library 
may have a data services librarian who specializes in locating data in a variety of 
† This model has been formulated in various ways. In brief, the idea is that a 
data management plan needs to take into account initial research, data col-
lection, documentation, analysis, storage and archiving, discovery, and reuse 
(which starts the cycle over again). See a version of the lifecycle at http://
guides.library.ucsc.edu/datamanagement/.
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disciplines, but the liaison is often the first point of contact and should have some 
background knowledge. Liaisons often focus on serving faculty individually but 
may also embed themselves in a laboratory at the beginning of a research project. 
When the research question has been formulated, and the initial data has 
been gathered, researchers are often required by the funding agency to create a 
data management plan. Even when such a plan is not required, librarians should 
emphasize the importance of going through the exercise. Many libraries are of-
fering assistance with data management plans by offering information on data 
management tools, locating standards for different agencies, and even providing 
assistance in the writing of these plans. 
During the data storage phase, as well as the archival phase, libraries can pro-
vide services such as advising on best practices in organizing, naming, and storing 
research data. Science librarians should take leadership in advising researchers 
on current standards for metadata and file naming in relevant subject areas, such 
as the Darwin Core and Integrated Taxonomic Information System (IT IS) for 
Natural History, the Standard for the Exchange of Earthquake Data (SEED) for 
Earth Sciences, and the Geospatial Interoperability Framework (GIF) for Geo-
graphic and Geospatial Data. Librarians already possess skills in organization and 
description of materials, and development and assistance with metadata are an 
opportunity to offer a valuable service to researchers and stay relevant in the uni-
versity setting. 
Institutional and Other Repositories
Given the role libraries already serve in hosting and offering research materials to 
the university, they are well positioned to offer services for storing, hosting, and 
archiving scientific research data. Many libraries are already offering institutional 
repositories to host manuscripts, so hosting, storing, and sharing researcher data 
are natural extensions. However, libraries with limited budgets and staff are fre-
quently unable to take on this major commitment, and certainly should not try 
to if a long-term commitment is not possible. When libraries cannot store data 
internally, librarians should advise and guide researchers to the appropriate repos-
itories for storing their data, and liaisons should become familiar with repositories 
in their subject areas. 
Dedicated Professional Staff
Some libraries have dedicated data services librarians who work with all the col-
leges and departments who produce data. These librarians work closely with In-
formation Technology staff, faculty, and other relevant library staff to provide a 
central source for data management and support initiatives. Other libraries do not 
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have a centralized research and data support librarian, and, hence, have distributed 
data support work among liaisons, technical services, and library IT staff. Though 
libraries without dedicated research and data support librarians and with a small 
staff may have to scale down the services that can be provided to institutional re-
searchers, it is important for the library to define the needs of the researchers, to 
define the capabilities of library staff, and to begin to make strategic decisions as 
to what the library can offer. Administrators considering library-wide initiatives 
should assess the feasibility of having dedicated positions for data support. 
Subject Guides
Many academic libraries have created subject guides specifically on data man-
agement to assist campus researchers in all areas of data, from discovering exist-
ing datasets, to working with data management plans and tools, to finding sub-
ject-specific repositories. Researchers, however, may not discover these guides 
unless they are heavily marketed and easy to locate from library web sites. Science 
librarians should make sure that these subject guides are presented to their affili-
ated departments. 
Assessment
Before undertaking wide-scale data management services, it is important to as-
sess the needs and practices of researchers across campus. Assessment tools (such 
as survey instruments, focus groups, and interviews) can be used to determine 
how faculty in different departments are approaching creating data management 
plans and processing and storing research data, and to identify their attitudes and 
practices when it comes to sharing data. Researchers in departments can indicate 
which services both in the library and also throughout campus would be valuable. 
Partnering across the Organization
Librarians involved with data services and management should also identify other 
campus entities that are already providing data management assistance and reach 
out to these offices and offer to partner.† Many times, research faculty are not 
aware of all the services available to them on campus, and the library can serve a 
valuable role in marketing and communicating on behalf of these entities. A few 
examples demonstrate how university libraries are participating in providing data 
management services and resources to researchers. These efforts are not specifi-
† For more information and examples on collaborative support for research data 
management initiatives, see the chapter in this volume by Hofelich Mohr, 
Johnston, and Lindsay called “The Data Management Village.”
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cally limited to science data, but science librarians can use these models as starting 
points in their own efforts to provide data support.
Purdue University took an early leadership role in offering data services to its 
researchers, focusing initially on science and engineering research. Through an 
initiative that evaluated interest in collaborating with researchers, the results led 
to the creation of a full-time data research scientist position.22 Purdue built a data 
curation profiles toolkit that provides a snapshot of the researcher’s data at any 
given time. Additionally, in 2011, the university launched the Purdue University 
Research Repository (PURR), which provides a collaborative, virtual research en-
vironment and working space enabling researchers to create a data management 
plan, upload research data, and publish datasets.
In 2009, Georgia Tech decided to assess data management practices on cam-
pus in advance of the upcoming NSF requirement for data management plans. At 
that time, 40% of researchers surveyed believed that creating data management 
plans was unnecessary, and 47% indicated that they did not know much about 
data management. Seventy-three percent were interested in data storage and pres-
ervation assistance, and 40% were interested in information about developing data 
management plans.23 As a result, Georgia Tech now offers assistance with data 
management plans, allows data to be included in SMARTech (Georgia Tech’s in-
stitutional repository that is comprised of many different communities and collec-
tions), and offers a “Data Management Planning” course to help satisfy Georgia 
Tech’s “Responsible Conduct of Research Compliance Policy.”
The Johns Hopkins Libraries, in response to big data challenges, developed 
and implemented Data Management Services in 2010, which provides data man-
agement planning support, data consulting, and archival services across disci-
plines. Researchers can use the JDH Data Archive to store their data if no other re-
positories are available. The consultants work with researchers to determine their 
data management needs (how they are planning to manage, store, and share their 
data) and advise on metadata standards. 
The University of Virginia Library’s Research Data Services provides exten-
sive and robust data management services to campus researchers. One of the orig-
inal contributing institutions in the development of the DMPTool, which provides 
templates for major funding agencies’ required formats for DMPs. In addition, 
librarians offer data management workshops to researchers and are available to 
help with data management plans for all University of Virginia researchers. The 
StatLab provides consulting and workshops for researchers on using statistical 
methods and software. 
Health Science librarians are keenly poised to assist researchers with NIH 
compliance issues. Duke Medical Center Library started monitoring the NIH 
Public Access policy in 2006 and created a web-based guide to inform researchers 
on how to comply. Librarians reached out to key research offices around campus 
and were given the ability to take the lead on addressing researcher compliance. 
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NIH has created the Public Access Compliance Monitor (PACM), an online sys-
tem that lists citations found in PubMed citing grants that should fall under the 
NIH Public Access Policy. Librarians can download reports of non-compliant PIs; 
researchers who are out of compliance are individually contacted by the library 
about their compliance issues, given instructions on how to comply, and given 
contact information so that they can work with librarians to get assistance on up-
loading manuscripts and other required functions. All library staff receive training 
in order to handle basic compliance issues, and a core team is available for more 
complex problems. 
Science librarians who want to add data support to their job descriptions 
should begin by assessing the needs of their departments and researchers. Meet-
ing department heads and head researchers, talking with graduate students, and 
finding out what services and dedicated staff already exist in each department is 
important in order to ascertain what service gaps may exist. Important types of 
information to gather include types and formats of data generated, storage and 
backup practices, methods used to organize data, whether data management plan 
help is needed, sharing habits, and identification of units across campus that assist 
researchers in their departments. Social science data librarians wanting to expand 
their services to include science data can partner with science librarians, who can 
provide subject expertise, knowledge of research practices, and connections to key 
contact people, even if these science librarians lack expertise in data management 
and support. 
Due to the increasing complexity and expense of working with scientific re-
search data, along with the push towards making publicly funded research avail-
able to all, scientists are straining to keep abreast of agency policies, data manage-
ment plan creation, compliance, metadata standards, and all the other aspects of 
research data management that compete with their other duties in the laboratory 
and the classroom. Librarians have the organizational and, often, the technical 
skills to be valuable partners with our researchers to assist with their data service 
needs. Even smaller libraries with scant budgetary resources can develop exper-
tise in helping researchers write data management plans, develop helpful guides, 
and connect their researchers to the appropriate data repositories. Finally, as data 
are becoming increasingly important as resources for scholarly research, science 
librarians should become familiar and keep current with the major datasets and 
repositories in their subject areas. 
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