Abstract-A new model has been established in the domestic pig for neural prosthetic device development and testing. To this end, we report on a complete neural prosthetic developmental system using a wireless sensor as the implant, a pig as the animal model, and a novel data acquisition paradigm for actuator control. A new type of stereotactic frame with clinically-inspired fixations pins that place the pig brain in standard surgical plane was developed and tested with success during the implantation of the microsystem. The microsystem implanted was an ultralow power (12.5mW) 16-channel intracortical/epicranial device transmitting broadband (40kS/s) data over a wireless infrared telemetric link. Pigs were implanted and neural data was collected over a period of 5 weeks, clearly showing single unit spiking activity.
I. INTRODUCTION
M ODERN medical device development has improved the lives of countless injured or diseased individuals. For example, more than 400,000 cardiac pacemakers are implanted every year in the U.S. (>4 million implanted in total) [1] ; over 200,000 total hip replacements trade titanium for bone, allowing people to walk and run again after traumatic limb injury. Developers of these devices (and myriad others) were confronted by challenges unable to be first addressed in humans directly. Instead, animal surrogates were used to validate the longevity, mechanical stability, biocompatibility, and ultimately efficacy of these devices. Without appropriate models it is unknown how long the translation process would have been from concept, to experimentation, and eventually, commercialization. Brain-machine interfaces (BMIs) are no different; they hold the potential to increase dramatically the quality of life for individuals suffering from brainstem stroke, advanced ALS, locked-in syndrome, and they face the same translational and development challenges.
For centuries, the preferred animal species for the field of neuroscience have been both rodents and primates. In rodents, neuroscientists gained incredible control over gene expression as early as 1974 [2] , which led to fundamental breakthroughs in basic architecture and chemical signaling in cortical circuits. However, the morphology (lack of gyral patterns and size) of the rodent brain has prevented it from being a particularly good comparison to the human brain for University, Providence, RI 02912 USA david borton@brown.edu many research directions. Non-human primates are regarded as the penultimate animal model for neuroscientific study and have been used extensively in the studies of higher cortical processing and neurological disease treatment. However, it is exactly their closeness to humans that can make working with monkeys ethically complicated and costly.
Indeed, there is a critical need for a large animal model with complex sulcogyral topography and ethically more acceptable for study. Within other research areas, such as toxicology (Lehmann, 1998), diabetes (Larsen and Rolin, 2004) and experimental surgery (Richer et al., 1998), the use of swine has increased dramatically over recent decades. The emergence of pig experimental models reflects the considerable resemblance of the pig to the human neuroanatomy and physiology. In addition, pig is widely available due to commercial production, leading to development of standardized laboratory pigs. These have considerable ethical and economic advantages over primates. An extensive evaluation of pigs in neuroscience was recently compiled [3] and provides and excellent comparison between commonly used species used in neuroscience.
This paper presents a novel use of laboratory pigs as a model for neuroprosthetic device development. We employ the pig model to (a) evaluate a previously published ( [4] , [5] , [6] , [7] ) wireless cortical interface (Brain-Implantable Chip, BIC) developed over the last six years in our lab to record broadband neural data from shallow cortical circuitry (1mm); (b) evaluate a system of in-house electronics aimed at on-chip synthesis for neural data processing and prosthetic control -a system labeled Embedded System for Prosthetic Application; and (c) evaluate longevity, efficacy, and mechanical stability of the implant in statistically significant numbers, unachievable by number in primates and relevancy in rodent studies. This paper is organized into the following sections: Section II elucidates the design of a new pig stereotactic apparatus and its use in our device development studies. Section III describes the fully implantable wireless neural recording platform employed in this study including design choices, the fabrication process, and packaging challenges. Section IV introduces a platform on which to build mutable data processing algorithms, decoders, and actuators for neural prosthetics.
II. DEVELOPMENT OF A LARGE ANIMAL STEREOTACTIC FRAME
A. A brief history Scientists and philosophers have for centuries been attempting to visualize and understand the architecture of the An image of the large animal stereotax frame developed in conjunction with surgeons and machinists at a local precision machineshop. Longitudinal bars are standard Kopf dimensions with custom supports (purple) to accommodate animals as large as 35kg pigs. The frame base is attached to the patient table before placing the animal on the field, then the top of the frame is lowered and secured into place after anesthesia equipment and life-support are secured. While the image shows the muzzle clamp, this was not needed nor used in our experiments as the fixation pins proved to be extremely stable.
brain. Not surprisingly, there is much debate about the first approaches in reproducibly exposing neural targets. While there is much discourse about the history, most start with the apparatus constructed by Carl Dittmar in 1873 [8] who constructed a frame for accessing the medulla oblongata. However, the first truly stereotactic frame (Cartesian coordinates), was made by Horsley and Clarke in 1908 [9] and later adapted for human use by Mussen in 1918. While these apparatuses were mechanically interesting, they were not widely used. The emergence of modern human stereotaxis started with the frame designed by Spiegel in 1947 [10] for inserting a wire cannula into subcortical regions with minimal injury. Speigel, in addition, defined the surgical plane of reference to be the line drawn between the inferior aspect of the orbit and the upper border of the external auditory meatus; two locations easily visible and accessible by a surgeon and fixed within the individual (also referred to as the Frankfurt Plane).
While the surgical procedures have changed a great deal since 1947, the basic principals of Spiegel's frame have not. One approach that has changed, and that we employ in our design of a large animal stereotaxic frame, is using shape pins to fixate the subject to the reference coordinate system.
B. Custom frame design
Modeled after human neurosurgical frames, we developed a four-pin system that attaches to the standard Kopf longitudinal bars and secures the skull (figure 1. The pin support system is made from 316 surgical steel and electroplated in TiN to reduce friction and extend lifetime in steam sterilization commonly used in operating rooms. While a base unit supports the pins and attaches them to the frame, the pins themselves are threaded and advanced through the skin and into the zygoma on each side of the skull as well as along the zygomatic process of the temporal bone near the auditory meatus. The two pins in the zygoma support most of the weight of the head and neck, while the two more posterior fixation pins prevent rotation about the zygoma as seen in Figure 2 . The tips of the pins have been made modular, as different geometries may be desired for various animal ages, species, etc. We have chosen a 5mm length tip with a 2mm base and a 5mm diameter shaft. The tip length was estimated from post-mortem pig skulls of similar aged pigs; the angle of the taper was estimated from human neurosurgical fixation pins to reduce compression of the bone during insertion into the skull.
III. A DESCRIPTION OF THE IMPLANT

A. The BIC Microsystem
While great advances have been made in neural prosthetic device development, such as the percutaneous headmounted wireless neural recording systems reported by Stanford University [11] and others [12] , the ultimate goal in neural prosthetics as well as fundamental brain science envisions a fully implanted wireless and broadband system for high-performance chronic brain communication interfaces. This implies a truly embedded brain-interfaced microsystem, where any number of neural sensors, including the active microelectronic circuits, are sealed within the subject's ultimately protective envelope, the skin. The neural signals are broadcast transcutaneously i.e., without any skinpenetrating wires or feed-through connectors, whatsoever. A fully implantable, wireless system presents formidable biomedical engineering device challenges. Its benefits include elimination of the infection risk which is inherently present with any percutaneous connections, reduction in the mechanical vulnerability of the skull-mounted modules to accidental impact (e.g., moving animal or epileptic patient), and a host of clinical and health care benefits that are especially applicable to human subjects and patients.
Within the cortical frontend of the BIC, the silicon microelectrode array (MEA) is directly flip-chip bonded to a ultralow-power analog ASIC chip which houses preamplifiers addressing each channel (microelectrode) across the entire neurally-relevant bandwidth (0.1 − 7.8KHz) and a multiplexing circuitry for data serialization. The integration of the analog preamplifiers with the MEA is important in order to minimize the distance raw analog signals must travel before amplification. Performance parameters of the chip include gain of 45.6dB, bandwidth 0.1Hz − 7.8kHz, referred-to-input noise (RTI) 8.5µV rms (0.1Hz − 100kHz, while others, [13] , [12] , [14] , have shown down to 3.6µV rms and lower is a broader band), and a 1Gbps vertical cavity surface emitting laser (VCSEL) for data telemetry. Further details of its design are described elsewhere [6] , [4] , [15] , [5] , [7] . The experiments described here have been conducted with a 16-channel system for logistical reasons, while to a 100-channel system is also currently being used in our labs. Much of the inspiration for these analog ASIC designs has been derived from prior and parallel work by Harrison et al. [13] , [12] . However, we impose strict design criteria that the power dissipation of the ASIC (100-channel based microsystem) chip does not impart heat to the cortex that exceeds 0.1 • C in the tissue within the volume accessed by the neural probes.
The backend cranial unit is fabricated by assembling a dedicated A/D chip and a digital ASIC command/control chip on the same substrate plane that also houses a microcrystal semiconductor laser (VCSEL) for transmission of the digitized serial broadband neural signal data stream through a subject's skin at 852 nm (in the infrared IR). Among the advantages of the IR wireless transmission modality is the very large bandwidth, which modern optical transceiver systems possess (1Gb/sec, if needed). Transmission through a subject's skin (Yorkshire pig) causes scattering, but a conventional photodiode is still able to pick up the digital stream when placed within 2 mm of the skin surface. On the opposite side of the substrate is a planar RF receiving coil for enabling inductively coupled (transcutaneous) receiving of power and clock to the microsystem.
B. Microsystem packaging
Medical devices aimed at long-term functionality and reliability require both mechanical robustness and ionic protection. While both are often addressed by using metal hermetic enclosures (laser-joined titanium or ceramics, such as pacemakers, deep-brain stimulators, etc.), when a system must maintain flexibility along with the above characteristics, polymeric or very thin crystalline insulators are required. While visual prosthetics have been constructed using thin layer semi-crystalline encapsulants [16] , [17] , here we use polymers. Systems are first cleaned in a series of ultrasonic baths for 3 minutes in each of MS-722 (Miller Stevenson, CT), De-ionized and filtered water, and Isopropyl alcohol with drying in-between and are finally baked at 100 • C for 10 minutes. Prior to silicone application, the surface is activated by application of a silicone primer (CF1-134). The entire microsystem is then potted in poly-dimethyl-siloxane (NuSil R-2188) for electrical isolation and mechanical flexibility. Careful control of silicone thickness must be maintained to assure flexibility in the tether and prevent buildup or wicking on the electrode array. For images of the structure after encapsulation, see [6] and figure 3A .
The main functions of the encapsulation are to ensure (i) that electrical leakage current to the adjacent tissue is minimized, and (ii) ionic leakage from the tissue to the electronic components is less than 10pA. For chronic implant applications, this presents a formidable challenge for all researchers in the field of implantable neural prosthetics and has been studied to a degree [18] , [19] , [20] , [21] , [22] . We view our initial approach, using PDMS (NuSil R-2188), as a useful starting point for sub-chronic or shortterm (1 to 3 months) in-vivo animal testing. In addition, we have designed and implemented an encapsulation test unit (ETU), which simulates the topographical, thermal, and electrical stresses put on the encapsulant to test leakage current and component functionality over extended periods of soak time. This test system allows us to evaluate and characterize potential encapsulants under realistic conditions.
C. Surgical implantation
All procedures described here were approved by the Institutional Animal Care and Use Committee (IACUC) and were conducted in a sterile environment. An arched skin incision was made from the left posterior aspect of the head anteriorly returning to the right posterior aspect. This notably long incision was made to gain maximal access to craniotomy site (R parietal lobe) while at the same time moving the suture line away from the implant to reduce chances of irritation. Separation of the galea aponeurotica from the skull (and skin) was done in case a dural graft was needed to complete closure. A Stryker (USA) cranitome was used to turn a 3cm x 1cm craniotomy above primary somatosensory cortexspecifically the area controlling the rostrum [23] (see figure  4 ). After the durotomy was completed, the microsystem was positioned for insertion. Insertion was made through the arachnoid and pia mater by a commercially available pneumatic inserter (Blackrock Microsystems, UT) with a 1.5 mm spacer -the electrodes on this system have a 1.5 mm shank length. The craniotomy was then closed with the remaining bone flap and secured with medical-grade Ti mesh and screws (Stryker). This process has been used by numerous groups with high-percentages of success [24] , [11] , [25] , [26] . One notable difference when implanting a completely wireless system is that the skin is completely sutured closed with no percutaneous connections as are normally found when implanting microelectrode arrays or really any neural recording device. Since swine use their foreheads as shovels, any protrusion of the implantation would not be tolerated. This animal model pushes the limits of robustness compared to humans, for whom a neural prosthetic would be more amenable.
D. Results
Four pigs have been implanted over the last three months. While the first two were critical in developing the proper surgical procedures, the most recent animals have provided stable, completely wireless, broadband neural recordings for All measurements in dB. Best measured ratio was 6 dB. Five channels (3, 4, 7, 12, and 15) showed spiking activity on this system (A). Many of the remaining channels simply exhibited poor SNR and were difficult to record any meaningful data.
50+ days combined. Figure 2 depicts the surgical procedure bringing the pig in Frankfurt plane for stereotactic surgery. The custom stereotaxis fixation pins based on human stereotactic models which was extremely successful in holding the head and exposing the surgical field. After a 6-day postimplantation surgical recovery period, we were able to record neural activity (figure 6). We are now at 32+ days post recovery, and in each recording session clear spiking activity has been demonstrated. We are encouraged by these results and this model as a method of providing clear steps toward successful clinical trials. OQ*+,21)"" C1:"D1*1" 3*<,1>+"P2(*" O8+2*"D1*1" O8+2*".1*1" N+H,1)".1*1" Fig. 7 . Data flow and detailed diagram of internal architecture of the Brain Phone hardware. Specifically, the digital signal processor handles the filtering, spike detection and sorting, slow potential changes, and decoding algorithms which the supervisory processor handles the oversight of the system. Data is converted into SNIF (Standard Neural Interface Format) files to allow ease of data flow and probing (sniffing) of data throughout the function of the system. Prosthetic-specific vector space conversion will be uploaded to the Versatile Interface for Prosthetic Control unit diagramed above.
IV. INTRODUCTION OF EMBEDDED SYSTEMS FOR PROSTHETIC APPLICATIONS
Significant improvements in implantable recording microsystems have given us access to a much richer source of neural data. This technology has made much more feasible the ultimate goal of developing upper-limb prosthetics capable of utilizing brain-originated signals communicated wirelessly to them, in order to execute movements. Despite these advances, neuroprosthetic systems are still far from having widespread application in a clinical setting. We have begun to address some of the issues that are associated with developing clinical neuroprosthetic devices within an embedded system framework. The purpose of an embedded system for prosthetic application (ESPA) is to (1) standardize the way we communicate with a prosthetic, (2) miniaturize all of the hardware and software necessary to perform such a task, and (3) create a common platform that allows for modularization in the design and utilization of all of our computational needs.
A. Computational considerations
The computational complexity of the algorithms involved in finding the correlation between neuronal activity and motor commands is not trivial. In a standard decoding flow, we begin with our input signal (i.e. raw, broadband neural activity -data flow shown in figure 7) . For a 100-channel recording microsystem with a sampling rate of 40kHz/channel and 14-bit resolution for each sample, the input rate is 56Mbits/s. In order to extract spiking information from this raw trace, we first filter the data to extract any information in the higher frequencies, and at the same time eliminate low frequency noise. Applying an FIR filter of length N to each channel of our input signal results in N multiplications and N-1 additions for every sample. This corresponds to 4 × 10 6 · N multiplications and 4 × 10 6 · (N − 1) additions every second. From this filtered trace, we then extract and sort action potentials by their characteristic waveforms. The simplest detection mechanism amounts to a comparator, and therefore its computational cost is negligible. However, sorting methods vary greatly in complexity. A manual spike-sorting algorithm that uses window discriminators has negligible computational cost. On the other hand, even a simple automated spike sorter can easily be the most computationally expensive component of the decoding sequence. A typical automated sorting algorithm first extracts features from an action potential waveform and then uses a distance measure to classify the spike. The associated cost of classifying a spike is a function of the number of existing clusters and the complexity of the distance measure. Once the waveforms are sorted, we can compute the firing rate of all of the units from which we are recording. A decoding mechanism, such as a linear Gaussian state-space representation (Kalman filter), is then used to find a correlation between the firing rates of the neurons and the kinematics of the limb of interest. The Kalman filter is a collection of linear equations that are updated recursively at every time step. The theoretical complexity of a single recursion of the Kalman filter for decoding an sdimensional state vector with an n-dimensional observation vector is O(s 3 + s 2 n + sn 2 + n 3 ) [27] . In this case, the size of the output state vector depends on the device we are trying to control while the observation vector depends on the number of units (i.e. neurons) that we are "listening" to. This computation is something that we (as well as others) currently do in software, on several different computers and digital signal processors (DPSs). The end goal of ESPA is to move this computation away from the inefficiencies of its software implementation and into an embedded system.
B. Matlab/Simulink: A development environment for ESPA
An important component of ESPA is the standardization of the signal processing methods and algorithms that are used in analyzing neural data. In the context of neuroprosthetics, typical methods include data filtering, spike detection and sorting, as well as a variety of decoding algorithms. In order to unify the way that these different algorithms are implemented and utilized, we take advantage of the Simulink development environment for model-based design. This software provides the user with a customizable set of block libraries that can be used to carry out any user-defined function. We have put together a Simulink block library that is rich with userdefined blocks useful in analyzing neural data. In figure 8 , we show a Simulink implementation of the Multiscale Teager Energy Operator (MTEO) [28] -an algorithm that is used to facilitate the spike detection and extraction process. The ESPA Simulink block library gives users the ability to simply drag-and-drop different signal processing tools into their models, allowing for very modular system assembly. The motivation for using Simulink -as opposed to other software -is twofold. We can take advantage of the parallel processing capabilities built into Simulink in order to perform computationally expensive processes in real-time. This of course is a necessity for prosthetic applications. Furthermore, we can also take advantage of the code generation capabilities MTEO in Simulink. In this figure we can see what lies . The properties of the block can be defined using custom ply using the built-in blocks within Simulink. The properties of the block can be defined using custom written code or by simply using the built-in blocks within Simulink. The data flow shows neural data coming in as the input, the energy operator being performed on each input channel (shown 3 here), the output power signal. This is simply and example using one operator, but the significance of the system is that the data structures allow virtually any operator to be dropped in its place along this data flow.
available through Simulink in order to deploy our prosthetic control models on an embedded system. This will allow for a lower-power, compact, computationally efficient modular neural-processing system.
C. Verifying the ESPA Topology with Animal Data
After implantation of the BIC microsystems detailed in section II, we recorded neural activity in each animal over an interval of 1 to 5 weeks. For recording, we used a custom data acquisition hardware system, which transfers data to a PC over high-speed USB 2.0. We wrote custom drivers to link our hardware with the display and recording software for visual analysis. All data was written to a format, which the platform described above takes as input. Data was then processed, offline, through the same Simulink− / Matlab−based model, including the MTEO and spike extraction steps to reveal the waveforms in the figure above. This data was piped exactly how it would be in an implementation of an embedded system so that we could verify each step of the processing. This system was able to filter, extract, sort and correlate neural activity from the pig primary somatosensory cortex.
V. CONCLUSIONS AND FUTURE WORK
As we pursue translation of engineering and technological breakthroughs from the laboratory into the clinic, we must take every opportunity to prove functionality, reliability, and efficacy of the devices we produce. Until recently, the utility of the domestic pig appears to have been neglected in providing a simple, flexible platform for testing these attributes. Here we have described the use of a novel stereotactic frame, and its use in neuroscience and neuroprosthetic device development using this relatively unexplored animal model. Stereotaxis and fixation was achievable with minimal effort and enabled implantation of a device under study in all four of the studied animals. In addition, we showed that a wireless, fully implantable neural sensor platform could be implanted into such an animal model and the data collected used for pre-clinical device verification. Our success in collecting neural data from these implanted systems further defines the utility of this domestic farm animal as a potentially holding a prominent role in neurotechnology. Four wireless devices were implanted a total of 50+ patient days in our initial trials and have been regularly recorded from over that period. Finally, motivated by the improvement in recording microsystems, we reported on the progress of system level project developing an embeddable platform that captures wireless data and will integrate all of the electronic components of a neuroprosthetic data acquisition system into a compact, wearable external unit for future patient mobility.
While this initial device development model has proven successful, it far from complete. We must scale the neural recording platform to acquire more channels in order to gain access to more neurons and potentially a greater landscape neural processing. In addition, as our goal is prosthetic control, we must also integrate a behavioral task into this paradigm to allow for in vivo evaluation of the actuator control algorithms. Perhaps this can be integrated into the pig model, but to what extent remains to be seen. Lastly, while initial reliability and longevity of the implanted systems was encouraging, an exhaustive characterization of the failure mechanism must be completed for chronic use.
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