Geographically Weighted Multivariate Poisson Regression (GWMPR) is a statistical technique on spatial data which is used to modelling of relationships between two or more response variables (Poisson distribution) and one or more independent variables. The underlying idea of GWMPR model is that for each estimator of the regression parameters depend on the location where the data are observed. The locations is expressed as a point coordinate in two-dimensional geographic space (latitude and longitude). In this paper is studied the problem of parameters estimation in GWMPR model by using Maximum Likelihood Estimation ( MLE ) method. This method cannot find an analytical solution since the first derivatives of the log-likelihood function is not available in closed form. Therefore, in this study we apply iterative procedure by the Newton-Raphson algorithm. Finally, an empirical study is carried out to demonstrate the performance of the parameter estimation of GWMPR models, where each model will be analyzed for covariance as constant and cavariance as a function of the independent variables.
Introduction
Poisson regression is a statistical technique which is used for the analysis of count data. This technique has been used as a tool to resolve many problems in the fields of health, economic, social, environmental, education etc. The problems are often encountered in the Poisson regression when it applied to spatial data, that is type of data which showed dependence on the location where the data are observed. For example, infant mortality rate in a region has a high correlation with the socioeconomic of society, but for other regions which have a policy of health subsidies for the poor society, the possibility of correlation will be weak.
The Poisson regression with spatial data would be a problem on the parameters estimation. Since the data has dependence on the location, then the value of the estimator of regression parameters for each location is not constant Consequently, if we use model of global Poisson regression on spatial data, it will produce a invalid model. Estimator of the parameters will be lead to inefficient, which in turn means that the standard errors of the parameters will be too large.
Geographically Weighted Regression (GWR) is an effective method for estimate the regression parameters from data with spatial heterogeneity. The underlying idea of GWR model is that for each estimator of the regression parameters depend on the location where the data are observed. In this case, the location is expressed as vector coordinate in two-dimensional geographic space (latitude and longitude) [4] . The most important advantage of GWR is that the model can estimate the regression parameters at any spatial location and produce a better predictive performance for the response variable. In addition , the residuals of such local models of spatial randomness have more desirable than those derived from global models [10] . Harini, et al. [6] proposed the Multivariate Geographically Weighted Regression (MGWR) which is an extension of the GWR model. This model is used in situations when there are two or more spatial data of response variables and they are correlated to each other.
Based on the idea that is adapted from GWR models, the researchers have developed Geographically Weighted Poisson Regression ( GWPR ) to be applied at spatial count data. Nakaya et al. [8] proposed the GWPR technique for relating the number of deaths in Traffic Analysis Zone (TAZ) to socioeconomic covariates, such as the proportion of elderly people, rate of house-ownership, unemployment rate, and proportion of professional and technical workers in each TAZ. The results indicated that there are significant spatial variations in the relationships between the response variable and some of the independent variables. Consequently, the application of traditional global models would yield misleading results. Hadayeghi et al. [5] showed that the GWPR models are useful for capturing spatially dependent relationships and generally performing better than the conventional Generalized Linear Model. Yang et al. [9] applying GWPR to investigated the relationship of marriage postponement, cohabitation rates and divorce rates with infant mortality in the US.
Studies on GWPR both in theory and application are still limited to the univariate case, whereas in the application there are many problems in spatial statistics where two or more count data of response variables are correlated to each other and they need to be jointly estimated. For example, in the healthly, when it will be studied the factors that influence mortality of maternal , infant and toddler. All three of these variables have a significant correlation, so they need to be jointly estimated with multivariate analysis. Therefore, by adapting the GWPR model, in this paper is developed multivariate regression model for spatial count data, namely Geographically Weighted Multivariate Poisson Regression (GWMPR).
2.

Multivariate Poisson Distribution
Multivariate Poisson distribution is joint distribution from two or more random variables, where each of the random variable is Poisson distribution and correlated to each other. The joint probability function of the multivariate Poisson distribution for p random variables can be found by using ( 1) 
Geographically Weighted Multivariate Poisson Regression
Geographically Weighted Multivariate Poisson Regression (GWMPR) is a development from GWPR model which was proposed by Nakaya et al. [8] . This model is used in situations when there are two or more spatial count data of response variables and they are correlated to each other. Based on the idea is adapted from GWPR models, the GWMPR model uses the point spatial approach by considering factor of location that is expressed as vector coordinate in twodimensional geographic space.
In GWMPR model, response variables 12 , ,..., 
is a vector of point coordinate in two-dimensional geographic space (latitude and longitude) at location i, then GWMPR model can be written as follows:
Covariance as a constant 
Parameter Estimation of GWMPR
Estimate of the parameters in GWMPR model is done by using Maximum Likelihood Estimation (MLE) method. Basic idea of this method is finding the estimator of the regression coefficients that maximize the likelihood function.
Let 
Considering model at equation (4.1) to substituting into equation (5.1), the likelihood function can be rewritten as follow :
where
To estimate the parameters in GWMPR model is required a weighting function based on the proximity of observations at location i with other locations without an explicit relationship being stated. Brunsdon, et al. [1] proposed some types of weighting functions that can be used to describe the relationship between the observations on the location i with other locations ( for example location j ), two of which are :  Gaussian Function Weighting function depend on the value of the bandwidth that is used. If the bandwidth is too large, the local variations are missed and the estimator values approach the global estimation. It will cause a bias in estimator of the parameters. Conversely , if the value of the bandwidth gets smaller, estimator of the parameters will increasingly depends on the location, and hence will increase the variance. The problem is therefore how to select an appropriate bandwidth in GWMPR model [3] .
A solution to this problem is a Generalized Cross-Validation (GCV) which is described in Fotheringham et al. [3] as being first used in the context of smoothing splines by Craven and Wahba [2] . The formula of the GCV score is:
where ˆ() i r y is vector the fitted value of i y and v1 is the effective number of parameters in the model. On this approach, when r becomes very small, the model is calibrated only on samples near to i and not at i itself. The optimum bandwidth is obtained if the value of GCV is minimum. The process to obtain the optimum bandwidth can be done by using optimalization technique such as a Golden Section Search [3] .
Considering of weighting function in equation ( 
Analogous of the results of GWMPR model with covariance is constant, estimate of parameters in the GWMPR model with covariance is function of independent variable by the MLE cannot find an analytical solution. So, we apply iterative procedure by the Newton-Raphson algorithm, where gradient is a vector that each element was obtained from partial derivatives of R with respect to  u can be written as follow :
hj i
Se  u is the [( 1)( 1) ( 1)]
Application
Application of this article is used in order to compare the performance of the parameter estimation of MPR and GWMPR models, where each model will be analyzed for covariance as constant (Model A) and cavariance as a function of the independent variables (Model B).
We take real data "Health Profile of Cental Java province, Indonesia in 2013". Central Java province is geographically located between 5°40' and 8°30' south latitude and between 108°30' and 111°30' east longitude, and is administratively divided into 29 regencies and 6 cities as the sample unit.
In this study will be analyzed three response variables are correlated, ie the number of children under red line weight (Y1), the number of children malnutrition (Y2) and the number of toddler mortality (Y3). While the four independent variables which influence the response variables are ratio of the integrated service station for children and pregnant women health care to population (X1) , the percentage of infants who are given exclusive breast milk (X2), the percentage of children who get health care (X3) and the percentage of children are given vitamin A.
The spatial weighting for each location is used gaussian weighting function, whereas the optimal bandwidth is done by using Generalized Cross-Validation (GCV). Optimal bandwidth for the model A is 0.6675 with GCV = 173.0634, whereas for the model B obtained optimal bandwidth is 0.6863 with GCV = 176.2914. In the following Based on the result of parameter estimation was presented on the table it can be shown there are differences the estimator values for some parameters between MPR and GWMPR models. This is because the parameters estimation of spatial data have the local character, that is depends on the location where the data are observed. To compare between global and local models, considering the minimum value of AIC can be shown that GWMPR better than MPR models. Finally, in this case, GWMPR with covariance as a constant is the model that has the smallest AIC value.
Conclusion
GWMPR model is a development from GWPR model, that is used in the situations when there are two or more spatial count data of response variables and they are correlated to each other. In this model, response variables 12 , ,..., Estimate of parameters in GWMPR model is done by using maximum likelihood estimation (MLE) method. This method cannot find an analytical solution since the first derivatives of the log-likelihood function is not available in closed form. Therefore, in this study we apply iterative procedure that works well for concave objective functions, that is the Newton-Raphson algorithm.
To compare the proposed models, an empirical study has been carried out. We take real data "Health Profile of Cental Java province, Indonesia in 2013". In this case, GWMPR with covariance as a constant is the "best" model, because it has the smallest AIC value.
