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STRUCTURE AT INFINITY FOR SHRINKING RICCI SOLITONS
OVIDIU MUNTEANU AND JIAPING WANG
Abstract. The paper mainly concerns the structure at infinity for complete
gradient shrinking Ricci solitons. It is shown that for such a soliton with
bounded curvature, if the round cylinder R × Sn−1/Γ occurs as a limit for a
sequence of points going to infinity along an end, then the end is asymptotic to
the same round cylinder at infinity. The result is then applied to obtain struc-
tural results at infinity for four dimension gradient shrinking Ricci solitons.
It is previously known that such solitons with scalar curvature approaching
zero at infinity must be smoothly asymptotic to a cone. For the case that the
scalar curvature is bounded from below by a positive constant, we conclude
that along each end the soliton is asymptotic to a quotient of R × S3 or con-
verges to a quotient of R2 ×S2 along each integral curve of the gradient vector
field of the potential function. For four dimensional Ka¨hler Ricci solitons,
stronger conclusion holds. Namely, they either are smoothly asymptotic to a
cone or converge to a quotient of R2 × S2 at infinity.
1. Introduction
The goal of this paper is to continue our study of complete four dimensional
gradient shrinking Ricci solitons initiated in [27] and to obtain further information
concerning the structure at infinity of such manifolds. Recall that a Riemannian
manifold (M, g) is a gradient shrinking Ricci soliton if there exists a smooth function
f ∈ C∞ (M) such that the Ricci curvature Ric of M and the hessian Hess(f) of f
satisfy the following equation
Ric + Hess (f) =
1
2
g.
By defining φt to be the one-parameter family of diffeomorphisms generated by
the vector field ∇f−t for −∞ < t < 0, one checks that g(t) = (−t) φ∗t g is a solution
to the Ricci flow
∂g(t)
∂t
= −2Ric(t)
on time interval (−∞, 0). Since the Ricci flow equation is invariant under the action
of the diffeomorphism group, such solution g(t) is evidently a shrinking self-similar
solution to the Ricci flow. Gradient shrinking Ricci solitons have played a crucial
role in the singularity analysis of Ricci flows. A conjecture, generally attributed to
Hamilton, asserts that the blow-ups around a type-I singularity point of a Ricci flow
always converge to (nontrivial) gradient shrinking Ricci solitons. More precisely,
a Ricci flow solution (M, g(t)) on a finite-time interval [0, T ), T < ∞, is said to
develop a Type-I singularity (and T is called a Type-I singular time) if there exists
a constant C > 0 such that for all t ∈ [0, T )
The first author was partially supported by NSF grant DMS-1506220.
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sup
M
‖Rmg(t)‖g(t) ≤
C
T − t
and
lim sup
t→T
sup
M
‖Rmg(t)‖g(t) =∞.
Here Rmg(t) denotes the Riemannian curvature tensor of the metric g(t). A point p ∈
M is a singular point if there exists no neighborhood of p on which ‖Rmg(t)‖g(t) stays
bounded as t→ T. Then the conjecture claims that for every sequence λj →∞, the
rescaled Ricci flows (M, gj(t), p) defined on [−λj T, 0) by gj(t) := λj g(T + λ−1j t)
subconverge to a nontrivial gradient shrinking Ricci soliton.
While the conjecture was first confirmed by Perelman [32] for the dimension
three case, in most general form it has also been satisfactorily resolved. In the
case where the blow-up limit is compact, it was confirmed by Sesum [35]. In the
general case, blow-up to a gradient shrinking soliton was proved by Naber [30]. The
nontriviality issue of the soliton was later taken up by Enders, Mu¨ller and Topping
[16], see also Cao and Zhang [8].
In view of their importance, it is then natural to seek a classification of the
gradient shrinking Ricci solitons. It is relatively simple to classify two dimensional
ones, [18].
Theorem 1.1. A two dimensional gradient shrinking Ricci soliton is isometric to
the plane R2 or to a quotient of the sphere S2.
For the three dimensional case, there is a parallel classification result as well.
Theorem 1.2. A three dimensional gradient shrinking Ricci soliton is isometric
to the Euclidean space R3or to a quotient of the sphere S3or of the cylinder R×S2.
This theorem has a long history. Ivey [23] first showed that a three dimensional
compact gradient shrinking Ricci soliton must be a quotient of the sphere S3. Later,
it was realized from the Hamilton-Ivey estimate [18] that the curvature of a three
dimensional gradient shrinking Ricci soliton must be nonnegative. Moreover, by
the strong maximum principle of Hamilton [20], the manifold must split off a line,
hence is a quotient of R×S2 or R3, if its sectional curvature is not strictly positive.
When the sectional curvature is strictly positive, Perelman [33] showed that the
soliton must be compact, hence a quotient of the sphere, provided that the soliton
is noncollapsing with bounded curvature. Obviously, the classification result follows
by combining all these together, at least for the ones which are noncollapsing with
bounded curvature. The result in particular implies that a type I singularity of
the Ricci flow on a compact three dimensional manifold is necessarily of spherical
or neck-like, a fact crucial for Perelman [33] to define the Ricci flows with surgery
and for the eventual resolution of the Poincare´ or the more general Thurston’s
geometrization conjecture. The noncollapsing assumption was later removed by
Naber [30]. By adopting a different argument, Ni and Wallach [31], and Cao, Chen
and Zhu [3] showed the full classification result Theorem 2. Some relevant contri-
butions were also made in [30, 34]. In passing, we mention that it is now known
that a complete shrinking Ricci soliton of any dimension with positive sectional
curvature is compact by [29].
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The logical next step is to search for a classification of four dimensional gradient
shrinking Ricci solitons. Such a result should be very much relevant in understand-
ing the formation of singularities of the Ricci flows on four dimensional manifolds,
just like the three dimensional case. However, in contrast to the dimension three
case, for dimension four or higher, the curvature of a gradient shrinking Ricci soli-
ton may change sign as demonstrated by the examples constructed in [17]. The
existence of such examples, which are obviously not of the form of a sphere, or the
Euclidean space, or their product, certainly complicates the classification outlook.
Note that in the case of dimension three, the curvature operator, being nonneg-
ative, is bounded by the scalar curvature. In the case of dimension four, we showed
that such a conclusion still holds even though the curvature operator no longer has
a fixed sign, [27]. In particular, this implies that the curvature operator must be
bounded if the scalar curvature is so.
Theorem 1.3. Let (M, g, f) be a four dimensional complete gradient shrinking
Ricci soliton with bounded scalar curvature S. Then there exists a constant c > 0
so that
|Rm| ≤ c S on M.
In the theorem, the constant c > 0 depends only on the upper bound of the scalar
curvature A and the geometry of the geodesic ball Bp(r0), where p is a minimum
point of potential function f and r0 is determined by A.We should emphasize that
the conclusion is only effective for nontrivial solitons. In fact, the potential function
f of the soliton is exploited in an essential way in our proof by working on the level
sets of f.
As an application, we obtained the following structural result. Recall that a
Riemannian cone is a manifold [0,∞) × Σ endowed with Riemannian metric gc =
dr2 + r2 gΣ, where (Σ, gΣ) is a closed (n − 1)-dimensional Riemannian manifold.
Denote ER = (R,∞) × Σ for R ≥ 0 and define the dilation by λ to be the map
ρλ : E0 → E0 given by ρλ(r, σ) = (λ r, σ). Then Riemannian manifold (M, g)
is said to be Ck asymptotic to the cone (E0, gc) if, for some R > 0, there is
a diffeomorphism Φ : ER → M \ Ω such that λ−2 ρ∗λ Φ∗ g → gc as λ → ∞ in
Ckloc(E0, gc), where Ω is a compact subset ofM. The following result was established
in [27].
Theorem 1.4. Let (M, g, f) be a complete four dimensional gradient shrinking
Ricci soliton with scalar curvature converging to zero at infinity. Then there exists
a cone E0 such that (M, g) is C
k asymptotic to E0 for all k.
A recent result due to Kotschwar and L. Wang [24] states that two gradient
shrinking Ricci solitons (of arbitrary dimensions) must be isometric if they are
C2 asymptotic to the same cone. Together with our result, this implies that the
classification problem for four dimensional gradient shrinking Ricci solitons with
scalar curvature going to zero at infinity is reduced to the one for the limiting
cones.
In this paper, we take up the case that the scalar curvature is bounded from below
by a positive constant and show the following structural result. Here, a Riemannian
manifold (M, g) is said to be Ck asymptotic to the cylinder L = (R×N, gc), where
gc is the product metric, if there is a diffeomorphism Φ : L0 = (0,∞)×N →M \Ω
such that ρ∗λΦ
∗ g → gc as λ → ∞ in Ckloc(L0, gc), where Ω is a compact subset of
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M and ρλ : L → L is the translation given by ρλ(r, σ) = (λ + r, σ) for r ∈ R and
σ ∈ N.
Theorem 1.5. Let (M, g, f) be a complete, four dimensional gradient shrinking
Ricci soliton with scalar curvature S bounded from above and below by a positive
constant. Then along each end E of M, either it is smoothly asymptotic to the
round cylinder R × S3/Γ, or for any sequence xi ∈ M going to infinity along an
integral curve of ∇f, a subsequence of (M, g, xi) converges smoothly to R2 × S2 or
its Z2 quotient. Moreover, the limit is uniquely determined by the integral curve
and is independent of the sequence xi.
As pointed out in [30], in the second case, the limit in general may depend on the
integral curve as demonstrated by the example M = R× (R× S2) /Z2. We remark
that under the additional assumption that the Ricci curvature is non-negative, a
similar version of Theorem 1.5 was proved in [30] by a different argument. Obvi-
ously, Theorem 1.5 together with Theorem 1.4 would provide a description of the
geometry at infinity for all four dimensional gradient shrinking Ricci solitons with
bounded scalar curvature if one could establish a dichotomy that the scalar curva-
ture S either goes to 0 at infinity or is bounded from below by a positive constant.
This question remains open presently. For Ka¨hler Ricci solitons, however, the issue
is resolved affirmatively. Note that by [28] a complete gradient shrinking Ka¨hler
Ricci soliton (of any dimension) must be connected at infinity.
Theorem 1.6. Let (M, g, f) be a complete, four dimensional gradient shrinking
Ka¨hler Ricci soliton with bounded scalar curvature. Then either limx→∞ S = 0 or
limx→∞ S = 1. Accordingly, either (M, g) is smoothly asymptotic to a cone, or for
each sequence xi → ∞, a subsequence of (M, g, xi) converges to R2 × S2 or its Z2
quotient.
Let us now briefly describe how Theorem 1.5 is proven. According to [30],
for any n-dimensional shrinking gradient Ricci soliton (Mn, g, f) with bounded
curvature and a sequence of points xi ∈M going to infinity along an integral curve
of ∇f, by choosing a subsequence if necessary, (Mn, g, xi) converges smoothly to a
product manifold R×Nn−1, where N is a gradient shrinking Ricci soliton. By the
classification result of three dimensional gradient shrinking Ricci solitons Theorem
1.2 and the fact that the scalar curvature is assumed to be bounded from below
by a positive constant, Theorem 1.5 will then follow from the following structural
result for gradient shrinking Ricci solitons of arbitrary dimension.
Theorem 1.7. Let (M, g, f) be an n-dimensional, complete, gradient shrinking
Ricci soliton with bounded curvature. Assume that along an end E of M there
exists a sequence of points xi →∞ with (M, g, xi) converging to the round cylinder
R× Sn−1/Γ. Then E is smoothly asymptotic to the same round cylinder.
The proof of this theorem constitutes the major part of the paper. Conceptually
speaking, we will view the level sets of f endowed with the induced metric as an
approximate Ricci flow and adopt the argument due to Huisken [22] who proved
that the Ricci flow starting from a manifold with sufficiently pinched sectional
curvature must converge to a quotient of the round sphere. However, to actually
carry out the argument, we have to overcome some serious technical hurdles, one of
them being the control of the scalar curvature. Along the way, we have managed to
obtain some localized estimates for the derivatives of the curvature tensor, which
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may be of independent interest. In particular, these estimates enabled us to derive
a Harnack type estimate for the scalar curvature.
There are quite a few related works concerning the geometry and classification of
high dimensional gradient shrinking Ricci solitons. The survey paper [1] contains a
wealth of information and then current results. The paper by Naber [30] has strong
influence on the present work. For some of the more recent progress, we refer to [9],
[10], [4], [5], [7], [26]. In the other direction, Catino, Deruelle and Mazzieri [11] have
attempted to address the rigidity issue for the complete gradient shrinking Ricci
solitons which are asymptotic to the round cylinder at infinity, that is, whether the
soliton M in Theorem 1.7 is in fact itself a round cylinder. Apparently, this issue
remains unresolved as it was stated there that the proof given is yet incomplete.
The paper is organized as follows. After recalling a few preliminary facts in
section 2, we prove some useful localized curvature estimates in section 3. Theorem
1.7 is then proved in section 4. The applications to four dimensional gradient
shrinking Ricci solitons are discussed in section 5.
We would like to thank Ben Chow, Brett Kotschwar, Aaron Naber and Lei Ni
for their interest and helpful discussions.
2. Preliminaries
In this section, we recall some preliminary facts concerning gradient shrinking
Ricci soltions. Throughout this paper, (M, g) denotes an n-dimensional, complete
noncompact gradient shrinking Ricci soliton. A result of Chen ([12, 2]) implies that
the scalar curvature S > 0 on M unless M is flat. This result was later refined in
[14] to that
(2.1) S ≥ C0
f
for some positive constant C0 depending on the soliton. Furthermore, by adding a
constant to the potential function f if necessary, one has the following important
identity due to Hamilton [18].
S + |∇f |2 = f.
For so normalized potential function f , it is well known [6] that there exist positive
constants c1 and c2 such that
(2.2)
1
4
r2 (x)− c1 r (x)− c2 ≤ f (x) ≤ 1
4
r2 (x) + c1 r (x) + c2,
where r (x) is the distance to a fixed point p ∈ M. Consequently, if the scalar
curvature of (M, g) is bounded, then there exists t0 > 0 such that the level set
Σ (t) = {x ∈M : f (x) = t}
of f is a compact Riemannian manifold for t ≥ t0. Also, the domain
D (t) := {x ∈M : f (x) ≤ t}
is a compact manifold with smooth boundary Σ (t) .
Since the volume of M grows polynomially of order at most n by [6], one sees
that the weighted volume of M given by
Vf (M) =
∫
M
e−f dv
must be finite.
6 OVIDIU MUNTEANU AND JIAPING WANG
We recall the following equations for various curvature quantities of M.
∇S = 2Ric(∇f)(2.3)
∆fS = S − 2 |Ric|2
∆fRic = Ric− 2RmRic
∆fRm = Rm+Rm ∗ Rm
∆f
(∇kRm) = (k
2
+ 1
)
∇kRm+
k∑
j=0
∇jRm ∗ ∇k−jRm.
Here Rm∗Rm denotes a quadratic expression in the Riemann curvature tensor and
∇jRm denotes the j-th covariant derivative of the curvature tensor Rm.
As mentioned in the introduction, M may be viewed as a self-similar solution to
the Ricci flow. Therefore, if the curvature of (M, g) is bounded, that is, there exists
a constant C > 0 such that |Rm| ≤ C on M , then by Shi’s derivative estimates
[36], for each k ≥ 1, there exists a constant Ak > 0 such that
(2.4)
∣∣∇kRm∣∣ ≤ Ak on M
with Ak depending only on n, k and C.
Using (2.3) we get, for any k ≥ 0 and a > 0, that
∆f
(∣∣∇kRm∣∣2 S−a) ≥ S−a (2 ∣∣∇k+1Rm∣∣2 + (k + 2) ∣∣∇kRm∣∣2)(2.5)
− cS−aΣkj=0
∣∣∇jRm∣∣ ∣∣∇k−jRm∣∣ ∣∣∇kRm∣∣
+
∣∣∇kRm∣∣2 (−aS−a + 2a |Ric|2 S−a−1 + a (a+ 1) |∇S|2 S−a−2)
+ 2
〈
∇
∣∣∇kRm∣∣2 ,∇S−a〉 .
Observe that
2
〈
∇ ∣∣∇kRm∣∣2 ,∇S−a〉 ≥ −2 ∣∣∇k+1Rm∣∣2 − 2a2 |∇S|2 S−a−2 ∣∣∇kRm∣∣2 .
This implies the function w :=
∣∣∇kRm∣∣2 S−a satisfies
∆fw ≥
(
k + 2− a+ (a− a2) |∇ lnS|2)w(2.6)
−cΣkj=0
∣∣∇jRm∣∣ ∣∣∇k−jRm∣∣ ∣∣∇kRm∣∣S−a.
If instead in (2.5) we use
2
〈
∇
∣∣∇kRm∣∣2 ,∇S−a〉
=
〈
∇
(∣∣∇kRm∣∣2 S−a)Sa,∇S−a〉+ 〈∇ ∣∣∇kRm∣∣2 ,∇S−a〉
≥
〈
∇
(∣∣∇kRm∣∣2 S−a) ,∇S−a〉Sa + ∣∣∇kRm∣∣2 S−a 〈∇Sa,∇S−a〉
−2a
∣∣∇k+1Rm∣∣ |∇S| ∣∣∇kRm∣∣S−a−1
≥ −a
〈
∇
(∣∣∇kRm∣∣2 S−a) ,∇ lnS〉− 3
2
a2
∣∣∇kRm∣∣2 |∇S|2 S−a−2
−2
∣∣∇k+1Rm∣∣2 S−a,
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then the function w :=
∣∣∇kRm∣∣2 S−a satisfies
∆Fw ≥
(
k + 2− a+
(
a− a
2
2
)
|∇ lnS|2
)
w(2.7)
−cΣkj=0
∣∣∇jRm∣∣ ∣∣∇k−jRm∣∣ ∣∣∇kRm∣∣S−a,
where F := f − a lnS.
Throughout the paper, we will denote by {e1, e2, · · · , en} a local orthonormal
frame of M with
en :=
∇f
|∇f | .
Clearly, en is a unit normal vector to Σ (t) and {e1, e2, · · · , en−1} a local orthonor-
mal frame of Σ (t) . The second fundamental form of Σ (t) is given by hab =
fab
|∇f | ,
a, b = 1, 2, · · · , n− 1.
It is well known that on a shrinking Ricci soliton we have
(2.8) ∇lRijkl = Rijklfl = ∇jRik −∇iRjk.
Therefore,
(2.9) |Rijkn| = |Rijklfl||∇f | ≤ c
|∇Ric|√
f
.
3. Curvature estimates for shrinkers
In this section, we establish some localized derivative estimates for the curvature
tensor of a gradient shrinking Ricci soliton. The estimates will be applied in next
section to prove Theorem 1.7.
Throughout this section, (M, g) denotes an n-dimensional gradient shrinking
Ricci soliton with bounded curvature. Hence, we may assume that (2.4) holds
everywhere on M.
We introduce the following notations.
◦
Rab := Rab − 1
n− 1S gab,(3.1)
Uabcd :=
1
(n− 1) (n− 2)S (gacgbd − gadgbc) ,
◦
Rabcd := Rabcd − Uabcd,
Vabcd :=
1
n− 3
( ◦
Racgbd +
◦
Rbdgac −
◦
Radgbc −
◦
Rbcgad
)
,
Wabcd := Rabcd − Uabcd − Vabcd.
It should be pointed out that W is not the Weyl curvature tensor of the manifold
(M, g) , rather it is an approximation of the one of Σ (t) .
Denote ∣∣∣∣ ◦RicΣ∣∣∣∣2 := ∣∣∣∣ ◦Rab∣∣∣∣2 ,∣∣∣∣ ◦RmΣ∣∣∣∣2 := ∣∣∣∣ ◦Rabcd∣∣∣∣2 .
We now state the main result of this section.
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Theorem 3.1. Let (M, g, f) be an n-dimensional, complete, gradient shrinking
Ricci soliton such that ∣∣∣∣ ◦RmΣ∣∣∣∣2 ≤ η1S2 on D (T ) \D (t0) ,(3.2)
S ≥ η2 on Σ (t0)
for some η1, η2 > 0. Then for each k ≥ 0, there exists constant ck > 0 such that∣∣∇kRm∣∣2 ≤ ck Sk+2 on D (T ) \D (t0) .
For given C0 from (2.1) and Ak from (2.4), the constant ck in Theorem 3.1
depends on n, η1, η2, C0 and A0,....,AKk, whereK is an absolute constant (K = 100
suffices). As a useful corollary of this theorem, if
|Rm|2 ≤ η1S2 on D (T ) \D (t0) ,(3.3)
S ≥ η2 on Σ (t0) ,
then ∣∣∇kRm∣∣2 ≤ ckSk+2 on D (T ) \D (t0) .
In fact, in the proof of Theorem 3.1, we will show that (3.2) implies (3.3). The
converse is obviously true.
According to Theorem 1.3, (3.3) is true for T = ∞ on a four dimensional gra-
dient shrinking Ricci soliton with bounded scalar curvature. Hence, we obtain the
following.
Corollary 3.2. Let (M, g, f) be a complete, four dimensional, gradient shrinking
Ricci soliton with bounded scalar curvature. Then for each k ≥ 0, there exists
constant ck > 0 so that ∣∣∇kRm∣∣2 ≤ ck Sk+2 on M.
The rest of the section is devoted to proving Theorem 3.1. First, we observe that
T may be assumed to be large compared to t0. Indeed, define φt by
dφt
dt
=
∇f
|∇f |2
φt0 = Id on Σ (t0) .
For a fixed x ∈ Σ (t0) , denote S (t) := S (φt (x)) , where t ≥ t0. Then, as 〈∇S,∇f〉 =
∆S − S + 2 |Ric|2 , it follows from (2.4) that
(3.4)
∣∣∣∣dSdt
∣∣∣∣ = |〈∇S,∇f〉||∇f |2 ≤ c0t .
Integrating this in t we get
S (t) ≥ S (t0)− c0 ln t
t0
(3.5)
≥ η2 − c0 ln t
t0
.
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Hence, if T ≤ e
η2
2c0 t0, then (3.5) implies S ≥ 12η2 on D (T ) \D (t0) . In this case,
Theorem 3.1 follows directly from (2.4). So we may assume from now on that there
exists σ > 1 with
(3.6) T ≥ σt0.
Using (2.9) and (2.1), we see from (3.2) that
(3.7) |Rm| ≤ c
(
S +
|∇Ric|√
f
)
≤ c
√
S on D (T ) \D (t0) .
The proof of Theorem 3.1 is divided in two parts.
Proposition 3.3. Let (M, g, f) be an n-dimensional, complete, gradient shrinking
Ricci soliton such that (3.2) holds. Then, for any k ≥ 0, there exists constant ck
such that
(3.8)
∣∣∇kRm∣∣ ≤ ckS on D (T ) \D (t0) .
Proof. We first prove by induction on k ≥ 0 that
(3.9)
∣∣∇kRm∣∣2 ≤ ckS on D (akT ) \D (t0) ,
where
ak := 1−
(
1− 1
2k
)
1√
T
.
For k = 0 we get (3.9) from (3.7). Let us assume (3.9) is true for k = 0, 1, .., l − 1
and prove it for k = l. By (2.6), on D (T ) \D (t0) the function w :=
∣∣∇lRm∣∣2 S−1
satisfies
∆fw ≥ 2w − cΣlj=0
∣∣∇jRm∣∣ ∣∣∇l−jRm∣∣ ∣∣∇lRm∣∣S−1
≥ w − cΣlj=0
∣∣∇jRm∣∣2 ∣∣∇l−jRm∣∣2 S−1.
By the induction hypothesis,∣∣∇jRm∣∣2 ∣∣∇l−jRm∣∣2 S−1 ≤ c on D (al−1T ) \D (t0) .
Hence, it follows from above that
(3.10) ∆fw ≥ w − cl on D (al−1T ) \D (t0) .
Define the cut-off function
(3.11) ψ (f (x)) =
e
√
al−1T − e
f√
al−1T
e
√
al−1T
with support in D (al−1T ) \D (t0) and let G := ψ2w. By (3.10) we get
∆fG ≥ G− cl + 2ψ−1 (∆fψ)G− 6ψ−2 |∇ψ|2G(3.12)
+2ψ−2
〈∇G,∇ψ2〉 .
Let x0 be the maximum point of G on D (al−1T ) \D (t0) . If x0 ∈ Σ (t0) , then
G (x0) ≤ cl by (3.2) and (2.4). So, without loss of generality, we may assume that
x0 is an interior point. If at x0 we have ψ
−1 (∆fψ)−3ψ−2 |∇ψ|2 ≥ 0, then applying
the maximum principle to (3.12) we get G (x0) ≤ cl. Now suppose that
(3.13) ψ−1 (∆fψ)− 3ψ−2 |∇ψ|2 < 0 at x0.
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Since
∆fψ = ψ
′∆f (f) + ψ′′ |∇f |2(3.14)
=
e
f√
al−1T√
al−1Te
√
al−1T
(
f − n
2
− |∇f |
2√
al−1T
)
≥ 1
2
e
f√
al−1T
e
√
al−1T
f√
al−1T
,
by (3.13) it follows that
1
2
e
f√
al−1T
e
√
al−1T
f√
al−1T
ψ (x0) ≤ ψ∆fψ
< 3 |∇ψ|2
≤ 3 e
2f√
al−1T
e2
√
al−1T
f
al−1T
.
This immediately implies
ψ (x0) ≤ c√
T
.
Hence, we obtain from (2.1) that
G (x0) ≤ c
T
∣∣∇lRm∣∣2 S−1 ≤ cl.
In conclusion, this proves
(3.15) G ≤ cl on D (al−1T ) \D (t0) .
Since (al−1 − al)
√
T = 12l , on D (alT ) \D (t0) by (3.11) we have
ψ ≥ 1− e
1√
al−1
(al−al−1)
√
T
≥ 1− e−2−l .
By (3.15) we get that
∣∣∇lRm∣∣2 S−1 ≤ cl on D (alT ) \D (t0) . This completes the
induction step and proves (3.9). In particular, we have
(3.16)
∣∣∇kRm∣∣2 ≤ ckS on D (T −√T) \D (t0) .
We now prove by induction on k ≥ 0 that
(3.17)
∣∣∇kRm∣∣2 ≤ ckS2 on D (bkT ) \D (t0) ,
where
bk := 1−
(
2− 1
2k
)
1√
T
.
For k = 0, (3.17) follows from (3.7) and (3.16). Indeed, by (3.16), one has
|∇Ric| ≤ c
√
S
on D (b0T ) = D
(
T −√T
)
. Plugging this into (3.7) and using (2.1), one sees that
|Rm| ≤ c S
on D (b0T ) .
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Now assume (3.17) is true for k = 0, 1, .., l − 1. To prove it for k = l, note that
by (2.7), on D (bl−1T ) \D (t0) , the function w :=
∣∣∇lRm∣∣2 S−2 satisfies
∆Fw ≥ w − cΣlj=0
∣∣∇jRm∣∣ ∣∣∇l−jRm∣∣ ∣∣∇lRm∣∣S−2(3.18)
≥ 1
2
w − cΣlj=0
∣∣∇jRm∣∣2 ∣∣∇l−jRm∣∣2 S−2
≥ 1
2
w − cl,
where F := f − 2 lnS and in the last line we have used the induction hypothesis
that
∣∣∇jRm∣∣2 ≤ cjS2 on D (bjT ) \D (t0) for all j ≤ l − 1.
Let G := ψ2w with
(3.19) ψ :=
e
√
bl−1T − e
f√
bl−1T
e
√
bl−1T
.
By (3.18) we obtain
∆FG ≥ 1
2
G− cl + 2ψ−1 (∆Fψ)G− 6ψ−2 |∇ψ|2G(3.20)
+2ψ−2
〈∇G,∇ψ2〉 .
Let x0 be the maximum point of G on D (bl−1T ) \D (t0) . As above, we may assume
that x0 is an interior point. If at x0 we have ψ
−1 (∆Fψ) − 3ψ−2 |∇ψ|2 ≥ 0, then
the maximum principle implies G (x0) ≤ cl. So it remains to consider the case that
(3.21) ψ−1 (∆Fψ)− 3ψ−2 |∇ψ|2 < 0 at x0.
As in (3.14), we have
(3.22) ∆fψ ≥ 1
2
e
f√
bl−1T
e
√
bl−1T
f√
bl−1T
.
Furthermore,
(3.23) |〈∇ lnS,∇ψ〉| = e
f√
bl−1T√
bl−1Te
√
bl−1T
|〈∇S,∇f〉|S−1.
However, (3.16) implies that
|〈∇S,∇f〉| ≤ |∆S|+ S + 2 |Ric|2
≤ c
√
S.
Hence, we obtain by (3.23) and (2.1) that
|〈∇ lnS,∇ψ〉| ≤ c e
f√
bl−1T
e
√
bl−1T
√
f√
bl−1T
.
Together with (3.22), this implies that
∆Fψ ≥ 1
3
e
f√
bl−1T
e
√
bl−1T
f√
bl−1T
.
Plugging this into (3.21), we conclude
ψ (x0) ≤ c√
T
.
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Therefore, by (2.1) and (3.16),
G (x0) = ψ
2 (x0)w (x0)
≤ c
T
∣∣∇lRm∣∣2 S−2
≤ cl.
In conclusion, this proves
(3.24) G ≤ cl on D (bl−1T ) \D (t0) .
Note by (3.19) we have on D (blT ) \D (t0)
ψ ≥ 1− e
1√
bl−1
(bl−bl−1)
√
T
≥ 1− e−2−l .
So (3.24) implies that
∣∣∇lRm∣∣2 S−2 ≤ cl on D (blT ) \D (t0) . This completes the
induction step and (3.17) is proved. In particular, we conclude
(3.25)
∣∣∇kRm∣∣2 ≤ ckS2 on D (T − 2√T) \D (t0) .
We now complete the proof of the proposition. Define φt by
dφt
dt
=
∇f
|∇f |2(3.26)
φ
T−2
√
T
= Id on Σ
(
T − 2
√
T
)
.
For q ∈ Σ (t1) with T − 2
√
T ≤ t1 ≤ T , let q0 ∈ Σ
(
T − 2
√
T
)
be such that
φt1 (q0) = q. We obtain, as in (3.4), that∣∣∣∣ ddtS (φt (q0))
∣∣∣∣ ≤ ct .
Integrating this from t = T − 2√T to t = t1 implies that
S (q0) ≤ S (q) + c ln t1
T − 2√T(3.27)
≤ S (q) + c√
T
.
By (2.1) we know that S (q) ≥ c
T
. Hence, (3.27) implies that
S (q0) ≤ c
√
S (q) .
Since q0 ∈ D
(
T − 2
√
T
)
\D (t0) , by (3.25) we get that
(3.28)
∣∣∇kRm∣∣ (q0) ≤ ck√S (q) .
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Using (2.3) we compute
d
dt
∣∣∇kRm∣∣2 (φt (q0)) =
〈
∇
∣∣∇kRm∣∣2 ,∇f〉
|∇f |2(3.29)
=
1
|∇f |2
(∇kRm ∗ ∇k+2Rm+∇kRm ∗ ∇kRm)
+
1
|∇f |2
 k∑
j=0
∇kRm ∗ ∇jRm ∗ ∇k−jRm
 .
Therefore, by (2.4) ∣∣∣∣ ddt ∣∣∇kRm∣∣ (φt (q0))
∣∣∣∣ ≤ ckt .
Integrating this from t = T − 2√T to t = t1 and using (3.28) we conclude that∣∣∇kRm∣∣ (q) ≤ ∣∣∇kRm∣∣ (q0) + ck ln t1
T − 2√T
≤ ck
√
S (q) +
ck√
T
.
Using (2.1) again that S (q) ≥ c
T
, we get∣∣∇kRm∣∣ (q) ≤ ck√S (q) ,
for any q ∈ D (T ) \D
(
T − 2
√
T
)
. Together with (3.25), this proves that
(3.30)
∣∣∇kRm∣∣ ≤ ck√S on D (T ) \D (t0) .
For any q ∈ Σ (t1) with T − 2
√
T ≤ t1 ≤ T, let q0 ∈ Σ
(
T − 2√T
)
be such that
φt1 (q0) = q, where φt is defined by (3.26). By (3.4) and (2.3) we have that∣∣∣∣ ddtS (φt (q0))
∣∣∣∣ ≤ ct (S + 2 |Ric|2 + |∆S|) (φt (q0))
≤ c
t
√
S (φt (q0)) ,
where for the last line we used (3.30). We rewrite this as
∣∣∣ ddt√S (φt (q0))∣∣∣ ≤ ct , and
integrate in t ∈
[
T − 2
√
T , t1
]
. It follows, as for (3.27), that
√
S (φt (q0)) ≤
√
S (q) +
c√
T
(3.31)
≤ c
√
S (q) .
In particular, S (q0) ≤ cS (q). Since q0 ∈ D
(
T − 2√T
)
\D (t0) , by (3.25) we get
that
(3.32)
∣∣∇kRm∣∣ (q0) ≤ ckS (q) .
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By (3.29), (3.30) and (3.31) we now get∣∣∣∣ ddt ∣∣∇kRm∣∣ (φt (q0))
∣∣∣∣ ≤ ct√S (φt (q0))
≤ c
t
√
S (q) .
Integrating from t = T − 2√T to t = t1 it follows that∣∣∇kRm∣∣ (q) ≤ ∣∣∇kRm∣∣ (q0) + ck√
T
√
S (q)
≤ ckS (q) ,
where in last line we used (3.32) and (2.1). This inequality is true for any q ∈
D (T ) \D
(
T − 2√T
)
. Together with (3.25), it follows that
∣∣∇kRm∣∣ ≤ ckS on
D (T ) \D (t0) . This proves the proposition. 
To improve Proposition 3.3 we use a different strategy. Let us first record some
useful consequences. Note that (2.3) and (3.8) imply∣∣〈∇f,∇kRm〉∣∣ ≤ ∣∣∆f (∇kRm)∣∣+ ∣∣∆ (∇kRm)∣∣(3.33)
≤ ckS.
In particular,
(3.34) |〈∇f,∇S〉| ≤ cS.
We can easily see from (2.3) that
Sijfifj = 〈∇ (Sifi) ,∇f〉 − fijSifj
= 2
〈
∇ |Ric|2 ,∇f
〉
+ 〈∇ (∆S) ,∇f〉
−3
2
〈∇S,∇f〉+ 1
2
|∇S|2 .
By (3.8) and (3.33) it follows that
(3.35) |Sijfifj| ≤ c S.
We now complete the proof of Theorem 3.1 by proving the following.
Proposition 3.4. Let (M, g, f) be an n-dimensional, complete, gradient shrinking
Ricci soliton such that (3.2) holds. Then for any k ≥ 0 there exists ck > 0 such
that ∣∣∇kRm∣∣2 ≤ ckSk+2 on D (T ) \D (t0) .
Proof. For k = 0 this follows from (3.8). For the case k = 1, we first prove a weaker
statement that
(3.36) |∇Rm|2 ≤ cS 114 on D (T ) \D (t0) .
For any 2 ≤ a ≤ 3, by (2.7) we have
∆F
(
|∇Rm|2 S−a
)
≥
(
3− a− a
(a
2
− 1
)
|∇ lnS|2
)
|∇Rm|2 S−a−c |Rm| |∇Rm|2 S−a.
Hence, it follows from (3.8) that w := |∇Rm|2 S−a satisfies the inequality
(3.37) ∆Fw ≥
(
(3− a)− cS − a
(a
2
− 1
)
|∇S|2 S−2
)
w
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on D (T ) \D (t0) , where F := f − a lnS. We will rewrite this as an inequality on
Σ (t). Note that
(3.38) ∆w = ∆Σw + wnn +Hwn,
where ∆Σ is the Laplacian on Σ (t) andH :=
faa
|∇f | is the mean curvature of Σ (t) .We
first estimate wnn = Hess(w) (en, en) from above.
Denote by u := |∇Rm|2 and write w = u
Sa
. Then
wnn =
1
|∇f |2 (uijfifj)S
−a − 2a|∇f |2 〈∇u,∇f〉 〈∇S,∇f〉S
−a−1(3.39)
+
a (a+ 1)
|∇f |2 〈∇S,∇f〉
2
S−a−2u− a|∇f |2 (Sijfifj)S
−a−1u.
We argue that all these terms can be bounded. Note that by (2.3)
2
〈∇f,∇ (∇kRm)〉 = − (k + 2)∇kRm(3.40)
+
k∑
j=0
∇jRm ∗ ∇k−jRm+ 2∆∇kRm.
Consequently,
〈∇u,∇f〉 = ∇Rm ∗ ∇Rm+Rm ∗ ∇Rm ∗ ∇Rm(3.41)
+∇3Rm ∗ ∇Rm.
It can be similarly checked by using (3.40) and (3.41) that
〈∇ 〈∇u,∇f〉 ,∇f〉 = ∇Rm ∗ ∇Rm+Rm ∗ ∇Rm ∗ ∇Rm(3.42)
+Rm ∗ Rm ∗ ∇Rm ∗ ∇Rm+∇2Rm ∗ ∇Rm ∗ ∇Rm
+∇3Rm ∗ ∇Rm+∇3Rm ∗ ∇Rm ∗ Rm+∇3Rm ∗ ∇3Rm ∗ Rm
+∇3Rm ∗ ∇3Rm+∇5Rm ∗ ∇Rm.
Hence, by (3.8) we get |〈∇ 〈∇u,∇f〉 ,∇f〉| ≤ c S2.Moreover, (3.41) and (3.8) imply
|fijuifj | =
∣∣∣∣12 〈∇u,∇f〉 −Rijfjui
∣∣∣∣
≤ 1
2
|〈∇u,∇f〉|+ 1
2
|〈∇S,∇u〉|
≤ c S2.
This shows
|uijfifj| ≤ |〈∇ (uifi) ,∇f〉|+ |fijuifj |(3.43)
≤ cS2.
Since 2 ≤ a ≤ 3, using (2.1) we get
1
|∇f |2 |uijfifj|S
−a ≤ c.
Also, note that by (3.34) and (3.8)
1
|∇f |2 〈∇S,∇f〉
2
S−a−2u ≤ cS3−a ≤ c.
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Furthermore, using (3.41), one finds that
1
|∇f |2 |〈∇u,∇f〉| |〈∇S,∇f〉|S
−a−1 ≤ cS3−a ≤ c.
According to (3.35), we have
1
|∇f |2 |Sijfifj |S
−a−1u ≤ cS3−a ≤ c.
From these estimates we get that for any 2 ≤ a ≤ 3,
(3.44) wnn ≤ c.
Also, note that
〈∇w,∇ lnS〉 = 〈∇w,∇ lnS〉Σ +
1
|∇f |2 〈∇w,∇f〉 〈∇ lnS,∇f〉 .
The last term above can be bounded by using (3.34) together with
|〈∇w,∇f〉| ≤ |〈∇u,∇f〉|S−a + c |〈∇ lnS,∇f〉|S−au
≤ cS−a+2.
It follows that
a 〈∇w,∇ lnS〉 ≤ a 〈∇w,∇ lnS〉Σ + c.
Similarly, we have
|H wn| ≤ c|∇f |2 |〈∇f,∇w〉| ≤ c.
Plugging this and (3.44) into (3.37) we obtain
∆Σw ≥ 〈∇f,∇w〉 − a 〈∇w,∇ lnS〉Σ(3.45)
+
(
(3− a)− cS − a
(a
2
− 1
)
|∇S|2 S−2
)
w − c,
where w = |∇Rm|2 S−a.
Let a = 2 + α, where α > 0 is to be determined later. Note that by (3.8),
|∇S|2 S−2 ≤ c. It follows from (3.45) that
∆Σw ≥ 〈∇f,∇w〉 − a 〈∇w,∇ lnS〉Σ(3.46)
+
(
1
2
− cS − cα
)
w − c.
Now we take α small so that c α < 14 . Then (3.46) becomes
(3.47) ∆Σw ≥ 〈∇f,∇w〉 − a 〈∇w,∇ lnS〉Σ +
(
1
4
− cS
)
w − c,
where w = |∇Rm|2 S−2−α.
Let x0 be the maximum point of w inD (T ) \D (t0). If x0 ∈ Σ (t0) , then w (x0) ≤
c by (2.4). So we may assume that x0 is an interior point of D (T ) \D (t0) . We
have ∆Σw ≤ 0, 〈∇w,∇ lnS〉Σ = 0 and 〈∇f,∇w〉 ≥ 0 at x0. So (3.47) implies that(
1
4 − cS (x0)
)
w (x0) ≤ c. If S (x0) < 18c , it follows that w (x0) ≤ c. On the other
hand, if S (x0) ≥ 18c , then (2.4) implies w (x0) ≤ c. In conclusion, we have proved
that
(3.48) |∇Rm|2 S−2−α ≤ c on D (T ) \D (t0) .
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Using this estimate, we get from (3.45) that for any 2 ≤ a ≤ 3, the function
w := |∇Rm|2 S−a satisfies
(3.49) ∆Σw ≥ 〈∇f,∇w〉 − a 〈∇w,∇ lnS〉Σ + ((3− a)− cSα)w − c.
Let a = 114 . Then (3.49) becomes
∆Σw ≥ 〈∇f,∇w〉 − a 〈∇w,∇ lnS〉Σ +
(
1
4
− cSα
)
w − c.
Applying the maximum principle as in the proof of (3.48), one concludes that w is
bounded on D (T ) \D (t0) . This shows that
(3.50) |∇Rm|2 ≤ cS 114 on D (T ) \D (t0)
and (3.36) is established.
We now prove that for any k ≥ p ≥ 1 there exists a constant ck,p, depending on
k and p, such that
(3.51)
∣∣∇kRm∣∣2 ≤ ck,p Sp+1 on D (T ) \D (t0) .
The proof is by induction on p. By (3.8), clearly (3.51) is true for p = 1. Now
assume that (3.51) holds for p = 1, 2, · · · , l. We will prove it for p = l+ 1. That is,
if
(3.52)
∣∣∇jRm∣∣2 ≤ cj Sj+1 for all j ≤ l
and
(3.53)
∣∣∇jRm∣∣2 ≤ cj,l Sl+1 for all j > l,
then
(3.54)
∣∣∇kRm∣∣2 ≤ ck,l+1 Sl+2 for all k ≥ l + 1.
For any a > 0, we have by (2.6) that
∆f
(∣∣∇kRm∣∣2 S−a) ≥ ((k + 2)− a− ca2 |∇ lnS|2) ∣∣∇kRm∣∣2 S−a(3.55)
− cΣkj=0
∣∣∇jRm∣∣ ∣∣∇k−jRm∣∣ ∣∣∇kRm∣∣S−a.
Note that (3.52) and (3.53) imply that for k ≥ l+ 1,∣∣∇jRm∣∣ ∣∣∇k−jRm∣∣ ∣∣∇kRm∣∣S−l−2 ≤ ck,l+1,
where ck,l+1 is a constant depending on ck,j for all j ≤ l. It now follows from
(3.50) and (3.55) that for any k ≥ l + 1, by letting a = l + 2, the function w :=∣∣∇kRm∣∣2 S−l−2 satisfies the inequality
(3.56) ∆fw ≥
(
1− ck
√
S
)
w − ck,l+1.
Now we follow a similar strategy as in the proof of (3.50) to show that wnn ≤ ck,l+1.
Denote by u :=
∣∣∇kRm∣∣2 . Then w = u
Sl+2
. Note that by (3.34) and (3.53),
1
|∇f |2 〈∇S,∇f〉
2
S−l−4u ≤ cS−l−1u ≤ ck,l+1
and by (3.35) and (3.53),
1
|∇f |2 |Sijfifj|S
−l−3 u ≤ c S−l−1u ≤ ck,l+1.
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Furthermore, according to (2.3) we have
〈∇u,∇f〉 = ∇kRm ∗ ∇kRm+∇kRm ∗ ∇k+2Rm(3.57)
+Σkj=0∇jRm ∗ ∇k−jRm ∗ ∇kRm.
It follows immediately from (3.52) and (3.53) that |〈∇u,∇f〉| ≤ ck,l+1 Sl+1 and
hence
1
|∇f |2 |〈∇u,∇f〉| |〈∇S,∇f〉|S
−l−3 ≤ ck,l+1.
Similarly, we have |〈∇ 〈∇u,∇f〉 ,∇f〉| ≤ ck,l+1 Sl+1. As in (3.43) we get
|uijfifj|S−l−1 ≤ ck,l+1.
The above estimates, together with (3.39), imply
(3.58) wnn ≤ ck,l+1.
Finally, we also get from above that
Hwn ≤ c|∇f |2
|〈∇w,∇f〉|
≤ c|∇f |2
(〈∇u,∇f〉S−l−2 + |〈∇ lnS,∇f〉|S−l−2u)
≤ ck,l+1.
It is easy to see from (3.56) and (3.38) that w :=
∣∣∇kRm∣∣2 S−l−2 satisfies
(3.59) ∆Σw ≥ 〈∇w,∇f〉+
(
1− ck
√
S
)
w − ck,l+1
for any k ≥ l + 1. By the maximum principle, (3.59) implies that w ≤ ck,l+1 on
D (T ) \D (t0) for all k ≥ l+1. This proves (3.54) and completes the induction step.
In conclusion, we have established (3.51). In particular, for all p ≥ 1, there exists
cp > 0 such that
(3.60) |∇pRm|2 ≤ cp Sp+1 on D (T ) \D (t0) .
We are now ready to prove an estimate like (3.36) for all k ≥ 1, that is,
(3.61)
∣∣∇kRm∣∣2 ≤ ck Sk+ 74 on D (T ) \D (t0) .
Note that (3.60) implies
Σkj=0
∣∣∇jRm∣∣ ∣∣∇k−jRm∣∣ ≤ ck S k2+1.
So from (3.55) we get
∆f
(∣∣∇kRm∣∣2 S−k− 74) ≥ (1
4
− ck
√
S
) ∣∣∇kRm∣∣2 S−k− 74 − ck ∣∣∇kRm∣∣S− k2− 34
≥
(
1
6
− ck
√
S
) ∣∣∇kRm∣∣2 S−k− 74 − ck.
Hence the function w :=
∣∣∇kRm∣∣2 S−k− 74 satisfies
(3.62) wnn +Hwn +∆Σw ≥ 〈∇f,∇w〉+
(
1
6
− ck
√
S
)
w − ck.
Following the proof of (3.58) it can be seen that wnn + Hwn ≤ ck. Therefore, by
applying the maximum principle to (3.62), we have w ≤ ck on D (T ) \D (t0) . This
shows that (3.61) is indeed true.
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We now finish the proof of the proposition by showing
(3.63)
∣∣∇kRm∣∣2 ≤ ck Sk+2 on D (T ) \D (t0)
for each k ≥ 1.
Let w :=
∣∣∇kRm∣∣2 S−k−2. Using (3.55) and (3.61), we get
∆fw ≥ −ck |∇ lnS|2 w − cΣkj=0
∣∣∇jRm∣∣ ∣∣∇k−jRm∣∣ ∣∣∇kRm∣∣S−k−2(3.64)
≥ −ckS 12 .
On the other hand, it is easy to check that
∆fS
1
2 =
1
2
(∆fS)S
− 1
2 − 1
4
|∇S|2 S− 32(3.65)
≥ 1
2
S
1
2
(
1− cS 34
)
.
From (3.64) and (3.65) we see that there exists a constant Ck > 0 such that
v := w + CkS
1
2 satisfies
(3.66) ∆fv ≥ S 12
(
1− ckS 34
)
.
We now bound vnn from above. By (3.35), we have
(3.67)
(
S
1
2
)
nn
≤ 1
2
Sijfifj
|∇f |2 S
− 1
2 ≤ cS 32 .
To bound wnn, we use (3.39). By (3.61), we get
1
|∇f |2 〈∇S,∇f〉
2 S−k−4u ≤ cS−k−1u
≤ ckS 34 .
Also, by (3.35) and (3.61),
1
|∇f |2 |Sijfifj|S
−k−3u ≤ cS−k−1u
≤ ckS 34 .
Furthermore, using (3.57) we see that |〈∇u,∇f〉| ≤ ckSk+ 74 , hence
1
|∇f |2 |〈∇u,∇f〉| |〈∇S,∇f〉|S
−k−3 ≤ ckS 34 .
In a similar way it can be shown that
1
|∇f |2 |uijfifj |S
−k−2 ≤ ckS 34 .
Combining all these estimates implies that
(3.68) wnn ≤ ckS 34 .
From (3.66), (3.67) and (3.68) it can be easily seen that
∆Σv ≥ 〈∇v,∇f〉+ S 12
(
1− ckS 14
)
.
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Therefore, if the maximum of v does not occur on Σ (t0) , then S
1
4 ≥ 1
ck
at the
maximum point. By (2.4), we have v ≤ ck on D (T ) \D (t0) and∣∣∇kRm∣∣2 ≤ ckSk+2 on D (T ) \D (t0) .
This proves the proposition. 
Proposition 3.4 allows us to establish the following Harnack estimate for the
scalar curvature. Assume that (3.2) holds. For t ≥ t0, define φt as follows.
dφt
dt
=
∇f
|∇f |2(3.69)
φt0 = Id on Σ (t0) .
For x ∈ Σ (t0) , let S (t) := S (φt (x)) , where t0 ≤ t ≤ T. Then
dS
dt
=
〈∇S,∇f〉
|∇f |2
=
∆S − S + 2 |Ric|2
t− S .
Using the estimate |∆S| ≤ cS2 from Proposition 3.4, we get∣∣∣∣dSdt + St
∣∣∣∣ ≤ C0S2t
for some constant C0 > 0. This can be rewritten into∣∣∣∣∣ (tS)′(tS)2
∣∣∣∣∣ ≤ C0t2 .
Integrating in t gives
(3.70)
∣∣∣∣ 1t2S (t2) − 1t1S (t1)
∣∣∣∣ ≤ C0 ( 1t1 − 1t2
)
for any t1 and t2 with t0 < t1 < t2 < T. Hence, if there exists t0 < t1 < T with
S (t1) ≤ 12C0 , then
(3.71) S (t) ≤ 1
C0
t1
t
for all t1 ≤ t ≤ T.
4. Ricci shrinkers asymptotic to round cylinder
In this section, we use the estimates from section 3 to prove Theorem 1.7. We
continue to denote by M an n-dimensional, complete, gradient shrinking Ricci
soliton.
By Proposition 3.4 and (2.9) we have
|Rijkn| ≤ 2 |∇Ric||∇f |(4.1)
≤ cS 32 f− 12 .
Using (2.3) we also conclude
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|Ranbn| = |Raibjfifj||∇f |2
≤ |fi∇iRab|+ |fi∇aRib|
|∇f |2
(4.2)
≤ cSf−1.
Consequently, for U, V,W defined in (3.1), we have
(4.3) 〈U, V 〉 = 〈U,W 〉 = 〈V,W 〉 = O (S2f−1)
and
|U |2 = 2
(n− 1) (n− 2)S
2,(4.4)
|V |2 = 4
n− 3
∣∣∣∣ ◦RicΣ∣∣∣∣2 +O(S2f−1),
|Rm|2 =
∣∣∣∣ ◦RmΣ∣∣∣∣2 + 2(n− 1) (n− 2)S2 +O (S2f−1) ,
|Ric|2 =
∣∣∣∣ ◦RicΣ∣∣∣∣2 + 1n− 1S2 +O (S2f−1) ,
|Rm|2 = |U |2 + |V |2 + |W |2 +O (S2f−1) .
We restate Theorem 1.7 here. Without loss of generality, we assumeM has only
one end.
Theorem 4.1. Let (M, g, f) be an n-dimensional, complete, gradient shrinking
Ricci soliton with |Rm| ≤ C. Assume that there exists a sequence of points xk →∞
such that (M, g, xk) converges to a round cylinder R×Sn−1/Γ. Then M is smoothly
asymptotic to the same round cylinder.
Proof. By the hypothesis, for any ε > 0 there exists sufficiently large t0 such that
sup
Σ(t0)
∣∣∣∣ ◦RmΣ∣∣∣∣2 S−2 < ε2 ,(4.5)
sup
Σ(t0)
∣∣∣∣S − n− 12
∣∣∣∣ < ε.
Claim 4.2. For ε > 0 and t0 > 0 such that (4.5) holds we have
(4.6) sup
Σ(t)
∣∣∣∣ ◦RmΣ∣∣∣∣2 S−2 < ε for all t ≥ t0.
To prove Claim 4.2, let
(4.7) T := sup
{
t : sup
Σ(r)
∣∣∣∣ ◦RmΣ∣∣∣∣2 S−2 < ε for all t0 ≤ r ≤ t
}
.
If T <∞, then
(4.8) sup
Σ(T )
∣∣∣∣ ◦RmΣ∣∣∣∣2 S−2 = ε.
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We have the following formula (see [13]).
(4.9) ∆f |Rm|2 = 2 |∇Rm|2 + 2 |Rm|2 − 8RijklRpiqkRpjql − 2RijklRijpqRpqkl.
For the function G given by
G := |Rm|2 S−2 − 2
(n− 1) (n− 2) ,
using (4.9) and arguing as in (2.7) we obtain the following inequality (cf. [22]).
(4.10) ∆fG ≥ −2 〈∇G,∇ lnS〉+ 4S−3P,
where
(4.11) P := −2SRijklRpiqkRpjql − 1
2
SRijklRijpqRpqkl + |Rm|2 |Ric|2 .
Note that by (4.4),
(4.12) G =
∣∣∣∣ ◦RmΣ∣∣∣∣2 S−2 +O (f−1) .
By (4.3) and (4.4) we get that
|Rm|2 |Ric|2(4.13)
=
(
|U |2 + |V |2 + |W |2
)(∣∣∣∣ ◦RicΣ∣∣∣∣2 + 1n− 1S2
)
+O
(
S4f−1
)
= |W |2
∣∣∣∣ ◦RicΣ∣∣∣∣2 + 1n− 1S2 |W |2 + 4n− 3
∣∣∣∣ ◦RicΣ∣∣∣∣4
+
2 (3n− 7)
(n− 1) (n− 2) (n− 3)S
2
∣∣∣∣ ◦RicΣ∣∣∣∣2
+
2
(n− 1)2 (n− 2)S
4 +O
(
S4f−1
)
.
A much longer computation of similar nature implies (cf. [22])
−2SRijklRpiqkRpjql − 1
2
SRijklRijpqRpqkl(4.14)
= −2SRabcdReagcRebgd − 1
2
SRabcdRabegRegcd +O
(
S4f−1
)
= −2SWabcdWeagcWebgd − 1
2
SWabcdWabegWegcd
− 6
n− 3SWabcd
◦
Rac
◦
Rbd − 6
(n− 1) (n− 2)S
2
∣∣∣∣ ◦RicΣ∣∣∣∣2
+
8
(n− 3)2S
◦
Rab
◦
Rbc
◦
Rac − 2
(n− 1)2 (n− 2)S
4 +O
(
S4f−1
)
.
From (4.11), (4.13) and (4.14) we conclude that
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P =
1
n− 1S
2 |W |2 − 2SWabcdWeafcWebfd(4.15)
−1
2
SWabcdWabefWefcd
+
4
(n− 1) (n− 2) (n− 3)S
2
∣∣∣∣ ◦RicΣ∣∣∣∣2 + 4n− 3
∣∣∣∣ ◦RicΣ∣∣∣∣4
+
8
(n− 3)2S
◦
Rab
◦
Rbc
◦
Rac + |W |2
∣∣∣∣ ◦RicΣ∣∣∣∣2
− 6
n− 3SWabcd
◦
Rac
◦
Rbd +O
(
S4f−1
)
.
Therefore, we have
P ≥ 1
n− 1S
2 |W |2 + 4
(n− 1) (n− 2) (n− 3)S
2
∣∣∣∣ ◦RicΣ∣∣∣∣2
−5
2
S |W |3 − 8
(n− 3)2S
∣∣∣∣ ◦RicΣ∣∣∣∣3
− 6
n− 3S |W |
∣∣∣∣ ◦RicΣ∣∣∣∣2 − cS4f−1.
Since by (4.7) for all t0 ≤ t ≤ T,
|W |2 + 4
n− 3
∣∣∣∣ ◦RicΣ∣∣∣∣2 ≤ ∣∣∣∣ ◦RmΣ∣∣∣∣2 + cS2f−1(4.16)
≤ εS2 + cS2f−1
≤ 2εS2,
it follows that
P ≥
(
1
n− 1 − c
√
ε
)
S2 |W |2
+
(
4
(n− 1) (n− 2) (n− 3) − c
√
ε
)
S2
∣∣∣∣ ◦RicΣ∣∣∣∣2
−c S4 f−1
for some constant c > 0 depending only on n. In particular, there exists σ > 0
depending only on n such that
P ≥ σS2
∣∣∣∣ ◦RmΣ∣∣∣∣2 − c S4 f−1.
As
∣∣∣∣ ◦RmΣ∣∣∣∣2 ≥ G− cS2f−1, it follows from (4.10) that on D (T ) \D (t0)
(4.17) ∆G ≥ 〈∇G,∇f〉 − 2 〈∇G,∇ lnS〉+ σSG− cSf−1.
Note that
∆G = ∆ΣG+Gnn +HGn,
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where ∆Σ is the Laplacian on Σ (t) . We now bound Gnn by a similar argument as
in the proof of Proposition 3.4. Let u := |Rm|2 and w := u
S2
. Then Gnn = wnn. By
(3.39) we have
(4.18) wnn =
fifj
|∇f |2
(
uijS
−2 − 4uiSjS−3 + 6SiSjS−4u− 2SijS−3u
)
.
Now,
uijfifj = 〈∇ (uifi) ,∇f〉 − fijuifj .
Note that by (2.3) and Proposition 3.4,
〈∇u,∇f〉 = −2u+Rm ∗ Rm ∗ Rm(4.19)
+∇2Rm ∗ Rm.
Therefore,
〈∇u,∇f〉 = −2u+O (S3) .
Using (4.19) and (2.3) we similarly get
〈∇ 〈∇u,∇f〉 ,∇f〉 = −2 〈∇u,∇f〉+O (S3)(4.20)
= 4u+O
(
S3
)
.
Finally, we have
fijuifj =
1
2
〈∇u,∇f〉 − 〈∇u,∇S〉
= −u+O (S3) .
Hence, by (4.19) and (4.20) we conclude that
(4.21) uijfifj = 5u+O
(
S3
)
and
(4.22)
1
|∇f |2uijfifjS
−2 =
5
|∇f |2w +O
(
Sf−1
)
.
Note that the second and the third term in (4.18) can be rewritten as
fifj
|∇f |2
(−4uiSjS−3 + 6uSiSjS−4)(4.23)
= − 4|∇f |2 (wifi)SjfjS
−1 − 2u|∇f |2 〈∇S,∇f〉
2 S−4.
The first term above is estimated by (3.34) as
4
|∇f |2 〈∇w,∇f〉 〈∇S,∇f〉S
−1 ≤ cf−1 |〈∇w,∇f〉| .
The second term can be computed as
2u
|∇f |2 〈∇S,∇f〉
2
S−4 =
2
|∇f |2w +O
(
Sf−1
)
by noting that
〈∇S,∇f〉 = −S +O(S2).
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Thus, we have proved that
fifj
|∇f |2
(−4uiSjS−3 + 6uSiSjS−4)(4.24)
≤ c t−10 |〈∇w,∇f〉| −
2
|∇f |2w +O
(
Sf−1
)
.
To estimate the last term in (4.18), we write
Sijfifj = 〈∇ 〈∇S,∇f〉 ,∇f〉 − fijSifj
= 〈∇ 〈∇S,∇f〉 ,∇f〉 − 1
2
〈∇S,∇f〉+ 1
2
|∇S|2 .
Following a similar idea as in the proof of (4.21), one sees that 〈∇S,∇f〉 = −S +
O(S2) and 〈∇ 〈∇S,∇f〉 ,∇f〉 = S +O (S2) . Therefore,
Sijfifj =
3
2
S +O
(
S2
)
.
This implies that
(4.25)
2
|∇f |2 u (Sijfifj)S
−3 =
3
|∇f |2w +O
(
Sf−1
)
.
By (4.18), (4.22), (4.24) and (4.25) we obtain
(4.26) wnn ≤ c0 t−10 |〈∇G,∇f〉|+O(Sf−1).
Note that by (3.34),
〈∇G,∇ lnS〉 = 〈∇G,∇ lnS〉Σ +
1
|∇f |2 〈∇G,∇f〉 〈∇ lnS,∇f〉
≤ 〈∇G,∇ lnS〉Σ + c0 t−10 |〈∇G,∇f〉|
and
HGn ≤ c0 t−10 |〈∇G,∇f〉| .
Combining this with (4.17) and (4.26), we conclude that
∆ΣG ≥ 〈∇G,∇f〉 − c0 t−10 |〈∇G,∇f〉|
−2 〈∇G,∇ lnS〉Σ + σSG− c S f−1.(4.27)
Now if the maximum of G is achieved on Σ (t0) , then (4.5) and (4.12) imply that
G ≤ 2ε3 . Otherwise, by the maximum principle we get G ≤ c t−10 . By assuming t0 to
be large enough, one concludes that G ≤ 2ε3 . In either case, it shows that G ≤ 2ε3
on D (T ) \D (t0) . Now (4.12) implies that
sup
Σ(T )
∣∣∣∣ ◦RmΣ∣∣∣∣2 S−2 < ε.
This contradicts with (4.8). So the assumption that T <∞ is false. Therefore,
(4.28) sup
Σ(t)
∣∣∣∣ ◦RmΣ∣∣∣∣2 S−2 < ε
for all t ≥ t0.
We now claim that S ≥ C > 0 on M. Indeed, if there exists x ∈M\D (t0) with
S (x) < 12C0 , where C0 is the constant in (3.71), then (3.71) implies that S f ≤ c
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along the integral curve of ∇f through x. But this contradicts with the fact that
(M, g, xk) converges to R× Sn−1/Γ.
Finally, since S is bounded from below by a positive constant, by (4.28), it follows
that for any sequence yk →∞, a subsequence of (M, g, yk) will converge to a round
cylinder R× Sn−1/Γ. Note that the quotient must be the same, as all the level sets
of f are diffeomorphic.
In particular, this proves that
(4.29) lim
x→∞
∣∣∣∣ ◦RmΣ∣∣∣∣ (x) = 0 and limx→∞ |S(x)− n− 12 | = 0.
We now strengthen the above conclusion and show that M is asymptotic to R ×
S
n−1/Γ. For this, we first obtain an explicit convergence rate for (4.29).
We follow the argument in [11] to prove that there exists a constant δ > 0 such
that
(4.30)
∣∣∣∣Rabcd − 12 (n− 2) (gacgbd − gadgbc)
∣∣∣∣ ≤ cf−δ.
Note that
∆f
◦
Rac =
◦
Rac − 2RabcdRbd + 2
n− 1 |Ric|
2
gac +O
(
f−
1
2
)
(4.31)
=
◦
Rac − 2
( ◦
Rabcd + Uabcd
)( ◦
Rbd +
1
n− 1Sgbd
)
+
2
n− 1
(∣∣∣∣ ◦RicΣ∣∣∣∣2 + 1n− 1S2
)
+O
(
f−
1
2
)
=
(
1− 2 (n− 3)
(n− 1) (n− 2)S
) ◦
Rac − 2
◦
Rabcd
◦
Rbd
+
2
n− 1
∣∣∣∣ ◦RicΣ∣∣∣∣2 +O (f− 12) .
Since
∣∣S − n−12 ∣∣ ≤ ε and ∣∣∣∣ ◦RicΣ∣∣∣∣ ≤ ε and ∣∣∣∣ ◦RmΣ∣∣∣∣ ≤ ε by (4.29), it follows from (4.31)
that
(4.32) ∆f
∣∣∣∣ ◦RicΣ∣∣∣∣ ≥ 1n− 1
∣∣∣∣ ◦RicΣ∣∣∣∣− cf− 12 on M\D (t0) .
Obviously, there exists a constant c0 > 0 so that
∣∣∣∣ ◦RicΣ∣∣∣∣ ≤ c0f− 1n on Σ (t0) . Then
(4.32) implies that the function G :=
∣∣∣∣ ◦RicΣ∣∣∣∣− c0 f− 1n satisfies
∆fG ≥ 1
n− 1G on M\D (t0)
and G ≤ 0 on Σ (t0) . Since G→ 0 at infinity, by the maximum principle it follows
that G ≤ 0 on M\D (t0) . In conclusion,
(4.33)
∣∣∣∣Rab − 1n− 1Sgab
∣∣∣∣ = ∣∣∣∣ ◦Rab∣∣∣∣ ≤ cf− 1n .
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By a standard interpolation argument it can be proved for all k ≥ 1 there exist ck
and bk > 0 so that
(4.34)
∣∣∣∣∇k ◦RicΣ∣∣∣∣ ≤ ckf−bk .
Indeed, we sketch this argument below. For x ∈ Σ (t) and θ := t− 12n let φ be a
cut-off on Bx (θ) so that φ = 1 on Bx
(
θ
2
)
and |∇φ| ≤ cθ−1. Integrating by parts
and using (2.4), we have∫
Bx(θ)
∣∣∣∣∇ ◦RicΣ∣∣∣∣2 φ2 = − ∫
Bx(θ)
(
∆
◦
Rab
) ◦
Rabφ
2
−
∫
Bx(θ)
〈
∇
◦
Rab,∇φ2
〉 ◦
Rab
≤ c
(
1 +
1
θ
)∫
Bx(θ)
∣∣∣∣ ◦RicΣ∣∣∣∣ .
Note that (4.33) and (2.2) imply that
∣∣∣∣ ◦RicΣ∣∣∣∣ ≤ ct− 1n on Bx (θ) . It follows from
above that
(4.35)
∫
Bx(θ)
∣∣∣∣∇ ◦RicΣ∣∣∣∣2 φ2 ≤ ct− 12nVol (Bx (θ)) .
As (M, g) has bounded curvature, the volume comparison implies that Vol (Bx (θ)) ≤
cVol
(
Bx
(
θ
2
))
. Together with (4.35), this proves that
(4.36) inf
Bx( θ2 )
∣∣∣∣∇ ◦RicΣ∣∣∣∣2 ≤ ct− 12n .
By (2.4) we have that
∣∣∣∣∣∇
∣∣∣∣∇ ◦RicΣ∣∣∣∣2
∣∣∣∣∣ ≤ c. This together with (4.36) immediately
leads to ∣∣∣∣∇ ◦RicΣ∣∣∣∣ ≤ cf− 14n .
By induction on k we get (4.34).
Using the equation ∇b
◦
Rab =
n−3
2(n−1)∇aS, one concludes that
(4.37)
∣∣∇kS∣∣ ≤ ckf−bk .
By (4.34) and (4.37) it follows that
(4.38)
∣∣∇kRic∣∣ ≤ ckf−bk
for all k ≥ 1. We now consider φt defined by
dφt
dt
=
∇f
|∇f |2(4.39)
φt0 = Id on Σ (t0) .
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For a fixed x ∈ Σ (t0) we denote S (t) := S (φt (x)) , where t ≥ t0. Then
dS
dt
=
〈∇S,∇f〉
|∇f |2
=
∆S − S + 2 |Ric|2
t− S .
Using (4.33) and (4.37) one sees that there exists δ > 0 such that
t
dS
dt
=
2
n− 1S
2 − S +O (f−δ) .
Consequently, the function ρ := S − n−12 satisfies
tρ′ = ρ+
2
n− 1ρ
2 +O
(
f−δ
)
and ρ→ 0 at infinity. Integrating this in t we find that |ρ (t)| ≤ ct−δ, which proves
that
(4.40)
∣∣∣∣S − n− 12
∣∣∣∣ ≤ cf−δ on M\D (t0) .
Bianchi identities imply
fl∇lRijkh = fl (−∇kRijhl +∇hRijkl)(4.41)
= −∇k (Rijhlfl) +∇h (Rijklfl)
+Rijhlflk −Rijklflh.
By (2.8) and (4.38) we have
|∇k (Rijhlfl)|+ |∇h (Rijklfl)| ≤ 2
∣∣∇2Ric∣∣ ≤ cf−b2 .
Furthermore, the soliton equation yields
Rijhlflk −Rijklflh = −Rijkh −RijhlRlk +RijklRlh
=
(
2
n− 1S − 1
)
Rijkh −Rijhl
◦
Rlk +Rijkl
◦
Rlh.
Hence, (4.40) and (4.33) imply that
|Rijhlflk −Rijklflh| ≤ cf−δ.
It follows from (4.40) and (4.41) that there exists δ > 0 so that∣∣∣∣fl∇l ◦RmΣ∣∣∣∣ ≤ c f−δ.
Integrating along the integral curves of ∇f as before, one concludes that
∣∣∣∣ ◦RmΣ∣∣∣∣ ≤
cf−δ on M. This and (4.40) imply (4.30).
By interpolation arguments as above, it follows that there exist dk > 0 so that
(4.42)
∣∣∇kRm∣∣ ≤ ckf−dk
for all k ≥ 1.
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We can now prove that M is smoothly asymptotic to R × Sn−1/Γ. Indeed, for
φt defined in (4.39) consider g˜ (t) = φ
∗
t (g) on Σ (t0) , the pullback of the metric g
on Σ (t) . Then
d
dt
g˜ab (t) = 2φ
∗
t
(
fab
|∇f |2
)
=
1
|∇f |2φ
∗
t (gab − 2Rab) .
Hence, by (4.30),
−ct−1−δg˜ab (t) ≤ d
dt
g˜ab (t) ≤ ct−1−δg˜ab (t) .
Integrating in t implies that
|g˜ab (t)− g∞ab | ≤ ct−δ,
where g∞ab is the round metric on Σ (t0) . Note that (4.42) implies decay estimates
for
∣∣∂kg˜ab∣∣ for all k. It is easy to see that this implies M is smoothly asymptotic to
R× Sn−1/Γ. The theorem is proved. 
5. Asymptotic geometry of four dimensional shrinkers
We are now in position to prove Theorem 1.5 in the introduction. For the
convenience of the reader, we restate it here. Without loss of generality, we assume
M has only one end.
Theorem 5.1. Let (M, g, f) be a complete, four dimensional gradient shrinking
Ricci soliton with bounded scalar curvature S and inf S > 0. Then either M is
smoothly asymptotic to a quotient of R × S3, or for any sequence xi ∈ M going
to infinity along an integral curve of ∇f, a subsequence of (M, g, xi) converges
smoothly to R2 × S2 or its Z2 quotient. Moreover, the limit is uniquely determined
by the integral curve and is independent of the sequence xi.
Proof. Since S is bounded, by Theorem 1.3,M has bounded curvature. Recall that
(M, g (t)) is an ancient solution to the Ricci flow defined on (−∞, 0), where
g (t) := (−t)φ∗t g
and φt is the family of diffeomorphisms defined by
dφ
dt
=
∇f
(−t)
φ−1 = Id.
For any sequence τi → 0, consider the rescaled flow (M, gi (t)) for t < 0, where
gi (t) :=
1
τi
g (τit) .
According to Naber [30], for any x0 ∈ Σ (t0) , a subsequence of (M, gi (t) , (x0,−1))
converges smoothly to a gradient shrinking Ricci soliton (M∞, g∞ (t) , (x∞,−1)) .
Now for any sequence xi →∞ along an integral curve of ∇f, obviously one may
write xi := φ−τi (x0) for some point x0 and τi → 0. However, as gi (−1) = φ∗−τig,
we see that a subsequence of (M, g, xi) converges to (M∞, g∞ (−1) , x∞) . Since
xi →∞, invoking [30] we conclude that (M∞, g∞ (−1)) splits as
(
R, ds2
)× (N, h) ,
where (N, h) is a normalized three dimensional gradient shrinking Ricci soliton.
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Theorem 1.2 implies that (N, h) is isometric to a quotient of either S3 or R × S2.
If the quotient of S3 ever occurs, then Theorem 1.7 implies that M is smoothly
asymptotic to R×S3/Γ. So we may assume that N is never isometric to a quotient
of S3. In this case, for any sequence xi ∈M going to infinity along an integral curve
of ∇f, a subsequence of (M, g, xi) converges smoothly to R×N, where N is either
R × S2 or its Z2 quotient. Since the weighted volume of N is independent of the
sequence xi (see [30]), such N is uniquely determined by the integral curve. This
proves the theorem. 
We now show that for a four (real) dimensional Ka¨hler Ricci shrinking soliton, its
scalar curvature must satisfy the dichotomy of approaching 0 or 1 at infinity. Con-
sequently, it is either smoothly asymptotic to a cone or converges to
(
R
2 × S2) /Γ
at infinity. Note that according to our previous work [28], such a manifold must be
connected at infinity.
Theorem 5.2. Let (M, g, f) be a complete, four dimensional gradient shrinking
Ka¨hler Ricci soliton with S bounded. Then either limx→∞ S = 0 or limx→∞ S = 1.
Accordingly, either (M, g) is smoothly asymptotic to a cone, or for each sequence
xi →∞, a subsequence of (M, g, xi) converges to R2 × S2 or its Z2 quotient.
Proof. Since (M, g) is Ka¨hler, its Ricci curvature satisfies
Ric (JX, JY ) = Ric (X,Y )
for any vector fields X and Y. Denote by e4 :=
∇f
|∇f | the normal vector to the level
set Σ (t) := {f = t} . Let e1 := J (e4) . So e1 is tangential to Σ (t) . Now pick unit
vectors {e2, e3} that diagonalize Ric restricted to {e1, e4}⊥ with e3 = J (e2) .Write
Rij := Ric (ei, ej) . Then, by (2.3),
(5.1) R11 = R44 =
1
2
〈∇S,∇f〉
|∇f |2 .
Since S is assumed to be bounded, |∇S| is bounded as well by [27]. One concludes
that
lim
x→∞
R11(x) = 0.
For any sequence xi → ∞, according to [30], there is a subsequence xk such that
(M, g, xk) → R ×N, where N is a three dimensional ancient solution to the Ricci
flow. In particular, N has non-negative sectional curvature. On the other hand, by
the fact that limx→∞R11 = 0 and that N is a rescaled limit of Σ (t) , the lowest
eigenvalue of RicN must be equal to 0. So by Hamilton’s strong maximum principle
[20], the universal covering of N must split off a line, N˜ = R×P, where P is a two
dimensional type I ancient solution to the Ricci flow. By the classification of such
solutions (see Theorem 9.14 in [13]), P must be either the round sphere S2 or the
flat R2, as P is simply connected.
Hence, for any xi → ∞, a subsequence of (M, g, xi) converges to either R4 or
a quotient of R2× S2. Suppose now that there exist two different sequences xk
and yk going to ∞ such that (M, g, xk) → R4 and (M, g, yk) →
(
R
2 × S2) /Γ.
Then S (xk) → 0 and S (yk) → 1. So there exists a sequence zk → ∞ such that
S (zk) → 12 . However, it follows from above that for a subsequence of zk, denoted
by zk again, we have (M, g, zk) → R4 or (M, g, zk) →
(
R
2 × S2) /Γ. This is a
contradiction to S (zk) → 12 . Therefore, we conclude that the asymptotic limit is
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unique, being either the flat R4 or
(
R
2 × S2) /Γ, for all sequences converging to
infinity. This proves the theorem. 
We conclude with a rigidity result.
Proposition 5.3. Let (M, g, f) be a complete, non-flat, four dimensional, gradient
shrinking Ka¨hler Ricci soliton with bounded nonnegative Ricci curvature. Then
(M, g) is isometric to a quotient of R2 × S2.
Proof. In view of (2.3), since (M, g) has nonnegative Ricci curvature, it follows that
S increases along each integral curve of ∇f. Hence, (M, g) converges along each
integral curve to
(
R
2 × S2) /Γ and S must converge to 1 at infinity. In particular,
this means that there exists a compact set K ⊂ M so that S ≤ 1 on M\K, where
the compact set K contains all critical points of f.
We diagonalize the Ricci curvature and denote the eigenvalues by α ≤ β. Then
it follows that
S2 − 2 |Ric|2 = 4 (α+ β)2 − 4 (α2 + β2)
= 8αβ ≥ 0.
Hence, on M\K we have
∆fS = S − S2 + S2 − 2 |Ric|2(5.2)
≥ S − S2
≥ 0.
Without loss of generality, we may assume that K = D (t0) for some t0 > 0.
Then by the Stokes theorem,
(5.3) 0 ≤
∫
M\D(t0)
(∆fS) e
−f = −
∫
D(t0)
〈∇S,∇f〉
|∇f | e
−f ≤ 0,
where the last inequality is because 〈∇S,∇f〉 = 2Ric (∇f,∇f) ≥ 0. It follows from
(5.2) and (5.3) that S = 1 on M\K and the eigenvalue α of the Ricci curvature is
zero. By the unique continuation property, this must be true on whole M. Hence
α = 0 and β = 12 on M. The proposition follows from the de Rham splitting
theorem. 
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