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Abstract
The CMS experiment located at the CERN Large Hadron Collider (LHC) consists of a silicon pixel
detector as the innermost device. The pixel detector plays an important role in the reconstruction of
tracks and interaction vertices. In the harsh LHC radiation environment with large track multiplicities a
good pixel device performance is a big challenge. In the innermost layer of the pixel detector the sensors
will be exposed to a  uence of 31014 neq=cm2=yr at full LHC luminosity with consequent degradation
of the silicon lattice structure and particle detection performances. In this PhD thesis the simulation and
beam test measurements for the CMS pixel barrel detector are presented. In particular, the performances
of irradiated sensors are studied. A detailed Monte Carlo simulation is performed for the CMS pixel
sensors. The simulation incorporates an eective radiation damage model to predict sensor performance
after irradiation. The simulation has important impacts on the development of accurate particle hit
reconstruction algorithms and the calibration of the charge sharing functions. The simulated position
resolutions with existing hit reconstruction algorithms are studied and the results are presented. The
simulation shows that a position resolution for perpendicular tracks in 3 T magnetic eld along the CMS
transverse plane is 10 m for an unirradiated sensor and 18 m for a heavily irradiated sensor. In addition,
it is shown that the systematic eects due to radiation damage in pixel sensors can be corrected. The CMS
pixel sensors are tested on a high energy pion beam at CERN at several bias voltages and irradiation 
uences in a 3 T magnetic eld. These tests are performed for the rst time with the nal sensor dimensions
and the nal front-end electronic in a magnetic eld. The measurements as a function of irradiation  uence
are: charge collection, leakage current and related damage rates, signal-to-noise ratio, and position
resolutions. Futhermore, the position resolution as a function of readout threshold is presented for an
unirradiated sensor. An important result is that the position resolution of an unirradiated sensor is 11 m
at 200 V, while for a sensor irradiated to a  uence of 6.2 1014 neqcm��2 the resolution is 21 m at 300 V
bias for tracks perpendicular to the sensors in the CMS transverse plane. The position resolution is
degraded by at most 30% when the readout threshold increases to 6500 electrons. The resolution for
events in which the charge is shared between adjacent pixels remains constant. This is due to the fact
that the operated bias voltage is same for all the threshold measurements. A simulation and beam test
comparison are performed. Good agreement is observed between the simulation and beam test results.
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Abstract
The CMS experiment located at the CERN Large Hadron Collider (LHC) consists of a silicon
pixel detector as the innermost device. The pixel detector plays an important role in the
reconstruction of tracks and interaction vertices. In the harsh LHC radiation environment with
large track multiplicities a good pixel device performance is a big challenge. In the innermost
layer of the pixel detector the sensors will be exposed to a fluence of 3×1014 neq/cm2/yr at
full LHC luminosity with consequent degradation of the silicon lattice structure and particle
detection performances. In this PhD thesis the simulation and beam test measurements for
the CMS pixel barrel detector are presented. In particular, the performances of irradiated
sensors are studied.
A detailed Monte Carlo simulation is performed for the CMS pixel sensors. The simulation
incorporates an effective radiation damage model to predict sensor performance after irra-
diation. The simulation has important impacts on the development of accurate particle hit
reconstruction algorithms and the calibration of the charge sharing functions. The simulated
position resolutions with existing hit reconstruction algorithms are studied and the results are
presented. The simulation shows that a position resolution for perpendicular tracks in 3 T
magnetic field along the CMS transverse plane is 10 µm for an unirradiated sensor and 18
µm for a heavily irradiated sensor. In addition, it is shown that the systematic effects due to
radiation damage in pixel sensors can be corrected.
The CMS pixel sensors are tested on a high energy pion beam at CERN at several bias
voltages and irradiation fluences in a 3 T magnetic field. These tests are performed for the
first time with the final sensor dimensions and the final front-end electronic in a magnetic field.
The measurements as a function of irradiation fluence are: charge collection, leakage current
and related damage rates, signal-to-noise ratio, and position resolutions. Futhermore, the
position resolution as a function of readout threshold is presented for an unirradiated sensor.
An important result is that the position resolution of an unirradiated sensor is 11 µm at
200 V, while for a sensor irradiated to a fluence of 6.2× 1014 neqcm−2 the resolution is 21
µm at 300 V bias for tracks perpendicular to the sensors in the CMS transverse plane. The
position resolution is degraded by at most 30% when the readout threshold increases to 6500
electrons. The resolution for events in which the charge is shared between adjacent pixels
remains constant. This is due to the fact that the operated bias voltage is same for all the
threshold measurements.
A simulation and beam test comparison are performed. Good agreement is observed between
the simulation and beam test results.
This PhD thesis work has led to the publications [1] [2] [3].
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Zusammenfassung
Der innerste Teil des CMS Experiments am CERN ’Large Hadron Collider’ (LHC) ist ein
Silizium Pixeldetektor. Der Pixeldetektor spielt eine wichtige Rolle in der Rekonstruktion des
Wechselwirkungsvertex und der zugeho¨rigen Teilchenspuren.
Es ist eine grosse Herausforderung, unter der harten Strahlungsbelastung am LHC eine hohe
Leistung des Pixeldetektors zu gewa¨hrleisten. Wenn der LHC seine volle Luminosita¨t erreicht
hat, werden die Sensoren in der innersten Schicht des Pixeldetektors einer Fluenz von 3×1014
neq/cm2/yr ausgesetzt sein. Diese hohe Strahlungsbelastung fu¨hrt zu einer Auflo¨sung der
Gitterstruktur des Siliziums und damit zu einer geringeren Leistungsfa¨higkeit in der Teilchen-
detektion. In dieser Doktorarbeit werden Simulationen und Testmessungen fu¨r den zylin-
derfo¨rmigen Teil des CMS Pixeldetektors vorgestellt. Besondere Aufmerksamkeit wird dabei
der Leistungsfa¨higkeit von bestrahlten Sensoren geschenkt.
Es wurde eine detaillierte Monte Carlo Simulation fu¨r den Pixeldetektor durchgefu¨hrt. Um
die Leistung von bestrahlten Sensoren vorhersagen zu ko¨nnen, beinhaltet die Simulation ein
effektives Modell fu¨r Strahlungscha¨den. Die Ergebnisse dieser Simulation haben einen hohen
Einfluss auf die Entwicklung genauerer Algorithmen zur Rekonstruktion von Teilchentreffern
und auf die Kalibrierung von Funktionen zur Beschreibung der Ladungsaufteilung. Die durch
die Simulation bestimmten Ortsauflo¨sungen verschiedener Algorithmen werden miteinander
verglichen. Die Simulation zeigt dass die Ortsauflo¨sung fu¨r senkrechte Spuren und unbestrahlte
Sensoren in einem 3 T starken Magnetfeld 10 µm entlang der transversalen Ebene des CMS
Detektors betra¨gt. Fu¨r stark bestrahlte Sensoren verschlechtert sich die Ortsauflo¨sung bis zu 18
µm. Es wird dargelegt, dass es mo¨glich ist, die systematischen Effekte durch Strahlungscha¨den
zu korrigieren.
Unterschiedlich stark bestrahlte CMS Pixelsensoren wurden in einem 3 T starken Magnetfeld
mit einem Pionenstrahl am CERN fu¨r verschiedenen Basisvorspannungen getestet. Es war das
erste Mal, dass solche Tests im Magnetfeld fu¨r Sensoren mit der endgu¨ltigen Abmessung und
Front-End-Elektronik durchgefu¨hrt wurden. Die folgenden Gro¨ssen wurden in Abha¨ngigkeit
von der Strahlungsbelastung gemessen: Ladungsammlung, Verluststrom und die zugeho¨rige
Schadensha¨ufigkeit, Signal-Rausch-Verha¨ltnis und Ortsauflo¨sung. Die Ortsauflo¨sung eines
unbestrahlten Sensors wird zusa¨tzlich als Funktion der Ausleseschwelle angegeben.
Ein wichtiges Ergebnis dieser Studien ist, dass die Ortsauflo¨sung fu¨r senkrechte Spuren und
unbestrahlte Sensoren bei einer Basisvorspannung von 200 V 11 µm entlang der transversalen
Ebene des CMS Detektors betra¨gt. Fu¨r Sensoren, die mit einer Fluenz von 6.2× 1014 neqcm−2
bestrahlt wurden, betra¨gt die Auflo¨sung dagegen 21 µm bei einer Basisvorspannung von 300
V. Die absolute Ortsauflo¨sung verschlechtert sich um maximal 30%, wenn die Ausleseschwelle
angehoben wird. Die Ortauflo¨sung fu¨r Ereignisse, bei denen sich die Ladung zwichen benach-
barten Pixeln aufteilt, bleibt konstant. Dieses Ergebnis ist der Tatsache geschuldet, dass bei
allen Schwellenmessungen die gleiche Basisvorspannung anlag. Es wurde ein Vergleich zwischen
den Ergebnissen des Tests und der Simulation durchgefu¨hrt und eine gute U¨bereinstimmung
festgestellt.
Diese Doktorarbeit fu¨hrte zu den Vero¨ffentlichungen [1] [2] [3].
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1 Introduction
During the last century much progress has been made in elementary particle physics. Many
experiments were performed contributing to discoveries which converged into the Standard
Model (SM) of particle physics. This model explains the constituents of matter and their
interactions in nature. The SM describes strong, weak and electromagnetic interactions (forces)
which are based on gauge theories. Most of the SM building blocks have been tested with a
very high accuracy. All these measurement results are in good agreement with the theoretical
predictions. As a result, the particle physics data up to now is explained by the SM with a
great precision. Despite all achievements in particle physics, there are several open questions
to be answered. Especially, the origin of the particle masses.
In the SM, the Z0, W , and γ are the gauge bosons of the electroweak symmetry group
SU(2)L ⊗ U(1)Y . While the Z0 and W bosons have large masses, the γ boson has zero mass.
The large difference between the boson masses is explained by the electroweak symmetry
breaking down to the electromagnetic symmetry group U(1)em. The hypothetical spontaneous
symmetry breaking is due to the non-vanishing vacuum expectation value of the scalar Higgs
field. The quanta of this field are the Higgs bosons [4].
The spontaneous symmetry breaking mechanism could explain the origin of the particle
masses. Therefore, the discovery of the Higgs boson would be a very important achievement
for the SM. So far the working particle accelerators have not detected it but they have put
upper and lower limits on its mass.
Discovery of the Higgs boson and physics searches beyond the SM are among the main
motivations for the Large Hadron Collider (CERN, Switzerland) project.
1.1 The Higgs boson in the Standard Model
The Higgs boson is one of the most important theoretical ingredient of the SM. It has zero spin
and is its own antiparticle. The SM does not predict the mass of the Higgs boson. Therefore,
predicted Higgs production cross sections vary by many orders of magnitude, depending on
the assumed mass of the Higgs particle and its production mechanism. The most important
production processes are:
• gluon fusion (the dominant production mechanism at the LHC);
• vector boson fusion;
• associated tt¯H;
• Higgs radiation from Z, and W .
The experimental lower limit on the Higgs mass measured by the LEP experiments is 115.6
GeV/c2 [5]. In addition, a mass higher than 1 TeV/c2 is disfavored by theory unitary bounds.
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Furthermore, the FNAL 1 experiments exclude the production of a SM Higgs boson with mass
between 160 and 170 GeV/c2 [6]. Experimentally accessible Higgs decays are listed in Table 1.1
and their predicted branching ratios and cross sections are shown in Fig. 1.1.
The most promising channel is H → γγ if the Higgs mass is lower than 150 GeV/c2 and
providing that a very good electromagnetic calorimeter for precise photon identification is
available. The leptonic decay channels are in the high Higgs mass range. Discovery in these
channels requires good performance of the muon detectors as well as the tracker and electro-
magnetic calorimeter. For the channels with missing transverse energy 2, EmissT , plus leptons
and jets one needs a high performance hadronic calorimeter. The Compact Muon Solenoid
(CMS) experiment, which is built on the Large Hadron Collider (LHC), has been designed to
fulfill the requirements mentioned above.
Table 1.1 Experimentally accessible Higgs decay channels [7].
Mass range Decay channel
100 GeV . mH . 150 GeV H → γγ
90 GeV . mH . 120 GeV H → bb¯ in tt¯H
50 GeV . mH < 200 GeV H → τ+τ−
130 GeV . mH . 200 GeV H → ZZ∗ → 4` (e or µ)
140 GeV . mH . 180 GeV H → WW ∗ → ` ν `ν
200 GeV . mH . 750 GeV H → ZZ∗ → 4`
500 GeV . mH . 1 TeV H → 2` 2ν
mH ≈ 1 TeV H → WW ∗ → ` ν + 2 jets
mH ≈ 1 TeV H → ZZ∗ → 2` + 2 jets
The SM Higgs boson may be discovered anywhere within the whole mass range from the
measured lower bound 115.6 GeV/c2 (LEP) to the theoretical upper bound of 1 TeV/c2.
1.2 The Large Hadron Collider and its experiments
The Large Hadron Collider (LHC) [9] is a circular proton-proton collider at the European
Organization for Nuclear Research (CERN) lying under Swiss-French border near Geneva,
Switzerland. The overview of the LHC tunnel and infrastructure is shown in Fig. 1.2. The
proton beam bunches will be accelerated up to 7 TeV in opposite directions with a bunch
separation of 25 ns. In each bunch, there will be 1.15× 1011 protons. The LHC will reach a 14
TeV center-of-mass energy. However, for the first year the center of mass energy is going to be
10 TeV due to technical problems. In addition, a heavy ion (Pb82
+
) program will be conducted
at the LHC. The LHC design luminosity is 1034cm−2s−1 but initially it will be operating with
a luminosity of 1032cm−2s−1. The LHC is scheduled to start colliding beams in the autumn
2009.
One of the main physics motivation for the LHC project is the search for the Higgs boson.
In addition, the LHC will
1Fermi National Accelerator Laboratory: http://www.fnal.gov/.
2Due to escape of the neutrinos without interaction in the detector.
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Figure 1.1 Left: branching fractions of the SM Higgs boson as a function of its mass MH.
Right: Higgs production cross sections [8]
• explore new physics beyond the SM (e.g. SUSY, extra dimensions etc.);
• allow measurements of the SM parameters with extraordinary precision in order to com-
pare and find deviations from the SM predictions;
• study quark-gluon plasma in heavy ion collisions.
The LHC ring is equipped with several experiments (see Fig. 1.2):
• ATLAS - A Toroidal LHC Apparatus [10]
• CMS - Compact Muon Solenoid [11]
• ALICE - A Large Ion Collider Experiment [12]
• LHCb - The Large Hadron Collider bottom Experiment [13]
• TOTEM -TOTal cross section, Elastic scattering and diffraction dissociationMeasurements [14]
ATLAS and CMS are general-purpose detectors. ALICE is mainly dedicated to heavy ion
physics and LHCb to bottom quark physics. TOTEM is designed to measure the total proton-
proton cross-section, elastic scattering and search for diffractive processes.
1.3 The CMS experiment
CMS is one of two general purpose experiments at the LHC and it is located at Point 5 as
shown in Fig. 1.2. It is designed to take data using both proton-proton and ion-ion collisions.
The main physics goals are the search for the SM Higgs boson and physics beyond the SM,
heavy quarks, and heavy ion physics.
CMS has to fulfill several requirements [15]:
5
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Figure 1.2 Overview of LHC ring and infrastructure [9].
• Good muon identification and momentum resolution over a wide range of momenta in
the pseudorapidity 3 region η < 2.5, good dimuon mass resolution (≈ 1% at 100 GeV/c2),
and the ability to determine unambiguously the charge of muons with p < 1 TeV/c.
• Good charged particle momentum resolution and reconstruction efficiency in the inner
tracker. Efficient triggering and oﬄine tagging of τ ’s and b-jets, requiring pixel detectors
close to the interaction region.
• Good electromagnetic energy resolution, good diphoton and dielectron mass resolution
(≈ 1% at 100 GeV/c2), wide geometric coverage (η < 2.5), measurement of the direction
of photons and/or correct localization of the primary interaction vertex, pi0 rejection and
efficient photon and lepton isolation at high luminosities.
• Good transverse missing energy EmissT and dijet mass resolution, requiring hadron calorime-
ters with a large hermetic geometric coverage (η < 5) and with fine lateral segmentation.
The requirements above led to the detector design shown in Fig. 1.3. Ideally, the detector
shape would be spherical for best hermeticity but this is almost impossible technically. A
cylindrical shape therefore is chosen to achieve very good geometrical coverage and include a
magnetic solenoid for particle momentum measurements.
CMS comprises several sub detectors (see Fig. 1.3). An assembled part of the CMS exper-
iment in SX5 underground is shown in Fig. 1.4. The sub detectors from the innermost to
outermost are
• the inner tracker (silicon strips and pixels)
• the electromagnetic calorimeter
• the hadronic calorimeter and
3Pseudorapidity is defined as η = − ln(tan θ
2
), where θ is the angle between the beam pipe and the particle
track. Each η unit has almost the same number of particles.
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• the muon system.
Figure 1.3 Overall layout of the CMS experiment and its subdetector components [11].
The origin of the CMS coordinate system is at the interaction point, the y-axis pointing
vertically upward, and the x-axis pointing radially inward towards the center of the LHC
ring. The z-axis points along one of the beam direction (towards the Jura mountains). The
azimuthal angle φ is measured from the x-axis in the x-y plane. The polar angle θ is measured
from the z-axis. These coordinates will also be used later in this thesis.
1.3.1 Magnet
As mentioned before, CMS requires a high performance of the muon system and a momentum
resolution of 10% at p = 1 TeV/c. Therefore a large magnet is chosen for CMS [16], composed
of a superconducting solenoid and a magnet yoke. The solenoid is 13 m long and has an
inner diameter of 6 m. It contains the tracker and calorimeters. The magnetic field inside
the solenoid is 4 T while in the yoke it is 2 T. The bending direction within the solenoid is
opposite to the one in the magnet yoke, as shown in Fig. 1.5. This provides a longer path for
the energetic muons, increasing the precision of muon momentum measurements.
1.3.2 Inner tracking system
The expected charged particle flux as a function of the distance to the interaction point
determined the design of the inner tracker system. At a distance of 4 cm a flux of up to 100
MHz/cm2 is expected. The innermost part of the tracker will be exposed to very high radiation
doses, with time causing severe radiation damage to the tracker material. The radiation dose
7
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Figure 1.4 An assembled part of the CMS in the underground experimental cavern.
Figure 1.5 Transverse slice of the CMS experiment. The neutral and charged particles tracks
are shown [11].
is proportional to 1/r2, where r is the radius of the tracker layer. The expected radiation dose
and hadron fluence in radial layers of the CMS tracker are shown in Table 1.2 for different
radii. It is worth mentioning that a few Grays of dose is lethal for human. One of the main
challenges is to operate the tracker in such a harsh environment for an expected lifetime of 10
years at the full LHC luminosity 1034 cm2s−1. The radiation hardness, granularity and speed
requirements favored devices based on silicon technology.
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Table 1.2 Expected radiation dose and hadron fluence in radial layers of the CMS tracker for
an integrated luminosity of 500 fb−1, corresponding to the first 10 years of running.
All particle fluences are normalized to 1 MeV neutrons (neqcm−2).
Radius Fast hadron fluence Dose Charged particle flux
(cm) (1014 cm−2) (kGy) (cm−2s−1)
4 32 840 108
7 12 371
11 4.6 190
22 1.6 70 6× 106
75 0.3 7
115 1.2 1.8 3× 105
The CMS inner tracker system [17] layout is shown in Fig. 1.6. The pixel detector is the
innermost part. Following the pixels there is a silicon strip detector (r > 20 cm). The pixel
detector is explained in detail in Chapter 2.
The three pixel and ten strip layers can provide thirteen measurement points per track.
There are two pixel and twelve strip end cap disks on either end of the detector. The total
pseudorapidity coverage is |η| = 2.4. The transverse momentum resolution of the tracker as a
5.4 
m 
Outer Barrel (TOB) 
Inner Barrel (TIB) 
Pixel 
 2.4 m 
Volume=24.4 m3 
End Cap (TEC) 
Inner Disks (TID) 
Figure 1.6 The CMS tracker layout overview.
function of η is illustrated in Fig. 1.7.
1.3.3 Electromagnetic calorimeter
An electromagnetic calorimeter (ECAL) is used to measure the energy and direction of elec-
trons, photons, and jets. Measurements with very high precision are required. The CMS ECAL
is made of lead-tungstate (PbWO4) crystals. The high density of the crystals (8.2 g/cm3) leads
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Figure 1.7 Transverse momentum resolution for muons with transverse momenta of 1, 10,
and 100 GeV, as a function of η [18].
to a short radiation length and narrow showers, which allow for a compact calorimeter inside
the solenoid that is fast, has fine granularity, and is radiation resistant [19]. The ECAL pseudo-
rapidity coverage is |η| < 3. Particle induced scintillation light is detected by silicon avalanche
photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in the end cap
region.
1.3.4 Hadronic calorimeter
Similar to the ECAL the aim of the hadronic calorimeter (HCAL) is to measure the energy
and the direction of strongly interacting particles and jets as well as missing transverse energy.
The CMS HCAL [20] surrounds the ECAL. It has a sandwich structure of brass absorbers and
plastic scintillators. The reason for choosing these materials is that they have smaller radiation
lengths which minimize multiple scattering for traversing muons. The hadron barrel and end
caps cover the range |η| < 3 with higher granularity. There are additional scintillators installed
inside the muon barrel layer and steel-quartz fibers in the very forward region providing overall
pseudorapidity coverage of |η| < 5.
1.3.5 Muon system
Muons have a relatively long lifetime of 2.2 µs. They interact weakly with matter and are
not stopped by the calorimeters where they deposit some of their energy. The CMS muon
detectors therefore are the outermost sensitive devices in the experiment [21]. The muon
detectors are divided into a barrel and two end cap regions. The system utilizes three different
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technologies: drift tubes (DT) in the barrel region, cathode strip chambers (CSC) in the end-
cap region and resistive plate chambers (RPC) in both barrel and end-cap regions. The RPCs
provide a trigger signal while DT and CSC detectors can reconstruct the muon trajectory and
momentum. The muon system covers the region |η| < 2.4. The muon system is important for
muon identification. For transverse momenta below 200 GeV the muon identification relies on
the inner tracker.
1.3.6 Trigger system
The CMS trigger system has a two step decision system after which events will be recorded.
The first trigger level, Level 1, decreases the event rate from 40 MHz to 100 kHz. The Level 1
is implemented in hardware and its decision takes 3.2 µs. This level requires information from
the calorimeters and the muon detectors. The second level is known as High Level Trigger
(HLT). The HLT is implemented in software. It uses the data from all CMS subdetectors. The
event rate is reduced to 150 Hz at this level.
1.4 Motivation for this thesis
The pixel detector (Chapter 2) is the innermost device of the CMS experiment. This detector
is used for precise track reconstruction due to its high granularity and good spatial resolution.
However, in the harsh LHC radiation environment with large track multiplicities the pixel
device performance is a big challenge. The expected radiation fluences in the CMS pixel
barrel layers are given in Table 1.3. The CMS pixel sensors are specified to operate up to a
irradiation fluence of 6×1014 neqcm−2. From Table 1.3 it can be calculated that the innermost
layer will be exposed to a radiation fluence of 6×1014 neqcm−2 after the first four years of
LHC operation. After this irradiation fluence the innermost pixel detector layer replacement
is foreseen due to unavoidable damages in the silicon lattice resulting in degradation in pixel
sensor performance. In particular, the particle hit resolution will decrease with radiation
damage.
Table 1.3 Expected radiation fluences in the CMS pixel barrel layers at low and full LHC
luminosities.
Radiation fluence
(1014 neqcm−2yr−1)
Radius Low luminosity Peak luminosity
(cm) (1033 cm−2s−1) (1034 cm−2s−1)
4 1 3
7 0.4 1.2
11 0.2 0.6
The pixel sensor characteristics, in particular charge collection efficiency, signal-to-noise
ratio, and position resolution have to be measured before and after irradiation as a function of
irradiation fluence, and pixel readout threshold. Furthermore the hit reconstruction algorithms
have to be investigated. Testing these algorithms will be helpful to understand the uncertainties
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in determining the position resolution after irradiation. A correction is required to reduce the
systematic uncertainties due to the radiation damage.
In this thesis, a simulation has been performed to study the particle hit resolution before
and after irradiation. Two important hit reconstruction algorithms will be discussed. The so
called eta-correction is used to correct for systematic uncertainties due to the radiation damage.
After testbeam measurement, the following properties of the CMS pixel barrel detector sensors
were established in a 3 T magnetic field before and after irradiation for the first time with the
final sensor dimensions and front-end electronics:
• charge collection efficiency,
• signal-to-noise ratio,
• position resolution as a function of irradiation fluence, and
• position resolution as a function of pixel readout threshold.
Finally, the simulation and beam test results for the position resolution as a function of irra-
diation fluence and as a function of pixel readout threshold will be compared. The comparison
results will be presented.
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The pixel detector is the innermost subdetector of the CMS experiment. It is a part of the
CMS tracking system. The pixel detector is used for precise track reconstruction. Because of
multiple scattering at the pixel detector layers and the intrinsic detector resolutions the track
reconstruction does not point to the decay vertex but to a shifted point. This shift is the
impact parameter. In order to reduce the impact parameter the tracking devices have to be as
close as possible to the vertex. Furthermore, high track multiplicity at the interaction point
favors a pixel system with its high granularity, radiation resistant and good spatial resolution.
The impact parameter and secondary vertex measurements are essential for many interesting
physics studies. In this chapter the pixel barrel system on which I worked is reviewed briefly.
Power and cooling are also briefly presented.
2.1 Detector overview
The pixel system has three barrel layers (BPix) with two end cap disks (FPix). The 53 cm
long BPix layers will be placed at radii 4.4, 7.3 and 10.2 cm. FPix disks have radii between
≈ 6 and 10 cm and are located in the forward direction at z = ±34.5 and z = ±46.5. There
are 48×106 pixels in BPix and 18×106 in FPix covering the total area of 0.78 m2. The barrels
and disks are shown in Fig. 2.1.
The pixel sizes in the transverse axis (rφ) is 100 µm and 150 µm in the longitudinal axis.
The pixel thickness is 285 µm. The pixel sensors are grouped in modules. In barrel the region
the electron drift direction is perpendicular to the magnetic field. Therefore the Lorentz
force distributes electrons over two or more pixels resulting in better position resolution. The
forwards disks are tilted by 20◦ to have charge sharing. There is a secondary Lorentz effect in
the forward disks but it is around few microns. Due to the charge sharing between adjacent
pixels 15 µm position resolution is achievable in both BPix and FPix. For the rest of this
thesis only the BPix detector issues are discussed. The FPix are in the responsibility of the
US CMS Forward Pixel Collaborators 1.
2.2 The barrel pixel system
The barrel pixel system is installed inside the silicon strip detector. It has a cylindrical support
structure with the supply tubes on both sides. The barrel length is 53 cm and 505 cm including
the support structure. The supply tubes provide services such as power and cooling to the
barrel and they hold electronic equipment for the readout and control. The detector modules
are installed on the support structure. The assembled pixel detector is shown in Fig. 2.2.
The pixel sensors are assembled into modules. There are two types of modules, one is the
half module consisting of 8 readout chips and the other is the full module consisting of 16
1The US CMS Forward Pixel Collaboration http://www.uscms.org/
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Figure 2.1 The CMS pixel detector layout.
Figure 2.2 Assembled pixel barrel detector (middle) and supply tubes on both sides.
readout chips. The half modules are located at the edges of the barrel half shells in order to
provide two half shell connection with no gap. The readout chips are bump bonded to the
pixel sensors with 80×52 pixels of size 100×150 µm2 each. A module has dimensions 66.6
mm in length and 26 mm in width. It weighs 3.5 g including both the Kapton and the power
cables. The power consumption is 125 mW per readout chip, approximately 30 µW per pixel
sensor and 2 W per module.
The pixel barrel mechanic support and supply tubes are machined at the University of
14
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Figure 2.3 Exploded view (middle) of the barrel pixel detector full module (right) and picture
of an assembled half module (left).
Zu¨rich 2. There are 800 half and full barrel modules assembled installed on the support
structure at PSI 3. The module assembly including several qualification tests are described
elsewhere [22].
A module is composed of the following items (see Fig. 2.3):
• Readout chip (ROC): The signals are read out by ROCs which are bump bonded to
the pixel sensors. A ROC, which is a standard ASIC technology in a commercial 0.25 µm
five metal layer CMOS process, has 52×80 pixels with a pixel size of 100×150 µm2 [23].
The ROC is explained in detail in Section 2.2.2.
• High Density Interconnect (HDI): It is a low mass, flexible printed circuit board.
The control and power signals are distributed by the HDI to the readout chips and the
TBM. The HDI has three metal layers. The top and middle layers are used for the
delivery of the signals.
• Token Bit Manager (TBM): The TBM [24] controls the read-out of several ROCs.
The data is transferred from the TBM to the FED via an optical link. The TBM token
bits control the sequential read-out by passing from ROC to ROC.
• Base stripes: They are used for mechanical stability and as a contact between the
module and the cooling structure. The base stripes have dimensions of 65×26 mm2 and
2Physik Institut, Winterthurerstr. 190 CH-8057 Zu¨rich, Switzerland.
3Paul Scherrer Institut, Villigen PSI, CH-5232 Villigen, Switzerland.
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have a thickness of 250 µm.
• Kapton cable: The control and analog signals are transferred over the Kapton cable.
It has a solid copper layer on its back side to suppress any crosstalk. The Kapton cable
thickness is 170 µm.
• Power cable: The analog, digital and bias voltages are supplied by the power cable.
Bumb bonds are connected to the related sensors via an indium ball. The indium bumps
have a diameter of 20 µm (see Fig. 2.4). The bump-bonding technique is used because there
is no standard industrial process available for a ROC pitch below 100 µm.
Au
Ti-W
Al
Si-sensor
In
Au
Ti-W
Al
read-out chip
Figure 2.4 Cross section through the indium bump and related metal layers (left) and a
scanning electron micrograph of a readout chip with the indium bumps (right).
2.2.1 Silicon sensors
The pixel detector sensors have to withstand a harsh radiation environment since they are
close to the interaction point. The radiation is the main issue since it affects substantially the
behavior of the silicon sensors. The sensors will be operated at −10◦C before and during data
taking to prevent leakage current which increases when irradiation increases.
The CMS pixel detector adopted the n-on-n technology concept, high dose n-implants (n+)
on a high resistive n-substrate as active volume. The n-type silicon has a resistivity of 3.7
kΩcm. The pn junction is realized by a high dose p-implant back contact to the n-substrate.
For the CMS pixel barrel sensors the moderated p-spray design was chosen [25] (see Fig. 2.5).
Each sensor has dimensions of 100×150 µm2 and a thickness of 285 µm. The interpixel isolation
is realized by using high dose p-implants (p+). The gap between the n-implants is kept to 20
µm, in order to achieve homogeneous electric field across the sensor resulting in a relatively
high capacitance (≈ 80-100 fF per pixel). The full depletion voltage is around 70 V. This
design allows operation even after high irradiation up to 1015 neqcm−2 [26]. The pixel sensors
are surrounded by several guard-rings to prevent any voltage breakdown. In order to ensure
electron collection at high bias voltages (< 600 V) after severe radiation fluences and to allow
keeping guard rings at ground potential, the double sided processing was chosen.
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Figure 2.5 Picture of the moderated p-spray sensor. The indium bumps are already deposited
but not yet reflown. Each bump is roughly a 50 µm wide octagon.
2.2.2 Readout chips
The ionization charge of the CMS pixel sensors are read out by the ROC of the type PSI46v2
at the LHC bunch crossing frequency of 40 MHz. These signals are kept in the ROC during
the CMS Level-1 trigger latency. The ROC has an active area with one pixel unit cell (PUC)
per pixel sensor to read out the collected charge, and the periphery with the control interfaces
and data buffers to store the particle hit informations in data buffer [23]. In a ROC, there are
26 double columns and 80 rows in the active area to read out 4160 pixels in total. Each sensor
is connected to a PUC via a bump bond. The collected ionization charge after the passage of
a particle induces a voltage signal in the PUC. The signal is amplified. If the amplified signal
is over the pixel threshold, the corresponding double column periphery is informed. Then this
periphery starts to store the particle hit informations such as the position of the hit, collected
charge, and the bunch crossing in data buffers. Depending on the received trigger signal this
hit is accepted or rejected. If it is accepted, the hit information is added to the analogue signal.
Each ROC behavior is controlled by 26 digital to analog converters (DACs) and 3 regis-
ters. The functionality of these DACs and their optimization are given in [27]. As shown in
Fig. 2.6, there is a switch labelled enable to able or enable a pixel. If the switch is closed then
corresponding pixel is enabled. The electrical calibration signal is sent to enabled pixels.
The V cal DAC register controls the amplitude of the internal calibration signal. The internal
calibration signal timing/delay is done by the CalDel DAC register. The preamplifier and
the shaper receive the sensor or internal calibration signal. Comparator compares the signal
amplitude and the reference voltage which can be tuned by the V thrComp DAC register. If
the amplitude exceeds the reference voltage, the hit is generated. Trimming is done by four
trim bits. The fine tuning of the threshold for each pixel is done by four trim bits. They lower
the pixel threshold depending on the V trim DAC register value. The maskbit disables the
comparator of a pixel. The pulse height sampling time is defined by the V hldDel DAC register.
When the signal amplitude is higher than the reference voltage, the pixel is enabled by closing
the send switch. Then the double column periphery is informed that a hit is generated.
The actions to be taken to produce and read out a hit in a pixel are:
• The double column of the pixel has to be enabled.
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Figure 2.6 Overview of the PUC functionality [27]. Details are explained in the text.
• The calibration injection to the pixel has to be enabled.
• The readout of the pixel has to be enabled.
• A calibration signal has to be sent to the module.
• A trigger signal has to be sent to the module.
2.2.3 Readout system
The control and readout system for the pixel detector is shown in Fig. 2.7 [28]. The system
has three parts. These are: (1) a read-out data link from the modules/disks to the pixel front
end driver (pxFED), (2) a fast control link from the pixel front end controller (pFEC) to the
modules/disks and (3) a slow control link from the FEC to the supply tube/service cylinder.
Basically, the data is transfered from the front-end electronics to the FED. The control
signals are transmitted from the FEC to the front-end electronics. Both the FEC and FED
are placed in the electronics control room, which is 100 m far away from the detector, and
communicate to the front-end electronics via 40 MHz optical links.
Front End Driver (FED): The ROC optical signals are digitized by the pixel Front End
Digitizer (pxFED).
Front End Controller (FEC): The trigger and clock information is provided by the pixel
Front End Contoller (pFEC) to the front end. The pFEC delivers a data path to the front
end in order to handle configuration settings via a fiber optic connection.
The detector front end control system: There are four communication and control
unit boards (CCU boards) in the CMS pixel detector for the BPix systems. Each CCU board
controls a quarter of the pixel detector with eight barrel read-out sectors.
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Figure 2.7 Pixel control and read-out system block diagram.
2.2.4 Power and cooling
The CAEN-EASY4000 commercial modular system is used to generate the required power for
both high and low DC voltages. The main system has a main controller containing 3 branch
controller and it is located in the detector control room (USC55). Since the actual power
supply cards are radiation hard and magnetic field resistant they are placed in two racks of 5
crates close to the detector which reduces power loss in the cables. The power supply crates
are connected to the branch controller via 100 m flat cables. Each crate has two types of
electronics cards. One with 4 channels of 2.5V/7A feeding the service electronics and the
other has 2 channels of each with 2 low (1.75 V/7 A and 2.5 V/15 A) and high (600 V/20 mA)
voltage lines for ROC and sensor biasing.
A single pixel power consumption is approximately 55 µW. This includes 13 µW for the
pixel leakage current after irradiated to a fluence of Φ = 5.9×1014 neqcm−2. The total 66×106
pixels consume approximately 3.6 kW power. The sensors will be kept at −10◦C. The liquid
C6F14 is used for cooling. The aluminum cooling tube power load is about 50 W/m. Therefore
a total flow rate of 1 `/s is required to keep the temperature of the cooling tubes below 2◦C.
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3 Semiconductor as ionizing radiation detectors
Silicon detectors are widely used in high energy physics experiments. They can detect crossing
charged particles by the energy that these particles release, producing free charge carriers. In
the presence of an electric field, the free charge carriers generated during the ionization process
drift to the detector’s electrodes inducing a signal, thus testifying the passage of the particle. In
this chapter, the pn junction formation, the ionization energy loss of charged particles, a simple
signal acquisition system are reviewed. In addition the main radiation damage mechanisms in
silicon, and leakage current issues are discussed.
3.1 Semiconductor pn junction
A semiconductor junction is obtained by bringing together p-type and n-type semiconductor
resulting a good thermal contact. P-type semiconductors are obtained by doping silicon with
acceptor impurity atoms and n-type with donor impurity atoms. These junctions have a diode
characteristic, which means that the current flows in one direction.
Once the contact is established between p- and n-type semiconductors, the excess electrons
in the n-side diffuse into the p-side while the excess holes in the p-side diffuse into the n-side.
Thus en excess amount of positive charge will be created in the n-side while negative charge
in the p-side. At thermal equilibrium, the total electrostatic potential difference in between
is called built-in potential Vbi. While the holes (electrons) are diffusing, some of the negative
(positive) acceptor (donor) ions (NA(D)) near the p-side (n-side) are left uncompensated since
the number of acceptors (donor) are fixed in the semiconductors. Therefore an electric field is
created. Due to this electric field a zone around the interface becomes free of mobile charges
(depletion zone). The electric field counteracts the diffusion and prevents further movement
of the charge carriers. Diffusion and drift currents are in opposite directions which means the
net electron and hole currents will be zero on the borders of the depleted region (see Fig. 3.1).
The total depletion layer width, w, as a function of the Vbi can be calculated as
w =
[
2s
q
(
NA +ND
NAND
)
Vbi
] 1
2
(3.1)
where s is the permittivity of silicon (1.05 ×10−10 A s (Vm)−1) and q is the elementary electric
charge.
The width of an intrinsic depletion region is in the order of 10µm corresponding to a Vbi
≈ 0.5 V. This width is not sufficient for the detector applications. Therefore larger depletion
width is realized by applying a reverse bias voltage Vbias across the junction. In the reverse
bias case, the −Vbias is applied on the p-side and +Vbias on the n-side. Since w ∝ 1NA,ND , w
can be wider if the concentration of one side of the junction is much larger. For instance, if
NA >> ND then w on the p-side is much smaller than the one on the n-side. That leads to the
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Figure 3.1 (a) Schematic view, (b) densities of donor and acceptor ions, (c) charge distribu-
tion, (d) electric field and (e) electrostatic potential distribution of a pn junction.
depletion width on the n-side (xn) is much larger then the one on the p-side (xp). Therefore
w becomes
w ∼= xn =
[
2s (Vbi ± Vbias)
qNeff
] 1
2
with Neff = |ND −NA| (3.2)
where +(−)V is for the reverse (forward) bias and the junction resistivity becomes
ρ =
1
q(µnND + µpNA)
≈ 1
qµdND
(3.3)
where µn(p) is the electron (hole) mobility.
To fully deplete the junction the full depletion voltage, VFD, will be
VFD =
qNeffd
2
2s
(3.4)
where d is the junction thickness. For example, the CMS pixel barrel sensors reach the full
depletion at 70V bias voltage. Typical resistivities for the sensors in high energy physics
experiments are in the order of a few kΩcm.
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3.2 Ionization energy loss in semiconductor detectors
When a charged particle passes through matter it interacts with its constituents via the
Coulomb force. The two most important processes taking place are the elastic scattering
on nuclei in which the particle is deflected from its incident direction, and the electromagnetic
interaction in which the particle releases its energy due to the inelastic collisions with the
atomic electrons of the material. As a result, the excited electrons transit to the conduction
band where they behave as free carriers, leaving holes which are missing electrons, in the
valance band.
The mean energy loss dE per length dx of a charged particle due to the ionization mechanism
is given by the Bethe-Bloch formula [4]
− dE
dx
[MeV/cm] = 2piNAr2emec
2ρ
Z
A
z2
β2
[
ln
(
2mec2β2γ2Emaxkin
I2
)
− 2β2 − δ
]
(3.5)
where
NA - Avogadro number
re - Classical electron radius
me - Electron mass
c - Speed of light
z - Charge of incident particle in units of elementary charge
Z, A - Atomic number and atomic weight of the absorbing material
ρ - Mass density of the absorbing material
I - Mean excitation energy of the absorbing material
Emaxkin - Maximum energy transfer in a single collision
β - υc of the incident particle
γ - [1− β2]− 12
δ - Density correction: δ ≈ lnγ + ζ, where ζ is a material constant.
The mean energy loss of a proton is shown in Fig. 3.2 as a function of its momentum
neglecting the density effect δ.
The density correction has an important contribution to the energy loss of the incident
particles. This effect appears at very high energies (ultra relativistic particles), because at
high energies the electric field of incident particles polarizes atoms along their paths. This
polarization reduces the energy loss contribution of the electrons far from the particle path.
The δ is proportional to the density of materials.
At non relativistic energies, the mean energy loss is inversely proportional to the kinetic
energy (velocity squared). At β ≈ 0.96 the minimum energy loss is reached and the particles
releasing such energies are called minimum ionizing particles (MIP). For example, for the 285
µm thick CMS pixel sensor a MIP corresponds to a ionization charge of 24’500 electrons at
room temperature. As the energy increases the term 1
β2
becomes constant which increases the
dE/dx due to the logarithmic dependence in Eq. 3.5. This relativistic rise is partially canceled
by the density correction.
3.3 Charge carrier transportation in semiconductors
In semiconductors the charge transportation mainly occurs as diffusion and drifts. In the
absence of electric field, electrons move randomly in all directions. Therefore the total mo-
mentum is lost due to lattice collision in silicon. The charge carriers are diffused from a high
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Z, A - Atomic number and atomic weight of the absorbing material
ρ - Mass density of the absorbing material
I - Mean excitation energy of the absorbing material
Emaxkin - Maximum energy transfer in a single collision
β - v/c of the incident particle
γ - [1− β2]−1/2
δ - Density correction: δ ≈ ln γ + ζ, where ζ is a material constant
The mean energy loss of a proton is shown in Figure 3.1 as function of its momentum
neglecting the density correction factor δ.
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Figure 3.1: Mean energy loss of a proton versus proton momentum in silicon.
The density correction δ has an important contribution to the energy loss of the
incident particles. This effect appears at very high energies (ultra relativistic particles),
because at high energies the electric field of incident particles polarizes the atoms along
its path. This polarization will reduce the energy loss contribution on the electrons
which are far from the particles path. The density correction is proportional to the
density of materials [9].
At low/non-relativistic energies, the mean energy loss is inversely proportional to
the energy (velocity squared). At β ≈ 0.96 the minimum energy loss is reached and
the particles releasing such energies are called minimum ionizing particles (MIP). As
example, the energy loss of a mip in 300 µm thick Silicon is approximately 120 keV. For
mips of the same charge the dE/dx is nearly same. As the energy increases the term
1/β2 becomes constant which increases the dE/dx due to the logarithmic dependence
of the equation 3.1. This relativistic rise will be canceled by the density correction.
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Figure 3.2 Mean energy loss of a proton in silicon as a function of proton momentum [29].
concentration region to a low concentration region. The electron diffusion D for electrons
(holes Dp) are expressed by the Einstein relation which is
Dn(p) =
(
kBT
q
)
µn(p) (3.6)
where kB is the Boltzman constant. The electron (hole) charge carrier density is given by
σn(p) =
√
2Dn(p)tn(p) (3.7)
where tn(p) is the drift time of electrons (holes).
The charge drift occurs in the presence of an external electric field. When the electric field
is applied to silicon junction ionized electrons will be drifted along the field. The drift velocity
of electrons (υn) and holes (υp) which are electric field dependent
υn = µnE, υp = µpE (3.8)
where µn(p) is the mobility of electrons (holes). The empirical formula for the mobility depen-
dence on the electric field at temperature T can be found in [30]
The total drift force ~F acting on a charged particle in the presence of constant electric ( ~E)
and magnetic ( ~B) fields is
~F = q · ( ~E + ~υ × ~B) (3.9)
where ~υ is the velocity of the charge carriers.
If the magnetic field is perpendicular to the electric field, the carriers drift at an angle which
is known as Lorentz angle θL:
tan θL = µH · | ~B| (3.10)
where µH is the Hall mobility.
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3.4 Signal acquisition
Once the signal charge carriers are produced in the presence of a charged particle passing
through the silicon sensor, they are collected and amplified. This operation is usually done by
a charge sensitive amplifier.
Z = ∞
Vi V0
Qi
C
R
-Vbiasse
ns
or
Figure 3.3 Block diagram of a charge sensitive amplifier.
A charge sensitive amplifier is shown in the Fig. 3.3. Basically, it consists of amplifier, a
resistor R, a capacitor C. This circuit is attached to the sensor to collect the ionized charges.
The charge is accumulated on a capacitor. Since the impedance of the amplifier Z is assumed
to be infinite, the input charge Qi is equal to the charge collected on the capacitor QC . Defining
the amplifier voltage gain A as the ratio between the output voltage Vo and the input voltage
Vi one can calculate the effective input capacitance Ci as
Ci =
Qi
Vi
= C(−Vo
Vi
+ 1) = C(A+ 1) with A = −Vo
Vi
. (3.11)
The effective input capacitance provides the charge gain AQ
AQ ≡ Vo
Qi
=
AVi
CiVi
=
A
Ci
=
A
(A+ 1)
1
C
. (3.12)
Eq. 3.12 becomes A ≈ 1/C for high voltage gains. The system has to be reset after each charge
integration to be ready for the next event. The reset process (i.e. capacitor discharge) is done
by the resistor R.
The choice of R value is a very important because it has to provide:
• The capacitor to be able to collect charges without signal cut-off by the resistive feedback
(lower boundary),
• No event pile-up effect happens (upper boundary). Pile up occur with high pulse fre-
quencies, when the capacitor is not fully discharged at the arrival of a new signal pulse.
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3.5 Radiation damage in silicon
Radiation damages in semiconductor devices are one of the limiting factors in high energy
detector applications. Silicon device behavior after high radiation doses was studied by several
research and development projects (e.g. [31]).
In a radiation environment incident particles displace lattice atoms producing defects giving
rises to new energy levels in the band gap. These new levels change several material properties.
Therefore radiation in silicon has the following effects:
• it changes the effective carrier concentration resulting higher necessary bias voltages to
deplete the silicon device (see Eq. 3.4),
• it increases the leakage current due to produced trap centers in the silicon band gap, and
• it reduces the charge collection due to charge carrier trapping hence deterioration in
charge collection efficiency.
There are two main radiation damages in semiconductor devices. They are divided into
bulk and surface defects. The former one is explained by the non-ionizing energy loss (NIEL)
hypothesis ([31]). The latter one is due to changes in silicon-silicon oxide interface. Both
effects are discussed briefly in the following sections.
3.5.1 Bulk defects
Two processes occur when particles enter a solid material. Energetic particles loose their
energy via ionizing and non-ionizing processes as they pass through a given material. After
these processes the resulting products are electron-hole pairs (ionization) and displaced lattice
atoms (non-ionizing). At the first instance displacement damage is due to atomic vacancies and
interstitials. Basically, a vacancy is the absence of an atom from its normal lattice position. If
the atoms move further into non-lattice positions they are called interstitials. Displaced atoms
can move several hundred angstroms through the silicon lattice. Vacancies and interstitials
can combine producing so-called Frenkel pairs. The displacement can occur locally with many
vacancies, giving rise to defect complexes. The radiation induced defects alter the optical and
electrical properties of silicon devices. The damage depends on the nature of the defects and
on the time after creation at a given temperature. Defect reordering is also temperature and
excess carrier concentration dependent. Defect reordering is known as annealing. Annealing is
a damage reducing effect. In addition, annealing can also lead to more stable defects at higher
temperatures. This effect is known as reverse annealing.
Increasing fluence 1 Φ has effects on the macroscopical performance of the silicon device.
These effects are leakage current and doping concentration. The leakage current increases
linearly with increasing Φ and the following linear relationship holds between Φ and the current
increase ∆I [32]
∆Ivol ≡ ∆I
V
= α · Φ (3.13)
where V is the volume of the silicon device, α is the leakage current damage rate. The RD48
(ROSE) collaboration at CERN derived the leakage current damage rate for irradiated silicon
sensors as
1Accumulated particle flux.
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α = (3.99 ± 0.03) × 10−17Acm−1
after 80 minutes annealing at 60◦C [31].
The leakage current depends strongly on the temperature at which the silicon device oper-
ates. The proportionality relation between the leakage current and the operation temperature
is
I(T ) ∝ T 2 exp
(
− Eg
2kBT
)
(3.14)
where T is the operating temperature, Eg is the silicon band gap energy (1.12 eV) and kB is
the Boltzman constant. At -10◦C, the leakage current is several times smaller than at room
temperature. Both leakage current measurements and leakage current damage rate calculations
are discussed in Chapter 5.
The effective carrier concentration Neff (see Eq. 3.2) is reduced due to radiation damages.
One can see clearly the linear proportionality between the VFD (see Eq. 3.4) and Neff in
Fig. 3.4. The higher the fluence, the higher the voltage for full depletion.
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Figure 3.4 Full depletion voltage versus 10 MeV/c nuclear neutron fluences [33].
It has been found that silicon containing higher oxygen impurities has smaller leakage cur-
rents after irradiation. The oxygen impurity concentration does always exist in silicon but
one tries to keep it as low as possible (> 1015 cm−3). Experimentally it was observed that a
high oxygen concentration is reducing the radiation induced carrier concentration loss. The
oxygen enriched silicon devices are as good as the best standard materials. There is no satis-
factory explanation to this observation. This might be due to the fact that oxygen combines
to vacancies forming electrically non-active complexes [34].
3.5.2 Surface defects
Surface defects have also important effects on the performance of silicon devices. These type
of defects are located between the silicon bulk and the silicon-oxide layer. In comparison to
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bulk defects they are non-uniformly distributed.
Following the passage of an ionizing particle, electron-hole pairs produced in the SiO2 layer
are drifted in the presence of an electric field. Due to their fast mobility 2 the electrons can
escape from the silicon-oxide layer. The holes with lower mobility 3 cannot be swept out of the
silicon-oxide layer. They are permanently trapped there leading to a constant positive charge
layer which is very close to the SiO2 layer. The positive layer induces a negative layer in the
silicon bulk at the silicon-SiO2 interface. The free electrons in the negative layers influence
several parameters such as the maximum electric field, the implants, the inter-pixel resistance
etc.
The radiation induced defects are also produced at the interface. These interface defects
are due to bad wire bond or displaced silicon atoms close to the interface. They behave like
bulk defects. The interface defects cause the surface leakage current. The surface defects
are not severe compared to the bulk defects and the underlying physics has not yet been
understood [35].
2The electron mobility is 20 cm2V−1s−1.
3The hole mobility is 2×10−5 cm2V−1s−1.
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In this chapter a detailed simulation (PIXELAV) of the silicon pixel sensors for the CMS pixel
detector is reviewed. This simulation is used to predict the effects of radiation damage on
detector performance. The analysis of the simulated data is presented and the results for the
position resolution are discussed.
4.1 PIXELAV simulation for irradiated pixel sensors
PIXELAV [36] is a detailed simulation tool used for the CMS pixel sensors. It is a very
useful program for the fine-tuning of the sensor design, the development of more accurate
reconstruction algorithms and the calibration of charge sharing functions. A continuous sensor
position calibration is required as the pixel detector is increasingly damaged by radiation during
operations.
The PIXELAV includes the following elements:
• a physical model of charge deposition,
• a realistic electric field map,
• charge carrier transport including mobilities,
• Hall effect and 3D diffusion,
• radiation damage and charge trapping effects,
• electronic noise, and front-end response.
The PIXELAV has two main simulation steps: electrostatic and electrodynamic. In the
electrostatic simulation a realistic radiation damage model (see Section 4.1.3) including charge
deposition is imported into the commercial ISE TCAD software [37] to produce a 3-D electric
field map. In ISE TCAD, the electric field map is generated for the CMS pixel sensors with
100×150 µm2 pixel cells and 285 µm thickness. The map is provided to the electrodynamic
process which simulates charge transportation, charge trapping and the front-end electronics
response.
The geometrical coordinates in the simulation are shown in Fig. 4.1. The magnetic field
is along the 150 µm pitch and is perpendicular to the electric field causing the Lorentz drift
along the 100 µm pitch.
4.1.1 Charge deposition and transport
Charge deposition by pions is simulated. The model is based on the pi-e− cross section which is
computed elsewhere [38]. Cross sections for electrons between 1.8 eV and 1 MeV are integrated.
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Figure 4.1 PIXELAV geometrical coordinates, pixel sensor and readout chip (ROC) drawing,
and the CMS coordinates.
The electrons and δ-rays (recoil electrons) produce electron-hole carriers as they propagate
through silicon. The δ-ray track length is chosen from the electron energy range relationship
shown in Fig. 4.2. δ-rays continue propagating till they lose all their energy or leave the sensor.
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Figure 4.2 Range of a δ-ray of energy E in silicon [29].
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Charge transport is the process by which electron and hole pairs drift towards the p+ and
n+ implants in the presence of an internal electric field and an external magnetic field. The
transportation is done by numerically integrating the equations of motion for the charge car-
riers,
d~r
dt
=
µ
[
q ~E + µrH ~E × ~B + qµ2r2H( ~E · ~B) ~B
]
1 + µ2r2H | ~B|2
(4.1)
where µ( ~E) is the mobility (see Eq. 3.8), rH is the Hall factor of the carriers, q = ±1 is the
charge of the carrier, ~E is the electric field, and ~B is the magnetic field. The electron (hole)
Hall factor is rH = 1.15 (0.90). The electron and hole mobility parameters are taken from
Ref. [39].
4.1.2 Signal induction
The integrated charge induced on the collecting electrode is computed by the image theory.
The theory involves an infinite series of image charges on each side of the sensor for a given
position of the charge carrier and considers the total flux crossing a given electrode due to
the series of charges [40]. The implication of the image theory in PIXELAV is illustrated in
Fig. 4.3 where the pixel sensor is represented as a parallel plate capacitor. In the sensor active
area a produced electron induces an infinite series of image charges of both negative electrons
e− and positive holes h. Under the assumption that the sensor pitch P (transverse dimension)
is much larger than its thickness t, the total induced charge Qtot on the anode n+ is given by
Qtot = −q z
t
(4.2)
where the z is the distance of the induced electron from the cathode p+, and q is the induced
charge. At z = 0, Qtot disappears because the opposite sign charges overlap. When z = t, Qtot
becomes -q. The charge -q is then removed from the readout preamplifier resulting in a +q
charge to be integrated. The transverse charge distribution on the anode is broad when the
induced electron is close to the cathode side (dashed line in Fig. 4.3) and charge distribution
becomes narrower as the induced charge approaches the anode (continuous line in Fig. 4.3).
This effect occurs when charge traps are present within the sensor bulk, whereas in the absence
of the trapped charge one counts the charge hitting the implants.
The PIXELAV output data gives the information of the coordinates of the pions and their
directions, the produced electron-hole pairs, and two sets of signals for a 21×13 array of pixel
signals.
The simulation of the electronics and readout system is performed by a separate code.
This allows the electronic simulation to be changed without repeating the charge transport
simulation. The electronics simulation is performed in two steps. In the first step, a 500-
electron random noise signal is superimposed to each pixel signal. In the second step, the
readout chip (ROC) response function is applied to the total signal. The ROC response
function was measured during the CMS pixel testbeam in 2003/4 [41]. The digitized signal
amplitude is shown in Fig. 4.4 as a function of input charge. A readout threshold of 2500
electrons is finally applied to the signal.
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Figure 4.3 Several image charges produced by the induced electron (black solid dot). The
image electrons are shown as red solid dots and holes are shown as red open dots.
The transverse charge distribution on the anode n+ is illustrated as the dashed
(smaller z) and solid (larger z) curves.
4.1.3 Effective double-trap-model
In unirradiated sensors, the electric field varies linearly as a function of silicon sensor depth
reaching a maximum at the pn junction. This is due to a uniform effective charge density ρeff
(see Section 3.1) that varies in magnitude but remains uniform with irradiation. However,
the CMS pixel testbeam measurements have shown doubly peaked electric field after heavy
irradiation. The details about the testbeam measurements, data and experimental setup can
be found elsewhere [41] (through this section all results are referenced to this paper). The
measured charge collection profiles for an unirradiated and several irradiated sensors are shown
in Fig. 4.5 as a function of the distance from the beam entry point. The measurements proves
that the electric field does not vary lineary as a function of sensor depth but shows maxima
at both p+ and n+ implants after irradiation.
One of the recent attempts to explain the double peak behaviour is the Eremin, Verbitskaya,
and Li’s (EVL) double trap model [42]. The model is a modified version of the Shockley-Read-
Hall (SRH) statistics and it produces a space charge density ρeff from the trapping of charge
carriers in the leakage current. In the EVL model, ρeff is defined as
ρeff = e [NDfD −NAfA] + ρdopants (4.3)
where ND(A) is the donor (acceptor) trapping density, fD(A) is the occupied donor (acceptor)
state fraction and ρdopants is the ionized dopants charge density. The charge trapping occurs
due to the generation and recombination processes. The ρdopants expresses the material resis-
tivity before irradiation. According to the standard SRH definitions, fD and fA can be defined
as
fD =
υhσ
D
h p+ υeσ
D
e nie
ED/kT
υeσDe
(
n+ nieED/kT
)
+ υhσDh
(
p+ nie−ED/kT
) (4.4)
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Figure 4.4 Measured calibration curve during the CMS pixel testbeam in 2003/4 (red circular
points) [41]. The solid curve is a fit to the measured calibration function.
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Figure 4.5 Measured charge collection profiles for an irradiated (Φ = 8×1014 neq/cm2) and
an unirradiated sensor operated at several bias voltages [41].
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fA =
υeσ
A
e n+ υhσ
A
h nie
−EA/kT
υeσAe
(
n+ nieEA/kT
)
+ υhσAh
(
p+ nie−EA/kT
) (4.5)
where υe(h) is the termal speed of the electrons (holes), σDe(h) is the electron (hole) capture cross
sections for the donor trap, σAe(h) is the electron (hole) capture cross sections for the acceptor
trap, n (p) is the density of free electrons (holes), ni is the intrinsic carrier density, ED(A) is
the activation energy (with respect to the mid-gap energy level) of the donor (acceptor) states.
The generation and recombination induced currents are determined by the SRH definitions as
U =
υeυhσ
D
e σ
D
h ND
(
np− n2i
)
υeσDe
(
n+ nieED/kT
)
+ υhσDh
(
p+ nie−ED/kT
)
+
υeυhσ
A
e σ
A
hNA
(
np− n2i
)
υeσAe
(
n+ nieEA/kT
)
+ υhσAh
(
p+ nie−EA/kT
) . (4.6)
The physics of this model and its schematic drawing are shown in Fig. 4.6 and in Fig. 4.7
respectively. The ρeff and the electric field are illustrated as a function of the sensor depth
(z) for the double trap model which is tuned to reproduce the Φ = 5.9×1014 neqcm−2 charge
collection data at 150 V bias and at T = −10◦C. For an unirradiated sensor the charge
carriers are produced almost uniformly along the sensor thickness. Electrons drift towards
the n+ implant, so that electron current decreases as z decreases. Holes drift towards the p+
implant, so that hole current increases as z increases. For irradiated sensors, charge carrier
trapping results in a net positive space charge density close to the p+ backplane and a net
negative space charge density close to the n+ implant. It produces pn junctions at both sides
of the sensor. The resulting electric field is minimal in the middle of the sensor and maximum
at implants.
n-doped
p-doped
Figure 4.6 Space charge density (solid line) and electric field (dashed line) at T = −10◦C as
functions of depth in a double trap model tuned to reproduce the Φ = 5.9×1014
neqcm−2 data at 150 V bias [43].
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Figure 4.7 Schematic description of the EVL double trap model.
There are several issues relevant to the effective double trap model which can be listed as
follows:
• the trapping cross sections σe/h are not well known,
• the occupancies fD/A of the trapping states are independent of the absolute values of
the cross sections but depend on their ratio σe/h,
• the generation and recombination current U is linear.
In the effective double trap model, the following is assumed: (1) relaxing the cross sections
such as setting σDe = σ
A
e = σe and σ
D
h = σ
A
h = σh; (2) letting ND, NA, σe and σh vary, and
(3) keep the activation energies as in the EVL model. In addition there are constraints which
have to be taken into account. These are (1) the charge collection profiles at different bias
voltages and irradiations, (2) the trapping rates, and (3) the generated leakage current. The
effective electron (hole) trapping rates Γe(h) can then be calculated as
Γe = υe
[
σAe NA(1− fA) + σDe NDfD
] ≈ υeσAe NA (4.7)
Γh = υh
[
σDh ND(1− fD) + σAhNAfA
] ≈ υhσDh ND (4.8)
where it has been assumed that the trap occupancies are small and the thermal velocity of
electrons at −10◦C is υe = 2.15×107 cm/s because ND/NA is assumed to be constant [44].
The effective double trap model is implemented into PIXELAV. Even if the simulation is
below the measured profile, it reasonably describes the measurements as shown in Fig. 4.8.
Simulation has also been performed for the irradiation fluences of Φ = 0.5×1014 neqcm−2 and
Φ = 2.2×1014 neqcm−2.
4.1.4 The Lorentz deflection
In the presence of a magnetic field the electrons experience the Lorentz drift, which causes
them to drift at an angle θL with respect to the electric field, given by the following expression
tan(θL) = rHµ( ~E) ~B sin(θEB) (4.9)
where θL is the Lorentz angle, µ( ~E) (see Eq. 3.8) is the carrier mobility as a function of the
internal electric field ~E, rH is the Hall factor (see Eq. 4.1), and θEB is the angle between
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Figure 4.8 Measured charge collection profile for a sensor irradiated to a fluence of Φ =
5.9×1014 neqcm−2 (solid dots) and operated at (a) 150 V, (b) 200 V, (c) 300 V,
and (4) 450 V biases are shown as solid dots. The effective double trap model
simulation is shown as solid histograms in each plot [44].
the electric and magnetic fields. The total transverse displacement of the charge carriers is
determined by integrating sin(θL) over the drift path,
∆y =
∫
path
sin(θL)dl ≈
∫
path
rHµ( ~E)B sin(θEB)dz. (4.10)
The mobility is roughly inversely proportional to the internal electric field (see Eq. 3.8). There-
fore, the smaller the electric field, the larger the Lorentz angle and the displacement. Since
trapping affects the charge collection, modifying the electric field, the Lorentz angle varies
with irradiation. The effect of doubly peaked electric field on the Lorentz angle as a function
of sensor depth is illustrated in Fig. 4.9 for a sensor irradiated to Φ = 5.9×1014 neqcm−2 at
200 V bias in 4 T. The hit reconstruction algorithms cannot therefore be based on a constant
Lorentz angle.
4.2 Analysis of simulated data and results
4.2.1 Pixel clusters
The charge deposited by a charged particle passing through a pixel sensor is shown in Fig. 4.10.
The tracking angles α and β are in the local x and y directions respectively. The electrons
drift along the x direction (CMS rφ-axis) which corresponds to the 100 µm pitch. The y (CMS
z-axis) direction corresponds to the 150 µm pitch. A hit generates a cluster of up to four pixels
in x due to the Lorentz deflection, while along y there is no Lorentz deflection. However, the
cluster size goes up to ten pixels due to shallow tracks.
A typical cluster is shown in Fig. 4.11. The track angle β = 20◦ corresponds to η = 1.83. The
pseudorapidity η is used for the y-coordinate calculations (see Fig. 4.1). In Fig. 4.11 the dashed
red line shows the track projection on the cluster. The red cross represents the geometrical
center of the particle track. Signals below the applied pixel threshold (2500 electrons) are
shown in green. The large charge variations along the track are due to ionization fluctuations.
For a cluster size larger than two pixels the hit position is determined by small signals near the
cluster ends, while the charge distribution between the inner pixels is assumed to be flat. This
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Figure 4.9 Lorentz angle as a function of sensor depth for a sensor irradiated to a fluence of
Φ = 5.9×1014 neqcm−2 and operated at 300 V in 4 T magnetic field.
is to minimize the charge fluctuations. Energetic secondary electrons (δ-rays) can produce
larger pixel signals causing unusual or long clusters. For example, along the x-axis δ-rays
cause clusters larger than two pixels.
ROC ROC
Pixelav y (CMS z) Pixelav x (CMS rφ) 
Figure 4.10 Charge deposition and drift in a pixel barrel module, left in the plane parallel to
the beam, right in the plane transverse to the beam.
Pixel clusters are formed by combining adjacent pixels with charge above the pixel threshold.
Both side and corner adjacent pixels are included in the cluster. The cluster charge is then
obtained by projecting along x- and y- by summing the charge collected in the pixels with the
same x- and y-coordinates.
4.2.2 Pixel hit reconstruction
The position resolution of the pixel sensors is mainly determined by the readout pitch and
by charge sharing between neighboring pixels. Charge sharing is due to geometrical sharing
(left sketch in Fig. 4.10) and Lorentz deflection (right sketch in Fig. 4.10). Charge carrier
trapping causes nonuniform charge collection along the sensor bulk, as a consequence charge
sharing between neighboring pixels becomes strongly nonlinear at the particle impact position.
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Figure 4.11 Charge deposition by a particle track (η = 1.83 or β = 20◦). The signals in each
pixel are in kiloelectrons. Signals below threshold are in green. The red cross
is the geometrical center of the track and dashed red line represents the track
projection.
For irradiated sensors the benefit of the Lorentz deflection is decreased due to the higher bias
voltages needed to reach the maximum depletion.
The reconstruction of hits from clusters is done separately for the two coordinates. Along
the x-projections there are mainly short clusters made of one as two pixels. δ-rays can cause
clusters larger than 2 pixels, and as they spoil the determination of the particle hit position,
they are excluded from the position resolution analysis along the x-axis (see Section 4.2.3.1).
Along the y-projections there are long clusters (> 2 pixels in a cluster). This is due to
shallow impact angles β or pseudorapidity η > 0.
4.2.2.1 Transverse axis
The hit reconstruction along the x-axis is shown in Fig. 4.12 for a track in the transverse
plane. It shows the definition of the track impact angle α. The angle α is defined so that it is
positive (negative) towards the right (left) direction in Fig. 4.12. The total Lorentz deflection
length L is given by
L = T · tan(θL) (4.11)
where T is the sensor thickness, and θL is the Lorentz angle. The total cluster width Wx is
therefore given by
Wx = L− T · tan(α) (4.12)
Wx is largest when the α is on the left, as shown in Fig. 4.12.
The particle hit position for a single pixel cluster is given by the pixel center. For longer
clusters the hit position xhit is determined by the center of gravity,
xhit =
∑
i qi · xi∑
i qi
(4.13)
where qi is the charge deposited in the pixel xi along the particle track.
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Figure 4.12 Impact position determination in the x-axis. In this figure the impact angle α is
negative.
4.2.2.2 Longitudinal axis
The hit reconstruction along the y-axis is illustrated in Fig. 4.13. As mentioned previously,
there is no magnetic deflection along this axis. The cluster width is therefore only determined
by the electric field drift, charge diffusion, and the impact angle β. The cluster width Wy is
given by
Wy = T · tan(β). (4.14)
z
y collected charge
B = 4T
T
P = 150 µm Wy
ᵝ
Figure 4.13 Impact position determination in the y-axis.
The hit position yhit is calculated by [45]
yhit = ycenter +
qylast − qyfirst
2(qyfirst + q
y
last)
||Wy| −W yinner| (4.15)
where yhit is the particle hit position, ycenter is the cluster geometrical center, W
y
inner is the
length of the inner pixels and qyfirst (q
y
last) is the charge in the first (last) pixel. W
y
inner is
defined as
W yinner = (ysize − 2)× P, (4.16)
39
4 Simulation of irradiated pixel sensors
where ysize is the cluster size, and P is the pixel pitch. This algorithm takes into account
the fact that tracks do not in general enter or leave the sensor through sensor centers. The
constraints of the algorithm are:
• cluster size (ysize) has to be larger than one pixel;
• |Wy −Winner| is set to P if Wy is larger than ysize;
• for clusters larger than 4 pixels |Wy −Winner| is set equal to P in order not to spoil the
position resolution in case of large charge fluctuation.
4.2.3 Results
Once the cluster hit coordinates are determined, the next step is the calculation of residuals,
i.e. the difference between true hit positions xtrue (ytrue) generated by the simulation and
reconstructed hit positions xrec (ytrue):
xresidual = xrec − xtrue,
yresidual = yrec − ytrue.
4.2.3.1 Transverse position resolution
The distribution of cluster multiplicity along the x-axis as a function of impact angle α is
shown in Fig. 4.14 for unirradiated and irradiated sensors. At negative α angles the Lorentz
deflection and the geometrical charge width sum up resulting in longer total cluster width Wx,
whereas shorter Wx values occur at positive α angles. In the heavily irradiated sensor the
fraction for cluster of two pixels moves toward lower α values because of the smaller Lorentz
angle at higher bias. For perpendicular tracks (α = 0◦) the cluster width is equal to the
Lorentz deflection.
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Figure 4.14 Cluster multiplicity distribution as a function of impact angle α (transverse x
direction), for an unirradiated sensor (left), for a sensor irradiated to a fluence
of Φ = 5.9×1014 neqcm−2 [1] (right).
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The combination of carrier trapping and higher bias voltages produces smaller cluster sizes
after heavy irradiation. The average cluster size for an unirradiated sensor operated at 200
V and perpendicular tracks is 2.0. After a fluence of Φ = 5.9×1014 neqcm−2 and 300 V this
value is 1.8.
As previously mentioned, clusters larger than two pixels are contaminated with δ-rays which
produce more charge than expected. The cluster charge distribution as a function of impact
angle α is illustrated in Fig. 4.15 for the transverse x-axis. The points are the mean of the
average cluster charges. For clusters of three pixels the lowest charge is higher than 50’000
electrons which is equivalent to two times a MIP (≈ 24’500 electrons). During the analysis an
upper cluster charge of 1.5 MIP is applied to avoid δ-rays. Therefore, clusters larger than two
pixels are excluded.
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Figure 4.15 Cluster charge distribution as a function of impact angle α for an unirradiated
sensor operated at 200 V in 4 T magnetic field (transverse x direction). The
pseudorapidity η is zero.
As an example, the residual distribution along the transverse x-axis for clusters of two pixels
is shown in Fig. 4.16 for an unirradiated sensor operated at 200 V in 4 T magnetic field. The
distribution is not corrected for the Lorentz deflection. The residuls distribution is fitted with
a Gaussian. The position resolution in microns is obtained by multiplying the Gaussian σ with
the pixel pitch P (100 µm). The resolution is then σ = 14.5 µm.
The position resolution along the transverse x-axis as a function of impact angle α for an
unirradiated and an irradiated sensor, for clusters of two pixels is shown in Fig. 4.17. The
sigma values are not eta corrected. The resolution improves towards the positive α values.
On the positive side α is closer to the Lorentz angle θL resulting in narrower charge sharing
regions between adjacent pixels. Therefore, two-pixel cluster residual distribution becomes
narrower. Note the position resolution degradation in the irradiated sensor due to charge
trapping, particularly towards the negative α values where the charge sharing increases.
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Figure 4.16 Residual distribution of an unirradiated sensor for tracks with the impact angle
α = - 10◦ (transverse x direction). The distribution is not corrected for the
Lorentz deflection. The simulated data points are represented by the markers
and the line is a Gaussian fit to the distribution (simulation).
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Figure 4.17 Position resolution as a function of impact angle α for an unirradiated and an ir-
radiated sensor, for clusters of two pixels along the transverse x-axis (simulation).
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4.2.3.2 Longitudinal position resolution
For very large pseudorapidity |η| values the cluster length can be very large. The cluster
multiplicity for an unirradiated sensor operated at 200V in 4 T magnetic field is shown in
Fig. 4.18 as a function of pseudorapidity η along the longitudinal y-axis. For example, at η =
0 clusters of single pixels are dominant and the fraction of two-pixel clusters is only 10%.
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Figure 4.18 Cluster multiplicity as a function of η (longitudinal y direction).
The residual distribution for clusters of two pixels along the longitudinal y-axis for an unir-
radiated sensor operated at 200 V in 4 T magnetic field is shown in Fig. 4.19. A Gaussian
function is fitted to the distribution. The position resolution is 21 µm.
The position resolution along the longitudinal y-axis as a function of |η| for unirradiated
and irradiated sensors and for all cluster sizes is shown in Fig. 4.20. For higher fluences the
resolution degrades rapidly. At pseudorapidity |η| = 0 clusters include a single pixel and the
resolution is binary 1 , corresponding to σ = 43.3 µm. The resolution improves substantially
at pseudorapidity |η| = 0.5 due to enhanced charge sharing between sensors and degrades
gradually at higher pseudorapidities due to very long clusters as illustrated in Fig. 4.18 (see
also the same behavior in Fig. 4.26).
1If the sensor center is used as the measured coordinate and no charge sharing occurs between adjacent pixels,
then the measurement accuracy (root mean square deviation from the true impact position) is given by the
sensor pitch P
σ2position =
1
P
Z P/2
−P/2
x2dx =
P 2
12
σposition =
P√
12
.
The resolution can be improved with smaller pitch P and analog readout with lower thresholds.
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Figure 4.19 Residual distribution of an unirradiated sensor for tracks with the impact angle
β = 15◦ or η = 2 (longitudinal y direction). The simulated data points are
represented by the markers and the line is a Gaussian fit to the distribution
(simulation).
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Figure 4.20 Position resolution of all cluster sizes as a function of pseudorapidity |η| along
the longitudinal axis for unirradiated and irradiated sensors. The simulated data
points are extracted from single Gaussian fit to the residual distributions. The
curves are to guide the eye.
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4.2.4 Eta Correction
Usually it is assumed that generated charge carriers along the particle track are uniformly
distributed in unirradiated sensors. Therefore, the charge distribution is expected to be uni-
form. However, the charge collection becomes inhomogeneous due to radiation induced dam-
ages which act as charge traps. This trapping effect on the charge collection is illustrated in
Fig. 4.21 for the longitudinal axis.
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Figure 4.21 Left: simulated charge collection profile (longitudinal y direction) for an unirra-
diated sensor (red crosses) operated at 200 V and a sensor irradiated to a fluence
of Φ = 5.9×1014 neqcm−2 (black crosses) operated at 300 V, as a function of
distance from the impact point and for β = 15◦ (or η = 2). Right: charge ratio
of the irradiated sensor to the unirradiated one.
The nonuniform charge sharing produces systematical shifts on the reconstructed positions.
This systematic effect for events where charge is shared between several adjacent pixels can be
taken into account by the so-called eta-correction. A pixel hit contains the coordinate of the
pixel in which charge is collected, and the position information within that pixel. For example,
if the hit position is 14.3 the hit occurred in the pixel #14 and the floating number 0.3 is the
location of the hit within the pixel 14. The non-integer part of the pixel hit is defined as ξ.
The ξ distribution for all clusters is shown in Fig. 4.22 for perpendicular tracks (α = 0◦ and β
= 0◦). ξ = 0 is the pixel center and the peak at 0 is due to clusters with one pixel hit only. ξ
= ± 0.5 correspond to pixel borders where the flat distributions are due to clusters with more
than one pixel hits. In other words, charge sharing mainly occurs across the pixel borders,
whereas at the pixel center no charge sharing occurs.
The eta-correction corrects the reconstructed position by rescaling so as to get a uniform ξ
distribution. The correction function F (ξ) is given by
F (ξ) =
∫ ξ
−0.5(dN/dξˆ)dξˆ∫ 0.5
−0.5(dN/dξˆ)dξˆ
− 1
2
(4.17)
where ξ is in pixel units. The function F (ξ) provides a correction for each ξ value. The function
F (ξ) is shown in Fig. 4.23. Even though Fig. 4.22 and Fig. 4.23 are for the x-coordinate, the
correction procedure is applied as well to the y-coordinate. The corrected positions xcorr and
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Figure 4.22 Distribution of ξ (transverse x direction and α = 0◦) for all cluster sizes in an
unirradiated sensor operated at 200 V (simulation).
ycorr are given by
xcorr = xreco + F (ξ) (4.18)
ycorr = yreco + F (ξ) (4.19)
where xreco (ycorr) is the reconstructed pixel index along the x-axis (y-axis). For example, for
the transverse pixel hit position 15.43 xreco is 15. As can be seen from the F (ξ) function there
is no correction for ξ = 0.
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Figure 4.23 Correction function F (ξ) (see Eq. 4.17) as a function of ξ extracted from the ξ
distribution in Fig. 4.22 (transverse x direction and α = 0◦).
The effectiveness of the eta-correction method is illustrated in Fig. 4.24, which shows the
residual distribution for a sensor irradiated to a fluence of Φ = 5.9×1014 neqcm−2 and for
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tracks with the impact angle α = 20◦ along the transverse x-axis. The distribution is not
corrected for the Lorentz deflection. Note that the distribution shown in Fig. 4.24 is outside
the CMS pixel barrel region corresponding to |α| . 10◦.
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Figure 4.24 Residual distribution along the transverse x-axis for tracks with α = 20◦ for a
sensor irradiated to a fluence of Φ = 5.9×1014 neqcm−2. The distributions are
processed without (left) and with eta-correction (right) and are not corrected for
the Lorentz deflection. The simulated data points are represented by the markers
and the solid line is a double Gaussian fit to the residual distribution [1].
The r.m.s residuals are shown in Fig. 4.25 as a function of impact angle α along the transverse
x-axis for a sensor irradiated to a fluence of Φ = 5.9×1014 neqcm−2. The position resolution
for tracks perpendicular to the sensor (α = 0◦) is summarized in Table 4.1 for clusters of two
pixels. In the table, the third and fourth columns represent the position resolution without and
with eta-correction, respectively. The last column shows the resolution for all events, where
the position of the two-pixel clusters are eta-corrected.
Depending on the track impact angle α, eta correction improves the position resolution. For
instance, the resolution for α = 20◦ improves by 30%. In this case, the cluster width Wx is
smaller because α is closer to the Lorentz angle (θL ≈ 23◦). Therefore, the charge collection
regions becomes very narrow reducing charge sharing. The eta-correction becomes larger when
the track angle α is positive.
Table 4.1 Position resolution along the transverse x-axis for α = 0◦ at different fluences
and bias voltages before and after eta correction for cluster of two pixels. The last
column shows the resolution for all cluster sizes, where the position of the two-pixel
clusters are eta-corrected [1].
Φ Vbias Resolution Resolution Total resolution
(neqcm−2) (V) without correction (µm) with correction (µm) (µm)
0 200 9.3 ± 0.1 9.1 ± 0.1 9.0 ± 0.1
2×1014 200 13.4 ± 0.2 11.9 ± 0.2 12.1 ± 0.2
5.9×1014 300 13.3 ± 0.2 12.3 ± 0.1 12.9 ± 0.2
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Figure 4.25 Position resolution (transverse x direction) as a function of impact angle α for
clusters of two pixels, for a sensor irradiated to a fluence of Φ = 5.9×1014 neqcm−2
and operated at 300 V. The sigma values are shown before (solid squares) and
after (empty squares) the eta-correction (simulation).
Along the longitudinal y-axis the position resolution as a function of pseudorapidity η for
a sensor irradiated to a fluence of Φ = 5.9×1014 neqcm−2 is shown in Fig. 4.26. For larger η
values the correction becomes larger. In the y-axis, the eta-correction improves the position
resolution. For instance, the resolution for the highest pseudorapidity improves by 25%. The
position resolution for tracks perpendicular to the sensor (pseudorapidity η = 0) is summarized
in Table 4.2 for all cluster sizes.
Table 4.2 Position resolution along the longitudinal y-axis for pseudorapidity η = 0 at differ-
ent fluences and bias voltages before and after eta-correction for all cluster sizes.
Φ Vbias Total resolution Total resolution
(neqcm−2) (V) without correction (µm) with correction (µm)
0 200 41.3 ± 0.1 35.4 ± 0.1
2×1014 200 42 ± 0.1 35.8 ± 0.1
5.9×1014 300 42.6 ± 0.1 35.1 ± 0.1
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Figure 4.26 Position resolution along the longitudinal y-axis as a function of pseudorapidity
η for a sensor irradiated to a fluence of Φ = 5.9×1014 neqcm−2 and operated at
300 V and for all events. The sigma values are shown before (solid squares) and
after (empty squares) the eta-correction (simulation).
Table 4.3 Position resolution along CMS rφ as a function of impact angle α and along the
CMS z as a function of pseudorapidity η for all events at different fluences in 4 T
magnetic field. All events are eta corrected.
Position resolution (µm)
Φ (neqcm−2) Vbias (V)
α = -10◦ α = -5◦ α = 0◦ α = 5◦ α = 10◦
0 200 14.26 ± 0.1 11.72 ± 0.1 9.1 ± 0.1 7.38 ± 0.1 5.59 ± 0.1
2×1014 200 17.4 ± 0.2 14.5 ± 0.2 11.9 ± 0.2 10.6 ± 0.2 8.7 ± 0.2
5.9×1014 300 17.5 ± 0.1 14.3 ± 0.1 12.3 ± 0.1 10.2 ± 0.1 8.2 ± 0.1
η = 0 η = 0.5 η = 1 η = 1.5 η = 2
0 200 35.4 ± 0.1 14.0 ± 0.1 20.0 ± 0.1 21.8 ± 0.1 25.6 ± 0.1
0.5×1014 200 35.3 ± 0.1 15.1 ± 0.1 21.0 ± 0.1 23.4 ± 0.1 27.7 ± 0.1
2×1014 200 35.8 ± 0.1 20.1 ± 0.1 28.2 ± 0.1 33.8 ± 0.1 38.0 ± 0.1
5.9×1014 300 35.1 ± 0.1 26.0 ± 0.1 37.1 ± 0.1 41.8 ± 0.1 47.8 ± 0.1
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4.3 Summary
In this chapter a detailed simulation of the silicon pixel sensors for the CMS pixel detector is
used to estimate the effects of radiation damage on the position resolution. The simulation,
incorporating a double trap model of radiation damage and trapping of charge carriers, was
shown to give a good description of the charge collection measurements in the irradiation
fluence range from 0.5×1014 to 5.9×1014 neqcm−2 [44].
The analysis of the simulated data includes clusterization, cluster position reconstruction,
residual determination, and eta-correction.
The readout threshold is set to 2500 electrons. The systematic effects due to charge trapping
can be corrected by the eta-correction method which improves the position resolution.
After an irradiation fluence of Φ = 5.9×1014 neqcm−2 and operating at 300 V in 4 T magnetic
field one finds for perpendicular tracks:
• a position resolution of 13.3 µm improving to 12.3 µm after eta-correction along the
transverse axis (CMS rφ),
• a position resolution of 42.6 µm decreasing to 35.1 µm after eta-correction along the
longitudinal axis (CMS z).
In Table 4.3, the position resolution along the CMS rφ (transverse) as a function of impact
angle α and along the CMS z (longitudinal) as a function of pseudorapidity η are given for
different irradiation fluences. All events are eta corrected.
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5.1 Experimental setup
The experimental testbeam setup consisted of five components: a pixel telescope, a pixel device
under test (DUT), a trigger PIN diode, a cooling system, and a data acquisition system. The
pixel telescope had 4 identical unirradiated ROCs 1. Two ROCs were placed in front of and two
behind the DUT. Each ROC had 80 rows and 52 columns of pixels with dimensions 100×150
µm2. The 100 µ pitch was along the the x-axis (transverse CMS rφ) and 150 µ pitch along
the y-axis (longitudinal CMS z). The sensor thickness was 285 µm2. A picture of the setup is
shown in Fig. 5.1.
Figure 5.1 Testbeam experimental setup.
The whole setup was placed in an open pair of Helmholtz coils, capable of providing a 3 T
maximum magnetic field. The magnetic field was perpendicular to the beam, i.e. perpendicular
to the x-axis and parallel to the y-axis. A sketch of the experimental setup is illustrated in
Fig. 5.2. All measurements were performed on the H2 beam line of the CERN SPS with 150
GeV pions. The beam had a 25 ns bunch structure. However, a timing signal for the beam
was not used for these measurements. The data was taken with and without magnetic field.
The pixel telescope was used to extrapolate the position resolution on the DUT. The tele-
scope ROCs were operated at 150 V and at room temperature. A 20◦ tilting was applied
to the longitudinal y-axis of the telescope ROCs so as to increase charge sharing improving
1The term ”ROC” will be used for the pixel sensor and the readout chip.
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Figure 5.2 Side and top views of the experimental setup.
the position resolution. Therefore, a better track determination could be performed along the
y-axis.
The readout and data acquisition was carried out by a motherboard. The motherboard was
connected to the ROC readout system with a special readout adapter, which provided control
signals, data readout, and sensor bias for the telescope ROCs. The DUT was kept in a cooling
box to reduce the leakage current and to avoid reverse annealing. The cooling box was airtight.
The cooling of the DUT was established by two water cooled Peltier elements. The hot sides
of the Peltier elements were refrigerated with water circulation via a water chiller. The trigger
signal was produced by a PIN diode that was placed in front of the telescope. The PIN diode
position could be adjusted with a precision of 100 µm.
5.1.1 Sample preparation and sensor testing
The pixel sensors were bump bonded to ROCs of the type PSI46v2 at PSI. Then sensors were
irradiated at the CERN IRRAD1 facility with a 24 GeV proton beam. The irradiation was
performed at room temperature without a bias voltage applied. After irradiation the samples
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were stored in a commercial freezer at −20◦ and only warmed up for handling. To reach the
minimum full depletion voltage they were annealed at 21◦C for seven days. The irradiation
fluence was converted to 1 MeV neutron equivalent by the scale factor 0.62 [46]. The delivered
proton fluences were 2.2× 1014 neqcm−2, 6.2× 1014 neqcm−2, and 8.2× 1014 neqcm−2.
All samples were then wire-bonded to custom-made four layer printed circuit boards (PCB),
shown in Fig. 5.3.
Figure 5.3 PCB with a single-chip sensor.
The selection of the samples for the test beam was based on the same test procedure as was
used for the CMS pixel barrel modules [47]. The qualification procedure can be used for single
ROCs as well. This test procedure consists of hardware functionality tests, performance tests,
and calibrations tests. The tests were carried out together with the ETH collaboration 2. The
qualification test steps are described in the following sections.
5.1.1.1 Pixel address decoding test
The pixel address decoding test is used to separate individual pixel address levels. The pixel
addresses define the physical position of pixels on a ROC and are encoded analogous. A single
pixel address contains five clock cycles. Three clock cycles are needed for the row index,
and two for the column index. Each clock cycle can have six different levels. The levels of
all pixels in a ROC are measured and filled into a histogram as shown in Fig. 5.4. Correct
decoding requires well separated signal levels. A simple algorithm searches for the peaks in
this histogram. If six of them are found, then separation limits are put between neighboring
peaks for decoding.
2Institut fu¨r Teilchenphysik, ETH-Zu¨rich, 8093 Zu¨rich, Switzerland
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Figure 5.4 Address levels of all pixels in a ROC. The dashed red lines are the decoding limits
between two adjacent peaks.
5.1.1.2 Trimming test
The trimming test is used to equalize all the pixel thresholds in a ROC which ensures a uniform
response of the whole ROC. For all ROCs used in the testbeam, a trim value of 50 in units of
the V cal DAC (see Section 2.2.2) has been used. 1 Vcal corresponds to 65.5 electrons.
5.1.1.3 S-curve test
The s-curve test is used to determine the pixel noise. A typical s-curve plot for one pixel
in a ROC is shown in Fig. 5.5. The s-curve is obtained by sending calibration signals and
measuring the pixel response efficiency. Then an error function is fitted to the histogram. The
pixel noise is determined from the slope of the curve at the turning point.
The noise distribution of all pixels in a ROC is shown in Fig. 5.6. The overall noise level
is determined by fitting the noise distribution with a Gaussian function (not shown). The
determined noise level is 164 e− with an r.m.s spread of 17 e−. In Table 5.1, the noise levels
are given for the unirradiated and irradiated ROCs which were used in the testbeam. The first
four unirradiated samples in the table are the telescope ROCs. These noise levels are used to
calculate the signal-to-noise ratio, which is described in Section 6.2.2. Note that the noise of
the sample with the highest irradiation fluence may be lower than the noise of the unirradiated
one even if the charge collection of the former is worse.
5.1.1.4 Pixel alive and bump-bonding test
The pixel alive test is used to find defective pixels. It is done by sending 10 calibration signals
to each pixel and reading them out. Only samples without any dead pixels were selected.
The purpose of the bump-bonding test is to check the bump-bonding quality. A charge is
induced in the pixel sensor by the calibration signal and the charge is measured by the ROC. If
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Figure 5.5 S-curve fit with an error function for measuring the noise level of a pixel.
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Figure 5.6 Noise distribution of an unirradiated ROC.
the bump-bond is functioning then the charge is detected, the bump-bond is missing otherwise.
The samples with no defective bump bond were selected.
5.1.1.5 Pulse height calibration
Pulse height calibration is used to correlate the pulse height with the injected charges. The
pulse height spectrum basically is the energy spectrum or a measure of the ionization charge.
All signals are recorded in digital ADC counts. These ADC counts have to be converted back
into ionization charge.
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Table 5.1 Noise levels for the unirradiated and irradiated ROCs which are used in the test-
beam. The first four unirradiated samples are the telescope ROCs (T1,2,3,4) and
the rest are the detector under test ROCs (DUT1,2,3,4).
Detector Φ Noise Noise spread
(neqcm−2) µ (electrons) σ (electrons)
T1 0 173.73 19.30
T2 0 169.69 18.47
T3 0 176.19 17.88
T4 0 173.98 18.10
DUT1 0 164.26 16.98
DUT2 2.2×1014 114.32 18.72
DUT3 6.2×1014 124.27 22.62
DUT4 8.2×1014 124.73 22.10
The pulse height calibration is performed separately for every pixel, since the ADC to
ionization charge conversion varies from pixel to pixel in a ROC. Calibration is carried out
by injecting calibration signals of several amplitudes and recording the pulse heights. Each
measured pulse height is an average over 10 readouts for better precision. In Fig. 5.7 a typical
pulse height calibration curve as a function of calibration signal V cal is shown. The pulse
height rises linearly and saturates at high amplitudes. There is no pulse height measured
below V cal 10 because the signal is below the threshold.
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Figure 5.7 Pulse height as a function of calibration signal V cal. There is no pulse measured
below V cal 10, where the signal is below the threshold.
The pixel gain and pedestal values are determined from a linear fit to the region where there
is a large linear dependency (see Fig. 5.7). The slope of the fit determines the pixel gain, and
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the offset the pedestal. In Table 5.2, the gain and pedestal values for the tested samples are
given. The first four unirradiated samples in the table are the telescope ROCs.
Table 5.2 Gain and pedestal values for the unirradiated and irradiated ROCs which are
used in the testbeam. The first four unirradiated samples are the telescope ROCs
(T1,2,3,4) and the rest are the detector under test ROCs (DUT1,2,3,4).
Detector Φ Gain Pedestal
(neqcm−2) (electrons)
T1 0 2.01 -257.2
T2 0 1.70 -268.3
T3 0 1.71 -250.3
T4 0 1.83 -372.7
DUT1 0 1.59 -103.5
DUT2 2.2×1014 1.87 -92.3
DUT3 6.2×1014 1.82 -103.7
DUT4 8.2×1014 1.74 -40.3
In order to determine the nonlinearity in the low pulse region the whole calibration curve is
fit with the function
y = tan[p0 · x− p4] + p1 · x3 + p5 · x2 + p2 · x+ p3 (5.1)
where p0, p1, p2, p3, p4, and p5 are the six free parameters.
5.1.1.6 Leakage current measurements
In the presence of the testbeam leakage currents were measured by a Keithley 2410 sourcemeter
(see Section 5.1.2) for several irradiation fluences at several bias voltages. It is well known that
irradiation negatively affects silicon detector performance. Effects are due to radiation induced
damages or traps (see Section 3.5) in the silicon bulk. The leakage current is proportional to
radiation fluence. Therefore, one can monitor fluences by measuring the leakage current. The
measured leakage currents as a function of bias voltages for several irradiation fluences are
shown in Fig. 5.8. For an unirradiated sensor the leakage current is in the order of a few nA.
The leakage currents are measured at a temperature of −10◦C. For damage rate calculations
the leakage currrents at 200 V is chosen for unirradiated and irradiated sensors.
The leakage current of a module is estimated by multiplying the single ROC leakage currents
measured at 200 V (see Fig. 5.8) by 16, since a pixel barrel detector module consists of 16 ROCs
(see Section 2.2). The leakage current measurements for the testbeam ROCs and estimated
leakage currents for a pixel barrel module as a function of irradiation fluence are shown in
Fig. 5.9. The error on the bias voltage is assumed to be 5% while the error on the fluence
measurement is 7%. The estimation on the error of the fluence measurement comes from
CERN IRRAD1 facility where the sensors are irradiated. At a fluence of 8×1014 neqcm−2 the
leakage current is four orders of magnitude larger than for an unirradiated sensor.
The leakage current damage rate α depends on the leakage current in the active sensor
volume, annealing time t, and radiation fluences. The damage rate α can be determined by
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Figure 5.8 Leakage current for unirradiated and irradiated ROCs as a function of bias voltage.
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Figure 5.9 Leakage current as a function of radiation fluence. The leakage current of a module
is estimated by multiplying the single ROC leakage current with a factor of 16.
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(Eq. 3.13):
α(Φ,V, t) =
∆I(Φ, t)
V · Φ (5.2)
where Φ is the radiation fluence, ∆I is the measured leakage current, and V is the sensor active
volume. The volume includes 52 pixel columns, 80 pixel rows and with the sensor thickness of
285 µm leads to a total volume of 0.018 cm3.
The annealing time for the testbeam sensor was 7 days at room temperature. This is
equivalent to 80 minutes annealing at 60◦C, which are the standard used parameters. Since
the leakage current ∆I is measured at −10◦C, they have to be normalized to room temperature
21◦C so as to be able to compare damage rate results. The normalization can be done according
to the following equation
∆ITroom = ∆Imeas ·
(
Troom
Tmeas
)2
· exp
[
− Ea
2kB
(
1
Troom
− 1
Tmeas
)]
(5.3)
where ∆ITroom is the leakage current at Troom (21◦C), Ea is the silicon activation energy (1.09
eV) and kB is the Boltzmann constant [48].
Once ∆ITroom is obtained, the expected α at room temperature is then calculated by Eq. 5.2.
The calculated α values as a function of irradiation fluence are shown in Fig. 5.10. They are in
the order of 10−17Acm−1 and all agree within the uncertainties showing that α is independent
of the fluence.
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Figure 5.10 Damage rate as a function of radiation fluence. The solid line shows the average
value, and the dashed line the measurement from ref. [31].
The expected α is determined by taking the average (see Fig. 5.10) as
α = (2.48± 0.40)× 10−17Acm−1,
and it is about 40% smaller than the α value from [31]
α = (3.99± 0.03)× 10−17Acm−1.
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Possible reasons for the observed difference in the α value are: the current scaling to 21◦C,
and the definition of the active volume in the small sensor. Since the region near the guard
rings has a complicated electric field structure, it is not so clear where to define the boundary
of the leaking region. In bigger sensors, this is less of an issue, because the total edge regions
are a smaller fraction of the total volume. In addition, at the highest fluence there is a low
electric field region in the middle of the sensor. One needs to bias to higher voltages to be
fully efficient but the leakage current increases with bias.
5.1.2 Readout and data acquisition
The readout is performed by the PSI46v2 readout chip, which is bump-bonded to telescope
and DUT sensors. When the trigger PIN diode is traversed by a particle, it produces a trigger
signal which is sent to the test board. The analog pixel signals of all ROCs are sent through the
TBM (see Section. 2.2) to the test board where they are digitized by a 12 bit analog-to-digital
converter (ADC). A typical analog readout signal from all ROCs on a oscilloscope display is
shown in Fig. 5.11. The digital signals are stored in a 64 MB SDRAM buffer. As soon as the
buffer is full, the data is copied to a PC.
ROC0 ROC1 DUT ROC2 ROC3
TBM header
TBM trailer
Figure 5.11 Analog readout signal with no particle hit. The analog signal consists of TBM
header and trailer, and signals from 5 ROCs.
The data acquisition system consists of a motherboad for control and readout of the setup, a
TBM adapter card, a TBM PCB, 2 Keithley 2410 Sourcemeters, and a Peltier controller. The
Keithley sourcemeters are used to bias DUT and the telescope. In addition, these sourcemeters
are used to measure DUT leakage currents. The adapter card connects the TBM PCB to the
motherboad. The Peltier controller is used to bias the Peltiers. The controller is used as
well as a temperature display. The temperature display is realized by a PT1000 temperature
sensors.
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The motherboard shown in Fig. 5.12 was designed at PSI for the CMS barrel pixel module
testing and qualification. It requires 6 V power to operate. The motherboard has several
components: a field programmable gate array (FPGA), 64 MB SDRAM, universal serial bus
(USB) interface, a 12 bit ADC, a 4 Mbit flash memory, trigger interface, and a telescope
bias (HV) interface. The USB interface connects the motherboard to a desktop PC, which is
located in the control room. The desktop PC is operated with Scientific Linux 4.
Figure 5.12 Testbeam motherboard for readout and data aquisition.
The motherboard provides supply voltages and electric signals to the TBM and the ROCs.
The 12 bit ADC convert continuous analog signals into discrete signals. The ADC sampling
interval is [-2048,2048]. 1 ADC count is equivalent to 0.128 mV.
All ROCs are connected to the TBM PCB. In addition this PCB has three interfaces: one
for the control signals via a Kapton 3 cable, one for the telecope bias, and one for the DUT
bias. The separate DUT bias connection is for operating test sensors at different bias voltages.
The telescope bias is fixed to 150 V. The data acquisition system is shown in Fig. 5.13. A PIN
diode is used to generate trigger signals. It is coupled to a low noise fast amplifier. The trigger
system response is faster than 30 ns as required from the readout system which is optimized
to 40 MHz. The preamplifier has a low noise operational amplifier. A fast comparator and
a monostable circuit provide TTL and NIM pulses to the readout system. The PIN diode is
described in more details in ref. [49].
5.1.3 Cooling
The heat generated by the ROCs has to be dissipated. This was done by means of two Peltier
cooling elements. The Peltier elements have dimensions of 40×40×3.2 mm3 and require 172
W of power. The Peltier elements are glued on the back side of the cooling box and they are
placed in such a way that they surround DUT. A heat conduction paste is used to improve
the thermal contact between the Peltier metal contacts and the DUT PCB.
The hot sides of the Peltier elements are cooled by circulating water. This is provided by
the water chiller through the Peltier housing. The water chiller is operated around 5◦C. This
3Kapton is a polyamide film of DuPont
TM
.
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Figure 5.13 Testbeam data aquisition system (right) and data flow schematics (left).
is sufficient to cool the Peltier elements.
A PT1000 temperature sensor is attached on the DUT PCB to monitor the the DUT temper-
ature regularly. This is used as a feedback to the Peltier cooling system. The DUT temperature
is kept between −5◦C and −10◦C with a precision of 1◦C. Note that the CMS pixel detector
operational temperature will be −5◦C.
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The beam test results are discussed in this chapter. The data analysis steps are first described:
pixel clustering, cluster position reconstruction, track reconstruction and spatial alignment,
and event selection. Then charge collection is measured as a function of bias voltage and
irradiation fluence, the signal-to-noise ratio as a function of irradiation fluence. Finally I
present the position resolution results for different irradiation fluences, bias voltages, and
readout thresholds.
6.1 Event reconstruction and analysis
A schematic diagram of the testbeam hardware is shown in Fig. 6.1. Several steps are per-
formed during the data analysis. The raw binary data is first converted into ROOT 1 ntuples.
Pixel clusters are formed by joining adjacent pixels and the cluster positions are determined.
The procedure is completed by track reconstruction after spatial alignment of the sensors. The
event reconstruction is explained in the following sections.
6.1.1 Clusterization
Pixel cells with charge above the readout threshold are read out. Pixel clusters are formed
by grouping adjacent pixels. Both side and corner pixels are included in the cluster. A
minimum cut of 10’000 electrons is applied on the total cluster charge to remove the pixel
readout threshold effect which appeared as a small peak in the total cluster charge distribution.
The cluster is projected along the vertical x (CMS rφ with pixel readout pitch of 100 µm)
and horizontal y (CMS z with pixel readout pitch of 150 µm) axes by summing the charge
collected in the pixels with the same axis. The cluster charge in ADC counts is converted into
electrons using the pulse height calibration (see Section 5.1.1). In addition, a maximum of
50’000 electrons is required on the total cluster charge to reject large Landau fluctuations due
to δ-rays.
The generated electron-hole pairs along the particle track experience a drift due to the
combined action of electric and 3 T magnetic field along the x-axis. No Lorentz effect is
present along the y-axis. The cluster width Wx along the x-axis is defined as (Eq. 4.12)
Wx = L− T · tan(α) (6.1)
where α is the particle impact angle, L is the Lorentz deflection, and T is the sensor thickness
(see Fig. 4.12). The data are taken with particles moving perpendicularly to the sensor surface,
i.e. with impact angle α = 0◦. Therefore in our case Wx = L. The Lorentz deflection is related
to the Lorentz angle θL by (Eq. 4.11)
L = T · tan(θL). (6.2)
1ROOT is a data analysis framework: http://root.cern.ch/drupal/.
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Figure 6.1 Layout of the testbeam apparatus. The apparatus top and side views are shown.
For an unirradiated sensor operated at 150 V bias the Lorentz deflection is 100 µm, corre-
sponding to a Lorentz angle of θL = 19.4◦.
The cluster width Wy along the y-axis is defined as (see Fig. 4.13)
Wy = T · tan(β) (6.3)
where β is the particle impact angle. Wy is 104 µm for the telescope sensors due to the constant
angle β = 20◦. For the device under test (DUT) Wy is zero.
6.1.2 Cluster position measurement
Two hit reconstruction algorithms are used in this work to determine the cluster position.
The first reconstruction algorithm 2 is used for the telescope sensors. It uses the charge of the
first and the last pixel in the cluster. In addition, the cluster width, impact angles, and the
Lorentz deflection informations are required. This algorithm is applied to both x- and y-axes
independently. The second reconstruction algorithm is the eta-algorithm which is used for the
DUT sensors.
A sketch of the hit reconstruction algorithm for x-axis is shown in Fig. 4.12 and y-axis in
Fig. 4.13. The calculation of the vertical and horizontal positions and the eta-algorithm are
described in the following section.
2This algorithm is currently used in the CMS event reconstruction software (CMSSW)
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6.1.3 Hit reconstruction algorithms
The hit position for the vertical x-axis is defined similar to Eq. 4.15 as
xhit = xcenter +
qxlast − qxfirst
2(qxfirst + q
x
last)
||Wx| −W xinner| −
L
2
(6.4)
where xhit is the particle hit position, xcenter is the cluster geometrical center, W xinner is the
length of the inner pixels, qxfirst (q
x
last) is the charge in the first (last) vertical pixel, and L is
the Lorentz deflection given by Eq. 6.2 (see also Fig. 4.12). W xinner is defined as
W xinner = (xsize − 2)× P, (6.5)
where xsize is the cluster size, and P is the pixel pitch. If the clusters are smaller than three
pixels, W xinner is set to zero. If ||Wx| −W xinner| is greater than two, ||Wx| −W xinner| is set to
one. Since the Lorentz deflection shifts the particle hit position, L/2 has to be subtracted from
xhit.
The hit position for the horizontal y-axis is given by Eq. 4.15 is
yhit = ycenter +
qylast − qyfirst
2(qyfirst + q
y
last)
||Wy| −W yinner|. (6.6)
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Figure 6.2 ξ distribution (left) and correction function F (ξ) (right) measured with an unir-
radiated and an irradiated sensor.
The eta-algorithm is used to reconstruct hits in DUT sensors. We recall that the charge
distribution between adjacent pixels is uniform before irradiation but it becomes asymmetric
after irradiation due to radiation damage. This eta-algorithm weighs the last and first pixel
charge in a cluster by ignoring the intermediate pixels and assuming that charge fluctuation
between edge pixels carry no position information. It requires no a priori additional information
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such as the Lorentz angle. It is therefore a robust algorithm with respect to radiation damage.
The ξ variable is defined as
ξ =
qxlast − qxfirst
qxlast + q
x
first
(6.7)
where qxlast and q
x
first are charge collected by the first and last pixel in a cluster. The function
F (ξ) is extracted from the ξ distribution. The function F (ξ) is defined similar to Eq. 4.17 as
F (ξ) =
∫ ξ
−1(dN/dξˆ)dξˆ∫ 1
−1(dN/dξˆ)dξˆ
, (6.8)
where ξ is in pixel units. The ξ and F (ξ) distributions are shown in Fig. 6.2 for an unirradiated
and irradiated sensor. The uniform wide unirradiated ξ distribution becomes narrow and non
uniform with irradiation due to the radiation induced charge loss. The particle hit position
xhit is then determined as
xhit = xfirst + F (ξ) · P, (6.9)
where xfirst is the location of the first pixel in a cluster. Note the mainly linear dependence of
F on ξ.
The eta-correction technique described in Section 4.2.4 corrects the pixel hits which are
already reconstructed by hit reconstruction algorithms (see Section 4.2.2). Here the eta-
algorithm is reconstructing the pixel hits while it is correcting the systematic asymmetries
in the charge distributions due to the radiation damage. Therefore, the eta-algorithm itself is
a correction.
6.1.4 Event Selection
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Figure 6.3 Hitmaps for a telescope sensor before the fiducial cut (left) and after the fiducial
cut (right). The color scale shows the number of pixel hits.
Event selection steps are applied to the data. The selection is performed in two steps: events
are first selected after the clusterization step; the second selection for the track reconstruction
and alignment. First selection criteria are:
• Clusters with charge larger than 50’000 electrons are rejected to avoid δ-rays.
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• A fiducial cut is applied by the trigger PIN diode which is smaller than the detector
planes. Only hits which are in the area covered by the PIN diode are accepted. The
fiducial cut shown in Fig. 6.3 removes the background events outside the PIN diode
region. After the fiducial cut approximately 70% of the pixel hits remain.
Second selection criteria are:
• A hit multiplicity cut to reject the events with multiple tracks. The events with single
hits in telescope and DUT sensors are selected. Therefore, the hit multiplicity cut selects
one track per event.
• The hit coincidence is required to have events with single hit per telescope and DUT
planes.
6.1.5 Spatial alignment and track reconstruction
In the testbeam setup the telescope and DUT use the same type of pixel sensors and front-end
electronics. Therefore, telescope and the DUT sensor have the same measurement uncertainties
in the vertical axis. Along the horizontal axis these uncertainties are different because the
telescope planes are rotated around the vertical axis (β = 20◦) as illustrated in Fig. 6.1 to
improve the track resolution along this axis. In addition, there is no Lorentz deflection in the
horizontal plane.
The hit axes in each pixel detector are (x
′
j ,y
′
j) where j is the index of the plane (j = 1-5).
The telescope horizontal y-axis measurements are corrected for the tilting angle β in order to
align with the DUT sensor. Track reconstruction requires detector z position which also has
to be corrected for the tilting angle β. The transformation to the telescope axes is then,
xj = x
′
j + ∆xj (6.10)
yj = y
′
j cosβ + ∆yj
zj = z0j + y
′
j sinβ (j = 0, 1)
zj = z0j − y
′
j sinβ (j = 2, 3)
where ∆xj and ∆yj are offsets to be determined, and z0j is the measured z position of the
detector jth plane in the experimental setup (see Fig. 5.2).
The offsets are obtained from the mean residual distance between reconstructed track ex-
trapolation and the measurement hits in a sensor. In general the alignment can be determined
by minimizing the χ2 defined as
χ2 =
∑
tracks
(Rj/σj)
2 (6.11)
where σj is the hit measurement uncertainty, and Rj is the particle hit residual. The hit
residuals in the vertical x-axis Rxj and in the horizontal y-axis Ryj are defined by
Rxj = bx +mxzj − (x
′
j + ∆xj) (6.12)
Ryj =
by +myzj − (y′j + ∆yj)
cosβ
where bx,y are the track offsets, and mx,y are the track slopes. Eq. 6.12 assumes linear tracks
and each track is reconstructed by a linear least squares.
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For the alignment of the testbeam detectors the so-called Millepede method [50] is used.
The Millepede is a Fortran based program. This method allows the determination of up to
several thousand alignment parameters in a simultaneous linear least squares fit of an arbitrary
number of tracks. Due to the special structure of matrices with one set of global parameters
(alignment parameters common to all the measurements) and many sets of local parameters
(track parameters which apply only to a single measurement) the problem can be reduced to
a solvable size, without making any approximations.
In Millepede a particle hit position h is defined by the linear equation
h =
n∑
i=1
aj · dj +
ν∑
j=1
αj · δj (6.13)
where n is the number of global parameters, ν is the number of local parameters, aj are
the global parameters, dj the global derivatives, αj the local parameters, and δj the local
derivatives. Straight particle tracks are assumed for the alignment. The magnetic effect is
assumed to be negligible. Therefore, the local parameters for a single linear track are offset
(α1) and slope (α2). The global parameters are z position of planes in the setup.
In the x- and y-axes the derivatives are determined using Eq. 6.12. They are shown in
Table 6.1. Note that the angle β in the y-axis is defined as the rotation around the x-axis (see
Fig. 6.1).
Table 6.1 Determined local and global derivatives for the testbeam axes. The z represents
the detector position and the angle β in the y-axis is rotation around the x-axis.
∂R
∂b (local)
∂R
∂m (local)
∂R
∂∆ (global)
x-coord 1 z -1
y-coord 1/cosβ z/cosβ -1/cosβ
The alignment is performed for both telescope and DUT simultaneously. The x- and y-axes
are treated independently since the measurements are uncorrelated. All the derivates and
global parameters are provided to Millepede code 3 to perform the spatial alignment with the
following constraints:
• First and last plane z positions in the setup are fixed to the measured values shown in
Fig. 5.2.
• Due to initial large misalignment a cut of χ2 = 10’000 is applied for better perfor-
mance [51].
The Millepede code provides the alignment constants. The testbeam setup is then aligned
by subtracting these constants from the reconstructed measurements. The next step is to
determine the position resolution of DUT. In order to do that the track reconstruction is
performed. Each track is reconstructed by a least squares fit to the measured hits in the
telescope planes. The fit parameters are then used to interpolate tracks on DUT. The residuals
3Millepede program code can be obtained from http://www.desy.de/∼blobel.
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are calculated as the difference between the predicted position from the telescope fit and the
measured position on DUT. The total residual width is given by:
σ2 = σ2DUT + σ
2
track + σ
2
MS (6.14)
where σDUT is the position resolution of the DUT sensor, σtrack is the track interpolation
uncertainty, and σMS is the multiple scattering contribution. The latter can be neglected
given the high energy of the beam.
A simple Monte Carlo study is performed to estimate σtrack. In the Monte Carlo, five sen-
sors are considered. Simulated hits for each sensor are smeared with a Gaussian distribution
with a width of 10 µm. The sensor z-positions are taken from the setup (see Fig. 5.2) where
the z positions are mechanically measured. A linear fit is applied to the hits in four sensors
to reconstruct tracks and each track is then interpolated to the fifth sensor. Residuals are
calculated as the difference between the interpolated hits and the simulated hits in the fifth
sensor. The σ of this residual distribution is also defined by Eq. 6.14 since the track interpola-
tion uncertainty and the fifth sensor resolution are compatible. Note that multiple scattering
contribution is neglected. The quadratic difference between the σ of the residual distribution
and expected σDUT of 10 µm results in σtrack = 5 µm. As a cross check a Gaussian fit is
applied to the interpolated position distribution and the σtrack is also found to be 5 µm.
The residual distribution of all cluster sizes is not Gaussian due to the binary component.
The position resolution is then given by the r.m.s. deviation of the residual distribution. For
clusters larger than one pixel the residual distribution is Gaussian. In this case, the position
resolution is defined by the sigma of a Gaussian fitted to the residual distribution. In addition,
the track interpolation uncertainty is quadratically subtracted from the measurement results.
6.2 Results
In this section, the beam test measurement results for irradiated sensors are presented. The
measurements are performed with 150 GeV pion beam in 3 T magnetic field. The tracks are
perpendicular to the sensor plane.
6.2.1 Charge collection
Charge collection is measured as a function of irradiation fluence to determine the charge
collection efficiency after irradiation. For unirradiated and irradiated sensors a bias voltage
scan is also performed to provide an optimum setting for each irradiation fluence.
Charge collection is defined as the most probable value (MPV) of a Gaussian convoluted with
a Landau function fitted to the total cluster charge distribution. The total charge distribution
of an unirradiated sensor operated at 150 V bias voltage is shown in Fig. 6.4. The line is the
fit while the markers represent the measurement. The MPV value is 24’760 electrons.
The charge collection for unirradiated and irradiated sensors is shown in Fig. 6.5. The
points are the measurable Landau MPV values. For unirradiated sensors the charge collection
increases for increasing bias voltages until it reaches a plateau. The saturation is starting
already at 200 V bias. Note that the unirradiated sensor is fully depleted at 70 V bias. For
irradiated sensors the charge losses are substantial and are partially recovered by applying
higher bias voltages.
The charge collection of the highest irradiation fluence as a function of operated bias voltages
is shown in Fig. 6.6. One cannot observe any saturation. At 500 V bias voltage the collected
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Figure 6.4 Total cluster charge for the unirradiated sensor operated at 150 V. The line is the
fit of a Gaussian convoluted with a Landau distribution and the markers are the
data.
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Figure 6.5 Most probable value of the total cluster charge distribution as a function of bias
voltage for several irradiation fluences.
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charge is 13’000 electrons which is approximately 50% of the charge deposit before irradiation.
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Figure 6.6 Charge collection as a function of bias voltage for the sensor irradiated to a fluence
of 8× 1014neqcm−2.
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Figure 6.7 Charge collection as a function of irradiation fluence.
In Fig. 6.7, the charge collection is shown for several irradiated sensors operated at 300V
bias and unirradiated sensor operated at 200 V bias. One can see the decrease of the collected
charge for increasing irradiation fluences. The total collected charge is reduced to 77% of
an unirradiated device for Φ = 2.2×1014 neqcm−2. This amount is reduced to 46% for Φ =
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6.2×1014 neqcm−2 and to even 38% for Φ = 8.2×1014 neqcm−2. It is important to note that a
fluence of 6.2×1014 neqcm−2 corresponds to the first 4 years of LHC operation for the innermost
barrel layer of the CMS pixel detector (according to calculation given in Section 1.4).
6.2.2 Signal-to-noise ratio
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Figure 6.8 Signal-to-noise ratio measured with the pixel sensors as a function of irradiation
fluence.
The signal-to-noise ratio (S/N) is measured for several irradiation fluences. The signal is
determined from the MPV value of the total cluster charge. The operated bias voltage is
chosen in such a way that the MPV value is measurable. The pixel noise is determined as
described in Section 5.1.1.
The S/N ratios are shown in the Fig. 6.8 as a function of irradiation fluence. For a fluence of
2.2×1014 neqcm−2 the S/N ratio is 137 (corresponding to 16’000 electrons). This corresponds
to 87% of the unirradiated sensor. The signal drops to 70% of the unirradiated sensor for Φ
= 6.2×1014 neqcm−2.
The noise does not increase as a function of irradiation fluence and the decrease of the S/N
ratio is mainly due to charge collection. For the sensor irradiated to a fluence of 8.2×1014
neqcm−2 the S/N ratio is 83 which corresponds to a signal of 10’000 electrons and to a noise
of 124 electrons. 50% of the signal is lost due to the radiation damage. This fluence is in the
range expected after the LHC luminosity upgrade.
6.2.3 Position resolution
The position resolution is measured separately for the horizontal and vertical axes. For the
x-axis clusters larger than one pixel are reconstructed. These clusters are mainly due to
the Lorentz deflection. The residual distribution of clusters of two pixels for an unirradiated
sensor operated at 150 V bias is shown in Fig. 6.9. A Gaussian fit is applied to the residual
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Figure 6.9 Residual distribution along the x-axis for clusters of two pixels. The sensor is
unirradiated and operated at 150 V bias. The magnetic field is 3 T. The marker
represents the data and the line is the Gaussian fit.
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Figure 6.10 Residual distribution along the y-axis for clusters of one pixel. The detector is
unirradiated and operates at 150 V bias. The magnetic field is 3 T.
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distribution. The σ of the residual distribution is 10.2 µm, corresponding to a sensor position
resolution σDUT = 8.9 µm (according to Eq. 6.14).
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Figure 6.11 Cluster multiplicity as a function of irradiation fluence.
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Figure 6.12 R.m.s. of the residual x-distribution as a function of irradiation fluence for all
cluster sizes. Tracks are perpendicular to the sensor plane.
Along the y-axis there is no Lorentz deflection and clusters of a single pixel are dominant.
The resulting residual distribution is binary. The residual distribution along the y-axis is
shown in Fig. 6.10 for an unirradiated sensor operated at 150 V bias. The r.m.s. is 43 µm (as
described in Section 4.2.3.2).
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In this section, only the position resolution of the x-axis (100 µm pitch) is presented (CMS
transverse rφ axis) for which the charge drift is affected by the Lorentz effect. The read-
out threshold is 3000 electrons. The results are corrected with the function as described in
Section 6.1.3.
The cluster multiplicity distribution as a function of irradiation fluence is shown in Fig. 6.11.
The unirradiated sensor is operated at 200 V and the irradiated sensors at 300 V. Clusters of
two pixels are dominant (62%) for the unirradiated sensor, while clusters of one pixel become
dominant for irradiated sensors due to the charge loss.
For the sensor irradiated to a fluence of 8.2×1014 neqcm−2 clusters of two pixels represent
approximately 30% of the total. Clusters larger than two pixels represent 1% of the total,
independently of the irradiation fluence.
The r.m.s. of the residual distribution as a function of irradiation fluence is shown in Fig. 6.12
for all cluster sizes. The bias voltage is 200 V for the unirradiated sensor and 300 V for the
irradiated sensors.
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Figure 6.13 Position resolution as a function of bias voltage for the unirradiated sensor. Clus-
ters of two pixels are used. Tracks are perpendicular to the sensor plane.
The higher bias voltage reduces the beneficial effect of the Lorentz deflection, leading to less
charge sharing. A higher bias voltage increases the electric drift across the sensor bulk and
therefore the Lorentz angle becomes smaller. The region of charge sharing between neighboring
pixels shrinks. This leads to two consequences: the fraction of clusters larger than one pixel
becomes smaller and the residual distribution of clusters of two pixels becomes narrower when
the bias voltage is increased. As a result, the position resolution is smaller as shown in Fig. 6.13.
Each point is the sigma of a Gaussian fit to the residual distribution. The position resolution
for clusters of two pixels is below 10 µm at 200 V bias.
In Fig. 6.14, the unirradiated (at 200 V) and irradiated sensors (at 300 V) resolutions for
clusters of two pixels are shown. Each point is the sigma of a Gaussian fit to the residual
distribution. The position resolution for irradiated and unirradiated sensors is similar with 1-2
µm. The resolution improvement from unirradiated sensor to a sensor irradiated to a fluence
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Figure 6.14 Position resolution as a function of irradiation fluence for clusters of two pixels.
Tracks are perpendicular to the sensor plane.
of 2.2×1014 neqcm−2 is due to higher bias voltage.
6.2.3.1 Position resolution for different readout thresholds
The readout threshold is applied by the pixel front-end electronics. In principle, the threshold
has to be as low as possible since signals with lower charge are important to enhance the
position resolution. Therefore, a threshold scan helps to determine the best possible readout
threshold.
Table 6.2 Readout thresholds and threshold spreads for an unirradiated sensor operated at
100 V bias. The relative spreads are given in percentage.
Threshold (electrons) Threshold spread (%)
2363 3.6
2690 2.8
3018 3.0
3673 2.5
4328 2.6
6293 1.7
The thresholds are applied during data taking and set through the data acquisition software.
The scan is performed with the unirradiated sensor operated at 100 V bias voltage and in 3
T magnetic field. The scan for irradiated sensors could not be done due to the lack of time.
Tracks are always perpendicular to the sensor plane.
Thresholds of all pixels in a ROC are filled into a histogram. The mean of the histogram
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Figure 6.15 Cluster multiplicity as a function of readout threshold for an unirradiated sensor.
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Figure 6.16 R.m.s. of the residual distribution as a function of readout threshold for all
cluster sizes. Tracks are perpendicular to the sensor plane.
is defined as the threshold. The r.m.s. deviation is the threshold spread. The mean readout
thresholds and the threshold spreads for an unirradiated sensor operated at 100 V bias are
given in Table 6.2. The relative spreads are given in percent of the corresponding threshold.
The threshold spreads are negligible compare to the corresponding threshold values.
The cluster multiplicity as a function of readout threshold is shown in Fig. 6.15. Clusters
of two pixels become dominant when the threshold falls below 5000 electrons. Above 6500
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electrons clusters of one pixel are dominant. The fraction of clusters larger than two pixels is
less than 4% on average for 5000 electrons threshold.
The r.m.s. of the residual distribution is shown in Fig. 6.16 for several readout thresholds.
A degradation of the position resolution is observed as the threshold increases. At a threshold
of 3000 electrons, the r.m.s value is 12 µm, increasing to approximately 16 µm for a threshold
of 6500 electrons.
The position resolution of clusters of two pixels is very slightly degraded when the threshold
is higher than 3000 electrons (see Fig. 6.17). For a threshold of 3000 electrons, the resolution
is 10.8 µm increasing to 11.8 µm for 6500 electrons. The degradation in the position resolution
is hence only of the order of 1 µm.
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Figure 6.17 Gaussian σ of the residual distribution as a function of readout threshold for
clusters of two pixels. Tracks are perpendicular to the sensor plane.
The degradation in position resolution can be explained by looking at the cluster multiplicity
shown in Fig. 6.15. At the highest threshold (6500 electrons) the fractions of multiplicity one
and two become equal. For low threshold, clusters of two pixels are dominant.
6.2.3.2 Comparison with the PIXELAV simulation
The PIXELAV simulation has a realistic radiation damage model well suited for performance
studies of irradiated sensors. A simulation and beam test comparison is performed to validate
the position resolution measurement results as a function of irradiation fluence and readout
threshold.
PIXELAV is used to simulate the position resolution for unirradiated and irradiated sensors.
Simulation data is produced and processed as described in Chapter 4 except that the magnetic
field is modified to 3 T instead of original 4 T. The irradiation fluences are set to 2.2×1014
neqcm−2 and 6.2×1014 neqcm−2. The operated bias is 200 V for the unirradiated sensor and
300 V for the irradiated sensors. In addition, the unirradiated sensor operated at 100 V is
simulated with several readout thresholds.
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Figure 6.18 R.m.s. of the residual distribution as a function of irradiation fluence for all
cluster sizes. The full squares show the measurement, the empty squares the
PIXELAV prediction.
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Figure 6.19 R.m.s. of the residual distribution as a function of readout threshold for all
cluster sizes. The full squares show the measurement, the empty squares the
PIXELAV prediction.
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The measured position resolution is compared with the PIXELAV simulation. The r.m.s.
of the residual distribution as a function of irradiation fluence is shown in Fig. 6.18. Good
agreement is observed between simulation and test measurements except at the fluence of
6.2×1014 neqcm−2 for which a 3 µm discrepancy is observed. The discrepancy might be due
to miscalibrations of this sensor.
The comparison of the residuals r.m.s. as a function of readout threshold for the unirra-
diated sensor is shown in Fig. 6.19. The simulation describes qualitatively well the increase
of r.m.s. but is systematically 1-2 µm below the measurement. Possible explanations for the
discrepancies in Fig. 6.18 and Fig. 6.19 are miscalibration of sensors and the constant noise
assumption for all unirradiated and irradiated sensors in the simulation. However, overall the
simulation and the measurement results are in good agreement.
6.3 Summary
Several CMS pixel sensors have been tested before and after irradiation. The irradiation
fluences were 2.2×1014 neqcm−2, 6.2×1014 neqcm−2, 8.2×1014 neqcm−2 and the sensors were
operated at bias voltages up to 500 V. The data was taken without and with a 3 T magnetic
field.
Along the y-axis (150 µm pitch) clusters are mainly of one pixel. The resulting residual
distribution is a binary distribution with an r.m.s. of 43 µm. For an unirradiated and irradi-
ated sensors the position resolution along the x-axis (100 µm pitch) is given in Table 6.3 for
perpendicular tracks in a 3 T magnetic field. All hits are corrected with the eta-algorithm as
described in Section 6.1.3.
Table 6.3 Position resolution along CMS rφ axis for perpendicular tracks at different fluences
and bias voltages in a 3 T magnetic field. All events are corrected for systematical
effects (see Section 6.1.3).
Position resolution σDUT (µm)
Φ (neqcm−2) Vbias (V) Cluster of two pixels All cluster sizes
0 200 8.50 ± 0.01 11.30 ± 0.10
2.2×1014 300 7.20 ± 0.02 14.80 ± 0.02
6.2×1014 300 7.50 ± 0.02 21.00 ± 0.03
8.2×1014 300 9.20 ± 0.02 22.70 ± 0.03
At the irradiation fluence of 6.2×1014 neqcm−2 for which the replacement of the CMS in-
nermost pixel barrel layer is foreseen (see Section 1.4), the measurement results are:
• The leakage current normalized to the total volume at 300 V is 30 µA.
• The charge collection efficiency is 46% of the unirradiated sensor.
• The signal-to-noise ratio is 112 corresponding to 14’000 electrons.
A comparison of the position resolution between simulation and beam test was performed
as a function of irradiation fluence and readout threshold. The simulation can describe the
measurement within 2 µm.
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In the CMS experiment the innermost pixel barrel layer sensors will be exposed to an irradiation
corresponding to a fluence of 3×1014 neq/cm2/yr at full LHC luminosity (1034 cm−2s−1). As a
consequence, sensor characteristics such as charge collection will be degraded due to radiation
damage in the silicon crystal. The charge loss will deteriorate the determination of the particle
hit position.
CMS pixel sensor performance before and after irradiation was studied in a testbeam. Irra-
diated sensors were exposed to a 150 GeV pion beam. A telescope made of pixel sensors was
used to predict the hit position on test sensors. Sensors were tested at several bias voltages
and irradiation fluences in a 3 T magnetic field, for the first time with the final CMS front-end
electronics. Measurements as a function of irradiation fluence such as charge collection, leak-
age current and related damage rates, signal-to-noise ratio, and sensor spatial resolutions were
performed. The position resolution as a function of readout threshold was also investigated
for unirradiated sensors.
The CMS pixel sensors can be operated up to an irradiation fluence of 8.2×1014 neqcm−2.
The beam test results for the highest irradiation fluence of 8.2×1014 neqcm−2 can be summa-
rized as follows:
• The charge collection drops to 46% with respect to an unirradiated sensor.
• The leakage current normalized to the total sensor volume is 28 µA. The current is of
the order of nA for the unirradiated sensor.
• The measured leakage current damage rate is (2.5 ± 0.4) × 10−17 Acm−1. It is in good
agreement with previous measurements performed by the RD48 collaboration.
• The charge collection decreases due to the radiation damage but it can be recovered by
applying higher bias voltages. The charge collection is increased from 6’000 electrons at
100V bias voltage to 14’000 electrons at 500 V bias voltage. The minimum operating
bias voltage for the highly irradiated sensor is 300 V.
• The signal-to-noise ratio is about 83 corresponding to a signal of 10’000 electrons. The
noise is 124 electrons.
• The position resolution was measured in 3 T magnetic field with tracks perpendicular
to the sensor plane. Clusters of one pixel are dominant. The r.m.s. of the residual
distribution for all cluster sizes is 23 µm and the position resolution is below 10 µm for
clusters of two pixels at 300 V.
The position resolution as a function of readout threshold was measured for an unirradiated
sensor at 100 V in 3 T magnetic field with perpendicular tracks. The readout thresholds
were between 2400 electrons and 6500 electrons. For a readout threshold of 3’000 electrons
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the r.m.s of the residual distribution is below 12 µm for all cluster sizes. This r.m.s is above
16 µm for the highest readout threshold (6500 electrons). The deterioration of the position
resolution is due to the fact that at higher threshold pixels with low charge at the cluster
edges are suppressed. For a readout threshold of 3’000 electrons the position resolution for
two-pixel clusters is 10 µm. A degradation of 1 µm is observed in the position resolution for
two-pixel clusters between the lowest (2400 electrons) and the highest readout threshold (6500
electrons).
The PIXELAV radiation damage model simulates sensor performance after irradiation. This
simulation is important for the development of more accurate particle hit reconstruction algo-
rithms and the calibration of charge sharing functions. The simulation shows that a position
resolution of 13 µm can be achieved at the irradiation fluence of 6.2×1014 neqcm−2. The sys-
tematical shifts on reconstructed hit positions, due to the radiation damage, can be corrected
by the so called eta-correction. The eta-correction works well for both simulated and beam
test data.
A comparison of the simulated and measured position resolution as a function of readout
threshold and irradiation fluence was performed. The PIXELAV simulation can describe the
measured values within 2 µm.
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