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Abstract
We consider the minimal chiral Schwinger model, by embedding the gauge noninvariant formu-
lation into a gauge theory following the Batalin-Fradkin-Fradkina-Tyutin point of view. Within the
BFFT procedure, the second class constraints are converted into strongly involutive first-class ones,
leading to an extended gauge invariant formulation. We also show that, like the standard chiral model,
in the minimal chiral model the Wess-Zumino action can be obtained by performing a q-number gauge
transformation into the effective gauge noninvariant action.
1 Introduction
Following Dirac’s conjecture a critical issue in the study of a gauge model is the presence of first-class
constraints [1]. First-class constraints are related to symmetries while the second-class ones may imply
some ambiguities when treated as quantum field operators. The physical status of a theory is chosen
by imposing complementary conditions which are given by the first-class constraints. The presence of
second-class constraints is in general avoided. There are many procedures which allow the exclusion
of these constraints from the effective action [2]. One of them is the Batalin-Fradkin-Fradkina-Tyutin
(BFFT) method [3, 4, 5], which converts second-class constraints into first-class ones by introducing
auxiliary fields. The BFFT formalism has been employed in different models, as for example, the chiral
boson model [6], the massive Maxwell and Yang-Mills theories [7, 8, 9], the CPN−1 model [10], the non-
linear sigma model [11], the chiral Schwinger model [12, 13] and more recently a fluid field theory [14]. As
expected, the implementation of the BFFT method through the introduction of new fields gives rise to
a kind of a Wess-Zumino term which turns the resulting extended theory gauge invariant. In particular,
an elegant way of obtaining the Wess-Zumino term and the effective action is the BRST-BFV procedure
[15].
On the other side, two dimensional models have played an important role in theoretical physics as
a laboratory where many interesting phenomena can be studied in a fashion which is usually easier to
handle than more realistic four dimensional theories [16]. One well known model is the two dimensional
quantum electrodynamics (QED2) which was introduced long ago by Schwinger [17] to discuss dynamical
mass generation for gauge fields without breaking the gauge symmetry [18]. More recently, Jackiw and
Rajaraman proposed a model [19] with a chiral coupling between the two dimensional gauge and fermion
fields mimicking the weak interactions of the standard model. This two dimensional model, known as
the chiral Schwinger model, happens to be gauge anomalous although unitary and carries an arbitrary
regularization parameter a in all of its physical quantities (mass, propagator, etc) (see, e. g., [20, 21] and
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references therein). Another interesting two dimensional chiral model is the one that describes right or
left movers, i. e., chiral bosons which were introduced by Siegel [22] inspired on the heterotic string and
later reobtained by Floreanini and Jackiw [23]. In particular, Harada [24, 25] considered a version of the
chiral Schwinger model but without the right-handed fermions. He showed that this model known as the
minimal chiral Schwinger model corresponds to a gauged version of the Floreanini-Jackiw chiral boson.
Naturally, this model share some properties with the complete chiral model as the gauge anomaly and the
dependence on an arbritrary parameter (which is usually called a, as in the original Jackiw-Rajaraman
model) and the novelty here is the description of chiral bosons which in some sense represents the motion
of superstrings. Furthermore, a left-handed Wess-Zumino (WZ) action has been built for this model by
considering an antichiral constraint [26, 27, 28].
In this paper we discuss the Hamiltonian formalism for the minimal chiral Schwinger model using the
BFFT method. The application of this method introduces in a very natural way the chiral constraints in
the model. Otherwise, one would be forced to put these constraints by hand. Then, using the BRST-BFV
procedure we obtain the Wess-Zumino term with a set of the first-class constraints and the total effective
action.
We also show that, like the standard chiral model, in the minimal chiral model the WZ action can be
obtained by performing a q-number gauge transformation into the effective gauge non-invariant (GNI)
action.
This paper is organized as follows: In section II we discuss the conversion of the second-class to
first-class constraints, by using the BFFT method for the miminal chiral Schwinger model. We obtain
the corresponding extended Hamiltonian in strong involution with the first class constraints. In section
III, we obtain the extended gauge invariant effective action which brings in a Wess-Zumino term. In
section IV we discuss the generation of the WZ action by performing a q-number gauge transformation
on the gauge non-invariant effective action. Finally, in section V we make some remarks about the
“fermionization” of the extended gauge invariant formulation of the anomalous model for a = 2 and give
general arguments contrary to the equivalence to the vector Schwinger model advocated in the literature
[27, 29]. An appendix is also included where we present some details on the calculation of the extended
canonical Hamiltonian.
2 Extended First-Class Hamiltonian
In order to implement the canonical BFFT scheme, it is necessary to specify the Hamiltonian together
with the set of the constraints of the model [3, 4, 5]. Here we are going to apply the general BFFT
method following the lines of work in Refs. [7, 8, 9].
To begin with, let us start by considering the bosonized version of the minimal chiral Schwinger model
[24, 25], described by the following Lagrangian density [26, 27, 28]
L[φ,Aµ] = LM [Aµ] + Lˇ[φ,Aµ] , (2.1)
where the Maxwell Lagrangian is,
LM = −
1
4
FµνF
µν , (2.2)
the gauge noninvariant (GNI) contribution is given by,
Lˇ[φ,Aµ] = φ˙ φ
′ − (φ′)2 + 2 e φ′(A0 −A1)−
1
2
e2 (A0 −A1)
2
+
1
2
a e2
(
(A0)
2 − (A1)
2
)
. (2.3)
with the Jackiw-Rajaraman parameter a > 1, overdot means partial time derivative ( φ˙ = ∂0φ = ∂φ/∂t =
∂0φ) and prime denotes partial space derivative (φ′ = ∂1φ = ∂φ/∂x
1 = −∂1φ). The canonical momenta
are given by
Πµ =
∂L
∂A˙µ
= Fµ0; (2.4)
Πφ =
∂L
∂φ˙
= φ′ , (2.5)
2
which imply the primary constraints
Ω1 = Π
0 ≈ 0 ; (2.6)
Ω2 = Πφ − φ
′ ≈ 0 . (2.7)
The corresponding canonical Hamiltonian is given by,
Hc =
∫
dx1
{1
2
(Π1)2 + (φ′)2 − 2 e φ′(A0 −A1)
+
1
2
e2 (A0 −A1)
2 −
1
2
a e2 (A0)
2
+
1
2
a e2 (A1)
2 +Π1∂1A0
}
, (2.8)
where we are using the conventions F 10 = Π1 = E1 = ∂1A0 − ∂0A1 = A˙1 − ∂1A0. Time conserving of
the primary constraints lead to the Gauss law
Ω3 = Ω˙1 =
{
Π0, Hc
}
= ∂1Π
1 − e J0 ≈ 0 , (2.9)
where the current is given by,
J0 = 2φ′ + e [(a− 1)A0 +A1] . (2.10)
The system given by the Poisson brackets {Ω1,Ω3} constraints is second-class. The time evolution of Ω3
does not lead to any new constraints but determines the Lagrange multiplier of the Ω1 constraint. So,
the algebra of the constraints is given by a set {Ωj} which can be determined using the BFFT scheme.
In order to simplify this procedure we shall implement the constraints Ωj = 0 strongly by introducing
Dirac brackets [8, 9]. Through the Dirac’s procedure we have that
{Ωi,Ωj}
D
= 0 , (2.11)
and the remaining
{χi(x), χj(y)}
D
= ∆ij(x, y) , (2.12)
where we defined χ1 = Ω1 and χ2 = Ω3, from now on x ≡ x
1, y ≡ y1 and
∆ij(x, y) =
(
0 e2 (a− 1)
−e2(a− 1) 2e2∂x
)
δ(x − y) . (2.13)
In order to reduce the second-class system to a first-class one, we begin by extending the phase space
including the new fields θi(x) which satisfy the algebra:
{θi(x), θj(y)}
D
= − ǫij δ(x − y) , (2.14)
where ǫ12 = − ǫ12 = +1.
The first-class χ˜i are now constructed as power series [7, 8, 9]
χ˜i = χi +
∞∑
n=1
χ
(n)
i , (2.15)
where χ
(n)
i are homogeneous polynomials of order n in the auxiliary fields θi(x), to be determined by the
requirement that the constraints χ˜i be strongly involutive
{χ˜i(x), χ˜j(y)}
D
= 0. (2.16)
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The first-order correction for the expression (2.15) can be written as
χ˜i = χi +
∫
dy σij(x, y) θj(y), (2.17)
where the quantities σij(x, y) are implicitly defined by
∆ij(x, y) =
∫
dz dz′σik(x, z) ǫkl σjl(z
′, y), (2.18)
with ∆ij(x, y) given by eq. (2.13). By performing the calculations and choosing σij(x, y) such that χ˜i
are linear in the fields θi(x), we obtain,
σij(x, y) =
(
1 0
1
a−1∂x −e
2(a− 1)
)
δ(x− y). (2.19)
Consequently, we get,
χ˜1 = χ1 + θ1(x)
χ˜2 = χ2 +
1
a− 1
∂1θ1 − e
2 (a− 1)θ2, (2.20)
which are first-class. The above set permit us to compute the extended first-class Hamiltonian,
H˜ =
∞∑
n=0
H(n), (2.21)
where H(n) ∼ θn, with the subsidiary condition
H(0) ≡ Hc. (2.22)
The general expression for the iterated Hamiltonian H(n+1) is given as a recurrence relation as in
Refs. [7, 8, 9],
H(n+1) = −
1
n+ 1
∫
dx dy dz θα(x) (ωαβ)
−1 (σβγ)
−1G(n)γ , (2.23)
where
G(n)γ =
{
χγ , H
(n)
}
. (2.24)
Here, we mention that θn = 0, for n ≥ 2. Since (ωαβ)
−1 and (σβγ)
−1 are proportional to Dirac delta
functions and considering the canonical Hamiltonian, eq. (2.8), we get,
G
(0)
1 =
{
χ1, H
(0)
}
= χ2
G
(0)
2 =
{
χ2, H
(0)
}
= e2
[
(a− 1)∂1A1 −Π
1
]
. (2.25)
Performing the shift in the fields
θ1(x) −→ e(a− 1) θ (2.26)
θ2(x) −→
1
e(a− 1)
Πθ, (2.27)
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we obtain the first-order correction for the canonical Hamiltonian
H(1) = −
∫
dx
{ 1
e(a− 1)
( θ′ +Πθ)χ2
+
[
(a− 1)∂1A1 −Π
1
]
θ
}
, (2.28)
where θ′ ≡ ∂1θ. Following the same steps leading to the first-order corrections we obtain the second-order
Hamiltonian (see the Appendix A)
H(2) = −
1
2
∫
dx
[
1
a− 1
(Πθ)
2 − β( θ′)2 + e2 θ2
]
, (2.29)
with β = (a− 1)+ (a− 1)−1. Putting together the results from Eqs. (2.8), (2.28) and (2.29), we find the
extended Hamiltonian
H˜ = H(0) +H(1) +H(2), (2.30)
which is strongly involutive with respect to the constraints χ˜i(x). On the other hand, an inspection of
the complete set of constraints reveals that
{χ˜i, χ˜j} = 0, (2.31)
with i, j = 1, 2, 3. These results clearly illuminate the first-class nature of the system. The next step is
to calculate the effective action which should be invariant under extended gauge transformations, as we
are going to show in the following section.
3 Effective Gauge Invariant Action
Let us obtain the effective action through the BRST-BFV formalism [15]. This method permit us to
obtain the effective action in a direct way by including Lagrange multipliers and ghost fields with the
corresponding canonical momenta and a gauge fixation function which together with the BRST charge
operator generate the terms that lead to the expected gauge invariant action.
Therefore, following the usual BFV prescription and considering the Eqs. (2.28), (2.29), the effective
action can be written as,
Seff =
∫
d2x
{
Π0 A˙0 +Π
1 A˙1 +Πφ φ˙+Πθ θ˙ −H
(0)
+
1
e(a− 1)
(Πθ + θ
′)χ2 − e
[
(a− 1)∂1A1 +Π
1
]
θ
−
1
2(a− 1)
(Πθ)
2 +
1
2
β( θ′)2 −
1
2
e2θ2
}
+
∫
d2x
[
λ˙apa + P¯a c˙a + ˙¯caPa + {Ψ, Q}
]
, (3.1)
where (ca, P¯a) and (Pa, c¯a) form a pair of canonical ghost-antighost fields with opposite Grassmanian
parity
{ca(x), P¯b(y)} = {Pa(x), c¯b(y)} = δab δ(x − y), (3.2)
while (λa, pa) is a canonical Lagrange multiplier set
{λa(x), pb(y)} = δab δ(x− y). (3.3)
The charge operator Q is defined as
Q = caχ˜a + paPa, (3.4)
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with χ˜a being the first-class constraints, as discussed in the previous section. Finally, the fermion operator
Ψ is
Ψ = c¯aαa + P¯aλa, (3.5)
where αa are the Hermitian gauge-fixing functions. Different choices of the gauge functions αa can be
done in order to obtain the effective action. The partition function is then given by
Z =
∫
[DΣ] e i S , (3.6)
where the functional integral measure [DΣ] includes all the fields appearing in the action (3.1).
Before going on, we can make the scaling αa → αa/M , pa → Mpa and Σa → MΣa , in such a
way that the Jacobian of this transformation is equal to the unity. One can then verifies that in the limit
M → 0 , the action is independent of ghost and antighost fields.
Now, we can perform the choice of the gauge function and do some of the integrations implied in
[DΣ]. To this end, we choose
α1(x) = Πφ − φ
′ + λ˙1 (3.7)
α2(x) = Πθ + θ
′ + e(a− 1)A0 + eA1 + λ˙2. (3.8)
Since the first-class constraints are
χ˜1 = χ1 + e (a− 1) θ (3.9)
χ˜2 = χ2 + e ( θ
′ −Πθ), (3.10)
where χ1 ≡ Ω1 and χ2 ≡ Ω3, given by Eqs. (2.6), (2.7) and (2.9), we can compute the Poisson bracket
{Ψ, Q} = −[Πφ − φ
′ + λ˙1]p1
−[Πθ + θ
′ + e (a− 1)A0 + eA1 + λ˙2] p2
−[Π0 + e (a− 1) θ]λ1
−[χ2 + e ( θ
′ −Πθ)]λ2. (3.11)
The dynamical terms λ˙apa which appear in Eq. (3.11) are cancelled by the similar ones in the
original action. After integrations over the fields (p1, p2) and (λ1, λ2), we arrive at the delta functionals
δ(Πθ+ θ
′+e(a−1)A0+eA1), δ(Πφ− φ
′), δ(Π0+e(a−1)θ) and δ(χ2+e θ
′−eΠθ) in the partition function
(3.6). Performing the integrations over (Πφ,Πθ) and (Π
0,Π1) and using the fact that the Hamiltonian
H(0) is quadratic in the field Π1, we get the gauge invariant (GI) effective action
SGIeff [φ, θ, Aµ] = Sˇ[φ,Aµ] + S[θ, Aµ] , (3.12)
where Sˇ[φ,Aµ] is the action corresponding to the Lagrangian (2.3),
Sˇ[φ,Aµ] =
∫
d2x
{
φ˙ φ′ − (φ′)2 + 2e φ′(A0 −A1)−
1
2
e2 (A0 −A1)
2
+
1
2
e2 a[(A0)
2 − (A1)
2]
}
, (3.13)
and S[θ, Aµ] is given by,
S[θ, Aµ] = SWZ [θ, Aµ]−
1
2
e2
a− 1
∫
d2x[(a− 1)A0 +A1]
2 , (3.14)
with the WZ action given by,
S
WZ
[θ, Aµ] =
∫
d2x
{
− θ˙ θ′ −
1
2
β( θ′)2 + e βA1 θ
′ + 2 eA0 θ
′
}
. (3.15)
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The effective GI action can be rewritten as,
SGIeff [φ, θ, Aµ] = S
GNI
eff [φ,Aµ] + SWZ [θ, Aµ] , (3.16)
where the GNI action is given by,
SGNIeff [φ,Aµ] =
∫
d2x
{
φ˙ φ′ − (φ′)2 + 2e φ′(A0 −A1) −
1
2
e2 (β + 2) (A1)
2
}
(3.17)
The effective action (3.16) is invariant under extended gauge transformations,
gφ = φ+ g , (3.18)
gθ = θ − g , (3.19)
gAµ = Aµ −
1
e
∂µg . (3.20)
This could be achieved with the use of the first-class constraints χ˜1, χ˜2, representing the gauge symmetry
of the model, introduced by the use of the BFFT method as discussed in the previous section. The
generators of the symmetry transformations can be written as [30]
G =
∫
dx (a1χ˜1 + a2χ˜2) , (3.21)
where the coefficients aj are determined through the relations {χ1, Hc} = a1χ1 and {χ2, Hc} = a2χ2 .
From Eq. (2.9), we obtain
δA1 = {A1, G}ǫ
= −
1
e
∂1ǫ , (3.22)
and similarly δφ = ǫ = −δθ, where ǫ = ǫ(x) is a gauge parameter.
4 Operator Gauge Transformation and the WZ Action
As was stressed in Ref. [31] for the standard chiral QED2 and in [32] for the chiral QCD2, the WZ action
can be obtained via an operator-valued gauge transformation of its GNI effective quantum action. The
resulting extended GI theory is isomorphic to original GNI theory. The isomorphism between these two
formulations is valid in an arbitrary gauge. In what follows we show that in the minimal chiral model
the GI formulation can also be obtained by performing a gauge transformation on the GNI formulation.
To begin with, let us consider the q-number gauge transformation
φ → θφ = φ+ θ , (3.23)
Aµ →
θAµ = Aµ −
1
e
∂µθ , (3.24)
acting on the effective GNI action given by (3.17),
θSGNIeff [φ,Aµ] =
∫
d2x
{
( φ˙+ θ˙)(φ′ + θ′)− (φ′ + θ′)2
+2e(φ′ + θ′)
(
A0 −A1 −
1
e
( θ˙ − θ′)
)
−
1
2
e2(β + 2) (A1 −
1
e
θ′)2 . (3.25)
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The gauge transformed action (3.25) is manifest invariant under extended gauge transformations (3.18),(3.19),
(3.20), and is identical to the extended GI effective action given by (3.12),
θSGNIeff [φ,Aµ] = S
GI
eff [φ,Aµ, θ] = S
GNI
eff [φ,Aµ] + SWZ [θ, Aµ] . (3.26)
The WZ action (3.15) can also be obtained by performing a q-number gauge transformation on the
bosonized action corresponding to the original GNI Lagrangian (2.3),
Sˇ[φ,Aµ] =
∫
d2x
{
φ˙ φ′ − (φ′)2 + 2 e φ′(A0 −A1)
−
1
2
e2 (A0 −A1)
2 +
1
2
a e2
(
(A0)
2 − (A1)
2
)}
. (3.27)
In this way, using (3.23)-(3.24), we obtain
θSˇ[φ,Aµ] = Sˇ[φ, θ, Aµ] = Sˇ[φ,Aµ] + SˇWZ [θ, Aµ] , (3.28)
where the WZ action is now given by,
SˇWZ [θ, Aµ] =
∫
d2x
{1
2
(a− 1) ( θ˙)2 −
1
2
(a− 1)( θ′)2
+ eA0
(
θ′ − (a− 1) θ˙
)
+ eA1
(
(a− 1) θ′ − θ˙
)}
. (3.29)
The action (3.29) is the usual WZ action obtained for the standard chiral model. In this case, the
canonical momentum associated with the field θ is given by,
Πθ = ( a − 1) θ˙ − e [(a− 1)A0 +A1] . (3.30)
The effective GI action obtained in the previous section using the BRST-BFV formalism, is gauge fixed
by the gauge conditions (3.7)-(3.8). In order to map the WZ action (3.29) into (3.15), we must impose
on (3.29) the following condition
θ′ + (a− 1) θ˙ ≈ 0 . (3.31)
The condition (3.31) play the role of the delta function δ(Πθ + θ
′+ e (a− 1)A0+A1) that appears in the
integrations over the fields (p1, p2) and (λ1, λ2) performed in the previous section to obtain the effective
action. Under the condition (3.31) the canonical momentum (3.30) is mapped into
Πθ = − θ
′ − e [(a− 1)A0 +A1] . (3.32)
Indeed, rewriting the standard WZ action (3.29) as,
SˇWZ [θ, Aµ] =
∫
d2x
{
(a− 1)( θ˙)2 −
1
2
(a− 1)[( θ˙)2 + ( θ′)2]
}
+ eA0
(
θ′ − (a− 1) θ˙
)
+ e A1
(
(a− 1) θ′ − θ˙
)}
, (3.33)
and using (3.31), such that
(a− 1)θ˙ θ − 12 (a− 1)[( θ˙)
2 + ( θ′)2]
= − θ˙ θ′ − 12 (a− 1)[
1
(a−1)2 ( θ
′)2 + ( θ′)2] , (3.34)
we obtain from (3.29),
SˇWZ [θ, Aµ] → SWZ [θ, Aµ]
=
∫
d2x
{
− θ˙ θ′ −
1
2
β( θ′)2 + e β A1 θ
′ + 2 eA0 θ
′
}
, (3.35)
in agreement with the minimal WZ action, eq. (3.15), obtained in the previous section.
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5 Concluding Remarks
We have obtained the extended gauge invariant version of the minimal chiral Schwinger model (for a 6= 1)
by using the BFFT method. Consequently, this gauge invariance might suggest that this version of the
model (possibly with a convenient choice of the Jackiw-Rajaraman regularization parameter a) has some
correspondence with a bonafide gauge model, such as the QED2, which is naturally gauge invariant, or
in other words, is not gauge anomalous since in this case the anomaly resides in the axial current.
Indeed, it has been argued by Kye et al. [27] that in the case a = 2 there is a correspondence between
the GI formulation of the minimal chiral model and the QED2 (see also [29]). From our point of view, this
limit in the standard chiral models as well as in the minimal chiral models, does not physically represent
the (vector) Schwinger model, in contrast to the equivalence advocated in the literature [27, 29].
In Ref. [31] the fermionization of the standard WZ Lagrangian has been performed for general Jackiw-
Rajaraman parameter a > 1. The fermionized version of the WZ Lagrangian can be written as a Thirring
model plus a coupling of the gauge field with the axial and vector currents. For the special value a = 2 the
Thirring coupling vanishes and the total Lagrangian of the GI version can be related to a model exhibiting
some resemblance with the QED2. However, this mapping only has a formal character since it only can
be performed in the Lagrangian level. From the functional integral approach, this mapping only can be
performed into the partition function. These correspondences cannot be established for the generating
functionals, which implies that there is no isomorphism between the corresponding Hilbert space of states.
In this way, the models cannot be considered as being equivalent. As stressed in Refs. [20, 21, 32], from
the operator point of view, the claimed equivalence is a consequence of an improper factorization of the
Hilbert space that implies the choice of a field operator that does not belong to the intrinsic field algebra
to represent the fermionic content of the model. Contrary to the alleged equivalence, we also mention
two general properties of two-dimensional anomalous gauge theories: i) the anomalous models do not
exhibit the violation of the asymptotic factorization property (cluster decomposition) and thus there is
no need of a θ-vacuum parametrization [20, 21, 32]; ii) the models exhibit a peculiar feature which allows
two isomorphic formulations: the GNI and GI formulations [20, 21]. The suggested equivalence of the
chiral model for a = 2 and the vector model can not be established if we consider the Hilbert space in
which the intrinsic field algebra of the model is represented [16, 20, 21].
Acknowledgments. The authors were partially supported by CNPq – Brazilian research agency.
Appendix A
Here, we are going to calculate H(2), Eq. (2.29). First of all, we give some details of the calculation of
G
(1)
1 and G
(1)
2 , which are necessary for determining H
(2). From the definition of G
(n)
γ , Eq. (2.24), we
have
G
(1)
1 =
{
χ1, H
(1)
}
= θ2(x) {χ1,−χ2} (∂1θ1(x))
1
e2(a− 1)2
{
χ1, e
2 (a− 1)A0
}
= −
1
a− 1
(∂1θ1(x)) − e
2(a− 1)θ2(x). (A.1)
Also,
G
(1)
2 =
{
χ2, H
(1)
}
= − [∂1θ1(x)]
1
e2(a− 1)
{χ2, χ2} − θ2(x) {χ2, χ2}
−θ1(x)
1
e2(a− 1)
{
χ2, e
2
[
(a− 1)∂1A1 +Π
1
]}
= −
2
(a− 1)2
(∂1θ1(x)) ∂1 − θ1(x)(∂1)
2
−
e2
a− 1
θ1(x)− 2e
2θ2(x)∂1. (A.2)
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Now, let us calculate H(2)
H(2) = −
1
2
∫
dx θ1(x) ǫ12 σ
21G
(1)
1
−
1
2
∫
dx θ1(x) ǫ12 σ
22G
(1)
2
−
1
2
∫
dx θ2(x) ǫ21 σ
11G
(1)
1 (A.3)
where σij = (σij)
−1, with σij given by Eq. (2.19), so that
(σij)
−1 =
(
1 0
1
e2(a−1)2 ∂x −
1
e2(a−1)
)
δ(x− y). (A.4)
Then, we have
H(2) = −
1
2
∫
dx θ1(x)
1
e2(a− 1)2
∂x
[ 1
a− 1
(∂1θ1(x)) + (a− 1)e
2θ2(x)
]
+
∫
dx θ1(x)
1
e2(a− 1)
[ 1
(a− 1)2
(∂1θ1(x))∂x
+
1
2
θ1(x)(∂x)
2 +
1
2
1
(a− 1)e2
θ1(x) + e
2 θ2(x)∂x
]
+
1
2
∫
dx θ2(x)
[ 1
a− 1
(∂1θ1(x)) + (a− 1)e
2θ2(x)
]
(A.5)
Finally, after some algebra and making the shift given by Eqs. (2.26), (2.27), one arrives at H(2), Eq.
(2.29).
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