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Resumen 
La valoración de textos escritos es una tarea que considera principalmente dos aspectos: 
el sintáctico y el semántico. El primero de ellos, se enfoca en la forma del texto y el segundo 
en el significado. La puesta en marcha de dicha tarea realizada en forma manual implica un 
esfuerzo en tiempo y recursos, que se puede reducir si parte del proceso se lleva a cabo de 
forma automática. De acuerdo con los antecedentes revisados en la corrección automática de 
textos, se identifican diferentes técnicas, entre ellas la lingüística, la cual se centra en los 
elementos sintácticos, semánticos y pragmáticos. Así, la investigación en curso se orienta a 
la revisión automática de textos escritos en español desde el punto de vista de la sintaxis, 
como punto de partida para garantizar la coherencia y la cohesión en la composición de 
textos, lo que puede ser de utilidad e impacto en el medio académico.  
Con el propósito de llevar a cabo este estudio se recolectó y analizó un conjunto de textos 
de estudiantes de un programa académico, al cual se le aplicó técnicas de procesamiento de 
lenguaje natural y aprendizaje de máquina. Adicionalmente, se realizó una corrección 
manual con la finalidad de comparar ambos resultados. De esta manera, se determinó que 
hay correspondencia entre ellos, lo cual permitió concluir que el método automático sirve de 
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Evaluating written texts is a task that mainly considers two aspects: syntactics and 
semantics. The first one focuses on the form of the text, and the second one, on its meaning. 
Conducting this task manually implies an effort in time and resources that can be reduced if 
part of the process is carried out automatically. According to the reviewed literature, there 
are different techniques for automatically correcting texts. One of them is the linguistic 
approach, which focuses on syntactic, semantic, and pragmatic elements. Likewise, this 
ongoing research is concerned with the automatic evaluation of syntactic errors in texts 
written in Spanish as a starting point to ensure coherence and cohesion in text composition, 
which may be useful in the academic environment. In order to carry out this study, a set of 
texts by students enrolled in an academic program was collected and analyzed by applying 
natural language processing and machine learning techniques. Additionally, the content of 
the corpus was manually corrected to compare the results of both methods, and 
correspondence was established between them. For this reason, it was concluded that the 
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1. INTRODUCCIÓN 
 
La lingüística computacional también 
conocida como Procesamiento del Lenguaje 
Natural (PLN) es un campo interdiscipli-
nario alienado con las áreas de la lingüísti-
ca aplicada y la inteligencia artificial, el 
cual tiene como finalidad diseñar e imple-
mentar aplicaciones informáticas que emu-
len habilidades humanas a situaciones que 
involucran el lenguaje [1]. La inteligencia 
artificial se define como el estudio de los 
agentes que reciben percepciones del en-
torno, implementan funciones que estruc-
turan las secuencias de las percepciones en 
acciones. Tales funciones se pueden repre-
sentar de diferentes formas, como sistemas 
de producción, planificadores condicionales 
en tiempo real, redes neuronales, agentes 
reactivos y sistemas para la toma de deci-
siones. Por ello, la inteligencia artificial 
sintetiza y automatiza tareas intelectuales 
siendo relevante para cualquier ámbito de 
la actividad intelectual humana [2]. De 
otro lado, y de manera muy general, la 
lingüística moderna se ocupa del estudio 
científico de las lenguas naturales: su evo-
lución histórica, su estructura interna y el 
conocimiento que los hablantes poseen de 
su propia lengua [3]. 
El campo híbrido que cobija la inteli-
gencia artificial y la lingüística moderna es 
el ya mencionado, lingüística computacio-
nal o procesamiento del lenguaje natural, 
que estudia la manera de construir mode-
los del lenguaje con la finalidad de ser 
entendibles por los computadores [4]. El 
entendimiento del lenguaje va más allá del 
entendimiento de las sentencias, se fun-
damenta en su comprensión y en la de su 
contexto [2]. 
En esta línea, cabe acotar que se abor-
daron para este estudio los presupuestos 
de la ciencia del texto [5], dado que se ana-
lizan tanto las características y estructuras 
generales del uso de la lengua, como los 
contextos comunicativos en los que este 
sistema se pone en juego. 
Se parte de la definición de texto como 
una unidad de significado constituida por 
una secuencia de proposiciones que cum-
plen con los criterios de cohesión y cohe-
rencia. La coherencia es la relación que se 
establece entre proposiciones enteras, pos-
tulados y conceptos que enmarcan el senti-
do del texto y le dan continuidad temática. 
Además, permite comprender la relación 
entre proposiciones independientes, la cual 
se evidencia en un nivel semántico y refe-
rencial. Aparte de resultar coherente, un 
texto debe tener cohesión, es decir, mante-
ner conexión e hilaridad entre las partes de 
esas proposiciones, mediante conectores 
léxicos y gramaticales. Bajo estas condicio-
nes, todo texto posee, a su vez, una macro-
estructura y una microestructura. La pri-
mera es de naturaleza semántica, puesto 
que define aquellas interrelaciones que se 
derivan del texto completo y permiten que 
este mantenga un sentido global. Mientras 
que la microestructura, hace referencia a 
la secuencia de oraciones que conforman el 
texto. 
La microestructura, desde el punto de 
vista de la sintaxis, permite identificar, 
entre otras, las reglas para construir ora-
ciones inteligibles, así como las posibilida-
des para combinarlas haciendo un uso 
adecuado de las categorías gramaticales. 
Es por ello que las estructuras oracionales 
constituyen una unidad fundamental de 
sentido que debe ser comprensible e inter-
pretable. En esa línea, para garantizar las 
condiciones necesarias de cohesión y cohe-
rencia global en un texto, es indispensable 
especificar los errores sintácticos que se 
presenten tanto en oraciones como en se-
cuencias de oraciones, durante el proceso 
de evaluación del mismo. 
De otro lado, la creación de modelos 
computacionales que permitan escribir 
programas informáticos capaces de realizar 
tareas en donde interviene el lenguaje 
natural [6], ellos son de gran utilidad para 
la puesta en marcha de procesos automáti-
cos de corrección sintáctica de textos escri-
tos. A la inteligencia artificial le compete la 
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codificación de programas con facultades 
cognitivas, en esta línea, la lingüística 
computacional o PLN se encarga del tra-
tamiento de la estructura lingüística, inte-
grándose como módulo de entrada/salida 
dentro de un sistema compuesto [7]. 
La Lingüística Computacional (LC) se 
ocupa de investigar los mecanismos que 
posibilitan la comunicación entre las per-
sonas por medio del lenguaje, agregando el 
uso de las ciencias de la computación. Co-
mo parte de las aplicaciones en este campo, 
se encuentran la generación de discursos, 
recuperación de información, extracción de 
información, traducción automática, reco-
nocimiento de voz, búsqueda de respuestas, 
entre otras. Así mismo, se utilizan diferen-
tes modelos o métodos para llevar a cabo el 
proceso de lenguaje natural, entre ellos 
modelos probabilísticos del lenguaje, los 
cuales se definen como una distribución de 
probabilidad sobre un conjunto de cadenas 
de caracteres o de palabras contenidas en 
una colección base y vasta de textos escri-
tos (corpus), o modelos basados en gramá-
ticas [2]. En esta línea, se han reportado 
trabajos que incluyen el uso de n-gramas y 
su sintaxis para predecir los rasgos de 
edad, género y personalidad que tiene el 
autor de un determinado texto, dichos 
rasgos son denominados como etiquetas; el 
método que se describe tiene un enfoque de 
aprendizaje supervisado, donde un clasifi-
cador es entrenado independientemente 
para cada etiqueta; de esta manera, la 
predicción para una instancia es la unión 
de las salidas de cada clasificador, utilizan 
los n-gramas sintácticos como marcadores 
de personalidad junto con el uso del clasifi-
cador [8]. 
A partir del concepto n-gramas sintácti-
cos (sn-gramas) y tomando como base los n-
gramas de palabras tradicionales, otros 
investigadores llevaron el análisis sintácti-
co a los métodos de aprendizaje automáti-
co; ellos reportan que los sn-gramas se 
construyen siguiendo caminos en árboles 
sintácticos ya que los gramas vecinos son 
tomados siguiendo relaciones sintácticas 
en árboles sintácticos, y no tomando pala-
bras como aparecen en un texto, de acuer-
do con sus resultados, los sn-gramas se 
pueden aplicar en cualquier tarea de Pro-
cesamiento de Lenguaje Natural (PLN), 
reemplazando los n-gramas tradicionales; 
aplicaron tres clasificadores: Máquinas de 
Soporte Vectorial (SVM), Redes Bayesia-
nas (NB) y J48; de los tres, los mejores 
resultados fueron presentados por el clasi-
ficador SVM [9].  
La clasificación de documentos multi-
lengua en redes sociales, se ha llevado a 
cabo a través de la implementación de un 
algoritmo que combina los n-gramas de 
caracteres y los n-gramas de etiquetas 
gramaticales. Cabe notar que la extracción 
de información estilística codificada en los 
documentos se realizó a partir de una nor-
malización dinámica dependiente del con-
texto. El algoritmo se aplicó a dos corpus, 
primero el denominado “Comentarios de la 
Ciudad de México en el tiempo” y los 
tweets del corpus de entrenamiento de la 
tarea Author Profiling de PAN-CLEF 2015. 
Los resultados presentaron una exactitud 
cercana al 90 % [10]. 
Como se ha venido describiendo, en la 
lingüística computacional se desarrollan 
aproximaciones a las problemáticas de 
extracción de información, paráfrasis y 
minería de datos en textos; a través de 
técnicas, tales como redes neuronales arti-
ficiales, árboles de decisión y en general, 
algoritmos de aprendizaje supervisado. En 
esta ruta, se han reportado proyectos en 
los que se busca procesar textos por medio 
de técnicas de aprendizaje automático, en 
donde desarrollaron un conjunto de herra-
mientas, con diversos fines, entre los que 
se encuentran construcción de material de 
entrenamiento, procesamiento de datos 
estructurados y detección de similitudes 
entre fragmentos de textos. En su totali-
dad, el sistema creado incluye una aplica-
ción web que permite la manipulación de 
datos de diversos orígenes, tales como ar-
chivos con información proveniente de 
motores de bases de datos, para aplicar en 
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ellos técnicas de análisis de texto; una 
segunda aplicación se refiere a la lectura y 
edición de corpus, la realización del etique-
tado sobre los corpus agregando informa-
ción lingüística; y una tercera para la de-
tección de similitudes [11]. 
Al considerar de manera más específica 
el concepto de Lingüística de Corpus, este 
encuadra como un enfoque metodológico 
para el estudio de las lenguas, además, 
representa oportunidades para la descrip-
ción y análisis de discursos, la construcción 
de gramáticas, diccionarios y otros, tanto 
de discursos generales como especializados, 
orales y escritos [12]. Sin embargo, en la 
literatura consultada, se han encontrado 
propuestas para describir textos desde el 
punto de vista semántico, en particular, 
han presentado el diseño de un constructor 
automático de modelos de dominio de cono-
cimiento de forma automática sin corpus 
preexistente para describir semánticamen-
te un contexto, tal constructor se basa en 
técnicas y métodos para la construcción de 
corpus a partir de fuentes digitales, me-
diante el desarrollo de librerías de software 
que automaticen las fases del sistema pro-
puesto [13]. 
De otro lado, un texto corto, por ejem-
plo, un resumen, expone lo esencial de un 
tema específico, ha sido material para 
entrenar y probar modelos útiles para 
determinar la calidad lingüística. Otros 
investigadores proponen una evaluación 
sistemática de diversas clases de métricas 
a partir de la captura de varios aspectos de 
un texto, en este caso, un resumen. Los 
aspectos que tuvieron en cuenta para eva-
luar la calidad lingüística fueron: gramáti-
ca, no redundancia, claridad referencial, 
enfoque, estructura y coherencia. Además, 
entre los factores que influyen en dicha 
calidad están la elección de palabras, la 
forma referencial de las entidades y la 
coherencia local. Utilizaron el clasificador 
SVM para marcar los resúmenes de las 
características definidas, las puntuaciones 
obtenidas en cada aspecto y característica, 
donde finalmente presentaron valores 
entre 78.5 y 92.9. El primer valor corres-
ponde a la característica nombre de la 
entidad en el aspecto gramatical y el se-
gundo, a la característica continuidad en el 
aspecto referencia [14]. 
De otro lado, se han señalado métodos 
de detección automática de unidades lin-
güísticas, de patrones léxicos o de palabras 
que expresan lo opuesto al sentido literal. 
En esta línea [15] se reporta un método 
para detectar de manera automática mar-
cadores discursivos del español, dichos 
marcadores son elementos que establecen 
relaciones entre segmentos textuales con la 
finalidad de ordenar la lectura. Por medio 
de este método, el autor logró un resultado 
de 98 % de precisión y 97 % de cobertura. 
Adicionalmente, [16] propone un modelo de 
detección de ironía en textos escritos en 
español. Para su evaluación, se construyó 
un corpus compuesto de mensajes de mi-
croblogging (tweets) en español, los cuales 
fueron etiquetados como irónicos y no iró-
nicos por evaluadores humanos, y en tér-
minos generales, el modelo detectó una 
ironía de aproximadamente 78 %. 
Las aplicaciones generadas a partir de 
investigaciones en el área, han sido de 
gran apoyo para facilitar la evaluación de 
la calidad lingüística, sin embargo, en el 
ámbito educativo, se considera importante 
tener a la mano, una herramienta ágil 
como apoyo a la corrección automática de 
textos escritos desde el punto de vista de la 
sintaxis. De acuerdo a lo expuesto, se pre-
senta una propuesta para llevar a cabo la 
tarea en mención, haciendo uso de las bon-
dades permitidas por las técnicas del pro-
cesamiento de lenguaje natural, tales como 
la extracción de información y minería de 






Como paso inicial, se recolectaron los 
escritos de los estudiantes, previo consen-
timiento informado. Dichos escritos con-
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formaron el conjunto de datos para ser 
analizados. Dada su naturaleza, fue nece-
sario en primer lugar definir un corpus, el 
cual actúa como un repositorio de palabras 
y expresiones equívocas de la lengua espa-
ñola, los cuales son susceptibles de afectar 
la coherencia y la cohesión de textos escri-
tos. Posteriormente, se implementó el mo-
delo computacional, el cual clasifica, detec-
ta y señala los errores presentes en el texto 
de acuerdo con el corpus definido. Por úl-
timo, se genera un informe que contiene el 
número total de palabras y el número de 
errores señalados. Con estos datos, se cal-
cula el cociente entre el número de errores 
señalados y el número total de palabras, 
este valor se denomina Índice de Densidad 
de Errores (IDE). Cabe aclarar, que este 
índice tiene una relación directa con pro-
blemas de coherencia y cohesión en los 
textos analizados. 
 
2.1 Composición del corpus 
 
El corpus está constituido por un lista-
do de expresiones que no cumplen con las 
reglas sintácticas definidas conforme con 
los postulados de la gramática de la lengua 
española, centrado en el nivel de análisis 
sintáctico que corresponde a la manera en 
que se combinan y se disponen las oracio-
nes y, de esta manera, determinar la ruta 
para la detección de errores de escritura en 
las relaciones sintácticas de concordancia, 
selección y posición [17].  
 
2.2 Modelo léxico-sintáctico 
 
El corpus está constituido por un lista-
do de expresiones que no cumplen con las 
reglas sintácticas definidas de acuerdo con 
los postulados de la gramática de la lengua 
española, centrado en el nivel de análisis 
sintáctico que corresponde a la manera en 
que se combinan y se disponen las oracio-
nes y de esta manera, determinar la ruta 
para la detección de errores de escritura en 
las relaciones sintácticas de concordancia, 
selección y posición [17].  
El modelo está implementado en dos fa-
ses: la primera se encarga de etiquetar las 
palabras dentro del texto de acuerdo con su 
categoría gramatical o léxica y su función 
sintáctica en la oración. En esta etapa, se 
utilizó la librería NLTK, la cual es un kit 
de herramientas bajo un lenguaje de pro-
gramación Python, que permite el proce-
samiento de lenguaje natural. Sobre esta 
plataforma, se desarrollaron POS Tagger 
(acrónimo en inglés de Part-Of-Speech 
Tagger), el cual, afín con los autores, se 
define como una pieza de software que 
procesa un texto escrito, y asigna a cada 
palabra una etiqueta que se refiere a la 
parte del discurso que le corresponde, tales 
como: sustantivo, verbo, adjetivo, entre 
otros. El POS Tagger consta de tres modos: 
etiquetar, entrenar y probar. El modo eti-
quetar usa un modelo pre-entrenado con 
aprendizaje de máquina supervisado para 
asignar etiquetas al texto, por su parte, el 
modo entrenar permite crear un nuevo 
modelo para etiquetar los datos que se 
proveen, finalmente, el modo probar per-
mite observar qué tan correctas son las 
etiquetas asignadas [18], [19]. 
El grupo de etiquetas propuesto por 
[20], representa la información morfosin-
táctica de las palabras para varios idiomas, 
entre ellos el español e incluye las catego-
rías: sustantivo, verbo, adjetivo, pronom-
bre, determinante, artículo, adverbio, pre-
posición y conjunción. Cada categoría se 
define mediante una nomenclatura que 
consta de atributos, valores y códigos, los 
cuales permiten distinguir la función mor-
fosintáctica de cada palabra dentro de la 
oración. No todos los atributos correspon-
dientes a cada categoría están definidos 
para el español, en ese caso se asigna el 
valor cero (0) en el respectivo atributo. Por 
ejemplo, a la entidad sustantivo se atribu-
ye cuatro atributos: tipo (común y propio), 
género (masculino, femenino, neutro), nú-
mero (singular y plural) y caso (nominati-
vo, genitivo, dativo, acusativo y vocativo). 
Así, un sustantivo común, femenino, plural 
es etiquetado como N1220, el cero es asig-
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nado ya que el atributo caso no está defini-
do para el vocablo analizado.  
El texto con las palabras etiquetadas, 
avanza hacia el proceso de detección sin-
táctica de errores (fase 2). Para ello, se 
construyó un corpus de expresiones que no 
cumplen con las reglas sintácticas, permi-
tiendo así resaltar dentro del texto los 
errores que caben dentro de la categoría 
gramatical o léxica, los cuales repercuten 
en la coherencia, puesto que representan 
falta de claridad e imprecisión en las ideas 
expuestas en el texto. En cuanto a la cohe-
sión, esta clase de errores demuestra falta 
de conexión entre ideas y párrafos. La Fig. 
1 representa esquemáticamente el modelo. 
El detector automático de errores que 
se exhibe en la Fig. 1, se detalla en el 
pseudocódigo presentado en la Fig. 2. 
El proceso de detección de errores co-
mienza con la lectura del resultado de la 
clasificación proveniente del texto a anali-
zar, posteriormente se hace lectura de las 
expresiones contenidas en el corpus arriba 
definido. Para cada expresión en el corpus, 
se calcula el número de ocurrencias de 
dicha expresión en el texto, si esta canti-
dad es mayor a cero se cuenta como error, 
el dato se acumula y se resalta la palabra o 
expresión. Adicionalmente, se hace conteo 
del número total de palabras en el texto y 
calcula el IDE.  
 
 
Fig. 1. Arquitectura del modelo léxico-sintáctico. Fuente: autores. 
 
 
Fig. 2. Pseudocódigo que representa el detector de errores. Fuente: autores. 
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2.3 Validación del modelo 
 
Se trabajó con un conjunto de diez tex-
tos escritos, donde cada uno consta entre 
52 y 183 palabras. Los escritos han sido 
elaborados por estudiantes de un programa 
académico de posgrado, cuya primera len-
gua es el español. El aplicativo trabaja con 
archivos de entradas que constituyen el 
corpus, el cual está compuesto palabras, 
oraciones y secuencias de oraciones. La 
herramienta señala una palabra o secuen-
cia de palabras, de acuerdo con la existen-
cia o no de errores sintácticos, los cuales 
impactan la coherencia y cohesión de un 
texto, puesto que al tener estos errores, la 
oración como unidad mínima de sentido, no 
es inteligible. Adicionalmente, brinda la 
posibilidad de declarar diversos tipos de 
expresiones que se ajustan a categorías 
gramaticales, tales como clases o subclases 
de palabras, artículos, pronombres, adver-
bios, preposiciones, conjunciones, los ver-
bos ser y haber, así mismo, las categorías 
léxicas como son sustantivos, adjetivos, la 
mayoría de los verbos y adverbios. 
Los textos recolectados fueron evalua-
dos de manera manual para detectar erro-
res en el campo de la sintaxis y la semánti-
ca. Posteriormente, los mismos escritos 
pasaron por la herramienta con la finali-
dad de comparar los resultados de la revi-
sión automática con la manual. 
 
 
3. RESULTADOS Y DISCUSIÓN 
 
De acuerdo con el procedimiento descri-
to, los resultados obtenidos se muestran en 
la Tabla 1, en la cual se exponen los IDE 
para los diez textos analizados.  
Como se puede observar en la Tabla 1, 
el Índice de Densidad de Errores presenta-
do es información relevante al momento de 
calificar un texto desde el punto de vista de 
la sintaxis, por lo tanto, se verifica que el 
aplicativo es una herramienta de apoyo 
para llevar a cabo el proceso de evaluación, 
debido a que resalta los errores y calcula el 
IDE como insumo local para establecer 
problemas globales en la coherencia y 
cohesión de los textos analizados. 
Para mostrar la comparación entre el 
método manual y el método automático de 
la detección de errores, se consideraron 
tres textos que ejemplifican la correspon-
dencia entre el IDE y las fallas con respec-
to a la coherencia y la cohesión del texto. 
Las Fig. 3, 4 y 5 muestran los errores sin-
tácticos marcados por el docente en la par-
te superior y la parte inferior presenta los 
marcados por el aplicativo. De acuerdo con 
la revisión de los resultados de la detección 
por ambos métodos, se puede afirmar en 
primera instancia, que la herramienta es 
consistente para la detección automática 
de errores sintácticos de un conjunto tex-
tos, dado que mantiene similitud con la 
evaluación manual de los mismos.  
Tabla 1. Índice de Densidad de Errores de cada uno de los textos  
Fuente: autores. 
No. Número de palabras 
Índice de densidad de 
errores 
1 119 0,034 
2 157 0,038 
3 84 0,071 
4 183 0,032 
5 84 0,036 
6 154 0,019 
7 94 0,010 
8 85 0,047 
9 78 0,025 
10 52 0,038 
  0,35 
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En los textos analizados, la herramien-
ta identificó errores recurrentes en las 
relaciones sintácticas de concordancia 
nominal y verbal, en cuanto a número y 
género entre sujeto y predicado. Respecto a 
la relación sintáctica de selección, señaló 
errores como omisión de preposiciones o 
conjunciones y el uso innecesario de las 
mismas. Algunos de ellos se encuentran 
ejemplificados en las Fig. 3, 4 y 5. 
 
 
Fig. 3. Texto muestra analizado de forma automática y manual. Fuente: autores. 
 
 
Fig. 4. Texto muestra analizado de forma manual y automática. Fuente: autores. 
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Fig. 5. Texto muestra analizado de forma manual y automática. Fuente: autores. 
 
Cabe aclarar que, en algunos casos, la 
herramienta no señaló ningún error sintác-
tico, pero el evaluador humano identificó 
problemas de coherencia, tales como: im-
precisión en las ideas expuestas, poca cla-
ridad entre las ideas principales y secun-
darias y falta de fluidez en la línea temáti-
ca. En cuanto a problemas de cohesión, el 
evaluador identificó falta de conexión lógi-
ca entre ideas y párrafos.  
Luego del análisis de 1090 palabras 
contenidas en los diez textos considerados 
en la prueba, el docente señaló un total de 
21 errores sintácticos y el aplicativo 37. 
Con esta información se estimó la diferen-
cia porcentual entre la cantidad de errores 
marcados entre el método automático y el 
manual, lo cual arrojó un valor de 76 %, es 
decir, el método automático supera en un 
76 % al manual, en cuanto a la detección 
de errores en los textos mencionados eva-





Al comparar los dos métodos, el manual 
y el automático, el análisis automático 
señaló mayor cantidad de errores sintácti-
cos, mientras que el manual evidenció 
mayor identificación de errores semánticos. 
Esto permite inferir que la atención simul-
tánea a elementos formales del texto, como 
el formato, elementos ortográficos y tipo-
gráficos, número de textos evaluados, 
tiempo dedicado a su lectura, entre otros, 
inciden en la revisión manual y pueden 
representar la omisión de errores sintácti-
cos. Esto es relevante, puesto que marcar 
tales errores es el insumo principal para la 
posterior edición del estudiante, su omisión 
en el proceso de evaluación, puede repre-
sentar dificultades para comprender falen-
cias en criterios más amplios como la cohe-
sión y coherencia.  
En el caso de las relaciones de posición 
entre complemento, sujeto y posibles erro-
res en la ubicación del verbo, la herramien-
ta detectó menor cantidad de errores. Esto 
se puede explicar debido a la ambigüedad 
propia de los campos semánticos, así como 
a la presencia de otras variables en la ma-
croestructura, como la adecuación e inten-
ción comunicativa del texto, las cuales se 
identifican en la evaluación manual, pues 
el lector conoce el contexto en el que el 
texto es presentado.  
Dado lo anterior, se proyecta una apli-
cación de la herramienta que no solo detec-
te errores en la composición y combinación 
de una secuencia de oraciones, sino tam-
bién, errores en expresiones de tipo discur-
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sivo, errores de cohesión, tales como re-
dundancias, repeticiones debido a la au-
sencia de anáforas y catáforas, así como 
problemas de coherencia global. Esto im-
plicaría ampliar el corpus para el análisis, 
así como enriquecer el campo sintáctico y 
funciones de la herramienta. Adicional-
mente se consideraría el análisis del caso 
cuando ambos sistemas no dan respuesta. 
Finalmente, es posible establecer que la 
cantidad de tiempo requerida para la co-
rrección sintáctica, disminuyó al utilizar la 
corrección automática como un apoyo en el 
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