Using somatic cell nuclear transfer, Hazen et al. (2016) examined clonally expanded single neurons for mutations and found 100 mutations from a variety of classes. Post-mitotic mutations in individual neurons represent an exploratory direction for finding fundamental origins of neurodegeneration.
Few biological functions are as important as protecting the genome. Its most vulnerable epoch is S phase of the cell cycle when DNA replication occurs. Copying DNA has inherent inaccuracies and the consequences of those errors can affect the progeny over many subsequent cell divisions. Hazen et al. (2016) address another realm of vulnerabilitythe integrity of DNA in the absence of replication when cells are post mitotic. The poster child cell for nearly a lifetime of post-mitotic existence is the neuron. At the time of terminal differentiation, human neurons exit the cell cycle and enter G 0 for the ensuing decades of their lives. Perhaps the earliest persuasive suggestion of mutations in a post-mitotic neuron was a study in the Brattleboro rat that showed increased mutations as a function of age (van Leeuwen et al., 1989) . To study mutations that arise during this quiescent state, Hazen et al. (2016) made some clever experimental choices and achieved remarkable technical feats to address mutations in neurons that arise post-mitotically. They have reprogrammed adult post-mitotic neurons by transferring mouse neuronal nuclei from specifically labeled cells into enucleated oocytes. In this way, they bypass the necessity for error-prone in vitro DNA amplification when performing single-cell sequencing and rely on nature to amplify the DNA using the cytoplasm of the egg. Furthermore, they chose mitral and tufted (MT) neurons from the olfactory bulb, which have the merit of exiting the cell cycle at an early embryonic stage after only 14 divisions and therefore minimize the mutations that arise during DNA replication. Hazen et al. (2016) used sufficient DNA to attain high coverage genomes capable or reliably detecting single nucleotide variants (SNVs), indels, structural variants (SVs), copy number variants (CNVs), and mobile element insertions (MEIs).
Sequencing revealed that each of the six MT neurons analyzed had unique genomes with approximately 100 mutations, most of which were SNVs. The absence of recurrent mutations, i.e., the occurrence of the same mutation in different cells, suggested that the mutations arose late in development or after neuronal differentiation and mitotic exit. Furthermore, the number of mutations was significantly lower than the number reported in mouse fibroblasts and intestinal cells and similar to prostate, stomach, and sperm cells, which have undergone more cell divisions than MT neurons. In contrast, a recent paper (Lodato et al., 2015) reported that SNV numbers per cell were more than 10-fold greater. However, the greater number of SNVs was determined in human postmortem cortical neurons taken from two teenagers and one middle-aged individual and therefore could be due to differences between species, neuronal age, or neuronal subtype. Although these explanations for the discrepancy are possible, the use of in vitro genome amplification with its much higher error rate than in vivo genome amplification places the burden on the human study for more precisely ascertaining SNV numbers and definitively drawing their conclusion that replication-independent mechanisms dominate the mutational profile in individual neurons. Nevertheless, both studies clearly demonstrate that replication-independent mutations must be taken into account when studying cell functions and predisposition to dysfunction. Hazen et al. (2016) also report relatively low estimates of MEIs in agreement with some other reports (Evrony et al., 2012 . The numbers of MEIs will quantify the extent to which mobile elements contribute to neuronal diversity (Muotri et al., 2005; Singer et al., 2010; Upton et al., 2015) . Methodological variations, different species, different brain regions, and the small number of cells analyzed in these and other studies make it premature to generalize from these results. Given the enormity of neuronal populations, sampling mutations in small numbers of cells is very likely to demonstrate mutation numbers that are far from the actual distribution. Nevertheless, the power of the cloning methods in Hazen et al. (2016) provides an unusually accurate mutational profile for a small number of cells in mouse.
Once released from the mechanisms that maintain DNA fidelity when being copied, the mutational landscape may differ greatly from the more familiar context in which we study mutations. Underscoring this point, SNVs were enriched in evolutionarily conserved regions, among them the coding regions of at least four genes, which are expressed in MT neurons. Selection pressure on a conserved gene in a post-mitotic cell will likely operate with rather different constraints than in cells that must retain the capacity for cell division. Presumably cells can bear a certain mutational load without jeopardizing their survival, although the mutations may impair their function. Hazen et al. (2016) address whether post-replicative mutations prevent development in a tour-de-force tetraploid embryo complementation experiment. They show the developmental potency of their donor cell lines by making a viable mouse from the same cells that harbor the observed mutations. However, not all their cells showed full developmental potency and therefore some post-replicative mutations may prevent full developmental potency.
As the features of these single-neuron mutations emerge, it will become possible to place them collectively within more familiar biological categories, such as specifically induced or spontaneous or whether their profile resembles mutations that cause cancer. Because the cumulative numbers of mutations over time may approach or exceed the number of mutations found in cancer, perhaps a malignant panoply of neurogenetic changes occur in the absence of proliferation. One interesting variant involved multiple small deletions, a transposition, and an inversion that resembled a process observed cancer called chromothripsis involving regional DNA shattering and error-prone non-homologous end joining. Another observation in the dataset is an example of kataegis or multiple nucleotide polymorphisms affecting adjacent nucleotides, another cancer-associated feature (Nik-Zainal et al., 2012) . However, the observed variants did not affect specific oncogenes or tumor suppressor genes. Also associated with cancer, aging and high metabolic activity are indicators of oxidative damage such as increased G to T conversions. Such changes were not detected in the MT cells but may accrue as cells age.
Beyond a descriptive compendium of post-mitotic mutations in neurons, one would like to know how these mutations arise. The type of errors that occur when DNA is copied in S phase of the cell cycle can only account for a few of the mutations observed by Hazen et al. (2016) because the MT cells underwent a limited number of divisions before exiting the cell cycle. More likely these post-mitotic mutations arose during the repair process that follows DNA damage. DNA damage often causes errors of DNA synthesis during repair. The source of the DNA damage and the basis for faulty repair of the observed mutations are both unanswered questions. Most DNA damage has been ascribed to radiation, oxygen radicals, and chemicals in the environment. The most frequent cause of point mutations in humans is the spontaneous addition of a methyl group to cytosine followed by deamination to a thymine. All four of the bases in DNA can be covalently modified at various positions. Breaks in the backbone can occur on one or both strands and covalent linkages can form between bases on the same DNA strand or on the opposite strand. All of the sources of damage are likely to accumulate with age and, as frequently pointed out, accumulated DNA damage is associated with aging and age-related diseases.
Another source of damage may be related to transcription. In yeast and bacteria, the mutation rate is directly proportional to the level of transcription (Datta and Jinks-Robertson, 1995; Wierdl et al., 1996) . Stationary phase unicellular eukaryotes can synthesize DNA at discrete sites during DNA repair in the absence of DNA replication (de Morgan et al., 2010) . Recently, double strand breaks have been described as a physiologic mechanism for transcriptional machinery to gain access to immediate early genes (Madabhushi et al., 2015) and therefore represent another source of mutations, albeit immediate early genes were not noted among the very limited sampling of MT cells.
Once DNA is damaged a mutation can be a vestige of faulty repair. A variety of DNA repair pathways are utilized by mammalian cells to repair various types of DNA damage. These are broadly classified as base excision repair (BER), nucleotide excision repair (NER), and mismatch repair (MMR). Although some repair mechanisms are thought to be only compatible with DNA replication mechanisms, repair of double-strand breaks can proceed outside of a DNA replication setting dependent upon the ataxia telangiectasia gene, ATM (Á lvarez-Quiló n et al., 2014).
As mutations continue to accumulate or hit critical genes, at some point the neuron will undergo apoptosis. Before reaching some apoptotic threshold the accumulated mutations will likely be producing aberrant proteins. The ability to remove these aberrant proteins can enhance the health of the cell consistent with data that autophagy can delay senescence (García-Prat et al., 2016) . Another danger lurking among these mutations is the potential to induce a prion-like state in a single cell that then spreads to adjacent cells without any further mutagenesis. Fundamental mechanisms that explain neurodegenerative conditions are currently lacking and the insights from the work here and future studies of single cell mutations may offer a basic unifying hypothesis for this puzzling category of diseases.
