We prove that several forms of the Bernstein polynomials with integer coefficients possess the property of simultaneous approximation, that is, they approximate not only the function but also its derivatives. We establish direct estimates of the error of that approximation in uniform norm by means of moduli of smoothness. Moreover, we show that the sufficient conditions under which those estimates hold are also necessary.
Main results
The Bernstein operator or polynomial is defined for f ∈ C[0, 1] and x ∈ [0, 1] by Above and henceforward c denotes a positive constant, not necessarily the same at each occurrence, whose value is independent of f and n. Instead of ω 2 ϕ (f, t) we can use the moduli defined in [9, 10] , [5] , or [7, 12, 13, 14] .
It is known that if
Kantorovich [11] (or e.g. [1, pp. 3-4] , or [ Clearly, the conditions f (0), f (1) ∈ Z are also necessary in order to have lim n→∞ B n (f )(0) = f (0) and lim n→∞ B n (f )(1) = f (1), respectively. Following L. Kantorovich and applying (1.1), we get a direct estimate of the error of
We will show that the simultaneous approximation by B n (f ) satisfies a similar estimate. Before stating that result, let us note that another integer modification of B n f possesses actually better properties regarding simultaneous approximation. In it, instead of the integer part [α] we use the nearest integer α to the real α. More precisely, if α ∈ R is not the arithmetic mean of two consecutive integers, we set α to be the integer at which the minimum min m∈Z |α − m| is attained. When α is right in the middle between two consecutive integers, we need to impose a tie-breaking rule. Let m ∈ Z. There are several options:
• Round half up: if α = m + 1/2, then α := m + 1;
• Round half down: if α = m + 1/2, then α := m;
• Round half towards zero: if α = m + 1/2 and m ≥ 0, then α := m; if α = m + 1/2 and m < 0, then α := m + 1;
• Round half away from zero: if α = m + 1/2 and m ≥ 0, then α := m + 1; if α = m + 1/2 and m < 0, then α := m;
• Round half to even: if α = 2m ± 1/2, then α := 2m;
• Round half to odd: if α = (2m + 1) ± 1/2, then α := 2m + 1;
• Random half-rounding: if α = m + 1/2, then α := m, or α := m + 1 with certain probability, which generally depends on α.
The results we will prove are valid for any tie-breaking rule listed above, including any mixture of them. We will denote that integer modification of the Bernstein polynomial by B n (f ), that is, we set
An argument similar to (1.2) yields
Let us explicitly note that for any fixed n ≥ 2 the operator B n :
That operator is not continuous either. On the other hand, B n is bounded but not continuous. Both operators are not linear. To emphasize the latter we write B n (f ) and B n (f ), not B n f and B n f . Recently, we characterized the rate of the simultaneous approximation by the Bernstein operator with Jacobi weights in L p -norm, 1 < p ≤ ∞, (see [6] ). In particular, we showed in [6, Corollary 1.6] (with r = 1) that for all f ∈ C s [0, 1] and n ∈ N there holds (1.3)
as, moreover, these estimates cannot be improved. Here ω 1 (F, t) is the ordinary modulus of continuity in the uniform norm on the interval [0, 1], defined by
We will verify that the integer forms of the Bernstein polynomials B n and B n satisfy similar direct inequalities. They are stated in the following two theorems.
Then for n ≥ n 0 there holds
The constant c is independent of f and n.
The estimates of the rate of convergence for B n are valid under weaker assumptions.
We will also show that the assumptions made in Theorems 1.1 and 1.2 are necessary in order to have uniform simultaneous approximation. The difference between the set of conditions for s = 1 and s ≥ 2 is related to the fact that B n and B n preserve the polynomials of the form p x + q, where p, q ∈ Z. That is verified just as for the Bernstein operators.
There is an extensive literature on the approximation of functions by polynomials with integer coefficients. A quite helpful introduction to the subject is the monograph [1] (see also [15, Chapter 2, § 4]). In particular, the extension of the classical results on simultaneous approximation by algebraic polynomials with real coefficients to the integer case is due to Gelfond [8] and Trigub [18, 19] . Martinez [16] considered approximation of the derivatives of smooth functions by means of integer forms of the Bernstein polynomials but the coefficients are replaced by their integral part after differentiating the Bernstein polynomial of the function.
Finally, let us note that the approximation by polynomials with integer coefficients is important because of their computer implementations.
Proof of the estimates of the rate of convergence
The integer modifications of the Bernstein polynomials B n and B n are not linear. That is why the simplest way to estimate their rate of approximation is to consider their deviation from the linear operator B n (see (1.2) ). We will apply that approach to estimate their rate of simultaneous approximation.
For n ∈ N + and k = 0, . . . , n. We set
Then the operators B n and B n can be written respectively in the form
and
We will use the forward finite difference operator ∆ h with step h, defined by
If h = 1, we will omit the subscript, writing ∆ := ∆ 1 . Thus
and analogously forb n . As is known, for n ≥ s we have (see [17] , or [3, Chapter 10, (2.
Similarly, for n ≥ s we have
We proceed to the results that relate B n and B n to B n .
Remark 2.2. Certainly, it suffices to assume instead of the cumbersome (2.6)-(2.7) that there exists δ ∈ (0, 1) such that
However, it turns out that the conditions (2.6)-(2.7) are also necessary unlike the ones above (see Theorem 3.2).
The constant c is independent of f and n. 
We will estimate f (k/n) −b n (k) separately for k ≤ s, s + 1 ≤ k ≤ n − s − 1, and k ≥ n − s. For the middle part, we simply use that if n ≥ 2s + 2, then
Next, we will show that (2.10)
We apply Taylor's formula, as we take into consideration that f (i) (0) = 0 for i = 2, . . . , s, to arrive at
That implies
(2.12)
At the second estimate, we have taken into account the well-known property of the modulus of continuity
where r ∈ N + . On the other hand, (2.6) and (2.13)
Consequently,
Estimates (2.12) and (2.14) imply (2.10). Finally, we observe that, by symmetry, (2.10) yields
More precisely, withf (x) := f (1 − x) and
we havef
. . . , s, and for n ≥ n 0 and k = 1, . . . , s we have by (2.7)
So,f satisfies the condition (2.6) and, in virtue of (2.10), we havē
As we take into account (2.16), we get (2.15). Inequalities (2.8)-(2.10) and (2.15) imply the assertion of the theorem.
We will use the following elementary lemma in the proof the theorem about B n . Lemma 2.4. Let m ∈ Z and α, ω ∈ R. If |α − m| ≤ ω, then | α − m| ≤ 2ω.
Proof. If ω < 1/2, then α = m. If, on the other hand, ω ≥ 1/2, then
Proof of Theorem 2.3. We proceed similarly to the proof of the previous theorem. Since the assertion is trivial for n < s, we assume that n ≥ s. We make use of (2.3) and (2.5) to get
Again we estimate separately the terms |f (k/n) −b n (k)| for k ≤ s, s + 1 ≤ k ≤ n − s − 1, and k ≥ n − s. For the middle part, we have similarly to (2.9)
Next, we will show that
In virtue of (2.11), we have
We apply Lemma 2.4 with
where the constant c is the one on the right-hand side of (2.21).
Thus we arrive at
and, consequently,
Estimates (2.20) and (2.22) yield (2.19) . Finally, we derive
from (2.19) by symmetry just as in the proof of (2.15) withb n (k) replaced witĥ
Inequalities (2.17)-(2.19) and (2.23) imply the assertion of the theorem.
3 Optimality of the assumptions in Theorems 1.1 and 1.2
We will establish the necessity of the assumptions made in Theorems 1.1 and 1.2. We begin with the operator B n since stronger results are valid for it. First of all, let us note that if 
Proof. It is sufficient to establish the theorem at the point x = 0; for x = 1 it follows by symmetry. We use induction on s.
Let s = 2. Relation (3.2), in particular, yields
that is (see (2.5) with s = 1),
Since n∆b n (0) ∈ Z for all n, (3.4) implies
By Taylor's formula, we have
Next, we proceed similarly to the proof of Theorem 2.3. We multiply both sides of the above identity by n 2 and rearrange the terms to get
which shows that for large n we have 
