In multiphase systems, boundary layers occur at fluid-fluid or fluid-solid interfaces. In a direct numerical simulation, the grid requirements are often dictated by the thickness of these boundary layers. Systems that are characterized by high Prandtl (or Schmidt number) exhibit temperature (or mass) boundary layers that are much thinner than the momentum boundary layers. In this paper, a hybrid computational approach is presented that uses a fixed Cartesian grid for the Navier-Stokes and continuity equations and an adaptive mesh for scalar transport, thus reducing the memory and CPU requirements tremendously while resolving all boundary layers. We describe the key aspects that need to be addressed in this hybrid approach, related to discretization, grid mapping, velocity interpolation along with detailed verification tests. Finally, the robustness and accuracy of our hybrid methodology is demonstrated for forced-convection heat transfer over stationary spherical particles at high Prandtl numbers.
Introduction
Numerous examples exist in nature of fluid flow systems with associated scalar transport such as dilution of pollutants in air (Zhong et al., 2016) , nutrients dissolution in estuaries (Andričević and Galešić , 2018) , tracer studies for reactor characterization (Dixon et al., 2006) , mantle convection (Stadler et al., 2010) , heat transfer and dispersion in porous media (Xu et al., 2019) . Scalars can be classified as active or passive depending on whether they alter the flow field or not. Numerical simulations of such systems is ubiquitous and of paramount importance to gain fundamental understanding of the underlying phenomena. Very often, the scalar quantity of interest is the concentration of a certain species, or the temperature.
Direct Numerical Simulation (DNS) constitutes an important and powerful tool to study complex multiphase flow systems. In DNS, the Navier-Stokes equations are solved to obtain the velocity distribution for the fluid flow whereas, an associated convectiondiffusion equation is solved to obtain the scalar field. To properly numerically resolve the boundary layers, an important requirement for DNS is that the mesh size must be smaller than the smallest length scale, which in turn depends on the molecular transport coefficients of the quantities that are being solved. It follows from the boundary layer theory that, in the laminar case, boundary layer thicknesses for momentum (d mom ), temperature (d T ) and mass (d m ) are related as d T ¼ Pr À0:5 d mom and d m ¼ Sc À0:5 d mom where Pr and Sc are the Prandtl and Schmidt numbers, respectively. Both numbers are a ratio of diffusivities. When the scalar of interest is the temperature, the Prandtl number is defined as Pr ¼ m=a, where m is the momentum diffusivity (i.e. kinematic viscosity) and a is the thermal diffusivity. For many fluids e.g. water, oils, polymer melts and earth mantle, Pr > 1 and the thermal boundary layer thickness is much smaller than the momentum boundary layer thickness. Ostilla-Monico et al. (2015) demonstrated that even for Pr % 1 the practical grid requirement for scalar transport is higher than that of momentum transport. For mass transfer the Schmidt number is defined as Sc ¼ m=D, with D as the diffusion coefficient. In liquids, momentum can diffuse via intermolecular collisions, while for mass diffusion, molecules need to physically move in a crowded environment. This difference in diffusion mechanisms gives Sc ) 1.
Choosing a grid fine enough to resolve the scalar field would over-resolve the momentum field. The situation becomes aggravated due to two reasons: (a) solving for momentum transport requires a vector field (3 variables) and an associated pressure field in comparison to a single variable needed for scalar transport, (b) in many applications, for a given resolution, most of the CPU time is spent on solving the momentum transport (% 90%). Given the above arguments, it is evident that over-resolving the momentum field leads to higher memory and CPU demands. To circumvent the above problems, two approaches are prevalent in literature: (1) Solving the scalar equations on a coarse grid, but use a sub-grid model for the unresolved scales. (2) Resolving the finest scales fully only in regions where it is needed by way of multiple resolution grids.
The former approach involves using a subgrid scale model with a filter length in the viscous-convective scale similar to the approach used in large eddy simulations of turbulence which rely on the following principle: resolve the large eddies and model the small eddies. Notable works in this direction has been carried out for high Schmidt number flows in case of mass transfer from gas bubbles, where the boundary layer solution is approximated by an analytical profile and then added as a source term in the neighboring coarse grid after a certain cutoff distance from the interface (Weiner and Bothe, 2017; Aboulhasanzadeh et al., 2012) . Verma and Blanquart (2013) adopted the subgrid scale model that uses a filter length to include source terms accounting for the underresolved scalar turbulence. Though these methods are relatively simple to implement, they are susceptible to the choice of analytical function used to model the boundary layer. We thereby propose to use a computational approach in which different spatial resolutions for momentum and scalar fields are used.
In the literature, several studies have been reported adopting such a hybrid computational approach. Gotoh et al. (2012) used a pseudospectral method to solve the Navier-Stokes equations on a coarse mesh and a finite difference discretization of the scalar convection-diffusion equation on a (substantially) finer mesh. They report a reduction of CPU time by 26% for Sc ¼ 1 and 76% for Sc ¼ 50. While interpolating the velocity field from the coarser mesh to the finer mesh, one of the key constraints that needs to be obeyed is the divergence free condition. Ostilla-Monico et al. (2015) and Chong et al. (2018) proposed a similar approach using a coarser grid for the Navier-Stokes equation and a finer grid for active/passive scalar transport using a finite difference and finite volume approach respectively by also using divergence-free/ solenoidal interpolations. For interface capturing in multiphase flows, Gada and Sharma (2011) used a dual-grid method where a finer grid was used to resolve the level set and the temperature field while the coarser grid was used to resolve the momentum/velocity field.
In the works cited above, the authors have used a uniformly refined grid for scalar transport in the multiple resolution techniques or dual grid methods. The uniform refinement method, though not very efficient, is useful at low to moderate Schmidt/ Prandtl numbers, but suffers from problems associated with memory and CPU requirements, which grows exponentially with each level of refinement beyond the coarse grid used to solve the Navier-Stokes equations. Also, at higher values of Pr and Sc, the solution fronts become sharper since the molecular transport coefficient of the scalar quantity is decreased requiring a higher refinement. Considering the targeted study of forced convection heat transfer over solid particles at high Prandtl numbers, the actual location of the sharp thermal boundary layer is known apriory i.e. at the solid surface.
Therefore, in the novel dual grid methodology proposed in this paper, an adaptive mesh is used instead of a uniformly refined Cartesian mesh for the scalar transport. Adaptive mesh refinement (AMR) has its own set of computational challenges specific to different methods of mesh refinement. Among many different AMR strategies, notable are block structured AMR, overset or Chimera grids, tree-based AMR etc. A tree-based adaptive mesh framework is chosen where, each grid cell is a structured square/cubical cell called quadrant (octant in 3D). This simplifies the coarse-fine grid interpolation procedures. Also a tree-based adaptive grid provides flexibility to adapt to any available features in the solution domain for e.g. walls, deformable interfaces (fluid-fluid interface), non-deformable interfaces (fluid-solid interface) or to the gradients present in the computed fields.
In this work, we describe the methodology and implementation of the dual grid method along with the divergence free velocity interpolations. The methodology is subsequently verified for different theoretical problems and validated with empirical heat transfer correlations for forced convection over single and multiple solid particles.
Model description

Governing equations
For the solution of a system with an associated passive scalar transport, the equations for conservation of mass and momentum need to be solved along with the scalar convection diffusion equation. The continuity and Navier-Stokes equations describing the velocity field, u (u; v; w), and pressure, p, can be written as:
where q; lare the local density and viscosity, and g is the acceleration due to gravity. A regular staggered Cartesian grid is used for the numerical solution of the Navier-Stokes equations. The curved fluid-solid interface of immersed objects such as particles does not conform to the Cartesian grid and to accurately incorporate the solid-fluid coupling for momentum, an immersed boundary method (IBM) is used. This results in a flow field that satisfies the no-slip boundary condition at the solid-fluid interface. Details addressing the implementation, verification and validation of the current IBM method can be found in the papers of and Deen et al. (2012) .
The generalized transport equations for a passive scalar, /,is
where a is the diffusivity, which is the thermal diffusivity, k=qC p , in case of heat transfer (k and C p represent the thermal conductivity and specific heat capacity, respectively) and the molecular diffusivity, D, in case of mass transfer. Although, the Navier-Stokes equations are solved on a regular Cartesian grid, the scalar transport equations are solved on a grid that can be adaptively refined as the solution proceeds in time. For the purpose of the work presented here, we restrict ourselves to the problem of heat transfer, i.e. / is temperature. For the representation of the velocity field on this refined grid, divergence free interpolation of the velocity field defined on the coarse 'hydrodynamic' grid is required. For the heat transfer we restrict ourselves to the constant solid temperature case for the immersed particle, which is represented on the adaptive grid with a high enough resolution to have a sufficiently smooth staircase representation of the particle interface. In the subsequent subsections we focus on the discretization of the scalar convection diffusion equation on the adaptive grid, velocity update on the adaptive grid from the Cartesian grid and the grid adaptivity.
Spatial discretization
In the current dual grid method the base hydrodynamic/momentum grid is of static nature whereas the passive scalar grid is of dynamic nature featuring grid adaptation. The underlying hydrodynamic grid is comprised of a staggered Cartesian grid stored in arrays of fixed sizes, each grid point identified by a triad of indices i; j; k for the x; y; z-direction respectively. For the adaptive grid, the computational domain is represented in the form of control volumes which are square in 2D (or cubic in 3D). These elementary square (or cubic) control volumes are adapted using a quadtree (or octtree) data structure (Popinet, 2003) . Fig. 1 (a) depicts a representation of such a discretization for a 2D tree where an adaptive grid is initiated as one root cell uniformly refined twice to give a 4 Â 4 Cartesian grid. Each control volume (shown in green) is defined as a cell and can have 4 descendants (8 in case of 3D) defined as children, in which case, the cell is defined as the parent cell of these children. A cell which has no parent cell is defined as the root cell (black cell in Fig. 1(d) ) while cells that do not have any children are termed leaf cells (all numbered cells in the Fig. 1(c,d) ). The length of any cell edge is denoted by h. The level of a cell is defined with the root cell as reference level 0 and children being one level higher than the parents. The actual data structure used is a so-called graded/balanced quadtree (or octree), which means that adjacent cell levels are not allowed to differ by more than one, i.e. a maximum of one hanging node is possible at any cell face. This 2:1 balance constraint is beneficial for the spatial discretization of partial differential equations. Fig. 1(b) shows a quadtree that violates this criterion since there exists a face with two hanging nodes (shown as yellow dots). The constraint restricts the number of possible cases which is very convenient in devising efficient numerical schemes for such a spatial representation. Each cell on the adaptive tree is identified by a unique index called the Morton number derived by bit interleaving the i; j; k index of the associated cell on an uniform grid at that level. For example, the quadrant corresponding to 2D Cartesian control volume ð2; 2Þ has a Morton index (Zid) of 3 in Fig. 1(a) . It is worth mentioning that the Morton indexing (z-order) of the constituent control volumes of an adaptive grid leads to a nonbanded pattern of matrix sparsity, even when all the cells are at the same level of refinement. Though, the benefit of such an encoding is that the cells lying closer to each other in the physical space, also lie closer to each other in the z-order space.
The base framework used for the implementation of the developed methodology is an open source library which provides efficient parallel tree data structure and functions to perform operations on this data structure, called p4est (Burstedde et al., 2011; Isaac et al., 2015) . The chronological order of operation for the methodology explained here is described very well with the flow diagram given in Fig. 2 . The key building blocks are described in the next subsections.
Convection
To discuss the treatment of convection in the scalar transport equation, we focus on the following reduced equation:
which can be discretized using a finite volume technique, to obtain:
where Dt is the time step whereas DV and A f respectively represent the volume and face area. The velocity at the cell face, u f , is either directly available, or is obtained from the coarse Cartesian grid after interpolation. The convective flux at any cell face can be computed after estimating the value of the scalar at the cell face, / f . Fig. 3 (a) denotes a schematic representation of the cell configuration in the case of same size cells, i.e. in the absence of adaptivity. The face in consideration for the calculation of convective flux is shown with a dashed line. Assuming that the velocity at this face is positive we adhere to the nomenclature defined in Fig. 3 , where the cell being emptied is termed as the donor cell (D), the cell being filled is defined as the acceptor cell (A) and the cell upstream to the donor cell is termed as the upwind cell (U). The respective cell sizes are h D ; h A and h U . The face scalar, i.e. the value of the scalar used at the face to compute the flux through that face, which is depicted with a green arrow in the figure can be calculated as a function of the scalar values / U ; / D and / A . Two schemes have been implemented here viz. the first order upwind scheme and a total variation diminishing (TVD) min-mod scheme also referred to as the Barton scheme (Centrella and Wilson, 1984) . Three different estimates of the face scalar are computed using linear upwinding / LU f , linear interpolation/central differencing / LI f and first order upwinding / FOU f . For defining these scalar values at the cell face, the cell sizes or the associated distances are used. The notation d Af denotes the distance of the cell centre of the acceptor cell from the face under consideration whereas d AD denotes the distance between the cell centres of the acceptor and donor cells. Hence, the face scalar values are defined as follows:
Linear Upwinding: Linear Interpolation:
First Order Upwind:
For the first order upwind scheme the face scalar, / f , is simply the value / FOU f but, for the total variation diminishing scheme a unique value of / f is determined by comparing the three distinct values, which for an outward velocity at the cell face can be given as follows:
For adaptive grids, as shown in Fig. 3 (b) , the large dots for acceptor and upwind cell correspond to the values required in the above discretization which, may or may not always coincide with the node centre values (shown with small dots). In that case the required values are computed using interpolation (in the direction perpendicular to the face normal) from the neighboring cells. These interpolations are also used for a Laplacian operator, which will be presented in the subsequent subsection. For the case of same size cells neighboring a face, the convective flux, u f / f A f ;D is subtracted from the donor cell(s) and u f / f A f ;A is added to the acceptor cell(s). Here, A f ;D and A f ;A correspond to the face area of the donor cell(s) and acceptor cell(s), respectively. In the case of a hanging node at the face, there will be multiple donor/acceptor cells with A f ;D -A f ;A . Considering the case of an outward convective flux at the cell face, Dt=DV D ð Þ / f u f A f ;D is subtracted from the donor cell and correspondingly added to the acceptor cell. If there are multiple acceptor cells then the flux is divided equally among the half size cells across the face. As evident from Eq. 5, the term u f / f A f is multiplied by Dt=DV as a result of the explicit first order Euler forward treatment of the temporal term. Hence, the time step Dt is chosen such that the Courant-Friedrichs-Lewy (CFL) number (u max Dt=Dx min ) is less than 0.33, where Dx min is the cell size of the smallest quadrant/cell in the domain and u max is the maximum velocity in the domain.
Diffusion
To discuss the treatment of diffusion on the scalar transport equation, we focus on the following reduced equation: @/ @t
where S / represents the volumetric source term. Discretization of Eq. 10 with a finite volume technique and a semi-implicit scheme, leads to the following representation:
where n þ 1 and n corresponds to values at new time step and old time step, respectively. To calculate the diffusive flux at each face, a numerical representation of the Laplacian operator $ Á ð$/Þ or r 2 / is required, which in it's discrete form is given as
where the r f / is the gradient of / defined at the cell face. For a conventional Cartesian grid, this is normally evaluated by central differencing, which is second order accurate for cells of the same size. However, when this scheme is applied for a cell face with a hanging node, the scheme is first order accurate (Losasso et al., 2006) . This type of differencing would result in schemes with inconsistent order of convergence, across the whole domain. To circumvent this problem, one needs to specifically adopt schemes that are overall second order accurate. In this paper, two different Laplacian operators viz. r 2 1 and r 2 2 have been implemented that are both overall second order accurate but, result into different global matrix representations.
While the computation of the gradient at a cell face with second order accuracy is simple on a regular Cartesian grid, this is more difficult within the adaptive framework. In practice, only two configurations are possible at a given cell face for the calculation of face centered gradients ( Fig. 4 ):
(I) Both sides of the face are at the same level. (II) One side of the face is at one level lower than the other one.
In case (I), the stencil reduces to a configuration observed in conventional Cartesian grid and thus one can use the standard second order accurate central difference approximation. In case (II), the approaches for r 2 1 and r 2 2.4.1. Laplacian operator 1 This Laplacian operator was first given by Popinet (2003) and forms an ingredient of the open source CFD code named Gerris Flow Solver. For the Laplacian operator 1, the face of interest in the direction d is the one shared between the cell (C) and the neighbor (N b ) as shown in Fig. 5 . In the case (II) as described above, a second order polynomial is fitted passing through the cell, C, the neighbor N b and the opposite cell OC. The gradient at the face center can thus be calculated using the derivative of the polynomial evaluated at the examined face. Based on the configuration of the opposite cell, only two subcases can arise due to the 2:1 restriction: an undivided leaf cell at the same level of cell C or a parent cell with 4 leaf cells (8 in 3D). If the opposite cell is divided, which happens to be the case shown in the Fig. 5 , the interpolated value / 7 is created from the 2 (or 4 in 3D) children across the opposite face by linear averaging. Similarly, the value / 6 in the double sized neighbor N b is also interpolated using a second order polynomial fitted through its neighbors in the direction perpendicular to d. The configuration of the neighbor of the neighbor across the lower perpendicular (N ?L ) and the upper perpendicular (N ?U ) can again give rise to four different combinations out of which one sample configuration has been sketched in Fig. 5 . With the definition of / 6 and / 7 from Fig. 5 , the expression for an undivided and divided opposite cell are respectively:
where h is the size of reference cell C and r f d / is the gradient at face f in the direction d. Subsequently for the four different combinations possible across the perpendicular faces of the neighbor N b are:
where / 3 and / 4 are constructed using linear averaging of the children values across the lower and upper perpendicular faces respectively. Additional issues arise when extending this discretization to 3D since there are two directions perpendicular to the direction d that needs to be traversed to obtain the value of / 6 . Moreover, these perpendiculars are non-intersecting unlike the case in 2D, which means neither of the two interpolated values(/ 6;1 and / 6;2 ) lie on the axis passing through the cell C and OC. In this case a unique value / 6 is computed using the relation / 6 ¼ / 6;1 þ / 6;2 À / Nb . The gradient for the left face of cell N b is evaluated as minus the average gradients of the coinciding smaller faces (Popinet, 2003) .
Laplacian operator 2
For the Laplacian operator 2, where the face of interest has a hanging node as shown in Fig. 4 (II) . The face has been sketched in a detached manner for the purpose of discussion. Any face with a hanging node will be shared by 2 (4 in 3D) small size cells on one side of the face denoted in the figure as cell S1 and S2 and one large cell denoted as cell L. This operator was first proposed by Losasso et al. (2006) where central differencing can be used to define a gra-
This gradient is evaluated at the mid point of the line joining / S1 and / L . On basis of the assumption that OðDxÞ perturbations in the scalar value location would still yield consistent approximations as elucidated in Gibou et al. (2002) , one can then conclude that setting r f d / S1 ¼ ð/ L À / S1 Þ=0:75 h L still leads to convergent solutions. These authors report that the discretization is found to be convergent and of first order. More importantly this discretization suffers from inconsistent gradient approximation at the three coincidental faces since the gradient at the large face is given by,
where A s is the area of the smaller face and A L is the area of the larger face.
Thus the gradient at the larger face in the direction, d, can be written as r f d / L A L and for the smaller faces corresponding to S1
and S2 can be written as r f d / S1 A s and r f d / S2 A s , respectively. A possible way to circumvent the inconsistent gradient evaluation is to impose that the gradients at the small faces must be equal to that of the large face, i.e. r f d / S1 ¼ r f d / L and r f d / S2 ¼ r f d / L . Care has to be taken with respect to the sign of r f d as for the small face the normal is in the opposite direction to the normal defined at the large face. Although the discretization is formally first order accurate, Losasso et al. (2006) report a second order convergence with the support of arguments from Lipnikov et al. (2004) .
Boundary conditions
At the domain boundaries, both Dirichlet and Neumann boundary conditions are applied with second order accuracy by use of ghost cell values. For the boundary cells, a ficitious neighbor of the same size is constructed and the earlier described discretization methods are implemented. For the case of Laplacian operator 1, the boundary conditions are factored in while interpolating the value / 6 (see Fig. 5 ) since the neighbor across the lower perpendicular N ?L and the upper perpendicular N ?U can also be a boundary cell.
Linear solver
When solving for both diffusion and convection using Eq. (3), the resultant set of simultaneous linear equations can be written as: where the subscript 'c' corresponds to the cell center and subscript 'nb' corresponds to the neighboring cells (neighbors of neighbors as well in case of the Laplacian operator described in Section (2.4.1)) arising from the state of quadtree/octtree. The left hand side of Eq. (15) contains the coefficients and the unknowns / which arise out of the implicit treatment (unknown values at the current time step) of the diffusive flux and the right hand side of this equation contains the terms arising from the explicit treatment (using the known values from the previous time step) of the convective flux. The resulting set of simultaneous linear equations is solved using robust matrix solvers available from an open source library called HYPRE (Falgout et al., 2002) . Laplacian operator 1 leads to nonsymmetric matrices that are then solved using an algebraic multigrid (AMG) solver called boomerAMG. On the contrary, Laplacian operator 2 results in symmetric matrices, which can be efficiently solved using the PCG/BiCGSTAB/FlexGMRES class of solvers with preconditioning by boomerAMG. It is worth mentioning that the resulting matrix from Laplacian operator 2 is less dense than that obtained from Laplacian operator 1 and is easier to invert with fewer iterations. Also, the Laplacian operator 1 is only valid for a tree which is 2:1 corner balanced (corner cells' level do not differ by more than one) whereas, Laplacian operator 2 has no 2:1 restrictions. In both cases, the solver scales to 10 3 processors based on the hybrid OpenMP + MPI model and uses parallel graph partitioning methods for load balancing.
Staggered velocity field and communicator
An essential element of this novel dual grid methodology is the velocity update on the adaptive grid from the underlying fixed Cartesian grid. The velocity needed to calculate the convective fluxes of the scalar is available on the hydrodynamics grid and needs to be transferred to the adaptive grid at each time step. Hence, the update process needs to be time efficient. Therefore, a communicator is implemented such that the velocity matrices are allocated in a memory address space, shared between the hydrodynamics code and the scalar transport code. This memory can be modified by the hydrodynamics code for updating the velocity field and subsequently read by the scalar transport code. The read-write synchronization between the two codes for this memory block is facilitated by POSIX semaphores. These syncronisation semaphores can be considered as locks depicted in Fig. 2 that lock & unlock either the hydrodynamics code or the scalar transport code for operations. Since, the semaphores and the shared memory are available on the physical memory employed by both parts of the numerical code, it provides instantaneous communication between the two grids for velocity matrix access. Another consideration in the numerical implementation is the choice of velocity field discretization on the adaptive grids. Since, the underlying Cartesian grid contains staggered velocity field encoding, the same staggering is maintained for the adaptive grid. In the current implementation, this choice leads to duplicate storage of face values among cells sharing a common face but it simplifies the velocity update process.
The velocity update on the adaptive grid has two building blocks: (a) mapping of the adaptive grid to the underlying Cartesian grid at the beginning of the simulation (b) Velocity update for cells smaller than the base Cartesian grid by employing interpolations. For the first building block, a 'forest' (Burstedde et al., 2011) consisting of one root cell (also called as tree) or multiple trees is initiated and then refined uniformly such that the resultant mesh maps exactly with the Cartesian grid used for the flow field computation. This uniform level of refinement will be referred as the base level. Next, a two index identifier(three in case of 3D) is attached to each cell on the adaptive grid, which stores it's corresponding i and j index (and also k in case of 3D) in the Cartesian grid. This index once initiated, is kept intact throughout the adaptation process which means that all children of a parent originating due to grid refinement beyond the base level will inherit the i and j index as it is. In the current implementation, coarsening is restricted to the base level with which the simulation was started. Therefore, it is not possible to have a cell size larger than the cell size of the hydrodynamics grid. For cells which are at the base level, the face velocities are updated by using the index [i j]. For cells smaller than the base level, interpolations are used such that the resultant velocity adheres to the divergence free criteria (Eq. (2)). To ensure this, a piecewise linear interpolation method is used to interpolate a velocity component in its flowdirection, while staircase interpolation is used in perpendicular directions. This interpolation is visualized in Fig. 6(b) . For example, the Àx face velocity of the scalar cell (shown in red), u xÀ , is computed using the relative distance from the bounding hydrodynamic cell's (shown in blue) faces in x-direction i.e. d 0 and d 1 with their respective velocities U xÀ and U xþ as:
Grid adaptation
One of the most important aspects in the solution process is the grid adaptation. Grid adaptation involves three steps in the following order:
Refinement: Flag cells for refinement and replace the flagged parent with children. Coarsening: Flag cells for coarsening and replace the flagged children with their parent. Balancing: After the above two operations, refine relevant cells to ensure that the forest meets the 2:1 balance criteria.
The first two steps have two user inputs that depend on the problem at hand: which cells to refine/coarsen and how to update values in the new cells upon refinement/coarsening. The latter forms the only user input for the third step, i.e. balancing. The decision on which cells need to be refined and coarsened depends on the problem features such as the presence of an interface, which can be used as an indicator to flag cells in its vicinity. Another flagging criterion used in the current simulations is an error estimate, proportional to the sum of the square of the gradients in each cell as: P 3 i¼1 hr c i / À Á 2 DV, where h and DV are the cell size and cell volume, respectively whereas r c i is the cell-centered gradient in the direction i. The cell-centered gradients are computed using a min-mod approach where for a cardinal direction, the cellcentered gradient is the minimum of the two bounding facecentered gradients or if the two face-centered gradients have opposite sign then the cell centered gradient is taken to be 0. For example the gradient in the x-direction is bounded by the face centered gradients calculated at the Àx and þx face, respectively. For refinement, those cells are flagged for which the error estimate is more than a set value. On the other hand, for coarsening if all the children have their respective error estimates lower than the critical value then the family of cells is marked for coarsening. When the refinement occurs the scalar value of each child is updated as
where r c x / parent is the cell-centered gradient in the x direction, h the size of parent cell. The critical value of the error estimate for each cell is taken to be 10 À5 DV in all the simulations where on the fly grid adaptivity is enabled. During refinement the velocity is updated using the divergence-free interpolation method. Referring to Fig. 6 (a), for a cell that is under refinement, the face velocities (shown in red) are computed from the parent cell's face velocities(shown in brown), which for the x face velocities can be written as
During coarsening, the scalar value of the parent cell is computed from the average of the children scalar values which can be written for a 2D case as follows:
While updating the velocities during coarsening, the cell face velocities on the outer edges/faces of the children are retained.
Verification
Convection
To test the implementation of the convection of a scalar, a step profile is initiated inside a square domain. For this, two test cases are considered: (a) a uniformly refined grid (b) adaptive grid. The uniform grid considered here is generated out of one root cell uniformly refined to level 7 and 8, thereby resulting into a grid of 128 Â 128 and 256 Â 256, respectively. The adaptive grids on the other hand, have been generated by first taking the uniform grid and then refining near the discontinuity of the step profile with maximum refinement restricted to 8, 9, 11 and 13 levels. A constant velocity u ¼ 1 m=s is prescribed over the whole domain in only one cardinal direction. The step profile is initiated at a nondimensional distance of 0.0390625 from the origin (Àx boundary of domain) which corresponds to a length of 5 grid cells and 10 grid cells for level 7 and level 8 refinement respectively. The time step is chosen such that the Courant-Friedrichs-Lewy (CFL) number with the minimum grid size (corresponding to refinement level 13) is equal to 0.3. A step profile when advected with a constant velocity should theoretically remain a step profile having travelled a distance uðt 2 À t 1 Þ where t 2 and t 1 correspond to different time instances. It is however well-known that, all numerical convection schemes exhibit a certain degree of numerical diffusion thus reducing the sharpness of the step profile. Fig. 7(a) shows the performance of the two schemes explained in Section 2.3 from the obtained non-dimensional scalar (c) profiles at 0:4 s, where one can see that the Barton scheme on an uniform grid is less diffusive than the first order upwind scheme. Fig. 7(b) shows the results obtained from both schemes on an adaptive grid. In this test case the refinement and coarsening is performed after each solution time step based on the gradient of the solution. As the maximum allowed refinement at the discontinuity is increased, the solution approaches the analytical solution, which is shown as a black dashed line. Comparison of the results of the adaptive grid with those obtained from the uniform grid at a refinement level of 7, reveals that the numerical diffusion on an adaptive grid becomes less prominent as the refinement near the discontinuity is increased.
Since in the aforementioned test case the prescribed velocity is in only one cardinal direction, another test was performed where a circular blob of diameter D ¼ 1 mm is advected with a velocity field inclined to control volume faces at 45 ; u x ¼ u y ¼ 1 m=s. Here, the accuracy of the method is demonstrated by comparing the results with that obtained from open source Gerris flow solver, which uses a Godunov method for the evaluation of the convective fluxes (Popinet, 2003) . The circular blob with it's center located at ð0:25; 0:25Þ is initiated in a domain of edge length 1. The grid is initially at a uniform refinement of level 7 and refinement is restricted to a maximum level of 10 at the solid surface. Refinement and coarsening is carried out by using the error estimate mentioned in Section 2.8. Fig. 8 (a) shows the scalar profile and the associated grid at the start of the simulation. Fig. 8(b) shows the solution and the grid obtained after 0.5 s from the Gerris flow solver whereas Fig. 8(c) shows the solution and the grid obtained at the same time using the methodology presented in this paper.
The image of the grid shows the solution marked at a scalar contour of 0.5 (using a yellow line) whereas the numerical diffusion is visualized by the contour of 0.001 shown with the blue line. It can be observed that the convection scheme presented here exhibits a similar degree of numerical diffusion as obtained from the Gerris flow solver.
Grid convergence of Laplace operators
In Section 2.4, the implementation of two schemes for the Laplace operator, needed in the convection-diffusion equation, was discussed. To compare the order of convergence of the two operators without the influence of errors arising from the discretization of the time derivative, a convergence test is performed on Cartesian as well as on adaptive grids by solving a pressure Poisson equation on a unit square domain centered around the origin. The divergence of the intermediate/projected velocity field is given by the equation
where u Ã ðx; yÞ is the projected velocity, which is non-solenoidal. For a pressure field, p, the pressure Poisson equation is of the form 
where j is an arbitrary constant. Numerically, the system is not fully specified with the Neumann boundary condition and hence an approach suggested by Popinet (2003) is used, whereby the boundaries are specified with a pressure value: p ¼ sinð3pxÞ sinð3pyÞ as a Dirichlet boundary condition. Under these conditions, j reduces to the average value of the computed pressure over the entire domain which is zero. The initial guess for the pressure field is a constant value p 0 .
Since the Laplace operator 1 and 2 both simplify to the same conventional central differing scheme for Cartesian grids, only one of the operators is tested on a Cartesian grid, while both of them are tested on adaptive grids. To study the convergence for Cartesian grids, the grid is initiated out of one root cell of unit length refined uniformly to a level L (thus giving 2 L cells along one direction) whereas for the adaptive grid an additional refinement operation is performed, such that the cells within a circular patch of radius 0.25 are refined to a level L þ 2 (see Fig. 9 ). The 2:1 balance constraint thus creates a small buffer zone of cells at level L þ 1 as well. The grid convergence results are reported in terms of L 1 and the L 2 error norms. A volume-averaged p th norm for error can be defined as:
where the summation is performed over all the cells in the domain, e i is the difference between the analytical value and the value obatained from the simulations whereas v i is the volume of the cell i.
The order of convergence can then be computed using the slope of the error norms. Fig. 10 shows the evolution of error when, successively all cells are refined once. It can be clearly observed that the order of convergence of both the Laplacian operators is indeed 2, which is denoted by the guiding dashed lines in the graphs. Fig. 9 . Domain setup for the convergence test of the Laplace operators for the pressure Poisson problem along with the solution(pressure) field (a) Cartesian grid of level L ¼ 7 comprising of 2 7 Â 2 7 cells (b) Coarse-fine grid obtained by successively refining a circular zone twice to obtain a grid with maximum refinement level of L ¼ 9 and minimum refinement level of L ¼ 7.
Staggered velocity interpolation
For testing of divergence free (or solenoidal) velocity interpolation as described in Section 2.7, an initial velocity distribution is prescribed in an unit cube on a staggered (coarse) hydrodynamic grid. Correspondingly, for the adaptive grid, a unit cube root cell is uniformly refined to a level L such that the control volumes on the adaptive grid coincide with the control volumes on the hydrodynamics grid. The velocity values at the control volume faces follow from a solenoidal analytical flow field defined as: uðx; y; zÞ ¼ ð0; À2 sin 2 ðpyÞ sinðpzÞ cosðpzÞ; 2 sin 2 ðpzÞ sinðpyÞ cosðpyÞÞ
All the cells on the adaptive grid are flagged to recursively refine three times and use the solenoidal velocity interpolation to define the values on the faces of the newly created children. The errors arising from the difference in the interpolated face velocities and those available from Eq. (24) are then quantified. Fig. 11 shows the error norms with respect to the analytical solution after the interpolation of the velocity field. The L 1 norm signifies the maximum error in the domain. Since, the initial level of refinement influences the error in the interpolated solution, the figure shows the error with respect to the level L at which the original solution/grid was created. The figure also shows the maximum divergence encountered in the interpolation step which is essentially zero considering the machine precision of a double precision floating point number. Fig. 12 shows the flow field obtained using interpolation for a grid at the 10 th level of refinement derived from a grid initiated at the 8 th level of refinement. It can be inferred that if the hydrodynamics grid is fine enough to resolve the momentum boundary layers and the re-circulation zones, then the adaptive grid preserves these flow features while using the solenoidal interpolation developed in Section 2.7.
Results
Heat conduction from a hot stationary spherical particle kept at a fixed temperature
To test the implementation of transient scalar diffusion, the heat conduction from a stationary sphere in a stationary fluid is simulated. The spherical particle of radius R p at constant temperature T s is positioned at the center of a cubical domain containing a fluid with initial temperature T f where T s > T f . The simulation results will be compared with the analytical solution of the unsteady state heat conduction equation in an infinite domain. In an infinite domain radial symmetry can be assumed. The governing PDE for the temperature, T as a function of time t and the radial distance from the sphere surface r for this system is given by:
subject to the initial and boundary conditions: at t ¼ 0
T
with the solution for temperature distribution and Nusselt number respectively given by
NuðtÞ
The left hand side of Eq. (30) signifies the non-dimensional temperature H. In Eq. (31), Fo represents the Fourier number. To neglect any boundary effects, the domain length is kept as 16 R p with the particle radius being 0:5 mm. The thermal diffusivity, a, was set equal to 10 À8 m 2 =s whereas the time step Dt was fixed at 10 À5 s. The grid was initiated with a root cell uniformly refined to a level 6 (base level, BL) whereas at the sphere surface, refinement levels 9 (BL þ 3) to 11 (BL þ 5) were used. The Laplace operator 2 (Section 2.4.2) was used in this case. A Neumann condition was prescribed at the domain boundaries. For the case of sphere surface at refinement level 10, Fig. 13(a) shows the profile of the nondimensional temperature at 0:5 s and Fig. 13(b) shows the corresponding grid with the particle surface shown as yellow line. Table 1 shows the obtained Nusselt number from three different simulations corresponding to maximum refinements near the vicinity of the sphere surface to be BL þ 3; BL þ 4 and BL þ 5 respectively with the associated percentage error from the analytical value derived from Eq. 31.
Forced convection heat transfer over an in-line array of three spherical particles at low Prandtl number
In this section, additional computations are performed to validate the numerical model for systems involving both convection and diffusion at moderate Prandtl numbers. Specifically we will focus on the convective heat transfer for an inline array of three spheres. Fig. 15 shows the schematic representation of the computational domain for three spherical particles of equal diameter D p that are separated from each other by a distance s. The parameters used for the simulation are provided in Table 2 . The entry and the exit regions are characterized by distances r 1 and r 2 respectively. Simulations are performed for two values of center-to-center spacing between the sphere (s=D p ¼ 2 and 4) and for three different Reynolds number (Re = 1; 10, and 50). The hydrodynamics are solved on a Cartesian grid with (256 Â 128 Â 128) number of cells in x; y and z direction, respectively. Hence the corresponding adap- Fig. 11 . Error norms and divergence for staggered grid interpolation corresponding to different levels of refinement (( ) corresponds to order 2 and ( ) corresponds to order 1). tive grid for scalar transport is initiated with two trees or root cells in the x-direction uniformly refined at level 7 (2 7 cells in each direction along the edge of one root cell/tree) (Fig. 16) .
A constant particle temperature, T s is enforced using a staircase representation by initially refining the grid in the vicinity of the particle surface to a maximum level of 10. These simulations are performed with the Laplace operator presented in Section 2.4.2. On the fly grid adaptivity is thus constrained by level 7 for coarsening and level 10 for refinement. The initial refined cells are also exempted from any coarsening throughout the simulation. The simulation domain is bounded by free slip walls with zero heat flux in the y À z directions. The fluid enters the domain with a constant inlet velocity, U 1 , and constant inlet temperature, T 1 , whereas at the outlet zero heat flux is prescribed. At the surface of the sphere a no slip boundary condition is imposed using the 2 nd order accurate IBM. Earlier grid independence tests (Deen et al., 2012; using the same IBM technique have revealed that, the results are essentially grid independent for D p =Dx ¼ 15 and above, where Dx is the grid size. Hence, a grid resolution of D p =Dx ¼ 20 is used for the results presented here. The physical Non-dimensional temperature (H) profile in the vicinity of a stationary particle along the x-axis for three different times (inset graph provides a zoomed view). Lines denote the exact solution whereas markers denote the numerical result.
Table 1
Computed instantaneous Nusselt numbers for the case of heat conduction from a stationary sphere for three different spatial resolutions with the coarsest level of refinement (base level, BL) is 6 and the finest level of refinement at the vicinity of the sphere surface is 9 (BL þ 3), 10 (BL þ 4) and 11 (BL þ 5). Maheshwari et al. (2006) performed similar simulations with a body fitted grid method using FLUENT and our results are found to be closer to the body fitted grid results (1-5%) as compared to those reported by Tavassoli et al. (2013) (5-7%) (see Table 3 ). Tavassoli et al. (2013) found the results obtained from 1st and the 3rd sphere to be sensitive (variations up to 15%) to the choice of entrance/exit lengths and the grid resolution needed to resolve the thin boundary layers, especially present near the first sphere.
Forced convection heat transfer for a stationary sphere at high Prandtl numbers
Based on the previous results, it can be concluded that the proposed methodology produces accurate results at low/moderate Prandtl numbers. In this subsection, the method's potential for resolving the heat transfer with thin boundary layers at high Prandtl number flows are explored. For this, flow over a hot isothermal sphere is considered, as shown in Fig. 17 . Simulations are performed for three different Reynolds number, Re: 20, 100 and 500, defined on the basis of the inlet velocity, U 1 for a particle diameter D p ¼ 1 mm. The Prandtl numbers considered for each of the aforementioned particle Reynolds numbers are 1; 10; 100 and 500. The change in Reynolds number is achieved by changing the inlet velocity whereas the change in Prandtl number is achieved by changing the thermal diffusivity. Since, the target is to obtain the Nusselt number for this system without confinement effects, a large domain is needed such that the boundary effects are negligible. The boundary conditions in this problem are similar to those for the in-line array of spheres where the walls in the y and z direction are set to free slip with zero heat flux. At the Àx boundary the inlet velocity, U 1 , and inlet temperature T 1 , are prescribed whereas the þx boundary is defined as the outlet with zero derivatives in the normal direction for velocity and temperature. Guardo et al. (2006) studied a similar problem with different inlet sizes with respect to the particle diameter and concluded that wall effects over velocity profile are present up to a domain inlet size of 4D p Â 4D p whereas the wall effects on the temperature profile are observed up to a domain inlet size of 2D p Â 2D p . These inlet sizes were deduced for the Re % 300 and subsequently used for obtaining results for 0:33 < Re < 3300. The particle Reynolds number in this study lies well within this range, hence, for the simulations performed in this subsection a domain size of 6D p Â 6D p Â 18D p is taken.
Thus, the hydrodynamics is solved on a Cartesian grid with 128 Â 128 Â 384 grid cells in the y; z and x directions respectively. Hence, the corresponding adaptive grid has a configuration of three root cells/trees sewed together in the x-direction each with an uniform refinement of level 7. The initial adaptive grid is subsequently refined in the vicinity of the surface of the solid particle such that a zone of thickness d ¼ D p =2 is at the finest level which helps in resolving the boundary layers forming at the particle surface. Similar to the previous case, a grid resolution of D p =Dx ¼ 20 is taken for the Cartesian grid. With the base level on the adaptive grid fixed at Table 3 Nusselt number obtained for the case of forced convection over in-line array of three spheres. level 7, the scalar transport is solved for two different maximum levels of refinement at the particle surface, thus resulting in two cases: (a) coarsest level 7 and finest level 9 and (b) coarsest level 7 and finest level 11. For each of the two cases and the sub cases therein, simulations are performed using both the Laplace operators developed in Section 2.4.
For the case of forced convection, there exists well-established empirical correlations in the literature quantifying the heat transfer in terms of Nu as a function of Re and Pr. Notable among these are the ones proposed by Ranz and Marshall (1952) and Whitaker (1972) for a stationary spherical particle given respectively as 
Nu ¼ 2:0 þ ð0:4Re 0:5 þ 0:06Re 2=3 ÞPr 0:4 for 3:5
< Re < 7:6 Â 10 4 ; 0:7 < Pr < 380 ð33Þ Fig. 18 shows the results obtained for the two different operators in comparison to the Ranz and Marshall (1952) correlation. The points corresponding to Prandtl number of 500 are not included in the graph as it falls outside the range for which the correlations were devised. Table 4 shows in detail the obtained Nusselt number for the two grids and the two Laplace operators for various combinations of Reynolds and Prandtl numbers. It can be inferred that the results are in good agreement with the correlation(s). It is worth mentioning that the results presented in Table 4 should not be comprehended as a grid convergence study since, only the maximum refinement level is increased while keeping the base level refinement fixed. In a true grid convergence analysis for adaptive grids all cells must be flagged for refinement thus keeping the same refinement level difference among the neighbors as done in Section 3.2.
Conclusions
In this paper a novel computational strategy is presented to resolve the scalar transport using a dual grid/multiple resolution approach that minimizes the computational and memory overhead, required to accurately determine heat and mass transfer coefficients in fluid-particle systems with high Prandtl numbers or Schmidt numbers. Unlike earlier studies (Ostilla-Monico et al., 2015; Gotoh et al., 2012; Chong et al., 2018) , our method uses an adaptive grid for the scalar transport. A quadtree (octree in 3D) distributed data structure is used to discretize the domain for scalar transport while a base Cartesian mesh (coarser in size) is used to solve for the hydrodynamics. Different discretizations for the convective and the diffusive fluxes have been presented in this work as they differ from those for a conventional Cartesian mesh with respect to the local neighborhood of a face. A verification test for the convective scheme along with the estimate for numerical diffusion is presented. Subsequently, convergence tests for the two Laplace operators are presented where one of the operators results in symmetric matrices whereas the other results in asymmetric matrices. The corresponding matrix solvers that can be used to solve such a system of simultaneous linear equations are described and it was found that the symmetric Laplace operator produces linear systems that are faster and easier to solve than the asymmetric one.
Since, in the current methodology, the solution of the momentum on the adaptive grid is avoided, the details of the initial mapping of the dual grids and its subsequent use in the staggered velocity interpolation under the divergence free constraint are presented. The shared memory communicator facilitates the update of velocity from the hydrodynamics grid to the scalar transport grid with close to zero latency. The verification case for an analytical solenoidal field was performed, from which it can be concluded that, the key flow features which are captured by the hydrodynamic grid are maintained by the interpolation on the refined scalar grid with divergence being close to machine precision. Additionally, the conditions for the adaptation criteria and the update of the children data from the parent data in case of refinement, or vice versa in case of coarsening was also discussed.
With the proposed methodology, validation cases were performed for the case of heat conduction from a hot stationary sphere kept at a fixed temperature where the obtained radial temperature profiles and Nusselt numbers where compared with the analytical solutions available for this system. Subsequently, validations were also performed for the study of blockage effects in forced convection heat transfer for an in-line array of three spheres for a low Prandtl number of 0.74. The Nusselt number obtained from the simulations were compared with those published in literature using an Immersed Boundary Method on Cartesian grid and from a body-fitted unstructured grid. It was observed that the results obtained from the current methodology were closer to the results published using the body fitted grid in comparison to those published with IBM. Subsequently, simulations were performed for the case of forced convection heat transfer for a single stationary sphere at high Prandtl numbers. The Nusselt number obtained from these simulations were compared with the wellestablished empirical correlations and an excellent agreement was found.
Finally we conclude with some comments on the limitations of the methodology and scope of further improvements. Any distributed dynamic data structure such as tree-based approaches, suffers from limitations related to oblivious cache use, inefficient vectorization, complex load balancing with graph partitioning methods and performance of matrix solvers. Some of these limitations have been alleviated by using state-of-the-art, well Table 4 Nusselt number obtained from simualations for forced convection heat transfer from a stationary single sphere at different combinations of Reynolds and Prandtl numbers compared with the empirical correlations derived from experiments. L denotes the coarsest level of refinement (level 7) corresponding to the Cartesian grid on which hydrodynamics is solved whereas L þ 2 and L þ 4 denotes the finest level of refinement which is in the vicinity of the particle surface.
Pr
Re documented open-source packages providing optimal capabilities with respect to the aforementioned aspects. A second drawback arises from the complexity in devising higher order discretization schemes that could be tackled to some extent by using aggressive refinement. Quadtree based grid adaptation falls under the category of isotropic grid refinement, i.e. when a cell is marked for refinement it is refined in all directions. Hence, it is not the optimal method to resolve boundary layers which develop near solid boundaries aligned to any of the cardinal directions such as, walls which coincide with the computational domain boundaries. Also, non-deformable and fixed particles presented in this work do not pose an ideal test case problem because competing methods such as body-fitted grids and overset grids take benefit from the static nature of the immersed body and can actually produce excellent grids which is a one-time affair. Vreman (2016) and Vreman and Kuerten (2018) propose a methodology using an overset grid for fluid turbulence over static and moving no-deformable spherical particles. An interesting problem class where this method will show its full potential involves multiphase flows with moving and deformable interfaces, specifically for gasliquid systems (drops and bubbles) where the Schmidt numbers are high. A quadtree based grid adaptation would provide cheaper and more efficient remeshing along with properly resolving the extremely thin mass boundary layers occuring at such interfaces in multicomponent chemical systems.
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