Abstract-We show in this paper that the use of context information can significantly improve the services of mobile networking systems. We present an architecture for context management which addresses the specific requirements of mobile networks. In our approach, context information is collected at different locations in the network, and then pre-processed before transmitting to the mobile device. Our context management framework clearly separates application independent and application specific context exchange. For the on-demand deployment of application specific modules, our architecture encompasses a service deployment infrastructure, and programmable platforms in network nodes and mobile devices. As an example, we discuss optimizing handover decisions based on the knowledge about the context of mobile devices and networks. This is validated in a prototype implementation, which shows the deployment of different context-aware handover services.
I. INTRODUCTION
In mobile networks, applications have to cope with fragile and sometimes scarce wireless resources. Furthermore, future mobile environments will encompass heterogeneous networks and services. We show in this paper that mobile network services, such as handover and paging, can be improved by using information about the context surrounding mobile devices and networks. These context-aware network services can dynamically adapt their behaviour to the surrounding context. This includes context information related to the user, mobile devices, and networks.
Context information can be retrieved from a wide diversity of sources, such as user-profiles, location systems, traffic monitors, and sensors. A major challenge in mobile networks is to collect data from these diverse sources, to process that data into context information, and to distribute the processed information to several different types of applications running on distinct mobile or fix devices, while being able to scale to a high number of information sources, applications, mobile devices and networks.
Although there are several studies about context-aware applications [1] , few exist about the need to enhance network services with context awareness. This paper addresses this challenge, by proposing a context management framework able to optimize user services on all layers of the communications systems, including applications, and the link and network layers.
The main contribution of this work is the definition of a general-purpose context management framework that clearly separates application independent and application specific context exchange. For the latter, it provides on-demand deployment of application specific modules via a service deployment framework.
This paper describes an architecture that implements the proposed context management framework in mobile networks, in which mobile devices are attached to a public land mobile network. In order to dynamically deploy application specific services, the proposed architecture includes a service deployment infrastructure able to install and configure customized modules in programmable network nodes. A programmable platform installed in network nodes enables the implementation of specific modules due to its flexible programmability characteristic. The proposed architecture also supports the interaction among different protocol layers through the use of dynamic cross-layer interfaces [2] .
The remainder of this paper is structured as follows. Section II describes the problems inherent to the management of context information and the requirements for an efficient an flexible management framework. Section III describes a general-purpose context management framework, and an architecture that implements the proposed framework to deploy and manage different types of services in mobile networks, being given the example of context-aware handovers and customized paging services. Section IV evaluates the proposed architecture in the management of context-aware handover services. Section V provides some related work, and Section VI presents some conclusions about our contribution.
II. CONTEXT MANAGEMENT
This section discusses the problems inherent to the collection, pre-processing, distribution and usage of context information to enhance network services. In general, context information can be static or dynamic and can come from different network locations, protocol layers and device entities. Table I gives a classification of context information to be considered in mobile environments. This table is clearly just a snapshot, as other types of context information may be considered as well. For instance, in future networks, context data such as user groups may be relevant.
As seen in Table I , the considered context information is related to different protocol layers. This means that the traditional International Standards Organization/Open Systems Interconnection (ISO/OSI) structure of a protocol stack in layers is a main obstacle to the collection of context information. The so called cross-layer interfaces are used to collect and exchange information between protocol layers to optimize services. For instance, without a cross-layer interface with layer two, it is not possible to collect information about the interface status [3] , [4] . Efficient use of context information is not straightforward due to three main reasons. First, context information can be distributed among different network elements, and is not readily available at a single network entity. For instance, information about user's profile may be available in mobile devices, at the user's home network, and at the network of some service providers. Second, dynamic context information may change frequently and loose accuracy over time. For instance, it is tempting to transfer information about the current traffic load of access networks, yet its relevance decreases over time. Third, the relevant context information and the methods to interpret it may evolve over time, which means that algorithms for interpreting context information may need to be updated.
Moreover, in most cases, applications only use a small fraction of the available context information for specific services. In the particular case of mobile networks, there are some extra problems, such as unstable and resource scarce wireless links, power limitations, and intermittent communication while roaming. In addiction, heterogeneous devices and communication systems, as well as client provider relationships have to be taken into consideration.
Therefore, a flexible context management framework is required. Such a framework should be able to collect, process and distribute non-structured and short-lived information, which can be located in distinct network nodes and devices. This framework should also ensure that the right information is available at the right time to a wide range of applications. A major requirement for the design of such a context management framework is the consideration for the needs of distinct applications. The needs of different applications can differ, for instance, in terms of the information exchange patterns, the data model of context information, and the granularity and amount of transmitted data. The latter is particularly important in mobile networks, since scarce wireless resources limit the amount of information that can be exchanged with wireless devices. Another important requirement is the capability to efficiently use cross-layer interfaces to collect information in different protocol layers.
III. FRAMEWORK FOR CONTEXT MANAGEMENT IN MOBILE NETWORKS
This section defines a general-purpose framework able to manage dynamic and distributed context not only at the application layer, but also at the network and link layers, while clearly separating application specific context from general one.
The division between specific and generic context allows the creation of generic mechanisms to collect context information. The adjustment of generic context information to the needs of applications and network service is done by specific adapters.
An architecture that implements the proposed context management framework to deploy and manage different types of services in mobile networks is described. In this architecture, application specific adapters are installed on-demand by a service deployment infrastructure.
A. Context Management Framework
The main goal of the proposed framework is to facilitate the collection, pre-processing, distribution and use of distinct context information by a wide range of applications. The first obstacle to create a general-purpose flexible framework is the application specific nature of the context information to be collected and the distribution mechanisms to be used. Therefore, to solve this problem, the proposed context management framework is divided in two distinct parts. One subset of modules is generic to any type of application, while the remainder are application specific, as illustrated in Figure 1 . Figure 1 shows that the process of collecting context information is implemented independently from the type of application, while the distribution and use of such information is application specific. What makes the process of collecting information independent from the application is the ability of the Context Collection Point (CCP) to gather information from context suppliers by using a generic format such as the eXtensible Markup Language (XML) [5] . One CCP is able to establish an association with different context suppliers and with others CCP, as shown in Figure 1 . In the latter case, the association between CCPs requires a bi-lateral agreement about the type of context that can be exchanged and the format used to exchange it.
The collected generic information is distributed among distinct applications. However, each application, which is called a Context Client (CC) in the proposed framework, has its own specific requirements. For instance, different applications can request information with distinct data models, such as hierarchical or flat data, as well as request the transmission of different amount of data with different granularities by using distinct exchange patterns, such as client-server, peer-to-peer, or reactive-proactive.
Since each application has its own characteristics, the generic context information has to be translated to a format that each application can understand and its distribution has to be done by means of a protocol that is suitable to each application. Therefore, in the proposed framework, the selection of context information made available by the CCP, and the adjustment of that information to each application is done by application specific adapters, called Context Service Adapter (CSA).
A set of distinct CSAs may interact with the same CCP, since the latter can supply generic context information to a wide variety of applications. Each CSA sends the adapted information to one Context Service Adapter Client (CSAC), which interacts with a specific CC. The inclusion of these two elements in the application specific context management, between the generic CCP and the CC, allows a more flexible distribution and utilization of context information.
Since different sets of CSA and CSAC modules can be required at different times and places, the proposed context management framework includes a Service Deployment Framework (SDF) [6] capable of controlling the provision of application specific services in a network.
In the specific case of mobile networks, special attention has be paid to the definition of application specific modules, due to the scarce resources of wireless links and mobile devices. The reduced capacity and potential instability of wireless links demand small data transfer rates between the network and mobile devices. The limited power capability of mobile devices requires most of the computation to be kept on the network side. Section III-B illustrates the use of the proposed general-purpose context management framework to mobile networks.
B. Architecture to Manage Context Information in Mobile Networks
This section presents an architecture that implements the proposed context management framework in mobile networks. Figure 2 illustrates just an architecture in a scenario with two mobile networks and two different types of mobile devices. Figure 2 illustrates the proposed architecture in a scenario with one CCP per network and one CCP located in a mobile device. These CCPs are able to collect information such as traffic load, location information and user profiles, in the network, and information about user's requirements and sensors in mobile devices. In the absence of a CCP in a mobile device, such as the mobile phone in Figure 2 , local information can still be considered depending upon the specific needs of the used CCs.
The exchange of context information among CCPs is application independent. However, the configuration of the exchange protocol depends on the location of CCPs. For instance, policy issues can restrict the communication between CCPs located in networks belonging to different operators, while the communication with CCPs located in mobile devices should be moderated to avoid wasting the scarce wireless resources.
To cope with the limited resources of wireless links and devices, the proposed architecture concentrates most of the application specific computation into CSAs located in the network, while the CSAC module is located in mobile devices.
Context information needed by mobile devices can be requested not only from a local CCP or a CCP in the network to which the mobile device is attached, but also from CCPs located in other networks. Retrieving context information from other networks depends upon the policies that rule the protocol among operators. For instance, different operators may agree to exchange information about their network capabilities, but not about their client's preferences.
Although CSAs and CSACs are application specific, they may also be specific to a network operator. This means that after roaming to another network, mobile devices may keep or may not the CSAC that they were using in their home network. In either case, the communication between the CSAC in a foreign network and the CSA in the home network is only limited by the roaming policies between operators.
However, it is assumed that a network provider can only deploy CSAs in its own network, and CSACs in mobile devices that request them. The implementation of a SDF requires a Service Deployment Server (SDS) in the network, as illustrated by Figure 2 . The former stores the description of all available services in the operator's network and controls the deployment of such service.
Application specific services can only be deployed in programmable nodes, i.e., network elements that can install and use different modules. This capability is provided by a Service Creation Engine (SCE) that is able to request services from a SDS, and by programmable platforms [7] , [8] . The latter allows the implementation of application specific modules in network nodes and mobile devices due to its flexible programmability characteristics. Note that one device can have more than one programmable platform for different purposes [8] . These programmable platforms also enable the interaction among different protocol layers through the use of dynamic cross-layer interfaces. Each programmable platform should be standardized, since it has to be present in all network nodes and mobile devices that may required application specific services. The standardization of programmable platforms, which is out of scope of this paper, avoids the need to standardize all the required protocols and modules. A detailed description of SDS and SCE is presented in [9] . Figure 3 illustrates the programmable network elements used to implement context-aware handover services. As mentioned, these nodes have a SCE and programmable platforms to allow the deployment of distinct services. In this example, the SCE deploys the CSA in the network, and the CSAC in mobile nodes. The CSAC is divided into two components. One located in the user space to communicate with the CSA and one in the kernel space to interact with the mobility management protocol, which is the CC. This figure also illustrates the cross-layer capability of the proposed architecture, for instance between the CSAC in the network layer and the radio measurement mechanism in the physical layer.
C. Examples of Network Services
The architecture described in section III-B is able to optimize mobile services in all layers of the communication system, including the link and network layers, middleware and applications. Such an architecture allows the creation of context-aware applications, such as the adaptation of multimedia streams, content-based distribution services, and optimization of user interfaces. Furthermore, it supports context-aware networking, such as handover, paging, and network resource management and the creation of a context-aware link layer, such as power optimization. This section illustrates the flexibility of the proposed architecture to manage context information to implement contextaware handovers and customized paging. Figure 4 illustrates a situation in which context-aware handovers implemented in the proposed architecture significantly increase the efficiency of mobile systems. This figure shows a provider's network with three access networks. A user is assumed to walk or travel by train along a trajectory leading through an area where all three networks intersect. Without context awareness capability, the selection of a new access network during an handover managed by Mobile IP version 6 (MIPv6) [10] , would entirely be driven by received route advertisements, and therefore cannot be controlled. In this case, the mobile device may register with any of the two possible destination networks. However, with the correct management of specific context information, the mobile device can request the utilization of a handover service most suitable to his current context.
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Home Network Signal strength and the availability of radio resources are common types of information to be considered for an handover. However, they are not enough to provide efficient handovers. Even if one access point is slightly better regarding these local measurements, the decision may not be the best. For instance, if the terminal in Figure 4 is on a train, it is obviously better to handover to foreign network 1, even if the foreign network 2 is better reachable for a short period of time, since the former has a wider coverage along the train track. Hence, the proposed architecture allows the handover process to be optimized by managing extra context information such 0-7803-8239-0/03/$17.00 ©2003 IEEE.
as terminal movement, user preferences, and load of access networks. Figure 5 illustrates the advantages of using context information in paging systems, which allow the current cell of a mobile device to be detected within a paging area. With paging systems, the registration update of the location of mobile devices needs to be done only when the idle device moves to a different paging area. The size and shape of the paging area are essential for guarantee the efficiency of the paging system. On the one hand, if large paging areas are chosen, the cost of the paging process will increase. On the other hand, if small paging areas are chosen, the rate of registrations and battery consumption will increase. In current systems, a fixed paging area size is used, which is not optimal in many cases.
The proposed context management architecture facilitates the customization of the paging area, thus improving the paging performance. Figure 5 gives an example of customized paging areas. Suppose that the mobile device is on a train, in which case the direction and speed of its movement can be determined. In this scenario, the optimized paging area should be along the railway track, and a big paging size is preferred to avoid frequent location registrations, due to the rapid movement of the train. Otherwise, if the movement of the mobile device is slow and unpredictable, e.g., pedestrian's mobile phone, the optimal paging area should be centered around the mobile device and should have small size.
IV. EVALUATION OF A SPECIFIC SERVICE:
CONTEXT-AWARE HANDOVERS This section evaluates the use of the proposed architecture to manage handovers with the goal of optimizing the selection of the new access network. The evaluation is done by using a prototype that reproduces the environment illustrated in Figure 4 .
In this evaluation process, two types of context information are considered: the user's location, speed and trajectory, which depends on how the user moves (walking/inside a train), and the Quality of Service (QoS) required by the application. Considering the user's location-context, the handover can be made to a network that has a better coverage along a train track or to a network with small range but better quality if the user is walking. Considering the QoS required by applications, additional criteria can be the network traffic load which can effect the quality level perceived by the user.
A. Prototype and Test-Bed
In the prototype, illustrated in Figure 6 , the CCP is configured as a programmable node capable of installing different CSAs to manage the two types of context information considered in this evaluation. The prototype encompasses nine elements:
• one programmable mobile device, which includes one SCE and one local CCP; • one programmable network node, which includes one SCE and one CCP, and emulates the functionality of one location information server; • one machine that includes the SDS and the correspondent node; • one home agent;
• two Foreign Access Points (FAP1 and FAP2); • one traffic generator. All these elements, except the mobile device, have an Ethernet 100 Mb/s interface. The home agent, FAP1, and FAP2 use a Wireless LAN (WLAN) 802.11b interface to communicate with the mobile device. To reduce the complexity of the prototype, the behaviour of the location information server is simulated with static information.
In these experiments, overloaded and non-overloaded networks are distinguished by generating more traffic to specific networks, by using the MGEN tool-set [11] that is installed on the traffic generator machine. In this evaluation, FAP1 is mapped to Foreign Network 1 in Figure 4 , and therefore has hypothetically a better coverage along a train track than FAP2, which is mapped to Foreign Network 2. on a scenario in which the user is located in a train and starts to watch a video streamed by a correspondent node. Experimental results show that with context information, mobile devices have higher control over their handovers, by avoiding the random handover behaviour of MIPv6 1 . These results also show the importance of using the right CSA and CSAC modules in the presence of different contexts. When the mobile device moves in the direction of FAP1 and FAP2, the SCE gets information from the CCP installed in the mobile device about the user's location. Since the user is in a train, the SCE on the mobile device installs in the user space and kernel programmable platforms the two components of the CSAC module, as shown in Figure 3 . The correspondent CSA module is installed in the programmable network node by the local SCE. The new CSA processes the information collected by the CCP installed in the network node about the coverage of FAP1 and FAP2 near the train track. The new CSAC processes the information received from the CSA and sends it to the CC. The installed customized modules allow the mobile device to registers with FAP1, since this is the network with better coverage near the train track.
At this point in time, the traffic on FAP1 is increased and a video application is started in the mobile device to illustrate that the proposed architecture reacts to a change of context information on the application and network layer. Experimentation results show that the SCE in the mobile device detects changes on the application layer, by querying the local CCP. After this, new CSAC and CSA modules are installed to handle information related not only to the user's location but also to the load of access networks. Based on this context information, the CC decides to handover to FAP2, because this network has less traffic load than FAP1. Due to this handover decision, a good video quality is kept.
Some measurements where made to evaluate the impact that the proposed architecture has on the network and on the applications, namely the signalling overhead, the time required to deploy context-aware services, and the time required to collect customized handover information.
In the current prototype, the service deployment in the programmable network node takes less than one second, while it takes few seconds in the mobile device. Concerning the gathering of context information, this procedure takes between one and two milliseconds, from the moment the CSAC requests handover information until the moment it gets it. This time corresponds to the round-trip time between the mobile device and the network programmable node, since on the current prototype the programmable node that includes the CCP emulates also the functionality of the location information server. Considering that the CCP pro-actively collects context information and that the time required to retrieve it is very small, the probability that handovers need to be done without context information, i.e., using only the MIPv6 functionality, is very low.
An analysis about the communication overhead involved in collecting context information is also done. We consider a scenario with 1,000 networks, in which the user requests location and QoS context information. The considered scenario is very dynamic with the load of access networks changing every one second, and the CCP collecting information about traffic load every one second. This means that after receiving the user request, the CSA sends to the mobile device updated context information every one second. In this scenario, the CSA transmits 199.7 Kb/s of control information, corresponding to 1.8% of a WLAN link (11 Mb/s) and 9.9% of an Universal Mobile Telecommunications System (UMTS) link (2 Mb/s).
The above analysis and the measurements show that an application specific context exchange can be done efficiently and consumes little resources. Although updating specific modules takes some time, this is done sparsely. This way, we show that the overhead for deploying customized modules is clearly out-weighted by the gains of an application-specific solution.
V. RELATED WORK
Many studies have analysed context-aware applications. Examples of such studies are the Xerox Parc's project that distributes information about the user's location to different application based on the user's profile [12] , [13] , the HP's cooltown project, which adds Web context to the environment by allowing mobile users to receiver Universal Resource Locators (URLs) sent by ubiquitous beacons [14] , and the Microsoft's Easyliving that is focused on a smart space that is aware of the user's presence and adjusts settings to suit its needs [15] . However, none of these studies analyse how context awareness can improve the performance of network services. Particularly in mobile environments, there are several network services that can impact the performance of applications, such as handover, paging, location management, QoS, and software radio. The efficiency of such network services can greatly improve with knowledge about the context surrounding users and networks.
Recent studies propose more sophisticated procedures for network services, by increasing the awareness of those services about the surrounding environment. However, most of those approaches are focused on the study of handovers [16] , [17] considering a limited number of context parameters, such as the type of the radio access technology and the signal strength [18] , or considering the heterogeneity of access networks [2] . Yet, none of these studies present a general framework able to manage different types of context for a wide set of network services.
Few projects address the flexible collection, processing and distribution of context information. The Context Toolkit [19] and the Solar project [20] include support for context aggregation and distribution. The former allows applications to subscribe pre-defined context aggregators that compute commonly used context. In the latter applications can dynamically insert operators in the network. Although these approaches 0-7803-8239-0/03/$17.00 ©2003 IEEE.
provide a more flexible management of context information, they are still focused on the application level. Moreover, these approaches strongly connect applications to the context management architecture, which is unable to collect context information from lower layers in the protocol stack.
VI. CONCLUSIONS
The main contribution of our approach is the definition of a general-purpose framework able to manage dynamic and distributed context not only at the application layer, but also at the network and link layers, while clearly separating application specific context from general one. This division allows the creation of generic mechanisms to collect and process context information, which are transparent to applications and network services. The adjustment of the context information to the needs of each application or network service is done by specific adapters. In the architecture that implements the proposed context management framework, these application specific adapters are installed by a service deployment infrastructure. Adapters on the network side can be installed on-demand or in-advance, depending on the configuration of the service deployment infrastructure. Adapters required on mobile devices are always installed on-demand.
Experimental results, based on a prototype implementation, illustrate the capacity of our architecture to handle different types of context information and context adapters. Our approach can enhance the performance of network services, such as handovers, without deteriorating the performance of mobile networks. Furthermore, the use of customized modules, while creating some initial deployment overhead, is shown to be very efficient.
