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INVOLUTIONS, OBSTRUCTIONS AND MIRROR SYMMETRY
JAKE P. SOLOMON
To my parents
Abstract. Consider a Maslov zero Lagrangian submanifold diffeomorphic to a Lie group
on which an anti-symplectic involution acts by the inverse map of the group. We show
that the Fukaya A∞ endomorphism algebra of such a Lagrangian is quasi-isomorphic to its
de Rham cohomology tensored with the Novikov field. In particular, it is unobstructed,
formal, and its Floer and de Rham cohomologies coincide. Our result implies that the
smooth fibers of a large class of singular Lagrangian fibrations are unobstructed and their
Floer and de Rham cohomologies coincide. This is a step in the SYZ and family Floer
cohomology approaches to mirror symmetry.
More generally, our result continues to hold if the Lagrangian has cohomology the free
graded algebra on a graded vector space V concentrated in odd degree, and the anti-
symplectic involution acts on the cohomology of the Lagrangian by the induced map of
negative the identity on V. It suffices for the Maslov class to vanish modulo 4.
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1. Introduction
1.1. Main result. Let (X,ω) be a symplectic manifold and let φ : X → X be an anti-
symplectic involution. That is, φ∗ω = −ω and φ2 = IdX .
Definition 1.1. An oriented Lagrangian submanifold L ⊂ X with a Pin structure p is
called φ anti-symmetric if
• H∗(L) is the free graded commutative algebra on a graded vector space V concen-
trated in odd degree.
• φ(L) = L.
• φ preserves p.
• φ∗ : H∗(L)→ H∗(L) is the map induced by − IdV .
• The Maslov class of L vanishes modulo 4.
Denote by N the Novikov field over C, and denote by N+ the maximal idea in the Novikov
ring. See Section 2.1 below for the definitions. Background on A∞ algebras and bounding
chains is given in Section 2. An overview of Fukaya A∞ algebras and Floer cohomology is
given in Section 4. Below, all gradings are taken modulo the minimal Maslov number of L.
Our main result is the following.
Theorem 1.2. The Fukaya A∞ algebra of a φ anti-symmetric Lagrangian submanifold
L ⊂ X is quasi-isomorphic to the graded commutative algebra H∗(L)⊗N .
Corollary 1.3. Let L ⊂ X be a φ anti-symmetric Lagrangian submanifold. Then, we have
the following.
(a) L is unobstructed. Moreover, the moduli space of bounding chains of L is H1(L)⊗N+.
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(b) For any bounding chain b, the Floer cohomology ring HF ∗(L, b) is isomorphic to
H∗(L)⊗N .
(c) L is non-displaceable.
(d) The Fukaya A∞ algebra of L is formal, i.e. quasi-isomorphic to its cohomology.
Example 1.4. The condition that H∗(L) be the free graded commutative algebra on a graded
vector space concentrated in odd degree is satisfied when L is a Lie group, or more generally,
when L admits a Γ-structure [19]. Spaces admitting a Γ structure include the Grassmannians
of Lagrangian subspaces of R2n for n odd [3].
Example 1.5. The conditions that φ∗ : H∗(L) → H∗(L) is the map induced by − IdV and
that φ preserves p are satisfied when L is a Lie group and φ|L is the inverse map.
1.2. Mirror Symmetry. Denote by K the field of formal Laurent series C((t)). Mirror
symmetry is a correspondence between the geometry of a symplectic manifold X with van-
ishing first Chern class and the geometry of a smooth projective scheme X∨ → Spec(K) with
trivial canonical bundle. Kontsevich [20] formulated this correspondence as an equivalence
between the derived category of coherent sheaves on X∨ and a derived version of the Fukaya
category of X. Building on Kontsevich’s formulation, Strominger, Yau and Zaslow [27], out-
lined a program to systematically construct X∨ from X. Namely, one knows that X∨ is the
space of deformations of the structure sheaf of one of its points. Thus, if one can determine
which object of the Fukaya category of X corresponds to the structure sheaf of a point on
X∨, one can hope to construct X∨ as the space of its deformations. Strominger, Yau and
Zaslow, proposed that the mirror of the structure sheaf of a point of X∨ is a Lagrangian
torus L ⊂ X. In particular, the Fukaya A∞ endomorphism algebra of L should be quasi-
isomorphic to the differential graded endomorphism algebra of the structure sheaf of a point
on X∨ after tensoring with the Novikov ring. We proceed to explain how Theorem 1.2 im-
plies this quasi-isomorphism for the class of Lagrangian tori proposed in [27]. In addition,
we explain an analogy between bounding chains for the Fukaya A∞ endomorphism algebra
of L and certain Maurer-Cartan elements in the differential graded endomorphism algebra
of the structure sheaf of a point in X∨.
The following is well-known. Let P be a K point of X∨ and denote by OP its structure
sheaf. Denote by R the ring of formal power series C[[t]], and denote by m ⊂ R the maximal
ideal.
Proposition 1.6. There is a projective scheme X˜∨ → Spec(R) with generic fiber X∨ and an
R point P˜ in the smooth locus of X˜∨ with generic fiber P. Moreover, denoting by X∨0 , P0, the
closed fibers of X˜∨, P˜ , respectively, the differential graded endomorphism algebra End(OP )
is quasi-isomorphic to Λ(TP0X
∨
0 ) ⊗ K. In particular, the moduli space of Maurer-Cartan
elements of End(OP ) that extend trivially to P0 is TP0X∨0 ⊗m.
The following is an immediate consequence of Theorem 1.2 and Example 1.5.
Corollary 1.7. Let L ⊂ X be a Maslov zero Lagrangian torus. Suppose there exists an
anti-symplectic involution φ : X → X such that φ(L) = L and φ acts on L by the inverse
map of the torus. Then the A∞ endomorphism algebra of L in the Fukaya category is quasi-
isomorphic to ΛH1(L;R) ⊗ N . In particular, the moduli space of bounding chains of L is
H1(L;R)⊗N+.
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Comparing Proposition 1.6 and Corollary 1.7, we obtain the desired quasi-isomorphism
of endomorphism algebras if there exists an involution φ as specified. The following two
examples show that such involutions do indeed exist for the Lagrangian tori relevant to the
program of Strominger, Yau and Zaslow.
Example 1.8. The Lagrangian tori described in the following example were considered by
Strominger, Yau and Zaslow, in Section 4.2 of [27] in dimension 3. For t ∈ C, let
Xt =
{
[z0, . . . , zn] ∈ CP n
∣∣∣∣∣t
n∑
i=0
zn+1i +
n∏
i=0
zi = 0
}
and let ωt be the symplectic form on the smooth locus of Xt induced from the Fubini-Study
form on CP n. For t ∈ R, take φt to be the anti-symplectic involution of Xt induced by
complex conjugation. The smooth locus of X0 is the union of n + 1 copies of (C
∗)n−1 and
thus comes with a natural Lagrangian torus fibration given by products of circles of fixed
modulus in each C∗ factor. The fibers are preserved by φ0 and φ0 acts on each fiber by the
inverse map of the torus group. Symplectic parallel transport allows us to deform any one
of these fibers to a smooth Lagrangian torus Lt ⊂ Xt such that φt(Lt) = Lt. By continuity,
φt acts on Lt by the inverse map of the torus group. It is easy to see that Lt has vanishing
Maslov class. So, Corollary 1.7 applies.
Let X be a symplectic manifold of dimension 2n and let B be a smooth manifold of
dimension n. A Lagrangian fibration is a continuous map f : X → B such that each fiber
of f contains a relatively open dense subset that is a smooth Lagrangian submanifold of X.
If X and X∨ correspond under mirror symmetry, Strominger, Yau and Zaslow [27] further
predicted that the Lagrangian tori in X mirror to structures sheaves of points on X∨ fill out
the whole of X giving rise to a Lagrangian fibration.
Example 1.9. Consider a Lagrangian fibration f : X → B of the class C considered in [5, 6].
In particular, the class C includes fibrations with total space homeomorphic to any of the
two or three dimensional Calabi-Yau complete intersections in toric manifolds produced in
the Batyrev-Borisov mirror construction [4]. It is shown in [6] that there exists an anti-
symplectic involution φ : X → X such that f ◦ φ = f. That is, φ preserves the fibers of
f. The proof of Corollary 1.8 in [6] shows that φ acts on each smooth fiber by the inverse
map of the torus group. Proposition A.2 and Example A.3 show that all smooth fibers have
vanishing Maslov class. So, Corollary 1.7 applies. The same argument should extend to any
other reasonably well behaved Lagrangian fibration.
1.3. Context. The unobstructedness and the computation of the Floer cohomology of the
smooth fibers of the Lagrangian fibrations in Example 1.9 was announced in [6]. A different
proof of unobstructedness of the smooth fibers of a class of Lagrangian fibrations was recently
given by Shelukhin, Tonkonog and Vianna in [23].
The unobstructedness of fibers of Lagrangian fibrations is needed for the family Floer
cohomology approach to proving homological mirror symmetry initiated by Fukaya [9] and
further developed in recent work of J. Tu [28] and M. Abouzaid [1, 2].
1.4. Outline. Section 2 collects definitions and results concerning A∞ algebras and their
homomorphisms. In particular, we discuss flat and minimal A∞ algebras, opposite A∞
algebras and homomorphisms, formal diffeomorphisms, G gapping, quasi-isomorphisms and
4
bounding chains. Section 3 recalls the definition and basic properties of a Cauchy-Riemann
Pin boundary value problem from [24]. In Section 4, we define open stable maps and establish
notation for moduli spaces thereof. We explain how Cauchy-Riemann Pin boundary value
problems give rise to canonical orientations of these moduli spaces. The section culminates
with an overview the Fukaya A∞ algebra of a Lagrangian submanifold. The main result
of Section 5 is Theorem 5.1, which asserts that an anti-symplectic involution φ induces an
isomorphism from the Fukaya A∞ algebra of a Lagrangian submanifold L to the opposite
Fukaya A∞ algebra of φ(L). The proof uses the theory of Cauchy-Riemann Pin boundary
value problems. In particular, if L is preserved by φ, as is the case for anti-symmetric
Lagrangians, there is an involutive isomorphism from the Fukaya A∞ algebra of a L to its
own opposite. Such an A∞ algebra is called self-dual.
Given that the Fukaya A∞ algebra of an anti-symmetric Lagrangian is self-dual, an es-
sentially algebraic argument completes the proof of Theorem 1.2. In Section 6, we begin
by recalling the homological perturbation lemma and giving a sufficient condition for a self-
dual A∞ algebra to be quasi-isomorphic to a self-dual weakly minimal A∞ algebra. The
notion of an anti-symmetric A∞ algebra is defined, and it is shown that the Fukaya A∞ alge-
bra of an anti-symmetric Lagrangian submanifold is quasi-isomorphic to a weakly minimal
anti-symmetric A∞ algebra. Finally, we give a direct proof of Corollary 1.3(a) concerning
the moduli space of bounding chains of an anti-symmetric Lagrangian submanifold. Sec-
tion 7 recalls the definition and basic properties of Hochschild cohomology for graded alge-
bras. For the free graded commutative algebra on a graded vector space, the notion of an
anti-symmetric Hochschild cochain is defined and it is shown that a closed anti-symmetric
Hochschild cochain is exact. Section 8 begins by developing obstruction theory for self-dual
A∞ algebras. Obstruction theory and the results of Section 7 prove Theorem 8.8, which as-
serts that an anti-symmetric A∞ algebra is quasi-isomorphic to the free graded commutative
algebra on a graded vector space. The proof of Theorem 1.2 is given at the end of Section 8.
The paper concludes with an appendix that defines the notion of a tame Lagrangian
fibration and shows a smooth fiber of such a fibration has vanishing Maslov class. This
result is used in Example 1.9 above.
1.5. Acknowledgements. The author would like to thank G. Tian for his constant en-
couragement and P. Seidel for a conversation that deeply influenced the present work. The
author would also like to thank R. Bezrukavnikov, D. Kaledin, D. Kazhdan, M. Temkin,
and Y. Varshavsky, for helpful conversations. The author was partially supported by ERC
Starting Grant 337560 and ISF Grant 569/18.
2. Algebraic preliminaries
In this section, we recall a number of definitions and results concerning A∞ algebras
from [11, 22]. However, our terminology occasionally differs from those references. We also
discuss opposite A∞ algebras and self-duality.
2.1. A∞ algebras and homomorphisms. Let k be a field. Denote by
N =
{∑
aiT
Ei
∣∣∣ ai ∈ k, Ei ∈ R, lim
i→∞
Ei =∞
}
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the Novikov field over k. Let ‖ · ‖ : N → R>0 be the non-Archimedean norm given by
‖0‖ = 0 and
(1)
∥∥∥∥∥∑
i
aiT
Ei
∥∥∥∥∥ = exp(−mini Ei).
Denote by
N0 = {λ ∈ N |‖λ‖ ≤ 1}, N+ = {λ ∈ N |‖λ‖ < 1},
the Novikov ring over k and its maximal ideal, respectively. In the following, all direct sums
and tensor products are completed with respect to ‖ · ‖.
Throughout this section, gradings take values in Z/NZ for N a non-negative even integer.
Let C be a graded k vector space. We generally assume elements α ∈ C are homogeneous
with respect to the grading. We denote the grading of α by |α|.
An A∞ algebra is a graded complete normed N -vector space C together with a collection
m of maps
mk : C
⊗k → C, k ≥ 0,
of degree 2− k such that ‖mk‖ ≤ 1 with strict inequality for k = 0, and
(2)
∑
k1+k2=k+1
1≤i≤k1
(−1)
∑i−1
j=1(|αj |+1)mk1(α1, . . . , αi−1,mk2(αi, . . . , αi+k2−1), αi+k2, . . . , αk) = 0.
The A∞ algebra (C,m) is called flat if m0 = 0 and minimal if m1 = 0.
Let C,D, be graded complete normed vector spaces. An A∞ pre-homomorphism
f : C → D
is a collection of maps
fk : C
⊗k → D, k ≥ 0,
of degree 1 − k such that ‖fk‖ ≤ 1 with strict inequality for k = 0. Let f : C → D and
g : D → E be A∞ pre-homomorphisms. The composition g ◦ f : C → E is given by
(3) (g ◦ f)k(α1, . . . , αk) =
∑
l≥0
r1+···+rl=k
gl(fr1(α1, . . . , αr1), . . . , frl(αk−rl+1, . . . , αk)).
Let (C,mC), (D,mD), be A∞ algebras. An A∞ pre-homomorphism f : C → D is called an
A∞ homomorphism if
(4)
∑
l
r1+···+rl=k
mDl (fr1(α1, . . . , αr1), . . . , frl(αk−rl+1, . . . , αk)) =
=
∑
k1+k2=k+1
1≤i≤k1
(−1)
∑i−1
j=1(|αj |+1)fk1(α1, . . . , αi−1,m
C
k2
(αi, . . . , αi+k2−1), . . . , αk).
If (C,mC), (D,mD), (E,mE), are A∞ algebras, and f : C → D and g : D → E are A∞ ho-
momorphisms, one easily verifies that the composition g ◦ f is again an A∞ homomorphism.
An A∞ pre-homomorphism f is called strict if fk = 0 for k 6= 1. For example, the identity
A∞ homomorphism id : C → C is given by id1 = Id and idk = 0 for k 6= 1. Composition
with id behaves as expected.
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2.2. Formal diffeomorphisms. Let C be a graded complete normed N vector space. An
A∞ pre-homomorphism f : C → C is called a formal diffeomorphism if f1 is invertible
and f0 = 0. The composition law (3) makes the collection of formal diffeomorphisms of C
into a group. Indeed, inductively solving for g in the equation g ◦ f = id gives
g1 = f
−1
1
and for k ≥ 2,
gk(α1, . . . , αk) = −
∑
1≤l<k
r1+···+rl=k
gl(fr1(f
−1
1 (α1)), . . . , f
−1
1 (αr1)), . . . , frl(f
−1
1 (αk−rl+1), . . . , f
−1
1 (αk))).
The group of formal diffeomorphisms of C acts on the set of A∞ structures on C by pull-
back. Given an A∞ structure m on C, and a formal diffeomorphism f, the pull-back A∞
structure f∗m is uniquely determined by the requirement that f be an A∞ homomorphism
from (C, f∗m) to (C,m). Indeed, solving the defining equation (4) recursively gives
(f∗m)k(α1, . . . , αk) =(5)
= f−11
 ∑
l
r1+···+rl=k
ml(fr1(α1, . . . , αr1), . . . , frl(αk−rl+1, . . . , αk))−
−
∑
k1+k2=k+1
1≤i≤k1, k2<k
(−1)
∑i−1
j=1(|αj |+1)fk1(α1, . . . , αi−1, (f
∗m)k2(αi, . . . , αi+k2−1), . . . , αk)
 .
Lemma 2.1. If m is a flat (resp. flat minimal) A∞ structure on C and f is a formal
diffeomorphism of C, then f∗m is also a flat (resp. flat minimal) A∞ structure.
Proof. This follows immediately from (5). 
2.3. Opposites and duality. Let C be a graded vector space and let α = (α1, . . . , αk) be
a list of homogeneous elements αj ∈ C. Let σ be a permutation of the set {1, . . . , k}. We use
the notation
(6) sσ(α) =
∑
i<j
σ(i)>σ(j)
(|ασ(i)|+ 1)(|ασ(j)|+ 1).
For the rest of the paper, we fix τ to be the permutation (1, . . . , k) 7→ (k, k − 1, . . . , 1).
Given an A∞ algebra (C,m), the opposite A∞ algebra structure mop on C is defined by
m
op
k (α1, . . . , αk) = (−1)sτ (α)+k+1mk(αk, . . . , α1).
A straightforward calculation shows that mopk is indeed an A∞ algebra.
Let f : C → D be an A∞ pre-homomorphism. The opposite A∞ pre-homomorphism
fop : C → D is defined by
f
op
k (α1, . . . , αk) = (−1)sτ (α)+k+1fk(αk, . . . , α1).
If f : C → D and g : D → E are A∞ pre-homomorphisms, one checks that
gop ◦ fop = (g ◦ f)op.
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If (C,mC), (D,mD), are A∞ algebras, and f : (C,mC) → (D,mD) is an A∞ homomorphism,
one checks that fop : (C,mop)→ (D,mop) is also an A∞ homomorphism.
Let C be a graded complete normed N vector space and let c : C → C be an involution,
that is, a linear map of degree zero such that c2 = Id . In particular, c is a strict A∞ pre-
homomorphism. An A∞ structure m on C is called c self-dual if c : (C,mop)→ (C,m) is an
A∞ homomorphism.
Let (C, cC) and (D, cD) be graded complete normed N vector spaces with involutions. An
A∞ pre-homomorphism f : C → D is called cC , cD self-dual if
f ◦ cC = cD ◦ fop.
If C = D and cC = cD = c, we say simply that f is c self-dual. Let (E, cE) be another
graded complete normed vector space with involution. Let g : D → E be an A∞ pre-
homomorphism. One sees immediately that if f is cC , cD self-dual and g is cD, cE, self-dual,
then g ◦ f is cC , cE, self-dual.
Lemma 2.2. If f : C → C is a c self-dual formal diffeomorphism and m is a c self-dual A∞
structure on C, then f∗m is also c self-dual.
Proof. Consider c as a formal diffeomorphism of C. Then, the c self-duality of m is equivalent
to c∗m = mop. Using the c self-duality of f and m, we calculate
c∗(f∗m) = (f ◦ c)∗m = (c ◦ fop)∗m = (fop)∗(c∗m) = (fop)∗mop = (f∗m)op.

2.4. k structures and G gapping. A k-structure on a graded complete normed N vector
space C is an isomorphism C ≃ C ⊗N where C is a graded k vector space equipped with
the trivial norm. Let G ⊂ R≥0 be a monoid with respect to addition such that for E ∈ R
the set of x ∈ G with x ≤ E is finite. A G gapped A∞ algebra is an A∞ algebra (C,m)
along with a k structure on C, such that there exist operations
mk,β : C
⊗k → C, β ∈ G,
with
mk =
∑
β∈G
T βmk,β ⊗ IdN .
Expanding equation (2) gives
(7)
∑
k1+k2=k+1
β1+β2=β
1≤i≤k1
(−1)
∑i−1
j=1(|αj |+1)mk1,β1(α1, . . . , αi−1,mk2,β2(αi, . . . , αi+k2−1), αi+k2, . . . , αk) = 0.
Since ‖m0‖ < 1, it follows that m21,0 = 0. So, m1,0 makes C a complex. A G gapped A∞
algebra is weakly minimal if m1,0 = 0.
Let C,D, be k structured N vector spaces. An A∞ pre-homomorphism f : C → D is
called G gapped if there exist operations
fk,β : C
⊗k → D, β ∈ G,
such that
fk =
∑
β∈G
T βfk,β ⊗ IdN .
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Let f : C → D and g : D → E be G gapped A∞ pre-homomorphisms. Then the composition
g ◦ f : C → E is also G gapped, and expanding equation (3) gives
(8) (g ◦ f)k,β(α1, . . . , αk) =
∑
l≥0
r1+···+rl=k
β0+···+βl=β
gl,β0(fr1,β1(α1, . . . , αr1), . . . , frl,βl(αk−rl+1, . . . , αk)).
If f is an A∞ homomorphism, expanding (4) gives∑
l
r1+···+rl=k
β0+···+βl=β
mDl,β0(fr1,β1(α1, . . . , αr1), . . . , frl,βl(αk−rl+1, . . . , αk)) =
=
∑
k1+k2=k+1
β1+β2=β
1≤i≤k1
(−1)
∑i−1
j=1(|αj |+1)fk1,β1(α1, . . . , αi−1,m
C
k2,β2
(αi, . . . , αi+k2−1), . . . , αk).
Since ‖f0‖ < 1, it follows that
(9) f1,0 ◦mC1,0 = mD1,0 ◦ f1,0.
That is, f1,0 is a map of complexes.
If m is a G gapped A∞ structure on C, and f : C → C is a G gapped formal diffeomorphism,
then f∗m is also G gapped. In fact, writing
f−11 =
∑
β∈G
T β(f−11 )β ⊗ IdN ,
we can expand (5) to obtain
(f∗m)k,β(α1, . . . , αk) =
(10)
=
∑
l
r1+···+rl=k
β−1+···+βl=β
(f−11 )β−1(ml,β0(fr1,β1(α1, . . . , αr1), . . . , frl,βl(αk−rl+1, . . . , αk)))−
−
∑
k1+k2=k+1
β0+β1+β2=β
1≤i≤k1, k2<k
(−1)
∑i−1
j=1(|αj |+1)(f−11 )β0(fk1,β1(α1, . . . , αi−1, (f
∗m)k2,β2(αi, . . . , αi+k2−1), . . . , αk)).
Moreover, setting
(11) κf = min{β ∈ G|β > 0, f1,β 6= 0},
we have
(12) (f−11 )0 = f
−1
1,0, κf−1 = κf, (f
−1
1 )1,κf = −f−11,0 ◦ f1,κf ◦ f−11,0.
Let C be a k structured N vector space. A linear map c : C → C is called k structured
if there exists c¯ : C → C such that c = c¯⊗ IdN . The following lemmas are immediate.
Lemma 2.3. Let m be a G gapped A∞ structure on C and let c be a k structured involution.
Then m is c self-dual if and only if
mk,β(c¯(α1), . . . , c¯(αk)) = (−1)sτ (α)+k+1c¯(mk,β(αk, . . . , α1))
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for all k ≥ 0, β ∈ G, and α1, . . . , αk ∈ C.
Lemma 2.4. Let C,D, be k structured N vector spaces with k structured involutions cC , cD,
respectively, and let f : C → D be a G gapped A∞ pre-homomorphism. Then f is cC, cD
self-dual if and only if
fk,β(c¯C(α1), . . . , c¯C(αk)) = (−1)sτ (α)+k+1c¯D(fk,β(αk, . . . , α1))
for all k ≥ 0, β ∈ G, and α1, . . . , αk ∈ C.
2.5. The underlying algebra. Let (C,m) be a G gapped A∞ algebra. Define a binary
operation ◦ : H∗(C,m1,0)⊗2 → H∗(C,m1,0) by
(13) [α1] ◦ [α2] = (−1)|α1|m2,0(α1, α2).
It follows from the A∞ relations (7) for k = 2, 3, and β = 0, together with the inequality
‖m0‖ < 1, that ◦ is a well-defined associative product. Moreover, ◦ preserves the grading
of H∗(C,m0,1). Abbreviate AC = (H∗(C,m0,1), ◦). We call AC the underlying algebra
of (C,m). Observe that if (C,m) is weakly minimal, then H∗(C,m0,1) = C.
Let A be a graded k-algebra with product ·. The opposite algebra Aop is a copy of the
underlying k vector space of A equipped with the product ·op defined by
(14) a ·op b = (−1)|a||b|b · a.
Thus, if A is graded commutative, then ·op and · coincide.
Lemma 2.5. Suppose c is a k structured involution of C such that m is c self-dual. Then c¯
induces a homomorphism AC → AopC .
Proof. This follows from Lemma 2.3. 
2.6. Quasi-isomorphism and homotopy equivalence. Let (C,mC) and (D,mD) be G
gapped A∞ algebras and let f : C → D be a G gapped A∞ homomorphism. By equation (9),
f1,0 : C → D is a map of complexes with respect to the differentials mC1,0,mD1,0. We say that f
is a quasi-isomorphism if the induced map
(f1,0)∗ : H∗(C,mC1,0)→ H∗(D,mD1,0)
is an isomorphism. Theorem 4.2.45 of [11] shows that quasi-isomorphism implies the a priori
stronger notion of homotopy equivalence defined in [11, Section 4.2].
2.7. Bounding chains. A bounding chain for an A∞ algebra (C,m) is an element b ∈ C1
such that ‖b‖ < 1 and
(15)
∑
k≥0
mk(b
⊗k) = 0.
If there exists at least one bounding chain, we say that (C,m) is unobstructed. Two
bounding chains b0, b1, are gauge-equivalent if there exists c ∈ C0 such that
b1 − b0 =
∑
k0≥0,k1≥0
mk0+k1+1(b
⊗k0
0 ⊗ c⊗ b⊗k11 ).
Corollary 4.3.14 of [11] shows the moduli space of bounding chains modulo gauge equivalence
is invariant under homotopy equivalence of A∞ algebras. Thus, it is also invariant under
quasi-isomorphism.
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Given an A∞ algebra (C,m), any b ∈ C1 with ‖b‖ < 1 gives rise to a deformed A∞
structure mb on C given by
mbk(α1, . . . , αk) =
∑
l0,...,lk≥0
mk+
∑
lj (b
⊗l0 ⊗ α1 ⊗ b⊗l1 ⊗ · · · ⊗ b⊗lk−1 ⊗ αk ⊗ b⊗lk).
If b is a bounding chain, then mb is flat. Indeed, equation (15) is equivalent to mb0 = 0. In
particular, it follows from the A∞ relation (2) for mb with k = 1 that mb1 ◦ mb1 = 0. So, C is
a complex with respect to mb1.
3. Cauchy-Riemann Pin boundary value problems
We recall here a number of definitions and results from [24]. See also [11, Chapter 8]
and [13].
3.1. Definition. In the following, Pin denotes either of the Lie groups Pin+ or Pin−. Let
V → B be a vector bundle of rank r equipped with a metric. The associated orthonormal
frame bundle F(V ) is the principle O(r) bundle with fiber at x ∈ B given by the space
of orthonormal frames of Vx. A Pin structure on V consists of a principal Pin bundle
P → B and a Pin− O(r) equivariant bundle map p : P → F(V ). Let V, P, p, and V ′, P ′, p′
be vector bundles with Pin structure. An isomorphism of vector bundles φ : V → V ′ is said
to preserve the Pin structures if there exists a lifting φ˜ of the induced map F(φ) : F(V )→
F(V ′) such that the following diagram commutes:
P
p

φ˜ // P ′
p′

F(V ) F(φ) // F(V ′).
In the following, given a vector bundle over a manifold V → M, we denote by Γ(V ) an
appropriate Banach space completion of the smooth sections of V.
Definition 3.1. A Cauchy-Riemann Pin boundary value problem is a quintuple
D = (Σ, E, F, p, D) where
• Σ is a Riemann surface.
• E → Σ is a complex vector bundle.
• F → ∂Σ is a totally real sub-bundle of E|∂Σ with an orientation over every component
of ∂Σ where it is orientable. We call F a boundary condition.
• p is a Pin structure on F.
• D : Γ((Σ, ∂Σ), (E, F )) → Γ(Σ,Ω0,1(E)) is a linear partial differential operator satis-
fying, for ξ ∈ Γ((Σ, ∂Σ), (E, F )) and f ∈ C∞(Σ,R),
D(fξ) = fDξ + (∂¯f)ξ.
Such a D is called a real linear Cauchy-Riemann operator.
An isomorphism of Cauchy-Riemann Pin boundary value problems χ : D → D′ is a pair
(χˆ, χ) where χˆ : Σ→ Σ′ is a biholomorphism and χ : E → E ′ is an isomorphism covering χˆ
satisfying the following conditions:
• The map χ|∂Σ carries F to F ′ preserving Pin structures and preserving orientation
where applicable.
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• For ξ ∈ Γ((Σ, ∂Σ), (E, F )), we have D′(χ(ξ)) = ((χˆ−1)∗ ⊗ χ)(D(ξ)).
3.2. Canonical orientation. The determinant line of a Fredholm operator D is the
one-dimensional vector space
det(D) = Λmax(kerD)⊗ Λmax(cokerD).
The determinant lines of a continuously varying family of Fredholm operators fit together to
form a determinant line bundle [21, Appendix A]. It is well-known that real linear Cauchy-
Riemann operators are Fredholm [21, Appendix C]. The following restates Proposition 2.8
and Lemma 2.9 of [24].
Proposition 3.2. The determinant of the real linear Cauchy-Riemann operator of a Cauchy-
Riemann Pin boundary value problem carries a canonical orientation, which has the following
properties:
(a) The orientation varies continuously in families and thus defines an orientation of the
associated determinant line bundle.
(b) Reversing the orientation of the boundary condition over one component of the bound-
ary reverses the canonical orientation of the determinant line.
(c) Given an isomorphism of Cauchy-Riemann Pin boundary value problems
χ : D → D′,
the induced isomorphism det(χ) : det(D)→ det(D′) preserves the canonical orienta-
tion.
3.3. Conjugate. Given a Riemann surface Σ with complex structure j, denote by Σ the
same surface with the conjugate complex structure −j, and denote by ψΣ : Σ → Σ the
anti-holomorphic map given by the identity on the underlying surface. Similarly, given a
complex vector bundle E → Σ and a totally real boundary condition F → ∂Σ, denote by
E → Σ and F → ∂Σ the same bundles with the conjugate complex structure on E. Denote
by ψE : E → E the anti-complex-linear bundle isomorphism over ψ−1Σ given by the identity
on the underlying real vector bundles. Given a real linear Cauchy-Riemann operator
D : Γ((Σ, ∂Σ), (E, F ))→ Γ(Σ,Ω0,1(E)),
denote by D : Γ((Σ, ∂Σ), (E, F )) → Γ(Σ,Ω0,1(E)), the unique real linear Cauchy-Riemann
operator such that the following diagram commutes:
Γ(Σ,Ω0,1(E))
ψ∗Σ⊗ψE // Γ(Σ,Ω0,1(E))
Γ((Σ, ∂Σ), (E, F ))
D
OO
ψE // Γ((Σ, ∂Σ), (E, F )).
D
OO
Thus, to each Cauchy-Riemann Pin boundary value problem D, there corresponds a canon-
ical conjugate D. Moreover, there is a natural map ψdet(D) : det(D) → det(D). Given a
complex vector bundle over a Riemann surface E → Σ and a totally real boundary con-
dition F → ∂Σ, denote by µ(E, F ) the Maslov index. The following is a special case of
Proposition 2.12 of [24].
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Proposition 3.3. Let D = (Σ, E, F, p, D) be a Cauchy-Riemann Pin boundary problem with
Σ ≃ D2 and F orientable. Then
sgn(ψdet(D)) =
µ(E, F )
2
.
See Proposition 2.12 of [24] for a sign formula that applies to arbitrary Σ and F.
4. Fukaya A∞ algebras
In the following, (X,ω) is a symplectic manifold, L ⊂ X is an oriented Pin Lagrangian
submanifold, and J is an ω-tame almost complex structure. All gradings are valued in
Z/NLZ where NL is the minimal Maslov number of L.
4.1. Open stable maps. A smooth genus-0 open stable map to (X,L) of symplectic
area β with one boundary component and k + 1 boundary marked points is a triple,
u = (Σ, u, ~z),
where Σ is a genus-0 nodal Riemann surface with one boundary component,
u : (Σ, ∂Σ)→ (X,L)
is a continuous map, smooth on each irreducible component of Σ, with∫
Σ
u∗ω = β,
and ~z = (z0, . . . , zk) with zj ∈ ∂Σ. The labeling of the marked points zj respects the cyclic
order given by the orientation of ∂Σ induced by the complex orientation of Σ. Stability
means that if β = 0 then k > 1. Such a stable map is said to be J-holomorphic if u is
J-holomorphic on each irreducible component of Σ. An isomorphism of open stable maps
(Σ, u, ~z) and (Σ′, u′, ~z′) is a homeomorphism θ : Σ → Σ′, biholomorphic on each irreducible
component, such that
u = u′ ◦ θ, z′j = θ(zj), j = 0, . . . , k.
For β ∈ R, denote byMk+1(L, β) the moduli space of J-holomorphic genus zero open stable
maps to (X,L) of symplectic area β with one boundary component, and k + 1 boundary
marked points. Denote by
evβj :Mk+1(L, β)→ L, j = 0, . . . , k,
the evaluation maps given by evβj ((Σ, u, ~z)) = u(zj). Stability implies that
(16) M1(L, 0) = ∅ =M2(L, 0).
4.2. The virtual fundamental class and orientation. In general, the moduli spaces
Mk+1(L, β) are only metrizable spaces. They can be highly singular and have varying
dimension. Nonetheless, the theory of the virtual fundamental class being developed by
several authors [10, 12, 14, 17, 18] allows one to perturb the J-holomorphic map equation
to obtain moduli spaces that are weighted branched orbifolds with corners. From now on,
we denote byMk+1(L, β) the perturbed moduli spaces and by evβi the associated evaluation
maps. Thus, we may consider pull-backs by evβi of differential forms from L to Mk+1(L, β).
Furthermore, by averaging over continuous families of perturbations, one can make evβ0
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behave like a submersion. So, by virtue of the canonical orientation described below, the
push-forward of differential forms along evβ0 is well-defined. See [10]. When the unperturbed
moduli spaces are smooth of expected dimension and evβ0 is a submersion, one can choose
the perturbations to be trivial.
We now describe the canonical orientation on the perturbed moduli space Mk+1(L, β)
induced by the Pin structure and orientation on L. For purposes of orientation, it suffices
to consider a generic point u = (Σ, u, ~z) ∈ Mk+1(L, β). So, in particular, we may assume
Σ ≃ D2. To such u, associate the Cauchy-Riemann Pin boundary value problem D
u
with
Eu = u
∗TX, Fu = u∗TL, with the Pin structure pu on Fu and the orientation of Fu
pulled-back from the corresponding structures on L, and with Du the linearization at u of
the perturbed J-holomorphic map operator. Thus, the orientation of Mk+1(L, β) at u is
determined by an orientation of the one dimensional real vector space
(17) Lu = det(Du)⊗ det(
k⊕
j=0
Tzj∂Σ).
On the other hand, Lu is canonically oriented as follows. The tangent spaces Tzj∂Σ are
each equipped with the orientation induced on ∂Σ from the complex orientation of Σ. The
spaces Tzj∂Σ are ordered in the direct sum according to their labeling from 0 to k. Finally,
the determinant line det(Du) is equipped with the canonical orientation of Proposition 3.2.
An isomorphism θ : u → u′ induces an orientation preserving isomorphism Lu → Lu′ by
Proposition 3.2(c).
We conclude by defining the notion of an admissible diffeomorphism
f :Mk+1(L, β)→Mk+1(L, β)
and explaining how to compute its sign with respect to the canonical orientation. This will be
used in Section 5 below. Denote by Bk+1(L, β) the Banach manifold obtained by a suitable
completion of the space of smooth genus zero open stable maps to (X,L) of symplectic
area β with one boundary component, k + 1 boundary marked points and domain Σ = D2.
Isomorphic maps are not identified. Denote by
Ek+1(L, β)→ Bk+1(L, β)
the bundle with fiber over a stable map u = (Σ, u, ~z) a suitable Banach completion of the
space of smooth sections of Ω0,1(u∗TX). Denote by ∂¯J the section of Ek+1(L, β) given by
the perturbed J-holomorphic map operator. We say that f is admissible if the following
conditions are satisfied:
(a) There exists a diffeomorphism fB : Bk+1(L, β) → Bk+1(L, β) such that fB and f
agree up to isomorphism on perturbed J-holomorphic open stable maps with domain
Σ = D2.
(b) There exists a bundle map fE : Ek+1(L, β)→ Ek+1(L, β) covering fB such that
(18) ∂¯J ◦ fB = fE ◦ ∂¯J .
For a stable map u = (Σ, u, ~z) ∈Mk+1(L, β), with Σ = D2, consider the associated Cauchy-
Riemann Pin boundary value problem D
u
= (Σ, Eu, Fu, pu, Du) and real line Lu defined
above. The tangent space TuBk+1(L, β) is the domain of Du direct sum
⊕k
j=0 Tzj∂Σ and the
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fiber of E at u is the range of Du. So, equation (18) implies that dfB and fE together induce
a map
L(f) : Lu → Lf(u).
The sign of f is the sign of L(f) with respect to the canonical orientations of Lu and Lf(u).
4.3. A∞ algebra of a Lagrangian. Take k = C. Define C(L) to be the graded vector space
of differential forms on L and define C(L) = C(L) ⊗N . Denote by GL ⊂ R≥0 the smallest
monoid that contains all classes represented by a J-holomorphic disk with boundary in L.
By Gromov compactness, for any E ∈ R, the set of β ∈ G such that β ≤ E is finite.
For all β ∈ GL, k ≥ 0, (k, β) 6= (1, 0), define
mLk,β : C(L)
⊗k −→ C(L)
by
mLk,β(α1 ⊗ · · · ⊗ αk) := (−1)ε(α)(evβ0 )∗
(
k∧
j=1
(evβj )
∗αj
)
with
ε(α) :=
k∑
j=1
j(|αj|+ 1) + 1.
More explicitly, mL0,β is given by −(evβ0 )∗1. The push-forward of a differential form along a
map from the empty set is understood as zero. Thus, it follows from (16) that mL0,0 = 0.
Define
mL1,0(α) = dα.
Set
mLk :=
∑
β∈GL
T βmLk,β ⊗ IdN .
Proposition 4.1 (A∞ relations). The operations {mLk }k≥0 define an A∞ structure on C(L).
The differential form approach to Fukaya A∞ algebras is due to Fukaya [10]. For a concise
exposition, see [25, Proposition 2.7]. In the Fukaya category, (C(L),mLk ) is the endomorphism
algebra of the object L.
Lemma 4.2. We have m2,0(α1, α2) = (−1)|α1|α1 ∧ α2.
See [25, Proposition 3.7] for a concise exposition.
Recall the notion of bounding chain from Section 2.7. A bounding chain for the Fukaya A∞
algebra (C(L),mLk ) is called a bounding chain for L. We say that L is unobstructed if there
exists at least one bounding chain. Given a bounding chain b for L, the Floer cohomology
HF ∗(L, b) is the cohomology of the complex C(L) with respect to the differential (mL1 )
b.
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5. Anti-symplectic involutions and opposites
We continue with (X,ω), L and J as in Section 4. Let φ : X → X be an anti-symplectic
involution. Choose J such that φ∗J = −J . Assume the Maslov class of L vanishes modulo 4.
Denote by φ(L) the image of L under φ equipped with the induced Pin structure and an
arbitrary orientation. The main result of this section is the following.
Theorem 5.1. The pull-back of differential forms φ∗ : C(φ(L)) → C(L) is a strict A∞
isomorphism from (C(φ(L)),mφ(L)) to (C,mL,op). That is,
φ∗mφ(L)k (α1, . . . , αk) = (−1)sτ (α)+k+1mLk (φ∗αk, . . . , φ∗α1).
The proof of Theorem 5.1 is given at the end of the section.
Remark 5.2. More generally, φ∗ is a strict A∞ functor from the Fukaya category of X to its
opposite category. The proof is a straightforward generalization.
5.1. Differential form calculation. The following argument is modeled on Section 5.1
of [26]. Denote by
φ˜ :Mk+1(L, β) −→Mk+1(φ(L), β)
the map induced by φ defined as follows. Given a nodal Riemann surface with boundary Σ
with complex structure j, denote by Σ a copy of Σ with the opposite complex structure −j.
Denote by ψΣ : Σ→ Σ the anti-holomorphic map given by the identity map on points. Then
(19) φ˜ (Σ, u, (z0, . . . , zk)) =
(
Σ, φ ◦ u ◦ ψΣ, (ψ−1Σ (z0), ψ−1Σ (zk), . . . , ψ−1Σ (z1))
)
.
Clearly, formula (19) preserves solutions of the J-holomorphic map equation. It is a common
feature of the virtual fundamental class techniques mentioned in Section 4.2 that one can
choose the relevant perturbations of the J-holomorphic map equation in such a way that
formula (19) gives a map of the perturbed moduli spaces as well. We calculate∫
Σ
(φ ◦ u ◦ ψΣ)∗ω = −
∫
Σ
(u ◦ ψΣ)∗ω =
∫
Σ
u∗ω,
so φ˜ maps Mk+1(L, β) to Mk+1(φ(L), β) as claimed. It follows immediately from the defi-
nition of φ˜ that
(20) φ ◦ evβj = evβk+1−j ◦ φ˜, j = 1, . . . , k, φ ◦ evβ0 = evβ0 ◦ φ˜.
Lemma 5.3. Let f :M →M be a diffeomorphism and let α ∈ A∗(M). Then
f ∗α = (−1)sgn(f)f−1∗ α.
Proof.
f ∗α = f−1∗ f∗(f
∗α ∧ 1) = f−1∗ (α ∧ f∗1) = (−1)sgn(f)f−1∗ α.

Proposition 5.4. We have
φ∗mk(α1, . . . , αk) = (−1)sgn(φ˜)+sgn(φ|L)+sτ (α)+
k(k−1)
2 mk(φ
∗αk, . . . , φ∗α1).
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Proof. Use equation (20) and Lemma 5.3 to calculate
(evβ0 )∗(∧kj=1(evβj )∗φ∗αk+1−j) = (evβ0 )∗(∧kj=1φ˜∗(evβk+1−j)∗αk+1−j)
= (evβ0 )∗φ˜
∗(∧kj=1(evβk+1−j)∗αk+1−j)
= (−1)sgn(φ˜)(evβ0 )∗φ˜∗(∧kj=1(evβk+1−j)∗αk+1−j)
= (−1)sgn(φ˜)φ∗(evβ0 )∗(∧kj=1(evβk+1−j)∗αk+1−j)
= (−1)sgn(φ˜)+sgn(φ)φ∗(evβ0 )∗(∧kj=1(evβk+1−j)∗αk+1−j)
= (−1)
sgn(φ˜)+sgn(φ)+
∑
i<j
τ(i)>τ(j)
|ατ(i)||ατ(j)|
φ∗(evβ0 )∗(∧kj=1(evbβj )∗αj).
Furthermore,
ε(ατ ) =
k∑
j=1
j(|αk+1−j|+ 1) + 1
=
k∑
j=1
(k + 1− j)(|αj|+ 1) + 1
≡ (k + 1)
k∑
j=1
(|αj|+ 1) + ε(α)
≡ (k + 1)|α|+ (k + 1)k + ε(α)
≡ (k + 1)|α|+ ε(α) (mod 2).
Note that ∑
i<j
τ(i)>τ(j)
(|ατ(i)|+ |ατ(j)|) =
∑
i<j
(|αi|+ |αj|) =
k∑
i=1
(k − 1)|αi| = (k − 1)|α|
and ∑
i<j
τ(i)>τ(j)
1 =
k(k − 1)
2
.
Therefore,
sτ (α) =
∑
i<j
τ(i)>τ(j)
|ατ(i)||ατ(j)|+ (k − 1)|α|+ k(k − 1)
2
.
The result follows.

5.2. Sign of the involution on the moduli space.
Proposition 5.5. The sign of φ˜ :Mk+1(L, β)→Mk+1(L, β) is given by
sgn(φ˜) ≡ sgn(φ|L) + k + 1 + k(k − 1)
2
(mod 2).
17
Proof. We claim the map φ˜ is admissible in the sense of Section 4.2. Indeed, identifying D2
with D2 by complex conjugation, the same formula as in equation (19) gives rise to a map
φ˜B : Bk+1(L, β)→ Bk+1(L, β). Moreover, we can define φ˜E : Eu → Eφ˜B(u) to act on a section
ξ ∈ Γ(Ω0,1(u∗TX)) = Eu by
φ˜E(ξ) = ψ∗Σ ⊗ (u∗dφ)(ξ) ∈ Γ(Ω0,1((φ ◦ u ◦ ψΣ)∗TX))) = Eφ˜(u).
It is clear that equation (18) holds when ∂¯J is unperturbed, and it is feature of the virtual
fundamental class techniques we consider that the relevant perturbations of ∂¯J can be chosen
so that equation (18) continues to hold.
We calculate the sign of the induced map
L(φ˜) : Lu → Lφ˜(u),
as follows. Given a Cauchy-Riemann Pin boundary value problem
D = (Σ, E, F, p, D)
and s ∈ Z/2Z, denote by Ds the Cauchy-Riemann Pin boundary value problem with all data
identical except that the orientation of F is reversed if s ≡ 1 (mod 2). Recall the definition
of the conjugate Cauchy-Riemann Pin boundary problem D and the canonical map
ψdet(D) : det(D)→ det(D)
from Section 3.3. Denote by
ψsdet(D) : det(D)→ det(Ds)
the composition of ψdet(D) with the tautological identification det(D) = det(D
s). Recall the
definition of the Cauchy-Riemann Pin boundary value problem D
u
from Section 4.2. Denote
by
χ
u,φ
: D
sgn(φ)
u
→ Dφ˜(u)
the isomorphism given by
χu,φ = IdΣ, χˆu,φ = (u ◦ ψΣ)∗dφ : u∗TX → (φ ◦ u ◦ ψΣ)∗TX.
Recalling the definition of Lu in equation (17), we see that L(φ˜) maps the factor det(Du) in
Lu to the factor det(Dφ˜(u)) in Lφ˜(u) by the composition det(χu,φ) ◦ ψ
sgn(φ)
det(Du)
and it maps the
summand Tzj∂Σ in Lu to the summand Tψ−1Σ (zj)∂Σ in Lφ˜(u) by d(ψ
−1
Σ )zj .
Property (b) of Proposition 3.2, Proposition 3.3, and the vanishing modulo 4 of the Maslov
index of L, imply that
sgn
(
ψ
sgn(φ)
det(Du)
)
= sgn(φ|L).
Property (c) of Proposition 3.2 implies that det(χ
u,φ
) preserves orientation. Since ψΣ is
anti-holomorphic,
d(ψ−1Σ )zj : Tzj∂Σ→ Tψ−1Σ (zj)∂Σ
is orientation reversing for j = 0, . . . , k. Moreover, for j = 1, . . . , k, the ordering of the
summands Tzj∂Σ in Lu differs from the ordering of the corresponding summands Tψ−1(zj)∂Σ
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in Lφ˜(u) by the permutation τ. It follows that
sgn(φ˜) = sgn(L(φ˜)) ≡ sgn(φ|L) + k + 1 + sgn(τ)
= sgn(φ|L) + k + 1 + k(k − 1)
2
(mod 2).

Proof of Theorem 5.1. Combine Propositions 5.4 and 5.5. 
6. Homological perturbation theory
6.1. The abstract setting. Let (C,m) be a G gapped A∞ algebra, let D := H∗(C,m1,0)
and set D = D ⊗N . Assume there exists a deformation retraction of C to D considered as
complexes with differentials m1,0 and 0 respectively. That is, assume there exist maps
(21) i : D → C, p : C → D, h : C → C
such that
p ◦m1,0 = 0, m1,0 ◦ i = 0,(22)
p ◦ i = Id, m1,0 ◦ h + h ◦m1,0 = i ◦ p− Id .(23)
In applications this can be accomplished, for example, using Hodge theory. Let
I = {(k, β) | k ∈ Z≥0, β ∈ G, (k, β) 6= (0, 0)}.
Thus, for any E ∈ R, the set of (k, β) ∈ I such that k + β ≤ E is finite.
For (k, β) ∈ I we define
ik,β : D
⊗k → C
by
i1,0 = i
and when (k, β) 6= (1, 0),
ik,β(α1, . . . , αk) =
∞∑
r=0
∑
s1,...,sr∑
j sj=k
∑
β0,...,βr∑
j βj=β
(r,β0)6=(1,0)
h(mr,β0(is1,β1(α1, . . . , αs1), . . . , isr,βr(αk−sr , . . . , αk))).
This formula is inductive because sj + βj < k + β for j = 1, . . . , r. Similarly, we define
mDk,β : D
⊗k → D
by
mD1,0 = 0
and when (k, β) 6= (1, 0),
(24) mDk,β(α1, . . . , αk) =
=
∞∑
r=0
∑
s1,...,sr∑
j sj=k
∑
β0,...,βr∑
j βj=β
(r,β0)6=(1,0)
p(mr,β0(is1,β1(α1, . . . , αs1), . . . , isr,βr(αk−sr , . . . , αk)))
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Set
ik =
∑
β∈G
T βik,β ⊗ IdN , mDk =
∑
β∈G
T βmDk,β ⊗ IdN .
The following can be proved by direction computation. See also [11, 22].
Proposition 6.1. The operations {mDk }k≥0 define a weakly minimal G gapped A∞ structure
on D. Moreover, the maps ik give a G gapped A∞ homomorphism from (D,mDk ) to (C,mk).
The map i1,0 induces an isomorphism of underlying algebras AD → AC. In particular, the
A∞ homomorphism i is a quasi-isomorphism.
If c is a k structured involution of C such that m is c self-dual, Lemma 2.3 gives m0,1 ◦ c¯ =
c¯ ◦ m0,1. So, c¯ induces an involution c¯D of D, and tensoring c¯D with IdN gives rise to an
involution cD of D.
Lemma 6.2. Suppose there exists a k structured involution c : C → C such that m is c
self-dual. Suppose
(25) c¯ ◦ i = i ◦ c¯D, c¯D ◦ p = p ◦ c¯, c¯ ◦ h = h ◦ c¯.
Then i is cD, c self-dual and mDk is c¯
D self-dual.
Proof. Use Lemmas 2.3 and 2.4 and induction on k + β. 
6.2. Anti-symmetric Lagrangian submanifolds.
Definition 6.3. A G gapped A∞ algebra (C,m) with involution c is called anti-symmetric
if the following conditions are satisfied.
• The underlying algebra AC is isomorphic to the free graded commutative algebra on
a graded vector space V concentrated in odd degree.
• m is c self-dual.
• The homomorphism c¯ : AC → AC is induced by − IdV .
Proposition 6.4. The Fukaya A∞ algebra of a φ anti-symmetric Lagrangian submanifold
L ⊂ X is anti-symmetric with respect to the involution given by pull-back of differential
forms φ∗. Its underlying algebra is H∗(L,C).
Proof. Consider the GL gapped A∞ algebra (C,m) = (C(L),mL). The pull-back of differen-
tial forms φ∗ : C → C is a k structured involution and Theorem 5.1 asserts that m is φ∗
self-dual. The definition mL1,0 = d and Lemma 4.2 imply that the underlying algebra AC is
isomorphic to H∗(L,C). So, by the definition of a φ anti-symmetric Lagrangian, AC is the
free graded commutative algebra on a graded vector space V concentrated in odd degree,
and the involution φ∗ acts on AC as required. 
Proposition 6.5. The Fukaya A∞ algebra of a φ anti-symmetric Lagrangian submanifold
L ⊂ X is quasi-isomorphic to a weakly minimal anti-symmetric A∞ algebra with underlying
algebra H∗(L,C) and involution the induced pull-back on cohomology φ∗.
Proof. Take (C,m) = (C(L),mL). Proposition 6.4 asserts that (C,m) is φ∗ anti-symmetric
with underlying algebra H∗(L,C). Defining the k structured N vector space D as in the
beginning of Section 6.1, we have D ≃ H∗(L,C)⊗N . The involution on D induced by the
pull-back of differential forms φ∗, is the pull-back map on cohomology, which we also denote
by φ∗. Construct h, p, i, as in equations (21)-(23) using Hodge theory and a φ invariant metric
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on L. It follows that condition (25) is satisfied with c = φ∗. Define i and mD as in Section 6.1.
Proposition 6.1 and Lemma 6.2 imply that (D,mD) is a φ∗ self-dual weakly minimal G gapped
A∞ algebra quasi-isomorphic to (C,m) with the same underlying algebra. 
Lemma 6.6. Let (C,m) be a weakly minimal c anti-symmetric A∞ algebra. Then m is flat
and minimal. Moreover, the space of bounding chains is C
1 ⊗N+.
Proof. Weak minimality gives AC = C. Since AC = ΛV for a graded vector space V concen-
trated in odd degree, and c¯ acts on AC as the map induced by − IdV , we have
(26) c¯|
C
k =
{
Id, k = even,
− Id, k = odd.
Since m is c self-dual, we have
(27) c(m0) = −m0, c(mD1 (α)) = mD1 (c(α)).
Combining equations (26) and (27) with the fact that mk has degree 2− k, we conclude
m0 = 0, m1 = 0.
That is, m is flat and minimal.
It remains to analyze the space of bounding chains of (C,m). Let b ∈ C with |b| = 1 and
‖b‖ < 1. That is, b ∈ C ⊗N+. Then |mk(b⊗k)| = 2, so equation (26) and the c self-duality of
m imply
mk(b
⊗k) = c(mDk (b
⊗k)) = (−1)k+1mk(c(b)⊗k) = −mk(b⊗k).
Thus, mk(b
⊗k) = 0 for all k, and b is a bounding chain. 
Corollary 6.7. A φ anti-symmetric Lagrangian submanifold L ⊂ X is unobstructed and the
space of bounding chains is H1(L,C)⊗N+.
Proof. Combine Proposition 6.5 and Lemma 6.6. 
7. Hochschild cohomology for graded algebras
Most of this section is devoted to recalling the definition of Hochschild cohomology for
graded algebras, and a few standard properties. Special attention is given to signs, on
which subsequent proofs hinge. The sign convention we follow can be found, for example,
in [8]. Another helpful reference is [15]. The section culminates with the definition of
anti-symmetric Hochschild cochains and Proposition 7.6, which asserts that anti-symmetric
Hochschild cocycles are exact.
7.1. Graded modules. Let k be a field. Given a graded k vector space V , we denote by
V [k] the same vector space with grading shifted by k. That is, V [k]l = V k+l.
Let A be a graded k-algebra and let M,N, be graded left A modules. A map f : M → N
is a homomorphism of left A modules of degree k if it is homomorphism of graded groups of
degree k and for all a ∈ A and m ∈M, we have f(am) = (−1)k|a|af(m).
Let M,N, be differential graded left A modules with differentials dM and dN respectively.
Then the space HomA(M,N) is naturally a differential graded left A module with differential
d given on a homomorphism f : M → N of degree |f | by the formula
(df)(m) = dN(f(m))− (−1)|f |f(dM(m)).
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7.2. Hochschild cohomology. In the following, all tensor products will be taken over k.
The Hochschild cochain complex of a k algebra A is defined to be
CC∗(A) = Homk(⊕∞k=0A[1]⊗k, A)
with the differential b : CC∗(A)→ CC∗(A)[1] given on a map η : A[1]⊗k → A by the formula
b(η)(α1, . . . , αk+1) = (−1)|η|(|α1|+1)+1α1η(α2 ⊗ · · · ⊗ αk+1)+(28)
+
k∑
i=1
(−1)|η|+1+
∑i
j=1(|αj |+1)η(α1 ⊗ · · · ⊗ αiαi+1 ⊗ · · · ⊗ αk+1)+
+ (−1)|η|+
∑k
j=1(|αj |+1)η(α1 ⊗ · · · ⊗ αk)αk+1.
The Hochschild cohomology of A is defined by
HH∗(A) = H∗(CC•(A), b).
Recall the definition of the opposite algebra from (14). The bar resolution BA is the
free resolution of A considered as a left A⊗Aop module given as vector space by
BA =
∞⊕
k=0
A⊗ A[1]⊗k ⊗A.
The left A⊗ Aop module structure of BA is given by
(x⊗ y) · (α0 ⊗ α1 ⊗ · · · ⊗ αk+1) = (−1)|y|(k+
∑k+1
j=0 |αj |)xα0 ⊗ α1 ⊗ · · · ⊗ αk+1y.
The differential b : BA → BA is the left A ⊗ Aop module homomorphism of degree 1 given
by
b(α0 ⊗ α1 ⊗ · · · ⊗ αk+1) =
=
k−1∑
i=0
(−1)i+
∑i
j=0 |αj |α0 ⊗ · · · ⊗ αiαi+1 ⊗ · · · ⊗ αk+1 − (−1)k−1+
∑k−1
j=0 |αj |α0 ⊗ · · · ⊗ αkαk+1.
The map BA → A is given by the multiplication map on A ⊗ A and zero on all other
summands.
Given a map of graded k vector spaces
(29) η : A[1]⊗k → A
of homogeneous degree |η|, denote by
(30) η˜ : A⊗ A[1]⊗k ⊗ A→ A,
the A⊗ Aop module homomorphism of the same degree |η| given by
(31) η˜(α0 ⊗ · · · ⊗ αk+1) = (−1)|α0||η|α0η(α1 ⊗ · · · ⊗ αk)αk+1.
Lemma 7.1. The map
r : CC∗(A) −→ HomA⊗Aop(BA,A).
given by η 7→ η˜ is an isomorphism of complexes.
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Proof. It is straightforward to show that r is an isomorphism of graded vector spaces. Denote
by b∗ the differential on HomA⊗Aop(BA,A) induced by b. It remains to show that
r(b(η)) = b∗(r(η)).
Indeed, let η and η˜ be as in equations (29)-(31), so η˜ = r(η). Then
b∗(r(η))(α0 ⊗ α1 ⊗ · · · ⊗ αk+1 ⊗ αk+2) =
= (−1)|η|+1η˜(b(α0 ⊗ α1 ⊗ · · · ⊗ αk+1 ⊗ αk+2))
= (−1)|η|+1+|α0|η˜(α0α1 ⊗ · · · ⊗ αk+1 ⊗ αk+2) +
+
k∑
i=1
(−1)|η|+1+i+
∑i
j=0 |αj |η˜(α0 ⊗ α1 ⊗ · · · ⊗ αiαi+1 ⊗ · · · ⊗ αk+1 ⊗ αk+2) +
− (−1)|η|+1+k+
∑k
j=0 |αj |η˜(α0 ⊗ α1 ⊗ · · · ⊗ αk+1αk+2)
= (−1)(|η|+1)|α0|+|η|(|α1|+1)+1α0α1η(α2 ⊗ · · · ⊗ αk+1)αk+2 +
+
k∑
i=1
(−1)(|η|+1)|α0|+|η|+1+
∑i
j=1(|αj |+1)α0η(α1 ⊗ · · · ⊗ αiαi+1 ⊗ · · · ⊗ αk+1)αk+2 +
+ (−1)(|η|+1)|α0|+|η|+
∑k
j=1(|αj |+1)α0η(α1 ⊗ · · · ⊗ αk)αk+1αk+2
= (−1)(|η|+1)|α0|α0b(η)(α1 ⊗ · · · ⊗ αk+1)αk+2
= r(b(η))(α0 ⊗ α1 ⊗ · · · ⊗ αk+1 ⊗ αk+2).

Given an isomorphism h : A1 → A2, denote by
h∗ : CC∗(A2)→ CC∗(A1),
the map that acts on a cochain η : A2[1]
⊗k → A2 by the formula
h∗η(α1, . . . , αk) = h−1(η(h(α1), . . . , h(αk))), α1, . . . , αk ∈ A1.
The following lemma is immediate.
Lemma 7.2. If h : A1 → A2 is a k algebra homomorphism, then h∗ : CC∗(A2)→ CC∗(A1)
is a chain map.
Denote by tA : CC
∗(A) → CC∗(Aop) the map that acts on a cochain η : A[1]⊗k → A by
the formula
tA(η)(α1, . . . , αk) = (−1)sτ (α)+k+1η(αk, . . . , α1), α1, . . . , αk ∈ A.
Lemma 7.3. tA is a chain map.
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Proof. Recalling the definition of the Hochschild differential (28), the opposite algebra (14)
and the permutation sign (6), we have
b(tA(η))(α1 ⊗ · · · ⊗ αk+1) =
= (−1)|η|(|α1|+1)+1+sτ (α2,...,αk+1)+k+1+(|η|+
∑k+1
j=2 (|αj |+1))|α1|η(αk+1 ⊗ · · · ⊗ α2)α1+
+
k∑
i=1
(−1)|η|+1+
∑i
j=1(|αj |+1)+sτ (α1,...,αi+1αi,...,αk+1)+k+1+|αi||αi+1|×
× η(αk+1 ⊗ · · · ⊗ αi+1αi ⊗ · · · ⊗ α1)+
+ (−1)|η|+
∑k
j=1(|αj |+1)+sτ (α1,...,αk)+k+1+(|η|+
∑k
j=1(|αj |+1))|αk+1|αk+1η(αk ⊗ · · · ⊗ α1)
= (−1)|η|+
∑k+1
j=2 (|αj |+1)+sτ (α1,α2,...,αk+1)+k+2η(αk+1 ⊗ · · · ⊗ α2)α1+
+
k∑
i=1
(−1)|η|+1+
∑k+1
j=i+1(|αj |+1)+sτ (α1,...,αi,αi+1,...,αk+1)+k+2η(αk+1 ⊗ · · · ⊗ αi+1αi ⊗ · · · ⊗ α1)+
+ (−1)|η|(|αk+1|+1)+1+sτ (α1,...,αk+1)+k+2αk+1η(αk ⊗ · · · ⊗ α1)
= tA(b(η))(α1 ⊗ · · · ⊗ αk+1)

7.3. Free graded commutative algebras. Let V be a graded k vector space. Denote
by ΛV the free graded commutative algebra on V. Recall notation (6). Denote by Sk the
group of permutations of the set {1, . . . , k}. The following is a special case of the Hochschild-
Kostant-Rosenberg theorem [16] for graded commutative algebras. We include a proof for
the reader’s convenience.
Theorem 7.4. When A = ΛV, there is an isomorphism
ǫ : HH∗(A) ∼−→ Homk(Λ(V [1]), A)
given on the class of a Hochschild cycle η : A[1]⊗k → A by the formula
(32) ǫ([η])(v1 · · · vk) =
∑
σ∈Sk
(−1)sσ(v1,...,vk)η(vσ(1) ⊗ · · · ⊗ vσ(k)).
Proof. In the case A = ΛV, the Koszul complex KV gives a free resolution of A as an A⊗Aop
module that is much smaller and easier to compute with then BA. As a graded vector space,
KV = A⊗ Λ(V [1])⊗ A.
The left A⊗ Aop module structure of KV is given by
(x⊗ y) · (u⊗ v1 · · · vk ⊗ w) = (−1)|y|(k+|u|+|w|+
∑k
j=1 |vj |)xu⊗ v1 · · · vk ⊗ wy
The differential δ on KV is the left A⊗ Aop module homomorphism of degree 1 given by
δ(u⊗ v1 · · · vk ⊗w) =
k∑
i=1
(−1)(|vi|+1)(|u|+
∑i−1
j=1(|vj |+1))(vi⊗ 1− 1⊗ vi) · (u⊗ v1 · · · vˆi · · · vk ⊗w).
The map KV → A is given by multiplication on A⊗ Λ0(V [1])⊗A ≃ A⊗A and zero on all
other summands of KV.
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Since elements v⊗ 1− 1⊗ v ∈ A⊗Aop act by zero on A, it follows that the differential on
HomA⊗Aop(KV,A) induced by δ vanishes identically. Thus,
H∗(HomA⊗Aop(KV,A)) = HomA⊗Aop(KV,A).
Furthermore, we have an isomorphism
q : HomA⊗Aop(KV,A)
∼−→ Homk(ΛV [1], A)
given on a left A⊗ Aop module homomorphism ξ : A⊗ Λk(V ([1])⊗ A→ A by the formula
q(ξ)(v1 · · · vk) = ξ(1⊗ v1 · · · vk ⊗ 1).
Define a map of complexes of A⊗ Aop bimodules ǫ˜ : KV → BA by
ǫ˜(u⊗ v1 · · · vk ⊗ w) =
∑
σ∈Sk
(−1)sσ(v1,...,vk)u⊗ vσ(1) ⊗ · · · ⊗ vσ(k) ⊗ w.
Denote by
ǫ˜∗ : HomA⊗Aop(BA,A)→ HomA⊗Aop(KV,A)
the induced map on Hom complexes. Since both BA and KV are free resolutions and ǫ˜ lifts
the identity map on A, it follows that the induced map on cohomology
H∗(ǫ˜∗) : H∗(HomA⊗Aop(BA,A))→ H∗(HomA⊗Aop(KV,A))
is an isomorphism. Thus, recalling Lemma 7.1, we define
ǫ = q ◦H∗(ǫ˜∗) ◦H∗(r).
For a Hochschild cochain η : A[1]⊗k → A, we have
ǫ˜∗(r(η))(1⊗v1 · · · vk⊗1) = r(η)(ǫ˜(1⊗v1 · · · vk⊗1)) =
∑
σ∈Sk
(−1)sσ(v1,...,vk)η(vσ(1)⊗· · ·⊗vσ(k)).
Formula (32) follows. 
7.4. Anti-symmetric Hochschild cocycles.
Definition 7.5. Let A = ΛV. A Hochschild cochain η : A[1]⊗k → A is called anti-
symmetric if
η(v1 ⊗ · · · ⊗ vk) = −(−1)sτ (v1,...,vk)η(vk ⊗ · · · ⊗ v1)
for v1, . . . , vk ∈ V.
Proposition 7.6. Suppose char k 6= 2. Then, a closed anti-symmetric Hochschild cochain
for A = ΛV is exact.
Proof. For ρ, σ ∈ Sk, and v1, . . . , vk ∈ V, we have
(33) sσ◦ρ(v1, . . . , vk) = sσ(v1, . . . , vk) + sρ(vσ(1), . . . , vσ(k)).
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Let η : A[1]⊗k → A be an anti-symmetric closed Hochschild cochain for A. Consider the map
ǫ of Theorem 7.4 applied to [η] ∈ HH∗(A). It follows from (33) that
ǫ([η])(v1 · · · vk) =
∑
σ∈Sk
(−1)sσ(v1,...,vk)η(vσ(1) ⊗ · · · ⊗ vσ(k))
= −
∑
σ∈Sk
(−1)sσ(v1,...,vk)+sτ (vσ(1),...,vσ(k))η(vσ(k) ⊗ · · · ⊗ vσ(1))
= −
∑
σ∈Sk
(−1)sσ◦τ (v1,...,vk)η(vσ◦τ(1) ⊗ · · · ⊗ vσ◦τ(k))
= −ǫ([η])(v1 · · · vk).
Thus ǫ([η]) = 0, and by Theorem 7.4, η is exact. 
8. Formality
This section begins by developing obstruction theory for self-dual A∞ algebras. We show
in Theorem 8.8 that anti-symmetric A∞ algebras are formal. Finally, we deduce Theorem 1.2
from Theorem 8.8.
8.1. Obstruction theory. Let (C,m) be a flat minimal G gapped A∞ algebra. Recall from
Section 2.5 the definition of the underlying algebra AC .
Lemma 8.1. The Hochschild coboundary operator applied to a cochain η : AC [1]
⊗k → AC
of homogeneous degree |η| is given by
b(η)(α1, . . . , αk+1) = (−1)(|η|+1)(|α1|+1)m2,0(α1, η(α2 ⊗ · · · ⊗ αk+1))+
−
k∑
i=1
(−1)|η|+1+
∑i−1
j=1(|αj |+1)η(α1 ⊗ · · · ⊗m2,0(αi, αi+1)⊗ · · · ⊗ αk+1)+
+m2,0(η(α1 ⊗ · · · ⊗ αk), αk+1).
Proof. Combine equations (28) and (13). 
Define
(34) ν(m) = min{k + β | (k, β) ∈ Z≥0 ×G, k + β > 2, mk,β 6= 0}.
We use the convention that min of the empty set is ∞.
Lemma 8.2. Suppose k + β = ν(m). Then, considering mk,β as a Hochschild 2-cochain for
the algebra AC, we have b(mk,β) = 0.
Proof. Use Lemma 8.1 and equation (7). 
Let f : C → C be a G gapped formal diffeomorphism. Define
(35) ν(f) = min{k + β | (k, β) ∈ Z≥0 ×G, k + β > 1, fk,β 6= 0}.
Lemma 8.3. Let f : C → C be a G gapped formal diffeomorphism with f1,0 = IdC. Then
(36) (f∗m)2,0 = m2,0.
Furthermore, let ν0 > 2 satisfy
(37) ν(f) ≥ ν0 − 1, ν(m) ≥ ν0,
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and (f∗m)k′,β′ = 0 for 2 < k′+ β ′ < ν0 and for k′+ β ′ = ν0 with k′ < k. Then, for β = ν0− k
we have
(38) (f∗m)k,β = mk,β + b(fk−1,β).
This expression vanishes if the inequalities (37) are both strict.
Proof. Equation (36) follows immediately from equations (10) and (12). Recalling the defi-
nition of κf from equation (11), we observe that
κf ≥ ν0 − 2.
So, equations (10) and (12) give
(f∗m)k,β(α1, . . . , αk) = mk,β(α1, . . . , αk)+
+m2,0(α1, fk−1,β(α2, . . . , αk+1)) +m2,0(fk−1,β(α1, . . . , αk), αk+1)
−
k∑
i=1
(−1)
∑i−1
j=1(|αj |+1)fk−1,β(α1, . . . ,m2,0(αi, αi+1), . . . , αk+1).
Thus, equation (38) follows from Lemma 8.1. The final claim is straightforward. 
Let c : C → C be a k structured involution such that m is c self-dual. Recall from
Lemma 2.5 that c¯ is a homomorphism from the underlying algebra AC to its opposite.
Lemma 8.4. Considering mk,β as an element of CC
∗(AC), we have
c¯∗tAC (mk,β) = mk,β.
Proof. Reformulate Lemma 2.3. 
Lemma 8.5. Suppose c is a k structured involution of C and f : C → C is a G gapped A∞
pre-homomorphism. Then, f is c self-dual if and only if, considering fk,β as an element of
CC∗(AC), we have
c¯∗tAC (fk,β) = fk,β
for all k ≥ 0, β ∈ G.
Proof. Reformulate Lemma 2.4. 
Lemma 8.6. Suppose the flat minimal G gapped A∞ algebra (C,m) with involution c is
anti-symmetric. Then mk,β is an anti-symmetric Hochschild cochain of AC for all k, β.
Proof. By minimality, AC = C. So, C ≃ ΛV for a graded vector space V concentrated in
odd degree, and c¯ acts on C as the map induced by − IdV . For v1, . . . , vk ∈ V, Lemma 2.3
gives
(39) (−1)kmk,β(v1, . . . , vk) = mk,β(c¯(v1), . . . , c¯(vk)) = (−1)sτ (v1,...,vk)+k+1c¯(mk,β(vk, . . . , v1)).
On the other hand, mk,β has degree 2− k, and |vj| = 1 (mod 2). So,
|mk,β(vk, . . . , v1)| = 0 (mod 2),
and it follows that
(40) c¯(mk,β(vk, . . . , v1)) = mk,β(vk, . . . , v1).
Combining equations (39) and (40) with the observation that sτ (v1, . . . , vk) ∼= 0 (mod 2)
gives the desired result. 
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The following lemma does not use the involution c except where mentioned explicitly.
Proposition 8.7. Suppose [mk,β] = 0 ∈ HH2(AC) for all k + β = ν(m). Then there exists
a G gapped formal diffeomorphism f of C satisfying the following conditions:
(a) (f∗m)2,0 = m2,0 and ν(f∗m) > ν(m).
(b) f1,0 = IdC and ν(f) ≥ ν(m)− 1.
If c : C → C is a k structured involution such that m is c self-dual, we can choose f to be c
self-dual as long as char k 6= 2.
Proof. For k + β = ν(m), choose a Hochschild 1-cochain fk−1,β : AC [1]⊗k−1 → AC such that
(41) b(fk−1,β) = −mk,β.
In the self-dual case, possibly replacing fk−1,β with
1
2
(c¯∗(tAC (fk−1,β)) + fk−1,β) ,
we may assume that
(42) c¯∗(tAC (fk−1,β)) = fk−1,β.
We claim that after this replacement, equation (41) still holds. Indeed, Lemmas 7.2, 7.3
and 8.4, imply that
b(c¯∗(tAC (fk−1,β))) = c¯
∗(tAC (b(fk−1,β))) = −c¯∗(tAC (mk,β)) = −mk,β.
Let f : C → C be the G gapped formal diffeomorphism determined by f1,0 = IdC , the
above defined fk,β for k + β = ν(m) − 1, and fk,β = 0 otherwise. Thus, condition (b) holds.
In the self-dual case, Lemma 8.5 and equation (42) imply that f is c self-dual. Lemma 2.1
implies that f∗m is flat and minimal. Lemma 8.3 gives
(f∗m)2,0 = m2,0.
Furthermore, Lemma 8.3 with the inequalities (37) strict and induction first on k + β and
then on k imply
(f∗m)k,β = 0, 2 < k + β < ν(m).
Finally, when k + β = ν(m), Lemma 8.3, equation (41) and induction on k give
(f∗m)k,β(α1, . . . , αk) = mk,β(α1, . . . , αk) + b(fk−1,β)(α1, . . . , αk) = 0.
Condition (a) follows. 
8.2. Anti-symmetric A∞ algebras.
Theorem 8.8. Assume char k 6= 2. A weakly minimal anti-symmetric A∞ algebra (C,m)
with involution c is quasi-isomorphic to the A∞ algebra (C,m∞) where
m∞k =
{
m2,0 ⊗ IdN , k = 2,
0, k 6= 2.
Proof. By Lemma 6.6, the A∞ structure m is flat and minimal. We inductively construct
a sequence of flat minimal c self-dual A∞ structures mj on C with fixed underlying algebra
AC ≃ ΛV, and homotopy equivalences
gj : (C,mj)→ (C,m)
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as follows. Take
m0 = m, g0 = id.
Given mj , ij, construct mj+1, ij+1, as follows. Recall the definition of the function ν from (34)
and (35). For all k, β, such that k+ β = ν(mj), Lemma 8.2 asserts the maps mjk,β are closed
Hochschild cochains of AC . By Lemma 8.6 and Proposition 7.6, we have
[mjk,β] = 0 ∈ HH2(AC).
So, Proposition 8.7 gives a c self-dual G gapped formal diffeomorphism fj : C → C, such
that
(43) fj1,0 = IdC , ν(f
j) ≥ ν(mj)− 1,
and
(44) ((fj)∗mj)2,0 = m
j
2,0, ν((f
j)∗mj) > ν(mj).
Define
mj+1 = (fj)∗mj , gj+1 = gj ◦ fj.
It follows from Lemma 2.1 that mj+1 is flat and minimal and from Lemma 2.2 that mj+1 is
c self-dual. It follows from equation (44) that the underlying algebra of (C,mj) is AC .
Equation (44) gives ν(mj+1) > ν(mj), so the finiteness property of G implies that
(45) lim
j→∞
ν(mj) =∞.
Equations (43), (8) and (45), imply that for fixed k, as j → ∞, the maps gjk,mjk, converge
with respect to the non-Archimedean norm of C. Define
m∞k = lim
j→∞
m
j
k, g
∞
k = lim
j→∞
g
j
k.
Thus m∞ = {m∞k } is an A∞ structure and g∞ = {g∞k } is an A∞ quasi-isomorphism
(C,m∞) → (C,m). Moreover, equation (44) implies m∞2,0 = m2,0 and equation (45) implies
that m∞k,β = 0 for (k, β) 6= (2, 0). 
Proof of Theorem 1.2. Combine Proposition 6.5 and Theorem 8.8. 
Appendix A. Lagrangian fibrations
Let (X,ω) be a symplectic manifold of dimension 2n. Let f : X → B be a Lagrangian
fibration. By definition, for each b ∈ B, the fiber Lb = f−1(b) contains a relatively open
dense subset that is a smooth Lagrangian submanifold of X. Denote by Ub ⊂ Lb the maximal
such subset. The fiber Lb is smooth if Ub = Lb. The smooth locus of X is given by
Xsm =
⋃
b∈B
Ub.
The singular locus is the complement of the smooth locus Xsing = X \Xsm. We say the
singular locus has codimension at least k if there exist a countable number of smooth
manifolds Mi with dimMi ≤ 2n− k and smooth maps gi :Mi → X such that
Xsing ⊂
⋃
i
gi(Mi).
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Denote by LG(X)→ X the Lagrangian Grassmannian bundle over X. That is, the fiber of
LG(X) over p is the Lagrangian Grassmannian of TpX. The fibration f : X → B gives rise
to a section
sf : X
sm → LG(Xsm)
given by sf (p) = TpLf(p).
Definition A.1. A Lagrangian fibration f : X → B is tame if the section sf is continuous.
Recall that the Maslov class of a Lagrangian submanifold L ⊂ X is a homomorphism
µ : H2(X,L;Z)→ Z.
See [7] for a concise exposition.
Proposition A.2. Suppose f : X → B is a tame Lagrangian fibration with singular locus
of codimension at least 3. Then the first Chern class of X is torsion. Moreover, the Maslov
class of each smooth fiber vanishes.
Proof. To prove c1(X) is torsion, it suffices to show that for every closed two dimensional
manifold Σ and every homotopy class of smooth map h : Σ → X, we have c1(h∗TX) = 0.
Similarly, to prove the Maslov class of a smooth fiber Lb vanishes, it suffices to prove that
for every two dimensional manifold with boundary Σ and every homotopy class of smooth
map h : (Σ, ∂Σ)→ (X,Lb), the Maslov index of the bundle pair
(h∗TX, h∗TLb)→ (Σ, ∂Σ)
vanishes. Since the singular locus has codimension at least 3, standard transversality argu-
ments allow us to assume that h(Σ) ⊂ Xsm.
Choose an arbitrary ω compatible almost complex structure J on X, and denote by gJ
the Riemannian metric given by gJ(ξ, η) = ω(ξ, Jη). Decompose
T ∗X ⊗ C = T 1,0J X ⊕ T 0,1J X
where T 1,0J X, T
0,1
J X, are the
√−1,−√−1, eigenspaces of J ⊗ IdC respectively. Let
KX,J = Λ
n
C
T 1,0J X
and
K2X,J = KX,J ⊗KX,J .
We define a non-vanishing section Ω2f of K
2
X,J over X
sm as follows. Let p ∈ Xsm. Let
e1, . . . , en, be a gJ orthonormal basis of TpLf(p), and denote by e
∗
1, . . . , e
∗
n, the dual basis of
T ∗pLf(p). For j = 1, . . . , n, denote by e˜
∗
j the unique extension of the linear functional e
∗
j to
TpX that vanishes on the gJ orthogonal complement of TpL. Then,
Ω2f(p) =
(
(e˜∗1 −
√−1Je˜∗1) ∧ . . . ∧ (e˜∗n −
√−1Je˜∗n)
)⊗2
.
This definition does not depend on the choice of basis. Since f is tame, the section Ω2f is
continuous. It follows immediately that 2c1(X
sm) = 0, which implies the first claim.
Now, consider a map h : (Σ, ∂Σ)→ (X,Lb) as above. Denote by volLb the volume form on
Lb with respect to gJ . Let θ : ∂Σ→ S1 be the unique continuous function defined at z ∈ ∂Σ
by
Ω2f |Th(z)Lb = e
√−1θ(z) vol⊗2Lb |Th(z)Lb.
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Then, the Maslov index of the bundle pair (h∗TX, h∗TLb) → (Σ, ∂Σ) is negative the sum
of the winding numbers of θ on each boundary component of ∂Σ. However, it is immediate
from the definition of Ω2f that θ ≡ 0 (mod 2π). So, the Maslov index is zero. 
Example A.3. The fibrations constructed by Casta˜no-Bernard and Matessi [5] are piecewise
smooth and thus tame. Moreover, the singular locus has codimension at 4. So, Proposi-
tion A.2 applies.
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