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Abstract
We show that most of the genus-zero subgroups of the braid group
B3 (which are roughly the braid monodromy groups of the trigonal
curves on the Hirzebruch surfaces) are irrelevant as far as the Alexander
module is concerned. There is a very restricted set of subgroups, which
we call “primitive”, such that these subgroups and their intersections
determine all the Alexander modules. Then, we classify the primitive
subgroups of genus zero which belong to a particular kind and compute
their Alexander modules. This result implies, in particular, the known
classification of the dihedral covers of the trigonal curves.
1 Introduction
The fundamental group of the complement of a curve on the complex projec-
tive plane is an important object in algebraic geometry, yet the structure of
the group is still not well understood in general. The subject is classical, go-
ing as far back as to Zariski [13]. Abelianization of the fundamental group,
being the first homology group, is well understood due to Poincare´ dual-
ity. Hence, attention focuses on the commutator subgroup. Under certain
“upper bounds” on the singularities of the curve, the fundamental group is
known to be abelian [9]. In general, the abelianization of the commutator
subgroup – known as the Alexander module – is of special interest [10].
The Alexander module of a plane curve, unlike that of a link, is very
restricted. For example, the Alexander polynomial, which is an invariant of
the module, is a product of cyclotomic polynomials in the case of the plane
curves. Moreover, some restrictions on the orders of the roots are known.
Zariski [14] found that the order cannot be the power of a prime for irre-
ducible curves. Libgober [8] found that the order must divide the degree of
the curve in general. He also found that the Alexander polynomial of a curve
divides the product of the local Alexander polynomials at the singularities
of the curve; that is, those of the associated links of the singularities. The
textbook [6] is a good source of information on this subject.
In addition to the aforementioned general theorems, there is a number of
particular curves whose fundamental group, or the Alexander module or the
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polynomial, is known. For low degree curves (up to the quintics as of now),
a complete classification is available (see [4] for quintics). Another direction
of study is to consider the curves of low gonality. A plane curve is n-gonal
with respect to a pencil of lines if this pencil cuts a divisor of degree n on
this curve. Clearly, the gonality is less than the degree by the multiplicity
of the base point of the pencil as a point of the curve. It appears that it
is more natural to study the curves of a given gonality on the Hirzebruch
surfaces, rather than the plane. The two cases are closely related since the
plane blown up at a point is a Hirzebruch surface. A curve on a Hirzebruch
surface is n-gonal if the fibers of the ruling cut a divisor of degree n on this
curve. Degtyarev [5] studied the trigonal curves on the Hirzebruch surfaces.
In fact, the cases of lower gonality (monogonal and bigonal) are trivial.
In this paper, we are mainly interested in the Alexander modules of
the trigonal curves on the Hirzebruch surfaces. The results of Degtyarev [5]
form the basis of our work. He characterized the braid monodromy groups of
these curves, with which one can compute the Alexander modules, using the
Zariski-van Kampen theorem which expresses the fundamental group of the
complement of a curve in terms of braid monodromy. We would like to em-
phasize that this topological approach which is based on braid monodromy
allows one to study the full structure of the Alexander module, including the
torsion part. This is unlike the other well-established method which is based
on relating the free part of the Alexander module (more precisely, the ten-
sor product −⊗ C) to the cohomology of certain linear systems. Hence, all
modules in this paper are over the ring Λ := Z[t, t−1]. However, Degtyarev
used his characterization of the braid monodromy to study the free part of
the Alexander modules of the trigonal curves as well as the torsion part with
some simplification. More precisely, pr-torsion is simplified to p-torsion and
the Jordan blocks are shrunk to size 1, i.e. (t − ξ)r-torsion is simplified to
(t− ξ)-torsion. In this paper, we begin the study of the full structure of the
Alexander modules, i.e. without any simplification on the torsion part. We
present a method which is expected to let one easily compute the Alexander
modules of all the trigonal curves. As a first application, we compute the
Alexander modules of some curves, which capture all the irreducible curves
as far as the eigenvalue t = −1 is concerned (see below for details).
We now give a precise formulation of the main question which we seek
to answer. Then, we explain how this question is related to the Alexander
modules of the trigonal curves on the Hirzebruch surfaces, based on Degt-
yarev’s characterization of the braid monodromy. Later on, we present our
method and results.
The Question: Let B3 denote the braid group on three strands viewed as
a subgroup of GL(2,Λ) through the Burau representation and let Bu3 denote
the group 〈B3, t ·1〉. Each subgroup H ⊂ Bu3 determines a Λ-module A(H)
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as a quotient of Λ2. We aim to understand the structure of these modules
A(H) for subgroups H of genus zero (see Section 2.2 for the definitions of
the terms here).
Degtyarev showed that the genus-zero subgroups of Bu3 are – with some
exceptions – the Burau monodromy groups (images of the braid monodromy
groups under the Burau representation) of the trigonal curves on the Hirze-
bruch surfaces. The only exceptional curves are the “isotrivial” ones, which
are well understood. Conversely, most subgroups of genus zero appear in
this way; however, the exceptions are not exactly known. The notion of
genus for subgroups of Bu3 is derived from the same notion in PSL(2,Z)
via a certain canonical epimorphism c: Bu3 → PSL(2,Z) (see Section 2.2).
Note that any subgroup which contains a subgroup of genus zero, is itself of
genus zero. The key point in Degtyarev’s proof of his theorem is that, for any
non-isotrivial trigonal curve C with Burau monodromy group MC ⊂ Bu3,
there is a ramified covering from the base of the Hirzebruch surface to the
modular curve associated to c(MC) ⊂ PSL(2,Z).
The Zariski-van Kampen theorem implies that the Alexander module
of a trigonal curve C with Burau monodromy group MC , is a quotient of
A(MC). Thus, Degtyarev calls A(MC) the “extended” Alexander module
of C. Moreover, he observed that the extended Alexander module often
coincides with the true one. Therefore, the motivation behind the question
formulated above is to understand the Alexander modules of the trigonal
curves on the Hirzebruch surfaces.
1.1 The Method and the Main Results
The basis of our method is the notion of geometric module and the mon-
odromy cap operation (A → H(A)) which takes a geometric module to a
subgroup of Bu3. First, we associate to each Λ-module a Bu3-set consisting
of generating pairs of elements; then, we define a geometric structure on a
module as an orbit of this Bu3-set, together with some finiteness conditions
(see Section 3). Then, the monodromy cap of a geometric module is the
stabilizer (well-defined up to conjugacy) of the distinguished orbit. This
setup is relevant as the projection of the standard basis of Λ2 distinguishes
a geometric structure on A(H). Moreover, the conjugacy class of H deter-
mines A(H) up to geometric isomorphism. In this paper, we often think of
subgroups well-defined only up to conjugacy and geometric modules well-
defined only up to isomorphism. We use the following notation throughout:
∼ (conjugacy), ≺ (subconjugacy), ∼= (geometric isomorphism) and ։ (the
existence of a geometric epimorphism). Finally, we refer to the geometric
module A(H) as the Alexander module of H.
The key point in our method is the observation that most genus-zero
subgroups H ⊂ Bu3 are redundant; i.e. there is a very restricted set of
subgroups, which we call “primitive”, that control the Alexander modules.
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More precisely, the Alexander modules of the genus-zero primitive subgroups
and their relevant intersections (only if they are also of genus zero) are all
the Alexander modules. This fact is expressed in Lemma 1.1. In fact, the
primitive subgroups are merely the monodromy caps of certain modules with
very restricted structure. Note the remarkable fact that it is sufficient to
consider finite modules in order to find all the primitive subgroups. How-
ever, the Alexander module of a primitive subgroup need not be finite (see
Therorem 1.2).
Definition (Primitive subgroup). A subgroup H ⊂ Bu3 is called primitive
if there exists a maximal ideal m ⊂ Λ and a finite m-local geometric module
A such that H ∼ H(A). (finite m-local module is defined in Section 3).
A precise statement of the content in the previous paragraph involves the
notion of m-local monodromy cap for an arbitrary geometric module A. It
turns out that any geometric module A admits a finite m-local quotient Am
such thatH(Am) is subconjugate to the monodromy cap of any finite m-local
quotient of A. Note that although Am is not unique, H(Am) is necessarily
unique (up to conjugacy). Hence we call H(Am) the m-local monodromy cap
of A and denote it by Hm(A) (see Section 3). Clearly, Hm(A) is primitive.
Lemma 1.1. Let H ⊂ Bu3 be a subgroup and A be a geometric module.
Then, one has the following:
(1) H ≺ H(A(H)) and A(H(A))։ A. These imply that A(H) ∼= A(H(A(H)))
and H(A) ∼ H(A(H(A))).
(2) H(A) is given as an intersection of Hm(A) as m runs over all maximal
ideals.
In part (1), the question is reduced to understanding the Alexander
modules of genus-zero monodromy caps. In part (2), it is stated that any
monodromy cap is an intersection of primitive subgroups associated to dis-
tinct maximal ideals. Note that, since the m-local monodromy caps are
defined up to conjugacy, their intersection depends on the choice of repre-
sentatives. For this reason, the statement in part (2) involves the expression
“an intersection”; that is, the intersection of the representatives chosen in a
certain way. Also note that it is enough to consider finite intersections since
H(A) is of finite index.
The main finding of Degtyarev on the Alexander modules is that he
found, in our terminology, all the primitive subgroups of genus zero coming
from those modules which are annihilated by maximal ideals, i.e. vector
spaces over the residue fields. Clearly, a module which is annihilated by a
maximal ideal m is m-local, but not vice versa. Degtyarev completed his
proof in cases depending on the value of a certain parameter N of the maxi-
mal ideal (N is defined as the multiplicative order of −t in the residue field).
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His proof makes it clear that the parameter N is indeed very important in
determining the behavior of a maximal ideal. In particular, it appears that
the case N = 1 (related to the eigenvalue t = −1) is more involved than oth-
ers. In this paper, we find all the primitive subgroups of genus zero coming
from finite m-local modules where N = 1 (and p 6= 2, see the next paragraph
for an explanation). The result is presented in Theorem 1.2. We expect to
be able to find the primitive groups of genus zero in the other cases more
easily, which we intend to do in a forthcoming paper.
It is easy to see that, for a maximal ideal m, one has N = 1 if and only
if (t+ 1) ∈ m. Then, m is generated by (t+1) and a unique prime p, which
is the characteristic of the residue field. We have the following justification
for excluding the case p = 2: Degtyarev showed that a trigonal curve is
irreducible if and only if its Burau monodromy group is not contained in
a particular subgroup. This subgroup is the monodromy cap of the unique
geometric structure on the module Λ/〈2, t+1〉. Therefore, by assuming that
p 6= 2, we restrict attention to the irreducible trigonal curves. We decided to
ignore the case p = 2 since it would likely involve much more computation.
Theorem 1.2 (Main). Table 1 contains a complete list of primitive sub-
groups of genus zero coming from finite m-local modules for which N = 1
and p 6= 2. The notation is explained in the text.
In the first column of Table 1, the primitive subgroups are listed up
to conjugacy. The precise definitions of the subgroups as the monodromy
caps of certain modules are given in the proof in Section 4. The subgroups
which are marked with a (∗) involve an additional parameter a ∈ Zpk such
that a ≡ −1 (mod p) and a 6≡ −1 (mod p2) (note that pk = 25, 9, 27).
The second column shows the Alexander modules of the subgroups in the
first column. Note that several distinct subgroups correspond to isomorphic
modules; however, these are non-isomorphic if considered as geometric mod-
ules. In fact, the last statement in Lemma 1.1(1) implies that a primitive
subgroup is uniquely determined by its Alexander module. Also note that
the Alexander modules are not necessarily finite. The third column shows
the groups c(H) ⊂ PSL(2,Z). In all of the cases in the table, c(H) is a con-
gruence subgroup. When there is no common notation for c(H), we use the
notation of [3]. Finally, the fourth column shows the depth of the primitive
subgroup (see Section 2.2).
Another reason why the case N = 1 is of special interest is because
it is related to the dihedral covers of the trigonal curves. Degtyarev [5]
classified the dihedral covers by determining, in our terminology, the genus-
zero monodromy caps coming from modules annihilated by (t + 1). The
subgroups that he found (except the case p = 2) are precisely those of depth
2 in Table 1. Therefore, Theorem 1.2 implies his result immediately.
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Table 1: Primitive Subgroups of Genus Zero for N = 1, p 6= 2
H ⊂ Bu3 Alexander module A(H) c(H) d(H)
H1(7, 1)
F7[t]/(t+ 1)
2
Γ1(7)
14
H2(7, 1) 14
H3(7, 1) 14
H(7, 0) Z7 where t = −1 2
H1(5, 1)
F5[t]/(t+ 1)
2
Γ1(5)
10
H2(5, 1) 10
I(5, 1) Λ/(t4 − t3 + t2 − t+ 1) 10
H(5, 0) Z5 where t = −1 2
I˜(5) Λ2/(t4 − t3 + t2 − t+ 1)
Γ(5)
10
H˜(5) Z5 ⊕ Z5 where t = −1 2
H(25; a)∗ Z25 where t = a Γ0(25) ∩ Γ1(5) 10
H(3, 1) F3[t]/(t+ 1)
2
Γ1(3)
6
I1(3, 1)
Λ/(t2 − t+ 1)
6
I2(3, 1) 6
H(3, 0) Z3 where t = −1 2
I˜(3) Λ2/(t2 − t+ 1)
Γ(3)
6
H˜(3) Z3 ⊕ Z3 where t = −1 2
H(9; a)∗ Z9 where t = a Γ0(9) 6
H1(9, 2)
Z9[t]/(t+ 1)
2
Γ1(9)
18
H2(9, 2) 18
H3(9, 2) 18
I1(9, 2)
Λ/〈3(t2 − t+ 1), (t2 − t+ 1)2〉
18
I2(9, 2) 18
H(9, 1) Z9[t]/〈3(t + 1), (t+ 1)
2〉 6
I1(9, 1)
Λ/〈3(t2 − t+ 1), (t3 + 1)〉
6
I2(9, 1) 6
H(9, 0) Z9 where t = −1 2
H ′1(9, 2)
F3[t]/(t+ 1)
4
9J0
18
H ′2(9, 2) 18
H ′3(9, 2) 18
H ′(9, 1) F3[t]/(t+ 1)3 6
H˜(9) Z9 ⊕ Z3 where t =
(
−1 3
0 −1
)
9H0 6
H(27; a)∗ Z27 where t = a 27A0 18
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1.2 The Contents of the Paper
In Section 2, we cite a few properties of the modular group PSL(2,Z), the
braid group B3 and the Burau representation of the braid group. In Sec-
tion 3, we discuss geometric modules, finite m-local modules, etc. We prove
Lemma 1.1 and provide general formulae about primitive subgroups, e.g.
about their cusp widths. These formulae show that the primitive subgroups
are very restricted and motivate the expectation that those of genus zero
among them will be soon completely characterized in the form of an explicit
list. Finally, in Section 4, we prove Theorem 1.2.
1.3 Acknowledgements
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2 Preliminaries
This section contains necessary preliminary information on the modular
group PSL(2,Z), the braid group B3 and the Burau representation B3 →
GL(2,Λ) of the braid group. The content of this section is completely stan-
dard; one can consult the classical sources [11, 1, 2].
2.1 The Modular Group
The modular group is often considered together with its left action on the
complex upper half plane H via the inclusion PSL(2,Z) ⊂ PSL(2,R), where
the latter group is the group of automorphisms of the half plane as a complex
manifold. Explicitly, the action of a matrix
(
a b
c d
)
is z 7→ az+b
cz+d .
This action of PSL(2,Z) is discrete and almost free; all but two orbits
have trivial stabilizers and these two orbits have finite stabilizers. Namely,
the stabilizer of ω := 1+
√
3i
2 is the subgroup of order 3 generated by
(
0 1
−1 1
)
,
i.e. z 7→ 11−z ; while the stabilizer of i is the subgroup of order 2 generated
by
(
0 −1
1 0
)
, i.e. z 7→ −1
z
.
We use the following brief notation throughout the paper: Γ := PSL(2,Z),
X :=
(
0 1
−1 1
)
∈ Γ and Y :=
(
0 −1
1 0
)
∈ Γ.
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2.1.1 The Modular Curves
Since the action of Γ on H satisfies the conditions mentioned above, for any
subgroup K ⊂ Γ, the quotient K\H is a Riemann surface. In particular,
the quotient Γ\H is isomorphic to C1. Kodaira’s normalization is a con-
vention which fixes this isomorphism. Under this convention, the special
orbits (those of ω ∈ H and i ∈ H) are identified with 0 ∈ C1 and 1 ∈ C1,
respectively. We adopt Kodaira’s normalization here.
For any finite index subgroup K ⊂ Γ, the Riemann surface K\H has a
standard compactification (these compact Riemann surfaces are called the
modular curves). We denote the modular curve associated to the subgroup
K by XK . In particular, XΓ = P
1. Any inclusion K1 ⊂ K2 of subgroups
clearly induces a non-constant (holomorphic) map XK1 → XK2 between the
corresponding modular curves. For any K, the map XK → XΓ = P
1 is
unramified outside the special points {0, 1,∞}. The conjugacy class of K
determines XK and the map XK → P
1 up to isomorphism. Conversely, the
map XK → P
1 determines K up to conjugacy. The cusps of a subgroup are
the points in the preimage of ∞ under the map XK → P
1 and the width of
a cusp is the ramification index. The genus of a subgroup of Γ is defined as
that of its modular curve. We denote the genus by g(·).
There is an immediate generalization of the construction above, which
we find very useful. Let E be a finite right Γ-set; the modular curve XE
is the disjoint union of the curves XK as K varies over the stabilizers of
distinct orbits in E. The Γ-set E and the map XE → P
1 determine each
other up to isomorphism. The cusps of a Γ-set are similarly defined as well.
The notion of genus applies to transitive Γ-sets. We denote the singleton
Γ-set by {∗}, as such X{∗} and XΓ both denote P1.
The association between the Γ-sets and the modular curves is such that,
if there is a morphism E1 → E2 of Γ-sets, there is a corresponding non-
constant holomorphic map XE1 → XE2 . Note that any Γ-set morphism
with transitive target is a surjection and any non-constant holomorphic map
with connected target is a covering (possibly ramified). In the subsequent
sections, we frequently deal with surjections of Γ-sets. Whenever we speak
of a covering, it is possibly ramified.
Remark 1. Let E1, E2 be finite transitive Γ-sets with a surjection E1 → E2.
If g(E1) = 0, then g(E2) = 0 as well. This is clear because there is a covering
XE1 → XE2 . Consequently, let K1 ⊂ K2 ⊂ Γ be finite index subgroups. If
g(K1) = 0, then g(K2) = 0 as well.
2.1.2 The Standard CW-structures on the Modular Curves
The terminal bipartite graph (that which has 1 black vertex, 1 white vertex
and 1 edge) is canonically embedded in X{∗} = P1 as follows: The black
vertex goes to 0, the white vertex goes to 1 and the edge goes to the real
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interval [0, 1]. For any finite right Γ-set E, we denote the preimage of this
graph under the map XE → X{∗} by SE . In particular, we denote the
terminal bipartite graph itself by S{∗}. Since the restricted map XErSE →
X{∗} r S{∗} is unramified outside one point (the point ∞), each component
of XE r SE is a 2-cell. Hence, SE provides a CW decomposition of XE.
Clearly, each of the 2-cells contains exactly one cusp. The notation SK is
similarly defined for finite index subgroups K ⊂ Γ. Note that these graphs
SE are ribbon graphs in a natural way, since they are embedded in oriented
surfaces. By convention, we agree that the cyclic ordering of the edges is
in the counter-clockwise direction. In fact, the ribbon graph SE coincides
with Grothendieck’s dessins d’enfant corresponding to the ramified covering
XE → P
1 (see [7]).
The preimage of S{∗} under the map H → X{∗} is commonly called the
Farey tree (it is indeed a tree). We denote the Farey tree by F . Clearly, F
has a black vertex at ω and a white vertex at i. Moreover, ω and i are joined
by an edge; we denote this edge by e. The action of Γ on H restricts to an
action on F ; this action immediately shows that Γ = 〈X,Y | X3 = Y 2 = 1〉,
by the Serre theory (see [12]). Hence, the abelianization of Γ is isomorphic
to Z6; we fix the abelianization ab: Γ→ Z6 such that ab(X) = 2 (note that
one necessarily has ab(Y ) = 3).
For any E, the set of edges of SE is a right Γ-set in a natural way,
moreover it is isomorphic to E. The action of Γ on the set of edges of SE
comes from path lifting. Consider the two loops x, y in P1r {0, 1,∞} based
at 12 , formed by joining counter-clockwise lassos around 0 and 1, respectively,
to 12 along the interval (0, 1). Then, the lifts of the path x under the covering
map XE → P
1 define the action of X on the set of edges of SE , while the
lifts of the path y define the action of Y . More explicitly, X takes each edge
to the next one among the edges which share the same black vertex and
Y takes each edge to the next one among the edges which share the same
white vertex. Here, “next” refers to the cyclic order coming from the ribbon
graph structure. These actions of X and Y then uniquely extend to a right
Γ-action. Thus, the action of Y X is described by the lifts of a certain loop
formed by joining a clockwise lasso around ∞ to 12 , since yx is homotopic
to such a loop. Hence, the cusps are in bijection with the orbits of Y X.
The right Γ-action described above similarly applies to the Farey tree
and can be equivalently characterized as follows: There is an induced left
Γ-action on the set of edges of F , which is free and transitive. By identifying
the edge e with 1 ∈ Γ, one identifies this set with Γ; hence, one obtains the
right Γ-action on this set. We now show the isomorphism between the set
of edges of SE and E. Clearly, one can assume that E is transitive. Let K
be the stabilizer of any element of E (well-defined up to conjugacy); then,
one has SE ∼= SK . On the other hand, SK = K\F ; thus, the set of edges of
SK is identified with K\Γ, which is isomorphic to E as right Γ-sets.
In light of the above, we introduce the following terminology for any
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right Γ-set E. The black vertices in E are the X-orbits, the white vertices
in E are the Y -orbits, the edges in E are simply the elements of E and the
regions in E are the Y X-orbits. Then, the black and white vertices and
the edges in E are in bijection with those of SE , while the regions in E
are in bijection with the cusps of E, or equivalently, the components (2-
cells) of XE r SE . Continuing to imitate the graph theory language, we
say that a vertex in a Γ-set is monovalent if it consists of a single element.
Furthermore, we often speak of a surjection E1 → E2 of Γ-sets as a covering.
A covering takes vertices to vertices, regions to regions, etc. For the vertices
and the regions, we speak of ramification, whose meaning must be clear.
For example, a vertex which is not monovalent is necessarily unramified.
Similarly, the meaning of the degree of a covering must be clear as well.
We now give a formula for the genus of a transitive Γ-set.
Lemma 2.1 (Genus Formula). Let E be a finite transitive right Γ-set. For
any γ ∈ Γ, let |Eγ | denote the number of γ-orbits in E and |E
γ | denote the
number of γ-fixed elements in E. Then
2− 2g(E) = |EX |+ |EY | − |E|+ |EY X |
= −
|E|
6
+ |EY X |+
2
3
· |EX |+
1
2
· |EY |
Proof. Note that 2 − 2g(E) = χ(XE). In the canonical CW-decomposition
ofXE , the number of 0-cells (the black and white vertices) is |EX |+|EY |, the
number of 1-cells (the edges) is |E| and the number of 2-cells is |EY X |; this
establishes the formula in the top line. For the bottom line, it is sufficient
to observe that |EX | =
|E|
3 +
2
3 · |E
X | and |EY | =
|E|
2 +
1
2 · |E
Y |. This is
because each X-orbit contains 1 or 3 elements and each Y -orbit contains 1
or 2 elements (since X3 = Y 2 = 1).
We now describe a standard set of generators, consisting of torsion and
parabolic elements, for a subgroup K ⊂ Γ of genus zero. Consider the right
Γ-set K\Γ with its distinguished edge, then K is the stabilizer of the dis-
tinguished edge. Each of the standard generators of K carries information
about exactly one monovalent vertex or one region in K\Γ. The generators
are of the form siXs
−1
i , riY r
−1
i , pi(Y X)
nip−1i where si run over the mono-
valent black vertices, ri run over the monovalent white vertices and pi run
over the regions. More precisely, for each monovalent vertex, one chooses
an element si ∈ Γ or ri ∈ Γ which takes the distinguished edge in K\Γ to
the unique edge at the vertex, then one has siXs
−1
i ∈ K or riY r
−1
i ∈ K.
Similarly, for each region, one chooses an element pi ∈ Γ which takes the
distinguished edge in K\Γ to one of the edges at the region, then one has
pi(Y X)
nip−1i ∈ K where ni is the size of the region.
An arbitrary choice of si, ri, pi does not lead to a generating set, but a
careful choice does. Note that each path in XK which starts at the midpoint
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of the distinguished edge of SK and ends at the midpoint of some edge,
provided that the path avoids the vertices of SK and the cusps, represents
an element of Γ. Each such path projects to a loop in P1 r {0, 1,∞} based
at 12 , hence determines a class in the fundamental group which uniquely
decomposes as a word in x and y (and their inverses); reading this word in
capital letters X and Y , one gets the corresponding element of Γ. A choice of
si, ri, pi gives a generating set for K if si, ri, pi can be represented by disjoint
paths. It is clear that such a choice is possible. The standard generators
just described generate K with only one non-trivial relation: the product
of all generators (in one particular cyclic order) is 1 ∈ Γ. In particular, any
one of the generators can be omitted. This relation is in addition to the
obvious relations (siXs
−1
i )
3 = 1, (riY r
−1
i )
2 = 1. We keep this notation of
si, ri, pi, ni throughout the paper.
2.2 The Braid Groups and the Burau Representation
We start with mentioning a standard construction which associates a Λ-
module to a group epimorphism onto Z. Let deg : G ։ Z be a group epi-
morphism and let K denote its kernel; then, one has a group extension
1 → K → G → Z → 1. Such a group extension is characterized by a pair
(K, τ) where τ ∈ Out(K). Then, the abelianization Kab has a distinguished
automorphism (namely, the one defined by τ); in other words, Kab is a
Λ-module where t acts as this distinguished automorphism.
An important example of the above construction is the case of the epi-
morphism deg: Fn ։ Z; where Fn denotes the free group on the fixed
n-tuple (s1, s2, . . . , sn) of generators and deg(si) = 1 for each si. The
Λ-module of this epimorphism is isomorphic to Λn−1. The (n − 1)-tuple
(s1 · s
−1
2 , s2 · s
−1
3 , . . . , sn−1 · s
−1
n ) forms a basis of this module. We identify
this module with Λn−1 using this basis.
The braid group on n strands, denoted by Bn, is a certain subgroup
of the left automorphism group of the free group Fn on the fixed n-tuple
(s1, s2, . . . , sn) of generators. The elements of Bn (the braids) are those
automorphisms which take each si to a conjugate of some sj and which fix
s1 · s2 · · · sn ∈ Fn.
The Burau representation is a particular representation of Bn in GL(n−
1,Λ). The left action of Bn on Fn clearly respects the epimorphism deg: Fn ։
Z defined above; hence, it induces a left action on Λn−1. The Burau repre-
sentation Bn → GL(n − 1,Λ) is defined by this action.
Since we are concerned with trigonal curves, the braid group B3 is of
special importance. The following two elements of Aut(F3) generate B3:
X : s1 7→ s1s2s
−1
1 , s2 7→ s1s3s
−1
1 , s3 7→ s1
Y : s1 7→ s1s2s3s
−1
2 s
−1
1 , s2 7→ s1s2s
−1
1 , s3 7→ s1
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It is easy to see that X3 = Y2 as follows:
X
3(si) = Y
2(si) = (s1s2s3) · si · (s1s2s3)
−1
for i = 1, 2, 3. This is, in fact, the only relation between X and Y (we show
this below). The Burau representation B3 → GL(2,Λ) has trivial kernel (we
also show this below), hence we consider B3 as a subgroup of GL(2,Λ) by
identifying it with its image under this representation. Then, one has
X =
(
0 −t
t −t
)
, Y =
(
0 −t
−t2 0
)
.
We keep this notation throughout the paper. Finally, Bu3 denotes the group
generated by X, Y and t·1 (note that 1 denotes the identity matrix). One has
t ·1 6∈ B3 (we show this below as well) and t
3 ·1 ∈ B3 (since t
3 ·1 = X3 = Y2),
hence |Bu3 : B3| = 3.
There is a special homomorphism Bu3 → Γ× Z, to which we frequently
refer. As we describe this homomorphism, we will have shown the statements
announced above. The first component of this homomorphism (denoted by
c) is the evaluation of a matrix at t = −1, followed by projectivization; that
is, the evaluation results in a matrix in SL(2,Z), then it is taken to Γ. The
second component of this homomorphism (denoted by dg) takes a matrix to
the polynomial degree of its determinant. Then, one has
c(X) = X, c(Y) = Y, c(t · 1) = 1
dg(X) = 2, dg(Y) = 3, dg(t · 1) = 2
The homomorphism c× dg is injective (as we show shortly), hence we briefly
write X and Y instead of (X, 2) and (Y, 3). We now prove the announced
statements: It is easy to see that B3 consists of those pairs (γ, n) for which
ab(γ) ≡ n (mod 6), hence t · 1 6∈ B3. It is also easy to see that the only
relation between X and Y in Γ×Z is X3 = Y2, because we know that the only
relation between X and Y in Γ is X3 = Y 2 = 1. This observation proves all
three of the remaining announced statements at once.
Often, we want to simplify a given Bu3-set to a Γ-set as follows: For any
Bu3-set E, let c(E) denote the set of t · 1-orbits in E, then c(E) is clearly a
Γ-set. In fact, this notation is reasonable because, if H is the stabilizer of a
transitive Bu3-set E, then c(H) is the stabilizer of the transitive Γ-set c(E).
We use the same notation to denote the t · 1-orbit of an element as well; i.e.
for e ∈ E, one has c(e) ∈ c(E).
Degtyarev [5] defines the notion of genus for finite index subgroups of
Bu3 in terms of c.
Definition (Genus). Let H be a finite index subgroup of Bu3. The genus
of H is defined to be the genus of c(H) ⊂ Γ.
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For any finite index subgroup H ⊂ Bu3, we refer to the finite quantity
| c−1(1) : H∩c−1(1)| as the depth of H and denote it by d(H). Equivalently,
d(H) is the least positive integer for which td(H) · 1 ∈ H. We now describe
a standard set of generators for a subgroup H ⊂ Bu3 of genus zero, which
come from the standard generators of c(H). The set consists of the special
generator td(H) · 1 and a number of other generators each of which projects
to one of the standard generators of c(H). For example, an element which
projects to pi(Y X)
nip−1i is of the form p˜i · t
−ki(YX)ni · p˜−1i where p˜i is an
arbitrary element which projects to pi. The integer ki is well-defined modulo
d(H) and it is independent of the choice of p˜i and even the choice of the
path pi ∈ Γ; it only depends on the region in c(H)\Γ which corresponds
to this generator. The generators which project to siXs
−1
i and riY r
−1
i
similarly involve integers ki well-defined modulo d(H). This standard set
of generators of H is thus complete; as before, any one of the non-special
generators of H can be omitted.
2.2.1 The Modules U(H) and A(H)
For any subgroup H ⊂ Bu3, we denote by U(H) the submodule of Λ
2 gen-
erated by the submodules (h − 1) · Λ2 for all h ∈ H. We denote by A(H)
the quotient module Λ2/U(H). We refer to
[
1
0
]
∈ Λ2 and
[
0
1
]
∈ Λ2 as the
standard basis vectors and often denote their projections in A(H) by e1, e2.
We now give a lemma which we later use in proving that the conjugacy class
of H determines A(H) up to geometric isomorphism (see Section 3).
Lemma 2.2. Let H ⊂ Bu3 be a subgroup of finite index and let H
′ = bHb−1
for some b ∈ Bu3. Then, one has the following:
(1) A(H) is finitely generated over Z.
(2) U(H ′) = b · U(H).
Proof. A(H) is a quotient of (Λ/(td(H) − 1))2, whose underlying abelian
group is isomorphic to Z2·d(H), i.e. finitely generated. This proves (1).
For a proof of (2), observe that, for any u ∈ Λ2 and b, h ∈ Bu3, one has
(bhb−1 − 1) · u = b · (h− 1) · (b−1 · u).
We now describe a standard set of generators for the submodule U(H)
where H ⊂ Bu3 is of genus zero. Note that U(H) is generated by the
submodules (h− 1) ·Λ2 where h runs over a generating subset of H and not
necessarily all elements of H. This is justified by the following identities:
gh − 1 = (g − 1) · h + (h − 1) and h−1 − 1 = −(h − 1) · h−1. Therefore,
the standard generators of H provide a standard set of generators for U(H).
The special generators are the vectors
[
td(H) − 1
0
]
and
[
0
td(H) − 1
]
, which
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generate the submodule (td(H) − 1) · Λ2. The other generators also come in
pairs. The columns of the matrix s˜i · (X − t
ki · 1) generate the submodule
s˜i · (X− t
ki ·1) ·Λ2 = s˜i · (X− t
ki ·1) · (t−ki · s˜−1i ) ·Λ
2 = (s˜i · t
−kiX · s˜−1i −1) ·Λ
2
and the columns of the matrices r˜i · (Y − t
ki · 1) and p˜i · ((YX)
ni − tki · 1)
similarly generate the other submodules. As before, one of the non-special
pairs can be omitted.
3 The Establishment of the Method
In this section, we define the notion of a geometric module, prove Lemma 1.1
and establish formulae about primitive subgroups. The geometric structure
is best described in terms of a construction which associates a right Bu3-set
to any Λ-module. We first define this construction.
Definition. Let A be Λ-module. The right Bu3-set E(A) is defined as
follows:
E(A) := {(a1, a2) | a1, a2 ∈ A and A = Λ · a1 + Λ · a2}
where the right action of Bu3 is such that
(
x y
z w
)
∈ Bu3 takes (a1, a2) ∈
E(A) to (x · a1 + z · a2, y · a1 + w · a2) ∈ E(A). In other words, matrices in
Bu3 treat the pairs in E(A) as row vectors.
Definition (Geometric Module). A geometric module is a Λ-module A
which is finitely generated over Z together with a distinguished orbit of
finite size in E(A).
For any finite index subgroup H ⊂ Bu3, there is a distinguished pair
(e1, e2) ∈ E(A(H)) defined by the standard basis of Λ
2. This distinguished
pair determines a geometric structure on A(H). Let H ′ be another subgroup
conjugate to H, i.e. H = bHb−1 for some b ∈ Bu3, and let (e′1, e
′
2) denote the
distinguished pair in E(A(H ′)). The automorphism of Λ2 defined by (u 7→
b ·u) descends to an isomorphism A(H)→ A(H ′). Under this isomorphism,
(e1, e2) is sent to (e
′
1, e
′
2) · b, hence the geometric structure is respected.
Moreover, this structure is valid, i.e. A(H) is finitely generated over Z
by Lemma 2.2 and the distinguished orbit is of finite size, since the first
statement in Lemma 1.1(1) implies that the stabilizer of this orbit is of
finite index. We now prove Lemma 1.1(1).
Proof of Lemma 1.1(1). Let h =
(
x y
z w
)
be an arbitrary element in H and
let (e1, e2) denote the distinguished pair in E(A(H)). Then,
x·
[
1
0
]
+z ·
[
0
1
]
=
[
x
z
]
= h·
[
1
0
]
≡
[
1
0
]
(mod U(H)), hence x·e1+z ·e2 = e1.
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Similarly, y · e1 +w · e2 = e2. Therefore, (e1, e2) · h = (e1, e2), which implies
the first statement in (1), i.e. H ≺ H(A(H)).
For the second statement in (1), let (e1, e2) be any pair in the distin-
guished orbit of E(A), let H(A) refer to the (genuine) stabilizer of (e1, e2)
for the moment and let U denote the kernel of the Λ-module epimorphism
Λ2 ։ A which takes the standard basis to (e1, e2). For any h =
(
x y
z w
)
∈
H(A), one has
x · e1 + z · e2 = e1, hence h ·
[
1
0
]
=
[
x
z
]
= x ·
[
1
0
]
+ z ·
[
0
1
]
≡
[
1
0
]
(mod U)
and similarly h ·
[
0
1
]
≡
[
0
1
]
(mod U). Therefore, for any h ∈ H(A), one has
(h− 1) · Λ2 ⊂ U , hence U(H(A)) ⊂ U . This implies A(H(A))։ A.
Now, we conclude by showing the two implied statements. On the one
hand, H ≺ H(A(H)), hence A(H) ։ A(H(A(H))). On the other hand,
A(H(A(H)))։ A(H). Therefore, A(H) ∼= A(H(A(H))). Similarly, on the
one hand, A(H(A))։ A, hence H(A(H(A))) ≺ H(A). On the other hand,
H(A) ≺ H(A(H(A))). Therefore, H(A) ∼ H(A(H(A))).
Before proving Lemma 1.1(2), we characterize finite m-local modules.
Definition (m-local module). Let m ⊂ Λ be a maximal ideal. A finite
Λ-module A is called m-local if mn annihilates A for sufficiently large n.
Remark 2. The name m-local is suitable since these are all the finite mod-
ules on which the action of any element of Λrm is invertible.
In the course of the proof, we also show that m-local monodromy caps
are well-defined.
Proof of Lemma 1.1(2). Let (e1, e2) be any pair in the distinguished orbit
of E(A) and throughout this proof, for any quotient A′ of A, let H(A′) refer
to the (genuine) stabilizer of the projection of (e1, e2) in E(A
′).
Let A(n) denote the quotient A/nA for any positive integer n. Note
that A(n) is finite since A is finitely generated over Z. Hence, it uniquely
decomposes as a direct sum A(n) =
⊕
Am(n) where there is one m-local
component for each maximal ideal m ⊂ Λ. Clearly, all but finitely many
of these components are trivial. Then, one has E(A(n)) =
∏
E(Am(n)),
therefore H(A(n)) =
⋂
H(Am(n)). Note that H(A) ⊂ H(A(n)) for all n and
H(Am(n
′)) ⊂ H(Am(n)) whenever n divides n′.
For a fixed maximal ideal m, consider some n such that H(Am(n))
has greatest possible index. Then, H(Am(n)) is independent of n because
H(Am(n)) = H(Am(n
′)) for all multiples n′ of n. Hence we define Hm(A)
as H(Am(n)); this is clearly consistent with the properties mentioned in the
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introduction. Moreover, changing the pair (e1, e2) only conjugates Hm(A),
thus it is well-defined up to conjugacy.
We now show that there exists a value n for which H(A) = H(A(n)).
This holds if the distinct pairs in the distinguished orbit of E(A) project
to distinct pairs in E(A(n)). The distinguished orbit is of finite size, thus
we simply want to ensure that a particular finite set S of nonzero elements
of A remain nonzero in A(n). Since A is finitely generated over Z, for any
a 6= 0 ∈ A, there exists a positive integer k such that a 6≡ 0 (mod kA).
Choose such a value k for each element of S and let n be a positive integer
which is divisible by all these chosen values k; this shows the claim. Hence,
H(A) =
⋂
H(Am(n)). Moreover, H(A) ⊂ Hm(A) ⊂ H(Am(n)), therefore
H(A) =
⋂
Hm(A).
Since the question we seek to answer is to understand the Alexander
modules of genus-zero subgroups, our first goal to find all primitive sub-
groups of genus zero. We now describe a procedure toward this goal.
The Procedure: From now on, we consider finite m-local modules only.
Every time we have such a module A, we first determine all the orbits of
genus zero in the Γ-set c(E(A)). Then, we determine the monodromy caps
of the genus-zero orbits. We briefly denote c(E(A)) by C(A).
3.1 Finite m-local Modules
In this section, we mention some properties of finite m-local modules and fix
some notation. First, m always refers to a maximal ideal of Λ. Whenever
m refers to a particular ideal (which depends on the context), k denotes
the residue field Λ/m, p denotes the characteristic of k and N denotes the
multiplicative order of −t ∈ k∗.
By Nakayama’s Lemma, a subset {a1, a2, . . . , an} of a finite m-local mod-
ule A generates A if and only if its projection generates the vector space
A⊗k = A/mA. Nakayama’s Lemma applies because A can be considered as
a module over the local ring Λ/mn. Note that we only consider modules with
dim(A ⊗ k) ≤ 2, for E(A) is otherwise empty. In the case dim(A ⊗ k) = 1,
the module A can be generated by one element, hence it is cyclic. In the
case dim(A⊗ k) = 2, a pair (a1, a2) of elements is in E(A) if and only if a1
and a2 project to linearly independent nonzero vectors in A⊗ k. We briefly
call the modules in the latter class wheels. We discuss the modules in the
former class in a separate section.
3.1.1 Modules with dim(A⊗ k) = 1
The modules in this class can be replaced with rings. Let A be a module in
this class and let R denote the quotient (as a ring) of Λ by the annihilator
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of A. Since A is cyclic, it is isomorphic to R as a Λ-module. Conversely, the
quotient of Λ by any ideal which contains some power of a maximal ideal is a
module in this class. Therefore, from now on, we only consider the rings R.
Moreover, we agree that the word ring always refers to a ring of this type.
Whenever we consider a ring R, we denote by m the image of m ⊂ Λ in R,
i.e. the unique maximal ideal of R. Note that the unique maximal ideal m
is nilpotent. Moreover, another simplification is available; in the procedure
described above, the Γ-set C(R) can be replaced with another Γ-set related
to the projective line over R, which has much fewer edges.
Definition (Projective Line). Let R be an (arbitrary) commutative ring
with 1 and let R∗ denote the group of invertible elements inR. The projective
line over R, denoted by P1(R), is the set defined as follows:
P
1(R) := {(x, y) | x, y ∈ R and R = Rx+Ry}upslope(x, y) ∼ (ux, uy) for all u ∈ R∗
For a ring R (as above), the projective line P1(R) is naturally equal to
the underlying set of E(R)/R∗. Since t ∈ R∗, the set P1(R) is a quotient of
C(R), hence it is naturally a right Γ-set. Instead of considering C(R) in the
procedure above, we consider P1(R), together with an extra structure which
carries information about the ramification of the regular (Galois) covering
C(R) → P1(R). Namely, we give each vertex and each region in P1(R) a
weight which is equal to the multiplicative inverse of the ramification index
of any vertex or region in its preimage under the covering C(R)→ P1(R), i.e.
the ratio of the size of the preimage to the degree of the covering. We denote
the projective line with this extra structure by P(R). Then, we denote the
composed surjection E(R) → C(R) → P(R) by pc, hence a typical edge in
P(R) by pc(r1, r2). The following lemma justifies the replacement of C(R)
by P(R). We define the Euler characteristic of an orbit in P(R) as the sum
of weights over the vertices and the regions minus the number of edges in
the orbit.
Lemma 3.1. Let Ω be any orbit in P(R). All orbits in the Bu3-set pc
−1(Ω)
are isomorphic, i.e. Ω corresponds to a well-defined monodromy cap. Thus,
let g denote the genus of the monodromy cap, i.e. the genus of any orbit in
c(pc−1(Ω)) ⊂ C(R), let d denote the degree of the covering from any such
orbit to Ω and let χ(Ω) denote the Euler characteristic of Ω. Then,
2− 2g = d · χ(Ω).
In particular, g = 0 if and only if χ(Ω) > 0.
Proof. For the first statement, observe that, if pc(r1, r2) = pc(r
′
1, r
′
2), the
elements (r1, r2) ∈ E(R) and (r
′
1, r
′
2) ∈ E(R) are related by a scaling fac-
tor, hence their stabilizers in Bu3 are the same. Then, let Ω˜ be any orbit
in c(pc−1(Ω)) ⊂ C(R). One immediately concludes the equality here by
applying the first equality in Lemma 2.1 to Ω˜.
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We now describe a standard way of choosing the pair of elements to
denote an edge in P(R), although we do not restrict ourselves to this
standard notation in the rest. Any edge is denoted by pc(r1, r2), where
(r1, r2) ∈ E(R), i.e. r1, r2 ∈ R and at least one of r1, r2 is in R
∗. If
r1 ∈ R
∗, one has pc(r1, r2) = pc(1, r2r1 ). If r1 ∈ m, then r2 ∈ R
∗ and
one has pc(r1, r2) = pc(
r1
r2
, 1). Therefore, any edge can be denoted in the
form of either pc(1, r) for some r ∈ R or pc(m, 1) for some m ∈ m. It is
clear that this form is unique for each edge. In particular, the number of
edges in P(R) is given by |R|+ |m| = (|k|+ 1) · |m|.
Remark 3. Let m∗ denote the kernel of the group epimorphism R∗ ։ k∗.
Then, m∗ is a p-group, hence R∗ naturally splits as R∗ = m∗ ⊕ k∗. One can
see this as follows: let n be such that mp
n
= 0, then (1 +m)p
(pn+n)
= 1 for
all m ∈ m.
3.1.2 Rings and Wheels with N = 1
In the case N = 1, we use the following brief notation throughout the text:
λ := −1− t,
ωℓ := (−t)
pℓ−1 + (−t)p
ℓ−2 + . . . =
pℓ−1∑
i=0
(−t)i for ℓ ≥ 0,
δℓ := (−t)
pℓ−1·(p−1) + (−t)p
ℓ−1·(p−2) + . . . =
p−1∑
i=0
(−t)p
ℓ−1·i for ℓ ≥ 1.
Whenever we speak of a ring, the notation above refers to elements of
the ring and whenever we speak of a wheel, they refer to elements of Λ.
Then, note that λ ∈ m and δℓ ∈ m.
In the case of rings, we use the following additional notation: For any
a ∈ R, let ℓ0(a) denote the value for which ωℓ · a(a − λ) = 0 if and only
if ℓ ≥ ℓ0(a). This is well-defined because ωℓ = ωℓ−1δℓ. Let ℓ0 denote the
common value of ℓ0(u) for any u ∈ R r m. Note that ωℓ = 0 if and only if
ℓ ≥ ℓ0. For any m ∈ m, let ℓ
′
0(m) denote the non-negative value for which
(−1)p
ℓ0(m)+ℓ · (1 + ωℓ0(m)+ℓ · (λ −m)) ∈ 〈t〉 ⊂ R
∗ if and only if ℓ ≥ ℓ′0(m).
This is also well-defined since (1 + ωℓ+1(λ−m)) = (1 + ωℓ(λ−m))
p for all
ℓ ≥ ℓ0(m). When p > 2, the definition of ℓ
′
0(m) can be simplified. Note that
(−1)p
ℓ0(m)+ℓ = −1 ∈ k∗ and (1 + ωℓ0(m)+ℓ · (λ −m)) ∈ m
∗ with respect to
the decomposition R∗ = m∗⊕ k∗. The element −1 ∈ k∗ is necessarily in 〈t〉,
since t projects to −1 ∈ k∗. Thus, (1 + ωℓ0(m)+ℓ · (λ−m)) ∈ 〈1 + λ〉 if and
only if ℓ ≥ ℓ′0(m).
Finally, note that, since t projects to −1 ∈ k∗, one simply has k = Fp.
18
3.2 Restrictions on the Primitive Subgroups
In this section, we establish general formulae about the primitive subgroups.
These formulae indicate that the primitive subgroups are very restricted,
motivating the expectation that the genus-zero primitive subgroups will be
classified soon. The formulae are about the number of monovalent vertices
and the sizes of the regions in C(W ) for a wheelW , and in P(R) for a ring R.
With these formulae, one can compute the genus, or the Euler characteristic,
of an orbit by the second equality in Lemma 2.1. In the next section, we
do these computations frequently and determine all the monodromy caps of
genus zero in the case N = 1, p 6= 2. Note that, when applying Lemma 2.1
to find the Euler characteristic of an orbit in P(R), one must consider only
the unramified monovalent vertices, i.e. those of weight 1. We call such
monovalent vertices complete. Now, we describe the Γ-action on C(A) for a
module A.
Let an edge in C(A) be represented by a pair (a1, a2) ∈ E(A), i.e. the
edge is denoted by c(a1, a2). Then, the elements X,Y, Y X ∈ Γ act on this
edge according the following formulae, which are self-evident.
c(a1, a2) ·X = c((a1, a2) · (t
−1
X)) = c(a2,−a1 − a2)
c(a1, a2) · Y = c((a1, a2) · (t
−1
Y)) = c(−ta2,−a1)
c(a1, a2) · Y X = c(−ta2,−a1) ·X = c(−a1, ta2 + a1)
3.2.1 Monovalent Vertices
Lemma 3.2. Let W be a wheel. Then, there is no monovalent vertex in
C(W ).
Proof. There is an epimorphismW ։ k2, hence an induced covering C(W )→
C(k2); thus, it is enough to show that C(k2) contains no monovalent vertex,
i.e. no edge fixed by X or Y . Just by comparing the first coordinates, we see
that (a1, a2) ∈ E(k
2) is not in the same t · 1-orbit as (a2,−a1 − a2) ∈ E(k
2),
thus no edge is fixed by X. Similarly by comparing the first coordinates, we
see that no edge is fixed by Y .
Lemma 3.3. Let R be a ring.
(1) A complete monovalent black vertex in P(R) consists of an edge c(1, r)
where r ∈ 〈t〉 and r2 + r + 1 = 0.
(2) A complete monovalent white vertex in P(R) consists of an edge c(1, r)
where −r ∈ 〈t〉 and r2 = 1
t
.
Consequently, the number of complete monovalent black vertices is at most
3. If p 6= 3, the number is 2 if 3 | N and 0 otherwise. The number of
complete monovalent white vertices is at most 1. If p 6= 2, the number is 1
if N ≡ 2 (mod 4) and 0 otherwise.
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Proof. The complete monovalent black vertices in P(R) are counted by the
solutions of the equations c(1, r) = c(1, r) ·X = c(r,−r − 1) and c(m, 1) =
c(m, 1) · X = c(1,−m − 1). Clearly, the second equation has no solution
m ∈ m, while the first equation is satisfied if and only if r2 + r + 1 = 0 and
r ∈ 〈t〉 ⊂ R∗. The equality r2+ r+1 = 0 implies r3 = 1, therefore there are
at most 3 such vertices (those elements in the cyclic group 〈t〉 with order
dividing 3). Moreover, in the case p 6= 3, the equality r2 + r + 1 = 0 holds
if and only if r is of order 3. Therefore, the number of such vertices is 2 if
3 | ord(t) and 0 otherwise.
Similarly, the complete monovalent white vertices in P(R) are counted
by the solutions of the equations c(1, r) = c(1, r) · Y = c(−tr,−1) and
c(m, 1) = c(m, 1) · Y = c(−t,−m). As above, the second equation has no
solution m ∈ m, while the first equation is satisfied if and only if r2 = 1
t
and −r ∈ 〈t〉 ⊂ R∗. If ord(t) is even, 〈t2〉 is properly contained in 〈t〉, hence
there is no such vertex. If ord(t) is odd, there is a unique square root of 1
t
in the cyclic group 〈t〉, hence there is 1 such vertex. Note that, in the case
p 6= 2, ord(t) is odd if and only if N ≡ 2 (mod 4).
3.2.2 Regions
The lemmas in this section concern the regions in C(W ) or P(R), in the case
N = 1 only. It is easy to establish corresponding results for N > 1, but we
prefer not to include them here as they are not relevant.
We begin with a characterization of the orbits in the Bu3-set E(k
2).
There is a natural identification E(k2) = GL(2,k) of underlying sets as
follows: any element is E(k2) is a pair of linearly independent nonzero vectors
in k2, hence it is identified with the matrix formed by putting the two
vectors side by side as column vectors. This identification of sets allows a
natural interpretation of the Bu3-action on GL(2,k); it is essentially matrix
multiplication on the right. Here, in order to multiply a matrix in Bu3
with a matrix in GL(2,k), one first evaluates the former at t = −1 (since
t acts as −1 on k2), then reduces it modulo p. In other words, Bu3 acts
on GL(2,k) via the composed epimorphism Bu3 ։ SL(2,Z) ։ SL(2,k).
Therefore, the orbits in E(k2) = GL(2,k) are the cosets of SL(2,k), i.e.
they are characterized by the value of the determinant.
We now define a particular surjective function r : C(k2) → C(k), which
is useful in describing the regions in C(k2). This function r is not induced
by any epimorphism k2 ։ k; in fact, r does not even commute with the
action of Γ, it is simply a function between the underlying sets. The precise
definition is as follows: r(c(v1, v2)) = c(v1) for any (v1, v2) ∈ E(k
2). Note
that c(v1) is meaningful when we treat v1 as a pair of elements of k.
Lemma 3.4. Let W be a wheel such that N = 1. Then, one has the follow-
ing:
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(1) The size of any region in C(W ) is a power of p.
(2) The size of any region in C(k2) is equal to p. Two edges c1, c2 ∈ C(k
2)
are in the same region if and only if they are in the same orbit and
r(c1) = r(c2). The function r remains surjective when it is restricted to
any orbit in C(k2).
Proof. Let c(a1, a2) be any edge in C(W ). Then, c(a1, a2)·Y X = c(−a1, ta2+
a1), therefore, c(a1, a2) · (Y X)
pℓ = (−1)p
ℓ
· c(a1, (1 + ωℓλ) · a2 −ωℓ · a1). For
sufficiently large ℓ, one has ωℓ ·W = 0, hence c(a1, (1 +ωℓλ) · a2−ωℓ · a1) =
c(a1, a2). Moreover, the factor of (−1)
pℓ can be ignored since, for p > 2, a
certain power of t acts on W as −1; whereas for p = 2, one has (−1)p
ℓ
= 1.
Thus, c(a1, a2) · (Y X)
pℓ = c(a1, a2) for sufficiently large ℓ, which proves (1).
For the first statement in (2), first observe that ω1 annihilates the wheel
k2, therefore the size of any region is at most p. Secondly, t acts on k2 as −1,
hence c(a1, a2) ·Y X = c(−a1, a1− a2) = c(a1, a2− a1) 6= c(a1, a2), therefore
the size of any region is greater than 1 (at least p). The inequality here can
be shown by comparing the second coordinates and noting that they are not
in the same t · 1-orbit.
The equality c(a1, a2) · Y X = c(a1, a2 − a1) shows that r(c1) = r(c2)
for two edges c1, c2 in the same region. Moreover, two edges in the same
region are clearly in the same orbit. The other statements are immediate
consequences of simple facts of linear algebra once we have the above char-
acterization of the orbits in the Bu3-set E(k
2). The function r is surjective
when restricted to any orbit, because keeping the first column of a matrix
in GL(2,k) fixed, one can arrange the second column to obtain an arbitrary
value of the determinant. Similarly, r(c1) = r(c2) implies that c1 and c2 are
in the same region provided that they are in the same orbit, becuase keeping
the first column and the determinant of a matrix in GL(2,k) fixed, one can
vary the second column only by adding the multiples of the first column.
Lemma 3.5. Let R be a ring such that N = 1. The sizes and the weights
of the regions in P(R) are as follows:
(1) For any r ∈ R, the size of the region which contains pc(1, r) ∈ P(R) is
pℓ0 and the weight is 1 (the region is unramified).
(2) For any m ∈ m, the size of the region which contains pc(m, 1) ∈ P(R)
is pℓ0(m) and the weight of this region is p−ℓ
′
0(m).
Proof. As in the proof of the previous lemma, one has pc(1, r) · (Y X)p
ℓ
=
(−1)p
ℓ
· pc(1, (1 + ωℓλ) · r − ωℓ) = pc(1, r + ωℓ(λr − 1)). Clearly, pc(1, r +
ωℓ(λr− 1)) = pc(1, r) if and only if ωℓ(λr− 1) = 0. The latter is equivalent
to ωℓ = 0 since (λr−1) ∈ R
∗, which holds if and only if ℓ ≥ ℓ0. In summary,
pc(1, r) · (Y X)p
ℓ
= pc(1, r) if and only if ℓ ≥ ℓ0. Moreover, the equality
c(1, r) · (Y X)p
ℓ0 = c(1, r) similarly holds. This finishes the proof of (1).
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Similarly, pc(m, 1) ·(Y X)p
ℓ
= (−1)p
ℓ
·pc(m, 1+ωℓλ−ωℓ ·m) = pc(m, 1+
ωℓ(λ−m)). Now, pc(m, 1+ωℓ(λ−m)) = pc(m, 1) if and only if (1+ωℓ(λ−
m)) ·m = m, that is, ωℓ ·m(m−λ) = 0, which holds precisely for ℓ ≥ ℓ0(m).
Then, c(m, 1)·(Y X)p
ℓ0(m)+ℓ = (−1)p
ℓ0(m)+ℓ ·c(m, 1+ωℓ0(m)+ℓ ·(λ−m)). Thus,
c(m, 1) · (Y X)p
ℓ0(m)+ℓ = c(m, 1) if and only if (−1)p
ℓ0(m)+ℓ · (1 + ωℓ0(m)+ℓ ·
(λ−m)) ∈ 〈t〉 ⊂ R∗, which holds precisely for ℓ ≥ ℓ′0(m). This finishes the
proof of (2).
4 The Proof of the Main Theorem
In this section, we give a summarized proof of Theorem 1.2. The proof
contains many statements which combine to give the theorem. These state-
ments are roughly of two kinds: the “finite” ones, such as those which are
about properties of the monodromy caps of particular finite m-local modules
and the “infinite” ones, such as those which state that the monodromy caps
of all modules which satisfy a certain condition (an infinite class of modules)
are of positive genus. In the summarized proof we give in this section, we
explicitly prove the infinite statements; whereas we leave the proofs of the
finite statements to the reader, indeed it is easy to verify them using the
information contained in the previous sections.
We begin with an observation: For any prime p, the Γ-set P(k) is a
single orbit. For a proof of this, note that P(k) consists of a unique region
of size p and a unique region of size 1 by Lemma 3.5; then, it is only left to
show that the edge in the region of size 1, namely pc(0, 1), is not fixed by
X ∈ Γ. In what follows, the main statements are given in italics.
There is no primitive subgroup of genus zero for p > 7. Since any finite
m-local module admits an epimorphism onto k, it is enough to show that
χ(P(k)) ≤ 0. Indeed, there is no complete monovalent vertex in P(k) by
Lemma 3.3, hence χ(P(k)) = −p+16 + 2 ≤ 0. Therefore, we consider the
remaining modules in three main cases: p = 7, p = 5 and p = 3.
4.1 The case p = 7
For p = 7, there is no primitive subgroup of genus zero coming from wheels
or rings other than k and k[λ]/λ2. For wheels, it is enough to observe
that all orbits in C(k2) are of positive genus, because any wheel admits
an epimorphism onto k2. For rings, note that any ring other than the
aforementioned ones admits an epimorphism onto at least one of these: k[λ]/
λ3, Z49[λ]/(λ− 7k) and Z49[λ]/〈7λ, λ
2 − 7k〉 for some k = 0, 1, . . . , 6. Then,
one simply checks that there is no orbit of positive Euler characteristic in
P(k[λ]/λ3), P(Z49[λ]/(λ−7k)) or P(Z49[λ]/〈7λ, λ
2−7k〉) for any value of k.
Finally, there are three orbits in P(k[λ]/λ2), each of which has positive Euler
characteristic. The monodromy caps of these orbits are distinct; they are
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H1(7, 1),H2(7, 1) and H3(7, 1). The monodromy cap of P(k) is H(7, 0).
4.2 The case p = 5
For p = 5, there is no primitive subgroup of genus zero coming from wheels
which are not annihilated by ω1. Let W be such a wheel; we can replace W
with W/ω2 if necessary, hence assume that W is annihilated by ω2. Let Ω
be an orbit in C(W ); we will show that the number of regions in Ω is less
than 16 · |Ω|, which lets one conclude g(Ω) > 0 since there is no monovalent
vertex in Ω. Note that the size of any region is 5 or 25. If an edge c(a1, a2)
is contained in a region of size 5, then c(a1, a2) = c(a1, a2+ ω1(λ · a2 − a1)).
This implies either ω1(a1−λ ·a2) = 0 or ((1+λ)
5n−1) ·a1 = 0 for some n for
which (1 + λ)5
n
− 1 does not annihilate W . Each equation implies that the
projection of a1 to k
2 is contained in a certain 1-dimensional subspace, since
these equations do not identically hold in W and any two elements which
project to linearly independent vectors generate W . Overall, out of the 24
nonzero vectors in k2, at most 8 of them (union of two distinct 1-dimensional
spaces) can be equal to the projection of a1. Let Ω
′ be the image of Ω under
the covering C(W )→ C(k2). The restriction on a1 is equivalently expressed
as follows: at most 4 out of the 12 regions in Ω′ can be the image of the
region which contains c(a1, a2). This shows that at least two thirds of the
edges in Ω are contained in regions of size 25. Hence, the number of regions
is bounded by 15 ·
1
3 · |Ω|+
1
25 ·
2
3 · |Ω| <
1
6 · |Ω|.
For a wheel W annihilated by ω1, any monodromy cap is H˜(5) if W = k
2
and any monodromy cap is I˜(5) otherwise. First, observe that all regions
in C(W ) are of size 5, hence any orbit is of genus zero and is isomorphic to
its image in C(k2). Moreover, t−5 · (YX)5 ≡ 1 (mod ω1), i.e. it stabilizes all
pairs in E(W ); hence, the monodromy cap of an orbit is uniquely determined
once its depth is known. Since t5 + 1 = −ω1λ annihilates W , the depth of
any monodromy cap is either 2 or 10; in fact, the depth is 2 if and only if
W = k2.
For a ring R in which ω1 6= 0, there is no orbit of positive Euler char-
acteristic in P(R) unless R = Z25[λ]/(λ − 5k) for some k = 1, 2, 3, 4. The
primitive subgroups coming from these exceptional rings are accordingly de-
noted by H(25; a) where a = −5k − 1. For the other rings, first suppose
that λ 6∈ Rω1. By replacing R with R/〈5ω1, ω1λ〉 if necessary, we assume
that 5ω1 = ω1λ = 0 ∈ R, hence ω2 = 0. A region in P(R) which is of size
1 and weight 1 must consist of an edge pc(m, 1) where 1 + λ−m ∈ 〈1 + λ〉
and m(m− λ) = 0. The first condition alone shows that all such edges are
distinct modulo ω1, because 〈1 + λ〉 = {1, 1 + λ, . . . , (1 + λ)
4} and λ 6≡ 0
(mod ω1). Now, let Ω be an orbit in P(R) and Ω
′ be its image under the
5-fold covering P(R)→ P(R/ω1). If Ω contains regions of size 1 and weight
1, they all project to distinct regions in Ω′, hence there are at most d such
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regions where d is the degree of the covering Ω′ → P(k). This is because
all such regions must project to the unique region of size 1 in P(k). On the
other hand, note that there are exactly d regions of size 5 in Ω′; namely,
those which project to the unique region of size 5 in P(k). The correspond-
ing regions in Ω are of size 25, which implies that the covering Ω → Ω′ is
5-fold and that there are exactly d regions of size 25. Finally, the degree
of the covering Ω → P(k) is 5d, hence |Ω| = 30d. As a consequence of
all of this, the sum of weights over the regions in Ω is bounded above by
d + 4d5 + d <
|Ω|
6 . Since there is no complete monovalent vertex in P(R),
one concludes χ(Ω) < 0. Now suppose that λ ∈ Rω1. This requires that
R = Z5n for some n ≥ 2 and λ = 5k. Then, it is only left to check that
P(R) is a single orbit of negative Euler characteristic when n = 3 with any
value of λ or when n = 2 with λ = 0.
If ω1 = 0 ∈ R, except the cases R = k and R = k[λ]/λ
2, the monodromy
cap of any orbit in P(R) but one is I˜(5) and the monodromy cap of this
orbit is I(5, 1). First, note that λ2 6= 0, otherwise R must be one of the
two exceptional rings. Hence, there are only two regions in P(R) with size
1 and weight 1; namely, pc(0, 1) and pc(λ, 1). Because, these are the only
values m which satisfy 1 + λ −m ∈ 〈1 + λ〉 = {1, 1 + λ, . . . , (1 + λ)4} and
m(m − λ) = 0. Moreover, these two edges are in the same orbit. Then,
it is easy to deduce that the the monodromy cap of this orbit is uniquely
determined, by arguments very similar to those in the case of the wheels.
Any other orbit consists of regions which are either of size 5 or of size 1 but
weight 15 . Hence, in the preimages of these orbits in C(R), all regions are of
size 5. Then, by similar arguments again, one deduces that the monodromy
caps of all these orbits are I˜(5), which was defined above. Finally, there are
three orbits in P(k[λ]/λ2). The monodromy cap of one of these orbits is
I(5, 1) and that of the other two orbits are distinct; they are H1(5, 1) and
H2(5, 1). The monodromy cap of P(k) is H(5, 0).
4.3 Wheels with p = 3
For a wheel W not annihilated by ω1, there is no orbit of genus zero in C(W )
unless W = Z9 ·e1⊕Z3 ·e2 with λ ·e1 = 0 and λ ·e2 = −3e1. The monodromy
cap of this exceptional wheel is denoted by H˜(9). For the other wheels, we
will show the statement in a similar way to the case of p = 5. By replacing
W with W/ω2 if necessary, we assume that ω2 annihilates W . Let Ω be an
orbit in C(W ) and Ω′ be its image in C(k2). The size of any region in Ω is 3 or
9, where only 2 out of the 4 regions in Ω′ can be the image of a region of size
3 in Ω. First suppose that only 1 out of the 4 regions are as such. Then, the
number of regions in Ω is less than or equal to 13 ·
1
4 ·|Ω|+
1
9 ·
3
4 ·|Ω| =
1
6 ·|Ω|, hence
g(Ω) > 0. Now suppose that exactly 2 out of the 4 regions are as such. In
other words, Ω contains edges c(a1, a2) and c(b1, b2) such that both of these
edges lie in regions of size 3 and a1 and b1 project to linearly independent
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vectors in k2. As in the case p = 5, there are two equations such that each
of these two edges must satisfy at least one of them. The two edges cannot
satisfy the same equation since a1 and b1 project to linearly independent
vectors, hence w.l.o.g we assume the following: ω1(a1 − λ · a2) = 0 and
((1 + λ)3
n
− 1) · b1 = 0, ((1 + λ)
3n − 1) · b2 = ω1(λ · b2 − b1) for some n. If
n > 0, the last equation can be rearranged as ω1(b1 + λ(
ωn
ω1
− 1) · b2) = 0,
but this is impossible since ω1(a1 − λ · a2) = 0. Therefore, n = 0 and one
has λ · b1 = 0 and ω1 · b1 = (ω1 − 1)λ · b2. The last equation implies, in
particular, that λ2 annihilates W because λ2 · b2 = (ω1 − 1)
−1 · ω1λ · b1 = 0.
Here, (ω1 − 1)
−1 is meaningful because even though (ω1 − 1) may not be
invertible in Λ, its action on W is invertible. This allows one to replace
ω1 = 3 + 3λ + λ
2 by 3(1 + λ) in the equations. Hence, by introducing the
brief notation a′1 = (1+ λ) · (a1−λ · a2) and b
′
2 = (1+ λ)
−1 · (ω1− 1) · b2, we
re-express the equations as follows: 3a′1 = 0, λ ·b1 = 0 and 3b1 = λ ·b
′
2. Since
a′1 and b1 generateW , one can write b
′
2 = φ1 ·a
′
1+φ2 ·b1 for some φ1, φ2 ∈ Λ;
moreover, φ1 6∈ m since b1 and b
′
2 project to linearly independent vectors.
Finally, let e1 denote b1 and e2 denote −φ1 · a
′
1, then e1 and e2 generate W
and the equations take the form 3e2 = 0, λ · e1 = 0,−3e1 = λ · e2; which
shows that W is the exceptional wheel introduced in the beginning.
For a wheel W annihilated by ω1, any monodromy cap is H˜(3) if W =
k2 and any monodromy cap is I˜(3) otherwise. This is proven in a way
completely analogous to the case p = 5.
4.4 Rings with p = 3
For a ring R in which ω2 6= 0, there is no orbit of positive Euler character-
istic in P(R) unless R = Z27[λ]/(λ − 3k) for some k = 1, 2, 4, 5, 7, 8. The
primitive subgroups coming from these exceptional rings are accordingly de-
noted by H(27; a) where a = −3k−1. For the other rings, first suppose that
ω1λ 6∈ Rω2. By replacing R with R/〈3ω2, ω2λ〉 if necessary, we assume that
3ω2 = ω2λ = 0 ∈ R, hence ω3 = 0. If P(R) contains a complete monovalent
vertex, there is r ∈ 〈t〉 such that r2 + r + 1 = 0. The candidates for this
equation are {1, 1+ω1λ, (1+ω1λ)
2}, but (1+ω1λ)
2+(1+ω1λ)+1 = δ2 6= 0.
Hence, one necessarily has 3 = 1 + 1 + 1 = 0 ∈ R. In this case, ω2 = λ
8,
thus R = k[λ]/λ9; then, there is no orbit of positive Euler characteristic in
P(R). Henceforth, we assume that P(R) contains no complete monovalent
vertex. Let Ω be an orbit in P(R), let Ω′ be its image in P(R/ω2) and let d
be the degree of the covering Ω′ → P(k). As in the case p = 5, Ω contains
at most d regions of size 1 and weight 1, it contains exactly d3 regions of size
27 and the covering Ω→ Ω′ is 3-fold. Consequently, the sum of weights over
the regions in Ω is less than or equal to d+ 2d3 +
d
3 =
|Ω|
6 , hence χ(Ω) ≤ 0.
Now suppose that ω1λ ∈ Rω2, but λ 6∈ Rω1. As before, we assume
3ω2 = ω2λ = 0 ∈ R, hence ω3 = 0. The assumption of ω1λ ∈ Rω2 requires
that R · ω2 = R · 3ω1, hence 9ω1 = 0 and ω1λ = 3kω1 for some k = 0, 1, 2.
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This can be seen as follows: ω1λ = ω2φ = ω1δ2φ for some φ ∈ R, hence a
rearrangement of the equality δ2 = 3+3ω1λ+ω
2
1λ
2 yields ω1δ2(1−ω
2
1φ
2δ2) =
3ω1(1 + ω1λ). As before, there is no complete monovalent vertex in P(R),
since 3 6= 0, δ2 6= 0 and ω1 6= 0. Now, let Ω be an orbit in P(R), let Ω
′ be its
image in P(R/ω1) and let d be the degree of the covering Ω
′ → P(k). Thus,
Ω contains at most 3d regions of size 1 and weight 1, it contains exactly d
regions of size 27 and the covering Ω → Ω′ is 9-fold. Therefore, the sum
of weights over the regions in Ω is less than or equal to 3d + 6d3 + d =
|Ω|
6 ,
hence χ(Ω) ≤ 0. Finally, suppose that λ ∈ Rω1. This requires that R = Z3n
for some n ≥ 3 and λ = 3k. Then, it is only left to check that P(R) is a
single orbit of negative Euler characteristic when n = 4 with any value of λ
or when n = 3 with λ = 9k.
For a ring R in which ω2 = 0 but ω1λ
2 6= 0, there is no orbit of positive
Euler characteristic in P(R). Let Ω be an orbit in P(R). First suppose that
Ω contains no region of size 1 and weight 1 and it contains no monovalent
vertex. Let d be the degree of the covering Ω → P(k). Then, Ω contains
exactly d3 regions of size 9, hence the sum of weights over the regions in Ω is
less than or equal to d3+
d
3 =
|Ω|
6 , thus χ(Ω) ≤ 0. Henceforth, we assume that
Ω contains either a region of size 1 and weight 1 or a complete monovalent
vertex. Note that ω1λ
2 6∈ R · 3ω1. Otherwise, one has ω1λ
2 = 3ω1φ for
some φ ∈ R, then δ2 = 3(1 + ω1λ + ω
2
1φ), hence ω1λ
2 = 3ω1φ = δ2ω1(1 +
ω1λ + ω
2
1φ)
−1φ = 0, since δ2ω1 = ω2 = 0. Thus, by replacing R with
the appropriate quotient if necessary, we assume that 3ω1 = ω1λ
3 = 0 ∈ R.
Then, note that λ2 6∈ R·3, hence there is an epimorphismR։ k[λ]/λ3. Now,
let Ω′ be the image of Ω in P(k[λ]/λ3). There are three orbits in P(k[λ]/
λ3) two of which contain regions of size 1 and weight 1, but no monovalent
vertex; while the other one contains complete monovalent vertices, but no
region of size 1. We cover the two cases separately. Let d be the degree of
the covering Ω→ Ω′.
For the former case, first observe that there are only two regions in P(R)
with size 1 and weight 1; namely, pc(0, 1) and pc(λ, 1). Because, these are
the only values m which satisfy 1+λ−m ∈ 〈1+λ〉 = {1, 1+λ, . . . , (1+λ)8}
and m(m− λ) = 0. These two edges project into distinct orbits in P(k[λ]/
λ3), hence Ω contains only one of them. Assume that pc(0, 1) ∈ Ω; we will
not treat the other case since it is completely analogous. Then, Ω′ contains
two more regions of size 1, but these are of weight 13 . It is easy to verify
that the preimage of any of these two regions under the covering Ω → Ω′
contains a region of size greater than 1, hence d > 1. We will now show
that this preimage contains no region of size 1 and weight 13 or of size 3 and
weight 1. For this, it is enough to observe that (1 + ω1(λ −m)) 6∈ 〈1 + λ〉
for any m which projects to ±λ2 ∈ k[λ]/λ3. Indeed, for such m, one has
1+ω1(λ−m) = 1+ω1λ+(±ω1λ
2) 6∈ 〈1+λ〉. Using the observations above,
one can bound the sum of weights over the regions of Ω by d+23 +
2d
9 + d <
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2d = |Ω|6 , hence χ(Ω) ≤ 0. In the latter case, all regions in Ω are of size
9. Because, if m projects to −λ ∈ k[λ]/λ2, then m(m − λ) projects to
−λ2 ∈ k[λ]/λ3, hence ω1 ·m(m−λ) 6= 0. In particular, one has d ≥ 3, hence
|Ω| ≥ 36. Then, since there are at most 3 complete monovalent vertices in
Ω, one deduces χ(Ω) ≤ − |Ω|6 +
|Ω|
9 + 2 ≤ 0.
For a ring R in which ω2 = 0, ω1λ
2 = 0 but ω1 6= 0, except the cases R =
k[λ]/λ3, R = k[λ]/λ4, R = Z9[λ]/λ
2, R = Z9[λ]/〈3λ, λ
2〉 and R = Z9[λ]/
(λ − 3k) for some k = 0, 1, 2, there are exactly two orbits of positive Euler
characteristic in P(R). The monodromy caps of these orbits are I1(9, 1)
and I2(9, 1) if ω1λ = 0 and they are I1(9, 2) and I2(9, 2) otherwise. For
the proof, first note that 3 6= 0 and λ2 6= 0, otherwise R must be one of
the exceptional rings. Moreover, λ 6∈ R · 3, hence there is an epimorphism
R/ω1λ ։ k[λ]/λ
2. Secondly, δ2 = 3 + 3ω1λ + ω
2
1λ
2 = 3(1 + ω1λ), hence
3ω1 = δ2ω1(1 + ω1λ)
−1 = 0. This, in turn, implies δ2 = 3 + 3ω1λ = 3.
Therefore, there is no complete monovalent vertex in P(R) since 3 6= 0,
δ2 = 3 6= 0 and ω1 6= 0. Thus, if an orbit Ω in P(R) contains no region of
size 1 and weight 1, one has χ(Ω) ≤ 0 as above. Hence, let Ω contain such
a region pc(m, 1). Let Ω′ be the image of Ω and pc(m′, 1) be the image of
pc(m, 1) in P(R/ω1λ). Since pc(m
′, 1) is also a region of size 1 and weight
1, one has 1 + λ − m′ ∈ {1, 1 + λ, (1 + λ)2}, i.e. m′ ∈ {0, λ,−λ(1 + λ)}.
Moreover, if m′ = −λ(1+λ), then m(m−λ) 6= 0, hence Ω′ contains pc(0, 1)
or pc(λ, 1). These two edges project into distinct orbits in P(k[λ]/λ2), thus
Ω′ contains only one of them. Then, one simply checks that Ω′ and its
monodromy cap are uniquely determined in either of the two cases; these
primitive subgroups are I1(9, 1) and I2(9, 1). Clearly, if ω1λ = 0 ∈ R, then
Ω = Ω′, hence this case is complete. Otherwise, the covering P(R)→ P(R/
ω1λ) is of degree 3. Then, one simply checks that all three edges in the
preimage of pc(0, 1) ∈ P(R/ω1λ) or pc(λ, 1) ∈ P(R/ω1λ) are in the same
orbit. Completely analagous arguments as above apply in this case as well,
thus one deduces that Ω and its monodromy cap are uniquely determined
in both cases; these subgroups are I1(9, 2) and I2(9, 2).
If R is one of the exceptional rings of the previous paragraph, all or-
bits in P(R) have positive Euler characteristic. There are three orbits in
P(k[λ]/λ3). The monodromy caps of two of these orbits are I1(9, 1) and
I2(9, 1) and that of the other orbit is H
′(9, 1). There are five orbits in
P(k[λ]/λ4). The monodromy caps of two of these orbits are I1(9, 2) and
I2(9, 2) and those of the other three orbits are H
′
1(9, 2),H
′
2(9, 2),H
′
3(9, 2).
There is one orbit in P(Z9[λ]/(λ − 3k)). The monodromy cap is H(9, 0)
when k = 0 and accordingly denoted by H(9; a) with a = −3k − 1 other-
wise. There are three orbits in P(Z9[λ]/〈3λ, λ
2〉). The monodromy caps of
two of these orbits are I1(9, 1) and I2(9, 1) and that of the other orbit is
H(9, 1). There are five orbits in P(Z9[λ]/λ
2). The monodromy caps of two
of these orbits are I1(9, 2) and I2(9, 2) and those of the other three orbits
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are H1(9, 2),H2(9, 2),H3(9, 2).
If ω1 = 0 ∈ R, except the cases R = k and R = k[λ]/λ
2, the monodromy
cap of any orbit in P(R) except two orbits is I˜(3) and the monodromy caps
of these orbits are I1(3, 1) and I2(3, 1). The proof is very similar to the case
p = 5. In summary, the only regions of size 1 and weight 1 are pc(0, 1) and
pc(λ, 1) and these edges are in distinct orbits. Then, one shows as above
that the monodromy caps of these orbits are uniquely determined; they are
I1(3, 1) and I2(3, 1). For any other orbit, the preimage in C(R) consists of
regions of size 3. Similarly, one deduces that the monodromy caps of these
orbits are all I˜(3), which was defined before. Finally, there are three orbits
in P(k[λ]/λ2). The monodromy caps of two of these orbits are I1(3, 1) and
I2(3, 1) and that of the other orbit is distinct; it is H(3, 1). The monodromy
cap of P(k) is H(3, 0).
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