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ABSTRACT
Ultrafast X-ray/XUV transient absorption spectroscopy is a powerful tool for real-time probing of chemical dynamics.
Interpretation of the transient absorption spectra requires knowledge of core-excited potentials, which necessitates assistance
from high-level electronic-structure computations. In this study, we investigate Br-3d core-excited electronic structures of
hydrogen bromide (HBr) using spin-orbit general multiconfigurational quasidegenerate perturbation theory (SO-GMC-QDPT).
Potential energy curves and transition dipole moments are calculated from the Franck-Condon region to the asymptotic limit
and used to construct core-to-valence absorption strengths for five electronic states of HBr (1R0þ ;
3P1; 1P1; 3P0þ ;
3R1) and two
electronic states of HBrþ (2P3=2,
2R1=2). The results illustrate the capabilities of Br-3d edge probing to capture transitions of the
electronic-state symmetry as well as nonadiabatic dissociation processes that evolve across avoided crossings. Furthermore,
core-to-valence absorption spectra are simulated from the neutral 1R0þ state and the ionic
2P1=2;3=2 states by numerically solving
the time-dependent Schr€odinger equation and exhibit excellent agreement with the experimental spectrum. The comprehensive
and quantitative picture of the core-excited states obtained in this work allows for transparent analysis of the core-to-valence
absorption signals, filling gaps in the theoretical understanding of the Br-3d transient absorption spectra.
VC 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5085011
I. INTRODUCTION
X-ray transient absorption spectroscopy is a powerful tool
to study chemical dynamics in systems ranging from gas-phase
molecules to solid-state materials.1,2 Subtle changes in elec-
tronic states are sensitively reflected in the shape of the core-
to-valence absorption signals, which gives X-ray transient
absorption spectroscopy unique capabilities to resolve charge-
state, spin-state, and structural information. Recent develop-
ments in wavelength up-conversion through high-harmonic
generation (HHG)3 have improved the time resolution of X-ray
light sources from tens of femtoseconds down to hundreds of
attoseconds.4–6 The past decade has witnessed great success of
X-ray transient absorption spectroscopy in real-time tracking of
ultrafast chemical dynamics. Examples include electronic
coherence dynamics in rare-gas atoms,7,8 photodissociation or
multi-mode vibrations of gas-phase molecules,9–14 and charge-
carrier dynamics of solid statematerials.15–18
Interpretation of X-ray transient absorption spectra
requires comprehensive pictures of potential energy surfaces,
in both valence and core-excited states. Experimental charac-
terization of the core-excited landscapes is difficult due to the
short autoionization lifetimes inherent to those highly excited
states. Theoretical calculations are therefore needed to predict
and explain the transitions, but there are several challenges in
the computational treatment of core-excited states.19 First,
core-excited states are embedded in an energy-level continuum
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lying above an ionization threshold, and a reduction of the many
configuration state functions to a tractable number is necessary.
Second, for core electrons, especially those in heavy elements,
relativistic effects such as spin-orbit coupling are critical. Third,
calculations have to be robust throughout the reaction coordi-
nates, from the Franck-Condon region through transition states
to the asymptotic limit. As ultrafast X-ray absorption spectros-
copy is becoming a standard experimental technique, computa-
tional tools that can be widely applied for core-excited states
are strongly desired.20–22
Here, we employ the recently developed method of spin-
orbit general multiconfigurational quasidegenerate perturbation
theory (SO-GMC-QDPT)23 and investigate the Br-3d core-
excited electronic structures of hydrogen bromide (HBr). The
M4,5–3d edge of bromine exhibits characteristic absorption
peaks with photon energies in the range of 60–75eV.24 These
signals are readily accessible using HHG-based attosecond
extreme ultraviolet (XUV) light sources, and a series of experi-
ments on molecular dynamics have been reported based on the
Br-3d-edge probing.9,25–28 The target molecule HBr serves as a
benchmark for numerous spectroscopic studies owing to its
simple structure and rich photochemical dynamics. TheUV pho-
tolysis of HBr involves multiple electronic states that become
spectroscopically bright due to intensity borrowing induced by
spin-orbit coupling.29–31 In ionic HBrþ, the ground X 2P1=2;3=2
state exhibits a doublet structure due to spin-orbit splitting,32,33
and predissociation in the excited A 2R1=2 state is also character-
ized.34–37 The goal of this study is to fill the gaps between experi-
ment and theory by providing a comprehensive analysis of the
Br-3d transient absorption signals that evolve during photo-
chemical processes.
II. COMPUTATIONAL DETAILS
The electronic structures of HBr and HBrþ are computed
using the SO-GMC-QDPT code23 implemented in the developer
version of the GAMESS-US program package.38 The GMC-
QDPT is a typical “perturb first, diagonalize second” method
that includes both the non-dynamic and dynamic correla-
tions.39–41 In the SO-GMC-QDPT scheme, the spin-free GMC-
QDPT states are used as multi-electron basis states to calculate
spin-orbit matrix elements. Diagonalization of the spin-orbit
matrix results in energies and wave functions of the states that
are perturbed by the spin-orbit interaction. In all computations,
the ZFK-DK3 relativistic model core potential (MCP) and basis
sets of triple-zeta quality42–45 are used. The MCPs are optimized
to reproduce the integrals related to spin-orbit couplings, and
they remove 12 core electrons from the Br atom. In the
perturbation-treatment step, an energy-denominator shift of
0.01 Hartree is applied for intruder-state avoidance.46,47
A Hartree-Fock self-consistent field (SCF) computation is
performed at the ground-state equilibrium internuclear dis-
tance of Re ¼ 1.41 A˚. The resultant molecular orbitals are used as
initial orbitals for the subsequent state-averaged multi-configu-
rational self-consistent field (SA-MCSCF) computations. Two
active spaces are constructed based on the occupation-
restricted multiple active space (ORMAS) scheme. The valence-
active space is composed of the Br-4p and H-1s orbitals,
containing 6 electrons in 4 orbitals (or 5 electrons in the ionic
case). This is defined as a complete active space, i.e., all excita-
tions are allowed in this space. The core-active space is com-
posed of the Br-3d orbitals, and it is fully occupied containing 10
electrons in 5 orbitals. Single excitations from the core-active
space to the valence-active space are allowed, giving the tar-
geted core-to-valence excitations. Note that Rydberg states are
not included in the active spaces. Since the Br-3d orbitals are
highly contracted in space, they have little overlap with the dif-
fuse orbitals, whose occupations are responsible for the
Rydberg states. As a result, the transition dipole moments
between the valence and core-excited states, those relevant for
the XUV absorption spectrum, are unaffected by the exclusion
of Rydberg states.
The valence electronic structures are computed using the
valence-active space alone, and the core-excited electronic
structures are computed using both the valence- and core-
active spaces. The five Br-3d orbitals are frozen in the SA-
MCSCF step to facilitate convergence.22 In order to obtain the
correct spin-orbit energy splittings (3685cm1 for Br-4p and
8388cm1 for Br-3d orbitals48), effective-nuclear charges Zeff
¼ 35.9 and 39.3 are used for Br in the valence- and the core-
excited-state calculations, respectively. In the present calcula-
tions, the one-electron spin-orbit interaction is described by
the first-order Douglas-Kroll approximation.49,50 The main body
of the two-electron spin-orbit interaction is between the core
and valence active electrons, which can be understood as
screening of the one-electron spin-orbit interaction of the
valence electrons and nuclei.51–54 Therefore, it is safe to incor-
porate this part of the two-electron spin-orbit interaction into
the one-electron spin-orbit operator with an effective nuclear
charge that reflects the screening. Furthermore, the potential
energy curves of the neutral (ionic) core-excited states are
shifted upward by 1.01 (1.05) eV with respect to those of
the valence states so that the experimental 3d!4p excitation
energies in the Br atom (cation) are reproduced.24 These
constant energy shifts are needed because the basis sets are
optimized only for the ground-state atomic energy, not to
accurately reproduce the experimental core-to-valence tran-
sition energies.
III. NEUTRAL ELECTRONIC STATES
In this section, we present the computed results for
neutral HBr. Electronic structures of the valence and core-
excited states are analyzed, after which the core-to-valence
absorption strengths relevant to the UV photolysis are
discussed.
A. Valence states of HBr
Figures 1(a), 1(b) and 1(c), 1(d) show spin-orbit-free and spin-
orbit-coupled potential energy curves of HBr, respectively.
Molecular term symbols SKX are assigned based on the main
compositions in the Franck-Condon region. Atomic-state labels
SPJ for the H and Br atoms are also given in the asymptotic limits.
The valence states of HBr [Figs. 1(b) and 1(d)] arising from
the H(2S)þBr(2P) asymptote have already been well docu-
mented,30,31 and a brief summary is as follows. The ground-
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state electronic configuration of HBr is ½r2p4r0 [Fig. 1(b)]. The
bonding r orbital and the anti-bonding r* orbital consist of the
Br-4pz and H-1s orbitals, and the non-bonding p orbitals are
nearly identical to the atomic Br-4px;y orbitals. The
H(2S)þBr(2P) asymptote gives rise to four molecular states, i.e.,
1Rþ; 3Rþ; 1P, and 3P. Strong spin-orbit coupling in the Br-4p
orbitals splits and mixes the electronic states [Fig. 1(d)]. The
Br(2P) state is split into the upper 2P1/2 and the lower 2P3/2
states (DESO ¼0.46 eV).24 The singlet and triplet state-mixing
by spin-orbit coupling causes more valence electronic states
to be populated in the UV excitation through intensity bor-
rowing. Dipole transitions from the ground 1R0þ state are
allowed into the states with X ¼ 0þ, 1, i.e., 1P1; 3P0þ ; 3P1, and
3R1, while without spin-orbit coupling, only the 1P state would
be optically accessible. Among the spectroscopically bright
states, the 3P1 and
1P1 states correlate with the lower Br(
2P3/2)
asymptote, whereas the 3P0þ and
3R1 states correlate with the
upper Br(2P1/2) asymptote.
Spectroscopic parameters (equilibrium internuclear dis-
tance Re, harmonic vibrational frequency xe, and anharmonicity
xexe) of the bound 1R0þ state are calculated by numerically solv-
ing the Schr€odinger equation for nuclear wave functions
expressed in the sinc-DVR basis.55 The calculated results are
summarized inTable I, showing good agreement with the exper-
imentally determined values.33,35,56
B. Core-excited states of HBr
The 3d! 4p core-to-valence excitation yields the Br(2D)
state corresponding to the [3d9][4p6] configuration. Figures 1(a)
and 1(c) show spin-orbit-free and spin-orbit-coupled potential
energy curves of the core-excited states, respectively. The
H(2S)þBr(2D) asymptote gives rise to six molecular states:
1Rþ; 3Rþ; 1P; 3P; 1D, and 3D [Fig. 1(a)]. Unlike the valence states,
the six spin-orbit-free core-excited states are all degenerate
and dissociative. This is because the valence 4p orbitals of the
Br(2D) state are fully occupied, and the H-Br interactions are
purely electrostatic. The orbital angular momentum of the Br-3d
hole, which is the origin of the different X quantum numbers of
the R, P, and D states, does not cause energy splitting owing to
the absence of a field gradient at the Br center in the ½3d9½4p6
configuration. As will be discussed in more detail later, this is
not the case in the ionic core-excited states where one electron
is removed from the Br-4p orbitals.Two other core-excited con-
figurations, ½3d9½r2p3r2 and ½3d9½r1p4r2, correlate with the
counter-electronegative ionic H þ Brþ asymptote; they are
located well above the energy window of the ½3d9½r2p4r1
configuration.
The effect of spin-orbit coupling in the core-excited states
is straightforward; it only splits the potential energy curves into
two manifolds, each of which correlates with the Br(2D5=2) or
(2D3=2) state at the asymptotic limit [Fig. 1(c)]. The inset in Fig. 1(c)
shows the average energy difference (DSO) between the two
spin-orbit manifolds. The spin-orbit splitting in the Franck-
Condon region (R¼ 1.40 A˚) is 1.06eV, which differs only margin-
ally from the value at the asymptotic limit, 1.05eV. The constant
FIG. 1. Potential energy curves of HBr calculated (a) and (b) without and (c) and
(d) with spin-orbit coupling. Main electronic conﬁgurations in the Franck-Condon
region are denoted in brackets for the spin-orbit-free states. For the spin-orbit-cou-
pled states, different colors are used to indicate their associated X quantum num-
bers (projection of the orbital angular momentum along the H-Br axis). In (c), there
are 12 states (X ¼ 0þ; 0; 1 ; 1; 2; 2; 3) associated with Br (2D5=2) and 8 states
(X ¼ 0þ; 0; 1; 1; 2) associated with Br (2D3=2). The inset in (c) shows the aver-
aged energy difference between the two spin-orbit manifolds.
TABLE I. Spectroscopic parameters determined for the bound electronic states in
HBr and HBrþ. Reference values are taken from previous experimental work. a: xe
and xexe taken from Ref. 56. b: xe and xexe calculated by using the tabulated val-
ues in Ref. 35. c: Re taken from Ref. 33. HBr*
þ stands for the core-excited cation.
State Re (A˚) xe (cm
1) xexe (cm
1) Data source
HBr X 1R0þ 1.40 2652.5 48.1 This work
1.41 2649.0 45.2 Exp. a, c
HBrþ X 2P3/2 1.45 2345.4 42.6 This work
1.45 2439.0 45.2 Exp. a, c
X 2P1/2 1.45 2343.3 43.0 This work
1.45 2431.3 44.0 Exp. a, c
A 2R1/2 1.68 1336.4 32.4 This work
1.68 1322.8 40.3 Exp. b, c
HBr*þ 2D5/2 1.44 2400.0 45.7 This work
2P3/2 1.44 2403.4 46.8 This work
2R1/2 1.44 2410.7 48.4 This work
2D3=2 1.44 2401.2 46.5 This work
2P1/2 1.44 2413.5 48.5 This work
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spin-orbit splitting reflects the inertness of the 3d shell in the
H-Br interaction, as expected for a core shell.
C. Core-to-valence absorption spectra of HBr
The core-to-valence absorption strengths from the five
valence states (1R0þ ;
3P1; 1P1; 3P0þ ;
3R1) are calculated using
the SO-GMC-QDPT results (Fig. 2). These states are involved in
the UV photolysis of HBr, and their internuclear-distance
dependent core-to-valence absorption strengths are of direct
experimental interest. The absorption strengths are calculated
by taking a sum of oscillator strengths convoluted with the
Gaussian broadening of 150meV, which mimics the finite life-
time of the core-excited states before they undergo autoioniza-
tion. Note that core-to-valence excitations into the Rydberg
series, i.e., 3d! np (n> 4), which have higher transition ener-
gies and have lower intensities,24,48,57,58 are not included in the
present calculations.
The Br-3d transition energies from the ground 1R0þ state
[Fig. 2(a)] exhibit a sharp decrease from their values in the
Franck-Condon region (71.1 eV and 72.2eV at R¼ 1.40 A˚, outside
the vertical scale of the figure) as the internuclear distance
increases. Qualitatively, this is because the ground state is
bound, whereas the core-excited states are dissociative, and a
small change in the internuclear distance strongly affects the
transition energies. This feature allows for one-to-one mapping
between the internuclear distance and the transition energy,
which can be utilized for time-domain characterization of
bound-state wave-packet motions.9,10,20
Three of the lowest excited states, 3P1; 1P1, and 3P0þ [Figs.
2(b), 2(c), and 2(d)], do not show a strong dependence on the
internuclear distance in their Br-3d transition energies, whereas
the highest 3R1 state [Fig. 2(e)] shows a sharp increase, which is
opposite to the trend in the ground 1R0þ state. All these trends
are predictable based on the change in the bond order before and
after the Br-3d excitation. In the 3P and 1P states, an electron is
excited from the non-bonding 3d orbitals into the non-bonding p
orbital. Without a change in the bond order, the energy
separations between the valence states and the core-excited
states are largely invariant with respect to the internuclear dis-
tance. The 3R1 state is probed through a 3d ! r transition, in
which process the bond order increases.The core-excited poten-
tials, therefore, become less repulsive than the 3R1 state, resulting
in the increasing behavior of the transition energy.
A remarkable trend is observed in 3P0þ and
3R1, the states
correlating with the Br(2P1/2) asymptote: the lower transition-
energy branches disappear as the electronic states approach the
asymptotic limit [Figs. 2(d) and 2(e)]. The disappearance of the
absorption branches is a clear manifestation of the change from
molecular symmetry to atomic symmetry. The lower absorption
branches converge to the 2P1=2!2D5=2 transition in the asymp-
totic limit, which is prohibited by the atomic selection rule
(DJ ¼ 0;61). When the two atoms are close to each other, X
becomes a good quantum number instead of J, and the relaxed
molecular selection rule (DX ¼ 0;61) allows for the associated
core-to-valence transitions. The disappearance of this atomic-
forbidden core-to-valence transition thus addresses the funda-
mental question of when bond dissociation is “complete.”
IV. IONIC ELECTRONIC STATES
We next consider the valence and core-excited states of
HBrþ. The singly charged ion exhibits both bound and predisso-
ciative states, and we will discuss the Br-3d edge probing of
these electronic states.
A. Valence states of HBrþ
The singly charged Brþ ion with the ½3d10½4p4 configura-
tion gives rise to three atomic states, 3P; 1D, and 1S [Fig. 3(b)].
The ground X 2P state of HBrþ belongs to the ½r2p3r0 configu-
ration and correlates with the H(2S) þ Brþ(3P) asymptote. There
are three dissociative states that also correlate with the H(2S)
þBrþ(3P) asymptote: 4R; 2R, and 4P. The main electronic
configurations are ½r2p2r1 for the 4R and 2R states and
½r1p3r1 for the 4P state. The excited A 2Rþ state arises from the
H(2S) þ Brþ(1D) asymptote, and its main electronic configuration
FIG. 2. Core-to-valence absorption strengths of HBr as a function of the internuclear distance calculated using the SO-GMC-QDPT results. The absorption strengths are com-
puted from (a) 1R0þ , (b)
3P1,(c) 1P1, (d) 3P0þ , and (e)
3R1. In the asymptotic limit, the core-to-valence transitions converge to the atomic 2P!2D transitions, and the corre-
sponding labels are given for each state. The 2P1=2!2D5=2 transition is forbidden by the dipole selection rule in the atomic limit, and the absorption strengths associated with
this transition fade away as the internuclear distance increases.
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is ½r1p4r0. Spin-orbit coupling needs to be taken into account
to make a qualitatively correct description of the actual poten-
tials [Fig. 3(d)]. The ground X 2P state splits into the 2P3/2 and
2P1/2 states, and the excited A 2Rþ state becomes predissocia-
tive through an avoided crossing formed with the neighboring
4R; 2R, and 4P states.35–37
Spectroscopic parameters calculated for the X 2P3/2, X
2P1/2, and A
2R1/2 states [Fig. 3(d)] are summarized in Table I.
Overall, a good agreement with the experimental values33,35,56 is
obtained, corroborating the accuracy of the present computa-
tional method.
B. Core-excited states of HBrþ
There are both bound and dissociative states in the core-
excited configurations of HBrþ [Figs. 3(a) and 3(c)], in contrast to
the neutral system where only dissociative states are formed
[Figs. 1(a) and 1(c)]. The three lowest spin-orbit-free states, 2D; 2P,
and 2Rþ, belong to the ½3d9½r2p4r0 configuration [Fig. 3(a)], and
their potential energy curves are similar to the ground X 2P
state. This is not surprising since the 3d! p excitation is a non-
bonding-to-non-bonding transition and thus does not alter the
bond order. The dissociative core-excited states are formed by
contributions from the ½3d9½r2p3r1 and ½3d9½r1p3r1 configura-
tions [Fig. 3(a)],wherein the anti-bonding r orbital is singly occu-
pied. Their dissociative character is similar to that of the neutral
core-excited states. However, the larger number of configura-
tions allowed in the ionic system leads to a dense manifold of the
potential energy curves, making state-specific analysis a difficult
task. In the following, we will focus on the structure of the
lowest-energy bound potentials.
Note that the three bound core-excited states are energet-
ically separated [Fig. 3(a)], whereas in the neutral system, all six
spin-orbit-free core-excited states are degenerate [Fig. 1(a)].
The origin of the energy splitting can be understood in terms of
ligand-field splitting.59–64 In the ionic system, there is a field gra-
dient along the bond axis that shifts the energies of the Br-3d
orbitals. The ligand fields are mainly created by two contribu-
tions. One is the polarized density of the valence Br-4p electrons
(valence term) distributed between the parallel (4pz) and per-
pendicular (4px;y) directions to the bond axis. The polarized elec-
tron density is measured by q ¼ npz  ðnpx þ npy Þ=2, where nx;y;z
represents the populations in the 4px;y;z orbitals. Formally, q ¼ 0
in the neutral core-excited states, and q ¼ 1 for the ionic core-
excited states, corresponding to the ½3d9½4p6 and ½3d9½4p5
configurations of Br and Brþ, respectively. The other contribu-
tion is due to the partial charge on the surrounding atoms
(point-charge term). In the present case, the partial charge can
be on the H atom, even though this contribution is expected to
be small since the covalent r orbital, which is composed of the
Br-4pz and H-1s orbitals, is fully occupied. The ligand fields lift
the degeneracy of the Br-3d orbitals through the Stark effect,
resulting in the energy ordering shown in Fig. 3(a).
Care must be taken in analyzing the energy splittings in the
ionic states because both the spin-orbit coupling and the
ligand-fields are making mixed contributions. In order to ana-
lyze the two interactions separately, we employ a model
Hamiltonian59,65
H^ ¼ E3d þ C02 3L^z
2  L^ðL^ þ 1Þ
h i
þC04 35L^z
4  30L^ðL^ þ 1ÞL^z2þ25L^z2
h
6L^ðL^ þ 1Þ þ 3L^2ðL^ þ 1Þ2
i
þk ð1=2ÞðL^S^þ þ L^þS^Þ þ L^zS^z
h i
; (1)
which describes the spin-orbit coupling and the ligand-field split-
ting as additional effects to the Br-3d core-ionized states. In Eq.
(1), the operators L^; L^z , and L^6 are the orbital angular momentum
operators and S^; S^z , and S^6 are the spin momentum operators.
The parameter E3d is the ionic state energy free of the splitting
effects C02 and C
0
4 are the noncubic and cubic ligand-field
strengths, respectively, and k is the spin-orbit coupling constant
for the Br-3d core hole. By performing least-squares fittings of
the calculated state energies to the eigenvalues of the model
Hamiltonian, all the parameters in Eq. (1) can be determined.
Figure 4 summarizes the fitted results of the model parame-
ters from 0.8 A˚ to 2.4 A˚. The splitting-free energy E3d [Fig. 4(a)]
exhibits a bound-potential shape corresponding to the bonding
½r2p4r0 valence configuration. The spin-orbit coupling constant
FIG. 3. Potential energy curves of HBrþ calculated (a) and (b) without and (c) and
(d) with spin-orbit coupling. Atomic term symbols are given for lower dissociation
limits of the valence states. For the spin-orbit-coupled states, different colors are
used to indicate their associated X quantum numbers.
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[Fig. 4(b)] is nearly always around 0.42eV even when the internu-
clear distance is so short that the shape of the 3dz2 orbital is
deformed. The ligand-field parameters [Figs. 4(c) and 4(d)], in con-
trast, show a sharp increase at the shorter internuclear distance.
In general, the valence term contributes to C02 , and the point-
charge term contributes to both C02 and C
0
4 . Therefore, the sharp
increase observed at a shorter internuclear distance in both C02
and C04 is attributed to the point-charge term, and the finite value
that remains at R> 1.2 A˚ in C02 is attributed to the valence term, as
indicated in Figs. 4(c) and 4(d). The field parameters determined
previously based on photoelectron spectroscopic data are
C02 ¼ 27:0 meV and k ¼ 0.416eV,62 and the present results are in
good agreement showing C02 ¼ 32:7 meV and k¼0.420eV at
R¼ 1.40 A˚. The results here indicate that the C04 term is almost
negligible, being less than 0.5meV at R> 1.40 A˚. The splittings of
the absorption strengths observed in the neutral HBr at short
internuclear distances (Fig. 2, 1.0 A˚) are worth mentioning. They
are due to the ligand-field splittings that become more important
for short internuclear distances, just as we saw in the ionic case
[Figs. 4(c) and 4(d)].
C. Core-to-valence absorption spectra of HBrþ
The Br-3d core-to-valence absorption strengths in the
ionic HBrþ are computed in the same way as in the neutral sys-
tem using the SO-GMC-QDPT results. Figure 5(a) shows the
core-to-valence absorption strengths calculated from the
bound X 2P3=2 state. In the vicinity of the Franck-Condon region,
the lower absorption signals corresponding to the 3d ! p tran-
sitions are nearly invariant with respect to the internuclear
distance. This trend is expected since the valence and the core-
excited potentials are approximately parallel without a change
in the bond order before and after the excitation. On the other
hand, the upper absorption signals corresponding to 3d! r
transitions show a strong dependence on the internuclear
distance, which will be useful in tracking the vibrational motions
induced in the ionic ground state.
Figure 5(b) shows the core-to-valence absorption strengths
calculated from the predissociative A 2R1=2 state. One can clearly
observe the drastic variation of the absorption signals around the
avoided crossing (R  2.3 A˚). In the bound-potential region (Re
¼ 1.68 A˚), the electronic state belongs to the ½3d10½r1p4r0 con-
figuration, and the population therein is probed by the 3d! r or
3d! r transitions. These are transitions into the bonding or
anti-bonding molecular orbitals, thus resulting in the large inter-
nuclear dependence of the transition energies. At the avoided
crossing, electronic-state characters are exchanged, and
the main electronic configuration contributing to the outer dis-
sociative part of the potential becomes ½3d10½r2p2r1 and
½3d10½r1p3r1. The state after the avoided crossing will therefore
be probed by the 3d ! r and 3d! p transitions, which are more
properly described as 3d ! 4p atomic transitions at elongated
internuclear distances. The sudden increase in the absorption
intensities also reflects the atomic nature of the transitions. One
might notice that absorption strengths converge to atomic lines
at shorter internuclear distances in the A state (2.3 A˚) than in
the X state (3.6 A˚). The difference indicates the short-range
nature of the orbital interactions in the ½3d10½r2p2r1 and
½3d10½r1p3r1 configurations,wherein the anti-bonding r* orbital
is singly occupied. The findings here demonstrate the capability
of the core-level absorption spectroscopy to directly probe non-
adiabatic molecular dynamics. Core-to-valence absorption sig-
nals sweep out the valence potential energies, which exhibit
relatively continuous variation and are useful for capturing adia-
batic processes; at the same time, they sensitively encode the
abrupt changes of electronic configurations at curve crossings in
the resonant absorption structures, as observed in Fig. 5(b).
FIG. 4. Fitted results of (a) the ionic state energy free of the splitting effects E3d , (b)
the spin-orbit coupling constant k, (c) the noncubic ligand-ﬁeld parameter C20, and
(d) the cubic ligand-ﬁeld parameter C40. The spin-orbit coupling constant is nearly
invariant with respect to the internuclear distance. The sharp increase observed in
both the noncubic and cubic ligand-ﬁeld parameters is attributed to the point-charge
contribution from the H atom. The ﬁnite value remaining in the noncubic ﬁeld
parameter at R> 1.2 A˚ is attributed to the polarized density of the valence Br-4p
electrons.
FIG. 5. Core-to-valence absorption strengths of HBrþ as a function of the internu-
clear distance calculated using the SO-GMC-QDPT results. The absorption
strengths are computed from (a) X 2P3/2 and (b) A
2R1/2. The equilibrium internu-
clear distances as well as the location of the avoided crossing is indicated on the
horizontal axis. The correspondence between the core-excited potentials in Fig.
3(c) is as follows: the 3d ! p [3d ! r] transitions in (a) [(b)] lead to the bound
core-excited states and the 3d ! r [3d ! r] transitions in (a) [(b)] lead to the
dissociative core-excited states.
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V. COMPARISONWITH THE EXPERIMENTAL
TRANSIENT-ABSORPTION SPECTRUM
In order to evaluate the accuracy of the calculated results,
we make a comparison with an experimental XUV transient-
absorption spectrum of HBr and HBrþ (Fig. 6). The Br-3d absorp-
tion spectra are simulated by numerically solving the time-
dependent Schr€odinger equation.66,67 The valence electronic
states selected for the simulations are the neutral X 1R0þ state
and the ionic X 2P3/2 and
2P1/2 states. The initial wave functions
are taken to be the ground vibrational state of each electronic
state, and the lifetimes of the core-excited states are set to be
T¼4.4 fs, corresponding to the spectral width of C ¼ 150meV.
The time propagation of the non-Hermitian Hamiltonian is per-
formed using the short-iterative Arnoldi method.68 The experi-
mental transient-absorption spectrum is measured using the
HHG-based attosecond XUV beamline in Berkeley.69,70 Changes
in the absorption signals following strong-field ionization are
recorded as differential optical density (DOD), which is the dif-
ference in the absorbance measured with and without the ioniz-
ing pump pulse. The transient-absorption spectra are averaged
over a delay range from 20 fs to 90 fs. Positive DOD corresponds
to ionized-state absorption fromHBrþ, and negativeDOD corre-
sponds to ground-state bleach in neutral HBr.
In Fig. 6, simulated spectra are shown by filled areas, and
the experimental spectrum is plotted by open circles. Note that
the simulated signals from the neutral X 1R0þ state are magnified
five times and the sign is flipped for better visualization [Fig.
6(a)]. Overall, excellent agreement is observed for both the neu-
tral and ionic cases, substantiating the capabilities of the calcu-
lated results to correctly predict the Br-3d absorption signals.
The deviation seen from the neutral X state above 72eV is due to
the positive 3d ! r absorption signals from the ionic X 2P
states, which are not included in the present simulation.
The Br-3d absorption signals originating from the neutral X
1R0þ state [Fig. 6(a)] are markedly different from those originat-
ing from the ionic X 2P1=2;3=2 states [Figs. 6(b) and 6(c)] even
though their potential energy curves have similar bound shapes
(Table I). The neutral X 1R0þ state exhibits a broad absorption
feature centered at 71.3eV [Fig. 6(a)], and its spectral width is too
broad for the spin-orbit splitting to be resolved. This is a conse-
quence of the broadening effect by nuclear wave-packet
motions on the core-excited potentials; those reached after the
3d! r transition in the neutral system are highly dissociative
as seen in Fig. 1(c), and rapid dissociative motion following the
excitation damps the time-dependent oscillations of dipole
moments, resulting in the broader absorption features. On the
other hand, the ionic X 2P1=2;3=2 states [Figs. 6(b) and 6(c)] probed
through 3d! r transitions exhibit sharp absorption features,
and the spin-orbit splitting (the two absorption bands at 65 eV
and 67eV) and ligand-field splitting (the peaks within each band
with intervals <0.1 eV) are well resolved within them. The core-
excited potentials in the ionic states reached after the 3d ! p
transition are bound and have similar shapes as the valence X
2P1=2;3=2 states [Fig. 3(c)]. Therefore, broadening from the
nuclear wave-packet motion is nearly absent for the ionic states,
and even a vibronic progression from the bound core-excited
potentials is nearly zero (0:2%). The contrast between the
core-to-valence absorption profiles of HBr [Fig. 6(a)] and HBrþ
[Figs. 6(b) and 6(c)] demonstrates the importance of numerical
simulations that take into account the nuclear wave-packet
motion on dissociative core-excited potentials.
VI. CONCLUSIONS
Wehave applied the SO-GMC-QDPTmethod to calculate the
Br-3d core-to-valence absorption signals inHBr andHBrþ. In neu-
tral HBr, five valence states involved in the UV photolysis
(1R0þ ;
3P1; 1P1; 3P0þ ;
3R1) are investigated. Trends in the transi-
tion energies with respect to the internuclear distance are under-
stood based on the change in the bond order before and after
core-to-valence excitation. The disappearance of the absorption
signals observed in the states correlated with the Br 2P1/2 asymp-
tote is remarkable, for it directly reflects the evolution of state
symmetries frommolecular to atomic. In ionic HBrþ, the bound X
2P3/2 state and the predissociative A
2R1/2 state are investigated.
With the model Hamiltonian analysis, parameters for the ligand-
field splitting and spin-orbit coupling are extracted, and their
internuclear-distance dependence is revealed. The signature of
FIG. 6. Comparison of the simulated and experimental absorption spectra. The
experimental spectra of HBr and HBrþ (open circles, right axis) are recorded as dif-
ferential optical density (DOD), which is the difference in absorbance when the ion-
izing laser pulse is on and off. The simulated absorption spectra (ﬁlled areas, left
axis) are obtained by numerically solving the time-dependent Schr€odinger equation
for nuclear wave packets. The initial wave functions are taken to be the ground
vibrational state of the (a) neutral X 1R0þ , (b) ionic X
2P3/2, or (c) ionic X
2P1/2
state. The calculated absorption strength from the X 1R0þ state in (a) is magniﬁed
ﬁve times, and the sign is ﬂipped for better visualization. The insets in (b) and (c)
show the core-excited state assignments for the simulated results.
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the system evolving across the avoided crossing is manifested as
the disappearance of the 3d-sigma and 3d-sigma* signals that shift
in energy and the appearance of the converged 3d ! 4p atomic
lines. Comparison between the simulated and experimental spec-
tra for the neutral and ionic ground states exhibits excellent
agreement. Recent theoretical studies have predicted the poten-
tial of X-ray/XUV transient absorption spectroscopy to achieve
direct visualization of fundamental ultrafast phenomena such as
correlation-driven charge migration71 and conical-intersection
dynamics.72We foresee that the comprehensive theoretical analy-
sis provided in this work will help illuminate future experimental
workwith X-ray/XUV transient absorption spectroscopy.
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APPENDIX: COMPARISON OF THE Br1 3dﬁ 4p
TRANSITIONSWITH THE ATOMIC-STRUCTURE
CALCULATION CODE
As a further assessment for the calculation results, we
compare the Brþ 3d ! 4p transition strengths obtained in the
SO-GMC-QDPT results with those from the atomic structure
calculation code of Cowan.73 In the Cowan code calculations,
the electronic configurations of [3d10][4p4] and [3d9][4p5] are
included. The Slater-Condon integrals Fk are arbitrarily
reduced by 20%, as is usually done in this type of calcula-
tion,24,74 while the other Slater-Condon integrals Gk and Rk
are left unchanged. The valence [3d10][4p4] configuration of
the Brþ ion yields five atomic states, i.e., 3P2;1;0; 1D2, and 1S0;
the core-excited [3d9][4p5] configuration yields twelve atomic
states, i.e., 3F4;3;2; 3D3;2;1; 3P2;1;0; 1F3; 1D2, and 1P1. Among the
valence and core-excited state manifolds, in total, thirty-four
3d! 4p transitions are allowed. The Cowan-code calculation
returns the transition energies and oscillator strengths (gf) of
the thirty-four transitions. The Brþ 3d ! 4p transitions of the
SO-GMC-QDPT results are taken at the H-Br internuclear
distance of 5.00 A˚ (the same dataset as in Figs. 3 and 5).
Figure 7 shows the comparison of the Br-3d transitions
between the two calculation results. The Br-3d absorption
strengths are computed by convoluting the calculated oscilla-
tor strengths with the Gaussian broadening of 150meV. For
the purpose of easier comparison, the transition energies of
the Cowan code results are shifted by 0.25 eV. The absorp-
tion strengths are normalized, and the SO-GMC-QDPT results
are shifted by þ0.1 for better visualization.
Overall, the peak positions and the peak amplitudes show
good agreement. One thing to note for the small deviations
between the two calculation methods is that the Cowan-code
results are not fully ab initio, meaning that the results are
dependent on the input parameters for the Slater-Condon
integrals. Therefore, quantitative accuracy of the Cowan-code
results is not guaranteed. Although it is an indirect assess-
ment, the positive agreement observed in Fig. 7 supports the
qualitative correctness of the calculated results in a wide
range of the excited-state manifold.
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