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Resumo
Este trabalho trata em primeiro lugar do problema de modelagem computacional no
espaço de estado de dados de série temporal multivariada através da teoria de reali-
zação estocástica; para este problema aplicamos o método da realização estocástica
baseada na análise da correlação canônica proposta por Akaike. Em segundo lugar
trata do problema de modelagem computacional no espaço de estado de dados es-
tocásticos de sistema multivariável através da teoria da realização estocástica com
entradas exógenas; para este problema de identificação utilizamos a técnica de de-
composição ortogonal desenvolvida por Picci e Katayama, em que os dados são
decompostos em suas componentes determinística e estocástica através da proje-
ção ortogonal dos dados no espaço de Hilbert gerado pelas entradas exógenas e da
utilização da projeção complementar, respectivamente. Finalmente, aplicações nu-
méricas são apresentadas através de "Benchmarks" e seus resultados são analisados
e avaliados.
Palavras-chave: Identificação no espaço de estado. Sistemas estocásticos multiva-
riáveis. Série temporal. Método de decomposição ortogonal. Método de Akaike.
Modelagem computacional de dados.
Abstract
This work deals first with the state-space computational modeling problem of data
of multivariate time series through the stochastic realization theory; for this pro-
blem we apply the stochastic realization method based in the canonical correlation
analysis due to Akaike. Secondly it deals with the state-space computational mo-
deling problem of stochastic data of multivariate systems through the stochastic
realization theory with exogenous inputs; for this identification problem we use the
orthogonal decomposition technique developed by Picci and Katayama, in which
the data are decomposed into their deterministic and stochastic components through
the orthogonal projection of data onto the Hilbert space spanned by exogenous in-
puts and by the use of its complementary projection, respectively. Finally, numeri-
cal applications are presented through "Benchmarks"and their results are analyzed
and validated.
Key-words: State space identification. Multivariate stochastic system. Time se-
ries. Orthogonal decomposition method. Akaike´s method. Computational data
modeling.
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Capı´tulo 1
Introdução
Neste capitulo introdutório, começamos primeiramente com o contexto da pesquisa dando
a conhecer as generalidades sobre os estudos de séries temporais e de sistemas dinâmicos e o
motivo do estudo do presente trabalho. Também apresentamos os objetivos da pesquisa, a orga-
nização do presente trabalho e também mencionamos os artigos elaborados como resultado do
presente trabalho.
1.1 Contexto da pesquisa
A série temporal multivariada estocástica constitui um processo estocástico vetorial e pode
ser representada em um modelo de espaço de estado. A modelagem de uma série temporal
permite descrever o seu comportamento dinâmico a partir de dados da mesma.
A identificação de sistemas trata o problema de construir modelos matemáticos de sistemas
dinâmicos com base nos dados observados do mesmo. Estes modelos matemáticos são utiliza-
dos para simulações, treinamento de operadores, análise, monitoramento, detecção de falhas,
predição, otimização, projeto de sistemas de controle, controle de qualidade, etc. A modela-
gem de um sistema dinâmico realizada a partir de dados conhecidos de suas entradas e saídas,
é denominada modelagem de caixa preta. A modelagem de caixa preta para sistemas lineares
discretos invariantes no tempo pode ser realizada através de métodos clássicos de identificação
de sistemas bem como por métodos de identificação no espaço de estado, dentre outros. No
presente trabalho nos concentramos em métodos no espaço de estado.
Na procura de modelos suficientemente exatos para solução dos problemas da realização
estocástica de séries temporais a partir dos dados da mesma e de sistemas dinâmicos multiva-
riáveis estocásticos a partir de dados estocásticos de entrada e de saída, diferentes estudos tem
sido desenvolvidos. A seguir tecemos breves comentários sobre tais estudos.
A partir do problema e do algoritmo de realização mínima desenvolvidos por [13] e [12],
e das contribuições sobre realização estocástica realizadas por [10], o método de Akaike deu
grandes contribuições à teoria da realização estocástica no espaço de estado. O método proposto
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por Akaike trata o problema da realização estocástica com uma abordagem geométrica, onde
a partir dos dados da série temporal são gerados os espaços preditores do futuro e do passado.
Aplicando a análise de correlação canônica aos espaços preditores são obtidos os vetores base
ortonormais mínimos, os quais são usados como vetores de estado na representação Markovi-
ana, ver [1], [2], [3]. Este método de Akaike para series temporais multivariadas é abordado no
presente trabalho. Referente a identificação de series temporais podemos mencionar também os
trabalhos seguintes [17], [16], [5].
Por outro lado, podem ser vistos alguns estudos sobre realização estocástica com entradas exó-
genas em [8], [15], [24], [18], [25], [18], [14], os quais apresentam técnicas para identificação
de sistemas no espaço de estado usando as ferramentas de decomposição ortogonal LQ e a de-
composição em valores singulares SVD. No presente trabalho abordaremos a identificação de
sistemas no espaço de estado proposta por [18], que trata o problema da realização estocástica
em presença de entradas exógenas pela abordagem das suas partes determinística e estocástica.
Este método é baseado na decomposição do processo de saída nas componentes determinística
e estocástica. A primeira é obtida pela projeção ortogonal do processo de saída no espaço de
Hilbert gerado pelas entradas exógenas e a segunda é obtida pela projeção complementar.
Alguns trabalhos sobre a modelagem de séries temporais e a identificação de sistemas multi-
variáveis no espaço de estado desenvolvidos no Laboratório de Controle e Sistemas Inteligentes
-LCSI- UNICAMP podem ser vistos em [7], [9], [21], [6], [11], [23], [4], [19], [22].
Neste contexto, desenvolvemos o presente trabalho, que procura abordar a análise e a apli-
cação de técnicas de modelagem computacional no espaço de estado de dados estocásticos de
séries temporais multivariadas e de sistemas dinâmicos MIMO.
1.2 Objetivos e organização do trabalho
O presente trabalho tem por objetivo a modelagem computacional de dados estocásticos de
séries temporais multivariáveis e de sistemas dinâmicos no espaço de estado. Como objetivos
específicos temos o estudo:
• do problema de realização estocástica e da realização estocástica baseado na análise de
correlação canônica de Akaike;
• o problema de realização estocástica com entradas exógenas baseado na decomposição
ortogonal;
• aplicações dos métodos de identificação através de Benchmarks;
• análise e validação dos algoritmos de identificação no espaço de estado para séries tem-
porais e para sistemas lineares multivariáveis.
O presente trabalho está organizado como segue:
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No capítulo 2 apresenta-se brevemente aspectos básicos para a identificação de sistemas
multivariáveis no espaço de estado de sistemas lineares discretos invariantes no tempo determi-
nísticos e estocásticos e algumas ferramentas matemáticas e estatísticas.
No capítulo 3 são expostos de forma breve as teorias de realização determinística, de reali-
zação estocástica e de realização estocástica com entradas exógenas, mostrando suas principais
características. Além disto, são apresentados os algoritmos de realização estocástica no espaço
de estado de Akaike para séries temporais multivariáveis e o algoritmo de decomposição orto-
gonal para identificação no espaço de estado de sistemas dinâmicos multivariáveis.
No Capítulo 4 são apresentados exemplos de aplicação para o algoritmo desenvolvido pelo
método de Akaike para séries temporais e para o algoritmo desenvolvido pelo método de decom-
posição ortogonal para identificação no espaço de estado de sistemas dinâmicos apresentados
no capítulo 3. Os resultados obtidos são analisados e avaliados graficamente por meio do erro
de identificação e pelos parâmetros de Markov.
Finalmente, no capítulo 5, são apresentadas as conclusões e comentários.
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Capı´tulo 2
Fundamentos para Identificação de Sistemas
Multivariáveis por Subespaços
Como foi exposto no Capítulo 1, o presente trabalho tem como foco a modelagem compu-
tacional de dados estocásticos de series temporais multivariadas e a identificação de sistemas
dinâmicos multivariáveis discretos invariantes no tempo no espaço de estado. Neste Capítulo
mostramos alguns aspectos teóricos da identificação no espaço de estado que são importan-
tes para o desenvolvimento dos capítulos seguintes; primeiramente apresentamos o conceito
de identificação de sistemas; a seguir ressaltamos algumas características de alguns sistemas
lineares discretos invariantes no tempo no espaço de estado e finalmente descrevemos algu-
mas ferramentas de álgebra linear numérica e de estatística como a decomposição em valores
singulares SVD, fatoração LQ e a análise de correlação canônica multivariável.
2.1 Identificação de sistemas
Identificação caixa preta de sistemas é o campo da modelagem de sistemas dinâmicos a
partir de dados experimentais, mesmo que não seja conhecida a estrutura interna do sistema. É
dizer que através de medidas dos dados de entrada e saída de um sistema proveem a informação
útil para modelar matematicamente o comportamento do sistema. A identificação de sistemas
pode ser desenvolvida através dos métodos de identificação chamados clássicos bem como dos
métodos no espaço de estado, [14] [24].
Nos métodos clássicos faz-se:
• A identificação da matriz de transferência por métodos de predição de erro (PEM) ou por
mínimos quadrados, por exemplo.
• Obtem-se o modelo de espaço de estado com alguma técnica de realização.
• Calcula-se o vetor de estado pelo filtro de Kalman
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Nos métodos no espaço de estado faz-se:
• A construção das estimativas do vetor de estado a partir dos dados de entrada e saída
usando ferramentas de álgebra linear numérica: decomposição LQ e decomposição em
valores singulares SVD, por exemplo.
• A obtenção do modelo de espaço de estado resolvendo um problema de mínimos quadra-
dos com algumas técnicas de realização.
• Calcula-se a matriz de transferência se necessário.
Além das diferenças mencionadas acima sobre os métodos clássicos e os métodos no espaço
de estado de como abordam a identificação de sistemas, é oportuno mencionar que os méto-
dos clássicos têm inconvenientes para a identificação de sistemas MIMO. Uma vantagem dos
métodos no espaço de estado é que seus algoritmos podem ser aplicados sem os mesmos in-
convenientes tanto para identificação de sistemas SISO como MIMO. Esta é uma das principais
razões do porque a identificação de sistemas no espaço de estado é pesquisada neste trabalho.
Como ele trata da identificação de sistemas dinâmicos e da modelagem de séries temporais es-
tocásticas, a seguir mostramos as descrições e as representações esquemáticas de um sistema
dinâmico e de uma série temporal.
Sistema dinâmico
Um sistema dinâmico com o sinal de entrada u(t), que é controlado pelo usuário, a entrada
de perturbação υ(t) que não pode ser controlada pelo usuário e a saída y(t), que é dependente
das entradas e do sistema, é representado na figura 2.1. Podemos medir u(t) e y(t); e υ(t) pode
ser observada através do efeito na saída; t denota o tempo discreto. Ver [6], [20], [14] .
u(t) y(t)
υ(t)
Sistema
dinâmico
Figura 2.1: Um sistema dinâmico com entrada u(t), saída y(t) e perturbação υ(t).
Série Temporal
Uma série temporal é um conjunto de dados observados e ordenados no tempo discreto ou
no continuo dependendo do tipo de amostragem efetuada. No presente trabalho consideramos
apenas o tempo discreto; neste caso as observações são tomadas em instantes de tempo especi-
ficados, usualmente a intervalos iguais. Nós podemos tratar a série temporal como um conjunto
de dados de saída de um sistema dinâmico submetido apenas à entrada de perturbação. O pro-
blema da modelagem de dados de série temporal é descrever matematicamente as propriedades
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deste sinal a partir dos dados medidos da saída; na figura 2.2 temos a representação da série
temporal, [6].
y(t)
e(t)
Série
Temporal
Figura 2.2: Série temporal y(t) e perturbação e(t).
2.2 Sistemas no espaço de estado
A seguir mostramos de forma breve as características de alguns sistemas lineares multiva-
riáveis discretos invariantes no tempo no espaço de estado. Os sistemas mostrados nesta seção
são representados através de modelos matemáticos; estes modelos descrevem o comportamento
destes sistemas como uma função do tempo discreto.
2.2.1 Sistema linear determinístico no espaço de estado
Para mostrar as características de um sistema linear multivariável discreto invariante no
tempo LTI no espaço de estado, consideremos o sistema da figura (2.1), sem a perturbação
υ(t). Este sistema é expresso através de uma representação matemática ou modelo no espaço
de estado, descrito pela equação (2.1) de ordem n, com m entradas e h saídas:
x(t+1) = Ax(t)+Bu(t) (2.1a)
y(t) =Cx(t)+Du(t) (2.1b)
e este sistema será denotado pela quadrupla (A,B,C,D), onde x(t + 1) ∈ Rn×1, x(t) ∈ Rn×1 é
o estado, u(t) ∈ Rm×1 é a entrada, y(t) ∈ Rh×1 é a saída e as matrizes A ∈ Rn×n, B ∈ Rn×m,
C ∈ Rh×n, D ∈ Rh×m são constantes.
A partir de um estado x(0) para um instante zero, fazemos iterações sucessivas na equação
(2.1) para t instantes de tempo como mostramos a seguir:
x(1) = Ax(0)+Bu(0)
x(2) = Ax(1)+Bu(1) = A2x(0)+ABu(0)+Bu(1)
... =
...
x(t) = Atx(0)+At−1Bu(0)+ · · ·+A2Bu(t−3)+ABu(t−2)+Bu(t−1)
(2.2)
Portanto, o estado x(t) do sistema para o instante de tempo t é dado por:
x(t) = Atx(0)+
t−1
∑
i=0
At−i−1Bu(i) (2.3)
Capítulo 2. Fundamentos para Identificação de Sistemas Multivariáveis por Subespaços 22
Analogamente, a saída do sistema para t = 0 será:
y(0) =Cx(0)+Du(0)
e para t instantes de tempo será:
y(1) =Cx(1)+Du(1)
=C[Ax(0)+Bu(0)]+Du(1) =CAx(0)+CBu(0)+Du(1)
y(2) =Cx(2)+Du(2)
=C[A2x(0)+ABu(0)+Bu(1)]+Du(2) =CA2x(0)+CABu(0)+CBu(1)+Du(2)
... =
...
y(t) =CAtx(0)+ [CAt−1Bu(0)+ · · · ]+Du(t)
(2.4)
Portanto, a saída y(t) do sistema (A,B,C,D) é dada por:
y(t) =CAtx(0)+
t−1
∑
i=0
CAt−i−1Bu(i)+Du(t) (2.5)
Da equação (2.5) temos:
• Resposta à entrada zero: Se u(t) = 0, para t = 0,1, · · · , temos que a resposta y(t) é igual
ao termo CAtx(0).
• Resposta ao estado zero: Se x(0) = 0 para t = 0,1, · · · , temos que a resposta y(t) é igual
ao termo
t−1
∑
i=0
CAt−i−1Bu(i)+Du(t)
Portanto, a resposta de um sistema linear (A,B,C,D) é a soma da resposta à entrada zero com a
resposta ao estado zero.
Para encontrar a resposta ao impulso discreto multivariável Gt , com m entradas, aplica-
mos ao sistema no espaço de estado (A,B,C,D) uma entrada formada por vários impulsos
δi = [ 1 0 · · · 0 ]T , onde i = 1, · · · ,m, com 1 apenas na i - ésima componente da entrada,
sendo que cada um deles exita uma das entradas do sistema multivariável. Para encontrar cada
componente da resposta ao impulso deve-se fazer m experimentos sendo que, em cada um de-
les, se observará a resposta do sistema a uma das entradas. Para isto, no i - ésimo experimento
deve-se aplicar uma entrada que, no instante t = 0, tem a i - ésima entrada igual a 1 e as de-
mais iguais a zero e nos instantes de tempo seguintes, todas as entradas serão nulas. A matriz
resposta ao impulso no instante t será:
Gt := [ Gt1 Gt2 · · · Gti · · · Gtm ]
A continuação tem-se como primeiro experimento i = 1, uma entrada dada por:
u(t) =
{
[ 1 0 · · · 0 ]T ,
0,
t = 0
t 6= 0
em que 0 é a matriz nula de dimensões apropriadas. Com o estado inicial nulo x(0) = 0, se terá
as seguintes relações:
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• Instante 0: x(0) = 0 e u(t) = [ 1 0 · · · 0 ]T , então y(0) = Dh1 = Gt1(0)
• Instante 1: x(1) = Bn1 e u(1) = 0, então y(1) =CBn1 = Gt1(1)
• Instante 2: x(2) = ABn1 e u(2) = 0, então y(2) =CABn1 = Gt1(2)
• Assim sucessivamente · · ·
onde:
x(·) :=

x1(·)
x2(·)
· · ·
xn(·)
, y(·) :=

y1(·)
y2(·)
...
yh(·)
, Bn1 :=

b11(·)
b21(·)
...
bn1(·)
,
Dh1 :=

d11(·)
d21(·)
· · ·
dh1(·)
, Gt1(·) :=

g11(·)
g21(·)
...
gh1(·)

Para t qualquer tem-se que a resposta ao impulso do sistema é dada pela seguinte expressão:
Gt1(t) =
{
Dh1,
CAt−1Bn1,
t = 0
t ≥ 1 (2.6)
Para o caso i = 2 em que o sistema é submetido à entrada:
u(t) =
{
[ 0 1 · · · 0 ]T ,
0,
t = 0
t 6= 0
tem-se o seguinte:
• Instante 0: x(0) = 0 e u(t) = [ 0 1 · · · 0 ]T , então y(0) = Dh2 = Gt2(0)
• Instante 1: x(1) = Bn2, então y(1) =CBn2 = Gt2(1)
• Instante 2: x(2) = ABn2, então y(2) =CABn2 = Gt2(2)
• Assim sucessivamente · · ·
onde:
Bn2 :=

b12(·)
b22(·)
· · ·
bn2(·)
, Dh2 :=

d12(·)
d22(·)
· · ·
dh2(·)
, Gt2(·) :=

g12(·)
g22(·)
...
gh2(·)

Como no caso anterior, para t qualquer tem-se que a resposta ao impulso do sistema é dada
pela seguinte expressão:
Gt2(t) =
{
Dh2,
CAt−1Bn2,
t = 0
t ≥ 1 (2.7)
Do desenvolvimento anterior, note-se que da mesma forma que a cada um dos m experimentos
se determina uma coluna da matriz de resposta ao impulso do sistema, se encontra um termo que
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tem relação com as colunas das matrizes B e D da representação de estados do sistema. Com
isto pode-se concluir que a matriz de resposta ao impulso tem a seguinte relação, ver [11], [6]:
Gt =
{
D,
CAt−1B,
t = 0
t ≥ 1 (2.8)
As matrizes que formam (G0,G1,G2, · · ·) constituem os parâmetros de Markov do sistema
(A,B,C,D) e expressam os efeitos das entradas passadas na saída atual y(t). Fazendo a transfor-
mada Z da resposta ao impulso obtemos a matriz de transferência G(z) do sistema (A,B,C,D)
dada por:
G(z) =C(zI−A)−1B+D≡
[
A B
C D
]
(2.9)
A matriz de transferência é a relação entre a saída Y (z) e a entrada U(z). Como sabemos;
não podemos acessar diretamente o vetor de estado, já que ele é uma variável interna do sistema;
o estado de um sistema não é único, então há diferentes representações de estado que produzem
a mesma relação dinâmica entre u(t) e y(t), i. e. que tem o mesmo comportamento entrada-
saída. Dado o modelo no espaço de estado da equação (2.1), podemos transformar o estado x(t)
em x¯(t) como segue:
x¯(t) = T−1x(t)
onde T ∈Rn×n é uma matriz não singular arbitraria que é chamada transformação de estado ou
transformação de similaridade. Define-se também:
A¯ = T−1AT, B¯ = T−1B, C¯ =CT, D¯ = D (2.10)
Então usando, uma transformação de estado, o modelo no espaço de estado para o sistema
(A¯, B¯,C¯, D¯) é:
x¯(t+1) = A¯x¯(t)+ B¯u(t) (2.11a)
y(t) = C¯x¯(t)+ D¯u(t) (2.11b)
e sua função de transferência:
G¯(z) = C¯(zI− A¯)−1B¯+ D¯ (2.12)
Substituindo as expressões da equação (2.10) em (2.12) temos:
G¯(z) =CT (zI−T−1AT )−1T−1B+D
=C(zI−A)−1B+D = G(z) (2.13)
Dada a matriz de transferência G(z), o sistema (A,B,C,D) é chamada realização de G(z). Os
sistemas (A,B,C,D) e (A¯, B¯,C¯, D¯) que representam a mesma relação entrada-saída são cha-
mados entrada-saída equivalentes. Além disto, se obtemos um modelo de espaço de estado
(A¯, B¯,C¯, D¯), a partir dos dados de entrada - saída, aplicando as técnicas de identificação, então
os parâmetros de Markov das realizações mínimas (A,B,C,D) e (A¯, B¯,C¯, D¯) de uma função de
transferência são idênticos.
A matriz de Hankel para o sistema (A,B,C,D), também contem os parâmetros de Markov e é
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obtida como segue: Como primeiro passo, consideremos que a sequência de entradas u sejam
nulas a partir de t, então a resposta y da equação (2.1b) é dada por:
y(t)
y(t+1)
y(t+2)
...
 =

C
CA
CA2
...
x(t)
= Ox(t) (2.14)
Também podemos escrever o estado x(t) a partir da equação (2.3) em função das entradas pas-
sadas, considerando x(0) = 0, temos:
x(t) =
[
B AB A2B · · · ]

u(t−1)
u(t−2)
u(t−3)
...

x(t) = C

u(t−1)
u(t−2)
u(t−3)
...
 (2.15)
Agora, substituímos a equação (2.15) na (2.14):
y(t)
y(t+1)
y(t+2)
...
 =

C
CA
CA2
...
[ B AB A2B · · · ]

u(t−1)
u(t−2)
u(t−3)
...
 (2.16)
A relação das entradas e saídas dada pela equação (2.16) pode ser expressa como:
y(t)
y(t+1)
y(t+2)
...
 =

CB CAB CA2B · · ·
CAB CA2B CA3B · · ·
CA2B CA3B CA4B · · ·
...
...
... . . .


u(t−1)
u(t−2)
u(t−3)
...

y+ = Hu− (2.17)
onde H é o operador de Hankel, y+ e u− representam respectivamente as sequências dos vetores
de saída futura e de entrada passada.
H = OC =

CB CAB CA2B · · ·
CAB CA2B CA3B · · ·
CA2B CA3B CA4B · · ·
...
...
... . . .
 (2.18)
onde O e C são as matrizes de observabilidades e controlabilidade estendida, respectiva-
mente. Então podemos dizer que se o sistema (A,B,C,D) satisfaz (2.8) e se o par (A,C) é
observável e o par (A,B) é controlável, então a quadrupla (A,B,C,D) é chamada a realização
mínima de H. Para mais detalhe ver [14], [6], [12].
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2.2.2 Sistema linear estocástico no espaço de estado
Nesta seção abordamos algumas características de um sistema linear estocástico multivariá-
vel discreto invariante no tempo LTI no espaço de estado.
Consideremos o modelo no espaço de estado descrito pela equação (2.19) de ordem n, com
m entradas e h saídas de um processo estocástico estacionário:
x(t+1) = Ax(t)+ω(t) (2.19a)
y(t) =Cx(t)+υ(t) (2.19b)
onde x(t) ∈ Rn×1 é o vetor de estado, y(t) ∈ Rh×1 é a saída, as matrizes A ∈ Rn×n e C ∈ Rh×n
são constantes, ω(t) ∈ Rn×1 é o ruído da planta e υ(t) ∈ Rh×1 é o ruído de observação. Estes
dois são ruídos brancos com média zero e matrizes de covariância:
E
{[
ω(t)
υ(t)
][
ω(s)T υ(s)T
]}
=

[
Q S
ST R
]
,
0,
t = s
t 6= s
(2.20)
onde E{·} é o operador esperança matemática. O estado x(t) é um processo estocástico gaus-
siano markoviano de média zero E{x(t)} = 0, covariância definida positiva E{x(t)x(t)T} =
Π(0) > 0 e é descorrelacionado com os ruídos ω(t), υ(t). Além disto, sabemos que se um
processo estocástico é estacionário então a covariância depende apenas da diferença temporal
E{x(t)x(s)T}=Λxx(t,s) =Π(t− s). Tendo em conta o indicado procederemos a calcular a co-
variância do estado E{x(t +1)x(x+1)T}= Π(0). A partir de agora Π(0) será denotado como
Π; então temos das equações (2.19a) e (2.20):
Π= E{x(t+1)xT (t+1)}
= E{(Ax(t)+ω(t))(Ax(t)+ω(t))T}
= AE{x(t)xT (t)}AT +AE{x(t)ωT (t)}+E{ω(t)xT (t)}AT +E{ω(t)ω(t)T (t)}
Π= AΠAT +Q
e podemos escrever: Q =Π−AΠAT .
Para encontrar a matriz de covariância do vetor de estado E{x(t + l)xT (t)} = Λxx(l), primei-
ramente fazemos iterações sucessivas na equação (2.19a) para l instantes de tempo como mos-
tramos a seguir:
x(t+1) = Ax(t)+ω(t)
x(t+2) = Ax(t+1)+ω(t+1) = A2x(t)+Aω(t)+ω(t+1)
... =
...
x(t+ l) = Alx(t)+Al−1ω(t)+ · · ·
portanto, o estado x(t+ l) do sistema é dado por:
x(t+ l) = Alx(t)+
l−1
∑
i=0
Al−i−1ω(t+ i) (2.21)
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Considerando que l > 0, de (2.21) temos:
E
{
x(t+ l)xT (t)
}
= E
{(
Alx(t)+
l−1
∑
i=0
Al−i−1ω(t+ i)
)
xT (t)
}
Λxx(l) = AlΠ
Agora considerando l < 0, primeiramente expressamos a equação (2.19a) como:
x(t) = Alx(t− l)+
l−1
∑
i=0
Aiω(t− l− i) (2.22)
Fazendo a transposta da equação (2.22) e multiplicando por x(t− l) pelo lado esquerdo e apli-
cando o operador esperança temos:
E
{
x(t− l)xT (t)}= E{x(t− l)(x(t− l)T AlT + l−1∑
i=0
ω(t− l− i)T AiT
)}
Λxx(−l) =ΠAlT
Λxx(l) =ΠA−lT
então a matriz do estado Λxx(l) é expressa como:
Λxx(l) = E{x(t− l)xT (t)}=
{
AlΠ,
ΠA−lT ,
l ≥ 0
l < 0
Considerando as equações (2.19b) e (2.20), define-se C¯ como:
C¯ = E{y(t)xT (t+1)}
= E{(Cx(t)+υ(t))(Ax(t)+ω(t))T}
=CE{x(t)xT (t)}AT +CE{x(t)ωT (t)}+E{υ(t)xT (t)}AT +E{υ(t)ω(t)T (t)}
C¯ =CΠAT +ST
C¯T = AΠCT +S
então podemos escrever: S = C¯T −AΠCT .
A seguir calculamos a matriz de covariância da saída:
Λyy(l) = E{y(t+ l)yT (t)}=Λ(l)
• Primeiramente avaliamos para l = 0:
Λ(0) = E{y(t)yT (t)}
= E{(Cx(t)+υ(t))(Cx(t)+υ(t))T}
=CE{x(t)xT (t)}CT +CE{x(t)υT (t)}+E{υ(t)xT (t)}CT +E{υ(t)υ(t)T (t)}
=CE{x(t)xT (t)}CT +E{υ(t)υ(t)T (t)}
Λ(0) =CΠCT +R
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então podemos escrever que: R =Λ(0)−CΠCT .
• Agora para l > 0, então:
Para l = 1
Λ(1) = E{y(t+1)yT (t)}= E{(Cx(t+1)+υ(t+1))(Cx(t)+υ(t))T}
= E{(C(Ax(t)+ω(t))+υ(t+1))(Cx(t)+υ(t))T}
=CAE{x(t)xT (t)}CT +CE{ω(t)υT (t)}
=CAΠCT +CS
=C(AΠCT +S)
Λ(1) = E{y(t+1)yT (t)}=CC¯T
Para l = 2
Λ(2) = E{y(t+2)yT (t)}= E{(C(A2x(t)+Aω(t)+υ(t+1))(Cx(t)+υ(t))T}
=CA2E{x(t)xT (t)}CT +CAE{ω(t)υT (t)}
=CA2ΠCT +CAS
=CA(AΠCT +S)
Λ(2) = E{y(t+2)yT (t)}=CAC¯T
e assim sucessivamente:
Λ(l) = E{y(t+ i)yT (t)}=CAl−1C¯T
portanto a matriz de covariância de saída do modelo no espaço de estado (2.19) é expressa por:
Λ(l) =CAl−1C¯T 1(l−1)+Λ(0)δl +C¯(AT )−l−1CT 1(−l−1) (2.23)
onde
1(l) =
{
1,
0,
l = 0,1, · · ·
l =−1,−2, · · ·
que podemos escrever como:
Λ(l) =

CΠCT +R,
CAl−1C¯T ,
Λ(−l)T ,
l = 0
l = 1,2, · · ·
l =−1,−2, · · ·
(2.24)
onde CΠCT +R =Λ(0).
Sugestionados pela teoria da realização determinística, pode-se dizer que se o sistema (2.19)
satisfaz (2.24) para l ≥ 0 e se o par (C,A) é observável e (A,C¯T ) é controlável, existe uma
realização mínima estocástica (A,C¯T ,C,Λ(0)) para a matriz de Hankel H = OC , onde
O =

C
CA
CA2
...
 e C = [ C¯T AC¯T A2C¯T · · · ]
Para mais detalhe vide [12], [10], [14], [7], [5].
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2.2.3 Sistema linear estocástico no espaço de estado na forma inovativa
Um modelo equivalente do modelo dado pela equação (2.19) é o modelo Markoviano no
espaço de estado na forma inovativa expresso como:
x(t+1) = Ax(t)+Ke(t) (2.25a)
y(t) =Cx(t)+ e(t) (2.25b)
onde x(t) ∈ Rn é o vetor de estado, K ∈ Rn×h é o ganho de Kalman , A ∈ Rn×n e C ∈ Rh×n
são as matrizes do sistema, e as matrizes de covariância:
E
{[
Ke(t)
e(t)
][
(Ke(s))T e(s)T
]}
=

[
Q S
ST R
]
,
0,
t = s
t 6= s
(2.26)
onde: Q = E{Ke(t)(Ke(t))T}, S = E{Ke(t)e(t)T} e R = E{e(t)e(t)T}, para t = s. A se-
guir calculamos as expressões das covariâncias Q, R e S a partir das covariancias de estados
E{x(t +1)xT (t +1)}, de saída E{y(t)yT (t)} e cruzada E{y(t)xT (t +1)} do modelo (2.25) res-
pectivamente.
Da equação (2.25a), Q = E{Ke(t)(Ke(t))T} e considerando que x(t) é ortogonal a e(t) é
dizer E{x(t)eT (t)}= 0, temos que:
Π= E{x(t+1)xT (t+1)}
= E{(Ax(t)+Ke(t))(Ax(t)+Ke(t))T}
= AE{x(t)xT (t)}AT +AE{x(t)eT (t)}KT +KE{e(t)xT (t)}AT +E{(Ke)(t)(Ke)(t)T (t)}
Π= AΠAT +Q
então a matriz de covariância Q = E{Ke(t)(Ke(t))T}=Π−AΠAT
Da equação (2.25b), R = E{e(t)e(t)T} e E{x(t)eT (t)}= 0, temos:
Λ(0) = E{y(t)yT (t)}
= E{(Cx(t)+ e(t))(Cx(t)+ e(t))T}
=CE{x(t)xT (t)}CT +CE{x(t)eT (t)}+E{e(t)xT (t)}CT +E{e(t)e(t)T (t)}
=CE{x(t)xT (t)}CT +E{e(t)e(t)T (t)}
Λ(0) =CΠCT +R
então a matriz de covariância R = E{e(s)e(s)T}=Λ(0)−CΠCT
Da equação (2.25a) e (2.25a), S = E{Ke(t)e(t)T} e E{x(t)eT (t)}= 0, temos:
C¯ = E{y(t)xT (t+1)}
= E{(Cx(t)+ e(t))(Ax(t)+Ke(t))T}
C¯ =CΠAT +ST
C¯T = AΠCT +S
Capítulo 2. Fundamentos para Identificação de Sistemas Multivariáveis por Subespaços 30
então a matriz de covariância: S = E{Ke(t)e(t)T}= C¯T −AΠCT .
Além disto, também podemos encontrar a expressão do ganho de Kalman. Considerando que
E{x(t+1)x(t)}=AΠ, E{x(t)e(t)T}= 0, S= C¯T−AΠCT e R=E{e(t)e(t)T}=Λ(0)−CΠCT .
Multiplicamos por e(t)T à direita da equação (2.25a) e aplicando o operador esperança mate-
mática:
E{x(t+1)e(t)T}= AE{x(t)e(t)T}+KE{e(t)e(t)T}
e reordenando a expressão temos que o ganho de Kalman K é:
K = E{x(t+1)e(t)T}E{e(t)e(t)T}−1
= E{x(t+1)(y(t)−Cx(t))T}E{e(t)e(t)T}−1
= E{x(t+1)(y(t)T −Cx(t+1)x(t)T}E{e(t)e(t)T}−1
= (E{x(t+1)(y(t)T}−E{x(t+1)x(t)T}CT )E{e(t)e(t)T}−1
= (C¯T −AΠCT )(Λ(0)−CΠCT )−1
K = SR−1
(2.27)
onde S = C¯T −AΠCT e R =Λ(0)−CΠCT
2.3 Ferramentas algébricas e estatísticas
2.3.1 Decomposição em valores singulares
A decomposição em valores singulares é uma ferramenta que é aplicada para encontrar as
bases ortonormais, os valores singulares e as correlações canônicas para um modelo de espaço
de estado. A seguir apresentamos um teorema sobre SVD.
Teorema 2.1 [6]: Uma matriz A ∈ Rm×n de posto r, pode ser fatorada na forma:
A =UΣV T (2.28)
onde Σ é a matriz diagonal:
Σ=

σ1
. . . 0
σr
0 . . .
0

m×n
=
[
Σ1 0
0 0
]
m×n
, Σ1 =
 σ1 0. . .
0 σr

r×r
com a diagonal principal tendo os valores singulares σi da matriz A, que são números positivos
com ordenação obedecendo o critério: σ1 ≥ σ2 ≥ ·· · ≥ σr > σr+1 = · · ·= σm = 0, e:
U = [u1 · · ·ur · · ·um] ∈ Rm×m e V = [υ1 · · ·υr · · ·υm]T ∈ Rn×n
são matrizes ortonormais com υ1 · · ·υr, e u1 · · ·ur formando respectivamente as bases dos
espaços linha e coluna da matriz A tal que:
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Aυi = σiui, i = 1,2 · · · ,r
A matriz A também pode ser expressa como segue:
Am×n =Um×mΣm×nV Tn×n =
[
U1 U2
][ Σ1 0
0 0
][
V T1
V T2
]
(2.29)
onde: U1 ∈ Rm×r, U2 ∈ Rm×(m−r), V1 ∈ Rn×r, V2 ∈ Rn×(n−r) fornecem bases ortonormais para
os quatro subespaços fundamentais associados com a matriz A; U1 e V1 geram respectivamente
o espaço coluna e o espaço linha da matriz A; U2 é o espaço nulo da matriz AT e V2 é o espaço
nulo da matriz A.
2.3.2 Fatoração LQ
A fatoração LQ é um cálculo importante para o algoritmo de decomposição ortogonal de-
senvolvido neste trabalho e também para outros algoritmos de identificação por subespaços.
Segundo [26] e [14], a fatoração LQ é calculada tomando a transposta da decomposição QR.
A decomposição QR, permite obter uma matriz ortonormal e uma matriz triangular superior, a
seguir mostramos um lema que descreve a decomposição QR.
Lema 2.1 [14]: Dada uma matriz A ∈Rg×h, g≥ h é decomposta no produto de duas matri-
zes:
A = QR (2.30)
onde Q ∈ Rg×h é uma matriz ortogonal com QT Q = Ih e R ∈ Rh×h é uma matriz triangular
superior. O segundo membro de (2.30) é chamado decomposição QR de A.
Depois de conhecer as características da decomposição QR, podemos dizer que para obter a
fatoração LQ de uma matriz A∈Rh×g primeiramente temos que calcular a transposta da matriz
A, depois fazer a decomposição QR da matriz AT e finalmente obter a transposta de QR. Este
desenvolvimento é mostrado a seguir:
AT = QR
A = RT QT
A = LQT
(2.31)
onde L ∈Rh×h e QT ∈Rh×g.
2.3.3 Analise de Correlação Canônica Multivariável
Nesta parte descrevemos a análise de correlação canônica CCA, a qual é de utilidade no
algoritmo de Akaike, já que é uma técnica de análise estatística multivariável.
A análise de correlação canônica consiste primeiro em determinar as combinações lineares
α e β de dois conjuntos de variáveis aleatórias u e v, e depois em encontrar as correlações
ρi, i = 1,2, · · ·k entre estas combinações lineares, onde a primeira correlação ρ1 é a máxima
correlação canônica. Os vetores canônicos α e β pertencem aos espaços U e V respectivamente.
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Os vetores canônicos α e β são obtidos a partir de uma transformação linear dos vetores u
e v; e são expressos como:
β = LT u, α = MT v (2.32)
onde os vetores u e v são variáveis aleatórias com média zero:
u =

u1
u2
...
uk
 ∈ Rk, v =

v1
v2
...
vl
 ∈ Rl (2.33)
e matrizes de covariâncias:
Σ= E
{[
u
v
][
u v
]}
=
[
Σuu Σuv
Σvu Σvv
]
∈ R(k+l)×(k+l) (2.34)
Os elementos das matrizes L e M são autovetores que maximizam a correlação entre os vetores
canônicos α e β .
Os vetores u e v geram os espaços:
U= span{u1,u2, · · · ,uk}, V = span{v1,v2, · · · ,vl}
onde span{·} denota o espaço gerado por vetores {·}.
A correlação canônica entre dois vetores canônicos é obtida através dos valores singulares
ρ1 ≥ ρ2 ≥ ·· · ≥ ρk da matriz Ξ := Σ−1/2uu ΣuvΣ−T/2vv ∈ Rk×l . A seguir apresentamos o lema:
Lema 2.2 [14]: Suponha que as matrizes de covariâncias de u e v são dadas por (2.34). Então,
as correlações canônicas são calculadas pela SVD:
Ξ = Σ−1/2uu ΣuvΣ
−T/2
vv =UDV T (2.35)
onde D é definido por:
E{βαT}= D = Σ=

ρ1
. . . 0
ρk
0 . . .
0

e
E{ββT}= Ik, E{ααT}= Il.
Além disso, os vetores canônicos são dados por:
β = LT u =UTΣ−1/2uu u, α = MT v =V TΣ
−1/2
vv v
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Capı´tulo 3
Identificação de Sistemas no Espaço de
Estado
Neste capitulo, tratamos sobre a identificação de sistemas no espaço de estado tomando em
conta os fundamentos teóricos desenvolvidos no capitulo anterior. Primeiramente, apresenta-
mos brevemente a teoria da realização determinística. Em segundo lugar tratamos a teoria da
Realização estocástica de Akaike. Nesta parte descreve-se a realização estocástica, a caracteri-
zação dos dados de saída, a modelagem de série temporal e o algoritmo do método por Akaike.
Finalmente, tratamos a identificação no espaço de estado de sistema dinâmico estocástico mul-
tivariável, onde apresentamos o problema de realização estocástica com entradas exógenas pelo
método de decomposição ortogonal. Nesta parte apresentam-se a decomposição ortogonal da
saída, a realização estocástica na presença de entradas exógenas, a modelagem de sistemas
dinâmicos pelo método de decomposição ortogonal e o respectivo algoritmo.
3.1 Teoria de realização determinística
Na presente seção, abordaremos o problema da realização determinística, as características
dos dados de entrada e de saída e as equações de espaço de estado do sistema determinístico
que serão consideradas no método de decomposição ortogonal.
3.1.1 O Problema da realização determinística
A partir dos dados de entrada u(t) e de saída yd(t) para t = 0, 1, 2, · · · , N + 2k− 2, o
problema de realização determinística é determinar um modelo no espaço de estado da forma:
xd(t+1) = Adxd(t)+Bdu(t) (3.1a)
yd(t) =Cdxd(t)+Ddu(t) (3.1b)
onde xd(t) ∈ Rnd é um vetor de estado, u(t) ∈ Rm é a entrada, yd(t) ∈ Rh é o vetor de saída,
e Ad ∈Rnd×nd , Bd ∈Rnd×m, Cd ∈Rh×nd , Dd ∈Rnd×m são as matrizes de sistema determinístico.
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3.1.2 Caracterização dos dados de entrada - saída do sistema determinístico
A realização mínima de um sistema discreto linear invariante no tempo LTI pode ser cal-
culada através de seus dados de entrada e de saída; é por isso que nesta seção definimos as
matrizes das entradas e das saídas estruturadas em matrizes de Hankel. Para isto, consideramos
um numero de dados de entrada u(t) e de saída yd(t), para t = 0,1, · · · ,N + 2k− 2, que serão
modelados linearmente no espaço de estado. N é o numero de colunas da matriz de Hankel e
é suficientemente grande, e k é o numero de linhas das matrizes bloco do futuro e do passado;
k é escolhido com a condição k nd . Com estes dados de entrada - saída constroem-se as
matrizes bloco de Hankel de entradas passadas U0|k−1 ∈ Rkm×N e futuras Uk|2k−1 ∈ Rkm×N e
saídas passadas Y d0|k−1 ∈ Rkh×N e futuras Y dk|2k−1 ∈ Rkh×N :
U0|k−1 =

u(0) u(1) · · · u(N−1)
u(1) u(2) · · · u(N)
...
... . . .
...
u(k−1) u(k) · · · u(N+ k−2)

Y d0|k−1 =

yd(0) (1) · · · yd(N−1)
yd(1) yd(2) · · · yd(N)
...
... . . .
...
yd(k−1) yd(k) · · · yd(N+ k−2)

Uk|2k−1 =

u(k) u(k+1) · · · u(k+N−1)
u(k+1) u(k+2) · · · u(k+N)
...
... . . .
...
u(2k−1) u(2k) · · · u(N+2k−2)

Y dk|2k−1 =

yd(k) yd(k+1) · · · yd(k+N−1)
yd(k+1) yd(k+2) · · · yd(k+N)
...
... . . .
...
yd(2k−1) yd(2k) · · · yd(N+2k−2)

As matrizes de Hankel das entradas passadas U0|k−1, das saídas passadas Y d0|k−1, das entradas
futuras Uk|2k−1 e das saídas futuras Y dk|2k−1 do sistema determinístico podem ser expressas da
seguinte forma:
U0|k−1 =
[
uk(0) uk(1) · · · uk(N−1)
]
(3.2)
Y d0|k−1 =
[
ydk(0) ydk(1) · · · ydk(N−1)
]
(3.3)
Uk|2k−1 =
[
uk(k) uk(k+1) · · · uk(N+ k−1)
]
(3.4)
Y dk|2k−1 =
[
ydk(k) ydk(k+1) · · · ydk(N+ k−1)
]
(3.5)
onde uk(·) é o vetor coluna da matriz de Hankel das entradas e ydk(·) é o vetor coluna da matriz
de Hankel das saídas.
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3.1.3 Modelo extendido no espaço de estado de sistema determinístico
Nesta seção derivamos a apropriada relação entre as sequências de dados medidos (das en-
tradas e das saídas) e as matrizes que definem o modelo no espaço de estado. Esta relação é
fundamental para os projetos de algoritmos de identificação no espaço de estado.
A seguir, definimos as matrizes de observabilidade Odk e controlabilidade Cdl estendidas
para o sistema determinístico expresso na equação (3.1):
Odk =

Cd
CdAd
...
CdAk−1d
 ∈ Rkh×nd (3.6)
Cdl =
[
Bd AdBd A2dBd · · · Al−1d Bd
]
(3.7)
e a matriz de Hankel dada por:
H = OdkCdl =

CdBd CdAdBd · · · CdAl−1d Bd
CdAdBd CdA2dBd · · · CdAldBd
...
... . . .
...
CdAk−1d Bd · · · · · · CdAk+l−2d Bd
 (3.8)
Para o sistema discreto apresentado na equação (3.1b) avaliamos a saída para diferentes
instantes de tempo a partir do instante t, como pode-se ver na equação (3.9):

yd(t)
yd(t+1)
yd(t+2)
...
yd(t+ k−1)
 =

Cd
CdAd
CdA2d
...
CdAk−1d
xd(t)+

Dd
CdBd Dd
CdAdBd CdBd Dd
...
... . . . . . .
CdAk−2d Bd · · · · · · CdBd Dd


u(t)
u(t+1)
u(t+2)
...
u(t+ k−1)

(3.9)
Da equação (3.9) temos a equação entrada-saída estendida expressa como:
ydk(t) = Odkxd(t)+Ψkuk(t), t = 0,1, · · · (3.10)
onde definimos:
ydk(t) =

yd(t)
yd(t+1)
yd(t+2)
...
yd(t+ k−1)
 ∈ Rkh, uk(t) =

u(t)
u(t+1)
u(t+2)
...
u(t+ k−1)
 ∈ Rkm
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e a matriz de ToeplitzΨk como:
Ψk =

Dd
CdBd Dd
CdAdBd CdBd Dd
...
... . . . . . .
CdAk−2d Bd · · · · · · CdBd Dd
 ∈ Rkh×km (3.11)
Então avaliamos a equação (3.10) para t = 0, 1, · · · , (N−1) obtendo:[
ydk(0) ydk(1) · · · ydk(N−1)
]
= Odk
[
xd(0) xd(1) · · · xd(N−1)
]
+
Ψk
[
uk(0) uk(1) · · · uk(N−1)
]
(3.12)
Substituindo (3.2) e (3.3) na equação (3.12) obtemos:
Y d0|k−1 = OdkX
d
0 +ΨkU0|k−1 (3.13)
onde
Xd0 =
[
xd(0) xd(1) · · · xd(N−1)
] ∈ Rnd×N
Do mesmo jeito, temos para t = k, k+1, · · · , k+N−1:[
ydk(k) ydk(k+1) · · · ydk(k+N−1)
]
= Odk
[
xd(k) xd(k+1) · · · xd(k+N−1)
]
+
Ψk
[
uk(k) uk(k+1) · · · uk(k+N−1)
]
(3.14)
Substituindo (3.4) e (3.5) na equação (3.14) obtemos:
Y dk|2k−1 = OdkX
d
k +ΨkUk|2k−1 (3.15)
onde a sequência de estados Xdk ∈ Rnd×N é:
Xdk =
[
xd(k) xd(k+1) · · · xd(k+N−1)
]
As considerações que satisfazem as entradas exógenas e o vetor de estado são que: o vetor
de estado é suficientemente exitado isto é que o posto(Xd0 ) = n, o posto(U0|k−1) = km o qual
mostra que a sequencia de entrada u(t) ∈ Rm deveria satisfazer a condição de persistência de
excitação de ordem k, e span(Xd0 )∩ span(U0|k−1) = {0}, onde span(·) denota o espaço gerado
pelo vetor linha de uma matriz, o que significa que os vetores linha de Xd0 e U0|k−1 são linear-
mente independentes ou não há realimentação.
A equação matricial (3.15) relaciona as matrizes dos dados das entradas e saídas futuras com
as matrizes do sistema, já que as matrizes de observabilidade e de Toeplitz contem a quadrupla
(Ad,Bd,Cd,Dd). Em outras palavras, resolvendo a equação (3.15), a partir dos dados, pode-se
obter as matrizes do sistema por diferentes métodos. Ver [6], [9], [14].
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3.2 Teoria de realização estocástica pelo método de Akaike
3.2.1 O problema da realização estocástica na forma inovativa
O problema da realização estocástica consiste em encontrar um modelo markoviano no
espaço de estado na forma inovativa, descrito como:
xs(t+1) = Asxs(t)+Ke(t)
ys(t) = Csxs(t)+ e(t)
(3.16)
onde xs(t)∈Rns é o vetor de estado, K ∈Rns×h é o ganho de Kalman , As ∈Rns×ns e Cs ∈Rh×ns
são as matrizes do sistema, e e(t) ∈ Rh é o processo de inovação, expresso como um ruido
branco com media zero e matrizes de covariância:
E
{[
Ke(t)
e(t)
][
Ke(s)T e(s)T
]}
=

[
Q S
ST R
]
,
0,
t = s
t 6= s
(3.17)
a partir das matrizes de covariâncias (3.18) de uma série temporal ys ∈ Rh com média zero:
Λ(l) = E{ys(t+ l)yTs (t)}, l = 0,±1, · · · (3.18)
Para o modelo descrito em (3.16), definimos uma matriz de observabilidade estendida dada
por:
Os =

Cs
CsAs
CsA2s
...
 (3.19)
e uma matriz de controlabilidade estendida dada por:
Cs =
[
C¯T AsC¯T A2sC¯
T · · · ] (3.20)
onde: C¯T = E{xs(t +1)ys(t)T} e as matrizes de observabilidade e controlabilidade estendidas
são obtidas pela fatoração da matriz de Hankel:
H = OsCs =

CsC¯Ts CsAsC¯
T
s CsA
2
sC¯
T
s · · ·
CsAsC¯Ts CsA
2
sC¯
T
s CsA
3
sC¯
T
s · · ·
CsA2sC¯
T
s CsA
3
sC¯s CsA
4
sC¯s · · ·
...
...
... . . .
 (3.21)
A partir dos dados da série temporal y(t), definem-se os vetores do futuro e do passado
como:
f (t) :=
 ys(t)ys(t+1)
...
 , p(t) :=
ys(t−1)ys(t−2)
...

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A matriz de Hankel de covariância é calculada a partir da matriz de covariância cruzada do
futuro e do passado, da forma:
H = E{ f (t)pT (t)}=

Λ(1) Λ(2) Λ(3) . . .
Λ(2) Λ(3) Λ(4) . . .
Λ(3) Λ(4) Λ(5) . . .
...
...
... . . .
 (3.22)
A matriz de covariância do futuro é definida como a matriz de Toeplitz do futuro, da forma:
T+ = E{ f (t) f T (t)}
=

Λ(0) ΛT (1) ΛT (2) . . .
Λ(1) Λ(0) ΛT (1) . . .
Λ(2) Λ(1) Λ(0) . . .
...
...
... . . .
 (3.23)
e a matriz de covariância do passado é definida como a matriz de Toeplitz do passado, da forma:
T− = E{p(t)pT (t)}
=

Λ(0) Λ(1) Λ(2) . . .
ΛT (1) Λ(0) Λ(1) . . .
ΛT (2) ΛT (1) Λ(0) . . .
...
...
... . . .
 (3.24)
3.2.2 Realização estocástica por Akaike
Nesta seção, descreve-se a realização estocástica de série temporal baseada na análise de
correlação canônica proposta por Akaike. Nesta teoria, a partir de serie temporal ys(t) é gerado
o espaço Y st definido por:
Yt
s = span{ys(t), t = 0,±1,2, . . .}
onde span{· · ·} representa o espaço fechado de Hilbert gerado pelos elementos infinitos {· · ·}.
O espaço Yt s é dividido nos subespaços do futuro Y st
+ e do passado Y st
−, dados por:
Y st
+ = span{ys(t),ys(t+1), . . .},
Y st
− = span{ys(t−1),ys(t−2), . . .}
A estimativa de variância mínima do futuro baseada no passado yˆ f |p é obtida mediante a
projeção ortogonal do futuro f (t) sobre o subespaço do passado Y st
−, como é mostrado na
figura 3.1.
A equação da estimativa de variância mínima do futuro baseada no passado é dada por:
yˆ f |p = Eˆ{ f (t) | Y st −} (3.25)
onde Eˆ{·} representa o operador projeção ortogonal.
A projeção ortogonal do futuro f (t) sobre o passado Y st
− é calculada através das covariâncias
dadas pelas equações (3.22) e (3.24):
yˆ f |p = Eˆ{ f (t) | Y st −}= E
{
f (t)pT (t)
}
(E
{
p(t)pT (t)
}
)−1 p(t) = HT−1− p(t)
= Σ f pΣ−1pp p(t)
(3.26)
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Y s−t
0
f (t)
yˆ f |p
Figura 3.1: Projeção ortogonal do futuro no passado
Da mesma forma, a estimativa de variância mínima do passado baseada no futuro yˆp| f é
obtida mediante a projeção ortogonal do passado p(t) sobre o subespaço do futuro Y st
+, como
é mostrado na figura 3.2.
Y s+t
0
p(t)
yˆp| f
Figura 3.2: Projeção ortogonal do passado no futuro
A equação da estimativa de variância mínima do passado baseada no futuro é dada por:
y˘p| f = Eˆ{p(t) | Y st +} (3.27)
A projeção ortogonal do passado p(t) sobre o futuro Y st
+ é calculada através das covariâncias
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dadas pelas equações (3.22) e (3.23)como segue:
yˆp| f = Eˆ{p(t) | Y st +}= E
{
p(t) f T (t)
}
(E
{
f (t) f T (t)
}
)−1 f (t) = HT T−1+ f (t)
= Σp fΣ−1f f f (t)
(3.28)
Com as estimativas de variância mínima de (3.25) e (3.27) são gerados o espaço preditor do
futuro Xˆ s+t e do passado X˘
s−
t , de dimensões finitas, como segue:
Xˆ s+t := Eˆ{Y st + | Y st −}
= span{yˆ f |p(t+h|t−) | h = 0,1, . . . ,r−1}
(3.29)
X˘ s−t := Eˆ{Y st − | Y st +}
= span{y˘p| f (t− l|t+) | l = 1,2, . . . ,r}
(3.30)
Para encontrar as bases ortonormais de dimensão mínima dos espaços preditores, primeira-
mente aplicamos a análise de correlação canônica aos vetores:
yˆ f |p :=
[
yˆ f |p(t|t−) yˆ f |p(t+1|t−) · · · yˆ f |p(t+ r−1|t−)
]T (3.31)
e
y˘p| f :=
[
y˘p| f (t−1|t+) y˘p| f (t−2|t+) · · · y˘p| f (t− r|t+)
]T (3.32)
e obtemos as bases ortonormais:
p :=
[
p1 p2 · · · pr
]T (3.33)
e
f :=
[
f 1 f 2 · · · f s
]T (3.34)
tal que, se cumpre o seguinte:
E{pi} = E{ f j}= 0, i = 1,2, · · ·r, j = 1,2, · · ·s
E{pi, p j} = δi j, i, j = 1,2, · · ·r
E{ f i, f j} = δi j, i, j = 1,2, · · ·s
E{pi, f j} = ρi j, i = 1,2, · · ·r, j = 1,2, · · ·s
(3.35)
onde δi j = 1(i = j) e δi j = 0(i 6= j), ρi j = 0(i 6= j) e 0 ≤ ρii ≤ 1. Considera-se que ρii está na
ordem descendente, tal que ρii ≥ ρi+1,i+1. As variáveis canônicas são pi e f j; e ρii é o coefi-
ciente de correlação canônica do par pi e f j (i = 1,2, · · · ,min(r,s)). Se somente os primeiros
k componentes de pi e f j têm coeficientes de correlação canônica diferentes de zero, a infor-
mação compartilhada ou a causa de dependência entre p(t) e f (t), está completamente contida
dentre os componentes dos vetores:
xˆs = p :=
[
p1 p2 · · · pk
]T (3.36)
e
x˘s = f :=
[
f 1 f 2 · · · f k
]T (3.37)
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Estes vetores, chamados vetores de estado do futuro xˆs(t) e do passado x˘s(t), respectivamente,
são bases ortonormais de dimensão mínima para os espaços preditores do futuro Xˆ s+t e do
passado X˘ s−t , respectivamente. Assim mesmo, estes dois vetores formam a interface de infor-
mação entre os espaços Y st
+ e Y st
−. Qualquer destes vetores xˆs(t) ou x˘s(t) pode ser usado para
definir uma representação Markoviana mínima (3.16) de ys(t). A caracterização especifica da
estrutura do vetor de estado define a representação canônica de um sistema linear estocástico;
esta representação canônica é obtida escolhendo o vetor de estado como o primeiro conjunto
máximo de elementos linearmente independentes entre as estimativas de variância mínima.
Considerando que a matriz de Hankel tem posto(H) = n, e que a matriz de Hankel norma-
lizada é dada por:
H¯ = T−1/2+ HT
−T/2
− (3.38)
as correlações canônicas, ver lema 2.2, entre o futuro e o passado do processo estacionário ys(t)
são dadas pela decomposição em valores singulares da matriz de Hankel normalizada:
T−1/2+ HT
−T/2
− =UΣV
T (3.39)
onde Σ = diag(ρ1, · · · ,ρn), 1 ≥ ρ1 ≥ ρn > 0, UTU = In, V TV = In, T+ = Σ f f , T− = Σpp, H =
Σ f p. Da equação (3.39), temos que a matriz de Hankel é H = T
1/2
+ UΣV T T
T/2
− e segundo a
equação (3.21), a matriz de Hankel pode ser fatorada nas matrizes de observabilidade Os e
controlabilidade Cs, H = OsCs, onde:
Os = T
1/2
+ UΣ
1/2, Cs = Σ1/2V T T
T/2
− (3.40)
De acordo como o lema lema 2.2, temos que os vetores canônicos são:
β (t) =UTΣ−1/2f f f (t), α(t) =V
TΣ−1/2pp p(t)
e
E{β (t)αT (t)}= diag(ρ1, · · · ,ρn), E{β (t)βT (t)}= In, E{α(t)αT (t)}= In.
Através da projeção ortogonal do futuro sobre o passado dada pela equação (3.26), podemos
ver que o vetor canônico α(t) é a base ortonormal do espaço preditor para a frente Xˆ s+t , como
mostramos a seguir:
Eˆ{ f (t) | Y st −}= HT−1− p(t)
= T 1+T
−1
+ HT
−1
− p(t)
= T 1/2+ T
1/2
+ T
−1/2
+ T
−1/2
+ HT
−T/2
− T
−1/2
+ p(t)
= T 1/2+ UΣV
T T−1/2+ p(t)
= Σ1/2f f UΣV
TΣ−1/2pp p(t)
= Σ1/2f f UΣ α(t)
(3.41)
Igualmente, através da projeção ortogonal do passado sobre o futuro dada pela equação (3.28),
podemos ver que o vetor canônico β (t) é a base ortonormal do espaço preditor para atrás X˘ s−t ,
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como mostramos a seguir:
Eˆ{p(t) | Y st +}= HT T−1+ p(t)
= T 1−T
−1
− H
T T−1+ p(t)
= T 1/2− T
1/2
− T
−1/2
− T
−1/2
− H
T T−T/2+ T
−1/2
+ p(t)
= T 1/2+ VΣU
T T−1/2+ p(t)
= Σ1/2f f VΣU
TΣ−1/2pp p(t)
= Σ1/2f f VΣ β (t)
(3.42)
Devido a que as matrizes de covariância de estado do futuro Σˆ = E{xˆs(t)xˆs(t)T} e do
passado Σ¯ = E{x˘s(t)x˘s(t)T} são iguais à matriz de correlação canônica Σ, E{xˆs(t)xˆs(t)T} =
E{x˘s(t)x˘s(t)T} = Σ, pode-se usar qualquer um dos vetores de estado xˆs(t) ou x˘s(t) indiferen-
temente, ver ?. Σˆ e Σ¯ são as soluções aproximadas das equações algébricas de Riccati para o
futuro e para o passado respectivamente:
Σˆ = AˆsΣˆAˆTs +(C¯
T − AˆsΣˆCˆTs )(Λ(0)−CˆsΣˆCˆTs )(C¯T − AˆsΣˆCˆTs )T (3.43)
e
Σ¯ = AˆTs Σ¯Aˆs+(Cˆ
T
s − AˆTs Σ¯C¯T )(Λ(0)−C¯Σ¯C¯T )−1(Cˆs−C¯Σ¯Aˆs) (3.44)
Os valores singulares de Σˆ e Σ¯ são as correlações canônicas do futuro e do passado do pro-
cesso estacionário ys(t).
Os vetores base de dimensão mínima xˆs(t) e x˘(t) são calculados como segue:
xˆs(t) := Σ1/2α(t) = Σ1/2V TΣ
−1/2
pp p(t) = CsT−1− p(t) (3.45)
x˘s(t) := Σ1/2β (t) =UTΣ
−1/2
f f f (t) = O
T
s T
−1
+ f (t) (3.46)
A partir de agora será usado o vetor de estado do futuro xˆs(t) que será denotado xs(t) como no
modelo de Markov apresentado em (3.16).
3.2.3 Caracterização dos dados de saída de sistema estocástico
Com os dados da série temporal ys(t) pode-se construir as matrizes do passado Y sp ∈ Rkh×N
e do futuro Y sf ∈ Rkh×N da forma:
Y sp = Y
s
k−1|0 :=

ys(k−1) ys(k) . . . ys(N+ k−2)
ys(k−2) ys(k−1) . . . ys(N+ k−3)
...
...
...
ys(0) ys(1) . . . ys(N−1)
 ,
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Y sf = Y
s
k|2k−1 :=

ys(k) ys(k+1) . . . ys(k+N−1)
ys(k+1) ys(k+2) . . . ys(k+N)
. . . . . . . . . . . .
ys(2k−1) ys(2k) . . . ys(N+2k−2)

onde h é o numero de saídas, N o numero de amostras da serie temporal e k é o numero de
linhas das matrizes bloco do futuro Y sf e do passado Y
s
p; k é escolhido com a condição k ns.
3.2.4 Modelagem de dados da série temporal pelo método de Akaike no
espaço de estado
Com as matrizes do passado Y sp e do futuro Y
s
f obtemos as matrizes de covariâncias T+=Σ f f ,
T− = Σpp e as matrizes de covariâncias cruzadas H = Σ f p:
1
N
[
Y sp
Y sf
][
Y sTp Y
sT
f
]
=
[
Σpp Σp f
Σ f p Σ f f
]
Para calcular as matrizes de covariâncias aplicamos a fatoração LQ da forma:
1√
N
[
Y sp
Y sf
]
=
[
L11 0
L21 L22
][
QT1
QT2
]
(3.47)
Assim, elas podem ser calculadas em função das componentes da matriz L em (3.47):
Σ f p = L21LT11,
Σ f f = L21LT21+L22L
T
22,
Σpp = L11LT11
Aplicando a decomposição em valores singulares SVD, obtem-se as correlações canônicas
do futuro e do passado da série temporal, como se mostra a seguir:
Σ−1/2f f Σ f pΣ
T/2
pp =UΣV T ' Uˆ ΣˆVˆ T (3.48)
onde a dimensão do vetor de estado é dada pela dimensão de Σˆ e da equação (3.45) o vetor de
estado estimado Xk é:
Xk = Σˆ1/2Vˆ TΣ
−1/2
pp Yp ∈ Rns×N (3.49)
A partir da decomposição em valores singulares, obtemos a observabilidade Osk e a contro-
labilidade Csk, como:
Osk = Σ
−1/2
f f Uˆ Σˆ
1/2, Csk = Σˆ1/2V TΣ
T/2
pp (3.50)
As matrizes Aˆs, Cˆs e C¯T são calculadas a partir das matrizes de observabilidade e controla-
bilidade, da forma:
Aˆs =O
†
sk(1 : (k−1)h, :)Osk(h+1 : kh, :), Cˆs =Osk(1 : h, :), C¯ = Csk(:,1 : h) (3.51)
onde † é a pseudo-inversa
O ganho de Kalman é:
Kˆ = (C¯T − AˆsΣˆCˆTs )(Λ(0)−CˆsΣˆCˆTs )−1 (3.52)
onde Λ(0) = Σ f f (1 : h,1 : h) e R = Λ(0)−CΣˆCT .
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3.2.5 Síntese do método de Akaike
O método de Akaike passo a passo é o seguinte:
1. Calcule a decomposição LQ de (3.47)
2. Calcule a SVD segundo (3.48)
3. Calcule as matrizes de observabilidade e de controlabilidade dadas por (3.50)
4. Calcule as matrizes Aˆs, Cˆs e C¯T com (3.51)
5. Calcule o ganho de Kalman Kˆ pela equação (3.52).
6. Finalmente represente o modelo de espaço de estado na forma inovativa (3.16).
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3.3 Identificação no espaço de estado de sistema dinâmico es-
tocástico multivariável
Na seção anterior descrevemos de forma breve a teoria da realização estocástica de Akaike
para modelar um processo estocástico estacionário com uma dada matriz de covariâncias. Nesta
seção apresenta-se de forma breve a teoria da realização estocástica com a presença de entradas
exógenas para o sistema dinâmico que se mostra na figura 2.1. A partir dela apresentamos o
método de identificação de sistema estocástico multivariável por decomposição ortogonal. A
técnica desenvolvida neste método é baseada na decomposição do processo de saída nas com-
ponentes determinística e estocástica. A primeira é obtida pela projeção ortogonal do processo
de saída no espaço de Hilbert gerado pelas entradas exógenas e a segunda é obtida pela projeção
complementar; a componente estocástica é modelada pelo método de Akaike, ver,?, ?.
3.3.1 O problema da realização estocástica com entradas exógenas na forma
inovativa
O problema da realização estocástica de um sistema com entradas exógenas consiste em
encontrar um modelo de espaço de estado na forma inovativa para um sistema estocástico mul-
tivariável linear invariante no tempo; descrito pela equação (3.53):
x(t+1) = Ax(t)+Bu(t)+Ke(t)
y(t) = Cx(t)+Du(t)+ e(t) (3.53)
onde x(t) ∈ Rn é um vetor de estado, A ∈ Rn×n,B ∈ Rn×m, C ∈ Rh×n,D ∈ Rh×m são matrizes
do sistema, K ∈Rn×p é o ganho de Kalman e e(t) ∈Rh um processo estocástico de inovação; a
partir dos dados de entrada u(t) ∈ Rm e de saída y(t) ∈ Rh, {u(t), y(t), t = 0,±1, · · ·}.
A seguir, definidos os espaços de Hilbert U e Y gerados por u e y respectivamente:
U = span{u(τ) |τ = 0,±1, · · ·}, Y = span{y(τ) |τ = 0,±1, · · ·}
o espaço U é dividido nos subespaços do passado U −t e do futuro U +t dados por:
U −t = span{u(τ) |τ < t}, U +t = span{u(τ) |τ ≥ t}
e o espaço Y é dividido nos subespaços do passado Y −t e do futuro Y +t dados por:
Y −t = span{y(τ) |τ < t}, Y +t = span{y(τ) |τ ≥ t}
onde t é o instante de tempo presente e pertence ao futuro por convenção.
3.3.2 Decomposição ortogonal da saída
O processo de saída y pode ser decomposto ortogonalmente. Para isto consideremos um
sistema estocástico com entrada exógena sem realimentação; isto significa que não há realimen-
tação da saída y à entrada u. O futuro de u e o passado de y são condicionalmente ortogonais
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com respeito ao passado do mesmo u, ver [18]. Esta consideração no espaço de Hilbert é escrita
como segue:
U +t ⊥ Y −t |U −t , t = 0,±1, · · · (3.54)
como o sistema é não realimentado a expressão (3.54) é equivalente a Y −t ⊥U +t |U −t .
Por outro lado, a condição de ortogonalidade (A⊥B)|C é equivalente a seguinte equação:
Eˆ{B|A ∨C }= Eˆ{B|C } (3.55)
Utilizando a consideração sem realimentação (3.54), dada pela condição de ortogonalidade
(3.55) e fazendo A = U +t+1, B = Y
−
t+1, C = U
−
t+1 e A ∨C = U , A ∨C denota o vetor
suma tal que {a+ c | a ∈A ,c ∈ C }, temos:
Eˆ{Y −t+1|U +t+1∨U −t+1} = Eˆ{Y −t+1|U −t+1}
Eˆ{Y −t+1|U } = Eˆ{Y −t+1|U −t+1}
Já que y(t) ∈ Y −t+1, temos:
Eˆ{y(t)|U } = Eˆ{y(t)|U −t+1} (3.56)
Agora fazemos a decomposição ortogonal do processo de saída y(t). A partir da expressão an-
terior (3.56), a projeção ortogonal de y(t) sobre o espaço U é a sua componente determinística
expressa como segue:
yd(t) = Eˆ{y(t)|U } = Eˆ{y(t)|U −t+1} (3.57)
e a projeção complementar, chamada a componente estocástica, é dada por:
ys(t) = y(t)− Eˆ{y(t)|U }= Eˆ{y(t)|U ⊥} (3.58)
A componente determinística yd é a projeção ortogonal da saída y no espaço de Hilbert U
gerado pelo processo de entrada u; assim yd está linearmente relacionada com o processo de
entrada u. Por outro lado, a componente estocástica ys é ortogonal ao espaço de dados U ; veja
a Figura 3.3.
Figura 3.3: Decomposição Ortogonal da saída y.
Como o processo de saída y(t) é decomposto na componente determinística yd(t) e na com-
ponente estocástica ys(t) temos que:
y(t) = yd(t)+ ys(t) (3.59)
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e estas componentes são não correlacionadas E{ys(t)yd(τ)T}= 0, para todo t = 0,±1, · · · e
τ = 0,±1, · · · .
O espaço Y é decomposto nos espaços da componente estocástica Y st e da componente
determinística Y dt dados por:
Y st = span{ys(τ) |τ = 0,±1, · · ·} ⊂U ⊥, Y dt = span{yd(τ) |τ = 0,±1, · · ·} ⊂U
O espaço Y st é dividido nos subespaços do passado Y
s
t
− e do futuro Y st
+ dados por:
Y st
− = span{ys(τ) |τ < t}, Y st + = span{ys(τ) |τ ≥ t}
O espaço Y dt é dividido nos subespaços do passado Y
d−
t e do futuro Y
d+
t dados por:
Y dt
−
= span{yd(τ) |τ < t}, Y dt
+
= span{yd(τ) |τ ≥ t}
3.3.3 Realização estocástica com entradas exógenas
A realização estocástica com entradas exógenas descrita na equação (3.53), pode ser abor-
dada pela decomposição ortogonal desenvolvida em 3.3.2, onde a saída y é decomposta nas
componentes estocástica ys e determinística yd . As respectivas realizações para as componentes
determinística e estocástica são dadas a seguir:
• Realização Estocástica
Para obter a realização estocástica de dimensão mínima da componente ys no espaço de estado,
o espaço preditorX st
+ dado por:
X st
+ = Eˆ{Y st +|Y st −} (3.60)
tem que ser de dimensão mínima dim(X st
+) = ns.
Este espaço preditor de dimensão mínima tem o vetor base xs(t). Então a realização mínima da
componente estocástica em termos do vetor base é dada por:
xs(t+1) = Asxs(t)+Ke(t)
ys(t) = Csxs(t)+ e(t)
(3.61)
onde e é o processo de inovação.
• Realização determinística
Para obter a realização determinística de dimensão mínima de yd , tem-se que encontrar o espaço
preditor de dimensão mínimaX dt
+, expresso como:
X dt
+
= Eˆ‖U +t {Y dt
+|U −t } (3.62)
onde o operador Eˆ‖U +t {·} é a projeção obliqua do subespaço das saídas futuras sobre o subes-
paço das entradas passadas ao longo do subespaço das entradas futuras.
O vetor base deste espaço preditor de dimensão mínima é xd(t). Então a realização mínima no
espaço de estado da componente determinística yd é dada por:
xd(t+1) = Adxd(t)+Bdu(t)
yd(t) = Cdxd(t)+Ddu(t)
(3.63)
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• Modelo conjunto
Para obter a realização no espaço de estado com entradas exógenas para y(t), basta combinar as
duas realizações determinística (3.63) e estocástica(3.61). A realização de espaço de estado de
y(t) é: [
xd(t+1)
xs(t+1)
]
=
[
Ad 0
0 As
][
xd(t)
xs(t)
]
+
[
Bd
0
]
u(t)+
[
0
K
]
e(t)
y(t) =
[
Cd Cs
][ xd(t)
xs(t)
]
+Ddu(t)+ e(t)
(3.64)
A realização (3.64) é uma forma particular do modelo de espaço de estado de (3.53) onde
as matrizes A e B têm estrutura de blocos, tal que o vetor xd do subsistema determinístico
não é controlavel a partir do processo de inovação e(t), enquanto que o vetor de estado xs do
subsistema estocástico não é controlavel a partir do vetor de entrada u(t). Além disso, se os
subsistemas determinístico e estocástico têm algumas dinâmicas comuns, isto é, se Ad e As têm
alguns autovalores comuns, então o sistema da (3.64) não é observável, donde não é mínimo.
3.3.4 Caracterização dos dados de entrada e saída
Consideremos que temos números finitos de dados de entrada u(t) e de saída y(t) para
t = 0,1, · · · ,N +2k−2, que serão modelados linearmente no espaço de estado. N é o numero
de colunas da matriz de Hankel e é suficientemente grande, e k é o numero de linhas das matri-
zes bloco do futuro e do passado; k é escolhido com a condição k n.
Com estes dados de entrada e saída calculam-se as matrizes bloco de Hankel de entrada U0|2k−1 ∈
R2km×N conformada pelas entradas passadas U0|k−1 ∈ Rkm×N e futuras Uk|2k−1 ∈ Rkm×N e de
saída Y0|2k−1 ∈ R2kh×N conformada pelas saídas passadas Y0|k−1 ∈ Rkh×N e futuras Yk|2k−1 ∈
Rkh×N :
U0|2k−1 :=
[
U0|k−1
Uk|2k−1
]
, Y0|2k−1 :=
[
Y0|k−1
Yk|2k−1
]
(3.65)
onde:
U0|k−1 =

u(0) (1) · · · u(N−1)
u(1) u(2) · · · u(N)
...
... . . .
...
u(k−1) u(k) · · · u(N+ k−2)
 ,
Uk|2k−1 =

u(k) u(k+1) · · · u(k+N−1)
u(k+1) u(k+2) · · · u(k+N)
...
... . . .
...
u(2k−1) u(2k) · · · u(N+2k−2)

Y0|k−1 =

y(0) (1) · · · y(N−1)
y(1) y(2) · · · y(N)
...
... . . .
...
y(k−1) y(k) · · · y(N+ k−2)
 ,
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Yk|2k−1 =

y(k) y(k+1) · · · y(k+N−1)
y(k+1) y(k+2) · · · y(k+N)
...
... . . .
...
y(2k−1) y(2k) · · · y(N+2k−2)

3.3.5 Modelagem de dados pelo método de decomposição ortogonal no es-
paço de estado
A partir dos dados de entrada e saída descritos na seção anterior, procedemos encontrar as
componentes determinística e estocástica do processo de saída Y0|2k−1 usando a fatoração LQ.[
U0|2k−1
Y0|2k−1
]
=
[
R11 0
R21 R22
][
Q¯T1
Q¯T2
]
(3.66)
onde R11 ∈R2km×2km, R22 ∈R2kh×2kh são matrizes blocos triangulares inferiores e Q¯1 ∈RN×2km,
Q¯2 ∈ RN×2kh são matrizes ortogonais. O posto de U0|2k−1 é completo, posto(U0|2k−1) = 2km
isto implica que a saída u tem a condição de persistentemente excitante da ordem 2k, então R11
é não singular e segue que Q¯T1 = R
−1
11 U0|2k−1, com isto a saída Y0|2k−1 é expressa por:
Y0|2k−1 = R21Q¯T1 +R22Q¯
T
2
= R21R−111 U0|2k−1+R22Q¯
T
2 (3.67)
Como Q¯T1 Q¯2 = 0, R21Q¯
T
1 é o espaço linha de U0|2k−1 e R22Q¯
T
2 é ortogonal ao espaço linha
de U0|2k−1; fazendo a projeção ortogonal de Y0|2k−1 sobre o espaço linha U0|2k−1, obtemos a
componente determinística:
Yˆ d0|2k−1 = R21Q¯
T
1 = R21R
−1
11 U0|2k−1 (3.68)
e a componente estocástica:
Yˆ s0|2k−1 := Y0|2k−1− Yˆ d0|2k−1 = R22Q¯T2 (3.69)
de Y0|2k−1.
A seguir descrevemos as modelagens dos dados dos subsistemas determinístico e estocás-
tico.
3.3.5.1 Modelagem dos dados da componente determinística
Considerando as equações de espaço de estado de entrada e saída do sistema determinístico
exposto na seção 3.1.3 e as matrizes de Hankel de entradas e saídas definidas em (3.65), aplica-
mos a decomposição LQ às entradas e às saídas passadas e futuras, obtendo a equação (3.70):
Uk|2k−1
U0|k−1
Y0|k−1
Yk|2k−1
=

L11 0 0 0
L21 L22 0 0
L31 L32 L33 0
L41 L42 L43 L44


QT1
QT2
QT3
QT4
 (3.70)
Capítulo 3. Identificação de Sistemas no Espaço de Estado 50
Considerando a equação (3.68), temos que da equação (3.70) a saída determinística futura
Yˆ dk|2k−1 é dada pela equação (3.71):
Yˆ dk|2k−1 = L41Q
T
1 +L42Q
T
2 (3.71)
Igualando as equações (3.15) e (3.71), substituindo Uk|2k−1 de (3.70) e pós-multiplicando
por Q2 a igualdade, tem-se OdkXˆdk Q2 = L42. Já que Xˆ
d
k Q2 tem posto linha completo, temos:
Im(Odk) = Im(L42) (3.72)
onde Im(·) é a imagem ou range de (·).
Analogamente, pré-multiplicando a igualdade das equações (3.15) e (3.71) pela matriz
(O⊥dk)
T satisfazendo (O⊥dk)
TOdk = 0, e pós-multiplicando por Q1 temos:
(O⊥dk)
T L41 = (O⊥dk)
TΨk(Bd,Dd)L11 (3.73)
A partir das equações (3.72) e (3.73) pode-se obter um método de identificação do subsis-
tema determinístico com os passos seguintes:
1) Calcular a decomposição em valores singulares (SVD) de:
L42 =
[
Uˆ U¯
][Sˆ 0
0 S¯
][
Vˆ T
V¯ T
]
' Uˆ SˆVˆ T
2) Calcular a dimensão do vetor de estado, que é igual a dim(Sˆ).
3) Calcular a matriz de observabilidade estendida
Odk = Uˆ Sˆ1/2
de
Uˆ SˆVˆ T = (Uˆ Sˆ1/2)(Sˆ1/2Vˆ T )
4) Calcular as estimativas de Cˆd e Aˆd por:
Cˆd = Odk(1 : p ,1 : n),
Aˆd =O
†
dk−1(1 : p(k−1),1 : n)Odk(p+1 : kp,1 : n)
5) Calcular por mínimos quadrados as estimativas de Bˆd e Dˆd através de:
U¯TΨk(Bˆd, Dˆd) = U¯T L41L−111
Com as matrizes (Aˆd, Bˆd,Cˆd, Dˆd) se constroe o modelo de espaço de estado do subsistema
determinístico (3.1).
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3.3.5.2 Modelagem de dados da componente estocástica
A componente estocástica Yˆ s0|2k−1 é obtida da equação (3.69). Para modelar a componente
estocástica pelo método de Akaike primeiramente caracterizamos a saída estocástica do passado
Y sp ∈Rkh×N e a saída estocástica do futuro Y sf ∈Rkh×N , definidas na seção 3.2.3, a partir da saída
estocástica Yˆ s0|2k−1. Com as matrizes do passado e do futuro obtemos as matrizes de covariâncias
Σ f f s, Σpps e a matriz de covariância cruzada Σ f ps das amostras:
1
N
[
Y sp
Yf s
][
Y sp
T Y sf
T
]
=
[
Σpps Σp f s
Σ f ps Σ f f s
]
Para calcular as matrizes de covariâncias aplicamos a fatoração LQ da forma:
1√
N
[
Y sp
Y sf
]
=
[
L11 0
L21 L22
][
QT1
QT2
]
(3.74)
Assim, elas podem ser calculadas em função das componentes da matriz L em (3.74):
Σ f ps = L21LT11, Σ f f s = L21L
T
21+L22L
T
22 Σpps = L11L
T
11
Para a identificação do subsistema estocástico seguimos os seguintes passos:
1) Calcular as correlações canônicas do futuro e do passado da componente estocástica atra-
vés da decomposição em valores singulares SVD, como se mostra a seguir:
Σ−1/2f f s Σ f psΣ
T/2
pps =UΣV T ' Uˆ ΣˆVˆ T (3.75)
2) Calcular a dimensão do vetor de estado, que é dada pela dim(Σˆ).
3) Calcular as matrizes de observabilidade e de controlabilidade como:
Osk = Σ
−1/2
f f s Uˆ Σˆ
1/2, Csk = Σˆ1/2V TΣ
T/2
pps (3.76)
4) Calcular as matrizes Aˆs, Cˆs e C¯T , da forma:
Aˆs = O
†
skOsk, Cˆs =Oskk(1 : h, :), C¯ = Csk(:,1 : h) (3.77)
onde: Osk = Osk(1 : (k−1)h, :) e Osk = Osk(h+1 : kh, :).
5) Calcular o ganho de Kalman:
Kˆ = (C¯T − AˆsΣˆCˆTs )(Λ(0)−CˆsΣˆCˆTs )−1 (3.78)
onde Λ(0) = Σ f f s(1 : h,1 : h) e R = Λ(0)−CˆsΣˆCˆTs .
6) Finalmente com as matrizes (Aˆs, Kˆ,Cˆs) construir o modelo de espaço de estado do sub-
sistema estocástico (3.16) na forma inovativa.
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3.3.6 Síntese do método de decomposição ortogonal
O algoritmo de decomposição ortogonal pode ser organizado nos seguintes passos:
1. Calcular as matrizes U0|k−1, Uk|2k−1, Y0|k−1 e Yk|2k−1 a partir dos dados de entrada u(t) e
de saída y(t)
2. Obter a componente determinística identificada yˆd(t) através da quadrupla de matrizes
(Aˆd, Bˆd,Cˆd, Dˆd) obtida pelo algoritmo da parte determinística desenvolvido em 3.3.5.1
3. A partir da componente determinística identificada Yˆ d0|2k−1, calcular a componente esto-
cástica Yˆ s0|2k−1 e aplicar o algoritmo de Akaike para obter a tripla (Aˆs, Kˆ,Cˆs).
4. Obter a componente estocástica identificada yˆs(t) através da tripla de matrizes (Aˆs, Kˆ,Cˆs).
5. Finalmente, obter a saída identificada yˆ(t), somando a componente determinística esti-
mada yˆd(t) e a componente estocástica estimada yˆs(t).
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Capı´tulo 4
Aplicações
Nesta capitulo apresentamos aplicações para testar e avaliar os métodos de modelagem
de dados estocásticos de séries temporais multivariáveis no espaço de estado pelo método de
Akaike e de modelagem computacional de dados estocásticos de sistemas dinâmicos multiva-
riáveis no espaço de estado pelo método da decomposição ortogonal.
4.1 Modelagem de dados de séries temporais estocásticos
Para testar a qualidade da modelagem computacional de dados de séries temporais multiva-
riadas quando aplicamos o algoritmo de Akaike apresentamos e avaliamos os resultados da sua
aplicação a dois benchmarks.
4.1.1 Aplicação 1
Nesta aplicação consideremos um modelo benchmark [6], de segunda ordem no espaço de
estado na forma inovativa, dado por:
xs(t+1) =
[ −0.735 −0.363
0.333 −0.565
]
xs(t)+
[ −1.502 −0.949
−0.945 −0.088
]
e(t)
ys(t) =
[ −1.438 −0.680
1.067 −0.531
]
xs(t)+ e(t)
onde e(t) é o ruido branco e a série temporal multivariada é ys(t) =
[
ys1(t)
ys2(t)
]
, período de
amostragem T = 1s. A partir da série temporal ys(t), para o numero de colunas das matrizes de
dados fixado como N = 1000 e o número de bloco linhas é k = 15, são estimadas as matrizes
(Aˆs, Kˆs,Cˆs,C¯) e a covariância do processo de inovação R:
Aˆs =
[ −0.8786 −0.4162
0.4104 −0.3990
]
, Kˆs =
[
6.3460 −7.1509
−4.9450 6.9989
]
Cˆs =
[
2.8778 3.2569
−3.0251 −1.0524
]
, C¯ =
[ −3.6614 0.5449
3.2632 −0.2420
]
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R =
[
0.7238 0.6416
0.6416 0.5333
]
Para avaliação dos resultados obtidos, comparamos a sequência calculada yˆs(t) gerada com as
matrizes estimadas (Aˆs,Cˆs, Kˆs) com a sequência vetorial ys(t), na Figura 4.1 A) e B); para uma
melhor visualização de 1000 pontos de dados, estes resultados são apresentados no intervalo de
0 a 60 segundos, com periodo de amostragem de 1s. Consideramos também a diferença entre
as duas saídas ys(t)− yˆs(t), Figura 4.1 C) e D).
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Figura 4.1: Comparação dos resultados da série temporal para N=1000 no intervalo de 0-60
segundos.
Também avaliamos os resultados obtidos através dos parâmetros de Markov, comparando os pri-
meiros elementos da primeira linha da matriz de Hankel de covariância PM= [ Λ(1) Λ(2) Λ(3) ]
com os parâmetros de Markov estimados P̂M = [ CˆsC
T CˆsAˆsC
T CˆsAˆ2sC
T ], obtidos a partir
das matrizes estimadas (Aˆs, Kˆs,Cˆs,C¯) pelo algoritmo de Akaike. Onde PM denota os parâme-
tros de Markov reais e P̂M denota os parâmetros de Marcov estimados. A seguir mostramos
estes parâmetros para N = 1000:
PM =
[ −8.7549 8.6044 3.0659 −3.2984 0.7194 −0.2822
10.5093 −9.6160 −7.2724 6.8779 3.8199 −3.7967
]
P̂M =
[ −8.7622 8.6029 3.0034 −3.2853 0.7313 −0.2881
10.5027 −9.6169 −7.2357 6.8579 3.7685 −3.7477
]
Os resultados estimados para N = 100000 são apresentados na figura 4.2 e as matrizes
(Aˆs, Kˆs,Cˆs,C¯) e covariância do processo de inovação R obtidos pelo algoritmo de Akaike são:
Aˆs =
[ −0.7876 −0.5981
0.2260 −0.5039
]
, Kˆs =
[ −4.9707 5.6974
1.7348 −0.8779
]
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Cˆs =
[
1.1854 4.2259
−2.2923 −2.3163
]
, C¯ =
[ −3.5625 −1.1707
3.0883 1.2370
]
R =
[
0.6972 0.5905
0.5905 0.4971
]
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Figura 4.2: Comparação dos resultados da série temporal para N = 100000 no intervalo de 0-60
segundos.
e os parâmetros de Markov para N = 100000 são:
PM =
[ −9.1728 8.8886 3.2372 −3.4457 0.6834 −0.2840
10.8768 −9.9451 −7.5570 7.1152 3.9839 −3.9147
]
P̂M =
[ −9.1708 8.8888 3.2463 −3.4448 0.6877 −0.2812
10.8784 −9.9449 −7.5388 7.0992 3.9479 −3.8769
]
A seguir mostramos na tabela 4.1 que as correlações canônicas ρ1 e ρ2 são maiores e não
mudam muito e que as correlações canônicas ρ3 até ρ6 ficam menores quando N cresce. Então,
com estes resultados estimamos que a ordem da série temporal é de ordem dois (ns = 2).
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Tabela 4.1: Correlações canônicas entre o futuro e o passado para diferentes N
N ρ1 ρ2 ρ3 ρ4 ρ5 ρ6
500 1.0004 1.0000 0.2824 0.2796 0.23971 0.2225
1000 1.0006 1.0001 0.2054 0.1999 0.1948 0.1929
2000 1.0000 1.0000 0.2204 0.1599 0.1445 0.1210
5000 1.0000 1.0000 0.1443 0.1180 0.1110 0.1075
10000 1.0004 1.0000 0.1665 0.0976 0.0801 0.0752
20000 1.0002 1.0000 0.2085 0.1181 0.0879 0.0681
50000 1.0000 1.0000 0.1322 0.0951 0.0769 0.0495
100000 1.0000 1.0000 0.1642 0.0928 0.0695 0.0410
4.1.2 Aplicação 2
Para esta aplicação consideramos um modelo benchmark [6], de ordem 3 no espaço de es-
tado na forma inovativa:
xs(t+1) =
 −0.5465 0.6630 −0.1199−0.8468 −0.8542 −0.0653
−0.2463 −1.2013 0.4853
xs(t)+
 −0.5955 −0.0793−0.1497 1.5352
−0.4348 −0.6065
e(t)
ys(t) =
[ −1.3474 −0.9036 −0.6275
0.4694 0.0359 0.5354
]
xs(t)+ e(t)
onde e(t) é o ruido branco e a série temporal multivariada ys(t) =
[
ys1(t)
ys2(t)
]
, período de amos-
tragem T = 1s. Para o numero de colunas das matrizes de dados fixado como N = 5000 e o
número de bloco linhas é k = 15, são estimadas as matrizes (Aˆs, Kˆs,Cˆs,C¯) e a covariância do
processo de inovação R:
Aˆs =
 0.3505 0.3695 0.13880.3609 −0.5926 0.7185
0.3204 −0.6225 −0.6696
 , Kˆs =
 0.8677 0.19290.4419 −0.5292
0.4231 −0.1422

Cˆs =
[ −1.5971 3.9235 0.3602
0.3740 −1.3297 0.5400
]
, C¯ =
[
3.8502 −1.5972 −0.0743
−0.6616 0.6030 −0.3116
]
R =
[
0.6617 0.5906
0.5906 0.4819
]
Do mesmo jeito que no caso anterior, avaliamos os resultados obtidos comparando a sequência
calculada yˆs(t) gerada com as matrizes estimadas (Aˆs,Cˆs, Kˆs) com a sequência vetorial ys(t), na,
Figura 4.3 A) e B), que para uma melhor visualização para 5000 pontos de dados apenas são
mostrados os resultados no intervalo de 0 a 60 segundos. Apresentamos também, as diferenças
entre as duas saídas ys(t)− yˆs(t), Figura 4.3 C) e D).
Também avaliamos os resultados obtidos através dos parâmetros de Markov, comparando os pri-
meiros elementos da primeira linha da matriz de Hankel de covariância PM= [ Λ(1) Λ(2) Λ(3) ]
Capítulo 4. Aplicações 57
0 10 20 30 40 50 60
−10
−5
0
5
10
A) Saida real ys1 e Saida estimada yˆs1 (N =5000)
A
m
p
li
tu
d
e
 
 
ys1
yˆs1
0 10 20 30 40 50 60
−10
−5
0
5
10
B)Saida real ys2 e Saida estimada yˆs2 (N =5000)
 
 
ys2
yˆs2
0 10 20 30 40 50 60
−10
−5
0
5
10
C)Erro de estimaca˜o ys1 − yˆs1 (N =5000)
Tempo [s]
0 10 20 30 40 50 60
−10
−5
0
5
10
D)Erro de estimaca˜o ys2 − yˆs2 (N =5000)
Tempo [s]
Figura 4.3: Comparação dos resultados da série temporal para N = 5000 no intervalo de 0-60
segundos.
com os parâmetros de Markov estimados P̂M = [ CˆsC
T CˆsAˆsC
T CˆsAˆ2sC
T ] obtidos a partir das
matrizes estimadas (Aˆs, Kˆs,Cˆs,C¯) pelo algoritmo de Akaike. A seguir mostramos estes parâme-
tros para N = 5000:
PM =
[ −12.9431 3.5607 2.0716 −0.9107 10.9363 −1.6278
3.6043 −1.2736 −1.5009 0.3005 −2.9803 0.3665
]
P̂M =
[ −12.9435 3.5608 2.0696 −0.9015 10.8933 −1.6164
3.5987 −1.2718 −1.4985 0.3067 −2.9560 0.3394
]
Os resultados estimados para N = 100000 são apresentados na figura 4.4 e as matrizes
(Aˆs, Kˆs,Cˆs,C¯) e a covariância do processo de inovação R obtidos pelo algoritmo de Akaike são:
Aˆs =
 0.1451 0.4032 −0.47180.0222 −0.6475 −0.7495
−0.5765 0.5539 −0.4187
 , Kˆs =
 0.3090 0.7224−0.0170 −0.1534
−0.2862 −0.2772

Cˆs =
[
2.5019 0.5039 3.4035
−1.2809 −0.3540 −0.6616
]
, C¯ =
[ −0.3933 −2.9322 −2.9497
0.5148 0.6152 0.5146
]
R =
[
0.6055 0.6339
0.6339 0.4660
]
e os parâmetros de Markov para uma amostra de 100000 dados são:
PM =
[ −12.5047 3.3492 1.9042 −0.7779 10.7504 −1.5919
3.5029 −1.2237 −1.5521 0.2942 −2.8192 0.3164
]
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Figura 4.4: Comparação dos resultados da série temporal para N = 100000 no intervalo de
0-60s.
P̂M =
[ −12.5012 3.3492 1.8954 −0.7730 10.7710 −1.5989
3.4936 −1.2176 −1.5396 0.2846 −2.8382 0.3234
]
Na tabela 4.2 mostramos que as três correlações canônicas ρ1, ρ2 e ρ3 são maiores e não mudam
muito e que as correlações canônicas ρ4 até ρ6 ficam menores quando N cresce. Então, com
estes resultados estimamos que a ordem da série temporal é de ordem três (ns = 3).
Tabela 4.2: Correlações canônicas entre o futuro e o passado para diferentes N
N ρ1 ρ2 ρ3 ρ4 ρ5 ρ6
500 1.0322 1.0031 1.0012 0.8748 0.4558 0.3702
1000 1.0053 1.0024 1.0017 0.4509 0.4139 0.2828
2000 1.0089 1.0055 1.0007 0.5011 0.3904 0.3178
5000 1.0038 1.0013 1.0006 0.6575 0.3894 0.3408
10000 1.0141 1.0012 1.0008 0.5929 0.3823 0.2780
20000 1.0054 1.0028 1.0010 0.4522 0.3524 0.3028
50000 1.0049 1.0029 1.0023 0.4927 0.4229 0.3535
100000 1.0078 1.0021 1.0011 0.6642 0.4853 0.3979
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Dos dois casos acima podemos observar que quando o número de dados é incrementado as
modelagens computacionais de dados ficam melhores.
4.2 Modelagem de dados de sistemas dinâmicos estocásticos
Para testar a qualidades da modelagem computacional de dados de sistemas dinâmicos mul-
tivariáveis quando aplicamos o algoritmo de decomposição ortogonal ORT apresentamos e ava-
liamos os resultados da sua aplicação a dois benchmarks.
4.2.1 Aplicação 1
O algoritmo da decomposição ortogonal é aplicado na modelagem computacional de dados
de um sistema dinâmico multivariável estocástico. Nesta aplicação consideramos um modelo
conjunto benchmark [21], no espaço de estado na forma inovativa, dado por:[
xd(t+1)
xs(t+1)
]
=
[
Ad 0
0 As
][
xd(t)
xs(t)
]
+
[
Bd
0
]
u(t)+
[
0
K
]
e(t)
y(t) =
[
Cd Cs
][ xd(t)
xs(t)
]
+Ddu(t)+ e(t)
onde:
Ad =

0.4815 0.2535 −0.0183 −0.5331
−0.1405 −0.6357 −0.7920 −0.0680
−0.0095 0.5059 −0.1281 0.0126
0.0703 −0.1882 0.1893 0.7128
 , Bd =

−0.4048 0.1314 1.0634
0.3241 0.1683 −0.0379
0.4276 −0.0154 0.3634
0.0866 −0.1299 0.0139

Cd =
[ −0.5104 0.5799 −0.3539 0.0682
−0.6820 −0.1096 0.3748 −0.3241
]
, Dd =
[ −0.2248 0.0633 −1.1547
−1.7369 0.2979 1.2561
]
As =

0.7607 −0.0674 −0.0396 −0.0645
0.1096 0.6169 0.6044 0.3316
0.0280 −0.7476 0.4905 0.1422
0.0671 0.2146 −0.1350 −0.6292
 , K =

−0.5318 −0.4350
0.2187 0.1866
0.2310 0.0443
0.3592 −0.0562

Cs =
[ −0.9127 −0.0720 −0.3361 0.1175
−0.9496 −0.1526 0.1805 −0.3248
]
onde e(t) é um ruido branco. Com as sequências de entradas u1(t), u2(t) e u3(t) aplicadas ao
sistema acima geramos as sequências de saídas y1(t) e y2(t), período de amostragem T = 1s.
Neste exemplo, fazemos as identificações determinística e estocástica aplicando o método
da decomposição ortogonal. Os resultados obtidos na identificação determinística, tomando o
numero de colunas das matrizes de dados fixado com N = 1000 e o numero de bloco linhas é
k = 10, são:
Aˆd =

0.406 0.4537 0.1442 0.2262
−0.08276 −0.5253 0.5687 0.1031
0.255 −0.5561 0.005026 0.3289
−0.2191 0.2648 0.3485 0.5941
 , Bˆd =

0.03708 −0.009746 −0.09068
−0.04431 −0.02128 −0.03599
0.04762 −0.01731 0.01706
0.01358 −0.01908 0.01324

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Cˆd =
[
8.247 −2.607 −3.673 1.192
6.745 0.4986 4.302 −3.307
]
, Dˆd =
[ −0.2203 0.03842 −1.153
−1.729 0.278 1.26
]
Na Figura 4.5 apresenta-se a saída yd do modelo determinístico multivariável no intervalo de
500 a 600 segundos para uma melhor visualização.
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Figura 4.5: Comparação dos resultados da componente determinística para N=1000.
Os resultados obtidos na identificação estocástica são:
Aˆs =

0.7937 0.513 0.2299 0.04862
−0.6049 0.6535 0.2396 0.09919
0.02057 −0.5476 0.5222 0.3149
0.02461 −0.09312 −0.3127 −0.7321
 , Kˆ =

25.05 −25.54
−14.86 14.71
−22.01 21.78
−11.8 11.42

Cˆs =
[ −1.415 −0.07797 −0.7169 −0.2559
−1.096 0.009407 −1.082 −0.09802
]
C¯T =

−1.6007 −1.3835
0.1717 −0.0262
−1.1060 −1.2741
−0.3107 −0.3008

Na Figura 4.6 apresentamos a saída ys do modelo estocástico multivariável.
Na Figura 4.7 apresenta-se a saída y = yd + ys do sistema dinâmico estocástico identificado.
Capítulo 4. Aplicações 61
500 510 520 530 540 550 560 570 580 590 600
−10
−5
0
5
10
A) Saida real ys1 e Saida identificada yˆs1 (N =1000)
A
m
p
li
tu
d
e
 
 
ys1
yˆs1
500 510 520 530 540 550 560 570 580 590 600
−10
−5
0
5
10
B)Saida real ys2 e Saida identificada yˆs2 (N =1000)
 
 
ys2
yˆs2
500 510 520 530 540 550 560 570 580 590 600
−10
−5
0
5
10
C)Erro de identificaca˜o ys1 − yˆs1 (N =1000)
Tempo [s]
500 510 520 530 540 550 560 570 580 590 600
−10
−5
0
5
10
D)Erro de identificaca˜o ys2 − yˆs2 (N =1000)
Tempo [s]
Figura 4.6: Comparação dos resultados da componente estocástica para N=1000.
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Figura 4.7: Comparação dos resultados da saída do sistema para N=1000.
Para validar os resultados encontramos os parâmetros de Markov do sistema dinâmico. Os
parâmetros de Markov do subsistema determinístico benchmark denotado por PMD e os parâ-
metros de Markov do subsistema determinístico identificado denotado por P̂MD= [ CˆdBˆd CˆdAˆdBˆd
CˆdAˆ2dBˆd ] obtido pelo algoritmo ORT para N = 1000 são:
PMD=
[
0.2491 0.0271 −0.6923 −0.2379 −0.1879 −0.4516 0.3638 −0.0495 0.2039
0.3727 −0.0717 −0.5893 0.1933 −0.0384 −0.3680 −0.0096 −0.0928 −0.2027
]
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P̂MD=
[
0.2626 0.0159 −0.7008 −0.2234 −0.2047 −0.4671 0.3846 −0.0695 0.1937
0.3879 −0.0876 −0.6000 0.2082 −0.0558 −0.3771 0.0090 −0.1134 −0.2081
]
e os parâmetros de Markov do subsistema estocástico benchmark denotado por PME e os parâ-
metros de Markov do subsistema estocástico identificado denotado por P̂ME = [ CˆsC
T CˆsAˆsC
T
CˆsAˆ2sC
T ] obtidos pelo algoritmo ORT para N = 1000 são:
PME =
[
3.1259 2.9457 2.4341 2.3682 1.7536 1.8028
2.9856 2.9202 2.4101 2.3276 1.7874 1.7021
]
P̂ME =
[
3.1233 2.9496 2.4350 2.3745 1.7619 1.8083
2.9830 2.9241 2.4158 2.3400 1.8052 1.717
]
Na Figura 4.8 apresentamos o resumo do sistema dinâmico estocástico identificado para
N = 1000 no intervalo de 500 a 600 segundos.
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Figura 4.8: Resumo dos resultados da saída do sistema para N = 1000.
Para N = 10000, obtemos para o subsistema determinístico:
Aˆd =

0.3998 0.4627 −0.1482 −0.2189
−0.1312 −0.5254 −0.533 −0.1133
−0.2746 0.6025 −0.07097 0.2939
0.2505 −0.1567 0.2044 0.7259
 , Bˆd =

0.03048 −0.006093 −0.09525
−0.04797 −0.01962 −0.0363
−0.04292 0.01234 −0.007488
−0.01611 0.0138 −0.00719

Cˆd =
[
8.141 −2.463 3.633 −0.8956
6.444 0.1519 −4.75 2.437
]
, Dˆd =
[ −0.2428 0.07698 −1.18
−1.754 0.3046 1.237
]
Na Figura 4.9, apresentamos a saída yd do modelo determinístico identificado para N = 10000
no intervalo de 500 a 600 segundos para uma melhor visualização:
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Figura 4.9: Comparação dos resultados da componente determinística para N = 10000.
Os resultados obtidos na identificação estocástica são:
Aˆs =

0.8052 −0.5243 −0.06198 −0.08393
0.5581 0.5231 0.2539 0.2429
−0.1937 −0.6048 0.6297 0.1778
0.002449 −0.1567 −0.3651 −0.6757
 , Kˆ =

4.07 −3.89
16.41 −17.08
7.175 −7.621
34.99 −35.95

Cˆs =
[
1.536 −0.2355 −0.6412 −0.2545
1.24 −0.3122 −1.019 −0.07903
]
C¯T =

1.7184 1.5231
−0.1073 −0.3690
−1.0743 −1.1762
−0.2657 −0.2480

Na Figura 4.10 apresenta-se a saída ys do modelo estocástico identificado para N = 10000.
Na Figura 4.11 apresenta-se a saída y do sistema dinâmico estocástico identificado para
N = 10000.
Para validar os resultados, encontramos os parâmetros de Markov do sistema dinâmico.
Os parâmetros de Markov do subsistema determinístico benchmark PMD e os parâmetros de
Markov do subsistema determinístico identificado P̂MD= [ CˆdBˆd CˆdAˆdBˆd CˆdAˆ2dBˆd ] obtidos
pelo Algoritmo ORT para N = 10000 são:
PMD=
[
0.2491 0.02712 −0.6923 −0.2379 −0.1879 −0.4516 0.3638 −0.0495 0.2039
0.3727 −0.0717 −0.5893 0.1933 −0.0384 −0.3680 −0.0096 −0.0928 −0.2027
]
P̂MD=
[
0.2247 0.0311 −0.7067 −0.2508 −0.1784 −0.4822 0.3577 −0.0295 0.1720
0.3537 −0.0672 −0.6012 0.1783 −0.0375 −0.4043 −0.0028 −0.0876 −0.2199
]
e os parâmetros de Markov do subsistema estocástico bechmark PME e os parâmetros de Mar-
kov do subsistema estocástico identificado P̂ME = [ CˆsC
T CˆsAˆsC
T CˆsAˆ2sC
T ] obtidos pelo
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Figura 4.10: Comparação dos resultados da componente estocástica para N = 10000.
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Figura 4.11: Comparação dos resultados da saída do sistema para N = 10000.
algoritmo ORT para N = 10000 são:
PME =
[
3.4214 3.2438 2.7135 2.6455 2.0019 2.0319
3.2802 3.2221 2.6951 2.6127 2.0591 1.9563
]
P̂ME =
[
3.4211 3.2437 2.7001 2.6364 1.9819 2.0257
3.2799 3.2220 2.6829 2.6046 2.0375 1.9472
]
Na Figura 4.12 apresenta-se o resumo do sistema dinâmico estocástico identificado para
N = 10000 no intervalo de 500 a 600 segundos.
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Figura 4.12: Resumo dos resultados da saída do sistema para N = 10000.
Na tabela 4.3 mostramos os valores singulares da componente L42 onde os quatro primeiros
valores singulares σd1, σd2, σd3 e σd4 são bem maiores que os valores singulares σd5 até σd8
quando N cresce, já que a partir de N = 5000 até 1000000 pode-se observar que os valores
singulares σd5 até σd8 permanecem menores frente aos valores singulares σd1 até σd4. Então,
com estes resultados estimamos que a ordem da parte determinística identificada é quatro (nd =
4). Nesta mesma tabela mostra que os valores singulares obtidos para N ≤ 2000, não são bons
indicadores para estimar a ordem da componente determinística já que são próximos e não se
podem determinar que valores singulares podem ser desprezados. Portanto, entre mais dados
de N será melhor a estimação da ordem.
Tabela 4.3: Valores singulares de L42 do subsistema deterministico
N σd1 σd2 σd3 σd4 σd5 σd6 σd7 σd8
1000 44.3840 26.3465 25.2585 19.8616 16.5653 8.2449 6.5928 6.1489
2000 62.4302 36.8995 29.1294 15.5844 13.2803 7.8624 7.3993 6.3223
5000 98.5767 60.2717 52.4488 40.8125 17.5271 10.4262 7.7922 6.7601
10000 130.6399 86.1547 71.0996 57.4665 19.1640 10.1233 8.6905 8.1728
20000 179.5458 117.4835 89.9485 51.8884 12.5129 7.6738 6.2084 5.7135
50000 305.7334 186.7229 148.1813 68.9294 21.7077 11.3851 7.7799 6.9410
100000 426.2908 265.4317 206.5778 118.6693 28.1803 13.2871 7.1164 5.7050
200000 610.7223 374.2194 294.7065 155.6235 28.1850 12.6915 8.0080 7.0983
500000 957.5637 593.6746 460.8995 234.0041 17.1615 12.8656 11.8276 7.6526
1000000 1363.1000 838.9963 653.3330 352.2835 19.4762 13.8130 7.6235 7.0774
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Na tabela 4.4 mostramos que as quatro correlações canônicas ρs1, ρs2, ρs3 e ρs4 não mudam
muito e são maiores que as correlações ρs5 até ρs8 quando N cresce. Então, com estes resultados
estimamos que a parte estocástica é de ordem quatro (ns = 4).
Tabela 4.4: Correlações canônicas entre o futuro e o passado do subsistema estocástico
N ρs1 ρs2 ρs3 ρs4 ρs5 ρs6 ρs7 ρs8
1000 0.9861 0.9713 0.9400 0.8027 0.3917 0.2236 0.1948 0.1825
2000 0.9948 0.9898 0.9811 0.9186 0.8902 0.2963 0.2340 0.1393
5000 0.9976 0.9961 0.9953 0.9779 0.3707 0.1747 0.1381 0.0909
10000 0.9980 0.9963 0.9925 0.9895 0.5312 0.1737 0.1647 0.0533
20000 0.9990 0.9983 0.9962 0.9880 0.3223 0.1738 0.1307 0.0442
50000 0.9997 0.9995 0.9993 0.9982 0.4704 0.2233 0.1823 0.0439
100000 0.9998 0.9997 0.9997 0.9984 0.3618 0.2022 0.1581 0.0249
4.2.2 Aplicação 2
Nesta aplicação consideramos o seguinte modelo geral benchmark [21], no espaço de estado
na forma inovativa, que melhor pode representar um caso real:
x(t+1) = Ax(t)+ Bu(t)+ Ke(t)
y(t) = Cx(t)+ Du(t)+ e(t)
onde:
A=

0.2128 0.1360 0.1979 −0.0836
0.1808 0.4420 −0.3279 0.2344
−0.5182 0.1728 −0.5448 −0.3083
0.2252 −0.0541 −0.4679 0.8290
 , B=

−0.0101 0.0317 −0.9347
−0.0600 0.5621 0.1657
−0.3310 −0.3712 −0.5846
−0.2655 0.4255 0.2204

C =
[
0.6557 −0.2502 −0.5188 −0.1229
0.6532 −0.1583 −0.0550 −0.2497
]
, D =
[ −0.4326 0.1253 −1.1465
−1.6656 0.2877 1.1909
]
K =

−0.0016 0.2209
−1.6146 −1.0061
−1.2287 −0.4531
0.2074 1.3995

e e é o ruido branco gaussiano. Com as sequências de entradas u1(t), u2(t) e u3(t) aplicadas ao
modelo de espaço de estado inovativo descrito acima geramos as sequências de saídas y1(t) e
y2(t), periodo de amostragem T = 1s.
Para realizar a modelagem computacional dos dados deste sistema dinâmico multivariável es-
tocástico no espaço de estado aplicando o método de decomposição ortogonal, consideramos
o número de bloco linhas k = 10. A seguir mostramos os resultados obtidos na identificação
determinística tomando o numero de colunas das matrizes de dados fixado como N = 1000:
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Aˆd =

0.1407 0.4834 0.1787 −0.4317
−0.5323 −0.5668 0.3855 −0.1979
0.1539 0.2204 0.8638 0.271
0.083 0.00179 −0.2177 0.004131
 , Bˆd =

0.00815 −0.04015 −0.172
−0.05283 −0.03942 −0.05014
0.01616 −0.02319 0.02501
−0.01865 −0.0713 0.00833

Cˆd =
[
3.378 −3.609 0.1319 −0.5431
3.908 −0.5508 0.6017 −0.389
]
, Dˆd =
[ −0.5193 0.0686 −1.228
−1.744 0.3021 1.156
]
Os resultados obtidos na identificação estocástica são:
Aˆs =

0.7646 −0.6377 −0.06345 −0.01877
−0.05853 0.04018 0.006555 0.2112
−0.3786 −0.5214 0.5685 −0.7715
0.1047 0.06929 0.08947 −0.3885
 , Kˆ =

2.072 −2.149
2.127 −3.036
0.8462 −0.8084
−1.006 1.127

Cˆs =
[ −1.25 −1.577 −0.02327 −0.1357
−1.941 −0.153 0.01108 −0.1401
]
C¯T =

0.0029 −1.4429
−1.0685 −0.9727
1.3721 0.9036
−0.1035 −0.0692

Na Figura 4.13 apresenta-se a saída y= yd+ys do sistema dinâmico estocástico identificado
para N = 1000 no intervalo de 500 a 600 segundos para uma melhor visualização.
Para N = 10000 obtemos para o subsistema determinístico:
Aˆd =

0.3675 −0.3663 0.3391 −0.03735
0.3917 −0.6804 −0.2846 0.01762
0.173 0.1003 0.7584 −0.009139
0.1095 0.117 0.03643 0.873
 , Bˆd =

0.0124 −0.0364 −0.0875
0.0315 0.0255 0.0373
0.0168 −0.0251 0.0337
−0.0038 0.0178 −0.0071

Cˆd =
[
6.329 5.902 −1.21 −0.4501
7.507 0.7847 −0.6781 0.2722
]
, Dˆd =
[ −0.4694 0.1168 −1.184
−1.68 0.2533 1.156
]
Os resultados obtidos na identificação estocástica são:
Aˆs =

0.56 −0.7886 0.06638 0.01096
−0.1663 0.1822 0.04062 0.04688
0.6028 0.4675 0.5983 −0.07173
0.1278 0.07947 −0.2521 −0.4124
 , Kˆ =

0.4848 −0.7008
−0.5091 −0.3314
−2.955 2.947
2.316 −2.326

Cˆs =
[ −1.605 −1.332 −0.03769 −0.05829
−1.913 0.2015 −0.0398 −0.05921
]
C¯T =

−0.1278 −1.5092
−1.1066 −0.7604
−1.6859 −1.1310
−0.2608 −0.1977

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Figura 4.13: Comparação dos resultados da saída do sistema para N = 1000 no intervalo de 500
a 600 segundos.
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Figura 4.14: Comparação dos resultados da saída do sistema para N = 10000.
Na Figura 4.14 apresenta-se a saída y= yd+ys do sistema dinâmico estocástico identificado
no intervalo de 500 a 600 segundos para N = 10000.
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Capı´tulo 5
Conclusões e Comentários
Neste trabalho apresentamos métodos para modelagem computacional no espaço de estado
de dados estocásticos multivariáveis para séries temporais e para sistemas dinâmicos multiva-
riáveis.
O problema de modelagem de séries temporais multivariadas no espaço de estado foi abor-
dado pelo método proposto por Akaike.
O problema de identificação multivariável no espaço de estado foi abordado pelo método de
decomposição ortogonal ORT proposto por Picci e Katayama.
Para desenvolver e analisar tais metodologias, fizemos breves estudos teóricos sobre a re-
alização determinística, a realização estocástica baseada na análise de correlação canônica e a
realização estocástica com entradas exógenas baseada na decomposição ortogonal no espaço de
estado.
Para a concretização do trabalho aplicamos as metodologias de Akaike e ORT a alguns
Benchmarks e fizemos as respectivas avaliações pelos erros de estimação e pelos parâmetros de
Markov e comentários sobre os resultados.
Apresentamos duas aplicações sobre a modelagem computacional de dados estocásticos de
séries temporais multivariadas. Na primeira aplicação consideramos um modelo de segunda
ordem e na segunda aplicação consideramos um modelo de terceira ordem. Os parâmetros de
Markov das séries temporais multivariadas foram determinados através da matriz de Hankel de
covariâncias. Os parâmetros de Markov calculados a partir das matrizes estimadas (As,Cs,C¯s)
são próximos aos parâmetros de Markov das covariâncias da matriz de Hankel dos dados das
séries temporais dadas. Isto mostra que a modelagem obtida pelo algoritmo de Akaike reproduz
com qualidade elevada o comportamento da série temporal estocástica real. Também podemos
ver através dos gráficos dos erros de estimação que os comportamentos das séries temporais
estimadas são muito próximos aos das series temporais reais, pois os erros são desprezíveis.
Portanto o método Akaike tem bom desempenho para a modelagem computacional de dados de
series temporais multivariadas estocásticas.
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Para o algoritmo de decomposição ortogonal, realizamos a validação através dos parâme-
tros de Markov e do erro de identificação. Os parâmetros de Markov foram calculados tanto
para a componente determinística como para a estocástica. No caso da componente determi-
nística os parâmetros de Markov foram obtidos a partir das matrizes (Aˆd, Bˆd,Cˆd) identificadas e
comparados com os parâmetros de Markov obtidos com as matrizes (Ad,Bd,Cd) do subsistema
Benchmark multivariável determinístico. Para o caso da componente estocástica, como mos-
tramos na modelagem de séries temporais, os parâmetros de Markov do subsistema Benchmark
estocástico são dados pelos elementos da matriz de Hankel de covariâncias; estes parâmetros
são comparados com os parâmetros de Markov obtidos a partir das matrizes (As,Cs,C¯s) identifi-
cadas. Os resultados das comparações foram próximos tanto para a componente determinística
como para a estocástica.
Para obter a saída de sistema Benchmark multivariável proposto na primeira aplicação de
sistemas dinâmicos, tem-se que fazer a soma das saídas estocástica e determinística. Esta saída
do sistema Benchmark multivariável é comparada com a saída identificada pelo método ORT,
que é obtida pela soma das componentes determinística e estocástica identificadas; o erro de
identificação entre a saída real e a identificada foi pequeno e cada vez menor com o aumento do
número de amostras.
Na segunda aplicação do método ORT a sistemas dinâmicos, propôs-se que a saída de sis-
tema Benchmark multivariável tivesse forma geral, desconhecendo a saída determinística e a
estocástica, com o fim de buscar uma semelhança maior com um caso real. Nesta aplicação, a
avaliação foi feita pelo erro de identificação, obtido através da comparação da saída de sistema
Benchmark multivariável com a saída identificada obtida pela soma das componentes deter-
minística e estocástica identificadas. Os comportamentos das saídas real e identificada foram
próximos e o erro de identificação for cada vez menor com o aumento do número de amostras.
Portanto podemos dizer que a modelagem de sistemas dinâmicos MIMO estocásticos no
espaço de estado, através do algoritmo da decomposição ortogonal, foram muito boas e me-
lhoradas quando o número de dados das amostras foi maior, já que os parâmetros de Markov
obtidos foram mais próximos dos do sistema Benchmark e os erros de identificação ficaram
menores.
Um passo seguinte para a continuação deste trabalho pode ser aplicar os algoritmos aqui
analisados, implementados e testados, a dados reais de séries temporais e de sistemas dinâmi-
cos multivariáveis.
Outro passo seria compará-los com outros métodos clássicos e/ou de espaço de estado tendo
em vista as aplicações objetivadas neste trabalho.
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