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Abstract
The loss of the hand can limit the natural ability of individuals in grasping and
manipulating objects and affect their quality of life. Prosthetic hands can aid the
users in overcoming these limitations and regaining their ability. Despite consider-
able technical advances, the control of commercial hand prostheses is still limited
to few degrees of freedom. Furthermore, switching a prosthetic hand into a desired
grip mode can be tiring. Therefore, the performance of hand prostheses should
improve greatly.
The main aim of this thesis is to improve the functionality, performance and flexi-
bility of current hand prostheses by augmentation of current commercial hand pros-
thetics with a vision module.
By offering the prosthesis the capacity to see objects, appropriate grip modes can
be determined autonomously and quickly. Several deep learning-based approaches
were designed in this thesis to realise such a vision-reinforced prosthetic system.
Importantly, the user, interacting with this learning structure, may act as a super-
visor to accept or correct the suggested grasp. Amputee participants evaluated the
designed system and provided feedback.
The following objectives for prosthetic hands were met:
1. Chapter 3: Design, implementation and real-time testing of a semi-autonomous
vision-reinforced prosthetic control structure, empowered with a baseline con-
volutional neural network deep learning structure.
2. Chapter 4: Development of advanced deep learning structure to simultane-
ously detect and estimate grasp maps for unknown objects, in presence of
ambiguity.
3. Chapter 5: Design and development of several deep learning set-ups for con-
current depth and grasp map as well as human grasp type prediction.
Publicly available datasets, consisting of common graspable objects, namely Ams-
terdam library of object images (ALOI) and Cornell grasp library were used within
v
this thesis. Moreover, to have access to real data, a small dataset of household
objects was gathered for the experiments, that is Newcastle Grasp Library.
vi
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The natural ability of individuals is highly hampered by losing a hand. Prosthetic hands can play
an indispensable role in the lives of these group of people by facilitating them in performing
daily routines. Although great advances have been made in development of hand prostheses, the
control procedure is still unnatural. Specifically, current commercial hand prosthetics require
their users to switch between possible grip modes to attain a certain grip, which is an exhaustive
procedure and restricts the functional degrees of freedom. Consequently, further improvement
of hand prosthesis controllers is required to provide amputees with a human-like performance
of an artificial hand [10, 21–24].
Benefiting from the recent developments in computer vision and deep learning, a novel
approach towards the limitations of artificial hands can be devised. Artificial hands can be
augmented with a vision module such that they can see the world. The aim of this thesis is
to enhance the grip functionality of artificial hands by providing them with an artificial vision
system. Such “smart” vision can recognise objects and therefore automatise the process of
grasping by providing the users with the appropriate grasp type. To have such a vision module,
a variety of advanced deep-learning based techniques are designed, developed and implemented
in this thesis. The vision module can simply be augmented over a commercial artificial hand
available in the market. The amputee user can utilise the system comfortably by pointing the
hand to an object of interest. This act causes the vision module to take a snapshot of the target,
process it and output a grip mode accordingly. In this way, the user skips the straining procedure
of grasp selection and acts as a supervisor to accept or correct the proposed grasp. Having such
a semi-autonomous vision-based control can potentially provide a quicker and more flexible
decision with more possibilities of grasping.
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1.1 Aims and Objectives
The main aim of this thesis is to improve the grasping performance of current hand prostheses
by addition of a vision module such that more amputees could benefit from these systems. This
aim can be met through the following objectives:
• Identify an optimal grip pattern more efficiently, in terms of accuracy and response time;
• Design a deep learning structure for grasp identification with potential to detect the ap-
propriate grasp for unknown objects;
• Reduce the cognitive burden on the user through a semi-autonomous control of hand.
In this thesis, it was endeavored to achieve the aforementioned aims and objectives that all
can lead to more dexterity of amputees when using hand prostheses. Different structures were
designed and developed inspired by the most recent deep learning solutions. The capabilities of
the implemented approaches were investigated thoroughly both in offline and real-time experi-
ments with amputee users. In this way, the user’s response was also regarded as a contributing
factor for the improvement of the system.
1.2 Overview and Contributions
The thesis is organised chronologically such that first a basic platform for the presentation of
a Deep learning-based artificial vision system is built and developed within the subsequent
chapters. Each additional development resolves a specific limitation of this baseline platform
to build up a system that can fulfill the final purpose of this thesis. Consequently, this thesis is
presented as three main contributions.
1.2.1 Deep Learning-based Artificial Vision for Grasp Classification in
Myoelectric Hands
The first contribution of this work concerns with building a system that enables semi-autonomous
grip mode selection for an artificial hand augmented with an RGB camera. To this end, a con-
volutional neural network architecture [25] was designed for grasp classification of input RGB
images of a target object. In this way, rather than their type, objects were categorised into four
grasp groups: tripod, pinch, palmar wrist neutral and palmar wrist pronated.
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This structure presents a proof-of-principle for the idea of vision-based hand prosthesis.
This system was evaluated in three ways: offline, real-time computer-based and real-time with
an amputee user in the loop. All experiments were analysed comprehensively to extract the
advantages and disadvantages of the suggested structure. The results indicated promising per-
formance improvement in control of hand prostheses. Therefore, this system was utilised as a
foundation for the successive chapters.
1.2.2 Accurate Object Localisation and Grasp Map Estimation in Pres-
ence of Ambiguity
The second contribution initiates a new approach to the problem of grasping in order to boost the
performance of the preceding system in a systematic way. To this aim, inspired by a successful
robotic grasping platform presented in [17], this contribution focuses on grasp map estimation
for human grasping.
An initial idea for a grasp map is the popular grasp rectangle representation [26] including
width, height and center of a gripper. To not explicitly learn grasp rectangle parameters and
exploit spatial information of the object together with the grasp, grasp rectangles were redefined
to grasp belief maps. A fully convolutional residual network [27, 28] is then trained to learn an
implicit image-dependent spatial model of the grasp.
An issue with such structure is availability of several valid grasps per object. To tackle this
high ambiguity in grasp map estimation, a multiple hypothesis platform [29] was developed
and adapted to our particular task. The final structure consists of a fully convolutional neural
network reformulated by a multiple hypothesis prediction model and relevant meta-loss and
optimisation procedure. As several grasp belief maps are produced by this model, a Gaussian
mixture model (GMM) evaluation is applied to the output belief maps to opt the best belief map
for each object for the purpose of comparison with other works and also practical usage of the
suggested grasp belief maps.
1.2.3 Grip Pattern Classification for Prosthetic Hands using Estimated
Grasp and Depth Maps
The last contribution concentrates on mapping the output of previous work (multiple grasp
belief maps) to a human grasp pose. To that end, a contributing source of information can be
depth which can be achieved by either a depth sensor or depth estimation of the input RGB
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image. The latter can be done simultaneous with grasp map estimation through a multi-task
fully convolutional learning framework.
Having the RGB-D information of the object image accompanied with the predicted grasp
belief maps, the appropriate grasp type for the target object can be predicted. There are sev-
eral possibilities for attaining a grip pattern from the different data modalities provided here.
Therefore, a variety of architectures were implemented to examine the best solution for achiev-
ing object grasp types. The last two contributions lead to an integrated framework for object
detection, grasp localisation and estimation of household objects for artificial hands.
1.3 Thesis Outline
The remaining of the thesis is organised accordingly:
• Chapter 2 provides the basics of prosthetic hands, their development over years and the
state-of-the-art structures in both academic and commercial areas. To better introduce
the specific interest of this thesis, a comprehensive literature review over the relevant
sensor-based methods for control of artificial hands and relevant research areas that can
contribute to function of hand prostheses including computer vision as the main augmen-
tation to prosthetic hands and robotic grasping as a parallel field of research is provided.
• Chapter 3 proposes a semi-autonomous platform for visually augmented prosthesis grasp-
ing benefiting from a convolutional neural network-based grasp classification framework.
The platform is evaluated by offline and real-time experiments and analyses.
• Chapter 4 presents a solution for dealing with ambiguity in grasping novel objects through
multiple hypotheses prediction. In this way, several grasp maps can be detected and es-
timated for an unseen object. A ranking method based on Gaussian mixture models was
further devised to pick one of the predicted grasp maps.
• Chapter 5 represents a concurrent depth and grasp belief map estimation platform, which
is then used for more accurate grasp classification of unseen objects.
• Chapter 6 discusses and summarises the contributions of this work and suggests future
steps that can be taken for further improvements.
4
Chapter 2
Background and Literature Review
This chapter presents a comprehensive overview over prosthetic hands and the recent research
on them. A more detailed review over the recent research on sensor-based artificial hands and
its relevant domains, robotic grasping and computer vision, is also presented.
The chapter is arranged as follows: An introduction to prosthetic hands including the chal-
lenges transradial amputees face and the benefits of prosthetic hands followed by their progress
during recent decades is presented in Section 2.1. Section 2.2 concentrates on the state-of-the-
art solutions for control of hand prostheses in both commercial and academic domains and a
comparison between these solutions.
Section 2.2.4 delves deeper into the focus of this thesis and introduces sensor fusion for
prosthetic hands as a promising trend. As vision plays a significant role as a modality to be
augmented over EMG data, Section 2.3 focuses on computer vision, the advancements there
and basic building blocks in popular deep learning models. More attention is drawn to computer
vision solutions with the possibility to be applied to artificial hands.
Finally, Section 2.4 provides a summary over the most recent research works in robotic
grasping, which overlaps with human grasping task to a great extent.
2.1 Prosthetic Hands
Prosthetic limbs play an indispensable role in functional rehabilitation of amputees and people
with congenital deficit. This role is even more accentuated when considering the pervasiveness
of upper-limb referrals among the younger and more active age groups of people to whom the
loss of a limb can be both highly costly due to life-time care and of great impact on their life
quality. Hence, advanced hand prosthesis can provide individuals with limb difference with the
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opportunity to return to their normal life style and career.
2.1.1 Upper Limb Loss
Every year a large number of people undergo amputation and end up with upper- or lower-limb
loss or born with congenital deficit. In the UK, for example there are annually around 5000
referrals to prosthetics services, among which upper-limb amputations account for ∼ 6% [1].
Also in the United States lower-limb amputation is more common (80%) than upper-limb (10%)
or multiple-limb (10%) loss. This however does not affect the importance of upper-limb defi-
ciency and its solutions as there are unique challenges and issues accompanying with this kind
of amputation [30].
The statistics of UK NHS indicate that about 60% of all the upper-limb amputations are
among the age groups who are younger than 54 [1]. Considering this age group as the active
members of the society, the loss of a limb can have dramatic effects on the lives of these peo-
ple. Upper-limb loss can have different extents and causes, which are illustrated in details in
Figure 2.1.
Figure 2.1: Details of upper limb deficiency in UK in 2004-2005 [1]: A) The level of amputa-
tion, B) The causes of amputation, in which trauma is the main one.
Prosthetic hands as a functional rehabilitation route can significantly improve the lives of
people with transradial amputation. There are two main categories for functional upper-limb
prostheses:
• Body-powered prostheses
These systems provide motion of an artificial hand through cable and strap connections




The most common type of externally-powered prosthetics are myoelectric prostheses.
These devices are controlled via electromyography (EMG) signals recorded non-invasively
from skin surface. This data is used as an electric command to the motors in order to move
the artificial hand.
2.1.2 Evolution of Prosthetic Hands Over Time
For decades, humans have been attempting to find technological solutions for the rehabilitation
of the hand amputees. Although there are several challenges accompanied with this endeavor,
current progress of hand prostheses technology is considerable.
One of the earliest prosthetic hands belonged to Marcus Sergius, a roman general, who
was able to return to battle thanks to this prosthesis [31]. Since then (218-201 BC), there were
several relatively smart prosthetic hand designs, which raised the ability of knights in battlefield.
Unfortunately, these designs were only dedicated to prosperous groups of society and thus very
scarce. In 1818, for the first time the notion of automatic body-powered upper-limb prosthesis
was introduced by a German dentist called Peter Baliff [31]. In this device, the motion of a
terminal device attached to the amputation stump was evoked by intact muscles of the trunk and
shoulder girdle leading to fluid body motions.
After World War I (1914-1918) the number of amputees and amputee rehabilitation pro-
grams raised immensely. World War II (1939-1945) boosted the attention to prosthetic limbs
more than ever promoting the foundation of US Committee on Prosthetics Research and De-
velopment. In 1948, the Bowden cable body-powered prosthesis was developed replacing pre-
vious design’s bulky straps with cables, which is the main reference for current body-powered
prostheses. This prosthetic hand offered durability, portability and effective speed, motion and
force ranges as a comparatively economical option to transradial amputees [31] (shown in Fig-
ure 2.2). The body-powered hand prostheses also enabled the amputees to use both their hands
at the same time and are very common even these days. However, prolonged wearing can be
cumbersome and a human-like appearance is missed in these prosthetic hands.
The first instance of development of externally powered prostheses, using pneumatic and
electric power, was found in a German book titled Limb Substitutes and Work Aids in 1919 [31].
The designs were however too complex to be used in present prosthtic hands. The first my-
electric prosthesis was introduced by a German student at Munich University in 1948, which
did not receive sufficient appreciation at that time [31]. The first myoelectric prosthetic hand,
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Figure 2.2: Bowden’s cable body-powered prosthetic hand [2]
which was clinically accepted was the “Russian Hand” benefiting from portable batteries and
electronics and a skin-colored cosmetic glove, while still having limitations such as heaviness,
slow movement and unreliable electronics [31]. Until 1980s, myoelectric prostheses were wide-
spread and lighter and more flexible hands with rechargeable batteries and more reliable elec-
tronics were offered. The scheme of a myoelectric prosthesis for transradial amputees is de-
picted in Figure 2.3.
Figure 2.3: Myoelectric hand prosthesis controlled by electromyographic signals collected from
the amputated limb stump [2].
Myoelectric prostheses are non-invasive featuring more human-like appearance of a hand
and more comfort. Contrary to body-powered prostheses, myoelectric prostheses require reg-
ular charging and lack a sensory feedback. Besides, producing distinct signals is an exhaust-
ing task, which usually involves long training intervals [31]. In addition, these systems are
mostly involving a delay during the task performance and not robust to environmental effects,
e. g. sweating, electrode position change. It is also worth mentioning that myoelectric prosthe-
ses are considerably more costly than their body-powered version [31, 32].
Most recently in 2004, targeted motor reinnervation (TMR) was introduced as an innovative
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intuitive artificial limb control approach. In this method, the amputated nerves are rerouted to
intact muscles such that robust EMG signals are provided for the artificial limb (Figure 2.4). In
this way, not only the system is more intuitive, but multiple joint movement and better flow is
feasible [3, 31, 32].
Figure 2.4: Cutaneous map created by TMR through which the amputated arm can feel the
stimulation [3].
2.2 State-of-the-art Approaches Towards Prosthetic Hand Con-
trol
In this section more aspects of myoelectric hand prostheses as the most prevalent type of pros-
thetics and main focus of state-of-the-art artificial hands are discussed. These artificial hands
utilise surface electrodes attached to skin around the remnant muscles of the amputated limb to
measure EMG signals. A variety of methods are applied to process these EMG recordings and
generate more robust control signals.
2.2.1 Myoelectric Control
Myoelectric control of artificial hands is associated with user’s intention. Although electromyo-
gram signals are recorded indirectly from the surface of muscles, they contain sufficient neural
information of motor tasks similar to the information that can be gained by direct nerve record-
ing. That is, the triggered muscle fibres and its motor neuron action potentials are correspond-
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ing closely. The EMG signal is therefore calculated as the total electrical activity of muscle
fibers [4].
The simplest strategy for myelectric control of a hand is a simple on-off controller activated
by the information achieved from the EMG signal. A common method could be applying root
mean square (RMS) or mean absolute value (MAV) to the EMG signal and use the comparison
of the resulting amplitude with a predefined threshold to actuate the controller. The two com-
mon myoelectric control strategies are sequential control and simultaneous control. Although
the latter is preferable, the majority of current hand prostheses are controlled sequentially and
more effort is required for the application of simultaneous control in artificial hands [33]. Some
available methods in myoelectric control are illustrated in the schematic diagram of Figure 2.5
and further explained in the following:
Figure 2.5: A summary of available myoelectric control strategies.
• On-off control: Activation of controller when the amplitude of EMG signal reaches a
specific amplitude. This type of control is limited to two degrees of freedom (DoF).
• Proportional control: The intensity of EMG signal affects the motor voltage proportion-
ally.
• Direct control: Similar to proportional control in which individual control of fingers may
be possible. However, due to crosstalk1 in EMG signals the task is highly challenging.
1Crosstalk is a phenomena in which the recorded signals are not generated from the assumed target muscle,
but from other local muscle(s) [4].
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• Finite-state machine control: Each hand gesture is defined as a state and the transitions
between these states is also specified. Hence, the method is suitable only for a fixed
number of hand postures.
• Pattern recognition-based control: This approach involves extraction of particular fea-
tures from segmented EMG signals and feeding them to a classifier.
• Posture control schemes: Unique maps are created to transform EMG control signals
in the principal component domain and the domain coordinates are also transformed into
joint angels to produce desired hand postures. This method can provide simultaneous
control of an artificial hand.
• Regression control schemes: Regression methods provide both concurrent and propor-
tional control of a myoelectric hand by generating specific control signals such as joint
angles [33].
• Abstract control schemes: Recently used for the control of hand prosthesis by [34], ab-
stract decoding techniques induce changes to the inverse model, representing the relation
of motor outputs to arbitrary control variables, rather than estimating motor commands in
previous methods.
2.2.2 Commercial Approaches
Earlier commercial artificial hands were mainly utilising the on-off controller. Each EMG chan-
nel could be assigned to a function and when a certain threshold is reached the function is trig-
gered. Despite providing intuitive control for the user, this method requires two signal sites for
each function, e. g. hand flexion and extension should be specified to distinct electrode place-
ments. Thus, the system is not practical for multifunction prostheses [4]. Nowadays however
finite-state machine controllers are used to enable employment of multiple degrees of freedom
(DoFs) from which the user can pick one at a time [4].
A more advanced method than on-off control is level coding, in which the whole range
of muscle activity, from exceeding the threshold to full contraction are specified to multiple
hand functions, each belonging to a particular interval. Although this method seem to suit
better for mutifunctionality, in clinical practice the user ends up with atmost three DoFs to
control the prosthesis reliably with less robustness than the direct control [4]. An example of
this conventional myoelectric control system with two DoFs is illustrated in Figure 2.6. Two
EMG channels are used for bidirectional control of one DoF. That is, the two channels can
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be responsible for hand opening and closing when a certain threshold for each channel is met.
In case of activation of both thresholds (co-contraction), the controller switches to the other
DoF, which is wrist flexion/extension. This control scheme is implemented in several popular
commercial mutifunction artificial hands, namely the Michelangelo hand [8] and i-limb [6]
which are shown in Figure 2.7.
Figure 2.6: Two DoFs level coding approach, a typical myoelectric control structure applied to
several conventional commercial systems [4].
The i-limb ultra [6] is one of the most advanced prosthetic hands. It offers proportional
control of fourteen automated grips and gestures and auto-grasp feature to prevent objects from
slipping.
Another powerful commercial prosthetic hand is the bebionic hand [5]. These hands are
also provided with fourteen selected grip patterns. The bebionic benefits from four wrist op-
tions, proportional speed control, auto-grip and foldaway fingers. One of the most recent hand
prostheses is the Vincent Evolution 2 [7], the first touch sensing hand prosthesis. This hand
benefits from some kind of direct and proportional control and designed to produce 12 different
grip patterns with only two EMG signals. The force feedback provides the potential to improve
the grip reliability, while the effectiveness of feedback performance is not accurately confirmed
yet [35]. Figure 2.7 presents the four modern commercial hands mentioned.
It is worth to note that the first commercial pattern recognition-based myoelectric system
has been recently emerged in the market called the COAPT system [36]. It features the COAPT
Complete Control® as an interface for myoelectric classification suited to a range of upper-
extremity prostheses. This system can perform 3-6 different grasp types naturally [37].
In spite of the significant advancements of commercial prosthetics, there are still several
shortcomings with these systems that hamper their acceptance among amputees [38]. Lack of
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Figure 2.7: Four modern commercial hands: A) the bebionic hand [5], B) the i-limb ultra [6],
C) the Vincent Evolution 2 [7] and D) the Michelangelo hand [8].
reliability, flexibility and a natural control procedure are among the many reasons for prosthesis
rejection [4, 38]. Hence, the performance of current commercial prosthetic hands can still be
improved in a variety of ways [10, 21–24].
Table 2.1 indicates the capabilities of current commercial artificial hands and their limita-
tions. This comparison is valid only for the common commercial hand prostheses. The COAPT
system [36], which was introduced to the market after the research ideas of this work were set-
tled, requires a separate category. A careful review of the table leads to a better understanding
over the motivation of devising a novel approach towards artificial hands.
2.2.3 Academic Research Approaches
As efforts for tackling the limitations of commercial hand prostheses, academic research has
been involved with applying pattern recognition techniques to classify EMG signals for decades [4,
9]. More recently, simultaneous and proportional control (SPC) of multiple DoFs through
regression-based myoelectric control paradigms [39, 40] was proposed to enable concurrent
selection of DoFs. As intermediate solutions, alternative innovative multimodal schemes for
control of artificial hands were also introduced recently [10, 11, 41–51].
Pattern Recognition Solutions
Myoelectric research focused on pattern recognition approaches for quite a long time [4, 9].
These methods assume that there are distinctive features, which represent each muscle acti-
vation and finding these specific features is the main task of pattern recognition schemes for
myoelectric control.
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Table 2.1: Highlighting the performance of the current state-of-the-art commercial artificial
hands and their strengths and weaknesses.
Tasks Performance characteristics
Functionality X
Presence in market for a long time.
Limited grasp types in practice.
Speed X Long delay for switching between differ-
ent grip modes.
Robustness X Robust On-off control. Not sensitive to
environmental parameters.
Flexibility X Control simplicity.
Lack of flexibility.
User friendly X Burdensome grasping task.
The requirement of learning the control
rule by the user.
Preparation time X Several tests with amputees (usually takes
3-4 days).
Pattern recognition-based myoelectric control systems consist of four main modules [9]:
• Data segmentation: Involves various techniques for provision of an appropriate signal
for further processing in successive steps.
• Feature extraction: As one of the most crucial steps of pattern recognition, the feature
extraction module should find the most distinctive and robust features and feed them to a
classifier for grasp selection.
• Classification: This module categorises the extracted features into previously defined
classes. The classifier should be sufficiently robust to classify features considering their
changes subject to variation in physical and physiological conditions.
• Controller: The controller produces the final signal for performance of the task. Post-
processing steps may also be included in a controller module to have a smooth output.
Figure 2.8 illustrates a myoelectric control system, which performs tasks based on the output
gained by applying pattern recognition to the input EMG signals.
The effective improving factors in pattern recognition-based myoelectric controllers are
mainly the feature extraction and classifier modules. Thanks to the great progress in the field
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Figure 2.8: A pattern recognition-based myoelectric control system including its functions and
modules [9].
of machine learning [52,53], both feature extraction and classification techniques has improved
exceedingly during recent decade [33, 54]. There are a variety of techniques to perform feature
extraction. To name a few, variations of fast Fourier transform (FFT) [55, 56], entropy-based
solutions like hidden Markov model (HMM) [57] and feature projection (FP) methods such as
principle component analysis (PCA) [56, 58] and linear discriminant analysis (LDA) [59] are
among the common feature extraction methods [33] for EMG signals.
Advanced classification techniques involve both supervised and unsupervised classifiers
such as Bayesian classifier [60], Fuzzy logic [61], support vector machine (SVM) [62], k nearest
neighbors [63], LDA [62] and a large number of other types of classifiers [33].
Some works also benefit from end-to-end systems such as neural networks [52–55, 64] and
convolutional neural networks [15, 25, 65–70], which gained high attentions in various areas
recently. Artificial neural networks benefit from great learning capacity [52–54] and can be
used for feature extraction, classification and end-to-end application of both tasks via a single
network.
Considering these developments in pattern recognition-based myoelectric controllers, great
offline classification performances as high as 90% classification accuracy with large number of
possible classes (> 10) [4, 71] was achieved. These promising techniques however are rarely
implemented in any commercial systems [4, 37] as they still mostly suffer from specific limita-
tions, which hamper their introduction to industrial systems [72] (except for the COAPT system
released recently [36]). Two major factors in creation of these limitations are EMG signal char-
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acteristics’ variation and the limb position effect. Both issues are caused by the assumption that
users can produce distinguishable signals in a reproducible manner, which in practical set-ups
is not feasible. The former refers to changes in the EMG signals caused by parameters such as
fatigue, sweating and electrode displacement [4,72]. The latter attributes the performance drop
in real-world trials to the limb position variations [73]. In addition, the control is still sequential
preventing from execution of simultaneous motions [4].
Finally yet importantly, the users need some training sessions with pattern recognition-based
systems in order to learn to produce distinct commands suitable for the pattern recognition
structure. The more sophisticated the system gets, the higher sensitivity it suffers from, leading
to the limited DoFs used by users at the end. These issues can potentially be overcome by a
change of focus and augmentation of EMG signals with extra modalities [72].
Simultaneous and Proportional Control (SPC) Approaches
The SPC methods are provided as a solution to unnatural control in pattern recognition-based
approaches. To this end, regression-based myoelectric control schemes are offered to enable
concurrent control of multiple classes. Some methods involve learning a regression function
based on kinematics provided by the mirror hand [4]. Both supervised and unsupervised learn-
ing techniques can be utilised for learning a map between kinematics and EMG signals.
2.2.4 Multimodal Schemes
Although pattern recognition and SPC solutions provide better dexterity for the amputees than
conventional control schemes and yield highly promising results, these methods are still inca-
pable of catching up with the functionality of modern commercial artificial hands. Therefore,
the control of commercial hand prostheses is still based on the conventional control schemes.
As such, the user can benefit from comparatively simple and intuitive control, while increase
in number of DoFs brings about several challenges such as the requirement of repeated co-
contractions, which is followed by user’s fatigue. Another limitation in conventional control
systems can be the EMG corsstalk and variable amplitude estimation [4]. Considering all the
commercial prosthetic hand controllers, natural, proportional and simultaneous control of a
large number of degrees of freedom is still not available [37].
As an alternative solution, additional modalities are employed to provide extra information
for grasp performance. Some of these modalities are used as substitutes to EMG signals and
some others are used as an augmentation over the present signals. Some examples include skin
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movement analysis via accelerometry signals [47,51], force myo-graphy [44], ultrasound imag-
ing [45], near-infrared spectroscopy (NIRS) [46], use of radio-frequency identification (RFID)
tags [43], arm movement trajectory and inertial measurement (e. g. i-moTM), electrooculogra-
phy (EOG) [48] and computer vision [10, 11, 41, 42, 49, 50].
All the previous approaches, namely the conventional, pattern recognition and SPC, utilise
the myoelectric controller passively, while letting the user to be responsible for generating all
the signals and execute all the actions. In several multimodal approaches however the burden
is moved to the controller, which can perform autonomous decisions. In this way, the user
benefits from a semi-autonomous control, in which he/she acts as a supervisor for the tasks
carried out by the controller. The main challenge in such a system can be the user’s preference
for being engaged in the grasp act performance. Thus, there is always a trade-off between user
and controller task specification [4].
Sensor Fusion
In spite of the efforts for development of sophisticated advanced control strategies with higher
performances, Cipriani et al. [74] demonstrated that amputee users prefer systems with less
complications. That is why commercial hand prostheses mostly benefit from conventional con-
trol systems [5, 6, 8]. In parallel to this finding, the usage of additional modalities to EMG data
mostly endeavors to ease the task of grasping on the user’s part.
The very first non-invasive solutions for provision of user with less burdensome tasks were
developed by Tomović et al. [75] and later Nightingale et al. [76], in which the hand is aug-
mented with pressure/touch sensors to produce an appropriate grasp type.
Fougner et al. [47] suggested that the addition of an accelerometer to the forearm in com-
bination with the EMG electrodes provides supplementary information to the data provided by
sEMG (surface EMG). These sensors are not only economic, but also lead to a more simplified
myoelectric control system.
Krasoulis et al. [77] improved the previous system further with addition of further modal-
ities recorded by gyroscopes and magnetometers [78]. They concurrently recorded sEMG sig-
nals by 12 EMG electrodes and acceleration, rotational velocity and orientation by integration
of each EMG sensor with a 9 DoF inertial measurement unit (IMU) sensor. Each IMU sen-
sor consists of an accelerometer, a gyroscope and a magnetometer. It was indicated that IMU
sensors provide helpful sensory data and enhance the performance of sEMG signals for grasp
classification using a multiclass linear discriminant analysis classifier both in online and offline
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analyses [78].
As one of the works benefited the most from sensor fusion Marković et al. [79] offered a
novel control technique for prosthetic hands employing data fusion. Their system is facilitated
with a variety of modalities, namely, myoelectric recording, computer vision, inertial measure-
ments and embedded prosthesis sensors (position and force) to provide real-time simultane-
ous, proportional and semi-autonomous control of an artificial hand. The RGB-D information
recorded by depth camera contributes to estimation of objects’ attributes (shape, size and ori-
entation), which can further be combined with prosthesis orientation and user behaviour via
inertial sensing. Such an advanced platform led to less than 1% cumulative trial failure rate. It
is worth to note that only palmar and lateral grasps were performed during the experiments.
Vision
Although vision is also considered as a sensory information, a separate section is specified to
relevant works involved with computer vision due to the significant progress of this field and its
effect on multi-sensor artificial hands.
The cognitive vision system developed by Došen et al. [10,41,80] is one of the first vision-
based control solutions for prosthetic hands. Continuing their novel approach on artificial hands,
several vision-based hand control systems have been designed since then [11,42,49,50]. In the
following, more details over these vision-based methods are presented and the main aspects of
each system are highlighted.
Cognitive Vision System for Control of Dexterous Prosthetic Hands The research done by
Klisic et al. and Došen et al. [10,41,80] follows similar approach, therefore they are all covered
in this section. A dexterous hand (CyberHand) is provided with vision and an autonomous
controller. After triggering the hand and controlling its orientation by the user, a cognitive
vision system (CVS) captures an image of the object and records the measured distance to the
target to be fed to the high level controller. The high level controller automatically proposes
the best grasp type and size through a rule-based reasoning structure. The selected grasp is
then implemented by the embedded hand controller using closed-loop position(force) control.
Figure 2.9 demonstrates the control system architecture for the proposed method in [10].
The CVS includes a low-cost web camera, an ultrasound distance sensor and a laser pointer.
After processing the captured image of the laser-dotted object, the measured distance and cal-
culated dimensions provide an estimation of the object’s size. The estimation is used as an input
for the fuzzy control, in which based on the size of the object, specific grasp type and aperture
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size is chosen.
This approach was tested on 13 healthy subjects using CyberHand [81] for 18 objects placed
at two different distances. In 84% of the trials the system proposed the correct grasp type
and size besides reducing the burden on user. Therefore, one can conclude that augmenting
current hand prostheses with a controller empowered by vision is effective and can improve the
myoelectric prosthetic hands. Štrbac et al. [82] also benefited from a similar approach using
a stereo vision system consisting of two CCD cameras and a laser diode, which led to ∼ 90%
grasp classification accuracy.
Figure 2.9: Control system architec-
ture developed for vision-based pros-
thesis controller designed by Došen
et al. (taken from [10])
Figure 2.10: CyberHand attached onto an
orthopaedic splint facilitated with cogni-
tive vision system (CVS) and EMG elec-
trodes (taken from [10])
Utilisation of Gaze Information for Efficient Grasp Prediction Giordaniello et al. [50]
acquired sEMG and data glove singals together with visual scene recording and eye tracking
data during several grasping experiments. Gaze tracking is accomplished via fixation pointing
such that the user stares at the target object for a specific period of time.
They indicated that sEMG data includes sufficient information for hand movement and ob-
ject classification. Their experiments indicate that gaze information together with visual infor-
mation over the field of view can be highly beneficial for object detection and recognition and
therefore boosting the performance of hand prostheses by enhancing their robustness [50].
Continuing the previous work, Gigli et al. [49] implemented a multimodal system consist-
ing of sEMG and visual cues to improve the performance of hand movement prediction [49].
Gaze information is used for target object segmentation, which is then given to a deep convo-
lutional network (VGG-16 pretrained on ImageNet [15]) for high level feature representation.
These features are integrated with sEMG features and given to a classifier for grasp prediction.
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The results presented in [49] suggests that augmentation of sEMG with visual information
elevates the grasp classification accuracy from 80% to 84%. The procedure of blending sEMG
with visual cues includes weighting each modality such that the best combination of features
are achieved. During experimental evaluations, 60% sEMG and 40% visual information worked
the best for most of users. It is worth noting that the experiments were done with able-bodied
subjects.
Stereovision and Augmented Reality (AR) for Closed-loop Control of Grasping in Hand
Prostheses A semi-autonomous prosthetic hand control mechanism was developed in [11]
with stereovision cameras and augmented reality (AR), as shown in Figure 2.11. The control in
this system consists of two levels. The high level control includes the controller and stereovision
cameras, which leads to autonomous control of the system and outputs the hand grasp type,
size, and orientation. The low level control involves the user as a supervisor through the AR
glasses and embedded stereo cameras. The user is able to correct the decisions suggested by the
controller by flexion (extension). To enable such procedure, the user is provided with a visual
feedback of the status of the hand and online correction.
Figure 2.11: System architecture for using stereovision and AR for closed-loop control of hand
prosthesis [11].
Two input images and the current preshape of the prosthetic hand are provided for the com-
puter vision module through the AR glasses and preshape control module respectively. The
two input images are passed through further processing techniques, including depth estimation,
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segmentation, point cloud generation, geometrical model approximation and finally virtual ob-
ject generation. In this way object properties are precisely estimated. Further usage of current
prosthesis preshape with the visual data provides the AR feedback, which is embedded over the
input stereo images presented to the user through the AR glasses.
This system can reduce the cognitive burden on the user by using two data modalities,
namely myoelectric signals and artificial vision. However, it is debatable whether wearing an
AR glasses in preferable for amputee users in real life or not. The complexity of the system is
another concern according to [74].
Vision for Grasping
Among the available multimodal solutions for myoelectric hands, the wealth and performance
of vision-based approaches outweigh the other solutions [10,11,41,42,49,50]. This observation
could be explained as follows:
Firstly, vision is an economical modality to enhance myoelectric control. Addition of a cam-
era to an artificial hand does not demand fundamental amendments to the design of these hands
and the required modules are inexpensive. Secondly, computer vision is developing rapidly,
while computer vision solutions are blending into everyday life structures. Additionally, vision
is a rich and robust source of information and unlike EMG, a small disruption to the input sig-
nals does not cause a significant change in the overall representation. Moreover, visual data is
inherently distinct from EMG and can be employed as a supplement to produce more robust
decisions within a multimodal framework. Finally yet importantly, visual information plays an
indispensable role in the grasping act. Humans almost always have a look at their object of
interest before grasping it, which provides them with sufficient knowledge for deciding on the
grasp act and producing the right command.
It is therefore rational to utilise vision together with EMG data for production of more robust
and accurate predictions. The next section provides some background on computer vision and
the most recent research works in this field.
2.3 Recent Trends in Computer Vision
To emphasise on the impact of computer vision and its capabilities, a comprehensive investiga-
tion through computer vision and its progress over the recent years is provided in this section.
Computer vision has become an indispensable field in science and technology through pro-
viding human-like capability of seeing and visually sensing the world for a machine or a com-
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puter. An autonomous system can be provided with artificial vision when the information from
an image or a video stream is extracted and processed efficiently. Thanks to numerous applica-
tions of computer vision in different aspects of our lives, such as industry, safety, health, security
and recreation [83], this field has been developed considerably during the recent decades [84].
In today’s definitions it is hard to differentiate the fields of image processing, computer
vision, pattern recognition and deep learning [14] with specific margins. Deep learning systems
specifically aim at mimicking human brain [85]. There are of course a wealth of computer vision
techniques that are not involved with deep learning, but the more deep learning progresses,
the more it is applied to its relevant fields such as computer vision. Despite all the advances
of both fields, computer vision technologies are still too far from human-like processing of
visual information [84]. In the following some computer vision methods helpful for the task of
grasp/object recognition are presented.
2.3.1 Feature Extraction
Similar to pattern recognition techniques, feature extraction methods in computer vision also
explore specific properties of every image point and compute an abstract representation of image
information based on those properties [86]. These features can vary from simple attributes such
as edges, corners, blobs and ridges to more sophisticated ones.
In order to represent an image in an object recognition task, there are three approaches:
model-based, shape-based and appearance-based [87]. The appearance-based methods can be
divided into two categories: local and global. Local features are properties of an image in a
single point or region, particularly colour or gradient. In contrast, global features represent an
image as a whole. Appropriate local features are invariant to changes in the scene, illumination,
rotation, and size for accurate object recognition. By utilising local features for a complex or
combined description of an image, the feature descriptors can be constructed [87].
The feature extraction methods can be divided into two main categories of hand-designed
and learning based approaches.
Hand-designed Features
During initial trials of scientists for image feature extraction, several image matching algo-
rithms, mostly based on corner and edge detectors have been developed. The early corner
detectors are mostly focused on identifying image locations with large gradients in all direc-
tions (e. g. Harris corners) [88]. Several methods has been suggested for providing invariance
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for these features, such as matching with correlation windows and rotationally invariant descrip-
tors [89]. Further developments led to current local feature detectors and descriptors [90, 91].
Local Feature Detectors and Descriptors These methods extract the main features of the
reference image and the objects to be matched and find all the possible matches between them.
These features mostly include surface patches, corners and linear edges [90,91]. Among all the
feature extraction techniques, the scale invariant feature transform (SIFT) [92] is discussed here
as it is still counted as one of the most robust and powerful feature descriptors.
Scale Invariant Feature Transform (SIFT)
The SIFT algorithm [92] transforms an image data into scale-invariant coordinates relative
to local features. In addition to scale, SIFT features are invariant to rotation, affine distortion,
change in 3-D viewpoint, noise, and illumination. In order to obtain the SIFT features, there are
four steps:
1. Scale-space extrema detection:
The scale space, a representation of image at different scales, is constructed and all the
scales and locations are examined as a difference of Gaussian (DoG) function is applied
for detection of the points with potential of invariance to scale and orientation (DoG
extrema).
2. Keypoint localisation:
Using Taylor expansion for the DoG function, the location of extrema is obtained. Unsta-
ble extrema with low contrast and also edge responses are discarded. Consequently, the
number of selected points is reduced to a selection of good keypoints.
3. Orientation assignment:
Gradient magnitude and orientation is calculated for each sample point in the region
around each keypoint. The histogram of local gradient directions for regions around each
keypoint is computed at the selected scale. The direction of local gradients is determined
by the peaks in the orientation histogram. Each keypoint is assigned with a location, scale
and orientation. This location, scale and orientation assignment is used in all the future
operations on the image, which yields invariance to these transformations.
4. Keypoint descriptor:
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In the final stage, a highly distinctive descriptor is computed for the local image region
that is invariant to local shape distortion and change in illumination. Having a large
database of features provides a good probability of finding the correct match for a single
feature.
Figure 2.12 shows the corresponding steps to be taken in order to obtain SIFT detectors
and descriptors. At least three features are required to find a correct matching feature between
two image objects. Figures 2.13 and 2.14 demonstrate extracted SIFT features for a sample
object and matching between this object and similar one in presence of clutter and illumination,
scale, rotation and view point variations. As illustrated in Figure 2.13, several features are
extracted for the object, while some are more distictive and of more importance. Although the
scene image to be matched includes a different scissor in a different environment, the object is
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Figure 2.12: SIFT algorithm overview
DEspite SIFT being highly beneficial in applications such as panorama stitching, object
matching, image retrieval and visual navigation, it is not useful for real-time applications due
to the high computational complexity of the algorithm. There are similar feature detectors or
descriptors with faster processing times such as SURF (speeded up robust features) [93] or HoG
(histogram of oriented gradients) [94]. These algorithms are less computationally burdensome
than SIFT, while they are still not as efficient as learning-based methods in real-time tasks.
Additionally, they are sensitive to noise and background, blurring, lighting changes and are
effective only for specific applications such as human detection [94].
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Figure 2.13: Extracted SIFT features for a sample object
(a scissor).
Figure 2.14: Feature matching for a scissor with variations in scene, view
point, position, illumination and scale.
Furthermore, feature descriptors may be effective for detecting seen objects, but they cannot
provide a match for objects that are never seen before. That is why, there is a limited usage of
hand-designed feature descriptors in practical applications for object detection/recognition.
Learning-based Feature Extraction
Artificial Neural Networks (ANNs) Neural networks, biologically inspired from human
brain’s neural networks, have the ability of estimating a model (function) when they are given
a set of training inputs and their relevant outputs. That is, if properly trained, a neural network
can even predict the output for an unseen input. Figure 2.15 represents a shallow neural network
architecture. It includes three input units, four hidden units and two output units.
Deep Neural Networks (DNNs) Images are usually large scale matrices. In addition, stan-
dard (shallow) neural networks usually include only one hidden layer. Due to the high dimen-
sionality of data in images and demanding high capacity to learn various features, more than
one hidden layer in a neural network is usually required that leads to the concept of deep neural
networks. Having more layers, more complex features are obtained, since each extra hidden
layer produces more sophisticated features and learns higher amount of abstraction than the
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Figure 2.15: A shallow artificial neural network (ANN)
previous one. The more complex the features are, potentially the more accurate predictions and
more complex tasks are performed. Nevertheless, adding hidden layers is not always working
as efficient as it is expected due to some problems such as difficulty in training, slow conver-
gence and over-fitting. Deep networks are also computationally intensive especially when the
input is an image. There have been a variety of solutions that are suggested to address this
problem. To name a few, deep boltzmann machines (DBMs) [95], Deep auto-encoders [96] and
convolutional neural networks (CNNs) [12, 25, 97–100] are among the popular deep learning
solutions for object recognition [101].
Compared to other deep learning techniques, deep CNNs benefit from a great ability of
learning, they are well suited to image classification problems and indicated noticeable perfor-
mance in a variety of challenging object recognition tasks [15]. There are several characteristics
of CNNs, which led to such performance, which are further explained in the next section.
Convolutional Neural Network The CNN structure is inspired from the visual cortex, in
which cells are sensitive to small sub-regions of the visual field called receptive fields. Fig-
ure 2.16 represents the CNN architecture proposed by LeCun in [12].
The CNN structure employs three architectural ideas, which provide it with some extent of
shift, scale and distortion invariance: local connectivity, parameter sharing and pooling or sub-
sampling. To illustrate, local connectivity is based on the idea of receptive fields. It refers to
the idea that images are stationary and there are patches of an image repeating along the image.
Parameter sharing deals with feature maps, in which the units share the same parameters leading
to reduction in the number of parameters.
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Figure 2.16: Architecture of LeNet-5, a CNN, used for digit recognition by LeCun. Each
plane is a feature map, i. e. a set of units whose weights are constrained to be identical (taken
from [12]).
There are two types of layers in a CNN: convolutional layers and pooling layers. The
former utilises different number of filters for extracting desired distinctive features, such as
edges. These filters are applied across the image and the result is the feature maps that have
the same number as the filters. Each feature map extracts a certain feature regardless of its
location in the image. Subsequently, a non-linear down-sampling is often applied to the feature
maps in the next layer (pooling). There are different approaches for this non-linear down-
sampling, where max pooling and average pooling are the most prevalent ones. Firstly, each
feature map is partitioned into a set of non-overlapping rectangles. Then, if max pooling is
the technique applied, in each sub-region, the maximum value is selected as a representative
of the whole rectangle. Otherwise, for average pooling, the average of all the pixels in each
rectangle is selected. Pooling provides translation invariance as small translations occurring in
the same pooling region (rectangle) are neglected. Eventually, the network is followed by a
fully connected layer for classification of outputs.
Further mathematical background on the CNNs, their building blocks, training procedure
and layer varieties are explained in the Appendix A.1.
2.3.2 Deep Learning
The main ideas of deep learning were available for several years, while two factors hampered
its proliferation, namely data availability and computational scale [13]. The former is still a
challenge for many applications, but for many other ones thanks to today’s digitalised era more
data is available since 1998 [12]. Figure 2.17 indicates the favorable effect of data on deep
networks and how it can affect the achievable performance. The computational capacity of
devices also has thrived increasingly with graphical processing unites (GPUs). Overcoming
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these constraints, deep learning techniques has surged exceedingly over the recent decade and
solved many tasks that were intellectually burdensome for humans. On the other hand, tasks
done by human intuitively are still great challenge for the deep learning-based structures [14].
Figure 2.17: The relation between the amount of data and performance in learning algorithms
with different depths [13]
As mentioned, deep neural network models are mainly extended or more complex versions
of neural networks. The effect of depth of a neural network can vary based on the application,
but generally it leads to more abstraction. Figure 2.18 illustrates the importance of network
depth by showing the complexity of features learned within each layer. It can be observed that
the initial layers focus on more detailed and at the same time simpler types of features such as
edges, corners and blobs, while the concern of deeper layers is the overall information relevant
to each class such as particular object patches.
When having shallow networks or using hand designed features, it would be highly difficult
to find a mapping from an image, including high number of pixel values, to a predefined class.
Deep learning can ease this mapping task by providing a series of nested simpler mappings [14].
2.3.3 Object Recognition
As an exploration to better substitutes for feature descriptors such as SIFT [92], SURF [93]
and HOG [94], Fukushima et al. suggested NeoCognitron [102] as a biologically inspired hier-
archical and shift-invariant pattern recognition model to extract richer visual features than the
mentioned methods. One limitation of this model is the lack of supervision, which hinders an
end-to-end learning. Rumelhart et al. [103] and later Lecun et al. continued on working on
this problem until 1989, when Lecun et al. [104] indicated the potential of stochastic gradient
descent (SGD) via backpropagation for training an extended model of neocognitron called con-
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Figure 2.18: Depiction of a deep learning model including the information learned within each
level of abstraction (layer) [14]
volutional neural networks. Some of the most important neurally-inspired models in CNNs are
NeoCognitron [105, 106], HMAX [107, 108] and LeNet-5 [12].
Practical utilisation of deep learning started with development of recognition challenges,
such as the MNIST [109], a large dataset of handwritten digits (0-9). Lecun proposed a deep
learning architecture called LeNet to perform on this dataset [12]. The importance of this archi-
tecture however was not widely appreciated until 2012. Similarly, initial deep learning solutions
proposed benchmarks based on the MNIST dataset. Later in 2009, ImageNet dataset was gath-
ered to confront deep nets with a more challenging recognition problem. ImageNet consists of
thousands of images in 1000 categories. Alex Krizhevskyet al. [15] won this challenge in 2012
with an innovative network architecture known as AlexNet, which outperformed the previous
solutions by a significant margin. Since then, CNNs has become the gold standard for image
classification. Figure 2.19 represents the architecture of AlexNet, the great breakthrough for its
time, which led to the further proliferation of deep networks.
Continuing the great success of AlexNet, a variety of network architectures were designed
and got popular, to name a few, VGG [110], Inception [111] and ResNet [112] are among the
famous deep networks with high performances. Each architecture brings up particular design
considerations, which facilitates the learning procedure within the network and boosts the over-
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Figure 2.19: The architecture of AlexNet [15]
all object recognition performance in ImageNet. For instance, ResNet architecture features
residual connections, which ease the possibility of having deeper models with less parameters
while improving the gradient flow.
Another trend in deep learning is to use transfer learning [113] to boost the learning per-
formance of a network. The common practice is to use randomised weight initialisation for
training a network. With transfer learning however initial weights can be richer and extract
more informative features that can accelerate the training procedure and provide better conver-
gence.
To further illustrate, a trained deep neural network can act as a feature extractor when the
output layer is removed. If the network is trained properly, these features are sufficiently rich to
be given to a classifier for finalising the classification task. As ImageNet is a huge dataset with
a large variety of objects, the networks trained on ImageNet learn helpful features, which are
much richer than the randomised weights normally used for training from scratch [113]. Hence,
a deep network trained on ImageNet can already be a good feature extractor. When having a
different recognition task from that of the ImageNet, these weights are still good initialisations.
They can be further updated by fine-tuning the network on a new task/dataset. This approach
not only leads to a boost in overall performance but saves a large amount of time as the network
converges to a solution in a shorter time.
2.3.4 Object Detection
After the great success of deep CNNs for image classification tasks [15] efforts has been done
to exploit them for object detection. As some initial endeavors, sliding-window detectors were
implemented [114, 115], in which object detection is modeled as a classification problem. The
spatial resolution within the sliding-window and the delay during the slide procedure are limi-
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tations of this approach.
Firstly presented by Girschick et al. [16] in 2014, regions with the CNN features (R-CNNs)
outperformed state-of-the-art approaches in object detection tasks, specifically on the well-
known Pascal VOC object recognition challenge [116]. Two papers were subsequently pub-
lished with the focus on speed enhancement of this approach: Fast R-CNN [117] and faster
R-CNN [118].
The main contribution of the R-CNN structure is the adaptation of a deep neural network
trained on image classification to perform object detection. This adaptation can be summarised
in few steps: 1) receiving an input image, 2) production of region proposals (regions of interests
(RoIs)), 3) feeding the RoIs into the network separately, which leads to a vector of values in
the output, 4) training a classifier to propose a label and confidence for each RoI. Figure 2.20
indicates the basic idea of the first R-CNN.
Figure 2.20: The representation of the first R-CNN developed by by Girschick et al. [16].
The R-CNN structure performs well in terms of accuracy. However, the approach is com-
putationally expensive, as for each RoI the neural network has to be evaluated once. To resolve
this issue, fast R-CNN [117] was designed such that it evaluates the convolution layers once
per image by using the RoI pooling layer. This pooling layer projects the RoI onto the convo-
lutional feature map and generates the ideal output size of the subsequent layer by performing
max pooling. This approach leads to about 213 times test speed-up and 9 times training speed-
up without losing accuracy. The faster R-CNN [118] builds upon the fast R-CNN and replaces
the region proposal method with a CNN that itself learns the region proposals.
More recently, “you only look once” (YOLO) [119], region-based fully convolutional net-
works (R-FCN) [120] and single shot multibox detector (SSD) [121] and mask R-CNN [122]
were suggested as the best available object detection architectures. YOLO and SSD are among
the popular single shot detectors, which treat the object detection problem as a regression one
in contrast to the region-based detection methods mentioned, in which detection is handled as
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a classification problem. Picking each method depends on the desirable accuracy and speed, as
region-based methods are more appropriate for achieving higher accuracy while the single shot
detectors are more concerned with the speed.
2.4 Recent Trends in Robotic Grasping
Unlike the research on limb prosthetics, computer vision has been widely used in robotic grasp
and object manipulation tasks [17, 26, 123–133]. An autonomous agent requires the ability to
grasp items to be able to interact with its surrounding environment. Specifically, many envi-
sioned applications in the fields such as personal robotics and advanced industrial manufac-
turing require grasping and manipulation of objects as a necessary skill. Nevertheless, robotic
grasping is a highly challenging task, as it involves several components to be applied simulta-
neously, namely perception, planning and control. Even under simplified working conditions
and scenarios, robots are far from human performance in grasping. Indeed, humans can reliably
grasp a vast class of objects characterised by complex shapes independent of their position and
orientation, while robots are still struggling at this task.
For what concerns the perception part, localisation of reliable and effective grasping points
on the object surface from visual data is crucial to increase the chance of a successful grasp
by means of the employed end effector, such as a robotic hand or a gripper. This visual task
has gained great attention in recent years, with a wealth of methods proposed in literature [17,
26, 112, 123–137] and the creation of specific benchmarks such as the one proposed in [17] to
evaluate the performance of various approaches.
Before the advancement of deep learning and its success in computer vision applications,
grasp estimation solutions were mostly based on analytic methods [138]. Some of these ap-
proaches, such as Graspit! [133], are dependent on the presence of a full 3-D model to fit a
grasp to it, thus not feasible for real-time applications. Kootstra et al. [123] developed an early
cognitive vision architecture for grasping unknown objects. Without any segmentation or pre-
processing steps, they were able to generate two- and three-finger grasps based on contours and
surface structure provided by stereo cameras. With further improvement of depth sensors, there
are also recent methods that leverage geometrical information to find a stable grasp point using
single-view point clouds [129].
In addition, the combination of both learning techniques and 3-D shape information has led
to interesting results. Saxena et al. [125] provided the capability of grasping novel (unseen)
objects for robotic hands by utilising a stereo camera. Without building a 3-dimensional model,
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they estimated the 3-D location of the best grasp by triangulation. The grasp location estimator
algorithm was trained on synthetic images in a supervised learning regime. Later on, Kopicki
et al. [124] provided a one-shot learning mechanism for recognising the most appropriate grasp
for novel objects. They generated thousands of grasp candidates for images taken by a depth
camera and optimised the combination of two learned model types: a contact model and a hand-
configuration model. In [132], a deep learning based approach is used to estimate a 3-D model
of the target object from a single-view point cloud and suggest a grasp using 3-D planning
methods such as Graspit! [133]. Mahler et al. [135] developed a quality measure to predict
successful grasp probabilities from depth data using a CNN. Asif et al. [134] extracted distinc-
tive features from RGB-D point cloud data using hierarchical cascade forests for recognition
and grasp detection.
The most recent robotic grasp estimation research works are focused solely on deep learn-
ing techniques. Lenz et al. [17] were one of the pioneers in applying deep learning methods to
robotic grasping problems. The method uses a two-step cascade system with two deep networks
operating on RGB-D input images. The first network predicts the candidate grasp rectangles and
the second one chooses the optimal grasp points. The main limitation of this model is the com-
paratively long computation time for providing the optimal grasp (13.5 seconds). Figure 2.21
presents the grasp detection procedure implemented in [17].
Figure 2.21: Detecting and executing grasps in [17] (taken from [17]).
Wang et al. [136] followed a similar approach using a new multi-modal deep CNN model.
Another work [137] used RGB-D data to first extract features from a scene using a ResNet-50
architecture [112] and then a successive shallower convolutional network applied to the merged
features to estimate the optimal point of grasping. A recent work in robotic grasp detection
has also built upon object detection method in YOLO [118, 139] to directly predict candidate
grasp bounding boxes. More recently, Guo et al. [127] came up with a hybrid deep network
combining visual and tactile sensing for robotic grasp detection.
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2.4.1 Robotic Manipulator versus Hand Prosthesis Control
Although research in robotic hands takes advantage of the cutting-edge developments of ma-
chine vision more competently than the hand prostheses research, most works in this field are
focused on two- or three-finger grippers. Therefore, the main perception problem of robotic
grasping research is the detection of grasp points rather than the type of grasp, while for hand
prostheses the type of grasp is the most crucial concern of recent research to provide natural
actions. Another significant distinction is that amputees’ limitation is mainly the arrangement
of fingers to perform an appropriate gesture, while they can plan the grasps dexterously. Con-
versely, robots require to plan for even the simplest grasp acts. Having these distinctions in
mind, the design of vision-based prosthetic hands should be able to exploit the machine vi-
sion advancements to their highest potential, while taking care of the user in every step. That
is, simplicity, speed and user-friendliness would be the main features of a hand prosthetic and
unnecessary complications may be eliminated.
2.5 Conclusion
As discussed in Section 2.1, prosthetic hands can significantly contribute to boosting the quality
of life for amputees. The performance of current artificial hands however is not fulfilling the
amputees’ expectations yet. Therefore, in Section 2.2.4, several solutions for enhancement of
present commercial prosthetic hands are suggested from literature. A great deal of research
in hand prostheses is inclined to augmentation of current myoelectric hand prosthetics with
additional modalities [10, 11, 41–51]. Among those, vision-based prosthetic hands are gaining
popularity [10,11,41,42,49,50] thanks to simple and economic production of a vision module,
presence of advanced methods in computer vision and the inherently distinct, robust and natural
representation of information via images compared to EMG. As amputees face difficulties in
transferring their desired command to a prosthesis hand to perform a grasp, the visual data can
be fed into the artificial hand for an autonomous decision relieving them from this burdensome
step.
The research works in both domains of prosthesis hands and robotic grasping support this
claim that vision is vital for better interaction of humans with their surrounding and therefore
can be beneficial to improve the control of a prosthesis hand while grasping. Consequently, the
focus of this work is augmentation of commercial myoelectric hand prosthesis with visual data
and using this modality such that the performance of artificial hands is improved.
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Chapter 3
Convolutional Neural Networks for Grasp
Classification
This chapter presents a computer vision structure employing deep learning to perform grasp
classification in artificial hands. The goal is to offer a system through which amputees can easily
grasp and move common household objects via a two-channel myoelectric prosthetic hand.
To gain this goal, a deep learning-based artificial vision system is developed to augment the
grasp functionality of a commercial prosthesis such that objects are classified merely based on
their appropriate grasp pattern avoiding object category recognition or dimension measurement.
This approach is first implemented and evaluated in offline to investigate its feasibility and
capabilities. Further real-time experiments with and without amputee subjects are performed to
evaluate the performance of the system in real-world scenarios. Comprehensive analysis of all




Visual data, as mentioned in previous chapters, can be highly beneficial as an additional modal-
ity to EMG data for performance elevation in artificial hands. Thanks to the advancements of
object recognition techniques, the visual information of an object can be simply captured, given
to a deep network and classified into its appropriate category. The main limitation of this ap-
proach is that for a classification task, the classes should be already known by the model. That
is, when a deep network trained for object recognition faces a new item not included in the
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possible output categories, it mistakenly classifies the item as one of the present classes. Hence,
including all the graspable objects as output classes of a deep network is highly challenging
since there are numerous categories of objects in the world. This is an exhaustive task as the
relevant data should be gathered and annotated accordingly. Moreover, increasing the number
of output classes for a deep network usually leads to lower per-class performance. On the other
hand, humans can grasp almost any object by a simple glance at them without respect to their
familiarity to the object. Considering the output of a hand prosthesis as a grasp act, a deep
network can be designed to predict a grip pattern to be fed into the hand controller. Thus, the
object recognition task can efficiently be simplified to a grasp recognition one.
3.1.2 Grasp Recognition with CNNs
In order to translate the advancements of deep learning in object recognition to perform the
grasp recognition task for better control of hand prostheses, we took advantage of the flexibility
of deep networks in automatically learning patterns. That is, during the grasp identification
task, objects are categorised based on their appropriate grasp type learned from their abstract
representation rather than their object category or accurate dimension measurements. It should
be noted that throughout this thesis the concepts of grasp recognition, grasp identification and
grasp classification are used interchangeably.
To classify objects based on their suitable grip patterns, they should be first manually cate-
gorised for this task. There is usually a preferable grasp manner for every kind of object, as an
example, to grasp a tiny pebble, people always utilise their thumb and forefinger called a pincer
or pinch grip. In this chapter, four common and sufficiently distinct grasp patterns are selected:
pinch, tripod, palmar wrist neutral and palmar wrist pronated. These grips can effectively
be applied to any graspable object. That is, since each grasp class is suited to specific object
features, e. g. pinch for granular items or palmar wrist pronated for large spherical or cubical
items, using this subset of grasp categories, most available objects can be apprehended in a
stable manner. Besides, grasp classes are proposed based on the object appearance and a CNN
model requires adequate object images representing each class. The opted grasp categories
seemed to be a good fit to available datasets of graspable objects.
In this way, instead of having a huge number of object categories, all the available objects
are classified into 4 aforementioned grasp classes. Consequently, when the network encounters
a novel item, it can always assign it to one of the present grip classes and therefore generalises
to unseen shapes. To further illustrate this generalisation and as a comparison with object
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recognition task, a tiny pebble belongs to “pebble” category, while a pen lid belongs to “pen lid”
group. Performing grasp recognition however assigns both objects to pinch class. Moreover,
introducing a novel item to the network, such as a dice, which was never seen by the network
during training, leads to erroneous output in object recognition as one of the present classes
are picked as the prediction. Contrarily, undertaking grasp identification provides the correct









Figure 3.1: Object versus grasp recognition
The design and flexibility of deep networks perfectly suits to the solution of grasp classifica-
tion. That is, the weights are learned automatically during training based on the given outputs.
Hence, the deep network can learn through training to extract grasp-relevant features and con-
struct a high level abstract representation based on those features such that no hand engineering,
shape considerations or measurements are needed. Hence, this approach is conceptually differ-
ent from object recognition as object details are of less importance while the general appearance
such as size and orientation demand more attention from the network.
As highlighted in previous chapters, CNNs [12] indicated exceptional performance in recog-
nition tasks (in some applications better than humans) [15, 112]. Therefore, a CNN structure
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can be designed to learn this abstract representation effectively.
3.2 Image Datasets
To train a deep network, typically large amount of data is required. To feed adequate informa-
tion to a specific CNN structure, Columbia Object Image Library (COIL100) [18] was initially
opted. The COIL100 dataset contains images of household objects provided in full 360◦ view
categorised in 100 classes of objects.
Later, Amsterdam Library of Object Images (ALOI) [140] was used as a more comprehen-
sive dataset with more variety of objects. The ALOI dataset was captured in a very similar way
as the COIL100 (360◦ view of objects were provided). It includes 110, 250 images of 1000
object categories.
The black background of the images in both datasets aids the recognition procedure such
that the network merely concentrates on the object characteristics during learning. However,
this feature can be counted as a demerit while testing in a real-world scenario as clutter is
normally present in such cases. Nonetheless, the implementation is a proof-of-principle for
usage of deep learning for grasp classification in hand prosthetics and the background issue can
be easily resolved by fine-tuning the network on cluttered scenes.
To provide comparable testing setup in a real-world situation, the ALOI dataset was aug-
mented by the dataset gathered at Newcastle university called Newcastle Grasp Library. In this
way, the algorithm can be evaluated practically on both seen and unseen objects. Both image
datasets are explained in the following.
3.2.1 Columbia Object Image Library (COIL100)
The COIL100 dataset [18] consists of 7200 images including 100 categories of objects. There
are 72 different poses per object, which are obtained by taking photos of each item against a
black background at each 5◦ rotation through a turntable that covers 360◦. The objects have
a wide variety of complex geometric and reflectance characteristics. The images are size nor-
malised and the images with the dimension of 32×32 have been used for experiments with the
COIL100 (only offline experiments involved the COIL100 dataset).
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3.2.2 Amsterdam Library of Object Images (ALOI)
The ALOI dataset [140] consists of images of 1000 common objects, from which 250 objects
are captured at a second zoom rate. Therefore, these 250 objects were eliminated for more con-
sistency with respect to object sizes. For every object in the ALOI, there are 72 images taken
at 5◦ intervals covering a full 360◦ view. All images have black background and 768 × 576
pixels resolution. They are taken at 124.5cm distance and 30cm altitude from the objects. Not
all the 750 remaining objects were used for implementation as some objects were not graspable
or specific to a single grip pattern. Hence, a selection of 473 objects were subjectively picked
and categorised in four grasp classes of pinch, tripod, palmar wrist neutral and palmar wrist
pronated. As a preparation step, all the images were converted to grey-scale and then down-
sampled to 36× 48 pixels resolution. Figure 3.2 A illustrated a sample of objects present in the
ALOI dataset.
3.2.3 Newcastle Grasp Library (NCL)
This dataset was created to provide accessibility to the test objects. That is, when doing real-
time experiments real objects are needed and the same objects as the ones in the ALOI dataset
were not available. Therefore, 71 objects were photographed in a similar setup as the ALOI
to provide comparable images that can be used for online experiments. To this end, a Crayfish
55 turntable (Seabass, UK) and a Canon Kiss X4 DSLR camera (resolution 18 Megapixel,
3456×5184 pixels) were arranged to synchronously capture images of each object at 5◦ intervals
against a black background. The camera and turntable positions were fixed throughout the
photography to take the object sizes into account. Hence, the camera was placed in 60cm
distance and 15cm altitude from the objects. This setting led to object images with comparable
sizes as the ALOI ones. As a final step to equate the data with the processed ALOI data, the
images were converted to grey-scale and downsampled to a resolution of 36× 48 pixels. These
images are then ready to be given to a CNN for training. Figure 3.2 B demonstrates all the
objects belonging to Newcastle Grasp Library.
It is worth noting that the 71 additional objects in Newcastle Grasp Library were also picked
from the four grasp groups used previously. The objects are elected such that the balance in
the total number of items in each grip class is preserved and the class sizes are comparable.

















Figure 3.2: The objects used in this work separated based on their preferred grip pattern A) A
subset of the objects used from the ALOI dataset; B) All the objects used from the Newcastle
Grasp Library.
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Palmar Wrist Neutral 83 30
Palmar Wrist Pronated 137 11
Overall 473 71
3.3 Grasp Recognition with Convolutional Neural Networks
- Initial Experiments
In this section, the initial steps taken to implement a CNN-based vision system to estimate an
appropriate grip pattern for objects in the COIL100 dataset are explained in detail. These exper-
iments are carried out on a comparatively small dataset to investigate the possibility of having a
vision-based grasp recognition solution as well as a variety of solutions for grasp classification
of unseen objects. As such, several offline settings including different architectures, parameters
and components of CNN models are examined and reported.
3.3.1 CNN Architectures for COIL100 Dataset
Initial offline experiments were carried out on the COIL100 dataset [18] to investigate the fea-
sibility of grasp classification for household objects. Figure 3.3 indicates the COIL100 dataset
categorised based on grip patterns. As it is noticeable, the classes are highly imbalanced.
It is worth noting that for the COIL100 dataset a variety of architectures were examined and
the ones providing the best performance were reported, which are different from the architec-
ture presented in the following sections and used for experiments involving the ALOI dataset.
Figures 3.4 and 3.5 demonstrate the architectures that were used with the COIL100 dataset.
Each input image I was converted to grey-scale and resized to an image with N = 32
rows by M = 32 columns. Then, Gaussian and median filtering were applied to the im-
age respectively for noise removal and smoothing. Finally, Z-score normalisation discussed
in Equation A.6 was utilised for image distribution balancing and further training enhancement.
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Figure 3.3: The COIL100 [18] dataset categorised based on four grip patterns.












100 classes of objects
Convolutional Neural Network 
Figure 3.4: The one-layer CNN including 15 filters implemented for object classification with
the COIL100 dataset.
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Figure 3.5: The two-layer CNN used for object recognition with the COIL100 dataset.
3.3.2 Object Recognition
In order to have a baseline for the experiments, objects were firstly classified based on their
corresponding object category. That is, different views of each object were given to one- and
two-layer CNN structures adapted for object recognition as depicted in Figures 3.4 and 3.5. To
evaluate the classification performance of the proposed structures on the COIL dataset, each
model was trained on 90% of views for each object category among the 100 categories and
tested on the remained 10% of the views.
3.3.3 Grasp Classification
Grasp identification requires the models illustrated in Figures 3.4 and 3.5 to be modified slightly.
To illustrate, the last layer of the CNN architectures, the Softmax layer, which is responsible for
the classification task is adapted such that there are four grasp categories in the output.
The grasp classification performance of the models are evaluated with respect to view or
object category novelty through within- and between- object cross-validations introduced in
Section B and further described in the following.
Within-Object Cross-validation
In this cross-validation, the training set includes 90% of the views for each object in each grasp
class (65 out of 72 images for each object). The remaining 10% of the views for each object
were specified to the test set. Results are validated in 10 folds and each fold was repeated with
10 different random weight initialisations to investigate the effect of weight initialisation on
the results. Hence, the algorithm was trained and tested 100 times for WOC in total. In this
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way, the variability of results based on weight initialisation and view selection can be achieved.
Figure 3.7 represents randomly selecting 10% of the views for each object as the test set, as the
remaining 90% of views belong to the training set. The views in the test set are considered as
unknown to the algorithm, so it is rational to expect lower classification performance for objects
with distinct appearance in different poses.
Figure 3.6: Random view selection of objects in COIL100 for test and train splits in the WOC
setting .
Between-Object Cross-validation
In this validation setting, the training set includes 90% of all the object categories in each grasp
group with all of their different views (e. g. 17 objects of tripod class with their 72 different
poses are selected for training). The remaining 10% of the object categories are given to the
test set (e. g. 2 objects in tripod class belong to the test set). Therefore, every object in the test
set is considered as unknown to the algorithm. The same kind of cross-validation with regard to
weight initialisation as WOC setting was carried out resulting in 10 folds with 10 various weight
initilisations. Figure 3.7 illustrates the process of randomly selecting 10% of object classes for
test set in the BOC setting.
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Figure 3.7: Random object selection of test and train splits for BOC setting.
Stability Analysis with Respect to Weight Initialisation and Object/View Selection
During each test, 10-fold cross-validation was carried out twice, one across random weight
initialisation and one across random test object/view selection. The algorithm was run 100
times; firstly a random set of objects or views was selected for the test setting in the BOC
or WOC respectively, then the initial weights were configured randomly. In the next run the
weight initialisation was changed, while keeping the previous test objects/views. After trying
10 different set of weights for a group of test objects/views, a new set of objects/views for
testing and accordingly training was selected. This procedure was followed for 10 different set
of random objects/views.
This cross-validation approach provides more reliable set of results, as the performance
changes dramatically by testing different test objects/views. Weight initialisation also seem to
have a considerable effect on the results.
Chance Level
Chance level is the accuracy expected by random choices. Specifically, here the chance level is
the probability of an object belonging to a class by arbitrarily selecting an object. In the object
classification case, where there are 100 classes, the chance level would be 1%, while for grasp
classification the chance level should be 25% as there are four grasp classes. However, since
the number of objects in each group is different, the probability of a random object belonging to
each class would be dependent on the number of test objects in that class. Hence, in the WOC
test, for pinch, tripod, palmar wrist pronated and palmar wrist neutral the chance level would
be 25%, 19%, 11% and 45% respectively. For BOC setting, the chance level values are different,
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because the number of test objects in each grasp group is modified as well. Accordingly, there
are 2, 2, 1 and 4 test objects in pinch, tripod, palmar wrist pronated and palmar wrist neutral
groups respectively leading to the sum of 9 objects and the chance level of about 22%, 22%,
11% and 44% correspondingly. Table 3.2 shows the chance level for each test.
Table 3.2: Average grasp recognition chance level of the system on COIL100 dataset for four
grasp categories.
Grasp type Chance level (WOC) Chance level (BOC)
Pinch 25% 22%
Tripod 19% 22%
Palmar Wrist Neutral 45% 44%
Palmar Wrist Pronated 11% 11%
3.3.4 Results and Discussion
The results explained in this section are only reported for the COIL100 dataset and the architec-
tures developed and evaluated on it. As this set of results are preliminary offline results, which
their analysis provided more insight for system improvement, the results and discussion are
presented jointly to provide better reasoning for the next section. The final designed structure
is presented in the next section.
Table 3.3 represents the results achieved with different architectures in three different set-
tings: object recognition, WOC and BOC. Two different CNN architectures presented in Sec-
tion 3.3.1 were examined using different activation functions (tanh and ReLU), pooling tech-
niques (max, average and stochastic pooling) and local response normalisation. This examina-
tion provides the opportunity to recognise the best settings for future implementations.
Object Recognition
According to Table 3.3 1 the average accuracy achieved for object recognition was above
99.06 ± 0.0712% and 97.65 ± 0.322% for one- and two-layer CNN structures respectively.
There is a drop in average accuracy for two-layer CNN compared to one-layer CNN. Several
reasons can contribute to the better performance of the shallower CNN. One viable explanation
can be the simplicity of the task and train images, which refuses the requirement of extra ab-
straction level that the two-layer CNN provides. This is worth mentioning that although good
results were achieved for the object identification task, it is not possible to generalise a network
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Table 3.3: The results for different architectures, where the best performance is in bold. All
architectures are CNN based, while XYZWH stands for:
X: Number of convolution layers
Y: Number of pooling layers
Z: Activation function (T:tanh, S:sigmoid, R:ReLU)
W: Pooling method (M:max pooling, A:average pooling, S:stochastic pooling)
H: Using (or not using) local response normalisation, where using “L” indicates using local
response normalisation and “N” represents not using it.
1) Average accuracy performance of different CNN models on COIL100 dataset for object
recognition.







2) Average accuracy (%) performance of different CNN models on COIL100 dataset for each
grasp in WOC setting.
Architecture Pinch Palmar Wrist Pronated Tripod Palmar Wrist Neutral
11TAN 79.43 81.54 76.15 75.07
11RMN 92.06 99.42 91.8 95.3
22TAN 75.43 70.52 69.36 67.39
22RMN 90.54 93.88 89.21 90.05
21RMN 96.84 97.9 96.6 97.9
22RML 90.99 98.18 89.76 94.03
3) Average accuracy (%) performance of different CNN models on COIL100 dataset for each
grasp in BOC test.
Architecture Pinch Palmar Wrist Pronated Tripod Palmar Wrist Neutral
11TAN 71.22 21.79 48.28 47.01
11RMN 89.38 18.78 53.04 54.99
22TAN 61.59 46.25 51.59 51.7
22RMN 80.00 28.00 57.13 45.84
21RMN 82.72 32.66 54.45 53.17
22RML 87.11 16.87 53.99 54.89
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trained on object classification to unknown categories of objects, which is the main concern of
this work.
Grasp Classification
Object recognition provides a measure for the simplicity of the dataset and a baseline for com-
paring the grasp classification settings with it. The following sections provide further reasoning
for the achieved results for grasp recognition task.
Within-Object Cross-validation
The performance of the one-layer CNN in the WOC setup reaches 94% grasp recognition av-
erage accuracy. To be more specific, there is above 91.8% average accuracy (±1.32 − 4.09%
across view selection and ±0.13− 0.44% across weight initialisation) for each grasp type.
The best accuracy was achieved for Palmar wrist pronated grasp. This observation could be
due to the less variety of objects in this group and the fact that most of the objects belonging to
this group are symmetric in shape. Therefore, different views do not represent distinct shapes,
which can be unfamiliar to the algorithm. On the other hand, the palmar wrist neutral grasp is
the second best group in average accuracy. A main reason can be the high number of training
examples in this group. This high number of samples aided the algorithm to have a better chance
of learning, even when considering the high variety of objects in that grasp group. As stated,
data is a key factor in training the deep networks.
Finally, a comparable performance on objects of tripod and pinch groups is observed in
the WOC setting. The main reason could be the huge difference in the appearance of objects
from different view points; e. g. a toy car seems rectangular from 0◦ view, while it seems as a
squared shape from 90◦ angle. Having more training data for these two groups could be helpful
in improving the average accuracy.
The best average accuracy for the two-layer CNN is about 97.32% and it is above 96.6%
(±0.8 − 2.76% across view selection and ±0.17 − 0.4% across weight initialisation) for each
grasp.
Two-layer CNN outperformed the one-layer CNN and reduced the difference between grasp
groups while following the same order in performance for each group. This could be due to the
fact that the increase in the depth of a network can contribute to learning more parameters.
Having higher level of abstraction and neglecting the details could provide a better invariance
to the variety in poses, leading to better performance of the two-layer architecture. There is
48
3.3 Grasp Recognition with Convolutional Neural Networks - Initial Experiments
always a trade-off between the sufficient depth of the network, the model complexity and the
network’s generalisation capability.
Setting the filter dimension of the second pooling layer to the same size as the that of previ-
ous layer (2) degrades the performance to ∼ 90%. This observation indicates that this pooling
layer caused elimination of helpful information during sub-sampling. Consequently, no pooling
layer was added to the two-layer CNN.
It can be noticed that CNN is more robust to weight initialisation than view selection, as
the standard deviation is a higher value across view selection than weight initialisation in all
the three architectures. This seems plausible, since pose selection can lead to testing a view
(pose), which is barely familiar to the trained algorithm and makes the recognition task more
challenging.
Between-Object Cross-validation
The average accuracy gained by one-layer CNN for BOC test is 54.05% in general, while the
two-layer CNN provided 55.75% average accuracy. There is a huge difference between the
algorithm performance in the WOC and BOC validation settings, which clearly illustrates the
challenging task of grasp recognition for unknown objects.
The average accuracy for each grasp type is above chance level for all the grip modes.
However, the second grasp type palmar wrist pronated seems problematical to be recognised for
the algorithm. Looking into the number of objects in that group provides a rational explanation
for this unacceptable performance. That is to say, due to having only 10 training objects for
the palmar wrist pronated grasp, the algorithm could not learn the grasp type suitable for each
object. There is also only one test object in order to evaluate the performance of the algorithm.
Not being able to recognise a test object, there is a high probability that all the poses for that
object are not identified. That is why, such poor results are observed for that group. It can
be assumed that proliferating the number of objects in this category, or generally in all the
categories, could cause an acceptable boost in the achieved results.
The best performance in the BOC setting was obtained for pinch grasp type. Contrary to the
WOC setting, all the objects poses were learned during training and therefore no difficulty in
grasp recognition of different views was encountered. Thus, as the object shapes in pinch grasp
group are chiefly similar to each other, a good learning performance is obtained.
On the other hand, tripod and palmar wrist neutral grasp groups are indicating similar
average recognition rates. These results could be due to the high variety of objects in both
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groups that causes slower learning, even with many objects for training in palmar wrist neutral
group. The initial solution could be increasing the number of objects in both groups. It is worth
noting that the deep networks are following a similar procedure of learning as humans. That
is, seeing a wider variety of objects by humans leads to more convenient recognition of novel
objects. Similarly, as the task in BOC setting is grasp recognition for unknown objects, the
more objects the algorithm is trained for, the better it generalises for novel objects. Therefore, it
can be expected that even if there is a very high diversity of objects in one grasp group, training
the algorithm for adequate number of samples can bring about satisfactory estimation capability
of the algorithm.
3.3.5 Conclusion
In this section a variety of network architectures with different pooling structures, normalisa-
tion techniques and activation functions were examined to comprehensively evaluate the per-
formance of the grasp recognition solution for hand prosthesis. For all the three settings of
object recognition and grasp classification in WOC and BOC settings, the best performance
was gained with the CNN with two convolution and one max pooling layers including ReLU
activation function and no local response normalisation.
Promising results for the WOC validation setting were achieved. Although indicating promis-
ing classification performance for some groups, the BOC setting included unreliable results for
the grasp classes with few amount of data. The huge imbalance in the available training data for
different classes is the possible reason for this unacceptable performance. Hence, with provision
of a better dataset including more variety and abundance of objects and a balanced distribution
of images among grasp classes better results can be achieved.
3.4 Grasp Recognition with Convolutional Neural Networks
- Comprehensive Experiments
The tests performed on the COIL100 dataset were mostly trial and error steps to come up with
the right dataset and architecture. After performing extensive analysis and figuring out the short-
comings and capabilities of the architecture, dataset and the task at hand, more comprehensive
analysis was performed on the augmented ALOI dataset (ALOI dataset with additional images
from Newcastle grasp library), which includes significantly larger number of object images than
the COIL100.
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The boost in the amount of available data together with better familiarity with the network
capabilities, components and parameter tuning techniques can lead to a more robust and reliable
grasp classification platform. Therefore, not only this section includes a more comprehensive
dataset, but also the architecture designs are mostly defined based on the experiments of the
previous section. Additionally, the structure proposed in this section was analysed in three
ways: offline, online computer-based and online with an amputee user in the loop.
3.4.1 Feature Extraction with CNNs
Each input image I was initially converted to grey-scale and resized to an image with N = 36
rows by M = 48 columns. Gaussian and median filtering were then respectively applied to
the image for noise removal and smoothing. For better training and balancing the distribution,
processed images were normalised using Z-score normalisation as explained in Equation A.6.
Firstly, the simplest CNN architecture was used, a CNN with one convolution (C1) and pool-
ing layer (S1), called one-layer CNN here. To observe the effect of depth , achievable accuracy
and computational complexity as well as the amount of abstraction and generalisability required
and to provide a balance between these parameters, convolution layers were incremented con-
tinuously. These additions however were effective only when having two convolution (C1 and
C2) and one pooling S2 layers at the end, called two-layer CNN here. Therefore, the experi-
ments are all based on these two architectures, one- and two-layer CNNs. Figure 3.8 manifests





























Figure 3.8: The implemented two-layer CNN architecture applied to the augmented ALOI
dataset.
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Normally deep networks have more number of layers providing them with more depth and
amount of abstraction. Although a variety of deeper architectures having different number of
layers and filters were implemented, the results were not improved through the increase in the
amount of depth or filter sizes. The possible reasoning behind this matter is discussed thor-
oughly in the discussion Section 3.7.3. The networks that provided the best grasp classification
performance are reported in this work. In the following more details over the developed CNN
structure are described.
A variety of activation functions such as sigmoid, hyperbolic tangent and rectified linear unit
were examined. However, due to the privileges of ReLU and also our empirical observations, it
was opted as the activation function for implementation in all the CNNs.
In both one- and two-layer CNNs, five filters (K1j , j = 1, · · · , 5) of size 5× 5 were utilised
and max pooling [141] was applied to the convolved feature maps for sub-sampling the output
by a factor of two. Max pooling was preferred over other pooling methods as it guarantees that
activation with high values which are usually important components within each feature map
are passed to the next layer.
3.4.2 Classifier - Softmax Regression
A Softmax layer explained in Section A.1.7 was added at the end of the feature extraction steps
to ease end-to-end training of the whole network and maximise the amount of automation in
learning.
3.4.3 Training
During training, the network weights were updated based on the mini-batch momentum gradient
descent algorithm (Section A.1.8) in an end-to-end manner. A Tikhonov regularisation term
(Section A.1.9) was also added to the cost function for preventing over-fitting by enforcing
sparsity on the weights Klj .
3.4.4 Cross-validation
As described in Section B two kinds of cross-validation are performed in this thesis: Within- and
Between-Object cross-validations. More details of these validations specific to the augmented
ALOI dataset are illustrated in the following. These cross-validations are performed on both
CNN settings (one- or two-layers).
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Within-Object Cross-validation
For this validation, 90% (65 of 72) of the available views for each object are specified for
training, while the remained 10% of the views per object were used for evaluation. These
views are chosen randomly for 10 different folds so that network’s sensitivity to the choice of
view is qualified properly. Figure 3.9 presents WOC train and test splits for a sample object in
Newcastle Grasp Library.
A) Training set B) Testing set
Figure 3.9: Within-Object Cross-validation. Train (A) and test (B) splits of an example fold
in 10 folds are shown for a light bulb present in Newcastle Grasp Library. The test views are
randomly picked and shown in red boxes.
Between-Object Cross-validation
For the ALOI dataset,∼90% of all the items in each grasp group with all of their 72 views were
included in train set. The remaining ∼10% of the items, including all their poses, were placed
in the test set. As an illustration, 124 out of 137 objects in palmar wrist pronated class were
included in training set, while the rest of objects, 13 out of 137, were used for testing.
As the objects present in Newcastle dataset are less abundant than the ALOI and they were
required for real-time testing, a different portion of objects of Newcastle dataset were picked
for test split. That is, 4 objects were randomly picked in each grasp group and allocated to the
test set with all their poses. The remained objects in each grasp group were used for training.
This selection is clearly illustrated for a sample object in Figure 3.10. The object categories are
always selected randomly and the procedure was repeated 10 times independently.
Further details about the exact number of objects of each grasp group and each dataset
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A) Training set B) Testing set
Figure 3.10: Between-Object Cross-validation. The test and train splits for the objects belong-
ing to the palmar wrist pronated class in Newcastle Grasp Library are shown. This grip group
consists of 11 objects and 4 of them are picked for test randomly. The 7 remained objects and
all their views are given to the train set.
selected for test and train sets of the BOC is reported in Table 3.4.




Train Test Train Test
Pinch 81 9 15 4
Tripod 147 16 7 4
Palmar wrist neutral 75 8 26 4
Palmar wrist pronated 124 13 7 4
3.4.5 Statistical Analysis
To evaluate the results thoroughly, statistical analysis of the results was carried out using a
two-way repeated-measures ANOVA. The goal was to measure the impact of cross-validation
type (BOC versus WOC) and number of layers (1 versus 2) in offline grasp classification per-
formance. To perform this investigation, each fold among the 10 cross-validation folds was
considered an independent sample.
3.4.6 Computer-based Real-time Performance Analysis
The deep learning-based vision system is implemented in real-time using the learned parameters
of the designed CNN in BOC setting. As explained in Section B.1.2, this validation setting eval-
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uates the capability of proposed networks in grasp recognition of unseen objects and therefore
is aimed at real-life situations, in which objects are usually novel to the user.
This computer-based experiment is designed to evaluate the performance of the designated
model in a real-world setting independent of user’s behaviour. To do so, an inexpensive web
camera (Logitech Quickcam Chat) was placed on a photography tripod stand such that object
is situated at 60cm distance and 15cm height from it. This setting was intended to resemble the
photography setting of Newcastle dataset. The camera could be activated by a laptop, which
was connected to it via USB connection. In this experiment the camera resolution was set to
640× 480 pixels.
The experiment was initiated with a click on command button on a MATLAB®-based
graphical user interface (GUI), which activates the camera capturing. The captured image was
first processed passing through object detection, background removal, resizing and normalisa-
tion steps and then introduced to the two-layer CNN trained in a BOC setting. The preprocess-
ing steps are illustrated in Figure 3.11. This procedure was carried out for 6 different objects in
each grasp category (24 objects in total) for 7 random views of each object. In this test, 16 out
of 24 objects (66%) were novel to the trained model.
The main parameters discarded here by having a computer-based real-time experiment are
distance between camera and object, user’s motivation, EMG data quality and acquisition per-
formance and physical fatigue. Neglecting these parameters as a first step can provide the
overall system with a recognition potential comparable with offline experiment results.
3.4.7 Real-time Test Platform with Amputee Users in the Loop
The final experiment involves an amputee user in a similar setup as that of previous test in Sec-
tion 3.4.6 to evaluate the system in a real situation considering all the contributing parameters.
Contrary to previous experiments, in this test the camera was attached to a hand prosthetic.
The study was approved by the Newcastle University ethics committee and the participants
signed a consent form to attend this experiment. In the following, different components of the
whole setting are explained.
Subjects
Two amputee volunteers attended in the real-time experiment. The volunteers used split hook
prostheses for their daily lives and therefore had very little experience, only few experiments in
laboratory, with myoelectric hands. More details about the volunteers can be found in Table 3.5.
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Figure 3.11: Image preprocessing steps for real-time experiments: A) Original image, taken by
the webcam, B) Grey-scale transformation, C) Sobel edge detection, D) Dilation, E) Filling the
closed spaces, F) Erosion and filtering the extra noises, G) Multiplication of the mask calculated
in F to the original image in A to detect the object and translation to the lower centre of the
image, H) Downsampling to 36× 48 pixels.
Overall Control Structure and System Components
The general flow diagram of designed real-time experiments is depicted in Figure 3.12A. The
implemented programme is illustrated in Figure 3.12B. The test procedure composed of 6
blocks, from which the last block benefited from error correction feature. The error correction
routine including its required operations and relevant connections to other tasks is specifically
highlighted in a grey box in Figure 3.12B. For blocks 1-5 the grey box and its relevant connec-
tions can be ignored. Other than the error correction attribute of block 6, same control flow is
followed in all the blocks.
Table 3.5: Experiment subjects’ information
Identifier Gender Age Cause of amputation Years since amp. Missing limb Prosthesis use
M Male 28 Car accident 6 Right Split hook
D Male 54 Cancer (Epithelioid Sarcoma) 18 Right Split hook
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Figure 3.12: Overall control structure. A) The implemented real-time structure illustrated in
block diagram; B) Detailed programme flow that was operated via a standard two-channel my-
oelectric interface.
The general grasping procedure is explained in the following. The user can trigger the
webcam and capture a snapshot of a target object by producing a short (300ms) flexion of
wrist muscles. The snapshot is then processed and given to the two-layer CNN trained in BOC
setting. The CNN suggests a grasp, which causes a preshape in the prosthetic hand. The subject
can control the prosthesis proportionally as the EMG signals from the wrist flexor and extensor
muscle groups are recorded for prosthesis control. Long (3s) extension resets the grasp and
opens the prosthesis at any time.
Thanks to the error correction feature in block 6, the user can benefit from more supervision
by discarding a suggested grasp and re-aiming the hand at the target object. A long (2s) flexion
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of the wrist muscle re-opens the prosthesis, resets the grasps and captures a new snapshot. The
error correction procedure can be repeated until the desired grasp type is achieved.
The Measurement and Preprocessing of EMG Signals
After skin preparation, two Delsys® TrignoTM Lab Wireless EMG electrodes were located on
the wrist flexor and extensor muscle groups on the forearm to record the relevant muscle activ-
ities. A band-pass filter between 20Hz and 450Hz was applied to surface EMG signals. The
filtered signals were then sampled at 2kHz via a Trigno Digital SDK.
The output EMG signals were then converted to analogue control signals bounded between
[0,1] such that 0 indicates muscles being at rest and 1 represents contraction at a comfortable
level. The latter is normally 10-15% of the maximum voluntary contraction by the user, which
can cause sensitivity due to the low amplitude. This issue however was shown not to be prob-
lematic in [142–145], since subjects can effectively learn to contract their muscles for reliable
computer task or prosthesis control performance. A possible explanation can be that at this low
percentages of maximum voluntary contraction (MVC), the magnitude of the signal-dependent
motor noise is negligible [146].
A rectangular window was then applied to a 500ms of each rectified EMG channel for






where |EMGk(t)| denotes the rectified activity of muscle k at time t. The αk coefficient is used
for normalisation of control signals by the comfortable contraction level.
3.4.8 Experiment Set-up
The participants were familiarised with the system during a short (15 min) block, in which
they had to imagine the act of their wrist flexion and extension alternatively. The users could
view the raw EMG data produced by their muscles visually. At the same time, the system was
calibrated and an activation threshold for the two control signals was empirically tuned based
on the strength of subjects’ muscle signals. In this way, the subject’s capability in comfortably
contracting the two muscle groups independently was confirmed. As the subjects benefited
from real-time visual feedback of their muscles’ activity on a monitor, they were asked to make
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sufficient effort to reach the threshold for an EMG channel by activating its relevant muscle
group while maintaining the control signal of the other muscles group below its threshold. This
calibration technique is further explained in [142, 144]. Due to a change of electrode postures
for subject D, the control signals were recalibrated in the middle of the experiment.
Processing System Specifications
All the experiments, offline and real-time, were implemented in MATLAB®. A personal com-
puter with an Intel Core i5-47670 CPU (3.4GHz), running on a 64-bit Windows 7 operating
system, with 32GB RAM was used for the offline and real-time computer-based tests.
For the real-time test including amputee subjects, a Lenovo laptop with an Intel Core i7-
4559U CPU (2.10GHz), running a 64-bit Windows 7 operating system, with 8GB RAM was
used.
i-limb
For real-time tests with the presence of amputee subjects, an open source i-limb Ultra hand
prosthesis (Touch Bionics, an Össur HF company) was used. Proportional control of individual
digits in the prosthetic hand was provided wirelessly via Bluetooth with a MATLAB-based
driver. A pair of rechargeable batteries (7.4V) were used for the hand power source.
Wrist Rotator
As the i-limb hand does not include a module for wrist rotation by itself, a prosthetic wrist rota-
tor (Motion Control, Inc, USA) was augmented to the i-limb. This module provides clockwise
and counter-clockwise rotation of the hand. To actuate the wrist, an in-house built bidirectional
(H-bridge) drive was designed and implemented. The power for the wrist module was sup-
plied via a 7.4V doubly insulated power supply. Rectangular TTL (5V) pulses generated with
a USB-6002 data acquisition system (National Instruments, USA) controlled the rotation of the
rotor.
Webcam
The same Logitech Quickcam Chat webcam used for computer-based experiment was attached
to the dorsum of the i-limb in the real-time experiment with the presence of amputee partic-
ipants. A double-sided velcro was attached to the i-limb to enable attaching a webcam to it.
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This way the user was able to capture images of object by pointing out to them. These images
(640× 480 pixels resolution) were then recorded into a recording laptop via a USB connection.
3.4.9 Experimental Protocol
To follow similar protocol as previous experiments, subjects were asked to sit in front of a table,
on which an object was placed with approximate 60cm and 15cm longitudinal and altitudinal
distance respectively from the subject. Such setting ensured that the objects are readily available
for reaching and manipulating and the taken images were comparable with the training images.
In each trial, an object was placed in front of the participant by an experimenter and he tried to
grab it and move it to the target location. Therefore, there was no occlusions in the scene.
The real-time test with amputees attendance consisted of 6 blocks, in which participants
gripped, transferred and placed 24 common objects (6 in each grasp group). The objects were
placed in front of the subject one by one in a pseudo-randomised manner. The same exact order
of objects was repeated in each block.
The user could benefit from visual feedback on both EMG signals and webcam’s view in
blocks 1 and 2. That is, the raw EMG singals measured by electrodes and their calculated
control signals were demonstrated to the user on a monitor. In addition, they could see the field
of view covered by webcam through the video stream and learn how to point the hand to the
object. They could also see the snapshot taken after camera activation and the proposed grasp
type suggested by the model in the computer screen.
For blocks 3 and 4, the camera feedback was removed and the raw EMG signals and their
corresponding control signals remained on the screen.
In block 5, there was no visual feedback for users at all, closely resembling a real-world
scenario. No visual feedback was also offered to participants in block 6 similar to block 5.
Block 6 however differed from block 5 as the users could benefit from the error correction
feature. They could repeatedly discard a suggested grasp when observed it in hand preshaping
stage and re-aim at the target object and capture a new snapshot. In this way, the CNN had the
opportunity to be fed with a better input image and provide a more accurate grasp recognition.
This feature however was not evaluated for subject D due to technical reasons.
Such composition of familiarisation (blocks 1 to 4) and testing (blocks 5 and 6) procedure
provided a natural and efficient flow for the experiment. Consequently, the data and results of
all the blocks were analysed and assessed comprehensively.
In the experiments including subject M, a 3-seconds interval in the beginning was consid-
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ered in each trial so that the subject can comfortably be prepared for the trial. After the subject
performed few pick and place steps, it was observed that the user’s enthusiasm distracted him
from waiting for the end of this interval. Therefore, this approach was not effective as the
subject’s wrist flexor muscles were already flexed at the beginning of each trial to capture a
snapshot. In the experiment including subject D, this issue was fixed through a slight change in
the protocol. That is, the start of trials were notified to the user via an audio beep. The second
change in the protocol for subject D was shrinking the preshape period of the prosthesis in favor
of better responsiveness. In the results reported in Section 3.5, the impact of these adjustments
are observable in total trial duration. These adjustments however did not influence the overall
performance and more importantly the deep learning structure as it provided grip modes for
target objects only based on a single snapshot of a target object.
3.5 Results
As explained in previous section, there are three main sets of experiments: Offline, computer-
based real-time and real-time experiments with amputee subjects. Therefore, the results are also
reported based on these categories.
As a clarification step, the datasets used in each test, the condition and origin of test and
train images are included in Table 3.6.
Table 3.6: The datasets used in different experimental conditions including how relevant test
images were captured. NCL stands for the Newcastle grasp library.
Condition
Dataset
Train dataset Test dataset
Offline ALOI+NCL(DSLR) ALOI+NCL(DSLR)
Real-time, computer ALOI+NCL(DSLR) Webcam
Real-time, amputee ALOI+NCL(DSLR) Webcam
3.5.1 Offline Grasp Classification
The first set of results includes offline tests, for which a combination of the ALOI and Newcastle
Grasp library (with full resolution) were used. The offline grasp classification was performed
to firstly investigate the feasibility of using a CNN for grasp recognition of common objects.
After achieving promising results, more structured tests were carried out to further fine-tune the
CNN structure and realise the best architecture and parameters for real-time experiments.
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The results of both WOC and BOC schemes are illustrated in Figure 3.13. The results
include the WOC and BOC experiments with the one- and two-layer CNN structures on the
















































































































all grasps & all folds
Figure 3.13: Comparison of grasp recognition accuracy of offline experiments. A and B: Grasp
classification accuracy for within- (left) and between- (middle) object cross-validations (10
folds). CNN(1) and CNN(2) respectively stand for one-and two-layer CNN structures. Boxplot
description: horizontal red lines, medians; solid boxes, interquartile ranges; whiskers, over-
all ranges of non-outlier data; red crosses (+), outliers. C: The representation of the overall
performance in WOC and BOC tests in terms of average classification accuracy together with
standard deviations. ∗ denotes statistical significance.
The average grasp identification accuracy in WOC setting was 80.0% and 79.9% for one-
and two-layer CNN respectively. The statistical difference between these two results, measured
by a repeated measure two-way ANOVA test was negligible (n = 10, F1,9 = 0.001, p = 0.98).
Nonetheless, the WOC and BOC average classification accuracy results (WOC: 85.29% versus
BOC: 74.74%) as shown in Figure 3.13C represented significant statistical difference (n =
10, F1,9 = 32.08, p < 10
−3). This difference was expected as the task of generalising to novel
objects (BOC) is much more challenging than generalisation to new views of the same object
(WOC).
Also in the BOC scheme, two-layer CNN achieved 0.7% higher grasp classification perfor-
mance than the same structure with one layer (1-layer: 74.38%, 2-layer: 75.10%). The better
results of the two-layer CNN however were not of considerable statistical priority (post-hoc
analysis with a paired t-test, t9 = 0.28, p = 0.78). Nevertheless, the two-layer CNN was opted
to be used in the consequent experiments as the average performance in three out of four grasp
classes was prior to the one-layer CNN, Figure 3.13B. As there were 10 training folds for each
offline structure, one of these trained CNNs with a reasonable performance in grasp identifica-
tion of unseen objects was picked for the real-time tests. Consequently, a CNN model which
led to ∼ 70% average grasp classification accuracy on novel objects from the range of models
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with performances from 64% to 75% was used.
3.5.2 Computer-based Real-time Performance Analysis
After examination of the deep learning-based grasp classification system and gaining a base-
line for system’s performance, it was implemented for computer-based real-time experiments,
in which the images were taken with the webcam.
Performing the real-time computer-based experiment on six distinct objects in each grasp
group and seven random views of each provided the opportunity of system evaluation in a
situation resembling the real scenario independent of user relevant factors.
The grip recognition results of real-time computer-based tests are indicated in Figure 3.14.
The figure distinctly demonstrates the suggested grasp by the model for each specific view and
object. Ideally, in case of 100% correct grip classification, each bar should be shown in a single
solid color. Any inconsistency in the colors composing an object’s bar would be counted as a
miss-classification of a particular view of that object. For instance, there are 5 mistakes in total
42 trials for pinch grasp and all the incorrectly suggested grasps are tripod.
The required time for grasp recognition of a low-resolution snapshot was recorded during
the test. The procedure of feature extraction and classification within the CNN takes 78± 6ms
and 3± 0.03ms, respectively.
3.5.3 Real-time Test Platform with a User in the Loop
The last set of results includes the amputees performance within the 6 blocks of object pick
and place with the hand prosthetic in the real-time platform. Two trans-radial amputees were
involved in these experiments as a proof of principle. Figure 3.15 manifests three trials of
experiments with subject M. The recorded EMG signals, the captured images and their relevant
time instants and identified grasps are all illustrated in this figure. Moreover, the trials are
selected such that almost any kind of observed situation is depicted. That is, the first trial,
Figure 3.15A, indicates a full success, in which the object image was fully acquired by the user
and the system suggested the correct grasp type. The pick and place duration (∼ 7s) is also
counted as an average performance with respect to the time of procedure. In the second trial,
shown in Figure 3.15B, although the CNN model suggested an incorrect grasp type, palmar
wrist pronated instead of a tripod, the user accepted the grasp and proceeded with pick and
place. Finally, the last trial demonstrated in Figure 3.15C represents a trial in which the error



































Real-time Grasp Classication Results (Computer-Based)
Figure 3.14: Two-layer CNN architecture average classification performance for four grasp
types and seven random views of several seen and unseen objects in on-line computer-based
test. All images were converted to grey-scale and downsampled before further analysis. Objects
shown with dashed black box around them were novel to the classifier. While all other objects
were seen by the classifier, they were rotated randomly for this test. In the case of 100% correct
classification, each bar would be shown in a single colour. Thus, an inconsistency in each
object’s bar illustrates a misclassification.
object due to improper orientation of the hand. Repeating the snapshot acquisition procedure
three additional times led to a valid image of the object followed by correct grasp recognition
by the CNN and further trial accomplishment.
Real-time experiments involving amputee subjects were performed on 8 seen, but randomly-
rotated, objects as well as 16 novel objects. This organisation of objects led to investigation of
the implemented structure in both within- and between-object generalisation tasks with more
attention focused on the latter. A summary of all the achieved results in real-time experiments
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B) A trial with an acceptable error in classication (Block 6)
Figure 3.15: Three selected real-time trials accomplished by participant M; A) A successful
trial with valid input image and identified grasp; B) A trial representing the trials in which
erroneous decision was made by the CNN (palmar wrist pronated instead of tripod grasp), but
the user proceeded with the trial successfully; C) A trial including error correction in which
unacceptable classification error (tripod instead of palmar wrist neutral grasp) was made by
the model due to user’s arm misalignment. However, repetition of image capturing step led to
correct grasp identification.
are indicated separately for subject M (left column) and D (right column) in Figure 3.16. The
average grasp identification accuracy within each block are shown in Figure 3.16A for each
grasp group.
It is worth highlighting that for blocks 1 to 5, only correct classification of objects, which
is when CNN output exactly matches the assigned label of an object, are considered in the
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results. The same consideration was applied to quantification of block 6 except that since error
correction was enabled, this validation method was only applied to the last attempt within each
trial. The overall accuracy of blocks 1 to 6 across all grasp groups are depicted in Figure 3.16B.
Additionally, the number of trials, which included mistaken classification outputs accepted
by the subjects and ended up successfully and the ones led to a failure were counted and re-
ported. In case of the latter, the experimenter ended the trial whenever the user failed in trial
completion. Thanks to the error correction feature in block 6, the overall success rate and there-
fore average performance were higher in this block compared to all the other blocks; that is, 79%
versus 73% for subject M and 86% versus 73% for subject D. Including the acceptable errors
(error subtype 1; as explained in Figure 3.16B) in the overall performance boosted the overall
performance within the 6 blocks, which is 88% and 87% average grasp success for subject M
and D respectively.
Figure 3.16C indicates the average time each subject spent for trial accomplishment within
each block. The first block was the most time consuming one for both participants. The time
accomplishment curve represents a decreasing pattern from block 1 to block 6 for both subjects.
The significance of this reduction was further investigated and is described in more details. For
subject M, the decline in the task accomplishment time (across the 24 trials) in block 6 versus
block 1 was only marginally significant (block 1: 21.4 ± 8.1s, block 6: 16.7 ± 9.3s, paired
t-test, n = 24, t23 = 1.81, p = 0.08). However, for subject D, this reduction was in fact
statistically significant (block 1: 30.7 ± 17.2s, block 6: 19.3 ± 25.7s, paired t-test, n = 24,
t23 = 2.26, p = 0.03). Such a decrease in the accomplishment time in spite of the elevation in
the task difficulty (removal of available feedback sources) can be interesting.
The time required for grasp identification of a low-resolution input image was recorded
during the performed real-time experiments within the implemented graphical user interface.
The average time took for pre-processing and classification were respectively ∼ 110ms and
∼ 40ms using the laptop specified for real-time tests. It is worth to note that snapshot capturing
requires the subjects to flex their muscles shortly such that the activity of flexor muscles exceeds
its relevant threshold for 300ms, whilst the activity of extensor muscle group maintained below
its relevant threshold. As such, the total time required to achieve a correct classification sums
up to ∼ 450ms. All the mentioned time stamps are included in Figure 3.16D.
As a final step, the capability of the designed system in recognising an appropriate grasp
type for novel objects was evaluated. As a result, Table 3.7 includes the achieved results during
the real-time experiments with each subject divided based on objects being seen or not by the
model. As mentioned previously, 8 out of 24 objects in each block were seen and 16 items were
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B)    Accuracy and error subtypes
Incorrect Grasp (Subtype 1: Acceptable Error)
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Figure 3.16: Evaluation and quantification of real-time performance of suggested system for
both subjects, subject M on the left and subject D on the right: A) Average grasp classification
accuracy of each grasp type within each block and the overall performance of each block. B)
Overall success rate of the grasp task within all blocks and block 6 considering the error being
acceptable or not: error subtypes 1 and 2. C) Task accomplishment time within each block
shown in standard boxplots. D) Accomplishment time of each trial shown in details including
the snapshot, the preshape and the end of trial times. ∗ denotes statistical significance.
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unseen by the trained two-layer CNN. The results indicated that determination of success for
seen or unseen objects would be of the same possibility.
Table 3.7: The average success rate of each subject in the real-time experiments with respect to
the objects being seen or unseen. Specifically for volunteer M in block 6, which included the





Seen Unseen Seen Unseen
1 75% 75% 50% 81.2%
2 75% 75% 75% 93.7%
3 62.5% 75% 50% 56.2%
4 37.5% 87.5% 87.5% 81.2%
5 75% 62.5% 62.5% 62.5%
6 63% 75% 87.5% 75%
3.6 Transfer Learning
3.6.1 Architecture
To seek for better and deeper network architecture choices and provide a reasonable comparison
with popular off-the-shelf architectures, the implemented model was adapted accordingly. To
this end, the two-layer CNN implemented in Section 3.4 was substituted with a deep network
(ResNet-50), one of the well-designed deep learning architectures with highly promising results
on object recognition tasks [112]. The ResNet architecture is popular for its residual connection
in between the layers, which improves the gradient flow, prevents information loss and provides
better learning as a result.
To elevate the learning capability of the model and resultant performance, instead of training
the new network from the scratch, a pre-trained version of that, trained on images from the
ImageNet dataset [147], a huge dataset of object images consisting of 1000 categories, was
utilised. It was demonstrated that CNN features learned over the ImageNet are of valuable
amount of information and can be exploited for other tasks [113, 148]. It was also shown that
the features learned by training a CNN on the ImageNet are so rich that they can substitute
random weight initialisation and boost the training performance significantly [113, 148].
Consequently, a pre-trained ResNet-50 was adapted for the task of grasp classification. That
is, the last fully-connected layer of the ResNet-50 consisting of 1000 nodes to predict 1000
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categories of objects in ImageNet was replaced with a new dense layer to be able to predict
4 grasp classes of pinch, tripod, palmar wrist neutral and palmar wrist pronated. Similar to
Section 3.4, the augmented ALOI dataset was fed into the pre-trained ResNet-50 for fine-tuning
the model. The successive section presents the results achieved with this adapted architecture.
3.6.2 Results and Analysis
A ResNet-50 model previously trained on the ImageNet dataset was fine-tuned using CNTK
(Microsoft cognitive toolkit [149]) using an NVIDIA Geforce 960M GPU. As previously men-
tioned, the last fully connected layer of ResNet-50 responsible for predicting labels was substi-
tuted with a new dense layer to adapt the network and existing weights to predict 4 grasp types.
The network was then fine-tuned and corresponding weights were optimised during 30 epochs
with the parameters present in Table 3.8.







number of channels 3
After evaluating the test set, a combination of seen and unseen objects, 3194 out of 4464
predictions were correct, which led to 71.55% average accuracy. The per class average accuracy
is reported in Table 3.9.
Table 3.9: Average test accuracy of a fine-tuned ResNet-50 per grasp type.
Grasp Pinch Palmar wrist neutral Tripod Palmar wrist pronated
Accuracy 71± 0.073 86± 0.034 69.5± 0.082 64± 0.084
These results suggest that the implemented structure involving the two-layer CNN with the
performance of ∼ 75% (Section 3.4) is superior to the pre-trained network for the task at hand.




In this chapter, a commercial prosthetic hand was augmented with a webcam and a deep
learning-based structure to improve the grasp ability of the commercial hand prostheses. Af-
ter comprehensive examinations and gaining certainty over the feasibility of the implemented
structure through offline and real-time, but computer-based experiments, two trans-radial am-
putee subjects tested the functionality and performance of the setting. Only one hour after
practicing with the implemented structure, the participants managed to accomplish ∼ 88% of
trials successfully.
Currently, the commercial hand prostheses employ a variety of workaround solutions to
approach the limitations of EMG-based hand prosthetics. That is, they require the user to either
learn and perform different co-contractions or follow particular trajectories [150] or have objects
with RFID tags in the surrounding environment to be able to switch between different grip
patterns. These comparatively simple techniques are preferred to EMG pattern recognition-
based methods despite the exceptional performance promised by them as EMG-based pattern
recognition methods failed in providing reliable clinical performance and robustness.
The aforementioned workaround techniques are also not intuitive and flexible and have lim-
ited performance capability. As a solution, other sensor modalities namely accelerometry or in
general inertial measurements [151–154], RFID tags [155], artificial vision including monocu-
lar cameras as well as depth or RGB-D cameras [10, 11, 41, 79, 156, 157] were used to support
or substitute the EMG signal information. The multi-modal approaches are mainly pointing out
that the incorporation of two or more sources of information for the control of prosthetic limbs
leads to less cognitive burden on user and higher performance accuracy.
In the presented setting, vision as an additional modality was exploited. To that end, a CNN
architecture was adapted and trained to classify a single low-resolution snapshot of a common
object based on its appropriate grip pattern. As a result, the subjects managed to effectively use
four different grasp types for picking the target objects in real-time.
3.7.1 Dataset
Deep networks require large amount of data to be trained properly [13]. The more variety
and abundance the provided data benefits from, the better performance and robustness can be
achieved with a deep network. Therefore, to train a CNN-based architecture to recognise appro-
priate grip patterns for common objects, sufficient number of object images should be fed to the
network. Finding a dataset with adequate amount of data merely focusing on graspable objects
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can be challenging as available large datasets such as ImageNet [15] involve several objects that
are not graspable.
Initial experiments with a CNN-based architecture for grasp classification was performed
with the COIL100 dataset [18] including 100 categories of graspable objects. The best results
achieved in the experiments with COIL100 led to 97% and ∼ 55% average classification ac-
curacy in the WOC and BOC settings respectively [157]. The huge drop in the BOC setting is
attributed to the lack of generalisability caused by insufficient number of objects in the training
data. This problem is specifically more intense in the palmar wrist pronated group, where least
number of objects are included.
As a solution to this data insufficiency, the ALOI dataset [140] with 1000 object categories
was used in the successive experiments. Although not all the 1000 categories were utilised and
only ∼ 500 of object classes were picked for training and analysis, more variety of objects and
more samples were accessible in the ALOI. The objects not used were either repetitive in shape
or caused excessive number of objects in one class and therefore neglected. To compensate
the class imbalance introduced by less number of object categories in some classes and enable
real-time testing where original objects are not accessible, 71 objects were collected such that
the class imbalance is alleviated. These objects were photographed at Newcastle University in
a similar way as the ALOI objects. The augmented image dataset was then used for further
training and analysis and did not show any problems relevant to lack of data or class imbalance.
3.7.2 Object Classification versus Grasp Classification
The task of grasp recognition is considered as a supervised learning task and therefore lacks
the ability to provide recognition for the categories not specified before training. Therefore, if a
network is trained to do object identification, novel test objects will be assigned to an incorrect
object class. This feature however is essential for prosthetic hands as people grasp novel objects
every day.
A naiive solution to this problem with supervised grasp classification can be addition of a
huge amount of data including every possible object class. Nevertheless, this solution is too
costly and not efficient. A better way to tackle this problem is to rely on the capability of deep
learning structures in adapting and generalising to new tasks. That is, rather than classifying
objects based on their object category, they can be categorised by their suitable grasp type. In
this way, the output space is shrunk to a smaller output space limited to the number of usable
grip patterns. Additionally, the deep network can be adapted to learn an abstract representation
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of each grasp class and therefore generalise to objects novel in shape and appearance.
3.7.3 The Network Design Considerations
In this chapter, two CNN architectures were designed and exploited for grasp classification
task. The fundamental difference between the one- and two-layer CNN structures is the extra
convolution layer for the latter. The additional layer was utilised for learning more abstraction
due to depth improvement. However, this added depth did not lead to any statistical difference
in the network performance. Increasing the number of convolution layers more than two also
caused a drop in the classification accuracy. This drop can be attributed to the small size of
input images and their simple and sparse representation (single object in black background).
The size of images were reduced to 36 × 48 pixels due to the limitations caused by memory
and CPU and therefore deeper models were not used further. The two-layer CNN was chosen
for the real-time experiments as it provided better classification accuracy in three of four grasp
classes compared to the one-layer structure (Figure 3.13B).
A concern about the deeper models is over-fitting phenomena, in which the network param-
eters are overly tuned for a specific dataset and cannot generalise properly to new data. The
deeper the model, the higher the chance of over-fitting caused by more number of parameters.
This problem however was prevented by regularising the CNN structure through the Tikhonov
regularisation, which penalises the weights matrix Klj during optimisation.
The performance of both CNN structures in real-time was comparable with negligible dif-
ferences. Despite the long training time of the deep networks, the test time is very fast since
only the forward path is followed once. The training and testing time of the two-layer CNN
were respectively about 2 hours and ∼ 150ms on a CPU (3.4GHz). The test time was in fact
dominated by the image pre-processing block taking ∼ 110ms to provide the proper input to
the CNN as presented in Figure 3.11. All the experiments were carried out using MATLAB via
a CPU. The usage of a GPU thanks to the great speed and parallelisation power it provides can
boost the real-time implementation speed significantly.
To understand the type of CNN features extracted for grasp recognition, the feature maps
achieved from the application of the two-layer CNN are visualised in Figure 3.17. In this figure,
for each grip pattern the activation maps of the second convolution layer (outputs of the ReLU
layer in Figure 3.8) for two example objects are shown. These activation maps are resulted from
extracting learned features in two consecutive convolution layers and therefore indicate the kind
of features the network mostly focuses on. Figure 3.17 suggests that the concentration of the
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network is mainly the objects’ orientation, contour and size.
Pinch (ex 1) Pinch (ex 2) 
Palmar Wrist Neutral (ex 1) Palmar Wrist Neutral (ex 2) 
Tripod (ex 1) Tripod (ex 2) 
Palmar Wrist Pronated (ex 1) Palmar Wrist Pronated (ex 2) 
Figure 3.17: Representation of learned features for two sample objects of each grip category.
These features can be observed through the 25 resultant maps after the second convolution layer.
Probing these feature maps suggests that generalisation may be achieved due to the abstract
object features being size and orientation of the objects.
3.7.4 An Alternative Approach for Error Correction
Typically, a CNN architecture ends with one or more fully connected layers for better local con-
nections and weight sharing. The fully connected layer is usually accompanied with a Softmax
regression classifier [15, 101, 158]. In this work the same procedure was followed for classi-
fication. The benefit of the Softmax to other classifiers such as SVMs is that the former can
be trained within the CNN and therefore provides an end-to-end learning procedure, which is
preferable.
The outcome of the Softmax is class probilities, such that the class with highest probability
is selected as the predicted class. The interesting point here is that the probabilities for other
classes are also available. Hence, as an error correction policy, the second most probable class
can be picked in cases where the prediction is not desirable. Although this approach offers an
automatic error correction mechanism, it was not used in the real-time experiment due to the
following reasons:
• Having a vision-based prosthetic hand makes the prosthesis more autonomous [11] and
decreases the amount of user supervision. During the familiarisation and initial blocks, it
seemed that the subjects were inclined to have more control over the function of system.
Therefore, only the manual error-correction approach was experimented. This approach
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provided the participants with more supervision in block 6 such that they could even reset
the hand prosthetic to the neutral grip and capture a new snapshot.
• Both volunteers were naiive to both the myoelectric prosthesis and its usage and the con-
cept of the experiment. Additionally, the experiment included 6 blocks and took more
than 2 hours, which could make them exhausted. Thus, in spite of the attraction of per-
forming an automatic error correction experiment, it was not performed since the results
could be degraded due to subjects’ fatigue and being unprepared for more complications.
3.7.5 Possibility of more Number of Grip Patterns
As this work mainly presents a proof-of-concept and due to the limitation of the dataset which
contains objects belonging to four grip classes, the number of grasp types was limited to four.
With the method presented in this chapter, the number of grasp types can be increased as
long as sufficient relevant data is provided. That is, the lateral grip was not considered as a
possible output in this work due to lack of relevant objects. The objects belonging to this grasp
class represent a particular flat shape, e. g. a card or a key, which is distinct from the objects
present in the augmented dataset. This distinctive feature can be highly beneficial for grasp
recognition and therefore by extending the current dataset with adequate images of objects
requiring a lateral grasp, similar recognition performance for 5 grasp types can be achieved.
One controversial aspect about the number of grasp types is that in current commercial hand
prostheses the users end up with few patterns as switching between grasp types is exhausting.
This problem should not occur in the suggested system as the grasp type selection is performed
autonomously.
3.7.6 Performance in the Presence of Clutter
Having a cluttered scene or an arbitrary background can cause complications to the presented
system. The real-time tests were all carried out on a single object placed in a scene with simple
dark background.
One approach that can eliminate the need of segmentation is to augment the segmented
objects on random backgrounds and train the network with such images. This method can lead
to an end-to-end grasp classification within a CNN network. The applicability of this method
for real-world scenes however requires more investigations.
Another helpful method to deal with clutter and background change can be utilisation of
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RGB-D sensor. For instance, previous works on vision-based prosthetic [10,11] benefited from
3-D pointclouds for scene segmentation. Nonetheless, the ALOI dataset does not contain depth
information and therefore this method is not applicable to this dataset. Training a CNN with
sufficient RGB-D images of common objects can be an interesting future study.
3.7.7 Real-time Performance: Computer-based versus Human Experi-
ments
Computer-based, real-time experiments were performed to investigate the capability of the sys-
tem for grasp recognition of objects in a similar to real world scenario. This was independent of
user-relevant parameters, namely camera view and distance to the target object. The average ac-
curacy achieved in this test was 84% outperforming that achived in real-time experiments with
amputee users in the loop. This superiority in performance is specifically highlighted in initial
blocks, where users benefited from two sensory feedback but lacked the adequate experience
with the system and thus not reaching the performance of computer-based real-time experi-
ment. Although after being acquainted to the system within initial blocks, the performance of
both subjects were boosted considerably, it was still lower than the accuracy in the computer-
based test. The higher performance of the computer-based experiment can be attributed to the
fixed camera view and distance to the objects. Other intrinsic parameters can also play a role
in degrading the performance in the real-time experiments with the amputee users in the loop,
namely physical and mental fatigue.
3.7.8 User Training with Full or Partial Visual Feedback
Similar to previous work [41], the camera was mounted on the dorsum of an i-limb hand. This
can be slightly unnatural as the user has to point to the target object for performing a grasp.
Placing the camera on user’s head, as in [11], can be more intuitive. However, that may not
provide a pleasant user experience as an additional module should be worn. Hence, keeping
everything in one module was preferred in this work. To provide a better user experience and
adapt the users to the system function, subjects were trained step-by-step through 6 blocks to
be able to localise the target object and fit it in the camera view properly. The most challenging
objects were the objects with long vertical dimension belonging to the palmar wrist neutral
group, Figure 3.15C.
After a short familiarisation block, there were two measurement blocks in which the subjects
benefited from the camera and EMG signal feedback. Although it was presumed that users
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prefer to keep the visual feedback rather than the EMG signals, they were more comfortable
with eliminating the camera feedback. The performance within blocks 3-4 also emphasises on
this comfort as there is no drop in the overall classification accuracy.
3.7.9 User Experience
Both participants provided positive feedback on the suggested vision-based prosthetic hand
control structure. For instance, subject D said: “Just getting the routine was difficult at the
beginning but once this was established it became much easier. If it would be further refined [in
terms of positioning of camera] I would certainly use this and always give feedback”. Subject
M tested two prosthetic control systems on the same day, the proposed platform and a novel
pattern recognition system. When asked which of the two approaches he would prefer, he
responded: “I’d like the pattern recognition better, when it works perfectly! For the time being,
the vision-based system seems to be a good solution. I liked its responsiveness very much.”
3.7.10 Pre-trained CNN v.s. CNN with Randomised Weights
As features learned by training a deep network with ImageNet are rich in information, it is
shown that fine-tuninig a pre-trained network on ImageNet is beneficial compared to training
from scratch with random weights [113, 148]. This idea was also investigated in this work
and a ResNet-50 [112] model previously trained with ImageNet dataset was fine-tuned with
the augmented dataset provided in this chapter (ALOI and Newcastle grasp library) for the
task of grasp classification. Despite the excessive depth of the architecture, rich initial weights
provided by ImageNet and exceptional architecture of ResNet, the overall accuracy did not
improve. One reason could be the sparse and simple representation of the training data. Also
these deep networks require huge amount of data to tune their large number of parameters
and the train data provided was not probably sufficient to tune the network properly. Data
augmentation techniques can be helpful in elevating the number of train data. Therefore, it is
open to further investigation if additional amount of data and more complex input images can
improve the results for transfer learning.
3.7.11 Importance of Generalisation
Object recognition and WOC tests gained high average accuracy. However, all the objects
are considered as “seen” in these experiments, which is not practical in daily life. In real life
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a large number of unfamiliar objects are needed to be apprehended and failure in this task
makes the idea of vision-based prosthetic hand impractical. Although the offline BOC test
results are lower than that of the WOC, the average accuracy is still promising as the platform
presented reliable performance in real-time tests. Additionally during the real-time tests no
specific difference was observed between the classification accuracy for novel and seen objects.
Hence, the proposed structure is able to efficiently identify the appropriate grip pattern for any
object type independent of its familiarity to the object. This ability to generalise to novel objects
makes the proposed structure a promising fit for real-life applications and consequently a good
candidate for vision-based prostheses.
3.8 Conclusion
This chapter proposes an efficient vision-based prosthetic control structure. This structure con-
sists of a prosthesis hand augmented with a vision-module responsible for automatic grasp
selection for an object of interest. The procedure requires the user to target an object with the
prosthesis, such that commands recorded from the amputee’s arm trigger the camera to capture
a snapshot. The snapshot is then processed to segment the target object properly, which is fed
into a CNN for classification of received input into four different grasp types. The user observes
this decision as a preshape act in the prosthesis and proceeds to grabbing the object of interest
and moving it. If the preshape is not desirable, the user can reset the camera and take another
snapshot until the appropriate grasp is provided. The proposed structure provides a fast and
efficient automatic grasp recognition setting with a promising performance for unseen objects
almost as good as that of seen objects.
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Chapter 4
Grasp Map Estimation using Fully
Convolutional Residual Networks
In this chapter, a novel grasp estimation method is proposed for detection and estimation of
grasp maps for novel objects. This approach accounts for the significant ambiguity involved
with the task of grasping and therefore redefines the problem such that this ambiguity is dealt
with properly.
4.1 Motivation
In this chapter, the problem of grasp recognition is approached from a robotics perspective by
building up on the current advances of robotics and computer vision.
Grasping is a crucial ability for an autonomous agent to have interactions with its ambient.
Object grasping and manipulation play an indispensable role in a variety of applications in the
field of personal robotics and manufacturing. The grasping performance of robotic systems is
however behind the human performance even in simplified environments. Humans can conve-
niently grab and manipulate various objects while for robots this is still an unresolved problem.
Such an issue in the task of grasping is specifically more challenging when the robotic system
encounters objects in new positions, orientations or categories. Robotic grasping is therefore
a highly challenging task, involving several steps that should all be taken in account, namely
perception, planning and control.
Robotic perception as the main concern of robotic vision is commonly involved with the
detection of viable grasping locations. Visual recognition from sensors, such as RGB-D cam-
eras, is required to perceive the environment and transfer candidate grasp points from the image
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domain to coordinates in the real world. A mandatory first step for successful manipulation
through an end effector, such as a robotic hand or a gripper, is the localisation of reliable and
effective grasping points on the object surface. The suggested grasping position can later be
employed for realisation of the optimal trajectory for grasp execution.
The importance of this visual recognition task was raised significantly during the recent
years, with a wealth of solutions proposed in literature [17, 26, 125–134, 136, 137] and the
emergence of benchmark datasets, such as the Cornell grasp detection dataset [17], to evaluate
the performance of suggested methods for this particular task.
Traditional grasp detection techniques were concerned with grasp point localisation through
explicit estimation of the geometry of target object [129, 133]. While reliable grasping points
are offered through such procedure, the runtime is extremely slow and the performance drops
significantly in presence of complicated or unseen object shapes. The advances of deep learn-
ing and its success in a variety of computer vision applications have led to several recent ap-
proaches [17, 126, 127, 131, 135–137] to successfully detect grasping points from visual data,
typically in the form of grasping rectangles [17, 26]. These approaches mostly employ RGB
data together with the depth data for grasp detection.
All these solutions have considerably enhanced the performance of robotic systems in grasp
detection. Nonetheless, there is still room for improvement especially generalising to novel and
complex shapes. Specifically, despite the endeavors of prior works in explicitly improving grasp
estimation for unseen objects from RGB-D/depth data [17,26,125–127,129,134,136,137], this
aspect is still regarded as an open issue [129].
4.2 Introduction
In this chapter, a novel grasp detection approach from RGB data is proposed. The task of
grasping is inherently ambiguous with regards to the best grasp position. The research in either
fields of human or robotic grasping mostly overlooked at the ambiguity involved in the task.
There are two techniques that are employed to explicitly model the ambiguity related to
the task of robotic grasping. Firstly, a robotic grasp can be redefined such that it accounts for
some measure of uncertainty. That is, instead of the conventional grasp representation based
on bounding boxes [26] that is widely used, the grasp space can be modeled with 2-D belief
maps. This dense belief estimation problem allows the model to predict a grasp distribution with
spatial uncertainty and exploits the full potential of CNNs in learning spatial representations.
The second solution is concerned with the procedure of grasp detection, in which there are
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Figure 4.1: A multi-grasp prediction framework for regressing multiple grasp hypotheses as
2-D belief maps, which tackles the ambiguity of grasp detection more effectively than a single
grasp detection, in particular for completely unseen shapes, as the one depicted here.
several possibilities for each object. To further illustrate, most objects can be gripped in different
ways and, although some may be preferable, there is not necessarily a “best” grip. This issue
is recently reflected in some benchmarks, which provide multiple viable grasp rectangles as
ground truth for each object [17]. Forcing the system to predict a single answer for such an
ambiguous problem can harm the performance as the network typically learns the conditional
average of all possible outcomes. A solution could be altering the network design such that
multiple viable grasp positions for each object can be predicted. The advantage of this approach
is better modeling of the output distribution that leads to more precise and robust predictions
especially in the case of unseen objects. An illustration of this method in comparison to a
conventional single-prediction model is depicted in Figure 4.1.
Having multiple grasp options can possibly deal with the ambiguity in grasp. For an actual
grasp act however only one grasp is required to be performed. To this aim, one grasp belief map
prediction should be opted out of all the hypotheses. As the definition of belief maps usually
incorporates Gaussian distributions [159–161], a Gaussian Mixture Model (GMM) [162] can be
fitted to the predicted grasp maps to rank the predictions. This is particularly useful for practical
applications of the suggested approach, as well as for the sake of comparing this work with the
state of the art. The effectiveness of the proposed approach is investigated by evaluation on a
common benchmark [17] against state-of-the-art methods in RGB and RGB-D grasp detection.
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4.2.1 Robotic Grasp Detection
As the recent robotic grasping literature is already discussed comprehensively in Chapter 2, this
section only focuses on the research works with similar approaches, which also provided results
on the Deep Grasping dataset [17].
Representing a robotic grasp with a grasping rectangle was firstly suggested by Jiang et al. [26].
They designed a two-step SVM-based [163] learning algorithm to predict a grasp rectangle de-
picting the gripper’s location, orientation and opening width. This grasping rectangle represen-
tation was further utilised in several popular robotic grasping solutions. The robotic grasping
system suggested by Lenz et al. [17] is probably the most well-known work of the field, in
which two techniques are introduced. Firstly, hand-engineered features are substituted with
learned features through a deep network for detecting grasp rectangles. Secondly, an RGB-D
view of the scene provides extra information over the depth of the objects that greatly enhances
grasp detection while utilising group regularisation.
Redmon et al. [126] offered both single grasp and multiple grasp detection structures for
RGB-D images. The former applies a single-stage regression to grasp coordinates. Their Multi-
Grasp platform however employs a YOLO-CNN [139] and generalises previous model by parti-
tioning each image into an N ×N grid. The MutiGrasp approach improved the state-of-the-art
accuracy of grasp detection while decreasing the detection time. However, the results were re-
ported only for the best ranked rectangle and the performance of other suggested grasps is not
known.
Wang et al. [136] came up with a two-stage closed loop estimator similar to [17] for grasp-
ing candidates. After suggestion of grasp candidates, a deep CNN is employed for grasp proba-
bility estimation of each candidate, which can be used as a means of ranking. Kumra et al. [137]
suggested a CNN-based grasp estimation approach, in which either RGB-D or RGB data is fed
into a pre-trained ResNet-50 architecture [112] to extract features. A successive shallower CNN
is then applied to these features for regression of grasp coordinates. Asif et al. [134] benefited
from hierarchical cascaded forests to predict the object class and grasp poses in a hierarchical
point cloud decomposition framework. Finally, Guo et al. [127] proposed a hybrid deep net-
work combining both visual and tactile sensing. The multimodal data is fed into a deep visual
network based on faster R-CNN [118] and a deep tactile network during training. The features





In the proposed method, the grasping problem is defined differently. Rather than considering
the task as object detection, in which the grasping rectangles are detected, as done in [17, 26,
126, 127, 134, 136, 137], the rectangles are expressed as 2-D belief maps around the grasping
location. Such formulation is inspired by the recent techniques in landmark localisation, for
example in human pose estimation [159, 164–167], facial keypoint detection [160, 161] and
articulated instrument localisation [28, 168]. Benefiting from heat maps as a representation for
2-D joint locations has considerably escalated the performance of state-of-the-art localisation
techniques. The training procedure for such models requires the output to match the ground
truth heat maps, for example through L2 regression, and the precise landmark locations can be
then calculated as the maxima of the predicted heat maps.
4.2.3 Multiple Hypothesis Learning
To properly model the distribution of a grasp for various objects as well as the uncertainty in-
volved in the grasping task, the grasp belief maps are augmented along the lines of multiple
hypothesis learning [29, 169]. Thanks to the introduction of these methods, ambiguous predic-
tion problems can be modeled by production of multiple outcomes for the same input. These
techniques however do not provide means of selecting the best hypothesis out of the resultant
predictions. Here, this issue is tackled in a task-specific manner, by ranking the predictions
based on their alignment with a parametric Gaussian distribution.
4.3 Methods
In this section, the proposed approach is explained in more detail. First, the definition of a
grasp is updated by redefining the problem of robotic grasp detection as prediction of 2-D grasp
belief maps. In particular, a mapping from a monocular RGB image to grasping confidence
maps is learned via CNN regression. A multi-grasp framework is then suggested to simultane-
ously predict multiple grasp possibilities for dealing with the inherent ambiguity of grasping.
Lastly, Gaussian Mixture Models are utlilised to score the predicted grasps so that a top-ranked
prediction can be opted.
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Figure 4.2: The representation of a grasp rectangle and its corresponding grasp belief map. The
assigned location for the centers of gripper plates are used as the means of the normal distribu-
tion constructing a belief map. While σy is a chosen constant, the variance σx is proportional to
the gripper height.
Figure 4.3: Illustration of samples of grasp rectangles and their associated grasp belief maps for
the same object.
4.3.1 Grasp Belief Maps
Jiang et al. [26] approached the problem of robotic grasp detection by predicting the size and
pose of a rectangle. This rectangle representation includes sufficient information for performing
a grasp; that is a 5-D grasp configuration denoted by {x, y, θ, h, w}, where (x, y) is the center
of the rectangle and θ is its orientation relative to the horizontal axis. The parameters w and h
denote the width and height of a bounding box respectively. The width and height of a grasp
correspondingly refer to the aperture size of the gripper and the length of a grip. This grasp
representation has been the employed in prior work [17,126,127,134,136,137] as guidance for
robotic grippers.
In this work, robotic grasp detection is alternatively modeled by 2-D belief maps manually
constructed from grasp rectangles. Having an N -finger robotic gripper, the grasp can be de-
picted by a mixture model of N bivariate normal distributions fitted around the finger locations.
For a parallel gripper, the common robotic grasp representation involving grasp rectan-
gles [26] can be encoded in belief maps as follows. The centers of the gripper plates in 2-D
Cartesian coordinates, correspond to the means µ(n) = (µ(n)x , µ
(n)
y )T , with n ∈ {1, 2}, around
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which the Gaussian distributions are centered. The Euclidean distance between the means
‖µ(1) − µ(2)‖2 = w indicates the width of the grasp. Since the Gaussian distributions are
elliptical with Σ = diag(σ(n)x , σ
(n)
y )2, the primary axis of the ellipse corresponds to the grasp
height h. The gripper angle θ can be utilised for construction of rotation matrix R(θ), which
is further used for adjustment of the orientation of Gaussian kernels with respect to the object.





















where p denotes a pixel’s location inside the belief map. Figure 4.2 illustrates the representation
of a grasp rectangle and the adapted grasp belief maps based on that.
While the same amount of information as the grasp rectangles is enclosed within the grasp
belief maps, they express a non-parametric encoding of the inherent spatial uncertainty around
a grasp location. The suggested grasp representation encourages the encoding of image struc-
tures, such that a rich image-dependent spatial model of grasp choices can be learned (σ is
pre-defined and encoded in the maps, which are resilient to the exact choice of σ). Furthermore,
the amplitude as well as variance of the predicted belief maps can act as a measure of confidence
for the exact location and orientation of the grasp. Figure 4.3 manifests all the possible grasp
configurations for an object using both representations of traditional bounding boxes and their
adapted belief maps. Contrary to the rectangle representation, a model featuring grasp belief
maps can express its uncertainty spatially in the map. Directly regressing the 2-D coordinates
of a rectangle leaves no room for modeling this uncertainty. Specifically, as shown in human
pose estimation literature [159], belief map regression improves accuracy compared to directly
regressing the Cartesian coordinates of the points of interest as done by Toshev et al. [170].
The proposed mixture models can further be extended to the grasping representations of other
types of grippers, such as hand prostheses. They can also be utilised in their present form for
formulating grippers with higher dimensions, as in the work by Guo et al. [127].
In practice, heat maps are created by constructing Gaussian kernels according to Equa-
tion 4.1, guided by the centers and dimensions of the gripper fingers. The centers of the gripper





Inspired by CNN-based object detection methods, many recent approaches in robotic grasp de-
tection focus on predicting candidate bounding boxes in various locations of an image grid. A
common design choice among deep learning methods for regressing confidence maps has been
fully convolutional networks (FCNs) [171]. There are a wealth of fully convolutional networks
offering exceptional performances in a variety of tasks [27, 120, 171–173]. The fully convo-
lutional residual network (FCRN) proposed in [27] was exploited for the purpose of regress-
ing a belief map in this work, since it indicated competitive performance for dense prediction
tasks, specifically depth estimation, in real time. The FCRN not only offers state-of-the-art
performance on depth map estimation from single RGB images, but also demands less training
data and contains less parameters, which is critical for real-time implementations. Benefiting
from this architecture, end-to-end model training is feasible, while eliminating subsequent post-
processing steps. Thanks to the particular up-convolution layers of the FCRN, a high resolution
output image can be generated.
Fully convolutional networks are typically built upon an encoder-decoder architecture. The
encoder part of the FCRN is based on the ResNet-50 architecture [112], which embeds the
input into a low dimensional latent representation. The decoder features custom residual up-
convolutional blocks, which boost the spatial resolution of the latent representation up to half
of the input resolution. The architecture of FCRN is manifested in Figure 4.4.
To approach the problem of robotic grasping through grasp belief map estimation, the net-
work is trained to perform a mapping from a monocular RGB input to a single-channel heat
map comprised of the Gaussian mixture representing the grasp belief. Selecting a single ground
truth grasp creates an ambiguous problem due to the nature of grasping task, in which more
than one grasp per object are typically valid. Therefore, in the single-grasp setup, the network
is trained with the most stable available grasp, that is the one with the maximum grasping area.
During training, the Euclidean norm between the predicted belief map G̃ and the chosen ground
truth map G , defined in R2, is minimised as the objective function:
L(G̃ ,G) = ‖G̃ −G‖22. (4.2)
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Figure 4.4: The architecture of the fully convolutional residual network used in this chapter.
4.3.3 Multiple Grasp Predictions
Training the model with a single viable grasp is not optimal and could degrade the generalisa-
tion capability of the network. That is, the model is penalised for predicting grasps which are
potentially valid, but do not exactly match the ground truth. In other words, the samples that
the model learns from, do not cover the entire grasp distribution. Thus, in the case of known
objects, the model would overfit to the single grasp possibility it has seen, while in the case of
previously unseen objects the uncertainty which arises would prevent the model from producing
a sharp and reliable belief map.
To overcome this shortcoming, a multi-grasp estimation setup is developed. Rather than
being forced to produce merely one output grasp, the model is allowed to produce multiple
simultaneous outputs G̃ = {G̃ (m)}, m ∈ {1, 2, ...,M}. In practice, the last layer is replicated
M times. The goal is to then train the model such that it approximates the entire distribution of
viable grasps. This problem can be formulated as an oracle meta-loss M that acts on top of the
problem-specific objective function L. By denoting the cost value of each grasp output as
Lm = L(G̃
(m),G), (4.3)
the meta-loss can be defined through the following minimum formulation:










At each training step, a grasp belief map is chosen randomly as the ground truth label among
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all available ground truth possibilities for the given input sample. In this way, the entire grasp
distribution for each sample will be seen during training. Since the model cannot know which
ground truth belief map will be chosen for a specific image, it will learn to disentangle the
possibilities into the M grasping hypotheses. This is achieved by the loss M in Equation 4.4.
This objective is based on the hindsight loss, which only considers the output G̃ (m) which is
closest to the given ground truth G . Here it is formulated in a more intuitive way by using a
soft approximation in which the oracle selects the best grasp with weight 1− ε and ε
M − 1
for
all the other predictions, where ε = 0.05. Thus, reduced gradients can be also returned for all
other grasps. This is needed to enable output branches to be trained equally well, especially if
they were initially not selected.
4.3.4 Grasp Option Ranking
The previously described model predicts M grasp hypotheses. For this system to be used in
practice, a method for assessing the hypotheses quality and making a selection is required.
Therefore it is desirable to find a way to rank all candidate grasps and pick one with a high
probability of successful grasping. As the model is trained to produce two multivariate normal
distributions, one way to rank the predicted belief maps is by fitting a two-component Gaussian
mixture model to each output map using finite mixture model estimation [162].
The main parameters of a Gaussian mixture model are the mixture component weights φk
and the component means µk and variances/covariances σk with K being the number of com-




φkN(x | µk, σk), (4.5)
where N(x | µ, σ) represents a normal distribution with mean µ and variance σ and
∑K
k=1 φk =
1. Mixture models can be typically estimated via the expectation maximisation (EM) algo-
rithm [174], as finding the maximum likelihood analytically is intractable. That is, EM itera-
tively finds a numerical solution to the maximum likelihood estimation of the GMM. The EM
algorithm follows two main steps: (E) computes an expectation of component assignments for
each given data point given the current parameters and (M) computes a maximum likelihood
estimation and subsequently updates the model parameters. The model iterates over E and M
steps until the error is less than a desired threshold.
The same parametric model that was used to create the ground truth belief maps (Equation
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Figure 4.5: A representation of a subset of the objects of the Cornell grasp detection dataset [17].
4.1) is fitted. The likelihood of the fit for each of the M predictions was then used for ranking
and choosing the best fitted prediction as the system’s final output.
4.4 Experiments and results
In this section, the suggested method was evaluated experimentally on a public benchmark
dataset and compared to the state of the art. Further, the influence of the number of grasp
hypotheses M on the performance of the method was investigated.
4.4.1 Dataset
The proposed approach was evaluated on the Cornell grasp detection dataset [17], which con-
sists of 885 RGB-D images with a size of 640×480 pixels. The images come from 240 graspable
objects including several grasping possibilities per object, annotated as rectangles that indicate
various ways to grab an object. The dataset is mainly suited for 2-D grippers with parallel
plates, but as the grasp size and location are included in the representation, it has the potential
to be used also for other types of grippers as it is used in [127] for a 3-finger gripper. There
are between 2 to 25 grasp options per object, representing a variety of scales, orientations and
locations. Although presenting several “good” grasps per object, these annotated labels are not
exhaustive and do not contain every possible grasp. Figure 4.5 shows some cropped samples
of the dataset as used in this work. Here we only use the RGB images and disregard the depth
maps.
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4.4.2 Experimental Setup
In all the experiments the images and annotations were pre-processed as detailed in the follow-
ing before being fed into the CNN. The images contain a large margin of background around the
objects, thus the images and their corresponding grasp maps were cropped semi-automatically
to 350 × 350 pixels and then the images were bilinearly down-sampled to 256 × 256 and the
grasp maps to 128×128. The semi-automatic cropping involved finding a window in which the
object was wholly contained.
For training several data augmentation techniques were employed. A random rotation in
[−60◦, 60◦], a translation from [−20, 20] pixels and scaling between 0.9 and 1.1 were sampled.
Each image was augmented six times. Thus, the final dataset contained 5310 images after the
augmentation procedure. All the images and labels were normalised to a range of [0, 255].
To train the single grasp prediction model, the largest ground truth grasp rectangle was opted
as the label since area is a good indicator for probability and stability of the grasp. This selection
may be trivial, but training a single grasp prediction model is not feasible without pre-selection
of a fixed ground truth among the several annotations provided by the dataset. The reason is that
training the single prediction platform with a randomly selected grasp at each iteration would
confuse the network such that learning a proper model is not achievable.
On the other hand, the multiple grasp prediction model can deal with a variable number of
ground truth grasp maps per image. The performance of the implemented multiple grasp pre-
diction framework for different numbers M of grasp hypotheses was investigated and reported.
One observation that arises is that the model with M = 5 shows significant improvement in
performance, compared to the single-grasp model, while the average number of grasps per ob-
ject in the dataset is also approximately five. To illustrate the effect of the number of grasping
options, the system was also evaluated with other M values, which is reported in the following.
Training was performed via an NVIDIA Titan Xp GPU using the MatConvNet [175] tool-
box. The learning rate was set to 0.0005 in all experiments. For regularisation weight decay
was set to 0.0005 and a dropout layer with rate equal to 0.5 was added. The models were trained
using stochastic gradient descent with momentum of 0.9 for 50 epochs and a batch size of 5 and
20 for training multiple and single prediction models respectively.
4.4.3 Cross-validation Sets
In previous works [17, 126, 127, 134, 136, 137] two specific cross-validation splits were eval-
uated: image-wise and object-wise. The former split involves training of the model with all
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objects, while some views of the objects remain unseen. This evaluates the within-object gener-
alisation capability of the network. However, even an over-fitted model could perform relatively
well on this split. The object-wise split involves training the network on all available views of
the same object and testing it on new objects and thus is suitable for evaluating the network’s
competence on unseen objects. Interestingly, some novel objects are rather similar to ones used
in training. These two splits represent the within-object cross-validation and between-object
cross-validation settings exploited in the previous chapter and therefore to be persistent with
the terms same naming as previous chapters is followed in the remaining.
It is worth noting that none of the previous work scrutinised the network’s potential in
detection of novel shapes, in spite of the dataset including a variety of similar objects. For
example, there are several objects with different colors but of the same shape. Therefore, the
BOC setting may not be a good measure for generalisation to novel shapes. To investigate
the framework’s performance on unseen shapes, an additional shape-wise split was created to
encourage larger variation in objects between the train and test sets. To follow similar naming
as the other cross-validations, it is named between-shape cross-validation (BSC). The train and
test folds were picked such that all the objects of similar shapes, for example various kinds of
hats, are included in one of the test/train folds only and therefore novel when testing. Both
WOC and BOC settings were validated in five folds. Two-fold cross validation for the BSC
setting was performed, where the first 20% of objects were used for testing and the remainder
were specified for training. The second fold used the same split but with reversed order of
objects.
4.4.4 Grasp Detection Metric
To have a fair comparsion, a quantitative performance using the rectangle metric that was sug-
gested in [26] is reported. A grasp is counted as a valid one only when it fulfills two conditions:
• The intersection over union (IoU) score between the ground truth bounding box (B) and





• The grasp orientation of the predicted grasp rectangle is within 30◦ of that of the ground
truth rectangle.
This metric requires the prediction to be in the form of a grasp rectangle, while the designed
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network predicts grasp belief maps. To provide comparable representations for prediction and
ground truth, the modes µ1 and µ2 of each elliptical Gaussian of the belief maps are calculated.
The Euclidean distance between these modes should be equal to the width of grasp rectangle
(Figure 4.2). The height of the Gaussians is then computed by detecting the range of each belief
map’s contour. The orientation can also be determined by calculating the angle of the main axis
of each belief map. Having these values, a rectangle of the same height between the measured
centers can be reconstructed, which is rotated according to the calculated orientation. In case of
deformed grasp maps, e. g. under high uncertainty, a rectangle cannot be extracted. It was noted
that a valid grasp meets the aforementioned conditions with respect to any of the ground truth
rectangles. The percentage of valid grasps as the Grasp Estimation Accuracy can be calculated
accordingly.
4.4.5 Evaluation and Comparisons
In the following, the multiple grasp prediction method was compared with the single-grasp
baseline and state-of-the-art methods. As there are several ground truth annotations per object,
the selected prediction was compared to all the ground truth grasp rectangles to find the closest
match. Among the predictions there can be some which are not viable, while others are perfect
matches. The selected prediction for each image is the top-ranked prediction after the GMM-
based scoring. The computed accuracy in Table 4.1 considers the success of this prediction in
providing a valid grasp.
A full comparison of the results is included in Table 4.1, where M indicates the number of
hypotheses and consequently choosing M = 1 refers to the regression of single belief map and
can be seen as a baseline in the following experiments.
Having only an RGB image as the input of the model, the implemented multiple grasp
prediction models outperformed all state-of-the-art approaches that use additional depth infor-
mation, except for Guo et al. [127] who also leveraged tactile data. The difference to the im-
plemented single grasp baseline is significant and reveals the potential of modeling ambiguity
in robotic grasp detection.
It is worth noting that the comparable performance of the models in the WOC and BOC
settings (also in prior work) suggests that task difficulty does not change much between the
two scenarios. Through the more challenging BSC scenario a better measure in dealing with
novel objects is provided. In this case, the accuracy of the single grasp baseline does indeed
deteriorate. The implemented multiple grasp model, however, is still able to handle the in-
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Table 4.1: Comparison of the proposed method with the state of the art.
Grasp Estimation Accuracy (%)
Method Input WOC BOC BSC
Jiang [26] RGB-D 60.5 58.3 -
Lenz [17] RGB-D 73.9 75.6 -
Wang [136] RGB-D 85.3 - -
Redmon [126] RGB-D 88.0 87.1 -
Asif [134] RGB-D 88.2 87.5 -
Kumra [137] RGB-D 89.2 89.0 -
Guo [127] RGB-D, tactile 93.2 89.1 -
Kumra [137] RGB 88.8 87.7 -
Single-grasp (M = 1) RGB 83.3 81.0 73.7
Proposed (M = 5) RGB 91.1 90.6 85.3
Proposed (M = 10) RGB 91.5 90.1 86.2
creased difficulty with a large performance boost over the baseline. It can be observed that with
an increasing number of grasp hypotheses the performance gap of the multiple-grasp over the
single-grasp model becomes the highest for the BSC split, with over 10% increase in accuracy
and robustness and generalisability to unseen shapes/objects. Last but not least, both single
and multiple grasp models had a faster run-time than the state of the art at 56 milliseconds.
Increasing the number of hypotheses did not have a negative effect on speed.
Figure 4.6 illustrates qualitative examples from the multi-grasp framework (with M = 5)
and a comparison to the single grasp (M = 1) model’s predictions. The figure indicates the
advantage of multiple grasp predictions to a single prediction in terms of both accuracy and
variability. It can be observed that for objects that have several distinct grasping options, the
adapted multiple prediction framework models the output distribution sufficiently. Object 3
(scissors) is undoubtedly a challenging object with many different grasping poses, which are
successfully estimated via multiple predictions.
4.4.6 Evaluating Multiple Grasps
Table 4.2 reports the average grasp detection accuracy of lower and upper limit predictions of
the multi-grasp models. To achieve the lower limit of the model’s performance, all predictions
provided by the implemented model were evaluated instead of evaluating only the top-ranked
grasp hypothesis. As this evaluation computes the success rate of all hypotheses, including
even those with a low probability of being chosen, it is called the lower limit. The comparison
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Figure 4.6: Five and single grasp map predictions of sample objects in the dataset. A solid
frame around an image is an indicator of grasp detection success, while a dashed line shows
an incorrect detection. The images with the X are the top-ranked predictions picked by the
designed GMM likelihood estimation module. These predictions are converted back to grasp
rectangles (shown in Magenta) and compared with Green rectangles indicating ground truth
grasps.
of these results with multiple prediction results in Table 4.1 indicates that the estimated belief
maps correspond, in most cases, to valid grasps. This lower bound decreases as M increases,
that is it is more likely to have a (noisy) prediction that does not match any of ground truth grasp
rectangles with higherM . However, thresholding the “good” matches based on the GMM-fitted
ranking can counteract this drop in performance while leaving multiple grasping choices to the
robot.
Another remark is that the top-ranked prediction is not necessarily the best one in terms
of grasping performance. This can be observed by investigation of upper limit evaluation, in
which if there exists at least one matching grasp detection among all hypotheses, it counts over-
all as successful. For M = 10 the upper limit exceeds 98% accuracy for the BOC split. This
implies that there is in almost all cases at least one valid prediction returned by the model, al-
though GMM fitting might not always result in correct ranking. Still, the top-ranked prediction
performance in Table 4.1 is closer to the upper rather than the lower limit.
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Table 4.2: Average grasp estimation accuracy of all hypotheses (lower limit) and average grasp
success (upper limit).
Method WOC BOC BSC
lower limit (M = 5) 80.0 77.4 75.0
lower limit (M = 10) 76.5 73.3 72.1
upper limit (M = 5) 98.0 98.5 96.3
upper limit (M = 10) 99.2 98.4 99.1
Figure 4.7: The top-ranked grasp map picked by the GMM likelihood estimation module for a
M = 5 model evaluated on common household objects in real-time. Objects 1-5 have similar
shapes to the objects in the Cornell grasp dataset. Objects 6-12, however, represent novel shapes
and textures compared to the dataset used for training. Despite variations from the training
distribution, the proposed method produces reasonable grasp maps for all tested objects.
4.4.7 Generalisation
Finally, the performance of the proposed model was evaluated in a real-world scenario on sev-
eral common household objects, such as cutlery, keys and dolls, in an own setup. Contrary to
offline test images that come from the same distribution as the training dataset, this setup intro-
duces novel object shapes not included in the Cornell dataset and variations to the test images
including camera view and illumination condition changes. Therefore, this setup can provide
a measure of the generalisation capability of the proposed model under different conditions
and challenging novel shapes and textures. Figure 4.7 depicts the evaluated objects with their
top-ranked predicted grasp map that is opted by the GMM likelihood. The suggested model is
adequately robust against the introduced variations in this test and generates viable and confi-




In this section, different aspects of the designed system using the achieved results are inves-
tigated. According to Table 4.1, the results show better performance of the developed system
compared to other systems focused on robotic grasping. As for the purpose of this thesis, the
benefit of the designed system for prosthesis grasp estimation is also observed.
4.5.1 Prediction Considering the Ambiguity of the Task
According to the Section 4.4, estimation of five grasp maps provides 7.8%, 9.6% and 11.6%
higher average accuracy for WOC, BOC and BSC splits respectively compared to single grasp
prediction case. As already mentioned, this difference gets higher with increase in the task com-
plexity, where the BSC split represents the most challenging case. These observations indicate
that in the presence of ambiguity, the multiple grasp map prediction structure can more con-
veniently deal with this ambiguity of grasp detection task and provide desirable results where
the single grasp prediction system fails. Hence, the ambiguity of the task of grasping which
was neglected in previous chapters seems to be a crucial factor. It should be noted that boost-
ing the number of possible predictions may not necessarily lead to better performance as there
should be a trade-off between the number of hypotheses and accuracy. The desired number of
possible hypotheses was examined here by trying two possibilities: M = 5 and M = 10. The
latter however led to negligible difference and therefore M = 5 was selected to prevent further
complication of the model.
4.5.2 Comparison of Cross-validation Results
The average accuracy within different cross-validation settings indicate reasonable results for
each. That is, similar to previous chapters, the WOC split represents the least challenging
setting as each object is already seen once by the model. The BOC split includes more novelty
in appearance of test set and therefore the model is involved with more complexity. In previous
chapters however the difference between the average accuracy of these two tasks was more
distinguishable. The reason can be the repetitive objects appeared in the Cornell grasp dataset,
in which there are several instances of each object category. For a better illustration, in the
ALOI dataset there was hardly any object of distinct categories with similar shapes, e.g. two
mugs with different colors but the same shapes. Nonetheless, this is the case for the Cornell
dataset, which reduces the distinction between the WOC and BOC splits.
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As a solution to the mentioned issue, a shape-wise split was introduced to both distinguish
the tasks with higher emphasis and evaluate the system in presence of unknown shapes.
4.5.3 Single Prediction Using Random Ground Truth
In the single-grasp setting, the grasp with largest area was opted as the ground truth. An in-
teresting investigation is to compare the baseline of a single grasp prediction with randomly
selected ground truth grasps to selecting the grasp with the largest area. This test reduces pre-
diction accuracy from 82% to 68% in one of the object-wise split folds. Fig. 4.8 shows example
visualisations of these results.
Figure 4.8: Illustration of the random grasp selection baseline, the model blurs all viable grasps
to an undefined heat map. These results can be directly compared to Fig. 4.6.
4.5.4 Skip Connections
The usage of long-range skip connections has shown performance improvement for various
models including fully convolutional networks [172]. These connections let higher frequency
information flow from initial layers to the output layers. The performance of the network there-
fore was investigated with addition of skip connections. As a result, the grasp detection accuracy
dropped by 3%. An explanation for such observation could be the fact that the belief maps do
not benefit from finer details in the color image, as it would be the case for example for semantic
segmentation.
4.5.5 Utilisation of Grasp Maps for Prosthesis Grasping
Considering the aim of this thesis for prosthesis grasp prediction, it is open to investigation
whether the predicted grasp maps can contribute additional information to grip pattern identi-
fication task. The Gaussian belief maps utilised for grasp representation contain information
about the object height, width, rotation, translation and therefore general object shape and pose.
Furthermore, these maps represent the approximate area that the object can be grasped and
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therefore can derive the model’s attention to the grasp area. These features seem plausible for
usage of this system for prosthesis grasping. Yet, this possibility requires further investigation.
4.6 Conclusion
This chapter proposes a novel method for robotic grasp detection by dealing with ambiguity of
having multiple viable grasp options. To this end, the representation of a grasp is redefined from
an oriented rectangle to a 2-D Gaussian mixture belief map such that the inherent ambiguity of
the grasping task is accounted for. A fully convolutional network is trained to predict the grasp
representations of a single RGB input image. To better model the high ambiguity of grasping
task stemming from the many possible ways to grasp an object, a multiple grasp prediction
framework is included in the training procedure. Increasing the number of possible grasp belief
map predictions led to a significant improvement in grasp prediction in comparison with a
single-grasp baseline. Such enhancement is especially more noticeable in scenarios involving
challenging tasks, such as novel objects, shapes and textures.
The algorithm is highly efficient and provides state-of-the-art performance for real-time
implementations. A GMM-based ranking approach was also suggested for opting the best grasp
prediction through estimating the hypothesis with the highest likelihood. The top-ranked grasp
can be utilised in a real-time system.
Since the suggested grasp belief maps contain not only information about the confidence of
a potential grasp position, but a measure of grasp size and orientation, the application of this
method to a vision-based prosthesis grasp recognition framework can be interesting.
97
Chapter 5
Grip Pattern Classification for Prosthetic
Hands using Estimated Grasp and Depth
Maps
This chapter offers several techniques for improvement of grasp recognition methods presented
in previous chapters. Firstly, the variation in distance from a monocular camera can degrade
the performance of a grasp recognition system. To resolve this issue, a simultaneous system for
depth and grasp estimation is suggested to provide more robustness to this distance variation.
In addition, a variety of structures are examined to predict a grip pattern based on a single RGB
input image and its depth and grasp map estimations. The implemented designs are analysed
and the best one is picked for the final implementation of the grasp estimation system.
5.1 Motivation
The main motivation of this chapter is to build upon the proposed structures in chapters 5 and
6 and create a unified platform that performs grasp type estimation effectively. The proposed
system in Chapter 5 may suffer from lack of robustness to variety in distance of object from
camera. This issue can be overcome by having a depth sensor. Nevertheless, in this thesis the
addition of hardware to the prosthesis was avoided. An alternative approach to depth sensing
can be depth estimation, especially considering the fact that the Cornell grasp dataset offers
RGB-D data, of which the depth information can be used as the ground truth labels. Since an
FCRN structure is already implemented in Chapter 6 to estimate grasp belief maps, an efficient




Observing the promising performance of deep networks boosted the expectations from these
methods for doing more tasks at the time, e. g. in natural language processing [176] or computer
vision [122]. Multi-task learning (MTL) can involve several tasks, such as joint learning, learn-
ing to learn and learning with auxiliary tasks [177]. In general, having more than one objective
in a learning problem refers to MTL [177]. MTL has shown to be beneficial and improve the
overall performance for many tasks [177, 178]. Therefore, the possibility of learning depth and
grasp maps jointly is investigated in this chapter.
Focusing on the task of grasping for a hand prosthetic, the depth and grasp map estimations
of an object’s snapshot are still not suitable inputs for a prosthetic hand. That is, a final step is
required for predicting a grip pattern based on the available data. Therefore, having an RGB
image of a common object, a grasp and depth map can be estimated, which can be further
processed to provide a grasp class. The best way to achieve this classification is investigated
further during the following sections.
5.2 Methods
5.2.1 Simultaneous Depth and Grasp Map Estimation
The FCRN platform implemented in Chapter 6 features a fully convolutional structure capable
of an image-to-image correspondence between an input image and an output map, e. g. 2-D
grasp belief maps. This structure can be adapted for performing other supervised tasks (classifi-
cation or regression) at the same time. Specifically, having in mind that the original implemen-
tation was designed for accurate depth estimation [27], depth information can simultaneously
be regressed with grasp maps using a distinct criteria. To further illustrate the arrangement of
such structure for simultaneous prediction of different tasks, the proposed architecture is de-
picted in Figure 5.1. Both estimations utilise the same weights until the very last branch of fully
convolutional architecture in which the prediction happens.
To proceed with such approach, depth images of the RGB input data are required. One
attribute of Cornell grasp dataset 4.4.1 is the presence of RGB-D information for every object.
Hence, the depth information can be used as the ground truth for the depth estimation branch.
Grasp estimation is performed in a similar procedure as proposed in the previous chapter. A
multiple hypothesis prediction criteria optimises regression error of estimated grasp maps using
least squares error (LSE) or L2 loss (Equations 4.3 and 4.4). The depth prediction however
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Figure 5.1: The multitask learning architecture implemented for concurrent grasp map and
depth prediction. The depth prediction branch includes a single channel including scene depth
information. The other prediction channel however produces 5 grasp belief maps.
involves only one possibility and therefore there is no ambiguity to deal with. Accordingly,
the Euclidean norm between the estimated depth map and the ground truth depth map is the
objective to be minimised according to Equation 4.2.
5.2.2 Grip Pattern Classification
Although grasp maps provide details of a grasp act such as grasp location, size and orien-
tation, they are not indicative of a grasp pattern. Therefore, an approach for converting the
estimated grasp belief maps to a grasp is required. Such approach can be employed within a
semi-autonomous system presented in Figure 3.12 for grasp suggestion in myoelectric hands.
Numerous methods can be designed to attain a grasp proposal based on the available data:
input RGB image, five predicted grasp maps and depth prediction of the scene. In the following
different architectures for combining different sources of data are elaborated. Please note that
the number of output grasp categories in this chapter are limited to 3 classes, which will be
explained further in Section 5.3.1. For a real-time implementation, the image preprocessing and
CNN modules presented in Figure 3.12 A can be simply substituted with one of the following
architectures.
1. Simple classification of input image or grasp belief maps The very first option for grasp
classification is to feed the input RGB image directly into a pre-trained ResNet-50 archi-
tecture to produce 3 grasp classes. For such task, a similar approach as Section 3.6 can be
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performed while the main difference is replacing the 1000 classes specified for ImageNet
with 3 classes for the required grip patterns for Cornell grasp dataset. The objective to be
optimised here is the cross-entropy loss as illustrated previously in Equation A.17. This
architecture is depicted in the first path of Figure 5.2.
Another option for direct classification is to directly classify the grasp belief maps. It
would be interesting to observe how much the grasp maps can contribute to the classifi-
cation tasks as their appearance seem to contain less information than the RGB images.
To benefit from the ImageNet rich features rather than using random weights, a pre-
trained ResNet-50 can be fine-tuned. Nonetheless, the ImageNet images are RGB and
therefore consisting of only 3 channels of data. In order to enable feature extraction out
of 5 grasp belief maps predicted by the FCRN, the first layer of the ResNet-50 should be
adapted accordingly. Consequently, the first layer of the pre-trained network, a convolu-
tion layer of size 7×7×3×64, is removed and substituted 7×7×5×64 convolution filters
with randomly initialised weights. The rest of the network is designed in the similar way
as the previous architecture. Figure 5.2 branch 2 illustrates the details of the explained
approach.
Figure 5.2: The procedure for classification of 1) RGB images (A 1-1) or 2) five grasp maps
(A 1-2) into 3 grasp classes. 1 and 2 paths represent two different implementation options and
are not present at the same time.
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2. Multi-task network for depth map, grasp map and grasp classification Another ap-
proach to be examined is to investigate the possibility of simultaneous grasp map, depth
map and grasp type classification. The first two tasks can be regressed as done in Sec-
tion 5.2.1. The third task however requires the minimisation of a cross-entropy loss over
the latent features of the fully connected recurrent network. These features can be pro-
duced using a ResNet-50 network and therefore are represented before addition of up-
convolution layers.
Figure 5.3 depicts the implemented architecture for performing the mentioned task through
a single network in an end-to-end manner. It is open to investigation whether learning
depth and grasp map relevant data elevates the network’s performance in grasp classifica-
tion or not.
Figure 5.3: The multi-task learning platform for the three task of grasp classification, depth and
grasp map estimation (A 2). The grasp classification task requires a pooling layer to convert the
latent space of the pre-trained ResNet-50 (2048 features) to 3 classes.
3. Grasp classification by feeding available data into a single network A straightforward
approach for grasp classification using all the available data is to concatenate and feed
them all into the pre-trained ResNet-50. The available data consists of 3 channel RGB
image, 5 channels of different grasp heat map predictions and a single channel depth map
resulting in 9 channels in total. In order to have a nine-channel input, the first layer of
the ResNet-50 should be replaced with 7× 7× 9× 64 convolutions initialised randomly
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similar A 1 branch 2. The network can then be trained the same way as a simple classifier.
The details of the adapted network are shown in Figure 5.4.
Figure 5.4: The designed platform for grasp classification of images of Cornell dataset based on
the estimated grasp and depth maps in combination with the original RGB images (A 3). The
estimated maps should be resized to 224× 224 to be concatenated along their third channels.
4. Grasp classification based on a combination map of RGB image and corresponding
grasp maps To benefit from both RGB and grasp belief maps’ data while keeping the
network as simple as possible, the RGB images can be summed with the grasp belief maps
in a weighted manner. Equation 5.1 indicates how the combined map is created from the
RGB image (I) and estimated grasp belief maps (G̃ (m)) for m ∈ {1, 2, ...,M} where M
is the number of grasp map predictions (5) and w is the weight chosen empirically. This
equation basically demonstrates a simple method for combining information from two
images by summing over the pixel values of each.
CombinedMap = w × G̃ (m) + (1− w)× I . (5.1)
The architecture for grasp classification based on a combined map is depicted in Fig-
ure 5.5.The grasp maps are resized to 224 × 224 so that they can be added to original
RGB images. As RGB images include only 3 channels, 3 heat maps are picked randomly
for map construction.
5. Grasp classification based on log-likelihood estimation
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Figure 5.5: The network design for producing a combined map of RGB and grasp map data and
feeding that to a pre-trained ResNet-50 for grasp suggestion (A 4).
The output of a ResNet after the last pooling layer are values that can be considered as
class likelihoods given the input image. In the previous chapter, Gaussian mixture models
were exploited to calculate the log-likelihood of estimated grasp maps. The log-likelihood
of the grasp maps can be estimated and concatenated with the likelihood values of each
grasp class given the RGB data to be fed into a voter network for further decision making
based on all the values. The concatenated values should be adapted to be in the same
range. Further details of the proposed method can be found in Figure 5.6.
Figure 5.6: The designed architecture for production of log-likelihood values from the grasp




6. Grasp classification through parallel feature extraction Finally, an approach to keep
features extracted from the RGB image and its corresponding grasp maps separated while
predicting grasp classes jointly is to exploit a parallel architecture. That is, an RGB image
can be given to a pre-trained ResNet-50, while 3 or more grasp maps can be fed into an
identical ResNet-50 for classifying 3 grasp types jointly. The weights of each ResNet are
updated separately and after training, predictions of each one are given to a shallow voter
net for decision making. A detailed overview of the architecture is demonstrated in Fig-
ure 5.7. The difference between this architecture and a siamese [179] one is that weight
updating is done separately for each branch as the inputs are from different domains in
contrast to a siamese net. Another difference is the loss, which is the contrastive loss
based on distance of output maps [179]. Here, on the other hand, a normal cross-entropy
loss is used for classification of 3 grasp types.
Figure 5.7: The parallel network design for grasp classification from multiple resources of in-
formation (A 6). The produced grasp maps from the FCRN are frozen to be fed simultaneously
with RGB data into the parallel net.
In the next section, these architectures are evaluated and compared based on their perfor-
mance, complexity and processing time.
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5.3 Experiments and Results
5.3.1 Dataset
The experiments in this chapter were carried out on Cornell grasp dataset (Section 4.4.1) sim-
ilar to the previous chapter. The main reasons for this decision are that the dataset covers a
variety of common objects (885 images in total), includes robotic grasp annotations required
for grasp belief map generation and includes RGB-D information. Another merit of the Cornell
grasp dataset is that the objects are already annotated for the human grasping task by DeGol
et al. [180]. The objects were annotated based on 5 different grip patterns, namely, Key, Pinch,
Power, Three Jaw Chunk and Tool.
An issue about these annotations can be the high data imbalance in grasp classes. For
instance, there is no objects of Key grasp in this dataset. Furthermore, the distinction between
the Tool grasp, which contributes to only ∼ 3% of objects in the dataset, and Power grasp is
not highlighted. To resolve these issues, Key grasp was removed from the possible grasp groups
and the objects annotated as the Tool grasp were labeled as Power. In this way, there are 3 main
grasp classes for this dataset: Pinch, Power, Three Jaw Chunk or Tripod.
5.3.2 Cross-validation Sets
The validation setting in this chapter follows similar procedure as Chapter 5 including the same
splits of BOC and WOC. The reason behind this decision is that in Chapter 5 there was a grasp
classification framework in which only BOC and WOC settings were used. In this way, the
achieved results are comparable to the ones achieved in that chapter.
It is worth noting that although WOC and BOC settings were already used for Cornell
dataset in Chapter 6, this chapter utilises different sets of random objects for these settings,
while the overall procedure of each validation setting remains exactly the same.
5.3.3 Implementation Details
All the experiments in this chapter were performed via an NVIDIA Titan Xp GPU. TheMatConvNet [175]
deep learning toolbox was utilised to implement all architectures.
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5.3.4 Simultaneous Depth and Grasp Map Estimation
Experimental Setup
For the concurrent depth and grasp estimation platform, similar data processing steps as Chap-
ter 6 were followed. That is, input RGB images, grasp and depth maps were centrally cropped
by a 320× 320 pixels window. The input RGB images were resized to 224× 224 pixels and the
depth and grasp maps were resized to 112× 112 pixels.
Similar to previous chapter, a variety of augmentation techniques were applied to images:
random rotations in range of [−60◦, 60◦], translations from [−20, 20] pixels, scaling between
0.9 and 1.1 and illumination modification. Each image was augmented 5 times leading to a sum
of 4250 images, which were all normalised to a range of [0, 255].
The multi-task network was trained with Adam optimiser with the learning rate of 0.001.
Overfitting was attempted to be prevented using regularisation weight decay of 0.0005 and a
dropout layer with 0.5 rate. In the multi-task setting the model was trained for 60 epochs rather
than 50 epochs used in previous chapter to make sure the network is properly trained as the task
seem to be more challenging. A batch size of 5 was used for training.
The objectives for the two tasks of multiple grasp and depth estimation belong to different
distributions and therefore present different output ranges. To balance the overall objectives,
a weighted combination of both should be found such that both tasks are trained properly.
To do so, the weight of 1 and 0.5 were respectively chosen for the multiple grasp map and
depth losses. The weight specification was done by trial and error and observation of gradients
relevant to each objective to analyse the contribution of each task to the overall loss.
Evaluation Metric
The evaluation of multiple grasp maps are done the same way as the previous chapter, namely
IoU and orientation measurement. For depth estimation however two main metrics are used for
error calculation: root mean squared error (RMSE) and mean absolute relative error (MARE).
The former produces the error of depth estimation in the same unit as the depth values (m or






(D̃i − Di)2 (5.2)
The MARE contrarily measures the relative error (Equation 5.3), which is between 0 and
1 and therefore shows error percentage when multiplied by 100. In Equations 5.2 and 5.3, D̃
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represents the predicted depth map and D represents the ground truth depth map. The parameter








There are several shortcomings for the MARE metric. For instance, the MARE cannot be
used when there are zero values in the ground truth. To solve this issue, a mask indicating the
zero values of depth map was created. The MARE was then calculated only over the valid pix-
els of ground truth. The MARE also emphasises more on negative errors where Di < D̃i [181].
Therefore, other measures are usually provided for error measurement besides MARE to pro-
vide unbiased reports for depth prediction evaluation.
Evaluation Results
The comprehensive results achieved by simultaneous regression of grasp and depth maps are
shown in Table 5.1. There is a slight drop of ∼ 2% in overall accuracy performance of grasp
estimation for the BOC setting compared to previous chapter indicating that depth features do
not contribute to prediction of grasp maps. A factor which can be attributed to this drop is the
increased hardship of learning two tasks together. It is also worth highlighting that the concur-
rent prediction platform requires almost twice the training time as the single branch prediction
one. The overall time however is still acceptable for real-time implementation of such setting.
Figure 5.8 illustrates the algorithm performance over some unseen objects. The selected
grasp maps by the GMM ranking were coincidentally the first one in these items. For this figure
it should be noted that the depth values are not the actual values but the normalised values when
used for training. That is why the same table, on which the object is located is shown with
different colors (depth values) depending on the cropped window. For error calculation, the
actual depth values were investigated.
In general, multi-task learning is beneficial when the two tasks are correlating to each other
properly. In such scenario, each task contributes to the other one and both tasks learn better
while richer features are extracted [178]. This however is not the case when two tasks are rela-
tively distinct, which is the case in this part. Grasp belief maps represent different information
from the depth maps and therefore learning each task is harder as a trade-off between the fea-
tures learned for each task should be held. This issue can be observed in the learning curves
for similar grasp belief map learning settings implemented for single-task prediction in previ-
ous chapter and two-task prediction here in the BOC setting (Figure 5.9). The curves clearly
108
5.3 Experiments and Results
Table 5.1: The overall performance for concurrent grasp and depth map estimation. The grasp
maps are evaluate with the metric suggested in Section 4.4.4, measuring both IoU and difference
in angle of rotation. The depth maps are compared using two measures of MARE and RMSE.
Prediction Method WOC BOC Time (s) Architecture
Grasp(M = 5)
IoU + angle 87.2 88.6 0.13 Concurrent
IoU + angle 91.1 90.6 0.056 Single
Depth
MARE 0.21 0.25 0.13 Concurrent
RMSE 16.7 22.82 0.13 Concurrent
Figure 5.8: The results of simultaneous grasp and depth map estimation for unseen objects.
A solid frame around an image is an indicator of grasp detection success, while a dashed line
shows an incorrect detection. The images with the X are the top-ranked predictions picked by
the designed GMM likelihood estimation module.
indicate that the objective converges faster for the single-task setting during the same number
of epochs. Additionally, Figure 5.8 indicates that the third hypothesis is not learned well for all
the objects. That can be due to effect of having multiple tasks and therefore a more challenging
learning procedure. These incorrect hypotheses are however neglected when using the GMM
ranking and selected as the last possible option among the hypotheses.
The results represented in Table 5.1 and Figure 5.8 suggest promising performance for the
depth prediction task. Specifically, when an object is shiny, transparent or tiny, the common
depth cameras are not sufficiently sensitive to capture them. Accurate depth estimation from
an RGB image however can correctly predict the depth for such items as shown in Figure 5.10.
Interestingly for object 1, the depth prediction considered the object as a vertical one and grad-
ually increased the depth while getting closer to the camera, whereas the ground truth failed to
represent this change. Such cases can be a cause of error when comparing the predicted depth
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Figure 5.9: A comparison between the training curves for multi-task and single-task learning of
grasp belief maps. A) Training grasp belief maps together with depth maps B) Training grasp
belief maps only.
with the ground truth one and reduce the actual performance of system.
Although depth prediction brings about some limitations to the developed system, it can
play an important role when distance causes detrimental effects on the system’s classification
performance, which will be discussed further in the next section. The evaluation of depth esti-
mation indicates a MARE error of 25% and RMSE of∼ 23 showing that there is approximately
23 cm error in depth prediction of an image in BOC setting. This 23 cm seem acceptable as
such change in distance cannot potentially cause a misclassification in grasp types. The more
important aspect to be investigated is the algorithm performance for real objects. Although there
is negligible difference in the overall accuracy for multiple grasp prediction in WOC and BOC
settings, the depth prediction seem to be easier to be done in the WOC setting. This conclusion
can be drawn by comparison of MARE and RMSE values for both settings, in which the WOC
setting shows ∼ 5% and 6 cm less error than that of BOC for these measures respectively.
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Figure 5.10: Highlighting two cases in which the depth ground truth is not accurate and almost
missing an object, while the depth prediction provides a more precise estimation.
5.3.5 Grip Pattern Classification
Experimental Setup
The image sizes and specific settings of each architecture are described thoroughly in their
relevant architectural illustrations (Figures 5.2 to 5.7) and Table 5.2. All the input RGB images
are of size 224 × 224 pixels and when fed to the FCRN, the outputs size is always 112 × 112
pixels. The input to ResNet-50 is also of size 224× 224.
The exact same augmentations as the Section 5.3.4 were applied here leading to 4250 im-
ages. Accordingly, all the images were nomalised to the range of [0, 255]. Mini-batch stochastic
gradient descent optimiser with momentum of 0.9 and weight decay of 10−3 was used for train-
ing. The learning rate was set to 10−5 and a dropout layer with rate of 0.8 was used. The
models were trained for 40 epochs with batch size of 10. Finally, the weight value chosen for
architecture A 4 was set to 0.5 after carrying out trial and error steps.
Evaluation Metric
The evaluation metric for grasp classification is the average accuracy regarding the top-1 class
that is the class, which gained the highest probability among all.
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Evaluation Results
The performance of all the implemented architectures in the two validation settings of between-
and within-object cross-validation are included in Table 5.2. According to this table, the best
grasp classification accuracy for seen and unseen objects is achieved with the A 5 and A 6
architectures.
Table 5.2: Average grasp classification accuracy of different architectures (A 1-A 6) designed
and illustrated in Section 5.2.2 and the implementation from the set-up in Chapter 5 in different
validation settings. GHM stands for grasp heat maps and FCRN stands for fully convolutional
residual network used for grasp and depth map estimation. The term frozen means that the
frozen network is not trained and only used for production of input to another part.
Architecture WOC BOC Time (s) Information source training
A 1-1 83% 78% 0.07 RGB end-to-end
A 1-2 67% 63% 0.14 RGB + GHM frozen FCRN
A 2 69% 64% 0.13 RGBD + GHM end-to-end
A 3 75% 71% 0.21 RGBD + GHM frozen FCRN
A 4 83% 75% 0.13 RGB + GHM frozen FCRN
A 5 89% 81% 0.21 RGB + GHM frozen FCRN
A 6 90% 80% 0.21 RGB + GHM frozen FCRN
Ch 5 [157, 182] 85% 75% 0.15 RGB 2-layer CNN
As Table 5.2 illustrates, the forward path for all the implemented architectures takes no more
than 210 milliseconds on the GPU, which in applicable to real-time implementations. All the
architectures yield to a better average accuracy for the WOC setting compared with the BOC
one. Such observation is predictable as the WOC setting includes the objects that are already
seen and therefore the decision making for the algorithm is less challenging for this task. The
results are consistent in the performance for both settings. That is, the architectures A 5 and A 6
offer the highest grasp classification accuracy in both WOC and BOC settings compared to the
rest of architectures. Moreover, the grasp classification performance ranking remains consistent
within the architectures.
The architectures A 5, which achieved the best grasp classification accuracy for unseen
objects was evaluated for grasp classification of several objects not included in the Cornell
grasp dataset. Figure 5.11 depicts these objects and the corresponding grasp class suggested by
the A 5 model. It can be seen that the algorithm is not sensitive to variations in background,
illumination and camera view. This real-time test is consistent with the offline results in terms
of accuracy leading to ∼ 83% grasp recognition accuracy.
112
5.4 Discussion
Figure 5.11: Grip pattern classification of several unseen household objects. Each object is
placed in front of its predicted grasp pattern. The dashed frame is an indicator of an incorrect
grasp.
5.4 Discussion
5.4.1 Simultaneous Depth and Grasp Map Estimation
A setting was provided for concurrent depth and grasp map estimation of objects which led to
real-time performance of both tasks. Considering the inherent diversity between the two tasks,
the performance can be deteriorated in an MTL platform. The grasp estimation performance
however dropped only 2%. This drop could probably be avoided if the network is trained
for a longer time, since the training curve convergence was significantly slower for this MTL
platform.
The depth prediction also provides reliable results within the range of 20 cm. The depth
estimation can potentially be improved by training the network on more samples including a
variety of scenes. Here, the effort was to obtain results with the least amount of data and stick
to the current available dataset. The network was trained on roughly 200 objects only with
2-8 views for each one. Having such an accuracy with this limited number of objects and
views indicates the potential of the designed structure in presenting even better performance
when trained with a more comprehensive dataset including more instances and object, scene
and viewing point varieties.
5.4.2 Grip Pattern Classification
To find the best structure for using the predicted grasp belief and depth maps, a variety of
architectures were implemented to employ the available sources of data. Among those imple-
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mentations, two architectures (A 5 and 6) indicated the best grasp recognition performances.
The grasp recognition of the architecture A 5 was evaluated for some real objects unseen to the
trained network.
One challenge in performance analysis for real objects is that the actual annotations for these
objects are not known. Also grasping preference varies among people. To avoid any bias in
annotations, the ground truth labels provided by Degol et al. [180] were utilised for the Cornell
grasp dataset. These annotations however are not consistent with the annotating approach of
Chapter 5. Additionally, there are some inconsistencies in the offered ground truths. That is,
sometimes objects belonging to the tripod grasp group are labeled as pinch, which can degrade
the performance by confusing the network.
Considering the small size of dataset and the issues with annotations, the designated archi-
tectures still provide better grasp classification accuracy in both of the WOC and BOC settings
compared to both Chapter 5 [157, 182] and Degol et al. [180]. The latter offered a 20% ac-
curacy when classifying unseen objects trained on the Cornell grasp dataset. Regarding the
work done in Chapter 5, it should be noted that the combined dataset of the ALOI and New-
castle objects included 482 categories of objects with 72 views per category. Contrarily, the
Cornell grasp dataset [17] used in this chapter consists of only 235 object categories with 2-
8 views for each one. As already mentioned, data availability plays an indispensable role in
training a deep network [13, 14]. With such a smaller amount of data, the designed architec-
tures, A 5 and 6, still outperform all the previous state-of-the-art vision-based grasp recognition
structures [157, 180, 182].
It is worth to note that, both A 5 and A 6 architectures with the top performances among all
the architectures do not employ the depth data. In the initial efforts for using all the data sources,
the depth data did not contribute much to the task of classification and therefore was set aside.
This source of information however can be used for ensuring that the object is within a distance
range that can be grasped with convenience. In real-time applications, when a snapshot is taken
from a further distance than e. g. 30 cm from an object, a range which provides convenient
grasping, the image can be re-scaled accordingly in case grasp identification is affected by the
change in distance.
The results also indicate that benefiting from grasp belief maps can boost the overall perfor-
mance at least 2−3%. Another merit of using the grasp belief maps is the orientation prediction,




In this chapter, a platform for concurrent depth and grasp belief map estimation for common
objects included in the Cornell grasp dataset was suggested. These sources of data were subse-
quently used in combination with the input RGB data to create an accurate grasp classification
framework. A handful of architectures were designed and evaluated for grasp recognition of
common objects. The architecture presenting the most accurate grasp choices among all for
novel object categories was tested on real objects. The designed platforms presented state-





In this chapter a summary of the implemented structures is presented and the limitations and
capabilities of each system are further highlighted.
6.1 Overview and Contributions
In this thesis several deep learning architectures are developed in order to improve the perfor-
mance of a current commercial artificial hand in grasping objects. To achieve this goal, the deep
learning architecture should meet three objectives: 1) efficient grip pattern recognition, 2) grasp
detection and recognition for novel objects and 3) provision of a user-friendly structure which
minimises the burden of the task on user.
In the following, a summary of the developed systems with respect to the aim and objectives
is provided.
6.2 Deep Learning-based Artificial Vision for Grasp Classi-
fication in Myoelectric Hands
This contribution is a proof of concept for a vision-based prosthesis controller. That is, it was
proved that the augmentation of a hand prosthesis with a camera and a deep learning module
can provide reliable grasp input for the hand prosthesis such that the user skips the burden-
some procedure of grasp selection via the EMG signals. The deep learning module in this part
consists of a two-layer CNN that classifies objects based on four grip patterns. The input to
this module is a processed RGB image captured by an inexpensive camera, which acts by a
command recorded from the muscle activity of the user.
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The developed system yielded reliable performance in real-time experiments with two am-
putee participants. Having observed a myoelectric pattern recognition experiment on the same
day with the same subjects made us realise the considerable decrease in the difficulty of grasp-
ing task via the vision-based system. By proving the concept of vision-based control of artificial
hands and offering promising performance, further investigations were carried out to improve
the deep learning module.
The deep learning structure developed in this system is comparatively simple and requires a
preprocessing step in which the object background is removed. Although rarely being a source
of error, this simple structure limits the usable input size to 36 × 48 as larger sizes require
more processing capacity as well as deeper architecture. The overall offline grasp recognition
accuracy with the implemented architecture reached to 75% for novel objects. This issue was
further investigated by employing transfer learning (Section 3.6), such that a much deeper ar-
chitecture (ResNet-50) was fine-tuned for the task of grasping with 224 × 224 images. Such
setting however led to 71.5% accuracy. It was concluded that the choice of network did not
play an essential role in the task of grasp classification. The impact of using datasets with more
variety of objects and data augmentation is however open to further discussion.
Another improvement to the proposed CNN structure can be incorporating depth data to-
gether with the RGB information for more accurate object detection and distance estimation as
well as dealing with the variable distance of the hand from object during snapshot capturing. To
this end, RGB-D images can be converted to point cloud data to be employed within a model
such as PointNet [183] to provide grasp classes [184]. This solution can provide better clas-
sification accuracy as the grasp type choice relies considerably on the object sizes as well as
objects’ 3-D shape. This approach however requires depth sensors that are sufficiently accurate
for granular and close objects.
Considering that neither the architecture nor the image size or quality are the major con-
straining factors in grasp recognition performance of the suggested structure, a change of per-
spective can be the key to further performance improvement. To do so, more attention was
drawn to robotic grasping solutions in which advanced deep learning structures led to promis-
ing performances, as after all a prosthetic hand is a robotic gripper.
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6.3 Accurate Object Localization and Grasp Map Estima-
tion in Presence of Ambiguity
This contribution was developed with more concern about the task of grasping. That is, efforts
were made to estimate the position, orientation and size of a grasp for novel objects. To do so,
inspired by the recent trends in robotic grasping [17, 126, 127, 131, 135–137] the grasping task
was defined as prediction of grasp belief maps through which the desired grasp information can
be represented. These belief maps not only indicate the size, orientation and position of a grasp,
but also include some uncertainty in the grasp through their Gaussian mixture representation.
This uncertainty can be beneficial in modeling the grasp considering the high ambiguity of the
task.
An FCRN architecture was implemented to predict the grasp belief maps for a target object.
The investigations indicated that the grasp definition is not sufficient for accounting for the large
amount of uncertainty in the task. The reason is the possibility of several grasps per object.
Ignoring this fact and assuming only one grasp for each object can confuse the algorithm. To
tackle this issue, the single prediction platform was converted to a multiple prediction one to
be able to estimate several grasps for a single object. The multiple grasp prediction structure
indicated state-of-the-art performance for grasp estimation of novel objects.
This contribution led to a high accuracy in grasp pose, size and orientation estimation. These
parameters however cannot be fed into a prosthesis hand as a grasp. Therefore, a method for
employing these parameters for precise grasp identification is required.
Moreover, the system is designed to estimate grasps for non-cluttered scenes. This however
is not the case for real world applications. Hence, further adjustments can be done to improve
system performance for cluttered scenes. One solution could be employing object detection
architectures such as mask R-CNN [122] or regressing a bounding box for each object in the
scene together with the grasp belief maps for that object in a multi-task learning framework.
These tasks however require an appropriate dataset including cluttered scenes or augmentation
of object images artificially into cluttered scenes.
It is worth to note the presence of depth data for all the images in the Cornell grasping
dataset, which can be used for developing a system with the capability of concurrent depth
and grasp map prediction. If accurate depth estimation is achieved, an additional source of
information is provided for object detection and grasp classification.
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6.4 Grip Pattern Classification for Prosthetic Hands using
Estimated Grasp and Depth Maps
This contribution involves the design of an architecture for grasp classification using the grasp
maps produced in the second contribution. To increase the amount of available data, depth
information of the scene was also predicted. Depth information can be crucial whenever the
algorithm indicates sensitivity to distance variation. This was the case in the system developed
for the first contribution. When the distance of the target from the camera exceeded from a
specific amount, the grasp prediction performance deteriorated.
Having several sources of information including grasp belief maps, depth and input RGB
image creates a variety of scenarios for grasp classification. Several architectures were designed
using these resources and their performances were compared. Opting the architecture with the
best performance, the average accuracy of 81% was achieved for novel objects, which is ∼ 6%
better than that of the first contribution. The algorithm is efficient and implementable in real-life
systems as it works in real-time. Besides, GPUs are available in a variety of sizes and usable in
almost every system.
This system offers an accurate grasp classification framework. Unlike the second contribu-
tion, the grasp can be used in a prosthetic hand similar to the first part. The suggested struc-
ture offers state-of-the-art performance for vision-based grasp recognition. Having a pattern
recognition-based hand such as the COAPT system [36] commercially available, provides the
opportunity of improving both systems even further by using two resources of information (vi-
sion and EMG) for decision making.
A future enhancement to this grasp identification scheme is to extend it to more number of
grasp types. This idea requires a proper grasping dataset, including grasp rectangles and ideally
RGB-D data of different views of a large variety of common objects with sufficient samples for
each grasp category.
As adequate training images are required for an accurate prediction within deep networks
while abundant amount of unlabeled images of objects are available online, semi-supervised
learning [185] can be exploited to benefit from this massive source of unlabeled data for the
purpose of grasp classification. There are however numerous methods for semi-supervised
learning. One example can be the work done by Mobahi et al. for object classification us-
ing coherence in different views of same object. Exploiting the notation of temporal coher-
ence [186, 187] and adapting it to suit the grasp recognition problem, one can treat successive
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images as a video stream such that a scale- and pose-invariant representation of images can be
learned. To illustrate, successive images include large amount of data that is similar to each
other and this data can be used for better training of a grasp classiying network. By applying
a regularisation factor through a similarity function, the similarity in similar views of an object
may be reinforced. In addition, representations of non-consecutive frames of the same object
may be pushed apart. Hence, the algorithm can intelligently learn to treat similar views of the
same object alike. To expand this idea, such similarity can be applied to grasp groups as well.
An alternative to this method can also be canonical correlation analysis [188], in which multi-
view learning is used to provide a predictor through a semi-supervised algorithm. Implementing
either of these ideas may boost the robustness against scale and pose for the grasp recognition
task.
Another future step for improvment of the current structure is to include users’ preference in
grasp labeling of objects. To both achieve this purpose and boost the performance, a reinforce-
ment learning structure [189–191] can be designed and implemented. Reinforcement learning
achieved great success in robotic grasping [128]. Moreover, it has also been used to improve
the performance of hand prosthesis using EMG data [192,193]. To have such a system, through
real-time training of a deep learning structure, not only the grasp recognition accuracy elevates,
but also the grasps will be adjusted to the majority of subjects’ preferences. That is, learning
with a pre-trained deep network, the weights are updated in real-time based on user decisions or
a reward function quantifying the goodness of the identified grasp. After performing the task by
several users for several objects and trials, the algorithm can gain more robustness through real-
time training. Moreover, the performance can get gradually better as the weights are updated
and adjusted based on the user’s preference or grasp quality.
6.5 Conclusion
This thesis provided three main contributions presented chronologically. The first contribution
demonstrates a proof of concept for a vision-based artificial hand controller featuring a deep
learning module. The second contribution designs an accurate grasp regression platform. The
third contribution benefits from both works to propose an accurate grasp classification structure




This appendix provides mathematical background for the CNNs. First a detailed explanation
over the building components of CNNs, such as convolution and pooling, are presented. The
contributing factors to the performance of CNNs such as activation functions, pooling methods
and optimisation and regularisation techniques for exploiting the full potential of network are
elaborated in this appendix.
A.1 Mathematical Description of Convolutional Neural Net-
works1
Assume that there are ml input maps of size Rl × U l in each of the CNN layers l, such that m0
represents the number of images in the 0−th layer (input images). At each layer, features are
extracted by convolving each input map with kl kernels of size C l ×Dl (C l < Rl, Dl < U l) as
shown in equation A.1.
Zlij = (X
l−1




i = 1, 2, . . . ,ml, j = 1, 2, . . . , kl, l = 0, 1, 2, . . . , L
(A.1)
where, Zlij is a (R
l−C l+1)×(U l−Dl+1) matrix of convolved features (feature maps) resulted
from convolving the i-th input map from the (l − 1)-th layer (Xl−1ij ) and the j-th kernel in the
l-th layer (Klj) and adding the bias b
l
j . By element-wise application of a non-linearity through
the activation function a(·) to the resultant feature map, the output of layer l is achieved. In
equation A.1, the sign ∗ refers to a valid convolution known as a convolution performed inside
1All the equations in this chapter are written in the vectorised format.
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the image borders.
The next layer in CNN is normally pooling, in which a region size is selected, e. g. S1×S2,
where (Rl − C l + 1)/S1 and (U l −Dl + 1)/S2 should be an integer value. The convolved
features are partitioned into S1 × S2 sub-regions. In each sub-region, the maximum or average
is selected as explained previously. The result can be used for classification through a fully
connected layer [194] or followed by several other layers of convolution and pooling and then
classified. Figure A.1 depicts the first layer of a CNN structure including extraction of feature
maps and the pooling mechanism.
Figure A.1: First layer of a convolutional neural network indicating a convolution layer followed
by pooling. Units with the same colour share weights (taken from [19]).
A.1.1 Back Propagation
Back propagation is a training technique in neural networks, in which the errors are propagated
backwards through the last layer of the network (output layer). Through back propagation the
classification/regression error calculated at the last layer is used for updating the weights of
filters/kernels within each layer. The procedure of error propagation when layer l is densely




T∆l+1ij ) • a′(Zlij) (A.2)
where ∆lij denotes the error matrix for the i-th input map and j-th kernel in l-th layer. The
training pairs of {X0ij, yi} include input images and their specified labels respectively. a′(Zlij)
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indicates the derivative of the activation function. The sign “•” is an indicator of element-by-
element multiplication. The corresponding gradients to this layer for weights and biases can be
calculated accordingly:





T , 5bljJ(K,b; X,y) = ∆
l
ij (A.3)
where J(K,b; X,y) represents the cost function for the training set {X, y} and network with
kernels (K) and biases (b).
Usually there is a pooling layer right before a fully connected layer. Additionally, pooling
layers normally follow convolution layers. Hence, considering the l-th layer as a convolutional





T∆l+1ij ) • a′(Zlij) (A.4)
Please note that the up-sampling operation depends on the pooling technique. If max pool-
ing is used, the unit chosen as the maximum receives all the error, while having average-pooling,
the up-sample function uniformly distributes the error among the units.
Now the error is propagated through the convolution layer. The gradients with respect to
feature maps are calculated as:
5KljJ(K,b; X,y) = (X
l−1




which follows the same steps as general back propagation steps (Equation A.3) [19, 195]. In
Equation A.5, a 180◦ rotation is applied to the error image to perform a cross-correlation instead
of convolution to rotate the output back. In this way, in the feed-forward path, the kernel has its
expected orientation.
Having more than one convolutional and pooling layer leads to deep CNNs, in which more
complex features can be extracted and higher performance may be achieved. The back propa-
gation procedure follows Equations A.4 and A.5 repeatedly for each additional layer.
There are a variety of enhancements for the above mentioned general method, such as local
contrast or batch normalisation techniques. There are a variety of choices for the activation
function, which can have a significant impact on learning capability of the network. A common
issue in deep networks is the over-fitting, in which the network parameters are overly tuned for
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the given data and as a result the network cannot generalise to new data properly. As a solution
to this problem, there are various regularisation techniques from which dropout [20] indicated
promising results. Batch normalisation [196] is a more recent technique for accelerating and
improving network’s learning ability, which also contributes to network’s regularisation.
In supervised learning, the last layer of a network is a fully connected layer, comprising a
neural network or any other kind of classifier such as SVMs [163] so that groundtruth labels can
be compared with the predicted ones. According to the best practices in CNN [15,101,158,197],
utilising a Softmax regression, which is a linear classifier that uses log probability distribution,
works well for classification in CNNs. Another reason for using Softmax is that the output of
Softmax provides the probability of each class and facilitates examining the performance of
algorithm.
It is worth mentioning that the depth of the network is an important factor to achieve a
better performance, as potentially more abstraction can be learned through a deeper network.
However, there is a trade-off among the level of abstractness, performance, training time and
computations.
In the subsequent sections more detailed explanation over each component of CNN and
available techniques can be found.
A.1.2 Preprocessing
Each image is usually normalised before being fed into a CNN so that pixel values are in an
acceptable range and the image distribution is centralised. Equation A.6 represents zero mean






















(In,m − µI)2. (A.8)
where I is an input image matrix of size N ×M pixels and In,m denotes the intensity for pixel
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(n,m). The preprocessing steps should be applied to both train and test images.
A.1.3 Convolution
One way to automatically extract features from an input image is to connect all the pixels of
the image to all the hidden units of a neural network and try to learn appropriate weights.
This procedure however is computationally expensive and the amount of computations and
number of parameters to be learned raise considerably with increasing the input image size.
As a solution, the connections between the hidden and input units can be restricted to only a
small contiguous region of pixels in the input image. This kind of problem modeling closely
resembles how neurons in the visual cortex have localised receptive fields.
Due to the stationary nature of images, features learned at a specific patch over an image
can be helpful for detecting features at other image patches. Therefore, a C × D filter can be
convolved through all the patches of the same size within an image and extract desired features.
There are two other parameters to be considered in a convolution: stride (s) and padding (P ).
The former specifies the step size of convolution window. Thus, when less overlapping among
receptive fields or smaller output spatial dimension is desirable, the stride will be elevated. The
padding as its name represents defines a pad around the border such that convolution does not
cause information loss and input size shrinkage. Accordingly, the output size can be calculated
using Equation A.9, where (Ox, Oy), (R,U), (C,D), P, s define the output map, input map,
filter, padding and stride sizes respectively. Figure A.2 a indicates how convolution is performed
in details.
Ox =









After each convolution (and addition of a bias term to the result), a nonlinear function is applied
to convolved features to add non-linearity to the network. The reason is that convolution and
bias addition procedure are linear and to model nonlinear functions some non-linearity within
network is required. Consequently, each feature map undergoes an activation function, which
can conventionally be of three types:
Logistic function (Sigmoid)
125
A.1 Mathematical Description of Convolutional Neural Networks
Figure A.2: A convolution operation (a) followed by a max pooling (b).
The output varies between 0 and 1, the same as a step function, but with the addition of
a region of uncertainty. That is why the sigmoid function can be considered as having







= (α)a(t)(1− a(t)), (A.11)
where α is the slope parameter and a(.) indicates the activation function. According to
Equation( A.11), which indicates the derivative of a sigmoid function, the bigger the α
parameter, the greater the slope and the sigmoid is more similar to a threshold (step)
function.
Hyperbolic tangent (tanh)
This function provides similar output as sigmoid function, while the output range is be-





Rectified linear unit (ReLU)
The rectified linear unit more closely resembles biological activations of neurons com-
pared to sigmoid activation function [197, 198]. This function is bounded by a minimum
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value, typically zero and unbounded by maximum value, which makes it able to represent
any non-negative real value. Having a real zero activation value, the function also bene-
fits from good sparsity properties. These properties cause this function to suffer less from
diminished gradient flow.
Alleviating the vanishing gradient problem is probably the main reason for using ReLU
over the other activation functions. That is, both sigmoid and tanh functions bound the
output in a small range with values smaller than 1. When using gradient-based meth-
ods, in which the effect of a small change in a parameter’s value on the output value is
observed, the change of parameters will be diminished through the layers. The deeper
the network the more intense this gradient vanishing is, as multiplication of small values
leads to even smaller values. Hence, the change of parameters will not be visible in the
output and as a consequence, the network cannot learn properly. This problem can be
overcome by the use of ReLU in which the output range is not bounded.
Equation A.13 depicts the ReLU activation function. ReLU is widely utilised in success-
ful deep network arcitectures [15,158]. ReLU is also computationally more efficient than
the mentioned activation functions. Finally, ReLU as a non-saturating non-linearity is
several times faster than sigmoid and tanh, which are saturating non-linearities in terms
of training time with gradient descent optimisation.
a(t) = max(0, t). (A.13)
Figure A.3 indicates sigmoid, tanh and ReLU activation functions and their range com-
pared to each other.




































Figure A.3: Sigmoid, tanh and ReLU activation functions output according to same input values
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A.1.5 Pooling
During pooling, the size of the feature maps, which are the outcome of activation functions,
are decreased, bringing about feature maps with reduced spatial dimension. This step reduces
spectral variance in the input features.
Pooling brings about two major benefits: reduction in the number of parameters and thus
computation cost and control of overfitting. The latter could be due to production of relatively
invariant features when aggregating multiple low-level features over a small neighborhood.
Non-overlapping pooling is more commonly utilised as overlapping pooling does not pro-
vide any extra information compared to non-overlapping pooling nor yield any improvements
in recognition rates [158, 199]. The most prevalent and effective pooling functions are average
pooling, max pooling and stochastic pooling.
Average Pooling
Average pooling takes the mean value for each pooling region Rj . During back propaga-
tion, average pooling requires up-sampling the error matrices [195]. The major drawback
of average pooling is low or negative activations downplaying a higher activation value,
which causes a near-zero activation function; whereas the high activation of one of the
feature detectors may be the most important information. Considering sparsity in the
activation function, average pooling can be less effective by giving low activation values.
Max pooling
Max pooling follows the same steps as average pooling except that it takes the maximum




where ai is each element of the resultant feature map matrix in the pooling region Ri.
During back propagation, the error is only back propagated through the maximum values
used previously. Figure A.2 b shows how max pooling is carried out in details. In [15,97,
199], it is suggested that max pooling leads to better performance compared to average-
pooling. The main disadvantage with max pooling could be neglecting other values in a
pooling region, which may cause over-fitting problems. Figure A.4 indicates an example
for the non-overlapping max pooling function.
Stochastic pooling
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Non-overlapping pooling Sub-sampled/pooled image
0.45 0.12 0.65 0








Figure A.4: An illustration of non-overlapping max pooling.
Several works [158,197,200] highlight that max pooling over-fits the training data rather
quickly and may not generalise it to test data. Their alternative is using stochastic pooling,
which is designed to work with the ReLU activation function. Equation A.15 describes
stochastic pooling for pooling region Rj . The probability of each non-zero activation
value is calculated and one of the non-zero activations is chosen randomly based on
a multinomial probability distribution (location l). Experimental results in [200] have





, sj = al where l ∼ P (p1, p2, ...p|Rj |) (A.15)
In spite of the presence of several pooling methods, max pooling is still the most popu-
lar one [15, 110, 111]. Recent studies have shown that max pooling can be substituted with a
convolution with increased stride leading to comparable performance [201]. Since then, net-
work architectures such as ResNet [112] are benefiting from this approach for simplifying the
network architecture.
A.1.6 Fully Connected Layers
Similar to convolutional layers, fully connected layers are used for feature extraction. They are
usually used as the last layers before the classification to aid the classification by reduction in
output nodes or providing more abstraction [12, 15, 110–112].
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A.1.7 Softmax Regression
The features attained by pooling or a fully-connected layer can be classified in K classes
through Softmax regression. Softmax regression or multinomial logistic regression [52] is a
logistic regression generalised for multiple classes. That is, instead of binary labels y(i) ∈ 0, 1,
there are K labels (classes) y(i) ∈ 1, ..., K. Having m labeled examples for the training set
(x(1), y(1)), ..., (x(m), y(m)), the hypothesis estimates the probability P (y = k|X) for each value
of k = 1, ...K (Equation( A.16)).
HΘ(X) =

P (y = 1|X; Θ)
P (y = 2|X; Θ)
...

















where θ(1), θ(2), . . . , θ(K) ∈ Rn are the model parameters, which are tuned during training.
Equation( A.17) indicates the cross-entropy loss or cost function usually utilised with Softmax
regression;












where the function 1{.} produces a ground-truth vector [202]. X is the input matrix, in which
each row belongs to one example, so x(i) denotes a vector specific to the i-th example.
The Softmax function has a set of “redundant” parameters, in a way that for any hypothesis,
there are multiple parameter settings that lead to the same hypothesis. Interestingly, the min-
imiser of cost function J(Θ) is not unique while it is still convex; so it can be optimised using
gradient descent.
For classification tasks, Softmax is one of the most common options as the training can
happen end-to-end, while Softmax parameters are trained together with the CNN ones [12, 15,
110–112].
A.1.8 Optimisation Techniques
Gradient Descent Gradient descent and its variations, a method first suggested by Cauchy for
optmisation [203] is widely used in deep learning since Lecun figured out stochastic gradient
descent (SGD)’s capability in training neural networks [104, 204].
Mini-batch gradient descent (GD) is nowadays the most popular method used as the optimi-
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sation algorithm for a cost function. In this method, a mini-batch size is chosen (m) and in each
iteration, weights (θ) are updated by SDG optimisation for m examples; while in batch gradient
descent, in each iteration weights are updated for all the training examples and in stochastic
gradient descent they are updated by training only one example in each iteration. Mini-batch
gradient descent is computationally faster, although it requires more iterations than batch gra-
dient descent. In mini-batch GD compared to the SGD samples are less noisy as the noises
are averaged. That is why, choosing a suitable mini-batch size can be effective in algorithm’s
learning performance. Equation A.18 demonstrates the update procedure for weights in SGD; α
is learning rate, which is another consequential factor in training a CNN and should be chosen
carefully.




The higher the α value the faster the training, while high values of α can cause oscillation
and divergence of leaning curve. Hence, α should be selected such that a balance between
speed and smoothness is maintained. To provide a smoother gradient optimisation, a momen-
tum parameter is used, which takes care of the information learned during previous steps of
training [205]. The momentum parameter is applied during the weight updating procedure
and provides better convergence and reduces the risk of getting stuck in local minima [205].
Equation A.18 can be modified accordingly for using a momentum parameter (β) as shown in
Equation A.19.
vi+1 := βvi − α
∂
∂θi
J(θ), θi+1 := θi + vi+1 (A.19)
Local Response Normalisation (LRN) Normalisation can be applied after each convolution
to restrict the output values of feature maps or intensify specific features. A simple solution for
normalisation is the Z-score normalisation (Equation A.6), which was introduced as a prepro-
cessing step. Local response normalisation (LRN) is a more advanced normalisation method
applied to the output of ReLU in AlexNet [15] and can be helpful in generalisation (Equa-
tion A.20). Similar to local contrast normalisation [97], LRN brings about competitions be-
tween neuron outputs, while this competition is specific to outputs of neighboring kernels at the
same layer. To illustrate, output of neurons with large activations are amplified, while uniform
responses are dampened [15, 97].
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where âix,y is the response-normalised version for a
i
x,y activity resulting from applying kernel
i to the input images at position (x, y). While N is the entire number of kernels and therefore
feature maps in the layer, summing happens over n adjacent feature maps. Constants k, n, α
and β are hyper-parameters.
Batch Normalisation (BN) Firstly introduced by Ioffe et al. [196], batch normalisation (BN)
is applied after a convolution layer and before an activation function as a learnable normalisa-
tion step. It provides zero mean and unit variance to boost the performance of CNNs [196].
Equation A.21 illustrates how each scalar feature is normalised to zero mean and variance of
1, where â represents the normalised d dimensional activation â = (a(1) · · · a(d)). E(.) and





Batch normalisation is designed to overcome the phenomenon of internal covariate shift
caused by change of the distribution of layer’s inputs while training. This solution integrates
normalisation to the network architecture and updates the normalisation parameters while train-
ing. As the name batch normalisation suggests, updating parameters happens within each mini-
batch. As a results of using BN, the network can be trained faster and better while it also acts
as a regulariser such that in some cases Dropout (Section A.1.9) is not needed [196].
A.1.9 Regularisation Techniques
There are a variety of regularisation techniques to prevent overfitting, a phenomenon in which
the model is fitted to the training data points but not generalising well to new data. Expand-
ing the training set can be a helpful approach for overcoming this problem. Achieving new
data however is a challenging task in most cases. Thus, other solutions are offered to hinder
overfitting.
Enforcing Sparsity (Tikhonov Regularisation) Sparsity can be imposed on the distribution
of weights by adding a regularisation penalty to the cost function. As a result, large values of
the parameters are penalised through the weight decay and some weights go to zero, so only a
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few input maps have an effective role in leading to a given output map. Adding a regularisation
penalty, the cost function will change according to Equation A.22.








Regularisation causes the cost function to be strictly convex. Consequently, obtaining a
unique solution is now guaranteed. Moreover, its relevant gradient term should be updated
accordingly.
Dropout Suggested by Srivastava et al. [20], Dropout as its name conveys refer to randomly
dropping a portion of neurons during training to provide better learning and generalisation ca-
pability. As an illustration, at each training iteration, with a probability of p single nodes are
maintained while the rest of the nodes are dropped with probability 1−p. This structure prevents
the units from excessive co-adaptation and therefore leads to better model generalisation [20].
Figure A.5 illustrates the procedure of Dropout.
Figure A.5: The Dropout procedure: a) a standard NN b) the resultant reduced network by
applying Dropout. Image taken from [20].
A.2 Training Meta Parameters and Further Considerations
There are a variety of possible improvements for training a CNN and therefore several parame-
ters should be taken care of. The depth of network and size of filters can be varied depending
on the task, the required amount of complexity and number of output classes.
Regarding the optimisation part, there are other techniques such as Adagrad [206], RM-
SProp [207], AdaDelta [208] and Adam [209], which can provide faster convergence. Still,
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mini-batch gradient descent is being used widely in deep architectures due to its simplicity.
Finally, the choice of the parameters is also crucial. The best choice of parameters however
is usually done by trial and error.
In this thesis mainly max pooling and ReLU are implemented as the pooling method and
activation function respectively. The Tikhonov regularisation was always used, while dropout




In this appendix, two types of cross-validations are offered as a rational way to evaluate and
report results, which were used throughout the thesis.
B.1 Cross-validation
Cross-validation is a technique in which available data is divided to train and test sets. The
train set is used for training the network and updating its weights while the latter is used for
evaluation. Test set can also be used for validation after each epoch of training to monitor
whether overfitting is occurring.
When having a k-fold cross-validation, data is randomly partitioned into k sets including
equal amount of data samples called folds. Commonly one fold is specified to evaluation set
and the k − 1 folds are used for training. The cross-validation occurs k times such that all the
data is used merely once for validation. The k different results are usually averaged leading to
a final performance measure. The benefit of cross-validation is that the results are independent
of the data arrangements.
As in this thesis there is an interest over the objects to be categorised for grasping, two
different validation methods were carried out for verifying the network’s robustness and gener-
alisability: Within-object cross-validation (WOC) and between-object cross-validation (BOC).
B.1.1 Within-Object Cross-validation (WOC)
In this cross-validation, the samples included in the test set are images of objects presenting
new views of the same objects contained in train set. That is, a portion of available views of an
object are seen by model when trained on training set and the model is evaluated on the novel
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views/orientations of the same object. The results of this validation provides the network’s
capability in grasp estimating for previously seen objects.
B.1.2 Between-Object Cross-validation (BOC)
Contrary to WOC, this type of validation is concerned with the network’s potential in recog-
nising novel objects. Thus, having n object categories, n × k−1
k
of all the categories are used
for training, while the remaining classes n × 1
k
are used for model evaluation. In this way, the
object classes used for testing are all unseen by the model. As in real life, humans can grasp
any objects independent of their category and familiarity, this validation provides performance
on real world scenarios and therefore is of higher importance.
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