Abstract-Flow cytometry is able to measure the expressions of multiple proteins simultaneously at the single-cell level. A flow cytometry experiment on one biological sample provides measurements of several protein markers on or inside a large number of individual cells in that sample. Analysis of such data often aims to identify subpopulations of cells with distinct phenotypes. Currently, the most widely used analytical approach in the flow cytometry community is manual gating on a sequence of nested biaxial plots, which is highly subjective, labor intensive, and not exhaustive. To address those issues, a number of methods have been developed to automate the gating analysis by clustering algorithms. However, completely removing the subjectivity can be quite challenging. This paper describes an alternative approach. Instead of automating the analysis, we develop novel visualizations to facilitate manual gating. The proposed method views single-cell data of one biological sample as a high-dimensional point cloud of cells, derives the skeleton of the cloud, and unfolds the skeleton to generate 2D visualizations. We demonstrate the utility of the proposed visualization using real data, and provide quantitative comparison to visualizations generated from principal component analysis and multidimensional scaling.
INTRODUCTION
F LOW cytometry is a technology that can simultaneously measure the expressions of multiple proteins at the single-cell level [1] . The flow cytometry data of one biological sample can be presented in the form of a tall thin matrix, where each column corresponds to one protein marker, and each row corresponds to one individual cell in the sample. Modern flow cytometers are able to simultaneously measure up to 12 proteins routinely, and the capacity of the next-generation mass cytometer is more than 30 [2] , [3] . The total number of cells varies depending on the experiment design, and is typically on the order of a hundred thousand. Such single-cell data contains information on the cellular heterogeneity of the sample, which is of great biological interests [4] .
The goal of flow cytometry data analysis is often to identify subtypes of cells with distinct phenotypes, which is essentially a clustering problem. Currently, the most widely used approach in the flow cytometry and immunology communities is manual gating [5] , [6] . A manual gate is a user-defined region in a biaxial plot of two protein markers, which is used to select cells with a desired phenotype. Cells inside one gate are visualized in other biaxial plots, in which further gates are drawn to refine the selection. The result of manual gating is a hierarchy of gates in a user-defined sequence of nested biaxial plots. Each gate and the cells in it are annotated with a different phenotype according to prior knowledge. Manual gating is subjective because the sequence of biaxial plots relies on user's prior knowledge and interpretation of the biological system underlying the data. Moreover, manual gating is not exhaustive, because the manual gates usually do not cover all the cells, leaving a non-trivial amount of the cells unannotated.
To remove the subjectivity and achieve exhaustive gating, a number of methods have been developed to automate the gating analysis using clustering algorithms, such as K-means [7] , [8] , [9] , mixture models, [10] , [11] , [12] , [13] , density-based clustering [14] , [15] , [16] , [17] , and spectral analysis [18] . Many of those methods include mechanisms for both determining the number of clusters and clustering the cells, which remove the subjectivity from gating analysis. However, it is difficult to tune a clustering algorithm to identify all the subpopulations that a human expert would define, due to the fact that cell counts of abundant and rare subpopulations are usually quite unbalanced.
In this paper, we take an alternative view. Instead of automating the gating analysis, we propose to develop novel visualizations to facilitate manual exploration of the data. We believe that many disadvantages of manual gating are caused by the poor visualization of biaxial plots which only display pairwise relationships. Better visualizations that encode higher order relationships can greatly facilitate manual analysis. A recent method, SPADE, illustrated that tree diagrams can be used to approximate highdimensional relationships among clusters of cells in cytometry data [19] , [20] . Motivated by SPADE, we propose a new 2D visualization that captures high-dimensional relationships among individual cells. The purpose is to enable manual gating analysis on one 2D visualization, rather than a sequence of nested biaxial plots in traditional manual gating. The proposed method views a flow cytometry data set as a high-dimensional point cloud, utilizes SPADE to create a skeleton to approximate the topology of the cloud, and unfolds the skeleton to generate a 2D visualization. A motivating example and details of the method are described in the following sections.
MATERIALS AND METHODS

Motivating Example
This section describes manual gating analysis of a real flow cytometry data set, which will also be used to illustrate the proposed method in the Results section. The data is derived from a healthy mouse bone marrow sample, and is publicly available [19] . The total number of cells is 500,000. The measured protein markers include: c-kit, CD11b, B220, TCRb, CD4 and CD8, which can be used to delineate major cell types in mouse bone marrow [21] . Immature progenitor cells are c-kit positive. Myeloid cells are positive for CD11b, whereas lymphoid cells are negative for this marker. Within the lymphoid population, B cells express B220 but not TCRb, and the majority of T cells express TCRb but not B220. Mature T cells can be divided into two subtypes, characterized by mutually exclusive expression of CD4 and CD8. In addition to the protein markers, this data set contains measurements of forward and side scatters (FSC and SSC) for each cell, which reflect cell size and granularity.
Manual gating of the mouse bone marrow data set is shown in Fig. 1a . The analysis starts with the first biaxial plot which uses SSC and CD11b to visualize all 500,000 cells. Contours are used to visualize the density of cells in the biaxial plot. The contours suggest that there are two major subpopulations, and two gates are manually drawn to separate them. The upper gate contains cells that are CD11b positive, and is annotated as myeloid cells according to prior knowledge of mouse hematopoiesis. Cells in the lower gate are further visualized in the second biaxial plot using B220 and TCRb. Three gates are drawn for the subpopulations observed in the second plot, and two of them are annotated as B cells and T cells because of their mutually exclusive expression of B220 and TCRb. Following the same logic, the third plot uses CD4 and CD8 to identify the two subtype of T cells. The forth plot reveals a B220 þ CD4 þ subpopulation within the B cell gate, which is annotated as dendritic cells. Finally, the last biaxial plot shows that a c-kit positive subpopulation exists in the B220 À TCRb À gate in the second plot. During the gating analysis, a set of gates are manually drawn on a user-defined sequence of nested biaxial plots. Each gate contains cells with a distinct phenotype.
If we consider the data as a high-dimensional point cloud of cells, manual gating can be viewed as a userguided process to understand the shape of the cloud. A cartoon illustration of this intuition is shown in Fig. 1b . In the first biaxial plot, the point cloud is projected onto a 2D subspace defined by SSC and CD11b, in which the cloud appears to be composed of two arms. Cells in the lower arm are projected onto another 2D subspace defined by B220 and TCRb in the second biaxial plot, which shows that the lower arm can be divided into three smaller arms. Similarly, each subsequent biaxial plot focuses on one arm of the cloud and reveals more detailed structures within that arm. The last plot in Fig. 1b conceptualizes the shape of the point cloud revealed by the gating process. Since the point cloud itself is a high-dimensional object which cannot be visualized, the 2D illustration in Fig. 1b can be viewed as an unfolded version of the cloud. This idea motivates the following question: is it possible to computationally unfold a high-dimensional point cloud so that the unfolded version fits in a 2D plane, similar to unfolding an origami back to a piece of paper? The following section describes an answer to this question.
Unfold High-Dimensional Point Clouds
The proposed method views a flow cytometry data set as a high-dimensional point cloud of cells, and derives a 2D visualization of the shape of the cloud. In Fig. 2 , the proposed method is shown using a flowchart: density-dependent downsampling, K-means clustering, minimum spanning tree (MST) construction, 2D visualization by unfolding the MST, and mapping of individual cells to the unfolded MST. The first four components are similar to the SPADE framework, with updates in details of clustering and visualization. The main contribution of this work is the visualization proposed in the last component, and its utility in exhaustive gating.
Downsampling. If we view a flow cytometry data set as a point cloud and examine the density of points in different regions of the cloud, we typically observe that the density can vary dramatically across different regions. Dense regions correspond to abundant cell types, whereas sparse regions correspond to rare cell types and noise. One critical challenge in clustering those cells is the extremely unbalanced sizes of different cell types. Since the primary goal here is to visualize the shape of the cloud, density-dependent downsampling is applied to remove the density variation within the cloud while preserving its shape [19] .
Density-dependent downsampling stochastically removes cells according to two user-defined parameters, target density (TD) and outlier density (OD):
where LD i is the local density for cell i, defined by the number of cells within its neighborhood. An empirical choice of the neighborhood size is five times the median distance from a randomly chosen cell to its nearest neighbor. During density-dependent downsampling, cells with local densities < OD are considered as noise and removed. Cells whose local densities are between OD and TD are not removed. Cells in dense regions ( > TD) are stochastically removed, so that the densities reduce to TD after the downsampling process.
Clustering. After density-dependent downsampling, standard K-means clustering is applied to partition the downsampled cloud into small pieces. Since the density variation in the cloud is removed in the previous step, the resulting clusters tend to share similar size, in terms of both their volumes and cell counts. The key setting of this clustering step is that the desired number of clusters k should be much larger than the expected number of subpopulations in the data. Although such a setting inevitably over-partitions the data, it enables the subsequent steps to recover detailed topology of the shape of the point cloud. The author's default setting for k is 150. More discussions of this parameter is available in Results.
MST construction. By representing each cell cluster using its center, the pairwise distances between clusters can be defined by the euclidean distances between their centers. Using this distance definition, the Boruvka's algorithm [22] is applied to construct an MST to connect all k cluster centers by k À 1 edges with minimum total edge length. The MST approximates the skeleton of the cloud.
Unfold MST to 2D. Since the cluster centers are points in the high-dimensional space that the cloud lives in, the MST is also a high-dimensional object that cannot be directly visualized. To automatically generate a 2D visualization for the MST, a modified Fruchterman-Reingold algorithm is applied [23] , [24] . The algorithm first places the longest path in the tree horizontally, and then visualizes the remaining tree nodes one by one. When a new node is appended, its 2D position is determined by simulating two forces: (i) repelling forces between the new node and the nodes that are already visualized, and (ii) an attracting force along the new edge. This algorithm encourages smaller branches to be oriented perpendicularly to the bigger branches to which they are attached. Although the algorithm does not explicitly prohibit edges to cross each other, its resulting layout typically does not contain edge crossings. After this step, each cluster center is assigned to one position in the 2D visualization space. . . . ; 0 T . Since any two line segments can be related by a rotation operation and a scaling operation, there exist a non-negative scalar a and a rotation matrix R that satisfy,
The value of a can be uniquely determined, which is the ratio between the length of the two segments. Determining the rotation matrix R is not as straightforward, and R is typically not unique. An algorithm for finding one rotation matrix that satisfies Equation (1) is provided in Table 1 . Using a and R, a data point near the (d i , d j ) segment in the data space can be mapped to a position near the (v i , v j ) segment in the visualization space. For one point d x in the data space, assume d i is its nearest cluster center and (d i , d j ) is its nearest tree edge in the data space. This data point is visualized by the following Equation:
where a and R are a non-negative scalar and a rotation matrix that satisfy Equation (1), and the visualization position of the data point is determined by the first two elements of v x . Equation (2) can be applied to any point in the data space, assigning it to a point in the visualization space.
Using this operation, all the data points before downsampling can be mapped onto the proposed visualization. This algorithm constructs R by a sequence of 2D rotation operations.
RESULTS
Unfold the Mouse Bone Marrow Data Set
We apply the proposed visualization method to the mouse bone marrow data set in Fig. 1 . The input is single-cell the measurements of six protein markers on 500,000 individual cells, which can be viewed as a point cloud of 500,000 points in a six-dimensional space. For density-dependent downsampling, the parameter OD is set to be the 5th percentile of the local densities of all cells, meaning that 5 percent of cells with the lowest local densities are considered as noise and removed. The parameter TD is chosen such that 20,000 cells survive the downsampling process. The K-means clustering step requires a pre-specified number of clusters, which is chosen to be 150. After clustering, the proposed method constructs an MST to connect the clusters, unfolds the MST to a 2D visualization space, and maps individual cells to the unfolded MST. Fig. 3 shows the 2D visualization of the MST and the 20,000 downsampled cells. The longest path of the MST is placed horizontally, and smaller branches are oriented outwards from the longest path. Individual cells (shown in green) follow and surround the MST, which approximates the skeleton of the point cloud in the sixdimensional data space.
To demonstrate the effect of density-dependent downsampling, contour plots of cell densities in the visualization space are shown in Fig. 4 , where the outermost and innermost contours in both plots represent 10 and 90 percent of the highest density. Fig. 4a shows that the 20,000 downsampled cells are relatively evenly distributed in the visualization space. The density variation is mainly because the cluster centers are not evenly spaced. In contrast, the distribution of all 500,000 cells shown in Fig. 4b exhibits much larger density variation in the visualization space. Since the outermost contour only covers half of the visualization, the density of half of the cloud is smaller than 10 percent of the highest density. Although the contour plots in the 2D visualization space do not fully reflect the effect of downsampling in the six-dimensional data space, Fig. 4 does provide side-evidence that density-dependent downsampling reduces the density variation within the point cloud in the data space.
Contour plots can also be used to visualize the expressions of protein markers. To generate such a plot for one protein marker, a 100 Ã 100 grid is applied to the 2D visualization space, and each of the downsampled cells is assigned to its nearest grid point. By defining a "height" above each grid point using the average marker intensity of the downsampled cells assigned to it, a contour plot can be created. In Fig. 5 , each plot visualizes the expression of one protein marker. From these plots, all gated cell types in Fig. 1 can be identified. Based on the coloration of CD11b, the right half of the visualized cloud is positive for CD11b, which corresponds to the myeloid gate. According to the plot colored by B220, the left one third of the cloud expresses B220 and corresponds to the B cell gate. Within the B220 þ region, the CD4 þ arm represents the dendritic cells. Plots colored by TCRb, CD4 and CD8 show that the bottom arm of the cloud is TCRb þ and contains two parts that exhibit mutually exclusive expression of CD4 and CD8. This arm corresponds to the three T cell gates. The center region of the visualized cloud is positive for c-kit, which contains cells in the c-kit þ gate. Using the visualization in Fig. 5 , manual gating can be performed in a new way, by specifying a desired combination of multiple protein markers. For example, to examine whether the data contains cells that express a particular marker combination B220 þ CD4 þ TCRb À , one can specify a set of criteria (i.e., B220 > 3, CD4 > 3, TCRb < 2) and highlight the regions that satisfy the criteria. The thresholds chosen here are consistent to those used in the gating plots in Fig. 1 . As highlighted in Fig. 6 , there exists one subpopulation that express the specified marker combination, which corresponds to the dendritic cells in the gating analysis. By specifying other marker combinations, one can easily manually explore what known phenotypes exist in the data.
Since all phenotypes that exist in the data are reflected in the proposed 2D visualization, after marker combinations of known phenotypes are used to highlight the visualization, regions that do not satisfy any prior knowledge can be easily observed. Marker combinations for those regions can form hypotheses of novel phenotypes that are not known a priori. This is the main advantage of the proposed visualization, enabling exhaustive gating.
Comparison with PCA and MDS
For comparison, two well-established dimension reduction methods are applied to the mouse bone marrow data, principal component analysis (PCA) and multidimensional scaling (MDS). PCA is implemented using the "princomp" function in the MATLAB statistical toolbox. MDS is also implemented using a MATLAB function, "mdscale", whose default setting performs non-metric MDS using euclidean dissimilarity and Kruskal's normalized stress criterion [25] . The 20,000 downsampled cells are analyzed with both methods, which produce two sets of 2D coordinates for each of the downsampled cells.
Similar to the previous subsection, contour plots are used to display the 2D visualizations and the variation of each protein marker with respect to it. Results for PCA and MDS are shown in Figs. 7 and 8 , respectively. In the PCA visualization in Fig. 7 , a relatively small region is positive for TCRb, and the known mutually exclusive expression of CD4 and CD8 in TCRb þ cells cannot be observed. A closer look at the principal components reveals that TCRb and CD8 contribute little to the first two principal components. Therefore, the PCA visualization is not able to effectively distinguish TCRb þ=À cells, and the CD8 þ=À cells. Qualitatively, the non-metric MDS shows similar performance as the proposed method, because all major phenotypes in this data set are visible in the visualization in Fig. 8 .
To quantitatively compare PCA, MDS and the proposed method, we propose a variation of the trustworthiness measure [26] . During the interpretation of a visualization, proximities in the visualization space are the most salient. When examining a cell, the first perceptions are which other cells are nearby. A high-quality trustworthy visualization should satisfy that: if two cells are visualized to be similar, they should also be similar in the original highdimensional data space. To evaluate the trustworthiness of one visualization, we apply K-means to cluster the downsampled cells in the visualization space and evaluate the quality of the clusters in the data space. In this analysis, K ranges from 5 to 50, and K-means is performed 100 times with random initializations for each choice of K. For one particular run of K-means, we compute the standard deviation of each marker within each cluster and record the average of the K Ã 6 standard deviation values. This average measures the quality of the clusters derived from the visualization space. Fig. 9 shows the mean and error-bar of the quality measures of the three visualizations, where we can see that the proposed method is more trustworthy and consistently outperforms PCA and MDS. Fig. 6 . Contour plot that highlights a population with user-specified phenotype: B220 > 3, CD4 > 3, TCRb < 2. This population corresponds to the dendritic cells in the gating analysis. Fig. 7 . Dimension reduction and visualization by PCA. Each contour plot is colored by one protein marker, where red indicates regions that contain cells that highly express the marker, and blue indicates regions consist of cells that are negative for the marker. 
CONCLUSION
When manually exploring the proposed visualization, one needs to specify marker combinations and thresholds. Often, the appropriate threshold values are dependent on preprocessing of the data. A straightforward way to identify appropriate thresholds is to examine the biaxial plots in Fig. 1 . Therefore, the proposed visualization should be used together with biaxial plots, rather than replacing them. Similar to the traditional manual gating, the proposed method requires expert's prior knowledge. The main advantage of the proposed visualization is that it reflects all phenotypes in the data, and thus, enables exhaustive gating of the data.
In the K-means clustering component, the desired number of clusters is an important parameter. The key idea here is that we intentionally over-partition the point cloud, by setting the number of clusters to be much larger than the number of expected subpopulations. If this parameter is too small, the resulting MST does not approximate the skeleton of the cloud. If this parameter is too large, the MST will contain many noisy branches and is difficult to interpret. Although MST is sensitive to this parameter, after individual cells are mapped to the tree and visualized, the small noisy branches tend to be buried in the visualization (i.e., Fig. 5 ). Empirically, a good choice for the desired number of clusters is 100 $ 300. Defining the optimal number of clusters for tree-based skeletonisation is a challenging problem. Another interesting future direction is how to identify the skeleton without clustering.
Robustness of the proposed visualization is difficult to quantify. The density-dependent downsampling component and the K-means clustering component both involve randomness. The randomness will affect the MST structure and the final visualization of individual cells. However, in multiple runs of the proposed method, the main phenotypes (marker combinations) are always clearly separated, and occupy different regions in the 2D visualization. Therefore, for the purpose of biological interpretation, the proposed visualization method is robust. To support this claim and enable the community to test the proposed method, we provide the raw data and MATLAB code for our analysis at http://pengqiu.gatech. edu/software/UNFOLD/.
