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Knowledge of the detailed evolution of the whole charge-state distribution of projectile ions colliding with
targets is required in several fields of research such as material science and atomic and nuclear physics but
also in accelerator physics, and in particular in regard to the several foreseen large-scale facilities. However,
there is a lack of data for collisions in the nonperturbative energy domain and that involve many-electron
projectiles. Starting from the ETACHA model we developed [Rozet et al., Nucl. Instrum. Methods Phys. Res.,
Sect. B 107, 67 (1996)], we present an extension of its validity domain towards lower velocities and larger
distortions. Moreover, the system of rate equations is able to take into account ions with up to 60 orbital states
of electrons. The computed data from the different new versions of the ETACHA code are compared to some test
collision systems. The improvements made are clearly illustrated by 28.9 MeV u−1 Pb56+ ions, and laser-generated
carbon ion beams of 0.045 to 0.5 MeV u−1, passing through carbon or aluminum targets, respectively. Hence,
those new developments can efficiently sustain the experimental programs that are currently in progress on the
“next-generation” accelerators or laser facilities.
DOI: 10.1103/PhysRevA.92.042703 PACS number(s): 34.10.+x, 34.50.Fa
I. INTRODUCTION
Ab initio calculations of charge-state distributions of fast
ions at the exit of solid targets are useful in many circum-
stances, as in the context of energy loss in matter and for the
design, or analysis, of atomic or nuclear physics experiments.
Several empirical or semiempirical laws can be used to predict
the mean charge state at equilibrium and, to some extent,
their widths [1,2]. However, not only is the equilibrium
charge state or the mean charge state for a given solid target
thickness needed, but also the detailed evolution of the whole
charge-state distribution as a function of the solid target
thickness or even the evolution of the n substate populations.
Some explicit charge-state models may provide those types
of output, but are limited to few-electron ions: for instance,
two programs have been developed by Scheidenberger et al.
[3] to fulfil this task: CHARGE is a three-state model, and
GLOBAL a 28-state model, but excited-state effects are treated
only in an approximate way (“quasiground-state model”). The
ETACHA code [4] that we initially developed was devoted to
calculating charge-state distributions of fast few-electron ions
with at most 28 orbital states of electrons. Taking explicitly
into account excited-state effects by solving a set of 84 coupled
differential equations, it was based on the calculation of cross
sections for monoelectronic atomic collision processes in the
independent-electron approximation and at high velocities.
Therefore, within this version, perturbative theories were
used to account for electron capture and intra- and intershell
excitation as well as ionization processes. However, many
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experiments address the nonperturbative regime where the ion
stopping power is at maximum, in particular for studies of
material damage [5], including biological material that takes
advantage of the so-called “Bragg peak” [6,7]. Moreover, there
are, at present, active research programs on the production
of superheavy elements as at the SPIRAL2 facility [8] and
on plasma physics to characterize warm dense matter using
intense lasers or the x-ray free-electron laser (XFEL) [9]
that need reliable predictions of the projectile charge-state
distribution or even of its n substate populations after passing
through solid targets. It follows that many studies refer to
the ETACHA code (see, e.g., [10,11]), sometimes using its
cross-section calculation routines as an input for Monte Carlo
approaches [12], and using it in some cases outside its range of
validity. There is obviously a need for an extension of ETACHA
towards lower velocities and many-electron ions. Similarly,
extending the code towards relativistic energies or dealing
with gas targets is desirable; these issues will not be addressed
in the present study and will come later on.
Two types of change have been made at present. First, since
previously used high-velocity theories such as Born1-type
calculations for electron loss or excitation break down, more
sophisticated theories are needed and have been included in
the present version of the code. The question of the validity of
using high-velocity theory to describe the capture process also
arises. Second, when dealing with more dressed-ions, the basis
of projectile states has to be enlarged. Solving these issues is far
from simple. In this paper, we present several improvements
that have been made to extend the code to 60 orbital states
of electrons (up to the n = 4 shell) that are passing through
solid foils at relatively low velocity, i.e., the collision domain
corresponding to the nonperturbative regime. Section IIA will
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present the changes which have been made to the rate equations
and associated configurations. Section IIB will deal with new
calculations of cross sections, with a short description of the
theories that are now included in ETACHA, and a discussion
of mean charge-state effects on cross-section values. Some
computing aspects are given in Sec. IIC. Finally, in Sec. III,
we compare the different versions of the ETACHA code for
some test collision systems, demonstrating the improvements
that have been made but also exhibiting the validity domain of
each version of the ETACHA code, which depends on the number
of states with noncorrelated or correlated configurations that
have been included.
II. DESCRIPTION OF THE IMPROVED MODELING
We recall here for self-consistency the main features of the
model already given in our previous paper [4]. Calculation of
projectile charge-state distributions as a function of penetration
depth x in the target is performed by solving a set of differential










where Yi(x) stands for the fraction of ions in a specific i
state, and σij for collision cross sections or transition rates
from state i to state j . In this section, we first discuss the
number and characteristics of fractions to be considered to treat
heavy ions up to 60 orbital states of electrons. Cross sections
for extending the validity regime towards the nonperturbative
velocity regime and properly accounting for many-electron
ions will be discussed in the following sections.
A. Rate equations and configurations
In a ground-state model, cross sections depend only on
the total number of electrons (or holes). Then one has just
to solve a set of equations whose number corresponds to
the electron number that has to be considered. However, a
process such as ionization or electron capture is clearly very
different for ground-state ions and excited ones, with typical
and simple examples being 1s2 compared to 1s2s or 2s2p
states. Accordingly, we consider configurations with electrons
in well-defined substates instead of the fraction of ions with a
given number of electrons. These configurations are more or
less numerous, depending on the maximum principal quantum
number considered in the calculation.
The simplest model would consider the n = 1 shell only,
with the three possible configurations corresponding to 0, 1,
or 2 electrons in this shell. Going up to n = 2, there are
three possibilities for the 2s subshell and seven (0,1, . . . ,6
electrons) for 2p, that can be either populated or depleted by
electron capture or intra- or intershell excitation and ionization
processes, as schematically depicted in Fig. 1. It follows that
when considering, for instance, states up to n = 3, with a max-
imum number of 28 electrons on the ion, configurations should
be of the type Y (n1s ,n2s ,n2p,n3s ,n3p,n3d ,x), corresponding to
3×3×7×3×7×11 = 14 553 configurations, and even many
more, if spin dependence and couplings are taken into account.
Nevertheless, as discussed in our previous papers [4,13],
coupling effects are shown to play a minor role when only
FIG. 1. (Color online) Scheme of the different electronic pro-
cesses that affect the n state population; from left to right: capture,
ionization, inter- and intrashell excitation or radiative decay, and
Auger deexcitation.
charge states are considered. Even so, this is far too many
configurations if we want to keep the calculation fast enough.
Calling such configurations “correlated configurations,” an ex-
treme simplification consists in using completely uncorrelated
fractions, by calculating independently the fraction of ions
with a given number of electrons in a given substate and
combining them to obtain an approximation of the previous
configurations:
Y (n1s ,n2s ,n2p,n3s ,n3p,n3d )
≈ Y (n1s) Y (n2s) Y (n2p) Y (n3s) Y (n3p) Y (n3d ), (2)
where the target thickness dependence has been omitted for
the sake of clarity. This reduces the number of fractions (and
coupled equations) to be calculated to 3 + 3 + 7 + 3 + 7 +
11 = 34. Comparison with experiment, however, shows that
much better results are obtained by using a slightly more
sophisticated scheme. For instance, our previous model [4]
uses instead the 3×3×7 = 63 correlated configurations of
the type Y (n1s ,n2s ,n2p,x) for inner shells n = 1 and n = 2,
which were combined with the 3 + 7 + 11 = 21 uncorrelated
fractions for 3s, 3p, and 3d substates. It leads to 63 + 21 = 84
fractions that are calculated in this previous version of the
ETACHA code, which we now call “ETACHA23.”
Among our new modeling developments a version which
is still limited to 28 projectile orbital states of electrons
uses however a further improvement by considering the
11×19 = 209 configurations of the type Y (n12,n3,x), where
n12 is the total number of electrons in the K and L shells
(between 0 and 10) and n3 the number of M-shell electrons
(between 0 and 18). This means that the evolutions with
target thickness of 84 + 209 = 293 fractions are calculated,
in what we call the “ETACHA3” code (see Table I). Note that
the 84 fractions of the previous version are kept to correctly
calculate the case of highly charged ions, and are also used to
evaluate appropriate effective cross sections. As will be further
explained in Sec. II B 3, computing first the relative population
of Y (n1s ,n2s ,n2p,x)-type configurations enables us to evaluate
the effective cross sections for n = 1,2, and 3 prior to calcu-
lating populations in the 209 final configurations. The same
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TABLE I. Characteristics of various versions of ETACHA that are discussed and compared with experimental data in this paper.
Total number of
ETACHA code version Number of shells Calculated fractions Number of fractions configurations
Y (n1s ,n2s ,n2p) 63
Y (n3s) 3ETACHA23 3 84
Y (n3p) 7
Y (n3d ) 11
Same as above plus
ETACHA3 3 209 84 + 209 = 293
Y (n12,n3)
Same as above plus
ETACHA34 4 33 293 + 33 = 326
Y (n4)
Same as above plus
ETACHA4 4 29×33 = 957 326 + 957 = 1283
Y (n123,n4)
considerations apply to the calculation of partial populations
of configurations when upper states are considered.
Similarly, then, we developed two versions of the code for
ions with up to 60 orbital states of electrons, both starting with
the computation of the 293 fractions of ETACHA3. The simplest
is the ETACHA34 version where, in addition to the fractions of
ETACHA3, the 33 fractions of the type Y (n4,x) are calculated
and combined with the 209 Y (n12,n3,x) correlated fractions.
This means that a set of 293 + 33 = 326 rate differential
equations are solved. Finally, the uppermost version, ETACHA4,
considers the 957 fractions (29×33) of the type Y (n123,n4,x),
leading to the most sophisticated version, at present, where
a set of 1283 coupled rate equations have to be solved, at
the expense of some computing time. However, it is worth
mentioning that to fully handle ions carrying up to 60 electrons,
excitation and decay processes implying upper states should
be taken into account (see Sec. II B 2). Table I summarizes
the characteristics of various versions of the ETACHA code.
The final charge-state distribution is eventually calculated by
summing over all configurations with the same number of






B. Cross sections of the elementary processes
1. Beyond the perturbative regime for projectile
states from n = 1 to 4
Our previous version of the ETACHA code [4] was well
suited to a high-velocity and low-perturbation regime, the aim
being to optimize the production of high charge states after
the stripping solid foil. Therefore, the first (or plane-wave)
Born approximation (PWBA) can be safely used for ionization
and excitation [14,15], whereas the continuum distorted-wave
(CDW) approximation [16] reproduces very well the capture
cross sections. However, beside the number of states that
needs to be included to handle projectile ion states up to
n = 4, the extensions of the ETACHA code intend also to
tackle collision systems in the nonperturbative regime in
which those theoretical approaches are well known to fail
in reproducing experimental results. In this respect, one can





where Zt and Zp are the target and projectile atomic numbers,
ve the mean orbital velocity of the active electron, and vp the
projectile velocity. Accordingly, the collision distortion will
increase with Kp, but for a given collision system (i.e., Zp
impinging on Zt at vp), the Kp parameter decreases, with
increasing principal quantum number n when considering
ionization or intershell excitation of the projectile state. Hence,
within the new ETACHA code versions, we improved the the-
oretical description of the ionization and excitation processes
by introducing the continuum distorted-wave-eikonal initial
state (CDW-EIS) approximation [17,18] and the symmetric
eikonal (SEIK) model [19,20], respectively. Indeed, although
in those two formulations, the multielectronic system (i.e.,
the projectile) is reduced to an effective monoelectronic one,
assuming that the nonionized electrons remain frozen in their
initial orbitals, those two approaches lead to a much better
agreement with experiment than does the PWBA, as illustrated
in Figs. 2 and 3.
On Fig. 2, the deviation of the PWBA at low velocity
is clearly visible in the ionization cross section, even for
Kp < 1, and increases with the collision distortion, i.e., with
the disruptive collision partner, as a result of the increase in
the Kp parameter at a given projectile energy. Similar behavior
is reported in Fig. 3 for the evolution of the 1s−2p excitation
cross section for Ar17+ ions at vp = 23 a.u. colliding with
neutral targets of increasing atomic number. Here the PWBA
starts overestimating cross sections for Kp values above 0.4,
whereas the SEIK model reproduces well the experiment up
to Kp values larger than 2 [21,22].
Similar problems arise for the nonradiative capture when
reaching lower velocities than previously considered. Figure 4
shows a comparison of measured cross sections (a compilation
from [23–25]) for the simple and well-documented system of
proton on hydrogen with the result of the relativistic capture
eikonal calculation (CEIK) [26] and the CDW approxima-
tion [16]. Although none of those theories reproduces well
the existing data over the whole range of the velocity domain,
one sees that the CDW approximation diverges rapidly at low
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FIG. 2. (Color online) Ionization cross section of He as a func-
tion of projectile velocity induced by different disruptive collision
partners, namely, H+, He2+, Li3+ [18]. Symbols: experimental data;
dashed lines: PWBA calculations; full line: CDW-EIS calculations;
the vertical dotted lines indicate when Kp = 1 in black for H+, in
blue for He2+, and in red for Li3+.
velocities whereas the CEIK calculation does quite well down
to energies of a few keV and is in rather good agreement also
at high projectile energy.
Of course it would be more accurate to make use of
close-coupling calculations [27] in the collision regime where
the perturbation parameter Kp is larger than 1. Nevertheless
it would be too demanding in computing time, and as can be
seen, when comparing Figs. 5 and 6, the CEIK approximation
provides partial n populations in accordance with what can
be expected at low velocity, while CDW calculations visibly
diverge for high n values. Indeed, the CEIK model leads
FIG. 3. (Color online) 1s−2p excitation cross section for Ar17+
ions at a fixed velocity vp = 23 a.u. (13.6 MeV u−1) as a function of
exciting target atomic number. Dots with error bars, experiment [21];
dashed line, PWBA calculation; full line, symmetric eikonal theory.
FIG. 4. (Color online) Total capture cross sections for protons in
hydrogen as a function of the projectile energy: symbols for compila-
tion of experimental data from [23] (squares) and from [24] (circles);
dashed and dotted lines for theories in the CDW approximation and
CEIK model, respectively.
to total cross sections that can be favorably compared to
the well-known classical-over-the-barrier (COB) or reaction
window within the Landau-Zener models [28,29], both shown
to provide a good order of magnitude when compared to
experimental data on total as well as partial n capture
cross sections, even for symmetric collision systems at low
velocity [30,31].
Accordingly, in every new ETACHA code version, cross
sections are calculated in the following way:
(1) Ionization cross sections corresponding to 1s, 2s, 2p,
3s, 3p, and 3d subshells and the n = 4 shell are first cal-
culated in the plane-wave Born approximation [14,15], using
screened hydrogenic wave functions for the initial states of the
projectile electrons. Screening and antiscreening effects by
target electrons are also taken into account in an approximate
FIG. 5. (Color online) Capture cross sections for Ar18+ on C
calculated in the CEIK approximation [26] for each n level as a
function of projectile energy.
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FIG. 6. (Color online) Capture cross sections for Ar18+ on C
calculated in the CDW approximation [16] for each n level as a
function of projectile energy.
way [32,33], although a better screening contribution could
be calculated [34] at the expense of increased computational
time. This preliminary calculation is done for computational
reasons that will be explained in Sec. II B 3. As mentioned
above, distortion effects at intermediate velocities (Kp ≈ 1)
have to be taken into account. This is achieved by going beyond
the use of any scaling law on total cross sections as reported
in [35] and by integrating the CDW-EIS equation [6,7] routine
directly in the code to calculate the ionization. Unfortunately,
form factors for the CDW-EIS calculation are available only
for ionization in 1s, 2s, and 2p shells. We then make use of the
well-known quasihydrogenic Z/n scaling approximation [36];
i.e., for n = 3, σ (n = 3,Z) ≈ σ (n = 1,Z/3), and for n = 4,
we rather apply similar scaling σ (n = 4,Z) ≈ σ (n = 2,Z/2)
that appears to give slightly better results.
(2) Excitation cross sections are calculated in a similar way
to ionization ones, accounting for screened hydrogenic wave
functions for both initial and final projectile states. Here, the
saturation behavior when distortion increases is taken into
account by using the SEIK approximation [19,20]. Calculated
cross sections include direct and inverse intershell processes
from and to all subshells in n = 1, 2, 3, and 4, as well as
intrashell (“ mixing”) for 2s-2p, 3s-3p, and 3p-3d.
(3) Nonradiative capture (NRC, or for mechanical electron
capture MEC) cross sections can be accurately calculated
within the continuum distorted-wave approximation at large
velocities [16]. Such calculations, however, require relatively
large computing time and they appear to diverge at low
velocities as discussed above. We thus use the much more
simple but accurate enough relativistic eikonal approximation
(CEIK) as suggested by Meyerhof et al. [26]. We have found
that, in most cases, its predictions agree well enough with
CDW data at high velocity (see Figs. 4–6), and provide quite
reliable values at lower velocities.
Finally, the radiative electron capture (REC) as well as
radiative and Auger decay rates are treated as in the previous
version of ETACHA [4]. Explicitly, the REC cross sections are
calculated using the Bethe-Salpeter formula [37] and added to
NRC cross sections. They are generally negligible for n  3.
On the other hand, partial or total radiative and Auger decay
rates in one-electron ions or singly ionized atoms are taken
from the literature [35,38]. A scaling procedure proposed by
Larkins [39] has previously been used successfully to account
for a variation of excited-state decay rates with the number of
available electrons or vacancies in K , L, and M shells [13,40].
This procedure is used in ETACHA to calculate radiative and
Auger decay rates, taking into account the effective (screened)
nuclear charge given by the simple Slater empirical rules [41].
2. Contribution of projectile states above n = 4
In our previous version of ETACHA, excitation cross sections
to n  4 were estimated from σexc(n = 4), using a 1/n3 scaling
law, and their sum added to the ionization cross sections of
initial states. Such “net ionization” cross sections, however,
overestimate what must be used as “effective” cross sections.
Although, in such cases, the exact value of the factor to be used
for estimating effective cross sections is not easy to predict
ab initio, its value can be qualitatively understood. Indeed,
adding excitation cross sections to ionization ones means that
electrons in excited states are supposed to be lost immediately
(that is much faster than they may deexcite). Figure 7 shows
the evolution of PWBA ionization cross sections with the n
principal quantum number for 28.9 MeV u−1 Pb81+ on carbon
targets, as an example. Whereas the cross section increases
very fast between n = 1 and n = 2, this is much less true
when comparing n = 3 and n = 4. Therefore, the ionization
cross section in n = 4 cannot at all be considered as infinite in
comparison with n = 3, and this process cannot be assumed
to take place on a negligible time scale. In contrast, the
larger the principal quantum number, the more similar are
ionization cross sections in neighboring shells. According to
these generic trends, in the new versions of ETACHA23 or 3,
FIG. 7. (Color online) Evolution of PWBA ionization cross sec-
tions with the principal quantum number n for 28.9 MeV u−1 Pb81+
on carbon targets.
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FIG. 8. (Color online) Evolution, with the principal quantum
number n, of capture (per hole) and loss (per electron) cross sections,
calculated within CEIK model (full line) for Ar18+ and PWBA
(dashed line) for Ar17+ on C at 13.6 and 1 MeV u−1.
only excitation cross sections to n = 4 have been added to
ionization (but not the summed excitation cross sections in
n  4, using a 1/n3 scaling law as was done before). Likewise,
excitation cross sections in n  5 are not added to ionization
at all, in the new versions of ETACHA34 and 4.
Regarding the electron capture process in the current
versions of ETACHA34 or 4, only capture cross sections up
to n = 4 are considered. However, electron populations in
n  5 shells may have to be considered when decreasing the
projectile velocity and it could be that capture in these states
should also be taken into account. Nevertheless, similarly to
excitation processes in n  5 shells, capture in excited states
cannot be simply added to capture in n = 4. Figure 8 shows
the evolution, with the principal quantum number n, of capture
(per hole) cross sections calculated within the CEIK model for
Ar18+ projectile and loss (per electron) cross sections within
the PWBA for Ar17+, impinging on carbon targets at two
energies, i.e., 13.6 MeV u−1, a case thoroughly considered in
our previous paper [4], and 1 MeV u−1, a much lower-velocity
case.
These curves give the general trend to be expected when
velocity is decreasing: capture increases faster than ionization,
and populates more and more excited states. Nevertheless,
capture “saturates” at some givenn principal quantum numbers
(or peaks at a given window of highly excited n states), whereas
ionization continuously increases. The mean number of elec-
trons in a given shell, being given in first approximation by the
ratio between capture and ionization (times the degeneracy of
the state), decreases rapidly with n, and just adding capture in
excited levels to capture in n = 3 for ETACHA23 or 3, and in
n = 4 for ETACHA34 or 4, would lead to an overestimate of this
number of electrons. Therefore, as for excitation cross sections,
electron capture in excited levels other than those included in
the corresponding ETACHA version is not taken into account.
One should note that this effect is not yet properly considered
since it would probably necessitate inclusion explicitly of the
n = 5 shell in the next ETACHA version.
3. Consideration of projectile charge change, and energy loss,
through the solid target
Calculated ionization cross sections refer only to hydrogen-
like ions. For lower charge states (i.e., a many-electron projec-
tile), we make use of the independent-electron approximation
which assumes the ionization cross sections to be proportional
to the number of electrons in a specific shell or subshell.
Effective nuclear charges are also applied to account for large
changes in the cross sections for many-electron ions, and of
course the effect is stronger for n = 4 than for n = 1 as shown
in Fig. 9. For instance, ionization cross section per electron in
n = 4 for 28.9 MeV u−1 Pb81+ is more than ten times smaller
than in neutral Pb (see the bottom part of Fig. 9) and the
factor is about 4 between Pb53+ and Pb22+, which correspond
to an ion with one electron in the n = 4 or a full n = 4 shell,
respectively. It leads to a total factor of 128 (4×32) when all
the 32 electrons in n = 4 shell are considered. This implies
that a single set of cross sections cannot be used throughout
the target thickness, but on the contrary has to be periodically
recalculated, not only to account for the energy loss, but also
for the charge change, as will be explained in the following.
Figure 9 shows the evolution with charge state of the
projectile ionization cross section per electron in n = 1 and
n = 4 shells for 28.9 MeV u−1 Pbq+ in carbon, taking into
account screening effects in the PWBA or in the CDW-EIS
approach. As expected, the reduction in cross section between
the two methods, due to “strong” collision distortion (i.e. the
Kp parameter, Eq. (4)), is larger, and quite significant, for
n = 1 than for n = 4. On the other hand, the ratio between
CDW-EIS and PWBA appears to remain almost constant over
the whole range of charge state. This suggests the recipe we use
in ETACHA: cross sections are first calculated both in PWBA
and CDW-EIS approximation for hydrogenlike ions leading to
the determination of a reduction factor, which is then applied
each time a recalculation of cross sections is needed. Only
PWBA type cross sections are (re)calculated, and then scaled
using the reduction factor. This procedure strongly reduces the
computing time.
For excitation processes, cross sections are proportional
both to the number of electrons in the initial state and to the
number of available vacancies in the final state. Once again,
effective nuclear charges must be used, thus producing also
large changes in the cross sections between the case of dressed
incident ions and the one of hydrogenlike ions. Here also, SEIK
cross sections are first compared with PWBA calculations
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FIG. 9. (Color online) Evolution, with charge state, of the projec-
tile ionization cross section per electron in n = 1 and n = 4 shells for
28.9 MeV u−1 Pbq+ in carbon as calculated with the PWBA and the
CDW-EIS approach. Note that charge states below 22 (i.e., projectile
with more than 60 electrons) are not taken into account.
for hydrogenlike ions in order to deduce the appropriate
reduction factor that is then applied at each cross sections
recalculation.
Similarly, NRC and REC cross section calculations both
apply to fully stripped ions where final hydrogenic wave
functions can be used. For non-fully stripped ions, we make
also use of the independent electron approximation whereby
capture cross sections in a specific sub-state are proportional
to the number of available vacancies [13]. Moreover, effective
(screened) nuclear charges are considered [39] to evaluate the
energy levels of multielectron ions, further reducing capture
cross sections.
C. Computing details
The program (Microsoft DIGITAL Visual FORTRAN has been
used) starts with input of projectile and target characteristics
(projectile atomic number, charge, mass, energy, and target
atomic number, mass, density, maximum thickness). Optional
calculation of coefficients accounting for projectile energy loss
in target is also now provided in the new ETACHA versions [42].
Then “reference” cross sections, for capture in fully stripped
ions and ionization or excitation of hydrogenlike projectile
are computed. The “reduction factors” (see Sec. II B 3) for
ionization and excitation processes are then calculated. At this
point, results of those calculations are displayed, and it is
possible to modify their values if desired.
The following step is a recalculation of all cross sections for
the nonhydrogenic incident charge state. Then, as reported in
Table I, the 63 differential equations for the Y (n1s ,n2s ,n2p)
populations and the 21 equations for Y (n3s), Y (n3p), and
Y (n3d ) fractions are numerically integrated [43] when running
the ETACHA23 version. For ETACHA3, the 209 equations for the
Y (n12,n3) fractions are calculated; the 33 equations for Y (n4)
states are considered for the ETACHA34 version. Finally the
957 equations for the Y (n123,n4) fractions are also numerically
integrated when running the ETACHA4 version. In each case,
appropriate cross sections summed and averaged over the mean
populations are used; for instance, when calculating Y (n4) for
uncorrelated state populations, loss rates include ionization,
but also radiative and collision deexcitation processes where
the mean electron numbers in n = 1,2, and 3 shells are taken
into account. The integration step size increases with target
thickness in order to provide smooth curves on a logarithmic
scale. After each integration step, mean populations in each
shell are recalculated, and used to recalculate the averaged
cross sections. Also, all cross sections are recalculated with the
appropriate new screening constants each time the mean charge
state of the projectile, and/or its energy (if desired), changes
by more than a few percent. Likewise, appropriate radiative
and Auger decay rates are reevaluated. Finally, at each output
thickness, autoionization outside the foil for each configuration
is computed, and the configurations combined according to
Eq. (3) (or similar formulas in other versions than ETACHA4)
to produce output. The resulting files provide the charge-state
distribution as a function of target thickness as well as the
evolution of some selected mean substate populations.
III. RESULTS AND DISCUSSION
In what follows, we present comparisons of the different
new versions of the ETACHA code, including the previous
version of ETACHA23 [4] labeled as ETACHA “old,” together
with experimental data for different collision systems. The
discussion will demonstrate the contribution of the different
effects, i.e., the inclusion of more sophisticated ionization and
excitation cross sections and the enlargement of the basis set,
as well as the consideration of correlated configurations.
A. Comparison of the different versions of the ETACHA
code for test collision systems
1. Ar10+ on C at 13.6 MeV u−1 (v p = 23 a.u;
eight electrons on the projectile)
Figure 10 shows the evolution of selected charge states,
for Ar10+ on C at 13.6 MeV u−1 for comparison between the
latest version ETACHA4, ETACHA “old,” and the experimental
data recorded at GANIL (the Grand Acce´le´rateur National
d’Ions Lourds in Caen, France). Here, of course, the
goal was to maximize the projectile ions with the highest
charge states. Although at this velocity, corresponding to
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FIG. 10. (Color online) Evolution with carbon target thickness of
selected charge states for 13.6 MeV u−1 Ar10+. Symbols, experiment;
dotted lines, ETACHA “old”; full lines: ETACHA4.
Kp(Ar 2p) ≈ 0.065 and Kp(Ar 1s) = 0.26 [applying Eq. (4)],
there are slight differences in the behavior of the various charge
states, both code versions give rather similar results, and agree
quite well with the measurements within the error bars.
2. Pb56+ on C at 28.9 MeV u−1 (v p = 34 a.u.;
26 electrons on the projectile)
In this case, one can explore not only the production of high
charge states, but also the depletion of the ion incident charge
that can be observed with tractable target thicknesses, unlike
the previous example. On Fig. 11, the difference between the
new ETACHA4 version and ETACHA “old” is visibly significant
both for the diminution of the incident ion charge state and
for the production of stripped ions. ETACHA4, which includes
a larger basis set and more refined cross sections, leads to
FIG. 11. (Color online) Evolution of selected charge states for
28.9 MeV u−1 Pb56+ with carbon target thickness. Symbols, experi-
ment [42]; dotted lines, ETACHA “old”; full lines, ETACHA4.
FIG. 12. (Color online) Evolution of selected charge states for
28.9 MeV u−1 Pb56+ with carbon target thickness. Symbols, experi-
ment [42]. Dash-dotted lines, ETACHA23 model; dash-double-dotted
lines, ETACHA3; short-dashed lines, ETACHA34; full lines, ETACHA4.
a clear improvement in the predictions when compared to
experimental results taken from Ref. [44].
To better understand the different effects that result in this
improvement, data of the four new versions of the ETACHA
code are presented in Fig. 12. For this collision system, which
involves a projectile initially dressed with 26 electrons (with
eight electrons on the 3d level), the new ETACHA23 and
ETACHA3 versions give very similar results. Only a slight
difference is observed in the prediction of the charge state
72+ that is produced at large target thickness but neither
reproduces the experimental data. Using ETACHA34 clearly
improves the agreement with experimental measurements
when the projectile ion starts to be stripped, i.e., for 57+
and 72+ ion charge states. Finally, as mentioned above, the
ETACHA4 version gives rise to quite good predictions over the
whole charge-state evolution, even at small target thickness,
i.e., regarding the depletion of the 56+ charge state.
Looking in more detail at the variances between the
different versions of the ETACHA code, the ETACHA34 im-
provement, compared to ETACHA23 and ETACHA3, in predicting
stripped projectile ions is clearly due to the inclusion of n = 4
which plays a role not only for the capture but especially in
the excitation and ionization channels. On the other hand,
ETACHA34 has a tendency to underestimate the remaining
fraction of the incident 56+ projectile ion at small target
thickness, because of a too crude inclusion of the n = 4
level that indeed favored somewhat too much the electron
loss. When comparing ETACHA34 and ETACHA4, at small
target thickness, one can see a strong effect that can be
easily explained as being due to excited states and “correlated
configurations.” To provide some clues as to what happens, let
us take, as an example, the situation at a target thickness of
5 μg cm−2, and use rounded values. According to ETACHA4,
which calculates correlated configurations, the non-negligible
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(i.e., larger than 1%) probabilities are
P (26e-n=1, 2 and 3, and 0e-n=4)
≈P (25e-n=1, 2, and 3, and 1e-n=4) ≈ 40%,
and P (25e-n=1, 2, and 3, and 0e-n=4)
≈P (24e-n=1, 2, and 3, and 1e-n=4) ≈ 10%, (5)
which yield P (56+) ≈ 80% and P (57+) ≈ 20% (see Fig. 12).
On the other hand, ETACHA34, which does not account
for correlated configurations, predicts that about half of the
projectile ions have 25 electrons in n = 1,2, and 3 and the
other half 26, and also almost equal fractions (half) of ions with
0 or 1 electron in n = 4, according to the numbers reported in
Eq. (5). However, when these probabilities are independently
combined, it leads to P (55+) ≈ 0.5×0.5 ≈ 25%; P (56+) ≈
0.5×0.5 + 0.5×0.5 ≈ 50%, and P (57+) ≈ 0.5×0.5 ≈ 25%
(see Fig. 12 where the 55+ charge state is not shown,
but is reported as negligibly small in measurements [42]).
This feature explains the difference in behavior of ETACHA4
compared to ETACHA34 at small target thickness. It is worth
mentioning that such an effect appears only for ions with
electron numbers close to full shells, and for small target
thicknesses where only two or three charge states have to
be considered. Finally, one should note that ETACHA3 results
can be made to be very close to those of ETACHA4 by “just”
dividing the ionization cross section of n = 3 in ETACHA3
by 2. This illustrates that estimating the excitation cross
section to n  3, by just adding excitation cross sections in
n = 4 to the direct ionization cross section in n = 3, still
overestimates the “net ionization” cross section that should be
used. Indeed, in this particular case of Pb56+ at 28.9 MeV u−1
on carbon, only 40% of the excitation cross section must
be added to direct ionization in n = 3 to reproduce quite
well the experimental data and to converge with ETACHA4,
demonstrating, as discussed in Sec. II B 3, the difficulties of
properly estimating the net ionization cross sections.
B. Results of the new ETACHA code for other
benchmark collision systems
As presented in the Introduction, the main motivation to
extend the ETACHA code was to be able to treat collision
systems entirely out of the perturbative regime, i.e., when the
perturbation parameter Kp [given by Eq. (4)] is much larger
than 1. Below, we illustrate the potential of the most recent
new version of the ETACHA code with two examples.
First, let us consider the collision system Pb56+ at
28.9 MeV u−1 on silicon, a target that corresponds to an
increase of the perturbation Kp parameter of about 2.2. From
Fig. 13, we can observe that a clear improvement is also
achieved over the whole charge-state distribution when using
ETACHA4 instead of ETACHA23 and comparing to experimental
data obtained under a random orientation of a silicon crystal
of effective thickness 1.1 μm [45], i.e., a target thickness of
327μg cm−2. It confirms the validity of ETACHA4 for treating
a collision system involving a multielectron projectile. The
slight variance observed beyond 72+, and similarly in Fig. 11,
is most likely due to nonuniformity of the target at such
thicknesses. On the contrary, the results of the new ETACHA23
version are quite unsatisfactory, even with inclusion of better
FIG. 13. (Color online) Comparison between charge-state distri-
bution measurements of 28.9 MeV u−1 Pb56+ on a 327 μg cm−2 sili-
con target. Symbols, experiment [43]; dash-dotted lines, predictions
of the new version of ETACHA23; full lines, ETACHA4.
ionization and excitation cross sections as compared to the
“old” ETACHA.
It is worth noting that we have also checked the behavior
of ETACHA4 in similar conditions, with measurements of still
the same projectile ion, but in aluminum targets [42]. For a
target thickness in a similar range (i.e., 220 μg cm−2 of Al),
the calculated mean charge state agrees also very well with
the measurements within less than 1%, reproducing also the
distribution shape though it is somewhat different from that of
the silicon target.
Second, we illustrate the behavior of ETACHA at low
velocities, by taking the example of the mean charge-state
measurements of laser-generated carbon ion beams at the
exit of a 27 μg cm−2 aluminum target (i.e., of 100 nm) in
the range of 0.045 to 0.5 MeV u−1 [9,46]. At 0.045 MeV u−1,
the Kp perturbation parameter takes a value as large as 10
for the carbon K shell, being 2.9 at 0.5 MeV u−1. For those
carbon beams generated by high-intensity short laser pulses
passing through aluminum, the experimental data correspond
to measurements of the evolution of the mean charge state
(Zmean) without counting the production of neutral ions, as a
function of the projectile energy. To perform comparison with
the ETACHA code, since we are dealing with carbon projectiles
(with up to five electrons) we compute data using ETACHA3,
which allows us to save computing time. As can been seen
in Fig. 14, the agreement with experiment is particularly
good. This example illustrates clearly the improvement of
the new version due to the incorporation of the CDW-EIS
and SEIK cross sections to describe ionization and excitation,
respectively, in a nonperturbative regime. One can note also
that ETACHA3 provides much more reliable predictions than the
Shima empirical law [1], which both agree at high projectile
energies (i.e., above 1 MeV u−1 in this case).
IV. CONCLUSIONS
The range of validity of the ETACHA code has been extended
to lower velocities in all the different versions of the ETACHA
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FIG. 14. (Color online) Mean charge-state measurement of laser-
generated carbon ion beams at the exit of a 27 μg cm−2 aluminum
target (symbols), compared to the ETACHA3 predictions (dash-dotted
line), and to the results of Shima et al. [1] (dashed line).
code for projectiles with a few electrons up to dressed ions
with (in principle) 60 electrons. We illustrated the different
improvements that have been made, as well as the validity
domain of the different available versions of the code, by
comparing the corresponding computed data with test collision
systems. In particular, we show that for a projectile initially
dressed with 26 electrons, i.e., Pb56+ with eight electrons in the
3d level, it is mandatory to properly take into account n = 4
and to then make use of the ETACHA4 version. Indeed, at the
projectile velocity of 23 a.u. and for relatively light targets
compared to the projectile atomic number, the capture cross
section in n = 4 is quite small, but the excitation from n = 3
to n = 4 is as large as the ionization of n = 3. In this respect,
we can now predict with good accuracy the charge-state
distribution of 238U71+ at 51 MeV u−1 obtained after the third
carbon stripper at the Riken RI-Beam factory [47]. If the target
atomic number is increased or the velocity decreased, i.e.,
for larger Kp perturbation parameter, ETACHA4 should still be
valid since the capture process is also now properly taken into
account. Therefore, the ETACHA code should provide rather
reliable data for some of the collision systems envisaged to
cover the entire 100Sn region with the Super Spectrometer
Separator at SPIRAL2, as for 58Ni19+ on 40Ca, 46Ti, 50Cr, or
54Fe from 3.5 to 4.5 MeV u−1 [8]. Nevertheless, preliminary
comparisons between ETACHA and measurements performed
with 11 MeV u−1 U38+ ions impinging on carbon targets (a
system of importance for the design of the Rare Isotope Ac-
celerator driver linac at Michigan State University (MSU)) [48]
exhibit the requirement to even extend the ETACHA code
towards the inclusion of n  5. Although ETACHA4 can in
principle be applied to ions with up to 60 electrons (a full n = 4
shell), to correctly account for the n + 1 level is mandatory.
Future work, based on the investigations we performed, will
include new tricks allowing us to fulfill this task simply
enough.
On the other hand, we have shown that ETACHA3 is now
well suited (running within a few seconds) to predict the
mean charge state of laser-generated carbon ion beams at
the exit of aluminum targets down to quite low projectile
velocity (i.e., vp = 1.3 a.u.). Here, the inclusion of more
appropriate theories to describe ionization and excitation
processes, namely, including CDW-EIS and SEIK, enables
us to cover the nonperturbative energy regime.
Finally, studies are currently under way to be able to
treat, within the ETACHA code, gaseous strippers as well. It
corresponds also to a strong demand for the “next-generation”
facilities such as RIKEN RI-beam factory (RIBF), FAIR at
GSI, and FRIB at MSU in order to provide high-intensity
uranium beams with energies higher than 200 MeV u−1 [49].
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