Abstract: For a process normally distributed and a target located at the mid-point of a twosided tolerance interval, Vännman suggests a family of indices depending on two parameters. In order to choose the parameters which allow to obtain an index that is sensitive to departures of the mean from the target, we need to take the properties of its estimator into account. For a target not located at the mid-point of the interval of tolerance, Chen and Pearn suggest a family of indices generalizing Vännman's. The moments of these indices are given, then their expected values and mean square errors are studied to choose an index that is sensitive to the deviations of the mean from the target.
Introduction
The capability indices of a process are used in industry in order to measure the capability of a process to produce according to some tolerances [L ;U]. For a target T located at the mid-point m of the tolerance interval, the most frequently used capability indices are 
--min -, - 
m U L = + the midpoint of the tolerance interval, µ the process mean and σ the process standard deviation under stationary controlled conditions, and E [.] denotes "expected value". p C represents the potential capability of the process, that is to say the maximum capability which can be obtained in the optimal conditions of fabrication when the mean µ is on the target T = m. p C is directly related to the expected percentage of non-conforming items when the studied characteristic of the process is normally distributed and µ = m. However, after Taguchi's works, the concept of quality should not be exclusively focused on the probability of nonconformance. Keeping the process on target is also very important. The three other indices hal-00220397, version 1 -28 Jan 2008 take into account this new aspect, in a different way. In this approach, Vännman (1995) generalizes the previous indices by proposing the index However, the infinity of choices thus offered does not simplify the task of the user. This is the reason why Vännman studies the properties of the estimators of ( , ) p C u v and offers a limited choice of one or two pairs (u,v) considering a certain number of criteria of optimality. For asymmetrical tolerances, that is to say when the target is not on the mid-point of the tolerance interval, Vännman (1997) When µ moves away from T towards the closest tolerance limit this index decreases faster than when it goes towards the farthest tolerance limit, which is an advantage since the index must respond faster to the deviations towards the wrong side. However ( , ) pa C u v is not always maximum in T and shows a singularity when the mean moves away towards the farthest tolerance limit. The generalization '' ( , ) p C u v suggested by Chen and Pearn (2001) in the case of asymmetrical tolerances is not hindered by these disadvantages: In an article accepted in 1995, but which to our knowledge, has not been published yet, Chen and Pearn (2001) Pearn and Chen (1998) , as well as by Pearn, Lin and Chen (2004) for the index '' '' (1, 0) pk p C C = , by Chen, Pearn, and Lin (1999) for the index '' '' (0, 1) pm p C C = , and by Chen (1999, 2001) for the index '' '' (1, 1) pmk p C C = . To begin with, the objective of this paper is to give the formulas for the r-th moment of '' ( , ) p C u v . This enables us in particular, to give for '' pk C identical expressions of the moments of order 1 and 2 , but simpler than Pearn's and Chen's (1998) . Then, following Vännman's approach (1995) concerning the symmetrical case, the properties of the estimators '' ( , ) p C u v will be used to choose the pairs (u,v) which come up to criteria of optimality.
Estimation of
The studied characteristic of the process is supposed normally distributed with mean µ and variance σ² . Two natural estimators of '' ( , ) p C u v can be considered, differing in the way the variance σ² is estimated. As Vännman (1995), we define the estimators '' , ( , ) 
Later on, we will consider only the estimator
p n C u v since the two estimators are related by
By a demonstration identical to , assuming that 
where ( ) i u − should be interpreted as 1 when i = 0, also for the case u = 0, and ( )
, ; ; F a b c z is the Gaussian hypergeometric function (Abramowitz and Stegun (1965) ) with parameters 2 a r = ,
, and
When the manufacturing tolerances are symmetric (T = m), then
, and the expression in (1) reduces to 2 1  0   2  1  2  1  ,  ;  ;1  2 !  2 2  2  1 2 2
which is identical to that obtained in Vännman (1995) for the symmetrical case. When the process is on target, that is T µ = , which is equivalent to 0 δ = , the expression in
In the special case when 0 u = , the expression in (1) reduces to ( ) 
In the special case when 0 v = , the expression in (1) reduces to ( )
In the special case when ( , ) u v = (0,0), using lemma 1 of appendix 1,
When ( , ) u v = (0,1) we obtain the expressions given by Chen, Pearn, and Lin (1999) for ''
we obtain the expressions given by Pearn, Lin, and (2) allows to obtain the first two moments in the following form :
These expressions are identical but simpler (see appendix 1) that those given by Pearn and Chen (1998) , except for a coefficient since they calculate ( )
Optimality Criteria
Here we take up with slight modifications, the approach suggested by Vänmann (1995) for symmetrical tolerances, which we extend to the case of asymmetrical tolerances. Several studies are carried out according to the position of the target within the tolerance interval. This position is located by the parameter deviations from the target value, especially in the case when σ is small, because in such a case it is more difficult to detect the fact that the process is not capable as it is not on the target.
, for any value of µ within the tolerance interval, we have
p p C u x v y C u v + + ≤ , for any , 0 x y ≥ . This shows that if we want the index to be sensitive to deviations of µ from T, then u and v should be large. Of course, the index being unknown, we wish its estimator to be sensitive. However it would be useless to have a very sensitive estimator if it was not reliable, that is to say if its bias and its mean square error (MSE) were important. Various calculations have been carried out varying the parameters
(1), n = 10, 50(10), u = 0, 5(1), and v = 0, 5(1). Only integer values of u and v were utilized since it seems not to be of any interest to consider more complicated indices The results show that in general, the larger u and v are the more sensitive the estimator is, but also the larger the bias and the MSE are. However this is not always true when a is equal to 0 or close to 0. For example, for b = 2, n = 10, a = 0, the bias and the MSE of C are equal to -0.026 and 0.034. We thus should find a compromise between the quality and the sensitivity of the estimator. Hence the following strategy :
Step 1 : When a = 0, choosing the values of u and v that will give simultaneously small values of the relative bias and the mean square error. It is the most important property, for a reliable estimator is essential when the process is working in optimal conditions. In practice, we calculate the relative bias and the MSE for the various values of b and n, which gives us 25 possible cases. We keep the 4 pairs (u,v) which are simultaneously the best, in these 25 situations.
Step 2 : Selecting the values of u and v for which the estimator of '' ( , ) p C u v has an expected value that is sensitive to departures from T.
An estimator is all the more sensitive to the deviations of µ from T, as its expected value decreases quickly when µ moves away from T. In order to measure the sensitivity of the estimator '' , ( , ) p n C u v , we use the quantity called S equal to the quotient of ( )
p n
p n E C u v when a = 0. By way of comparison, we calculate the sensitivity of the
The smaller S is, the more the expected value of the estimator decreases, and then the more sensitive the estimator is.
The expressions of ( )
v allow to note that the sensitivity is independent of b when u = 0, and thus depends only on a and n in that case.
Unfortunately an index cannot have the best sensitivity for any value of a, b, and n. As we need an index, especially sensitive when σ is small, we will first examine the greatest values of b. If necessary, we will compare then the sensitivity for the lowest values of |a|, because the index must quickly detect the deviations of the mean. In practice we will eliminate the least sensitive pair and keep only three for the next step.
Step 3 :
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Choosing an index according to the quality of the estimators for any a , and to the sensitivity, and the facility of interpretation for the practitioner. At the previous steps, the indices were kept for their low values of relative bias and MSE when a = 0. It is now necessary to compare them for any value of a. For indices having rather similar properties, the practitioner will no doubt prefer indices he is able to interpret, even if that means a slight loss in the quality of the estimators and the sensitivity. Whatever the position of the mean within the tolerance interval, we always have
equality happening only when the mean is on the target. Thus, '' (0, 0) p C represents the potential capability, that is to say the maximum capability to be hoped for in the optimal conditions of production. When the mean moves away from the target and reaches the tolerance bounds, we have when the mean is on the target and 0 when the mean reaches the interval bounds. The case u > 1 is the least interesting because the index can take negative values within the tolerance interval. The interpretation is made easier since it is linked to u, with u = 1, u = 0, then u > 1 in order of preference.
In the next paragraphs, we give the results of each step for various positions of the target. All the calculations which have been carried out cannot be given here. Only some tables of results allowing the reader to follow the adopted strategy are given in appendix 2.
Optimal indices when
Step 1 : We are in the situation where a = 0. As an example, consider the case when n = 30. When b = 2 and 6, Table 1 gives the relative bias of '' , ( , ) p n C u v , and Table 2 gives the mean square error MSE of '' , ( , ) p n C u v multiplied by 100. If in each one of these 4 tables we choose the 8 best pairs, the common pairs selected are (u,v) = (0,2), (0,3), (0,4), (1,0), (1,1), (1,2). For the values n =10, 50(10) and b =2, 6(1), we obtain 25 tables which are not reproduced here. By selecting the 8 best pairs out of these 25 tables, the common couples selected are (u,v) = (0,2), (0,3), (0,4), (1,2).
Step 2 : For example, table 3 gives the sensitivity of the estimator '' , ( , ) p n C u v and of the index '' ( , ) p C u v for the previous pairs when n = 10, 30, 50, and b = 2, 6. We note that the least sensitive is
(1, 2) p n C the situation is less clear. So, we compare them for b = 6. In that case again, the comparison is not obvious. Then we restrict ourselves to the small values of a, and reach the conclusion that
is the most sensitive. The study for the other values of n , not given here, leads to the same conclusions. At this stage we retain only the pairs (u,v) = (0,3), (0,4), (1,2).
Step 3 : For these 3 pairs Table 4 gives the relative bias of '' , ( , ) p n C u v when n = 30, b = 2, 6 and Table 5 gives the MSE of '' , ( , ) p n C u v multiplied by 100 when n = 30, b = 2, 6(1). We note that '' , (0,3) 
Step 1 : a = 0. When n = 30, b = 2, 6, Table 6 gives the relative bias of
p n C u v , and Table 7 gives
p n C u v multiplied by 100. If in each one of these 4 tables we choose the 10 best pairs, the common pairs selected are (u,v) = (0,1), (0,2), (0,3), (0,4), (1,0), (1,1), (1,2), (2,0). For the other values of n and b not given here, the 4 best common pairs are obtained from the 10 best pairs of each table, and are (u,v) = (0,2), (0,3), (0,4), (1,2).
Step 2 : Table 8 gives the sensitivity of the estimator Step 3 : For these 3 pairs Table 9 gives the relative bias of (1, 2) p n C with regard to the relative bias. As regards the MSE it is difficult to make a distinction between the 3 estimators. All the results which are not given here lead to the same conclusions. As a conclusion for the case d/Du = 4/3, if we must retain one index, the choice could be done according to the criterion to which preference is given: If the quality of the estimators is chosen : retain '' (0,3) p C which is the least biased when the process is on target. If it is the sensitivity : retain '' (0, 4)
If it is the facility of interpretation : retain '' (1, 2) p C .
Step 1 : a = 0. When n = 30, b = 2, 6, Table 11 gives the relative bias of
p n C u v , and Table 12 gives other values of n and b not given here, the 4 best common pairs are obtained from the 10 best pairs of each table, and are (u,v) = (0,1), (0,2), (1,1), (1,2).
Step 2 : Table 13 (1,1) p n C . The study for the other values of n , not given here, leads to the same conclusions. At this stage we retain only the pairs (u,v) = (0,2), (1,1), (1,2).
Step 3 : For these 3 pairs Table 14 gives the relative bias of '' , ( , ) p n C u v when n = 30, b = 2, 6 and Table   15 gives the MSE of '' , ( , ) p n C u v multiplied by 100 when n = 30, b = 2, 6(1). These two tables, as well as those made for the other values of the parameters do not allow to distinguish one estimator from the other 2. In conclusion, for
which is the most sensitive, and the interpretation of which is easy.
Step 1 : a = 0. When n = 30, b = 2, 6, Table 16 gives the relative bias of Step 2 : Table 18 gives the sensitivity of the estimator '' , ( , ) p C u and consequently its expected value become negative when the mean approaches the tolerance bounds. As it is not very judicious to measure the capability using a negative quantity, we did not copy out such values on table 18. No pair, even for b = 6 and a = -0.5, 0.5 allows any conclusion. Therefore in table 18 we have added the values of the sensitivity for values of the mean nearer to the target, considering a = -0.1 and 0.1. As can be noted, the rank is completely reversed according to whether the mean moves towards the lower or the upper limit. It is then impossible to draw any conclusion concerning the sensitivity of these 4 estimators.
Step 3 : For these 4 previous pairs, Table 19 gives the relative bias of none can be considered as better than the others. Under these conditions, since none of the estimators is preferable for its sensitivity or its reliability, only the criterion of interpretation is retained. This is the reason why we recommend the use of '' (1,1)
Appendix 1
In order to obtain ( ) 
1 2 0 0 0 ( )
p n E C u is obtained from the equation (2), by using the formulas of duplication of the function Γ, 
is obtained from the equation (2), by using the formulas of duplication of the function Γ,
Then by using lemmas 1,2, and 3, 4, and 5,
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