We present here a new approach of the partial control method, which is a useful control technique applied to transient chaotic dynamics affected by a bounded noise. Usually we want to avoid the escape of these chaotic transients outside a certain region Q of the phase space. For that purpose, there exists a control bound such that for controls smaller than this bound trajectories are kept in a special subset of Q called the safe set. The aim of this new approach is to go further, and to compute for every point of Q the minimal control bound that would keep it in Q. This defines a special function that we call the safety function, which can provide the necessary information to compute the safe set once we choose a particular value of the control bound. This offers a generalized method where previous known cases are included, and its use encompasses more diverse scenarios.
I. INTRODUCTION
Transient chaos is a behaviour found in nonlinear systems where trajectories behave chaotically in a certain region Q of the phase space, before eventually escaping to an external attractor. In some occasions, this escape involves a highly undesirable state and therefore the application of some control scheme is required to prevent it. Different control methods have been proposed in the literature [1] [2] [3] [4] to achieve this goal.
However, these methods sometimes fail dramatically in presence of noise due to the exponential growth of small perturbations in chaotic dynamics. To deal with real systems where the presence of noise can be unavoidable, it has been recently proposed the partial control method [5, 6] . This method is applied on chaotic maps and it is based on the following scheme:
q n+1 = f (q n ) + ξ n + u n |ξ n | ≤ ξ 0 and |u n | ≤ u 0 , with ξ 0 > u 0 > 0.
(
Here, the term f (q n ) represents the action of the map, while the terms ξ n and u n represent the disturbance and control acting on the nth iteration of the map. Both, the disturbance and control are bounded so that |ξ n | ≤ ξ 0 and |u n | ≤ u 0 , with ξ 0 > u 0 > 0. These constraints are a consequence of the limitations of both the disturbance ands control in most applications.
One of the remarkable findings of the partial control method is that, controlled trajectories exist for values u 0 < ξ 0 . This means that the changes in the dynamics of the system induced by the disturbances can be counteracted with the application of a smaller amount of control.
Such a counterintuitive result was proven in several paradigmatic systems like the Hénon map [6] , the Duffing oscillator [6] or the Lorenz system [7] as well as other models in the context of ecology or cancer dynamics [8, 9] .
To implement this method, it is necessary to know the map f (q) and the disturbance bound ξ 0 . Then specify the region Q where we want to keep the trajectories, and set the control bound u 0 that we want to apply. By using an algorithm called the Sculpting Algorithm [6] it is possible to found the subset of points q ∈ Q that can be controlled under the scheme (1) . This subset is called the safe set and its shape depends on the choice of the bound u 0 .
When we compute the safe set, there is a minimum u 0 < ξ 0 for which the safe set exists.
That is, the safe set can be computed only for values of u 0 larger than this minimun u 0 . An example of this technique is shown in Fig. 1 , where an uncontrolled trajectory and a controlled one are compared in the case of the slope-3 tent map. This map is given by:
where as an example, we consider a disturbance bound ξ 0 = 0.040. In Fig. 1 (a) the control is not applied, and trajectories abandon the region Q = [0, 1] after a few iterations. In Fig. 1 (b) the partial control method is applied. For a u 0 = 0.025 we found the safe set displayed at the bottom of the figure. By forcing the trajectory to pass through this set, the orbit is kept in the interval [0, 1] by using at every iteration a control |u n | ≤ 0.025.
II. A NEW APPROACH
With the aim to extend the applications of the partial control method, a new approach has been developed. Now, the maps considered are more general and have the following Figure 2 . Definition of the function U k . In this figure a region Q (where we want to keep the dynamics) and a possible function U k (in blue) are represented. We assumed that the dynamics in this region has escapes and the control is applied to avoid these escapes. To implement the control technique, a grid covering the region Q (in this case N=11 points) was taken. The controlled dynamics is given by q n+1 = f (q n ) + u n . We identify the starting and arrival point as q form:
where ξ n is a disturbance term (random perturbation), belonging to a bounded distribution.
However here, the bound of the disturbance distribution is allowed to be space-dependent, and can act over the variables or parameters of the map. The u n term is the control applied to the variables of the map with the aim of keeping the trajectory in the desirable region Q.
To explain the goal of this approach, suppose that we start with the initial condition q ∈ Q, and in order to sustain the trajectory in Q during the next k iterations, we apply a sequence of control magnitudes (|u 1 |, |u 2 |, .., |u k |). However this choice of controls is not unique, and certain strategy should be followed in order to keep these controls low. What we pursue here is to find a control strategy that minimizes the upper bound (the maximum) of these controls.
To do that we define in the region Q a special function that we name U k . The value U k (q) of this function represents the minimum control bound needed to sustain a trajectory (starting in q) in the region Q during k iterations. This means that the sequence of k controls applied to this trajectory satisfy the condition max(|u 1 |, |u 2 |, .., |u k |) ≤ U k (q). This bound is minimal, so no other controlled trajectory exists with a smaller control bound.
The U k , U k−1 , ..U 0 functions implicitly define the control strategy, so we will focus here on finding these functions. This finding is not trivial due to the chaotic dynamics present in the region Q. However, it is possible to obtain them, following an iterative procedure so that with the initial knowledge of U 0 we can obtain U 1 , U 2 .. etc. To explain the procedure, we consider first the particular case where no disturbances are present in the controlled dynamics, and then we extend the reasoning to the case where the disturbances appear.
A. Computing the functions U k in absence of disturbances.
When no disturbances affect the system, the controlled map has the form q n+1 = f (q n ) + u n . We use a grid on Q of N points, and the index i To illustrate the computation of the U k , the slope-3 tent map shown in Fig. 3 will be used as an example. The region Q selected is the interval [0, 1]. Note that the central points As we want to minimize the new control bound U 1 [i = 3], the pair with a minimum upper bound has to be selected, that is,
, ∀i is drawn (the values indicated are approximate).
escape after one iteration. The idea is to compute recursively the functions 
, ∀i is drawn (the values indicated are approximate). In a similar way, functions U 3 , U 4 ... etc. can be obtained.
when the scale axis overlap.
To explain how to compute U 1 [i], we take for instance, the point q[i = 3] shown in (present control, future control), so that the pair that minimizes the overall control will be the Figure 5 . 
The resulting function U 1 is displayed in Fig. 3 (b). It can be seen that the central points of Q maps outside Q, and therefore they need a big control to return to Q in just one iteration. Therefore a central peak appears in the function U 1 .
Once we have U 1 , the function U 2 can be computed following the same process (see Fig. 4 ). 
where N = total number of grid points. 
B. Computing the functions U k in presence of disturbances
The extension of the recursive algorithm in the case of systems affected by disturbances is rather straightforward. Now the dynamics is given by q n+1 = f (q n , ξ n ) + u n , where ξ n is the disturbance term belonging to a bounded distribution.
In Fig. 6 , we illustrate the case of a map affected by a bounded disturbance distribution.
The main complication here is that, due to the disturbance, the same point has multiple disturbed images. This number can be infinite and therefore, a discretization must be taken to perform the computations (see the red dots in Now, to compute the functions U k in presence of disturbances, we follow a similar reasoning as in the case where there are no disturbances. However, in this case we also have to evaluate all the disturbed images for a given point q[i], and take the maximum among them all to obtain an overall upper control bound. Therefore, the recursive formula in presence of disturbances is given by: In this section, we study the important case where the goal of the controller is to keep the trajectory in the region Q forever with the smallest control bound. To do that, it is required to find U ∞ (that we call the safety function) and therefore iterate infinite times the algorithm. However, if the algorithm converges for a given iteration k so that U k+1 = U k , then it follows that U ∞ = U k and the iterative process is finished. We do not intend here to explore the necessary mathematical conditions to achieve the convergence. Our finding is that for the analyzed transient chaotic maps, the algorithm converges in a few iterations.
In the next sections some examples supporting this point will be provided.
To show different examples of safety functions and how the disturbances affect them, we represent in Fig. 7 the safety function U ∞ (in blue) for different maps. The maps at the top Note that the safety function U ∞ has larger values in this case, since a larger control bound is needed to sustain trajectories affected by larger disturbances.
To control a trajectory by means of the safety function, we need to specify first the upper control bound u 0 that we want to apply. This value must be chosen so that u 0 ≥ min(U ∞ ). Once the safety function U ∞ is computed, the safe set is the set of points q ∈ Q that satisfy U ∞ (q) ≤ u 0 , where u 0 is the control bound that we want to apply. In panel (a) we draw the safety function (in blue) corresponding to the map of Fig. 7(a) , the tent map affected by an uniform disturbance with bound ξ 0 = 0.05.
The safe set corresponding to u 0 = 0.03 is shown at the bottom (green bars). In panel (d) a trajectory is controlled by applying every iteration a control |u n | ≤ u 0 that forces the trajectory to pass through the safe set. The controls |u n | applied are shown in panel (g), and for convenience we only display the first 100 iterations. Panels (b,e,h) are equivalent but taking instead a control bound u 0 = 0.07. In panels (c,f,i) the control bound is u 0 = 0.15. Note that the larger the u 0 value, the larger the safe set, and therefore the trajectory is allowed to explore more points of the
Above this minimum, any value u 0 is allowed. The set of points q for which U ∞ (q) ≤ u 0 constitutes what we call the safe set. Only this set of points can be controlled forever by applying controls |u n | ≤ u 0 , where in each iteration of the map, u n is chosen to force the trajectory to pass through the safe set. Very often, the choice of the control u n is not unique 
A. Application to the tent map affected by asymmetric disturbances
In the previous examples, we have considered maps where the disturbance ξ n affecting the trajectories were uniformly bounded so that |ξ n | ≤ ξ 0 ∀x ∈ Q. However there is no impediment to apply the algorithm in case of non-uniform disturbance bounds. To show an example, we consider the slope-3 tent map affected by a non-uniform disturbance. The system is given by:
where the term ξ n (4x n − 3) models the asymmetric disturbance distribution (see Fig. 9 ).
This particular choice of disturbance was made on purpose to show the particular shape of the function U ∞ . For this map, the fixed point x * = 0.75 is affected by a zero disturbance, and therefore it needs zero control since f (x * ) = x * . For this reason, we expect that the safety function evaluated in the fixed point takes the value U ∞ (x * ) = 0.
We have chosen a uniform grid of 1000 points in the region Q = [−0.1, 1.1], and we have computed the safety function U ∞ , which is shown in Fig. 9 . We can observe that U ∞ has a minimum in the fixed point x = 0.75. This minimum control is virtually zero, as we expected. In the right panel of the trajectory remains in the fixed point. This interesting result could be used by the controller to change the qualitative behavior of the trajectory, just varying the control value u 0 .
B. Application to the Hénon map
In order to compute a two-dimensional safety function, we use here the Hénon map, defined as: The controlled dynamics of the system is then given by:
We have applied the extended partial control algorithm with a disturbance bound ξ 0 = 0.10, obtaining the safety function U ∞ shown in Fig. 11 . The logarithm of U ∞ has been plotted for a better visualization. The minimum of U ∞ is found at the value 0.07. In the In this example, we have worked with an ecological model that describes the interaction between 3 species: resources, consumers and predators. The interest of this model lies in the fact that, for some choices of parameters, transient chaos appears involving the extinction of one of the species. Without no control, the system evolves from a situation where the three species coexist towards a state where just two species survive, while predators get extinct.
The model that we have used is an extension of the McCann-Yodzis model [10] proposed by Duarte et al. [10, 11] , which describes the dynamics of the population density of a resource species R, a consumer C and a predator P . The resulting model is given by the following set of nonlinear differential equations:
Depending on the parameters values, different dynamical behaviours can be found (see and 12(c).
With the aim of avoiding the extinction, we have computed the safety function. To do that, first we have discretized the dynamics to obtain a map. It is straightforward to build a map taking a Poincaré section that intersects the flow. In this case, we have chosen the plane C = 0.24 as shown in Fig. 13(a) . For this Poincaré section the intersection of the plane and the flow, gives us a set of points (R n , C n , P n ) that is approximately one-dimensional.
Note that C n has a constant value equal to 0.24, and the variable R n is practically constant.
Therefore it is possible to construct a return map of the form (P n , P n+1 ) and control the system just perturbing the variable P n . Due to the finite escape time of the transient chaotic trajectories, several trajectories were simulated (displayed with different colors in Fig. 13) to obtain a representative return map.
We consider here two different cases. First, a situation where the trajectories are affected by continuous noise in the variables. Second, the case where a continuous noise is affecting the parameter K of the system. We want to point out here the difference between the meanings of disturbance and noise. In our convention, the disturbance term only appears in the map and represents the amount of uncertainty measured in this map. In this sense, the disturbance is the product of the accumulated noise along the trajectory during one iteration of the map. The controlled scheme is given by:
where ξ n is a particular disturbance whose bound ξ 0 may be space-dependent.
In the first scenario, the trajectories were obtained by using a RK4 integrator with a
Gaussian noise affecting the variables (R, C, P ). In Fig. 14(a) we obtain the two red curves shown in Fig. 14(a) . The gap between the two curves contains the disturbed points corresponding to each P n value. We can see that the disturbance gap is rather uniform in this case.
In order to avoid the extinction of predators, the region Q selected to keep the trajectory is the interval [0.58, 0.76], where a grid of 2000 points were taken for the computations.
Then, we have computed the safety function U ∞ shown in Fig. 14(b) . The minimum of this function corresponds to the value 0.010. Taking a control bound u 0 = 0.011 a trajectory was controlled using the corresponding safe set. Only the variable P n needs to be controlled since R n and C n remain practically constant. In Fig. 14(c) , 500 iterations of the controlled trajectory are displayed. Every time the Poincaré section is crossed, a suitable control |u n | ≤ 0.011 is applied. As a result, the extinction of the predators is avoided and the 3 species coexist in a stable chaotic regime.
In the second situation, we consider a small Gaussian noise affecting the parameter K of the system. This noise affects continuously K and it has been included in the integrator. Proceeding in a similar way to the previous case, we obtain the return map shown in Fig. 15(a) . It can be appreciated that, in comparison with the first scenario, the disturbance interval (gap between red lines) is smaller and less uniform. Therefore the U ∞ function, which is shown in Fig. 15(b) is quite different. In the Fig. 15 (c) a controlled trajectory is displayed, for which we have used a control bound u 0 = 0.006. We have only used 500 iterations to represent the controlled trajectory. During these iterations, no control u n exceeds the control bound u 0 . However, due to the Gaussian noise (not bounded) affecting the parameter K, it may happen that at certain iteration we need an extra control.
For example, if we work with a map affected by a normal disturbance distribution, and we bound it with a three-sigma interval, the safety function U ∞ obtained and the upper bound u 0 selected, will be valid the 99.7% of the times. The rest of iterations (0, 3%), a suitable control will minimize the risk of having to apply a big control in the following iterations. As we know how safe is every point q ∈ Q, this suitable control can be chosen efficiently.
IV. CONCLUSIONS
We have presented here a new algorithm in the context of the partial control method.
This method is applied to maps of the form q n+1 = f (q n , ξ n )+u n , where ξ n is the disturbance and u n the control. Given a region Q where the dynamics presents an escape, the method calculates directly the minimum control bound needed to sustain a trajectory in the region Q forever. To do that, we have introduced the safety function U ∞ that can be computed 22 through a recursive algorithm. This function characterizes every state q ∈ Q and tell us how much effort is required to control it. Once the safety function is computed, we only need to pick a bound u 0 ≥ min(U ∞ ). Controlled trajectories are possible by applying a suitable control |u n | ≤ u 0 every iteration.
The new partial control algorithm has been proven in the one-dimensional tent map and the two-dimensional Hénon map, under a non-uniform and a uniform disturbance bound respectively. We have also applied the control method to a continuous ecological system where one of the species eventually gets extinct via a boundary crisis. Two different scenarios were studied, a continuous noise affecting the variables, and a continuous noise affecting one parameter of the system. In both cases the safety function U ∞ was obtained and the trajectories controlled, avoiding the extinction.
We show that the use of the safety functions U ∞ makes this partial control approach very robust and specially useful in the case of experimental time series. Although the method was presented here to avoid undesirable escapes in chaotic transient dynamics, we believe that this method can be extended, under minor modifications, to other interesting scenarios. 
