Abstract. Leakage current promises to be a major contributor to power dissipation in future technologies. Bounding the maximum and minimum leakage current poses an important problem. Determining the maximum leakage ensures that the chip meets power dissipation constraints. Applying an input pattern that minimizes leakage allows extending battery life when the circuit is in stand-by mode. Finding such vectors can be expressed as a satisfiability problem. We apply in this paper an incremental SAT solver, PBS [1] , to find the minimum or maximum leakage current. The solver is called as a post-process to a random-vector-generation approach. Our results indicate that using a such a generic SAT solver can improve on previously proposed random approaches [7] .
Introduction
One of the challenges in designing integrated circuits is limiting energy and power dissipation. The concerns are many, including packaging and cooling costs, battery life in portable systems, and power supply grid design. As process geometries scale to achieve a 30% gate delay reduction per technology generation, the typical scaling of the supply voltage (Vdd) by 30% promises to reduce the power by 50% [4] . Such supply voltage scaling will also require scaling the threshold voltage ( ) for MOS devices to sustain the gate delay reductions. Decreasing however results in an exponential increase in the subthreshold leakage current. Thus, although the overall power is decreasing, the power dissipation due to the leakage component is increasing. It is expected that within the next 2 process generations leakage power dissipation will contribute as much as 50% of the total power dissipation for high performance designs [21] . Particularly for devices that spend a significant percentage of their operation in standby mode, such as mobile device, is leakage current a critical concern. For such devices, it is not uncommon for standby leakage power to be the dominant factor in the total battery life time.
Several circuit techniques have been proposed in recent years to minimize leakage currents. A common approach is to use a dualprocess where transistors are assigned either
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Vt a high or a low threshold voltage, the high devices having typically 30-50% more delay but as much as 30x less leakage than the low device. This approach requires one additional process step and therefore entails some additional manufacturing cost. One dualimplementation uses a high NMOS or PMOS transistor to shut off the supply to low logic [9] . This approach results in very good reduction in standby leakage current, but requires significant layout area overhead for the large power supply shutoff transistors. It also suffers from power supply integrity issues. In multi-threshold CMOS, speed critical gates are assigned a low and non-speed critical gates are assigned a high , thereby reducing the leakage of these gates. This approach has the advantage that it requires no additional area overhead. However, multi-threshold CMOS typically has a significant performance penalty since the majority of the gates must be assigned high in order to obtain a significant savings in the standby leakage current. Recently, multi-threshold CMOS techniques that combine device sizing and assignment have been proposed [17] . Another recent leakage minimization approach is based on the observation that a stack of two OFF devices has a significantly reduced leakage compared to a single OFF device [14] . A pull-down transistor is therefore replaced by two series connect transistors. However, this technique has a significant area overhead.
One of the key observations of gate leakage is that it strongly depends on the input state of a gate [7] . Based on this observation, Halter and Najm modified the circuit's latches to force their outputs high or low during sleep mode without losing the state of the latch. By assigning a low leakage state to output nodes of the latches, significantly leakage current can be saved during standby mode. Forcing the output to a high or low state requires a pass transistor in parallel with a shut to Vdd or Gnd and results in a slight increase in the latch delay. For flip-flop based designs, an alternate methods was recently proposed that does not increase the delay of the flip-flop noticeably [21] In order to minimize the leakage in this approach, the circuit state with the minimum leakage state must be determined. On the other hand, the circuit state with the maximum leakage is important for designers to ensure that the circuit meets the standby power constraints which in turn impacts battery-life. Several methods for finding the minimum or maximum leakage state have been proposed. In [7] , a the minimal leakage state was determined with random vectors whose number was selected to achieve a specific statistical confidence and tolerance. Bobba and Hajj proposed a graph-based heuristic to estimate maximum leakage power [3] . A constraint graph is built as follows: for each gate, vertices are created. The weight of each vertex represents the leakage power when the inputs are in a particular state. Edges between the vertices represent constraints that only one of the input assignments is possible. Other edges are added that enforce the logic functionality between gates. The proposed heuristic uses a greedy linear algorithm to find a maximum weight independent set to maximize the weights of the vertices under the constraint that no edges between any pair of selected vertices are selected.
Johnson et al. [8] experiment with greedy heuristics and an exact branch and bound search to find maximum and minimum leakage bounds. They propose a leakage observatory metric that reflects how a particular circuit input affects the state and thus magnitude of leakage current for all the circuit components. This metric can be calculated once before assigning any input variables, or it can be re-calculated repeatedly after each partial assignment. Their experiments show that the dynamic re-calculation of observatory metric after partial
assignments improved the quality of the results found by the greedy heuristics to the point that it matched those found by the exact branch and bound algorithm. Recently, SAT has been shown to be very successful in various applications, such as formal verification [2] , FPGA routing [13] , and timing analysis [16] . In this paper we propose using a SAT solver, PBS [1] , to find the minimum or maximum leakage current. Finding the input vector that causes such a current corresponds to solving a SAT instance [8] . PBS was chosen because: (a) it allows incremental exploration of the solution space, (b) it handles both CNF and pseudo-Boolean constraints that can express gate leakage restrictions, and (c) it implements the latest enhancements in SAT. The obtained leakage vectors can be used by designers to determine if the circuit meets the required leakage specifications or to assign the circuit to a low leakage state during standby mode.
We begin the paper with an overview of Boolean Satisfiability. We then describe how to model the leakage problem to solve it via PBS. We conclude with an example and experimental results.
Boolean Satisfiability
The satisfiability problem involves finding an assignment to a set of binary variables that satisfies a given set of constraints. In general, these constraints are expressed in conjunctive normal form (CNF). A CNF formula on binary variables consists of the conjunction (AND) of clauses each of which consists of the disjunction (OR) of literals. A literal is an occurrence of a Boolean variable or its complement. We will refer to a CNF formula as a clause database (DB).
Most current SAT solvers [1, 10, 12, 19, 20] are based on the original Davis-Putnam backtrack search algorithm [5] . The algorithm performs a search process that traverses the space of variable assignments until a satisfying assignment is found (the formula is satisfiable), or all combinations have been exhausted (the formula is unsatisfiable). Originally, all variables are unassigned. The algorithm begins by choosing a decision assignment to an unassigned variable. A decision tree is maintained to keep track of variable assignments. After each decision, the algorithm determines the implications of the assignment on other variables. This is obtained by forcing the assignment of the variable representing an unassigned literal in an unresolved clause, whose all other literals are assigned to 0, to satisfy the clause. This is referred to as the unit clause rule. If no conflict is detected, the algorithm makes a new decision on a new unassigned variable. Otherwise, the backtracking process unassigns one or more recently assigned variables and the search continues in another area of the search space.
As an example, a CNF instance consists of 3 variables, 2 clauses, and 4 literals. The assignment leads to a conflict, whereas the assignment satisfies . Several powerful methods have been proposed to expedite the backtrack search algorithm. One of the best methods is known as the conflict analysis procedure [10] and has been implemented in almost all SAT solvers, such as GRASP [10] , Chaff [12] , PBS [1] , SATIRE [19] , and SATO [20] . Whenever a conflict is detected, the procedure identifies the causes of the conflict and augments the clause DB with additional clauses, known as conflict-induced clauses, to avoid regenerating the same conflict in future parts of the search process. In essence, the procedure performs a form of learning from the encountered conflicts. Significant
speedups have been achieved with the addition of conflict-induced clauses, as they tend to effectively prune the search space. Intelligent decision heuristics and random restarts [6] , also played an important role in enhancing the SAT solvers performance. Chaff [12] proposed an effective decision heuristic, known as VSIDS, and implemented several other enhancements, including random restarts, which lead to dramatic performance gains on many CNF instances.
Recently, a new SAT solver, known as SATIRE [19] , introduced two new enhancements, namely incremental satisfiability and handling non-CNF constraints. The former enhancement allows sets of related problems to be solved incrementally without the need to solve each problem separately. The latter enhancement, involves expressing complex constraints whose encoding in CNF is impractical. In particular, it handles Pseudo-Boolean (PB) expressions which are expressions of the form , where and are constant real values and are literals of Boolean decision variables, i.e.
or . This attracted our attention, since the ability to reason over constraints which include real-valued components is a key feature when looking at the application of SAT solvers to leakage detection.
In this paper, we will use PBS [1] , a new SAT solver that handles both CNF and PB constraints. It combines the state-of-the-art search techniques implemented in Chaff [12] and SATIRE [19] . Unlike previously proposed stochastic local search solvers [18] , PBS is complete (i.e. can prove both satisfiability and unsatisfiability) and has been shown to achieve several order-of-magnitude speedups when compared to SATIRE [19] .
Bounding Leakage Using SAT Algorithms
In this section, we present our SAT-based approach for identifying the possible power leakage in a circuit. A SAT problem is created for each circuit with an objective function to minimize or maximize the possible leakage. Each problem consists of two groups of constraints: (1) a large set of CNF clauses modeling the circuit's logical behavior (2) objective constraint which specifies the amount of desired leakage.
Representing Circuits in CNF
Circuits are easily represented as a CNF formula by conjuncting the CNF formulas for each gate output. A gate output can be expressed using a set of clauses which specify the valid input-output combinations for the given gate. Hence, a CNF formula for a circuit is defined as the union of set of clauses for each gate with output :
where denotes all gate outputs and primary inputs in the circuit. Figure 1 , shows generalized CNF formulas for the NAND, NOR, and INVERTER gates.
Representing Leakage Constraints
After representing the circuit's logical behavior, we need to define an objective for the desired leakage. The objective function of the leakage estimate problem will be represented in PB, where Boolean decisions on the primary inputs of the circuit will determine a possible
leakage value for the circuit. In other words, this can be viewed as a constraint representing the predicate, "There exists a leakage < ", where is a real value. Such constraints are typically hard to express in CNF. Given a gate with inputs and leakage values associated with each of the possible input combinations, a PB is generated as follows: (2) where and represent the input combination and maximum possible desired leakage, respectively. Consequently, a single PB constraint can be expressed for all gates in the circuit.
As an example, consider a 2-input NAND gate. Using the leakage power values listed in Table 1 , the objective function will be expressed as: (3) However, PBS's input format allows a single literal to be associated with each coefficient entry, i.e. the term needs to be replaced by a single literal term. Hence, for a 2-input gate, four new variables are declared, each of which represents a possible input combination. Replacing by can be easily expressed in CNF using the following set of clauses:
The following set of clauses, in addition to the objective PB constraint and the CNF clauses representing the circuit's logical behavior compose the required input for PBS. 
Identifying Minimum/Maximum Leakage
Initially, the objective leakage is unknown for a circuit, unless it is specified by a user. Therefore, a valid primary input assignment is derived by running the SAT solver through the CNF clauses representing the circuit's logical behavior only. Based on the leakage values in Table 1 , the total leakage for the circuit is computed using the valid primary input assignment and consequent assignments of the internal gate inputs. The total leakage is decremented by 1 to identify the minimum possible leakage in the circuit. This value denotes the new objective value. A PB constraint expressing the new objective leakage is added to the problem. The problem is tested using the SAT solver. If the problem is satisfiable, the new total leakage is computed using the new input assignment and a new PB constraint is added with the new leakage objective . Otherwise, the problem is unsatisfiable and the circuit is proved to have a minimum possible leakage of . Equivalently, in order to identify the maximum possible leakage, a similar approach is used, but the objective leakage limit is incremented by 1.
The performance of the proposed approach is further improved due to the incremental satisfiability feature in PBS. Ideally, one would need to solve the problem independently from scratch every time the objective leakage is modified. However, the incremental approach provides the ability to modify previously solved problems by the addition or removal of constraints, thereby reusing decision sequences and retaining information learned by the solver from run to run.
We should note that other ways can be used to update the new leakage objective, such as using binary search. However, when compared with the monotonic tightening of the leakage constraint, the latter was faster, since most of the learning (i.e. conflict-induced clauses) is relinquished with binary search.
Example
Let's consider the circuit shown in Figure 2 . The circuit consists of two 2-input NAND gates and an Inverter. There are four possible input combinations to the circuit. Clearly, the minimum leakage is obtained by setting . In order to obtain the minimum leakage using PBS, the CNF clauses representing the circuit's consistency function are generated. The objective function is initialized to the maximum possible leakage of all gates, which corresponds to and all multi-literal terms are replaced by new variables. Suppose, PBS identifies the satisfiable assignment Table 1 . Le a kage power for 2-input NAND , 2-input N OR, a nd a n Inve rte r. 
Inputs
, which corresponds to the total leakage of 748. A new PB constraint, with an objective leakage of 747, is added to further reduce the leakage. A satisfiable assignment is identified with values . This corresponds to a leakage of 713. Again, a new PB constraint is added with an objective leakage of 712. PBS fails to identify a satisfiable solution. Hence, the minimum leakage is identified at 713.
Experimental Results
In order to evaluate the performance of the approach, we measured the maximum and minimum leakage for the MCNC benchmarks [11] . Each benchmark was sensitized using sis [15] to a circuit consisting of only 2-input NAND, NOR and Inverter gates*. All experiments were conducted on a AMD 1.2Ghz, equipped with 512 MBytes of RAM, and running Linux. We used PBS [1] as our SAT solver with the latest enhancements, such as conflict diagnosis and random restarts, enabled. PBS implements two decision heuristics, FIXED and VSIDS [12] . In practise, both heuristics are competitive depending on the problem's structure. Therefore, we tested each circuit using both heuristics. Our table of results report the best of both runs. The runtime limit for all experiments was set to 5000 seconds.
* Table 1 was used for the gate leakage values. 
In order to generate an initial objective goal, we generated 10K random PI vectors and identified the best leakage value among all vectors. The random approach eliminates significant part of the search space and assists in speeding up PBS. Table 2 lists the maximum and minimum leakage results for the MCNC benchmarks. (Random) represents the best leakage value obtained using the random vector generation approach [7] . (PBS-Leak) represents the final leakage value obtained using PBS. The PBS runtime (in seconds) and the %-improvement (%-Imp) on top of the random leakage value are also reported. The random approach runtime did not exceed a few minutes in most cases. A "*" in the (PBS) leakage column indicates that PBS didn't complete the search process because it exceeded either the allowed runtime or memory limits. In such a case, the best leakage value measured is shown. All leakage values are reported in units of pA. The table also shows the percentage and actual difference between the minimum and maximum leakage found by PBS. Several observations are in order:
• in almost all reported cases, PBS was able to identify the best possible leakage value.
• in several cases the random approach was unable of identifying the optimal leakage value, especially for large circuits. • the proposed approach was able to improve on top of the random approach by a factor of 20% in some cases. For example, PBS was able to improve on the value obtained by the random approach by a factor of 12% for the b9 circuit. Detecting such a difference in leakage power can be very useful.
• the difference between the minimum and maximum possible leakage can be large, especially for smaller circuits. Identifying techniques to reduce the circuit leakage, as the proposed technique, is crucial.
• PBS is fast for small circuits but as the circuit size grows PBS gets slower. Perhaps, larger circuits can be partitioned to speed up the search process.
• PBS can be viewed as a checker for the random approach. Figure 3 shows the minimum/maximum leakage values obtained using the random vector generation approach for the b9 and comp circuits. In both cases, the random approach, after generating 1M random vectors, was unable of identifying any maximal leakage values greater than 45K pA, whereas PBS was successful in measuring a maximal leakage value of 46K pA for both circuits. PBS was clearly able to improve on the minimum leakage bound as well.
Conclusions
In this paper, we have presented a new approach for determining the minimum or maximum leakage state for CMOS combinational circuits. The maximum leakage state can be used by designers to verify that the circuit meets the required leakage constraints. On the other hand, the minimum leakage state can be useful to reduce the leakage current during standby mode. The proposed method searches for the extreme circuit state using a short random search followed by a SAT-based formulation to tighten the leakage bound. The SAT-based problem formulation used both CNF and pseudo-Boolean constraints. To solve the SAT problem, PBS [1] was used since it allows incremental exploration of the solution space. The proposed methods was implemented and tested on a extensive set of circuits. The results show that in most case, the proposed methods can determine the minimum / maximum leakage state. Also, the SAT-based approach was able to obtain significant improvement over the random approach.
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