Synchronization between two coupled complex networks with fractional-order dynamics, hereafter referred to as outer synchronization, is investigated in this work. In particular, we consider two systems consisting of interconnected nodes. The state variables of each node evolve with time according to a set of (possibly nonlinear and chaotic) fractional-order differential equations. One of the networks plays the role of a master system and drives the second network by way of an open-plus-closed-loop (OPCL) scheme. Starting from a simple analysis of the synchronization error and a basic lemma on the eigenvalues of matrices resulting from Kronecker products, we establish various sets of conditions for outer synchronization, i.e., for ensuring that the errors between the state variables of the master and response systems can asymptotically vanish with time. Then, we address the problem of robust outer synchronization, i.e., how to guarantee that the states of the nodes converge to common values when the parameters of the master and response networks are not identical, but present some perturbations. Assuming that these perturbations are bounded, we also find conditions for outer synchronization, this time given in terms of sets of linear matrix inequalities (LMIs). Most of the analytical results in this paper are valid both for fractional-order and integer-order dynamics. The assumptions on the inner (coupling) structure of the networks are mild, involving, at most, symmetry and diffusivity. The analytical results are complemented with numerical examples. In particular, we show examples of generalized and robust outer synchronization for networks whose nodes are governed by fractional-order Lorenz dynamics.
After the seminal work in Ref. 1 , complex network models have become ubiquitous in the analysis of many phenomena appearing in the physical, biological, and social sciences. In particular, the analysis of synchronization in this class of models has attracted the attention of many researchers, with the expectation of gaining new insights of the interactions taking place in real-world complex systems. Most of the work in the literature so far has been focused on the synchronization of a collection of interconnected nodes (forming one single neteork), where each node is a dynamical system governed by a set of nonlinear differential equations (possibly displaying chaotic dynamics). In this paper, we study an extended version of this problem. In particular, we consider a setup consisting of two complex networks which are coupled unidirectionally (such that a set of signals from the master network are injected into the response network) with the important peculiarity that the dynamics of the nodes, nonlinear and possibly chaotic, are governed by sets of fractional-order differential equations. Then, we study how the response network attains synchronization with the drive network. Our analysis is fairly general. We impose few conditions on the network structure, do not assume that the nodes in a single network are synchronized and provide an analytical characterization of the problem in which the master and response networks are non identical (due to the perturbation of their fixed parameters). Our analysis is based on simple definitions of the synchronization error and the stability of fractional-order systems of differential equations, but it is also valid for "ordinary" networks whose dynamics is described by integer-order differential equations. Although the main aim of the work is to provide analytical insights, some numerical illustrations (obtained by computer simulations) are also presented.
I. INTRODUCTION
In recent years, the study of the dynamics of fractionalorder differential systems 2, 3 has attracted the interest of many researchers. In particular, it has been shown that some a) Electronic mail: asheghan@tsc.uc3m.es. b) Electronic mail: joaquin.miguez@uc3m.es. c) Electronic mail: mbehesht@modares.ac.ir. d) fractional-order differential systems behave chaotically or hyperchaotically, such as the fractional-order Chua circuit, 4 the fractional-order Chen system, 5 the fractional-order Lu system, 6 and others. 7, 8 Following these findings, the synchronization of chaotic fractional-order systems has become a popular research topic due to its potential applications in secure communications and control. 9 For example, in Ref. 10 , the synchronization of two fractional-order Lu systems has been studied. Also, the synchronization of two perturbed fractional-order Chen systems and the synchronization of two fractional-order Chua systems have been investigated in Refs. 11 and 12, respectively. Some additional attempts to attain the synchronization of fractional-order systems can be found in Refs. 13-15.
The study of synchronization phenomena in complex dynamical networks whose nodes are governed by fractionalorder nonlinear differential equations has also been addressed recently. Although complex networks have been a mainstream area of research for over a decade, 1, 16 nearly all the effort has been devoted to systems where the dynamics of the individual nodes are modeled by integer-order (albeit possibly nonlinear) differential equations. Results on the synchronization of complex dynamical networks of fractional-order nodes have only been reported very recently. [17] [18] [19] The work in Refs. 17 and 18 is limited to specific network configurations, namely a star topology in Ref. 17 and a ring topology in Ref. 18 . The contribution of Ref. 19 includes the analysis scale-free networks when a consensus algorithm 20 is used to achieve synchronization, with analytical results regarding the rate at which a certain synchronization error decreases.
The synchronization among the nodes of a single network has been termed "inner" synchronization in the literature. [21] [22] [23] Synchronization can also occur between two networks, though, and such phenomenon is distinctly referred to as "outer" synchronization. [24] [25] [26] [27] [28] [29] The research on outer synchronization, however, has been restricted to networks of ordinary nodes (whose dynamics are described by differential equations of integer order). To our best knowledge, the only attempt to investigate the synchronization between two complex networks with fractional-order nodes is the work in Ref. 30. However, the analytical treatment in that paper is not satisfactory. In particular, the presented proofs are based on an implicit linearity assumption for the system dynamics that makes them invalid for networks of typical nonlinear oscillators. 31 Moreover, even assuming linearity of the dynamics, the stability of the synchronization state is given in terms of a condition on the eigenvalues of a large system matrix, whose dimensions increase with the size of network. For real-world sized networks, testing any condition on such matrix would become prohibitive.
In this paper, we first investigate outer synchronization between two networks with diffusively coupled, fractionalorder dynamical nodes and then extend the analysis to relax several assumptions on the coupling scheme of the networks. In particular, we first obtain a linearized version of the synchronization error dynamics and then carry out a stability analysis that provides simple sufficient and necessary conditions for the synchronization error to converge locally toward zero. 32 Our approach avoids the need to compute eigenvalues of large system matrices (only their relative position is relevant) or to impose restrictive assumptions on the structure of the coupling matrices of the networks. Although we state our main results for the case of two identical networks with known parameters, we also show how they can be extended to systems in which the network parameters are perturbed and, therefore, they are neither identical nor exactly known. This extension is based on an alternative formulation of the conditions for the convergence of the synchronization error in terms of linear matrix inequalities (LMIs). Under some assumptions on the coupling matrices, we also provide analytical results regarding the generalized synchronization of the networks. 33 The rest of the paper is organized as follows. In Sec. II, we present some preliminary definitions and a basic stability theorem about fractional-order systems. Section III is devoted to a formal description of the network model and a statement of the synchronization problem to be addressed. In Sec. IV, we introduce our main results on the synchronization of two identical complex networks with fractional-order dynamical nodes. The extension to perturbed (mismatched) networks is carried out in Sec. V. Numerical examples are presented in Sec. VI, and finally, Sec. VII is devoted to a brief summary and a discussion of the obtained results.
II. BACKGROUND
In this section, we provide background material for our main results. The differintegral operator denoted as D a t is a combined differentiation-integration operator commonly used in fractional calculus. This operator is a notation for taking both the fractional derivative and the fractional integral of a function into a single expression and can be formally expressed as
where f is a function of the time variable t and a 2 R is the fractional order of choice. There are several definitions that can be adopted for the fractional derivatives in Eq. (1). 34 The most popular one is Caputo's definition, which is given by
where m is an integer number. Since here we are interested only in the cases for which m ! 1, hence a > 0, we use the (simpler) notation d a f dt a ¼ D a t f in the sequel. Starting from Eqs. (1) and (2) , it is possible to study the stability of fractional-order systems. A fractional-order differential equation with 0 < a < 1 typically presents a stability region that is larger than that of the same equation with integer order a ¼ 1. 35 Consider a system with an n-dimensional state vector x(t) taking values over R n (i.e., all state variables are real) and evolving with the time variable t. All the results in this paper are ultimately based on the following "a-stability" lemma. Lemma 1. (Ref. 9) Consider the linear fractional-order system
where 0 < a < 1, x 2 R n , and A 2 R nÂn is a constant matrix with eigenvalues n 1 ,…,n n . System (3) is asymptotically stable around 0 if, and only if,
Throughout this paper, "a-stable matrix A" means that all eigenvalues of matrix A satisfy condition (4) and, as a consequence, lim t!1 x(t) ¼ 0 for all x 0 2 R n . If Eq. (4) holds with a ¼ 1, then the matrix A is Hurwitz (and lim t!1 x(t) ¼ 0 as well).
III. NETWORK MODEL
Consider a network that consists of N identical nodes, each one being an n-dimensional system of fractional-order differential equations given by
where 0 < a < 2 is the derivative degree, f : R Â R n ! R n is a continuous differentiable function that describes the dynamics of the individual nodes, x i t ð Þ 2 R n is the state vector of node i at time t, v 2 R nÂn is a constant matrix with 0-1 elements linking coupled scalar variables, and the matrix C ¼ ðc ij Þ 2 R NÂN indicates the coupling configuration among the nodes of the network. Specifically, c ij > 0 when there is a link from node j to node i (i = j) and c ij ¼ 0 otherwise. If positive, the entry c ij indicates also the strength of the connection between the nodes i and j.
Matrix C is of great importance for the behavior of the network. In the literature, a number of assumptions are commonly made in order to simplify the analysis of the class of systems described by Eq. (5) . Specifically, most authors assume the following properties:
• Irreducibility: The network is connected in such a way that there are no isolated clusters of nodes. • Diffusivity: The matrix C satisfies P N j¼1 c ij ¼ 0, i ¼ 1, 2, …, N. As a consequence, its diagonal elements can be written as
Obviously, if C is symmetric, then it is balanced, but the opposite is not necessarily true.
In this paper, we show that these assumptions can often be relaxed. Indeed, we prove, in the last part of Sec. IV, that appropriate synchronization schemes can be found without assuming diffusivity, symmetry, balance, or irreducibility.
In order to investigate outer synchronization between two identical networks, we consider Eq. (5) as the master network and assume the response system to be coupled with the master in an open-plus-closed-loop (OPCL) scheme, 36 namely
Þþ H À @f @x
where y i t ð Þ 2 R n is the state vector of node i in the response system at time t, while a, N, f, c ij , and v are the same as in Eq. (5) . The second term in the right side of Eq. (6) is the synchronizer signal which is obtained using the OPCL method. In particular, H is a constant matrix and @f @x denotes the Jacobian matrix of function f : R n ! R n , which is evaluated at the point x ¼ x i (t) in Eq. (6) . The master network of Eq. (5) and the response network of Eq. (6) synchronize when their state variables converge toward a common value, i.e., when lim t!1 y i (t)Àx i (t) ¼ 0 for every node i.
Since the pioneering work in Ref. 36 , the concept of OPCL has aroused new interest in nonlinear control problems. Particularly, it has been used to achieve outer synchronization between identical complex networks (governed by ordinary differential equations). 25, 28 This technique is very general and has advantages of both open loop and closed loop control schemes. We refer the reader to Refs. 26 and 37 and references therein for some other applications of the OPCL method in synchronization.
The original application of the OPCL technique was on integer-order systems, hence the matrix H was assumed to be Hurwitz. We will show that, for our purpose, it is enough that matrix H be a-stable to achieve synchronization. The Hurwitz condition for integer-order systems so becomes a special case.
In the sequel, we assume that the matrix v in Eqs. (5) and (6) is an n Â n identity matrix, v ¼ I n . This is done for the sake of clarity, but the analysis can be extended for other values of v.
IV. SYNCHRONIZATION ANALYSIS
In this section, we investigate the phenomenon of outer synchronization between the coupled networks defined by Eqs. (5) and (6) . We first obtain a linearized fractional-order model for the synchronization error in Sec. IV A. Then, we introduce our main results in Sec. IV B, followed by extensions using a formulation based on linear matrix inequalities in Sec. IV C and considering generalized synchronization in Sec. IV D. Finally, we provide a theorem, in Sec. IV E, that relates the outer synchronization of the networks directly with the eigenvalues of C and H.
A. Error dynamics
Let us introduce the error signal
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for i ¼ 1, … , N. When the errors vanish, i.e., lim t!1 e i ðtÞ ¼ 0 for i ¼ 1, … , N, the master and response networks given by Eqs. (5) and (6), respectively, synchronize. Unfortunately, it is hard to study the global stability of Eq. (6) around e i ðtÞ ¼ 0 because both the function f and its Jacobian @f @x are possibly nonlinear. To circumvent this difficulty, we propose to work with a linear approximation of the function G x i ðtÞ in the right-hand side of Eq. (7) . Assuming the nonlinearity f is continuous and differentiable, a first-order Taylor series expansion of G x i ðtÞ ð e i ðtÞÞ around e i ðtÞ ¼ 0 yields
whereĜ x i ðtÞ ð e i ðtÞÞ is a linear approximation of the fractional derivative of the error at time t. In the sequel, we adopt this approximation and study the stability of the set of equations
Note that we change the notation and use e i (t) in order to explicitly indicate that this error signal is only an approximation of the true error e i ðtÞ. The global stability of Eq. (9) around e i (t) ¼ 0 implies the local stability of the original Eq. (7) around e i ðtÞ ¼ 0. In practice, this means that there exists e > 0 such that the conditions lim t!1 e i ðtÞ ¼ 0; 8e i ð0Þ; and k e i ð0Þk < e together imply that lim t!1 e i ðtÞ ¼ 0:
Consequently, we adopt the following definition of local synchronization. Definition 1. We say that the master network (5) and the response network (6) synchronize locally when lim t!1 e i (t) ¼ 0, irrespective of e i (0), for i ¼ 1, … , N. Remark 1. Several propositions in this paper have the form "the networks (5) and (6) synchronize locally if, and only if, the set of conditions S is satisfied". If the latter claim is true, then the alternative statement "the system of equa-tions of the form of (7), with i ¼ 1, …, N, has a fixed point at e i ðtÞ ¼ 0 (i ¼ 1, …, N) if, and only if, the set of conditions S is satisfied" is also true.
Remark 2. Some attempts to extend classical nonlinear control techniques based on Lyapunov functions for fractional-order systems can be found in Refs. [38] [39] [40] . However, there is still a gap between the theoretical results in those papers and practical applications, hence they have not enjoyed much use in realworld control problems so far. For this reason, we do not pursue a direct analysis of the nonlinear Eq. (7) but rely on the linearization error of Eq. (9) and the notion of a -stability in Lemma 1 for our analysis. This approach to the analysis of the stability of fractional-order differential equations has been already followed in Refs. 11, 41-43.
All the results in this paper are obtained by way of Lemma 2 below, whose statement requires the introduction of some additional notations. Consider an n Â n matrix A and an m Â m matrix B with eigenvalues and eigenvectors
where x i ¼ ½x i;1 ; x i;2 ; …; x i;n > and y j ¼ ½y j;1 ; y j;2 ; …; y j;m > ( > denotes transposition). Let us also introduce the nm Â nm matrix T as
where denotes the Kronecker product. The eigenvalues and eigenvectors of T are denoted as s i and z i , respectively, with i ¼ 1,…,nm, i.e.,
where z i ¼ ½z i;1 ; z i;2 ; …; z i;nm > .
The following lemma makes a connection between the eigenvalues and eigenvectors of T and those of A and B. Lemma 2. Let X ¼ x 1 ; …; x n ½ 2R nÂn and Y ¼ y 1 ; ½ …; y m 2 R mÂm be the matrices whose columns are the eigenvectors of A and B, respectively. The eigenvectors of T have the form z
is the operator that selects the ith column of matrix M. The eigenvalues of T have the form 
B. Basic results
We analyze the stability of the nN-dimensional system of Eq. (15) around 0 by studying the position of the eigenvalues of the system matrix, I N H þ C I n . Direct calculation of the eigenvalues of such a large matrix is prohibitive in practice but, using Lemma 2 and some properties of the coupling matrix C, we can develop useful stability criteria without determining the exact position of the eigenvalues.
We start with two auxiliary results concerning the eigenvalues of matrix C and a basic property of complex numbers.
Lemma 3. All the eigenvalues of a diffusive matrix C have nonpositive real parts, and 0 is an eigenvalue of matrix C. Moreover, if C is irreducible, 0 is an eigenvalue with multiplicity one.
Proof. See Ref. 45 . Lemma 4. For any two complex numbers n 1 and n 2 such that p ! arg(n 1 ) > a 1 and p ! arg(n 2 ) > a 2 , the inequality
The proof of Lemma 4 is straightforward and omitted here. Now, we are ready to introduce our main results regarding the synchronization of the networks (5) and (6). We initially assume the matrix C to be diffusive for simplicity.
Theorem 1. Networks (5) and (6) with symmetric and diffusive coupling matrix C synchronize locally if, and only if, matrix H is a-stable, where a 2 0; 1 ð . Proof. We prove sufficiency first. Assume H is a-stable and let k 1 ; …; k N denote the eigenvalues of matrix C. Since this matrix is symmetric and real, k i 2 R 8i and, according to Lemma 3, we can sort them out in decreasing order as
i.e., they are all nonpositive. Now, let n 1 ; …; n N be the eigenvalues of H. Since H is a-stable, they all satisfy the stability condition of Eq. (4). Moreover, from Lemma 2, all eigenvalues of I N H þ C I n have the form k i þ n j for some i 2 1; …; N f g and j 2 1; …; n f g. Since n j satisfies Eq. (4) and k i is real and nonpositive, from Lemma 4, k i þ n j also satisfies Eq. (4) and, as a consequence, I N H þ C I n is a-stable. From (15), if I N H þ C I n is a-stable then lim t!1 e(t) ¼ 0.
Now, we prove necessity by contradiction. Assume that H is not a-stable. As a consequence, there exists some j 2 1; …; n f g such that argðn j Þ ap 2 . Moreover, from Lemma 3, C has at least one null eigenvalue, i.e., 9i 2 1; …; N f gsuch that k i ¼ 0. Therefore, s i,j ¼ k i þ n j ¼ n j is an eigenvalue of I N H þ C I n such that argðs i; j Þ ap and, as a consequence, I N H þ C I n is not a-stable (hence, the networks are not synchronized). h Theorem 2. The integer-order networks (5) and (6) with diffusive coupling matrix C and a ¼ 1 synchronize locally if, and only if, the matrix H is Hurwitz.
Proof. Assume H is Hurwitz and let k 1 ; …; k N denote the eigenvalues of matrix C. From Lemma 3, we obtain that realðk i Þ 0; 8i:
Now, let n 1 ; …; n n be the eigenvalues of H. Since H is Hurwitz, they all have negative real parts, i.e., realðn i Þ < 0; 8i:
Moreover, from Lemma 2, all eigenvalues of I N H þ C I n have the form k i þ n j for some i 2 1; …; N f g and j 2 1; …; n f g. From Eqs. (18) and (19), it is easy to find that all these eigenvalues have negative real parts. i.e.,
which means that the system matrix in Eq. (15) is Hurwitz and, hence, lim t!1 e(t) ¼ 0.
We prove necessity by contradiction, in a way similar to the proof of Theorem 1. Assume that H is not Hurwitz. As a consequence, there exists some j 2 1; …; n f g such that real(n j ) > 0. Moreover, from Lemma 3, C has at least one null eigenvalue, i.e., 9i 2 1; …; N f gsuch that k i ¼ 0. Therefore, s i,j ¼ k i þ n j ¼ n j is an eigenvalue of I N H þ C I n such that real(s i,j ) > 0 and, as a consequence, I N H þ C I n is not Hurwitz, which implies that the networks do not synchronize.
h Let us note that the same criterion (H being Hurwitz) was stated in Ref. 28, but it was given as a sufficient condition only. This was a consequence of using the Lyapunov stability theorem, which yields only a sufficient condition for stability.
If we remove the symmetry assumption in Theorem 1, we can still provide a sufficient condition for outer synchronization.
Theorem 3. Networks (5) and (6) with diffusive coupling matrix C synchronize locally if matrix H is Hurwitz, for any a 2 0; 1 ð . Proof. The proof follows the same argument as the first part of the proof of Theorem 2, hence it is omitted here.
It is important to notice that once we have designed a synchronization scheme (i.e., the matrix H) for a system with degree a 1, then the same scheme is valid for any system of a lower fractional-order degree, as shown by the following corollary.
Corollary 1. If matrix H synchronizes locally the networks (5) and (6) with derivative degree a 1 1 and symmetric diffusive coupling matrix C, then, H also synchronizes locally the same networks with any derivative degree a 2 such that a 2 < a 1 . In particular, if H synchronizes locally the networks (5) and (6) with integer-order derivatives, then, it also works as a local synchronizer for the same networks with fractional degree a, 0 < a < 1.
Proof. This is a straightforward consequence of Theorem 1.
C. Synchronization analysis based on linear matrix inequalities
We can also analyze the synchronization of the master and response networks based on a different set of conditions defined by systems of LMIs. 
where F(z) > 0 indicates that F(z) is positive definite. The LMI (21) is a convex constraint on z, i.e., the set z 2 R m : FðzÞ > 0 f g is convex. A similar definition can be given with F(z) < 0, i.e., when F(z) is a negative definite matrix. The latter is the form that we actually exploit in the rest of the paper.
We now provide a criterion for the convergence of the synchronization error, lim t!1 e(t) ¼ 0, similar to Theorem 1, but stated in terms of suitable LMIs.
Theorem 4. The networks (5) and (6) with diffusive coupling matrix C synchronize locally if, and only if, there exist positive definite matrices Z 1 and Z 2 that satisfy the following LMI's (where r ¼ exp jð1 À aÞ p 2 È É , r denotes its conjugate and j ¼ ffiffiffiffiffiffi ffi À1 p ):
(i) For 0 < a < 1 and C symmetric,
(iii) For 1 < a < 2 and C symmetric,
Proof. From Ref. 47 , Thoerem 12, the LMI in (1) holds true for some positive definite matrices Z 1 and Z 2 if, and only if, the matrix H is a-stable. Therefore, from Theorem 1, the synchronization error, e(t), converges to zero.
The LMI in (2) holds for some positive definite Z 1 and Z 2 if, and only if, the matrix H is Hurwitz. 48 Then, we simply apply Corollary 2 to obtain that the synchronization error e(t) converges to zero also in this case.
In Ref. 49 , it is shown that the LMI of (3) holds true for some positive definite Z 1 and Z 2 if, and only if, matrix H is a-stable when 1 < a < 2. Then, similarly to the case (2), we only need to apply Theorem 1 to show that the networks are synchronized.
h Let us remark that the matrices Z 1 and Z 2 are not necessarily the same for the three cases. E.g., when a 2 0; 1 ð Þ (and C is symmetric), we only need to find Z 1 and Z 2 such that Eq. (22) holds, without regard to Eqs. (23) and (24).
D. Generalized synchronization
Somewhat contrary to intuition, it is possible to attain synchronization between the master (5) and response (6) networks when the matrix H in Eq. (6) is nulled out, i.e., it is an n Â n zero matrix, H ¼ 0 nÂn . This is achieved, however, at the expense of imposing slightly different assumptions on the coupling matrix C.
In particular, let CðeÞ be the set of N Â N matrices with real entries such that the sum of the entries in each row is equal to the real number e and the off-diagonal elements are nonnegative, i.e.,
CðeÞ ¼
Theorem 5. The networks (5) and (6) with derivatives of degree 0 < a 1, coupling matrix C 2 CðeÞ, e < 0, and H ¼ 0 nÂn synchronize locally. Proof. The proof is straightforward from Lemma 2 in this paper and [Ref. 45, Lemma 2] . Since all eigenvalues of matrix H are zero, Lemma 2 yields that the eigenvalues of matrix I N H þ C I n are the same as those of matrix C, but with multiplicity n. From [Ref. 45, Lemma 2] , we know that all eigenvalues of matrix C are numbers with negative real parts. Therefore, all the eigenvalues of the system matrix in Eq. (15) also have negative real parts. Hence, they comply with Eq. (4) and the system matrix is either a-stable (for a < 1) or Hurwitz (for a ¼ 1).
h The OPCL scheme with H ¼ 0 nÂn can also lead to the generalized synchronization 50 of the two networks. Let us adopt the following definition. This is a weaker form of synchronization that has received a good deal of attention 50, 51 because it allows to describe a broad class of phenomena that occur in network systems.
Here, we carry out an approximate analysis based on the linearized error of Eq. (9). In particular, we show that, provided H ¼ 0 nÂn and the coupling matrix C is suitable, the approximate error e(t) converges to a constant value, lim t!1 e(t) ¼ e 1 = 0, which is a form of generalized (outer) synchronization.
Theorem 6. The networks (5) and (6) with diffusive and irreducible coupling matrix C and H ¼ 0 nÂn are in a generalized synchronization state for the approximate error e(t).
Proof. The matrix C has a zero eigenvalue with multiplicity one. Since H ¼ 0 nÂn , we can take columns of I n as its eigenvectors. Hence, the eigenvectors associated with the zero eigenvalues of the system matrix in Eq. (15) are independent, which implies that the associated blocks of zero eigenvalues in Jordan canonical form are simple. Therefore, the synchronization errors may not necessarily converge to zero, but they are guaranteed to converge to fixed points, denoted g i , i ¼ 1; …; nN. Thus, the coupled networks attain generalized synchronization, according to Definition 3, with the functions y i;
h Let us remark that Theorem 6 does not guarantee that the fractional-order differential Eq. (7) , that describes the 033121- 6 Asheghan et al.
Chaos 21, 033121 (2011) dynamics of the true error, eðtÞ, has a fixed point at some e 1 = 0. It only shows that the evolution of the approximate error e(t) suggests that generalized outer synchronization can be achieved by the networks. In Sec. VI A, we present a simple illustrative example that shows how generalized synchronization is actually attained.
E. Generic coupling matrix
We can drop the assumptions of the coupling matrix being diffusive and irreducible, provided that we state a joint assumption on the eigenvalues of C and H. Theorem 7. Let k 1 ,…,k N and n 1 ,…,n n be the eigenvalues of C and H, respectively. Then, the networks (5) and (6) with coupling matrix C synchronize locally, for any 0 < a 1, if
From (25) and Lemma 2, it can be found that all the eigenvalues of the system matrix in Eq. (15) have negative real parts. Therefore, the system (15) satisfies the stability condition (4) for any 0 < a 1 and, as a consequence,
The goal of this section is to obtain necessary and sufficient conditions for "robust" synchronization, i.e., conditions that guarantee local synchronization even in cases of uncertainty in the parameter values, which can, therefore, be different in the master and the response networks. We first revisit the system model of Sec. III and rewrite it in a way that turns out more useful for the subsequent analysis. Then, we provide sufficient and necessary conditions, in the form of a set of LMIs, for local synchronization with mismatched parameters.
A. Network model revisited
The dynamics of the nodes, both in the master (5) and response (6) networks, depend on the nonlinear function f. Let us explicitly write f in terms of its linear and nonlinear parts as
where x 2 R n , A 2 R nÂn is a constant matrix and F : R n ! R n is a nonlinearity. Using Eq. (26) and following the same argument as in Sec. IV A, the linearized dynamics of the synchronization error can be rewritten as Note that this is not a modification of either the system or its error dynamics, but simply an alternative way to represent them. In particular, all the results in Sec. IV can be rewritten with this new formulation if we simply replace H by A þ H in Theorems 1 through 7.
B. Synchronization
We can extend Theorem 4 to systems that present some uncertainty in the available knowledge of the matrices A and H. To be specific, let us assume that A and H are perturbed as
where H n and A n denote the nominal values of the matrices and DH and DA are unknown, albeit bounded, 52 perturbations. We handle both perturbations together by introducing the matrix
where P n ¼ H n þ A n and DP ¼ DH þ DA. Note that, since DH and DA are bounded, DP is also bounded and the perturbed matrix P can only take values in a convex set that we denote as P I .
The following theorem provides necessary and sufficient conditions for the outer (local) synchronization of the networks that can be checked when only the nominal values, A n and H n , and the bounds for the perturbations DA and DH are known.
Theorem 8. Assume the coupling matrix C is diffusive. The synchronization error of Eq. (27) converges to 0 if, and only if, there exists symmetric and positive definite matrices Z 1 and Z 2 such that, for all vertex matrices P Ã 2 P I and r ¼ exp jð1 À aÞ p 2 È É , the following LMIs are satisfied:
• For 0 < a < 1 and C symmetric,
• For a ¼ 1,
• For 1 < a < 2 and C symmetric,
Proof. Following exactly the same arguments as in the proof of Theorem 4, we can prove that, when P ¼ P* is a vertex of P I , lim t!1 e i (t) ¼ 0 for all i if, and only if,
• the LMI of (1) holds, C is symmetric and 0 < a < 1, or • the LMI of (2) holds and a ¼ 1, or • the LMI of (3) holds, C is symmetric and 1 < a < 2.
However, if the LMIs hold for all vertex matrices P*, then they also hold for every P 2 P I (because both P I and the sets defined by the LMIs are convex), hence lim t!1 e i t ð Þ ¼ 0 for all i and all P 2 P I . h 033121-7 Robust outer synchronization Chaos 21, 033121 (2011)
VI. NUMERICAL SIMULATIONS
In this section, we present some computer simulation results that illustrate the achievement of outer synchronization between two networks in some of the scenarios considered in Secs. IV and V. These simulations are relevant because we can numerically integrate the true synchronization errors e i ðtÞ ¼ y i ðtÞ À x i ðtÞ, i ¼ 1, …, N, governed by the differential Eq. (7) , while the analysis of the previous sections is based on the approximate errors e i (t), obtained by a linearization of the right-hand-side of Eq. (7), whose dynamics is governed by Eq. (9).
A. Generalized synchronization
We first illustrate how generalized outer synchronization can be achieved between two coupled networks using H ¼ 0 in the OPCL scheme of Eq. (6) . With that aim, we consider two diffusively coupled networks with ten nodes each (N ¼ 10). The general structure of the system abides by Eqs. (5) and (6), i.e., we have a master network and a response network, but the differential equations governing the dynamics of the nodes are of integer order (a ¼ 1).
The nonlinear function f corresponds to the Lorenz system, that is, 
which can be shown to be diffusive and irreducible. A similar example was considered in Ref. 28 but, in that paper, the matrix H was chosen to be non-null in order to achieve identical synchronization. This system matches the assumptions of Theorem 6, which establishes that the linearized error e(t) converges to a (possibly non-zero) constant value when H ¼ 0 3Â3 . We recall that e(t) is only an approximation of the true error eðtÞ, hence we need to check numerically whether the latter converges as suggested by the approximate analysis. This is indeed the case, as observed in Figure 1 , that shows the convergence of the true synchronization errors, e i;j ðtÞ ¼ x i;j ðtÞ À y i;j ðtÞ, for i ¼ 1,…,10, j ¼ 1,…,3 and 0 t 5. It can be seen that all errors converge to fixed, albeit possibly non zero, points. This is a simple case of generalized synchronization according to Definition 3.
B. Robust synchronization
Unlike the simulation of an integer-order differential equation, the numerical simulation of a fractional differential equation is not straightforward. In order to obtain the results presented in this section, we have applied the predictorcorrector scheme of Refs. 53 and 54, an improved version of the Adams-Bashforth-Moulton algorithm. [54] [55] [56] We now consider two diffusively coupled networks with N ¼ 23 nodes each, scale-free structure and fractional-order Lorenz dynamics, with a ¼ 0.95. In order to illustrate with numerical results the analysis of Sec. V, we (a) introduce bounded perturbations in the parameters of the node dynamical equations and (b) select a non-null synchronizer-matrix H in order to show how robust synchronization can be attained.
The dynamics of the nodes is determined by the same function f as in Eq. (32), which we decompose into linear and nonlinear parts as 
are perturbed parameters, with nominal values (r, q, b) ¼ (10, 28, 2=3) and bounded perturbations jD l j 1, l ¼ 1, 2, 3.
The structure of the scale-free network used in this section is depicted in Figure 2 . The 23 Â 23 coupling matrix that determines the connectivity of the network is FIG. 1. (Color online) Generalized outer synchronization between two networks with Lorenz dynamics. There are N ¼ 10 nodes in each network and the order of the differential equations is integer, a ¼ 1. All errors converge to fixed (albeit non-zero) points.
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Robust outer synchronization Chaos 21, 033121 (2011) where c l , l ¼ 1, 2, 3 are unknown bounded perturbations (jc l j 1 for all l). Note that, even if perturbations of C are not explicitly considered in Theorem 8, the matrix of Eq. (34) is diffusive independently of the exact values of c l ¼ 1,2,3 and, hence, we actually abide by the assumptions of Theorem 8. The synchronizer matrix is
where À1 D 4 < 1 is a bounded perturbation. Similar to H, the matrix A can be split into its nominal value and a bounded perturbation, namely,
Hence, we can construct P ¼ P n þ DP, where P n ¼ H n þ A n and DP ¼ DH þ DA, and P lies within a convex set P I , as stated in Theorem 8.
For the simulations we have considered a ¼ 0.95, hence, in order to apply Theorem 8, we have to verify that the LMI of Eq. (31) holds true for all vertices P* of P I . This is easily done using the LMI toolbox of MATLAB, that yields both of them positive definite. Therefore, Theorem 8 predicts that H in Eq. (35) can be used as a (local) synchronizer between the networks. To numerically assess the robustness of the proposed scheme and corroborate the analytical results in Sec. VI B, we have generated the perturbations shown in Fig. 3 . They change frequently over time, but remain bounded between À1 and þ1.
The synchronization errors are displayed in Fig. 4 . This plot shows that changes in the parameters of the matrices H and A result in small perturbations of the synchronization errors, which are quickly damped. It also reveals that the synchronization errors do not exhibit any response to variations in the matrix C, as long as it remains diffusive. Fig. 5 is a zoom into Fig. 4 that shows the transient behavior of the synchronization errors and the magnitude of the error perturbations due to the parameter changes.
VII. SUMMARY AND DISCUSSION
We have addressed the problem of outer synchronization between two networks with fractional-order dynamics. Starting from a basic result that introduces the notion of astability for fractional-order systems, we obtain necessary and sufficient conditions for outer synchronization in terms of the relative positions of the eigenvalues of a certain matrix that governs the error dynamics. To be specific, we provide sufficient and necessary conditions for the fractional-order differential equation of the synchronization error, eðtÞ, to have a fixed point at eðtÞ ¼ 0. The assumptions that we impose on the structure of the coupling matrix of the networks are relatively mild. In particular, for a first set of results, we only assume that the coupling is symmetric and diffusive. Since integer-order differential equations are just a particular case of fractional-order equations, our analysis is also valid for the outer synchronization of networks with ordinary (integer order) dynamics, as explicitly shown by Theorem 2 and Corollary 1.
We have also introduced a new set of conditions for outer synchronization given in terms of LMIs. Such conditions are often easier to check than eigenvalue positions. To be specific, we have introduced different sets of LMIs for different ranges of the fractional order a, under the assumption of diffusive coupling. The approach based on LMIs is flexible enough to be extended to cases in which the parameters of the networks are only known up to bounded perturbations. Assuming the latter bound is known and the coupling matrix of the networks is diffusive, we have also found conditions for synchronization (this is termed "robust synchronization" because it holds no matter the exact values of the perturbations, as far as they are bounded). Finally, we have also investigated the generalized (non identical) outer synchronization of the networks. In particular, we have shown that it can be attained with a very simple scheme, provided that the coupling matrix is diffusive and irreducible. Our analysis in this case is only approximate. To complement it, we have also presented a numerical simulation that shows how generalized synchronization is actually attained as suggested by the convergence of the approximate errors.
The numerical study in the paper also includes simulation results for the robust synchronization of two networks with perturbed parameters. Specifically, we have shown how two coupled networks with N ¼ 23 nodes each, scale-free structure and fractional-order Lorenz dynamics can be synchronized even when the parameters of the differential equations and the coupling matrix suffer a (bounded) perturbation.
All through this paper, we have adhered to a scheme for outer synchronization in which every node in one network is connected to its pair in the other network. This assumption may be too restrictive to model some practical systems. A natural extension of the present work, therefore, would involve the modeling and analysis of outer synchronization between networks which are inter-connected through a small subset of nodes only. From this point of view, a problem of immediate interest is the analysis of synchronization of two networks when (a) one of them has attained a state of inner synchronization and (b) the inter-network coupling is carried out through only one node.
