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CAPITULO 0
Hemos considerado oportuno incluir al iniciar esta me­
moria una serie de resultados sobre la teoría de espacios 
vectoriales de dimensión finita. Presentamos también una ex­
posición del vector aleatorio y del modelo lineal desde la 
aproximación libre de coordenadas. Esto nos permitirá alige­
rar la exposición de los temas posteriores, en los que se 
tratarán definiciones y conceptos más específicos.
Para un análisis más sistemático y completo de la teo­
ría de espacios vectoriales de dimensión finita ver Halmos
I 21 | .
Un tratamiento más completo del vector aleatorio y del 
modelo lineal desde la aproximación libre de coordenadas se 
puede ver en Kruskal |25|, Drygas |14| y Eaton |17 |.
0.1 ESPACIOS VECTORIALES DE DIMENSION FINITA
En todo este apartado H y  K serán dos espacios vecto­
riales reales de dimensión finita con la ley + representando 
la suma de vectores. La composición externa de un número re­
al X con un vector x la representaremos por Xx.
El espacio vectorial de las aplicaciones lineales de 
H en K lo denotaremos por L ( H , K ) .
Si A e L ( t í , K ) ,  representaremos por Ker A y R(A) respec­
tivamente el núcleo y el espacio imagen de A.
Si tí y 1/ son dos subespacios de H , representaremos por 
UfU su suma directa.
Es bien sabido que si (I y 1/ son subespacios de H cuya 
suma directa es H, cualquier vector xefí se descompone de for 
ma única en suma de un vector de Ü y otro de 1/ que son las
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componentes de x en U y 1/respectivamente.
En consecuencia podemos dar la siguiente definición:
Definición 0.1.1
Si ti y 1/ son subespacios de H y U ©IJ - H , la aplicación A 
de H en H que a cada vector x le asigne su componente en U 
se llama la proyección sobre Ü según (/. Además A e L ( H , H ) .
La demostración puede verse en Halmos[21|.
La siguiente proposición, cuya demostración puede verse 
en la referencia anterior caracteriza una proyección:
Proposición 0.1.1
A e L ( H , H )  es la proyección sobre R(A) según Ker A si y 
solo si A 2=A.
En lo sucesivo supondremos que H y  K son euclídeos con 
productos interiores respectivos ( , y ( , )^. La norma de 
un vector x se representará por || x|| .
Si U es un subconjunto de un espacio vectorial real eu- 
clídeo y representamos por U1 el conjunto de vectores ortogo­
nales a U, es bien conocido que Ü^es un subespacio vectorial. 
Además (U^J^es el subespacio vectorial engendrado por Ü. Lo 
representaremos por líJ"L. Es sobradamente conocido que el espa­
cio vectorial es la suma directa de ti y ti . Si lli y II2 son 
subespacios vectoriales, entonces se verifica:
(U1+ü2)1 =uinui y (üiflüz)1 =1/7+1^.
Definición 0.1.2
Una aplicación A e L ( H , H )  se dice que es la proyección or 
togonal sobre un subespacio U si A es la proyección sobre U 
según U .
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El siguiente resultado, conocido como teorema de Riesz, 
nos asegura que no hay distinción entre un espacio vectorial 
euclídeo finito-dimensional y su dual
Proposición 0.1.2
La aplicación $ entre L ( H ,  R) y H definida por )=y
siendo 'p (x) = (y ,x) ^  V x e H es un isomorfismo entre espacios 
vectoriales.
La demostración, puede verse en Halmos 12 1 |.
Vamos ahora a dar la definición de aplicación adjunta
Definición 0.1.3
Sea A e L ( H , K ) .  La aplicación A' de K en H definida por 
(Ax,y)(x,A'y)^ Vxetf, V y e K  se llama adjunta de la aplicación 
A. 1
Notemos que A*el ( K , H ). Claramente A 1 depende de ( , )^ 
y de ( , )^. En particular si H=K y A'=A se dice que A es 
simétrica.
La siguiente proposición caracteriza una proyección 
ortogonal. Su demostración puede verse en Halmos |2 1 |.
Proposición 0.1.3
Una aplicación A e L ( H , f í )  es la proyección ortogonal so­
bre R(A) si y solo si se verifica alguna de las siguientes 
condiciones:
a) A 2=A=A'
b) || y-Ay|| =minimo || y-x|| Vyetf.
xeR(A)
Definición 0.1.4
Una aplicación A e L ( H , H )  se dice positiva definida si
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(x,Ax)^>0 VxeH x^O. Si (x,Ax)^0 VxeH entonces se dice que 
A es positiva semi-definida. Si A es positiva semi-definida 
y 3x^0 / (x,Ax)^=0 se dirá que A es positiva semi-definida 
estricta.
El siguiente resultado conocido como el teorema de 
Farkas será continuamente utilizado en posteriores capítulos. 
Su demostración puede verse en Drygas |1 4 |•
Proposición 0.1.4
Sea Ü un sub-espacio de H. Si A eL(H,K), se verifica:
Vamos a introducir en la siguiente definición el con­
cepto de semi-producto interior básico en nuestra memoria.
Definición 0.1.5
. Una forma bilineal, simétrica y semi-definida positi­
va 1p (x,y) sobre HxH se llama gemi-producto interior en H.
Notemos que si p (x,x)>0 V x e H x^O entonces el semi-pro­
ducto interior es un producto interior en H.
La siguiente proposición cuya demostración puede ver­
se en Drygas |1 4 | clarifica la definición 0.1.5
Proposición 0.1.5
Si ip (x,y) es un semi-producto interior en H, se veri­
fica:
a) el conjunto W = {xeH / p  (x,x)=0) es un subespacio de
b) si 1/ es un subespacio complementario de W, p defi­
nido de l/xl/ en R es un producto interior en V.
Notemos que, si el producto semi-interior p es un pro- . 
ducto interior en H, entonces W={0}.
La siguiente proposición nos muestra como todos los
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semi-productos interiores en H pueden representarse por me­
dio de aplicaciones lineales de H en H simétricas f positi­
vas semi-definidas y del producto interior ( , )^.
Proposición 0.1.6
Una aplicación ip de HxH en R es un semi-producto inte­
rior en H si y solo si existe una única VeL(H,H) simétrica, 
semi-definida positiva, que verifique:
’<P (x,y) = (Vx,y) (x,Vy) ^  Vx,y e H .
Si ip es un producto interior en H, entonces V es positiva 
definida.
Como consecuencia de la proposición anterior cuya de­
mostración, puede verse en Drygas |14 |, en adelante, los semi 
-productos interiores en H los representaremos por V( , )^.
A la raiz cuadrada positiva de (x,Vx)^, que llamaremos nor­
ma de x según V( , ) ^  la representaremos por || x|| v .
Proposición 0.1.7
Sea V( , )^ un semi-producto interior en H. Si V=R(V) 
y H -{ xeH  /  || x||v=0}, se verifica:
a) Ker V=N
b) V=NL
La demostración puede verse en Drygas 114 | •
Como consecuencia de las proposiciones 0.1.6 y 0.1.7 
podemos enunciar:
Proposición 0.1.8
Si V ( , )|| es un semi-producto interior en H, la con­
dición necesaria y suficiente para que sea un producto inte­
rior en H es que V sea regular.
Si V ( , es un producto interior en H representare-
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mos por Ü"^ el conjunto {xeff / (Vx,y) ^ =0 V yeti}.
Proposición 0.1.9
Si V( , ) u es un producto interior en t í , se verifica:
IV - 1 1a) VUCH +  U =V (Ü )
b) V ( , )^k es un producto interior en tf.
La demostración es inmediata.’
Como corolario de la proposición 0.1.9, podemos enun­
ciar:
Corolario 0.1.9.1
Si V( , )|| es un semi-producto interior en ff, si Vi 
es la aplicación V definida de R(V) en R(V), se verifica que 
v i 1 ( , )j| es un producto interior en R(V).
El siguiente resultado, cuya demostración puede verse 
en Drygas |i4|, será muy utilizado a lo largo del trabajo.
Proposición 0.1.10
Si ti es un subespacio de H y V ( , )^ es un semi-pro­
ducto interior en H, se verifica: (tínR(V) ^  Vi l=V(U^) .
En consecuencia Ü$V (tiJ’) =li+R (V) .
La siguiente proposición relaciona A' con la adjunta 
de A respecto de otros productos interiores:
Proposición 0.1.11
Sean V( , y V7 ( , productos interiores en H y  K 
respectivamente. Si notamos por A* la adjunta de A respecto 
de estos productos interiores, se verifica que A*=V 1A*W.
La demostración puede verse en Drygas |14|.
Previamente al teorema de la proyección generalizada
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fundamental en el trabajo, damos la siguiente definición:
Definición 0.1.6
Sea Ü un subespacio de H. Sea x e H . El conjunto x+U 
se llama subespacio trasladado, por el vector x, de Ü.
Es inmediato que x+Ü=y+Ü si y solo si x-yeU.
Proposición 0.1.12 (teorema de la proyección generalizada)
Sea V( , ) ^  u n  semi-producto interior en H. Si E=x+U 
es un subespacio trasladado en H, entonces se verifica:
a) {meE / (Vm,m) ^ =min (Vx,x) ^ <J)
x e E
b) {meE / ( V m , m ) ^ = m i n ( V x , x ) = {yeH / (Vy,z)^=0VzeU}
xeE
c) Si (Vx,x)^>0 VxeE, es el conjunto {meE / (vm,m)^= 
=min(Vx,x)^} es unitario.
0.2 DISTRIBUCION DE UN VECTOR ALEATORIO. APROXIMACION LIBRE 
DE COORDENADAS
En este apartado H representará, como en el anterior, 
un espacio vectorial real de dimensión finita con el produc­
to interior ( , )^.
Representaremos por 0 ^  la familia de abiertos de la 
topología métrica definida en H por ( , )^. Como todas las 
topologias definidas por productos interiores en H son equi­
valentes 0 ^ no depende de ( , )^. Sea B^ la a-álgebra engen­
drada por O y .
Sea (A,B,P) un espacio probabilizado.
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Definición 0.2.1
Una aplicación Y de A en H se dice que es un vector
aléatorio en H si es B-B^ medible.
En particular, si H-R y se considera la topología usual 
en R, la definición 0.2.1 coincide con la de variable aleato­
ria.
Proposición 0.2.1
La función Q de 8^ en [0,l] definida por Q(B)=P(Y 1(B)) 
V B e S ^  e s una medida de probabilidad en (H,B^).
La demostración puede verse en Halmos 12 2 |.
En adelante, puesto que no habrá lugar a confusión, a
la medida de probabilidad Q inducida por P en (H,8^) la re­
presentaremos por P.
Desde ahora, K representará un espacio vectorial eucl!t 
deo real de dimensión finita con un producto interior ( , )^.
Si denotamos por la a-álgebra engendrada por la fa­
milia de abiertos.de la topología métrica en K ,  se verifica 
el siguiente resultado:
Proposición 0.2.2
Si Y es un vector aleatorio en H, y si f es una apli­
cación de H en K , medible entonces foY es un vector
aleatorio e n  K .
La demostración puede verse en Halmos |2 2 |•
Una consecuencia inmediata de la proposición 0.2.2 
es el siguiente corolario:
Corolario 0.2.2.1
Si Y es un vector aleatorio en H. Se verifica:
a) f(Y)=(x,Y)^ es una variable aleatoria siendo x un
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un vector d e  t í .
b) f (y) = ]| y || es una variable aleatoria.
c) f(y)=Ay+w es un vector aleatorio en K ,  siendo w un 
vector de K y A una aplicación lineal de H en K.
Vamos a dar la definición de esperanza del vector alea­
torio Y desde la aproximación libre de coordenadas.
Definición 0.2.2
Supongamos que el valor esperado de (x,Y)^ al que re­
presentaremos por E ( x , Y ) jj existe VxeH. Debido a la lineali- 
dad de ( , y a resultados elementales del operador espe­
ranza E, la función E(x_,Y)^. es una forma lineal sobre H con 
argumento x. Aplicando el teorema de Riesz existe un único 
vector yeH verificando E ( x , Y ) ( x , y ) ^  yxeH.
Al vector y se le llama esperanza del vector aleatorio 
Y. Lo representaremos por EY.
Esta aproximación al vector esperanza y es consistente 
con la definición usual coordenada a coordenada y no depende 
de ( , )^. Ver Kruskal |25|, Drygas |i4| o Eaton |l7|•
Proposición 0.2.3
Sea Y un vector aleatorio en H. Si EY?=y, we K y A e L ( H , K )  
se verifica que E(AY+w)=Ay+w.
La demostración puede verse en cualquiera de las refe- 
referencias citadas en la definición anterior.
De forma análoga a como hemos introducido la esperan­
za del vector aleatorio Y ,  vamos a dar una aproximación li­
bre de coordenadas a su covarianza.
Definición 0.2.3
Sea Y un vector aleatorio en H. Sea EY=y. Supongamos 
que C o v (( x , Y ) ( z , Y ) = E (( x , Y - y ) ( z , Y - y ) existe Vx,z e H .
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Es inmediato que Cov ((x, Y) ^ , (z ,Y) como función de x y z
es un semi-producto interior en H. Según la proposición 
0.1.6 existe una única Z e L { H f H) simétrica y positiva semi- 
-definida que verifica Cov((x,Y)(z,Y)^ ) = £ ( x , z ) ( £ x , z ) ^ 
V X f Z e H .
La aplicación E se llama operador covarianza del vec­
tor aleatorio Y. Lo representaremos por E=Cov Y.
Contrariamente a EY, Cov Y depende del producto inte­
rior ( , )^. La siguiente proposición, cuya demostración pue 
de verse en Drygas 114 |, especifica en que términos.
Proposición 0.2.4
Si V( , es un producto interior en H y denotamos 
por £ y £ respectivamente el operador covarianza de Y según 
( t Y V{ , )^, entonces se verifica que |=EV.
Conviene notar que, en adelante, cuando nos refiramos 
a Cov Y la supondremos respecto de ( , )^.
Pueáto que la aproximación clásica a la covarianza de 
un vector aleatorio es através de la "matriz de covarianzas" 
damos la siguiente proposición:
Proposición 0.2.5
Si (£) es la matriz de E respecto de la base xi,X2 ,... 
...xn de H y Yi,Y2 ,.-.Yn son las coordenadas del vector alea­
torio Y respecto de esta base, entonces (£)=(C).(H) siendo 
(C) la matriz nxn con elemento (i,j) igual a Cov(Y^,Y^) y 
(H) una matriz con elemento (i,j) igual a (x^Xj)^.
La demostración puede verse en Kruskal |2 5 1 •
Notemos que, en particular si la base xi,X2 ,...x es 
ortonormal el resultado coincide con la clásica aproximación 
a la covarianza de Y por la "matriz de covarianzas".
La siguiente proposición es inmediata.
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Proposición 0.2.6
Si Cov Y= E, entonces se verifica:
a) Cov(Y+z)=E VzeH.
b) Cov BY=BEB1 VBeL ( H e K)  .
El siguiente resultado proporciona condiciones para la 
existencia de EY y Cov Y.
Proposición 0.2.7
Sea Y un vector aleatorio en H. Entonces se verifica:
a). La existencia de E11 Y||2*es suficiente para la existen 
cia de EY,
b) Cov Y existe si y solo si existe E|| Y11 2 .
La demostración puede verse en Kruskal|25|.
En la siguiente definición analizaremos la singularidad 
del vector aleatorio Y.
Definición 0.2.4
Sea Y un vector aleatorio en H con operador covarianza 
E. Si E es singular se dice que el vector Y tiene una distri­
bución singular. Si E es regular, la distribución de Y se di­
ce no singular.
La definición 0.2.4 es claramente equivalente a la siguien 
te: c
Definición 0.2.5
La distribución de Y es singular o no singular según que 
E sea positiva semi-definida estricta o positiva definida.
Es inmediato, como consecuencia de la proposición 0.2.4,
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que la singularidad o no singularidad de Y no depende del pro 
ducto interior ( ,
Notemos que el conjunto W=Ker Z = { x e H  /  Z ( x , x ) ^ h ( x e H  /
/  Var(x,Y)^=0} .
El análisis de la singularidad del. vector aleatorio Y 
es importante, ya que proporciona información sobre la locali­
zación de Y.
Proposición 0.2.8
Sea Y un vector aleatorio en H . Si Cov Y-Z y EY=y, 
entonces se verifica que Yey+R(Z) con probabilidad 1*
La demostración puede verse en Kruskal|25|.
Consideremos el espacio vectorial HxK. Es inmediato que 
HxK es euclídeo con el producto interior ( , ) definido por; 
( ( y i / Z i )  , ( y2, 2 2) )^xK= ( y i r y 2 ) H+ ( z i , z 2)^ v ( y i / Z i )  eHxK 
v(y2 /Z2) eHxK.
Si Y es un vector aleatorio en H y Z es un vector alea-
r y1
torio en K, entonces es evidente que W= z es un vector alea­
torio en HxK, considerando la a-álgebra SHxK engendrada por 
la topología métrica inducida por ( ,
Supongamos que Cov( (y,Y) (z,Z) existe Vyetf, \jzeK.
Por ser una forma bilineal sobre HxK, existe una única aplica . 
ción lineal Ei2eL(K,H) /  Cov((y,Y)(z,Z)^)=(y,Zi2zj^ vyeH, 
VzeK.
La siguiente proposición nos relaciona la esperanza y va 
rianza de W con las respectivas de Y y Z.
Proposición 0.2.9
es un vector aleatorio en HxK, entonces seSi W= 
verifica:
a) E Y EYZ, .EZ
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b) Si Cov W=£, Cov Y=£ii y Cov Z=E2 2 , entonces 
£ 11 £ i 2
£ 1 2 £22
La demostración puede verse en Eaton 11 7
0.3 DEFINICION DEL MODELO LINEAL
Representaremos por H un espacio vectorial real de di­
mensión finita con el producto interior ( , )^. Consideremos 
el espacio medible (A,3). Sea P una familia de medidas de 
probabilidad sobre (A, 8). Sea Y un vector aleatorio en H 
definido sobre (A,B,P) VPeP.
Sea £3= {6 / 0eft} un conjunto de parámetros que serán 
de ínteres para el estadístico.
Vamos a definir los modelos lineales que utilizaremos 
en el trabajo.
Definición 0.3.1
Supongamos que para cada QeQ existe una PeP / EpY=Ug, 
y para cada PeP existe un 0efí / EpY=vig. Sea F= íyq / 0efi}. 
Diremos entonces que el vector aleatorio Y sigue el modelo 
lineal M(F).
Definición 0.3.2
Si el vector aleatorio Y sigue el modelo lineal M(F) 
y representamos por V la familia {a2I)a 2>Qf siendo I una : 
transformación en H, simétrica y positiva semi-definida , 
diremos que el vector aleatorio Y sigue el modelo lineal 
M(F,{a2E}a 2>Q) si para cada 0efi existe una PeP / CoVpYeU y 
para cada PeP existe un 0eft / CovpYeU.
CAPITULO 1
INTRODUCCION-SUMARIO
1.1 INTRODUCCION
En el modelo lineal de regresión EY=X3/ 3eR^ si X no es 
inyectiva, existen formas lineales X'3 para las que no existen 
estimadores insesgados en la familia {b'Y, bsRn }. Asimismo 3 
no admite estimadores insesgados de la familia {GY; Gei(Rn /R^)}. 
Está falta de identificabilidad no es específica del modelo sin 
restricciones, como veremos en la proposición 3.1.2, en el mo­
delo EY=X3; 3e{$eR^ / S$=w} se plantea este mismo problema si 
Ker XflKer S^{0}.
Penrose |33|en 1956 propuso un método que proporciona e£ 
timadores de 3 en el modelo EY=X3?3eR^ cuando no hay identifi- 
cabilidad. Estos estimadores tienen la propiedad de minimizar 
unsesgo definido en función de una matriz V simétrica y defini_ 
da positiva. En 1964, Chipman en un excelente artículo|9 | vol 
vio sobre estos estimadores, demostrando que son condicionalmen 
te insesgados. Generaliza el método al modelo lineal de regre­
sión con restricciones. De estos estimadores de 3/ conocidos 
como LIMBE's de 3/ cuando Cov Y=o2I, cr2>0, buscan los de mini­
ma varianza (BLIMBE's de 3 ) y los caracterizan. Lewis y Odell 
|26| en 1966 obtienen un estimador de 3 condicionalmente inse£ 
gado y con minima varianza en el modelo EY=X3? f i c B p , Cov Y=a2I, 
cr2>0, que resulta ser un BLIMBE de 3 en el sentido de Penrose 
y Chipman con V / R(VX')=R(X'). Posteriormente, en esta linea 
de insesgadez condicionada a priori y posterior minimización
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de la varianza, Ahlers y Lewis (1971) y Hallum, Lewis y Boullion
(1973) obtienen un estimador de 3 condicionalmente insesgado y
minima:varianza en los modelos EY=X3; Cov Y=cr2E, a 2>C y
EY=X3; 3e{3eR^ / S3=w}, Cov Y=cr2E, a 2>0, respectivamente. Aunque
no lo señalen -al igual que Lewis y Odell- son BLIMBE’s de ,3
en el sentido de Penrose con V / R(VX')=R(X') y R ((I-S+S)X')=
+ +=R((I-S S)V(I-S S)X') respectivamente, como demuestra la carac 
terización que damos en la proposición 3.2.3. Estos estimadores 
tienen la deseable propiedad de que son insesgados y tienen 
minima varianza si $£R(X') 6 3eS+W-i-R((I-S+S) X ') respectivamente. 
En caso contrario son de error cuadrático medio mínimo. Por es_ 
ta razón les llaman "los mejores".
En 1971 Schonfeld |44|trata los BLIMBE*s de 3 por el mé­
todo de Penrose con excelentes resultados. Estudia los BLIMBE's 
de 3 en el modelo EY=X3, 3eRP f Cov Y=cr2E, a2>0 con V no singu 
lares y los BLIMBE*s de 3 en el modelo EY=X3* 3e{3eR^ / S3=w}, 
Cov Y=a2E, a 2>0 con V=I. En ambos modelos obtiene soluciones a 
LIMBE's y BLIMBE's de 3« Pone de manifiesto que los LIMBE's no 
son más que estimadores condicionalmente insesgados. .
Con posterioridad al trabajo de Schonfeld y en ese año,
Rao|3 6 |aplicando los resultados obtenidos conjuntamente con Mi ­
tra sobre la g-inversa y las soluciones minima norma-minimo 
cuadrado, investiga el problema de la no estimabilidad de las 
formas lineales A'3 en el modelo EY=X3* 3eRP / Cov Y=a2E, c2>0. 
Define un sesgo; ponderado según una matriz V simétrica y semi- 
-definida positiva y llama LIMBE's de A'3 a los estimadores de 
la familia {b'Y, beRn } que lo minimizen. Una transformación del 
vector Y de la familia {GY, GeL(Rn ,RP ) es LIMBE de 0 si A'(GY) 
lo es de A'3 VAeRp . Los BLIMBE's los define como los de minima 
varianza. Este enfoque del problema contiene como casos parti­
culares los resultados ya conocidos. 'Caracteriza las solucio­
nes utilizando g-inversas y la teoria de las soluciones minima 
norma-minimo cuadrado. Sin embargo su tratamiento no es comple 
to, ya que no estudia el modelo con restricciones.
Aunque hay alguna alusión al problema de unicidad de BLIM­
BE ’s de 3 (ver |42 IY ¡44 I)# no son sino notas sin ningún rigor 
científico.
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Schonfeld indica que los BLIMBE's de 3/ generalizan los 
BLUE's de 3 cuando existan, sin embargo también es ésta una 
cuestión que no esta concretada.
Así como el problema de coincidencias de BLUE's de A'3 
y de BLUE's de 3 en modelos lineales con covarianzas respecti­
vas a2Z y a2}], a2>0 ha sido tratado exhaustivamente, esta cues 
tión no se ha comentado nunca sobre BLIMBE's.
En el modelo partido de regresión EY=Xi3 1+X 2 32r Cov Y=a2I, 
a2>0, 3i£R^r 3 2 £R^f que se presenta en el análisis de covarian­
za y en el diseño de bloques, el objetivo que se persigue es pro
porcionar estimadores insesgados de A'3i en la familia .
fo'Y, beRn }, estimadores insesgados de 3i en la familia 
Í3Y, GeL(Rn ,R^)}, estimadores insesgados de A'(Xi3i) en la fami_ 
lia {b'Y, beRn } y estimadores insesgados dé X¡3i en 
{GY, GeL(Rn ,Rn )}. Se minimiza la varianza, y éstos son BLUE's 
respectivos. El modelo que verifica R(Xi)nR(X2)={0} (modelo de 
varianza) ha sido extensamente estudiado (ver Scheffe |43|y< ‘
Kruskal |25 |). Si R(Xi )nR(X2) 0 }  el modelo es más dificil de
tratar y los únicos resultados conocidos son los de Seely y 
Zyskind |48} quienes utilizando una aplicación T / R(T)=
R(X2)X obtienen condiciones para la estimabilidad de A'3i« En 
su tesis doctoral Basulto J. ha generalizado desde la aproxi­
mación libre de coordenadas los resultados de Seely y Zyskind 
al modelo lineal EY=Xi3 1+X 2 32/ 3ie{3ieRp / Si3i=wi),
$2£{32£R^ / S 2 32 =w 2}, Cov Y=a2E, a 2>0. Ha investigado también 
la estimabilidad de Xi3i en la familia {c+GY? ceRn , GeL(Rn ,Rn )} 
y la estimación insesgada de X *(X131) en la familia 
{a+b'Y; aeR, beRn }. Caracteriza los BLUE's de las formas linea­
les X '(X13 1) estimables y los BLUE's de Xi3i en el modelo de 
covarianza.
1.2 SUMARIO
Utilizaremos la aproximación libre de coordenadas de Kru£. 
kal |2 3 |para el tratamiento del modelo lineal.
El contenido de la tesis por capítulos es el siguiente:
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En el capítulo 2 se ha llevado a cabo un estudio de la g-inver 
sa de una aplicación lineal A y de las soluciones minima norma- 
-minimo cuadrado desde una perspectiva diferente a la de Rao y 
Mitra14 2 |. Las ideas nos han sido sugeridas por la lectura de 
|li|, y se ha notado que en particular, la pseudoinversa de 
Dempster no es más que una g-inversa reflexiva. El resultado 
más interesante en este capítulo lo constituye el teorema 2.4.1 
que proporciona una caracterización de las soluciones W-minimo 
cuadrado-minima V-norma de la ecuación Ax=y más potente que la 
dada por Rao y Mitra.
En el capítulo 3, en el modelo lineal con la representa­
ción ]íq=Ií0 0+K (0-0 o) se analiza en primer lugar la Bi-estimabi­
lidad de 0, extendiendo los resultados de Drygas |l2 |a un mo­
delo lineal con restricciones sobre el vector paramétrico 0 .
En segundo termino, se desarrolla la teoría de LIMBE's de 
( \ , Q ) k y de LIMBE’s de 0 desde la aproximación de Rao|36|. Núes 
tra aportación en este punto a consistido en presentar una teo 
ría unificada de LIMBE’s en el modelo con restricciones sobre 
0 , que contempla como casos particulares los resultados de 
Chipman| 8 |, Schonfeld|44|y Rao¡36|* Se demuestra que operati­
vamente los LIMBE’s con restricciones no presentan más proble­
mas que en un.modelo sin restricciones. Por último se concretan 
las condiciones bajo las cuales los LIMBE’s de (1,0)^ y LIMBE’s 
de 0 generalizan los A i-estimadores de (1 ,0 )^ y 8 i-estimadores 
de 0 respectivamente cuando éstos existan, lo cual nos permi­
te presentar una regla de decisión para la elección de los se- 
mi-productos interiores V( , )^ utilizados en la ponderación 
del sesgo. Los resultados más importantes se aplican al modelo 
lineal de regresión en el ejemplo 3.2.1.
En el capítulo 4 seguimos las mismas directrices que en 
el capítulo anterior: en primer término se extiende la teoría 
de -BLUE's de 0 al modelo con restricciones, observando en 
el corolario 4.1.2.2 que los 6 i-BLUE's de 0 están muy relacio 
nados con las soluciones minima norma-minimo cuadrado vistas 
en el capítulo 2. En segundo lugar, se presenta una teoría uní 
ficada de BLIMBE’s de las formas lineales (1,0)^ y de BLIMBE's 
de 0 en el modelo más general; es decir en un modelo con posi­
blemente restricciones sobre los parámetros, de forma que los
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resultados de Rao|36|, Schonfeld|44|, Chipman | 8 <| , y Lewis y 
0dell|26|, aparecen como casos particulares. En tercer lugar 
se investigan las condiciones baje las cuales los BLIMBE1s de 
(X r 0)^ y BLIMBE’s de 0 coinciden con los Ai-BLUE's de (X,0)^ 
y los Si-BLUE's de 0 respectivamente cuando estos existen. En 
cuarto lugar se demuestra que cuando la distribución del vec­
tor aleatorio Y es no singular, el BLIMBE de Q es único, y 
cuando la distribución de Y es singular, si p(PVPK1)=p(PK1), 
el BLIMBE de 0 es único con probabilidad 1. En el ejemplo 4.2.1 
se aplican los resultados, más interesantes al modelo lineal 
de regresión. Por último se lleva a cabo un estudio sobre el 
problema de coincidencias de BLIMBE's de (X,0)^ y de BLIMBE's 
de 0 que generalizan los resultados ya clásicos de coinciden­
cias de Ai-BLUE's y Bi-BLUE's de (X,0)^ y de 0 respectivamente.
El capítulo 5.-totalmente original al igual que el capí­
tulo siguiente- consta de dos partes claramente diferenciadas: 
en la primera parte, en el modelo lineal M(Fi+F2) en el que 
EY=P 0 i+Vt0 2 con y0 ieFi=yQi o+Üi y y0 2 eF2=y 0 2 0+ U 2, siendo U i y 
U 2 subespacios de H , cuando Üinlía^íO} y por lo tanto existen 
formas lineales (X,y01)^ que no son Ai-estimables y yg no es 
A 3-estimablé, se introducen unos estimadores de (X,y01)^, XeH  
y de y 01 a los que hemos llamado, por su semejanza con los del 
capítulo 3, LIMBE's respectivamente de (X,y0J)^ y de y0 • Se 
demuestra que estos estimadores son condicionalemnte insesgados. 
Se ha investigado bajo que condiciones coinciden con los Ai-es­
timadores de (X,y01)^ y los A 3-estimadores de y01 cuando estos 
existan. Por último en la proposición 5.2.8 y en el corolario
5.2.8.1 se presentan caracterizaciones operativas de los LIM- 
BE's de y 01 y de los A 3-BLUE's de y01 respectivamente.
En la segunda parte, en el modelo lineal con la represen 
tación EY=Ai0 1 o+A202 o + K i (01- 0 1 o)+K 2 (02- 02 o)/ en primer lugar 
se introduce el concepto de Bi-estimabilidad de 0 i, se carac­
terizan estos estimadores y se dan condiciones para su existen­
cia, observándose que estos estimadores existen si y solo si
todas las formas lineales (X,0i),, son A i-estimables. En sequn-
M
do lugar, bajo condiciones de no estimabilidad introducimos 
unos estimadores d e ( X f0i)^ y de fii a los que, por su parecido
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con los del capítulo 3, hemos llamado LIMBE's de (1,0 i ) ^  y 
LIMBE's de 0i respectivamente. Se demuestra que estos estima­
dores son condicionalmente insesgados, y se investigan las con 
diciones bajo las cuales coinciden con los Ai y Bi-estimadores 
cuando existan. En la proposición 5.4.8 y en el corolario 5.4.8.1 
se dán soluciones a LIMBE's de 0i y Bi-BLUE's de 0 1 respectiva­
mente. Por último, en el ejemplo 5.1 se aplican los resultados 
obtenidos en el capítulo al modelo lineal de regresión partido 
EY=Xi3i+X232 , 3ie(3ieRP / -SiBi=wx} y 32e{32eRq / S202=w2}.
En el capítulo 6, al igual que en el capítulo anterior 
hay dos partes claramente diferenciadas: En la primera parte, 
en el modelo lineal M(Fi+F2,V), donde l/={a2I}a2>0, se introdu­
cen unos estimadores a los que llamamos BLIMBE1s de (XjyQj)^ 
y BLIMBE's.de V q 1 » Se caracterizan y se investiga la unicidad 
de los BLIMBE1s de demostrándose que si I es no singular,
el BLIMBE de yex es único, y si I es singular el BLIMBE de Uq 
es único con probabilidad 1. Se investigan las condiciones ba­
jo las cuales los BLIMBE's de (A#yg Y d e y Q i coinciden con 
Ai-BLUE's y Bi-BLUE's correspondientes. Se obtienen fórmulas 
que proporcionan BLIMBE's de yQ1 (y por lo tanto Bi-BLUE's de 
yq i si existen) y se resuelven las cuestiones más relevantes 
sobre coincidencias de BLIMBE's de formas lineales (X,yQx)^ 
y de BLIMBE's del vector ygj.
En la segunda parte, en primer lugar se introducen los 
Bi-BLUE's de 0i y se caracterizan. En segundo término se defjL 
nen unos estimadores de (A,0i)^ y de 0 1 a los que llamamos 
BLIMBE's de (X,0i)^ y de 0 1 respectivamente. Se estudian lasK. i
condiciones bajo las cuales coinciden con los respectivos A x- 
-BLUE's y Bi-BLUE's. Se demuestra que si I es no singular, el 
BLIMBE de 0i es único y si I es singular, con ciertas condicio 
nes adicionales, el BLIMBE de 0 1 es único con probabilidad 1.
Se dán fórmulas para el cálculo de BLIMBE's de 0i y en parti­
cular para el cálculo de Bi-BLUE's de 0i. Se investiga el pro 
blema de coincidencias de BLIMBE's de (X,0i)^ y de BLIMBE's 
de 0i. Por último en el ejemplo 6.1 aplicamos al modelo de re^  
gresión partido los resultados más interesantes del capítulo.
En el capítulo 7, bajo el subtítulo de conclusiones, co­
mentamos los resultados más interesantes de esta Tesis.
CAPITULO 2
g-INVERSA DE UNA 
APLICACION LINEAL
La inversa generalizada (g-inversa) de una matriz A 
introducida en la literatura estadística por Rao |35 | ha sjL 
do tratada exahustivamente por Rao y Mitra en |43 | . Su enfo 
que es a nuestro juicio excesivamente mecanicista no profun 
dizando en el aspecto vectorial de la g-inversa.
Dempster A. en 111 | define una pseudoinversa de una 
aplicación lineal A introduciendo unos particulares subespa 
cios vectoriales. Esta pseudoinversa si bien es muy concep­
tual, no es tan general como la g-inversa de Rao.
El tratamiento de la g-inversa de una aplicación lineal 
que introducimos en este capítulo seguirá las líneas de la 
pseudoinversa de Dempster; veremos su equivalencia con la 
definición dada por Rao y daremos las propiedades de g-inver 
sas que utilizaremos en esta memoria.
Por último trataremos la teoría de las soluciones mí­
nima norma-minimo cuadrado de la ecuación Ax=y tomando como 
bases nuestra definición de g-inversa y el teorema de la pro 
yección generalizada.
La aportación más interesante es una nueva caracteri­
zación de las soluciones minima norma-minimo cuadrado que 
nos permitirá tratar la teoría de los estimadores lineales 
minimo sesgo y minima varianza como una generalización inme­
diata de los estimadores Gauss-Markov.
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2.1 g-INVERSA. DEFINICIONES Y PROPIEDADES BASICAS.
En todo este apartado H y  K representarán dos espacios 
vectoriales sobre el cuerpo de los números reales de dimen­
siones n y m respectivamente.
Sea A e L ( H , K ) .  Representaremos por p(A) la dimensión de 
R(A). Si ü es un subespacio: de H tal que ti# Ker A = H , la 
aplicación A 'definida de U en R(A) es biyectiva. Sea A ^ 1 
su inversa.
Definición 2.1.1
A ~ e L ( K , t í )  es una g-inversa de la aplicación lineal A si 
3ti subespacio de H /  tí#Ker A=H y A ddefinida de R(A) en ti 
coincide con
Definición 2.1.2
A c L ( K , H )  es una g-inversa de la aplicación lineal A 
si 3(j subespacio de H /  lf€Ker A =H y  31/1 subespacio de K 
/  l/^R(A)=K de forma que A definida de R(A) en ti coincide con 
A ^ 1 y A (l/)cKer A.
La siguiente proposición establece la equivalencia entre 
ambas definiciones:
Proposición 2.1.1
La definición 2.1.1 y de la definición 2.1.2 de g-inver- 
sas de una aplicación lineal A son equivalentes.
Demostración:
Es obvio que si A es g-inversa de A según la definición
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2.1.2, también lo es según la definición 2.1.1.
Inversamente, si A es g-inversa de A según la definición 
2.1.1, veamos que l/={yeK / A y£Ker A)={y£K / AA y=0)=Ker AA 
es el único subespacio V que verifica las condiciones de la 
definición 2.1.2. En efecto: si y£R(A)HKer AA + A  yeÜflKer A=
={ 0} -*A y= 0 **■ y=0, ya que A sobre R(A) es biyectiva. Luego 
l/flR(A)={ O) . Si yeR(A)-*AA y=y-+ye R (AA~) , luego R (A) -R (AA ), por 
lo que p (Ker AA ) =m-p (AA )=m-p(A), por lo tanto l/#R(A)=/C.
El subespacio V es claramente único por su misma defini­
ción.
Estas dos definiciones de g-inversas de A no aparecen 
tratadas, al menos explícitamente, en la literatura estadística. 
Sin embargo las consideramos interesantes porque muestran como 
cada A tiene asociados un par de subespacios (U, 1/) complemen­
tarios respectivos de Ker A y R(A). Es evidente que el par 
( U , V ) no definen una sola g-inversa, sin embargo los subespacios 
asociados a una g-inversa A son únicos y son U=R(A A) y l/ =
=Ker AA“ .
Veamos ahora una serie de propiedades básicas de las g-in 
versas de A con demostraciones más sencillas que las dadas por 
Rao y Mitra.
Si E y F son dos subespacios d e  H ( K)  /  E Q f = H (E<&F?=K) , re­
presentaremos por I (E,F) la proyección spbre F según E .
Proposición 2.1.2
Si A es una g-inversa de A, entonces p(A )£p(A).
Demostración:
Consecuencia inmediata de la definición 2.1.2.
Proposición 2.1.3
Si A es una g-inversa de A y (U, V) el par de subespacios 
asociados, entonces se verifica: .
a) A “A=I (Ker A,ü) .
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b) AA =1(1/,R(A))
Demostración;
Dado x e H  f sean y x 2 las componentes de x sobre Ker A 
y Ü respectivamente. Entonces; A~Ax=A~A(xí+x2)=A~Axi+A~Ax2=
=A Ax 2=x 2, ya que Ü=R(A~A). Por lo que aj es cierto.
Pasemos a demostrar b). Dado y e K , sean yi e y 2 las com 
ponentes de y sobre V y R(A)=R(A A) respectivamente. Entonces 
AA y=AA (yi +y2) =AA yi+AA y 2=AA y2=y2 pues t/=Ker AA .
Las siguientes tres proposiciones caracterizan una g-in- 
versa de A. Son precisamente las que Rao y Mitra dan como de­
finiciones.
Proposición 2.1.4
A es una g-inversa de A si y solo si se verifica alguna 
de las siguientes condiciones;
a) A A es una proyección y p(A A)=P(A).
b) AA es una proyección y p(AA )=p(A).
Demostración;
Si A*" es una g-inversa de A, según la proposición 2.1.3 
se verifican las condiciones.
Inversamente, si se verifica la condición a) es inmedia­
to que A es una g-inversa de A según la definición 2.1.1 to­
mando U=R(AA~). Si se verifica la condición b) entonces AA es 
una proyección sobre R(A) . Sea Ü=R(A A). Si xeti fl Ker A _*> 3 z e H  
/ x=A Az a Ax=AA Az=Az=0 -> x=0, luego Ü fl Ker A={0}. Si x e H a 
~xe Ker A A -> A Ax=0 -> (AA )Ax=Ax=0 ■> xe Ker A. Luego Ker A A= 
=Ker A, por lo que U#Ker A =tf. Solo nos falta ver que A definjL 
da de R(A) en Ü coincide con pero esto es evidente, pues
si yeR(A) -*■ A (A y) = (AA )y=y. Según la definición 2.1.1 A es
una g-inversa de A.
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Proposición 2.1.5
A es una g-inversa de A si y solo si AA~A=A.
Demostración:
Si A es una g-inversa de A, según la definición 2.1.2, es 
evidente que AA A=A.
Inversamente, si AA A=A AA AA =AA . Luego- AA es una 
proyección y además es obvio que p(AA~)- p (A).
Proposición 2.1.6
A es una g-inversa de A si y solo si VyeR(A) -*■ A y es 
solución de la ecuación Ax=y.
Demostración: Consecuencia inmediata de la anterior proposición.
Proposición 2.1.7
La solución general de la ecuación Ax=y / ysR(A) es 
x=A y+z VzeKer A siendo A una g-inversa de A. ,
Demostración: Consecuencia inmediata de la proposición anterior.
Sea T un espacio vectorial real finito dimensional eu- 
clídeo. Un resultado que utilizaremos con frecuencia en pos­
teriores capítulos viene dado por la siguiente proposición 
cuya demostración puede verse en Rao y Mitra |43|.
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Proposición 2.1.8 '
Sea Bel(H,T). Una condición necesaria y suficiente 
para que BA A=B VA g-inversa de A es que Ker B 3 K e r  A; es 
decir R (B1 )cR (A1) .
general de cualquier g-inversa de A.
Proposición 2.1.9
Si A es una g-inversa de A, entonces cualquier otra 
g-inversa de A es de la f o r m a A  +U-A AUAA , donde U e L l K , H ) .
. . La definición que damos de g-inversa reflexiva corres­
ponde a la definición de pseudoinversa de Dempster.
Definición 2.1.3
Ar es una g-inversa reflexiva de A si Ar es una g-inver 
sa de A y si (U,10 son los subespacios asociados se verifica 
que A~ (U)={0}.
Es inmediato que la definición 2.1.3 equivale a la si­
guiente:
Definición 2.1.4
A es una g-inversa reflexiva de A si A_ es una g-inversa 
r r
de A y p(A)=p(A~).
Notemos que en una g-inversa reflexiva Ar de A se tie­
ne que t/=Ker A ^ .
La siguiente proposición proporciona la representación
La demostración puede verse en Rao y Mitra |43|»
bibli o t e c a  
HMLTáH C. BATEliMCU
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Proposición 2*1.10
A es g-inversa reflexiva de A si y solo si A~ es g-in- r  ^ J r ^
versa de A, y A es g-inversa de Ar<
Demostración:
Es inmediata puesto que al ser l/=Ker Ar hay una total
simetría entre A y A.
to
En adelante, H y  K se considerarán euclídeos con produc 
tos interiores respectivos ( , y ( , )^.
2.2 SOLUCIONES MINIMA V-NORMA DE LA ECUACION Ax=y (Consistente) 
Sea V ( , un semiproducto interior e n  H.
Definición 2.2.1
G e L ( K , H )  e s  una solución mínima V-norma de la ecuación
Ax=y VyeR(A) si Gy es solución de la ecuación Ax=y VyeR(A) y
minimo [| x|| = ¡| Gy|| v vyeR(A) .
x/Ax=y
La siguiente proposición no aparece como tal en la li­
teratura, puesto que Rao y Mitra ¡4 3 | le exigen que sea g-in- 
versa. Caracteriza las soluciones minima V-norma.
Proposición 2.2.1
G es una solución minima V-norma de la ecuación Ax=y 
vyeR(A) si y solo si G es una g-inversa de A y V(R(GA))c 
c (Ker A)1 ..
Demostración:
G es solución mínima V-norma de la ecuación Ax¡=y VyeR(A)
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si y solo si G es g-inversa de A (según la proposición 2.1.6)
y || Gy11 =mínimo || x|L VyeR(A) , siendo F un subespacio tras- 
xeF y
y
ladado de Ker A ++ G es una g-inversa de A y V(Gy,z)^=0 VyeR(A) 
VzeKer A ^  G es una g-inversa de A y (VGAx,z)^=0 V x e H  
V z e K e r  A *«--*■ G es una g-inversa de A y V (R(GA) )c (Ker A)J'.
Corolario 2.2.1.1
G es una solución minima V-norma de la ecuación Ax=y
VyeR(A) si y solo si AGA=A y (GA)’V=VGA.
Demostración:
(VGAx,z)^=0 VxeH,VzeKer A y G una g-inversa de A •«-*■
(VGAx, (I-GA) z)H=0 VxeH,VzeH y A G A = A ( I - G A )  'VGA=0 y 
AGA=A +-*■ AGA=A y (GA) ’V=VGA.
Corolario 2.2.1.2
G .es una solución mínima V-norma de la ecuación Ax=y
VyeR(A) si y solo si G es una g-inversa de A y si (ü,(/) son
los subespacios asociados, entonces Ü=(Ker A J ^ V /  siendo V si^  
métrica y definida positiva.
Demostración;
Es inmediata puesto que la condición V(GAx,z)^ =0 VxeH, 
VzeKer A equivale a R(GA)=(Ker AJ^V, pero R(GA)=U.
Rao y Mitra en 14 3 | dan la ecuación general de las so­
luciones mínima V-norma cuando V( , )^ es un producto interior 
en H.
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2.3 SOLUCIONES W-MINIMO CUADRADO DE LA ECUACION Ax=y VyeK 
Sea W( , un semi-productc interior en K .
Definición 2.3.1
G e L ( K , H )  es una solución W-minimo cuadrado de la ecua­
ción Ax=y v y e K si || AGy-y|| =mínimo || Ax-y|| w .
w x e H W
La siguiente proposición caracteriza las soluciones W- mi 
nimo cuadrado:
Proposición 2.3.1
G e L ( K , H )  es solución W-mínimo cuadrado de la ecuación 
Ax=y v y e K  si y solo si se verifica alguna de las condiciones 
siguientes:
a) G'A' es la identidad en R(WA)
b) A * WAG=A1W
c) WAGA=WA y (AG)'W=WAG
Demostración:
La equivalencia entre las condiciones á) y b) es inmedia
ta, basta trasponer en b ) .
Veamos la equivalencia entre b) y e ) .  Si &'W(AG-I)=0,
como R (AG)CR(A) -*■ (AG) 'A' A 1 = (AG) 1 VA' g-inversa de A 1. Luego
(AG) ,A'“A ,W=(AG) ,A'”a ,W(AG)->(AG) 'W=(AG) 'WAG+(AG) 1 W=WAG. Además
como A 1 W = A ' WAG+WA= (A G ) 1 WA=WAGA.
Inversamente, si (AG) 'W=WAG y WA=WAGA-*A' W = A ' (WAG) ' =
= A f(AG)'W=A'WAG.
Solo falta ver que G es solución W-mínimo cuadrado de
Ax=y vyeK equivale a que G'A1 es la identidad sobre R(WA).
En efecto: G es solución W-mínimo cuadrado de Ax=y VyeK «--*■
|| AGy-y|| w=mínimo || Ax-y|| „ •«-► W( (AG-I) z ,Ax) ^ =0 V z e K , V x e H  ■*-+ 
x e H
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+-»■ (AG-I) 'WA=0 «--* G'A'WA=WA
Rao y Mitra |4 3 | apuntan que las soluciones no tienen por 
que ser g-inversas de A, sin embargo demuestran que siempre hay 
soluciones que lo son y danuna representación general de ellas 
que es la siguiente:
(A'WA) A'W(I-(A'WA) (A'WA))U, siendo U una aplicación cualquie 
ra y (A'WA) una g-inversa fija de A'WA.
Proposición 2.3.2
Si W( , )£ es un producto interior en K , las siguientes 
condiciones son equivalentes:
a) G es solución W-mínimo cuadrado de Ax=y V y e K  
’ b) AGA=A y (AG)'W=WAG
c) G es g-inversa de A, y si (ü,(/) son los subespacios 
asociados, se tiene V - (R(A) )^  W.
Demostración;
La equivalencia entre a) y b) es una consecuencia inme­
diata de la proposición 2.3.1. Veamos la equivalencia entre
a) y c) .' En efecto, G es solución W-mínimo cuadrado de Ax=y
V y e K  W ( (AG-I) z ,Ax) ^ =0 Vz e K ,  V x e H  y  G es una g-inversa de
.
A «-»■ G es g-inversa de A y I-AG=Y (V,R(A) ) , siendo l/=(R(A)) w .
2.4 SOLUCIONES W-MINIMO CUADRADO-MINIMA V-NORMA
Sean V( , )^ y W( , )^ dos semi-productos interiores 
en H y  K respectivamente.
Definición 2.4.1
G e L ( K , H )  es solución W-mínimo cuadrado-mínima V-norma 
de la ecuación Ax=y V y e K si G es solución W-mínimo cuadrado 
de Ax=y V y e K  y  . || Gy|| ^ ^ || G*y|| ^  V y e K ,  V G * solución W-míni-
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mo cuadrado de Ax=y V y e K .
El siguiente teorema caracteriza las soluciones W-mín:L 
mo cuadrado-mínima V-norma.
Teorema 2.4.1
G es solución W-mínimo cuadrado-mínima V-norma de Ax=y 
V y e K  si y solo si G'A1 es la identidad en R(WA) y G'Vt=0 
VteKer A'WA.
Demostración:
G es solución W-mínimo cuadrado-mínima V-norma de Ax=y 
V y e K  + +  || Gy |[ v ^ || Gy||v VG*/ W(AG*y-y,Ax)^=0 x e H ,  y e K  «--►
«--*• G'A' es la identidad en R(WA) y || Gy|| v  ^|| G*y 11 v VG* / 
A'WAG*ys=A'Wy V y e K  •*-+ G'A' es la identidad en R(WA) y para ca 
da y de K se verifica || Gy|| v < || G*y|| v VG* / G*yew+Ker A'WA 
siendo w / A'WAw=A'Wy <-■*■ (aplicando el teorema de la proyec­
ción generalizada) G'A' es la identidad en R(WA) y Sf y e K ,
VGye(Ker A'WA)1 «-->• G'A' es la identidad en R(WA) y VG(K)c 
c(Ker A'WA)1 +-•+ G'A' es la identidad en R(WA) y G'Vt=0 
VteKer A'WA.
La caracterización dada por el teorema 2.4.1 de las so­
luciones W-mínimo cuadrado-mínima V-norma no aparece en la 
literatura estadística. Rao y Mitra 14 3 1 enuncian sin demos-: 
ferar lá siguiente:
Proposición 2.4.1
G es solución W-mínimo cuadrádo-mínima V-norma de la 
ecuación Ax=y V y e K si y solo si WAGA=WA VGAG=VG (AG) 'W= 
=WAG (GA)'V=VGA.
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Demostración:
G es solución W-minimo cuadrado-minima V-norma de Ax=y 
VyeK «--► G ’A 1 es la identidad en R(WA) y VG(K)c(Ker A'WA) .
Pero G'A' es la identidad en R(WA) «--* A'WAGy=A'Wy VyeK, luego 
A 1WAGAx=A1WAx V x e H ,  por lo que (I-GA) (fí)=Ker A'WA.
Por lo tanto G es solución W-minimo cuadrado-minima 
V-norma de Ax=y VyeK «-•* G'A' es la identidad en R(WA) y 
V(Gx, (I-GA) z) H= 0  V x e K , V z e H  WAGA=WA (AG) 'W=WAG y 
G ' V (I-GA) =0 ■*“*■ WAGA=WA (AG) ' W=WAG VGAG=VG (GA) 'V=VGA.
Notemos que si W( , ) ^ es un producto interior, entonces 
como consecuencia de la proposición 2.3.2, la solución será 
siempre g-inversa de A.
Vamos ahora a introducir la g-inversa Moore-Penrose de 
A relacionándola con las soluciones W-minimo cuadrado-minima 
V-norma.
Supongamos que V( , )^ y W( , ) ^  son ambos productos in­
teriores. Consideremos la familia A* de g-inversas de A con 
par de subespacios asociados (Ü,U) / ü=(Ker A)"*" v y l/=(R(A)) w . 
Es evidente que solo hay una g-inversa reflexiva en A*. Pode­
mos por lo tanto definir:
Definición 2.4.2
+ + +
A^y es la g-inversa Moore-Penrose de A si A ^ e A *  y A^.
es reflexiva.
+ c +Si W=V=I, se usará la notación A en lugar de A.^.
Esta introducción de la g-inversa Moore-Penrose es más 
sencilla que la dada por Rao y Mitra.
Proposición 2.4.2
G es la g-inversa A ^  si y solo si AGA=A GAG=G 
(AG)'W=WAG (GA)fV=VGA.
- 32. -
Demostración;
Consecuencia inmediata del corolario 2.2,1.2 y de la 
proposición 2.3.2.
Proposición 2.4.3
G e L [ K t H ) es solución W-mínimo cuadrado-mínima V-norma 
de Ax=y VyeK si y solo si G=A*y.
Demostración:
ES una consecuencia inmediata de la proposición 2.4.2 
y de la proposición 2.4.1
CAPITULO 3
El primer tratamiento sistematizado de los estimadores 
lineales mínimo sesgo de los parámetros de regresión en un 
modelo lineal se debe a Chipman | 9 |. En su excelente traba 
jo realiza un estudio completo cuando la matriz de sesgo es 
regular. Estos estimadores conocidos en la literatura estadís 
tica como LIMBE's (linear minimum bias estimators) han sido 
generalizados por Rao |3 6 | para un sesgo no necesariamente 
regular en el modelo lineal de regresión sin restricciones. 
Desde nuestro punto de vista, el tratamiento dado por Schon- 
feld |44| a estos estimadores es el más completo. Sin embar­
go se limita al modelo lineal de regresión sin restricciones 
con un sesgo no singular y al modelo lineal de regresión con 
restricciones pero con un sesgo igual a la identidad.
Nuestro objetivo en este capítulo es desarrollar los 
LIMBE's desde la aproximación libre de coordenadas en un mo­
delo lineal con posiblemente restricciones sobre los paráme­
tros y con un sesgo cualquiera. Veremos también en que sentjL 
do los LIMBE's son generalizaciones de los correspondientes 
estimadores insesgados cuando éstos existan.
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3.1 REPRESENTACION DEL MODELO LINEAL M(F). CONDICIONES DE ES- 
TIMABILIDAD
En todo este capítulo H y K representarán dos espacios 
vectoriales reales finito-dimensionales con productos interio 
res respectivos
Sea Y un vector aleatorio distribuido en H que sigue 
el modelo lineal M(F) , siendo F= {y^ / 0eft}. Supondremos fícfC.
El conjunto F es un subespacio trasladado de la forma 
F=y0 í)+U, siendo £1= íyq“Pq 0 / 0 efi} un subespacio de H.
Supondremos que M^F) admite una representación en K de 
la siguiente forma: 3 A e L ( K , H ) y 3K e L { K , H )  /  U q q= A0 0 ^ J^e“lJ0o = 
=K(0-0o) V 6 efi, siendo U =={0-0o / 0efi} un subespacio de K.K
Consideremos la familia Ai={a+(b,Y)^ / aeR ^ betf}.
Definición 3.1.1
(X,0) ^  es A i-estimable si 3 a+(b,Y)^eAi / E(a+(b,Y)^) = 
“ (X,0)^ V0 eQ. Entonces se dice que a+(b,Y)^ es un Ai-estima­
dor de (X,6 )g. -
El estudio detallado de la Ai-estimabilidad de las for­
mas lineales (1,0)^ ha sido desarrollado por Basulto J. | 7 |. 
Recogemos de esta última cita el siguiente resultado:
Proposición 3.1.1
La forma lineal (1,0)^ es Ai-estimable si y solo si 
XeR(K')+U^.
En consecuencia podemos enunciar el siguiente corolario: 
Corolario 3.1.1.1
Todas las formas lineales (A,6 )g son A i-estimables si 
y solo si Ker KflL/K={0}.
- 35 -
Demostración:
(X,0)j, VXeK es Ai-estimable **■•+ RÍK'J+U^K ^  (Ker K)^ . + 
+ U *= K  «~*-Ker KnÜK={0}.
En definitiva, la condición necesaria y suficiente pa­
ra que todas las formas lineales (X,0)^ sean Ai-estimables 
es que K sea inyectiva sobre ÜK «
En ocasiones interesa estimar directamente 0 buscando 
los estimadores de una adecuada familia. Vamos a estudiar 
este problema extrayendo los estimadores de la familia Bi = 
={c+GY / c e K  *  GeL { H , K ) }. Daremos condiciones de existencia.
Definición 3.1.2
0 es Bi-estimable si 3c+GYe8i / E(c+GY)=0 V0eí2. Enton­
ces diremos que c+GY es un 8i-estimador de 0.
Como consecuencia de la definición de esperanza de un 
vector aleatorio, la definición 3.1.2 es equivalente a la si_ 
guiente:
Definición 3.1.3
0 es Bi-estimable si E (X ,c+GY) ( X ,0)^ VGeíK 
La siguiente proposición proporciona condiciones nece­
sarias y suficientes para la Bi-estimabilidad de 0.
Proposición 3.1.2
0 es Bi-estimable si y solo si Ker KflÜK={0}.
Demostración; .
0 es Bi-estimable *--*■ 3c+GYeBi / E(X, c+GY) (X , 0) ^
VXeK, V0eí2 •*-* (X ,c+G (A0 o+K (0-0 o ) ) ) (X , 0) K VXeK,V0efi 
(X , C+GA0 q-0 o) ^ =0 y ((K'G,-I)X,0-0o)/c=O VXeK,V0efi «--*■
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*-*■ c= (I-GA) 0O y (K'G'-I) (aplicando el teorema de Far
kas) c=(I-GA)0o y GK es la identidad sobre Pero es inme-
XV
diato que una G verificando las dos últimas condiciones exis­
te si y solo si Ü„nKer K={0}.
Como consecuencia inmediata de la demostración de la 
proposición 3.1.2 el siguiente corolario es evidente:
Corolario 3.1.2.1
Si 0 es Bi-estimable, entonces c+GY es un Bi-estimador 
de 0 si y solo si c=(I-GA)0o y GKz=z VzeÜ^.
Como consecuencia de las proposiciones 3.1.1 y 3.1.2 
podemos enunciar el siguiente corolario:
Corolario 3.1.2.2
0 es Bi-estimable si y solo si (X,6)g es Ai-estimable
VXeK.
3.2 ESTIMADORES LINEALES MINIMO SESGO (LIMBE) DE (1,0)^ Y DE 0.
Hemos visto en el apartado 3.1 que no siempre existen 
A i-estimadores de ( X , Q ) ^  VXeK, por lo tanto no siempre exis­
ten Bi-estimadores de 0,por lo que vamos a analizar unos es­
timadores de (X',0)^ y de 0 que los generalicen en un cierto 
sentido.
Sea (X,0)^ una forma lineál con X e K . Consideremos un 
c+(a,Y)^eAi como estimador de (X,0)^. El sesgo de esta esti­
mación será:
E(c+(afY)w)- (X,0) K=c+(a,A0o+K(0-0o) ) (X , 0) K= c +  (a ,A0 0)
-(X,0O)£+(Kfa-X,0-0o) ^ c+ía^eoJ^-CX.rOoJ^+ÍPÍK'a-X) ,0-00)^ 
siendo P la proyección ortogonal sobre
Sea V( , )£ un semi-producto interior en L  La lógica 
que preside el estimador LIMBE de (X,0)^ consiste en definir
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un sesgo ponderado según V( , )^ de c+(a,Y)^eAi y buscar los 
estimadores que lo minimicen. En principio esta técnica pue­
de parecer arbitraria, sin embargo veremos que eligiendo V 
adecuadamente generalizaremos el concepto de A i-estimabilidad.
Definición 3.2.1
El sesgo ponderado según V( , )^ de c+(a,Y)^ es la ex­
presión c+(a,A0o) (A ,0 o)^ +V(P(K'a-X),0-0 o)
Definición 3.2.2
c+(a,Y)^eAi es un LIMBE de (X,0)^ si minimiza el sesgo 
ponderado según V( , V0eíí en Aj.
La siguiente proposición caracteriza estos LIMBE:
Proposición 3.2.1
c + ( a , Y ) H es LIMBE de (X,0)K si y solo si KVPVX=KPVPK'a 
y c=(X,0O)^~(a,A0o)
Demostración:
c+(a,Y)^ es LIMBE de (X,0)^ «-»■ c+ (a ,A0 o (X , 0 o ) ^ =0 y
a minimiza V (P (K1 a-X) , 0-0 o) ^  V0eí2 «-»• c+ (a,A0 o) (X, 0 o) ^ =0 y 
a minimiza || P(K'a-X).|| v -*-*■ (por el teorema de la proyección 
generalizada) c+(a,A0o)^“ (X,0 o)^=0 y (V (PX-PK1 a) , z) :^=0 
VzeR(PK') -»-► c+(a,A0o)w-(X,0o)K=O y KPVPX=KPVPK'a.
La existencia de LIMBE's de (X,0)^ está asegurada por 
el teorema de la proyección generalizada VXeK.
La siguiente proposición caracteriza los LIMBE's de 
(X,0)^ en función de su insesgadez sobre un subconjunto de
n.
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Proposición 3,2.2
c+(a,Y)^ es un LIMBE de (X,0)^ si y solo si E(c+(a,Y)^)= 
= (X,0)K V0 £0 o+R(PVPK1).
Demostración:
E(c+(a,Y)w)-(X,0)£=c+(a,A0o)H+(K1a-X,0-00)^=0 0e0o +
+R (PVPK1) +•* c= (X , 0 o ) (a,A0 o) ^  y K'a-Xe (R (PVPK') J1 c=
= (X,0o)K-{a fA0o y K'a-XeKer KPVP ■*-■> c+(a,Y)^ es un LIMBE de
( X / 0 ) • 3
La proposición 3.2.2 no aparece en la literatura estadÍ£ 
tica y sin embargo es interesante, pues nos permite observar 
que nos interesa ponderar según V que alcancen p(PVPK') máximo, 
lo cual como luego veremos se consigue con V / p(PVPK1)=p(PK1).
Pasamos ya a definir los LIMBE's del vector paramétrico 
0 de la siguiente forma:
Definición 3.2.3
c+GYeBi es un LIMBE de 0 si (X,c+GY)jr, es un LIMBE de 
(X,0)K VXeK.
Daremos un estudio detallado de los LIMBE's de 0, porque 
nos proporcionan, como indica la definición 3.2.3 LIMBE's de 
todas las formas lineales de 0.
El siguiente teorema caracteriza los LIMBE's de 0:
Teorema 3.2.1
c+GY es un LIMBE de 0 si y solo si c=(I-GA)0o y GK es 
la identidad sobre R(PVPK').
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Demostración:
c+GY es un LIMBE de 0 «--*■ (X,c+GY)^ es un LIMBE de (X,0)^ 
V X e K «--► (X,c) £-(A'G'X,0o) K y KPVPX=KPVPK1G ' X V X e K «--► c=(I-GA)0o 
y KPVP=KPVPK'G ' *«--»■ c= (I-GA) 0 o y GK es la identidad sobre 
R(PVPK').
El siguiente corolario es consecuencia inmediata del 
teorema 3.2.1 y de la proposición 2.3.1:
Corolario 3.2.1.1
» c+GYeBi es un LIMBE de 0 si y solo si c=(I-GA)0o y G'
i
es una solución PVP-mínimo cuadrado de K 1.
Este corolario es un generalización de*la caracteriza­
ción de LIMBE's dada por Rao |36|, |3 7 |r |3 9 | y coincide con 
su resultado si ÜK coincide con K y 0o=O.
Tras este corolario es evidente que la existencia de 
LIMBE's de 0 y por lo tanto de (X,0)^ V X e K  e s t á  asegurada.
Daremos ahora una nueva caracterización de LIMBE's 
de 0 que generaliza las proposiciones 3.1 y 4.1 dadas por 
Schonfeld |4 4 |.
Teorema 3.2.2
c+GYeBi es un LIMBE de 0 si y solo si c=(I-GA)0o y 
GKPU=PU(KPU)+ (KPU); siendo U e L ( K , K )  /  V=UU'.
Demostración:
Basta con ver que GKPUU'P K '=PÜU'P K ' equivale a 
GKPU=PU(KPU)+ (KPU). En efecto:
si GKPUU' P K ' =PUU ' P K ' GKPUU'PK' (U ' P K ')+=PU (U ' P K ') (U'PK')+ -* 
GKPU ( (KPU) + (KPU) ) ' =PU ( (KPU) + (KPU) ) ' + GKPU=PU (KPU) + (KPU) . 
Inversamente, si GKPU=PU(KPU)+ (KPU) ^ GKPU(KPU)'=
=PU (KPU) + (KPU) (KPU) ' -> GKPUU ' P K ' =PUU' P K ' .
Notemos que si P=I y 0o=O obtenemos la proposición 3.1 
de Schonfeld. Si V=U=I entonces obtenemos la proposición 4.1.
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La siguiente proposición caracteriza los LIMBE's de 0 
en función de su insesgadez sobre un subconjunto de Í3. Genera­
liza las proposiciones 3.2 y 4.2 de Schonfeld |44j.
Proposición 3.2.3
c+GYeBi es un LIMBE de 0 si y solo si E(c+GY)=0 V 0 e 0 o+
+R(PVPK').
Demostración:
E (c+GY)-0=c+GA0 o+GK(0-0 o)-0=c-(I-GA)0 0+(GK-I) (0-0 o)=0 
0e0o+R(PVPK') si y solo si c=(I-GA)0o y GK es la identidad 
sobre R(PVPK') «-*• c+GY es un LIMBE de 0.
Somos conscientes de que la lógica que preside la esti­
mación LIMBE es ciertamente confusa. De hecho en la literatu­
ra estadística no se dá ninguna normativa para la elección de 
V. No obstante si lo que se intenta es generalizar respectiva­
mente los Ai-estimadores de (A,0)^ y los Bi-estimadores de 0 , 
a nuestro juicio, y como consecuencia de las proposiciones
3.2.2 y 3.2.3 deben utilizarse V / p(PVPK') sea máximo, es de­
cir p(PVPK')=p(PK'). Una particular subfamilia de V que Veri­
fica esta condición son aquellas V que R(PVPK')=R(PK').
La siguiente proposición cuya demostración es inmediata 
nos aclara en que sentido los LIMBE's generalizan los estima­
dores insesgados:
Proposición 3.2.4
Si Ker Kn(iK={0} y p (PVPK1) =p (PK1) , entonces se verifica:
a) c+(a,Y)^ es un LIMBE de (A,0)^ si y solo si es un 
Ai-estimador de (A,0) .
b) c+GY es un LIMBE de 0 si y. solo si es un Bi-estimador 
de 0.
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Ya hemos comentado que Rao no analiza los LIMBE’s con 
restricciones en el modelo lineal de regresión, es decir se 
limita a estudiar el caso en que La justificación teóri^
ca que argumenta en |36| es que cualquier modelo lineal con 
restricciones sobre los parámetros de regresión se puede re- 
escribir como un modelo lineal sin restricciones mediante un 
adecuado cambio de parámetros. A nuestro juicio este mótodo 
además de no ser operativo pierde incidencia sobre los pará­
metros de interés.
Schonfeld ha atacado el problema con V=I y restriccio­
nes sobre los parámetros de la forma S 3=Z7¿0 en el modelo li­
neal de regresión EY=X$f donde S es una matriz qxp y
z e R Dá soluciones para LIMBE's de 3/ construye el modelo.
Y y d
E z = g 3; 3eR y demuestra que los LIMBE's de 3 en ambos mo­
delos coinciden. De esta forma el estudio de LIMBE's con res 
tricciones lo reduce al estudio de LIMBE's sin restricciones. 
De cualquier manera, el problema con un semi-producto interior 
V( , ) j, cualquiera no estaba resuelto. Esto se ha conseguido 
con nuestra aproximación libre de coordenadas a los LIMBE's. 
Por otra parte, el interés en evitar los LIMBE's con restric­
ciones nos parece irrelevanter ya que, como demuestra la pro­
posición siguiente, la diferencia entre un LIMBE con restric­
ciones y un LIMBE sin restricciones estriba tan solo en la 
ponderación del sesgo más un término adicional.
Proposición 3.2.5
Consideremos el modelo lineal M(F), siendo F={yg=A0o+
+K (0-0 o) / 0efí} y el modelo lineal M(F*-) , con F*=Uq=K0 ; 0 e K )  .
Entonces sé verifica:
a) c+(a,Y)^ es un LIMBE de (X,0)^ en M(F) respecto de 
V( , si y soio si c=(A,00 ) (a,A0o)^ y (a,Y)^ es 
un LIMBE de (X,0)^ en el modelo M(F*) respecto de 
PVP( , ) K .
bj c+GY es un LIMBE de 0 en M(F) respecto de V ( , 
si y solo si c=(I-GA)0o y GY es un LIMBE
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de 8 en el modelo M(F*) respecto de P V P ( r ) £ •  
Demostración:
Consecuencia inmediata de la proposición 3.2.1 y. del 
teorema 3.2.1 respectivamente.
Ejemplo 3.2.1
Vamos a aplicar los resultados de este capítulo al mo­
delo lineal de regresión en el que ff=Rn , K=R^, K=X (matriz 
nxp) f fl={BeR^ / T 8=v/}, siendo w un vector fijo de R^ y T una 
matriz qxp. Sea 8 o=T w, siendo T cualquier g-inversa de T.
Entonces la representación del modelo es EY=X8 o+ 
+X(8“ 8 o); es decir A=X. Obviamente P=I-T+T.
El corolario 3.2.1.1, el teorema 3.2.2 y la proposición
3.2.3 quedarán respectivamente:
a) c+GY es un LIMBE de 3 si y solo si c=(I-GX)T w y G* 
es una solución (I-T+T)V(I-T T)-minimo cuadrado de 
X'.
b) c+GY es un LIMBE de 8 si y solo si c=(I-GX)T w y 
GX(I-T+T)U=(I-T+T)U(X(I-T+T)U)+ (X(I-T+T)U), siendo 
U una matriz pxp tal que V ^ U * .
c) c+GY es un LIMBE de 8 si y solo si E(c+GY)= 8 8 eT w+ 
+R ( (I-T+T)V(Í-T+T)X')•
En particular si no hay restricciones (w=0 y T=0) a) dá 
la caracterización presentada por Rao.
Si en b) tomamos V=I=U obtenemos la proposición 4.1 de 
Schonfeld con 8 o=T+w. Análogamente, si no hay restricciones
b) nos dá su proposición 3.1.
Si en c) tomamos V=I=U, con 8 o=T+w, obtenemos la propo­
sición 4.2 de Schonfeld. Si no hay restricciones obtenemos 
su proposición 3.2.
CAPITULO 4
BLIfViBE’s
En el capítulo 3, hemos desarrollado los LIMBE's de for 
mas lineales (A,0)^ y del vector 0. En general estos estima­
dores no son únicos, por lo que, cuando la covarianza de Y es 
de la forma a 2Z ,  donde Z  es conocido, se elige de ehtre ellos 
"el mejor", en donde por el mejor entendemos el de mínima va- 
rianza. Estos estimadores lineales con mínimo sesgo y mínima 
varianza se conocen en la literatura estadística con el cali­
ficativo de BLIMBE's (best linear minimum bias estimators).
Han sido estudiados por Chipman | 9 |, Rao 13 6 | , |3 7 | , [39 ] y
Schonfeld [44| en el modelo lineal de regresión.
Nuestro objetivo en este capítulo es dar una aproxima­
ción a los BLIMBE's con independencia del sistema de coorde­
nadas y con total generalidad respecto del semi-producto in­
terior V ( , )^, de la covarianza cr2 Z  y de las restricciones 
sobre el parámetro 0. Veremos en que sentido cabe considerar 
los BLIMBE's como una generalización de los estimadores Gauss- 
-Markov o BLUE's (best linear unbiased estimators). Estudia­
remos también el problema de coincidencias de BLIMBE's de 0.
4.1 REPRESENTACION DEL MODELO M(F,I/). Bi-BLUE's DE 0.
Supondremos que el vector aleatorio Y sigue el modelo 
lineal M(F,l/) siendo F={yg=A0 o+K (0-0 o) / 0efr} y V={a2 Z)a 2>0f 
siendo Z  conocido.
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Definición 4,1.1
Sea \X,0)^ una forma lineal de 0 A i-estimable. c+(a,Y)^ 
de Ai es un Ai-BLUE de (A,0)^ si c+(a,Y)^ es un Ai-estimador 
de (A,0)^ y Var(c+(a,Y)^)<Var(c*+(a*,Y ) V c * + ( a * ,Y ) A i - e s ­
timador de (1,0)^ y V a 2 ZeV.
La siguiente proposición caracteriza los Ai-BLUE's de 
(X f Q ) K :
Proposición 4.1.1
Sea (X,0)^ una forma lineal Ai-estimable. Entonces 
c+(a,Y)^ es un A i-BLUE de (X,0)^ si y solo si c=(X,0o)^"
- (a ,A0 o ) t f r P K 'a=PX y ZaeR(KP).
Demostración;
c+(a,Y)^ es un Ai- estimador de (A,0)^ -*-•* E (c+ (a, Y) *
= (X,0)^V0efí «-* c= (X,0 o) |^ ~ (a,A0o) ^  y PK'a=PX. Como ‘a pertene­
ce a un subespacio trasladado de Ker P K ‘, por el teorema de 
la proyección generalizada c+(a,Y)^ tiene mínima varianza 
entre los A i-estimadores de (A,0 )^ si y solo si a 2Z(a,a)^ es 
mínimo Va 2ZeU? es decir si y solo si Iae(Ker PK' =R(KP).
Si Ker KflÜ ={0} entonces 0 es Bi-estimable. Definimos 
los BLUE's de 0 de la siguiente forma:
Definición 4.1.2
c+GY Bi-estimador de 0 es Bi-BLUE de 0 si Var(X,c+GY) 
<Var(X,c*+G*Y)^ VAeK,va2EeV y Vc*+G*Y 8 i-estimador de 0.
La siguiente proposición caracteriza los Bi-BLUE's de 0.
Proposición 4.1.2
c+GY es un Bi-BLUE de 0 si y solo si c=(I-GA)0o/ GK es
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es la identidad sobre ÜK y GZt=0. VteKer P K 1.
Demostración:
c+GY es Bi-BLUE de 0 +-*■ c=(I-GA)0o, GKP=P y (A,c+GY)K 
es Ai-BLUE de (X , 0) ^  VXe K + +  c=(I-GA)0o, GKP=P y ZG.'AeR(KP) 
V X e K  + +  c = (I-GA)0 o/ GKP=P y Glt=0 Vte(R(KP) J1 =Ker P K 1.
Puesto que si UKnKer K={0}, entonces R(PK*)=R(P)=UK ,- 
podemos enunciar los siguientes corolarios:
Corolario 4.1.2.1
Si UKnKer K={0}, entonces c+GY es Bi-BLUE de 0 si y so 
lo si c=(I-GA)0Of GK es la identidad sobre R(PK') y GEt=0 
VteKer KPK'.
Demostración:
Consecuencia inmediata de la proposición 4.1.2.
Corolario 4.1.2.2
Si ÜKnKer K={0}, entonces_c+GY es Bi-BLUE de 0 si y so 
lo si c=(I-GA)0o y G* es solución Z-mínima norma-P-mínimo cua 
drado de K',
Demostración:
Consecuencia inmediata del corolario 4.1.2.1 y del teo 
rema 2.4.1.
Notemos que el resultado del corolario 4.1.2.2 nos per 
mite calcular Bi-BLUE's de 0 directamente sin distinguir en­
tre que haya restricciones sobre 0 ó no. Este resultado que 
no ¿parece en la literatura estadística es sin embargo de
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gran operatividad en el cálculo de Bi-BLUE's de 0 y no preci 
sa extender el modelo a un ampliado.
4.2 ESTIMADORES LINEALES MINIMO SESGO Y MINIMA VARIANZA (BLIM­
BE's) DE ( X , 6 ) k Y DE 6 .
Si Ker KHU^ÍO}, no todas las formas lineales (A,0)^ 
son Ai-estimables, por lo que definimos:
Definición 4.2.1
c+(a, Y) ^  LIMBE de (A,0)^ es BLIMBE de (A,©)^ si 
Var(c+ (a,Y) <Var(c*+(a*,Y ) V c * + ( a * ,Y)^LIMBE de (A ,0)^ .
La siguiente preposición los caracteriza.
Proposición 4.2.1
c+(a,Y)^ efe.BLIMBE de (A,©)^ si y solo si c=(X/0o)^~
- (a,A0 o)  f j r KPVPA=KPVPK1 a y ZaeR(KPVPK').
Demostración:
c+(a/Y)^eAi es BLIMBE de (X,0)^ -*-*■ c+(a,Y)^ es LIMBE 
de (A , 0)^ y Var(c+(a,Y)<Var(c*+(a*,Y ) V c * + ( a * , Y ) ^LIMBE 
de ( \ , 0 ) K + + c = (A ,0 o)£-(a,A0 o)^ # KPVPA=KPVPK1 a y Var(c+ 
+(a,Y)H)^Var(c*+(a*,Y)^) Vc*+(a*,Y)^LIMBE de (A, 0 ) Pero 
como ae(KPVPK1)r* si-endo r=KPVPA que es un subespacio trasla 
dado de Ker KPVPK', entonces según el teorema de la proyec­
ción generalizada, las anteriores condiciones equivalen a 
c=(A,0 o)£-(a,A0 o) KPVPA=KPVPK'a y ZaeR(KPVPK').
Como consecuencia de las proposiciones 3.2.4 y 4.2.1, 
podemos enunciar el siguiente corolario cuya demostración es 
obvia:
0
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Corolario 4.2.1.1
Si Ker Kfllí ={0} y p (PVPK1) =p (PK'), entonces c+ (a,Y) u es un. ti
A i -BLUE de (X,©)^ si y solo si c+(a,Y)^ es un BLIMBE de (X,0)^. 
Vamos a definir los BLIMBE's de 0.
Definición 4.2.2
c+GY LIMBE de 0 es BLIMBE de 0 si Var (X,c+GY) ^ V a r  
(X,c*+G*Y)k VXe K , Vc*+G*Y LIMBE de 0.
La siguiente proposición los caracteriza:
Proposición 4.2.2
c+GYeBi es BLIMBE de 0 si y solo si c=(I-GA)0o/ GK es 
la identidad sobre R(PVPK') y Glt=0 Vte (R (KPVPK1) )L =Ker KPVPK'.
Demostración:
c+GYeBi es BLIMBE de 0 «-*- c+GY es LIMBE de 0 y ZG'Xe . 
eR(KPVPK'} V X e K c=(I-GA)0o/ GK es la identidad sobre 
R(PVPK') y GEt=0 VteKer KPVPK'.
El siguiente corolario consecuencia inmediata de la pro­
posición 4.2.2, es una generalizacióh de la caracterización 
de BLIMBE's dada por Rao|3 6 |•
Corolario 4.2.2.1
c+GYeBi es BLIMBE de 0 si y solo si c=(I-GA)0o y G' es 
solución I-minima norma-PVP-mínimo cuadrado de K'.
La siguiente proposición, consecuencia inmediata de las
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proposiciones 3.2.4, 4.1.2 y 4.2.2, nos indica en que sentido, 
los BLIMBE's de 0 generalizan los BLUE's de 0:
Proposición 4.2.3
Si Ker KflU ={0} y p (PVPK') =p (PK') , entonces c+GY es BLIMJ\ —
BE de 0 si y solo si c+GY es Bi-BLUE de 0.
La siguiente proposición generaliza las notas apuntadas 
por Schonfeld sobre la unicidad de BLIMBE's de 0:
Proposición 4.2.4
Si I es regular, es decir la distribución de Y es no sin 
guiar, el BLIMBE de 0 es único. Si I es singular y p(PVPK')= 
=p(PK'), el BLIMBE de 0 es único con probabilidad 1.
Demostración;
c+GY es BLIMBE de 0 c= (I-GA) 0 0 ,GK es la identidad
sobre R(PVPK') y GEt=0 Vte (R (KPVPK') J1 . Sea S=R(KPVPK') , si 
E es regular, S + Z ( S 1 ) ~ H r luego G es única + c es única -► c+GY 
es único.
Si Z es singular, como Y-A0oeS+E ( S1 ) con probabilidad 1, 
entonces G no es única, pero c+GY=0o+G(I-A0o) tiene un único 
valor con probabilidad 1, ya que S=R(KP)=K(U ).X\
La siguiente proposición, consecuencia inmediata de la 
3.2.5, relaciona los BLIMBE's de (X,0)^ y 0 en un modelo con 
restricciones sobre 0 con los BLIMBE's de (X,0)^ y 0 en un mo­
delo sin restricciones.
Proposición 4.2.5
Consideremos el modelo lineal M(F) y el modelo lineal
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M(F*), siendo F y F* los de la proposición 3.2.5. Entonces 
de verifica:
a) c+(a,Y)^ es un BLIMBE de (X,0)^ en M(F) respecto de 
V ( si y solo si c= (X ,0 0) (a,A0 0) ^  y (a,Y)^ es
un BLIMBE de (X,0)^ en el modelo M(F*) respecto de 
PVP( , ) K .
b) c+GY es un BLIMBE de 0 en M(F) respecto de V ( , )^ 
si y solo si c=(I-GA)9o y GY es un BLIMBE de 0 e n ’ 
el modelo M(F*) respecto de P V P ( , )^.
Ejemplo 4.2.1
En el modelo lineal de regresión, con la representación
e hipótesis del ejemplo 3.2.1, el corolario 4.1.2.2 y el co­
rolario 4.2.2.1 quedarán respectivamente:
a) Si Ker XflKer T={0}, c+GY es un Bi -BLUE de 3 si y so­
lo si c=(I-GX)T~w y G* es solución I-mínima norma-
- (I-T+T)-mínimo cuadrado de X 1.
b) c+GY es BLIMBE de 3 si y solo si c=(I-GX)T w y G ’ 
es solución I-mínima norma-(I-T+T)V(I-T+T)-mínimo 
cuadrado de X*.
Notemos que si en b) no hay restricciones, es decir w=0 
y T=0 obtenemos la caracterización dada por Rao.
4.3 COINCIDENCIAS DE BLIMBE1s DE (X,0)^ Y DE BLIMBE's DE 0.
Consideremos el modelo M(F,(/) siendo F={Pq=A0 o+K (0-0 o) / 
/ 0eí2} y l/=ía2 ^}(j2 > 0 1 y el modelo M(F,W) con W={a2 $ > a 2 >0 •
El problema de coincidencias de Ai-BLUE's de (X,0)^ y 
de Bi-BLUE's de 0 en ambos modelosha sido tratado exahustiva- 
mente en la literatura estadística (Anderson | 3 | , |4 I * ZYS” 
kind 15 2 ¡ , Thomas [49 | , Seely [48 |, Mitra y Moore [29 [...); 
sin embargo nunca se han planteado estas cuestiones con los 
BLIMBE's de (X,0)^ y 0. Las siguientes proposiciones resuel­
ven las cuestiones más relevantes al respecto.
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Proposición 4,3.1
Todos los BLIMBE's de (X,0)^ en el modelo M(F,l/):son 
BLIMBE's de ( X , 8 ) ^  en el modelo M(F,W) V X e K si y solo si 
$(Ker KPVPK' )c£(Ker KPVPK').
Demostración:
Consecuencia inmediata de la proposición 4.2.1, ya que 
la condición i” 1 (R(KPVPK')K f " 1 (R(KPVPK')) por el teorema de 
Farkas, equivale a la del enunciado.
Proposición 4.3.2 .
La condición necesaria y suficiente para que exista un 
BLIMBE de 0 en M(F,l/) y M(F,W) es que (£ (Ker KPVPK')+$(Ker 
KPVPK') )nR(KPVPK') = {0}.
Demostración:
Consecuencia inmediata de las proposiciones 4.2.2 y 0.
1.10.
Proposición 4.3.3
c+GY BLIMBE de 0 en M(F,10 es BLIMBE de 0 en M(F,W) si 
y solo si Gt=0 Vtef(Ker KPVPK').
Demostración:
Consecuencia inmediata de la proposición 4.2*2
Proposición 4.3.4
La condición necesaria y suficiente para que todo BLIM-
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BE de 0 en M(F,l/) sea BLIMBE de 0 en M(F,W) es que 
$ (Ker KPVPK* )cZ(Ker KPVPK*).
Demostración:
Consecuencia inmediata de la proposición 4.2.2.
Si llamamos S a R(KPVPK'), un enunciado equivalente al 
de la proposición 4.3.4, es el siguiente:
o
Proposición 4.3.5
La condición necesaria y suficiente para que todo BLIMBE 
de 0 en M(F,f) sea BLIMBE de 0 en M(F,W) es que ES^.
En particular, si 1=1; es decir, comparamos BLIMBE's
"minimo cuadrado" con BLIMBE's con covarianza 2V obtenemos co­
mo consecuencia directa de la proposición 4.3.5 el siguiente 
corolario:
Corolario 4.3.5.1
La condición necesaria y suficiente para que todo BLIM­
BE de 0 en M(F,a2I),a2>0 sea BLIMBE de 0 en M(F,W) es que
fScS'*' lo cual claramente equivale a que $ tenga un conjunto 
de vectores propios ortogonales que engendren lo cual equjL
vale también a que $ tenga un conjunto de vectores propios or­
togonales que engendren S .
Estos resultados caracterizan el problema de coinciden­
cias de BLIMBE's de 0 y de sus formas lineales. Generalizan 
las caracterizaciones de coincidencias de Ai-BLUE's de (A,0)^ 
y Bi-BLUE's de 0 , ya que si U^FIKer K={0} y V( , )^ verifica 
la condición p(PVPK')=p(PK'), entonces los resultados obte­
nidos pueden enunciarse con A i-BLUE*s y Bi-BLUE's.
CAPITULO 5
LIMBE’s EN EL MODELO PARTIDO
El.modelo lineal de regresión con EY=Xi31+X 2 $2 * 3ieR^r 
3 2 eR^/ se estudia en el diseño en bloques y en el análisis de 
covarianza. El interés del estadístico en este modelo se cen­
tra en estimar Xi3i/ 3i y formas lineales de estos vectores. 
Exceptuando los resultados de Seely |4 7 | , el tratamiento has­
ta el momento se ha restringido al modelo de covarianza (Sche- 
ffe 143 | y Kruskal | 2 5 1) ; es decir / cuando R (Xi )flF (X2 ) ={ 0} . 
Basulto J. | 7 |, desde la aproximación libre de coordenadas 
ha analizado en el modelo más general, la estimabilidad de 
Xi3if 3ir y sus formas lineales. Ha dado también condiciones 
para la existencia de estos estimadores.
En este capítulo, y desde la aproximación libre de coor­
denadas, estudiaremos bajo condiciones de estimabilidad los 
8 1 -estimadores de 3i- Cuando no se den las condiciones de es­
timabilidad introduciremos un tipo especial de estimadores de 
Xi3i/-3i Y de sus formas lineales, a los que, por su semejan­
za con los del capítulo 3, llamaremos LIMBE's y que generali­
zarán, en cierto sentido, los correspondientes estimadores in- 
sesgados cuando éstos existan.
5.1 MODELO LINEAL M(Fr+F2). CONDICIONES DE ESTIMABILIDAD.
En todo este capítulo el espacio paramétrico £2 será de 
la forma Í2=£2ixft2 . El vector aleatorio Y distribuido en el es-
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pació vectorial finito-dimensional H con el producto interior 
( , sigue el modelo lineal M(Fi+F2 )j siendo yQ=y 0 1+yQ 2 
V0=0ix02efí, donde yQjSFi y ye2eF2. Sea 0iOeíli y 0 2 0 ^ 2  / Fi = 
=yeio+ u i Y F2=P0 2 O+Ü 2 , siendo Üi ={y0 1“y0io / QiefiiJ-'y U 2 = 
={]J0 2“1Jq2o / 0 2efi2} subespacios de K.
Definición 5.1.1
El modelo lineal M ( F i + F 2 ) se dice de covarianza si
Uinü2={0}.
Consideremos las familias Ai={a+(b,Y)^,aeR,beH} y Á 3= 
={c+GY; c e H , G e L ( H , H ) }. Basulto J. | 7 | ha estudiado la A x- 
-estimabilidad de (A/ygj)^, XeH y la A 3-estimabilidad de Mqj- 
Recogemos de esta referencia las siguientes definiciones 5.1.
2 y 5.1.3, así como las proposiciones 5.1.1,5.1.2 y 5.1.3.
Definición 5.1.2
a+(b,Y)^eAi es un Ai-estimador de si E(a+(b,Y)^)=
— V0=0ix02efi. Entonces se dice que a+(b,Y)^Ai-estima
( A , y 0 1 ) H.
Proposición 5.1.1
(A,y0 i)^ es Ai-estimable si y solo si Ae (lí101/2 )^  . En 
consecuencia, la condición necesaria y suficiente para que to 
das las formas lineales (A,y0 x)^ sean A 1-estimables, es que 
Uinu2={o},
Proposición 5.1.2
Sea Xe(Uinü2) . Entonces a+(b,Y)^ Ai-estima (A,y0 1)^ 
si y solo si beíi2 , b-Aeüf y a= (A ,ye x Q) (b,y0 1 o+y0 2 0)
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•Definición 5.1.3
c+GYeA3 es un A 3-estimador de y01 si E(c+GY)=y01 vyejeFi. 
Entonces decimos que c+GYA3-estima yq x.
La siguiente proposición los caracteriza:
Proposición 5.1.3
c+GY es un A3-estimador de y01 si y solo si c=(I-G)y01o- 
-Gjjq2 0, Gz=z VzeÜi y Gt=0 Vteli2.
En consecuencia y01 es A3-estimable si y solo si el mo­
delo es de covarianza.
5.2 LIMBE's DE (A,y01)w Y DE y0J.'
Hemos visto en el apartado 5.1 que no siempre existen 
Ai-estimadores de (A,y01)^ vAstf y no siempre existen A ‘3-esti- 
madores de U Q l f  por lo que introduciremos, sin precedentes en 
la literatura estadística, unos estimadores que los generali­
cen en cierto sentido.
Sea (X ,yg j) una forma lineal con X e H. Consideremos 
a+(b,Y)^ perteneciente a Ai un posible estimador de (X,y0 x)^. 
El sesgo de esta estimación será:
E(a+(b,Y)w)-(X,yQl)w=a+(b,yQl 0+^q2 0 ^ i “y0 1 o^H+
+  ( k , y g  2“ ^0 2 o ) f/"" ^  10 ^ ^  i” ^ 0  1 o ^
Si imponemos la condición de que el sesgo no dependa de 
02eft, entonces b e ü 2 f con lo que el sesgo quedará:
a+(b,yQxo+y0 2 0 )^-(A,ye2)^+(b-A,yQ j-PqjQ)^.
Sea V( , )^ un semi-producto interior en H. La lógica 
que adoptaremos será la seguida en el cápítulo 3. Entonces 
definimos:
Definición 5.2.1
El sesgo ponderado según V( , )^ de a+(b,Y)^, beü 2 es
- 55 -
la expresión a+(b,y0 1 0+ye20) (X,yexQ)H+ V (Pi(b-X), y0x-yQ ^ ^  
siendo Pi la proyección ortogonal sobre Ui.
Definición 5.2.2
a+(b,Y)^eAi es un LIMBE de (X,y01)^ si minimiza el sesgo 
ponderado según V( , en Ai VQeíl.
La siguiente proposición los caracteriza:
Proposición 5.2.1--
a+(b,Y)^ es un LIMBE de (^/P0j)^ si y solo si PiVPi(b-X)e 
e ü1n u 2 , b e ü j  y a+(b,yQxo+y020) (X,ye j0)w=0.
Demostración:
La condición a+(b , u q j 0+pQ 20) (X, y0 10) ^=0 es inmediata, 
basta tomar 0i=0io* La condición sobre b se obtiene porque 
hay que minimizar ¡| Pi (b-X) || v sujeto a betiiV que,por el teo­
rema de la proyección generalizada equivale a (V(Pib-PiX),x)
=0 VxePi (üt) y bsÜ2 + + (V(Pib-PiX) ,Piy) ^ =0 vyeU2 y betii ■«--*
«-*» PíVPi (b-X) eUint/2 y belfi.
La siguiente proposición caracteriza los LIMBE’s en fun­
ción de la insesgadez sobre un subconjunto de Í3.
Proposición 5.2.2
a+(b,Y)^ es LIMBE de (X,y01)^ si y solo si E(a+(b,Y)^)= 
=(X,y01)^ VV0ieP0lo+R(PiVPi( U 2 ) ) .
Demostración:
E (a+ (b, Y) ^ ) — ( X / P 0 ^ )  ^  a+ (b, y  0 ^ ^ + y  0 2 0 )  ^ 6 1 o ^ H
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~ / P0 i o) «+ (k'^6 2*^0 2 o ^ tf” 0 VPq i ey0 i 0+R (p ivp i (Üi U 2 ) ) si y so
lo si b e U 2 , a+(b,y0 1 o)M-(X,u0 1 o)w+(b,y02O)w y b-XePiVPl1 ((^níM 
«--► a+(b,Y) ^  es un LIMBE de (X,y01)^.
La siguiente proposición nos indica en que sentido los 
LIMBE1s generalizan los A i-estimadores:
Proposición 5.2.3
Si UinÜ2í={0 } y p (PiVPi (Ü2 )) =p (P1 ( U 2 ) ) , entonces a+(b,Y)^ 
es un LIMBE de (X,y0l)^ si y- solo si a+(b,Y)^ es un Ai-estima­
dor de (X,ye j)^.
Demostración:
Consecuencia inmediata de la definición 5.1.2 y de la 
proposición 5.2.2.
Vamos ya a definir los LIMBE's de y01-
Definición 5.2.3
c+GYeA3 es un LIMBE de y 01 si ( & , c + G Y ) ^  es un LIMBE de 
(X,y01)„ VXeK.
La siguiente proposición los caracteriza:
Proposición 5.2.4
c+GY es un LIMBE de y0j si y solo si c=(I-G)y9 x0~Gy0 2 0 , 
Gt=0 VteU2 y Gz=z vzeR(PiVPi (ílf) ) .
Demostración:
c+GY es LIMBE de y0j «--»■ (X,c+GY)^ es LIMBE de (AfUq j )^ 
VXeH *--*■ (X/c)H+(G'X,Y) ^  es LIMBE de (X/y01)f/VXeH (X,c)^+
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(c*xrpe10+ye2o} ( x i o>h=0' G'Xeü2 y PiVPi (G'x-X)eUinu2
VXetf c=(I-G)p0 lo-Gy02o, Gt=0 vteÜ2 y G es la identidad 
sobre R(PiVPi(UÍ)).
La siguiente proposición los caracteriza en función de 
su insesgadez sobre un subconjunto de Fi-
Proposición 5.2.5
c+GYeA3 es un LIMBE de y0j si y solo si E(c+GY)=y0
^BjePeio+RtPiVEi (U,nu2)x ) . *
Demostración:
Es análoga a la de la proposición 5.2.2.
Proposición 5.2.6
Si íiinti2 = {0} y p (PjVPj (tíi)) =p (Px (U2 )) , entonces c+GY es 
un LIMBE de yg^ si y solo si c+GY es A 3-estimador de ygx«
Demostración:
Consecuencia inmediata de la definición 5.1.3 y de la 
proposición 5.2.6.
Señalemos que la existencia de LIMBE’s de ygx y por lo 
tanto de (X^ygj)^ VXetf está asegurada en virtud de que
R(P!VP!(üi))nu2={0}.
Sea Q 2 la proyección ortogonal sobre U 2. Es evidente que 
la familia {GQ2 / G e L ( H , H ) } coincide con la familia {GeL(tf,tf) / 
/ Gt=0 Vteli2}, por lo que con objeto de dar una caracteriza­
ción operativa de los LIMBE1 s de y01 damos la proposición si­
guiente que claramente equivale a la 5.2.4:
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Proposición 5.2.7
c+GY es un LIMBE de si y solo si 3G*eL(H,H) / G=G*Q2,
c=(I~G*Q2 )P0 1 o-G*Q2p 0 2O y G*Q2 es la identidad sobre R(PiVPiQ2).
En definitiva, para buscar LIMBE1s de pqj basta con ca­
racterizar las aplicaciones G* de la proposición 5.2.7, cues­
tión que resuelve la siguiente proposición:
Proposición 5.2.8
c+G*Q2Y es un LIMBE de p01 si y solo si c=(I-G*Q2)yq1„- 
-G*Q2y 0 2O y (G*) ' es una solución PiVPi-mínimo cuadrado de Q 2.
Demostración:
Consecuencia inmediata de la proposición 5.2.7 y de la 
proposición 2.3.1.
Como, corolario obtenemos el siguiente resultado:
Corolario 5.2.8.1
Si Uif1t/2={0}, entonces c+G*Q2Y es un A 3-estimador de 
P0 j si y solo si c=(I-G*Q2 )p0 1 o-G*Q2p02O y (G*) ' es una solu­
ción Pi-minimo cuadrado de Q 2.
Demostración:
Consecuencia inmediata de las proposiciones 5.2.6 y 5.
2.8.
5.3,REPRESENTACION DEL MODELO. Bi-ESTIMABILIDAD.
En adelante supondremos que fiicKi y Q 2c K 2, siendo K 1 y
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K 2 espacios vectoriales reales finito-dimensionales con produc 
tos interiores respectivos { t ) K i Y ( ' Supondremos que
para ie{l,2}, cada F^ admite una representación en K ^ de la 
siguiente forma: 3 A ¿ e L H ) y 3 K ( K ^ , H ) /  Peio=Ai®io Y 
l|ei“Vieio=:K . (0 .-0iO) V0.efl., donde tiK . == í 0 -0 ¿ o / es un
v  jl X  a* J L 1  ^  1  X J L
subespacio de L .
En esta situación, estamos interesados en la estimabili_ 
dad de 0i y de las formas lineales '(Xf0i)^ . Basulto J. | 7 |, 
ha estudiado la Ai-estimabilidad de formas lineales (A,0i)^ . 
Las proposiciones 5.3.1 y 5.3.2 pueden verse demostradas en 
esta referencia.
Definición 5.3.1
(A,0i)^* es Ai-estimable si a+(b,Y)^eAi / E(a+(b,Y ) =
= (A ,0 i)^ V 0  = 0 2x02efi. Entonces diremos que a+(b,Y)^ Ai-estima 
(A , 0 i) ^  .
La siguiente proposición dá condiciones para la existen 
cia de estos estimadores:
Proposición 5.3.1
(Af0i)« es Ai-estimable si y solo si AeK{ (K2 (ÜT. )) +
± . 1 ,1 K 2
+ü„ =K{(ÜÍ)+l¿ .Ki Ki
La siguiente proposición caracteriza éstos Ai-estimado­
res:
Proposición 5.3.2
Sea AeKí . Entonces a+(b,Y)n es un Ai-estimadorKi n
de (A / 0 1) Kj si Y solo si a= (A, 0 2 o) - (b,Ai 0 1 0+A2 0 2 o) K 2b
y A-KlbeÜ¿ . ‘
Ki
Con objeto de estimar directamente 0 2, introduciremos
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la familia de estimadores Bi={c+GY / c e K i ,  G e L ( H , K i ) } .
Definición 5.3.2
c+GYeBi es un Bi-estimador de 0i si E(c+GY)=0i V0=0iX0 2 
La siguiente proposición caracteriza los Bi-estimadores
de 0 i :
Proposición 5.3,3
c+GY es un Bi-estimador de 0 1 si y solo si c= (I-GAi ).0 i <>- 
-GA2 6 2 0 / Gt=0 V t e i l z  y GKiZ=z Vzeü .Ki
Demostración:
E(c+GY)=0i V 0= 0 !X0 2 £fi «-► E (X, c+GY) v =(X,0i)„ V0efi .VXeKiM  Ki '
+ + (X ,c) ^  - (X , 0 1 o) 1/ (X f GAi 6 1 o+GA20 2 o) y  , KlG'XeÜt / Y A-KlG'Xe 
*l K l Ki ^2
e U ' V X e K i  *--* c= (I-GAi) 0 1 0-GA202 o,GK2t=0 Vtelí„ y GKi es la iden J\1 i\2
tidad sobre Uv  .J\i
En consecuencia podemos enunciar la siguiente proposición 
cuya demostración es consecuencia inmediata de las proposicio 
nes 5.3,3 y 5.3.1.
Proposición 5.3.4
0i es Bi-estimable si y solo si Ker KiHÍÍ ={0} y U i M J 2 =
1
={0}. Además 0i es Bi-estimable si y solo s i ■(X/Q*)^ es Ai-es­
timable V X e K i ,
5.4 LIMBE's DE (X,0i)K Y DE 6 i.
Kl .
Hemos visto que no siempre existen A i-estimadores de
( \ , Q 1 ) K i  V X e K i t ni 8 i-estimadores de 0i. Notemos que esta fa_l
ta de estimabilidad puede ser debida, bien a la falta de inyec-
tividad de Ki sobre U , bien a la existencia de vectores di-
^ 1
ferentes del nulo en UiflÜ2 ; por este motivo, incluso en el mo­
delo de covarianza pueden haber formas lineales no estimables. 
En este apartado, siguiendo la lógica de:los LIMBE's del capí­
tulo 3, introduciremos, sin precedentes en la literatura esta­
dística, unos estimadores que en algún sentido generalicen los 
insesgados.
Sea ( X , Q \ ) U una forma lineal de 0i. Consideremos un a+
+(b,Y)^eAi como un posible estimador de (Xf0i)^ . El sesgo de
esta estimación será:
E(a+(b,Y) - (X , 01) (bf Ai 6 i 0+A 2 6 2 0 ) ^ -(A,0 1 0 ) ^  + '
+ (K^b, 0 2” 0 2 o) £2+ (Kjb, 0 1 -0 1 o ) •
Si imponemos la condición de que este sesgo no dependa
de 0 2 ^ ,  necesariamente Kjbeíi^ , con lo que el sesgo quedará:
2
a+ (b,Ai 0 1 0+A 2 6 2 0 ) ^ “ (X,0io) j^+(K{br0i-0i 0) ^
Sea V( , )^ un semi-producto interior en K \ ,  Entonces, 
definimos:
Definición 5.4.1
El sesgo ponderado según V( , de a+(b,Y)^, siendo
K 2beÜ„ es la expresión:
J\2
a+ (b, Ai 010+A2 0 2 o) jj" (X, 0 1 o) ^  +V (S (K2b,0i-0i 0) ^  ^ / donde 
S representa la proyección ortogonal sobre .
Definición 5.4.2
a+(b,Y) ,,eAi e s un LIMBE de -(X, 6 2) « si minimiza el sés­il ni
go ponderado según V( , )« V0=01x0 2 £fí en Ai.
ni
La siguiente proposición los caracteriza:
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Proposición 5.4.1
a+(bfY),,eAi es un LIMBE de (A,0i)., si y solo si beüt, ti Ki , *
a«(X/eio)Ki-(bfA 1elo+A202o)tí y K{b-Ae(R(SVSK{(U2)).
Demostración:
a+(b,Y) j-eAi es LIMBE de (A,0i)., «■-*■ a+(b,Y)., minimiza
n m i  ' - 1 1
el sesgo ponderado según V( , ) ., VQeíí en Aj y beK2 ( Üv ) =
JL
—U 2 • Este sesgo se minimiza para 0iO cuando a=(A,0iO)t, -
& i
- (b#Ai0 io+A2 02 o) ba condición que falta se obtiene minimi­
zando || S(Kxb-A) || ; donde b e l i z  r pero por el teorema de la pro
1 1
yección generalizada esta condición equivale a K{b-AER(SVSKí ( U 2 ))
La siguiente proposición caracteriza los LIMBE's de 
(A/Oi)^ en función de su insesgadez sobre un subconjunto de Í2:
Proposición 5.4.2
a+(b,Y)^eAi es un LIMBE de (A,0X)^ si y solo si 
E(a+(b,Y)H) = (XÍ0i)K V6=0iX02 / 0ie0i o+R(SVSKl (U7) ) . '
Demostración:
Análoga a la de la proposición 5.2.4.
La siguiente-proposición nos muestra en que sentido ca­
be considerar los LIMBE*s como una generalización de los esti­
madores insesgados:
Proposición 5.4.3
Si üxn ü 2={0}, Ker K xnu„ ={0} y p(SVSK{(üÍ))=p(SKj(üt)),i\ j
entonces a+(b,Y)^ es un LIMBE de (A ^ 6 x)^ si y solo si 
a+(b,Y)^ es un Ai-estimador de (A,0 x) ^ .
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Demostración:
Consecuencia inmediata de la proposición 5.4.2, de la 
definición 5.3.1, y de que K{((jÍ) = (Ki (íi2) )"^
Pasemos ya a definir los LIMBE’s de 0 x:
Definición 5.4.2
c+GYeBi es un LIMBE de 0i si (X,c+GY)^ es un LIMBE de 
( X , e a)K V X e K 1 .
La siguiente proposición los caracteriza:
Proposición 5.4.4
c+GYeBi es LIMBE de 0 1 si y solo si c=(I-GAi)0 1 o-GA202 o t 
Gt=0 Vteü2 y GKiz=z V z e R ( S V S K { )).
Demostración:
c+GYeBi es LIMBE de 0 1 «-*• (X^+GY)., es LIMBE de (X , 0 1) ^
K 1 , K l
VXe K 1 (X,c)w = (X,0io)t/ ~ (G' X ,Aj 0 1 0+A 2 0 2 o) ij / G ’Xel/2 yk. 1 . n. 1 n
K{G'X-Xe(R(SVSK{ (Ü2 ) ) V X e K i  + +  c=(I-GAX).01 0-GA20 2 o * Gt-0 Vt e U 2 r
y GKi es la identidad sobre R(SVSKí(Ü2 ))•
Otra caracterización de los LIMBE’s de 0¡ en función de 
su insesgadez sobre un subconjunto de Ü la proporciona la si­
guiente proposición:
Proposición 5.4.5
c+GYeBi es LIMBE de 0isi y solo si E(c+GY)=0i V0=0iX0 2 
/ ©jeOio+RÍSVSKj (Ü2)).
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Demostración ;•
Consecuencia inmediata de la proposición 5.4.4 y de la 
definición 5.4.2.
La siguiente proposición nos indica en que sentido los 
LIMBE*s generalizan los Bi-estimadores:
Proposición 5.4.6
Si üinu2 = {0}, Ker K,ni/Ki={0} y p (SVSKJ ( u j )) =p (SKj (l/i)) , 
entonces c+GY es LIMBE de 0! si y solo si c+GY es Bi-estimador 
de 0 i.
Demostración;
Consecuencia inmediata de la definición 5.3.2, la propo­
sición 5.4.3 y la proposición 5.4.5.
Puesto que Ü 2HR(KiSVSKl (Ü2") ) ={0} , siempre existen LIMBE' s 
de 0i. Las siguientes notas van destinadas a encontrar las so­
luciones:
Como la familia { G e L ( H , K i) / Gt=0 VteÜ2 } coincide con la 
familia {GQ2 / G e L ( H , K 1) y Q 2 es la proyección ortogonal sobre 
U 2 } , entonces podemos buscar los LIMBE*s de 0i en esta última 
familia de forma que la siguiente proposición es obviamente 
equivalente a la 5.4.4:
Proposición 5.4.7
c+GYeBi es LIMBE de 0 1 si y solo si 3G*eL ( H , K i ) /  G = G * Q 2 / 
c=(I-G*Q2Ai)0io-G*Q2A 20 2 o y G*Q2Ki es la identidad sobre 
R(SVSK{Q2).
Por lo tanto podemos enunciar:
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Proposición 5.4.8
c+G*Q2Y es LIMBE de 0 1 si y solo si c=(I-G*Q2A i )01 o- 
—G*Q2A 20 2 o y (G*) ' es solución SVS-minimo cuadrado de KIQ2 .
Demostración;
Consecuencia inmediata de la proposición 5.4.7.
El siguiente corolario, consecuencia directa de las pro­
posiciones 5.4.6 y 5.4.8 nos indica como encontrar B 1-estima­
dores cuando existan;
Corolario 5.4.8.1
Si üinü2 = {0} y Ker Kini/„ ={0}, entonces c+G*Q2Y es Bi-es-
JS.J
timador de 0i si y solo si c=(I-G*Q2Ai)01 o-G*Q2A 2 0 2o y (G*)' 
es solución S-minimo cuadrado de KÍQ2 .
Ejemplo 5 .1
Consideremos el modelo lineal de regresión partido EY= 
=Xi8 i+X2 8 2 r donde Xi es una matriz nxp y X 2 una matriz nxq. 
Consideremos el caso más general, es decir, cuando hay restric­
ciones sobre 8 i y 82 de la forma Si8 i=wi y S 2 $2==w 2, donde 
wi£Rs y W 2£R*:. En estas condiciones H=Rn , Ki=R^, £ 2- ^ *  ^ 1- 
={8 ieR^ / Si8 i=wi), fi2={ 8 2eR^ / S 2 8 2=W 2 }. Si Si y S 2 son g-in-
versas cualesquiera de Si y S 2 respectivamente, entonces 8 1 0=
*■* ** 4* 4*
=SiWi, 8 2 0=S2W 2 / Üv =Ker Si y Üv  =Ker S 2. Si Si~y S 2 son las
j\ 1 j\2
g-inversas Moore-Penrose respectivas de Si y S 2 / es inmediato
que la proyección ortogonal sobre toma la expresión S=
+ +
==(I-SiSi), la proyección ortogonal sobre ü i  es Pi=MM , donde
+ JL +
M=Xi(I-SiSi) y la proyección ortogonal sobre Ü2 es Q 2=(I-NN >,
siendo N=X 2 (I-S2S 2) .
En consecuencia las proposiciones 5.2.8 y 5.4.8, y los
corolarios 5.2.8.1 y 5.4.8.1 quedarán respectivamente;
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a) c+G*(I-NN+)Y es LIMBE de Xi3i si y solo si
c=(I-G*(I-NN+))XiS7wi-G*(I-NN+ )X2S 2w 2 y (G*) ' es
+ + + 
solución (MM )V(MM )-minimo cuadrado de (I-NN ).
b) c+G*(I-NN+ )Y es LIMBE de 3i si y solo si c=
= (I-G* (I-NN+_)Xi)sTwi-G* (I-NN+ )X2sIw2 y (G*) ' es so­
lución (I-sTsi)V(I-sÍSi)-minimo cuadrado de Xi(I-NN+ ) .
c) Si R(Xi (I-sís 1) )HR (X2 (I“S 2S 2) ) = {0} , entonces c+ 
+G*(I-NN+)Y es un A 3-estimador de Xi3i si y solo si
c=(I-G*(I-NN+))XiSlwi-G*(I-NN+)X2sJw2 y (G*)' es so-
+ + lución (MM )-minimo cuadrado de (I-NN ).
d) Si R(Xi (I-sjsi) )nR(X2 (I-sts2) )=(0} y Ker XiílRd-sts 1) = 
={0}, entonces c+G*(I-NN )Y es un Bj-estimador de
si y solo si c=(I-G*(I-NN+)Xi)sTwi-G*(I-NN+)X2sIw2 y 
(G*) * es solución (I-sts1)-minimo cuadrado de X{(I-NN+ ).
CAPITULO 6
c
BLIMBE’s EN EL MODELO PARTIDO
En el capítulo 5, hemos estudiado . los LIMBE's de y 01 y 
de (^iP0 i)^r los LIMBE's de 0i y (1 ,0 1 ) ^  y los Bi-estimadores 
de 0i en el modelo lineal M(Fi + F2). En general, estos estimado 
res no son únicos, por lo que, siguiendo las líneas del capítu 
lo 4, si Cov Y =a 2£; cr2>0 elegiremos el mejor en el sentido de 
minima varianza. A estos estimadores les llamaremos respecti­
vamente BLIMBE's de y q ^ , (A,y01)^, 6 i Y (X,0i)£ y Bi-BLUE's 
de 0 i.
Analizaremos estos estimadores desde la aproximación li_ 
bre de coordenadas y veremos en que sentido se pueden conside­
rar los BLIMBE's generalizaciones de los correspondientes es­
timadores BLUE's. Por último trataremos el problema de coinci­
dencias de BLIMBE's.
6.1 MODELO LINEAL M(Fi + F2 ,U). BLIMBE's DE (A ,yq x ^ Y DE y01.
Supondremos que el vector aleatorio Y distribuido en H 
sigue el modelo lineal M(Fi+F2 ,10/ siendo Fi y F2 los defini­
dos en el apartado 5.1 y U={cj2E}^2>q , donde Z es conocida. 
Basulto J. | 7 | ha estudiado los Ai-BLUE's:de (A/P01)^ ; 
Xe(ÜiflÜ2)‘L y los A 3-BLUE's de y01 en el modelo de covarianza. 
Recogemos de esta referencia las definiciones 6.1.1 y 6.1.2 
y las proposiciones 6 .1 . 1 y 6 .1 . 2 cuyas demostraciones pueden 
verse en esta referencia.
- 68 -
Definición 6.1.1
a+(b,Y)^eAi es un A i-BLUE de (X, pQ ' Xe ( si
E(a+(b,Y) H) = (X,yQi) ^  VQeQ y Var (a+ (b, Y) H)«Var (a*+ (b* , Y) J  
Va 2 Z e V , Va*+ (b* , Y)^ A i-estimador de (Arpg )^.
La siguiente proposición los caracteriza:
Proposición 6.1.1
a+(b,Y)^ Ai-estimador de (X/yQj)^; Xe(Üinü2/‘ es Ai-BLUE 
de (X/PQj)^ si y solo si Ibe(Ui + Ü2).
Cuando Üini/2={0} se define:
Definición 6.1.2
c+GYeA3 es un A 3-BLUE de si y solo si E(c+GY)-Pq j
V0eíí y Var (X,c+GY)^Var (X ,c*+G*Y)^ XeH, ya2 Zel/, Vc*+G*Y As-estima­
dor de Pg .
La proposición siguiente caracteriza los Aa-BLUE's de Pq
Proposición 6,1.2
c+GYeA3 es un A 3-BLUE de pg^ si y solo si c=(I-G)pq1(J- 
-Gp0 Qf Gz=z VzeÜi, Gt=0 vteÜ2 y GZx=0 Vxe (Üi+U2)J' .
Ya sabemos que no siempre existen Ai-estimadores de to­
das las formas lineales (X,p0 j)^, ni A 3-estimadores de Pgj/ 
por lo que ya en el capítulo 5 introducimos los LIMBE's de 
(X,p0 j)^ y de P0 j. A partir de ellos definiremos los BLIMBE 1s .
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Definición 6.1.3
a+(b,Y)^eA1 es un BLIMBE de (X ,y^ ) ^ , XsH si a+(b,Y)^ 
es un BLIMBE de (X,yg y Var(a+(b,Y)^)^Var(a*+(b*,Y) 
Va2 Zey,Va*+(b*,Y)H LIMBE de (X,y01).w .
La siguiente proposición los caracteriza:
Proposición 6.1.3
a+(b, Y) ^  LIMBE de (X,y0l)H ,Xetf es BLIMBE de (X,y01)w si 
y solo si IbeR(PiVPi (U2) )J+Ü2 / siendo Pi la proyección ortogo­
nal sobre U i.
Demostración:
a+ (b, Y) ^  LIMBE de (X,y01)^ es BLIMBE de (X ,y0 x -<-*
«-*■ o z Z ( b , b ) ^  es mínimo, donde b pertenece a un subespacio tras 
ladado de (P i VP i) (U 2 ) f t U 2 IbeR (P1V P 1 (Ü2) ) +U 2 •
La siguiente proposición nos muestra en que sentido los 
BLIMBE's de (X,y01)^ generalizan los A i-BLUE's de (X,y01)^:
Proposición 6.1,4'’
Si Ü 1n ü 2={0} y p(P1V P 1 (UÍ))=p(Pi(U2 ))/ entonces a+(b,Y)^ 
es un BLIMBE de (X*y01)^ si y solo si a+(b,Y)^ es un Ai-BLUE 
de (X,y0J)^.
Demostración:
Consecuencia inmediata de las proposiciones 6.1.1 y 6.1.3. 
Vamos ahora a definir los BLIMBE's de y 0 •
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Definición 6.1.4
c+GYeA3 es un BLIMBE de si (X,c+GY)^ es BLIMBE de
(X,y0 1 ) H vXetf.
La siguiente proposición los caracteriza:
Proposición 6.1.5
c+GYeA3 es un BLIMBE de y0x si y solo si c=(I-G)y0x0- 
-GPeao» Gz=z VzeR(PiVPi(U2))» Gt=0 VteU2 y GZx=0 Vxe 
e (R(PiVPi (U2)) +Ü 2)1.
Demostración:
c+GY es BLIMBE de y0J -*-► c+GY es LIMBE de y 01 y ZG'Xe 
eR(PiVPi (llj))+U2 VXeH c= (I-G)' y 0 ,O-Gu0 2 (,Gz=z VzeR(PiVPi (üi)) , 
Gt=0 VteÜ2 y G£x=0 Vxe (R (P1V P 1 (U¡)) + U 2)’*’ .
La siguiente proposición nos indica en que sentido los 
BLIMBE's de y01 generalizan los A 3-BLUE's de y0x.'
Proposición 6.1.6
Si üinU2 = {0} y p (PjVPx (tli) )=p (Pi (U2 )) t entonces c+GY es 
«BLIMBE de y01 si y solo si c+GY es un A 3-BLUE de y ^ .
Demostración:
Consecuencia inmediata de las proposiciones 6.1.2 y 6.1.5.
Notemos que siempre existen BLIMBE's de y0J ya que siem­
pre se puede encontrar una aplicación lineal G que verifique 
las condiciones de la proposición 6.1.5.
La unicidad de los BLIMBE's de y01 la investiga la si­
guiente proposición:
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Proposición 6.1.7
Si E es regular, el BLIMBE de yo. es único. Si E es sin 
1 1 “  
guiar y p(PjVPj(Ü2 ))=p(P|(U2)), entonces el BLIMBE de pQx es
único con probabilidad 1 .
Demostración:
Análoga a la de la proposición 4.2.4.
Nuestro objetivo ahora es proporcionar soluciones a BLIM 
BE's de P0 j. Previamente recogemos el siguiente lema cuya de­
mostración puede verse en | 7 | y que es una generalización de 
Drygas |14| pag. 77.
Lema 6.1.1
Sea S un subespacio de H con S=Ker A,
Sea E( , )^ un semi-producto interior en H.
cación lineal G=(I-EA1 (AEA‘) ) verifica que 
VxeS1 .
Proposición 6.1.8
Sea T un espacio vectorial real finito-dimensional con
un producto interior ( , ) ^ .  Sea Te L ( T , H )  /:.R(T) =R(PiVPi (lii) ) +
+íi2. Entonces la aplicación G= (I-E (I-TT+ ) ( (I-TT+ ) E (I-TT+ ) ) ) 
se anula sobre E(R(T)^) y es la identidad sobre R(T) .
Demostración:
Consecuencia inmediata del lema 6.1.1 tomando A=I-TT .
En consecuencia, la siguiente proposición nos proporcio­
na BLIMBE' s de y© : '
donde A e L ( H , K ). 
Entonces la apli- 
Gt=t VteS y GEx=0
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Proposición 6.1.9
Si Ci verifica las condiciones de la proposición 6.1.8,
(G£) es solución PiVPi-minimo cuadrado de Q 2 y c=(I-G2Q 2G 1)yg xg- 
-G2Q 2Giy0 lo, entonces c+G2Q 2Giyes BLIMBE de yej.
Demostración;
Consecuencia inmediata de las proposiciones 5.2.8, 6.1.5 
y 6 .1 .8 .
Notemos que esta misma técnica es válida para calcular 
A 3-BLUE * s de yq .
El problema de coincidencias de BLIMBE's -y como caso
particular- de A 3-BLUE's de ygx en los modelos M(Fi + F2 ,I/) y
M(Fi + F2 /W)/ donde W={cr2í} lo condensamos en la siguienteO
proposición cuya demostración es una consecuencia inmediata 
de la proposición 6.1.5:
Proposición 6.1.10
a) Todos los BLIMBE's de (X,yQi)^ en el modelo M(Fi + F 2 /lO 
son BLIMBE's de (A,yg en el modelo M(Fi+F2 , W) si
y solo si í (R(PiVPi (ü|) )+U2)1c I (R(P!VPi (UÍ) )+U2)1'.
b) La condición necesaria y suficiente para que exista 
un BLIMBE de ygx en ambos modelos es que;
(i (R(PiVPi (l/i) )+U2H-E(R(PiVPi (üi) )+ü2/')nR(PiVPi ( u f )  )={0>
c) c+GY BLIMBE de ygx en-M(F1+F 2 r I/) es BLIMBE de y g x en 
M(F 1+F 2 ,W) si y solo si Gt=0 Vte| (R (P1V P 1 (Ü2) )+Ü 2 .
d) La condición necesaria y suficiente para que todo BLIM 
BE de ygj en M(Fi+F2/10 sea BLIMBE de ygx en M(Fi+F 2 ,W) 
es que $ (R(PiVPi (üf) ) + U 2 )±c Z  (R(PiVPi ( U 2 ) ) + U 2)± .
e) Sea C=R(PiVPi (tli))+(i2 . Entonces la condición necesaria
y suficiente para que todo BLIMBE de yñ' en M ( F 1+F 2 /o 2 I )
1 1
sea BLIMBE de yg x en M(Fi + F2 /W) es que }C C C  ; es de­
cir $ tenga un conjunto de vectores propios ortogonales
-  7 3  -
que engendrenC^, lo cual equivale a que £ tenga un 
conjunto de vectores propios ortogonales que engendren 
C .
6.2 REPRESENTACION DEL MODELO. Bi-BLUE's DE 6 i.
Consideremos la representación del modelo M(Fi+F2/10 a-
doptada en el apartado 5.3.
Definición 6.2.1
a+(b,Y)„£Ai es un A i -BLUE de (Xf0j)^. , Xe (Ü ifl Ü 2 )** si n ni
E (a+(b/Y)^) = (X/0 1)^ VQ = Q i x Q z e Q y Var (a+(b, Y) -SVar (a*+(b* , Y)
va2 Eeft,va*+(b*,Y ) u Ai-estimador de (X#0i)^ •n K 1
Basulto J. | 7 |ha estudiado los Ai-BLUE's de las formas 
lineales (X,0i)^. El siguiente resultado puede verse demostra 
do en esta referencia.
Proposición 6.2.1
a+(b,Y)¿.eAi es A 1 -BLUE de (X,0x) Xe (Uinl/2)1 si y solo n fc. 1.
si a+(b,Y),, es Ai-estimador de (X,0il~ y Zbeüi+lÍ2 - n Vi
Si UinÜ2=(0 } existen Bi-estimadores de 0i, por lo que 
en estas condiciones definimos:
Definición 6.2.2
c+GYeBi es un Bi-BLUE de 0i si E{c+GY)=0i V 0 = 0xx0 2£Í2. y
Var(X,c+GY ) v ^Var(X,c * + G * Y ) ' Va2Eefí*Vc*+G*Y *Bi-estimador de 
K 1
0 i/ V X e K i
La siguiente proposición los caracteriza:
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Proposición 6.2.2
c+GYeBi es Bx-BLUE de 0j si y solo si c=(I-GAx)0x0- 
-GA202 O* Gt=0 VteU2, GKiZ=z Vzeti^ y GEx=0 Vxe (Üx + t^)1, .
Demostración:
c+GY es Bi-BLUE de 0i si (A,c+GY)^ es Bx-BLUE de (A , 6 i)^
c= (I-GAi) 0 i o~GA202 o /. Gt=0 VteU2, GKiZ=z vzeti' y ZG'AeUx +íi2
k i
V X e K i  +--*■ c=(I-GAi)0io-GA2 02 O/ Gt=0 VteÜ2 , GKiZ=z VzeÜK y 
GZx=0 vxe ( Ü i + Ü ¿ .
6.3 BLIMBE's DE (A ,0 i)  ^Y DE 0j.
Cuando no existen Ax-estimadores de todas las formas li­
neales (A,0 x)k y por lo tanto no existen Bx-estimadores de n x
0x hemos introducido los LIMBE's, sin embargo éstos no son tí­
nicos por lo que elegiremos de entre ellos los de menor varian 
za a los que llamaremos BLIMBE's.
Definición 6.3*1
a+(b, Y ) u LIMBE de (A,0x)t, es BLIMBE de (A,0x)„ si n N. i K. x
Var (a+(b,Y)H)^Var(a*+(b*,Y)H) Va2ZeV, va*+ (b* , Y)^ LIMBE de 
(A, 0 x) •
La siguiente proposición los caracteriza:
Proposición 6.3.1
a+(b,Y)^eAx es BLIMBE de (A,6 i)*, si y solo si a+(b,Y)^ 
es LIMBE de (A,0 x)^ y .EbeR(KxSVSKl(U2))+U 2 .
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Demostración:
a+(b,Y)HeAj es BLIMBE de (X,0i)£ «--*■ a+(b,Y)^ es LIMBE
de (A,0 i)„ y o 2Z(b,b)u es mínimo, donde b pertenece a un sub
1 ^ a i
espacio trasladado de Kl 1 (R(SVSKj(^2 )y )flU2 =(RÍKjSVSKj ( U 2 ) ) )  
HUÍ? pero por el teorema de la proyección generalizada, este 
mínimo se obtiene cuando IbeRÍI^SVSK} (ü2) )+Ü 2 .
La siguiente proposición, consecuencia inmediata de las 
proposiciones 5.4.3 y 6.3.1, nos muestra en que sentido estos 
BLIMBE's generalizan los Ai-BLUE's:
i
Proposición 6.3.2
Si tlinu2 = {0}, Ker KiHÜ »{0> y P (SVSKl (üí) ) =P (SK{ <ü£) ) , 
entonces a+(b,Y)^ es un BLIMBE de (A,0i)j^ si y solo si 
a+(b,Y)^ es un Aj-BLUE de (X,0i)^ .
Vamos ahora a definir los BLIMBE's de 0x s
Definición 6.3.2
c+GYeBi es BLIMBE de 6 x si c+GY es LIMBE de 0 j y 
Var (A,c+GY) j^Var (A,c*+G*Y) K V X e K 1 , V a 2 Ze l/,Vc*+G*Y LIMBE de 0j.
La siguiente proposición los caracteriza:
Proposición 6.3.3
c+GYe Bi es BLIMBE de 0! si y solo si c=(I-GAX)0xo-GA2 0 2 o • 
Gt=0 Vte Uz r GKxz=z Vz£R(SVSK¡ ( U2) ) y GZx=0 Vxe (R (Kj SVSK¡ ( u¿) ) + 
+ Uz) •
Demostración:
c+GYe Bi es BLIMBE de 0 X «--*■ (XfC+GY)^ es BLIMBE de
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(X,0i)K VAeKi «-*■ c+GY es LIMBE de 0i y EG '(KOeRÍKiSVSKl (üj) ) +
+ li2 c+GY es LIMBE de 0i y GEx=0 Vxe (R(KiSVSKi (tfi) ) +Ü2)X .
Notemos que siempre existen BLIMBE1s de 0i como consecuen 
cia de la proposición 6.3.3.
La siguiente proposición, consecuencia inmediata de las 
proposiciones 6.2.2 y 6.3.3 nos indica en que sentido los BLIM 
BE's de 0i generalizan los Bi-BLUE's de 0 1 :
Proposición 6.3.4
S i  u , n u 2= { 0 } ,  Ker K ,n li = { 0 }  y p (SVSKj (UJ)) =p (SKI ( ü\ ) ) , 
entonces c+GY es un BLIMBE d e 6 i si y solo si c+GY es un Bj-BLUE 
de 0 i.
La siguiente proposición consecuencia inmediata de la 
proposición 6.3.3 clarifica la cuestión de unicidad de BLIMBE's 
de 0 1 :
Proposición 6.3.5
Si E es regular el BLIMBE de 0 1 es único. Si £ es singu­
lar y p (SVSK{ (Ü2 ) ) =P (SKI (Ü2 ) ) / entonces el BLIMBE de 0i es ún_i 
co con probabilidad 1 .
Las siguientes dos proposiciones tienen como objetivo 
proporcionar soluciones a BLIMBE1s de 0 1 :
Proposición 6.3.6
Sea T un espacio vectorial real f inito-dimensional con 
un producto interior ( , ) j .  Sea T una aplicación lineal de 
T en H tal que R(T)=R(KjSVSKi(Ü^))+Ü2 . Entonces la aplicación 
G“ (I-E (I-TT+) ((I-TT+)Z (I-TT+)) ) se anula sobre Z(R(T) ) y es 
la identidad sobre R(T).
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Demostración;
Consecuencia inmediata del lema 6.1.1 tomando A=I-TT+ .
Proposición 6.3.7
Si Gi verifica las condiciones de la proposición 6.3.6,
G¿ es solución SVS-minimo cuadrado de KjCh y c=(I--G2Q 2G 1A 1)0 1 0- 
-G2Q 2G 1A 2 0 2 o t entonces c+G2Q 2G^Y es BLIMBE de 6 1 .
Demostración:
Consecuencia inmediata de las proposiciones 5.4.8, 6.3.3, 
y 6.3.6 .
Notemos, al igual que hicimos con BLIMBEfs de que
esta técnica es válida para calcular Bi-BLUE's de 0i cuando 
existan.
El problema de coincidencias de BLIMBE's dé 0 1 — y como 
caso particular- de Bi-BLUE's de 0 1 en los modelos M(Fi+F2 #V) 
y M(Fi+F2 ,W) lo resumimos en la siguiente proposición cuya de­
mostración es consecuencia inmediata de la proposición 6.3.3.
Proposición 6.3.8
a) Todos los BLIMBE's de (X,0i)^ en el modeloK 1
- M(Fi+F2 f^) son BLIMBE 's de (A , 0 1) en el modelo
k* 1
M(Fi+F2/W) si y solo si:
t (R(KiSVSKl (ÜÍ) )+ü2)iC I(R(KiSVSKÍ (U2) )+U2)X
b) La condición necesaria y suficiente para que exista 
un BLIMBE de 0i en M(Fi+F2 rlO y M(Fi+F2 /W) es que:
(t(RÍKiSVSKÍ(üt))+ü2)X (E(R(KiSVSKj(Ü2 ))+Ü2)1 )H
R(KiSVSK{(üi))={0}
c) c+GY BLIMBE de 0 1 en M(Fi+F2#^) es BLIMBE de 0 1 en 
M(Fi+F2 ,W) si y solo si Gt=0 Vte$ (R(KxSVSKJ (ut) ) +ü2)X
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d) La condición necesaria y suficiente para que todo 
BLIMBE de 6 i en M(Fi+F2,10 sea BLIMBE de 0 1 en 
M(Fi+F2 ,W) es que:
$ (R (Ki SVSK{ ( ü i )  )+U2)X I (R (Ki SVSK{ <U2) )+U2)X
e) Sea t?=R(KiSVSKí (U2) ) +U 2 , Entonces la condición nece­
saria y suficiente para que todo BLIMBE de 0 1 en 
M(Fi+F2 , c f2I )  ; o 2 > 0 sea BLIMBE de 0i en M(Fi+F2 /W) es 
que V ? es decir $ tenga un conjunto de vectores 
propios ortogonales que engendren V,  lo cual equiva­
le a que $ tenga un conjunto de vectores propios or­
togonales que engendren V .
Ejemplo 6.1
En el modelo de regresión partido con la representación 
dada en el ejemplo 5.1r es evidente que las aplicaciones:
Ti = ( (MM+ )V(MM+)Q2 :X2 (I-sts2) ) T 2=(Xi (I-stsi) :X2 (I-s£s2) )
.T s=(Xi(I-sÍSi)V(I-sTsi)XIQ2 :X2 (I-sfs2)), donde (A:B) represen- 
ta la matriz cuyas columnas son las de A y las de B, verifican: 
R (Ti) =R (P i VP i (íiÍ))+U2: R(T2)=Uí+ü2 R(T 3)=R(Ki.SVSK1 (üf))+U2.
En consecuencia las proposiciones 6.1.9 y 6.3.7 quedarán res­
pectivamente:
a) Sea Gi=(I-E(I-TiTÍ)((I-TiTÍ)E(I-TiTÍ))~) , una so­
lución (MM+ )V(MM+)-minimo cuadrado de (I-NN+ ) , y
c=(I-G2 (I-NN+)Gi)XiS7wi-G2 (I-NN+)GiX2sIw2, entonces 
c+G2 (I-NN+ )GiY es BLIMBE de Xi3i.
b) Sea Gi=(I-Z(I-T3Tt)((I-T3Tt)I(I-T3Tt))~) , G¿ una so-
+ + + lución (I-SiSi)V(I-SiSi)-minimo cuadrado de X{(I-NN )
y c=(I-G2 (I-NN+ )G1Xi)s7wi-G2 (I-NN+ )GiX2s7w2 , entonces
c+G2 (I-NN+ )G !Y es BLIMBE de Bi-
En particular si Üin(J2={0}, se tendrá:.:
c) Si R(Xi(I-stsi))nR(X2 (I-sts2 ))={0}, sea Gi=
= (I-E(I-T2tÍ) ((I-T2T Í ) K l - T 2Tt))’‘) , G¿ una solución 
(MM+ )-minimo cuadrado de (I-NN+ ) y c=(I-G2 (I-NN+ )Gi) 
XiSiWi-G2 (I-NN+ )GiX2S 2w 2, entonces c+G2 (I-NN+)GiY es 
un A 3-BLUE de XiBi.
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Si ÜinU2 = {0} y Ker XiflR(I-sísi) ={0} , se tendrá:
d) Si R(Xi (I-stsi) )flR(X2 (I-sts2) )={0} y
Ker XiflRd-stsi) ={0} , si Gi=(I-Z(I-T2t Í ) ((I-T2TtÍE
+ — +(I-T2T 2)) ), G 2 una solución (I-SiSi)-minimo cuadra­
do de X{ (I-NN+) y c=(I-G2 (I-NN+ )GiXi)sTwj- 
-G2 (I-NN+ )GiX2sIw2, entonces c+G2 (I-NN+ )GiY es Bj-BLUE 
de 3 1.
CAPITULO 7
CONCLUSIONES
En.este último capítulo vamos a puntualizar una serie 
de resultados de esta memoria que consideramos interesantes:
En cuanto a la cuestión de metodología de los modelos 
lineales, señalemos los siguientes puntos:
1) El tratamiento libre de coordenadas del modelo lineal es 
a nuestro juicio el más adecuado, ya que proporciona carac 
terizaciones muy generales de los estimadores estudiados, 
y no precisa más instrumento matemático que el álgebra de 
espacios vectoriales reales de dimensión finita.
2) La g-inversa de una aplicación lineal A es absolutamente 
necesaria en el estudio de los modelos lineales, puesto 
que hay que invertir matrices singulares. En particular, 
las g-inversas soluciones W-minimo cuadrado, minima V-nor 
ma y W-minimo cuadrado-minima V-norma de A(Ax=y) son im­
prescindibles.
En lo referente al tratamiento de LIMBE's y BLIMBE's a- 
doptado en los capítulos 3 y 4 respectivamente, notemos los 
siguientes puntos:
3) La no Bi-estimabilidad del vector paramétrico 0es debida 
únicamente a la no inyectividad de K en U
4) Los LIMBE1s y BLIMBE1s de 0 en el modelo lineal con res­
tricciones sobre el vector paramétrico 0 , no presentan más 
problemas que los LIMBE's y BLIMBE1s de 0 en un modelo li­
neal sin restricciones sobre 0 , como demuestran los coro­
larios 3.2.1.1 y 4.2.2.1. Es más, los LIMBE’s y BLIMBEfs 
con restricciones no son sino LIMBE's y BLIMBE's sin res-
tricciones, más un término adicional de fácil cálculo, co­
mo demuestran las proposiciones 3.2.5 y 4.2.5. Por esta ra 
zón nos parece inadecuada la sugerencia apuntada por Schon 
feld de extender el modelo para evitar el cálculo de LIMBE's 
y BLIMBE*s con restricciones.
5) Las proposiciones 3.2.2 y 3.2.3 caracterizan los LIMBE's 
de (1 ,0 )^ y 0 respectivamente en función de su insesgadez 
sobre un subconjunto de fi. Es decir, un LIMBE no es más 
que un estimador insesgado en un modelo con restricciones 
adicionales sobre 0. En consecuencia estas proposiciones 
podrían darse como definiciones de los correspondientes LIM 
BE's. En principio parece que deban utilizarse solo los se- 
mi-productos interiores V( , )^ / P(PVPK')=p(PK1), pues en- 
tqnces se alcanza un subespacio de insesgadez de rango máxi­
mo. Las proposiciones 3.2.4 y 4.2.3 y el corolario 4. 2.1.1- 
refuerzan más esta decisión, pues si Ker Kflü ={0}, los LIM-J\
BE's y BLIMBE's generalizan los estimadores insesgados y los 
BLUE's respectivos. Sin embargo, utilizando V / R(PVPK')= 
=R(PK') obtendremos BLIMBE’s que si I es no singular coinci­
dirán con los obtenidos por Ahlers y Lewisj 1 | y Hallum, Le- 
wis y Boullion|2 0 | , y si I es singular serán iguales a ellos 
con probabilidad 1. Por este motivo conviene utilizar V tales 
que además de la condición p(PVPK')=p(PK') verifiquen la adi­
cional R (PVPK')= R (PK').
6 ) Las caracterizaciones de BLIMBE's y Bi-BLUE's de 0 proporcio 
nadas por las proposiciones 4.2.2 y 4.1.2 respectivamente, 
son tan potentes que los problemas de coincidencias y de un_i 
cidad analizados en el apartado 4.3 y proposición 4.2.4 res­
pectivamente, son una consecuencia inmediata de ellas. Obvia­
mente, las soluciones a BLIMBE's de 0 y a Bi-BLUE's de 0 ob­
tenidas en los corolarios 4.2.2.1 y 4.1.2.2 son inmediatas.
Con respecto al análisis del modelo partido realizado en
los capítulos 5 y 6 , conviene notar:
7) La no A 3-estimabilidad de Hqj solo se presenta si el modelo 
no es de covarianza; sin embargo'la no Bi-estimabilidad de 0i 
puede ser además debida a que Ki no sea inyectiva sobre U .
8 ) Las proposiciones 5.2.3 y 5.2.6 caracterizan respectivamente
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los LIMBE's de Y V>0 i en función de su insesgadez
sobre un subconjunto de £2. Análogamente, las proposiciones
5.4.3 y 5.4.6 caracterizan respectivamente los .LIMBE’s de 
(1,0 1)^ y 0 i en función de su insesgadez sobre un subconjun 
to de fí. En consecuencia, razonando igual que en 5), en el 
cálculo de LIMBE1s de (X,y0 2)^ y y 0 x utilizaremos V / p(PiQ2 )- 
=p(PiVPiQ2 ), y en el cálculo de LIMBE's de (X,0i)^ y 0i uti­
lizaremos V / p(SVSKIQ2 )=P(SK{Q2 ). Nuevamente esta decisión 
se refuerza con las proposiciones 6.1.4, 6.1.6, 6.3.2 y 6.3.4. 
En este punto tenemos que hacer constar nuestra convicción de 
que posiblemente se puedan encontrar BLIMBE's de \1 q i y 9¡ con 
las apetecibles propiedades que verifican los obtenidos en 
I 1 1Y12 0 1 t con lo que la "mejor" decisión sería utilizar V 
tal que R(PiVPiQ2 )=R(PiQ2) y R(SVSK{Q2 )=R(SKfQ2) respectiva­
mente.
9) Las caracterizaciones de BLIMBE's de iíQ j y 0i obtenidas res 
pectivamente en las proposiciones 6.1.5 y 6.3.3 son tan poten 
tes, que las notas sobre unicidad y coincidencias tratadas pos_ 
teriormente son una consecuencia inmediata de ellas.
10) Conviene notar que, aunque las fórmulas que proporcionan LIM- 
BE's de yQj y 0i obtenidas en las proposiciones 5.2*8 y 5.4.8, 
y las fórmulas que proporcionan BLIMBE's de iíQj y 0i dadas en 
las proposiciones 6.1.9 y 6.3.7 son muy complejas, sin embar­
go son válidas para cualquier modelo partido, y en particuíai: 
utilizando V adecuadas, proporcionan A 3-estimadores de y © ^
Bi-estimadores de 0i, Á 3-BLUE's d e y 0 x y Bi-BLUE's de 0i res­
pectivamente cuando existan.
11) Señalemos por último que> aunque en lo referente al modelo pair 
tido no podamos contrastar nuestros resultados con los de 
otros autores por ser éste un modelo poco estudiado, se obtie 
nen resultados paralelos a los conseguidos en los capítulos
3 y 4 que contemplan como casos particulares los resultados ya 
conocidos.
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