We introduce a new class of random variables and their distributions -the class of logarithmic Lambert W random variables (or simply log-Lambert W random variables) for a specific family F of continuous distributions with support on the nonnegative real axis. In particular, we present the basic characteristics of the exact distribution of log-Lambert W random variables for chi-squared distribution, and a generalization, which naturally appears in the statistical inference based on the likelihood of normal random variables. More generally, the class of log-Lambert W random variables is also related to the exact distribution of the Kullback-Leibler I-divergence in the exponential family with gamma distributed observations. By simple examples we illustrate their applicability of the suggested random variables and their distributions for the exact (small sample) statistical inference on model parameters based on normally distributed observations.
Introduction
Originally Goerg (Goerg (2011 (Goerg ( , 2012 ) introduced the Lambert W × F random variables (RVs) and families of their distributions as a useful tool for modeling skewed and heavy tailed distributions. In particular, for a continuous location-scale family of r X ∼ F ϑ , parametrized by a vector ϑ, Goerg defined a class of location-scale Lambert W × F ϑ random variables Y = U exp (γU) σ X + µ X , γ ∈ R,
parametrized by the vector (ϑ, γ), µ X and σ X are the location and scale parameters, and U = (X − µ X )/σ X . The inverse relation to (1) can be obtained via the multivalued Lambert W function, namely, by the branches of the inverse relation of the function z = u exp(u), i.e., the Lambert W function satisfies W(z) exp(W(z)) = z, for more details see, e.g., Corless et al. (1996) .
Here we formally introduce a class of related but different (transformed) RVs and their distributions, the logarithmic Lambert W × F ϑ RVs for a specific family of distributions F ϑ defined on the nonnegative real axis.
We shall focus on the family of the so-called log-Lambert W × chi-squared distributions, which naturally appear in the statistical likelihood based inference of normal RVs. As we shall illustrate later, a specific type of such RVs plays an important role. In particular, the random variable
and its generalization
where Q ν is a chi-squared distributed random variable with ν degrees of freedom, Q ν ∼ χ 2 ν , and a, b, c are further parameters. The random variable (2) will be denoted here as the standard log-Lambert W × χ 2 ν random variable. Stehlík (Stehlík (2003) ) studied related RVs (and their distributions) to derive the exact distribution of the KullbackLeibler I-divergence in the exponential family with gamma distributed observations. In particular, he derived the cumulative distribution function (CDF) and the probability density function (PDF) of the transformed gamma RVs, which are directly related to the here considered log-Lambert W × χ 2 ν RVs. Stehlík showed that the I-divergence from the observed vector to the canonical parameter can be decomposed as a sum of two independent RVs with known distributions. Since it is related to the likelihood ratio statistics, Stehlík also calculated the exact distribution of the likelihood ratio tests and discussed the optimality of such exact tests. Recently Stehlík et al. (2014) applied the exact distribution of the Kullback-Leibler I-divergence in the exponential family for optimal life time testing.
In this paper we shall present a detailed characterization of the family of the log-Lambert W × χ 2 ν RVs and their distributions together with some applications especially useful for the exact likelihood-based statistical inference.
We, however, do not consider explicitly the data transformation part, although, as suggested by a reviewer, the analysis and practical importance could benefit from transformation statistics, as it was considered and illustrated in Goerg (2011) , where the emphasis was on the data transformation part. Here we shall focus on applications of the log-Lambert W × χ 2 ν RVs for derivation of some exact LRT (likelihood ratio test) distributions. In Section 2 we shall formally introduce the unifying framework of the logarithmic Lambert W RVs for a specific family of continuous distributions F ϑ , and further, we shall derive the explicit forms of their CDF and PDF. Focus of Section 3 is on the distribution of the log-Lambert W × χ 2 ν RVs and their characterization, including the characteristic function, cumulants, and first moments. We also provide means for computing the distributions of linear combinations of these RVs. Section 4 illustrates their applicability for the exact (small sample) statistical inference on model parameters based on normally distributed observations. ν RV can be expressed by help of incomplete gamma function, directly from (7) we get
where Γ(·) is the gamma function, and Γ(n, a, b) = b a t n−1 exp(−t) dt is the generalized incomplete gamma function.
Further, as the PDF of the χ 2 ν RV is
directly from (10) we get
The characteristic function (CF) of Y ∼ LW(χ 2 ν , θ), can be derived by algebraic manipulations directly from its definition, i.e. cf LW(χ 2 ν ,θ) (t) = E(exp(itY)) = E(exp(itg θ (X))) where X ∼ χ 2 ν , and is given by
The cumulants (
ν , θ) are readily obtained by expanding the logarithm of the moment generating funciton (MGF) into a power series. Note that
Thus
for j = 2, 3, . . . , and ψ (m) (·) is the m-th order polygamma function, i.e. the (m + 1)-derivative of the logarithm of the gamma function. Hence, the first four basic moment characteristics of this distribution are:
3.1. The standard log-Lambert W × χ 2 ν distribution As mentioned above and as illustrated by examples in the next section, the central role in the likelihood based inference for normally distributed data plays the RV
where
, is the special case of RV (4) with θ = (ν(log(ν) − 1), ν, 1). We shall call it the standard log-Lambert W × χ 2 ν RV with ν degrees of freedom. Then, directly from (15) we get the characteristic function of the standard log-Lambert W × χ 2 ν RV as and consequently, for ν → ∞, we get the convergence of Y ν (in distribution) to the chi-squared distribution with 1 degree of freedom, i.e.
for more details see Appendix A.
As pointed out by one of the reviewers, a specific question for a practitioner is if using the usual rule of thumb, say n = 30 observations or ν = 30 degrees of freedom, respectively, is a good enough approximation for application of the central limit theorem. Table 1 illustrates how the standard log-Lambert W × χ 2 ν distribution, which is an exact null distribution of the likelihood-ratio statistic for testing the hypothesis about the variance parameter based on random sample from normal distribution, differs from the usual (asymptotic) χ 2 1 approximation and also how fast is the convergence to χ 2 1 for ν → ∞ (for more details see the Example 1, below). Stehlík (2003) presents a detailed comparisons with the χ 2 -asymptotic of the likelihood-ratio statistic, however in a different statistical model with independent observations from the exponential distribution.
Computing the distributions of linear combinations of independent log-Lambert
The CDF, PDF and QF of the log-Lambert W × χ 2 ν distribution can be numerically evaluated directly from (7), (10), and (11), by using suitable implementation of the Lambert W function.
Numerical evaluation of the distribution of a linear combination of independent log-Lambert W × χ 2 ν RVs is based on methods similar to those discussed in Witkovský (2001b) and Witkovský (2004) , and is closely related to the method for computing the distribution of a linear combination of independent chi-squared RVs suggested by Imhof (1961) , see also Davies (1980) , and also related to the method for computing the distribution of a linear combination of independent inverted gamma variables suggested by Witkovský (2001a) . The procedure is based on the numerical inversion of the characteristic function, for more details see Gil-Pelaez (1951) .
Consider thus the random variable Y = k j=1 λ j Y j , a linear combination of independent log-Lambert W RVs Y j ∼ LW(χ 2 ν j , θ j ) with ν j , degrees of freedom, parameters θ j = (θ j 1 , θ j 2 , θ j 3 ), and real coefficients
The distribution function (CDF) of Y, cdf Y (y) = Pr{Y ≤ y}, is according to the inversion formula due to Gil-Pelaez (1951) given by
and the PDF is given by
This approach can also be applied to compute the distributions of more general linear combinations of independent RVs, e.g. with χ
The Matlab implementation of the algorithms for computing CDF, PDF, CF, cumulants and QF of the log-Lambert W × χ 2 ν RVs (resp. their linear combinations) is currently available at http://www.mathworks.com/matlabcentral/fileexchange/46754-lambertwchi2, the Matlab Central File Exchange. In future, these algorithms will become a part of a more general Matlab suite of programs (under development) to calculate the tail probabilities (including CDF, PDF, and QF) of a linear combination of RVs in one of the following classes: (1) class of symmetric RVs containing normal, Student's t, uniform and triangular distributions, and (2) class of RVs with support on positive real axis, e.g., the chi-squared and inverse gamma distributions, see http://sourceforge.net/projects/tailprobabilitycalculator/.
Examples
For illustration, here we present simple examples of the likelihood based inference for normally distributed data, where the distribution of the likelihood ratio test statistic under the null hypothesis can be expressed using the logLambert W × χ 2 ν RVs.
Example 1: Distribution of the LRT statistic for testing a single variance component
Let S 2 be the estimator of the variance parameter σ 2 (e.g. the restricted maximum likelihood estimator (REML) of σ 2 , based on a random sample from normally distributed data,Ỹ ∼ N(0, σ 2 I)), such that
ν . The PDF of the RV S 2 can be directly derived from the PDF of the chi-squared distribution with ν degrees of freedom (13). So the log-likelihood function is
and the (log-) likelihood-ratio test statistic (LRT) for testing H 0 :
whereσ 2 = S 2 is the REML estimator of σ 2 . From that,
where Q ν ∼ χ 2 ν . That is, under the null hypothesis H 0 , the LRT statistic has the standard log-Lambert W × χ
ν , θ) with θ = ν(log(ν) − 1), ν, 1 . Based on that, the (1 − α)-confidence interval for the parameter σ 2 , say c LRT , obtained by inverting the LRT, can be expressed as
where q 1−α denotes the (1−α)-quantile of the RV (Q ν −ν)−ν log Q ν ν , i.e. LW(χ 2 ν , θ) distribution with θ = ν(log(ν) − 1), ν, 1 , and the limits x θ L (q 1−α ) and x θ U (q 1−α ) are defined by (8). The minimum length confidence interval for σ 2 , say c ML , can be expressed, e.g., as
whereq 1−α is the (1−α)-quantile of the RV (Q ν −ν)−(ν+2) log Q ν ν , i.e. LW(χ 2 ν ,θ) distribution withθ = (ν + 2) log(ν) − ν, ν + 2, 1 , see also Tate and Klett (1969) and Juola (1993) .
Example 2: Distribution of the LRT statistic for testing normal linear regression model parameters
Let Y ∼ N(Xβ, σ 2 I) be an n-dimensional normally distributed random vector with a non-stochastic full-ranked (n × k)-design matrix X, parameters β ∈ R k and σ 2 > 0. Here the log-likelihood function is
and the LRT statistic for testing
That is, under the null hypothesis H 0 , the LRT statistic (35) is distributed as a linear combination (sum) of two independent RVs with χ 2 k and LW(χ 2 ν , θ) distributions, respectively, where ν = n − k and θ = n(log(n) − 1), n, 1 . For more details, see e.g. Choudhari et al. (2001) and Chvosteková and Witkovský (2009) .
Example 3: Distribution of the (restricted) LRT statistic for testing canonical variance components
Consider a normal linear model with two variance components, Y ∼ N(Xβ, σ
where Y is an ndimensional normally distributed random vector, X is a known (n × k)-design matrix, β is a k-dimensional unknown vector of fixed effects, V is a known n × n positive semi-definite matrix, I n is the n × n identity matrix, and σ 
. . , r are mutually independent chi-squared RVs with ν i degrees of freedom. Thus, for specific values of the canonical parameter ϑ 0 = (ϑ 01 , . . . , ϑ 0r ) and the minimal sufficient statistic U = (U 1 , . . . , U r ), the (restricted) log-likelihood function can be expressed as
and the (restricted) LRT statistic is given by 
is the REML estimator of ϑ, ϑ = (ϑ 1 , . . . , ϑ r ) represents the true (unknown) vector of parameters, and Q ν i ∼ χ null distribution were used instead of the exact null distribution.
Conclusions
In this paper we introduce the class of the log-Lambert W×F random variables and their distributions. It includes, as special case, the class of log-Lambert W × χ 2 ν RVs, which naturally appears in statistical inference based on likelihood of normal RVs. A suite of Matlab programs (implementation of algorithms for computing PDF, CDF, QF, CF, cumulants, and convolutions) is available at Matlab Central File Exchange, http://www.mathworks.com/matlabcentral/fileexchange/46754-lambertwchi2.
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