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Summary  Multiprocessor  interconnection  network  have  become  powerful  parallel  comput-
ing system  for  real-time  applications.  Nowadays  the  many  researchers  posses  studies  on  the
dynamic  load  balancing  in  multiprocessor  system.  Load  balancing  is  the  method  of  dividing  the
total load  among  the  processors  of  the  distributed  system  to  progress  task’s  response  time  as
well as  resource  utilization  whereas  ignoring  a  condition  where  few  processors  are  overloaded
or underloaded  or  moderately  loaded.  However,  in  dynamic  load  balancing  algorithm  presumes
no priori  information  about  behaviour  of  tasks  or  the  global  state  of  the  system.  There  are
numerous  issues  while  designing  an  efﬁcient  dynamic  load  balancing  algorithm  that  involves
utilization  of  system,  amount  of  information  transferred  among  processors,  selection  of  tasks
for migration,  load  evaluation,  comparison  of  load  levels  and  many  more.  This  paper  enlight-
ens the  performance  analysis  on  dynamic  load  balancing  strategy  (DLBS)  algorithm,  used  for
hypercube  network  in  multiprocessor  system.
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ntroduction parallel  computing  system  is  described  as  collection  of
ither  homogeneous  systems  or  heterogeneous  systems.
uring  an  instruction  cycle,  execution  of  programme  on
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arallel  computing  system  may  use  different  number  of  pro-
essors  at  different  instance  of  time.  Emerging  concept  that
an  simultaneously  execute  various  tasks  on  different  pro-
essors  is  known  as  parallel  processing.  It  is  an  effective
ay  of  solving  complex  and  computation  intensive  issues.
arallel  system  can  be  categorized  into  two  systems:  homo-
eneous  and  heterogeneous,  depending  upon  the  nature
f  processors.  The  core  component  of  parallel  system  is  a
ultiprocessor  system  (MTS).  In  MTSs,  there  are  multiple
nput/output  modules,  multiple  processing  elements,  and
ultiple  memory  modules.  Every  processor  can  right  to  use
icle under the CC BY-NC-ND license (http://creativecommons.org/
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Table  1  Initial  random  generated  tasks  matrix.
Processors  Tasks
P0  T(659)
P1 T(803)
P2 T(411)
P3 T(385)
P4 T(228)
P5 T(7)
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any  of  the  memory  modules  and  any  of  the  input-output
units.  The  connectivity  between  these  is  performed  by  mul-
tiprocessor  interconnection  network  (MIN).  The  MTS  consist
of  numerous  processing  elements  is  named  as  node.  These
systems  are  computed  in  terms  of  parametric  topological
properties  such  as  lesser  diameter,  complexity,  cost  and  low
degree.  A  number  of  multiprocessor  system  have  been  pro-
posed  (Alam  and  Varshney,  2015)  such  as  Hypercube,  Crossed
Cube,  Folded  Crossed  Cube,  etc.  But,  hypercube  (HC)  is  a
standard  MIN.  A  HC  network  is  composed  of  2n nodes  and  has
n  links  per  node.  Hypercube  interconnection  network  that
may  be  the  greatest  potential  one  for  parallel  processing  is
commercially  accepted  unfortunately  its  extension  is  expo-
nential  2n.  The  key  example  is  found  in  HC  network,  debruijn
network.
Load  balancing  can  be  achieved  in  two  ways,  either
local  level  or  global  level  that  depends  on  the  availabil-
ity  of  resources.  All  the  processors  are  synchronized  and
their  performance  proﬁles  are  sent  to  the  scheduler  at
global  level.  There  are  two  types  of  scheduling  algorithms:
static  or  dynamic.  The  static  scheduling  algorithm  exe-
cutes  in  accordance  with  a  pre-planned  policy,  while  the
dynamic  scheduling  algorithm  decides  at  the  time  of  exe-
cution  according  to  the  status  of  the  system  (Alam  et  al.,
2016;  Alam  and  Varshney,  2016;  Singh  et  al.,  2015).  In  this
paper  evaluated  load  imbalance  factor  and  execution  time
in  hypercube  MIN  and  its  network  having  eight  processors.
This  paper  is  classiﬁed  as  follows:  First  section  is  the
introduction.  This  is  followed  by  the  performance  analysis
of  dynamic  load  balancing  strategy  (DLBS)  algorithm  on  HC
network  in  the  second  section.  The  experimental  results  in
third  section  and  forth  section  concludes  the  paper.
Performance Analysis of DLBS Algorithm on
Hypercube Network
The  performance  analysis  algorithm  known  as  dynamic  load
balancing  strategy  (DLBS)  for  hypercube  interconnection
network.  It  is  dynamic  in  the  sense  that  no  prior  information
of  the  load  is  assumed.  DLBS  algorithm  takes  multiple  num-
bers  of  tasks  to  provides  least  load  imbalance  and  therefore,
LIF  is  lesser  (Jain  and  Jain,  2015;  Alam  et  al.,  2016;  Alam
and  Varshney,  2016;  LeMair  and  Reeves,  1993;  Dobber  et  al.,
2009;  Khan  et  al.,  2014).  We  analyzed  a  DLBS  algorithm
for  multiprocessor  system.  The  beneﬁt  of  DLBS  algorithm
is  that  it  minimizes  the  execution  time  and  LIF  even  for
large  number  of  tasks  in  homogeneous  system  and  applies  on
l
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Table  2  Tasks  migration  matrix.
Processors  Migration  steps  
P0  659  659  659  
P1 803  −  384  419  419  
P2 411  411  411  
P3 385  385  385  
P4 228  228  228  
P5 7  +  384  391  391  +  23  
P6 691  691  −  249  442  −  23  
P7 170  170  +  249  419  P6 T(691)
P7 T(170)
ypercube  (HC)  network.  HC  is  constructed  by  linking  every
ode  to  a  node  utmost  from  it.  The  number  of  nodes,  degree
nd  diameter  in  HC  network  is  2n,  n  and  n  respectively.
LBS  algorithm
.  Generate  random  tasks
.  Scheduler  calculates  the  load  on  each  processor,  total
load  and  ideal  load
.  Finds  the  maximum  overloaded  (MOL)  and  maximum
underloaded  (MUL)  processor
. Checks  connectivity  between  MOL  and  MUL  in  hypercube
network
.  Starts  execution  time.
.  Migration  of  load  takes  place  from  MOL  to  MUL  processor
.  Repeats  steps  3—6  until  processors  become  moderate.
.  Ends  execution  time.
xperimental results
he  DLBS  algorithm  generates  multiple  types  of  random  load
nd  maps  them  on  the  8  processors  hypercube  networks.
here  are  24  connections  exists  among  the  processors.  The
asks  are  generated  haphazardly  for  simulation.  The  total
umber  of  tasks  is  supposed  as  3354  (range  0—5000  for  view).
able  1  represents  the  input  tasks  which  are  randomly  gen-
rated  through  DLBS  algorithm.  Total  load  and  ideal  load
hat  calculated  by  the  central  scheduler  are  3354  and  419
espectively.  Central  Scheduler  also  reports  the  list  of  under-
oaded  and  overloaded  processors.  In  this  case,  processors
2,  P3,  P4,  P5  and  P7  are  underloaded  by  8,  34,  191,  412
nd  249  respectively  and  processors  P0,  P1  and  P6  are  over-
oaded  by  240,  384  and  272  respectively.  Thus,  it  calculates
Final  migration
659  659  −  191  468  −  34  434
419  419  419  419
411  411  411  411
385  385  385  +  34  419
228  228  +  191  419  419
414  414  414  414
419  419  419  419
419  419  419  419
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Syst. 4 (9), 979—992.Figure  1  The  LIF  a
aximum  overloaded  and  maximum  underloaded  process-
rs  i.e.  P1  is  overloaded  by  384  and  P5  is  underloaded  by
12  respectively.  Subsequently,  it  checks  the  connectivity
etween  maximum  overloaded  and  maximum  underloaded
rocessors.  If  it  found  the  connection  then  migration  of  pro-
essors  started.  Otherwise,  it  seeks  the  second  maximum
nderloaded  processor  for  migration  and  so  on.  As  a  result,
 set  of  load-balanced  processors  as  shown  in  Table  2.
After  that,  DLBS  algorithm  calculates  LIF  as  3.5799%  and
xecution  time  2  ms.  The  curve  for  ten  iterations  among
0,000  random  tasks  are  represented  via  LIF  and  execution
ime  (Fig.  1)  respectively,  and  average  LIF  and  execution
ime  are  estimated  as  24.32%  and  1.7  ms  from  the  graph
nalysis.
onclusion
he  DLBS  algorithm  is  achieving  better,  lesser  execution
ime,  degree  of  balancing  is  higher  and  the  interconnection
etwork  utilization  is  effective.  So,  DLBS  algorithm  is  prefer-
bly  suitable  for  multiprocessor  interconnection  networks.
he  DLBS  algorithm  may  be  useful  to  other  related  mul-
iprocessor  interconnection  network  for  improved  network
tilization.onﬂict of interest
one.
Secution  time  curve.
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