This paper describes some numerical experiments with variable-storage quasi-Newton methods for the optimization of some large-scale models (coming from fluid mechanics and molecular biology). In addition to assessing these kinds of methods in real-life situations, we compare an algorithm of A. Buckley with a proposal by J. Nocedal. The latter seems generally superior, provided that careful attention is given to some nontrivial implementation aspects, which concern the general question of properly initializing a quasi-Newton matrix. In this context, we find it appropriate to use a diagonal matrix, generated by an update of the identity matrix, so as to fit the Rayleigh ellipsoid of the local Hessian in the direction of the change in the gradient.
I. Introduction
This paper reports on some numerical experiments with variable-storage quasiNewton methods for finding a minimum of a smooth real-valued function f defined o n ~n.
Variable-storage quasi-Newton methods (VS methods for short) are intended for large-scale problems (that is, problems with a large number of variables, say, more than 500) when the Hessian of the objective function has no particular structure: in their general setting, these methods do not try to take advantage of the possible sparsity of the Hessian. It is thought that they may help in filling the gap between c o n j u g a t e g r a d i e n t ( C G ) a n d q u a s i -N e w t o n ( Q N ) m e t h o d s . T h e f o r m e r u s e f e w l o c a t i o n s in m e m o r y , O ( n ) , b u t c o n v e r g e r a t h e r s l o w l y a n d r e q u i r e e x p e n s i v e Work supported in part by FNRS (Fonds National de la Recherche Scientifique), Belgium. * Present address: Institut National de Recherche en lnformatique et en Automatique, F-78153 Le Chesnay, France.
line-searches; on the other hand, QN methods have the converse features: fast rate of convergence (theoretically superlinear), no need for exact line-searches, but large memory requirement, namely O(n 2) storage locations.
VS methods are based on the quasi-Newton principle: they use the change in the gradient to obtain information on the local Hessian of the objective function. However, they do not store any matrix of order n because this is supposed to be either impossible or too expensive. Rather, they are able to operate with a variable amount of storage, which is a controlled multiple of n. A small or a large amount of storage should make them resemble CG or QN methods respectively, which could thus be regarded as two extremes. The motivation is that it seems reasonable to expect an increase in the performance of a VS method if it uses more storage.
Among the papers dealing with VS methods, let us mention the works by Buckley (1978) , Nazareth (1979 Nazareth ( , 1986 , Nocedal (1980) , Buckley and LeNir (1983) and Liu and Nocedal (1988) . The papers by Perry (1976 Perry ( , 1977 , Shanno (1978) , Shanno and Phua (1978b) and Gill and Murray (1979) have also some connection to the subject.
The present study is definitely experimental and non-exhaustive: we apply a few VS methods to a few test-problems, and compare the numerical results. Our aim when starting this study was mainly a practical assessment of these methods. More precisely, we wanted to test their actual performance, when applied to meaningful problems (as opposed to the standard benchmarks generally used in the literature). This naturally implied first a comparison of various VS methods, between each other as well as against CG and QN.
We have selected 3 test-problems, which represent real-life applications, respectively in transonic fluid mechanics, meteorology and crystallography. Some of their internal parameters can be modified, so their dimension and/or conditioning can be varied. As a whole, 8 problems have thus been defined, with dimensions ranking from 34 to 1865 variables. In order to illustrate some particular algorithmic points, we have also used 4 purely academic problems, with 500 variables and a quadratic objective.
As for the methods, we have briefly tested that of Buckley and LeNir (1983) (which is rather close to conjugate gradient in its spirit) and its two extremes: pure QN and pure CG methods. Actually, we have focused our attention on the truly QN-like proposal of Nocedal (1980) , which is based on the following simple idea: at the current iteration, a quasi-Newton direction is computed, which does not use all the information accumulated from the first iteration (there is no room for it); rather, only the most recent changes in the gradient are used. The number of such changes is kept under control, depending on the available memory. Based on this common principle, we consider several possible implementations.
In anticipation of our conclusions, we mention two phenomena, clearly exhibited by our study.
(i) An efficient implementation of Nocedal's technique requires a careful choice of the initial matrix. This is not surprising, since the influence of this "initial" matrix (which is recomputed at each descent iteration) is not damped by potentially many updates. Accordingly, we have concentrated on this question, and some more theory should be done to complete our empirical study.
(ii) The second phenomenon is rather disappointing: when the available memory increases, the performance of a VS method does not improve much. Roughly speaking, they improve till a fairly small number of updates (say smaller than 20, apparently not depending on the number of variables); beyond that value, they stagnate, or even deteriorate.
The paper is organized as follows. In Section 2, we give some details on the algorithms mentioned above. The test-problems are briefly described in Section 3, where we also discuss some numerical experiments made with Buckley and LeNir (1983) and with QN on these problems. In Section 4, we introduce several ways of choosing an initial matrix for QN-type methods and we propose several formulae for updating diagonal matrices, compared via numerical experiments. In the Appendix, we show how to obtain some variable-metric update formulae in Hilbert spaces by means of a variational formulation.
We finish the present section with some remarks. First, our test-problems and codes are extracted from a French optimization library, called Modulopt. In their description below, they are given their library-name, in which M (minimizer) means "algorithm", U (user) means "test-problem" and 1 means "without constraints". More information, as well as copies of the programs, are available from the authors.
It is worth mentioning that using real-life test-problems does pose some difficulties: their actual solution is not exactly known (and they are of course not convex); the nature of the spectrum of the Hessian around a solution is not known either; the gradient may be inaccurate, due to rounding errors; and, last but not least, computation time and storage may be deterrent factors. However, it is these kinds of problems that are to be solved eventually, and their large scale is not artificially obtained.
Our main tool to compare speeds of convergence is the number of functiongradient evaluations (in Modulopt language, this operation is called a "simulation"). In fact, in sensible real-life problems, the computing time of a simulation largely dominates the overhead required by the algorithm itself. Furthermore, it is our experience in all such problems that, once the function is available, the gradient can be obtained with little additional computing time. Therefore, we have taken the point of view that function-and gradient-values are computed altogether (in the "simulator"), whenever necessary.
Some variable-storage quasi-Newton methods

Notation and background
Let x, denote a local minimum of the objective function f. Quasi-Newton methods generate two sequences: a sequence (xk)c N" of approximations of x , and a sequence (Bk) of bijective approximations of B , := V2f(x,), the Hessian o f f at x , (see, for example, Dennis and Mor6, 1977 (Hk, Yk, Sk) . In that case, the direction is therefore dk :=--Hkgk.
To write update formulae, we find it convenient to denote by ( . , . ) the scalar product on II~', I'l being its associated norm, and by L(N ") the space of linear operators from 1~ ~ to ~". Then, we use the following tensorproduet of two vectors u and v (see Schwartz, 1981) ; it is the element of L(N") defined by:
Remark. Usually, (., .) is the standard dot-product ((u, v) = u~rv), L(W') is the set of n × n matrices and u @ v = uv v. However, more general situations are frequent in the context of large-scale optimization; see the Appendix for a motivation of our notation. For simplicity, we will still call "matrix" an operator H c L(R ") (this terminology simply implies the choice of a basis (ei)~-<i~n and the identification of H with the components of the He~'s).
The BFGSformula is thought to be one of the best update formulae in optimization.
With the preceding tensor product, it is written: Wolfe's (1969) conditions are satisfied: 6) where 0 < al <½ and al < a = < 1. Clearly, inequality (2.6) implies the positivity of (Yk, sk) . In practice, the number n of variables may be large and it may turn out to be impossible or too expensive to store in memory the full current approximation Hg of the inverse Hessian. Because the initial matrix H0 generally takes little space in memory (it is most commonly a positive multiple of the identity matrix) and because Hk is formed from /4o and k couples {(Yi, si): 0 ~< i < k}, one can think of storing these elements instead of Hk and computing Hkgk by an appropriate algorithm. Of course, when the number of iterations increases, these pieces of information become more and more cumbersome in memory and we must get rid of some of the couples {(yi, s~): 0~ i < k}. A method will be called an m-storage Q N method if only m of these couples are used to form Hk from an initial matrix. Note that in this type of method, the inverse update formula (2.4) is preferable to the direct update formula (2.3) because the inversion of Bk may be problematic.
Allthe VS methods we present hereafter fit into this framework and differ in the selection of the couples (y~, s~), in the choice of the starting matrix H0, in the way Hkg~ is computed and in the presence or absence of restarts.
The algorithm of Shanno: CONMIN
Motivated by the search for a conjugate gradient type method without exact linesearches, Shanno (1978) recommended, on the basis of a large amount of computational results, to use the following algorithm. It is in some way a generalization of the CG with Beale's (1972) restarts, using Perry's (1976) formulae. First, we set r k "~-0 ( r k will be the index of the last restart before iteration k). Suppose that we arrive at the current iteration k~ > 1, having on hand the couple (Yk-~, Sk-~). TO complete this iteration, we must compute Hk. For this, we decide whether or not to restart.
If we restart, we set r k ".= k and we compute (see (2.4) for the definition of U),
If, on the contrary, we do not restart but proceed with a "normal" iteration, then we set rk :---rg-i and compute Hk := U ( Hrk, yg-,, Sk-,) .
(2.8)
In (2.7), 6'rk I is obtained by evaluating
at rk --1. The algorithm is restarted at iteration k when Powell's (1977) restart criterion is satisfied, i.e. when ](gk, gk-~)[>~0.2lgkl 2. The scaling factor (2.9) was used by Shanno and Phua (1978a) who motivated it by the self-scaling ideas of Oren and Spedicato (1976) . So, when k > rk, the algorithm is clearly a 2-storage BFGS method using successively the couples (Yrk--t, srk-1) and (Yk-~, sk-~) to build Hk.
It can be proved (see Shanno, 1978 ) that f o r f quadratic and exact line-searches, the search directions obtained by (2.7) and (2.8) with any scaling factor 8 are identical to Beale's directions, scaled by 6. The advantage of Shanno's method over Beale's method is that it generates descent directions automatically without requiring exact line-searches, as long as (Yk, sk) is positive at each iteration, which can be provided by the line-search.
This algorithm is a part of the code C O N M I N , by which name we shall refer to it.
The algorithm of Buckley and LeNir: MIGC3
The algorithm of Shanno uses exactly two couples of vectors y and s to build its current approximation of the metric. Therefore, it cannot take advantage of extra locations that might be available in memory. The algorithm of Buckley and LeNir (1983) remedies this deficiency and may be seen as an extension of Shanno's method.
Following the presentation of the authors, we shall say that the algorithm is cyclic, each cycle being composed of a QN-part followed by a CG-part. The QN-part builds a preconditioner for the CG-part. The decision to restart a cycle is taken during the CG-part by using Powell's restart criterion. To be more specific, let us consider iteration k and suppose that the last restart occurred at iteration rk <~ k.
Let m~2 be a fixed integer. If k = r~, the algorithm takes:
--?
with 8'r~-1 evaluated by (2.9). If rk < k ~< rk + m -1, the algorithm is in the QN-part of the cycle and takes: Yk-,, sk-,) .
If k ~> rk + m, the algorithm is in the CG-part of the cycle and takes:
The CG-part is so called because, if the line-search is exact, (gk, sk-1) = 0 and dk is identical to the direction given by the CG formula, preconditioned by Hr,+m-2. We see that the number of couples (y, s) used to build H~ varies with k. For rk ~< k ~< rk + m -1, the algorithm uses the ( k -rk + 1) couples {(Yi, s;): rk -1 ~< i ~< k -1} and for k>~rk+m, it uses the m couples {(y~,s~):r~-l<~i<~rk+m-3}m {(Yk-,, sk-,)}. We also see from (2.8) that for m = 2, the matrices H~ are computed just as in Shanno's algorithm.
The line-search is briefly described in Section 2.6 and the resulting code, called M1GC3, is almost identical to the updated TOMS algorithm described in Buckley (1985 Buckley ( , 1989 .
The algorithm of Nocedal: M1QN2
The method proposed by Nocedal (1980) abandons the restart notion that the preceding algorithms inherited from the CG method and, as a result, is not cyclic.
If m >~ 1 is the desired number of updates (according to the storage available in memory), Nocedal proposes to build Hk by using always the last m couples (y, s): at each step, the oldest information (2.10) to mean that Hk is obtained by updating H ° using in order the m couples (Yi, si) for i = k -m , . . . , k -1 . With this notation, Hk := 0ok-l(H °) for 1 < k<~ m.
The BFGS algorithm
In the tests below, we shall call BFGS the following algorithm. If n is smaller than 501, it is the classical BFGS method (a part of the code M1GC3) using /40:=/, H~ := 0(~'ol, Yo, So) and next Hk := O(Hk 1, Yk-l, Sk-~) for k >t 2. If n is larger than 500, it is the same algorithm but it is simulated by MIGC3 with m equal to the number of iterations. The above expression for H~ comes from the Oren-Spedicato (1976) preconditioning technique. It simulates the initialization H0 := ~I (remember that 6~ is not known in advance!). Unless otherwise specified, it is the same H1 that is used in all the methods tested below.
Line-searches
An important aspect in our tests is that all the results in the Tables below have been obtained with the same line-search procedure, outlined in Lemar6chal (1981) . Starting from an initial po, safeguarded cubic approximation is used to find a Pk satisfying (2.5) and (2.6). The values for the slopes are a~ = 0.001 and ~2 = 0.9. The safeguard is initialized to ~0oth of the bracket and is increased (multiplied by 3) if it keeps active. This is the general strategy for QN-like methods: N~QN2, BFGS and the QN-part of M1GC3. In this case, the initial stepsize is p °= 1 for k>~ 1 a n d p°o:=2Ao/lgol 2,
where Ao is the expected decrease of f at the first iteration and is supplied by the user. This is justified when f is quadratic.
A slight complication occurs in the CG-part of M1GC3: in order to have a chance to catch the optimal stepsize when f is quadratic, at least one cubic approximation is made and then the general strategy is used.
The test-problems
As already mentioned, we have used a number of real-life problems, and some synthetic ones. Incidentally, it is interesting to note that they are essentially leastsquares problems, so they do have a structure that could perhaps be exploited (not by a Gauss-Newton method, though: it would suffer the same memory difficulty). The corresponding programs are written in a fully portable Fortran, which should allow them to serve as benchmarks for new codes (actually, the reason for developing the Modulopt library lies here).
Although the final aim of an optimization code is to find a point of zero gradient, we shall not use a stopping criterion expressed in terms of the gradient, but rather we shall ask for a sufficient decrease of the objective function. The reason is that, contrary to Igl, f decreases monotonically. The value of f to be reached will be denoted by fstop" For all the codes, each time the function f is computed, so is its gradient. The number of function/gradient calls, i.e. the number of simulations, will be denoted by "simul" in the tables; "iter" will denote the number of iterations. The tests have been made on a SUN 3/60 (except those with U1TS0, made on a PYRAMID 8920), using optimization codes in single precision. Table 1 gathers the main characteristics of the test-problems, which are described with more details below: 3~ is the value 3' of formula (2.9) at k = 0.
A problem in transonic fluid mechanics: u1TSO
Our first problem is that of simulating the flow around a given object (say, the cross-section of an aircraft's wing). The mathematical model is: compute ~b :J2 c R2--> solution of
Here, S2 is the outside of the wing; the vector V&(w) is the speed of the fluid at oo c S2; O/On is the normal derivative and p is a given function from ~ to R; u is also given in R 2. The problem is actually formulated as a least-squares one: to minimize an adequate norm (which acts as a preconditioner) of the left-hand side of (3.1), among all the functions ~b satisfying (3.2) and (3.3). After discretization, there are 403 unknowns, which are the values of ~b on the discretized £2. See Bristeau et al. (1985) for more details.
The difficulty is that (3.1) is elliptic (resp. hyperbolic) if IVthl < 1 (resp.> 1), and each case has its own integration scheme. Yet, the given uo = [u I (the Mach-number at infinity) is supposed to be slightly less than 1, so IV~b] definitely crosses 1 at some (unknown!) points in /2. As a result, the integration scheme depends on the unknowns, and this introduces unknown effects on the smoothness of f From the numerical results below, however, these effects do not seem too troublesome.
What can be said is that the conditioning of the problem deteriorates when uo increases. Accordingly, we have studied a number of instances, listed ul-rso.~ to UITS0.4, in which u0 has the respective values 0.8, 0.9, 0.95, 0.95. Thus, ulTs0.3 and vrrso.4 are the same model. Their difference lies in the value o f f , top, see Table 1 .
Finally, we mention that f and Vf are computed in double precision (otherwise, any algorithm produces a very inaccurate solution).
A problem in meteorology: UIMTI
Let now O c R2 be a region on the surface of the earth, with points denoted by (x, y) c/2. The coordinates u, v of the wind-speed and the atmospheric pressure p satisfy the model equation for (x, y) c g2:
4)
.
--l ) t -t -U l ) x + V l ) y + U + p y~O .
Furthermore, a number of meteorological observations are known: the three functions (u, v, p) should satisfy (u, v,p) (xi, yi, t,) = U, ell~ 3, iel, (3.5) I being a finite set.
To obtain the problem called U1MT b least-squares are used: one minimizes a weighted sum of the squared residuals in (3.4) and (3.5). With 12 discretized in 625 points, the number of variables is here 3 x 625 = 1875.
Remark. We are not claiming that the present approach gives the best meteorological forecast. Actually, U1MTI is an experimental model, already obsolete. For more details, see Nouailler (1987) . Most convincing results are given in Courtier (1987) , when 12 is the whole earth. Unfortunately, the corresponding model is of little interest for nonlinear programming codes: the objective function behaves pretty much like a quadratic.
A problem in crystallography: UICR1
Our last real-life problem is the so-called phase problem in X-ray crystallography. Without giving details on its physical origin, let us just say that it consists of computing the positions in the space of the atoms making up a given crystal (say a frozen protein) (see Hauptman and Karle, 1953; Klug, 1958) .
Very roughly speaking, the function f : W'-~ 0~ to minimize is
the mk are given and
(Actually, w is a 3-dimensional variable but here, the notations are simplified.) The atoms are computed with an accuracy depending on the number n of variables. We have used three cases, with n =34, 455, 1559.
Remark. A difficulty is that f is highly oscillating, has a combinatorial number of stationary points, and varies in a fairly narrow range (see Table 1 ). Hence, we do not know whether f-values provide a good filter for optimization codes. Unfortunately, ]gl-values are not so good either. Also, the model is such that computing f and g in double precision would be hazardous.
TWO synthetic problems: eDEVB and EDEVH
Finally, we have taken as last test-problems, two quadratic functions with d i a g o n a l Hessian, namely: (Xo(i) = 1 + ( i / 1 0 0 ) 4) are such that 6; is now an overestimate o f these eigenvalues, see Table 1 .
First numerical results
In Table 2 , we give numerical results o b t a i n e d with the codes described in Section 2. The results obtained with CONMIN are not given because the principle o f the m e t h o d is the same as the one of M1GC3 with m = 2. Differences m a y only come from the line-search procedures and from adjustment of some parameters. We observed very similar results, indeed. We tested also a pure conjugate gradient method (VA14 from the Harwell library). Its only essential difference with CONMIN is that the direction is computed in a traditional CG form (not using Perry's, 1976, formulae) : dk = --gk + akdk-i + flkdr~. The results were similar to or worse than those of MIGC3 with m = 2. The results in Table 2 enable us to recover some of the Conclusions of Buckley and LeNir (1983) : (i) there is a reasonable trend for the number of simulations simul to decrease as m increases but (ii) this rule may be invalidated in some cases. As in their test-problems, we observe that (iii) the BFGS method is not always the best and that (iv) the number of iterations iter has a tendency to increase with m.
However, these results do not enable us to infer that the performance of VS methods can be expected to improve by increasing m. Indeed, conclusion (i) is mainly due to the difference in the line-search options during the CG-part (at least two simulations are required per iteration) and the QN-part (the first trial stepsize may be and often is accepted) of algorithm MaGC3. As m increases, the algorithm is more and more often in the QN-part (because it takes m iterations per cycle and the CG-part usually lasts only a few iterations) and therefore, the ratio simul/iter decreases as m increases. Hence, even when iter increases slightly, simul decreases.
Remark. The results obtained by the BFGS method on the problems EOEVB and EDEVH bring out the importance of the choice of the starting matrix; especially since a close examination of the output has shown that the matrix Ilk (more precisely its diagonal) changes very slowly. Consequently, when the initial scaling given by 66 is large with respect to the possible values of 6' at the solution, the step Idkl remains too large during all the run. This can be observed on EDEVB.2 (and EDEVH.2), for which 6~--~ 0.958 is large in [0.002, 1]. As a result, the ratio simul/iter is close to 2 because the unit stepsize is rejected by inequality (2.5). On the contrary, this argument disappears when 6~ is small because inequality (2.6) with a2 =0.9 is not very constricting. This shows that the scaling by 6' may give bad results if the initial point happens to be unfortunate.
On the other hand, the influence of the initial scaling factor 61 for M1GC3 is rather difficult to interpret and would require a detailed study. A comprehensive explanation should take into account the difference in the line-search policies during the C G and QN-parts, the presence of restarts (also observed for quadratic functions) that rescale the matrices by readapting the factor 6', and the structure of the spectrum of the Hessian.
Experiments with the method of Nocedal
The compressed form (2.10) of Nocedal's algorithm outlines the need of a choice for the starting matrices H °. This choice is common to any QN method, but here it can be and has to be made at each iteration. We shall try to take advantage of this flexibility by adapting H ° to the information contained in the current couple (y, s), at each iteration. Doing this avoids situations described in the remark above, where an inappropriate initial scaling condemns all the run. We shall successively take and test H ° as a multiple of the identity matrix and as a diagonal matrix. All the optimization codes (versions of M1QN2 and MIQN3) tested in this section only differ by this choice of H °.
Throughout this section, y and s will denote two vectors in A n with (y, s) positive, y being the change in the gradient of f for a displacement s.
Scaling the identity
Some preliminary tests clearly showed that taking H ° = I may be very unsuitable. We do not report these results here. Instead, we consider first the cheap choice of taking H ° as a positive multiple of the identity. Dennis and Schnabel, 1981) . Now, using an orthonormal basis (ei)~i~,, we get:
[" (s, ei) 6'/2(y, ei)] 2 Isl 2 261/2(y, s) 1/2 = --± --t -&
± ) <y,s) lyl
Therefore, the minimum in (4. 
[] BeQ(v,s) This means that 1/8"I is the multiple of the identity that is closest to Q(y, s) for the Frobenius norm.
Property P'~. 8" is the unique solution of the following problem: (y,s) Because the BFGS update is used in algorithm (2.10), the only property among those given above that can help to choose a scaling factor 8 is Property P~, which favors 8'. However, the argument is decidedly slim and some numerical experiments are welcome. They are shown in Table 3 , where the results of MIQN2.A ( H 0 = 8~_ 1 I for k>~ 1), M1QN2.B ( H ° = 8'ol for 1 <~ k~ < m and H ° = 8~, ,,I for k > m) and M1QN2.C
" "
--k_l I for k~ > 1) are given one above the other.
These results show that when MIQN2.A reaches fstop, it is always better than M1QN2.C for the number of function evaluations. Therefore, the choice of the scaling factor 8' is more suitable than 8". This seems due to the fact that 8", which is larger than 6', is generally too large, which is revealed in Table 3 by a ratio simul/iter close to two for MIQN2.C: one or two interpolations are often necessary to reduce the initial unit stepsize. These interpolations may make each iteration more efficient and may decrease the number of iterations, as for the quadratic functions EDEVB and EDEV., but not enough to reduce the global cost of the runs, which is better If we compare the performance of M1GC3 and M1QN2.A, we see that the number of function evaluations required by the latter is almost always smaller, although the converse is generally true for the number of iterations, which can be attributed to the forced interpolation made at some iterations by the line-search procedure of M1GC3. These results are clearly in favor of MIQN2.A, particularly when m is small.
Remark. When m = 1, MIQN2.A has sometimes difficulties in reaching f~top. A star in Table 3 means that, at some k, the line-search procedure was not able to find a stepsize satisfying (2.5) and (2.6). This phenomenon is exclusively due to (roundoff) errors in f and g, and we believe that chance plays a large part in an algorithm failing for this cause. However, when m is small, the matrix Hk of M1QN2 is built by using only the last few couples (y, s), which are not very reliable when roundoff prevails. So, it may be argued in this case that the direction dk may not be a good search direction: if high accuracy is required, MIQN2 should not use too small values f o r m.
Diagonal starting matrices
In this subsection, we suppose that the user knows an orthonormal basis (ei)l<~n of R ~ for the scalar product (-, .) and that he can easily pass between this basis and the canonical one.
We shall say that a matrix D is diagonal with respect to the scalar product (., .) and the orthonormal basis (e~)~<~, if (De~, e~) = 0 for i ~j. For H E L(R"), diag H is the diagonal matrix defined by (diag H ) (i~= H (i), for 1 ~< i ~< n. If H is positive definite, so is diag H. In this subsection, we will take for H ° in (2.10) a positive definite diagonal matrix, which we will denote by Dk (or
simply D). Its inverse is also diagonal a n d ( D -t ) (i) -~ l I D (i).
The numerical results of Section 4.1 strongly suggest that the marginal profit of an additional update is typically poor. This is our main motivation for taking a diagonal initial matrix: with n locations in memory, it may be a definitely better improvement than an additional update (which needs 2n more locations). Furthermore, a diagonal matrix may give a good approximation of the Rayleigh ellipsoid of H, which constitutes a complete description of/4.
Our strategy for defining Dk will be as follows. Instead of the double sequence (xk, Hk)k~l, we now construct the triple sequence (xk, Dk, Hk)k~l. To define Dk, we use a special QN update (preserving diagonal property), say Dk: = V(Dk-l,yk-1, sk-O, starting from DI: = 6'oL Once Dk is computed, Hk can be computed via (2.10) from H°: = Dk. We have tested several possibilities, only differing by the choice of the formula V.
In M1QN3.A, we diagonalize the inverse BFGS formula (2.4): D+ := diag U(D, y, s). Thus,
D(~) = D(,) [ 1 (Dy, y)\ . 2D(i)(y, ei)(s, ei)
+ [7--~, +~| (s, e~) 2 (4.6)
\~y, s) ~y, s) / (y, s)
In M1QN3.B, formula V is obtained by diagonalizing the direct BFGS formula (2.3):
= -~ (y, s) (D-is, s) ,]
In MIQN3.C, it is the inverse DFP formula that is diagonalized: D+ := diag U (D, s, y) ,
(y, s) (Dy, y)
These formulae were inspired by an idea of Gill and Murray (1979) , who proposed to diagonalize the direct BFGS update after having done the substitution Bs = -pg.
This substitution gives, however, a formula different from (4.7) and it is not clear (*) fails to reach fstop-whether it transmits positive definiteness from D to D+, so some safeguard is necessary. On the other hand, the sole standard conditions (positive definiteness of D and positivity of (y, s)) suffice for (4.6)-(4.8) to imply positive definiteness of D+. In Table 4 , results with M1QN3.A, M1QN3.B and M1QN3.C are given one above the other.
These results enable us to make the following observations: (i) performance depends very much on the formulae used to update the diagonal matrix (see EDEv~.2, for instance); but (ii) it is not always the same formula that gives the best results (if MIQN3.B is the best minimizer for EDEVB.2 and EDEVn.2, it is the worst one for EDEVB.1 and EDEVn.1); however (iii) for each test-problem, there is generally one of the three minimizers that gives better results than M1QN2.A, which shows that obtaining a good diagonal starting matrix for algorithm (2.10) may improve the results.
Despite some occasional good results, M1QN3.A should be discarded for the following reason (a similar argument has been given by Byrd, Nocedal and Yuan, 1987 , concerning the trace of the DFP formula). The right hand side of (4.6) updates D by using two correcting terms. The first one is positive (D and (y, s) are supposed positive), while the sign of the second one depends on the sign of the components of y and s in the basis (e~). As (y, e~) and (s, e~) have no reason to have the same sign, the diagonal elements of Dk may have a trend to increase during the minimization. The large number of simulations needed during the line-search to reduce the stepsize reflects this phenomenon (recall the remark at the end of Section 3.5). Of course when the function is quadratic with a positive definite diagonal Hessian, then (y, e~) and (s, ei) have the same sign and the last term in (4.6) is negative. In this case, the previous argument does not apply: we see that results obtained by M1QN3.A Oil EDEVB and EDEVn are good.
Results obtained with MXQN3.a and M1QN3.C are more difficult to interpret and we do not have any convincing argument to decide between them. Let us just mention that we have observed with formula (4.7) a definite ability to decrease the elements of D when 3' decreases, while formula (4.8) has the ability to increase them when 3" increases. This observation allows us to understand the difference in the results obtained with the two formulae (at least on EDEVB and EDEVH): MIQN3.~ (resp. MIQN3.C) has better results when D~ overestimates (resp. underestimates) H , .
Scaling the starting diagonal
The previous analysis shows that, as with the BFGS method, the diagonal updates (4.7)-(4.8) suffer from the inability to modify rapidly a (diagonal) matrix. The temptation is great, therefore, to scale D before updating it. This ideas is at the root of MIQN3.B2 and MIQN3.C2, which are versions corresponding to M1QN3.B and M1QN3.C respectively. In both of them, before updating D, we multiply it by a factor o-such that o-D has the good Rayleigh quotient in the direction y, i.e. 3'; in other words, o" = (y, s)/(Dy, y).
With this scaling factor, formulae (4.7) and (4.8) become respectively: Results obtained with M1QN3.B2 (formula (4.9)) and M1QN3.C2 (formula (4.10)) are given one above the other in Table 5 . Table 5 Performance ( Remark. For m = 50, consider the runs where iter ~ 50 = m. Then, any of our VS methods reduces to BFGS, except that at each iteration the whole sequence of updates is recomputed from the very beginning because H~ is changed at each k (except for M1QN2.B, and barring roundoff errors). A comparison of Table 5, say,  with Table 2 shows how this "updated initialization" can be beneficial; see the quadratic problems, in particular! To conclude this section, we shall say that MIQN2.A and M1QN3.B2 seem to be the variants that work best. Table 6 compares them, as well as Mmc3, to BFGS: each entry is the total number of simulations required for the 8 real-life test-problems, divided by the corresponding number of simulations required by BFGS (namely 949, obtained from Table 2 ). 
D~. ~ ( (Dy, y~,~ (y, e~) 2 (Dy, y)((s, e,)/D(°)2"] -~
Discussion and conclusion
This study had two primary aims. First, we wanted to determine whether optimization methods could really be useful for real-life large-scale applications. This question is important because the frequency of such problems is growing quite fast, even in the nonlinear world. Our selected test-examples may not be considered as fully convincing from a physical point of view (simplified models, moderately large numbers of variables, problems not exactly in the scope of nonlinear programm i n g , . . . ); but we believe that our experiments do demonstrate the viability of QN-like methods in this context. Some other, more significant, demonstrations can be cited, for example in fluid mechanics: global models for mid-term meteorological forecast, Courtier (1987) ; integration of 3-dimensional Navier-Stokes equations, Bristeau et al. (1987); turbulence, Orteg6n Gallego (1988) (the latter is particularly spectacular: 105 variables, function-gradient computed in a quarter of an hour on a Cray-1). We also mention some still unpublished works done at Michelin in the tire industry, which are of extreme difficulty. Second, we wanted to test Nocedal's proposal against its alternative, Buckley and LeNir's algorithm (we had no pretension to exhaustivity; for example, other possibilities like in Nazareth (1986) have not been considered). Here, we feel that several important conclusions must be drawn.
(i) In Nocedal's approach, an initial matrix H~ is needed at each iteration k. For rather obvious reasons, its role is overwhelming (at least when the number of updates is not large). As a result, standard initializations used for classical quasiNewton methods are not sophisticated enough: some more is mandatory.
This paper has investigated a few possibilities, among which M1QNa.B2 has given best results. Of course, the experience is limited so far; on a purely empirical basis, it can certainly not be claimed that the ideal method is on hand. Indeed, the results obtained by Zimmermann (1989) on some examples in molecular biology do not allow to decide clearly between M1QN2.A and M1QN3.B2. A finer mathematical analysis of diagonal update formulae is wanted, and it is not clear whether formula (4.9) would stand up such an analysis. The merit of our study was to raise the question and to check some possible initial choices.
For instance, it could have been thought that formula (4.6), obtained by diagonalization of the inverse BFGS formula, would be as good as formula (4.7), obtained by diagonalization of the direct BFGS formula. Numerical experiments have shown that this is not true. Other diagonal update formulae have also been tested, some by taking the variational viewpoint used to obtain matrix updates, but few work well.
(ii) The phenomenon (i) is even perceivable in a pure QN method: knowing that BFGS can be worse than a VS method, one is bound to conclude that "something must be done". In contradiction with the admitted policy, this "something" might well be the preconditioning of Oren and Spedicato (1976) .
(iii) The above observations are relevant for CG methods as well: they are particular instances of VS methods, and they are also variants of QN methods. Thus, it might be interesting for example to investigate the effect of a preconditioning technique in a CG code like CONMIN. More generally, and more importantly, still the same technique might improve a Buckley and LeNir's method, which is really CG-like.
(iv) This last point is rather important because it exhibits an unfair aspect of our comparison M1GC3 versus M1QN2" in fact, we have spent much work on improving the latter, without a counterpart on the former. Yet, if the preconditioning technique suggested in (iii) were inserted in M1GC3, the differences would probably be changed. We have not made any experiment along this line, however: to obtain definitive results, a definitive (but still unknown) diagonal scaling should be on hand. We add for completeness that Nocedal's variant has been incorporated as an option in Buckley's code, see Buckley (1989) .
(v) The role of an increased memory on the efficiency of a VS method is far from what could be expected beforehand. To say the least, the performance does not increase significantly when more information is used. To eliminate this rather frustrating observation, one needs to return to the basics and question the whole quasi-Newton principle itself.
For example, could it be that all the differences of gradients are not equally important to compute the quasi-Newton direction? Then, how can we recognize the more beneficial such differences, if any? How can we use them best? This kind of question is underlying in Fletcher (1988) .
Another point is that most QN-like methods modify the approximation of the Hessian by low rank corrections. As a result, w h e n / 4 , -Hk is a high rank matrix, a few QN updates have little effect on the improvement of Hk. On the other hand, scalings, which are full rank corrections, have a determining importance on the performance. In other words, least-change updates may be too shy in the present context and should perhaps be replaced by high rank stable updates.
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Appendix. A derivation of least-change secant update formulae in Hilbert space
Here, we show how to extend to Hilbert spaces the variational derivation of some rank one and rank two quasi-Newton formulae. What we want is to obtain formulae valid for any scalar product, and not only for the usual dot-product of ~". There are several motivations for this generalization; one is that optimization theory is independent of any system of coordinates (while a dot-product does depend on such a system). More importantly, the formulae then become more suitable for various real-life situations entering the framework of this paper. Admitting that (A.2) is well-posed, it is then strongly advised to use for ~" (i.e. the discretized H) a scalar product consistent with that of H. Otherwise, the conditioning of (A.1) is likely to deteriorate when n increases. A typical example is when H is some Sobolev space, involving derivatives of u; then the norm on R" has to involve differences such as x~i+l~-x~i). Note in particular that so is the case with U1TSO of Section 3.1.
More generally, even if it is purely finite-dimensional, the actual problem to be solved may have a natural preconditioner estimating v z f The latter can be introduced via a change of coordinates, or via a suitable scalar product. Both ways are equivalent, but one may be more practical for the user.
In practice, all this means that the user of an optimization code may wish to provide two subroutines: one to compute f(x) and Vf(x) for given x, knowing that there holds
The scalar product in this expression is computed in the second subroutine provided by the user. The formulae we shall derive are not new. They can, indeed, be found in the book by Gruver and Sachs (1980) . However, our approach is different. While these authors obtain the formulae by selecting, in the family of perturbations of rank one or two, one that gives the desired properties (QN property, symmetry, positive definiteness), we shall adopt the more classical and more elegant variational point of view, showing that the formulae still give least-change updates.
Thus, let H be a Hilbert space over ~ with a real scalar product { . , . ) and its associated norm I" ]. For B ~ L(H), the space of linear continuous operators on H, consider the norm IIB [[us:= (, ~ [Be, 12) 
where (ei)i~l is an orthonormal basis of H.
Remark. There is no difficulty in assuming that H is infinite-dimensional, so there is no reason to hold back from this setting--even though it is rather anecdotal when numerical algorithms are concerned. In other words, I may be an infinite set in actually defines a scalar product and the set of HS operators is a Hilbert space, which we shall denote by L2(H).
Observe for example that the tensor product u ® v introduced at the beginning of Section 2 is in L2(~ ) (it has finite rank!). Also, if B1 and B 2 are linear continuous on H and if one of them is an HS operator, then B I B 2 is HS as well.
For this elementary material, see for example the book by Weidmann (1980) . Of course, if H is finite-dimensional, L(H) and L2(H) are trivially identical. We consider now the case where B is self-adjoint, i.e. B = B*, and we look for an updated self-adjoint operator B+ c L(H) satisfying (A.5). This time, the perturbation operator P is supposed to belong to H; := {P c L2(H): P = P*, y = (B + P)s}.
In this framework, we find it convenient to particularize R~ and R2 of (A.6), and our minimization problem becomes and Mor4 (1977) . We proceed as in Proposition A.I: for P c / L , we set E := R * P R and Ec := R* P,R. We have to prove that H E, II us ~ II E 11HS-With z := R ' s = R* c, write
E ( z ® z ) + ( z ® z ) E (Ez, z)
izl 2 izi 4
Choose ei c H for i~ J, such that {z/{z]} u (e~)i~j forms an orthonormal basis of H (this is possible, see Weidmann, 1980, Theorem 3.10 We turn now to the positive definite case: can we add the constraint " B + P positive definite" in the definition of lI= ? The following proposition gives a general existence result. Proof. As (i)==>(iii) and ( i i )~( i ) are clear, it remains to prove (iii) ~ (ii). So, suppose that (y, s) is positive. We follow Dennis and Schnabel (1981) and that the latter is positive definite. If in (A.9), we exchange y a n d s on the one h a n d and if we change B by H on the other hand, we recover the BFGS formula (2.3).
