A smooth diffeomorphism is said to be distributionally uniquely ergodic (DUE for short) when it is uniquely ergodic and its unique invariant probability measure is the only invariant distribution (up to multiplication by a constant). Ergodic translations on tori are classical examples of DUE diffeomorphisms. In this article we construct DUE diffeomorphisms supported on closed manifolds different from tori, providing some counterexamples to a conjecture proposed by Forni in [For08] .
(up to multiplication by constant) f -invariant distribution, we shall say that f is distributionally uniquely ergodic, DUE for short. Ergodic translations on tori are the archetypical examples of DUE diffeomorphisms. Recently, the first and third authors showed in [AK11] that every smooth circle diffeomorphism with irrational rotation number is also DUE.
In 2008, Forni conjectured in [For08] that tori are the only closed manifolds supporting DUE diffeomorphisms.
In this paper we construct some new DUE systems, providing some counterexamples to Forni's conjecture. In fact, our main purpose consists in showing the following Theorem A. Let P be either (a) a compact nilmanifold, i.e. P = N/Γ with N a nilpotent connected and simply connected Lie group and Γ < N a uniform lattice;
(b) or a homogeneous space of compact type, i.e. P = G/H where G is compact Lie group and H < G a closed subgroup.
Then, there exist DUE diffeomorphisms on M := T × P .
It is interesting to remark that so far the most powerful techniques to study invariant distributions (for dynamical systems which are not hyperbolic) come from harmonic analysis. However, in general it is very hard to apply these techniques to dynamical systems which do not exhibit certain "homogeneity" (e.g. they preserve a smooth Riemannian structure, or are induced by translations on homogeneous spaces).
On the other hand, it is well-known that any DUE diffeomorphism preserving a Riemannian structure is topologically conjugate to an ergodic torus translation, and after some works of Flaminio and Forni [FF03, FF07] it was expected that there were no DUE homogeneous systems supported on homogeneous spaces different from tori. In fact, we recently learned that Flaminio, Forni and F. Rodríguez-Hertz [RH12] have shown indeed the validity of Forni's conjecture for homogeneous systems. So the main difficulty to prove our result consists in overcoming this apparent obstruction to apply harmonic analysis tools.
of C r -diffeomorphisms. The subgroup of C r -diffeomorphisms which are isotopic to the identity shall be denoted by Diff r 0 (M ). If N denotes any other smooth manifold, we write C r (M, N ) for the space of C r -maps from M to N . For the sake of simplicity, we shall just write C r (M ) instead of C r (M, C). Let us recall that, when r is finite, the uniform C r -topology turns C r (M ) into a Banach space and C r (M, N ) turns to be a Banach manifold. The space C ∞ (M ) will be endowed with its usual Fréchet topology which can be defined as the projective limit of the family of Banach spaces (C r (M )) r∈N . In this case, C ∞ (M, N ) is endowed with a Fréchet manifold structure. Of course, for any r ∈ N 0 ∪ {∞}, we assume Diff r (M ) equipped with the C r -uniform topology inherited from its inclusion in C r (M, M ). Finally, if X is an arbitrary topological space and z ∈ X, we shall write cc(X, z) to denote the connected component of X containing z.
Some arithmetical notations
Given any natural number q ∈ N, we write qN := {qn : n ∈ N}.
Whenever we write a single rational number in the form p/q we always assume the integers p and q are coprime, i.e. 1 is the greatest common divisor of p and q. On the other hand, writing a vector with rational coordinates (p 1 /q, . . . , p n /q) ∈ Q n , we shall simply assume gcd(p 1 , . . . , p n , q) = 1. Given any x ∈ R, we write ⌊x⌋ to denote the largest integer not greater than x. Analogously, ⌈x⌉ denotes the smallest integer greater or equal than x.
For any α ∈ R d we write
An irrational vector α is said to be Diophantine if there exist constants C, τ > 0 satisfying
On the other hand, an irrational element of R d which is not Diophantine is called Liouville.
Lie groups

Generalities
In this work we shall only deal with real connected Lie groups. As usual, if G denotes an arbitrary Lie group, its identity element is denoted by 1 G 1 , its Lie algebra by g and we write exp : g → G for the exponential map.
A smooth manifold is called a homogeneous space when it can be written as G/H, where G denotes a (real, connected) Lie group and H < G a closed subgroup. We say H is cocompact when G/H is compact, and we say that G/H is of compact type when G is compact itself.
Clearly, the group G acts naturally (on the left) on G/H and it is well known that in such a case there exists at most one G-invariant Borel probability measure on G/H. When such a measure does exist, we will call it the Haar measure of G/H. A discrete cocompact subgroup will be called a uniform lattice. Let us recall that the existence of the Haar measure on G/H is guaranteed whenever either G is compact, or H is a uniform lattice.
Making some abuse of notation, we will use the brackets [·, ·] to denote the Lie brackets on g, as well as the commutator operator in G, i.e. [g, h] := ghg
i.e. the (abstract) subgroup of G generated by commutators of the set subsets A and B, respectively. And
The centers of G and g are defined by Z(G) := {g ∈ G : [g, h] = 1 G , ∀h ∈ G} and Z(g) := {v ∈ g : [v, w] = 0, ∀w ∈ g}, respectively.
Tori
The d-dimensional torus will be denoted by T d and will be identified with R d /Z d . The canonical quotient projection will be denoted by π :
For simplicity, we shall simply write T for the 1-torus, i.e. the circle.
The symbol Leb d will be used to denote the Lebesgue measure on R d , as well as the Haar measure on T d . Once again, for the sake of simplicity, we just write Leb, and also dx, instead of Leb 1 .
For
Homogeneous skew-products
Given an arbitrary Lie group G and any closed subgroup H < G, for any α ∈ T and any γ ∈ C r (T, G), we define the homogeneous skew-product
The space of C r homogeneous skew-products on T × G/H shall be denoted by SW r (T × G/H). If G/H admits a Haar measure, and we denote it by ν, then we clearly have SW
Nilmanifolds and Mal'cev theory
Given an arbitrary Lie group G, the central descending series of G can be recursively defined by G 0 := G and
We say G is nilpotent when G k = {1 G }, for certain k ∈ N. The degree of nilpotency of G is defined as the maximal natural number n such that G n = {1 G }.
From now on, N shall denote a (connected) simply connected nilpotent Lie group admitting a uniform lattice Γ < N . As usual, the (compact) homogeneous space N/Γ is called a (compact) nilmanifold.
It is important to recall that in such a case the exponential map exp : n → N is a real-analytic diffeomorphism (see Theorem 1.2.1 in [CG90] ). Hence, in this case N as well as n can be identified with the universal cover of N/Γ.
After Mal'cev [Mal49] , a basis {v 1 , v 2 , . . . , v d } of the Lie algebra n is called a Mal'cev basis whenever n (i) := span R {v 1 , . . . , v i } is an ideal in n, for each i ∈ {1, . . . , d}. Moreover, such a basis is said to be a strongly based on Γ when
In [Mal49] (see also [CG90] ) it is proved that there always exists a Mal'cev basis strongly based on Γ when N and Γ are as above.
Since each n (i) is an ideal in n, N (i) := exp(n (i) ) ⊂ N turns to be a (closed) normal subgroup of N , and the quotient N (i) := N/N (i) a nilpotent connected and simply connected Lie group, itself.
On the other hand, as a consequence of (2) we have
is a discrete subgroup of Γ. Hence, Γ (i) := Γ/Γ (i) can be naturally identified with a uniform lattice of N (i) .
Distributions and distributional unique ergodicity
Given any k ∈ N 0 , the space of distribution on M up to order k is defined as the topological dual space of C k (M ) and will be denoted by D On the other hand, as it is usually done, the topological dual space of C ∞ (M ) will be simply denoted by D ′ (M ) and its elements are just called distributions. Since all the inclusions C k+1 (M ) ֒→ C k (M ) and C ∞ (M ) ֒→ C k (M ) are continuous, making some abuse of notation we can consider the following chain of inclusions (modulo restrictions):
Moreover, since we are assuming M is compact, it is well-known that
Now, as it was already mentioned in §1, any f ∈ Diff k (M ) acts linearly on C k (M ) by pull-back, and the adjoint of this action is the linear operator
The space of f -invariant distributions up to order k is defined by
As usual, we say that f is uniquely ergodic when
We will say that f is distributionally uniquely ergodic (or just DUE for short) when f is C ∞ and D ′ (f ) has dimension one.
Coboundaries and distributions
Given any f ∈ Diff r (M ), any ψ : M → C and n ∈ Z, the Birkhoff sum is defined by
We say that ψ is a C ℓ -coboundary for f (with 0 ≤ ℓ ≤ r) whenever there exists u ∈ C ℓ (M ) solving the following cohomological equation:
Observe that in this case it holds S n ψ = uf n − u, for any n ∈ Z. The space of C ℓ -coboundaries will be denoted by
. Finally, notice that as a straightforward consequence of Hahn-Banach theorem we get
ker T,
Unique ergodicity vs. DUE
There are many well-known examples of uniquely ergodic systems which are not DUE. Maybe, the simplest one is given by the parabolic map
with α ∈ T \ (Q/Z) (see [Kat01] for details). Horocycle flows on constant negatively curved closed surfaces and minimal homogeneous flows on closed nilmanifolds different from tori are more elaborated examples [FF03, FF07] . On the other hand, a classical result due to Kronecker affirms that a translation R α :
Moreover, we have the following result which belongs to the folklore: Recently, the first and third authors extended this result in [AK11] showing that any minimal circle diffeomorphism is also DUE (see [NT12] for a much simpler proof of non-existence of invariant distributions up to order 1).
As it was already mentioned in §1, the main aim of this paper consists in constructing DUE diffeomorphism which are not topologically conjugate to ergodic translations on tori.
3 Proof of Theorem A: general strategy
As it was already mentioned in §2.3, in both cases considered in Theorem A the homogeneous space P admits a Haar measure that will be denoted by ν P . Then, the Haar measure of M , which is a homogeneous space itself, is given by
Let us recall that any homogeneous skew-product on M = T × P (see §2.3.3) preserves the measure µ. In other words, SW
The Anosov-Katok space
Let us consider the horizontal T-action T :
Then we define the Anosov-Katok space
Observe that each T α ∈ SW ∞ (T × P ) and hence, AK ∞ (T ) ⊂ SW ∞ (T × P ). To prove Theorem A we will show Theorem 3.1. Generic diffeomorphisms in AK ∞ (T ) are DUE. More precisely, the set
Let us now describe the general strategy to prove Theorem 3.1: A family (V n ) n≥1 will be called a filtration of C ∞ µ (M ) whenever it satisfies:
Sections 4 and 5 are dedicated to the proof of the following lemma, in the nilpotent and the compact cases, respectively: Lemma 3.2. If P is as in Theorem A, then there exists a filtration of C ∞ µ (M ), called (V k ), satisfying the following condition:
For every n ∈ N and every q 0 ∈ N, there existsq ∈ N and a homogeneous skew-product H 0,γ ∈ SW ∞ (T × P ) such that:
, for everyp ∈ Z coprime withq.
To prove Lemma 3.2, we shall need the following elementary
Reciprocally, let us suppose (4) holds. Then, using a formula we learned from [MOP77] 2 , we write
It clearly holds v ∈ C k (M ), and
Now, assuming Lemma 3.2, we can prove Theorem 3.1, and henceforth, Theorem A, too:
Proof of Theorem 3.1. Let (φ m ) m∈N be a dense sequence in C ∞ µ (M ) and define
Each set A m is clearly open in AK ∞ (T ), and by Proposition 2.1, it holds
Thus, we have to show each A m is dense in AK ∞ (T ). To do that, consider a fixed set A m , any rational number p 0 /q 0 and an arbitrary homogeneous skewproduct H ∈ SW ∞ (T × P ).
Since (V n ) n≥1 is a filtration, there exists n ∈ N and φ ∈ V n such that
Now, invoking Lemma 3.2, from n and q 0 we obtain a natural numberq and a homogeneous skew-product H 0,γ satisfying (i) and (ii). Then, for each ℓ ∈ N, let us definep
Notice that, for each ℓ, p ℓ and q ℓ are coprime, q ℓ is multiple ofq and
Then observe that, for every ℓ ∈ N and any (t, x) ∈ T × P it holds:
where las equality is consequence of condition (ii) of Lemma 3.2 and Lemma 3.3. Thus, we conclude that
for every ℓ ∈ N.
On the other hand,
Hence, from (i) of Lemma 3.2, we get
Now, putting together (5), (7) and (8) we conclude HT p0/q0 H −1 ∈ cl ∞ (A m ), as desired.
Real-analytic DUE diffeomorphisms
Before starting with the proof of Lemma 3.2, it is interesting to remark that using the techniques we applied in §3.1 it is possible to prove the existence of real-analytic DUE diffeomorphisms on M = T × P .
In fact, for the time being let us suppose G is an arbitrary Lie group and let us write G C for the complexification of G. Then, for each ∆ > 0, let us define C ω ∆ (T, G) as the set of real-analytic functions γ : T → G that admit a holomorphic extension from the complex band A ∆ := {z ∈ C : |Im z| ≤ ∆}/Z to G C . Let us consider C ω ∆ (T G) endowed with the distance dunction d ∆ given by
, and in particular, non-empty.
The nilpotent case
All along this section, let us assume P is a compact nilmanifold equal to N/Γ, where N is a (connected) simply connected nilpotent Lie group and Γ < N is a uniform lattice.
The filtration in the nilpotent case
Observe that any complex function on P can be lifted to its universal covering, which can be identify with N itself, getting a Γ-invariant complex function 3 . So, we can naturally identify C ∞ (P ) with
Moreover, since the exponential map exp : n → N is a real-analytic diffeomorphism, we can identify C ∞ (N ) with C ∞ (n), and henceforth, C ∞ (P ) with a closed linear subspace of C ∞ (N ) = C ∞ (n). Let V = {v 1 , . . . , v d } be a Mal'cev basis of n strongly based on Γ (see §2.3.4 for details). Fixing this basis, we identify C ∞ (n) with
Thus, making some abuse of notation, we shall assume that
Now let us analyze some of the equivariant conditions a function φ ∈ C ∞ (R d ) must satisfy to belong to C ∞ (P ). First, since v 1 ∈ Z(n) (and exp(Zv 1 ) ∈ Γ),
, then it is Z-periodic in its first variable. Hence, we can consider the Fourier-like development
where eachφ
. Here, the 0 th Fourier-functionφ
has a particularly nice interpretation: it can be naturally considered as defined on the nilpotent Lie group N (1) := N/N (1) , or more precisely, on the the compact nilmanifold N
(1) /Γ (1) (see §2.3.4 for these notations). On the other hand, observe that the basis {v 2 + n (1) , v 3 + n (1) , . . . , v d + n (1) } is a Mal'cev one for n/n (1) strongly based on the lattice Γ (i) = Γ/Γ (i) .
That means we can repeat our previous argument to prove thatφ
is Zperiodic on its first variable, and hence, we can consider the Fourier-like developmentφ
Once again, the Fourier-coefficient functionφ
can be considered as an element of C ∞ (N (2) /Γ (2) ) and the set {v 3 + n (2) , . . . , v d + n (d) } is a Mal'cev basis strongly based on Γ (2) . By induction, we get a family of Fourier-like coefficientŝ
Now we proceed to define the pseudo-polynomials on P : we shall say that φ ∈ C ∞ (P ) is a pseudo-polynomial (with respect to V) of degree less or equal than n ∈ N iffφ (j) k ≡ 0, for every j ∈ {1, . . . , d} and |k| > n. The linear space of pseudo-polynomials on P will be denoted by Pol(P ) and we shall write Pol n (P ) for the subspace of pseudo-polynomials with degree at most n.
Notice that M = T × P is a compact nilmanifold itself, hence we can talk about pseudo-polynomials on M . In this case, we shall add the vector v 0 := ∂ t (which generated the Lie algebra of R) to the basis V, and hence any function φ ∈ C ∞ (M ) will be written in coordinates (t, x 1 , . . . , x d ), being φ Z-periodic on its first coordinate, too. So, we can also consider the Fourier-like development
with eachφ
Of course, by analogy with our definition of pseudopolynomials on P , we define
0 ∈ Pol n (P ),φ is dense in C ∞ (M ). In particular, this implies that the family (V n ) given by
Now we will prove Lemma 3.2 assuming the filtration (V n ) is given by Proposition 4.1:
Proof of Lemma 3.2 in the nilpotent case. Let us write d := dim N . We will recursively define, for k ∈ {0, 1, . . . , d}, two sequences γ k ∈ C ∞ (T, N ) and (q k ) ⊂ N satisfying the following condition: there exists a constant C k ∈ R such that for every p ∈ Z coprime withq k and every φ ∈ V n ,
where
.4 for notations). At this point it is important to notice that, since
Thus, in particular, the complex number φ 
. Now let us start with the case k = 0. Observe that without lost of generality we can assume n < q 0 . Let us define γ 0 ≡ 1 N (so, H 0 = id M ) andq 0 := q 0 . Hence, for every φ ∈ V n , and every p ∈ Z coprime withq 0 , we have
for every (t, x) ∈ R × R d . So, condition (11) is verified for k = 0. Now, suppose we have already defined γ k−1 ∈ C ∞ (T, N ) (and then,
To do this, we start considering an auxiliary C ∞ -function ρ : [0, 1] → [0, 1] satisfying the following conditions: (i) ρ(t) = 0, for every t in a neighborhood of 0;
(ii) ρ(t) = 1, for every t in a neighborhood of 1;
(iv) ρ(1 − t) = 1 − ρ(t), for all t.
Then, we use ρ to define a new auxiliary function η : [0, 1] → R as follows:
, if t ∈ 1 2 , 1 In this way, η turns to be smooth and it vanishes in some neighborhoods of 0 and 1, so we can consider it as an element of C ∞ (T, R). Observe that for any m ∈ Z \ {0} with |m| < q 0 and any t ∈ T, it holds
Then we defineq
Assuming the inductive hypothesis, let us prove condition (11) holds for k, too. Let p ∈ Z be any number coprime withq k , φ ∈ V n arbitrary and (t, x) be any point in T × N . Then we have:
where the sixth equality is consequence of (13) and where (x k ,x k+1 , . . . ,x d ) denotes the "coordinates" of the point γ k+1 (t) −1 xN (k−1) in the Lie algebra n (k−1) , i.e. they satisfy the following equation:
In this way, (14) shows condition (11) holds for k, finishing the proof of the lemma.
The compact case
We start this section with a geometric construction which is completely independent of the homogeneous structure of the supporting manifold. So, for the time being, let us suppose M is an arbitrary smooth connected closed manifold and µ any Borel probability measure on M .
Equidistributed loops
Given a finite dimensional subspace E ⊂ C ∞ µ (M ), a smooth loop γ ∈ C ∞ (T, M ) is said to be E-equidistributed when there exists m ∈ N such that
The number m will be called the period of the loop.
Proof. Let N := dim E and (φ 1 ) N i=1 be a basis of E, and define Φ :
Let us consider the sets
and then define
. We divide the rest of the proof in several lemmas:
Lemma 5.2. For every n ≥ N , the set Y (n) is non-empty.
Proof of Lemma 5.2. First observe that, given any n ≥ 1,
for every (x 1 , . . . , x n ) ∈ M n and every (v 1 , . . . , v n ) ∈ T (x1,...,xn) M n . This lets us affirm that for any k, n ∈ N and any "forget-some-coordinate" projection pr :
That means it is enough to show Y (N ) is non-empty. Reasoning by contradiction, suppose this is not the case. By (18), this implies the set Proof of Lemma 5.3. Consider the set
Observe C Φ is a convex cone in R N . We claim C Φ = R N . In fact, if this would not be the case, then there should exist a non-null linear functional L : R N → R such that L(y) ≥ 0 for every y ∈ C Φ ⊂ R N and, in particular, L(Φ(x)) ≥ 0, for every x ∈ M . But since the coordinate functions of Φ belong to
Hence, L • Φ should be identically equal to zero, contradicting the linear independence of the coordinate functions (φ i )
is non-empty, so we can consider an arbitrary point (z 1 , . . . , z N ) ∈ Y (N ) . By our previous assertion about C Φ , there exist n ∈ N, positive numbers λ 1 , . . . , λ n and points x 1 , . . . , x n ∈ M such that
Now, since Φ N (Y (N ) ) is open in R N , we can assume (up to an arbitrary small perturbation of the points z 1 , . . . , z N ) that each λ j ∈ Q, and hence we can find p 1 , . . . , p n , q ∈ N such that λ j = p j /q, for each 1 ≤ j ≤ n. Now, we define m := qN + 1≤j≤n p j and we claim X (m) = ∅. In fact, if we define (w 1 , . . . , w m ) ∈ M m by
from (20) we easily conclude (w 1 , . . . , w m ) ∈ X (m) . Now, for each n ≥ 2, let us consider the diffeomorphism σ n :
And we shall prove our last
Proof of Lemma 5.4. Let m 0 be a natural number such that X (m0) is nonempty, and letz = (x 1 , . . . , x m0 ) be any point in X (m0) . For each q ∈ N, let us consider the pointz
We claim that σ qm0 (z (q) ) ∈ cc(X (qm0) ,z (q) ), provided q is sufficiently large. To prove this, we shall construct a continuous curve ρ : [0, 1] → X (qm0) ⊂ M qm0 , with ρ(0) =z (q) and ρ(1) = σ qm0 (z (qm0) ). For each 1 ≤ j ≤ qm 0 , we write ρ j : [0, 1] → M for the j th -coordinate function of ρ, i.e. ρ(t) = (ρ 1 (t), ρ 2 (t), . . . , ρ qm0 (t)) ∈ M qm0 . We start defining ρ on the interval [0, 1/2]. To do that, fitst let us consider continuous paths α = (α 1 , . . . , α m0 ) : [0, 1] → M m0 such that
and U ∩ X (m0) is connected. Since Φ (m0) is a submersion on Y (m0) , we can find a continuous path β : [0, 1] → U ⊂ M m0 satisfying β(0) =z and
provided q is sufficiently large. Notice that, since α(1) ∈ X (m0) , then β(1) also belongs to X (m0) itself. Then, we define each coordinate function of the path ρ on [0, 1/2] by ρ j (t) := β ⌈j/q⌉ (2t), if 1 ≤ j < m 0 q, and j ∈ qZ α j/q (2t), if j ∈ {q, 2q, . . . , m 0 q}, and every t ∈ [0, 1/2]. Notice that, as a consequence of (21), ρ(t) ∈ X (qm0) , for every t ∈ [0, 1/2].
In order to define path ρ on [1/2, 1], let us consider a continuous path γ : [0, 1] → X (m0) joining β(1) toz. Such a path γ does exist because both points β(1) andz belong to U ∩ X (m0) , which is a connected open set of the smooth manifold X (m0) , and hence, it is arc-wise connected. Finally, we define ρ on [1/2, 1] by
if j ∈ qZ and 1 ≤ j < qm 0 , x 1 , j = qm 0 .
In this way, ρ is clearly a continuous path contained in X (qm0) and joins ρ(0) =z to ρ(1) = σ qm0 (z), as desired.
Finally, let m andz ∈ X (m) as in Lemma 5.4. Since X (m) ⊂ M m is a σ m -invariant embedded submanifold, and σ m is an m-periodic diffeomorphism, we can find a smooth loopθ ∈ C ∞ (T, X (m) ) satisfying
Then, for any t ∈ T, if we write θ(t) = (θ 1 (t), . . . , θ m (t)) ∈ M m , it holds
where last equality is consequence of (22). Thus, θ = θ 1 is a smooth E-equidistributed loop, as desired.
The filtration in the compact case
In this section we construct the filtration of C ∞ µ (T × P ) in order to prove Lemma 3.2.
To do this, we return to our homogeneous setting, assuming G is a compact (connected) Lie group, H < G a closed subgroup, P = G/H and M = T × P . For the sake of simplicity of the exposition, we start assuming H = {1 G }. The general case will be easily gotten from this particular one.
If ν G denotes the Haar (probability) measure on G, there are two unitary representations of G on L 
By the classical Peter-Weyl theorem, we know left action L decomposes in a direct sum of finite-dimensional irreducible sub-representations, i.e. there exists a family (E n ) n≥1 of finite-dimension subspaces of L 2 0 (G, ν G ) such that n E n is dense in L 2 0 (G, ν G ) and each E n is L-invariant, with no proper L-invariant subspace contained in E n . Moreover, these spaces satisfy E n ⊂ C ∞ νG (G) = C ∞ (G) ∩ L 2 0 (G, ν G ), for every n ≥ 1 and they are also R-invariant (for instance, see §3.3 in [Sep07] for details).
In particular, this implies that, if γ : T → G an E n -equidistributed with period m, then 
for every t ∈ T, every x ∈ G and any φ ∈ E n . Now, for each φ ∈ C ∞ (M ) and every k ∈ Z, we defineφ k ∈ C ∞ (G) bŷ
and
By Peter-Weyl theorem and classical Fourier series arguments we have Lemma 5.5. The family (V n ) given by (26) is a filtration for C ∞ µ (M ).
Proof of Lemma 3.2 in the compact case. Let us consider the filtration (V j ) j≥1 given by (26). As we did in the nilpotent case, without lost of generality we can assume n < q 0 . Letγ ∈ C ∞ (T, G) be a j≤k E j -equidistributed loop in G, and letm be its period. Then let us define γ : T → G by γ(t) :=γ(q 0 t) and writeq := q 0m . Notice H 0,γ ∈ SW ∞ (T × G) clearly commutes with T 1/q0 . Let us show that condition (ii) of Lemma 3.2 also holds.
To do that, let p be any integer coprime withq and let us consider an arbitrary φ ∈ V n . Once again we consider the Fourier-like development of φ: φ(t, x) = |ℓ|≤nφ ℓ (x)e 2πiℓt , ∀(t, x) ∈ T × G, where eachφ ℓ ∈ C ∞ (G) is given by (25) andφ 0 ∈ j≤n E j . Then we have, for every t ∈ T and every x ∈ G, and where the last equality is a consequence (24) and invariance by R x of j≤n E j . Thus, by Lemma 3.3, it follows from (27) that V n ⊂ B(H 0,γ T p/q H −1 0,γ ), as desired.
5.3
The case H = {1 G } Now, let us suppose H < G is a proper closed subgroup. Since G and H are both compact, they admit unique Haar probability measures, which will be denoted by ν G and ν H , respectively. The Haar measure on G/H will be simply denoted by ν.
