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Abstract. In this paper we present an introduction to morphological
calculus in which geometrical objects play the rule of generalised natural
numbers.
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1. Introduction
Morphological calculus in an extension of the calculus of natural numbers
1, 2, 3 etc whereby all sorts of geometrical objects are seen as generalised
natural numbers. To make a list, we have
• the natural numbers 1, 2, 3, . . .
• the real line R
• the set of natural numbers N
• carthesian spaces R2,R3, . . .
• projective spaces RPn,CPn, . . .
• Spheres Sn−1,CSn−1
• Groups like SO(n), U(n), GL(n,R), . . .
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• Graßmann manifold G(m, k,R)
and other groups and homogeneous spaces. In fact any kind of geometrical
objects can be added to the list.
The rules for morphological calculus extend the rules for calculating with
natural numbers. We have
1. The addition t1 + t2 + · · ·+ tk
The terms t1, . . . , tk are supposed to represent morphological objects
and the addition represents any object that can be formed by making a
disjoint union of the objects t1, . . . , tk and glueing them together when
possible. This glueing process is itself not part of the calculus so there
in no unique way to do it and one also needn’t do it; one can simply
put the objects t1, . . . , tk in a list, as the language of calculus suggests.
For example 1 + 2 + 3 + 4 can be visualised as a triangle of 10 points:
1+(1+1)+(1+1+1)+(1+1+1+1).
The terms t1, . . . , tk in an addition may simply be names for morpho-
logical objects but, they also could be expressions between brackets like
in:
5 + (3 + 1) + 2 + (1 + 2 + 7).
The material between brackets is interpreted as a single morphological
object.
2. The subtraction t1 − t2
This means that the object t2 is deleted from the object t1. For example
3 − 2 means to delete 2 points from a set of 3 points or R − 1 means
to delete a point from a line. The subtraction represents a problem: we
have to look for an object such that t1 − t2 = c or such that t1 can
be written as c + t2. There may not be a morphologically acceptable
solution for this. For example
0 = 1− 1
means to create a point 1 and then to wipe if off.
Also negative numbers like −1,−2, . . . are no objects of morphological
calculus although they may be meaningful as actions: −1 = to delete
one point, −2 = to delete two points, etc.
The subtraction is presented as a binary operation t1 − t2 here, but of
course one may also consider extended expression like 7− 3− 2+ 4− 1,
as long as things add up to a morphological object.
3. The multiplication v · w
For the natural numbers, the multiplication is a notation for repeated
addition, so for example
• 1 · a = a
• 2 · a = a+ a
• 3 · a = a+ a+ a
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etc. In other words, the meaning of multiplication is in fact determined
by the rule of distributivity
(t1 + t2 + · · ·+ tk) · w = t1 · w + t2 · w + · · ·+ tk · w.
In morphological calculus, the product v · w means that every point of
the object v is replaced by a copy of w and then all those copies of
w are possibly glued together in some way that is not specified by the
language of calculus.
Typical examples are: the carthesian product v × w, a fibre bundle
E = M · F with base space M and fibre F.
One can also consider long multiplication like v1 · v2 · · · vk that may
correspond to iterated fibre bundles. note that the fibre bundle inter-
pretation is only an option; it isn’t a must and it will not always be
available.
4. The division v/w
Like the subtraction, also the division is seen as a problem: to find a
morphological object c for which v = c ·w. Any good solution to this will
be denoted as v/w and again there may not always be a solution. For
example rational numbers like 1/2, 1/3, 4/7 etc, are no morphological
objects even though one may write 7/3 = 6/3 + 1/3 = 2 + 1/3.
Hence the language of morphological calculus is similar to that of natural
numbers. There are however some aspects of language of calculus that cause
dilemmas and also need more explanation
1. Names, definitions, substitutions.
Every morphological object has a name attached to it. For example
1, 2, 3, . . . the natural members, R the real line and so on. Then every
name is given a definition or several definitions of the form
Name = Expression
the first main examples being the definitions of the natural numbers
2 = 1 + 1, 3 = 1 + 1 + 1, 4 = 1 + 1 + 1 + 1
and so on.
Such definitions may come from geometry, but they are algebraic expres-
sion of some geometrical decomposition of an object, i.e., geometrical
knowledge can only enter the calculus via algebraic relations of the form
Name = Expression.
When a name N appears somewhere in an expression E, i.e., E = E(N)
and when one has a definition N = Expr.; then one may perform the
substitution E(N) = E((Expr.)), i.e., replacing the name N by the ex-
pression (Expr.) between brackets. Later on one may investigate how
and when brackets may be removed. We do not use brackets in a redun-
dant manner like e.g. (7) is not used, (Name) is not used ((Expr.)) is
not used, Name = (Expr.) is not used.
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Example: (The Fibonacci trees)
These morphological structures are defined by
f1, f2 = 1, fn = fn−1 + fn−2
leading to the solutions
f2 = 1 + 1
f3 = (1 + 1) + 1
f4 = ((1 + 1) + 1) + (1 + 1)
f5 = (((1 + 1) + 1) + (1 + 1)) + ((1 + 1) + 1),
so what appears here are not just the Fibonacci numbers 2, 3, 5, 8, but
the tree-like structures that give rise to these numbers if one removes the
brackets. This tree-like structure is a typical example of a morphological
object.
2. Commutativity, Associativity
In morphological calculus the addition t1 + · · ·+ tk is in the first place
a listing of objects; it is not commutative. Also within an addition one
may consider expressions between brackets and since brackets refer to
morphological objects one can’t just ignore them; the addition is not just
associative. On the other hand, for the natural numbers the addition also
refers to the total quantity or sum. For example the total quantity of
5 + (3 + 1) + 2 may be evaluated as:
5 + (3 + 1) + 2 = (1 + 1 + 1 + 1 + 1) + ((1 + 1 + 1) + 1) + (1 + 1)
= (1 + 1 + 1 + 1 + 1) + (1 + 1 + 1 + 1) + (1 + 1)
= 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 = 11,
so it requires substitutions 5→ (1 + 1+1+ 1+ 1) etc. and deleting the
brackets. So the total quantity is evaluated within the language of cal-
culus and not in some outside theory. It corresponds to a morphological
process in which the morphological structure is constantly changed to
the extent that in the final evaluation of the quantity, the identity of the
numbers 5, 3, . . . as well as their place in the context is lost. Commuta-
tivity, substitutions and putting and deleting brackets are guaranteed in
so far that the total quantity is preserved, but they are also mutations.
For more general morphological objects, such as the line R the notion
of quantity is not defined and we will illustrate that, if it were defined
it wouldn’t correspond to the cardinality of a set.
Yet we calculate as if these objects would have a form of quantity and
so, in particular, terms in an addition may be commuted, substituted
and brackets may be put or deleted.
For the multiplication v ·w, commutativity v ·w = w ·v is even less obvi-
ous especially if one thinks of a fibre bundle E = M ·F . But again these
geometrical interpretations happen outside morphological calculus and
the total quantity of v · w is the same as that of w · v. Moreover, to be
able to calculate one has to be able to commute factors in a product,
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even though this deforms the morphological structure. Also the law of
distributivity
(t1 + · · ·+ tk) · w = t1 · w + · · ·+ tk · w
is essential to give a meaning to the product while as the same time it
is a deformation.
So, to conclude, the morphological universe consists of the totality of all
meaningful algebraic expressions based on a set of names for morpholog-
ical objects together with their definitions within calculus. The calculus
rules, leading to the relations A = B are the same as for the natural
numbers and the relations A = B are interpreted at the same time as
morphological deformation and as preservation of quantity, whatever
meaning this may have.
2. The Real Line
The real line R is in mathematics defined as the set of all real numbers,
represented as points on that line. It is hence an infinite point set and its
cardinality c is called the continuum; it is larger than the cardinality ℵ0 of
the natural numbers.
The real line decomposes as
R = R− ∪ {0} ∪R+
with
R− = ]−∞, 0[ : the halfline of negative numbers.
R+ = ]0,+∞[ : the halfline of positive numbers.
So R+ and R− are open intervals that are closed off and glued together by
the point {0} to form the real line.
Morphologically we write this disjoint union as
R = R− + 1 + R+
whereby “1” represents the middle point {0}.
Both R+ and R− are halflines having “the same shape”, so we identify R− =
R+, leading to the first definition
R = R+ + 1 + R+,
which, after commuting terms, leads to
R = 2R+ + 1.
Next one may argue that all open intervals ]a, b[ have “the same shape”, so
they are all copies of R and, in particular, we may identify
R+ = R,
leading to the relations
R = R+ 1 + R = 2R+ 1.
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This may be interpreted as the way to produce an open interval or curve ]a, c[
by taking an open interval ]a, b[, glue to it a point {b} and then glue to the
next open interval or curve ]b, c[.
The question now is: what is the quantity of R?
If it is the cardinality “c” then one should identify R + 1 with R but R + 1
would be a semi-interval like ]0, 1], open from one side and closed from the
other, which is not the same as ]0, 1[.
Next, the relation R = R+ 1 + R indicates the fact that R contains at least
one point and, by iteration
R = R+ 1 + R = (R+ 1 + R) + 1 + (R+ 1 + R) = · · ·
we obtain 3 points, 7 points, 15 points etc., any finite number of points. So
the morphological version of R seems to house infinity many points.
Now let us consider the relation
R = R+ 1 + R = 2R+ 1
as an equation. Then by subtracting R from both sides we get
R+ 1 = 0
and by subtracting 1 we get
R = 0− 1 = −1,
so that the total quantity of R should be −1.
This clearly conflicts with the idea of R being a set of points; the morpho-
logical line is hence not merely a set of points but rather a brand new object
that doesn’t quantify as a pointset. Of course one could argue that also
infinity = 2infinity + 1,
but infinity is a too trivial and vague number to work with for it absorbs
everything.
There is an interesting interpretation for R = −1.
Every manifold or surface of finite dimension may be represented by a cell
complex, which we may represent by a polynomial
aoR
n + a1R
n−1 + · · ·+ an, a0 ∈ N, a1, . . . , an ∈ N ∪ {0}.
By making the identification R = −1 we obtain
e{M} = a0(−1)n + a1(−1)n−1 + · · ·+ an,
which is the Euler characteristic e{M} of manifold M .
The Euler number e{M} is a topological invariant and for a given manifold
M it is independent of the cell decomposition of that manifold. To see this,
note that for any two cell decompositions of M there exists a kind cell de-
composition that refines both of them and so it suffices to consider the case
M = Rn. Moreover, every cell decomposition of Rn may be obtained from
simple cell decompositions of the form Rj = 2Rj + Rj−1, which proves the
invariance of e{M} morphologically.
The fact that morphological calculus respects the Euler characteristic
is like a corner stone (it is the final invariant that is preserved!). But as it is
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now, morphological calculus is reduced to the calculus of the integers Z and
a point 1 is identified with a closed interval R + 2 a plane R2 is identified
with a point 1.
Hence, the idea of a line as an infinite point set is completely lost and
also the dimension of an object is not preserved. As a result we have the
identification R + 1 = 0 between a semi-interval (or circle) R + 1 and the
number zero and, in fact R = −1 between a line R and the number −1, while
numbers 0 and −1 are no point sets and hence no objects.
To overcome this collapse of the notion of dimension we are going to introduce
the following assumption.
Axiom 2.1. Morphological calculations are only granted if all the algebraic
expressions and operations make sense in terms of geometrical objects.
Hence, in particular, number zero 0 and negative numbers −1,−2, etc.
are hereby excluded or at least pushed to the background. Moreover, a rela-
tion like
R = R+ 1 + R = 2R+ 1
does not automatically allow one to solve it like an equation; one could also
simply interpret it by stating that one is allowed to replace R by 2R+1 or vice-
versa within calculations and nothing more. Hence, it does not automatically
imply e.g. that R + 1 = 0 or even R − 1 ≡ 2R, although this last relation
R−1 = 2R makes morphological sense. This now leads to the following result.
Theorem 2.2 (Morphological Stability). Under the assumption of the relation
R = 2R + 1, every cell complex a0R
n + a1R
n−1 + · · · + a0 is equivalent to
either
aRn, a ∈ N or Rn + bRn−1, b ∈ N,
no further identifications being possible.
Proof. The statement holds trivially for n = 0. For n = 1, a > 1 and b > 0
we clearly have
aR+ b = (a− 2)R+ 2R+ (b − 1) + 1 = (a− 1)R+ b− 1
so we are reduced to either b = 0 or a = 1.
Next, assuming the property for n−1, n > 1, we may reduce any cell complex
to
aRn + bRn−1 + cRn−2.
If c = 0 we may reason as in the case n = 1 to arrive at the final form
aRn or Rn + bRn−1. If c > 0 we may write aRn + bRn−1 + cRn−2 = (a −
1)Rn +
(
2Rn + Rn−1
)
+ bRn−1 + cRn−2 = (a+ 1)Rn + (b+ 1)Rn−1 + cRn−2
and repeat this idea until b > 1. Then one may reduce using 2R + 1 = R :
aRn + bRn−1 + cRn = aRn + (b− 1)Rn−1 + (c− 1)Rn−2 and so on, until the
final form is reached. 
Note that this theorem guarantees us that in the worst case, at least
the
dimension = n
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as well as the
Euler characteristic = (−1)na or (−1)n + (−1)n−1b
are being preserved during morphological calculations; it is a second approxi-
mation for any possible notion of morphological quantity (the first one being
just the Euler characteristic).
But this calculus is still too poor and to be able to evaluate the quantity of
R we have to ignore the distinction between a line R and a halfline R+. This
is again a dilemma, similar the once mentioned in introduction concerning
commutativity and use of brackets. There are two options
1. The “canonical” option.
Hereby we assume as definition for R the relation
R = R+ + 1 + R+ = 2R+ + 1
and consider the identification R+ = R as a form of decay. So the re-
lation R = 2R + 1 is suspended in what we regard as “the canonical
style”.
This style of calculating is on the other hand flexible with respect to
commutativity and the use of brackets. Its main purpose is (not exclu-
sively): Morphological analysis: to analyse geometrical objects (surfaces,
manifolds) by decomposing them into parts (or other ways) and to ex-
press this knowledge in calculus language in order to arrive at morpho-
logical definitions.
2. The “formal” option.
Hereby we consider morphological calculus as a formed language in
which the order of terms in an addition and the use of brackets is not
ignored. For the morphological line we have two definitions:
R = R+ 1 + R or R = R+ (R+ 1).
Its main purpose is (not exclusively):
Morphological synthesis: to construct a geometrical interpretation for
an algebraic expression in morphological calculus.
In this paper we mostly use the canonical style. Our main interest is to study
manifolds and try to understand their morphological quantity, whatever that
may mean. The formal style will be discussed briefly in last section.
3. Carthesian Space, Spheres, Projective Spaces
The carthesian plane is defined as the product R2 = R ·R, using the relation
R = 2R+ + 1 we thus arrive at
R2 = (2R+ + 1)
2
= 4R2+ + 4R+ + 1,
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decomposing the plane into 4 quadrants R2+, 4 halfplanes R+ and one point
1 (the origin).
Similarly the cartesian n-space is defined as product
Rn = R · · · · · R = R · Rn−1
and we have its decomposition into “octants”:
Rn = (2R+ + 1)
n =
n∑
j=0
(
n
j
)
2jRj+.
To define the sphere Sn−1 we make the following analysis: for a vector x ∈
Rn with x 6= 0 we have the polar decomposition x = rω, r = |x| ∈ R+,
ω =
x
|x| ∈ S
n−1.
In morphological calculus language we write
Rn − 1 = Sn−1R+,
leading to the morphological definition of Sn−1:
Sn−1 =
Rn − 1
R+
.
Now from R = 2R+ + 1 we obtain that
R+ =
R− 1
2
,
a line without a point indeed gives 2 halflines.
Hence we obtain a quantity formula for Sn−1:
Sn−1 = 2
Rn − 1
R− 1 = 2R
n−1 + 2Rn−2 + · · ·+ 2R+ 2.
In particular, a circle is given by
S1 = 2R+ 2 : two semi-circles and two points and a 2-sphere is given by
S2 = 2R2 + 2R+ 2 = 2R2 + S1,
two hemi-spheres and a circle (equator). Also
S2 = S1R+ 2,
a “cylinder S1R” and two poles “2”.
Using here R = 2R+ + 1 we obtain
S2 = 2 (2R+ + 1)
2
+ 2(2R+ + 1) + 2 = 8R
2
+ + 12R+ + 6,
which may be interpreted as an octahedron whereby
R2+ translates as a triangle,
R+ translates as a quarter circle or short interval.
Other regular polyhedra are harder to obtain, yet they are obtainable by
transformations of the form R = 2R + 1, R2 = 2R2 + R, which as we
know are questionable. In fact, every cell complex aR2 + bR + c that corre-
sponds to an embedded connected 2-manifold in R3 has Euler characteristic
a− b + c = 2(1− g), g being the genus or number of holes, a number which
characterises the manifold. Hence, for 2−manifolds the relation R = 2R+ 1
10 Frank Sommen
is not such a destructive deformation.
However, this also means that e.g. a dodecahedron will be identified with
12R2 + 30R+ 20 and hence a solid pentagon is identified with a square R2,
an identification which is only topologically true.
For general spheres we have the recursion formula
Sn−1 = 2Rn−1 + Sn−2: two hemi-spheres and an equator,
as well as the “polar coordinate” formula
Sn−1 = Sn−2R+ 2: a cylinder and 2 poles.
These formula are special cases of the following general method for introduc-
ing polar coordinates on Sn−1.
Let ω ∈ Sn−1 and consider the decomposition Rn = Rp×Rq, p+q = n. Then
we may write
ω = cos θω1 + sin θω2, θ =
[
0,
π
2
]
, ω1 ∈ Sp−1, ω2 ∈ Sq−1.
There are three cases:
θ = 0 : ω = ω1 ∈ Sp−1, θ =
π
2
: ω = ω2 ∈ Sq−1,
θ ∈
]
0,
π
2
[
: ω = cos θω1 + sin θω2 ∼ (ω1, ω2) ∈ Sp−1 × Sq−1.
In morphological calculus this situation is expressed as follows: Rn − 1 =
(Rp − 1) (Rq − 1) + (Rp − 1) + (Rq − 1) or
Sn−1R+ =
(
Sp−1R+
) (
Sq−1R+
)
+
(
Sp−1R+
)
+
(
Sq−1R+
)
leading to the addition formula for spheres:
Sn−1 = Sp−1 · Sq−1 · R+ + Sp−1 + Sq−1.
Notice that also here R+ is interpreted as the quarter circle (small interval)
θ ∈ ]0, π2 [, while the full line R would rather correspond to a semi-circle
θ ∈ ]0, π[.
The addition formula also leads to:
Sn−1 = Sp−1
(
Sq−1R+ + 1
)
+ Sq−1
= Sp−1Rq + Sq−1,
which generalises the recursion formula and the “polar coordinate” formula
mentioned earlier.
Of particular interest is the odd-dimensional sphere S2n−1 where we can take
p = q = n.
This leads to the “Hopf factorization formula”
S2n−1 = Sn−1Rn + Sn−1 or S2n−1 = (Rn + 1)Sn−1.
In particular we have the Hopf fibrations
S3 = S2S1, S7 = S4S3
that are well known and follow from complex resp. quaternionic projective
geometry. They can be seen as interpretations of the Hopf factorization
S3 =
(
R2 + 1
)
S1, S7 =
(
R4 + 1
)
S3,
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whereby the spheres S2 resp. S4 are identified with
(
R2 + 1
)
resp.
(
R4 + 1
)
.
But of course the Hopf fibrations are by no means proved or even implied by
morphological calculus.
In general, the sphere Sn−1 can be mapped onto Rn−1 by stereographic pro-
jection. Hereby one takes line from the southpole w = (0, . . . , 0,−1) to general
point w, denoted by L(w) and the stereographic projection st(w) is the in-
tersection of L(w) with plane xn = 1 (the tangent plane to the north pole
(0, . . . , 0,+1)).
This leads to the identification between Sn−1 and Rn−1 ∪ {∞}. In morpho-
logical calculus one might hence think of identification Sn−1 = Rn−1+1. But
that would lead to the unwanted identification
2R2 + 2R+ 2 = R2 + 1,
that would again correspond to R = 2R+ 1 via:
R2 +1 = (2R+1)R+1 = 2R2 +R+1 = 2R2 +(2R+1)+ 1 = 2R2+2R+2.
In morphological calculus we introduce a kind of stereographic sphere or
“Poincare´ sphere” by
Sn = Rn + 1,
leading to the recursion formula
Sn = (2R+ + 1)R
n−1 + 1 = 2Rn−1R+ + S
n−1
and leading to the total quantity (whatever that may mean)
Sn = 2Rn−1R+ + 2R
n−2R+ + · · ·+ 2R+ + 2.
Notice hence that the identification R+ = R would lead to S
n = Sn or
S2 = R2 + 1 (a point and a square is a sphere). It is true that the only
2−manifold interpretation for R2 + 1 is indeed a sphere. Also the Poincare´-
polynomial of the sphere Sn is given by tn+1, which corresponds to Rn+1.
Recall that the Poincare´-polynomial of a manifold M is defined as ant
n +
· · ·+ a0 with aj = dimHj , Hj leading the j−th homology space of M .
It turns out that the Poincare´-polynomial often appears as the morphological
quantity of an object, in particular for Rn itself and the sphere Sn. But for the
sphere Sn we obtain a “higher” morphological quantity: 2Rn + · · ·+ 2R+ 2
that does not correspond to the Poincare´-polynomial. The real projective
space RPn corresponds to the set of 1D subspaces of Rn+1, also defined as
the set of vectors (x1, . . . , xn+1) ∼ (λx1, . . . , λxn+1), λ 6= 0.
In mathematics we write it as the quotient structure
RPn =
Rn+1\{0}
R\{0} .
This leads to the morphological definition
RPn =
Rn+1 − 1
R− 1 .
and to the formula for the quantity of RPn :
RPn = Rn + Rn+1 + · · ·+ R+ 1.
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In this case the quantity polynomial corresponds to the Poincare´ polynomial
for RPn : tn + · · ·+ t+ 1. It also leads to the recurson formula
RPn = Rn + RPn−1
in which “Rn” symbolizes the Affine subspace consisting of the points (x1, . . . , xn, 1)
while “RPn−1” stands for the plane at infinity: xn+1 = 0.
Of course we also have that
RPn =
Sn
S0
=
Sn
2
whereby S0 in the multiplicative group S0 = {−1, 1}.
In particular the projective line is given by
RP1 = R+ 1
symbolizing R ∪ {∞} and it also represents the Poincare´ circle
S1 = R+ 1 = S1/2,
S1 = 2R+ 2 being the standard circle.
The projective plane is given by
RPn = R2 + R+ 1 = R2 + RP1 = (R+ 1)R+ 1,
whereby the object (R+1)R in this context corresponds to a Moebius band.
Just seen by itself, (R+1)R could correspond to several things, including any
line bundle over the circle R+1, i.e., either a cylinder or a Moebius band. In
Geometry the Moebius band can be recognised by cutting it in half along the
center circle; if it was a cylinder, then the cutted object would give 2 cylinders
and if it was a Moebius band then the cutted object would be a single cylinder.
Now, this cutting procedure can be translated into morphological calculus as
the subtraction
(R+ 1)R− (R+ 1) = (R+ 1)(R− 1) = R2 − 1
and R2 − 1 symbolizes a plane minus a point but also a single cylinder
R2 − 1 = S1R+ = (2R+ 2)R+,
here represented as a product of a circle 2R+2 (which has two glueing points
and twice the length of the original circle) with a halfline R+ (stretching from
the cutting point {0} to the boundary {∞}).
So this simple calculation symbolizes quite well the whole cutting experiment
and it illustrates us the object (R+1)R as being a Moebius band. In general,
morphological objects are merely organised quantities that can have a number
of meanings called morphological synthesis. This synthesis takes place outside
the calculus but it can be guided by calculations that give the object an
intrinsic meaning. In the Moebius experiment we also see that the circle
2R+ 2 and the Poincare´ circle R+ 1 clearly play different roles like also the
line R and the halfline R+.
If we apply a similar experiment to the cylinders
(2R+ 2)R− (2R+ 2) = (2R+ 2)(R− 1) = 2S1R+
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we obtain two cylinders. Of course one always calculates in a certain way and
that may force a certain interpretation; the language of calculus can be used
as an illustration but not as a real proof. In fact the language of calculus also
has to remain flexible enough but this flexibility is at the cost of the stability
of the morphological-synthesis. For example we have
R2 − 1 = S1R+ = (2R+ 2)R+ = 2(R+ 1)R+ = 2S1R+
showing that distributivity results in the cutting and reglueing of one cylinder
S1R+ into two cylinders S
1R+, half the size and with one single cutting edge
R+.
For the general projective space we have a kind of “Moebius factorization”
RPn = RPn−1 · R+ 1
whereby the Moebius cutting experiment is represented as
RPn−1 · R− RPn−1 = RPn−1(R− 1) = Rn − 1 = Sn−1R+,
also a kind of cylinder.
We now turn to complex projective spaces.
The complex numbers C are morphologically given by
C = R2
and this is all. Anything concerning
√−1 = i exists outside the calculus. We
also have that
Cn =
(
R2
)n
= R2n.
Complex projective space CPn is defined as the set of equivalence classes of
relation
(z1, . . . , zn+1) ∈ Cn+1 \ {0} ∼ (λz1, . . . , λzn+1), λ ∈ C \ {0}
i.e. the quotient structure
CPn = Cn+1 \ {0}/C \ {0}.
Hence, in morphological calculus we have the definition
CPn =
Cn+1 − 1
C− 1
which immediately leads to the quantity
CPn = Cn + Cn+1 + · · ·+ 1 = R2n + R2n−2 + · · ·+ 1
that also corresponds to Poicare´ polynomial. The Euler number of CPn equals
n.
We also have that in real terms:
CPn−1 =
R2n − 1
R2 − 1 =
S2n−1
S1
,
leading to the CPn−factorization of S2n−1
S2n−1 = CPn−1 · S1,
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which is the fibration obtained from the group structure (z1, . . . , zn) ∈ S2n−1 →(
eiθz1, . . . , e
iθzn
)
.
In particular we have that
CP1 = C+ 1 = R2 + 1 = S2
and the above fibration leads to the first Hopf-fibration
S3 = S2 · S1.
Like in the real case one has the recursion formula
CPn = Cn + CPn−1
and also the Moebius factorization
CPn = CPn−1 · C+ 1.
Hereby the complex line bundle CPn−1 · C reduces for n = 2 to
CP2 = S2 · C = (C+ 1)C
and it is a non-trivial plane bundle over the 2−sphere.
In fact also here we have “Moebius cutting experiment”
CP1 · C− CP1 = (C+ 1)(C− 1)) = C2 − 1 = R4 − 1 = S3R+.
showing that fibration S2(C− 1) is non trivial: S3R+.
This remains true in general:
CPn−1 · C− CPn−1 = CPn−1(C− 1) = Cn − 1 = R2n − 1 = S2n−1 · R+.
The above may be repeated for the quaternions; we present the morphological
headlines:
We have
H = R4, Hn = (R4)n = R4n,
HPn =
Hn+1 − 1
H− 1 = H
n +Hn−1 + · · ·+ 1 = R4n + R4n−4 + · · ·+ 1
= Hn +HPn−1.
Also
HPn−1 =
R4n − 1
R4 − 1 =
S4n−1
S3
leading to the HPn-factorization (fibration)
S4n−1 = HPn−1 · S3,
which in particular for n = 2 leads to the second Hopf-fibration
S7 = HP1 · S3 = (H+ 1)S3 = (R4 + 1)S3 = S4S3.
The Moebius factorization is given by
HPn − 1 = HPn−1 ·H
while we also have the Moebius cutting experiment:
HPn−1 ·H−HPn−1 = HPn−1 · (H− 1) = Hn − 1 = R4n − 1 = S4n−1 · R+.
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But not every interesting quotient in calculus leads to a morphological syn-
thesis that produces a nice manifold. Yet these quotients are also interesting
because they say a lot about the meaning of morphological calculus and we
call them “phantom geometrical objects”.
Example. RP2nh
RP2nh =
R2n+1 + 1
R+ 1
= R2n − R2n−1 + · · ·+ R+ 1,
which we call the Phantom (real) projective space of dimension 2n.
The simplest case is
RP2h = R
2 − R+ 1,
with Euler characteristic 3. This would be one too high for a connected
2−manifold and R2 − R + 1 corresponds to: take plane R2, delete line R
and add point 1; it makes sense as a weird object but not as a 2-manifold.
In fact one could say
R2 − R+ 1 = (2R+ + 1)R− R+ 1 = 2R+R+ 1,
two halfplanes (or half-discs or triangles) glued together by a single point (a
butterfly).
Note that we also have that
RP2h =
S3
S1
.
If we would now use R = 2R + 1 we could make the identification
S3 = S2, S1 = S1 and arrive at
S3
S1
=
S3
S1
= S2 = R2 + 1 (Hopf fibration)
and therefore
R2 − R+ 1 = R2 + 1.
This is total nonsense because this identification is even wrong on the level
of Euler numbers : 3 = 2.
The reason why such bad identification happens is because the Euler
numbers of S3, S3, S1, S1 are all equal to zero, so, on the level of Euler num-
bers:
S3
S1
=
0
0
&
S3
S1
=
0
0
,
so one would not even be allowed to consider the quotients S3/S1, S3/S1. But
that would also exclude CPn from the picture as well as the Hopf fibration, an
unpermitable exclusion. This is a sound reason why the relations R = 2R+1
or R+ = R or S
n = Sn must be forbidden: they simply spoil the calculus.
The general Phantom projective space
RP2nh = R
2n − R2n−1 + · · · − R+ 1
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surely makes sense as a geometrical object, but the corresponding quantity
R2n−R2n−1+ · · ·−R+1 still has negative numbers as coefficients, so it is not
yet fully evaluated. This can be done by replacing R = 2R+ + 1 at suitable
places, giving rise to
R2n − R2n−1 + · · · − R+ 1 = 2R+R2n−1 + 2R+R2n−3 + · · ·+ 2R+R+ 1,
which also provides a synthesis for RP2nh . Comparing R
2n−R2n−1+· · ·−R+1
with Poincare´ polynomial also suggests that some of the homology spaces of
RP2nh would have negative dimension. But we also have that phenomena with
the object
R2 − 1 = (R− 1)(R+ 1) = 2R+R+ 2R+.
Quantity simply doesn’t always have a positive evaluation as an addition of
powers Rs. This leads to
Definition 3.1. A morphological object is called integrable if it has an evalu-
ation of the form
F = a0R
n + a1R
n−1 + · · ·+ an, a0 ∈ N, a1, . . . , an ∈ N ∪ {0};
this polynomial is then called the “total quantity” or “integral”. The object
F is called semi-integrable if it has an evaluation as an addition of terms of
the form Rj+R
k. Such expression is not unique unless we require the power
“j” of R+ to be minimal, in which case the obtained expression is also called
“total quantity” or “integral”.
Note that not every object is semi-integrable; for example F = R− 2 is
an object and hence it has certain hidden quantity, but it cannot be evaluated
as an addition in terms of R and R+. One option would be to introduce new
type of line, e.g.
R+ = 2R++ + 1,
but that would not lead to be more interesting calculus.
Notice that the Phantom projective plane can also be interpreted as the
result of the cutting experiment
RP2nh = R
2n − R2n−1 + · · · − R+ 1
=
(
R2n + R2n−2 + · · ·+ 1)− (R2n−2 + · · ·+ 1)R
= CPn − CPn−1 · R.
We also have the Phantom Moebius strip
RP2nh − 1 = (R− 1)CPn−1 · R
and this time we have a Moebius “glueing-experiment”
(R− 1)CPn−1 · R+ (R− 1)CPn−1 = CPn−1(R2 − 1)
= R2n − 1 = S2n−1 · R+,
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the same cylinder as we had earlier on.
Of course one may also consider complex and quaternionic phantom projec-
tive spaces:
CP2nh =
C2n+1 + 1
C+ 1
= C2n − C2n−1 + · · · − C+ 1 = · · · ,
HP2nh =
H2n+1 + 1
H+ 1
= H2n −H2n−1 + · · · −H+ 1 = · · ·
The fact that the corresponding synthesis for phantom projective spaces does
not add up to a manifold implies that these quotients do not correspond to
a group action (or else the quotients would be homogeneous spaces). Indeed,
the denominators in the definition of the projective spaces are the multi-
plicative groups R − 1,C − 1,H − 1 while for the phantom spaces we have
the spheres S1 = R + 1, S2 = C + 1, S3 = H + 1 which are non-groups
leading to non-group actions. In fact group actions can not be recognised
within morphological calculus itself, only by the outside interpretations. The
consideration of phantom geometry also leads to the next definition.
Definition 3.2. A morphological object is said to be of “integer type” if it has
an evaluation of the form
F = a0R
n + a1R
n−1 + · · ·+ an, a0 ∈ N, a1, . . . , an ∈ Z.
A semi-integrable object that is not of integer type is to said to be of “half
integer type”. Other objects are “just another type”.
Notice that R − 2 is of integer type but not semi-integrable while the
building blocks Rj+R
k, j > 0 are semi integrable but not integer type: they
are half-integer type.
The cylinder (2R + 2)R+ = R
2 − 1 is clearly of integer type but only semi-
integrable while the small cylinder (R + 1)R+ is only of half-integer type.
This example confirms that it is a good idea to keep two circles S1 = 2R+2,
S1 = R + 1 in use rather than deciding that 2R + 2 = 2(R + 1) is always a
pair of circles. Note that the object R+ − 1 is just another type while 1− R
isn’t even an object. So we have a kind of hierarchy that is quantity based.
Example. Phantom fibrations
We already discussed Hopf factorization
S2n−1 = (Rn + 1)Sn−1
which only for n = 2 and n = 4 leads to a true fibration: the Hopf-fibrations
S3 = S2S1, S7 = S4S3.
These fibrations in fact correspond to projective geometry and the fac-
tors S1 and S3 are group actions.
In the other cases like e.g.
S5 = S3S2
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we don’t have this. However also the product
S3S2 = (R3 + 1)S2 = R3S2 + S2
does lead to a synthesis of S5 and it is like a fibration still, but an irregular
fibration that would not locally correspond to a Cartesian product, whence
the name “phantom fibration”.
For the spheres S2
n
−1 we also have repeated factorizations
S7 =
(
R4 + 1
)
S3 =
(
R4 + 1
) (
R2 + 1
)
(R+ 1) 2,
S15 =
(
R8 + 1
) (
R4 + 1
) (
R2 + 1
)
(R+ 1) 2,
and so on. If we apply non-associativity we get
S7 =
((
R4 + 1
) (
R2 + 1
))
S1 = CP3S1,
S7 =
(
R4 + 1
) ((
R2 + 1
)
(R+ 1) 2
)
=
(
R4 + 1
)
S3 = S4S3,
two fibrations of S7 that follow from complex and quaternion geometry and
that are unrelated.
There are also more Hopf factorizations, the simplest one being
S8 =
(
R6 + R3 + 1
)
S2.
In general they follow from products of the form(
Rs·k + R(s−1)·k + · · ·+ Rk + 1
) (
2Rk−1 + 2Rk−2 + · · ·+ 2)
leading to
S(s+1)k−1 =
(
Rs·k + · · ·+ Rk + 1)Sk−1
and they play a crucial role in the “Graßmann division problem”.
Needless to say that there are repeated factorizations of this type.
Also the addition formula for spheres may be generalised.
For p+ q + r = m we have
Rm − 1 = (Rp − 1) (Rq − 1) (Rr − 1) + (Rp − 1) (Rq − 1)
+ (Rp − 1) (Rr − 1) + (Rq − 1) (Rr − 1) + (Rp − 1) + (Rq − 1) + (Rr − 1) ,
from which we obtain:
Sm−1 = Sp−1Sq−1Sr−1R2+ + S
p−1Sq−1R+ + S
p−1Sr−1R+ + S
q−1Sr−1R+
+Sp−1 + Sq−1 + Sr−1.
Needless to say also that our list of interesting manifolds and geometries is
far from complete.
Let’s take the Klein bottle as an example, we have the following mor-
phological analysis. A Klein bottle can be obtained from a Moebius band
by properly glueing a circle to the edge, thus closing it up into a compact
2-manifold. As we know, a Moebius band may be obtained by removing a
point from RP2 : RP2 − 1. Then one blow up the hole to a small disc and
one glues a circle S1 = 2R + 2 to that, giving 2-manifold with boundary.
Finally one identifies every point on this S1 with its anti-podal point: S1/Z2
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which leads to a continuation across the boundary and to the Klein bottle.
In morphological language we have:(
RP2 − 1)+ S1/Z2 = (RP2 − 1)+ (R+ 1)
=
((
R2 + R+ 1
)− 1)+ (R+ 1)
=
(
R2 + R
)
+ (R+ 1)
= (R+ 1)R+ (R+ 1) = (R+ 1) (R+ 1) ,
so we end up with a circle S1-bundle over S1. But S1 · S1 may also simply
represent a torus: there is no way one can tell from the quantity (R + 1)2
alone whether this represents a torus or a Klein-bottle. Only in the initial
formula
(
RP2 − 1)+(R+ 1) one can specify a Klein bottle but as one starts
calculating, this specification is lost.
Higher dimensional Klein bottles may be introduced as the “blow up” exper-
iment:
(RPn − 1) + Sn−1/Z2 = (RPn − 1) + RPn−1
= RPn−1 · R+ RPn−1 = RPn−1 · S1,
an S1-bundle over RPn−1.
Similarly, complex and quaternionic Klein-bottles may be introduced as (ex-
ercise) the “blow up experiment”:
(CPn − 1) + S2n−1/S1 = CPn−1 · (C+ 1) ,
(HPn − 1) + S4n−1/S3 = HPn−1 · (H+ 1) .
To summarise this section, we notice that there is no one to one correspon-
dence between morphological calculus and geometry. This may be seen as
a drawback but it is also a stronghold because it means that there exists
another perspective that reveals a hidden aspect of geometry: the quantity
of an object.
4. Groups and Homogeneous Spaces
Groups enter morphological calculus via a proper morphological analysis; the
group structure will be lost and the organised quantity remains.
We begin with the groups O(n), SO(n), GL(n,R), GL(n,R), SL(n,R).
The orthogonal group O(n) is the group of all orthogonal matrices (aij). If
we represent such a matrix as a row (a
¯1
, . . . , a
¯n
) of column vectors it simply
means that a
¯1
, . . . , a
¯n
are orthogonal unit vectors. This means that one can
start off by choosing
a
¯1
∈ Sn−1
followed by choosing
a
¯2
∈ Sn−1 ∩ {λa
¯1
, λ ∈ R}⊥ = Sn−2
and then
a
¯3
∈ Sn−1 ∩ {λ1a
¯1
+ λ2a
¯2
, λj ∈ R}⊥ = Sn−3
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and so on, until for a
¯n
there are just 2 choices
a
¯n
∈ Sn−1 ∩ span{a
¯1
, . . . , a
¯n−1
}⊥ = S0.
This immediately leads to the morphological definition
O(n) = Sn−1 · Sn−2 · · ·S0,
as well as to the recursion formula
O(n) = Sn−1 ·O(n − 1), O(0) = 1.
For the group SO(n) everything remains the same except that for the last
vector a
¯n
there is just one choice, determined by det(aij) = 1 condition.
We thus have the definition
SO(n) = Sn−1Sn−2 · · ·S1 = O(n)/Z2.
Clearly O(n), SO(n) are integrable and the integral is obtained by substitut-
ing Sj−1 = 2Rj−1 + · · ·+ 2 and working out the product.
The general linear group GL(n,R) is obtained similarly by writing matrix
(aij) as (a
¯1
, . . . , a
¯n
) whereby
a
¯1
∈ Rn \ {0},
a
¯2
∈ Rn \ span{a
¯1
},
...
a
¯n
∈ Rn \ span{a
¯1
, . . . , a
¯n−1
}
which leads to the morphological definition
GL(n,R) = (Rn − 1) (Rn − R) · · · (Rn − Rn−1) .
We readily obtain the quotient formula
GL(n,R)
O(n)
=
(Rn − 1) (Rn − R) · · · (Rn − Rn−1)
Sn−1 · Sn−2 · · ·S0
=
(
Rn − 1
Sn−1
)(
Rn − R
Sn−2
)
· · ·
(
Rn − Rn−1)
S0
= R+ · (R · R+) · · ·
(
Rn−1 · R+
)
,
which symbolizes the GRAMM-SCHMIDT orthogonalization procedure. Here
we applied commutativity of the product but that doesn’t matter too much;
in fact one can also write
GL(n,R) =
(
Sn−1R+
) (
RSn−2R+
) · · · (Rn−1S0R+) .
For the group SL(n,R) we have the extra condition det (aij) = 1, which
readily leads to
SL(n,R) =
GL(n,R)
R− 1 ,
and so also
SL(n,R)
SO(n)
= R+ · (R · R+) · · ·
(
Rn−2 · R+
)
Rn−1.
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Now let us look some homogeneous spaces.
The Stiefel manifold Vn,k(R) is by definition the manifold of orthonormal
k-frames (v
¯1
, . . . , v
¯k
) in Rn. We hence have that for k < n:
Vn,k(R) =
SO(n)
SO(n− k) = S
n−1 · · ·Sn−k = O(n)
O(n− k) .
The Stiefel manifold Vn,k(R) is the manifold of k-frames (v
¯1
, . . . , v
¯k
)
that are linearly independent and hence span a k-plane. We have for k < n:
V Ln,k(R) =
GL(n,R)
Rn−k ·GL(n− k,R) = (R
n − 1) (Rn − R) · · · (Rn − Rk−1) .
The Graßmann manifold Gn,k(R) is the manifold of k-dimensional subspaces
of Rn. Now, each k-dimensional subspace has an orthogonal frame and that
can be chosen in O(k) in different ways. This leads to the combinatorial
formula:
Gn,k(R) =
V Ln,k(R)
O(k)
=
O(n)
O(k) ·O(n − k) =
Sn−1 · Sn−2 · · ·Sn−k
Sk−1 · · ·S0 .
The Graßmann manifold may also be constructed starting from the general
linear group:
Gn,k(R) =
Vn,k(R)
GL(k,R)
=
(Rn − 1) (Rn − R) · · · (Rn − Rk−1)
(Rk − 1) · · · (Rk − Rk−1)
and the equivalence of both definitions readily follows from the Gramm-
Schmidt factorization.
By G˜n,k(R) we denote the manifold of all ORIENTED k-dimensional
subspaces of Rn, i.e.,
G˜n,k(R) =
Vn,k(R)
SO(k)
=
SO(n)
SO(k) · SO(n− k) =
Sn−1 · Sn−2 · · ·Sn−k
Sk−1 · · ·S1 .
Now, for the Stiefel manifolds everything is clear, but for the Graßmann
manifolds we have one major problem.
Problem 4.1. Graßmann division problem
Can one work out the polynomial division S
n−1
·Sn−2···Sn−k
Sk−1···S0
, and does it result
in an integral (polynomial in “R” with natural number coefficients).
To solve the problem we will work with the quotient V Ln,k(R)/GL(k,R)
that is equivalent and easier to work with. For the case of simplicity take
k = 3. Every 3D-subspace V of Rn is spanned by 3 linearly independent
vectors v
¯1
, v
¯2
, v
¯3
that may be chosen in GL(3,R) different ways. For each V
there is a unique triple (v
¯1
, v
¯2
, v
¯3
) that may be written as a matrix of the
formv¯1v
¯2
v
¯3
=
c11 · · · c1j3 0 c1j3+2 · · · c1j2 0 c1j2+2 · · · c1j1 1 0 · · · 0c21 · · · c2j3 0 c2j3+2 · · · c2j2 1 0 · · · 0 0 0 · · · 0
c31 · · · c3j3 1 0 · · · 0 0 0 · · · 0 0 0 · · · 0

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and any other frame in V may be obtained by a unique GL(3,R)-action
from this, so in fact the division is carried out by looking to matrices of the
above special form. As the coefficients cij vary the matrices of the above form
constitute a cell of Gn,3(R) that is a copy of a certain R
j and it is called a
Schubert cell. We thus have proved the following results.
Theorem 4.2. Schubert cells
The object Gn,k(R) = R
d+ c1R
d−1+ · · ·+ cd whereby c : j ∈ N is the number
of Schubert cells of dimension d− j.
Apart from this there are typical morphological questions such as:
. Q1: To decompose Gn,k(R) = O1 · · ·Os as a (e.g. maximal) product of
morphological objects Oj of integer type (that are irreducible e.g.).
. Q2: To look for Gn,k(R)-factorization O1 · · ·Ot in terms of objects Oj
that are integrable.
Let us consider a few examples of such Graßmann factorizations.
Of course we readily have Gn,k(R) = RP
n−1 and the Hopf factorizations
provide further ways of factorizing this.
Next for k = 2 we have:
G2n,2(R) =
S2n−1 · S2n−2
S1 · S0 = CP
n−1 · RP2n−2
G2n+1,2(R) =
S2n · S2n−1
S0 · S1 = RP
2n · CPn−1,
showing a clear 2−periodicity.
For k = 3 the first interesting case is
G6,3(R) =
S5 · S4 · S3
S2 · S1 · S0 ,
which, using the Hoft factorizations
S5 =
(
R3 + 1
)
S2 = S3S2, S3 =
(
R2 + 1
)
S1 = S2S1
may be evaluated as
G6,3(R) =
(
R3 + 1
) · RP4 · (R2 + 1) = RP4 · S3 · S2.
Note here that it is forbidden to divide S2/S2 = 1.
More interesting still is the next case
G7,3(R) =
S6 · S5 · S4
S2 · S1 · S0 ,
which, using the Hopf-factorization S5 = (R3 + 1)S2 yields.
G7,3(R) =
RP6 · (R3 + 1)RP4
(R+ 1)
.
Now RP4 and RP6 cannot be divided by (R + 1); in fact these objects are
irreducible in morphological sense. So, the division that works here is:
RP2h =
R3 + 1
R+ 1
= R2 − R+ 1,
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the phantom projective plane, leading to the following maximal factorization
G7,3(R) = RP
6 · RP4 · RP2h
in terms of irreducible objects of integer type.
But now the factors are no longer integrable, which also shows that the
integrability of Graßmann manifolds is in fact not so trivial. But we have:(
R3 + 1
)
R+ 1
RP4 =
(
R3 + 1
)
R+ 1
(
R2
(
R3 − 1)
R− 1 + (R+ 1)
)
= R2
(
R6 − 1)
R2 − 1 +
(
R3 + 1
)
= CP2 · R2 + S3,
so that in fact we have integrable factorization
G7,3 = RP
6 · (CP2 · R2 + S3) .
The next case is again simpler:
G8,3(R) =
S7 · S6 · S5
S2 · S1 · S0 =
(
CP3 · RP6) (R3 + 1) .
For the next case
G9,3(R) =
S8 · S7 · S6
S2 · S1 · S0 ,
we have to use the next Hopf factorization
S8 =
(
R6 + R3 + 1
)
S2,
which gives us:
G9,3(R) =
(
R6 + R3 + 1
)
CP3 · RP6.
The next cases are:
G10,3(R) =
S9 · S8 · S7
S2 · S1 · S0 = CP
4 · (R6 + R3 + 1) · RP7,
the first appearance of an odd dimensional RPn, and
G11,3(R) =
S10 · S9 · S8
S2 · S1 · S0 = RP
10 · CP4 · (R6 + R3 + 1) .
In the next case we again have 2 odd spheres and the Hopf factorization
S11 =
(
R6 + 1
) (
R3 + 1
)
S2 = S6 · S3 · S2,
giving rise to
G12,3(R) =
S11 · S10 · S9
S2 · S1 · S0 = RP
10 · CP4 · S6 · S3.
and finally in the next case we again have two irreducible spheres S12, S10,
leading to
G13,3(R) =
S12 · S11 · S10
S2 · S1 · S0 = RP
12 · RP10 · S6
(
R3 + 1
)
R+ 1
.
where once again, the phantom projective plane appears
R3 + 1
R+ 1
= R2 − R+ 1 = RP2h.
24 Frank Sommen
There is clearly a 6-periodicity in the factorization of Graßmann manifolds
for k = 3. The formulas obtained here lead to a classification but they do not
correspond to the fibre bundles of any kind. Besides, we used repeatedly the
fact that quantity is commutative. Another interesting homogeneous space
is Flag Manifold Fn;k,ℓ(R), k < ℓ < n whereby W is subspace of R
n of
dimension 1 and V ⊂ W is a subspace of dimension k. This clearly leads to
the fibration
Fn;k,ℓ(R) = Gn,ℓ(R) ·Gℓ,k(R)
=
O(n)
O(n− ℓ)O(ℓ) ·
O(ℓ)
O(ℓ − k) · O(k) =
O(n)
O(k)O(ℓ − k) ·O(n − ℓ) .
The flag manifold Fn;k,ℓ(R) may also be seen as manifold (V, V
′) with V ⊂ Rn
a subspace of dimension k and V ⊥ V ′ of dimension ℓ − k. The link with
the previous definition simply follows from W = V ⊕ V ′ and we have the
fibration
Fn;k,ℓ(R) = Gn,k(R) ·Gn−k,ℓ−k(R)
=
O(n)
O(k)O(n − k) ·
O(n− k)
O(ℓ − k) · O(n− ℓ) =
O(n)
O(k)O(ℓ − k) · O(n− ℓ) .
More in general for 0 < k1 < . . . ks < n we may define the flag manifold
Fn;k1,...,ks(R) as the manifold of flags (V1 . . . , Vs) with V1 ⊂ V2 · · · ⊂ Vs ⊂ Rn
subspaces of dimension dimVj = kj . We clearly have the iterated fibration
Fn;k1,...,ks(R) = Gn,ks(R) ·Gks,ks−1(R) · · ·Gk2,k1(R)
=
O(n)
O(n− ks)O(ks) ·
O(ks)
O(ks − ks−1) · O(ks−1) · · ·
O(k2)
O(k2 − k1) · O(k1)
=
O(n)
O(n− ks)O(ks − ks−1) · · ·O(k2 − k1)O(k1) .
Using orthogonal subspaces, we have:
Fn;k1,...,ks(R) = Gn,k1(R) ·Gn−k1,k2−k1(R) · · ·Gn−ks−1,ks−ks−1(R).
Orthogonal groups may also be defined for the spaces Rp,q with pseudo-
Euclidean inner product
〈x, y〉 = x1y1 + · · ·+ xpyq − xp+1yp+1 − · · · − xp+qyp+q.
The corresponding groups are O(p, q) and SO(p, q). The group SO(p, q) e.g.
is determined as the manifold of frames of signature (p, q) :(
v
¯1
, . . . , v
¯p
; v
¯p+1
, . . . , v
¯p+q
)
whereby v
¯1
∈ Sp−1 ·Rq is the first spacelike vector v
¯2
⊥ v
¯1
∈ Sp−2 ·Rq up to
v
¯p
⊥ span (v
¯1
, . . . , v
¯p−1
) ∈ S0 ·Rq and the remaining vectors (v
¯p+1
, . . . , v
¯p+q
)
form a right oriented time-like q-frame, i.e. v
¯p+1
∈ Sq−1, v
¯p+2
∈ Sq−2 and
v
¯p+q
is fixed by the fact that the determinant of the whole frame equals +1.
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In total, the morphological bill adds up to:
SO(p, q) =
(
Sp−1 · Rq) · · · (S0 · Rq)Sq−1 · · ·S1
= O(p) · SO(q) · Rp·q.
and it is a two component group still.
All of the above may be generalized to the complex Hermitian case. Let
us start with Cn provided with the Hermitian inner product:
(z
¯
,w
¯
) = z1w1 + · · ·+ znwn.
Then by U(n) we denote the unitary group of matrices learning the Hermit-
ian form invariant; its matrices may be written as Hermitian orthonormal
frames v
¯1
, . . . , v
¯n
whereby |v
¯j
| = 1, (v
¯j
, v
¯k
) = 0 for j 6= k.
This leads to the following morphological analysis:
v
¯1
∈ S2n−1 is the unit vector in Cn = R2n,
v
¯2
⊥ v
¯1
in hermitian sense, i.e. v
¯2
∈ v
¯
⊥
1 ∩ S2n−1 = S2n−3
up to
v
¯n
⊥ v
¯1
, . . . , v
¯n−1
, i.e. v
¯n
∈ S1
and, therefore,
U(n) = S2n−1 · S2n−3 · · ·S1.
In the above, please note that 〈v
¯
,w
¯
〉 = Re(v
¯
,w
¯
) is the orthogonal inner
product in R2n and so
(v
¯
,w
¯
) = 0 iff 〈v
¯
,w
¯
〉 = 0 and 〈iv
¯
,w
¯
〉 = 0.
Clearly U(n)is a subgroup of SO(2n) and for the quotient we have:
SO(2n)
U(n)
= S2n−2S˙2n−4 · · ·S2,
which actually is a manifold, namely the manifold of all complex structures
on R2n (Exercise).
The special unitary group SU(n) is the subgroup of matrices in U(n)
with determinant = 1, i.e.,
SU(n) = S2n−1 · · ·S3,
and in particular SU(2) = S3.
The definition of the complex general and special linear groups is obvi-
ous; they are denoted by GL(n,C), SL(n,C). Like for the orthogonal groups
also for the complex group U(n) we have the associated homogeneous spaces,
in particular Graßmann manifolds
Gn,k(C) =
U(n)
U(k) · U(n− k) =
S2n−1 · · ·S2n−2k+1
S2k−1 · S2k−3 · · ·S1 ,
so for example
G4,2(C) =
S7 · S5
S3 · S1 = (R
4 + 1)CP2 = S4CP2 = HP1 · CP2.
G5,2(C) =
S9 · S7
S3 · S1 = CP
4 · (R4 + 1) = CP4 ·HP1.
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G6,2(C) =
S11 · S9
S3 · S1 = HP
2 · CP4.
and so we have again a clear 2-periodicity.
We leave the discussion of Gn,3(C) as an exercise.
Unitary groups may also be constructed over spaces Cp,q with pseudo-
Hermitian form
(z, w) = z1w1 + · · ·+ zpwp − zp+1wp+1 − · · · − zp+qwp+q
and the corresponding invariance groups are denoted by U(p, q) and SU(p, q)
in case det = 1.
The corresponding frames now have to be chosen on the pseudo-Hermitian
unit sphere:
|z1|2 + · · ·+ |zp|2 − |zp+1|2 − · · · − |zp+q|2 = 1
which leads to the morphological formula
U(p, q) = (S2p−1 · Cq) · (S2p−3 · Cq) · · · (S1 · Cq) · S2q−1 · S2q−3 · · ·S1.
Of course we also have the complexified versions O(n,C) and SO(n,C) of
O(n) and SO(n); it is another story which we’ll leave out for the moment.
To finish the list of matrix groups leading to morphological analysis, we
mention the compact symplectic groups Sp(n); they follow from the quater-
nionic Hermitian form
(q, r) = q1r1 + · · ·+ qnrn,
whereby qj = qj0 + iqj1 + jqj2 + kqj3 is a quaternion and qj = qj0 − iqj1 −
jqj2 − kqj3 its quaternion conjugate.
Sp(n) is by definition the goup of quaternion n × n matrices leaving
this form invariant and its matrix elements may be regarded as quaternionic
frames q1, . . . , qn whereby qr ∈ Hn with |q1| = 1, i.e., q1 ∈ S4n−1, q2 ∈ Hn
with |q2| = 1 and (q1, q2) = 0, i.e., q2 ∈ S4n−5, and so on. This leads to the
morphological bill:
Sp(n) = S4n−1 · S4n−5 · S3,
in particular Sp(1) = S3 and Sp(2) = S7 · S3.
Also here may be investigated quaternionic Graßmannians.
The groups Sp(n) should not be confused with the non-compact groups
Sp(2n,R) of matrices A ∈ GL(2n,R) leaving the maximal 2−form invariant.
For Sp(2n,R) we did not find a morphological evaluation yet.
To finish this section we discuss the Spin groups Spin(m).
We start by considering the real 2m−dimensional Clifford algebra Rm
with generators e1, . . . , em and relations ej ek + ek ej = −2δjk.
The space of bivectors
Rm,2 =
∑
i,j
bijei ej : bij ∈ R

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forms a Lie algebra for the commutation product and the corresponding group
is the Spin group:
Spin(m) = exp(Rm,2).
Its elements may be written into the form s = w1 · · ·w2s, wj =
∑
wjkek ∈
Rm with w2j = −1, i.e., wj ∈ Sm−1.
We have the following Spin(m) representation
h : Spin(m)→ SO(m)
whereby
h : s→ h(s) : x→ sxs
whereby for a ∈ Rm, a is the conjugation with properties ab = b a & ej = −ej .
In this way Spin(m) is a 2−fold covering group of SO(m), i.e.,
SO(m) = Spin(m)/Z2
and also Spin(m) is simply connected.
This might suggest the morphological evaluation
Spin(m) = SO(m) · Z2 = Sm−1 · · ·S1 · S0 = O(m),
which, through not entirely wrong in the sense of quantity, is somewhat un-
interesting.
But there is a more interesting evaluation of Spin(m).
Let us start with
Spin(3) ={q0 + q1e23 + q2e31 + q3e12 : qq = 1}
=S3 = S2 · S1 = SU(2) = Sp(1)
with differs rather substantially from
O(3) = S2 · S1 · S0.
So in fact, the rotation group SO(3) has two different representations
in morphological calculus:
one as the matrix group
SO(3) = S2 · S1
and one in terms of the Spin group (quaternion S3):
SO(3) =Spin(3)/Z2 = S
3/2
=S2S1/2 = S
2S1 = (R2 + 1)(R+ 1) = RP3.
In general we got
SO(m) = Spin(m)/2,
which is another morphological version of the rotation group.
For m = 4 we consider the pseudoscalar e1234 with e
2
1234 = +1 and e1234
is central in the even subalgebra
R
+
4 = Alg{ejk : j < k} ∼= R3 ∼= H⊕H.
Putting
E± =
1
2
(1± e1234)
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we have
E+ + E− = 1, E
2
± = E±, E+E− = 0,
so every a ∈ R+4 may be written uniquely as:
a = a+E+ + a−E−, a± ∈ H = span{1, e23, e31, e12}
and in particular
s ∈ Spin(4) : s+E+ + s−E−, s± ∈ S3.
So we have the morphological analysis
Spin(4) =Spin(3)× Spin(3)
=S3 · S3 = S3 · S2 · S1.
For m = 5, we use the fact that
Spin(5) ={s ∈ R+5 : ss = 1},
together with the isomorphisms
R
+
5 = R4
∼= H(2)
i.e., the set of 2× 2 quaternions matrices
a =
(
a11 a12
a21 a22
)
, aij ∈ H
and under this isormorphism we also have
a =
(
a11 a21
a12 a22
)
.
This shows that in fact
Spin(5) = Sp(2) = S7 · S3 = S4 · S3 · S3 = S4 · S3 · S2 · S1.
For m = 6, the pseudoscalar e123456 satisfies e
2
123456 = −1 and it is cen-
tral in even subalgebra R+6 = R5, so it may identified with complex number
i, leading to
R
+
6
∼= C⊗ R+5 ∼= C⊗H(2) ∼= C(4),
and under this map R+6 → C(4), the conjugate a of a ∈ R+6 corresponds to
the Hermitian conjugate (a)+ of matrix (a) ∈ C(4).
Hence the group G = {a : aa = 1, a ∈ R+6 } corresponds to U(4). But
for m > 5, the group G no longer corresponds to Spin(m) and for m = 6
G =exp
{∑
bijeij + e123456
}
=exp
{∑
bijeij
}
× exp {e123456} = Spin(6)× U(1)
which shows that really
Spin(6) = SU(4) = S7 · S5 · S3 = S5 · S4 · S3 · S2 · S1.
For m = 7 on the situation is much more complicated. Could it be that
Spin(7) = S6 · S5 · S4 · S3 · S2 · S1?
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5. Nullcones and Things
The nullcone NCn−1 of complex dimension n − 1 in the locus of points
(z1, . . . , zn) ∈ Cn that satisfy z21 + . . .+ z2n = 0.
The complex (n − 1)-sphere CSn−1 consists of the solutions (z1, . . . , zn) of
the equation z21 + . . .+ z
2
n = 1.
It is non-compact manifold that admits a canonical compactificationCS
n−1 ⊂
CPn given by the equation in homogeneous coordinates z1, . . . , zn+1 :
z21 + · · ·+ z2n = z2n+1
that is equivalent to z21 + · · ·+ z2n+ z2n+1 = 0 if we replace zn+1 → izn+1. The
submanifold CSn−1 corresponds to the intersection with the region zn+1 6=
0 while the “points at infinity” corresponds to the intersection with plane
zn+1 = 0, leading to:
CS
n−2
: z21 + · · ·+ z2n = 0.
Hence we have the disjoint union
CS
n−1
= CSn−1 ∪ CSn−2.
We are going to perform the morphological calculus of those objects in two
different ways, leading to two different formulas for the quantity (once again).
The first method could be called the real geometry approach.
Let us write z = x+ iy, x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Rn;
then the equation for NCn−1 may be rewritten as
|x|2 = |y|2 & 〈x, y〉 = 0
with |x|2 = x21 + · · ·+ x2n, 〈x, y〉 = x1y1 + · · ·+ xnyn.
First solution is the point z = 0 with quantity 1.
For z 6= 0 we may write x = ρω, y = ρν, ρ ∈ R+ and ω, ν ∈ Sn−1 such that
ω ⊥ ν, i.e., (ω, ν) ∈ Vn,2(R). Hence we have
NCn−1 = 1 + Vn,2(R) · R+ = 1 + Sn−1 · Sn−2 · R+.
The complex sphere CSn−1 written in real coordinates would lead to:
|x|2 = 1 + |y|2, 〈x, y〉 = 0.
First we have the case |y| = 0, |x| = 1 leading to the quantity Sn−1. Next for
|y| ∈ R+ we again may put x = rω, y = ρν whereby r2 = 1+ ρ2, ρ ∈ R+ and
ω, ν ∈ Sn−1 with ω ⊥ ν. This leads to the morphological bill
CSn−1 = Sn−1 + Vn,2(R) · R+
= Sn−1 + Sn−1 · Sn−2 · R+ = Sn−1 ·
(
1 + Sn−2 · R+
)
= Sn−1 · (1 + (Rn−1 − 1)) = Sn−1 · Rn−1,
which represents the tangent bundle to Sn−1. Once again remark that Sn−1 ·
Rn−1 might represent any (n − 1)-dimensional vector bundles over Sn−1 or
more general stuff, so it only represents the quantity of the tangent bundle.
For CS
n−1
we have two approaches. First it is the set of points (z1, . . . , zn+1) ∈
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CPn solving the equation z21 + · · ·+ z2n+1 = 0, which means that the homo-
geneous coordinates (z1, . . . , zn+1) 6= 0 belong to NCn \ {0} and they are
determined up to a homogeneity factor λ ∈ C \ {0}. This leads to
CS
n−1
=
NCn − 1
C− 1 =
Vn+1,2(R) · R+
S1 · R+ =
Vn+1,2(R)
S1
= G˜n+1,2(R) =
Sn · Sn−1
S1
.
Secondly we also have that
CS
n−1
= CSn−1 + CS
n−2
Sn−1 · Rn−1 + Sn−2 · Rn−2 + · · ·+ S1 · R + 2
giving the total quantity, while also
CSn−1 + CS
n−2
= Sn−1 ·
(
Rn−1 +
Sn−2
S1
)
Sn−1 ·
(
(2R+ 2)Rn−1 + Sn−2
)
S1
= Sn−1 · S
n
S1
,
as expected.
Note also that there is a 2-periodicity expressed by
CS
2n−1
=
S2n · S2n−1
S1
= S2n · CPn−1,
CS
2n
=
S2n+1 · S2n
S1
= CPn · S2n.
Note that we also have the identity
NCn−1 = 1+ CS
n−2 · (C− 1)
that often turns out useful in calculations.
We now use a purely complex method to compute the complexified sphere;
we use a different notation CS
n
.
For CS
0
we have the equation
z21 + z
2
2 = 0 ⇔ uv = 0, u = z1 + iz2, v = z1 − iz2.
Up to a factor λ 6= 0 there are solutions (u, v) namely (1, 0) and (0, 1), leading
to the quantity CS
0
= 2.
For CS
1
we have the equation
uv = z23
including for z23 = 0, uv = 0, i.e., CS
0
and for z3 6= 0 we normalise z3 = 1,
so we have the equation for CS
1
: uv = 1, i.e., u ∈ C \ {0}, v = 1/u. This
leads to
CS1 = C− 1 & CS1 = CS1 + CS0 = (C− 1) + 2 = C+ 1
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so in fact CS
1
= CP1 = S2.
For CS
2
we again have the splitting
CS
2
= CS2 + CS
1
whereby CS
2
is given by the equation
uv = z24 − z23 = 1− z23 ,
with normalization z4 = 1. There are two cases of this: z
2
3 6= 1, giving z3 ∈
C \ {1,−1} and z3 ∈ {+1,−1}. So, morphologically, we have a factor
z3 ∈ C− 2 or z3 ∈ 2.
In the case z3 ∈ C− 2 we have the equation
uv = cte 6= 0
to solve, which gives us u ∈ C− 1, v = cte/u, leading to the quantity:
(C− 1)(C− 2).
For z3 ∈ 2 we have equation uv = 0 to be solved, which gives us (u, v) = (0, 0)
or v = 0 and u ∈ C− 1 or u = 0 and u ∈ C− 1. So the total quantity is
1 + 2(C− 1),
with an extra factor 2, which gives the total
CS2 = (C− 1)(C− 2) + 4(C− 1) + 2
= (C− 1)(C+ 2) + 2 = C2 + C = (C+ 1)C.
Hence, we arrive at
CS
2
= (C+ 1)C+ (C+ 1) = (C+ 1)2 = S2CP1 =
S3S2
S1
.
For CS3 we have the equation
u1v1 = 1− u2v2
leading to the cases u2v2 = 1 and u2v2 6= 1 for which we have the morpho-
logical factors C− 1 and C2−C+1 (the phantom complex projective plane).
In case 1 − u2v2 = c 6= 0 the remaining equation u1v1 = c yields the factor
C − 1 while for 1 = u2v2 we have u1v1 = 0, i.e., 1 + 2(C − 1). In total this
gives
CS3 = (C− 1)(C2 − C+ 1) + (1 + 2(C− 1))(C− 1)
= (C− 1)(C2 + C) = (C2 − 1)C,
which is also clear from the fact that u1v1+u2v2 = 1 is basically the equation
ad− bc = 1 for
SL(2,C) =
(
C2 − 1)C.
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This leads to
CS
3
= CS3 + CS
2
=
(
C2 − 1)C+ (C+ 1)2
= (C+ 1) ((C− 1)C+ C+ 1) = (C+ 1)(C2 + 1)
=
S4S3
S1
= S4 · CP1 = CP3.
For CS4 we have the equation
u1v1 + u2v2 = 1− z25
leading to the factors C− 2 for z25 6= 1 and 2 for z25 = 1.
For 1 − z25 = c 6= 0 the remaining equation gives the factor SL(2,C) =
(C2− 1)C while for c = 0 we have the equation u1v1+u2v2 = 0, which is the
nullcone
NC3 = 1 + CS
2 · (C− 1) = 1 + (C2 − 1)(C+ 1).
In total we get
CS4 = (C2 − 1)C(C− 2) + 2(C2 − 1)(C+ 1) + 2
= (C2 − 1)(C2 + 2) + 2 = C4 + C2 = C2(C2 + 1)
so that
CS
4
= CS4 + CS
3
=
(
C2 + 1
) (
C2 + C+ 1
)
= CP2 · S4 = S
5S4
S1
.
It seems that in general we will have
CS
2n
=
S2n+1
S1
S2n = CPn · S2n,
CS
2n−1
= S2n
S2n−1
S1
= S2n · CPn−1 = CP2n−1.
To prove this recursively we begin with CS2n given by the equation
u1v1 + · · ·+ unvn = 1− z22n+1.
For the right hand side we have the factor C − 2 for z22n+1 6= 1 and the
factor 2 for z22n+1 = 1. The equation c = 1 − z22n+1 6= 0 gives the factor
u1v1 + · · · + unvn = c, which is in fact CS2n−1 while for c = 0 we have the
equation u1v1 + · · ·+ unvn = 0, which is
NC2n−1 = 1 + CS
2n−2 · (C− 1).
So in total we have
CS2n = CS2n−1 · (C− 2) + 2 + 2CS2n−2 · (C− 1)
= CS
2n−1 · (C− 2)− CS2n−2 · (C− 2) + 2CS2n−2 · (C− 1) + 2
= CS
2n−1 · (C− 2) + CS2n−2 · C+ 2
and, therefore,
CS
2n
= CS2n + CS
2n−1
= CS
2n−1 · (C− 1) + CS2n−2 · C+ 2.
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Using the induction hypothesis CS
2n−1
= CP2n−1 and CS
2n−2
= CPn−1 ·
S2n−2, this gives rise to
CS
2n
= C2n − 1 + (Cn−1 + 1)(Cn + Cn−1 + · · ·+ C) + 2
= (C2n + C2n−1 + · · ·+ Cn) + (Cn + Cn−1 + · · ·+ C+ 1)
= (Cn + 1)CPn = CPn · S2n.
For the other case CS
2n+1
we note that CS2n+1 is given by the equation
u1v1 + · · · + unvn = 1 − un+1vn+1 giving the factor (Phantom projective
plane) C2 − C + 1 for c = 1 − un+1vn+1 6= 0 and C − 1 for un+1vn+1 = 1.
Again for c 6= 0 we have the equation u1v1 + · · · + unvn = c 6= 0, leading to
the factor CS2n−1 and for c = 0 we get factor NC2n−1 as before. This leads
to
CS2n+1 = CS2n−1 · (C2 − C+ 1) + (1 + CS2n−2 · (C− 1)) · (C− 1)
= CS
2n−1 · (C2 − C+ 1)− CS2n−2 · C+ C− 1,
which, using the formulae for CS
2n−1
and CS
2n−2
yields
CS2n+1 = Cn · (Cn+1 − 1)
= S2n+1 · R2n · R+
and so we finally get
CS
2n+1
= CS2n+1 + CS
2n
= Cn · (Cn+1 − 1) + (Cn + 1) (Cn + · · ·+ 1)
= C2n+1 + C2n + · · ·+ Cn − Cn + Cn + · · ·+ 1 = CP2n+1
= S2n+2 · CPn = S2n+2 · S
2n+1
S1
.
These calculations show a certain consistency in which the Poincare´ sphere
S2n and complex projective spaces CPn play a central role. Also the Phan-
tom complex projective plane C2 −C+ 1 reappears here as the set of points
(u, v) ∈ C2 which lie outside the hyperbola uv = 1; it is the new geometric
interpretation for strange phantom plane that arises from the morphological
analysis.
Finally also the “bipolar plane” C− 2 arises naturally within the discussion.
Of course one could always consider C− n, but in morphological calculus we
are not interested in generality, only in canonical objects.
Our next investigation concerns “Null Graßmannians”.
By NGn,k(C) we denote the manifold of all k-dimensional subspaces of the
nullcone NCn−1 in Cn. Hence in particular NGn,1(C) = CS
n−2
. Let us make
the morphological analysis; once again there are two ways.
Let V ⊂ NCn−1 be a k-dimensional complex subspace spanned by k-
vectors τ1, . . . , τk. Which are of course linearly independent and satisfy:
τ2j = (tj + isj)
2 = 0, i.e., tj ⊥ sj & |tj | = |sj |
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〈τ j , τk〉 = 〈tj , tk〉 − 〈sj , sk〉+ i(〈tj , sk〉+ 〈tk, sj〉) = 0.
Next consider on Cn the Hermitian inner product (z, w) =
∑n
j=1 zjwj ;
then we can normalize vector τ1, i.e., (τ1, τ1) = 〈t1, t1〉+ 〈s1, s1〉 = 2, which
together with t1 ⊥ s1 |t1| = |s1| means that the pair (t1, s1) ∈ Vn,2(R) is the
manifold of orthonormal 2-frames.
Next one may choose τ2 such that (τ2, τ1) = 0 & |τ2|2 = 2 with τ2 =
t2 + is2. This automatically implies that
〈τ2, τ1〉 = 〈τ2, τ1〉 = 0, i.e., 〈t2, τ1〉 = 〈s2, τ1〉 = 0
so that the pair (t2, s2) is an orthonormal 2-frame that is also orthogonal to
spanR{t1, s1}, i.e., (t1, s1, t2, s2) ∈ Vn,4(R).
Continuing the reasoning, we may choose tj , sj in such a way that
(t1, s1, t2, s2, . . . , tk, sk) ∈ Vn,2k(R) =
SO(n)
SO(n− 2k) ;
a necessary condition for this is n ≥ 2k.
Now let (τ ′1, . . . , τ
′
k) be another k-tuple for which
span{τ ′1, . . . , τ ′k} = V & |τ ′j |2 = 2, (τ ′j , τ ′k) = 0, j 6= k;
then there exists the unique matrix A ∈ U(k) such that τ ′j =
∑k
ℓ=1Ajℓτ ℓ.
Hence we obtain the identity in terms of homogeneous spaces and in mor-
phological sense
NGn,k(C) =
SO(n)
U(k)× SO(n− 2k) =
Sn−1 · Sn−2 · · ·Sn−2k
S2k−1 · S2k−3 · · ·S1 .
So, in the case n = 2m is even, we have that
NGn,k(C) =
S2m−1 · · ·S2m−2k
S2k−1 · · ·S1 = Gm,k(C) · S
2m−2 · · ·S2m−2k
while for n = 2m+ 1, odd, we have
NGn,k(C) =
S2m · S2m−1 · · ·S2m−2k+1
S2k−1 · · ·S1 = Gm,k(C) · S
2m · · ·S2m−2k+2.
This also implies that NGm,k(C) is integrable.
Another way of calculating the quantity makes use of the complex com-
pact spheres CS
n−2
that were obtained in terms of complex analysis. Using
the notation NGn,k(C) for the corresponding null Graßmannians we have:
NGn,1(C) = CS
n−2
,
NGn,2(C) = {(τ1, τ2) ∈ CS
n−2 · S1 × CSn−4 · S1}modU(2)
=
CS
n−2 · S1 · CSn−4 · S1
S3 · S1 =
CS
n−2 · CSn−4
CP1
,
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and in general
NGn,k(C) =
CS
n−2 · · ·CSn−2k
CPk−1 · · ·CP1 .
Hence, in case n = 2m we obtain
NG2m,k(C) =
CS
2m−2 · · ·CS2m−2k
CPk−1 · · ·CP1
=
CPm−1 · S2m−2 · · ·CPm−k · S2m−2k
CPk−1 · · ·CP1
=
CPm−1 · · ·CPm−k
CPk−1 · · ·CP1 S
2m−2 · · ·S2m−2k
= Gm,k(C) · S2m−2 · · · S2m−2k
and similarly for n = 2m+ 1 we get
NG2m+1,k(C) = Gm,k(C) · S2m · · ·S2m−2k+2,
and so these objects are also integrable. The calculus of nullcones and things
can also be done in real variables. Let Rp,q be the space Rp,q = Rp+q with
quadratic form
|x|2 − |y|2 =
p∑
j=1
x2j −
q∑
j=1
y2j , (x, y) ∈ Rp,q.
Then the nullcone NCp,q is the set of solutions (x, y) of equation |x|2 = |y|2;
it contains of course (0, 0) and for |x| ∈ R+ we have (x, y) = ρ(ω, ν) with
ρ > 0 and (x, y) ∈ Sp−1 × Sq−1. Hence, we have relation
NCp,q = Sp−1 · Sq−1 · R+ + 1.
By Sp−1,q−1 we denote the set of 1D subspaces of NCp,q; it may be
represented by the equivalence classes (ω, ν) ∼ (−ω,−ν), (ω, ν) ∈ Sp−1 ×
Sq−1. In morphological notation we have:
Sp−1,q−1 =
NCp,q − 1
R− 1 =
Sp−1 · Sq−1 · R+
R− 1 =
Sp−1 · Sq−1
2
= Sp−1 · RPq−1.
For example for q = 2 we may put ν = (cos θ, sin θ) and Sp−1,1 may be
identified with the equivalent pairs (ω, cos θ, sin θ) ∼ (−ω,− cos θ,− sin θ),
which is equivalent with the Lie sphere
Sp−1,1 ∼= LSp = {eiθω : ω ∈ Sp−1, θ ∈ [0, π[}.
But there is also another calculation of this manifold that leads to another
quantity Sp−1,q−1 and it corresponds to the “conformal compactification”
R
p−1,q−1
of Rp−1,q−1. To find this, let (x, y) = (x′, xp; y
′, yq) with (x
′, y′) ∈
Rp−1,q−1. Then first we may intersect the nullcone with the plane xp−yq = 1,
i.e., we put
xp =
1
2
(1− ρ), yq = −1
2
(1 + ρ).
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The equation |x|2 = |y|2 for the manifold Sp−1,q−1 gives us ρ = |x′|2 −
|y′|2 so that (x′, y′) ∈ Rp−1,q−1 freely and then (xp, yq) are fixed. So this
part of Sp−1,q−1 is equivalent to Rp+q−2. The remaining part of Sp−1,q−1 is
represented by the nonzero vectors λ(x, y), λ ∈ R \ {0} for which xp = yq;
there are two cases:
• If xp = yq 6= 0 we may normalize xp = yq = 1 and we have (x, y) =
(x′, 1, y′, 1) together with the equation |x′|2 − |y′|2 = 0. So this part of
Sp−1,q−1 is equivalent to the modified nullcone
NCp−1,q−1 = 2Sp−2,q−2 · R+ + 1.
• If xp = yq = 0 we have λ(x′, 0, y′, 0) with λ ∈ R \ {0} and |x′| 6= 0 and
|x′| = |y′|, which is the definition of Sp−2,q−2.
So the total morphological calculation becomes
Sp−1,q−1 = Rp+q−2 + Sp−2,q−2(2R+ + 1) + 1,
= Rp+q−2 + Sp−2,q−2 · R+ 1,
or, in terms of compactification of Rp,q:
R
p,q
= Rp+q + R
p−1,q−1 · R+ 1.
case 1. : for q = 0 we simply obtain
R
p,0
= R
p
= Rp + 1 = Sp.
case 2. : compactified Minkowski space-time
R
p,1
= Rp+1 + R
p−1,0 · R+ 1,
= Rp+1 + (Rp−1 + 1) · R+ 1 = (Rp + 1)(R+ 1)
= Sp · RP1.
More in general we obtain for p ≥ q
R
p,2
= Rp+2 + R
p−1,1 · R+ 1,
= Rp+2 + (Rp + Rp−1 + R+ 1) · R+ 1 = (Rp + 1)(R+ 1)
= Rp+2 + Rp+1 + Rp + R2 + R+ 1
= (Rp + 1)(R2 + R+ 1) = Sp · RP2,
and, continuing in this way we obtain for p ≥ q :
R
p,q
= (Rp + 1)(Rq + · · ·+ R2 + R+ 1) = Sp · RPq,
as expected from the similar (but different) formula Sp,q = Sp · RPq.
So once again we have two different quantities that are obtained in two
different canonical ways from what is mathematically considered to be one
manifold.
Note that in particular (and this is weird)
R
m,m
= (Rm + 1)(Rm + · · ·+ R+ 1)
= R2m + · · ·+ Rm+1 + 2Rm + Rm−1 + · · ·+ 1
= (Rm + 1)2 + R · (Rm + 1)(Rm−2 + · · ·+ 1).
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For the classical Minkowski space time we get
R
3,1
= (R3 + 1)(R+ 1),
and this is indeed projective line bundle over 3-sphere.
Compactified complexified Minkowski space-time is given by
CS
4
= (C2 + 1)(C2 + C+ 1) = C4 + C3 + 2C2 + C+ 1
= C4 + C · (C+ 1)2 + 1 = C4 +NC3,
with NC3 = C · CS2 + 1, so it is not just replacing “R” by “C” in R3,1.
We must still calculate the null GraßmanniansNGp,q;k; they are defined
as manifold of k-dimensional subspaces of the nullcone NCp,q = Sp−1 ·Sq−1 ·
R+ + 1.
Let V be such k-dimensional plane; then V is spanned by the basis of
the form:
e1 + ǫ1, e2 + ǫ2, . . . , ek + ǫk; e1, . . . , ek ∈ Sp−1; ǫ1, . . . , ǫk ∈ Sq−1;
orthonormal frames, so these bases belong to:
e1 + ǫ1 ∈ Sp−1 · Sq−1 = 2NC
p,q − 1
R− 1 = 2S
p−1,q−1,
up to
ek + ǫk ∈ Sp−k · Sq−k = 2Sp−k,q−k,
and within V the total quantity of such bases is given by O(k) = Sk−1 ·
Sk−2 · · ·S0. We thus have the morphological representation (with p ≥ q, q ≥
k)
NGp,q;k =
(
2Sp−1,q−1
) · · · (2Sp−k,q−k)
Sk−1 · Sk−2 · · ·S0
=
Sp−1,q−1 · · ·Sp−k,q−k
RPk−1 · · ·RP1
=
Sp−1 · Sp−2 · · ·Sp−k
Sk−1 · · ·S0 S
q−1 · · ·Sq−k
= Gp,k(R) · Sq−1 · · ·Sq−k.
Again there is another way of computing this whereby in the above, Sp,q
is replaced by Sp,q = R
p,q
, leading up to the stereographic null-Graßmannian:
NGp,q;k =
(
2Sp−1,q−1
) · · · (2Sp−k,q−k)
Sk−1 · · ·S0
=
R
p−1,q−1 · · ·Rp−k,q−k
RPk−1 · · ·RP1
=
Sp−1 · · ·Sp−k · RPq−1 · · ·RPq−k
RPk−1 · · ·RP1 = Gq,k(R) · S
p−1 · · · Sp−k.
All these manifolds give hence rise to integrable morphological objects.
For the Minkowski space-time we have the manifold of null-lines (light
rays):
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NG4,2;2 =
R
3,1 · R2,0
RP1
=
(R3 + 1)(R+ 1)(R2 + 1)
R+ 1
= (R3 + 1)(R2 + 1) = S3 · S2,
i.e., the real twistor space.
The last case we consider here is that of the space Cp,q = Cp+q provided
with the pseudo-Hermitian form
((z, u), (z′, u′)) = (z, z′)− (u, u′) =
p∑
j=1
zjz
′
j −
q∑
j=1
uju
′
j .
The nullcone ((z, u), (z, u)) = 0 is denoted by NCp,q(C) and it has real
codimension one, so its real dimension equals 2p + 2q − 1. The equation is
|z|2 = |u|2 so:
NCp,q(C) = S2p−1 · S2q−1 · R+ + 1.
By T p,q we denote the manifold of one dimensional complex subspaces of
NCp,q(C); it is a real submanifold of CPp+q−1 of real codimension one that
hence subdivides CPp+q−1 in 3 parts and T 2,2 ⊂ CP3 corresponds to “real
twistor space” (the manifold of light-lines in Minkowski space). From the
definition we have
T p,q =
NCp,q(C)− 1
C− 1 =
S2p−1 · S2q−1 · R+
S1 · R+ = S
2p−1 · CPq−1,
so in particular T 2,2 = S3 · CP1 = S3 · S2.
There is another approach leading to the twister space Tp,q with a dif-
ferent quantity.
To that end we write (z, u) = (z′, zp, u
′, up) and consider the intersection
NCp,q(C) ∩ {zp − uq = 1}, which allows us to write
zp =
1
2
(1 + ρ+ iα), uq =
1
2
(−1 + ρ+ iα).
The equation for the point (z, u) now becomes
|z′|2 − |u′|2 + 1
4
(
(1 + ρ)2 + α2
)− 1
4
(
(1− ρ)2 + α2) = 0
or
ρ = |z′|2 − |u′|2 & α ∈ R.
Hence the 1D complex subspaces of NCp,q(C) that intersect the plane zp −
uq = 1 are representable by vectors of the form
(
z′, 12 (1 + ρ+ iα), u
′, 12 (−1 + ρ+ iα)
)
with (z′, u′) ∈ Cp−1,q−1 and α ∈ R. So this part of Tp,q has quantity
Cp+q−2 · R. The other points of Tp,q have the form (z′, λ, u′, λ) so there are
two cases
• λ 6= 0, in this case we normalize λ = 1 and we have the equation
|z′|2 − |u′|2 = 0, giving a version of nullcone:
NCp−1,q−1(C) = Tp−1,q−1 · (C− 1) + 1
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• In the case λ = 0 we have the point (z′, 0, u′, 0) with equation |z′| = |u′|
and determined up to a constant c ∈ C \ {0}, i.e., we get Tp−1,q−1.
This leads to the recursion formula for Tp,q with p ≥ q :
Tp,q = Cp+q−2 · R+ Tp−1,q−1 · C+ 1.
So in particular we get
Tp,1 = Cp−1 · R+ 1 = R2p−1 + 1 = S2p−1,
Tp,2 = Cp · R+ (Cp−2 · R+ 1)C+ 1
=
(
Cp + Cp−1
)
R+ C+ 1 =
(
Cp−1 · R+ 1) (C+ 1)
= S2p−1 · CP1,
Tp,3 = Cp+1 · R+ (Cp−1 · R+ Cp−2 · R+ C+ 1)C+ 1
=
(
Cp−1 · R+ 1) (C2 + C+ 1) = S2p−1 · CP2
and so, continuing in this way, we obtain for p ≥ q:
Tp,q =
(
Cp−1 · R+ 1) (Cq−1 + · · ·+ C+ 1) = S2p−1 · CPq−1.
In particular we re-obtain the expected formula
T2,2 = (C · R+ 1)(C+ 1) = S3 · CP1 = S3 · S2.
The manifold CP3 is itself called the complex twistor space; it decomposes
into real twistor space T2,2 together with two equals parts corresponding
to |z| < |u| and |z| > |u|. In morphological language we have the cutting
experiment
CP3 − T2,2 = C3 + C2 + C+ 1− (CR+ 1)(C+ 1)
= (C2 − C · R)(C+ 1) = C · (C− R)(C+ 1)
= 2C · C+ · (C+ 1),
which indeed gives 2 copies of C · C+ · (C+ 1) whereby we put C+ = C−R2 =
R · R−12 = R · R+.
We can also calculate the null-GraßmannianNGp,q;k(C) of k-dimensional
complex subspaces of NCp,q(C). Let V be a complex k-subspace; then the
frames (t1; s1), . . . , (tk; sk) may be chosen such that (tj ; tk) − (sj ; sk) = 0,
of course, but we may also choose (tj ; tj) to be the Hermitian orthonormal
frame, i.e., (tj ; tk) + (sj ; sk) = 0 and |tj | = |sj | = 1.
So in fact we can choose
(t1; s1) ∈ S2p−1 × S2q−1,
(t2; s2) ∈ S2p−3 × S2q−3,
and so on. Moreover these frames per plane V can be chosen in U(k)-different
ways, leading up to the morphological formula for p ≥ q ≥ k
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NGp,q;k(C) =
S2p−1 · · ·S2p−2k · S2q−1 · · ·S2q−2k
S2k−1 · · ·S3 · S1
= S2p−1 · · ·S2p−k · CP
q−1 · · ·CPq−k
CPk−1 · · ·CP1 .
A similar calculation can be made using the stereographic spheres, leading
to:
NGp,q;k(C) =
(
Tp,q · (C−1)
R+
)
·
(
Tp−1,q−1 · (C−1)
R+
)
· · ·
(
Tp−k+1,q−k+1 · (C−1)
R+
)
U(k)
= S2p−1 · · · S2p−2k · CP
q−1 · · ·CPq−k
CPk−1 · · ·CP1 ,
and in particular for p = q = 2, k = 2 we obtain:
NG2,2;2(C) =
S3 · S1 · CP1
CP1
= (R3 + 1)(R+ 1),
which corresponds to the real compactified Minkowski space.
The compactified complex Minkowski space corresponds to:
G4,2 =
S7 · S5
S3 · S1 = S
4 · CP2 = (C2 + 1)(C2 + C+ 1) = CS4,
as can be shown using bivectors and Klein quadric.
6. Conclusions and Remarks
(i). COMPLETENESS
Morphological calculus is best compared with a museum. It con-
sists of a lots of special names, algebraic expressions and calculations
that stand for geometrical objects and operations on these objects.
In this paper we presented morphological calculus for the most
important classical manifolds. Like any museum, also our collection is
incomplete. For example a full morphological treatment for the spin
groups Spin(m) and Spin(p, q) is still to be done and there is a vast
collection of special manifolds or objects to be added to the catalogue.
In building up our museum we give preference to the most interest-
ing special manifolds (canonical manifolds) as well as to the “simplest
ways of introducing them”. So in fact the calculus is entirely based on
examples of objects and experiments; there is no idea of “a general man-
ifold” and no theory behind the scene.
(ii). CORRECTNESS
Morphological calculus is correct in the sense that it takes space
within the language of calculus that is a correct language based on clear
rules. This leads to the notion of quantity, which is in fact what a man-
ifold becomes once it is introduced within the calculus language. This
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is practically done by assigning a name to an object along with an al-
gebraic relation that expresses the definition of the object in calculus.
The notion of quantity is somewhat comparable to the notions of cardi-
nality and of volume that are used to express the contents or size of an
object. But there is no mathematical definition for it; it is an imaginary
substance that resides entirely within the calculus.
The main problem is not the calculus itself but the way of translat-
ing objects of geometry into calculus expressions (morphological analy-
sis); it usually happens that one and the same object can be translated
into morphological language in many ways and that may cause confu-
sion.
To give an example, the compactified Minkowski space is given by
R
3,4
= R4 + R(R2 + 1) + 1 = (R3 + 1)(R+ 1)
whereby R4 is the usual Minkowski space and
R(R2 + 1) + 1 = (2R+S
2 + 1) + S2
is a compactified light cone at infinity whereby we made use of stere-
ographic sphere S2. What would happen if we replace S2 by the usual
sphere S2 Well, we would get in total:
R4 + R(2R2 + 2R+ 2) + 1 = R4 + 2R3 + 2R2 + 2R+ 1
= (R3 + R2 + R+ 1)(R+ 1) = RP3 · S
1
2
=
S3
2
S1
2
= S2 · S1 · S1.
This is no longer Minkowski space-time, yet there exists a meaningful
interpretation for this object, namely the manifold of pairs (eiθω,−eiθω)
in C4, with eiθω ∈ LS3, the Lie sphere. For this manifold the above cal-
culation makes sense. So the problem is not only to know what calcu-
lation to make to describe an object correctly but also how to correctly
interpret a calculation (morphological synthesis). It often happens that
different objects turn out to share the same quantity.
There is no way to avoid these problems; one simply has to ex-
periment until one finds the best fitting calculations or interpretations.
This may be seen as a drawback, but we see it as a stronghold that
illustrates the richness of the morphological language.
(iii). CONSISTENCY
Morphological calculus may be compared to making the bill of a
meal in a restaurant; usually the bill adds up correctly but sometimes
the sum of the ingredients of the meal is more expensive than the meal.
Here is a example in morphological calculus: Consider the space
R2n of bivectors in a Clifford algebra: b =
∑
i<j bijeiej .
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Then R2n is a real vector space of dimension
(
n
2
)
:
R2n = R
(n2),
but on the other hand , b ∈ R2n \ {0} may be written as:
b = r1I1 + · · ·+ rsIs, 2s ≤ n,
whereby r1 ≥ r2 ≥ · · · ≥ rs > 0 is unique and Ij = ωj∧νj , |ωj | = |νj | =
1, |ωj | ⊥ |νj | is a 2-blade such that IjIk = IkIj , i.e., (ω1, ν1, . . . , ωj , νs) ∈
Vn,2s(R).
This leads to a partition of R2n into orbits of the orthogonal group
O(r1, . . . , rs), which one may calculate morphologically and add up
properly.
For n = 3, b = rω ∧ ν ∈ R+ × G˜3,2(R), leading to
R23 − 1 = G˜3,2(R) · R+ = S2 · R+ = R3 − 1,
which adds up correctly. But already for n = 4 there is a problem. Every
b ∈ R24 \ {0} may be written as
b = r1ω1 ∧ ν1 + r2ω2 ∧ ν2, r1 ≥ r2 ≥ 0
and there are three cases:
1. for r1 > r2 > 0 the blades ω1 ∧ ν1 and ω2 ∧ ν2 are uniquely
determined in terms of b, so we have in fact:
r2 > 0 ∈ R+, r1 > r2 ∈ R+,
ω1 ∧ ν1 ∈ G˜4,2(R) =
S3 · S2
S1
= S2 · S2
[ω2∧ν2, ω1∧ν1] = 0 leaves 2 possibilities: ω2∧ν2 = ±ω1∧ν1 ·e1234.
So, in morphological terms we get:
2S2 · S2 · R+ · R+ = 2R+ · S2 · (R3 − 1).
2. for r1 > 0, r2 = 0 we get b = rω ∧ ν with r ∈ R+ and ω ∧ ν ∈
G˜4,2(R) = S
2 · S2, so in total S2 · S2 · R+ = S2 · (R3 − 1).
3. in case r1 = r2 = r > 0 we get
b = r(ω1 ∧ ν1 + ω2 ∧ ν2),
whereby either ω2 ∧ ν2 = ±e1234ω1 ∧ ν1, so b = rω ∧ ν(1± e1234).
Hereby ω ∧ ν may be chosen to belong to G˜3,2(R) = S2 because
in fact every bivector b ∈ R24 may be decomposed uniquely into
self-dual and anti-self-dual parts:
b =
1
2
(1 + e1234)b+ +
1
2
(1 − e1234)b−, b± ∈ R23.
So in the above case, ω ∧ ν ∈ G˜3,2(R) is unique, so that the mor-
phological contribution is given by
2R+ · S2 = 2(R3 − 1).
Examples of Morphological Calculus 43
Hence, adding up (1)+(2)+(3), we get a total morphological sum
of
(2R+ + 1)S
2 · (R3 − 1) + 2(R3 − 1)
(R · (R2 + 1) + 2) · (R3 − 1) 6= (R3 + 1)(R3 − 1) = R6 − 1.
The gap in the calculation lies in the difference between R · (R2 +1)+2
and S3 = R3 + 1. If in the above we would replace R2 + 1 = S2 by
2R2 +2R+ 2 = S2 we would get a factor R · S2 + 2 = S3 and replacing
then S2 by S2 would make the bill add up correctly.
So in fact R ·(R2+1)+2 may be interpreted as an oversized version
of the Poincare´ sphere S3 = R3 + 1.
Also for the bivector space R25 we have three cases:
1. in case r1 > r2 > 0 we obtain the quantity:
R2+ ·
S4 · S3
S1
· S
2 · S1
S1
= (R5 − 1) · S2 · (R3 − 1)
2. in case r1 > r2 = 0 we obtain:
R+ · S
4 · S3
S1
= (R5 − 1) · S2
3. in case r1 = r2 = r > 0 we get bivectors of the form r(ω1 ∧ ν1 +
ω2∧ν2) in R5; the number of choices for span{ω1, ν1, ω2, ν2} equals
G˜5,1(R) =
S4
2 while for each choice we have the quantity 2R+S
2
as before, leading to a total of
S4
2
(2R+S
2) = (R5 − 1) · S2.
So, the total bill for R25 reads
(R5 − 1)((1 + R2)R3 + 2R2 + 2R+ 2)
= (R5 − 1)(R5 + (R+ 1)(R2 + R+ 1) + 1),
while we would need the second factor to be equal to R5 + 1 to
make the bill add up correctly.
From n ≥ 6 on the calculation of R2n is much more complicated so
we won’t do it here, but in any case we won’t get just R(
n
2). This may
be seem as an inconsistency which is likely to repeat itself in cases of
partitions of geometrical objects. We have no solution as even explana-
tion of this, but it is clear that one can study this phenomena within
the language of morphological calculus, which in itself is consistent.
(iv). CALCULUS STYLES
A calculus style is obtained by making certain restrictions on the
use of the calculus language and by a certain kind of application or
focus.
In the canonical style we decided to replace the relation R = 2R+1
by its more rigorous form R = 2R+ + 1 in order to avoid too many
unwanted identifications.
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This leads to the possibility to apply the rules of calculus on a free
basis (commutativity, brackets, etc.) whereby our focus is the calcula-
tion of quantity for a large collection of manifolds and this calculation
arises from a morphological analysis of the geometrical objects (and
constructions) we are interested in.
In the formal style we start off from a given quantity, a polynomial
a0R
n + · · · + an with a0 > 0, a1, . . . , an ∈ N say, and we consider the
collection of all the algebraic expressions that evaluate to this quantity.
Since we already start with a polynomial with positive integer coeffi-
cients, we won’t consider any subtractions or divisions here, just addi-
tion and multiplication. Also we won’t be using R+ here and the relation
R = 2R++1 will be replaced by a non-commutative and non-associative
version of R = 2R+ 1 :
R = R+ 1 + R, R = R+ (R+ 1),
the use of which leads to a change in the quantity. Also other calculations
involving commuting terms or factors or placing or removing brackets
are seen as as morphisms on the collection of morphological objects. So
for each quantity we have basically a category.
Parallel to this, for each polynomial a0R
n + · · ·+ an we also have
the set of all geometrical objects that can be formed by glueing together
(or not) a0 copies of R
n, a1 copies of R
n−1, . . . , an points. The focus
now is to study possible correlations between the category of algebraic
expressions and geometrical objects (graphs) for a given quantity; this
is morphological synthesis.
For example for R+ 1 we have two expressions
R+ 1, 1 + R
and two geometrical objects (apart from trivial disjoint union) semi-
interval [0, 1[ or circle S1 and one possible correlation is to identify R+1
with [0, 1[ and 1 + R with the circle S1.
The more general case aR + b leads to a kind of calligraphy that
we’ll study in forthcoming work. For this reason we will speak of calli-
graphical calculus.
7. Outlook
It is not easy to provide complete references to the topic of morphological
calculus but certain examples of it as well as related topics are certainly avail-
able throughout the mathematical literature. First of all there is our paper
[6] in which we gave an introduction to morphological calculus which was
subdivided into an axiomatic approach, a canonical part and a formal part
based on the formal language of calculus. In this paper we focused mainly
on the canonical part by giving many more new examples of interesting cal-
culations. Morphological calculus can be seen as a formal language and the
task of constructing good geometrical interpretations of calculations, called
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morphological synthesis, can be seen as part of a research field called the the-
ory of Lindenmayer systems (L-systems) for which there is a vast literature.
We only refer to [5]. Also in the book [4] by Roger Penrose the language of
calculus has been discussed, in particular the meaning of commutativity of
the multiplication has been critically investigated. But the present paper is
mostly concerned with examples concerning spheres, real and complex pro-
jective spaces, special Lie groups and homogeneous spaces including Stiefel
manifolds and Graßmannians, various types of complex spheres and real and
complex nullcones. All of this belongs to the theory of special manifolds (see
e.g. [7]).
In particular we also discussed real and complex compactified Minkowski
spaces as well as twistor spaces which have many applications in mathemat-
ical physics and for which we refer to the pioneering work [3] of R. Penrose
and W. Rindler. Morphological calculus is of course also related to various
topics in algebraic topology in particular Betti numbers, homology and co-
homology, Poincare´ polynomials, Euler characteristics and much more that
is to be found all over the literature (use Wikipedia and see also [7]). Finally,
many of our calculations also make use of bivector spaces, Clifford algebras
and Spin groups for which we refer to the books [1] and [2].
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