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Abstract
We developed a three-dimensional radiative transfer code for an ultra-relativistic
background ﬂow-ﬁeld by using the Monte Carlo (MC) method in the context
of gamma-ray burst (GRB) emission. For obtaining reliable simulation re-
sults in the coupled computation of MC radiation transport with relativistic
hydrodynamics which can reproduce GRB emission, we validated radiative
transfer computation in the ultra-relativistic regime and assessed the ap-
propriate simulation conditions. The radiative transfer code was validated
through two test calculations: (1) computing in diﬀerent inertial frames and
(2) computing in ﬂow-ﬁelds with discontinuous and smeared shock fronts.
The simulation results of the angular distribution and spectrum were com-
pared among three diﬀerent inertial frames and in good agreement with each
other. If the time duration for updating the ﬂow-ﬁeld was suﬃciently small
to resolve a mean free path of a photon into ten steps, the results were
thoroughly converged. The spectrum computed in the ﬂow-ﬁeld with a dis-
continuous shock front obeyed a power-law in frequency whose index was
positive in the range from 1 to 10 MeV. The number of photons in the high-
energy side decreased with the smeared shock front because the photons were
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less scattered immediately behind the shock wave due to the small electron
number density. The large optical depth near the shock front was needed
for obtaining high-energy photons through bulk Compton scattering. Even
one-dimensional structure of the shock wave could aﬀect the results of radi-
ation transport computation. Although we examined the eﬀect of the shock
structure on the emitted spectrum with a large number of cells, it is hard to
employ so many computational cells per dimension in multi-dimensional sim-
ulations. Therefore, a further investigation with a smaller number of cells is
required for obtaining realistic high-energy photons with multi-dimensional
computations.
Keywords: Gamma-ray burst, Relativistic jet, Radiative transfer, Monte
Carlo method
1. Introduction
Relativistic radiation hydrodynamics computation is widely used in the
ﬁeld of high-energy astrophysics, e.g., gamma-ray bursts (GRBs), super-
novae, accretion discs, and active galactic nuclei. It is diﬃcult to analytically
solve the radiative transfer equation since it is a seven-dimensional equation;
therefore, some approximated methods have been proposed to obtain physi-
cally reasonable solutions [1, 2, 3].
The moment method, which wraps up angular dimensions of photons,
is frequently used in radiation hydrodynamics computation [1]. However,
it is valid only for a closely isotropic radiation ﬁeld (that is, an optically
thick regime), unless an appropriate closure is given. For a highly relativistic
regime, it is inadequate because the radiation ﬁeld holds strong anisotropy
as a result of the beaming eﬀect. The moment method was also formalized in
the relativistic regime, but it is applicable for simple limiting cases [4]. The
discrete-ordinate method, which solves the radiative transfer equation with
the ﬁnite diﬀerencing of direction components, is suitable for an anisotropic
regime [5]. However, it generally requires huge computational costs for resolv-
ing six-dimensional phase space. The Monte Carlo (MC) method is useful
to statistically obtain a solution of a multi-dimensional integro-diﬀerential
equation and then to solve the radiative transfer equation including scatter-
ing process. It is appropriate in an optically thin and a mildly scattering
regime such as a radiation ﬁeld accompanying a relativistically expanding
jet, resulting in GRB emission.
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GRBs are highly energetic explosion phenomena in which extremely large
amounts of energy are emitted in a few seconds to minutes. In particular,
long GRBs of duration greater than ∼2 s are thought to occur in associa-
tion with relativistic jets formed around collapsing massive stars and have
a collimated conﬁguration, while short GRBs of duration less than ∼2 s
are considered to result from a binary merger of compact objects, e.g., neu-
tron star–neutron star or neutron star–black hole. The prompt gamma-ray
emission produced in internal shocks of an ultra-relativistic jet is typically in-
terpreted as a result of synchrotron radiation from shocked-accelerated elec-
trons [6, 7]. However, the internal shock model could provide insuﬃcient
radiation eﬃciency for explaining GRB emission [8, 9, 10]. On the other
hand, the eﬀect of a photosphere position at which thermal photons emerge
has been discussed for the thermal component of GRB spectra [11, 12]. Such
a photospheric emission model, in which thermal photons are Comptonized
at the shock front, has high radiation eﬃciency for GRBs. The structure
of relativistic jets, which develops with time, has also been studied through
multi-dimensional relativistic hydrodynamics simulations in the context of
GRBs [13, 14, 15, 16, 17, 18], and light curves and spectra have been esti-
mated based on such simulations [17, 19, 20, 21, 22]. Although the observed
spectra can be characterized by a broken power-law shape [23], their spectral
properties have not been accurately reproduced in the numerical works.
The MC radiative transfer computations have been implemented in the
relativistic regime relevant to GRBs [31, 32, 33, 34, 35]. Numerical studies
with the MC technique have been also reported for explaining radiation and
neutrino transport in supernova explosions [24, 25, 26, 27, 28, 29, 30]. Some
observations indicate the GRB spectra includes a thermal component [36,
37]; therefore, the radiation transport of thermal photons produced at the
photosphere has been paid attention, and the non-thermal feature of the
spectra was obtained by overlapping thermal spectra with various escaped
angles at diﬀerent time [38]. The non-thermal spectra were also obtained by
taking into account the gradual energy dissipation by magnetic reconnection
[39, 40]. On the other hand, the structure of an ultra-relativistic shock wave
in the self-similarly expanding ﬂuid has been numerically investigated [41],
and the high-energy component of GRB spectra could be explained by bulk
Compton scattering in such a shock wave by using MC computations [42, 43].
The bulk Compton scattering occurs when photons traveling across the shock
wave collide with relativistic electrons. The non-thermal spectra of GRBs
have been also explained through bulk Comptonization in an ultra-relativistic
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jet with some shells of various ﬂow velocities [44, 45].
Past works with multi-dimensional relativistic hydrodynamics simulations
showed that structure of a relativistic jet exhibits highly inhomogeneous de-
veloping, which can aﬀect the observed spectra [13, 14, 16, 17]. Although
some radiative transfer simulations were conducted with an ultra-relativistic
steady ﬂow-ﬁeld, those with a time-dependent ﬂow-ﬁeld may have a signiﬁ-
cant impact on the detailed analysis of GRB spectra. Relativistic radiation
hydrodynamics simulations were implemented with the MC radiative trans-
fer; however, some of them do not appropriately take into account the feed-
back from interaction of radiation with ﬂow-ﬁeld matter [46, 47], while oth-
ers do not suﬃciently perform the test calculations for the ultra-relativistic
ﬂow-ﬁeld [48]. On the other hand, radiation hydrodynamics calculations for
predicting the emission of internal magnetized shocks including the feedback
of the radiation on the dynamics were examined in the relativistic regime
without the MC technique [49]. The coupling of the MC radiative trans-
fer with relativistic hydrodynamics has not been suﬃciently performed be-
cause of computational diﬃculties as introduced in Sec. 2. In this paper,
we show the validation of the formalism to include the MC method in the
ultra-relativistic ﬂow-ﬁeld and examine the appropriate simulation conditions
such as time interval for developing the ﬂow-ﬁeld and spatial resolution for
obtaining converged results.
The remainder of this paper is organized as follows. We introduce the
diﬃculty in performing MC radiative transfer computation in the ultra-
relativistic ﬂow-ﬁeld in Sec. 2, and present the numerical method in Sec. 3.
The validation of the radiative transfer computation in diﬀerent inertial
frames is presented in Sec. 4, and the eﬀect of the ﬂow-ﬁeld resolution on
radiation transport is discussed in Sec. 5. We summarize this paper in Sec. 6.
2. Diﬃculties in performing Monte Carlo radiative transfer com-
putation coupled with ultra-relativistic hydrodynamics
Some MC methods for radiation transport have been developed for the
coupling with non-relativistic hydrodynamics computation in previous works
as follows. Implicit MC (IMC) schemes have been employed for eﬃcient com-
putations in optically thick systems, and they allow employing larger time
steps, Δt, in the numerical simulation of the ﬂow-ﬁeld [50, 51]. The diﬀusion
approximation which can reduce a computational cost is reasonable in opaque
regions, so a hybrid method consisting of IMC and MC diﬀusion method has
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been developed [52, 53, 54]. Since the MC method includes statistical errors
with a small number of samples, some techniques for reduction of statistical
noise have been investigated with a moderate computational cost [55, 56].
These techniques are actually eﬀective in the non-relativistic regime.
In the ultra-relativistic regime (Lorentz factor Γ  100), however, since
the velocity of matter is almost the same as the speed of light, computation
with an excessively large Δt for developing the ﬂow-ﬁeld leads to false judg-
ment on whether a photon crosses the shock front (Fig. 1). Photons in the
upstream side of the shock wave are scattered with a diﬀerent probability
from those in the downstream side. If the Compton scattering is considered,
scattered photons not only shift their directional angles but also undergo en-
ergy exchange with matter. Therefore, the simulation of radiation transport
could not produce accurate results in directional-angle distribution and an
energy spectrum with a mistake in judgment on whether a photon crosses
the shock front due to the large Δt. A small Δt is essentially necessary
in the ultra-relativistic regime, so the IMC scheme for a large Δt might be
meaningless, and it is controvertible to develop the IMC scheme for highly
relativistic situations. Since a strongly anisotropic ﬂow should be taken into
account in the ultra-relativistic regime because of the beaming eﬀect, the
diﬀusion approximation cannot be applicable.
In computations including feedback from interaction between photons and
ﬂow-ﬁeld matter, a huge computational cost is needed. Since the ﬂow-ﬁeld
proﬁle is aﬀected by the radiation transport, the post-process computation
of the radiation transport in the steady background ﬂow-ﬁeld computed in
advance is not adequate. Therefore, the computations of radiative trans-
fer and hydrodynamics should be alternately performed. Furthermore, a
number of photons should be put in each cell of the hydrodynamics com-
putation for obtaining converged simulation results, however, it leads to a
huge-computational-cost problem. Thus, some techniques for reduction of
statistical noise with a small number of samples as stated above are required,
and the coupled computation may be feasible if restricted to some regions in
the ﬂow-ﬁeld.
Moreover, numerical diﬀusion is inevitable in hydrodynamics simulation,
which especially aﬀects shock structure. Photons near the shock front are
scattered with the bulk-Compton-scattering process and obtain energy from
relativistic electrons in the ﬂow-ﬁeld according to the local ﬂow velocity and
density. The local ﬂow velocity aﬀects the obtained energy from the scat-
tering, and density is related to the probability of the scattering. The shock
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structure, therefore, aﬀects the spectrum resulting from the radiative trans-
fer computation. Unphysical ﬁnite width of a smeared shock front due to
numerical diﬀusion depends on spatial resolution of the hydrodynamics com-
putation. Appropriate simulation conditions should be assessed such as the
time interval for updating the background ﬂow-ﬁeld and the spatial resolution
for feasible computations of radiation transport before the coupled computa-
tion of the MC radiative transfer with ultra-relativistic hydrodynamics can
be performed.
In the present study, we construct radiative transfer algorithm for an
ultra-relativistic background ﬂow-ﬁeld with consistent transformation be-
tween a comoving frame (CMF) and an observer frame (OBF), and assess the
interval of time-step values which yield accurate computations. The eﬀect of
the spatial resolution of the background ﬂow-ﬁeld on the radiative transfer
computation is also discussed.
3. Numerical method
We developed a simulation code of radiation transport for a highly rela-
tivistic background with the MC technique. The radiative transfer equation
in a certain inertial frame that takes scattering into account is expressed as
follows [1]:
(
1
c
∂
∂t
+Ω · ∇
)
I (r,Ω, ν, t) = j (r,Ω, ν, T ) (1)
−k (r,Ω, ν) ρ (r, t) I (r,Ω, ν, t)
+ρ (r, t)
∫ ∞
0
∫
4π
[(ν/ν ′)σ (r,Ω′ ·Ω, ν ′ → ν) I (r,Ω′, ν ′, t)
−σ (r,Ω ·Ω′, ν → ν ′) I (r,Ω, ν, t)]dΩ′dν ′,
where I(r,Ω, ν, t) is the speciﬁc intensity, which is a function of the position
vector r, the traveling direction vector Ω, photon frequency ν, and time t.
The symbols c and ρ denote the speed of light and density, respectively. The
absorption and scattering cross-sections are denoted by k and σ, respectively.
The emissivity j depends on the matter temperature T . In the integrand,
Ω, Ω′, ν, and ν ′ denote the scattered direction, incident direction, scattered
frequency, and incident frequency, respectively. The ﬂuid velocity varies
depending on the position; therefore, the cross-sections are dependent on r
in an arbitrary inertial frame.
6
Photons are thermally emitted in the ﬂow-ﬁeld and travel in a medium
in which scattering opacity is assumed to be greater than absorption opacity.
Thomson and Compton scattering processes are taken into account. We
adopt the MC technique to solve the radiative transfer equation as in the
previous works [33, 35].
By tracking a large number of particles, we can obtain an approximate
solution of the equation with reasonable computational costs. A cluster of
photons (called as ‘packet’) having single frequency is considered as a sample
particle. The packet has energy of (ν) = nhpν, where hp and n are Planck
constant and the number of photons in the packet, respectively. Emission
power e˙ at any position is described as the spectral integration of the emission
coeﬃcient in the CMF, j0, given by
e˙ =
∫ ∞
0
j0(ν0, T )dν0, (2)
where ν0 is the photon frequency in the CMF; the initial value of ν0 is set
randomly as weighted for Planck energy distribution in the CMF. The hold-
ing energy for single packet in the CMF, 0, can be obtained as product
of e˙, the total cell volume, and a certain time duration divided by the to-
tal number of emitted packets during the time interval, N . Since 0 is the
energy in the CMF, we need to Lorentz-transform it to that in the OBF.
The frequency in the CMF, ν0, is transformed to that in the OBF as well.
The initial direction of the photon is also set by two random numbers with
the assumption of isotropic emission in the CMF; the initial direction vector
Ω0 = (sinθcosφ, sinθsinφ, cosθ) can be expressed by
cosθ = 1− 2R1, (3)
φ = 2πR2, (4)
where R1 and R2 are random numbers for the direction. The traveling di-
rection in the CMF, Ω0, is transformed to obtain the one in the OBF, Ω, as
follows:
Ω =
[
Ω0 + v/c
(
Γf + Γ
2
f/(Γf + 1)Ω0 · v/c
)]
Γf (1 +Ω0 · v/c) , (5)
where Γf is the Lorentz factor of the ﬂow velocity. Using the direction Ω
and the ﬂow velocity v, the frequency ν and packet energy  in the OBF are
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given by
ν = ν0
√
1− (v/c)2
1−Ω · v/c , (6)
 = 0
√
1− (v/c)2
1−Ω · v/c . (7)
Photons are categorized into two energy groups because they have dif-
ferent cross-sections depending on their energy regime. The lower-energy
photons are called as ‘optical ray’, and the higher-energy ones are expressed
by ‘gamma ray’. The threshold of two groups is set to 10 keV. The scatter-
ing cross-section for optical ray is Thomson scattering one, σT . The electron
number density, ne, is estimated by assuming that the species involved in
the background is only fully-ionized helium gas in this paper, so the mass
scattering cross-section in the CMF, σ0, for optical ray can be calculated
as σ0 = σTne/ρ. In the Thomson scattering, the energy of the incident
photon in the CMF is fully transferred to the scattered one. The scattered
angle and direction are determined by assuming unpolarized light and using
a phase function (3/4)(cos2Θ+ 1), where Θ is the scattering angle.
Gamma-ray photons are scattered in the Compton regime. Thus, the
corresponding Compton cross-section is employed for them. The energy of
the incident gamma ray is transferred to the scattered light and matter, and
the photon loses its own energy to become an optical ray through multiple
scatterings. The scattering cross-section in the CMF can be estimated by
integrating the Klein-Nishina (K–N) formula. The scattering angle, Θ, can
be determined by a random number, R3, employing the K–N formula;
R3 =
1
σKN(E0)
∫ Θ
0
∂σKN(E0,Θ
′)
∂Θ′
dΘ′, (8)
where E0 and σKN are the energy of the incident photon in the CMF and
K–N scattering cross-section, respectively. Here, the diﬀerential K–N cross-
section is expressed as follows:
∂σKN(E0,Ω)
∂Ω
= r20
1 + cos2 Θ
2
1
[1 + x(1− cos Θ)]2
(
1 +
x2(1− cos Θ)2
(1 + cos2 Θ)[1 + x(1− cos Θ)]
)
,
(9)
where x = E0/mec
2 and r0 = e
2/mec
2. Here, me and e are the electron rest
mass and the elementary charge, respectively. The total K–N cross-section
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is obtained by integrating Eq. (9) over the solid angle [57]. The angle Φ in
a plane perpendicular to Ω0 is randomly chosen by Φ = 2πR4, where R4
is a random number. The energy of the incident packet is divided into the
scattered light and the scattered electron, and the fraction of the energy of
the scattered light is denoted as fc = 1/ [1 + E0/mec
2(1− cos Θ)]. So, the
energy of the scattered light in the CMF, E ′0, is E
′
0 = fcE0. Here, electron
energy spectrum is not taken into account for simplicity.
A free path of a photon in the CMF, δs0, between the collisional events
depends on the cross-section in the CMF. The optical depth of the matter
corresponding to δs0 is given by
τfp = σ0ρδs0. (10)
The free path of the photon is determined by probabilistic manner using τfp.
The probability that the photon freely travels can be represented by
p(τfp) = e
−τfp . (11)
The uniform random number for the free path, R5, equals to the integrated
probability in the following form:
R5 =
∫ τfp
0
p(τ ′fp)dτ
′
fp, (12)
so that the optical depth is readily expressed with it;
τfp = −ln(1−R5). (13)
Therefore, the ﬂying distance of the photon, δs0, is given by
δs0 = −ln(1−R5)/σ0ρ. (14)
Since photon transport is treated in the OBF, the free path in the CMF, δs0,
should be transformed to that in the OBF, δs, by
δs = δs0
√
1− (v/c)2
1−Ω · v/c . (15)
The time it takes for the packet to travel a distance δs at light speed is
δtp = δs/c. The time tp for the packet should be incremented to tp + δtp
between the events.
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We validate our simulation code of radiative transfer through two test
problems: (1) comparing the simulation results calculated in diﬀerent iner-
tial frames, and (2) evaluating the eﬀect of the smeared shock front mimick-
ing numerical diﬀusion on the radiative transfer simulation as a preliminary
result for the coupled computation of radiative transfer with relativistic hy-
drodynamics.
4. Comparison among diﬀerent inertial frames
We performed radiative transfer simulations in a shock rest frame and
two shock moving frames. In the MC radiation transport computation, the
part of collision with electrons is treated in the CMF, and that of transport of
each photon is treated in the OBF. Thus, the Lorentz transform between the
CMF and OBF is performed. By comparing the results computed in the dif-
ferent frames, we verify that our simulation code can properly handle Lorentz
transformation and determine the appropriate computational conditions for
obtaining converged solutions.
4.1. Simulation condition
A relativistic ﬂow-ﬁeld with a steady shock wave was set up, and a cylin-
drical coordinate system with one cell in the r-direction and two cells in the
z-direction was adopted. The density ρ2, pressure p2, and ﬂow velocity v2
are the physical parameters at the upstream side of the shock, as shown in
Fig. 2. Similarly, the physical parameters ρ1, p1, and v1 are the values at
the downstream side. These quantities satisfy the Rankine–Hugoniot (R-H)
relations between the upstream and downstream sides of the shock wave;
therefore, the cell interface in the z-direction represents the shock front. The
width of the cell in the z-direction, Δzc, is determined by the optical depth
τ measured from the boundary at the upstream side along the z-axis as
τ = ρσ0Γf
(
1− vf
c
)
Δzc, (16)
such that τ = 1 and τ = 10 at the upstream and downstream sides, respec-
tively, as shown Fig. 2. Here, the density ρ and the scattering cross-section
σ0 are the values in the CMF, and Γf is the Lorentz factor of the ﬂow ve-
locity vf in the shock rest frame. The widths of the computational cells in
the shock moving frames can be ﬁxed through the Lorentz contraction. To
make the computational cells equivalent among diﬀerent inertial frames, the
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length is measured by means of τ . The width of the computational cell in
the r-direction is set to be large enough not to aﬀect simulation results. All
photons are emitted once at a pre-established initial time and at one point
located at an optical depth τ ∼ 1 in the z-direction. The location and tim-
ing of emitted photons are coincident on a space-time diagram among each
frame. A lot of photons are tracked until the photons reach the boundary
of the computational domain. We record directional angles and energy of
the photons at the boundary and sum them for all the photons to obtain
directional angular distribution and a spectrum.
The relativistic shock wave in the background can be described by solving
the following relativistic R-H relations:
[ρuz] = 0, (17)[
ρh (uz)2 + p
]
= 0, (18)[
ρhu0uz
]
= 0, (19)
where u, h, and p are the four-velocity, speciﬁc enthalpy, and pressure, re-
spectively. Here, u = Γ (1, v1, v2, v3), where Γ is the Lorentz factor and vi
is the three-velocity of the ith-direction component. The speciﬁc enthalpy is
deﬁned by h = 1+p/ρ+, where  is the speciﬁc internal energy given by the
equation of state for an ideal gas, p = (γ − 1) ρ. A constant speciﬁc heat
ratio γ = 5/3 is assumed. The upstream quantities ρ2, p2, and v2 and the
shock speed vs are given; then, the downstream quantities ρ1, p1, and v1 can
be obtained by solving these relations. The physical quantities in the shock
rest frame are adopted as summarized in Table 1. These quantities are em-
ployed by reference to the previous work on the relativistic hydrodynamics
computation of a jet [17], in which the ﬂow-ﬁeld transits from the optically
thick to the optically thin regime. Here, the value of the ﬂow velocity v2
corresponds to Γ2 = 100, where Γ2 is the Lorentz factor of the upstream ﬂow
velocity in the shock rest frame, and Γ2 is equal to the Lorentz factor of the
shock speed vs, Γs, in the rest frame of the upstream ﬂow velocity.
The temperature T of the matter is calculated from the equation of black-
body radiation by assuming the radiation equilibrium gas
3pν =
4σs
c
T 4, (20)
where σs is the Stefan–Boltzmann constant. The emission coeﬃcient and
initial frequency of the packet are determined according to T , and electrons
11
Table 1: Physical quantities across the relativistic shock wave in the shock rest frame, the
shock speed of which corresponds to Γs = 100.
ρ [g/cm3] p [dyn/cm2] v [cm/s]
upstream 1.00× 10−11 1.00× 107 −0.99994 c
downstream 1.16× 10−9 3.13× 1013 −0.65232 c
are assumed to be at rest in the CMF. Here, T in the downstream side of the
shock wave corresponds to 1× 107 K. The radiation pressure pν is assumed
to be equal to the total pressure for simplicity.
4.2. Transformation of inertial frames
We transform the ﬂow velocities from the shock rest frame to the shock
moving frames in both the upstream and downstream sides of the shock
wave to prepare diﬀerent frames for the same shock-wave strength. The
transformation is implemented according to the following equation [58]:
W ′ =
W + va
1 +Wva
, (21)
where W is the ﬂow velocity in the shock rest frame, W ′ is the ﬂow velocity
in the shock moving frame, and va is the relative velocity between two frames
(i.e., the apparent shock speed in the arbitrary frame). The ﬂow velocities
in each observer frame are shown in Fig. 3.
We compare the simulation results for three diﬀerent inertial frames in
this paper. One is the shock rest frame, and the other two are shock moving
frames corresponding to Γa = 10 and 100, where Γa is the Lorentz factor of
the apparent shock speed, va. Here, the situation with Γa = 100 corresponds
to the rest frame of the upstream ﬂow velocity.
To ensure that the computational grids on the space-time diagram are
consistent between the shock rest frame and the shock moving frames, the
computational grids move at the shock speed in the shock moving frames,
and the shock front is located at the cell interface in each time step so that
it has an exact discontinuity at all times. The shock front is assumed to
be static during a time step Δt. The radiation transport is computed on
the ﬂow-ﬁeld with the static shock front during the current Δt. Then, the
position of the shock front is updated by the next Δt, and the radiation
transport is computed on the updated ﬂow-ﬁeld with the static shock front
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again. The shock front movement and the radiation transport are repeated
alternately.
4.3. Constraint of time interval
We consider the required constraint of the computational time interval
updating the ﬂow-ﬁeld, Δt, for obtaining converged solutions from the an-
gular distribution of the photons escaping from the computational domain.
The angular distribution between the photon traveling direction and the z-
axis with various Δt values, which are calculated in the Γa = 10 frame with
106 sample particles and transformed to the shock rest frame, are shown in
Fig. 4 (a). For simplicity, we ignored Compton scattering and only took into
account Thomson scattering with the low-frequency approximation of the
K-N cross-section. In the shock rest frame, the direction of the ﬂow velocity
is negative along the z-direction as shown in Fig. 3; most of photons are then
scattered to the downstream, and the peak of the directional angle appears
in the backward along the z-direction.
Now, the relation between the mean free path and photon traveling dis-
tance during Δt is expressed as follows:
α = c
(
Δt
Δsmin
)
, (22)
where Δsmin is the mean free path of a photon traveling opposite to the
ﬂow-velocity direction. Here, the free path of the photon in the CMF is
transformed to that in the OBF by the same transformation as Eq. (15), and
Δsmin is the shortest mean-free-path when v · Ω/c = −v/c. We employed
Δsmin for obtaining the strictest constraint for Δt. This prescription is set
from the idea that the optical depth is invariant in any inertial frame. The
free path decreases as the shock speed increases due to the Lorentz contrac-
tion, and the required Δt is shortened.
In Fig. 4 (a), the result with α ∼ 1 is signiﬁcantly diﬀerent from that
with α ∼ 0.4, and the result with α ∼ 0.4 is slightly diﬀerent from that with
α ∼ 10−1. On the other hand, the result with α ∼ 10−1 is in good agreement
with that with α ∼ 10−2. Thus, the result of the angular distribution in the
Γa = 10 frame is converged at α ∼ 10−1. The relative diﬀerences between
two distributions with diﬀerent α values in the Γa = 10 frame are shown
in Fig. 5 (a). Here, the angular distribution with α ∼ 10−2 is regarded
as a suﬃciently converged one. The relative diﬀerence between the result
13
with α ∼ 1 and that with α ∼ 10−2 is signiﬁcant and the relative diﬀerence
between the result with α ∼ 0.4 and that with α ∼ 10−2 is smaller, while the
relative diﬀerence between the result with α ∼ 10−1 and that with α ∼ 10−2
are almost negligible. The result is signiﬁcantly diﬀerent between α ∼ 1 and
10−1 because the condition of α ∼ 1 implies that the mean free path is almost
the same as the photon traveling distance during Δt. Hence, photons may
not be scattered before updating the ﬂow-ﬁeld due to insuﬃciently small Δt.
That is, α ∼ 1 can be regarded as a threshold condition on whether photons
are scattered or not scattered before the ﬂow-ﬁeld update. Indeed, with α
smaller than unity, the result approaches to the converged one as shown in
Fig. 4. Here, Δt corresponding to α ∼ 10−1 is ∼10−3 s in the Γa = 10 frame.
The time step for photon transport is comparable to or smaller than Δt for
updating the ﬂow-ﬁeld.
Similarly, in the Γa = 100 frame, the result is converged at α ∼ 10−1, as
shown in Fig. 4 (b). Here, Δt corresponding to α ∼ 10−1 is ∼10−4 s in the
Γa = 100 frame. This implies that the applicable Δt in the Γa = 100 frame
is smaller by one order of magnitude than that in the Γa = 10 frame because
Δsmin in the Γa = 100 frame is smaller by one order of magnitude compared
to that in the Γa = 10 frame as a result of the Lorentz contraction. The
angular distribution results in Fig. 4 were computed in two diﬀerent inertial
frames; however, these were transformed to the shock rest frame, so that
similar features were obtained. The diﬀerences between two distributions
with diﬀerent α values in the Γa = 100 frame are also shown in Fig. 5 (b),
and the diﬀerence between the result with α ∼ 10−1 and that with α ∼ 10−2
is smaller than that of the other two cases and is almost negligible.
These diﬀerences with diﬀerent Δt values are interpreted as follows. The
simulation result is never dependent on Δt in the shock rest frame, as shown
in Fig. 6. In the shock moving frames, however, photons can escape from the
computational domain or overtake the shock wave front before scattering at
incorrect timing when Δt is not suﬃciently small because the downstream-
side and upstream-side computational boundaries and the cell interface (i.e.,
the shock front) move with the shock speed. As the diﬀerence between the
boundary moving velocity (that is, shock front moving velocity) and the
speed of light along the z-axis is small because the optical depth is not so
large, the large Δt fails to produce accurate simulation results. The computa-
tional grid catches up with the photons or the photons catch up with the grid
before the photons complete their free path due to a large Δt; consequently,
the angular distribution varies according to the value of Δt.
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In both the Γa = 10 and 100 frames, with a suitable time interval, the
value of α is less than ∼10−1. Therefore, we should adopt Δt that resolves
the mean free path to almost ten steps. Now, the value of α ∼ 10−1 is not
a critical value, but rather a suﬃcient value, because we change Δt by one
order of magnitude in the range of α ∼ 1 – 10−1 for examining whether the
angular distribution is converged. Examination with a smaller change of Δt
in the range from 10−1 to 1 is required for determining the critical value of
α.
4.4. Comparison of spectra in diﬀerent inertial frames
The energy spectra of photons escaped from the computational domain
are shown in Fig. 7 (a) in each inertial frame with 106 sample particles. Here,
Δt’s in the shock moving frames are set as α ∼ 10−1, as in the earlier section.
The ﬂow velocity at the downstream side of the shock wave increases along
the z-axis as the apparent shock-Lorentz-factor Γa increases, as shown in
Fig. 3. Consequently, the peak energies of the emission spectra are shifted to
the high-energy side by the Doppler eﬀect. The energy spectra transformed
from each frame to the shock rest frame are shown in Fig. 7 (b). The spectra
are identical among the three frames after transformation, and they are con-
verged with Δt satisfying α ∼ 10−1. The second peak in the high-energy side
is formed through bulk Compton scattering, in which the photon energy is
boosted by collisions with relativistic electrons. The energy of the scattered
photon is higher by a square of the ﬂow Lorentz factor Γ2 compared to that of
the incident photon [59]. Here, the Lorentz factor of the ﬂow velocity in the
upstream side of the shock wave in the shock rest frame, Γs2, is ∼100. Since
the ﬁrst peak energy is at a few times of 100 keV in Fig. 7 (b), the second
peak energy must be located at a few times of 100 keV × Γ2s2, that is, a few
times of 104 keV, which is in good agreement with the second peak position
in Fig. 7 (b). GeV-order photons are also found in the spectrum because
the K-N cross-section and the energy loss by the Compton scattering is not
included here and energy cut-oﬀ does not appear.
Note that we pick photons that escaped from all the computational bound-
aries, not only the upstream side of the shock wave but also the downstream
side and the boundary parallel to the cylinder axis. As we identify whether
the simulation results are in good agreement among all the diﬀerent frames,
all photons treated in the computation should be sampled. In fact, if the ob-
server is at a certain position, photons traveling in the direction opposite to
the observer can never be observed. Only photons that enter the view angle
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of the stationary observer should be sampled to obtain the spectra measured
in the observations; however, the number of sampled photons decreases, and
large statistical errors may appear in the MC computation. We discuss about
this issues in Appendix A.
4.5. Eﬀect of shock-wave position
So far, we have considered that the shock wave does not move during
Δt. The shock speed is assumed to be constant. Thus, in this section,
when photons travel across the shock front during Δt, the true position of
the shock front can be calculated analytically with vst. Therefore, we can
correctly determine whether photons can overtake the shock wave since we
can compute the true shock position. Similarly, we can correctly determine
whether photons escape from the computational boundary because we can
compute the true boundary position (which moves at the same speed as
the shock wave). This additional technique is required for calculating the
scattering process with the true shock position; thus, a more accurate energy
spectrum can be obtained with this technique.
Let us assume that a photon, initially located at a position z0, catches
up with the grid (which moves at a uniform speed vs) after a time duration
Δt′ < Δt. The relation between the positions of the photon and of the
moving grid are shown in Fig. 8, where zn denotes the position of the grid
(cell interface) at an initial time. After a time interval Δt′, the interface zn
moves to a new location zn+1 = zn + vsΔt
′. The distance that the photon
travels in the z-direction during Δt′ can be computed as Δz = cΔt′Ωz, where
Ωz is the z-component of the photon directional unit vector.
We split a time interval Δt′ as Δt′ = Δt′′ + ε, where ε << Δt′′. After a
photon travels during a time interval Δt′′, it stops before the cell interface;
otherwise, the mean free path cannot be accurately computed. This is be-
cause the local conditions along the photon path (e.g., the density or the ﬂow
velocity) might not be known if the photon overtakes the cell interface. This
procedure prevents the artiﬁcial escape of photons at incorrect time from the
computational domain and avoids that photons overtake the shock front at
false locations.
The spectra obtained after transforming to the shock rest frame are shown
in Fig. 9. We used 106 sample particles, and Δt values in the shock moving
frames are set to satisfy α ∼ 10−1 as in the previous section. The energy
distributions in the second peak of the high-energy side (100 keV− 10 MeV)
computed in the three diﬀerent frames are in much better agreement than
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those displayed in Fig. 7 (b). In a coupled computation of radiative transfer
with hydrodynamics, it is not possible to accurately calculate the position
of the shock front since the shock speed may develop with time. Thus, the
time-step size Δt in coupled computation should be set suﬃciently small to
minimize the errors in determining the location of the photon when it crosses
the shock front.
Here, since the constraint in the time step is caused by the shock dis-
placement, it should not be considered in the shock rest frame because the
position of the shock front is always ﬁxed. Indeed, the comparison among
the diﬀerent α’s in the shock rest frame is shown in Fig. 6, and the angular
distributions with any α’s are in good agreement each other.
4.6. Eﬀect of Compton scattering
Here, we also examined the computation with Compton scattering by
employing the K-N cross-section and considering energy loss for the photons
with energy greater than 10 keV, and the cross-section for Thomson scatter-
ing was employed for the other photons. As in the earlier sections, we used
106 sample particles. The time interval Δt in the shock moving frames are set
as satisfying α ∼ 10−1, and the true position of the shock front is calculated
when a photon overtakes the shock wave, as in the Sec. 4.5. The spectrum
after transforming to the shock rest frame with Compton scattering is shown
in Fig. 10. The simulation results of all the frames agree each other even
with Compton scattering. The cut-oﬀ appears in the high-energy side, in
contrast to the case in which only Thomson scattering is considered, because
the high-energy photon loses its energy through the Compton scattering pro-
cess. An increase in the number of photons in the range of a few times of
102 keV results from the shift of the down-scattered photon losing its energy
down to the electron rest-mass energy. The readers can refer to Appendix B
for the details of the peak found at the electron rest-mass energy.
The angular distribution with Compton scattering transformed to the
shock rest frame is shown in Fig. 11. The property that a peak appears in the
backward direction at θ/π ∼ 0.9 along the z-axis is similar to that in the case
in which only Thomson scattering is considered. The angular distributions
after transforming to the shock rest frame with various Δt values are shown
in Fig. 12. The result with α ∼ 6 is signiﬁcantly diﬀerent from the others,
and the results with α ∼ 1, 0.4, 10−1, and 10−2 are in good agreement each
other. This means that the angular distribution is converged for α  1, and
the value of α to obtain a converged result is larger by about one order of
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magnitude than in the case in which only Thomson scattering is included.
This happens because the eﬀect of the K-N cross-section acting in the case
in which Compton scattering is considered. The variation in the ratio of
the total K-N cross-section, σKN , to the total cross-section for Thomson
scattering, σ0, depending on the photon energy is shown in Fig. 13. The
cross-section decreases as the photon energy increases. Therefore, the high-
energy photons are not scattered as frequent as their low-energy counterparts.
Thus, the mean free path in the case in which Compton scattering is included
is larger than that with only Thomson scattering. Consistently, the value of
Δt needed for obtaining a converged angular distribution is larger than that
with only Thomson scattering (see Eq. (22)).
Moreover, the distribution at the direction of ∼180◦ with respect to the
z-axis increases rapidly in Fig. 13. The ﬂow velocity in the shock rest frame
is along the negative direction of the z-axis, and the photons traveling along
the direction of the ﬂow (in this situation, the angle between the ﬂow velocity
and the direction of photon travel is small) have high energy, as indicated in
Eq. (6) for Ω · v/c ∼ 1. Therefore, the high-energy photons in the direction
of ∼180◦ with respect to the z-axis are not greatly scattered because of
the energy dependence in the K-N cross-section, and they can escape from
the computational domain while maintaining the direction. This is why the
angular distribution increases rapidly near the direction of 180◦. In order to
explore the relation of the direction with the energy of photons, the spectra
are plotted for photons in the directions of θ = 120◦, 150◦, and 180◦ with
respect to the z-axis, as shown in Fig. 14, where a bin of the direction angle
is 1◦. Photons with energy greater than a few MeV do not appear in the
cases of θ = 120◦ and 150◦, while many high-energy photons appear at ∼10
MeV in the case of θ = 180◦.
We also explored the above results through an analytical approach to
derive Figs. 13 and 16 from the analytical formula of the K-N cross-section
and Eq. (B.1). The relation between the direction angle of the incident
photon, θinc, and scattered photon, θscat, is illustrated in Fig. 15. Moreover,
the variation of the scattered photon energy in the CMF, E0,scat, with θinc +
θscat is shown in Fig. 16. The energy of the incident photon, Einc, is set at the
ﬁrst peak energy in Fig. 10, i.e., ∼3.6 keV. The critical value of θinc+θscat, for
which the scattered photon energy in the CMF steeply jumps, corresponds to
∼179.41◦, and energy after the jump exceeds 104 keV. Photons with direction
angles greater than this value are rarely scattered since the cross-section of
the photon that has energy exceeding 104 keV is close to zero, as shown in
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Fig. 13. The critical angle is almost in agreement with the angle at which
the angular distribution starts to rapidly increase in Fig. 11, which is found
as ∼178.18◦.
5. Eﬀect of smeared shock front
The eﬀect of the spatial resolution of background ﬂow-ﬁeld on the radia-
tive transfer computation was discussed in this section. The shock front is
inevitably smeared in hydrodynamics computation due to numerical diﬀu-
sion; then, we examined the signiﬁcance of the eﬀect on the emitted spec-
trum. Radiative transfer calculations were implemented for a ﬂow-ﬁeld with
a discontinuous shock wave and for one with an artiﬁcially smeared shock
wave for comparison.
5.1. Numerical modeling
The setting of the computational domain for the ﬂow-ﬁeld with the smeared
shock front is shown in Fig. 17, where τ value indicates the initial optical
depth. Computations were executed on a one-dimensional system with 105
uniform computational cells in the z-direction. The size of the computational
domain in the z-direction is 1012 cm, which corresponds to τ ∼ 2.2. All pho-
tons are initially placed at a single point immediately behind the shock wave.
The initial position of the shock front corresponds to τ ∼ 2. Only photons
initially emitted in the forward direction along the z-axis in the shock rest
frame are employed, and the others are omitted. Radiative transfer compu-
tations were implemented on the ﬂow-ﬁeld with both the discontinuous and
smeared shock front. In this computation, the inertial frame of interest is
the rest frame for the upstream ﬂow. Only photons that escape from the
forward boundary, that is, the photons that can overtake the shock front,
were sampled. The smeared shock front is set in the shock rest frame by
determining the density distribution as follows:
ρ =
⎧⎪⎨
⎪⎩
ρmax (z ≤ zsh(t)− δ/2)
1
2
(ρmax − ρmin)
[
1 + sinπ(zsh(t)−z)
δ
]
+ ρmin (zsh(t)− δ/2 < z ≤ zsh(t) + δ/2)
ρmin (z > zsh(t) + δ/2),
where zsh(t) and δ are the position of the shock wave at a certain time, t, and
shock width, respectively. The maximum value of the density, ρmax, and the
minimum value, ρmin, are associated by the Rankine–Hugoniot relations and
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are set as the downstream and upstream values shown in Table 1, respectively.
The distribution of the ﬂow velocity is determined as satisfying the equation
of continuity, [ρuz] = 0, where ρ is the density in the CMF and uz is the
four-velocity in the shock rest frame. The equation of continuity can be
transformed as follows: [
ρΓsv
i
]
= 0, (23)
where Γs and v
i are the Lorentz factor of the shock velocity and the three-
velocity, respectively. Therefore, the equation is simply expressed with the
density in the shock rest frame, ρs = ρΓs, and the three-velocity, v
i, without
the density transformed to the one in the CMF. The shock speed corresponds
to Γs ∼ 100. The initial distribution of density and ﬂow velocity in the shock
rest frame with a discontinuous shock wave are shown in Fig. 18 (a), and those
with a smeared shock wave are shown in Fig. 18 (b) with the shock width δ
corresponding to 4-computational-cell length.
5.2. Result of spectrum
We employed 105 sample particles and set Δt as satisfying α ∼ 10−1 in the
situation with Γa ∼ 100 of the earlier section; that is, ∼10−4 s. The spectrum
sampling the initially emitted photons and the one sampling the photons
escaped from the computational domain with the discontinuous shock wave
are shown in Fig. 19 (a), and those with the smeared shock wave are shown
in Fig. 19 (b). The smearing width of the shock wave is set to a 4-cell length.
Both the spectra sampling the escaped photons are diﬀerent from the initial
spectra. The high-energy photons of ∼1–10 MeV order form a power-law
curve whose index is positive in the case of the discontinuous shock wave,
while a power-law curve whose index is negative is formed in the case of
the smeared shock wave. High-energy photons over ∼10 MeV disappear in
both the cases since only photons that escape from the forward boundary are
sampled. Photons obtaining high energy via the bulk Compton scattering are
scattered to the backward boundary along the z-axis, and the photon with
energy greater than 10 MeV is rarely scattered any more since the scattering
cross-section is small, as shown in Fig. 13. Therefore, high-energy photons
escape from the backward boundary and cannot contribute to the spectra in
these cases.
The spectra with the discontinuous shock wave and smeared shock waves
with shock widths of 2-cell, 4-cell, and 6-cell length are shown in Fig. 20.
The spectrum in the case with the smeared shock wave has the negative-
index power-law in the high-energy side and becomes slightly steeper as the
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shock width increases because energy obtained via bulk Compton scattering
decreases. We discuss this eﬀect in the next section.
Actually, it is diﬃcult to use so many computational cells (105 cells in the
computational domain of 1012 cm) in practical multi-dimensional hydrody-
namics simulations. We used such a large number of computational cells to
show that the shock structure aﬀects the emitted spectrum even when such a
ﬁne computational mesh is used. If we have 10 or 100 times worse resolution,
the spectral changes depending on the shock width in the high-energy side
may be more remarkable.
5.3. Eﬀect of shock width
We explored the relation between the shape of the spectra and the shock
width. The initial distributions of optical depth per cell, Δτ , and the Lorentz
factor of the ﬂow velocity in the OBF with the discontinuous shock wave are
shown in Fig. 21 (a), and those with the smeared shock wave are shown in
Fig. 21 (b). The optical depth is an indicator of the probability of scattering,
and the Lorentz factor is an indicator of energy obtained via bulk Compton
scattering. For obtaining energy via bulk Compton scattering and traveling
toward the observer, photons should be emitted at the downstream side of
the shock wave, then scattered at the upstream side to the backward direc-
tion, and scattered again at the downstream side to the forward direction.
Therefore, the optical depth is required to be rather large around the ﬂow ve-
locity jump. The optical depth in the case with the discontinuous shock wave
is greater than that in the case with the smeared shock wave immediately
behind the velocity jump. Photons are rarely scattered at the downstream
side in the case with the smeared shock wave, in contrast to the case with
the discontinuous shock wave; consequently, high-energy photons traveling
to the forward boundary decrease.
Since the structure of the shock wave can considerably aﬀect the radia-
tive transfer computation in even the one-dimensional background ﬂow-ﬁeld,
we should also consider the eﬀect in the radiation-hydrodynamics coupled
computation. We implemented the coupled computation neglecting the radi-
ation back reaction and discussed in Appendix C about the diﬀerence of the
spectral feature from that in the model computations shown in this section.
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6. Conclusion
Radiative transfer computation in the ultra-relativistic ﬂow-ﬁeld was val-
idated as the preliminary study for the coupled computation of the radia-
tive transfer and relativistic hydrodynamics with the appropriate simulation
conditions in the present paper. We have developed a three-dimensional ra-
diative transfer code for the ultra-relativistic background ﬂow-ﬁeld by using
the MC technique, and some test calculations were implemented.
We performed the radiative transfer computations in three diﬀerent in-
ertial frames in which the apparent Lorentz factor of the shock speed, Γa, is
1, 10, and 100 and compared the simulation results in the same frame. The
angular distributions computed with diﬀerent Δt values showed that the sim-
ulation result was converged with suﬃciently small Δt. The value of Δt that
resolves the mean free path into ten steps was the suﬃcient condition for
obtaining thoroughly converged results. The value of Δt tested in this paper
is appropriate for only the case without including the radiation back-reaction
on the ﬂow-ﬁeld. In the case with radiation back-reaction, the time step for
updating the ﬂow-ﬁeld will be smaller. In a fully coupled radiation hydro-
dynamics simulation, energy-momentum is extracted out of hydrodynamic
cells and carried away by photons. Thus, the energy (or pressure) of the cells
may become negative unless a suﬃciently small time step is employed. In
optically thick regions of the ﬂow-ﬁeld, this restriction can be so tight and
an implicit or partly-implicit time integration algorithm would be needed.
The spectra computed in each inertial frame showed that the peak energy
was shifted to the high-energy side as the ﬂow velocity increases because of
the Doppler eﬀect. The spectra transformed from each frame to the shock
rest frame were in good agreement, validating the transformation among the
diﬀerent frames in the ultra-relativistic regime. The spectra were in better
agreement on considering the true position of the shock front when photons
crossed the shock wave. The spectra with Compton scattering had peak
energy at a few times of 102 keV because photons were scattered and lost
their energy down to the electron rest mass energy. The angular distribution
with Compton scattering showed a rapid increase along the direction of∼180◦
with respect to the z-axis. The K-N cross-section decreases with the increase
in the photon energy, and the photons traveling toward the direction of 180◦
had high energy; then, these photons escaped from the computational domain
without scattering any more. With Compton scattering, Δt for obtaining
the converged angular distribution was larger than that in the situation with
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only Thomson scattering because of the energy dependence of the K-N cross-
section. Therefore, the constraint of Δt may be relaxed in the case that both
of Thomson and Compton scatterings are considered.
We assessed the eﬀect of the spatial resolution of the background ﬂow-
ﬁeld on the radiative transfer computation. Radiative transfer was computed
in scenarios with a discontinuous and an artiﬁcially smeared shock fronts,
and the simulation results were compared. High-energy photons with 1–10
MeV order decreased in the scenario with the smeared shock front compared
to that with the discontinuous shock front. The optical depth immediately
behind the shock wave was smaller with the smeared shock front compared to
that with the discontinuous shock front, and photons that obtain high energy
through bulk Compton scattering and travel to the observer decreased. The
structure of the shock wave aﬀected the radiation transport even in the one-
dimensional computation. In the one-dimensional models presented here,
we have employed 105 hydrodynamical cells to accurately compute the high-
energy tail of the spectrum; however, it is diﬃcult to employ so many cells per
dimension in multi-dimensional simulation. Extending the method proposed
here to more than one dimension is handicapped by the huge numerical
resolution. This is a future work toward the multi-dimensional computation.
Some test calculations were performed for validating the radiative transfer
computation on the ultra-relativistic background ﬂow-ﬁeld as the preliminary
study for the coupling computation of MC radiation transport with relativis-
tic hydrodynamics. In the future, we try to combine the developed code in
this paper with relativistic hydrodynamics simulation to achieve radiative
transfer computation on the time-dependent ultra-relativistic ﬂow-ﬁeld in-
volving the radiation feedback to the ﬂow-ﬁeld and ﬁrstly perform some test
computations restricted to some regions in the ﬂow-ﬁeld.
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Figure 1: Problem of photon transfer in an ultra-relativistic ﬂow-ﬁeld. (a) A photon keeps
traveling without being caught by the shock front in the situation with smaller Δt, and
(b) a photon is overtaken by shock front because of an excessively large Δt.
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Figure 2: Setting of a one-dimensional shock wave in the shock rest frame.
Figure 3: Flow velocities and shock speed in each inertial frame. Thick and thin arrows
denote ﬂow velocities and shock speed, respectively.
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Figure 4: Angular distributions after transforming to the shock rest frame with various
Δt values. (a) Γa = 10 frame and (b) Γa = 100 frame.
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Figure 5: Relative diﬀerences between two distributions with diﬀerent α values. (a) Γa =
10 frame and (b) Γa = 100 frame.
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Figure 6: Angular distributions with various Δt values in the shock rest frame.
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Figure 7: (a) Spectra in each inertial frame and (b) spectra after transforming to the shock
rest frame.
30
Figure 8: Positions of a photon and computational grids.
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Figure 9: Spectra after transforming to the shock rest frame obtained by analytically
setting the true position of the shock front.
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Figure 10: Spectra after transforming to the shock rest frame with Compton scattering.
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Figure 11: Angular distribution after transforming to the shock rest frame with Compton
scattering.
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Figure 12: Angular distributions after transforming to the shock rest frame with various
Δt values with Compton scattering (Γa = 10).
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Figure 13: Variation of the K-N cross-section depending on the photon energy.
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Figure 14: Spectra separated in each direction angle.
Figure 15: Relation between direction angles of the incident photon and scattered photon.
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Figure 16: Variation of the scattered photon energy in the CMF versus θinc + θscat.
Figure 17: Setting of the smeared shock front.
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Figure 18: Initial density and ﬂow-velocity distributions in the shock rest frame with
(a) the discontinuous shock front and (b) smeared shock front with the shock width δ
corresponding to 4-computational-cell length.
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Figure 19: Initial and escaped spectra with (a) the discontinuous shock front and (b)
smeared shock front with the shock width δ corresponding to 4-computational-cell length.
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Figure 20: Spectra with discontinuous shock wave and smeared shock waves with three
diﬀerent shock widths.
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Figure 21: Initial distributions of optical depth and ﬂow velocity with (a) the discontinuous
shock front and (b) smeared shock front.
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Appendix A. Convergence test for only photons traveling to the
observer
We computed the spectrum equivalent to Fig. 7 but only for photons that
would reach an observer. The observer was assumed to be at the upstream
side of the shock wave and far enough away from the shock front. Therefore,
we sampled only photons escaped from the forward boundary of the compu-
tational domain. That is, photons moving at an angle < 90◦ with respect to
the shock normal propagation direction were sampled. The spectrum result
has larger statistical errors than that for all photons. We compared the result
with that for 10 times larger number of photons (107 particles) and smaller
number of photons (105 particles) as shown in Fig. A.22. The spectrum for
105 particles has large statistical errors in the high-energy side, and the con-
vex feature is not clear in the range of 102−104 keV. Although the spectrum
for 106 particles has somewhat statistical errors, the convex feature can be
found in the high-energy side. The spectrum for 107 particles is better con-
verged. Thus, more than 107 particles may be needed for obtaining a realistic
observed spectrum.
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Figure A.22: Spectra of escaped photons traveling in the direction to the observer.
43
Appendix B. Energy peak formed by Compton scattering
The peak in the range of ∼102 keV in Fig. 10 is formed due to the down-
scattered photons from the high-energy side. The separated spectra depend-
ing on the photon traveling path across the shock wave are shown in Fig. B.23.
The word of ‘stay’ in the legend denotes the spectrum for the photons staying
in the downstream side from emission to escape out from the computational
boundary. Similarly, the word of ‘one way’ denotes the spectrum for the
photons traveling from the downstream side to the upstream side crossing
the shock wave once, ‘round trip’ denotes that the photons travel from the
downstream side to the upstream side and subsequently from the upstream
side to the downstream side crossing the shock wave twice, and ‘others’ de-
notes the other photons. The spectrum of ‘stay’ is not signiﬁcantly diﬀerent
from the initial emitted spectrum; however, that of ‘one way’ is shifted to
the high-energy side due to bulk Compton scattering. Moreover, the spec-
trum of ‘round trip’ has the peak at ∼102 keV since the high-energy photons
produced in the upstream side are carried back to the downstream side and
Compton scattered several times losing their energy down to the electron
rest mass energy.
The photon energy after scattering in the CMF, E ′0, is calculated as fol-
lows:
E ′0 =
E0
1 + E0
mec2
(1− cos Θ) . (B.1)
The second term in the denominator in the right-hand side is predominant
when the photon energy is larger than the electron rest mass energy, mec
2;
consequently, the photon energy after scattering decreases. In contrast, when
the photon energy is smaller than mec
2, this term becomes negligible and the
photon energy after scattering is not noticeably changed from the incident
energy. Therefore, the photon with high energy loses its own energy through
several scattering processes down to ∼mec2, and if its energy falls less than
mec
2, the photon energy is unchanged any more.
The ﬂow velocity in the downstream side in the shock rest frame is not
highly relativistic, so the photon energy corresponding to the electron rest
mass ∼0.5 MeV in the CMF is not so diﬀerent from that in the shock rest
frame. Therefore, most of the photons that have high energy after expe-
riencing bulk Compton scattering in the upstream side and carried to the
downstream side hold energy of ∼102 keV.
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In order to show that the peak energy is located at ∼102 keV under any
condition, the spectra with diﬀerent temperatures are shown in Fig. B.24.
Here, Tc denotes criterial temperature. The position of the ﬁrst peak energy
in the left hand is shifted to the higher energy side by one order of magnitude
as the temperature increases by one order of magnitude (from (a) to (c)).
However, the peak of ∼102 keV remains since the peak position is determined
by the photon energy corresponding to the electron rest mass, and the photon
energy is unchanged as long as being calculated in the same inertial frame.
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Figure B.23: Separated spectra depending on the photon traveling path across the shock
wave.
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Figure B.24: Spectra with diﬀerent temperatures. (a) Spectrum with hundredth part of
the criterial temperature, Tc, (b) spectrum with tenth part of Tc, and (c) spectrum with
Tc.
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Appendix C. Post-processed radiative transfer computation of rel-
ativistic hydrodynamics simulation
It is challenging task to reproduce the shock wave with Γs = 100 in nu-
merical simulation with any numerical schemes. So, for developing the rela-
tivistic radiation hydrodynamics code, it is necessary to develop not only the
MC radiative transfer code but also hydrodynamics simulation code which
is appropriate for high Γs; however, it is out of the scope for this article,
and we show the result of radiative transfer computation on the relativistic
hydrodynamical ﬂow-ﬁeld with Γs = 100 only as a guide.
We performed post-processed computation of the MC radiative transfer
on the time-dependent ﬂow-ﬁeld with relativistic hydrodynamics computa-
tion but no feedback from interaction of photon with ﬂow-ﬁeld matter. Rela-
tivistic hydrodynamics simulation code was the same as that in the previous
work [17]. Hydrodynamics simulation was performed in advance, and radia-
tive transfer was computed as a post-process. The computation was con-
ducted on a one-dimensional system with 105 uniform computational cells
in the z-direction using 105 sample particles for comparison with the model
computations presented in Sec. 5. The initial conditions were the same as
shown in Table 1 obtained by analytically solving R-H relations, and the
velocities were transformed from the shock rest frame to the shock moving
frame with Γs = 100. The shock front was initially located near the left
boundary. The computation was terminated when the shock front reaches
at the right boundary. The distributions of optical depth and Lorentz fac-
tor of the ﬂow velocity in the hydrodynamical ﬂow-ﬁeld at a certain time of
t = 0.01 s are shown in Fig. C.25. The smeared shock front is similar to that
in the modeled ﬂow-ﬁeld as shown in Fig. 18 (b).
Fig. C.26 shows the photon spectrum produced for two types of models.
Models labeled with “model with discontinuous shock” and “model with
smeared shock” refer to calculations in which the modeled background ﬂow-
ﬁeld is set up as in Sec. 5. The time interval for updating the ﬂow-ﬁeld
in the model computations are set as satisfying α ∼ 10−1 in the situation
with Γa = 100 in Sec. 4.3; that is, Δt ∼ 10−4 s. The other spectrum of
Fig. C.26 corresponds to post-processed radiative transfer computation of
relativistic hydrodynamics simulation in which the background ﬂow-ﬁeld is
evolved employing the hydrodynamical time step Δt; namely, Δt ∼ 10−3 s.
We note that the value of the hydrodynamical time step is larger by one
order of magnitude than in the model computations shown in Sec. 5. The
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reason to set such large value of Δt is to limit the computational cost. The
spectrum in the high-energy side has the positive-index power-law in the
model computation with the discontinuous shock front, while the negative-
index power-law appears in the model computation with the smeared shock
front. The negative power-law slope becomes steeper as the shock width
increases because bulk Compton scattering rarely occurs as mentioned in
Sec. 5.3. In the hydrodynamics computation, since the shock width becomes
wider due to numerical diﬀusion as time advances, the high-energy photons
further decrease. The spectrum obtained from the post-processed simulation
has the small number of photons in the high-energy side, and this feature is
consistent with the model computations.
In the numerical simulation, the ﬂow-ﬁeld cannot keep a single shock
structure even when the initial conditions obtained by analytically solving
R–H relations are employed. The R–H equations are the relation that links
between the upstream and downstream sides of the shock wave. So, if the
ﬂow-ﬁeld structure is calculated analytically with the same initial conditions,
it can keep a single shock structure. This diﬀerence between analytical solu-
tion and numerical one is caused by using the approximate Riemann solver
in the numerical simulation. Therefore, the ﬂow-ﬁeld evolves to the Riemann
problem as shown in Fig. C.25. The realistic ﬂow-ﬁeld developing with time
cannot be represented by the simple model ﬂow-ﬁeld. So, the shock structure
in our model ﬂow-ﬁeld corresponds to a snapshot of the ﬂow-ﬁeld computed
by hydrodynamics computation at an early time. For the above reason, there
is the lag between two jumps of the optical depth and the velocity as shown
in Fig. C.25. The optical depth goes up in the region which already reaches
the terminal (downstream) velocity where the velocity does not signiﬁcantly
change. So, a large number of photons cannot experience the diﬀerence in
the bulk Lorentz factor in the two scattering positions. This should kill lots
of the high energy photons produced by the bulk Compton scattering which
can be produced in the model computation with the discontinuous shock
front.
Therefore, radiation hydrodynamics computation with coarse computa-
tional grids resulting in the expanded shock width and with the lag between
the optical depth and the velocity jumps cannot produce a lot of high-energy
photons due to less bulk Compton scattering. The eﬀect of the simulation
condition on the spectrum is sustained in the result of the test calculation
performed in this paper.
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Figure C.25: The distributions of optical depth and Lorentz factor of the ﬂow velocity in
the hydrodynamical ﬂow-ﬁeld at a certain time of t = 0.01 s.
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Figure C.26: Comparison of spectra obtained from post-processed radiative transfer com-
putation in time-dependent background ﬂow-ﬁeld by relativistic hydrodynamics simulation
with spectra obtained in the model computation. The models include both discontinuous
and smeared shock fronts.
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