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Kapitel 1
Einleitung
1.1 Moderne Konzepte der Kommunikation
Der Informationsbedarf in der modernen Industriegesellschaft sowie die zunehmende Glo-
balisierung der Wirtschaft erfordern Informationsﬂu¨sse, die an Umfang stetig zunehmen.
Dabei steigert sich nicht nur die Menge der zu u¨bertragenden Informationen, damit verbun-
den wachsen auch die Distanzen, die zu u¨berwinden sind. Mit der Entwicklung des Lasers
wurde in den 60er Jahren des vorigen Jahrhunderts die Mo¨glichkeit ero¨ﬀnet, den Grenzen
elektronischer Systeme die vielfa¨ltigen Vorteile koha¨renten Lichtes entgegenzusetzen. Super-
positionierbarkeit vieler Wellenla¨ngen, hohe Informationsdichte aufgrund sehr kleiner Wel-
lenla¨ngen und Ausbreitung der Information mit Lichtgeschwindigkeit schienen einen U¨ber-
ﬂuss an U¨bertragungskapazita¨t zu garantiereren. Prognosen zeigen jedoch, dass sich der
U¨bertragungsbedarf pro Faser in den Kernnetzen auf u¨ber 50TBit/s steigern wird. In der
Vergangenheit wurden mehrere Konzepte entwickelt, diesem steten Anwachsen gerecht zu
werden.
Dabei spielten Glasfasern als Medium der Lichtausbreitung eine entscheidende Rolle. So
mussten Materialeigenschaften wie vor allem Absorption und chromatische Dispersion kom-
pensiert werden. Mit der Einfu¨hrung der Ein-Moden Faser (single-mode ﬁber) konnten die
Verluste in der Faser soweit reduziert werden, dass nur noch Rayleigh-Streuung und Mate-
rialresonanzen die Da¨mpfungseigenschaften bestimmten [1, 2]. Im Bereich der Wellenla¨ngen
um 1300nm und 1550nm besitzt die Faser zwei Transmissionsfenster, in denen eine Impuls-
ausbreitung u¨ber viele Kilometer mo¨glich ist. Der U¨bergang vom Wellenla¨ngenbereich am
Dispersionsnullpunkt zu Wellenla¨ngen um 1550nm ermo¨glichte aufgrund der sehr niedrigen
Verluste und der verfu¨gbaren Faserversta¨rker, sog. Erbium Doped Fiber Ampliﬁer (EDFA),
eine Steigerung der U¨bertragungskapazita¨t. Die Grenzen der linearen Ausbreitung waren
jedoch erreicht, als die chromatische Dispersion eine Verringerung der Impulsbreite, die zur
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Abbildung 1.1: Meilensteine der U¨bertragungskapazita¨t von Glasfasern in GBit/s×km (nach [3])
Steigerung der Bitrate no¨tig ist, nicht zuließ. Aufgrund der großen Impulsbreiten war es
no¨tig, mit niedrigen Spitzenleistungen zu arbeiten, wodurch das Signal-Rauschverha¨ltnis
stark verringert wurde. Andernfalls fu¨hrten die hohen Leistungen sich u¨berlagernder Impul-
se zum Auftreten des nichtlinearen Kerr-Eﬀektes. Der U¨bergang zu nichtlinearen Kompen-
sationsmechanismen ermo¨glichte die Verwendung von Solitonen [4–7], welche im Idealfall
konservativer Ausbreitung durch eine Kompensation von anormaler Dispersion und Kerr-
Nichtlinearita¨t der Faser existieren ko¨nnen [8, 9]. Sie stellen die geschlossenen Lo¨sungen der
nichtlinearen Schro¨dingergleichung dar, einem integrablen System ohne Gewinn und Ver-
luste [10]. Aufgrund der nichtlinearen Natur des Solitons war eine lineare Superpositionie-
rung einzelner Impulse nicht mehr mo¨glich. Eﬀektiv begrenzt die Wechselwirkung zwischen
Solitonen die Ausbreitungsla¨nge [11–20]. Mit der Mo¨glichkeit, die Dispersionseigenschaften
optischer Fasern zu bestimmen, gewann das Konzept der Dispersionskompensation durch
das sog. Dispersionsmanagement an Bedeutung [21, 22]. Es ermo¨glicht, Informationen in
mehreren Wellenla¨ngenkana¨len parallel zu kodieren [23]. Im linearen Regime ist jedoch eine
genaue Kontrolle der Einzelkana¨le no¨tig, da ein stabilisierender Mechanismus fehlt. Dieses
Verfahren ist ebenfalls anfa¨llig gegenu¨ber Vierwellenmischung [24] und Polarisationsmoden-
dispersion. Eine mo¨gliche Erweiterung des Ansatzes der Dispersionskompensation besteht in
der Verknu¨pfung mit dem Konzept des Solitons [25–27]. Dabei wird die Gesamtdispersion
nicht auf Null kompensiert und damit eine Solitonausbreitung ermo¨glicht, wobei jedoch die
spektrale Eﬃzienz sinkt. Außerdem ist die Ausbreitungsdistanz sehr stark an die Qualita¨t
der Signalquelle sowie die strenge Periodizita¨t der kompensierenden Abschnitte gebunden.
Eine ga¨nzlich andere Welt ero¨ﬀnet sich bei der Nutzung von Halbleiterversta¨rkern (SOA).
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Sie erlauben, im Gegensatz zu Erbium-Faserversta¨rkern, eine Wahl der Wellenla¨nge im Be-
reich von 800nm bis zu 1500nm und haben ein sehr breites Versta¨rkungsspektrum. Diese
Eigenschaft gewann besondere Bedeutung, seitdem es mo¨glich ist, Fasern mit sehr niedri-
ger Absorption im gesamten Wellenla¨ngenbereich von 1300nm bis 1600nm herzustellen [28].
Halbleiterversta¨rker ko¨nnen aber auch bereits am Dispersionsnullpunkt der Standardfasern
genutzt werden [29–36]. Außerden sind sie sehr einfach integrierbar und ko¨nnen im Gegensatz
zu Erbiumversta¨rkern direkt elektrisch gepumpt werden.
Die Eigenschaften von Halbleiterversta¨rkern, namentlich ihre niedrigen Sa¨ttigungsener-
gien, lange Erholzeiten und starke Selbstphasenmodulation [37] ko¨nnen neben der U¨bertra-
gung von Information auch zur optischen Signalverarbeitung genutzt werden, beispielsweise
zum Schalten [38], Multiplexen und Demultiplexen [39] zeitlich u¨berlagerter Kana¨le (Time-
Division-Multiplexing [40]) und zur Wellenla¨ngenwandlung [41,42].
Fu¨r die optische Signalu¨bertragung u¨ber lange Distanzen ergeben sich beim Einsatz von
SOAs jedoch Probleme aufgrund des starken Rauschens dieser Elemente [41, 43, 44]. Die
bisher erreichte maximale Distanz lag fu¨r eine solche U¨bertragungsstrecke im Bereich von
unter 2000km [45,46].
Eine bereits ha¨uﬁg vorgeschlagene Methode, die Eigenschaften des Halbleiterversta¨rkers
zu erga¨nzen bzw. zu verbessern, ist der Einsatz von sa¨ttigbaren Absorbern (SA) [47–50].
Sie dienen besonders der Reduktion des starken Rauschens, welches durch den Halbleiter-
versta¨rker hervorgerufen wird [43, 44, 51, 52]. Sa¨ttigbare Absorber (SA) bieten einen nicht-
linearen Absorptionsmechanismus, der den Rauschhintergrund gegenu¨ber dem Signal stabi-
lisiert und damit ein Anwachsen des Rauschens verhindert. Aufgrund dieser Eigenschaften
werden sie bereits zur Pulsation von Halbleiterlaserquellen benutzt [53–59]. Neben nichtline-
aren Faserschleifen, die mit Hilfe asynchroner energieabha¨ngiger Phasenverschiebungen einen
solchen Absorptionsmechanismus fu¨r unkorreliertes Rauschen erzeugen [60–64], existiert die
Mo¨glichkeit, modiﬁzierte Halbleiterversta¨rker als Absorber einzusetzen. Sie lassen sich, an-
gelehnt an den Fabrikationsprozess von Halbleiterversta¨rkern, sehr einfach herstellen [65,66].
Ihre absorptiven Eigenschaften ko¨nnen durch die Wahl des Pumpstroms bestimmt werden.
Dabei kann man auf ein Pumpen zum Beispiel ga¨nzlich verzichten oder gar mit Gegenspan-
nung arbeiten [67]. Im Idealfall la¨sst sich ein Halbleiterchip in zwei Sektionen aufteilen, die
als Versta¨rker und Absorber in einem Modul funktionieren und damit ein Ho¨chstmaß an
Integration bieten. Der Prototyp eines solchen Moduls, welcher von der Arbeitsgruppe von
Herrn Prof. Weber des Heinrich-Hertz-Instituts, Berlin zur Verfu¨gung gestellt wurde, konnte
im Rahmen der begleitenden Experimente genutzt werden.
Der Einsatz von Halbleiterversta¨rkern und sa¨ttigbaren Absorbern erfordert jedoch eine
3
besondere Beachtung ihrer nichtlinearen Eigenschaften. Wa¨hrend U¨bertragungsstrecken auf
der Basis von EDFAs mit Hilfe gemittelter Modelle [68] sehr gut als konservative Systeme
beschrieben werden ko¨nnen, erfordert der nichtlineare Versta¨rkungs- und Absorptionsme-
chanismus von SOA und SA eine Anpassung der Modellierung des Systems. So kann die
Dissipation, die hier in Form von nichtlinearer Versta¨rkung und Absorption auftritt, nicht
mehr als kleine Sto¨rung betrachtet werden. Wir gehen daher von einer gemittelten Beschrei-
bungsweise, wie sie zum Beispiel die Ginzburg-Landau-Gleichung darstellt [69], zu Methoden
u¨ber, die die Anordnung der Elemente beru¨cksichtigen. Besonders wichtig ist dies im Falle
nichtlinearer Verluste, wie sie in einem System mit sa¨ttigbaren Absorbern vorkommen.
Auch im Regime nichtlinear-dissipativer Signalsausbreitung existieren stationa¨re Struk-
turen, die durch die Kompensation von nichtlinearer Versta¨rkung und (nicht-)linearer Ab-
sorption entstehen [58,70–74]. In Analogie zum Soliton im konservativen Fall verwendet man
fu¨r diese lokalisierten Lo¨sungen den Begriﬀ dissipatives Soliton oder Autosoliton [50,70,73].
1.2 Ziel der Arbeit
Die Nutzung des Potenzials von Halbleiterversta¨rkern in U¨bertragungsstrecken im Verbund
mit sa¨ttigbaren Absorbern erfordert eine detaillierte Untersuchung der Wirkungsweise und
des Einﬂusses der nichtlinear-dissipativen Eigenschaften dieser Elemente im Zusammenspiel
mit Faser- und Filtereﬀekten. Wir wollen eine systematische Analyse der Signalausbreitung
vornehmen, die sich auf die Existenz und Stabilita¨t stationa¨rer Lo¨sungen des Systems kon-
zentriert. Dabei soll im Vergleich zwischen Strecke mit und ohne Absorber auf die U¨ber-
tragungsformate Return-to-Zero (RZ) und No-Return-to-Zero (NRZ) eingegangen werden.
Parallel durchgefu¨hrte Experimente dienen dem Vergleich mit unseren Ergebnissen.
Da die bisherige Beschreibung solcher Systeme weitestgehend mit Hilfe gemittelter Mo-
delle geschah [48, 49, 75–77], wollen wir neue Methoden entwickeln, die dem diskreten Cha-
rakter der U¨bertragungstrecke und dem großen Einﬂuss der nichtlinearen Dissipation gerecht
werden. Diese werden im Kapitel
”
Untersuchungen zur U¨bertragungsstrecke ohne sa¨ttigbare
Absorber“ eingefu¨hrt und ihre Ergebnisse werden mit denen aus der Literatur bekannten Re-
sultaten verglichen. Generell sind unsere Methoden an die periodische Struktur von einzeln
nacheinander angeordneten Elementen orientiert. So beschreiben wir die Ausbreitung der
Signale und Sto¨rungen mit Hilfe von Matritzen. Außerdem machen wir uns die Eigenschaft
dissipativer Systeme zu Nutze, dass die charakteristischen Gro¨ßen der stationa¨ren Lo¨sungen
durch die Parameter ﬁxiert sind. Wir betrachten beispielsweise ein auf die Signaleigenschaf-
ten Energie und Frequenz reduziertes System, um nach stationa¨ren Lo¨sungen zu suchen und
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deren Stabilita¨t zu pru¨fen.
Im anschließenden Kapitel nutzen wir diese Methoden, eine U¨bertragungsstrecke mit
sa¨ttigbaren Absorbern zu untersuchen und erwarten einen tiefen Einblick in die besonderen
Eigenschaften eines dissipativen Systems mit einer Kombination konkurrierender Nichtline-
arita¨ten.
Die Entwicklung des Rauschens in der U¨bertragungsstrecke soll genau betrachtet werden.
Rauschen fu¨hrt als Signalhintergrund im Falle einer U¨bertragung ohne nichtlinearen Ab-
sorptionsmechanismus zur Zersto¨rung des Signals. Um bestmo¨gliche Ergebnisse erzielen zu
ko¨nnen, wollen wir den Stabilisierungsmechanismus der Versta¨rker-Absorber-Kombination
genau untersuchen.
Das fu¨hrt uns direkt zu cw-Signalen. Im Falle der trivialen Lo¨sung spiegeln sie das Ver-
halten des Rauschens wider. Eventuelle nichttriviale Lo¨sungen bilden Teile von sehr langen
NRZ-Impulsen. Diese sind besonders anfa¨llig gegenu¨ber Modulationsinstabilita¨ten, die wir
daher mit Hilfe eines neu aufgestellten Matrixformalismus untersuchen wollen. Dabei ist
es uns mo¨glich, eventuelle resonante Instabilita¨ten aufzuspu¨ren, deren Ursachen in der dis-
kreten Natur des Aufbaus der U¨bertragungsstrecke liegen. Die Eigenschaften von Fronten,
die im Falle langer NRZ-Impulse die Vorder- und Ru¨ckﬂanken des Signals bilden, werden
im Zusammenhang mit der Solitonenu¨bertragung untersucht, da sie einer eigenen Dynamik
unterliegen.
Unser Hauptaugenmerk gilt der Suche nach stationa¨ren Lo¨sungen im Falle dissipati-
ver Solitonen und deren Stabilita¨t bei der Ausbreitung. Ihre Eigenschaften unterscheiden
sich von denen ihrer konservativen Vorbilder. Daher stellen sich Fragen nach der Existenz
und Stabilita¨t von Grund auf neu [78]. Da dissipative Solitonen im Gegensatz zum Regime
des konservativen Grenzfalls keine Familien bilden, sondern vollsta¨ndig von Systemparame-
tern festgelegt sind, werden Existenzbereiche und Abschnitte stabiler Ausbreitung ebenfalls
stark von diesen Parametern abha¨ngen. Dominanz erwarten wir dabei von den zeitlichen
und sa¨ttigungsbedingten Eigenschaften des Versta¨rker-Absorber- Moduls. Die Untersuchung
der Stabilita¨t der Solitonen soll sowohl den einzelnen Impuls als auch die Ausbreitung von
Impulszu¨gen einbeziehen. Letzteres erfolgt unter dem Gesichtspunkt der Bitraten, die u¨ber-
tragen werden ko¨nnen.
1.3 Aufbau der Arbeit
Nach der Einleitung sollen im folgenden Kapitel die Grundgleichungen hergeleitet werden,
die wir zur Beschreibung der Systemelemente beno¨tigen. Nach einer kurzen Einfu¨hrung der
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Signalformate NRZ und RZ folgt das Kapitel
”
Untersuchungen zur U¨bertragungsstrecke
ohne sa¨ttigbare Absorber“. Hier werden, beginnend mit unmodulierten cw-Signalen, stati-
ona¨re Lo¨sungen gesucht und deren Stabilita¨t gegenu¨ber modulierten Sto¨rungen untersucht.
Im zweiten Teil betrachten wir Solitonen, deren Existenzgebiete und Stabilita¨t. Im Anschluss
daran folgt ein Abschnitt, in dem wir die Dynamik eines aus a¨quidistanten Impulsen beste-
henden Solitonenzuges untersuchen und sowohl zu analytischen Ausdru¨cken fu¨r stationa¨re
Energien als auch zu einem Kriterium fu¨r die maximal u¨bertragbare Bitrate in einem solchen
System kommen. Die Betrachtung der mo¨glichen stationa¨ren Energieniveaus einer zufa¨lligen
Bitfolge bildet den Abschluss des Kapitels.
Im darauf folgenden Kapitel
”
U¨bertragungsstrecke mit sa¨ttigbaren Absorbern“ werden
die Betrachtungen auf die Kombination von Versta¨rker und Absorber ausgedehnt. Der Su-
che nach stationa¨ren cw-Lo¨sungen und der Analyse ihrer Stabilita¨t folgt eine ausfu¨hrliche
Untersuchung des Verhaltens eines durch stete Injektion gefu¨tterten Rauschsignals und die
Herleitung von Kriterien fu¨r dessen Stabilisierung. Dann widmen wir uns wiederum den
dissipativen Solitonen. Der Suche nach Instabilita¨ten der gefundenen Lo¨sungen folgt eine
Betrachtung der Fronten von NRZ-Impulsen, die einer besonderen Dynamik unterliegen.
Die anschließenden Untersuchungen haben das Verhalten von regula¨ren und irregula¨ren Im-
pulszu¨gen zum Thema. Abschließend wird der Einﬂuss der Dispersion auf die Existenz und
das Verhalten der stationa¨ren Lo¨sungen dargestellt. Eine Zusammenfassung beschließt die
Arbeit.
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Kapitel 2
Grundgleichungen und Elemente der
U¨bertragungsstrecke
2.1 Theorie der Ausbreitung elektromagnetischer Fel-
der in Wellenleitern unter Beru¨cksichtigung nicht-
resonanter und resonanter Nichtlinearita¨ten
2.1.1 Maxwellgleichungen, Moden des elektromagnetischen Fel-
des
Das Verhalten elektromagnetischer Felder wird mit Hilfe der Maxwellgleichungen beschrie-
ben. Dabei werden das elektrische und das magnetische Feld durch die dreidimensionalen
Vektoren E, H repra¨sentiert. Deren Komponenten sind im Allgemeinen vom Ort r und der
Zeit t abha¨ngig:
∇× E = −∂
B
∂t
, (2.1)
∇× H = J + ∂
D
∂t
, (2.2)
∇ · D = ρ, (2.3)
∇ · B = 0. (2.4)
Der Operator ∇ hat die Gestalt (∂/∂x, ∂/∂y, ∂/∂z), die Verknu¨pfungen × und · stehen fu¨r
Kreuz- und Skalarprodukt der Vektoren. Die dielektrische Verschiebung D und die magne-
tische Flussdichte B sind durch die Materialgleichungen
D = 0 E + P , (2.5)
B = µ0
(
H + M
)
(2.6)
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mit den Feldern verknu¨pft. Die Koeﬃzienten 0, µ0 sind die Dielektrizita¨tskonstante und die
Permeabilita¨t im Vakuum. Wa¨hrend die Magnetisierung M in der Optik im Allgemeinen nur
eine untergeordnete Rolle spielt, kann die Polarisation P genutzt werden, den Zusammenhang
zwischen eingestrahltem Feld und der Reaktion des Materials zu beschreiben. Im Falle der
von uns betrachteten optischen Systeme treten Ladungstra¨ger ρ als Quellen des elektrischen
Flusses nicht auf. Des Weiteren nehmen wir an, dass kein makroskopischer Strom ﬂießt und
die Stromdichte J verschwindet. Durch Rotationsbildung von (2.1) und Einsetzen von (2.2)
gelangen wir zur Wellengleichung
∇×∇× E(r, t) + 1
c2
∂2 E(r, t)
∂t2
+ µ0
∂2 P (r, t)
∂t2
= 0. (2.7)
Dabei wurde die Deﬁnition 0µ0 = c
−2 genutzt. Durch Fouriertransformation
Fˆ
[
E(r, t)
]
(r, w) =
1
2π
∞∫
−∞
dt E(r, t)eiωt
= E(r, ω)
gelangt man zur Darstellung von (2.7) im Frequenzraum:
∇×∇× E(r, ω) = ω
2
c2
(
E(r, ω) + 1
0
P(r, ω)
)
. (2.8)
Die kalligraphisch dargestellten Gro¨ßen sind die Fouriertransformierten, es gilt E(r, ω) =
Fˆ
[
E(r, t)
]
, P(r, ω) = Fˆ
[
P (r, t)
]
.
Nachdem wir die Ausbreitung des Feldes mit Hilfe der Gleichung (2.8) beschreiben
ko¨nnen, soll nun die Geometrie der betrachteten Wellenleiter ausgenutzt werden. Bei Trans-
lationsinvarianz, die in unserem Falle in der Ausbreitungsrichtung z vorliegt, kann bei einer
von anderen Feldern ungesto¨rten Ausbreitung die z-Abha¨ngigkeit des elektrischen und mag-
netischen Feldes abgespaltet werden [79,80]:
E(x, y, z, ω) = E0(x, y)eiβ(ω)z, (2.9)
H(x, y, z) = H0(x, y)eiβ(ω)z, (2.10)
mit β als Propagationskonstante in z-Richtung. Wir ko¨nnen die Felder E0, H0 im sto¨rungs-
freien Fall in transversale und longitudinale Anteile dergestalt zerlegen, dass wir die longitu-
dinalen Anteile ez, hz rein imagina¨r und die transversalen Anteil et,ht reell wa¨hlen. Setzt man
das elektrische Feld in die Maxwell-Gleichungen ein, erha¨lt man in kartesische Koordinaten
mit den Einheitsvektoren ex, ey, ez:(
∇2t + r
ω2
c2
− β2
)
et = −∇t(et · ∇t log r), (2.11)(
∇2t + r
ω2
c2
− β2
)
ez = −iβet · ∇tr. (2.12)
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Fu¨r die hier betrachteten isotropen Medien mit Translationsinvarianz in z-Richtung gilt im
linearen Falle der Zusammenhang
P(r, ω) = 0((x, y, ω)− 1)E , (2.13)
r = Re() (2.14)
zwischen Polarisation und elektrischem Feld. Die Operatoren haben die Gestalt:
∇2tΨ =
∂2Ψ
∂x2
+
∂2Ψ
∂y2
(2.15)
∇tΨ = ∂Ψ
∂x
ex +
∂Ψ
∂y
ey. (2.16)
Der Bezug auf die kartesischen Koordinaten ist von Bedeutung, da in einem beliebigen
Koordinatensystem die Kopplung zwischen den Komponenten des Feldes nicht aufgehoben
wa¨re. Aus dieser Form der homogenen vektoriellen Wellengleichung lassen sich, abha¨ngig
von der Brechzahlverteilung r(x, y) des Mediums, die Moden des Feldes berechnen [79–81].
Dabei stellt die Gleichung (2.11) eine Eigenwertgleichung dar, welche die Eigenwerte β und
die Eigenvektoren et bestimmt. Letztere geben die Feldverteilung der Mode an, die sich
unvera¨ndert in z-Richtung ausbreitet.
2.1.2 Reziprozita¨tstheorem in ra¨umlich beschra¨nkten Medien
Nachdem im obigen Kapitel die Abspaltung einer transversalen Modenstruktur, die sich
wa¨hrend der Ausbreitung nicht a¨ndert, beschrieben wurde, soll nun eine einfache Bewe-
gungsgleichung fu¨r die sich langsam vera¨ndernde Einhu¨llende eines gesto¨rten Feldes mit
Hilfe des Reziprozita¨tstheorems hergeleitet werden [80]. Dazu gehen wir davon aus, dass das
gesto¨rte Feld (Index 1) die gleiche Modenstruktur hat wie das ungesto¨rte Feld (Index 2).
Diese Einschra¨nkung impliziert eine schwache Sto¨rung. Diese Sto¨rung wird durch eine Pola-
risation PST beschrieben. Eine detaillierte Einfu¨hrung der Polarisation erfolgt im folgenden
Abschnitt (2.1.3).
Zuna¨chst betrachten wir die beno¨tigten Maxwell-Gleichungen im Frequenzraum fu¨r das
elektrische und das magnetische Feld im gesto¨rten sowie im ungesto¨rten Falle fu¨r eine feste
Frequenz ω:
∇× E1,2 = iωµ0 H1,2, (2.17)
∇× H1 = −iω0rE1, (2.18)
∇× H2 = −iω
(
0rE2 + PST
)
, (2.19)
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mit r als Realteil des linearen Anteils der Polarisation. Separiert man die Modenstruktur
E0 des Feldes ab und fu¨hrt die Ausbreitungskonstante β ein:
E1(r, ω) = E0(x, y)eiβ(ω)z, E2(r, ω) = u˜(z, ω) E0(x, y), (2.20)
H1(r, ω) = H0(x, y)e
iβ(ω)z, H2(r, ω) = u˜(z, ω) H0(x, y), (2.21)
reduziert sich die Gleichung
∇
[
E2 × H∗1 + E∗1 × H2
]
= iωE∗1 PST (2.22)
nach Integration u¨ber die transversalen Koordinaten x, y auf die Beziehung
2Re
(∫∫
dxdy
[
E0 × H∗0
]
z
)
∂
∂z
[u˜(z)e−iβz] = iωe−iβz
∫∫
dxdy E∗0 PST. (2.23)
Dabei wurde verwendet, dass die linke Seite von (2.22) bis auf die z−Ableitung der z−Kom-
ponente verschwindet, da die Felder außerhalb des Wellenleiters evaneszent sind und im
Unendlichen auf Null abklingen. Der Realteil des Kreuzproduktes in Gleichung (2.23) ist
proportional zum Poyntingvektor, der nach Integration u¨ber die Koordinaten senkrecht zur
Ausbreitungsrichtung die in z-Richtung gefu¨hrte Leistung p˜0 repra¨sentiert. Entwickelt man β
um die Mittenfrequenz ω0 des Signals in eine Taylor-Reihe und ordnet die Parameter Grup-
pengeschwindigkeit vg, Gruppengschwindigkeitsdispersion β2 und Dispersion dritter Ord-
nung β3 als Ableitungen von β an der Stelle ω0 entsprechend zu, erha¨lt man[
i
∂
∂z
+ β0 +
ω − ω0
vg
+
β2
2
(ω − ω0)2 + β3
6
(ω − ω0)3
]
u˜(z) = − ω
4p˜0
∫∫
dxdy E∗0 PST (2.24)
als Entwicklungsgleichung fu¨r u˜(z) im Frequenzraum. Eine Ru¨cktransformation fu¨hrt zur
Bewegungsgleichung[
i
∂
∂z
+
i
vg
∂
∂t
− β2
2
∂2
∂t2
− iβ3
6
∂3
∂t3
]
u(z, t) = − ω0
4p˜0
∫∫
dxdy E∗0 PST(r, t) (2.25)
fu¨r die Amplitude u(z, t). Dabei wurde ω = ω0 auf der rechten Seite der Gleichung ﬁxiert
und damit
”
Selfsteepening“ und ho¨here Glieder vernachla¨ssigt. Außerdem wurde e−iβ0z ab-
gespaltet. Damit sind die Amplitude u(z, t) und die Sto¨rpolarisation PST(r, t) langsam in
Zeit und Ausbreitungsrichtung.
Um alle linearen Eﬀekte in die Gleichung einzuarbeiten, soll nun die Absorption, be-
schrieben durch den Imagina¨rteil von , als Sto¨rung formuliert werden. Mit
PST = i0Im () E0u(z, t) (2.26)
als Sto¨rpolariation ergibt sich aus (2.25) der Verlustterm
αint = −ω00
2p˜0
∫∫
dxdy|E0|2Im (2.27)
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in der Gleichung[
i
∂
∂z
+
i
vg
∂
∂t
− β2
2
∂2
∂t2
− iβ3
6
∂3
∂t3
− iαint
2
]
u(z, t) = − ω0
4p˜0
∫∫
dxdy E∗0 P
NL
ST . (2.28)
Die auf der rechten Seite auftretende Sto¨rpolarisation besteht nur noch aus nichtlinearen
Anteilen, die im Folgenden beschrieben werden.
2.1.3 Polarisation
Zur vollsta¨ndigen Beschreibung des Systems fehlt nun noch der Zusammenhang zwischen der
Polarisation P und dem Feld E [79]. Die Polarisation resultiert aus der Induktion elektrischer
Dipole durch das eingestrahlte elektromagnetische Feld und ist als die Dichte des dadurch
induzierten Dipolmomentes deﬁniert. Sie beschreibt damit die Reaktion des Materials auf
das eingestrahlte Feld. Diese Reaktion kann sowohl linear als auch nichtlinear erfolgen, sodass
wir die Polarisation in zwei Anteile zerlegen:
P = P L + PNL. (2.29)
Im Rahmen dieser Arbeit sollen ra¨umlich dispersive Eﬀekte der Polarisation vernachla¨ssigt
werden. Man erha¨lt nach Fouriertransformation fu¨r den linearen Anteil:
PLi (t) =
∫
Rij(τ1)Ej(t− τ1)dτ1 (2.30)
=
∫
dωχ
(1)
ij (−ω;ω)Ej(ω)e−iωt, (2.31)
PLi (ω) = χ(1)ij Ej(ω), (2.32)
mit
χ
(1)
ij (−ω;ω) =
∫
dτ1Rij(τ1)e
iωτ1 . (2.33)
Dabei haben wir den linearen Zusammenhang zwischen Feld und Polarisation im Frequenz-
raum mit Hilfe des Suzeptilbilita¨tstensors χ(1) dargestellt. Dieser ist die Fouriertransfomierte
der zeitlichen Responsefunktion Rˆ(r, t). Die lineare Suszeptibilita¨t beschreibt lineare Eﬀekte
wie frequenzabha¨ngige Brechzahl und lineare Verluste.
2.1.4 Nichtresonante Nichtlinearita¨t
Die nichtlinearen Anteile der Polarisation ko¨nnen grundsa¨tzlich unterschiedlichen Charakter
tragen, abha¨ngig von der Frequenz des eingestrahlten Feldes. Nichtresonante Eﬀekte ﬁnden
weit weg von Materialresonanzen statt und haben ihre Ursache in virtuellen U¨berga¨ngen
der Ladungstra¨ger. Die Lebenszeiten der virtuellen Niveaus sind so gering (< 100fs), dass
11
wir die nichtresonanten Nichtlinearita¨ten im Rahmen dieser Arbeit als instantan betrachten
(adiabatische Na¨herung). Diese Na¨herung ist gerechtfertigt, da wir Impulsdauern von der
Gro¨ßenordnung > 1ps annehmen. Die eﬀektive Sta¨rke dieser Nichtlinearita¨ten ist sehr gering.
Wir ko¨nnen sie aufgrund der obigen Eigenschaften in eine Taylor-Reihe entwickeln [79,81]:
PNL,nr = P (2) + P (3) + · · · . (2.34)
Die Faser ist das einzige Element, welches wir unter dem Aspekt nichtresonanter Nichtline-
arita¨ten betrachten, da der Filter linear ist und Versta¨rker und Absorber resonante Nichtline-
arita¨ten aufweisen. Letztere sind in der Regel immer wesentlich sta¨rker als nichtresonante
Nichtlinearita¨ten. Die Faser ist jedoch ein System mit Inversionssymmetrie. Daher ko¨nnen
Nichtlinearita¨ten gerader Ordnung nicht auftreten. Die niedrigste Ordnung der nichtlinearen
Polarisation ist die dritte:
P (3)i (t) = 0
∫∫∫
Rijkl(τ1, τ2, τ3)Ej(t− τ1)Ek(t− τ2)El(t− τ3)dτ1dτ2dτ3
= 0
∫∫∫
χ
(3)
ijkl(−ω;ω1, ω2, ω3)Ej(ω1)Ek(ω2)El(ω3)e−iωtdω1dω2dω3, (2.35)
mit
χˆ(3)(−ω;ω1, ω2, ω3) =
∫∫∫
R(τ1, τ2, τ3)e
i(ω1τ1+ω2τ2+ω3τ3)dτ1dτ2dτ3. (2.36)
Die Summe der beteiligten Frequenzen ω1+ω2+ω3 = ω ergibt die Frequenz der Polarisation.
Wir ko¨nnen die Integration von (2.35) zu einer Summation u¨ber Produkte von Feldern, die
bei bestimmten Frequenzen ω1,2,3 schwingen, vereinfachen:
P(3)i (ω) = 0
∑
j,k,l
K(−ω;ω1, ω2, ω3)×
×χijkl(−ω;ω1, ω2, ω3)Ej(ω1)Ek(ω2)El(ω3), (2.37)
K(−ω;ω1, ω2, ω3) = 2l+m−np. (2.38)
K(−ω;ω1, ω2, ω3) stellt einen Faktor dar, der die Reduktion der Summanden durch intrin-
sische- und Permutationssymmetrie sowie durch partielle Degeneration zusammenfasst [79].
Dabei ist p die Anzahl der mo¨glichen Permutationen der Frequenzen, n die Ordnung der
Nichtlinearita¨t, m die Anzahl der nicht von Null verschiedenen Frequenzen und l = 1 steht
fu¨r das Vorzeichen der Summenfrequenz ω, die wir als nichtnegativ angenommen haben.
Fu¨r unsere Arbeit spielt unter den auftretenden nichtlinearen Eﬀekten [6] dritter Ordnung
(Vierwellenmischung, Kerr-Eﬀekt oder die Erzeugung der dritten Harmonischen) der Kerr-
Eﬀekt die entscheidende Rolle. Mit E(−ω) = E∗(ω) erhalten wir fu¨r χ(−ω;ω,−ω, ω) den
Wert K(−ω;ω,−ω, ω) = 3/4, aus (2.37) wird:
P(3)i (ω) = 0
∑
j,k,l
3
4
χijkl(−ω;ω,−ω, ω)Ej(ω)E∗k(ω)El(ω). (2.39)
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Wir haben benutzt, dass aufgrund der Nichtdispersivita¨t die Polaristion fu¨r ebene Wellen
und Impulse identisch sind. In isotropen Medien, wie wir es im Falle des Faserkerns vorlie-
gen haben, vermindert sich die Anzahl unabha¨ngiger Komponenten durch Rotations- und
Spiegelsymmetrie auf drei. Die Polarisation reduziert sich auf
4
3
1
0
P(3)(ω) =
(
χˆ
(3)
(1) + χˆ
(3)
(3)
)
|E|2E + χˆ(3)(2)
(
E E
)
E∗, (2.40)
mit den Koeﬃzienten
χˆ
(3)
iijj = χˆ
(3)
(1),
χˆ
(3)
ijij = χˆ
(3)
(2),
χˆ
(3)
ijji = χˆ
(3)
(3),
χˆ
(3)
iiii = χˆ
(3)
(1) + χˆ
(3)
(2) + χˆ
(3)
(3).
Wir stellen die Feldstruktur so dar, dass die transversalen Feldanteile reell und die longitu-
dinalen Anteile rein imagina¨r sind. Daraus ergibt sich unter Beru¨cksichtigung der schwachen
Fu¨hrung [80]:
E2 = E∗2 ≈ |E|2, (2.41)
P(3)(ω) = 03
4
(
χˆ
(3)
(1) + χˆ
(3)
(2) + χˆ
(3)
(3)
)
|E|2E . (2.42)
Mit dem Argument der Instantanita¨t der Nichtlinearita¨t u¨bertragen wir dieses Ergebnis in
den Zeitraum. Einsetzen in (2.25) und Integration u¨ber den Querschnitt des Wellenleiters
fu¨hrt mit dem Faktor
χK =
ω00
3p˜0
∫∫
|E0|4
(
χˆ
(3)
(1) + χˆ
(3)
(2) + χˆ
(3)
(3)
)
dxdy (2.43)
zur nichtlinearen Schro¨dingergleichung mit Dispersion, Kerr-Nichtlinearita¨t und Verlusten:[
i
∂
∂z
+
i
vg
∂
∂t
− β2
2
∂2
∂t2
− iβ3
6
∂3
∂t3
− iαint
2
+ χK|u|2
]
u(z, t) = 0. (2.44)
2.1.5 Resonante Nichtlinearita¨t
Beﬁndet sich die Frequenz des eingestrahlten Feldes hingegen in der Na¨he einer Materialreso-
nanz, erhalten wir starke Nichtlinearita¨ten aufgrund des Energieaustausches durch Anregung
und Rekombination von Ladungstra¨gern. Da Materialanregung und Rekombinationsprozesse
durch die endliche Lebensdauer der Energieniveaus nichtinstantan erfolgen, sind resonante
Eﬀekte verha¨ltnisma¨ßig langsam und unterliegen einer eigenen Dynamik. So kann es unter
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anderem auch zur Sa¨ttigung des Mediums kommen. Mit Hilfe eines Ensembles von 2-Niveau-
Systemen, die nicht miteinander wechselwirken, lassen sich solche resonanten Nichtline-
arita¨ten modellieren [81]. Dabei mu¨ssen Eﬀekte wie Bandabschirmung, Gap-Renormierung
und die Coulomb-Wechselwirkung zwischen den Ladungstra¨gern vernachla¨ssigt werden.
Die Entwicklung eines einzelnen Zustandes im sto¨rungsfreien Fall erfolgt gema¨ß
|Ψ〉j = e−iEjt/ |nj〉 , (2.45)
Hˆ0 |ni〉 = Ei |ni〉 (2.46)
aus seinem Grund- und Anfangszustand (t = 0) |n〉j. Hˆ0 ist der Hamilton-Operator des
Systems im Grundzustand. Ein Zwei-Niveau-System in einem allgemeinen Zustand kann
durch die Superposition von (a) Grund- und (b) angeregtem Zustand dargestellt werden:
|Ψ〉 = a |Ψ〉a + b |Ψ〉b . (2.47)
Wegen der Photonenzahlerhaltung gilt |a|2+|b|2 = 1. Der dazugeho¨rige Dichteoperator ρˆ [81]
hat die Form 
 |a|2 ab∗eiΩt
a∗be−iΩt |b|2

 , (2.48)
mit Ω = (Eb − Ea)/. Die Diﬀerenz der Hauptdiagonalelemente ρbb − ρaa beschreibt die
Inversion, die Nebendiagonalelemente hingegen beschreiben die Phasenkorrelation. Um die
zeitliche Entwicklung des Systems zu untersuchen, bildet man den Kommutator von Hamilto-
nian und Dichteoperator. Dabei erha¨hlt man unter Einbeziehung eines Relaxationsoperators
HˆR Diﬀerentialgleichungen erster Ordnung fu¨r die Elemente der Dichtematrix:
iρ˙aa = −
(
Qˆαabρba − Qˆαbaρab
)
E(t)α +
[
HˆR, ρˆ
]
aa
, (2.49)
iρ˙bb =
(
Qˆαabρba − Qˆαbaρab
)
E(t)α +
[
HˆR, ρˆ
]
bb
, (2.50)
iρ˙ab = −ρab(Eb − Ea)− (ρbb − ρaa)QˆαabE(t)α +
[
HˆR, ρˆ
]
ab
. (2.51)
Die Gro¨ßen Qˆαij stellen das Dipolmoment (r)αq dar. Eine eventuelle Verschiebung der Ener-
gieniveaus durch den optischen Stark-Eﬀekt wurde vernachla¨ssigt.
Der Relaxationsoperator soll pha¨nomenologisch bestimmt werden [82]. Wir gehen davon
aus, dass die Lebenszeit des Dipolmomentes T2 sehr kurz ist und die koha¨rente U¨berlagerung
der Zusta¨nde schnell zersto¨rt wird. Das bedeutet fu¨r das ab-Element des Kommutators in
(2.51): [
HˆR, ρˆ
]
ab
= −iρab
T2
. (2.52)
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Fu¨r den Abbau von Grund- und angeregtem Zustand soll ein U¨bergang in ein thermodyna-
misches Gleichgewicht ρ(i)0 angenommen werden, welcher mit der Zeitkonstanten T1 erfolgt,
die wesentlich gro¨ßer als T2 ist:[
HˆR, ρˆ
]
ii
= −iρ(i)0 − ρii
T1
, i ∈ (a, b). (2.53)
Dabei gehen wir davon aus, dass alle Systeme die gleiche Linienmitte und -breite haben,
im Gegensatz zu inhomogenen Verbreiterungen, wie sie im Gas zum Beispiel durch den
Dopplereﬀekt entstehen. Die Inversion γ, γ0 und Polarisation P ergeben sich wie folgt:
γ0 = (ρ(b)0 − ρ(a)0)N, (2.54)
γ = N(ρbb − ρaa), (2.55)
P = NSp(ρˆQˆ) (2.56)
= N(ρabQˆba + ρbaQˆab). (2.57)
Fu¨r diese Gro¨ßen erha¨lt man nun Diﬀerentialgleichungen. Der Quotient aus Polarisation und
Zeit T2 kann vernachla¨ssigt werden, da dieser klein gegenu¨ber der Resonanzfrequenz Ω ist:
γ˙ +
γ − γ0
T1
=
2
Ω
P˙αEα, (2.58)
P¨α +
2
T2
P˙α + ΩPα = −2|Qˆ
α
ab|2

ΩγE(t)α. (2.59)
Schwingen Feld und Polarisation mit einer Frequenz ω:
Eα =
1
2
(
Esαe
−iωt + c.c.
)
, (2.60)
Pα =
1
2
(
P sαe
−iωt + c.c.
)
, (2.61)
ω ≈ Ω, erhalten wir mit Ω2 − ω2 ≈ 2ω fu¨r die langsame Polarisation und die Inversion
folgende vereinfachte Gleichungen:
P˙ sα +
1
T2
(1 + i∆s)P
s
α = −i
|Qαab|2

γ(t)Esα(t), (2.62)
γ˙ +
γ − γ0
T1
= −1

Im (P sαE
s
α) . (2.63)
Die Frequenz ∆s = T2(Ω−ω) repra¨sentiert die Verstimmung der Ausgangsfrequenz gegenu¨ber
der Resonanzfrequenz des Systems. Wird die Phase wird sehr viel schneller zersto¨rt als der
Puls andauert, dass heisst T2 << t0, kann man eine stationa¨re Polarisation annehmen:
P sα(t) = −|Qˆba|2
T2(∆s − i)
(1 + ∆2s )
Esα(t). (2.64)
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Fu¨hrt man formell eine Suszeptibilita¨t
P sα = 0χ¯(t)E
s
α(t) (2.65)
ein, hat diese die Gestalt
χ¯(t) = − T2|Qˆab|
2
(1 + ∆2s )
(∆s − i)γ(t). (2.66)
Sie ist proportional zur Inversion und genu¨gt der Gleichung
˙¯χ +
χ¯− χ¯0
T1
= −0

Im(χ¯)|Es(t)|2. (2.67)
Die Zeit T1 beschreibt das Relaxationsverhalten des Systems und begrenzt das Erinnerungs-
vermo¨gen der nichtinstantanen Response. Der Imagina¨rteil der Suszeptibilita¨t hingegen ma-
nifestiert das erwartete Sa¨ttigungsverhalten.
2.2 Elemente der U¨bertragungsstrecke
2.2.1 Faser
In der Faser tritt aufgrund der Inversionssymmetrie keine Nichtlinearita¨t zweiter Ordnung
auf, es bleiben nur die Nichtlinearita¨ten dritter Ordnung, ho¨here Ordnungen spielen im
Rahmen unserer Betrachtungen keine Rolle. Mit dem Anteil der Kerr- Nichtlinearita¨t als
dominantem nichtlinearen Eﬀekt in der Faser ko¨nnen wir Gleichung (2.44) zur Beschreibung
nutzen. Diese kann noch vereinfacht werden, indem durch einen U¨bergang in ein mitbe-
wegtes Koordinatensystem der Gruppengeschwindigkeitsterm eliminiert wird. Wir erhalten
die nichtlineare Schro¨dingergleichung mit Dispersion zweiter und dritter Ordnung, Kerr-
Nichtlinerita¨t und Faserverlusten:(
∂
∂z
+ i
β2
2
∂2
∂t2
− β3
6
∂3
∂t3
− α¯F
2
− iχK|u(z, t)|2
)
u(z, t) = 0. (2.68)
Im weiteren Verlauf der Arbeit wird die lineare Gesamtabsorption der Faser eine wichtige
Rolle spielen. Fu¨r diese Faserverluste gilt mit der Faserla¨nge lF :
αF = α¯FlF < 0. (2.69)
2.2.2 Filter
Die Beschreibung eines bandbreitenlimiterenden Elementes erfolgt am einfachsten mit Hilfe
einer Transferfunktion fu¨r die Felder im Frequenzraum. Dabei werden u¨blicherweise gauß-
und lorentzfo¨rmige Filter angenommen.
Eou(ω) = exp
(
−ω − ωF
∆ω
)2
Ein(ω) (2.70)
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mit Halbwertsbreite
√
log 2∆ω und Filtermitte ωF beschreibt einen Gaußﬁlter. Fu¨r ein lo-
rentzfo¨rmiges Filterproﬁl gilt
Eou(ω) = iγ
ω − ωF + iγ
Ein(ω) (2.71)
mit γ als Halbwertsbreite des Realteils der Filterfunktion und ωF als Mittenfrequenz. In
beiden Transmissionsfunktionen wurden lineare Verluste nicht beru¨cksichtigt.
2.2.3 Halbleiterversta¨rker
Mit Hilfe einer Ratengleichung kann man das Zeitverhalten der Ladungstra¨gerdichte N be-
schreiben, welches die Physik im Halbleiterversta¨rker bestimmt. In diese Gleichung gehen
das elektrische Pumpen, Diﬀusion und Rekombination der Ladungstra¨ger im Wellenleiter
sowie die Sa¨ttigung durch das elektromagnetische Feld ein:
∂N
∂t
= D∇2N + I
qV
− N
τR
− a (N −N0)
ω0
|u(z, τ)|2 . (2.72)
Zur Ableitung einer Propagationsgleichungen fu¨r die langsame Amplitude u(z, t) im Versta¨rker
nutzen wir die empirischen Formulierung der Suszebtibilita¨t [3]
χ(N) = − n¯c
ω0
(αH + i) a (N −N0) , (2.73)
welche uns den Zusammenhang zwischen Ladungstra¨gerdichte und Impulsausbreitung lie-
fern wird. Dabei spiegeln die Struktur von (2.72) und der lineare Zusammenhang zwischen
Ladungstra¨gerdicht und Suszeptibilita¨t die Verha¨ltnisse in einem Ensemble von Zweiniveau-
systemen wieder, wie es in Abschnitt (2.1.5) beschrieben wurde.
Das Modell [3, 37] besitzt einen Gu¨ltigkeitsbereich fu¨r Impulsdauern oberhalb weniger
Pikosekunden. Dadurch werden Eﬀekte im Subpikosekundenbereich nicht beru¨cksichtigt [83–
85]. Diese Einschra¨nkung spielt im Rahmen der vorliegenden Arbeit keine Rolle.
Die Gro¨ßen in (2.72,2.73) sind die eﬀekive Modenbrechzahl n¯, die Lichtgeschwindigkeit
im Vakuum c und die Resonanzfrequenz des Versta¨rkers ω0. a, αH und N0 repra¨sentieren
diﬀerentielle Versta¨rkung, Henry-Faktor [86] und Ladungstra¨gerdichte im Falle der Trans-
parenz. Der Quotient aus Pumpstrom I, Elektronenladung q und aktivem Volumen V stellt
die Dichte der generierten Ladungstra¨ger dar. Die Erholzeit τR beschreibt die Regenerati-
onsdynamik in erster Ordnung und der Diﬀusonsterm D∇2N einen eventuellen Transport
der Ladungstra¨ger. Letzterer kann wegen der im Vergleich zur Diﬀusionsla¨nge geringen la-
teralen Ausdehnung des Versta¨rkers vernachla¨ssigt werden. Außerdem haben Rechnungen
gezeigt, dass auch in Ausbreitungsrichtung keine nennenswerten diﬀusionsbedingten Eﬀekte
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auftreten. Weiter wird deﬁniert:
ES =
ω0R
Γa
,
I0 = qV N0/τR,
g0 = ΓaN0 (I/I0 − 1) , (2.74)
g(N) = Γa (N −N0) ,
u(z, t) =
√
P (z, t) exp iΦ.
ES ist die Sa¨ttigungsenergie, I0 der Transparenzstrom, g0 die Kleinsignalversta¨rkung und
g(N) die gesa¨ttigte Versta¨rkung. Dabei wurde die mitbewegte Zeit t = τ − z/vg eingefu¨hrt.
Der Conﬁnementfaktor Γ repra¨sentiert die als z-unabha¨ngig angenommene Modenstruktur,
R ist die Querschnittsﬂa¨che der aktiven Region.
Wir ko¨nnen nun die Sto¨rpolarisation
PST = 0χ(N) E0 (2.75)
in Gleichung (2.28) einsetzen, mu¨ssen dabei jedoch beachten, daß die gefu¨hrte Leistung p˜0
mit dem Conﬁnement-Faktor Γ wie folgt zusammenha¨ngt:
Γ =
∫∫
R
|E0|2dxdy
∫∞∫
−∞
|E0|2dxdy
(2.76)
=
0n¯c
2p˜0
∫∫
R
|E0|2dxdy. (2.77)
Dabei bedeutet R als Intergrationsgrenze, dass u¨ber die Wellenleiterquerschnittsﬂa¨che inte-
griert wird. Wir erhalten eine Propagationsgleichung fu¨r die langsame Amplitude u(z, t):(
∂
∂z
− 1
2
αint
)
u(z, t) =
iω0Γ
2n¯c
χ(N)u(z, t). (2.78)
Fu¨r die Leistung P (z, t) und die Phase Φ(z, t) der langsamen Amplitude lassen sich aus
(2.72,2.78) folgende Gleichungen ableiten, die deren Ausbreitung im Versta¨rker vollsta¨ndig
beschreiben:
∂P (z, t)
∂z
= (g(z, t) + αint)P (z, t) + Nan, (2.79)
∂Φ
∂z
= −αH
2
g(z, t) + Npn, (2.80)
∂g(z, t)
∂t
=
g(z, t)− g0
τR
− g(z, t)P (z, t)
ES
. (2.81)
Die Terme Nan, Npn stehen fu¨r Amplituden- und Phasenrauschen [43,44]. Sie werden in den
numerischen Simulationen beru¨cksichtigt, ﬁnden in den theoretischen Betrachtungen in die-
ser Form jedoch keinen Eingang. Bei der Simulation wird in jedem z-Schritt im Versta¨rker
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ein Rauschterm Nane
iNpn addiert, dessen Autokorrelationsfunktion deltafo¨rmig ist. Das Spek-
trum des Rauschens hat eine endliche Bandbreite von angenommenen 50nm und ist damit
sehr groß gegenu¨ber der Signalbandbreite.
Da die Vesta¨rkung die linearen internen Verluste αint des Versta¨rkers stark dominiert,
kann man mit αint  g(z) die Gleichungen (2.79-2.81) u¨ber die Versta¨rkerla¨nge L integrie-
ren und erha¨lt folgendes System, in dem die integrierte Versta¨rkung h(t) den Versta¨rker
beschreibt:
h(t) =
∫ L
0
g(z, t)dz, (2.82)
Pout = Pine
h(t), (2.83)
Φout = Φin − αH
2
h(t), (2.84)
∂h(t)
∂t
=
h(t)− h0
τR
− Pin(t)
ES
(
eh(t) − 1) , (2.85)
mit h0 = g0L. Zusa¨tzlich fu¨hren wir die Versta¨rkungsgro¨ßen G(t) = exph(t), G0 = exp h0
ein und vervollsta¨ndigen damit die Beschreibung des Versta¨rkers. Zum Schluss sei noch die
Gleichung fu¨r das Feld A(t) =
√
P (t)eΦ(t) angegeben:
uout(t) = uin(t)e
1
2
(1−iαH)h(t). (2.86)
2.2.4 Sa¨ttigbarer Absorber
Der sa¨ttigbare Absorber (SA), der die U¨bertragungsstrecke komplettiert, stellt aus tech-
nologischer Sicht einen modiﬁzierten Halbleiterversta¨rker dar. Betreibt man einen solchen
unterhalb der Transparenz, zum Beispiel mit einem geringen Pumpstrom, fu¨hrt die Anregung
der Ladungstra¨ger durch das Signal zu einer Reduktion der Verluste fu¨r das folgende Signal.
Eine sehr einfache Art, einen solchen Absorber zu implementieren, ist die Trennung eines
SOA-Chips in zwei Sektionen, deren eine als Versta¨rker fungiert und elektrisch gepumpt wird,
wa¨hrend die zweite Sektion mit geringerem Pumpstrom den absorbierenden Bereich darstellt.
Die Absorptionseigenschaften in dieser Sektion werden durch Beschuss der aktiven Schicht
mit Ionen vera¨ndert [65, 66]. Das Einbringen zusa¨tzlicher Rekombinationszentren reduziert
die Erholzeit, senkt die Sa¨ttigungsenergie und verringert die Linienverbreiterung. Außerdem
ist die Rekombinationsrate in dieser Sektion wesentlich ho¨her. Daher liegt das Gleichge-
wicht der Ladungstra¨gerdichte unterhalb des Transparenzpunktes. Ansonsten beschreiben
wir den Absorber mit den selben Gleichungen wie den SOA [53]. Im Folgenden werden Ab-
sorbergro¨ßen durch den Superskript − und Versta¨rkergro¨ßen durch + gekennzeichnet. Da
die Gleichungen formell identisch sind, wird mitunter auf den Platzhalter ± zuru¨ckgegriﬀen,
um Doppelnennungen und Unu¨bersichtlichkeit zu vermeiden und die Lesbarkeit zu erho¨hen.
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Folgende Vergleiche zwischen Versta¨rker- und Absorbergro¨ßen lassen sich bereits an dieser
Stelle, basierend auf experimentellen Messungen, ziehen:
h−0 < 0, (2.87)
α−H < α
+
H, (2.88)
τ−R < τ
+
R , (2.89)
E−S < E
+
S . (2.90)
2.2.5 Versta¨rker und Absorber als Modul
Ein Versta¨rker-Absorber-Modul wird durch das Ensemble aller Parameter von sowohl der
Versta¨rker- als auch der Absorbersektion charakterisiert. Da das Signal, welches die fu¨hrende
Sektion verla¨sst als Eingangssignal der folgenden Sektion dient, ha¨ngt die Beschreibung des
Elementes von der Reihenfolge der Sektionen ab. Diese soll zu Beginn von Kapitel (4) gekla¨rt
werden. Wir deﬁnieren an dieser Stelle folgende Gro¨ßen:
ν =
E−S
E+S
, (2.91)
∆ =
τ−R
τ+R
. (2.92)
Aus dem im vorigen Kapitel Gesagten wird unmittelbar klar, dass sowohl das Verha¨ltnis der
Sa¨ttigungsenergien von Absorber und Versta¨rker ν als auch das Verha¨ltnis der Erholzeiten
∆ kleiner eins ist.
2.3 Stationa¨re Lo¨sungen eines dissipativen Systems -
Soliton und unmoduliertes Signal
Charakteristisch fu¨r eine U¨bertragungsstrecke ist das wiederholte Durchlaufen von Zyklen,
die aus Versta¨rkung, Da¨mpfung und Filterung bestehen. Ein Signal kann nur dann u¨ber lange
Strecken u¨bertragen werden, wenn es einen stationa¨ren oder sich periodisch wiederholenden
Zustand erreicht. Diese stationa¨ren Lo¨sungen und deren Stabilita¨t sind der Gegenstand un-
serer Untersuchung.
In einem dissipativen System wie dem Vorliegenden sind die Lo¨sungen durch die System-
parameter ﬁxiert [72]. Ursache dafu¨r ist die Bedingung, dass sich Versta¨rkung und Da¨mp-
fung kompensieren mu¨ssen. Die Besonderheit der U¨bertragungsstrecke, die im Mittelpunkt
unserer Untersuchungen steht, sind die nichtlineare und nichtinstantane Versta¨rkung und
Absorption, welche die Fragen nach Existenz und Stabilita¨t von stationa¨ren Zusta¨nden neu
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stellt. Dazu mu¨ssen neue Methoden entwickelt werden, die der starken A¨nderung der Signal-
kenngro¨ßen wie Amplitude, Energie und Mittenfrequenz Rechnung tragen und die diskrete
Anordnung der Einzelemente beru¨cksichtigen. Das bedeutet zum einen, dass die Konzep-
te einer gemittelten Beschreibung ersetzt werden mu¨ssen. Zum anderen muss die Deﬁniti-
on einer stationa¨ren Lo¨sung an diese Verha¨ltnisse angepasst werden. Da das Signal durch
Versta¨rkung, Da¨mpfung und Filterung unweigerlich Vera¨nderungen bei der Ausbreitung in-
nerhalb eines Versta¨rkungszyklus erfa¨hrt, soll eine Struktur als stationa¨r gelten, wenn sie
sich an der gleichen Stelle innerhalb aufeinanderfolgender Umlaufperioden wiederholt. Dies
kann am besten mit dem Begriﬀ der stroboskopischen Stationarita¨t umschrieben werden.
Im Wesentlichen werden wir zwischen Signalen in Impulsform und unmodulierten Sig-
nalen (cw-Signalen) unterscheiden. Die Bezeichnung cw (continous wave) steht fu¨r ein Sig-
nal mit konstanter Amplitude. Wa¨hrend das Verhalten von cw-Signalen mit sehr niedrigen
Leistungen Auskunft u¨ber die Rauschentwicklung gibt, bilden nichttriviale cw-Lo¨sungen die
Grundlage fu¨r das Versta¨ndnis sehr langer, ﬂacher Impulse, wie sie beim No-Return-to-Zero-
Format eingesetzt werden.
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Abbildung 2.1: Leistung einer Folge von
vier aufeinanderfolgenden Bits eines NRZ-
Signalstroms der Form 00001111000011110000
in Abha¨ngigkeit von der Zeit als Augendia-
gramm (Experiment).
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Abbildung 2.2: Leistung einer Folge von vier
Bits eines 8 GHz RZ-Signalstroms der Form
1111 in Abha¨ngigkeit von der Zeit als Augen-
diagramm (Experiment).
Abbildung (2.1) zeigt das Augendiagramm eines solchen sehr langen Impulses, welcher,
abgesehen von den Flanken, in seinem zentralen ﬂachen Teil einem unmoduliertem Signal ent-
spricht. Der Untergrund, auf dem er sich beﬁndet, stellt die triviale Lo¨sung oder Nulllo¨sung
dar. Diese Form von Signalen ist Gegenstand der Abschnitte (3.1),(4.2),(4.3.4). Wir unter-
suchen neben den Existenzbereichen solcher Signale auch die Stabilita¨t der Flanken, des
Hintergrundes und des cw-artigen mittleren Teils des langen Impulses.
Soliton-Signale bestehen aus Impulsen, die jeweils ein einzelnes Bit in einer Bitfolge
repra¨sentieren. Dabei sinkt das Signal zwischen den Impulsen auf den Rauschlevel ab und
tra¨gt daher auch die Bezeichung Return-to-Zero-Signal.
In Abb. (2.2) ist ein solcher Impulszug dargestellt, der aus vier gesetzten Bits besteht, die
einer Anzahl von ungesetzten Bits folgen. Die Abbildung soll demonstrieren, welche Form von
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Signalen wir in den Abschnitten (3.2) und (4.3) beschreiben werden. Wir wollen neben der
Untersuchung der Existenz von dissipativen Solitonen sowohl auf die Probleme der Stabilita¨t
bei der Ausbreitung einzelner Solitonen als auch auf das Verhalten von Impulszu¨gen eingehen.
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Kapitel 3
Untersuchungen zur
U¨bertragungsstrecke ohne sa¨ttigbare
Absorber
Gegenstand dieses Kapitels ist die Untersuchung der Ausbreitung von Signalen in einer
U¨bertragungsstrecke, welche einen Halbleiterversta¨rker, eine Faserstrecke und einen Band-
passﬁlter entha¨lt. Konﬁgurationen dieser Art sind in der Literatur ausfu¨hrlich beschrieben
worden [46,87–91]. Unser Ziel ist es, die Beschreibung des Systems unter Benutzung eigens
entwickelter Methoden zu erweitern, um neue Erkenntnisse zu erlangen und die Methoden
in deren Gu¨ltigkeit zu veriﬁzieren. Begonnen werden soll mit der Beschreibung unter dem
Aspekt der Ausbreitung von cw-Signalen, deren Existenz und Stabilita¨t. Im Anschluss daran
wird die Ausbreitung von Solitonen untersucht. Dabei soll neben der Existenz und Stabilita¨t
einzelner Impulse ebenfalls die U¨bertragung von Impulszu¨gen betrachtet werden.
3.1 Unmoduliertes Signal
3.1.1 Stationa¨re cw-Lo¨sungen
Ein cw-Signal wird durch seine Leistung p = |u|2, eine konstante Phase Φ und eine Fre-
quenz ω charakterisiert, die die Verschiebung gegenu¨ber der Mittenfrequenz ωF des Filters
darstellt. Wir ko¨nnen die Ausbreitung des Signals als eine Multiplikation darstellen, in die
die Mittenfrequenz als Parameter eingeht:
po(ω) = MBMFM
+pi(ω). (3.1)
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Abbildung 3.1: Leistung p in Abha¨ngigkeit
von der linearen U¨berschussversta¨rkung nach
(3.1) fu¨r unterschiedliche Sa¨ttigungsleistungen
P+S = 1mW (durchgezogen) und P
+
S =5mW
(gestrichelt). h+0 = 3 und h
+
0 = 5 (siehe Mar-
kierung).
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Abbildung 3.2: Leistung der trivialen Lo¨sung
in Abha¨ngigkeit der Anzahl der Umla¨ufe. a):
periodische Rauschinjektion (j = 0.003 mW),
b): einmalige Anfangssto¨rung. Weitere Para-
meter : P+S = 3mW, τ
+
R = 300ps, h
+
0 = 5,
αF = −4.9.
Der Versta¨rker reagiert auf das Signal mit einer gesa¨ttigten Versta¨rkung. Fu¨r ein unmodu-
liertes Signal verschwindet die Zeitableitung in (2.85). Man erha¨lt:
h+cw(p) = h
+
0 +
(
1− eh+cw(p)
) p
P+S
, (3.2)
M+ = eh
+
cw , (3.3)
mit P+S τ
+
R = E
+
S . Die integrierte Versta¨rkung h
+
cw muss numerisch bestimmt werden. Da bei
einer ﬂachen Lo¨sung keine Vera¨nderung der Versta¨rkung erfolgt, wird keine Frequenzver-
schiebung generiert. Fu¨r die Faser gilt nach (2.69)
MF = e
αF , (3.4)
da die von der Nichtlinearita¨t generierte Phase konstant ist und ebenfalls keine Frequenz-
verschiebung erzeugt. Dispersive Eﬀekte treten nicht auf. Das einzige Element, in dem die
Frequenz eine Rolle spielt, ist der Filter:
MB = e
−2( ω∆ω )
2
. (3.5)
Der Filter erzeugt lineare Verluste, abha¨ngig von der Verstimmung ω des Signals und der
Filterbandbreite ∆ω.
Aus den obigen Gleichungen ist folgendes Verhalten zu erwarten. Zum Ersten skaliert die
Leistung p oﬀensichtlich mit der Sa¨ttigungsleistung. Zum Zweiten erzeugt der Filter lineare
Verluste, abha¨ngig von der Verstimmung des Signals und der Filterbandbreite ∆ω. Damit
ergibt sich die Lo¨sung als Gleichgewicht linearer Verluste und nichtlinearer Versta¨rkung. In
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Abb. 3.1 ist das Bifurkationsdiagramm fu¨r die Leistung p dargestellt. Auf der Abszisse ist
die lineare Nettoversta¨rkung h+0 + αF − 2(ω/∆ω)2 aufgetragen.
Prinzipiell muss man zwischen zwei mo¨glichen Lo¨sungen unterscheiden. Im gesamten
Bereich existiert die triviale Lo¨sung p = 0 des Systems. Man kann jedoch bereits an dieser
Stelle absehen, dass diese Lo¨sung im Bereich der Nettoversta¨rkung bei geringsten Sto¨rung-
en, wie sie z.B aufgrund des Rauschens im System vorhanden sind, sofort destabilisieren
und anwachsen wird. Dieser Vorgang ist in Abb. 3.2 dargestellt. Wa¨hrend beim Signal mit
niedrigerer stationa¨ren Leistung (b) nur eine anfa¨ngliche Sto¨rung zum Anwachsen fu¨hrt, ist
bei der Propagation des anderen Signals (a) in jedem Umlauf ein Rauschsignal hinzugefu¨gt
worden. Es charakterisiert damit das Anwachsen und die Stabilisierung des Rauschens des
Halbleiterversta¨rkers im Bereich von linearer Nettoversta¨rkung.
Das Signal (b) stabilisiert sich auf dem Niveau der nichttrivialen Lo¨sung. Da die Ver-
sta¨rkung durch Sa¨ttigung reduziert wird, kann diese Lo¨sung nur in dem Bereich liegen, in
dem die ungesa¨ttigte Versta¨rkung die linearen Verluste u¨bersteigt und damit die gesa¨ttigte
Versta¨rkung durch die linearen Verluste kompensiert werden kann. Ein anderer Existenzbe-
reich kann durch eine einfache Analyse ausgeschlossen werden. Entwickeln wir die Leistungs-
versta¨rkung um den Punkt p→ 0 bis zur ersten Ordnung, erhalten wir einen Anstieg
∂h+cw
∂p
∣∣∣∣
p→0
= 1− eh+0 , (3.6)
der immer negativ ist. Damit sind Lo¨sungen im Bereich von Nettoverlusten nicht mo¨glich.
Der Einﬂuss von Sa¨ttigungsleistung und Kleinsignalversta¨rkung ist im Bild 3.1 zu sehen.
Eine Erho¨hung der Sa¨ttigungsleistung bzw. eine Verringerung der Kleinsignalversta¨rkung
erfordert ho¨here Leistungen, um den Versta¨rker im gleichen Maß zu sa¨ttigen. Der Lo¨sungs-
bereich der nichttrivialen Lo¨sung ist prinzipiell beschra¨nkt auf 0 < −αF + 2(ω/∆ω)2 < h+0 .
Die Mittenfrequenz des Signals spielt hier die Rolle eines Parameters, mit Hilfe dessen die
linearen Verluste vera¨ndert werden ko¨nnen.
Die Stabilita¨t der Lo¨sungen eingehend zu untersuchen, erfordert nicht nur eine Betrach-
tung von Sto¨rungen in der Leistung, sondern muss auch die Frage nach Modulationsinsta-
bilita¨t [92] einschließen. Das bedeutet im Konkreten, dass die Auswirkungen einer Sto¨rung
durch ein moduliertes Signal untersucht werden mu¨ssen. Dabei spielt die Abha¨ngigkeit der
Entwicklung der Sto¨rung von ihrer Modulationsfrequenz eine wesentliche Rolle.
Besonderes Augenmerk gilt dieser Untersuchung, da in einem diskreten System wie dem
unseren durchaus Resonanzen [93] auftreten ko¨nnen, die eine solche Sto¨rung begu¨nstigen. Fu¨r
die langsame Modulation kann keine unvera¨nderliche Versta¨rkungsfunktion h+(t) mehr ange-
nommen werden. Außerdem werden Dispersion und Nichtlinearita¨t eventuell eine Rolle spie-
len, wie aus fru¨heren Untersuchungen zur Modulationsinstabilita¨t bereits hervorgeht [94–97].
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Diese Untersuchungen basierten bisher jedoch auf gemittelten Gleichungen, die die diskrete
Struktur der U¨bertragungsstrecke nicht beru¨cksichtigten.
3.1.2 Stabilita¨t von cw-Lo¨sungen
Zur Untersuchung der Stabilita¨t des cw-Signals wollen wir ein Feld u(z) mit einer Sto¨rung
der Modulationsfrequenz ωs versehen. Dabei soll angenommen werden, dass u0(z) = ur + iui
komplex ist und die Lo¨sung des Systems repra¨sentiert. Wir linearisieren die Gleichungen
der Elemente um diese Lo¨sung und erhalten Matrizen, die die Ausbreitung von Real- und
Imagina¨rteil der Sto¨rung beschreiben. Der Ansatz:
u(z) = u0(z) + (δr(z) + iδi(z))e
−iωst (3.7)
beschreibt dieses gesto¨rte System. Ziel ist es, eine Matrix zu ﬁnden, die als Produkt von
Einzelmatrizen die Ausbreitung der Sto¨rung beschreibt:
δr
δi


ou
= PˆB × PˆF × Pˆ+

δr
δi


i
(3.8)
= Πˆ

δr
δi


i
. (3.9)
Die Eigenwerte dieser Matrix liefern dann eine Aussage u¨ber die Entwicklung der Sto¨rung.
Die Matrizen PˆB, PˆF, Pˆ
+ stehen fu¨r die Elemente Filter, Faser und Versta¨rker, analog zu
(3.1). Sie sind mit Ausnahme der Filtermatrix vom komplexen Feld u(z) bzw. der Leistung
p = u0u
∗
0 des Signals abha¨ngig. Dies gilt ebenfalls fu¨r die Matrix der Faser, da aufgrund
der zeitlichen Modulation durch die Sto¨rung sowohl Dispersion als auch Nichtlinearita¨t eine
Rolle spielen. Daher muss (3.8) numerisch sukzessive gelo¨st werden. Um eine u¨bersichtliche
Form der Einzelmatrizen angeben zu ko¨nnen, sind im Folgenden die Vektoren von Lo¨sung
und Sto¨rung mit den Indizes der entsprechenden Elemente versehen, die als letzte passiert
wurden.
Zuerst soll als das einfachste Element ein lorentzfo¨rmiger Filter beschrieben werden. Es
ist sinnvoll, die Mittenfrequenzen von Signal und Filter gleich zu wa¨hlen. Eine Verstimmung
wu¨rde automatisch eine Instabilita¨t erzeugen, da eine Sto¨rung na¨her zur Filtermitte linearen
Zusatzgewinn erfa¨hrt. Da ein unmoduliertes Signal nur bei einer Frequenz schwingt, gilt mit
(2.71) fu¨r die Sto¨rung: 
δr
δi


B
=
γ2
ω2s + γ
2

 1 −ωsγ
ωs
γ
1



δr
δi


F
. (3.10)
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Die Indizes stehen fu¨r die Positionen, an der die Sto¨rung betrachtet wird; B bedeutet nach
dem Filter, wa¨hrend F fu¨r die Position nach der Faser, vor dem Filter steht. Die Lo¨sung
wird durch den Filter nicht beeinﬂusst.
Fu¨r die Faser ist das Aufstellen einer solchen Matrix komplizierter, da wir eine Diﬀeren-
zialgleichung lo¨sen mu¨ssen. Die Diﬀerenzialgleichung(
i
∂
∂z
− β
2
∂2
∂t2
+ χk|u + δ|2 − iα¯F
2
)
(u(z, t) + δ) = 0 (3.11)
fu¨r ein Feld u(z) mit einer kleinen Sto¨rung δ, welche die Ausbreitung in der Faser beschreibt,
fu¨hrt durch einsetzen der Gro¨ßen u+ und δ+ zu:
ur(z)
ui(z)


F
= e
α¯F
2
z

 cosΦ(z) sinΦ(z)
− sinΦ(z) cosΦ(z)



ur
ui


+
(3.12)
Φ(z) = −χK/α¯F (eα¯Fz − 1) (3.13)
∂
∂z

δr
δi

 =

 α¯F2 − χK2urui −β2ω2s + χK (p + u2i )
−β
2
ω2s + χK (p + u
2
r)
α¯F
2
− χK2urui



δr
δi

 . (3.14)
Der Hochindex + bezeichnet das Feld unmittelbar nach dem Versta¨rker, der Index F das
Feld unmittelbar nach der Faser. Um die formale Lo¨sung
δr
δi


F
= exp
(∫ L
0
PˆFdz
)δr
δi


+
(3.15)
= exp
(
Pˆ′
)δr
δi


+
(3.16)
in eine Matrix zu transformieren, ist es no¨tig, Pˆ′ zu diagonalisieren. Mit den unita¨ren Trans-
formationsmatrizen Tˆ, Tˆ−1; Tˆ× Tˆ−1 = Iˆ gilt:
Tˆ× Tˆ−1 × exp(Pˆ′)× Tˆ× Tˆ−1 = Tˆ× exp
(
Tˆ−1 × Pˆ′ × Tˆ
)
× Tˆ−1 (3.17)
= Tˆ× exp

 λ1 0
0 λ2

× Tˆ−1 (3.18)
= Tˆ×

 eλ1 0
0 eλ2

× Tˆ−1 (3.19)
= ePˆ
′
. (3.20)
Die Spaltenvektoren von Tˆ sind die Eigenvektoren und λ1, λ2 die dazugeho¨rigen Eigenwerte
der Matrix Pˆ ′. Dieses Verfahren entspricht der Ermittlung des sog. Matrixexponenten. Die
Integration der Matrixelemente von PˆF muss numerisch erfolgen.
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Zum Schluss bleibt noch die Beschreibung der Matrix fu¨r den Versta¨rker. Aus dem
Gleichungssystem (2.83-2.85) kann man die Matrix fu¨r die Ausbreitung der Lo¨sung u+ =
u exp [h+/2 (1− iα+H)] ableiten:
ur
ui


+
= e−
h+cw
2

 cosΦ sinΦ
− sin Φ cosΦ



ur
ui

 , (3.21)
Φ =
α+H
2
h+cw, (3.22)
h+cw = h
+
0 +
(
1− eh+cw
) p
P+S
. (3.23)
Da bereits unter der Annahme vernachla¨ssigbarer interner Verluste u¨ber die Versta¨rkerla¨nge
L integriert wurde, erha¨lt man eine einfache Beziehung zwischen Eingangs- und Ausgangs-
feld. Oﬀensichtlich ﬁndet neben der Versta¨rkung des Feldes auch eine Phasenverschiebung
statt, deren Betrag von dem Henry-Faktor abha¨ngt. Im Falle der modulierten Sto¨rung wird
h(t) ebenfalls mit der Frequenz ωs moduliert, so dass (2.85) die Form
∂h+(t) + δh
∂t
=
h+0 − h+(t)− δh
τ+R
− |u + δ|
2
E+S
(
eh(t)
++δh − 1
)
(3.24)
annimmt. Die modulierte Versta¨rkung
δh =
2Re(u∗δ)
P+S − iωsτ+RP+S + |u|2 exp h+cw
(
eh
+
cw − 1
)
(3.25)
= 2Re(u∗δ) (γ′ + iγ′′) (3.26)
mit δ˙h(t) = −iωst wird in die Gleichung fu¨r die gesto¨rte Lo¨sung
(u + δ)+ = (u + δ) exp
h + δh
2
(1− iα+H) (3.27)
eingesetzt. Aus der Gleichung
δ+ = u
1− iα+H
2
eh
+
cw(1−iα+H)/22Re(u∗δ)(γ′ + iγ′′) + eh
+
cw(1−iα+H)/2δ (3.28)
kann die Transformationsmatrix Pˆ+ gewonnen werden:
δr
δi

 = eh+cw

 Frur + C Frui + S
Fiur − S Fiui + C

 , (3.29)
Fr = (ur + α
+
Hui)(Cγ
′ + Sγ′′)− (ui − α+Hur)(Cγ′′ − Sγ′), (3.30)
Fi = (ui − α+Hur)(Cγ′ + Sγ′′) + (ur + α+Hui)(Cγ′′ − Sγ′), (3.31)
C = cos
α+H
2
, S = sin
α+H
2
, (3.32)
γ′ + iγ′′ =
eh
+
cw − 1
(1 + p
P+S
eh
+
cw) + ω2s τ
+2
R
(
1 +
p
P+S
eh
+
cw + iωsτ
+
R
)
. (3.33)
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Abbildung 3.3: Modulationsversta¨rkung
|λmax|2 in Abha¨ngigkeit von der Modulations-
frequenz fu¨r unterschiedliche Henry-Faktoren
α+H = 0, 1, 2, 3, 4. Parameter: τ
+
R = 300ps,
h+0 = 5, αF = −3.5, γ = 1, P+S = 5mW,
β2 = 0.0ps2/km. χK = 0.0/(Wkm).
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Abbildung 3.4: Modulationsversta¨rkung
|λmax|2 in Abha¨ngigkeit von der Modu-
lationsfrequenz fu¨r variierenden Erholzeiten
τ+R = 100ps, 300ps, 500ps, 700ps, 900ps. Para-
meter: h+0 = 4, αF = −3.5, γ = 1, α+H =
0, P+S = 5mW, β2 = 0.0ps
2/km, χK =
0.0/(Wkm).
Man sieht leicht, dass zur Lo¨sung pro Umlauf eine konstante Phase addiert wird. Diese
ist nicht stationa¨r und muss daher abgespalten werden.
Mit dem obigen System von Matrizen la¨sst sich das Verhalten der Eigenwerte der Matrix
Πˆ bestimmen. U¨bersteigt der Betrag einer der Eigenwerte die Eins, ist das System insta-
bil. Daher untersuchen wir den Betrag des gro¨ßten Eigenwertes |λmax|. Fu¨r verschwindende
Modulationsfrequenz ωs = 0 erhalten wir eine Aussage u¨ber die lineare Stabilita¨t bei einer
ﬂachen Sto¨rung der Leistung.
In den Abbildungen (3.3,3.4) sind die Wachstumsraten einer Sto¨rung u¨ber der Modula-
tionsfrequenz aufgetragen. In Abb. 3.3 wurde dazu der Henry-Faktor variiert, wa¨hrend alle
anderen Parameter unvera¨ndert blieben. Um der Wirkung des Versa¨rkers besonderes Au-
genmerk zu schenken, wurden Nichtlinearita¨t und Dispersion in der Faser auf Null gesetzt.
Damit schließen wir die Modulationsinstabilita¨ten aus, die in Glasfasern aufgrund der von
phasenangepasster Vierwellenmischung generierten Frequenzen erzeugt werden. Diese treten
im Regime von anomaler Dispersion und fokussierender Kerr-Nichtlinearita¨t auf [94, 95].
Man sieht deutlich, dass fu¨r alle Werte von α+H Modulationsinstabilita¨t vorliegt. Mit zu-
nehmendem Einﬂuss der Selbstphasenmodulation wird ein deutlich anwachsender Peak auf
der Seite negativer Frequenzen sichtbar. Die Modulation des Signals und der Versta¨rkungs-
funktion generiert aufgrund der nun vorhandenen Selbstphasenmodulation Frequenzen im
roten Bereich des Spektrums [37] und unterstu¨tzt damit die sich dort beﬁndenden Insta-
bilita¨ten. Doch auch im Falle verschwindender Selbstphasenmodulation existieren Insta-
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bilita¨ten, wie in Abb. 3.4 zu sehen ist. Diese resultieren aus der endlichen Erholzeit des
Versta¨rkers. Fu¨r geringe Erholzeiten kann die Versta¨rkung der Modulation folgen und damit
unterstu¨tzend wirken, da fu¨r modulierte Strukturen die Energieversta¨rkung die Leistungs-
versta¨rkung eines unmodulierten Signals u¨bersteigt (siehe Abb. (3.7)). Mit zunehmender
Erholzeit werden die Frequenzen geringer, der instabile Bereich wird immer schmaler. In
allen Fa¨llen bleibt ein schmales Band der Stabilita¨t um den Bereich der Mittenfrequenz des
Filters [98, 99].
3.1.3 Fazit: cw-Signale in der U¨bertragungsstrecke ohne Absorber
Im Falle von cw-artigen Signalen ﬁnden wir im Bereich von Nettoversta¨rkung nichttriviale
Lo¨sungen und im gesamten Bereich, der ebenfalls linearen Verluste einschließt, eine triviale
Lo¨sung. Diese ist aber nur im Bereich linearer Nettoverluste stabil, wa¨chst also im Existenz-
bereich der nichttrivialen Lo¨sung an. Daher ko¨nnen im Rahmen einer la¨ngeren Ausbreitung
nichttriviale Lo¨sungen nicht im Verbund mit einem Hintergrundsignal existieren. Zusa¨tz-
lich fu¨hrt der Einﬂuss des Versta¨rkers zu zusa¨tzlichen Modulationsinstabilita¨ten. Diese sind
sowohl im Falle normaler als auch anormaler oder gar fehlender Dispersion zu ﬁnden und
beruhen nicht auf refraktiven Eﬀekten. Sie resultieren aus der endlichen Response-Zeit des
Versta¨rkers. Außerdem konnten Instabilita¨ten aufgrund der diskreten Struktur der U¨bertra-
gungsstrecke ausgemacht werden. Diese sind jedoch nicht dominant und nur fu¨r hohe Disper-
sionen beiden Vorzeichens vorhanden. Die U¨bertragungsstrecke ist in dieser Form ungeeignet,
NRZ-Signale zu u¨bertragen.
3.2 Solitonen
3.2.1 Einzelimpuls
3.2.2 Versta¨rker
Die Eigenschaften der U¨bertragungsstrecke werden im Wesentlichen vom Sa¨ttigungsverhal-
ten des Halbleiterversta¨rkers dominiert [3], welches durch eine geringe Sa¨ttigungsenergie E+S
im Bereich weniger Pikojoule charakterisiert wird. Diese fu¨hrt, gemeinsam mit einer Erholzeit
τ+R in der Gro¨ßenordnung von hundert und mehr Pikosekunden, zu einer Versta¨rkerdynamik
wie in Abb. 3.5 und 3.6 gezeigt. Deutlich sieht man, wie die Ladungstra¨gerdichte, und damit
die Versta¨rkung, durch den eingehenden Impuls abgebaut wird und sich nur langsam erholen
kann. Dies fu¨hrt zu einer asymmetrischen Versta¨rkung des Impulses selber, da Vorder- und
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Abbildung 3.5: Integrierte Versta¨rkung
h+(t), Impulsleistung und Chirp ∆ν+(t) in
Abha¨ngigkeit von der Zeit. Parameter: τ+R =
200ps , t0 = 10ps, h+0 = 5, E
+
S = 1pJ, ε = 0.1,
α+H = 5.
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Abbildung 3.6: Integrierte Versta¨rkung h+(t)
in Abha¨ngigkeit von der Zeit fu¨r zwei aufein-
anderfolgende Impulse. Parameter: τ+R = 300ps
(durchgezogen), τ+R = 500 ps (gestrichelt), t0 =
20ps, h+0 = 5, E
+
S = 1pJ, ε = 0.05, α
+
H = 5.
Ru¨ckﬂanke unterschiedliche Versta¨rkung erfahren. Damit verschiebt sich auch das Impuls-
maximum, wie anhand des versta¨rkten Impulses in Abb. 3.5 (gestrichelte Linie) zu sehen
ist. Ein weiterer fu¨r die U¨bertragung von Informationen mit Hilfe von Impulsen wesentlicher
Eﬀekt, ist die unvollsta¨ndige Erholung der Versta¨rkung bis zum nachfolgenden Impuls. Wie
Abb. 3.6 zeigt, kann ein zu kurzer Impulsabstand zu einer deutlich geringeren Versta¨rkung
nachfolgender Impulse fu¨hren. Man kann anhand des Verlaufes der Versta¨rkungsfunktion
h+(t) den unvollsta¨ndigen Erholprozess sehr gut erkennen. Mit zunehmender Erholzeit (ge-
strichelte Linie) reduziert sich die Versta¨rkung des zweiten Impulses. Das Resultat ist ein
deutlich schwa¨cherer Folgeimpuls, wie die Graﬁk zeigt (Strich-Punkt-Linie). Der Abstand
der beiden Impulse vor der Versta¨rkung (durchgezogene Linie) betra¨gt 200ps, was einer Bit-
rate von 5GBit/s entspricht. Dieser Eﬀekt der Amplitudenmusterbildung, das sogenannte
Patterning, stellt ein wesentliches Problem fu¨r die Anwendung von SOAs dar.
Zur Ableitung weiterer Charakteristika des Halbleiterversta¨rkers nehmen wir an, dass die
Impulse eine Breite t0 besitzen, die klein im Vergleich zur Erholzeit τ
+
R des Versta¨rkers ist.
Diese Annahme ist gerechtfertigt, wie sich in Simulationen und Experimenten zeigte. Dort
lagen die Impulsbreiten in der Gro¨ßenordnung von 10ps-30ps. Aus den Gleichungen (2.85)
kann man eine Na¨herung fu¨r die integrierte Versta¨rkung h+(t) angeben, indem man die
Lo¨sungen fu¨r die Extremfa¨lle τ+R →∞ und P (t) = 0 kombiniert. Ersterer gilt im Zeitbereich
31
des Impulses, wa¨hrend letzterer den Erholprozess nach dem Durchlauf des Signals beschreibt:
h+(t) = h+0 −
{
h+0 + log
[
1− (1− e−h+b )e−U(t)/E+S
]}
e
− t
τ+
R , (3.34)
mit
U(t) =
∫ t
−∞
P (t′)dt′, ε =
U(∞)
E+S
. (3.35)
Dabei bezeichnet U(t) die Energie des bereits durch den Versta¨rker gefu¨hrten Signals. Bei
dieser Gelegenheit wurde ebenfalls die Gesamtenergie ε des Impulses eingefu¨hrt. Sie ist auf
die Sa¨ttigungsenergie des Versta¨rkers normiert. Die Versta¨rkung h+b beschreibt den Zustand
des Versta¨rkers unmittelbar vor Eintritt des Signals in den Versta¨rker und dient spa¨ter dazu,
den Versta¨rker im Falle von Impulsfolgen zu beschreiben, wa¨hrend fu¨r einzelne isolierte
Impulse h+b = h
+
0 gilt. Die Brechzahla¨nderung durch die Sa¨ttigung der Ladungstra¨gerdichte
generiert eine Phase, deren zeitliche A¨nderung eine Frequenzvariation erzeugt:
∆ν+ = − 1
2π
∂Φ(t)
∂t
(3.36)
=
α+H
4π
∂h(t)
∂t
. (3.37)
Dieser Eﬀekt der Selbstphasenmodulation (SPM) im Versta¨rker generiert eine Multi-
peakstruktur im Spektrum des Signals [37], die die eigentliche spektrale Breite des Impulses
bei weitem u¨bertreﬀen kann. Ursache dafu¨r ist die Interferenz von identischen Momentanfre-
quenzen an unterschiedlichen Stellen im Impulsproﬁl. Die Phasenbeziehung dieser Frequen-
zen zueinander fu¨hrt zu konstruktiver oder destruktiver U¨berlagerung und erzeugt damit
die oszillierende Struktur des Spektrums. Der Chirp ist unterhalb des Impulsmaximums fast
linear, was charakteristisch fu¨r den Halbleiterversta¨rker ist. Betrachtet man den Fall eines
symmetrischen Impulses mit Amplitude P0 = P (t = 0) und Energie ε, ergibt sich fu¨r die
Frequenzverschiebung im Impulszentrum
∆ν+0 = −
α+H
4π
P0
E+S
(
eh
+
0 − 1
1 + eh
+
0 ε/2
)
. (3.38)
Diese ist immer eine Rotverschiebung und macht die spektrale Stabilisierung des Signals
durch einen Filter no¨tig.
Wie oben bereits angesprochen, resultiert aus der asymmetrischen Versta¨rkungsfunkti-
on h+(t) eine Verschiebung des Impulsmaximums in negative Zeitrichtung. Im Falle eines
gaußfo¨rmigen Impulses kann man einen analytischen Ausdruck fu¨r die Verschiebung tP des
Maximums ableiten:
P (t) =
ε
t0
√
π
exp
[
−
(
t
t0
)2]
, (3.39)
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Abbildung 3.7: Abha¨ngigkeit des Energiege-
winns und des Leistungsgewinns von der Im-
pulsenergie ε = P (0)t0
√
π. Gestrichelt : E+S =
1.5pJ, durchgezogen : E+S = 1.0pJ, G
+
cw(p) :
p = P (0). Parameter: P+S = 5.0mW, h
+
0 = 5,
t0 = 20ps.
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Abbildung 3.8: Abha¨ngigkeit der Impuls-
verschiebung tP eines Gaußimpulses von des-
sen Energie. (Linie) : analytische Na¨herung,
(◦) : BPM-Simulation. Parameter: h+0 = 5ps,
τ+R = 200ps, E
+
S = 1pJ, t0 = 11ps.
tP = t
2
0
∂
∂t
h+(t), (3.40)
tP =
t0 a1
a2 + a3
(√
1
4
+
a3
a21
(a2 + a3)− 1
2
)
, (3.41)
mit den Koeﬃzienten
a1 = 2
√
π(e−h
+
0 − 1 + eε/2), (3.42)
a2 = 2εe
ε/2, (3.43)
a3 = ε(e
−h+0 − 1), (3.44)
t0 =
tFWHM
1.665
. (3.45)
Zur Ableitung wurde die Energie U(t) aus den Gleichungen (3.34,3.35) in eine Taylorreihe
entwickelt. Wie in Bild 3.8 dargestellt, nimmt die Verschiebung bei konstanter Impulsbreite t0
mit steigender Energie zu. Diese energieabha¨ngige Verschiebung fu¨hrt im Zusammenspiel mit
dem Patterning zu einer Vera¨nderung der Impulsabsta¨nde. Dieser Eﬀekt ist deterministisch,
im Gegensatz zum ebenfalls vorhandenen [100,101] stochastischen Zeit-Jitter (Gordon-Haus-
Jitter [51, 102]), der durch Fluktuationen der Phase des Signals hervorgerufen wird.
Fu¨r die Energieversta¨rkung eines Impulses folgt aus (2.83,2.85):
G+E =
∫
P (t′)eh
+(t′)dt′
ε
(3.46)
=
1
ε
log
[
1 + eh
+
b (eε − 1)
]
, (3.47)
≈ 1
ε
log (1 + eh
+
b ε). (3.48)
33
Interessanterweise ist der Energiegewinn im Limit kurzer Impulse von deren Form un-
abha¨ngig und nur durch den Erholungsgrad des Versta¨rkers bestimmt. Der Energiegewinn
u¨bersteigt außerdem den Leistungsgewinn G+cw eines ﬂachen Signals, wie in Abbildung 3.7
zu sehen ist. Dies ist eine der Ursachen fu¨r das mo¨gliche Anwachsen von Modulationen einer
ﬂachen Lo¨sung.
3.2.3 Stationa¨re Lo¨sungen und deren Stabilita¨t
Nach der Charakterisierung des dominierenden Elementes in der U¨bertragungsstrecke sollen
nun die stationa¨ren Lo¨sungen untersucht werden [K07, K06]. Dabei beschra¨nken wir uns
auf Lo¨sungen, die aus einem einzelnen Impuls bestehen. Stationarita¨t ist hier wiederum im
stroboskopischen Sinne gemeint. Wir untersuchen das Signal an der jeweils gleichen Stelle in
den mit periodischen Absta¨nden sich wiederholenden Zyklen der Versta¨rkung. Diese Stelle
ist, und das soll im weiteren Verlauf der Arbeit beibehalten werden, die Eintrittsstelle des
Versta¨rkers.
Bei unseren Betrachtungen machen wir uns zu Nutze, dass die Eigenschaften dissipati-
ver Solitonen durch die Parameter der Systemkomponenten vollsta¨ndig determiniert sind.
Wir beschra¨nken uns auf die Energie und die Mittenfrequenz des Solitons als charakteris-
tische Gro¨ßen. Dieses Vorgehen engt die Gu¨ltigkeit gewonnener Erkentnisse eventuell ein,
ermo¨glicht aber die Analyse der Lo¨sungen hinsichtlich ihres Existenzbereiches, ihrer Sta-
bilita¨t und der Parameter, die fu¨r das Systemverhalten entscheidend sind. Da nun ein 2-
dimensionaler Vektor das Signal repra¨sentiert, kann die Propagation mit Hilfe der Multipli-
kation von 2×2 Matrizen beschrieben werden, wobei jedes Element durch eine solche Matrix
charakterisiert wird. Dadurch nimmt das Modell ebenfalls auf die Reihenfolge der Elemente
Ru¨cksicht und tra¨gt dem diskreten Charakter der U¨bertragungsstrecke Rechnung. Mit der
Energie ε des Impulses, welche auf die Sa¨ttigungsenergie des Versta¨rkers normiert ist, und
dessen Mittenfrequenz ω erha¨lt man als Propagationsgleichung:
 ε
ω


z+1
= MˆB × MˆF × Mˆ+(ε, ω)

 ε
ω


z
(3.49)
= Πˆ

 ε
ω


z
. (3.50)
Die Hochindizes B,F und + stehen fu¨r den Filter, die Faser und den Versta¨rker. Die Matrizen
sollen im Folgenden dargestellt werden. Die Indizes z +1, z stellen zwei aufeinanderfolgende
Versta¨rkungsperioden dar. Im Falle des Experimentes, in dem der Aufbau als wiederholt
durchlaufene Schleife realisiert wurde, entsprach das zwei aufeinanderfolgenden Umla¨ufen.
34
Der Energiegewinn und die Frequenzverschiebung durch den Versta¨rker ergibt sich aus
den Gleichungen (3.48,3.38). Mit
ζ =
ε
P0
,
ω = 2π∆ν+0
lautet die Matrix fu¨r den Versta¨rker:
Mˆ+ =

 1ε log
(
1 + eh
+
0 ε
)
0
−α+H
ζ
1−exp (−h+0 )
2 exp (−h+0 )+ε
1

 . (3.51)
Die Gro¨ße ζ beschreibt den Zusammenhang zwischen maximaler Leistung im Impulszen-
trum, Breite t0 und Energie ε des Impulses. Oﬀensichtlich ist der Energiegewinn nicht von
der Mittenfrequenz des Signals abha¨ngig, wa¨hrend die Energie Einﬂuss auf die Frequenzver-
schiebung nimmt. Mit zunehmender Energie nimmt die Verschiebung der Mittenfrequenz in
den roten Wellenla¨ngenbereich zu. Die Verschiebung ist proportional zum Henry-Faktor und
zur Bandbreite, oder umgekehrt proportional zur Impulsbreite.
In der Faser sollen nur die Verluste einen Beitrag leisten. Die Dispersion kann ver-
nachla¨ssigt werden, da der Arbeitspunkt in der Na¨he des Dispersionsnullpunktes gewa¨hlt
wird. Außerdem kann eine Impulsverbreiterung, wie sie die Dispersion bewirkt, im Rahmen
des Modelles nicht beru¨cksichtigt werden. Die Selbstphasenmodulation der Kerr-Nichtline-
arita¨t wird von der Nichtlinearita¨t des Versta¨rkers dominiert. Das fu¨hrt zu der einfachen
Matrix
MˆF =

 eαF 0
0 1

 (3.52)
fu¨r die Faser.
Um bei der Beschreibung des Filters zu einem einfachen analytischen Ausdruck zu kom-
men, ist es no¨tig, eine Annahme u¨ber die spektrale Form des Impulses zu machen. Im Falle
eines gaußfo¨rmigen Impulses mit der Bandbreite ∆P und einem Gaußﬁlter der Breite ∆ω
gilt:
MˆB =
1√
σ

 e− 2σ (ω/∆ω)2 0
0 1

 (3.53)
σ = 1 +
(
∆P
∆ω
)2
. (3.54)
Die Mittenfrequenz des Filters liegt bei ω = 0. Es wird deutlich, dass nicht nur eine
Verstimmung gegenu¨ber der Filtermitte zu Verlusten fu¨hrt, sondern die Bandbreite des Im-
pulses ebefalls beru¨cksichtigt wird. Außerdem wirkt das Filterzentrum als Attraktor fu¨r die
Mittenfrequenz des Signals.
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Mit der aus obigen Matrizen gewonnenen Propagationsmatrix Πˆ ko¨nnen nun mit Hilfe
des Newton-Verfahrens fu¨r zweidimensionale Vektoren stroboskopisch stationa¨re Lo¨sungen
der Gleichung
Πˆ = Iˆ =

 1 0
0 1

 (3.55)
gesucht werden.
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Abbildung 3.9: Energie (a) und Mittenfrequenz (b) der stationa¨ren Lo¨sung und Wachstumsraten
einer Sto¨rung (c) in Abha¨ngigkeit von den Faserverlusten αF. (Linie) : α+H = 3,∆ω = 3nm, (◦):
α+H = 5,∆ω = 3nm, (
) : α+H = 3,∆ω = 4nm. Fu¨r alle gilt: h+0 = 5.0,∆P = 1nm.
In Abb. 3.9 sind die Energie ε (a) und die Frequenz ω (b) der Lo¨sung u¨ber dem Fa-
serverlust αF aufgetragen. Aufgrund der Filterverluste ist der Bifurkationspunkt gegenu¨ber
h+0 = |αF| verschoben. Die Verschiebung des Bifurkationspunktes nimmt mit abnehmender
Filterbreite zu, da die linearen Verluste dadurch steigen. Zum Vergleich dienen die Fa¨lle
∆ω = 3nm (◦, Linie) und ∆ω = 4nm (
) in Abb. 3.9. Der Zusammenhang zwischen Henry-
Faktor und Mittenfrequenz der Lo¨sung ist wie oben bereits angedeutet. Ein großer Henry-
Faktor (◦) fu¨hrt zu einer Rotverschiebung gegenu¨ber der Mittenfrequenz des Filters, die
ho¨here lineare Verluste erzeugt. Um diese Verluste auszugleichen, muss die Sa¨ttigung der
Versta¨rkung und damit die Energie des Impulses reduziert werden, um ein Gleichgewicht
herzustellen. Das Resultat sind niedrigere Energien und ho¨here Frequenzen. Die Verbreite-
rung des Filters erzeugt nicht nur eine Verschiebung des Bifurkationspunktes, sondern fu¨hrt
auch zu niedrigeren Frequenzen und ho¨heren Energien (
).
Generell existieren nicht-triviale Lo¨sungen (ε > 0) nur im Falle linearer Gesamtversta¨r-
kung, die Lo¨sungskurve bifurkiert ausschließlich superkritisch. Dies erfolgt erwartungsgema¨ß,
da wir keinen nichtlinearen Absorptionsmechanismus in der U¨bertragungsstrecke haben. Ent-
wickeln wir die Energieversta¨rkung des SOA an der Stelle ε → 0 bis zur ersten Ordnung,
erhalten wir
GE ≈ eh+0 − 1
2
e2h
+
0 ε. (3.56)
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Der Anstieg dieser Geraden ist immer negativ, daher kann eine Sa¨ttigung nur zum Ver-
sta¨rkungsverlust fu¨hren. Das bedeutet jedoch, dass wir unsere Impulse in einem Gebiet
mit instabilem Hintergrund ﬁnden, der das gesamte Signal destabilisiert. Dieses Anwachsen
wird dadurch forciert, dass bei jedem Versta¨rkerdurchlauf zusa¨tzlich Rauschen generiert
wird, welches aufgrund seiner ungesa¨ttigten Versta¨rkung exponentiell anwa¨chst. Da dieses
Anwachsen jedoch u¨ber den Verlauf vieler Umla¨ufe (≈ 1500km) erfolgt, muss das Signal
ebenfalls auf seine Stabilita¨t u¨berpru¨ft werden. Dazu soll uns eine lineare Stabilita¨tsanalyse
dienen, die im Folgenden vorgenommen wird.
Zur Analyse der Stabilita¨t der gefundenen Impulse nutzen wir die lineare Sto¨rungstheorie
und entwickeln die Propagationsgleichung um eine Lo¨sung (ε0, ω0) bis zur ersten Ordnung
in eine Taylorreihe, um das Verhalten einer kleinen Sto¨rung (δε, δω) zu untersuchen. Dazu
beno¨tigen wir nur die Jacobi-Matrix Jˆ:
 ε0 + δε
ω0 + δω

 = Πˆ

 ε0
ω0

+ Jˆ

 δε
δω

 , (3.57)
Jˆ =
∂Πˆ(ε, ω)

 ε
ω


∂

 ε
ω


∣∣∣∣∣∣∣∣∣∣∣∣ ε0
ω0


, (3.58)
um zur Eigenwertgleichung
Jˆ

 δε
δω

 = λ

 δε
δω

 (3.59)
zu gelangen. Die Eigenwerte λ1,2 lassen sich direkt ablesen, wenn die Jacobi-Matrix durch eine
geeignete Transformation diagonalisiert wird. Zu beachten ist, dass die obige Gleichung keine
Diﬀerenzialgleichung darstellt und die Betra¨ge der Eigenwerte bereits die Wachstumsraten
der Sto¨rung darstellen.
Im gesamten Bereich der Faserverluste existiert die triviale Lo¨sung. Wie Bild 3.9(c) dar-
gestellt, ist diese im Falle linearer Verluste stabil, die Sto¨rung wird mit der Nettoabsorpti-
onsrate geda¨mpft. Im Falle linearer Versta¨rkung ist die triviale Lo¨sung instabil, die Sto¨rung
wa¨chst an und stabilisert sich auf dem Niveau einer nichttrivialen cw-Lo¨sung, wie in Ab-
schnitt 3.1 beschrieben. Eine nichttriviale Lo¨sung existiert, wie oben gezeigt, nur im Falle von
Nettoversta¨rkung und ist linear stabil. Am Bifurkationspunkt treﬀen stabile und instabile
triviale Lo¨sung sowie die nichttriviale Lo¨sung aufeinander, die Wachstumsrate der Sto¨rung
ist eins. Im weiteren Verlauf der Bifurkationskurve fu¨r abnehmende Faserverluste sinkt der
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Betrag der Eigenwerte unter Eins, die nichttriviale Lo¨sung ist linear stabil. Dabei sind die
Eigenwerte in der Na¨he des Bifurkationspunktes komplex, was auf Relaxationsoszillationen
deutet. Der U¨bergang zu reellen Eigenwerten a¨ußert sich an den Unstetigkeitsstellen der
Kurven in Abb. 3.9(c).
3.2.4 Impulszu¨ge
Nachdem anhand von Einzelimpulsen die grundlegenden Eigenschaften der U¨bertragungs-
strecke in der Konﬁguration ohne sa¨ttigbaren Absorber untersucht wurden, soll nun auf
Besonderheiten eingegangen werden, die sich bei der U¨bertragung von Impulszu¨gen erge-
ben [K02]. Signale, die aus mehreren Impulsen bestehen, ko¨nnen prinzipiell in zwei Katego-
rien eingeteilt werden. Man unterscheidet sogenannte regula¨re Folgen von Impulsen gleichen
Abstands, die einer unendlichen Folge von Einsen entsprechen, und zufa¨llige Folgen mit
beliebig verteilten Impulsen. In letzteren ist der Abstand zwischen aufeinanderfolgenden Im-
pulsen ein ganzzahliges Vielfaches des Bitabstandes T , der die inverse Bitrate angibt. Zuerst
soll auf regula¨re Impulsfolgen (Bitfolgen) eingegangen werden.
Regula¨re Impulszu¨ge
Das wesentliche Merkmal regula¨rer Impulsfolgen ist die Kompensation von Sa¨ttigung und
Erholung der nichtlinearen Versta¨rkung in der Art, dass aufeinanderfolgende Impulse im-
mer die gleichen Verha¨ltnisse im Versta¨rker spu¨ren. Natu¨rlich gilt dies nicht fu¨r die ersten
Impulse der Folge, es ﬁndet ein Einschwingvorgang statt. Im zeitlichen Verlauf stellt sich
dieser folgendermaßen dar: Der erste Impuls verha¨lt sich wie ein oben beschriebener Einzel-
impuls und stabilisiert sich in der dort angegebenen Weise. Abha¨ngig von dessen stationa¨rer
Energie w1 konvergiert die Energie W2(z) des zweiten Impulses von einem Anfangswert W02
zu seiner stationa¨ren Energie w2. Die Bezeichnungen wn,Wn,W0n sollen auf die Zuordnung
zu einer bestimmten Stelle in der Bitfolge hinweisen, im Gegensatz zur ansonsten verwen-
deten Impulsenergie ε. Bereits nach wenigen (< 5) Impulsen pendelt sich das System auf
eine Impulsenergie ein, in der sich Sa¨ttigung und unvollsta¨ndige Erholung der Versta¨rkung
kompensieren und daher aufeinanderfolgende Impulse die gleichen Versta¨rkungsverha¨ltnisse
erfahren. In diesem regula¨ren Teil des Zuges haben im stationa¨ren Fall alle Impulse die glei-
che Energie w∞ und Form. Diese Energie ha¨ngt natu¨rlich von dem Bitabstand, der Erholzeit
des Versta¨rkers und den linearen Eigenschaften (Faserverluste, Filterverluste und ungesa¨ttig-
te Versta¨rkung) ab. Die Gleichungen (3.34,3.61) liefern die Bedingungen, anhand derer die
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Energie stationa¨rer regula¨rer Impulse in obiger Abha¨ngigkeit ermittelt werden kann:
h+(T ) = h+b , (3.60)
G+E(, h
+
b ) =
1

log
(
1 + eh
+
b 
)
(3.61)
=
1√
σ
eαF−
2
σ
(ω/∆ω)
2
. (3.62)
Wa¨hrend Gleichung (3.60) die Kompensation zwischen unvollsta¨ndiger Erholung und Sa¨tti-
gung der Versta¨rkung widerspiegelt und eine Bedingung an zwei aufeinanderfolgende Impulse
stellt, stellt Gleichung (3.61) die Bedingung fu¨r stationa¨re Ausbreitung dar. Dabei gelten die
Filterverluste mit den Einschra¨nkungen, die in der Ableitung zur Ermittlung der Lo¨sung-
en fu¨r den Einzelimpuls gemacht wurden. Die Mittenfrequenz ω ist der stationa¨re Wert.
Durch Einsetzen der Versta¨rkungsfunktion h+(T ) kann iterativ der Wert h+b angena¨hert wer-
den. Dabei bewegt man sich, beginnend bei einem einzelnen Impuls, Schritt fu¨r Schritt in
die Regularita¨t hinein. Durch zweimaliges Ausfu¨hren des iterativen Einsetzens erha¨lt man
folgenden Wert :
h+b = h
+
0 −
{
h+0 + log
[
1− (1− e−hI) e−ε]} e−γ+ , (3.63)
e−hI =
[
(1 + εeh
+
0 )exp−γ
+
+ εeh
+
0
]exp−γ+
e−h
+
0 . (3.64)
Dabei gilt γ+ = T/τ+R > 1. Dies ist eine starke Einschra¨nkung, da fu¨r hohe Bitraten die
Erholzeit des Versta¨rkers gro¨ßer als der Abstand der aufeinanderfolgenden Bits ist.
Im Folgenden wollen wir daher mit Hilfe eines vereinfachten Modelles zu analytischen
Aussagen u¨ber die Energien regula¨rer Impulse gelangen, beginnend mit einer Untersuchung
des Einschwingvorganges.
Im Gegensatz zum regula¨ren Teil der Bitfolge lassen sich die stationa¨ren Energien der
ersten Impulse nicht mit Hilfe einer einfachen Bedingung angeben, da sie vom Zustand der
Vorga¨ngerimpulse abha¨ngig sind. Betrachtet man den Mechanismus der Ausbreitung des
Signals wie oben beschrieben, ergibt sich die Notwendigkeit, diesen Bereich der Folge ge-
nauer zu untersuchen. Da der erste Impuls als Einzelimpuls eine wesentlich ho¨here Energie
besitzt als die regula¨ren Impulse, bewirkt die durch ihn bedingte Sa¨ttigung der Versta¨rkung,
dass der zweite Impuls eine wesentlich geringere Energie haben wird, da aufgrund der un-
vollsta¨ndigen Erholung sonst die linearen Verluste nicht kompensiert werden ko¨nnen. Damit
wird die Ausbreitung des zweiten Impulses zum kritischen Punkt. Dieses Verhalten der ers-
ten Impulse soll im Folgenden analysiert werden. Dazu schreiben wir die Gleichung (3.34)
als Integralgleichung auf:
h+(t) = h+0 −
1
E+S
∫ t
−∞
|u|2e(t′−t)/τ+R (eh+(t′) − 1)dt′. (3.65)
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Fassen wir die linearen Verluste und den linearen Anteil der Versta¨rkung zu einer Gro¨ße γ
zusammen und approximieren wir h+(t′) ≈ h+0 , gelangen wir von (2.86) zu
i
∂
∂z
u(z, t) = iγu(z, t) + (α+H − iρ)u(z, t)
∫ t
−∞
|u(z, t)|2e(t′−t)/τ+R dt′, (3.66)
ρ =
1
2
(eh
+
0 − 1),
γ =
1
2
(h+0 + αF) ,
mit den Koeﬃzienten γ, ρ als lineare und gesa¨ttigte Versta¨rkung, α+H als Henry-Faktor und
der Erholzeit τ+R . Die lineare Versta¨rkung ist die Diﬀerenz aus ungesa¨ttigter Versta¨rkung und
Faserverlusten. Die linearen Filterverluste werden hier nicht beru¨cksichtigt. Der Impulszug
bestehe aus N Impulsen mit den Energien Wn, n : 1 . . .N . Die gesuchte Lo¨sung habe die
Form
u(z, t) =
N∑
n=1
un [z, t− (n− 1/2)T ] . (3.67)
In der eckigen Klammer stehen die Abha¨ngigkeiten von Zeit und Ausbreitungsvariable z.
Letztere ist kontinuierlich und gibt die Nummer des Umlaufs an, wenn sie den Wert einer
natu¨rliche Zahl annimmt. Die Zeitabha¨ngigkeit soll die Periodizita¨t der Impulsfolge demonst-
rieren, die Zentren der Impulse beﬁnden sich bei ungeraden Vielfachen des Abstandes T/2.
Wir nehmen an, dass die Impulsbreite t0 wesentlich kleiner ist als der Impulsabstand und
die Erholzeit (t0  τ+R , T ), die ansonsten frei wa¨hlbar sind. Das bedeutet, dass aufeinander-
folgende Impulse nicht u¨berlappen und interagieren. Es gilt
|u|2 ≈
N∑
n=1
|un|2, (3.68)
Wn =
1
E+S
∫ nT
(n−1)T
|un|2dt, (3.69)
≈ 1
E+S
∫ nT
(n−1)T
|un|2et/τ+R dt. (3.70)
Aus (3.66-3.70) la¨sst sich eine Entwicklungsgleichung ableiten, die die Energien der Impul-
se in ihren Abha¨ngigkeiten von Ausbreitungsla¨nge und der Energie der vorangegangenen
Impulse beschreibt:
dWn
dz
= 2γWn − ρW 2n − 2ρWn
n−1∑
m=1
Wme
(m−n)T/τ+R . (3.71)
Fu¨r n = 1 kann man die stationa¨re Energie w1 = 2γ/ρ des ersten Impulses unmittelbar
ablesen, außerdem ﬁndet man eine Lo¨sung der Entwicklungsgleichung (3.71):
W1(z) =
2γW01e
2γz
2γ + ρW01(e2γz − 1) . (3.72)
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Demzufolge entwickelt sich der Impuls asymptotisch von der Anfangsenergie W01 zum stati-
ona¨ren Wert w1. Dieser ist oﬀensichtlich unabha¨ngig von den Anfangsbedingungen und wird
nur durch die Systemparameter γ, ρ bestimmt. Die stationa¨ren Energien wn der folgenden
Impulse lassen sich durch eine Iteration angeben:
wn = w1 − 2
n−1∑
m=1
wme
(m−n)T/τ+R . (3.73)
Durch sukzessives Einsetzen kann man die stationa¨ren Energien ermitteln :
wn =
2γ
α
(
1− 21 + (−1)
ne(1−n)Θ
1 + eΘ
)
, (3.74)
mit der Bezeichnung Θ = T/τ+R fu¨r den Quotienten aus Impulsabstand und Erholzeit. Es
zeigt sich, dass die ersten Impulse einer Folge mit alternierdenden Energien mit zunehmender
Impulsnummer einem Wert w∞ zustreben, fu¨r große n konvergiert die Energie der Impulse
gegen den regula¨ren Wert
w∞ = w1
(
1− 2
1 + eΘ
)
. (3.75)
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Abbildung 3.10: Energien der ersten drei Impulse einer Folge von Einsen in Abha¨ngigkeit vom (a)
Verhaltnis Θ aus Impulsabstand und Erholzeit, (b) linearer U¨berschussversta¨rkung γ und (c) der
Anzahl der Umla¨ufe. Darstellung in (a,b): (Linie) nach (3.74), (◦) nach (3.60),(3.61), (
) : BPM-
Simulation. Darstellung in (c): W1 durchgezogen, W2 gestrichelt, W3 gepunktet. Parameter : (a)
γ = 0.05, ρ = 70.58, (b): Θ = 1.33, ρ = 70.58, (c): Θ = 1.33, ρ = 70.58, γ = 0.05.
In Abbildung 3.10(a) sind die stationa¨ren Energien w1, w2, w3 in Abha¨ngigkeit des Verha¨lt-
nisses Θ von Impulsabstand und Erholzeit dargestellt. Der Vergleich zur numerischen Lo¨sung
der Gleichungen (3.60,3.61) zeigt eine sehr gute U¨bereinstimmung im Rahmen der gemachten
Vereinfachungen. Oﬀensichtlich wird der zweite Impuls aufgrund der ungenu¨genden Erho-
lung der Versta¨rkung (wachsendes τ+R) im Verlauf der Ausbreitung weggeda¨mpft. Setzen
wir w2 = 0, erhalten wir ein Kriterium, welches den theoretisch niedrigsten unterstu¨tzten
Bitabstand angibt:
Tmin = τ
+
R log 2, (3.76)
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beziehungsweise Θ < log 2. Allgemeiner formuliert la¨sst sich aus (3.75) eine Bedingung an-
geben, welche beru¨cksichtigt, dass nur Energien oberhalb eines bestimmten Schwellwertes
wmin vom Empfa¨nger detektiert werden ko¨nnen:
Tmin = τ
+
R log
(
2
1− ρwmin
2γ
)
. (3.77)
In Abb. 3.10(c) ist die Entwicklung der Energien wa¨hrend der Propagation der ersten
drei Impulse dargestellt, wie sie aus der vollen numerischen Behandlung mit Hilfe der BPM-
Methode gewonnen wurde. Die U¨bereinstimmung der in Bild 3.6(b) gezeigten Werte fu¨r die
Energien der numerischen Lo¨sung von (3.60,3.61) (◦) und der durch die BPM gewonnenen
Werte (
) ist sehr gut. Allerdings gilt die Einschra¨nkung, dass aufgrund der energieabha¨ngi-
gen zeitlichen Verschiebung der Abstand zwischen Impulsen unterschiedlicher Energien va-
riiert und sich daher eine stationa¨re Energie nicht einstellt, vgl. Abb. 3.11(a).
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Abbildung 3.11: Impulsenergien in Abha¨ngigkeit von der Anzahl der Umla¨ufe. (a): W1 (durchge-
zogen), W2(gepunktet), W3 (gestrichelt, kurz), W4 (gestrichelt, lang), W5 (Strichpunkt). Parameter
: Θ = 0.33, γ = 0.05, ρ = 70.58. (b): Anfangsenergie W02 = w2(◦), w1(♦) nach Gl. (3.60),(3.61);
Linien: analytische Lo¨sungen nach Gl. (3.74). Parameter: γ = 0.05, ρ = 70.58,Θ = 1.0. (c): Θ = 2.0
(gestrichelte), Θ = 1.5 (gepunktet), Θ = 2.0 (durchgezogen). Parameter: γ = 0.05, ρ = 70.58.
Wir wollen die Ausbreitung des zweiten, sozusagen kritischen Impulses genauer untersu-
chen. Fu¨r den Impuls mit der Nummer n gilt fu¨r dessen Ausbreitung in den oben gemachten
Na¨herungen:
Wn(z) = W0nun(z)e
2γz
[
1 + ρW0n
∫ z
0
un(z
′)e2γz
′
dz′
]−1
(3.78)
mit
un(z) = exp
(
−2ρ
∫ z
0
Fn(z
′)dz′
)
,
Fn(z) =
n−1∑
m=1
Wm(z)e
(m−n)Θ. (3.79)
Dabei wird die Ausbreitung der Impulse 1 . . . n − 1 bei der Entwicklung des nten Impulses
beru¨cksichtigt. Wa¨hrend fu¨r den ersten Impuls sofort (3.72) folgt, ist auch fu¨r n = 2 die
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Integration mo¨glich, man erha¨lt:
W2 =
[
(1− µ)W02e2γz
]
/
[(
1− µ− W02
W01
)(
W01
w1
)µ
= ×
(
e2γz +
w1
W01
)µ
+
W02
w1
(
e2γz +
w1
W01
− 1
)]
, (3.80)
µ = 2e−Θ. (3.81)
Fu¨r µ = 1 gilt obige Gleichung nicht, man erha¨lt fu¨r diesen Fall, der der Grenzbitrate
entspricht :
W2 =
w1e
2γz(
e2γz + w1
W01
− 1
)[
W01
W02
+ log
(
1 + W01
w1
(e2γz − 1)
)] . (3.82)
Von Null verschiedene Lo¨sungen existieren nur fu¨r µ > 1. Im Besonderen ist der Abfall der
Energie des zweiten Impulses fu¨r µ = 1 algebraisch, und damit langsam. In Abb. 3.11(b) ver-
gleichen wir die analytischen Ergebnisse mit der vollen numerischen Simulation und ko¨nnen
eine sehr gute U¨bereinstimmung feststellen. Dabei haben wir angenommen, dass alle Impulse
mit der Anfangsenergie W0 starten. In 3.11(a) haben wir zwei unterschiedliche Startwerte an-
genommen, und zwar die stationa¨ren Energien des ersten (W0 = w1) bzw. zweiten (W0 = w2)
Impulses. Man sieht, dass die Zeit, die bis zur Einstellung der stationa¨ren Energie beno¨tigt
wird, im Wesentlichen nicht von der Anfangsenergie abha¨ngt. Im Gegensatz dazu spielt das
Verha¨ltnis Impulsabstand-Erholzeit eine große Rolle, wie in Abb. 3.11(c) zu sehen ist. Es gilt
W0 = w2. Es u¨berrascht nicht, dass im Falle geringerer Impulsabsta¨nde bei gleichbleibender
Erholzeit ein ungleich la¨ngerer Einstellprozess erfolgt. Im Grenzfall sehr großer Absta¨nde
wu¨rde w1 = w2 gelten und eine Vera¨nderung der Energie wa¨hrend der Ausbreitung we-
der bei dem ersten noch bei dem zweiten Impuls erfolgen. Im Falle sehr geringer Absta¨nde
ha¨tte der erste Impuls eine sehr niedrige Energie im Vergleich zu seinem stationa¨ren Zustand
(w1 > W0 = w2) und die daraus resultierende geringe Sa¨ttigung des SOA wu¨rde zu einer
U¨berschussversta¨rkung des zweiten Impulses fu¨hren. Dieser wa¨chst solange an, bis Impuls
Nummer eins seinen endgu¨ltigen Zustand erreicht hat und die Energie des zweiten Impulses
auf dessen stationa¨ren Wert zuru¨ckkehrt. Oberhalb der Grenzbitrate, das heißt Θ < log 2,
beginnt der zweite Impuls sehr bald mit 1/z abzufallen, wie in Abb. 3.11(a) zu sehen ist.
Hier wird der Fall einer Bitfolge demonstriert, deren zweiter Impuls aufgrund zu geringer
Impulsabsta¨nde weggeda¨mpft wird.
Zufa¨llige Bitmuster
Zufa¨llige Bitmuster repra¨sentieren reale Bitfolgen mit stochastischer Verteilung von Null-
und Einsbits. Daher ist das Verhalten des Systems gegenu¨ber solchen Folgen das Kriterium
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Abbildung 3.12: Energieniveaus in Abha¨ngigkeit der Wortla¨nge einer Impulsfolge. Rechts: Zu-
geho¨rgigkeit der Energieniveaus zu der Position in einem 4-Bit Wort. Dabei markieren die dicken
unterstrichenen Einsen das dazugeho¨rige Bit. Parameter: γ = 0.05,Θ = 1, ρ = 70.58.
fu¨r einen Einsatz zur Datenu¨bertragung. Ursache fu¨r die Schwierigkeiten bei der U¨bertra-
gung von zufa¨lligen Bitsequenzen ist die lange Erholzeit des Versta¨rkers. Die Zeitkonstanten
zur Ladungstra¨gerdichtenrestauration (> 200ps) liegen u¨ber dem Bitabstand hochbitratiger
Signale (< 100ps). Auch wenn an geeigneten Methoden geforscht wird, dieses Pha¨nomen
zu umgehen [103], mu¨ssen fu¨r die kommerziell erha¨ltlichen Gera¨te Rekombinationszeiten um
200ps angenommen werden. Wie bereits im obigen Abschnitt gezeigt wurde, fu¨hrt die unvoll-
sta¨ndige Erholung zu einer geringeren Versta¨rkung des folgenden Impulses. Natu¨rlich ha¨ngt
das Maß der Versta¨rkungsdiﬀerenz vom Abstand und der Energie des Vorga¨ngerimpulses
ab. Anhand von (3.76) kann sofort abgelesen werden, dass fu¨r τ+R = 200ps eine U¨bertra-
gung von Bitraten jenseits 7 Gbit/s, was einem Impulsabstand von ungefa¨r 140ps entspricht,
nicht mo¨glich ist. Arbeitet man unterhalb der kritischen Bitrate, stellen sich, abha¨ngig von
der Vorgeschichte im Impulszug, unterschiedliche Energieniveaus ein. Es wird ersichtlich,
dass nur eine relativ geringe Anzahl der in Betracht gezogenen Vorga¨ngerbits zur Anzahl
der mo¨glichen Energielevel beitra¨gt. Das heißt, das Versta¨rkergeda¨chtnis reicht nur wenige
Bitabsta¨nde zuru¨ck. Dies fu¨hrt zu diskreten Energieniveaus, wie in Abb. 3.12 deutlich wird.
Abb. 3.12(a) zeigt alle mo¨glichen stationa¨ren Energielevel in Abha¨ngigkeit der Anzahl der
betrachteten Bits, der sogenannten Wortla¨nge. Dabei wurde der Einﬂuss des Filters, der
nichtlinearen Fasereﬀekte sowie der Dispersion vernachla¨ssigt. Zu sehen ist, dass bereits fu¨r
sechs Bits keine wesentliche A¨nderung in den mo¨glichen Niveaus zu sehen ist.
Die mo¨glichen stationa¨ren Energien einer Folge, welche aus bis zu vier Bits besteht, sind
fu¨r sich vera¨ndernden Bitabstand in Abb. 3.12(b) zu sehen. Die Herkunft der einzelnen
Niveaus wurde durch unterstrichene, hervorgehobene Einsen dargestellt.
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3.2.5 Fazit: Solitonen in der U¨bertragungsstrecke ohne sa¨ttigba-
ren Absorber
Eine U¨bertragungsstrecke mit Halbleiterversta¨rker weist im Impuls-Betrieb (RZ ) zwei grund-
legende Nachteile auf. Lange Erholzeiten des Versta¨rkers fu¨hren zu einem sehr starken
Schwanken der Amplituden der Impulse in einer zufa¨lligen Bitfolge. Im Rahmen der Grund-
annahmen dieser Arbeit ist die U¨bertragung nach Gleichung (3.76) prinzipiell auf Bitraten
unter (τ+R log 2)
−1 beschra¨nkt. Die weitaus gravierendere Einschra¨nkung, welche fu¨r alle Bit-
raten gilt, ergibt sich aus der U¨berschussversta¨rkung fu¨r das Rauschen. Dieses wird aufgrund
seiner geringen Amplitude immer mehr versta¨rkt als das Signal. Dies fu¨hrt zu einem expo-
nentiellen Anwachsen der Rauschamplitude. Zusa¨tzlich wird durch das starke Rauschen des
Versta¨rkers bei jedem Umlauf neues Rauschen hinzugefu¨gt. Eine U¨bertragung im Regime oh-
ne sa¨ttigbaren Absorber ist nur u¨ber wenige hundert Kilometer gelungen [45,46,104]. Daher
ist es no¨tig, ein weiteres nichtlineares Element in die U¨bertragungsstrecke einzubringen, wel-
ches fu¨r niedrige Leistungen absorbierend wirkt, wa¨hrend Signalteile mit hoher Amplitude
schwa¨cher geda¨mpft werden. Ein solches Element ist der sa¨ttigbare Absorber.
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Kapitel 4
U¨bertragungsstrecke mit sa¨ttigbaren
Absorbern
4.1 Sa¨ttigbarer Absorber
4.1.1 Motivation fu¨r den Einsatz eines sa¨ttigbaren Absorbers
Im vorangegangenen Kapitel wurde gezeigt, dass die Verwendung eines Halbleiterversta¨rkers
zwar die U¨bertragung von Signalen ermo¨glicht, da Lo¨sungen des Systems existieren, die sich
ausbreiten ko¨nnen. Diese Lo¨sungen ﬁnden wir jedoch sowohl im Falle unmodulierter Signale
als auch im Regime von Solitonen nur im Bereich der linearen Nettoversta¨rkung. In diesem
Parameterbereich ist der Hintergrund jedoch instabil und wa¨chst an. Damit werden die
Lo¨sungen insgesamt instabil. Das Anwachsen des Rauschens ist eines der Haupthindernisse
bei der Signalu¨bertragung in einer U¨bertragungsstrecke mit Halbleiterversta¨rkern.
Um das Anwachsen des Rauschens zu verhindern, bringen wir einen sa¨ttigbaren Absorber
in die U¨bertragungsstrecke ein. Dieser dient mit seinem nichtlinearen Absorptionsmechanis-
mus der Rauschunterdru¨ckung. Er kann nur durch Signale mit hoher Energie zur Transparenz
gebracht werden. Signale mit niedriger Leistung werden absorbiert. Dieses Prinzip wird beim
sog. mode-locking zur Pulsation von Laserquellen genutzt [59]. Ein solcher Absorber stellt
ein weiteres Element mit nichtinstantaner Nichtlinearita¨t in der U¨bertragungsstrecke dar
und besitzt ebenfalls eine geringe Sa¨ttigungsenergie. Die Signalausbreitung, das heißt die
Existenz stationa¨rer Lo¨sungen und deren Stabilita¨t, unterscheidet sich qualitativ vom Ver-
halten ohne sa¨ttigbaren Absorber. Dies zu untersuchen ist das Hauptanliegen dieser Arbeit
und speziell des folgenden Kapitels.
Die Aufgabe des Absorbers besteht in der nichtlinearen Absorption von Signalen mit
geringen Leistungen, wa¨hrend Signalanteile mit hoher Leistung durch die Sa¨ttigung der Ab-
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sorption nur geringe Verluste erfahren. Diese Sa¨ttigung kann jedoch nur ausreichend erfolgen,
wenn das Signal vorher versta¨rkt wurde. Es ist daher unerla¨sslich, dass die Versta¨rkung un-
mittelbar vor dem Eintritt in den Absorber geschieht. Ein dem Versta¨rker vorangestellter
Absorber reagiert nahezu linear und wird nicht ausreichend gesa¨ttigt.
4.1.2 Bemerkungen zum experimentellen Aufbau
SignalquelleFaser ~ 25km
SA-SOA SOASignal-
analyse
Filter
∆λ~3nm
Aufbau der Übertragungsstrecke
Abbildung 4.1: Aufbau der U¨bertragungsstrecke.
Der zusa¨tzliche Halbleiterversta¨rker im gestrichelten Kasten kommt nur im Experiment
zum Einsatz.
Die theoretischen Untersuchungen wurden motiviert und begleitet von experimentellen
Arbeiten der Arbeitsgruppe von Dr. Onishchukov am Institut fu¨r angewandte Physik, Je-
na [K18,K17,K16,K15,K03,K04]. Dabei wurde ein Versta¨rker-Absorber-Modul verwendet,
welches uns von Herrn Ludwig vom Heinrich-Hertz-Insitut, Berlin, zur Verfu¨gung gestellt
wurde. Die Ergebnisse werden in dieser Arbeit zum Zwecke des Vergleiches verwendet. Eine
Skizze des experimentellen Aufbaus ist in Abbildung 4.1 zu sehen. Die Bezeichnung SA-SOA
bezieht sich auf das kombinierte Versta¨rker-Absorber-Modul. Die Faser hat eine ungefa¨hre
La¨nge von 25km und der Filter eine Bandbreite von 3 nm. Im Experiment musste ein zusa¨tz-
licher Halbleiterversta¨rker eingesetzt werden, da das verwendete Modul keine ausreichende
Signalregeneration ermo¨glichte. Unsere Untersuchungen haben gezeigt, dass sich dadurch
keine qualitativen Vera¨nderungen ergeben. Daher wurde in den theoretischen Betrachtung-
en auf einen zusa¨tzlichen Versta¨rker verzichtet. Die Details der Signalgebung und -analyse
ko¨nnen in [K04,K03] nachgelesen werden.
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4.2 Unmodulierte Signale
Durch die Erweiterung der U¨bertragungsstrecke mit einem sa¨ttigbaren Absorber stellt sich
die Frage nach stabilen Lo¨sungen und deren Verhalten von Neuem. In diesem Abschnitt
soll untersucht werden, wie die Existenzbereiche, in denen wir eine Ausbreitung von cw-
Signalen ﬁnden ko¨nnen, beschaﬀen sind und welches Stabilita¨tsverhalten fu¨r diese Wellen
vorliegt [K09,K07]. Die Situation in der U¨bertragungsstrecke hat sich speziell fu¨r Signale
mit geringer Leistung stark vera¨ndert, denn unser Ziel war es ja, mit Hilfe eines nicht-
linearen Absorptionsmechanismus das Anwachsen eben solcher Signale zu verhindern. Da
wir annehmen, dass Absorber und Versta¨rker durch das gleiche Modell beschrieben werden
ko¨nnen, hat die gesa¨ttigte Absorption die Form:
h−cw(p) = h
−
0 +
(
1− eh−cw(p)
) p
P−S
. (4.1)
Dabei ist das Analogon zur Kleinsignalversta¨rkung h+0 des Versta¨rkers nun eine Kleinsig-
nalabsorption h−0 . Die Gleichung ergibt sich wiederum aus dem Verschwinden der Zeitab-
leitung fu¨r ﬂache ausgedehnte Signale in Gleichung (2.85). Die Sa¨ttigungsleistung P−S kann
sich ebenfalls von der des Versta¨rkers unterscheiden. Das Verha¨ltnis zwischen Sa¨ttigungs-
vermo¨gen des Versta¨rkers und des Absorbers wird eine wesentliche Komponente bei der
Bestimmung der mo¨glichen Lo¨sungen des Systems darstellen.
4.2.1 Stationa¨re Lo¨sungen
Wir ko¨nnen den in Abschnitt (3.1) vorgestellten Algorithmus nutzen, indem wir ihn um
den Faktor M− erweitern, welcher den Absorber repra¨sentiert. U¨ber die Reihenfolge von
Versta¨rkung und Absorption wurde bereits in Abschnitt (4.1.1) entschieden, sodass die Pro-
pagation des Signals durch folgende Multiplikation beschrieben werden kann:
po(ω) = MB ×MF ×M−(peh+cw)×M+(p)× pi(ω), (4.2)
M−(p) = eh
−
cw(p). (4.3)
In (3.1) spielte die Reihenfolge der Elemente noch keine Rolle. Die Faktoren von Filter
und Faser, MB und MF, sind von der Leistung unabha¨ngig und ko¨nnen vertauscht werden.
Wa¨hlen wir die Stelle unmittelbar vor dem Versta¨rker weiterhin als Messpunkt, das heißt
als die Stelle, an der wir die Eigenschaften des Signals betrachten, dann spielt in dieser Kon-
ﬁguration die Position des Versta¨rkers keine Rolle. Die Situation vera¨ndert sich aber mit
dem Einbringen eines weiteren nichtlinearen Elementes in die U¨bertragungsstrecke. Die rela-
tive Position des Absorbers zum Versta¨rker ist wesentlich fu¨r das Maß an Sa¨ttigung, welche
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Abbildung 4.2: Abha¨ngigkeit der Signalleis-
tung der stationa¨ren Lo¨sung vom linearen Net-
togewinn fu¨r unterschiedliche ν. Parameter:
h+0 = 5, h
−
0 = −1, E+S = 1pJ, γ = 2nm,
τ+R = 200ps, τ
−
R = 20ps, ω = 0. Die Faserver-
luste wurden im Bereich αF = −3.8, . . . ,−4.1
variiert.
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Abbildung 4.3: Signalleistung von nichttri-
vialer Lo¨sung und Rauschen in Abha¨ngigkeit
der Anzahl der Umla¨ufe. Parameter: h+0 =
5, h−0 = −1, E+S = 1pJ, γ = 0.2nm, τ+R = 200ps,
τ−R = 20ps, ν = 0.01, αF = −4.05. Die Leistung
des Rauschsignals ist um den Faktor 1000 ver-
gro¨ßert dargestellt.
die Absorption erfa¨hrt. Jede Da¨mpfung wu¨rde eine geringere Transparenz im Absorber zur
Folge haben und damit den Kontrast senken, der den Absorptionsunterschied von Signalen
hoher Leistung und Signalen geringer Leistung (Rauschen) beschreibt. Eine mo¨glichst eﬀek-
tive Reduktion des Rauschens erfolgt daher nur, wenn sich der Absorber unmittelbar hinter
dem Versta¨rker beﬁndet. In der Propagationsgleichung (4.2) wurde die Abha¨ngigkeit der Ab-
sorption von der vorausgegangenen Versta¨rkung durch das Argument peh
+
cw angedeutet. Zur
Vereinfachung normieren wir die Sa¨ttigungsleistung des Absorbers mit Hilfe der Verha¨ltnisse
der Sa¨ttigungsenergien ν und Erholzeiten ∆ aus den Gleichungen (2.91,2.92):
P−S =
ν
∆
P+S . (4.4)
Damit ko¨nnen wir die Leistung auf die Sa¨ttigungsleistung des Versta¨rkers normieren und
mit Hilfe des Parameters ν die unterschiedlichen Sa¨ttigungsmo¨glichkeiten beider Elemente
beru¨cksichtigen. Ein Verha¨ltnis der Erholzeiten ∆ = τ−R/τ
+
R ≈ 30ps/300ps = 0.1 entspricht
ungefa¨hr den experimentellen Bedingungen.
Entwickeln wir die Gleichung (4.2) fu¨r verschwindende Leistungen am Punkt verschwin-
dender Nettoversta¨rkung, dem Bifurkationspunkt, erhalten wir folgendes Verhalten: Es exis-
tiert ein kritischer Wert fu¨r das Verha¨ltnis der Sa¨ttigungsleistungen
(
P−S
P+S
)
crit
=
eh
−
0 − 1
e−h
+
0 − 1 , (4.5)
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fu¨r den der Anstieg der nichtlinearen Gesamtversta¨rkung
∂
∂p
[h−cw(p, h
+
cw, ν) + h
+
cw(p)]
∣∣∣∣
p→0
(4.6)
verschwindet. Umgeschrieben auf das Verha¨ltnis der Sa¨ttigungsenergien ν lautet das Krite-
rium
νcrit = ∆
eh
−
0 − 1
e−h
+
0 − 1 . (4.7)
Den Einﬂuss von ν auf den Existenzbereich der Lo¨sungen ist in Abbildung 4.2 illustriert.
Oberhalb des kritischen Wertes, das heißt fu¨r eine ho¨here Sa¨ttigungsleistung des Absorbers,
ist der Anstieg der Gesamtversta¨rkung negativ. Das Verhalten a¨hnelt dem im Falle ohne
Absorber (ν = 0.1). Das bedeutet: In diesem Bereich ﬁnden wir nur Lo¨sungen im Bereich
der Nettoversta¨rkung, es liegt superkritisches Bifurkationsverhalten vor. Ist das Verha¨ltnis
der Sa¨ttigungsleistungen von Absorber und Versta¨rker jedoch geringer als der angegebe-
ne kritische Wert(ν < νcrit), kommt es zu Lo¨sungen im Bereich der Nettoabsorption. Dies
ist eine neue Qualita¨t; wir haben das System mit Hilfe des sa¨ttigbaren Absorbers um die
Mo¨glichkeit subkritischen Bifurkationsverhaltens erweitert. Der Mechanismus ist einfach: Ei-
ne Zunahme der Signalleistung sa¨ttigt den Absorber in ho¨herem Maße als den Versta¨rker,
die Zunahme an Transparenz u¨berwiegt die Verringerung der Versta¨rkung und fu¨hrt zu ei-
nem Nettozuwachs an Versta¨rkung. Diese kann durch erho¨hte lineare Verluste ausgeglichen
werden, wir erhalten die Mo¨glichkeit der Ausbreitung des Signals im Bereich von linearer
Nettoabsorption. Dieses Ergebnis hat eine einschneidende Konsequenz. Stabile Lo¨sungen im
Bereich der Nettoabsorption ero¨ﬀnen die Mo¨glichkeit, lange NRZ-Impulse auf einem stabilen
Hintergrund zu propagieren, da wir nun zwei stabile Lo¨sungen (triviale und nichttriviale)
miteinander verbinden ko¨nnen. Im Fall ohne Absorber war dies nicht mo¨glich. Abbildung 4.3
zeigt die Entwicklung eines solchen Signals u¨ber mehrere Umla¨ufe. Da bei der Propagation
das Rauschverhalten des Versta¨rkers beru¨cksichtigt wurde, bildet sich ein stabiler Rausch-
hintergrund aus, der Gegenstand des na¨chsten Kapitels ist. Die Zersto¨rung der nichttrivialen
Lo¨sung resultiert aus einer Modulationsinstabilita¨t des Signals, die im u¨berna¨chsten Kapitel
untersucht wird. Sie wird durch die permanente Injektion des Rauschens stark begu¨nstigt.
4.2.2 Rauschen als cw-Signal
Der Analyse der Modulationsinstabilita¨t der nichttrivialen Lo¨sungen soll eine einfache Un-
tersuchung des Rauschverhaltens vorangestellt werden, um die Mo¨glichkeiten der Rauschun-
terdru¨ckung auch im Falle subkritischen Bifurkationsverhaltens der cw-Lo¨sung zu betrach-
ten [K01,K10]. Das Verhalten des Rauschens unterscheidet sich von dem eines cw-Signals
durch die permanente Injektion von versta¨rkter spontaner Emission (ASE) in jedem Umlauf.
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Es handelt sich dabei um das Rauschen, das im Versta¨rker durch spontane Rekombination
erzeugt und bei der Propagation durch den SOA-Chip versta¨rkt wird [43]. Aus diesem Un-
terschied zur cw-Lo¨sung folgt zum Beispiel, dass die triviale Lo¨sung keine verschwindende
Leistungen besitzt, sondern sich auf einem Niveau stabilisiert, welches durch das Gleichge-
wicht von linearer Nettoabsorption und Sta¨rke des zugefu¨gten Rauschens bestimmt wird.
Desgleichen hat die nichttriviale Lo¨sung in der Regel eine ho¨here Leistung.
Wir vernachla¨ssigen an dieser Stelle die Filterwirkung und betrachten nur den Einﬂuss
der linearen Verluste durch die Faser und die nichtlineare Versta¨rkung/Absorption. In Abb.
4.4(a) ist der Verlauf der Gesamtversta¨rkung dargestellt, wobei die linearen Verluste der
Faser die Summe aus Kleinsignalversta¨rkung und -absorption u¨bersteigen. Oﬀensichtlich
existieren fu¨r niedrige Absorbersa¨ttigungsenergien zwei Schnittpunkte der Versta¨rkungs-
kurve mit dem Wert Eins. An diesen Stellen wu¨rde sich ein cw-Signal ohne Verluste und
Versta¨rkung ausbreiten. Es geho¨rt dabei der Punkt mit der niedrigen Leistung zum instabi-
len unteren Ast der Bifurkationskurve. Weicht die Lo¨sung von dem instabilen Gleichgewicht
ab, wird sie entweder weggeda¨mpft oder wandert zum stabilen Ast der Kurve, das heißt zum
Gleichgewichtspunkt bei ho¨herer Leistung. Dieser repra¨sentiert die nichttrivialen Lo¨sungen
des vorigen Abschnitts.
Die Leistung des Rauschsignals beﬁnde sich nun zu Beginn linker Hand des ersten Schnitt-
punktes ganz nahe der Null. An dieser Stelle nehmen wir eine lineare Abha¨ngigkeit der
Versta¨rkung von der Leistung an, dieser Anstieg sei κ. Die lineare Versta¨rkung u¨bersteigt
natu¨rlich nicht den Wert Eins, denn wir beﬁnden uns im Bereich linearer Nettoabsorption.
Nun kann aber, abha¨ngig von der Injektionsrate j des Versta¨rkers, diese Nettoabsorption
nicht ausreichen, und wir u¨berschreiten die kritische Leistung des ersten Schnittpunktes.
Dann wu¨rde das Rauschen sofort anwachsen und den wesentlich ho¨heren Wert der nicht-
trivialen Lo¨sung annehmen. Wir wollen nun ein Kriterium ableiten, wie Injektionsrate und
linearer Anstieg der Versta¨rkungskurve im Bereich kleiner Leistungen aussehen mu¨ssen, um
eine Stabilisierung des Rauschens unterhalb der nichttrivialen Lo¨sung zu ermo¨glichen. Da-
zu betrachten wir die Entwicklung des Rauschsignals r im Verlauf der Propagation. Wir
erhalten eine Iteration
rz+1 = (κrz + G0) rz + j, (4.8)
die wir in eine integrierbare Diﬀerentialgleichung umschreiben ko¨nnen:
r′(z) = κr(z)2 + (G0 − 1) r(z) + j, (4.9)
r(z) =
1
2κ
{
1−G0 +
√
A tan
[
z
2
√
A + arctan
(
G0 − 1√
A
)]}
, (4.10)
Gcw = G0 + κr, G0 = e
h+0 +h
−
0 +αF, (4.11)
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A = 2G0 + G
2
0 + 4jκ− 1. (4.12)
Eine Stabilisierung der Rauschentwicklung erfolgt nur, wenn die Ableitung in Gleichung (4.9)
verschwindet. Dies fu¨hrt zu einer Bedingung an das Produkt aus Versta¨rkungsanstieg und
Injektionsrate :
jκ <
1
4
(1−G0)2. (4.13)
Die stabile Rauschamplitude ist dann
r∞ =
1−G0
2κ
(
1−
√
4jκ
(1−G0)2
)
. (4.14)
0 10 20 30 40
Umläufe z
0
2
4
6
8
Le
is
tu
n
g
r(z
)
[j]
0 20 40 60
Umläufe z
0
10
20
30
40
Le
is
tu
n
g
r(z
)
[j]
jκ > (1-G0)
2/4
jκ < (1-G0)
2/4
κ = 0
(b) (c)
0 0.004 0.008
Leistung p/PS+
0.6
0.7
0.8
0.9
1
1.1
G
es
am
tv
er
st
är
ku
n
g (a) κ>0
κ=0
κ<0
Abbildung 4.4: Abha¨ngigkeit der Gesamtversta¨rkung von der Signalleistung (a) und Rauschleis-
tung in Abha¨ngigkeit von der Anzahl der Umla¨ufe (b,c). (a): Parameter : P+S = 3.3mW , h
+
0 =
5, h−0 = −1, αF = −4.1. Fu¨r κ > 0 : P−S = 13P+S ; κ = 0 : P−S =
(
1− e−h−0
)
P+S ; κ < 0 : P
−
S = P
+
S . (b):
Entwicklung nach Gleichung (4.10). Parameter : j = 0.1, (1 − G0)/4 = 0.0082, jκ = 0; 0.005; 0.01.
(c): (Linie) : nach (4.10), ,
,: BPM. Parameter : κ = 0, P+S = 3.3mW, P−S = 0.2P+S , j =
0.1, h+0 = 5, h
−
0 = −1, αF = −4.2(),−4.25(
), 4.3().
Unter dieser Bedingung kann sich auch im Falle subkritischen Verhaltens eines unmodu-
lierten Signals (κ > 0) das Rauschen unterhalb der nichttrivialen Lo¨sung stabilisieren, wie in
Abbildung 4.4(b,c) zu sehen ist. An der Grenze zwischen sub- und superkritischem Verhalten
verschwindet die Ableitung κ = 0 der Versta¨rkung, und wir erhalten eine einfache Formel
fu¨r die Rauschentwicklung:
r(z) = j
Gz0 − 1
G0 − 1 , (4.15)
r∞ = j
1
1−G0 . (4.16)
In diesem Fall stabilisiert sich das Rauschen immer. Im Vergleich zwischen diesem einfa-
chen Modell und der vollen numerischen Behandlung des Systems ergibt sich eine sehr gute
U¨bereinstimmung, vgl. Abb. 4.4(c).
Am eﬀektivsten ist die Unterdru¨ckung des Rauschens natu¨rlich im Falle superkritischen
Verhaltens des cw-Signals, da mit einem negativen Anstieg κ zum einen die Bedingung (4.13)
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Abbildung 4.5: MI-Wachstumsraten in
Abha¨ngigkeit der Modulationsfrequenz fu¨r ν =
0.01, 0.04. Parameter: h+0 = 5, h
−
0 = −1, E+S =
1pJ, γ = 0.2nm, τ+R = 200ps, τ
−
R = 20ps, αF =
−4.05, β2 = 0.0ps2/km, χK = 0.0/(Wkm). Ge-
strichelte Linie: ν = 0.04, durchgezogene Linie
ν = 0.01 entspricht Situation in Abb. 4.6.
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Abbildung 4.6: Leistung eins langen Ipulses
in Abha¨ngigkeit von der Zeit nach 0,10 und
30 Umla¨ufen mit Rauschinjektion. Parameter:
h+0 = 5, h
−
0 = −1, E+S = 1pJ, γ = 0.2nm,
τ+R = 200ps, τ
−
R = 20ps, ν = 0.01, αF = −4.05,
β2 = 0.0ps2/km, χK = 0.0/(Wkm). Die dar-
gestellten Signale geho¨ren zu den Abbildungen
4.3,4.5.
immer erfu¨llt ist und zum anderen die stabile Rauschleistung fu¨r große Betra¨ge von κ mit
1/
√
κ sinkt.
4.2.3 Stabilita¨t
Die Untersuchung der Stabilita¨t von cw-Lo¨sungen gliedert sich in zwei Teile. Zuna¨chst soll
die Stabilita¨t gegenu¨ber modulierten Sto¨rungen untersucht werden [K09]. Zur Betrachtung
von sehr langen Impulsen im Falle des NRZ-Regimes geho¨rt jedoch neben der Untersuchung
des cw-artigen Mittelteils des Impulses auch das Verhalten der Flanken [K05, K06, K07].
In Abbildung 4.6 deutet sich bereits an, dass diese Flanken, oder auch Fronten, ebenfalls
destabilisieren. Dieser Eﬀekt soll jedoch erst im Kapitel (4.3.4) untersucht werden, da das
Flankenverhalten dem von Impulsen a¨hnelt.
Die Untersuchung der Stabilita¨t der cw-Lo¨sungen erfolgt nach dem selben Schema wie im
Falle ohne sa¨ttigbaren Absorber. Die Matrix Pˆ−, welche den Absorber repra¨sentiert, ist for-
mell identisch mit der Matrix (3.21) des Versta¨rkers. Lediglich die charakteristischen Gro¨ßen
gelten nun fu¨r den Absorber und sind mit einem hochgestellten Minus gekennzeichnet.
Die kurzen Erholzeiten des Absorbers lassen vermuten, dass die Lo¨sungen modulations-
instabil sind. Ursache ist, wie im vorigen Kapitel, die vera¨nderte Response des Absorbers auf
modulierte Signale. Kommt es zu einer Modulation der Signalamplitude, kann der Absorber
dieser Modulation folgen. Die Transparenz erho¨ht sich in den Modulationsspitzen, wa¨hrend
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in den Modulationsminima eine ho¨here Absorption auftritt. Aufgrund der wesentlich gering-
eren Erholzeit des Absorbers sind sowohl die damit verbundenen Wachstumsraten als auch
die unterstu¨tzten Frequenzen bedeutend ho¨her als im Falle ohne Absorber. Letzteres wird
im Vergleich der Abbildungen 3.4 und 4.5 besonders deutlich. Das der Bereich der instabi-
len Frequenzen in (4.5) nicht gro¨ßer ist, liegt am starken Filter von γ = 0.2nm, dem eine
Filtersta¨rke von γ = 1nm im Falle ohne Absorber gegenu¨bersteht.
Die Verha¨ltnisse der Sa¨ttigungsleistungen liegt in Abbildung 4.5 unterhalb des kritischen
Wertes νcrit, sodass das hier dargestellte Verhalten fu¨r eine Lo¨sung im subkritischen Bereich
gilt. Untersucht man Lo¨sungen im Regime superkritischer Bifurkation, erha¨lt man ein Ver-
halten wie im Falle ohne Absorber. Im Bild 4.5 sieht man ebenfalls, wie fu¨r gro¨ßere Werte
von ν der Betrag der Wachstumsraten deutlich steigt. Vera¨ndert man das Verha¨ltnis der
Sa¨ttigungsenergie, und damit der Leistungen, beﬁndet man sich auf einer anderen Lo¨sungs-
kurve. Im Falle gleichbleibender Faserverluste hat die Lo¨sung fu¨r gro¨ßere ν eine deutlich
geringere Leistung. Da der Absorber geringere Sa¨ttigung zeigt, reagiert er agiler als im Falle
hoher Leistungen. Dies fu¨hrt zu einer sta¨rkeren Modulation der Absorption und somit zu
einer sta¨rkeren Unterstu¨tzung der zeitlichen Fluktuationen.
Das Spektrum der Wachstumsraten im Falle ν = 0.01 in Abbildung 4.5 geho¨rt zur
Leistungsdynamik, die in Abbildung 4.3 zu sehen ist. Aufgrund der Modulationsinstabi-
lita¨t zerfa¨llt das Signal nach 30-40 Umla¨ufen durch das starke Anwachsen der modulierten
Sto¨rung. In Abbildung 4.6 ist das Signal zu Beginn der Ausbreitung und nach 10 bzw. 30
Umla¨ufen abgebildet. Man sieht im Mittelteil des langen Impulses deutlich das Anwach-
sen einer Modulation. Der Zerfall des Impulses an seiner Vorderﬂanke ist Gegenstand der
Untersuchungen zur Frontstabilita¨t im Abschnitt 4.3.4.
Der Abha¨ngigkeit der Instabilita¨t vom Betrag der Henry-Faktoren ist Abbildung 4.7 ge-
widmet. Sie zeigt die Spektren fu¨r konstante α−H bei variiertem α
+
H. Die Modulation des
Signals erzeugt Frequenzverschiebungen unter dem sehr langen Impuls. Da die Verschiebun-
gen durch Absorber und Versta¨rker in untereschiedlichem Maße und in entgegengesetzter
Richtung erfolgen, kommt es zu einem asymmetrischen Spektrum der Wachstumsraten. Da-
bei werden im Falle eines dominierenden Versta¨rkers geringe Frequenzen im rotverschobenen
Teil des Spektrums unterstu¨tzt. Der zunehmende Einﬂuss des Absorbers steigert die Wachs-
tumsraten im blauen Teil des Spektrums. Die dabei unterstu¨tzten Frequenzen sind wesentlich
ho¨her.
Im Bild 4.8 sehen wir den Einﬂuss der Dispersion auf die Modulationsinstabilita¨t. Es sei
bemerkt, dass eine A¨nderung der Nichtlinearita¨t aufgrund der Dominanz von Versta¨rker und
Absorber zu keiner nennenswerten Vera¨nderung der Spektren gefu¨hrt hat. Die Dispersion
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Abbildung 4.7: Abha¨ngigkeit der MI- Wachs-
tumsraten von der Modulationsfrequenz fu¨r
unterschiedliche Henry-Faktoren α+H. Parame-
ter: α+H = 5 (gestrichelt), 3 (durchgezogen) und
1 (gepunktet). α−H = 3, h
+
0 = 5, h
−
0 = −1, E+S =
1pJ, γ = 0.2nm, τ+R = 200ps, τ
−
R = 20ps, αF =
−4.05, β2 = 0.0ps2/km, χK = 0.0/(Wkm)
-0.8 -0.4 0 0.4 0.8
Modulationsfrequenz ωs [ps-1]
0.7
0.8
0.9
1
1.1
1.2
W
ac
hs
tu
m
sr
at
e
|λ|2
Abbildung 4.8: Abha¨ngigkeit der MI-
Wachstumsraten von der Modulationsfrequenz
im Falle normaler (gestrichelt) und anorma-
ler Dispersion. Parameter: h+0 = 5, h
−
0 =
−1, E+S = 1pJ, α+H = 0, α−H = 0, γ = 0.2nm,
τ+R = 200ps, τ
−
R = 20ps, ν = 0.04, β2 × lF =
±1.0ps2, χK = 0.0/(Wkm), αF = −4.05.
hingegen kann einen wesentlichen Einﬂuss auf die Ausbreitung eines zeitlich modulierten
Signals haben. Da die Modulationen einen Chirp besitzen, spielt dabei das Vorzeichen der
Dispersion eine Rolle. Genauer kehrt eine A¨nderung von normaler in anormale Dispersion die
Frequenzabha¨ngigkeit um. Dabei ist die Symmetrie des Spektrums aufgehoben. Der von der
Dispersion erzeugte Chirp verschiebt die Position der Modulation im Filter und unterstu¨tzt
dadurch Frequenzen auf einer Filterseite.
Ein wesentlicher Eﬀekt ist das Auftauchen von Spitzen im Spektrum. Diese resultieren aus
Resonanzen der Modulation des Signals mit dem diskreten Aufbau der U¨bertragungsstrecke.
Den resonanten Charakter kann man deutlich an der Abha¨ngigkeit der Position der Spitzen
von der La¨nge der Faser sehen. In Abbildung 4.9 ist diese Abha¨ngigkeit demonstriert. Die
Resonanzfrequenzen skalieren zur inversen Faserla¨nge. Die Verluste wurden dabei konstant
gehalten. In diese Abbildung sind alle Eﬀekte, welche die Modulationsinstabilita¨t vera¨ndern
ko¨nnen, eingegangen. Man sieht, dass die Resonanzen durchaus einen dominanten Charakter
im Spektrum haben ko¨nnen. In der Draufsicht sind die Maxima als weiße Linien zu erkennen.
Sie sind mit Hilfe eines gemittelten Modells nicht nachweisbar und zeigen die Notwendigkeit
einer diskreten Beschreibung fu¨r unsere U¨bertragungsstrecke.
55
1.0
0.8
1.2
W
ac
hs
tu
m
sr
at
e
20
25
30
35
40
Fa
se
rlä
ng
e
[k
m
]
-1 -0.5 0 0.5 1
Modulationsfrequenz [1/ps]
Abbildung 4.9: MI-Wachstumsraten in Abha¨ngigkeit der Modulationsfrequenz und Faserla¨nge
fu¨r anormale Dispersion. Parameter: h+0 = 5, h
−
0 = −1, E+S = 1pJ, α+H = 3, α−H = 3, γ = 1nm,
ω¯ = 0.3, τ+R = 200ps, τ
−
R = 20ps, ν = 0.01, χK = 0.0/(Wkm), β2 × lF = −1ps2 αF = −4.2. Im
rechten Teilbild ist ein Kontourbild zu sehen, wobei ho¨here Wachstumsraten durch ho¨here Helligkeit
dargestellt sind.
4.2.4 Fazit: cw-Signale in der U¨bertragungsstrecke mit sa¨ttigba-
ren Absorbern
Die Erweiterung der U¨bertragungsstrecke um einen sa¨ttigbaren Absorber ermo¨glicht stati-
ona¨re Lo¨sungen fu¨r unmodulierte Signale im Bereich linearer Nettoabsorption. Die nicht-
trivialen Lo¨sungen unseres dissipativen Systems sind durch die Systemparameter eindeutig
ﬁxiert und unterliegen der nichtlinearen Dynamik von Versta¨rkung und Absorption. Sie
sind im gesamten Lo¨sungsbereich modulationsinstabil. Diese Instabilita¨ten ko¨nnen mit Hil-
fe sehr starker Filter stabilisiert werden. Das Maß der Instabilita¨t nimmt im Bereich der
Nettoabsorption zu, da der Absorber mit seinen kurzen Erholzeiten das Anwachsen von Mo-
dulationen unterstu¨tzt. Eine U¨bertragung von NRZ-Signalen ist damit speziell im Bereich
stabilen Rauschens nicht mo¨glich, da quasi-cw-Impulse im Verlauf der Ausbreitung zerfal-
len wu¨rden. Man hat mit Hilfe des Absorbers jedoch die Mo¨glichkeit, im Bereich linearer
U¨berschussversta¨rkung mit ho¨heren Leistungen zu arbeiten und damit u¨ber la¨ngere Strecken
ein Signal-Rauschverha¨ltnis oberhalb der Detektionsgrenze zu erreichen. Dehnt man den Ar-
beitsbereich des Moduls auf Wellenla¨ngen aus, in denen die Dispersion zunimmt, kommt es
zum Anwachsen resonanter Eﬀekte in der U¨bertragungsstrecke. Um diese aufzuﬁnden, war
es no¨tig, einen neuen Algorithmus zu entwickeln, der dem diskreten Charakter der U¨bertra-
gungsstrecke Rechnung tra¨gt und die Reihenfolge der Elemente beru¨cksichtigt.
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4.3 Solitonen
Bei der Untersuchung der Ausbreitung von Impulsen in einer U¨bertragungsstrecke mit sa¨ttig-
baren Absorbern soll zuerst der einzelne Impuls behandelt werden, um die grundlegenden
Eigenschaften der U¨bertragungsstrecke zu charakterisieren [K01,K11,K04]. Dabei betrach-
ten wir wiederum besonders die Kombination von Versta¨rker und Absorber [K08], welche
die bestimmenden Elemente darstellen, die mit ihrem nichtlinearen Verhalten die Physik in
der U¨bertragungsstrecke dominieren. Im Anschluss daran werden sowohl regula¨re als auch
zufa¨llige Impulszu¨ge betrachtet.
4.3.1 Einzelimpulse
Zuerst soll die U¨bertragungsfunktion des gesamten Moduls untersucht werden. Aus
P±out(t) = P
±
in (t)e
h±(t) (4.17)
folgt, dass wir den Zusammenhang zwischen Impuls am Ausgang des Absorbes P−out und dem
Eingangsimpuls P+in(t) unmittelbar vor dem Versta¨rker wie folgt formulieren ko¨nnen:
P−out = P
+
ine
h+(t)+h−(t). (4.18)
Dabei ist zu beachten, dass h−(t) u¨ber den versta¨rkten Impuls von der U¨bertragungsfunktion
des Versta¨rkers indirekt abha¨ngt. Es es mo¨glich, fu¨r kleine Energien ε eine gemeinsame
U¨bertragungsfunktion abzuleiten. Die integierte Absorption h−(t) des Absorbers leitet sich
aus dem selben System von Gleichungen ab wie die des Versta¨rkers. Allerdings gilt die
Einschra¨nkung ε−  1 fu¨r die Energie des Impulses, welcher in den Absorber eintritt, nicht.
Daher hat die Funktion folgende Form:
h(t)− = h−0 −
{
h−0 + log
[
1− (1− e−h−b )e−U(t)/E−S
]}
e−t/τ
−
R . (4.19)
Die Gro¨ßen mit dem Minuszeichen charakterisieren analog zum Hochindex + die Eigen-
schaften des Absorbers. Die Gesamtfunktion kann als Summe beider Funktionen h+(t), h−(t)
beschrieben werden. Man muss jedoch beachten, dass der in den Absorber eintretende Impuls
vorher versta¨rkt wurde:
H(t) = h+
[
U(t)
E+S
]
+ h− [ε−(t)] . (4.20)
Die anteilige Energie U(t) ist wie in (3.35) deﬁniert. ε− ist die Energie des Impulses, der
in den Absorber eintritt, nachdem er bereits versta¨rkt wurde. Diese Energie ist auf die
Sa¨ttigungsenergie des Absorbers normiert:
ε−(t) =
1
E−S
∫ t
−∞
P (t′)eh
+(t′)dt′. (4.21)
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Abbildung 4.10: Integrierte Versta¨rkung
H(t) = h+(t) + h−(t), Impulsleistung und
Chirp ∆ν+ in Abha¨ngigkeit von der Zeit. Pa-
rameter: τ+R = 300ps, τ
−
R = 30ps, t0 = 20ps,
h+0 = 5, h
−
0 = −1, E+S = 1pJ, ν = 0.2, ε =
0.01, α+H = 5, α
−
H = 3, gestrichelte Linie : αF.
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Abbildung 4.11: Abha¨ngigkeit der integrier-
ten Versta¨rkung H(t) = h+(t) + h−(t) von der
Zeit fu¨r unterschiedliche Absorbererholzeiten
und im Experiment (Inset). Parameter: h+0 =
5, h−0 = −1, E+S = 1pJ, ν = 0.2, τ+R = 300ps,
ε = 0.01, in Pfeilrichtung gilt τ−R = 20ps, 30ps,
50ps, t0 = 20ps. Gestrichelte Linie: |αF|.
Zum Zwecke einer einheitlichen Normierung nutzen wir die Beziehung E−S = νE
+
S , um ε
−
umzunormieren. Nimmt man ε  1 an, hat die Gesamtfunktion im Limit sehr großer Erhol-
zeiten τ±R →∞ folgende Form:
H(t) ≈ h+0 + log
[
δ(t)−
(
1− e−e−h
−
0
)
δ(t)1−(1/ν)
]
, (4.22)
δ(t) = 1 + eh
+
0
U(t)
E+S
. (4.23)
Die exakte Gesamtu¨bertragungsfunktion des Moduls ist in Abb. 4.10 dargestellt. Das Bild
zeigt die gemeinsame U¨bertragungsfunktion zusammen mit dem Impuls vor und nach dem
Durchlauf eines Zyklus. Die gestrichelte Linie bezeichnet die linearen Verluste, welche durch
die Faser und den Filter in die U¨bertragungsstrecke eingebracht werden. Sie sind in diesem
Fall so gewa¨hlt, dass sie die lineare Versta¨rkung h+0 + h
−
0 = 4.0 vom Betrag u¨bersteigen.
Man kann zwei Bereiche des Signals unterscheiden. Außerhalb des Impulszentrums sinkt
die Gesamtversta¨rkung unter die linearen Verluste. Dieser a¨ußere Bereich reicht bis an die
Impulsﬂanken. In ihm wird das Signal absorbiert. Dabei kommt es zum einen zur Reduk-
tion des Rauschens außerhalb des eigentlichen Impulses. Zum anderen werden die a¨ußeren
Impulsteile ebenfalls geda¨mpft. Dies fu¨hrt zu einer zunehmenden Steilheit der Impulsﬂan-
ken. Eingeschlossen vom Bereich mit Nettoverlusten beﬁndet sich ein Abschnitt, in dem die
58
Gesamtversta¨rkungsfunktion die Verluste u¨bersteigt. Hier wird das eigentliche Signal, der Im-
puls, versta¨rkt. Dieses Verhalten ermo¨glicht die von uns angestrebte Propagation von Impul-
sen mit stabiler Rauschamplitude. Der Mechanismus ist der Folgende: Die bedeutend ku¨rzere
Erholzeit des Absorbers fu¨hrt, verbunden mit dessen wesentlich geringerer Sa¨ttigungsener-
gie, zum sofortigen Anwachsen der Transparenz im Modul, bis diese gesa¨ttigt ist. Dabei wird
die ebenfalls beginnende, jedoch langsamer reagierende Sa¨ttigung der Versta¨rkung u¨berkom-
pensiert und damit ein Versta¨rkungsfenster geo¨ﬀnet. Dieser Eﬀekt fu¨hrt ebenfalls zu einer
zunehmenden Steilheit der vorderen Impulsﬂanke, da deren Ausla¨ufer noch geda¨mpft werden,
wa¨hrend die Teile nahe des Zentrums bereits eine Versta¨rkung erfahren. Nachdem der Impuls
beide Elemente durchlaufen hat, steigen Absorption und Versta¨rkung wieder, jedoch mit un-
terschiedlichen Zeitkonsanten. Die Gesamtfunktion relaxiert wieder auf ihren ungesa¨ttigten
Wert. Da der Absorber schneller als der Versta¨rker ist, kommt es zuerst zu einem Absinken
der Gesamtu¨bertragungsfunktion unter die Nettoversta¨rkung. Mit zunehmender Zeitdauer
relaxiert auch der Versta¨rker und die Funktion na¨hert sich von unten ihrem Kleinsignalwert
an. Dieser spezielle Erholprozess ist vom Verha¨ltnis ∆ der Erholzeiten von Absorber und
Versta¨rker abha¨ngig, wie in Abbildung 4.11 zu sehen ist.
Fu¨r unterschiedliche Erholzeiten des Absorbers stellt sich die U¨bertragungsfunktion fol-
gendermaßen dar. Im Falle sehr geringer Werte folgt die Absorptionsfunktion dem Impuls fast
instantan. Dies ist zwar im Sinne der Rauschunterdru¨ckung fu¨r den dem Impuls folgenden
Signalteil von Vorteil, denn die Gesamtu¨bertragungsfunktion sinkt weit unter die Verluste ab.
Es kommt jedoch aufgrund der geringen Tra¨gheit der Sa¨ttigung nicht zu einer Akkumulation
angeregter Ladungstra¨ger im Absorber, die Transparenz sinkt umittelbar nach dem Durch-
gang des Impulsmaximums wieder ab. Dies fu¨hrt zu einer geringeren Gesamtversta¨rkung
des Impulses, die sogar unter die Verlustgrenze sinken kann. Generell beginnt fu¨r die Absor-
bersektion zunehmend die Sa¨ttigungsleistung eine Rolle zu spielen, die bei gleichbleibender
Sa¨ttigungsenergie mit abnehmender Erholzeit zunimmt.
Der Vergleich zur experimentell gewonnenen Gesamtu¨bertragungsfunktion des Moduls
4.11(Inset) zeigt eine sehr gute U¨bereinstimmung.
Deutlich wird, dass sich bei allen betrachteten Fa¨llen die Gesamtfunktion erst nach meh-
reren hundert Picosekunden wieder erholt hat. Das wird im Falle von einander folgenden
Impulsen wiederum zu dem Eﬀekt des Patterning fu¨hren, wie er bereits im Falle ohne Ab-
sorber auftrat.
Die Tra¨gheit des Moduls fu¨hrt ebenfalls zu einer Impuslverschiebung, da das Maximum
der Versta¨rkung nicht u¨ber dem Impulsmaximum liegen muss. Im Gegensatz zum Falle eines
alleinigen Versta¨rkers ist jedoch eine Verschiebung in beide Zeitrichtungen mo¨glich. Bereits
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in Abb. 4.10 ist die Verschiebung deutlich geringer als im Falle eines einzelnen Versta¨rkers.
Die vom Absorberteil des Moduls eingebrachte Verschiebung genu¨gt formell ebenfalls der
Gleichung (3.41). Setzt man nun die Absorbergro¨ßen in die Koeﬃzientengleichungen ein,
erha¨lt man ein Verhalten wie in Abb. 4.12(a). Zu beachten ist bei dieser Abbildung, dass
die erforderlichen Energien wesentlich ho¨her sind als beim Versta¨rker. In Teilbild (b) sieht
man die in der Simulation gewonnen Impulsverschiebungen eines gaußfo¨rmigen Impulses fu¨r
das gesamte Modul. Es wird deutlich, dass fu¨r ho¨here Energien die Verschiebung wieder
in die negative Zeitrichtung erfolgt, der Versta¨rker beginnt das Verhalten des Moduls zu
dominieren. Neben diesem Eﬀekt existiert auch in der U¨bertragungsstrecke mit sa¨ttigbaren
Absorbern stochastischer Zeit-Jitter, der sehr gering ist [K13].
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Abbildung 4.12: Impulsverschiebung und Frequenzveschiebung des Absorbers (a) und des
Versta¨rker-Absorber-Moduls (b) in Abha¨ngigkeit der Impulsenergie und Abha¨ngigkeit der Fre-
quenzverschiebung von der Zeit. (a,b) : h+0 = 5, h
−
0 = −1, t0 = 18ps, τ+R = 300ps, τ−R = 30ps,
E+S = 1pJ, ν = 0.2. (a): Vergleich zwischen Analytik und Numerik; (b): numerische Ergebnisse.
(c): ε = 0.0075, α+H = 5. Variation der Henry-Faktoren des Absorbers : α) : α
−
H = 5; β) : α
−
H = 3;
γ) : α−H = 1. Andere Parameter wie in (a,b).
Die Verschiebung der Mittenfrequenz des Impulses kann, wie in Abb. 4.12(c) gezeigt, in
beide Richtungen erfolgen. Die Frequenzverschiebung unterhalb der Impulsmitte soll wieder
als Mittenfrequenz gelten. Im Wesentlichen ha¨ngt die Form des Chirps von den Henry-
Faktoren der beiden Sektionen und deren jeweiligen Sa¨ttigungstiefe ab. Im Allgemeinen
wird die resultierende Verschiebung eine Rotverschiebung sein, da der Henry-Faktor des
Absorbers herstellungsbedingt geringer ist als der des Versta¨rkers. Außerdem ist der Anstieg
der Versta¨rkungsu¨bertragungsfunktion h+(t) steiler als der der Absorptionsfunktion h−(t)
und besitzt daher einen gro¨ßeren Betrag. Bildet man die Summe beider Verschiebungen, kann
fu¨r ein energieabha¨ngiges Verha¨ltnis beider Henry-Faktoren eine Kompensation erfolgen:
α−H
α+H
= ν

1−
(
1 + εeh
+
0
)1/(2ν)
1− e−h−0

 . (4.24)
60
Da diese Bedingung im Allgemeinen nicht gegeben ist, muss ein stabilisierendes Element,
wie zum Beispiel ein Filter, in die U¨bertragungsstrecke integriert werden. Dieser stabilisiert
nicht nur die Impulsbreite, sondern ﬁxiert auch die Mittenfrequenz des Signals. Man sieht
ebenfalls, dass der Chirp im Impulszentrum nun nicht mehr linear sein muss. Der Einﬂuss
des Chirps auf die Propagation im Zusammenspiel mit anormaler und normaler Dispersion
wird im Abschnitt (4.3.5) na¨her untersucht.
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Abbildung 4.13: Kompressionsrate eines Impulses in Abha¨ngigkeit von der (a) Impulsenergie und
(b) Impulsbreite durch das Versta¨rker-Absorber-Modul. (a): Die markierten Stellen (♦) ε = 0.005
und ε = 0.016 bilden die Grundlage fu¨r (b). (b): Kompressionsrate fu¨r zwei feste Energien ε = 0.005
(+) und ε = 0.016 (). Parameter: α+H = 5, α−H = −1, ν = 0.2, E+S = 1pJ, τ+R = 100ps, τ−R = 100ps.
Neben der Impulsverschiebung kommt es zu einer Impulskompression. Eine Darstellung
der Impulskompression erfolgt hier nur anhand numerischer Simulationen. Die Kompressi-
onsrate scheint nur sehr schwach von der Eingangsbreite des Impulses abha¨ngig zu sein, vgl.
Abb. 4.13(b). Die Abha¨ngigkeit von der Energie ε und damit indirekt von der Sta¨rke der
Sa¨ttigung wird in Abb. 4.13(a) gezeigt. Oﬀensichtlich kann sie einen Wert in der Gro¨ßen-
ordnung 10% annehmen. Dieser Impulskompression wird durch Dispersion in der Faser und
Diﬀusion durch den Filter entgegengewirkt. Selbst am Dispersionsnullpunkt wird duch das
sehr breite Spektrum eines kurzen Impulses dispersive Verbreiterung auftreten. Der Filter be-
grenzt die spektrale Breite des Impulses und verhindert so ebenfalls eine stetig zunehmende
Kompression im Zeitbereich.
Wesentlich fu¨r die Ausbreitung eines Solitons ist die Erhaltung der Impulsenergie. Wie
bereits im vorigen Kapitel soll der Energieversta¨rkung daher besondere Aufmerksamkeit gel-
ten. Die Energieversta¨rkung la¨sst sich in einfacher Weise fu¨r das gesamte Modul angeben,
vorrausgesetzt, man kombiniert die Energieversta¨rkung in gleicher Weise mit der Energie-
61
absorption des Absorbers, wie bei der Herleitung der Gesamtversta¨rkungsfunktion. Fu¨r den
Absorber gilt:
G−E =
ν
ε
log
[
1 + eh
−
b (eε − 1)
]
. (4.25)
Unter Beachtung beider Elemente erha¨lt man als Gesamtenergieversta¨rkung des Moduls:
GE =
ν
ε
log
{
1 + eh
−
b
[(
1 + eh
+
b ε
)1/ν
− 1
]}
. (4.26)
Fu¨r die Betrachtung von Einzelimpulsen gilt h−b = h
−
0 , h
+
b = h
+
0 , da wir keine vorausgehende
Sa¨ttigung von Versta¨rker und Absorber haben. Die Normierung auf die Sa¨ttigungsenergie
des Versta¨rkers wurde durch den Faktor ν realisiert; ε/ν ist die auf die Sa¨ttigungsenergie
des Versta¨rkers normierte Energie des in den Absorber eintretenden Impulses. Es gilt ε =
νε−(∞).
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Abbildung 4.14: Energiegewinn des Versta¨rker-Absorber-Moduls in Abha¨ngigkeit der Impuls-
energie (a) und Abha¨ngigkeit der stationa¨ren Energien sowie der maximalen Versta¨rkung vom
Verha¨ltnis der Sa¨ttigungsenergien ν. (a): Parameter : h+0 = 5, h
−
0 = −1, τ+R = 300ps, τ−R = 30ps,
E+S = 1pJ, α
+
H = 5, α
−
H = 3. Gestrichelte Linie :GE = e
h+0 +h
−
0 . (b): stabile (♦) und instabile (◦)
Energie mit Gesamtgewinn Eins. αF = −4.1. Die durchgezogene Linie εmax markiert die Energie
mit maximalem Gewinn (gestrichelt, rechte Achse).
Die Energieversta¨rkungsfunktion ist in Abb. 4.14 dargestellt. Dabei wurde das Verha¨lt-
nis der Sa¨ttigungsenergien ν variiert. Aus dem Verlauf der Funktion fu¨r kleine ν in Bild
4.14(a) la¨sst sich ein ga¨nzlich neuartiges Verhalten ablesen. Analog dem Verhalten der Leis-
tungsversta¨rkung ﬁndet hier ein Sa¨ttigungsprozess statt, der die Gesamtversta¨rkung mit
zunehmender Signalenergie steigen la¨sst. Ursache dafu¨r ist wiederum die sta¨rkere Sa¨ttigung
des Absorbers. Erho¨ht man dessen Sa¨ttigungsleistung, kann es zu einer Umkehr dieses Pro-
zesses kommen, wie der Graph fu¨r ν = 0.8 zeigt. Hier verha¨lt sich die Versta¨rkungsfunktion
a¨hnlich wie im Falle eines einzelnen Versta¨rkers. Ist die Signalenergie so hoch, dass eine
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weitere Sa¨ttigung des Absorbers nicht mehr mo¨glich ist (Transparenz), schla¨gt die sa¨tti-
gungsbedingte Verminderung der Versta¨rkung zu. Die Gewinnkurve fa¨llt mit zunehmender
Energie weiter ab. Die dabei erreichte Maximalversta¨rkung sowie die Energie, fu¨r die diese
erreicht wird, ha¨ngen dabei wesentlich vom Parameter ν ab, wie in Abb. 4.14(b) zu sehen
ist. U¨berschreitet man einen bestimmten Wert fu¨r ν, ist es fu¨r gegebene lineare Verluste
nicht mehr mo¨glich, eine Gesamtversta¨rkung zu erzielen. In Teilbild (b) sind die Verha¨ltnis-
se fu¨r unterschiedliche ν dargestellt. Man sieht die Energien mit Gesamtversta¨rkung Eins.
Die durch ♦ gekennzeichneten Energien bilden Attraktoren, wa¨hrend die durch ◦ gekenn-
zeichneten Energien instabil sind.
4.3.2 Stationa¨re Lo¨sungen
Die Suche nach den Lo¨sungen erfolgt nach dem gleichen Schema wie im Falle ohne Absorber
[K05, K06, K07]. Wir erga¨nzen den Propagationsformalismus um eine weitere Matrix Mˆ−
des Absorbers, der zwischen Faser und Versta¨rker stehen soll. Sie ist formal der Matrix des
Versta¨rkers sehr a¨hnlich, was auf der gemeinsamen theoretischen Grundlage beider Elemente
beruht. Sie lautet:
Mˆ− =


ν
ε
log
[
1 + e−h
−
0
(
eε/ν − 1)] 0
−α−H
2ζ
ε
ν
1−e−h−0
eε/(2ν)−
(
1−e−h−0
) 1

 , (4.27)

 ε
ω


z+1
= MˆB × MˆF × Mˆ−(ε/ν, ω)× Mˆ+(ε, ω)

 ε
ω


z
(4.28)
= Πˆ

 ε
ω


z
. (4.29)
Wiederum wird eine energieabha¨ngige Frequenzverschiebung generiert, die allerdings in die
Richtung ho¨herer Frequenzen erfolgt. Die Energieentwicklung selber ist unabha¨ngig von der
Mittenfrequenz des Signals. Vor der numerischen Auswertung der Matrixmultiplikation soll
anhand des Energiegewinns des Moduls eine Analyse mo¨glicher Lo¨sungen erfolgen.
Wie bereits in Abb. 4.14 gezeigt wurde, bestimmt das Verha¨ltnis der Sa¨ttigungsenergien
das Verhalten der Energieversta¨rkungsfunktion. Das Anwachsen der Versta¨rkung fu¨r steigen-
de Energien deutet auf die Mo¨glichkeit subkritischen Lo¨sungsverhaltens hin, da hier auch im
Falle linearer Nettoverluste Lo¨sungen existieren ko¨nnen. Vernachla¨ssigt man die Wirkung
des Filters, wu¨rden die Schnittpunkte der Funktion GE mit der Geraden |αF| die Lo¨sungen
markieren. Dabei ist leicht festzustellen, dass der Punkt niedriger Energie (◦) linear instabil
ist. Fu¨r eine geringfu¨gig kleinere Energie wu¨rde eine Nettoabsorption dazu fu¨hren, dass der
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Abbildung 4.15: Energie stationa¨rer Lo¨sungen in Abha¨ngigkeit von den Faserverlusten (a) und
experimentell gemessene Abha¨ngigkeit der Signalenergie in Abha¨ngigkeit von der Distanz (b). (a):
h+0 = 5, h
−
0 = −1, α+H = 5, α−H = 3,∆F = 2.5nm, ∆p = 1.5nm, ν = 0.15, 0.20, 0.30, 0.60, 0.90 in
Pfeilrichtung, νcrit ≈ 0.63. (b): Energie von Signal und Rauschen wa¨hrend der Ausbreitung im
Experiment. Das Inset zeigt das experimentell aufgenommene Augendiagramm eines Impulses.
Impuls vollsta¨ndig weggeda¨mpft wird. Besitzt ein Signal eine ho¨here Energie, fu¨hrt die U¨ber-
schussversta¨rkung dazu, dass der Impuls an Energie zunimmt, bis er sich an dem stabilen
Punkt auf der Kurve () beﬁndet.
Variiert man die linearen Verluste, erha¨lt man fu¨r jeden Wert zwei Punkte, die jeweils
einen Punkt auf dem oberen und unteren Ast einer subkritischen Bifukrationskurve repra¨sen-
tieren. In Abbildung 4.15(a) sind die Bifurkationskurven der Lo¨sungen fu¨r unterschiedliche
Verha¨ltnisse ν der Sa¨ttigungsenergien dargestellt; der Pfeil zeigt in Richtung zunehmender
Werte von ν.
Analog zur Darstellung des Energiegewinns ﬁndet auch hier ein Umschlagen der Kurve
vom subkritischen zum superkritischen Bifurkationsverhalten statt. Damit erlangt der Pa-
rameter ν grundlegende Bedeutung fu¨r das Lo¨sungsverhalten. Eine stabile Ausbreitung von
Impulsen, wie sie mit Hilfe des zusa¨tzlichen Absorbers erreicht werden soll, ist nur mo¨glich,
wenn wir uns im Regime kleiner Sa¨ttigungsenergien des Absorbers beﬁnden. Andernfalls
bestu¨nde das Problem stetig anwachsenden Rauschens weiter, da keine Lo¨sungen im Bereich
der Nettoabsorption zu ﬁnden wa¨ren. Man kann ein Kriterium ableiten, fu¨r welches νcrit das
Verhalten der Kurven umschla¨gt. Linearisiert man GE(ε) um den Punkt ε → 0, bekommt
man einen Anstieg der Versta¨rkungsgeraden
∂GE(ε, ν)
∂ε
=
1
2
ε
ν
e2h
+
0 +h
−
0
(
1− ν − eh−0
)
, (4.30)
der von ν abha¨ngig ist. Fu¨r einen verschwindenden Anstieg hat man den Fall des U¨berganges
64
vom super- zum subkritischen Bifurkationsverhalten. Das dazugeho¨rige νcrit ist
νcrit =
E−S
E+S crit
= 1− eh−0 . (4.31)
Wie man sieht, ist das Kriterium fu¨r das Verha¨ltnis der Sa¨ttigungsenergien das gleiche
wie der Grenzwert der Sa¨ttigungsleistungen (4.5), wenn man annimmt, dass e−h
+
0 << 1 ist.
Diese Bedingung ist im Rahmen unserer Betrachtungen erfu¨llt (h+0 ≈ 5). Das fu¨hrt zu dem
Schluss, dass ein Parameterbereich existiert, in dem das Verhalten der unmodulierten Lo¨sung
superkritisch und das Verhalten der Impulse subkritisch ist :
ν =
E−S
E+S
=
P−S τ
−
R
P+S τ
+
R
= ∆
P−S
P+S
<
P−S
P+S
. (4.32)
Dies gilt in unserem Modul immer, solange aufgrund der hohen Geschwindigkeit des Erhol-
prozesses im Absorber das Verha¨ltnis der Sa¨ttigungsenergien immer kleiner ist als das der
Leistungen.
In unseren Betrachtungen nehmen wir das Verha¨ltnis der Erholzeiten ∆ = 0.1 an. Selbst
fu¨r sehr große Kleinsignalabsorptionen kann der kritische Wert νcrit nicht gro¨ßer als Eins
werden. Im Falle der von uns meist benutzten Kleinsignalabsorption von h−0 ≈ −1 ist dieses
unterschiedliche Verhalten von Impulsen und unmodulierten Signalen die Regel. Ebenso
stellt es sich im Experiment mit dem vorhandenen Versta¨rker-Absorber-Modul dar. Daraus
ergeben sich weitreichende Konsequenzen fu¨r die U¨bertragung von Impulsen. Wir erwarten
die Existenz von Lo¨sungen sowohl im Falle von linearer Nettoversta¨rkung als auch im Falle
von linearen Verlusten, in dem wir eine Stabilisierung des Rauschens bereits vorhersagen
konnten, vgl. Abschnitt (4.2.2). Aus dem gleichzeitigen superkritischen Verhalten der cw-
Lo¨sung ko¨nnen wir annehmen, dass im Bereich der Nettoabsorption eine Stabilisierung des
Hintergrundes mit sehr niedrigen Leistungen stattﬁndet.
Abbildung 4.15(b) zeigt die Entwicklung eines Impulses im Experiment [K04]. Deutlich
erkennt man das Einschwingen der Impulsenergie auf den stationa¨ren Wert. Das Inset in
4.15(b) zeigt das Augendiagramm des Impulses. Das Rauschen stabilisiert sich auf niedrigem
Niveau. Die dabei erreichten Ausbreitungsla¨ngen von mehreren tausend Kilometern sind
ohne Absorber nicht mo¨glich gewesen.
In Abbildung 4.16 ist die Simulation der Ausbreitung eines Impulses dargestellt. Inner-
halb der ersten 30-40 Umla¨ufe (Abb. 4.16(b)) nimmt der Impuls seine stationa¨re Form an,
die er im weiteren Verlauf der Propagation beibeha¨lt. Er wird durch die zeitabha¨ngige Ge-
samtversta¨rkung des Moduls solange komprimiert, bis die diﬀusive Wirkung des Filters eine
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Abbildung 4.16: Impulsamplitude in Abha¨ngigkeit von der Zeit und der Anzahl der Umla¨ufe. (a):
Schrittweite hundert Umla¨ufe. (b): 30 Umla¨ufe, Schrittweite 5 Umla¨ufe. Parameter: h+0 = 5, h
−
0 =
−1, α+H = 5, h−0 = 3, τ+R = 200ps, τ−R = 30ps, E+S = 1pJ, αF = −4.1, ν = 0.2, ∆F = 3.5nm.
weitere Kompression aufha¨lt und eine konstante Form angenommen wird. Bei einer Absorp-
tion der Faser von αF ≈ −4, die ungefa¨hr −17.3dB entsprechen, erha¨lt man eine Faserla¨nge
von rund 80 km. Somit ist selbst nach fast 10000km in der Simulation keine Vera¨nderung
des Impulses zu beobachten, abgesehen von seiner linearen Verschiebung, wie sie vorherge-
sagt wurde. Die Dauer des Einschwingprozesses liegt in einer a¨hnlichen Gro¨ßenordnung wie
in der experimentell ermittelten und ist sehr stark von der Wahl der Anfangsbedingungen
abha¨ngig.
In Abb. 4.17 ist die Dynamik der Impulsausbreitung genauer illustriert. Zu der Impuls-
form geho¨rt ein stationa¨res Spektrum, welches im Teilbild (a) zu sehen ist. Es ist asymme-
trisch und deutlich ins Rote verschoben. Diese Verschiebung resultiert aus dem dominieren-
den Einﬂuss der Versta¨rkersektion. Die Breite von ungefa¨hr 2.5 nm ist eine Besonderheit in
unserer U¨bertragungsstrecke. Die dazugeho¨rige vergleichsweise geringe Filtersta¨rke von nur
3.5nm ermo¨glicht eine sehr eﬀektive Rauschunterdru¨ckung durch spektrales Filtern, welches
die Rauscheingenschaften des Systems weiter erheblich verbessert.
In 4.17(b) ist die Entwicklung des Signals im Energie-Frequenz-Diagramm dargestellt.
Der Impuls nimmt nach ungefa¨hr 30 Umla¨ufen seine stationa¨re Form an. Wa¨hrend dieses
Einschwingprozesses verschiebt sich der Impuls sehr stark im Zeitbereich, da seine Energie
zuna¨chst stark ansteigt. Im weiteren Verlauf der stationa¨ren Ausbreitung erfolgt eine lineare
Verschiebung in negative Zeitrichtung mit konstanter Geschwindigkeit.
Neben der sehr gut funktionierenden Rauschunterdru¨ckung zwischen einzelnen Impulsen
ﬁel in den Experimenten auf, dass auch das Soliton selber verha¨ltnisma¨ßig wenig Rauschen
des Signals zeigte [K15]. Die Erkla¨rung fu¨r diesen Eﬀekt ist die Folgende. Wa¨hrend der Impuls
ein beschra¨nktes, um eine mittlere Wellenla¨nge zentriertes Spektrum besitzt, ist die spektrale
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Abbildung 4.17: Spektrum eines Impulses in Abha¨ngigkeit von der Wellenla¨nge (a), Impulsenergie
und Mittenwellenla¨nge wa¨hrend der Ausbreitung (b) und Impulsverschiebung in Abha¨ngigkeit von
der Zahl der Umla¨ufe. (a): stationa¨res Spektrum des in Abb. 4.16 gezeigten Impulses nach 900
Umla¨ufen. (b): Der Pfeil gibt die Zeitrichtung an. Paramter: h+0 = 5, h
−
0 = −1, α+H = 5, α−H =
3, τ+R = 200ps, τ
−
R = 30ps, αF = −4.1, E+S = 1pJ, ν = 0.2,∆F = 3.5nm.
Verteilung des Rauschens wesentlich breiter. Der Filter passt die Bandbreite des Rauschens
seiner spektralen Breite an, die Mittenfrequenz des Rauschens stimmt mit der Mittenfrequenz
des Filters u¨berein. Die Mittenfrequenz des Impulses wird aufgrund der spektralen Wirkung
des Moduls außerhalb des Filterzentrums verschoben. Diese Verschiebung erfolgt nicht fu¨r
das Rauschen. Beide Signalteile erfahren dadurch unterschiedliche Dispersion.
Es erfolgt eine Verschiebung des Impulses gegenu¨ber dem Rauschen im Zeitbereich und
damit auch eine Verschiebung des Versta¨rkungsfensters. Das Rauschen gelangt in einen Be-
reich von Absorption und kann reduziert werden. Das Soliton schiebt sich sozusagen per-
manent in einen durch die Nettoabsorption vom Rauschen befreiten Zeitbereich. In Abb.
4.18(b) sieht man experimentell gemessene Q-Faktoren fu¨r unterschiedliche Faserla¨ngen bei
gleichbleibender Gesamtabsorption. Der Q-Faktor ist ein Maß fu¨r die Qualita¨t des Signals
und ha¨ngt direkt mit der Bitfehlerzahl zusammen und wird deﬁniert als
Q =
< PM >
< PZ >
σM
σZ
. (4.33)
< PM > ist der Mittelwert aller gemessenen Leistungen in der Mitte des Bitfensters, σM die
dazugeho¨rige Standardabweichung. Der Index Z steht fu¨r die Stelle am U¨bergang zwischen
zwei Bitfenstern.
Fu¨r einen Wert Q > 18 spricht man von einer ausreichend fehlerfreien U¨bertragung. Im
Experiment wurde die Faserla¨nge, und damit der Versta¨rkerabstand, vera¨ndert. Dabei wur-
den die linearen Verluste des Sytems konstant gehalten. Die Q-Faktoren erho¨hten sich mit
zunehmender Faserla¨nge, das heißt ho¨herer Gesamtdispersion. Der Versuch wurde fu¨r un-
terschiedliche Versta¨rkerstromsta¨rken durchgefu¨hrt. Dabei fu¨hren gro¨ßere Stro¨me zu ho¨her-
en Kleinsignalversta¨rkungen und damit verbunden zu wachsenden Signalenergien, ku¨rzeren
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Erholzeiten und versta¨rkter Rauschentwicklung, welche aber durch das Modul stablisiert
werden kann. Dieses Verhalten konnte im Experiment nachgewiesen werden. Dazu wurde
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Abbildung 4.18: Schematische Darstellung der Rauschunterdru¨ckung im Impuls (a) und
Abha¨ngigkeit des Q-Faktors vom Versta¨rkerabstand (b). Bezeichungen in (a): λZD : Wellenla¨nge
mit verschwindender Dispersion zweiter Ordnung, λﬁlter : Filterposition.
die La¨nge der Faser variiert und bei konstanten linearen Verlusten eine Verbesserung des
Q-Wertes gemessen (4.18). Damit wurde eine Verbesserung der Signalqualita¨t bezu¨glich des
Rauschens erreicht, die eine Ausbreitung von Solitonen u¨ber mehrere zehntausend Kilometer
ermo¨glicht.
Die Lo¨sungen des Systems sollen im na¨chsten Abschnitt auf ihre Stabilita¨t untersucht
werden. Dabei stu¨tzen wir uns wieder auf den bereits eingefu¨hrten Algorithmus, mit Hilfe
dessen wir eine Analyse der linearen Stabilita¨t durchfu¨hren.
4.3.3 Stabilita¨t
Bei der Durchfu¨hrung der Stabilita¨tsanalyse konzentrieren wir uns besonders auf den Be-
reich der linearen Nettoverluste. In diesem Abschnitt ist der Rauschhintergrund stabil, eine
Vorraussetzung fu¨r lange Ausbreitungsstrecken. Wir benutzen den bereits vorgestellten Al-
gorithmus, den wir um die Jacobi-Matrix des Absorbers erweitern.
Auf der Suche nach Eigenwerten mit Betrag gro¨ßer Eins sind wir im Falle subkritischen
Bifurkationsverhaltens auf Bereiche der Bifurkationskurve gestoßen, in denen wir ein Wachs-
tum der Sto¨rung beobachten konnten. Diese Bereiche ha¨ngen in ihrer Existenz und Ausdeh-
nung stark von der Wahl der Paramter ab. Sie beginnen ausschließlich am Umkehrpunkt der
Bifurkationskurve. Da die Eigenwerte komplex sind, handelt es sich um Hopf-Instabilita¨ten.
Damit unterscheidet sich das Verhalten des Signals grundlegend vom Falle ohne sa¨ttigbaren
Absorber.
In Abb. 4.19(a) sind Bifurkationskurven fu¨r unterschiedliche Werte des Parameters ν
dargestellt, in denen die instabilen Bereiche durch dicke Linien markiert sind. Man sieht
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Abbildung 4.19: Impulsenergie in Abha¨ngigkeit der Faserverluste. (a): ν = 1.5, 1.75, 2.0, 2.5 und
3.0 in Pfeilrichtung. Dicke Linien: Hopf-instabile Bereiche. (b): ν = 0.2. Dicke Linie: Hopf-instabiler
Bereich. An den Punkten, gekennzeichnet mit (
), (♦) und (◦), wird der Verlauf in einem Energie-
Frequenz-Diagramm in der Abbildung 4.20 gezeigt. Das Inset zeigt die mittlere Leistung eines
Signals, welches im Experiment auf sein Sto¨rverhalten untersucht wurde. Es entspricht vom Ver-
halten her der oszillierenden Relaxation am Punkt (♦). Parameter: h+0 = 5, h−0 = −1, α+H = 5, α−H =
1, τ+R = 200ps, τ
−
R = 30ps, E
+
S = 1 pJ, ν = 0.2,∆F = 3.5nm.
deutlich, dass die instabilen Abschnitte am Umkehrpunkt beginnen und sich u¨ber einen
begrenzten Bereich der Nettoabsorption erstrecken. Die Ausdehnung des instabilen Teils der
Bifurkationskurve nimmt mit dem Parameter ν zu. Da es unser Ziel ist, im Bereich kleiner
Sa¨ttigungsenergien des Absorbers zu arbeiten, und wir damit ein kleines ν anstreben, ist
diese Eigenschaft nicht kritisch. Die Faserverluste du¨rfen unter Beachtung der mo¨glichen
Instabilita¨t jedoch nicht maximal gewa¨hlt werden, was eine wichtige Konsequenz aus der
Existenz der Instabilita¨ten ist.
Im Abbild 4.19(b) ist die Situation dargestellt, die wir na¨her untersuchen wollen. Fu¨r
einen ﬁxen Parametersatz betrachten wir die Sto¨rung an drei verschiedenen Stellen der Bi-
furkationskurve. Die erste Stelle liegt im instabilen Bereich (
), die zweite Stelle beﬁndet
sich im stabilen Bereich (), wa¨hrend die dritte Stelle in unmittelbarer Umgebung des U¨ber-
ganges vom stabilen zum instabilen Bereich lokalisiert ist (◦). Im Inset von Teilbild 4.19(b)
ist das experimentelle Ergebnis einer a¨hnlichen Untersuchung dargestellt. Hier wurden die
Verluste fu¨r mehrere Umla¨ufe abgesenkt und wieder erho¨ht.
Zur Darstellung des Verhaltens der Sto¨rung haben wir zuerst mit Hilfe der Propagations-
gleichung (4.28) eine Lo¨sung gesucht. Diese haben wir innerhalb eines Propagationsschrittes
durch einmaliges Absenken der Faserverluste gesto¨rt. Diese Situation entspricht einer einzel-
nen verla¨ngerten Faser innerhalb einer U¨bertragungsstrecke. Das Verhalten des Signals ist
in Abbildung 4.20 fu¨r alle drei Fa¨lle illustriert.
Die Lo¨sung auf dem stabilen Abschnitt relaxiert oszillierend und nimmt ihren urspru¨ng-
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Abbildung 4.20: Energie ε und Mittenfrequenz ω unterschiedlicher gesto¨rter Lo¨sungen in
Abha¨ngigkeit der Umla¨ufe. (♦): |λ|2 < 1 Relaxationsoszillation des Signals zur stabilen Lo¨sung.
(◦): |λ|2 = 1, marginal stabil. (
): |λ|2 > 1, Hopf-Instabilita¨t. Parameter: h+0 = 5, h−0 = −1, α+H =
5, α−H = 1, τ
+
R = 200ps, τ
−
R = 30ps, E
+
S = 1pJ, ν = 0.2,∆F = 3.5nm
lichen Wert wieder an. Dieser Vorgang dauert in etwa hundert Umla¨ufe. Diese sind durch
die Punkte auf der Kurve im Teilbild () angedeutet. Dabei repra¨sentiert jeder Punkt einen
Umlauf, der Pfeil zeigt die Zeitrichtung an. Im Teilbild (◦) kommt es wa¨hrend der 500
Umla¨ufe nicht zur Relaxation der Sto¨rung. Da der Eigenwert an dieser Stelle den Betrag
Eins hat, schwingt das System ohne merkliche Da¨mpfung oder Versta¨rkung. In der Realita¨t
ist dies natu¨rlich nicht mo¨glich, da eine geringe Abweichung vom U¨bergangspunkt nicht zu
vermeiden ist. Daher ist dieser Zustand marginal stabil. Von dieser Stelle der Lo¨sungskur-
ve bifurkiert vermutlich eine weitere Lo¨sung, welche jedoch von Natur aus oszillierend ist,
eine sogenannte Hopf-Oszillation. Diese konnte jedoch mit diesem Modell nicht gefunden
werden, wa¨hrend in der vollen numerischen Simulation solche Zusta¨nde zu sehen waren, wie
Abbildung 4.21(◦) zeigt.
Im Teil (
) der Abbildung 4.20 sieht man, wie die Lo¨sung aufgrund der Hopf-Instabilita¨t
zersto¨rt wird. Ausgehend von einer Sto¨rung wie in Abbildungen () und (◦) entfernt sich das
gesto¨rte Signal zunehmend von der ungesto¨rten Lo¨sung. Durch die Frequenzverschiebung
nehmen die Verluste so stark zu, dass die Energie des Signals unter den Wert sinkt, der auf
dem unteren, instabilen Ast der Bifurkationskurve an der korrespondierenden Stelle durch
das ausgefu¨llte Dreieck gekennzeichnet ist. Damit reicht die Sa¨ttigung des Moduls nicht mehr
aus, die Kleinsignalnettoverluste zu kompensieren. Dieses Verhalten wurde bereits bei der
Analyse des Energiegewinns des Moduls beschrieben.
Zur U¨berpru¨fung der gefundenen Ergebnisse haben wir mit Hilfe voller numerischer Si-
mulationen die Bifurkationskurven auf Instabilita¨ten untersucht. Dazu war es no¨tig, sich
systematisch durch langsames Erho¨hen der Verluste auf der Bifurkationskurve in Richtung
Umkehrpunkt vorwa¨rts zu bewegen. Im oberen Teil der Abbildung 4.21 ist dieser Vorgang
illustriert. Alle fu¨nfhundert Umla¨ufe wurden die Verluste erho¨ht. Damit haben wir gleich-
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zeitig die Sto¨rung eingebracht, die untersucht werden soll. Bei den einzelnen Graphen im
oberen Teil der Darstellung wurden nur Abschnitte der Propagation gezeigt, in denen sich
das Verhalten exemplarisch a¨ndert. Unterhalb der Bilder, die die Entwicklung der Energie
darstellen, sind die Energie- und Frequenzdiagramme abgebildet, analog Abbildung 4.20.
Zueinander geho¨rende Bilder sind durch (), (◦) und (
) gekennzeichnet. Man sieht, dass zu
Beginn der Propagation das Signal oszillierend zu seiner stationa¨ren Lo¨sung relaxiert. Mit
zunehmender Erho¨hung der Verluste dauert dieser Relaxationsvorgang la¨nger, die Wachs-
tumsrate der Sto¨rung na¨hert sich dem Betrag Eins. Im mittleren Teilbild sieht man das
Signal zu einem stationa¨ren Orbit konvergieren. In diesem Fall haben wir eine oszillierende
Lo¨sung des Systems gefunden, eine sogenannte Hopf-Oszillation. Diese Lo¨sungen bifurkieren
von Punkten, an denen stabile in instabile Lo¨sungen u¨bergehen. Der dritte Fall beﬁndet sich
im instabilen Bereich der Bifurkationskurve. Im rechten Teilbild sieht man, wie das Signal
zuerst in einem Anpassungsprozess in Richtung instabiler Lo¨sung konvergiert, um dann ste-
tig nach außen zu spiralen. Dabei gelangt es nicht zu einer weiteren oszillierenden Lo¨sung,
wie es im Falle von Hopfbifurkationen durchaus mo¨glich ist. Die Ergebnisse der Analyse ge-
ben die experimentell gefundenen Relaxationsoszillationen und die in der vollen numerischen
Simulation gefundenen Instabilita¨ten sehr gut wieder.
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Abbildung 4.21: Energie ε und Mittenfrequenz ω unterschiedlicher gesto¨rter Lo¨sungen in
Abha¨ngigkeit von der Anzahl der Umla¨ufe. Parameter: h+0 = 5, h
−
0 = −1, α+H = 5, α−H = 3, τ+R =
200ps, τ−R = 30ps, E
+
S = 1pJ, ν = 0.2,∆F = 3.5nm, αF = −4.0,−4.01,−4.02.
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Der Mechanismus der Oszillationen besteht aus dem Zusammenspiel von Filter und Mo-
dul. Im Filter wird immer eine Frequenzverschiebung in Richtung Filtermitte erzwungen.
Diese ist proportional zur Signalposition im Filter und immer in den Bereich ho¨herer Fre-
quenzen gerichtet, da die Mittenfrequenz des Signals weit im roten Bereich des Filters liegt.
Zusa¨tzlich erleidet das Signal noch Energieverluste, die von seiner Frequenz abha¨ngen. Im
Modul wird die Energie gema¨ß der Energiegewinnfunktion immer in Richtung der Energie
der stationa¨ren Lo¨sung verschoben. Die Richtung der Frequenzverschiebung erfolgt jedoch
immer in Richtung kleinerer Frequenzen und ha¨ngt außerdem in ihrer Sta¨rke von der Energie
des Signals ab. Dabei springen die Werte fu¨r beide Gro¨ßen aufgrund der diskreten Struk-
tur der U¨bertragungsstrecke. Es kann auch dazu kommen, dass Frequenz und Energie ohne
Oszillationen direkt in Richtung Lo¨sung konvergieren.
Bei der Untersuchung der Existenz der instabilen Bereiche wurden neben dem Sa¨ttigungs-
parameter ν auch die Henry-Faktoren und die Filterbandbreite untersucht. So zeigte sich,
dass eine geringere Bandbreite des Filters erwartungsgema¨ß die Existenz instabiler Bereiche
unterbindet. Die Eigenwerte werden u¨ber den gesamten Bereich schnell unter die Stabilita¨ts-
grenze gedru¨ckt. Die Henry-Faktoren zeigen fu¨r eine abnehmende Diﬀerenz zwischen α+H und
α−H eine Reduktion der instabilen Bereiche.
Im Experiment haben wir bisher keine Hopf-Instabilita¨ten gefunden. Dies liegt daran,
dass deren Vorhandensein stark von den Parametern des Moduls abha¨ngt, die wir nicht
beeinﬂussen ko¨nnen. Wie das Inset in Abbildung 4.19(a) zeigt, konnten die Relaxationsos-
zillationen im Experiment besta¨tigt werden.
4.3.4 Fronteninstabilita¨t langer Impulse
An dieser Stelle soll die Stabilita¨t von sehr langen Impulsen unter besonderer Beachtung der
Impulsﬂanken oder -fronten untersucht werden. Das Verhalten und die Stabilita¨t eines cw-
Signals, welches den Mittelteil des Impulses und den Hintergrund beschreibt, wurde bereits
im vorigen Kapitel untersucht.
Im eigentlichen Sinne besteht ein solch langer Impuls aus zwei cw-Lo¨sungen, welche durch
zwei Fronten miteinander verbunden sind. Diese Fronten unterliegen im Gegensatz zur cw-
Lo¨sung einer Dynamik wa¨hrend der Ausbreitung. Sie stellen fu¨r das Modul die Vorder- und
Ru¨ckseite eines Impulses dar. Daher ist die Frage essenziell, ob die Fronten bei der Propaga-
tion eines sehr langen Impulses stabil sind. Wir wollen hier den Fall untersuchen, der unseren
experimentellen Gegebenheiten entspricht. Er bezieht sich auf ein Regime, in dem sich die
Bifurkationskurve fu¨r Impulse subkritisch und die Kurve fu¨r cw-Signale superkritisch verha¨lt.
In den Abb. 4.22(a,b) sind diese Verha¨ltnisse dargestellt. Der lange Impuls setzt sich aus der
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Abbildung 4.22: Signalenergie und -leistung in Abha¨ngigkeit der Faserverluste (a) und Signallei-
stung in Abha¨ngigkeit von der Zeit (b). Parameter: h+0 = 5, h
−
0 = −1, α+H = 5, α−H = 3, τ+R = 300ps,
τ−R = 30ps, E
+
S = 1pJ, ν = 0.6,∆F = 3.0nm, αF = −3.9.
trivialen (◦) und der nichttrivialen (•) cw-Lo¨sung zusammen. Die Vorderfront wirkt auf das
Modul wie der Vorderteil eines Impulses; dieser Teil des Signals strebt der Solitonenlo¨sung
(♦) zu. Man kann zwischen den Regimen starker und schwacher Filter unterscheiden. Da der
Mittelteil des langen Impulses als cw-Signal nur ein vergleichsweise schmales Spektrum be-
sitzt, wird sich die Sta¨rke der Filter besonders auf die Fronten auswirken, die ein wesentlich
breiteres Spektrum besitzen. Das Inset in Abb. 4.22 zeigt die Gesamtu¨bertragungsfunktion
H(t) des Moduls zusammen mit dem Betrag der Faserverluste. Da wir im Bereich linearer
Nettoversta¨rkung operieren, haben wir eine Versta¨rkung außerhalb des Impulses, die im
Mittelteil gesa¨ttigt wird, um die Faserverluste zu kompensieren. Zu Beginn des Impulses
sinkt die Gesamtversta¨rkung jedoch aufgrund der starken Sa¨ttigung des Absorbers unter die
linearen Verluste.
Der Fall schwacher Filter ist in Abbildung 4.23 dargestellt. In den Teilbildern (a,c) sind
die Ergebnisse der Simulation zu sehen, Bildteil (b) zeigt die experimentellen Resultate.
Deutlich ist die Ausbildung von Solitonen an der Vorderﬂanke des Impulses zu erkennen.
Diese bewegen sich aufgrund der zeitabha¨ngigen Gesamtversta¨rkungsfunktion vom Impuls
weg. Haben sie einen ausreichenden Abstand, steigt der Wert der U¨bertragungsfunktion H(t)
wieder u¨ber die Verluste, der Vorgang kann erneut einsetzen. Es kalben sozusagen immer
neue Solitonen von der Vorderﬂanke des NRZ-Impulses ab und zersto¨ren diesen dabei. Die
ru¨ckwa¨rtige Flanke selber verschiebt sich geringfu¨gig in Richtung Impulszentrum. Dies ist
besonders erwa¨hnenswert, da bei einer Verbindung von stabiler und instabiler Lo¨sung bis-
her immer beobachtet wurde, dass sich die stabile gegenu¨ber der instabilen Lo¨sung durch-
setzt [105]. Dies bedeutet aber, dass die Front zuru¨ckbleiben und der Impuls sich nach hinten
ausdehnen mu¨sste. Dieser Eﬀekt beruht auf dem Chirp, der durch die zeitliche A¨nderung
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der Gesamtu¨bertragungsfunktion generiert wird. Dieser Chirp verschwindet im Mittelteil
des Impulses. Daher wird nur die Mittenfrequenz der Front vom Filterzentrum wegverscho-
ben. Sie erfa¨hrt daher zusa¨tzliche Verluste. Diese verhindern das Anwachsen und die damit
verbundene Verschiebung der ru¨ckwa¨rtigen Front.
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Abbildung 4.23: Signalleistung in Abha¨ngigkeit von der Zeit und der Anzahl der Umla¨ufe im
Falle schwacher Filter. a,c): Simulation b): Experiment. Parameter: h+0 = 5, h
−
0 = −1, α+H = 5, α−H =
3, τ+R = 300ps, τ
−
R = 30ps, E
+
S = 1pJ, ν = 0.6,∆F = 3.0nm, αF = −3.9.
Abbildung 4.24 zeigt den Fall sehr starker Filterung. Im Vergleich zum Regime schwa-
cher Filter wirken sich die Frequenzverschiebungen durch das Modul an den Fronten sehr
viel sta¨rker aus, diese erfahren wesentlich ho¨here Zusatzverluste. Die Energie des sich ab-
spaltenden Solitons ist daher wesentlich geringer als im obigen Fall, wie in Abb. 4.24(b)
(Pfeil) zu sehen ist. Die ru¨ckwa¨rtige Front bewegt sich deutlich in Richtung Impulsmitte,
der Impuls schrumpft. Das Soliton, welches sich vom Impuls lo¨st, kann aufgrund der geringen
Bandbreite des Filters ebenfalls nur ein sehr schmales Spektrum ausbilden. Dies fu¨hrt dazu,
dass es sehr breit bleibt. Aufgrund der großen Breite und der starken Filterverluste ist die
Leistung im Solitonzentrum wesentlich geringer als im Falle schwacher Filter.
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Abbildung 4.24: Signalleistung in Abha¨ngigkeit von der Zeit und der Anzahl der Umla¨ufe im
Falle starker Filter. a,c): Simulation b): Experiment. Parameter: h+0 = 5, h
−
0 = −1, α+H = 5, α−H =
3, τ+R = 300ps, τ
−
R = 30ps, E
+
S = 1pJ, ν = 0.6,∆F = 0.1nm, αF = −3.93.
Wa¨hrend im Falle schwacher Filter die Instabilita¨t der Fronten zu einer wesentlich schnel-
leren Zersto¨rung langer Impulse fu¨hrt, als dies die Hintergrundinstablita¨t vermag, fu¨hrt im
Falle starker Filter spa¨testens die Modulationsinstabilita¨t zur Zersto¨rung des Signals. Die
U¨bertragungsstrecke mit Halbleiterversta¨rkern ist auch mit sa¨ttigbaren Absorbern ungeeig-
net, Signale im NRZ-Format zu u¨bertragen.
4.3.5 Impulsausbreitung mit Dispersion und Nichtlinearita¨t
Die Ausbreitung von Impulsen wird im Allgemeinen durch Dispersion und Kerr-Nicht-
linearita¨t der Faser beeinﬂusst. Im Falle klassischer heller Schro¨dinger-Solitonen ko¨nnen
sich diese Eﬀekte im Bereich anormaler Dispersion gegenseitig kompensieren. Aufgrund der
großen Bandbreite des Halbleiterversta¨rkers und des sa¨ttigbaren Absorbers sind wir in der
Lage, den Arbeitspunkt in einem weiten Wellenla¨ngenbereich selbst zu wa¨hlen und haben
uns dabei bisher auf die Umgebung des Punktes mit verschwindender Gruppengeschwin-
digkeitsdispersion konzentriert. Mo¨chte man die gesamte Bandbreite der zur Verfu¨gung ste-
henden Wellenla¨ngen nutzen, ist eine Betrachtung von dispersiven Eﬀekten unumga¨nglich.
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Das Zusammenspiel von Selbstphasenmodulation des Moduls und des durch die Dispersion
erzeugten Chirps fu¨hrt, abha¨ngig vom Vorzeichen der Dispersion, zu folgendem Verhalten.
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Abbildung 4.25: Abha¨ngigkeit der Frequenzverschiebung von der Zeit im Falle normaler Dis-
persion nach 2, 4, 6 und 8 Umla¨ufen. Das Inset zeigt den Impuls und dessen Chirp nach 40 Umla¨ufen
in der gleichen Skalierung. (a): Frequenza¨nderung unter dem Impuls fu¨r z = 2, 4, 6 und 8 Umla¨ufe,
gema¨ß der Pfeilrichtung. Dicke Linie: Impuls nach zehn Umla¨ufen (z = 10). Parameter: h+0 =
5, h−0 = −1, α+H = 5, α−H = 3, τ+R = 300ps, τ−R = 30ps, E+S = 1pJ, ν = 0.2,∆F = 3.0nm, αF = −4.1,
β2 × lF = 1ps2.
Normale Dispersion
Im Gegensatz zu klassischen Schro¨dinger-Solitonen ist zur Stabilisierung der dissipativen
Solitonen keine Dispersion no¨tig. Im Falle sehr kleiner Werte ist es sogar mo¨glich, Impul-
se bei normaler Dispersion auszubreiten. Erho¨ht man jedoch die Dispersion, kommt es zu
einer U¨berlagerung von SPM und dispersionsbedingtem Chirp, was zu einer Filamentie-
rung des Impulses fu¨hrt. In Abbildung 4.25(a) ist die Entwicklung der Frequenzverschiebung
unterhalb des Impulses zu sehen. Die unterschiedlichen Vorzeichen des Chirps von Modul
und Dispersion fu¨hren nicht zu einer Kompensation der Frequenzverschiebung, sondern zu
starken Schwankungen zwischen einzelnen Impulsabschnitten. Deutlich ist die zunehmende
Strukturierung der Frequenzveschiebung zu sehen, die bereits nach zehn Umla¨ufen in eine
Zerklu¨ftung des Impulses mu¨ndet. Im Inset ist der Impuls nach 40 Umla¨ufen dargestellt.
Hier haben sich bereits einzelne Filamente abgespalten, der Ursprungsimpuls ist zersto¨rt.
Die beiden beitragenden Anteile von Modul (∆νModul) und Dispersion (∆νDisp) und den
dazugeho¨rigen Impuls (dicke Linie) sieht man in Abbildung 4.25(b).
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Abbildung 4.26: Abha¨ngigkeit der Frequenzverschiebung von der Zeit im Falle anormaler Dis-
persion nach 2, 4, 6 und 8 Umla¨ufen. Das Inset zeigt den Impuls und dessen Chirp nach 40 Umla¨ufen
in der gleichen Skalierung. Parameter: h+0 = 5, h
−
0 = −1, α+H = 5, α−H = 3, τ+R = 300ps, τ−R = 30ps,
E+S = 1pJ, ν = 0.2,∆F = 3.0nm, αF = −4.1, β2 × lF = −1ps2.
Anormale Dispersion
Aufgrund der Eigenschaft des Versta¨rker-Absorber-Moduls, die Amplitude des Impulses
durch zeitabha¨ngige Versta¨rkung und Absorption zu vera¨ndern, ist eine Kompensation des
Chirps keine notwendige Vorraussetzung fu¨r die stroboskopisch stationa¨re Ausbreitung, wie
sie hier betrachtet wird. In Abb. 4.26(b) ist zu sehen, dass im Falle anormaler Dispersi-
on das Vorzeichen beider Chirpanteile gleich ist. Es kommt im Falle anormaler Dispersion
trotz gleichgerichteter Frequenzverschiebung zu einer sehr raschen Ausbildung eines stati-
ona¨ren Impulses, wie in Abbildung 4.26(a) zu sehen ist. Der Chirp ist unterhalb des Im-
pulses anna¨hernd linear und bewirkt die Kompensation der Impulsverformung durch die
zeitabha¨ngige Gesamtversta¨rkung.
Der Bereich anormaler Dispersion ist deshalb von besonderem Interesse, da der Arbeits-
bereich der Halbleiterversta¨rker diesen Wellenla¨ngenbereich abdeckt und das Absorptions-
minimum der Standardfaser bei ≈ 1550nm liegt, wo starke anormale Dispersion vorliegt.
Außerdem ist man in der Lage, Fasern mit sehr geringer Absorption im gesamten Bereich
zwischen 1300nm und 1600nm herzustellen [28].
Nichtlinearita¨t
Die Kerr-Nichtlinearita¨t spielt aufgrund der Dominanz von Versta¨rker und Absorber nur
eine sehr untergeordnete Rolle. Simulationen haben gezeigt, dass Impulsform und Energie
nur marginale Vera¨nderungen erfahren, wenn der Koeﬃzient der Nichtlinearita¨t vera¨ndert
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wird.
4.3.6 Regula¨re Impulszu¨ge
Der erste Schritt vom einzelnen Impuls zu einer Abfolge von zufa¨llig verteilten Bits soll
wieder die regula¨re Impulsfolge sein. Allerdings hat sich die Situation durch den Absorber so
verkompliziert, dass es nicht mo¨glich ist, einfache analytische Aussagen zu treﬀen, wie uns
das im Falle ohne Absorber gelungen ist. Es ist jedoch mo¨glich, analog zu Gleichung(3.63),
einen konkreten Ausdruck fu¨r h−b anzugeben. Da die Bedingung T > τ
−
R hier immer gegeben
ist, ist dieser Audruck einfach abzuleiten. Bereits einmaliges Einsetzen der Bedingung
h−(T + t) = h−b (t) (4.34)
ergibt
h−b = h
−
0 −
{
h−0 + log
[
1−
(
1− e−h−I
)
e−ε
−
]}
e−γ
−
, (4.35)
e−h
−
I =
[
eh
−
0
(
1− e−ε−
)
+ e−ε
−
]−γ−
e−h
−
0 . (4.36)
Die Gro¨ße γ− = T/τ−R ist der Quotient aus Impulsabstand und Erholzeit des Absorbers. Die
Energie ε−, welche die Energie des Einzelimpulses vor Eintritt in den Absorber bezeichnet,
ist auf die Sa¨ttigungsenergie des Absorbes normiert.
In Abbildung 4.27(a,b) sind die Ergebnisse der analytischen Na¨herung im Vergleich mit
Werten, die durch die volle Iteration erzeugt wurden, dargestellt. Dabei wurden, beginnend
mit h±b = h
±
0 , die erzeugten Werte h
±(t) solange eingesetzt, bis keine Vera¨nderung mehr
erfolgte. Das entspricht im eigentlichen Sinne dem sukzessiven Abschreiten der Impulse,
beginnend mit dem ersten. Da der Absorber sehr schnell ist und sein Geda¨chtnis daher nur
einen, maximal zwei Impulse zuru¨ckreicht, ist bereits nach der ersten Iteration der stationa¨re
Wert fu¨r h−b erreicht, wa¨hrend beim Versta¨rker zwei Iterationen no¨tig sind.
Zur Ermittlung der stationa¨ren Werte der regula¨ren Energie mu¨ssen nun drei Beding-
ungen erfu¨llt sein. Fu¨r den Versta¨rker muss gelten :
h+(t, ε) = h(t + T, ε) = h+b . (4.37)
Die einzelnen Impuls im regula¨ren Teil der Folge werden dann versta¨rkt und haben die
Energie ε− = log(1 + eh
+
b ε)/ν. Mit dieser muss nun im Absorber gelten:
h−(t, ε−) = h−(t + T, ε−) = h−b . (4.38)
Nimmt man die Faserverluste hinzu und vernachla¨ssigt den Filter, erha¨lt man als dritte
Bedingung fu¨r die Energie
ε = ν log
{
1 + eh
−
b
[(
1 + eh
+
b ε
)1/ν
− 1
]}
eαF . (4.39)
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Abbildung 4.27: Gesa¨ttigte Versta¨rkung (a), Absorption (b) und Energiegewinn (c) in Abha¨ngig-
keit von der Impulsenergie ε fu¨r Impulse in regula¨ren Folgen. (a,b): h+0 = 5, h
−
0 = −1, E+S = 1pJ,
E−S = 1pJ, T = 100ps. (a): ♦ : τ+R = 100ps, ◦ : τ+R = 150ps. (b): ♦ : τ+R = 50ps, ◦ : τ+R = 100ps. (c):
h+0 = 5, h
−
0 = −1, αF = −4.1, E+S = 1pJ, ν = 0.15, τ+R = 200ps, τ−R = 30ps.
In Abbildung 4.27(c) ist der Energiegewinn eines solchen Impulses dargestellt. Man sieht
die Kurven fu¨r Bitraten von 1.25GHz, 2.5GHz, 5GHz und 10GHz. Oﬀensichtlich ist unser
System von vornherein nicht in der Lage, Impulsfrequenzen von 10 GHz zu unterstu¨tzen;
die Versta¨rkungsfunktion u¨bersteigt in diesem Falle nie den Betrag der Faserverluste. Ver-
suchte man eine Folge mit einem Impulsabstand von 100ps auszubreiten, wu¨rden Impulse
weggeda¨mpft, es entstu¨nden irregula¨re Bitfolgen mit einer niedrigeren Bitrate. Dieser Prozeß
erfolgt stochastisch und konnte im Experiment beobachtet werden. Man kann eine Erho¨hung
der Grenzbitrate erreichen, indem man die Erholzeit des Versta¨rkers verringert oder das
Verha¨ltnis der Sa¨ttigungsenergien zwischen Absorber und Versta¨rker niedriger wa¨hlt. Eine
Reduktion der Erholgeschwindigkeit des Absorbers hat keinen wesentlichen Einﬂuss auf die
Erho¨hung der Bitrate.
Bitraten jenseits der 1.25GHz zeigten keinen wesentlichen Unterschied zum Verhalten
von Einzelimpulsen. Der damit verbundene Impulsabstand von 800ps reicht aus, das System
vollsta¨ndig in seinen Ausgangszustand zuru¨ckzuversetzen.
Wie bereits aus den Untersuchungen zur U¨bertragungsstrecke ohne sa¨ttigbaren Absorber
zu sehen war, ist eine regula¨re Bitfolge jedoch nicht die begrenzende Situation bezu¨glich
der Signalu¨bertragung in einem RZ-Regime. Im Folgenden soll die U¨bertragungskapazita¨t
bezu¨glich einer zufa¨lligen Folge von Impulsen untersucht werden.
4.3.7 Zufa¨llige Folge von Impulsen
Bei der Analyse zufa¨lliger Impulsfolgen stu¨tzen wir uns auf die Energiegewinnfunktion des
Moduls. Die Wirkung des Filters wird vernachla¨ssigt und die U¨bertragungsfunktionen h+b , h
−
b
werden in Abha¨ngigkeit der vorausgegangenen Impulsmuster errechnet. In Abbildung 4.28(a)
79
sind die mo¨glichen Energieniveaus aller Kombinationen einer 4 Bit langen Impulsfolge zu
sehen. Dabei wurde der Impulsabstand respektive die Bitrate vera¨ndert. Man sieht deutlich,
dass sich mit abnehmender Distanz der Impulse zunehmend mehrere unterscheidbare Niveaus
herausbilden ko¨nnen. Die kritische Situation ist wiederum ein Impuls, der unmittelbar einem
ersten Impuls folgt. Da dieser keine spu¨rbaren, das heißt nahen, Vorga¨nger hat, ist seine
Energie sehr hoch. Der zweite Impuls erfa¨hrt damit die maximale Sa¨ttigung des Versta¨rkers,
das heißt die minimale Versta¨rkung. Ist der Abstand zwischen den Impulsen zu gering, kann
sich der Vesta¨rker nicht mehr ausreichend erholen, der Impuls wird weggeda¨mpft. Diese
Situation ist a¨hnlich der ohne Absorber, da aufgrund der schnellen Erholzeit des letzteren
keine qualitative Vera¨nderung eintritt. Im Gegensatz zum Fall ohne sa¨ttigbaren Absorber
na¨hert sich die Energie des zweiten Impulses nicht dem Wert Null, bevor er nicht mehr
stationa¨r ausgebreitet werden kann, sondern besitzt im Grenzfall immer noch einen deutlich
von Null verschiedenen Wert. Dieser Eﬀekt ru¨hrt von der Form der Energiegewinnkurve
im Falle subkritischen Verhaltens her. Sinkt die maximale Versta¨rkung fu¨r eine bestimmte
Konstellation von h+b , h
−
b genau auf den Betrag der linearen Verluste, ist die Energie, die in
diesem Fall eine stationa¨re Energie wa¨re, von Null verschieden.
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Abbildung 4.28: Energie von Impulsen in zufa¨lligen Bitfolgen in Abha¨ngigkeit der Bitrate. Para-
meter: α+H = 5, α
−
H = −1, αF = −4.1, E+S = 1pJ, ν = 0.15, τ+R = 200ps, τ−R = 30ps. b) Experimentell
gewonnene Augendiagramme einer 2.5 GBit/s und einer 5GBit/s Pseudo-Zufalls- Bitfolge.
In Abbildung 4.28(a) betra¨gt die Grenzbitrate ungefa¨hr 3 Gbit. Dieser Wert ist nicht oh-
ne weiteres auf das Gesamtsystem zu u¨bertragen, da aufgrund der Filterwirkung die Energie
des ersten Impulses geringer ist und damit die Sa¨ttigung des Versta¨rkers schwa¨cher ausfa¨llt.
Gleichzeitig sind jedoch die zusa¨tzlichen Filterverluste fu¨r den zweiten Impuls kleiner, da er
eine geringere Rotverschiebung erfa¨hrt und damit dem Filterzentrum na¨her ist. Vergleicht
man die Grenzbitrate mit der im Falle ohne Absorber errechneten Grenze, fa¨llt auf, dass
letztere ho¨her liegt. Der Fall ∆ = T/τ+R = 1 entspra¨che im obigen Bild einer Bitrate von
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5Gbit/s. Diese Bitrate wird aber oﬀensichtlich nicht von unserem System unterstu¨tzt, da
der zweite Impuls bei einem Impulsabstand von T = τ+R = 200ps verloren ging. Dies ist
jedoch nur im ersten Vergleich eine Verschlechterung der Systemeigenschaften, da die im
Falle ohne Absorber angenommenen mo¨glichen stationa¨ren Energien fu¨r ∆ = 1 sehr klein
waren und eine realistische Detektion nicht mo¨glich gewesen wa¨re. Wollte man die Grenz-
bitrate in der U¨bertragungsstrecke unter Beibehaltung der Parameter von Versta¨rker und
Absorber erho¨hen, mu¨sste man die Faserverluste verringern. Da der Absorber sehr schnell
ist, gilt immer h−b ≈ h−0 . Das Kriterium fu¨r subkritisches Verhalten ha¨ngt nur vom Wert des
Absorbers ab, daher ist das Bifurkationsverhalten auch fu¨r Impulse innerhalb einer Folge
subkritisch. Verringert man die linearen Verluste, ist man prinzipiell in der Lage, wieder
einen Schnittpunkt zwischen Energiegewinnkurve des Moduls und den Verlusten zu ﬁnden.
Die zu diesen Punkten geho¨rigen Energien sind jedoch sehr gering und wu¨rden, wie im Falle
ohne Absorber, realistischerweise nicht detektiert werden ko¨nnen. Die Rauschunterdru¨ckung
bei einer solchen Konﬁguration wa¨re ebenfalls erheblich vermindert.
Im Teilbild (b) der gleichen Abbildung sehen wir die Augendiagramme zweier Pseudo-
Zufalls- Bitfolgen bei 5Gbit und 2.5Gbit, die im Experiment [K04] gewonnen wurden. Es wird
deutlich, dass sich bei der ho¨heren Bitrate deutlich drei Energieniveaus herausgebildet haben,
wa¨hrend bei 2.5 GBit nur zwei Niveaus zu verzeichnen sind. Da Bitfolgen sehr lang sein
ko¨nnen, wollen wir untersuchen, in welchem Maße sich die Zahl der diskreten Energieniveaus
mit der Anzahl der betrachteten Bits a¨ndert. Dazu haben wir in Abbildung 4.29(a) die
Energieniveaus u¨ber der La¨nge der betrachteten Bitfolgen abgetragen.
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Abbildung 4.29: Energie von Impulsen in zufa¨lligen Bitfolgen in Abha¨ngigkeit der Wortla¨nge.
Parameter: α+H = 5, α
−
H = −1, αF = −4.1, E+S = 1pJ, ν = 0.15, τ+R = 200ps, τ−R = 30ps, T = 400 ps.
b) Zuordnung der Energielevel zu den entsprechenden Mustern.
Das Verfahren zur Errechnung der Energien verfa¨hrt wie im Kapitel ohne Absorber:
Alle mo¨glichen Kombinationen, fu¨r vier Bits sind das fu¨nfzehn Varianten ohne die Folge
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von vier Null-Bits, werden solange propagiert, bis ein stationa¨rer Zustand erreicht ist. Die
Energien der Bits aller Kombinationen sind u¨ber der La¨nge der Wo¨rter abgetragen. Es ist
oﬀensichtlich, dass fu¨r die von uns betrachtete Bitrate von 2.5 GBit/s vier Hauptgruppen
zu sehen sind. Diese wiederum gliedern sich in nur zwei wirklich unterscheidbare Bereiche.
Das entspricht dem experimentellen Befund in Abbildung 4.28(b). Impulse, denen eine oder
mehrere Nullen vorausgegangen sind, haben Energien in der Gro¨ßenordnung eines Einzel-
impulses. Impulse, die unmittelbar einer oder mehrerer Einsen folgen, haben Energien in
der Gro¨ßenordung des sog. zweiten Impulses. Eine Aufspaltung dieser beiden Hauptniveaus
erfolgt nur in Abha¨ngigkeit der vorangegangenen zwei Bits. Das Geda¨chtnis des Moduls
reicht sozusagen nur zwei Bitla¨ngen zuru¨ck. Den Hauptunterschied macht sogar nur das
unmittelbar vorausgehende Bit.
4.3.8 Fazit: Solitonenu¨bertragung in U¨bertragungsstrecke mit
sa¨ttigbaren Absorbern
Die Motivation fu¨r die Kombination von Versta¨rker und Absorber als regeneratives Ele-
ment in einer U¨bertragungsstrecke bestand in der Unterdru¨ckung des Rauschens. Aufgrund
der miteinander konkurrierenden Nichtlinearita¨ten und der unterschiedlichen Sa¨ttigungscha-
rakteristika ﬁnden wir in einer solchen U¨bertragungsstrecke stationa¨re Lo¨sungen im Bereich
linearer Nettoabsorption. Wir haben gezeigt, dass es einen Parameterbereich gibt, in dem cw-
Lo¨sung und Soliton-Lo¨sungen sich qualitativ in ihrem Bifurkationsverhalten unterscheiden.
Solitonen ko¨nnen aufgrund des subkritischen Bifurkationsverhaltens in Bereichen existieren,
in denen das superkritische Verhalten der cw-Lo¨sung nur die triviale cw-Lo¨sung zula¨sst. Das
heißt, es gibt einen stabilen Hintergrund, auf dem sich Solitonen ausbreiten ko¨nnen. Die
lineare Stabilita¨tsanalyse dieser Solitonen hat ergeben, dass in einem Abschnitt des Exis-
tenzbereiches der Lo¨sungen Hopﬁnstabilita¨ten auftreten ko¨nnen. Diese sind jedoch nicht
grundsa¨tzlich vorhanden und ko¨nnen mit Hilfe starker Filter und durch geeignete Wahl
der Systemparameter unterbunden werden. Im Falle von Impulszu¨gen erzeugt die lange Er-
holzeit des Versta¨rkers eine Abha¨ngigkeit der Impulsenergie von der Stellung im Bitmuster.
Dies kann unter anderem dazu fu¨hren, dass Impulse nicht genu¨gend versta¨rkt und im Verlau-
fe der Ausbreitung weggeda¨mpft werden. Die Ergebnisse der theoretischen Untersuchungen
decken sich hervorragend mit den experimentellen Befunden. Eine Ausbreitung einer Pseudo-
Zufalls-Bitfolge u¨ber mehrere tausend Kilometer konnte ebenso demonstriert werden wie die
Aufspaltung der stationa¨ren Energien in diskrete Niveaus.
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Kapitel 5
Zusammenfassung
5.1 Unmodulierte Signale in einer Halbleiteru¨bertra-
gunsgstrecke mit sa¨ttigbaren Absorbern
Im Falle unmodulierter Signale hat das Einbringen eines Absorbers den Existenzbereich der
stationa¨ren Lo¨sungen auf das Regime linearer Nettoverluste erweitert. Ursache dafu¨r ist das
Sa¨ttigungsverhalten des kombinierten Versta¨rker-Absorber-Moduls. Es ermo¨glicht subkriti-
sches Bifurkationsverhalten der Lo¨sungen. Fu¨r sehr geringe Sa¨ttigungsleistungen der Absor-
bersektion gegenu¨ber dem versta¨rkenden Abschnitt des Moduls kann eine stabile nichttriviale
Lo¨sung mit einer stabilen trivialen Lo¨sung zu einem langen NRZ-Impuls verbunden werden.
Die Analyse der Modulationsinstabilita¨t hat jedoch ergeben, dass die nichttriviale Lo¨sung
hohe Wachstumsraten fu¨r modulierte Sto¨rungen aufweist. Diese u¨bersteigen die Instabilita¨t
im Falle ohne sa¨ttigbaren Absorber und resultieren hauptsa¨chlich aus dessen kurzen Erhol-
zeiten. Sie werden von Modulationsinstabilita¨ten begleitet, die in der diskreten Struktur der
U¨bertragungsstrecke begru¨ndet liegen und im Falle wachsender Dispersion zunehmen.
Die experimentellen Gegebenheiten ermo¨glichten uns, superkritisches Bifurkationsver-
halten fu¨r cw-Signale zu untersuchen. Demzufolge konnten wir nur NRZ-Impulse auf einem
instabilen Hintergrund untersuchen. Das Anwachsen des Hintergrundes erfolgte langsamer
als die Destabilisierung durch modulierte Sto¨rungen. Die Fronten, die einen NRZ-Impuls be-
schra¨nken und die Verbindung zwischen trivialer und nichttrivialer Lo¨sung darstellen, sind
instabil. So kommt es im Falle schwacher Filter an der Vorderﬂanke zur Ausbildung von Soli-
tonen, die sich sukzessive abspalten und dabei den Impuls zersto¨ren. Gleichzeitig schrumpft
der Impuls und die instabile Lo¨sung setzt sich gegenu¨ber der stabilen Lo¨sung durch. Dieses
Verhalten ist fu¨r die Kombination von stabiler und instabiler cw-Lo¨sung unerwartet. Im Falle
schwacher Filter dominiert die Instabilita¨t der Vorderfront das Verhalten des Signals.
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Im Falle starker Filter kann die Bildung von solita¨ren Wellen an der Vorderﬂanke zwar
eingeschra¨nkt werden, das Schrumpfen der Fronten nimmt jedoch zu und die Modulations-
instabilita¨t bleibt bestehen. Diese Ergebnisse decken sich hervorragend mit den experimen-
tellen Resultaten und lassen den Schluss zu, dass eine U¨bertragungstrecke in der von uns
untersuchten Konﬁguration nicht geeignet ist, im NRZ-Regime zu arbeiten.
5.2 Solitonen in einer Halbleiteru¨bertragunsgstreckemit
sa¨ttigbaren Absorbern
Das Hauptaugenmerk der Arbeit galt dem RZ-Format, welches Impulse zur U¨bertragung
von Informationen nutzt. Die Verwendung eines Absorbers dehnt auch hier den Existenzbe-
reich von nichttrivialen stationa¨ren Lo¨sungen in den Abschnitt mit linearen Nettoverlusten
aus. Das bedeutet, dass wir einen Parameterbereich nutzen ko¨nnen, in dem der Hintergrund
des Signals stabilisiert wird und ein Anwachsen des Rauschens verhindert werden kann. Die
von uns abgeleiteten Kriterien fu¨r das Bifurkationsverhalten von unmoduliertem Signal und
Solitonen ergaben, dass es sogar mo¨glich ist, von einem Regime mit subkritischem Soliton-
verhalten und superkritischem cw-Verhalten zu proﬁtieren. In einem solchen Regime, wie es
im Falle unserer experimentellen Gegebenheiten vorlag, wird das Rauschen auf besonders
niedrigem Niveau stabilisiert. Ursache fu¨r dieses Verhalten sind die niedrige Sa¨ttigungsener-
gie und Erholzeit des Absorbers. Im Experiment ist es gelungen, eine Bitfolge von 10 GBit/s
u¨ber mehrere tausend Kilometer auszubreiten, was fu¨r eine Halbleiterversta¨rker-U¨bertra-
gungsstrecke bis dahin nicht mo¨glich war. Die vorhergesagte Stabilisierung des Rauschens
wurde zusa¨tzlich durch einen Mechanismus unterstu¨tzt, der das Rauschen innerhalb eines
Solitons ebenfalls stark reduzierte. Dabei wirkten der spektrale Filter, die Frequenzverschie-
bung des Signals gegenu¨ber dem Rauschen und die zeitliche Gesamtversta¨rkungsfunktion
des Moduls zusammen. Dieser Eﬀekt konnte ebenfalls im Experiment nachvollzogen werden.
Im Bereich sta¨rkster Nettoabsorption kommt es in der Simulation zu Hopf-Instabilita¨ten,
deren Vorhandensein wir mit einer linearen Stablita¨tsanalyse veriﬁzierten. Mit Hilfe starker
Filter ist es mo¨glich, diese zu unterbinden.
Als Hauptproblem einer U¨bertragungsstrecke mit Halbleiterversta¨rkern verbleibt somit
die lange Erholzeit des Versta¨rkers. Wir konnten zeigen, dass sich bei der Propagation von
Impulszu¨gen diskrete Energieniveaus ausbilden, die ebenfalls im Experiment veriﬁziert wer-
den konnten. Unterschreitet dabei der inverse Impulsabstand eine bestimmte Grenzbitrate,
kommt es zum Verlust einzelner Impulse. Diese Grenzbitrate konnte mit Hilfe der Ener-
gieversta¨rkungsfunktion des Moduls vorhergesagt werden. Im Experiment zeigte sich genau
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dieses Verhalten.
Die Analyse der spektralen Verha¨ltnisse hat deutlich gemacht, dass zur Stabilisierung der
Solitonen keine Dispersion no¨tig ist. Im Falle zunehmender normaler Dispersion kommt es
zu einer Filamentierung des Impulses, bis dieser in einzelne Bestandteile aufbricht. Im Ge-
biet anormaler Dispersion erfolgt sehr rasch eine Stabilisierung des Signals; eine stationa¨re
Ausbreitung von Solitonen ist hier sehr gut mo¨glich. Dieser Wellenla¨ngenbereich ist auf-
grund der zur Verfu¨gung stehenden verlustreduzierten Fasern und den Bereichen, fu¨r welche
Halbleiterversta¨rker und Absorber hergestellt werden ko¨nnen, von besonderer Bedeutung.
Abschließend mo¨chte ich zusammenfassen, dass die systematische Untersuchung der Kom-
bination von nichtlinearer Versta¨rkung und Absorption im Sinne dissipativer Systemeigen-
schaften gezeigt hat, dass eine Kombination von Halbleiterversta¨rker und sa¨ttigbarem Absor-
ber eine hervorragende Option ist, die Leistungsfa¨higkeit von U¨bertragungsstrecken weiter
zu verbessern und deren vielfa¨ltige Vorteile bei der U¨bertragung von Information mit Hilfe
von Glasfaserkabeln zu nutzen.
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