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We investigate deviations from the plane wave model in the interaction of charged particles with strong
electromagnetic fields. A general result is that integrability of the dynamics is lost when going from
lightlike to timelike or spacelike field dependence. For a special scenario in the classical regime we show
how the radiation spectrum in the spacelike (undulator) case becomes well-approximated by the plane wave
model in the high-energy limit, despite the two systems being Lorentz inequivalent. In the quantum
problem, there is no analogue of the WKB-exact Volkov solution. Nevertheless, WKB and uniform-WKB
approaches give good approximations in all cases considered. Other approaches that reduce the underlying
differential equations from second to first order are found to miss the correct physics for situations
corresponding to barrier transmission and wide-angle scattering.
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I. INTRODUCTION
Strong fields provide new opportunities for measuring
unobserved processes both within the Standard Model and
beyond. Scattering amplitude calculations for these proc-
esses require dressed particle wavefunctions in order to
describe the interaction with the strong (background) field.
Due to the high field strengths involved, however, the
wavefunctions cannot be constructed using the standard
method of perturbation in the coupling. Thus one must
either use nonperturbative approximations, or work with
special cases where exact solutions exist.
The latter situation is typified by intense laser-matter
interactions (for introductions and reviews see [1–7]),
where the plane wave model of a laser field allows for a
fully analytical treatment [8–14]. The model is powerful
but restrictive, being unable to account for effects due to the
spatial geometry of a realistic laser pulse. This limits our
ability to predict and analyze experimental results—indeed
the primary source of phenomenological results for the
complex interactions of focused laser fields with electron
bunches and solid targets are PIC simulations, reviewed
in [15].
In order to gain analytical insights, confirm numerical
results, and improve experimental predictions, we must go
beyond the plane wave model [16–23]. This task is as
challenging as it is open-ended. We therefore approach it
here by restricting ourselves to a specific class of exten-
sions beyond the plane wave model, by retaining the single-
variable (kμxμ) field dependence, but generalizing from
lightlike kμ to arbitrary kμ.
There are only three Lorentz-inequivalent cases. For
k2 ¼ 0 we have plane waves, and both the quantum and
classical dynamics are integrable in the sense that the
classical equations of motion, as well as the Dirac and
Klein-Gordon equations, are exactly solvable due to the
presence of sufficiently many conserved quantities. k2 < 0
may describe an undulator [24] or a planewave in a medium
with refractive index nr > 1 [25], depending on the chosen
kμ or, equivalently, the chosen frame: these two systems are
boost-equivalent. Similarly, k2 > 0 can describe a plane
wave in a medium of refractive index nr < 1 [25,26], or a
time-dependent electric field, depending on the chosen
frame [27]. The latter case can also be obtained by restricting
to a magnetic field node of a standing wave depending on
two lightfront variables.
For k2 ≠ 0 there are no general solutions to the Klein-
Gordon or Dirac equations. When building approximate
solutions there are broadly two approaches to consider.
Either one can look for general approximations, which hold
for all field shapes as the Volkov solution for plane waves
does [8], or one can look for approximations specific to a
particular field shape. In the case of k2 > 0 both the former
[16] and latter [17,28,29] have recently begun to attract
attention. Here we will mainly focus on the case k2 < 0.
The approaches we describe can also be applied to k2 > 0,
although the physics is different [26]. For an analysis of the
Klein-Gordon equation in this case, in the context of
standing waves, see [30].
We will consider several different approaches to the
problem of building accurate approximations, examine the
connections between them, the situations in which they are
applicable, and their sensitivity to kinematic parameters
and field shape.
This paper is organized as follows. We begin in Sec. II
with a classical comparison of particle dynamics in fields
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with k2 ¼ 0 and k2 ≠ 0. We compare the emission spectra
for electrons in a laser and in an undulator, and explain why
the spectra are similar in the high-energy limit, despite the
two cases being Lorentz-inequivalent. In Sec. III we turn to
the quantum problem, which is to solve the Klein Gordon
equation in the chosen background field (we consider only
scalar QED, for simplicity). We review existing approaches
and present an approach based on “reduction of order” as
applied by Landau and Lifshitz to radiation reaction. In
Sec. IV we consider a different approach: by rewriting the
Klein-Gordon equation as a Schrödinger equation we are
able to use intuition from quantum mechanics to develop
accurate approximate wavefunctions. Examples for incom-
ing and outgoing scattering states are given. We use the
intuition built up from this in Sec. V to reanalyze the
literature and reduction of order approaches. We conclude
in Sec. VI.
II. CLASSICAL DYNAMICS: LIGHTLIKE VS.
SPACELIKE FIELD DEPENDENCE
The field strength of our background is
eFμνðxÞ ¼ ðkμljν − ljμkνÞf0jðk:xÞ; ð1Þ
where the f0j define the shape and amplitude of the field
and the ljμ are polarization vectors obeying k:lj ¼ 0,
li:lj ¼ −δij. For k2 ¼ 0 (1) describes a plane wave (in
all frames). For k2 < 0, we can go to a frame where
kμ ¼ ωuð0; 0; 0; 1Þμ, in which case (1) describes a static
but position-dependent magnetic field as may be found
in an undulator. If we then boost along z, kμ →
ωuγβð1; 0; 0; 1=βÞμ and in this frame (1) describes a plane
wave propagating in a medium with refractive index nr ¼
1=β > 1 [25,26]. Similarly, for k2 > 0 we can take
kμ ¼ ωuð1; 0; 0; 0Þμ, which describes a time-dependent
but homogeneous electric field, and boosting gives a plane
wave in a medium with nr ¼ β < 1.
As γ →∞ the frequencies in the boosted frames increase
and kμ=k0 approaches ð1; 0; 0; 1Þμ, i.e. the refractive index
approaches unity. However, the plane wave case cannot be
recovered by boosting, as k2 is invariant. This is made
explicit by introducing the boost rapidity ζ ¼ cosh−1γ,
which enables us to write, for k2 < 0,
k →
1
2
ωueζð1; 0; 0; 1Þ −
1
2
ωue−ζð1; 0; 0;−1Þ: ð2Þ
The “lightlike limit” ζ → ∞ would correspond to dropping
the second term in (2), whereupon k2 would vanish. As this
cannot be achieved with a boost, the emission spectra from
e.g. charges in undulators and charges in lasers cannot be
equivalent [31]. However, the spectra do become similar at
e.g. high energy, or for large boosts, because even though
k2 is invariant, the contraction of kμ with other vectors can
clearly be dominated by the first term in (2). Let us then
compare the emission spectrum of an electron in fields with
k2 < 0 and k2 ¼ 0.
The spectral density of radiation with momentum k0μ
(k02 ¼ 0) is
d3N
dΩdω0
¼ − ω
0
8π3
jjðk0Þj2; ð3Þ
where jμ is the Fourier-transformed classical current.
The notation N refers to the fact that the spectral density
becomes the average number of emitted photons in QED.
In terms of proper time τ, orbit xμ and kinetic momentum
πμ ¼ m _xμ of the emitting particle, the current is
jμðk0Þ ¼
e
m
Z
dτ πμðτÞeik0:xðτÞ: ð4Þ
Hence the classical orbit is required. Writing ϕ≡ k:x the
Lorentz equation in the field (1) has the first integral
πμðτÞ ¼ pμ −AμðϕðτÞÞ þ
k:p
k2
kμðs − 1Þ; ð5Þ
in which the “work done” Aμ by the field is
AμðϕÞ ≔
Z
ϕ
ϕ0
dφf0jðφÞljμ; ð6Þ
pμ is the momentum at some chosen ϕ0 and
sðϕÞ ≔
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 2k
2
k:p
uðϕÞ
s
; uðϕÞ ≔ 2p:AðϕÞ −A
2ðϕÞ
2k:p
:
ð7Þ
The sign of s is determined by the condition that π → p as
we turn the field off, and the “potential” uðϕÞ has the same
form as in the plane wave case. Note that the momentum is
at this stage only an implicit function of τ: we also need to
identify ϕ as a function of τ by solving the equation
_ϕðτÞ ¼ k:p
m
sðϕðτÞÞ; ð8Þ
which amounts to performing part of the second integration
to obtain the orbits. (Unlike in the plane wave case, k:π is
not conserved.) This can be done analytically only for
special choices of AμðϕÞ and kinematics (see below). The
condition that s ∈ R restricts the range of positions ϕ
accessible by the particle. The trajectory may be para-
metrized by ϕ only if the discriminant in s is positive for all
ϕ: ϕðτÞ is then a monotonic function and we may trade τ for
ϕ. By taking k2 → 0 via e.g. a coordinate rotation [32–35]
(not a boost), (5), (7) and (8) reduce to k: _x ¼ k:p=m⇒
k:x ¼ k:pτ=m and
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πμðτÞ ¼ pμ −Aμðk:xðτÞÞ þ uðk:xðτÞÞkμ; ð9Þ
which can straightforwardly be integrated again and yields
the charge orbit motion in a plane wave [36,37].
In order to make a connection with some of the examples
below, in the quantum theory, consider the particular but
familiar case of a head-on collision between an electron and
a monochromatic, circularly polarized field1; in the frame
where kμ ¼ ωuð0; 0; 0; 1Þμ this is the field of a helical
wiggler [38]. In this case s is constant,
s →
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ a
2
0m
2
k:p2
k2
s
; ð10Þ
where a0 is the peak field in relativistic units,
a0 ≔ eB=ðmωuÞ, and the classical equation of motion is
integrable, assuming parameters such that the discriminant
is positive. The calculation of the spectral density is very
similar to that in [[39], Sec. 101], so we skip to the final
result. This is
d3N
dΩdω0
¼ α
2π
m2
k:p2s2
V
X
n>0
ω0δ

k0:q
sk:p
− n

J nðzÞ; ð11Þ
where z ¼ a0mω0 sin θ=jsk:pj, θ is the emission angle
relative to k, the cycle-averaged (“quasi”) momentum qμ is
qμ ¼ pμ þ
k:p
k2
ðs − 1Þkμ; ð12Þ
and
J n ¼ −2J2n þ a20ðJ2nþ1 þ J2n−1 − 2J2nÞ: ð13Þ
As in the plane wave case, periodicity results in a spectrum
composed of discrete harmonics labeled by integer n, and
defined by the support of the delta function in (11) which,
we observe for later, depends on the quasimomentum (12).
The lightlike limit k2 → 0 takes s → 1, and by inspection
of (7)–(13) we can see that s differentiates between the
cases k2 ¼ 0 and k2 < 0. If k2 is made large, so that s≃ 0
rather than 1, then particle dynamics and hence the
emission spectrum will be very different in the two fields.
(Further, we can take k:p < 0 when k2 < 0, which also
suggests large differences because k:p is always positive in
the plane wave case.) However when k2 is sufficiently small
such that s≃ 1, we can define an “equivalent” plane wave
field for which the emission spectrum will almost match
that of an undulator, by specifying the invariants a0 and
k:p. To illustrate, take a0 ¼ 20, pμ ¼ mγð1; 0; 0;−βÞμ and
kμ ¼ ωuð0; 0; 0; 1Þμ for the static magnetic field. For the
plane wave we take kμ ¼ ωlð1; 0; 0; 1Þμ and choose
the frequencies such that k:p is the same in both systems.
This requires
ωl ¼
β
1þ β ωu: ð14Þ
[We write equivalent “plane wave” rather than “laser”
because, in contrast to (14), laser frequencies are much
larger than the frequencies associated with the geometry of
undulators. For an optical laser ωl ∼ 1 eV, while for an
undulator with period λu of order 1 cm, the frequency is
ωu ¼ 2πc=λu ∼ 10−4 eV.] A comparison of the emission
spectra in the monochromatic field, for two values of γ, is
shown in Fig. 1. For the lower value, γ ¼ 40, we have
s≃ 0.87 and there is a clear difference—both the ampli-
tudes and ranges of the spectral harmonics differ between
the two cases. For the higher energy of γ ¼ 100, however,
we have s≃ 0.98 and the two spectra are almost in
agreement. The assumptions of a head-on collision and a
FIG. 1. Comparison of the harmonic structure in the undulator
and plane wave spectra, as a function of emitted photon frequency
ω0, for two values of incoming electron γ. The plane wave
frequency is optical, ωl ¼ 2 × 10−6 m, and the undulator fre-
quency, i.e. the inverse of the undulator period, is fixed such that
k:p is the same for both fields, see (14). As γ increases the spectra
start to overlap.
1This case should be considered as the infinite duration limit of
a long pulse, just as for the plane wave case, see [14].
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periodic field [17] give a well understood system and a
testing ground for new approaches, but on the other hand
represent an oversimplified special case. Once we allow for
general pμ the classical motion is described not by simple
sinusoidal functions but by more involved elliptic func-
tions. Similarly, nontrivial field envelopes increase the
complexity of both the physics (e.g. the emission spectrum)
and the calculations. All of these aspects will come into
play in the quantum theory, to which we now turn.
III. FIRST-ORDER APPROACHES TO THE
QUANTUM PROBLEM
The problem to solve in the quantum theory is the
identification of the wavefunctions which describe incom-
ing and outgoing electrons and positrons, for use in
scattering calculations. In scalar QED these wavefunctions
Φ are solutions of the Klein-Gordon equation
ðD2 þm2ÞΦðxÞ ¼ 0; Dμ ¼ ∂μ þ iAμðk:xÞ; ð15Þ
where Dμ is the background-covariant derivative, and
where the gauge potential can be chosen as eAμ ¼ Aμ.
Current approaches to solving (15) mimic that used in the
plane wave case, by making the ansatz Φ ¼ e−ip:xFðk:xÞ
where p2 ¼ m2 [16,17]. With this the Klein-Gordon
equation reduces to
k2F00 − 2ik:pF0 þ ð2A:p −A2ÞF ¼ 0: ð16Þ
For k2 ¼ 0 this is a first-order equation which immediately
yields the Volkov solutions. For all k2 ≠ 0 the equation is
second order, and there is no general solution because of
the arbitrarily varying prefactor of F, a nonconstant
coefficient akin to the potential in the Schrödinger equa-
tion. As the difficulty here comes from the fact that the
equation (16) is second order, we begin by discussing a
variety of approaches which seek to reduce (16) to a first-
order equation.
A. Perturbation theory and a slowly varying
envelope approximation
For plane waves with k2 ¼ 0, the solution to (16) is [8]
FVðϕÞ ¼ exp

−i
Z
ϕ
−∞
dφ uðφÞ

: ð17Þ
If we are interested in “perturbing around” the plane wave
solution, then perturbation in k2 would seem to be a natural
approach. However, in the frame where kμ ¼ ðωu; 0; 0; 0Þμ
or kμ ¼ ð0; 0; 0;ωuÞμ for k2 > 0 respective k2 < 0, pertur-
bation in k2 clearly corresponds to a low-frequency
expansion, whereas the Volkov solution (17) makes no
assumption about the frequency scale, and indeed uðϕÞ is,
using (7), nonperturbative in k:p ¼ ωumγ.
Of course k2 has dimensions, so we need a second scale
to compare against in order to develop a meaningful
expansion in a dimensionless parameter. The approach
of [16] is to make a slowly varying envelope approximation
which, in our notation and made covariant, reads
jk2F00j≪ jk:pF0j: ð18Þ
From this, one can identify dimensionless ϵ ¼ k2=ð2k:pÞ as
a potential expansion parameter (the factor of 2 is for later
convenience). Using perturbation in ϵ then corresponds, at
lowest order, to dropping the double-derivative term in
(16). The resulting first-order equation is immediately
integrable and the solution is formally identical to the
Volkov solution (17) but with kμ spacelike or timelike,
rather than lightlike:
FpertðxÞ ¼ exp

−i
Z
ϕ
−∞
dφ uðφÞ

: ð19Þ
B. First-order approximation
A different approach is given in [28,29], but only for a
specific field shape (monochromatic, and circular polari-
zation, as above). The idea is again to replace (15) with a
soluble first-order equation. The choice of this equation is
motivated by taking its derivative, and showing that it
reproduces (15) up to terms small in some parameter. In
[28,29] the parameter is
δ ∼
a0mk2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
−lj:plj:p
p
k:p2 þ a20m2k2
¼ a0mjp⊥j
p20 þ a20m2
; ð20Þ
where the last identity holds in the frame where
kμ ¼ ðωu; 0; 0; 0Þμ, introducing p⊥ ¼ fp1; p2g. A small
δ means that the particle’s initial transverse momentum
should be much smaller than the total energy, and the field
strength. This approach has the potential to be applied to
other field shapes.
C. Reduction of order
We present now an alternative method which combines
the perturbative approach above with that in [28,29]: we
again look for an “effective” first-order equation, but related
to an expansion in the small parameter ϵ. Observe that
dividing (16) by 2k:pmakes the coefficients dimensionless,
and the equation becomes
iF0 ¼ uðϕÞF þ ϵF00: ð21Þ
If ϵ is a small parameter then (21) constitutes a typical
example of singular perturbation theory [40], in which the
highest derivative term is multiplied by the small parameter.
This situation is familiar from the study of radiation reaction
in strong fields, where the third-derivative term in the
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Lorentz-Abraham-Dirac (LAD) equation [41–43] is a sin-
gular perturbation in the same sense as encountered here.We
therefore apply the Landau-Lifshitz approach [36] to our
problem. This means using recursion: taking another
derivative of, and employing, (21) yields
F00 ¼ ð−iu0 − u2ÞF − ϵuF00 − iϵF000: ð22Þ
Plugging this into (21) and discarding terms of order ϵ2 and
higher again leaves a first-order equation,
F0 ¼ ð−iuþ iϵu2 − ϵu0ÞF: ð23Þ
[This approach can be extended directly to include higher
orders of ϵ in (23).] This is a nonsingular perturbation of the
plane-wave equation which is still reproduced in the limit
ϵ → 0. The solution to (23) is
FRO ¼ exp

−i
Z
ϕ
−∞
dϕ0ðu − ϵu2Þ − ϵuðϕÞ

: ð24Þ
For ϵ ¼ 0we recover (19) for any value of k2 (so, again, this
is not an expansion “around” the plane wave case).
Using “reduction of order” (RO) we thus obtain a
wavefunction which is no more or less complicated than
the Volkov solution and which, like Volkov, applies for any
field shape. We refer to this as a “partial resummation” of
the perturbative series because although we have thrown
away terms of order ϵ2 from the equation (23), the solution
(24) contains all orders in ϵ.
RO is not completely general because, for k spacelike,
k:p and therefore ϵ can be of any sign and size (in the
“undulator frame,” for example, ϵ ¼ ωu=pz). When ϵ is not
small, the arguments leading to RO do not hold.
IV. SECOND-ORDER APPROACHES TO THE
QUANTUM PROBLEM
The approaches above try to solve the problem at hand
based on experience of the planewave case, hence the focus
on eliminating the second derivative in (16). It is however
not obvious that this is the best approach to take. For
example, the dimension of the solution space changes from
two to one when going from second to first order, which
can correspond to the decoupling of states from a theory
[44]; it is not clear a priori that these states should be
discarded.
Consider then the Schrödinger equation. This is a well-
understood second-order equation in quantum physics
where the second derivative term is retained despite being
multiplied by a parameter (Planck’s constant) considered
“small” in the semiclassical limit. In this section we
therefore rewrite the Klein Gordon equation (15) as a
Schrödinger equation, and use intuition from quantum
mechanics to gain insight into its solutions and into finding
physically motivated approximations.
Ultimately we are still interested in solutions with
scattering boundary conditions, i.e. which go like e−ip:x
asymptotically, so that the solution is free far from the field,
but we make an ansatz
ΦðxÞ ¼ e−i ~p:xGðk:xÞ; ~pμ ≔ pμ −
k:p
k2
kμ: ð25Þ
Compared to the ansatz in Sec. III, this simply moves all
ϕ-dependence in ΦðxÞ into the unknown function G. [This
new ansatz corresponds to transforming (21) to “normal
form” [45] using a Galilei boost to remove the first
derivative term.] The Klein-Gordon equation then becomes
k2
d2GðϕÞ
dϕ2
þð2A:p−A2ÞGðϕÞ¼ ð ~p2−m2ÞGðϕÞ; ð26Þ
which we recognize as a Schrödinger equation for G,
−
ℏ2
2
d2GðϕÞ
dϕ2
þ VðϕÞGðϕÞ ¼ EGðϕÞ; ð27Þ
and the first task is to map (26) to (27) by identifying the
form and relative sizes of the potential V, the energy
eigenvalue E and the analogue of ℏ. We will now see
through three examples that this identification and the
corresponding approximate solutions to (27) depend sensi-
tively on both the parameters and the background
field shape.
A. Example 1: Over the barrier
For a general scattering amplitude we need both incom-
ing and outgoing states. Consider first the case of incoming
particles, incident on the field (1). We have k2 < 0 and kμ
contains the typical frequency scale of the background.
Write the field as Aμ ¼ ma0fˆμ where a0 is the amplitude
and fˆ is of order unity. In addition to taking k2 small, the
typical case of interest for incoming particles is a nearly
head-on collision, so that k:p=
ﬃﬃﬃﬃﬃﬃﬃﬃ
−k2
p
≫ p⊥. We also
assume p⊥ ≪ a0m i.e. that the initial transverse momen-
tum is much smaller than the typical transverse momentum
acquired in the field. Then taking (26) and dividing by
m2a20 we identify
V ∼ fˆ2 ∼ 1; ð28Þ
of order unity and
−
ℏ2
2
¼ k
2
a20m
2
≪ 1; ð29Þ
so that small ℏ corresponds to the semiclassical limit. We
begin by assuming that the dimensionless field strength a0
is much lower than the particle energy γ, so that
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E ∼
γ2
a20
≫ 1: ð30Þ
Comparing (30) and (28) shows that this situation is
analogous to over the barrier scattering in quantum
mechanics. As such the natural approximation with which
to solve (27) is semiclassical WKB [40]:
GðϕÞ ∼

1
E − VðϕÞ
1
4
exp

 i
ℏ
Z
ϕ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðE − VÞ
p 
: ð31Þ
The sign may be fixed either by boundary conditions on k:p
at ϕ → ∞, or by the a0 → 0 limit. The WKB wave-
function is based on making a free-field ansatz, and works
well in the case that the particle is almost free due to its high
energy [40], independent of the precise form of the
potential V.
B. Example 2: Wide-angle scattering/under
the barrier
Quantum effects can cause wide-angle particle scatter-
ing, where classical motion cannot [46]. In this case the
assumptions which are natural for incoming particle states
(high-energy, nearly head-on) break down, and one must
instead consider large transverse momenta. In this case the
Schrödinger equation may describe, in contrast to the
above, a below-the-barrier scattering problem.
To illustrate we use the Sauter pulse with gauge potential
(k:l ¼ 0 as in (1))
AμðϕÞ ¼ a0mlμðtanhðϕÞ þ 1Þ≡ a0mlμfˆðϕÞ: ð32Þ
For k2 ¼ 0 this would correspond to a short, subcycle laser
pulse. We again write Φ ¼ e−i ~p:xGðϕÞ, with ~p as above.
The field can give a classical particle a transverse momen-
tum of order a0m, so we measure p⊥ in these units, writing
p⊥ ¼ a0mκl⊥. With this the Klein-Gordon equation again
reduces to a Schrödinger equation
k2
a20m
2
G00 þ ðfˆ2 − 2κfˆÞG ¼ ~p
2 −m2
a20m
2
G; ð33Þ
and we read off ℏ, V and E as above (possibly after dividing
by some κ-dependent constant in order to normalize the
potential to jVj ≤ 1). To impose the condition of wide-
angle scattering we take κ of order unity, and ~p2 ≃m2,
which corresponds to the longitudinal momentum ∝k:p
being much smaller than the transverse momentum. Thus
the eigenvalue now obeys E ≳ 0, as opposed to E ≫ 1 in
the case of near-forward collisions considered above.
An example is shown in Fig. 2 for κ¼ −1. As ϕ varies,
VðϕÞ−E can change sign, which means we have a barrier
penetration, or tunnelling problem. This suggests using a
uniform WKB (“U.WKB”) ansatz for the wavefunction, of
which ordinary WKB is a special case. We make the
U.WKB ansatz [47–49]
GðϕÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
φ0ðϕÞp Ai

21=3
ℏ2=3
φðϕÞ

; ð34Þ
and expand φ as a series in ℏ2. (This ansatz, used by Sauter
to study the behavior of an electron in a homogeneous field
[50], gives the exact solution in a linear potential.) To
lowest order the equation to solve is
φφ02 ¼ V − E; ð35Þ
which has the two solutions
φðϕÞ ¼

 3
2
Z
ϕ
0
dz
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðV − EÞ
p 2=3
: ð36Þ
In our case the integral in (36) can be performed analyti-
cally, but is an unrevealing combination of hyperbolic
functions. This gives two independent solutions to (33).
Energy
–4 –2 2 4
0.2
0.4
0.6
0.8
1.0
V
Potential Energy Wavefunction G(φ )
– 4 – 3 – 2 – 1
– 1.0
– 0.5
0.5
1.0
φ
φ
FIG. 2. Upper panel: normalized potential function V for
κ ¼ −1 in the Sauter field, and energy eigenvalue E ¼ 1=32.
Lower panel: U.WKB wavefunction for ℏ ¼ 1=100, shown
together with the potential and energy eigenvalue. The wave-
function is exponentially damped under the barrier, i.e. when
E < V, and oscillatory when E > V, above the potential. The
numerical solution of (33) is indistinguishable from the U.WKB
approximation on the scale shown.
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(Equivalently, one can use only ϕþ but include both Ai and
Bi terms in the ansatz for G [51].) Demanding that the
wavefunction is continuous at the turning point and that its
amplitude does not diverge asymptotically then determines
the solution.
The result is plotted inFig. 2. Thewavefunction is real, and
is indistinguishable from a numerical solution of the ODE
(33) on the scales shown, demonstrating the accuracy of the
approach. Importantly, the U.WKB wavefunction clearly
reproduces the expected physics: when E > VðϕÞ above the
barrier and the wavefunction is oscillatory, but when E <
VðϕÞ under the barrier and thewavefunction is exponentially
damped. In Sec. VAwewill compare these results with those
obtained from the first-order approximations.
C. Example 3: Periodic fields and the
Mathieu equation
For our final example we return again to the case of
monochromatic, circularly polarized fields. The Klein-
Gordon equation for G then becomes equivalent to the
Mathieu equation [52,53]
d2G
dy2
− 2Q cosð2yÞG ¼ −AG; ð37Þ
with the identifications ϕ ¼ 2y and [25,26]
A ≔
4
k2

k:p2
k2
þ a20m2

; Q ¼ − 4a0mjp⊥j
k2
: ð38Þ
(For linear polarization one finds instead the Hill equation,
some exact solutions of which have recently been inves-
tigated in detail in [18–20].) Despite the apparent simplicity
of the classical theory, the quantum theory exhibits an
intricate nonperturbative structure for k2 ≠ 0 [40,54]. The
A–Q parameter space of solutions can be divided into
“bands” and “gaps”; for parameters in the gaps, the solutions
to (37) increase exponentially with y (or ϕ) and cannot be
normalized, so must be discarded as unphysical [25,26]. For
a recent discussion of the band structure in the language of
resurgence, see [54] and references therein.
To map the Mathieu equation to the Schrödinger
equation (27) note that uðϕÞ contains now a constant term,
which we move into the eigenvalue, identifying
ℏ2
2
¼ 2
Q
; V ¼ cosϕ; E ¼ A
2Q
: ð39Þ
These identifications differ from those used in the examples
above, illustrating the dependence of the system, approach,
and solutions on the form of the potential. To understand
how the parameters affect the physics, it is convenient
to focus on a particular observable, for which we choose
the quasimomentum. Classically, this is just the cycled-
averaged particle momentum. Quantum mechanically, it
can be identified as the cycle average of the exponent of the
wavefunction. The frequencies of photons emitted by an
electron in our field are determined by the conservation of
quasimomentum according to
qμ þ nkμ ¼ q0μ þ k0μ; ð40Þ
where q (q0) is the quasimomentum of the incoming (out-
going) electron and k0 is the emitted photonmomentum; (40)
is familiar from the plane wave case [39]. In the classical
limit, and for e.g. a head-on collision, (40) becomes
equivalent to the support of the delta function in (11).
The exact quasimomentum in the quantum case is known
[25,26]: in the notation of [26] we have
qμ ¼ ~pμ −
1
2
signðk:pÞνðA;QÞkμ; ð41Þ
where νðA;QÞ is the “Mathieu characteristic exponent”
[52]. The bands, i.e. the spaces of physical solutions, are
defined by the condition ImðνÞ ¼ 0 [25,26,52]. The exact
result (41) can be compared with the approximations
above. The WKB wavefunction gives the quasimomentum
as (41) but with
νðA;QÞ →
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
A − 2Q
p
E

−4Q
A − 2Q

; ð42Þ
in which E is the complete Elliptic integral of the second
kind. The exact result and WKB approximation in (42) are
plotted and compared in Figs. 3 and 4. If Q is large, so that
ℏ is small, we are in a semiclassical regime where WKB
applies. The WKB wavefunction gives good agreement in
this case, for A > 2Q, see Fig. 3. Observe that A > 2Q
precisely when E > 1 so that the energy eigenvalue lies
above the potential. For A < 2Q we are within the
potential, and there is a rich structure of bands and gaps
even when A≪ Q because of quantum effects from ℏ.
However, if Q is small, then ℏ is large, which is a strong
coupling limit [54]. In this case a direct small-Q approxi-
mation [26,52],
νðA;QÞ≃ ﬃﬃﬃAp ; ð43Þ
gives a better approximation both above and below the
barrier than the WKB approximation, as shown in Fig. 4.
V. COMPARISON OF FIRST AND
SECOND-ORDER APPROACHES
Having built up some intuition, we reanalyze the first-
order approaches discussed in Sec. III.
A. Reduction of order revisited
We begin by rewriting the RO equation (16) in the
second-order, Schrödinger equation notation of Sec. IV:
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−
ℏ2
2
F00 ∓ i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ℏ2E
p
F0 þ VF ¼ 0; ð44Þ
where the sign is minus that of k:p. It is easily confirmed
that a straightforward perturbative expansion in ℏ gives
only the trivial solution F ¼ 0; this is consistent with the
results in Sec. IV where we saw that the leading behavior of
the wavefunctions is nonperturbative in ℏ. Each derivative
in (44) comes with a factor of ℏ; temporarily scaling this
out by sending ϕ → ϕ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2Eℏ2
p
will allow us to better
compare the relative sizes of the first and second derivative
terms. Writing a dot for a derivative with respect to the new
variable, (44) becomes
−
1
4E
F̈  i _F þ VF ¼ 0: ð45Þ
Recalling that V is of order unity, the only candidate
small parameter is 1=E. Hence recursion in the second-
derivative term corresponds to a large E expansion. This is
confirmed by also rewriting the RO wavefunction (24) in
the Schrödinger equation notation (returning to the usual ϕ
variable),
FROðϕÞ ¼ exp

i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2Eℏ2
r Z
ϕ
−∞
dϕ0

V þ 1
4E
V2

þVðϕÞ
4E

;
ð46Þ
Classical WKB A 2Q
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FIG. 4. The quasimomentum as in Fig. 3, but for Q small, i.e. ℏ
large. The small Q (strong coupling) expansion is accurate both
above and below the barrier. Even above the barrier, A≳ 2Q, the
small Q expansion provides a better estimate than the WKB
result, as ℏ is not small.
Classical WKB A 2Q
Small Q expansion
Exact quantum band
Exact quantum gap
10 20 30 40
A
1
2
3
4
5
6
Q 10
FIG. 3. Comparison of the longitudinal quasimomentum com-
ponent in (42). The real and imaginary parts of the exact quantum
solution are shown with green/solid and orange/dashed lines,
respectively. Blue/solid: WKB (equal to exact classical). Yellow/
dotted: small Q expansion. Here Q is large, i.e. ℏ is small. The
vertical grey line shows the position of the barrier top, A ¼ 2Q.
For A > 2Q, above the barrier, the exact quantum expression is
well estimated by the semiclassical WKB result, and the small Q
expansion is not as accurate. For A < 2Q, under the barrier, the
band and gap structure is clearly visible. Neither approximation
sees the band/gap structure, either over or under the barrier, where
the gaps are respectively broad and narrow [54].
FIG. 5. Comparison of the U.WKB, perturbative (top panel)
and RO (bottom panel) wavefunctions, for the example of Fig. 2,
which corresponds to the expansion parameter of the perturbative
and RO approaches being ϵ ¼ 1=50. The RO wavefunction
more closely tracks the U.WKB wavefunction as we approach the
turning point, but the difference is small. Under the barrier,
neither the perturbative nor RO wavefunctions fall off as
expected. This is consistent with those approximations begin
essentially high-energy.
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and observing that ΦRO is the third-order expansion of
the exponent of the WKB solution (31) in powers of
1=
ﬃﬃﬃ
E
p
, in the limit that E is very much greater than V.
Expanding the square root in (31) gives the phase needed
to convert from G to F, and the terms under the integral
in (46) and reexponentiating the prefactor in (31) gives a
term − 1
4
logð1 − V=EÞ in the exponent, the lowest order
expansion of which gives the final term in (46). The
expansion holds when the energy is far above the
potential, E ≫ 1; therefore RO is a high-energy approxi-
mation. This is consistent with the perturbative result
obtained by dropping the double derivative term: the
lowest order perturbative wavefunction (19) is a phase, as
expected for above the barrier wavefunctions, but which
can never describe barrier penetration (or potential well/
bound state) problems where the solutions are asymp-
totically damped.
Hence RO, and by extension the perturbative approach,
gives an approximation of a WKB ansatz which is
appropriate for “above the barrier” parameters. A further
interpretation can be acquired by employing multiscale
perturbation theory [40]. In this approach, RO captures
the physics on only the shortest timescale and misses
physics on the longer timescale associated with the second
derivative. RO is therefore unlikely to accurately reproduce
under-the-barrier physics. We confirm this in Figs. 5 and 6,
where we compare the perturbative, RO and U.WKB
wavefunctions for the example of Sec. IV B. We plot G
in all cases, obtained from F by multiplying by a phase.
Note that the U.WKB wavefunction is a superposition of
perturbative or RO wavefunctions obtained by summing
contributions from pz for a given pz. Normalizations are
fixed by matching the asymptotic behavior of the wave-
functions where the potential vanishes, and where they all
agree. The general behavior is the following. The three
wavefunctions agree well when E > V. As we approach the
turning point, first the perturbative wavefunction and then
the RO wavefunction diverge from the U.WKB and
numerical results, see Fig. 6 for details. Beyond the turning
point, under the barrier, the U.WKB wavefunction is
exponentially damped, as it should be. Both the RO and
perturbative wavefunctions continue to oscillate under the
barrier but with a lower frequency. The perturbative wave-
function, being a phase, has the same amplitude above and
below, while the amplitude of the RO wavefunction grows
significantly under the barrier.
These behaviors are unphysical. Their origin is effi-
ciently captured by examining how well the Schrödinger
equation is satisfied through consideration of an effective
potential Veff “seen” by the wavefunction, defined by
VeffðϕÞ ≔
ℏ2G00ðϕÞ=2þ EGðϕÞ
GðϕÞ : ð47Þ
FIG. 6. Comparison of the perturbative (blue/dotted), RO (yellow/dashed) and U.WKB wavefunctions (green/solid) for the Sauter
pulse, with parameters a0 ¼ 1, ω ¼ 2 × 10−6 m, jp⊥j ¼ a0m, jpzj ¼ a0m=2. This corresponds to ℏ ¼ 10−6, E ¼ 1=32 and
ϵ ¼ 2 × 10−6. Top left: The wavefunctions agree asymptotically, far to the left of the turning point where E > V. Top right: As
we approach the turning point where E ¼ V, at ϕ≃ −1.38, the U.WKB and RO wavefunctions agree, but the perturbative wavefunction
begins to deviate from them. Bottom left: Closer to the turning point, the RO wavefunction also starts to deviate from the U.WKB
wavefunction. Bottom right: to the right of the turning point we have E < V and the U.WKB wavefunction is exponentially suppressed,
whereas the perturbative and RO wavefunctions continue to oscillate.
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For an exact solution we have Veff ≡ V, from (27). The
effective potentials seen by the perturbative, RO and
U.WKB wavefuntions are plotted in Fig. 7. Both the
perturbative and RO effective potentials become negative
to the right of the turning point, and asymptote to a value far
below, rather than above, the energy eigenvalue. This
explains why the wavefunctions oscillate more quickly
under the barrier: take ϕ≫ 1 so that the effective potentials
are flat and negative, then the particles see themselves as
much further above the potential than they were for ϕ≪ 0,
as the effective E − Vð∞Þ≫ E, and hence the wavenum-
ber, or frequency of oscillation, increases. The particularly
rapid oscillations seen in the RO case are explained by the
very large change in amplitude of the effective potential,
due to the real exponential factor in (24). This is an artefact
of the approximation, in particular of expanding the
prefactor of the WKB wavefunction.
B. Barrier transmission
Another situation in which the approximations can be
tested against the well-understood physics of the
Schrödinger equation is barrier transmission. We take
the background field to be of sech form:
AμðϕÞ ¼ a0mlμsechðϕÞ≡ a0mlμgðϕÞ: ð48Þ
For κ as in Sec. IV B, with κ ¼ −1, we identify
ℏ2
2
¼ −k
2
3a20m
2
; E ¼ ~p
2 −m2
3a20m
2
; ð49Þ
and V ¼ ðg2 þ 2gÞ=3 has the form of a potential hill with a
peak amplitude of unity.
For the parameters in Fig. 8, the energy is just below the
potential peak, so that transmission of the particle through
the barrier is classically forbidden, but only just. We
compare the first-order approaches with an exact numerical
solution of the Schrödinger equation. Initial conditions
are chosen such that all wavefunctions agree for ϕ≪ 0
where the potential vanishes. While the numerical solution
shows reduced transmission as expected, the first-order
approaches predict complete transmission through the
barrier, in that the amplitudes of the approximate wave-
functions both to the left and right of the potential hill are
equal. This suggests that unitarity is violated, and confirms
that the first-order approximations are unable to capture the
full physics.
C. Current conservation
Making an analogy with the Schrödinger equation
has proven useful in analyzing the physical content of
the approximate wavefunctions above, but we can also
consider observables directly, as in Sec. IV C. Consider
then the current, for a general field shape, and again in
the case that the discriminant in (8) is always positive,
i.e. we are above the barrier. The classical current is
then
jμðxÞ ¼ −
k2
k:p
δ3ðx − xðϕÞÞ πμðϕÞ
sðϕÞ ; ð50Þ
where the delta function is just the product of deltas in
the three directions orthogonal to k:x. We can compare
this to the field theory current,
JμðxÞ ¼
i
2
φ¯Dμ
↔
φ; ð51Þ
calculated using the various approximate wavefunctions
above. Using the perturbative, RO, and WKB approx-
imations gives
FIG. 7. The effective potential (47) compared with VðϕÞ. Top
panel: above the barrier, the perturbative and RO effective
potentials track VðϕÞ, but with a series of divergences where
GðϕÞ vanishes. There are no such divergences for the U.WKB
potential, which is indistinguishable from VðϕÞ on the scale
shown. As the wavefunctions penetrate the barrier, the trends
change. Neglecting the divergences for clarity, the bottom panel
shows that the perturbative and RO wavefunctions see a negative
potential, which explains why they oscillate faster under the
barrier than above. (The RO potential has been scaled for
presentation purposes.)
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Jpertμ ¼ pμ −AμðϕÞ þ uðϕÞkμ;
JROμ ¼ e−2ϵuðϕÞðpμ −Aμ þ ½uðϕÞ − ϵu2ðϕÞkμÞ;
JWKBμ ¼
πμðϕÞ
sðϕÞ : ð52Þ
Neglecting overall normalizations, the WKB wavefunc-
tion recovers the classical current,2 while the RO and
perturbative wavefunctions give only approximations
to it. Higher-order WKB will add quantum corrections
to the current. This should be contrasted with the
WKB-exact plane wave case, where the classical and
quantum currents are equal up to normalization.
For the WKB, RO and perurbative wavefunctions, we
observe that current conservation can be expressed as
∂μJμ ¼ ddϕ k:J ¼ 0: ð53Þ
For over-the-barrier parameters, we note that the classical,
and therefore WKB, currents are conserved, since
k:JWKB
k:p
¼ 1: ð54Þ
Both the perturbative and RO methods violate this con-
servation. We have
k:Jpert
k:p
¼ 1þ 2ϵuðϕÞ ¼ 1þOðϵuÞ; ð55Þ
k:JRO
k:p
¼ e−2ϵuð1þ 2ϵu − 2ϵ2u2Þ ¼ 1þOðϵ2u2Þ; ð56Þ
so that the current is conserved only up to a certain order in
ϵu ¼ V=ð4EÞ ∼ 1=ð4EÞ, consistent with (45).
VI. CONCLUSIONS
We have examined a variety of methods of analyzing the
classical and quantum dynamics of charges in electromag-
netic backgrounds depending on a single variable k:x, where
kμ may be lightlike, timelike or spacelike. The lightlike case
has been the focus of great interest for over 50 years as it
corresponds to the plane wave model of intense laser fields.
The classical dynamics is then integrable (the Lorentz force
equation is exactly soluble), as is the quantum dynamics
(through the WKB-exact Volkov solutions of the Klein-
Gordon and Dirac equations). This integrability is lost upon
relaxing the null-vector condition k2 ¼ 0, however. There
are many physical scenarios corresponding to k2 ≠ 0. The
timelike case, k2 > 0, is Lorentz equivalent to a time-
dependent, spatially homogeneous electric field, while the
spacelike case, k2 < 0, is equivalent to a static but inhomo-
geneous magnetic field.
We have first analyzed classical dynamics in the space-
like case. There are three momentum conservation laws
corresponding to translation invariance in the coordinates
different from k:x. This, together with the mass-shell
constraint, is sufficient to guarantee the existence of a first
integral which expresses the particle momentum as a
function of k:x. However, in contrast to the lightlike case,
the appearance of a square root nonlinearity means that a
second integration to obtain the particle orbits is only
possible in special cases. Hence abandoning the plane wave
nature of the background destroys integrability despite the
fact that the number of (translational) symmetries is
maintained. We have discussed a special, solvable, case
by comparing the electron radiation spectrum in a helical
wiggler (k2 < 0) with that in a plane wave or laser (k2 ¼ 0).
Despite the two spectra becoming almost identical in the
FIG. 8. Comparison of the numerical solution of the
Schrödinger equation in the sech-type potential (48) with analytic
approximations. E ¼ 0.995 (horizontal dashed line) just below
the peak of the potential (black dashed line), κ ¼ −1, and initial
conditions Gð−5Þ ¼ 1, G0ð−5Þ ¼ 0. Upper panel: perturbative
approximation. Lower panel: RO approximation. The parameters
correspond to ϵ≃ 4 × 10−2. Even when the incident energy is
only just below the peak of the potential, the perturbative and RO
approximations fail to capture the physics of the Schrödinger
equation.
2The delta functions in the classical current would be recov-
ered upon using suitably normalized wavepackets of solutions to
the Klein-Gordon equation.
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high-energy limit, γ → ∞, there is an intermediate energy
range where γ ≫ 1 and the spectra are significantly shifted.
This is particularly relevant to simulations of electromag-
netic cascades in laser backgrounds, which often adopt a
(constant crossed) plane wave model at the magnetic node
of a standing wave (k2 ≠ 0) [55–58]. For example, the
nonlinear Compton scattering stage of a cascade becomes
probable for γ ¼ 50 in an optical field with intensity
parameter a0 ≈ 300.
In the quantum regime, the WKB method ceases to be
exact when k2 ≠ 0 so that there is no analogue of the
Volkov solution. Nevertheless, approximations based on
WKB and uniform-WKB approaches work well—these are
based on physical arguments, agree very well with
numerics, and also produce the expected physics. The
optimal uniform-WKB ansatz depends strongly both on
field shape and parameters.
We have also considered perturbation theory in kine-
matically small parameters, leading to the use of “reduction
of order”, familiar from the study of radiation reaction. This
is a general approach in that it does not make reference to
the shape of the background field considered. This seems
like a promising method of generalizing the Volkov
solution, at least approximately, but we have seen that it
is essentially a high-energy approximation [59] which is
limited to “above the barrier” type problems. This is
particularly relevant in the context of laser-matter inter-
actions, where reduction of order is implicitly invoked
whenever the Lorentz-Abraham-Dirac equation is replaced
by that of Landau and Lifshitz, and suggests that reduction
of order should be further investigated in order to establish
its range of validity.
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