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Abstract
We measure the diusion constant for Chern-Simons number for classical, lattice SU(3)
Yang-Mills theory, using a generalization of the topological denition of Chern-Simons num-
ber developed recently by Moore and Turok. The diusion constant is much larger than
that for SU(2), even before the ratio of coupling constants has been accounted for, which
implies that chiral quark number is eciently destroyed by strong processes during the elec-
troweak phase transition, perhaps eciently enough to change qualitatively the eciency of
baryogenesis by quark transport.
PACS numbers: 11.10.Wx, 11.15.Ha, 11.15.Kc
1 Introduction
Baryon number is violated in the standard model and there has been a growing interest
in trying to understand mechanisms which might use this violation to generate the baryon
asymmetry of the universe during the cosmological electroweak phase transition.
All the needed ingredients for generating a baryon asymmetry [1] are present; the violation
of baryon number shuts o abruptly while the plasma is out of equilibrium due to the
motion of a bubble wall (phase boundary), and if there is C and CP violation then these
conditions can give rise to a net baryon number generation. Interest in this scenario has
focused especially on a particularly ecient mechanism in which the CP violation, in the
form of spatially varying Higgs condensate phases on the bubble wall surface, generate a
chiral top quark asymmetry [2]. This can be transported by particle diusion [3, 4] into
the symmetric electroweak phase; the left handed quark number then biases SU(2) winding
number changing transitions (\sphalerons") which generates a net baryon number.
A complication to this scenario is that chiral quark number is damped by SU(3) color
winding number changing events [5, 6] (similar to the phenomenon responsible for the spon-
taneous breaking of chiral symmetry in QCD). To be more concrete, if there is a chemical
potential  for chiral quark number, then the total chiral quark number density (left handed












where the 8 comes from summing over up and down types, particles and antiparticles, and
the two chiralities, and the T 2=12 is the (leading order in  and g2) change in number density
due to the chemical potential for an ultrarelativistic fermionic species. (Nc = 3 is the number
of colors and NF = 3 is the number of fermion generations.) The free energy liberated by a
strong sphaleron event is  for each left handed particle destroyed or righthanded particle
created, which equals 4NF , since in each generation there is a creation of a righthanded
particle and a destruction of a lefthanded particle, both for up and down type quarks.
The rate per unit volume of strong sphaleron transitions will then be 4NF (=T )Γss, where
Γss, the linear response coecient of strong sphalerons to a chemical potential, equals half
the diusion constant per unit volume of SU(3) Chern-Simons number, by a fluctuation



















Even without calculation we know that Γss is much larger than the corresponding weak
sphaleron rate Γws, because SU(3) contains SU(2) and the strong coupling is larger (so
nonperturbative physics sets in on a shorter length scale). Hence chiral quark number in the
symmetric electroweak phase decays mainly through strong phenomena. If the time constant
is shorter than the typical time a quark reflected from or moving o of the bubble wall spends
in the symmetric phase before the wall catches up with it, then the strong sphaleron rate
will be relevant and will reduce the baryon number generation. In this case we may only
need to know the ratio of the strong and weak sphaleron rates to determine the baryon
number generated. If the time constant is shorter than the time it takes a particle to get
from the middle of the bubble wall to the symmetric phase, then the chiral quark number
may be destroyed before it reaches an environment where it can generate baryon number,
and the strong sphalerons will qualitatively reduce the production rate for baryon number.
(It is important to treat all relevant processes, in particular the conversion between chiral
top quark number and Higgs particle abundance (net Higgs particle hypercharge) due to the
top quark Yukawa coupling, which might change this picture somewhat [4].)
In any case it seems that the investigation of Γss is well motivated. On dimensional





with ss an unknown dimensionless number (which may depend nontrivially on couplings and
the particle content) and s taken at a renormalization point on order the temperature scale.
(Beyond leading order,  must have a logarithmic renormalization point dependence, but we
can only hope to determine it to leading order so we will not worry about this further.) A rst
attempt to compute Γss was made in [9], using the classical approximation for the infrared
dynamics rst suggested in [10] and a numerical implementation of Yang-Mills theory and
2The derivation here follows that in [6] except that they miss the factor of Nc in the relation between Q5
and , so their rate constant for the decay of Q5 is 3 times too large.
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of Chern-Simons number developed and used in [11, 12]. Unfortunately, this denition of
Chern-Simons number suers from lattice artefacts, leading to a spurious ultraviolet signal
and an incorrect normalization of the response to the real, infrared winding number change.
The lattice implementation of Yang-Mills theory also requires perturbative corrections to
the tree level match between lattice and physical length scales [13]. Not accounting for these
corrections, in the case of SU(2), on quite ne lattices, Γws appears to be lattice spacing
independent, ie ws does not appear to depend on the ratio of the lattice regulator length
scale and the nonperturbative length scale [12]. This is almost certainly the wrong physics;
a more detailed analysis of the reasoning used to establish Eq. (4), provided by Arnold,
Son, and Yae [14], argues that the interaction of the infrared modes responsible for winding
number change with \hard" short wavelength excitations is essential, and because of it 
should depend on the ratio of the plasma frequency !pl and the inverse nonperturbative
length scale lnp / 1=g2T as
 / (!pllnp)
−2 ; (5)
at least when (!pllnp)
2  1. Since !pl on the lattice depends on the lattice spacing a as
a−1=2, this implies that  should be proportional to a; and for the physical quantum system
!pl  gT , so ws / w.
Recently a topological technique for measuring winding number change on the lattice has
been developed for classical SU(2) gauge theory [15]. Using it, and applying the corrected
matching between lattice and physical length scales, reveals that Γws does depend on lat-
tice spacing, verifying that previous results were contaminated with lattice artefacts. The
coarsest lattices used there were insucient to achieve (!pllnp)
2  1, and the dependence
was (therefore?) weaker than linear with a; but we will assume here that the reasoning of
Arnold, Son, and Yae is correct and that for suciently large hard thermal loop eects the
rate does scale with (!pllnp)
−2.
Because Γ depends on the physics of hard modes, which is denitely not reproduced
correctly on the lattice [16], we do not know how precisely to convert Γ measured there into
Γ in the quantum theory. (For a nice discussion of this question see [17].) However this
conversion should be the same for SU(2) and SU(3), since it is the dispersion relation and
general properties of lattice Yang-Mills theory which is relevant, and not the specics of the
group. Hence we can compute the ratio Γss=Γws on the lattice. The purpose of this letter is
to extend the results of [13] and the technique of [15] to SU(3), and to use them to compute
Γss on the lattice, and hence to nd Γss=Γws.
2 From SU(2) to SU(Nc)
There are no complications in extending the standard Kogut-Susskind implementation of
3+1 dimensional SU(2) Yang Mills theory [18] to SU(3), and the thermalization algorithm
for the SU(3) case was developed in [9]. What remains is to extend the one loop matching
of the thermodynamics of lattice and continuum systems, and to extend the topological
tracking of winding number, from SU(2) to SU(3) (or SU(Nc)).
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2.1 thermodynamics
We deal rst with the thermodynamics. Here and throughout we will use the notation of
[12, 13]. We will not attempt to make this section self-contained; the reader is referred to
[13] for details on the approach. All we do here is generalize to SU(Nc) the gauge eld part
of the SU(2) calculation done there. The details of this section are not important in what
follows, only the nal result, so the uninterested reader can skip to the next subsection.
The thermodynamics are determined by the path integral
Z =
Z



























where Uij(x) is the elementary plaquette which extends from x in the i; j directions. The
gauge coupling has been absorbed into L which (at tree level) equals
3 L = 4=(g
2aT ).
We want to improve the Hamiltonian so the thermodynamics produced by this partition
function match more accurately those of the continuum system. The idea [13] is that,
since the lattice and continuum theories only dier strongly in the ultraviolet, one should
compute the influence of ultraviolet modes on the infrared physics perturbatively, in the
lattice and continuum theories, and nd the dierence (which is free of infrared divergences).
Because the infrared lengthscale is well separated from the length scale where the lattice and
continuum theories signicantly dier, the dierence can be written as an operator product
expansion, and only the super-renormalizeable terms are needed. One compensates for these
terms by making shifts in the wave functions and couplings of the theory, thereby correcting
the lattice theory in the infrared for its ultraviolet dierences from the continuum theory.
One loop perturbation theory gives O(a) corrections, which when applied leave the infrared
behavior of the lattice and continuum theories matching up to O(a2)4.
The Debye mass (induced in the lattice theory by a one loop eect dominated by the
hard modes) is large enough that the A0 eld only enters the thermodynamics of the links
perturbatively and we do not need the corrections to its wave function; one only needs the
correction to the plaquette term, which must be multiplicative, ie the term
P
1− (1=2)TrU
above is multiplied by a wave function correction ZA. This can be absorbed into (or un-
derstood as) a shift in L. Contributions to ZA arise both from self-energy and vertex
corrections. This is easiest to see in the theory with Ns fundamental scalars added. The
gauge eld is properly normalized if the full eect of a gauge line propagating between scalar
lines is the same in the lattice and continuum theories. The scalar wave function receives a
renormalization which, by minimal coupling, changes the strength of the scalar-gauge vertex.
There are also loop corrections to the vertex and to the propagator, illustrated in Figure 1.
What enters the calculation is the dierence between the loop corrections to the scalar wave
3For Nc 6= 2 this notation diers from that usually used in 4 dimensional lattice QCD, which uses
1− (1=N)Re Tr.
4The situation is more complicated when there are dimension 2 operators, but this is not a problem here.
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Figure 1: Examples of diagrams contributing to the renormalization of the gauge eld. The
full eect of a gauge line propagating between scalar lines must match between theories; be-
sides self-energy corrections, there are also corrections at the vertex, and corrections because
the vertex is renormalized at the same time the scalar propagator is.
function and gauge-scalar vertex, and the pure gauge contributions to the gauge self-energy.
The only dierences between the SU(2) and SU(Nc) calculations are the group factors; no
new diagrams or new momentum integrals appear. Examining [13], one nds that the fun-
damental scalar corrections to the self-energy depend on NsTrTaTb = (Ns=2)ab, and that
all but one of the other diagrams has a group factor proportional to Nc (if one takes the
appropriate dierences between contributions to the scalar-vector vertex and the scalar wave
function correction). The diagrams needed and their values are tabulated there.
The one exception is a contribution to the gauge eld tadpole diagram arising from a
term in the gauge eld 4-point interaction, which comes entirely from anticommutators of






[abcd + acbd + adbc] + dabedcde + dacedbde + dadedbce

(8)




ij . This term is purely nonrenormalizeable operator
and has no analog in the continuum theory; it also dominates the correction between lattice
and continuum theories. To nd the group factor for the contribution to ZA one contracts
against cd; the ab type terms give (2=3)(N + 1=N) and the dabe type terms give (2=3)(N −
4=N). The space integral gives 1=(3L).



































where the rst term is from the contribution discussed above, the second term is from all
contributions involving fabc, the third is from the (adjoint scalar) A0 eld contribution to
the self-energy, and the last term is if there are fundamental scalars present. If one puts in
a \naive" bare value of L;bare then the simulation is equivalent to one with the appropriate
ZA and L;imp = Z
−1
A L;bare, which numerically is








− :0389Nc − :0340Nc − :0170Ns (10)
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where again the contributions are from the anticommuting part of the tadpole diagram, other
vector contributions, the A0 eld, and any scalars present. For Nc = 3 and no fundamental
scalars, we nd L;imp = L;bare−1:330. This gives us the correction we need to convert from
lattice to physical length scales.
Note that the correction is much larger than for SU(2). Since the diusion constant
depends on the fourth power of the conversion between length scales, one must ensure that
the matching is quite good. If for instance we assume that the magnitude of the unknown
O(a2) correction is the square of the magnitude of the O(a) correction, and we ask that that
correction be at the 1% level (which will still give 4% systematic errors), we need L > 13;
we must work on quite ne lattices. Though this increases the numerical demands, it is not
all bad, since it means that at the elementary plaquettes will be quite close to the identity
and it should be possible to make the connections quite smooth.
we also need to know that the Debye mass squared induced by hard lattice modes is, in







g4T 2 (physical) ; (11)
and that the relation between the (physical units) gauge coupling g2 and the gauge coupling










With these relations we can convert lattice winding number diusion constants into physical
units with very modest errors from the scaling between lattice and physical length scales.
2.2 winding number
Now we discuss the extension of the winding number tracking technique of [15] to SU(Nc).





Sy(x)Ui(x)S(x+ i) : (13)
One then evolves S dissipatively and agressively to minimize HS. The Chern-Simons number
of a conguration with S = I everywhere is approximated to be zero, and the total winding
number change during an evolution is tracked by gauge transforming to the gauge S = I
whenever that gauge is everywhere smooth, ie there is no neighborhood where the connection
matricies U are far from the identity. When the winding number of the underlying gauge eld
conguration changes, then S will go through a period where it is not smooth somewhere,
as it adjusts to describe the new winding number state. When it has returned to being
everywhere smooth, the gauge transform to S = I is a large (but smooth) transformation;
we nd its winding number and use it to increment the cumulative winding number change
to date. The winding number of a gauge transformation is determined with an algorithm
which is essentially that of Woit [20].
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Two things become more complicated when one goes to SU(Nc). The rst is the imple-
mentation of the dissipative algorithm for S. The basic element of the dissipative algorithm
is to minimize HS with respect to S at one site x [21]. The easiest way in SU(2) to nd
S(x) which minimizes HS is to sum the parallel transports of nearest neighbors, which will
be a constant times the desired element of SU(2), and to project the modulus to SU(2). For
SU(Nc) the sum of several group elements is not generally a multiple of a group element,
and one must orthogonally project to SU(Nc) by a more complicated algorithm. First, scale
the matrix so the modulus of its determinant will be close to 1. Call the resulting matrix
M . To project towards U(Nc), one repeatedly replaces M ! (3=2)M − (1=2)MMyM ; if this
process converges it gives the closest element of U(Nc) to the original matrix M . Then one
makes a U(1) rotation by the angle (−1=3) arg DetM to get to SU(Nc). If the projection
to U(Nc) fails to converge, for instance because the slave eld is varying wildly around the
point, then one does not update at this point; but in practice this essentially never happens.
The algorithm to combine these elementary projections into an ecient quench is the same
as in the SU(2) case [15].
The second complication is determining the winding number of a slave eld conguration.
For SU(2) there is a simple algorithm because the group has the same dimension as the space.
Interpolating S(x) between lattice sites by a geodesic rule, S becomes a map from T 3 to
SU(2)= S3, which are of the same dimension, and the winding number is just the oriented
sum of times some xed point in SU(2) is covered [20]. There is an extension of this idea
to SU(3) by choosing a cannonical map of SU(3) with a dimension 4 subspace cut out into
S3  S5 such that the S3 part carries the relevant topological information [22]. The 4
dimensional excision will not generally be important since SU(3) is 8 dimensional and we
are mapping from a 3 dimensional space.
However, because the underlying elds are quite smooth, it turns out there is an eas-
ier way to determine the winding number. One constructs the vacuum eld obtained by



































The result is not gauge invariant and will not be an integer. However, if the slave eld is
smooth, then the result will be close to an integer; if the slave eld used in a gauge trans-
formation is always suitably smooth then it will be possible to unambiguously reconstruct
what integer the above integral was \trying to give us". We have tested this idea with SU(2),
where it is possible to compare the value of the integral to the (integer) winding number
determined topologically. This is illustrated in Figure 2; as seen there, the values from Eq.
(16) always understate the winding number, but by a fairly consistent amount. The values
obtained for gauge transformations of one winding number do not overlap those which arise
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Figure 2: The value of the integral, Eq. (16), versus the actual winding number for gauge
transformations in an SU(2) evolution at L = 8 on a 20
3 lattice, at left, shows that the
integral can be used to unambiguously reconstruct the original winding number. At right,
Eq. (16) for gauge transformations in an SU(3) evolution on a 243 grid at L = 16, plotted
against the reconstructed winding number. The values of the integral are clustered with
large breaks which makes the reconstruction unambiguous, even though we have no direct
integer measure of the winding number.
from another winding number, so one can unambiguously reconstruct the winding number
of gauge transformations from the values of Eq. (16). To implement the same idea in SU(3),
one just writes the time and value of Eq. (16) every time a gauge transformation is made.
Plotting the values of the integral which occurred, one nds the appropriate breaks and can
then reconstruct the winding number changes, also illustrated in Figure 2. There is never
any diculty in the reconstruction for the lattice spacing and volumes used in this paper,
though presumably this technique should start to have problems on very coarse lattices or
large volumes.
3 Numerical results
It appears from theoretical arguments [14, 17] and numerical results [15] that the diusion
constant for winding number Γ depends on the lattice spacing, because ner lattices have
more hard modes contributing to hard thermal loops [16]. Since it is more numerically
expensive to study SU(3) it makes the most sense to address this issue, and the issue of
interpreting the implications of the numerical results on the physical quantum theory, in the
SU(2) theory. Hence we will determine the lattice value of Γss at only one lattice spacing,
albeit a fairly ne one. It should be possible to use this value to establish the ratio Γss=Γws;
the absolute value of Γss in the physical quantum theory can then be determined once the
problems of going between lattice and continuum theories has been settled for SU(2).
It is not known what nite volume systematics may occur in the calculation of Γss, so
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L;bare N 2ss
16 8 :00 :07
16 12 4:0 0:8
16 16 8:3 1:1
16 24 8:8 1:4
16 32 8:0 1:2
Table 1: Dependence of ss on lattice volume, showing the approach to an innite volume
limit. We tabulate 2ss because it equals the diusion constant for NCS, which is often
referred to as  in the literature.
we measure it on a range of (cubic toroidal) lattices. Our results are for L;bare = 16 and for
83; 123, 163, 243, and 323 lattices. The results are tabulated in Table 1, which presents 2ss,
where ss is dened in Eq. (4). Naively, one would convert from lattice to continuum units
by
ss = Γss(lattice units)(L;bare)
4 ; (17)
but we have used the thermodynamic corrections derived in the last section, as described in
[15].
The largest 3 lattices are statistically compatible, so we have achieved the large volume
limit at least for the level of statistics obtained here. The winding number changes on the
smallest lattice were all immediately followed by a winding number change of opposite sign;
this might be the system getting almost up to a half integer NCS state and then turning back,
and does not represent a permanent change to the underlying vacuum winding number. We
have only an upper limit for the diusion constant at that lattice spacing.
Comparing to the SU(2) value at the same lattice spacing, 2ws = 1:180:09, one would
conclude that, for equal coupling constant, ss=ws = 7:11:0. However, one must remember
that both quantities depend on the strength of hard thermal loop eects on the lattice, and
that the strength of these eects varies as Nc; so for equal hard thermal loop eects and
equal coupling constant, one nds ss=ws = 10:7  1:5. Finally, including the actual ratio
of hard thermal loop strengths in the standard model, which is the ratio of the Debye mass
squared, 2g2sT
2=(11=6)g2wT








 6000 1000 (18)
using w ’ 1=30 and s ’ 0:12. This result assumes that Arnold, Son, and Yae’s arguments
[14] are right and that corrections from not being in the weak coupling regime are not
important for s = 0:12, which is somewhat questionable; if subleading eects in (!pllnp)
−2
are becoming appreciable at the physical value of s then the actual ratio will be less.
4 Conclusion
We have calculated the diusion constant for SU(3) Chern-Simons number at weak coupling
(ie, high temperatures) by classical, lattice methods, using a topological denition of NCS,
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and nd that, at equal values of coupling and hard thermal loops, the diusion constant
is larger than in SU(2) by an order of magnitude. Since in the standard model above the
electroweak phase transition, the strong coupling constant is quite a bit larger than the weak
coupling constant, the actual ratio of diusion rates for strong and weak winding number is
very large.
Since the hard thermal loop eects induced by the hard lattice modes are dierent from
those which would occur for ultrarelativistic particles [16], we do not know with certainty how
to convert the diusion constant of the classical lattice system into the diusion constant for
the physical quantum system, and cannot establish the time constant  with which a chiral
quark number is damped by strong sphaleron processes in the plasma. We can make an
estimate, however, by guessing that the rates of the classical and quantum systems are equal
when they have equal Debye masses. In this case, the weak sphaleron rate is approximately
ws  0:55, and ss ’ 10wss=w  20, giving   10=T , that is chiral quark number will
decay before it can traverse the width of the electroweak bubble wall. The real rate might
be less if the matching between classical lattice and quantum systems above is wrong. For
instance, if we had matched values of the plasma frequency, rather than the Debye mass,
then we would get a rate which is smaller by about a factor of two [?]. However it is clear that
strong sphalerons are quite ecient at destroying chiral quark number, so quark transport
mechanisms may be less ecient at generating baryons than previously thought.
We should mention an interesting exception to this reasoning, which is for theories with a
stop squark light enough to develop a condensate just before the electroweak phase transition.
The thermodynamics of this model have been considered recently [23] and it apparently
provides an especially strong phase transition. Since color is broken from SU(3) to SU(2) in
the symmetric phase, strong sphalerons only proceed at the SU(2) rate for two of the colors
and will only erase chiral quark number in the third color at an exponentially small rate.
Of course, strong processes will mix chiral quark number between the two unbroken and
one broken color, but the suppression of the rate by a factor of 10 means that chiral quark
number can again survive for the time it takes to diuse into the symmetric phase.
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