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Abstract We study a general model of random-length random walks on discrete
tori, and show that the mean walk length controls the scaling of the two-point func-
tion. We conjecture that on tori of dimension at least 5, the two-point functions of
the Ising model and self-avoiding walk display the same scaling as the random-
length random walk, not only at criticality, but also for a broad class of scaling win-
dows/pseudocritical points. This conjecture is supported by extensive Monte Carlo
simulations of the Ising model and self-avoiding walk on five-dimensional hypercu-
bic lattices with periodic boundary conditions.
Keywords Critical phenomena · Phase Transitions · Ising model · Self-avoiding
walk · Upper critical dimension · Finite-size scaling
1 Introduction
Critical phase transitions are characterized by a divergent correlation length in the
thermodynamic limit. Close to a critical point, physical observables exhibit a power-
law behaviour with corresponding critical exponents. It is well-known [1] that mod-
els of critical phenomena typically possess an upper critical dimension, dc, such that
in dimensions d ≥ dc, their thermodynamic behaviour is governed by critical expo-
nents taking simple mean-field values. Important examples with dc = 4 are the Ising
model [2,3,4,5,6] and the self-avoiding walk (SAW) [7,8].
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2Finite-size scaling (FSS) is a fundamental theory which characterizes the asymp-
totic approach of finite systems to the thermodynamic limit, close to a continuous
phase transition [9,10,11]. In contrast to the simplicity of the thermodynamic be-
haviour, the theory of FSS on high-dimensional finite hypercubic lattices with either
periodic boundary conditions (PBC) or free boundary conditions (FBC) is surpris-
ingly subtle, and has been the subject of long-standing debate; see e.g. [12,13,14,15,
16].
In this article, we focus on PBCs; we defer the discussion of the FBC case to [17].
In recent years, several studies [13,14,18] have investigated the FSS behaviour of
the critical Ising two-point function gIsing,crit(x) above dc. It was conjectured in [18],
based on random-current and random-path representations [4,5,6] of the Ising model,
that the Ising two-point function gIsing,crit(x) satisfies the piecewise asymptotic be-
haviour
gIsing,crit(x)≈ c1‖x‖2−d + c2L−d/2 (1)
where c1,c2 are positive constants, and L is the linear system size of the underlying
lattice. At moderate distances, (1) predicts that gIsing,crit(x) displays standard infinite-
lattice mean-field decay, before entering a plateau which persists to the boundary. As
a consequence of Eq. (1), it follows that the susceptibility scales as
χIsing,crit ≍ Ld/2, (2)
in contrast to the mean-field prediction χIsing,crit ≍ L2. Eq. (2) is in broad agreement
with several numerical studies, see e.g. [14,19]. Eq. (1) was numerically verified
directly in [13].
On the infinite hypercubic latticeZd at criticality, it is well-known [20,21] that the
two-point functions of the Ising and SAW models exhibit the same scaling behaviour
as the two-point function of the Simple Random Walk (SRW) when d is sufficiently
large. On finite lattices this simple connection breaks down, since SRW is recurrent,
implying that the corresponding two-point function does not exist. As was argued
in [22,23], the connection can be repaired by introducing an appropriate randomwalk
model with a random (finite) walk length NRLRW. For this Random-length Random
Walk model (RLRW), it was announced in [22] that if d ≥ 3 and 〈N 〉RLRW ≍ Lµ
with µ ≥ 2, then its two-point function scales as
gRLRW(x)≈ c1‖x‖2−d + c2Lµ−d , (3)
for some positive constants c1,c2. One sees that the infinite-lattice asymptotic decay
‖x‖2−d dominates at moderate values of ‖x‖, while gRLRW(x) enters a plateau of
order Lµ−d once ‖x‖ & L(d−µ)/(d−2). A version of (3) was proved in [23] using the
local central limit theorem for random walk.
In this article, we prove a stronger and more detailed version of this result. This
is presented in Theorem 3.1. A slightly different version has simultaneously and in-
dependently been established, via different methods, in [24]. The latter work also
established such behaviour for weakly self-avoiding walk, providing strong evidence
for its universality.
In high dimensions, one expects the large L behaviour of a statistical-mechanical
model on TdL to coincide with the large n asymptotic behaviour of the corresponding
3model on the complete graph Kn. On the complete graph at the pseudocritical point
zn(ζ ) = zc− an−ζ , it was proved in [25,26] that 〈N 〉SAW scales as n1/2 if ζ ≥ 1/2,
while it scales as nζ if ζ ≤ 1/2. This leads to the prediction, by setting λ := ζd, that
for the SAW on tori at the pseudocritical point zL(λ ) = zc − aL−λ with a,λ > 0 one
has
〈N 〉SAW ≍
{
Ld/2, λ ≥ d/2
Lλ , λ < d/2 ,
(4)
Numerical evidence in support of this was presented in [22]. By universality, we
expect, for an appropriate definition of NIsing that 〈N 〉Ising exhibits the same FSS
behaviour. No such definition has previously been studied however. We introduce
such a definition here (see also [27]), and verify numerically the universality of the
prediction (4); see Section 4.
Combining (4) with (3) leads to the expectation that the Ising and SAW two-point
functions satisfy
gIsing, SAW,zL(λ )(x)≈
{
c1‖x‖2−d + c2L−d/2, λ ≥ d/2
c3‖x‖2−d + c4Lλ−d, 2≤ λ < d/2
(5)
for some positive constants c1,c2,c3,c4.
In words, if λ ≥ d/2, then zL(λ ) lies in the critical window, while the scal-
ing exponent varies continuously with λ if λ < d/2. These conjectures imply that
gIsing, SAW,zL(λ )(x) and χIsing, SAW,zL(λ ) display standard mean-field scaling at zL(λ =
2). We emphasize that our results also suggest that the critical scaling window scales
as L−d/2, in agreement with [14,15].
Finally, as a further test of universality, we also introduce a Random-length Loop-
erased RandomWalk model (RLLERW) whose corresponding counterpart on Zd , the
loop-erased random walk, is rigorously known to be in the same universality class as
the Ising and SAW models [28] for large d. For a given walk length distribution (see
Sec. 2 for specific examples) we confirm numerically that the RLLERW two-point
function again obeys the same scaling behaviour as gRLRW(x).
1.1 Outline
Let us outline the remainder of this article. Section 2 defines the RLRW and RLLERW
models. In Section 3 we state our main theorems for the RLRW. Section 4 presents
our numerical results for the Ising model, SAW, and RLLERW. Finally, in Sections 5
and 6 we prove the theorem stated in Section 3.
2 Random Walk models
We consider the following boxes, TdL, of side length L
T
d
L :=


[
− L−1
2
, L−1
2
]d
∩Zd , L is odd(
− L
2
, L
2
]d
∩Zd , L is even
(6)
4For each x ∈ TdL, we denote its Euclidean norm by ‖x‖ :=
√
x ·x.
Let (Cn)n∈N be an i.i.d. sequence of uniform random variables on {±e1, ...,±ed},
where ei = (0, ...,1, ...,0) is the standard unit vector along the ith coordinate axis. Let
R0 = 0 and for n ≥ 0 set
Rn+1 :=
{
Rn +Cn+1 if Rn +Cn+1 ∈ TdL
Rn +Cn+1(1−L) if Rn +Cn+1 /∈ TdL.
(7)
Then (Rn)
∞
n=0 is a simple random walk on the box T
d
L with periodic boundary condi-
tions (PBC), starting at the origin.
LetN be anN-valued random variable independent of (Cn)n∈N. The correspond-
ing Random-length Random Walk is the process (Rn)
N
n=0. Our main interest is the
two-point function
gRLRW(x) := E
(
N
∑
n=0
1(Rn = x)
)
(8)
which gives the expected number of visits to x ∈ TdL. Note that, as a simple identity,
we have ∑x gRLRW(x) = 〈N 〉+ 1.
Given (Rn)
∞
n=0 and N as above, we also define the corresponding random-length
loop-erased random walk, denoted by (Ln)
N
n=0, by performing chronological loop
erasure on (Rn)
∞
n=0 until the resulting self-avoiding path has lengthN . As for RLRW,
we are interested in the associated two-point function
gRLLERW(x) := E
(
N
∑
n=0
1(Ln = x)
)
. (9)
When simulating these random walk models in practice, one needs to specify the
choice of the walk length distribution. One natural choice is to let N be a geometric
random variable with mean Lµ . The RLRW two-point function (8) then reduces to(
(1−L−µ)−1 times
)
the usual Green’s generating function [29] with fugacity ξ =
1−L−µ .
It is expected that physical systems on high-dimensional hypercubic lattices with
PBC should exhibit the same scaling as the corresponding model on the complete
graph Kn with n = L
d . An even more natural choice for the distribution of N is
therefore the distribution of SAW in Kn. As discussed in [30], the length of a SAW on
Kn with fugacity z is equal in distribution to n− 1−X where X is a Poisson random
variable with parameter z−1, conditioned on {X ≤ n− 1}.
3 Statement of Main Theorems
We now state our main theorem for the behaviour of RLRW on discrete tori. We defer
proof of this theorem to Sec. 5. We provide numerical evidence of its connection to
the FSS behaviour of the Ising and SAW models in Sec. 4.
5The RLRW model on the torus is most easily understood by relating it to the
RLRW on the infinite lattice. To this end, in order to avoid confusion, in this sec-
tion we let gRLRW,TdL
(x) denote the two-point function of the RLRW on the torus, as
defined in (8), and we let gRLRW,Zd (x) denote the analogous two-point function of
RLRW defined on Zd . The function gRLRW,Zd (x) is studied in detail in the compan-
ion article [27]. Here and throughout,N denotes the non-negative integers, while Z>
denotes the strictly positive integers.
Theorem 3.1. Fix d ≥ 3, and let (xL)L∈Z> be a sequence in Zd satisfying xL ∈ TdL.
Let (NL)L∈Z> be a sequence ofN-valued random variables. Then as L→∞ we have:
(i) If E(NL) = o(L
2)
g
RLRW,TdL
(xL)− gRLRW,Zd (xL) = O(E(NL)L−d)
(ii) If E(NL) = Ω(L
2), then
gRLRW,TdL
(xL)− gRLRW,Zd (xL)≍ E(NL)L−d
(iii) If E(NL) = ω(L
2) and ‖xL‖= o(L), then
gRLRW,TdL
(xL)− gRLRW,Zd (xL)∼ E(NL)L−d
We now consider some consequences of Theorem 3.1. To begin, we note that if
E(NL) = o(L
2), then for all xL ∈ TdL one has limL→∞ ‖xL‖d−2E(NL)L−d = 0. It then
follows from Part (i) that
lim
L→∞
‖xL‖d−2gRLRW,TdL(xL) = limL→∞‖xL‖
d−2gRLRW,Zd (xL) .
This is to be expected, since a typical RLRWwill explore distances of order
√
E(NL)
from the origin, and if E(NL) = o(L
2) then typical walks will be too short to feel the
boundary. In this case the two-point function of RLRW on the torus exhibits similar
behaviour as on the infinite lattice. Let aL be a divergent sequence and ‖xL‖ = ξ aL
for some ξ ∈ (0,∞). It is proved in Ref. [17] that,
lim
L→∞
‖xL‖d−2gRLRW,Zd (xL) = pi−d/2(d/2)
∫ ∞
0
sd/2−2e−sF
(
dξ 2
2s
)
ds , (10)
where the function F(t) := limL→∞P(NL/a2L ≥ t). In particular, if choose aL such
that F(t) is a constant function, say c0, then
gRLRW,Zd (xL)∼ c0pi−d/2(d/2)Γ (d/2− 1)‖xL‖2−d
for all ‖xL‖= O(aL).
If E(NL) = ω(L
2), then consider the sequence of xL ∈ TdL such that ‖xL‖ = ξ aL
for some ξ ∈ (0,∞) and aL =
(
Ld/E(NL)
)1/(d−2)
. It follows by Part (iii) that
lim
L→∞
‖xL‖d−2gRLRW,TdL(xL) = pi
−d/2(d/2)
∫ ∞
0
sd/2−2e−sF
(
dξ 2
2s
)
ds+ ξ d−2 . (11)
6On TdL and at the critical point, it was numerically observed that the mean walk
length for SAW and the Ising model scale as Ld/2, see Fig. 2. We conjecture that,
with appropriate choice of NL, gRLRW,TdL
exhibits the same finite-size scaling as the
two-point functions of SAW and the Ising model. Let E(NL) = αL
d/2 and consider
the sequence of xL ∈ TdL such that ‖xL‖= ξ Ld/[2(d−2)] for some ξ ∈ (0,∞). If F(t) is
a constant c0 for all t > 0, then
lim
L→∞
‖xL‖d−2gRLRW,TdL(xL) = c0pi
−d/2(d/2)Γ (d/2− 1)+αξ d−2 . (12)
As shown in Fig. 3, the curve 0.1+ 2ξ 3 is consistent with the rescaled two-point
function of SAW, the Ising model and RLLERW.
4 SAW and Ising model
4.1 Definitions
We study the self-avoiding walk on the finite box TdL with PBC in the variable-length
ensemble. The two-point function is
gSAW(x) := ∑
ω : 0→x
z|ω| (13)
where z is the fugacity, and the sum is over all SAWs starting at the origin 0 and
ending at x.
We also study the zero-field ferromagnetic Ising model on TdL with Hamiltonian
H =− ∑
i j∈E
sis j (14)
where si ∈ {−1,+1} denotes the spin at position i ∈ TdL, and E is the edge set of
T
d
L with PBC (see e.g. [31] for a detailed definition). We investigate the two-point
function
gIsing(x) := 〈s0sx〉 (15)
where 〈·〉 denotes the expectation value with respect to the Gibbs measure corre-
sponding to Eq. (14).
Unlike the randomwalk cases, there does not appear to be a sensible notion of the
walk length NIsing when viewing the Ising model as an interacting system of spins.
However, it was established in [6,1], by using a resummation of the high-temperature
expansion of the Ising model [32], that the Ising two-point function 〈s0sx〉 can be
written as a weighted sum over edge self-avoiding paths from 0 to x. In general, there
are multiple ways to construct such paths for a given high-temperature configuration;
however, as established in [6], it is possible to decompose the Ising two-point function
as the weighted sum over a single well-defined path. Following these ideas leads to a
natural and easily computable definition of the Ising walk length.
Let Ck ⊂ 2E be the set of all subsets of E such that the corresponding subgraphs
have precisely k vertices of odd degree. Fix an arbitrary total order,≺, of vertices of
7x
0
Fig. 1 Illustration of an edge self-avoiding trail (red dashed lines) in a C2 Ising high-temperature config-
uration (black lines) on T25 using the natural lexicographic order. The two vertices with odd degree are 0
and x. The length of the resulting trail is 22.
T
d
L (e.g. the natural lexicographic order). To each A ∈ C0 ∪C2 we assign a unique
(edge self-avoiding) trail T as follows. If A ∈ C0, then T is empty. If A ∈ C2, then
let x,y be the corresponding pair of vertices of odd degree and suppose x ≺ y. We
recursively define a trail T = v0v1...vm from v0 = x to vm = y, such that from vi we
choose vi+1 to be the smallest neighbour of vi for which the edge vivi+1 ∈ A has not
previously been traversed. Finally, we let the ‘Ising walk length’,NIsing, be the length
(number of edges) of the trail so constructed. We illustrate this construction on T25 in
Fig. 1.
In addition to the two-point functions and walk lengths, we also investigate the
susceptibility for the Ising and SAW models given by
χIsing,SAW := ∑
x
gIsing,SAW(x). (16)
We simulated the SAW ensemble using a recently introduced irreversible version
of the Beretti-Sokal algorithm [33,34], and studied the high-temperature representa-
tion of the Ising model via the worm algorithm introduced in [35].
4.1.1 Numerical details
Our simulations of the critical Ising model were performed at the estimated loca-
tion of the infinite-volume critical point zc,Ising,5d = 0.113 424 8(5) [16] where z :=
tanh(1/T ) and T is the Ising temperature. The critical SAW model was simulated at
the estimated location of the infinite-volume critical point zc,SAW,5d = 0.113 140 84(1) [34].
We also simulated the FSS behaviour at pseudocritical points zL = zc−aL−λ for var-
ious a,λ > 0. The simulations for the RLLERW were performed by sampling from
various walk length distributions, such as the geometric, half-normal and exponential
8distribution with mean Lµ , and consistent behaviour of the two-point functions are
observed from these distributions. The data shown in this paper use the half-normal
distribution. The values of µ are specified in Secs. 4.2 and 4.3.
For the Ising model, we simulated linear system sizes up to L = 71. For SAW,
we simulated linear system sizes up to L = 221. Finally, we simulated linear system
sizes up to L = 161 for the RLLERW. A detailed analysis of integrated autcorrela-
tions time is presented in [36] for the worm algorithm and in [34] for the irreversible
B-S algorithm. Our fitting methodology and corresponding error estimation follow
standard procedures, see for instance [37,38]. To estimate the exponent value for a
generic observable Y we performed least-squares fits to the ansatz Y = aY L
bY + cY .
4.2 Criticality
We first focus on the FSS behaviour of the two-point functions and susceptibility of
the SAW and Ising models at the infinite-volume critical point zc. On the complete
graph Kn at criticality, it is rigorously established [30] that 〈N 〉SAW ≍ n1/2. There-
fore, it is natural to expect the critical PBC behaviour 〈N 〉SAW ≍ Ld/2 for d > dc.
Figure 2 shows the scaling of 〈N 〉SAW on five-dimensional tori at criticality. Our fit
leads to the exponent value 2.50(1) by discarding L < 41. Moreover, Figure 2 shows
the scaling of 〈N 〉Ising. Our fits lead to 2.45(7) by discarding L < 13. Both fits are in
excellent agreement with 〈N 〉Ising,SAW ≍ Ld/2.
We now numerically verify that Eq. (3) with µ = d/2 correctly predicts the criti-
cal FSS behaviour of the two-point functions of the SAW and Ising models. Figure 3
(a) shows gIsing,SAW(x) on T
d
L with d = 5. At moderate values of x, the two-point
functions exhibit the standard infinite-lattice asymptotic decay ‖x‖2−d, but then enter
a plateau of order Lµ−d which persists to the boundary. Figure 3 (b) shows an ap-
propriately scaled version of the two-point functions of the Ising and SAW models
against the dimensionless variable y := ‖x‖/L(d−µ)/(d−2) with µ = d/2. For small
values of y, one observes a constant region which corresponds to mean-field scaling,
while at larger values the two-point functions exhibit a power-law, in agreement with
the spatially independent background term Lµ−d . The excellent data collapse in both
regions provides strong evidence that the two-point functions exhibit the predicted
scaling from Eq. (3) with µ = d/2. Moreover, Figures 3 (a) and 3 (b) verify that the
two-point function of a RLLERWwith mean walk length Ld/2 displays the same FSS
behaviour as the critical Ising and SAW two-point functions.
Finally, we investigated the FSS behaviour of the susceptibility χIsing,SAW, shown
in Fig. 2. Our fits lead to the exponent values 2.50(1) for the SAW by discarding
L < 41, and 2.51(2) for the Ising model by discarding L < 21. This FSS behaviour
for the Ising susceptibility is in broad agreement with the numerical observations
in [14,19,15].
4.3 SAW and Ising model at pseudocritical points
Recently, there has been debate [15,14,12] regarding the question of whether one
can observe χ ≍ Ld/2, corresponding to critical PBC behaviour, at appropriate pseu-
9Fig. 2 FSS behaviour of the mean walk length 〈N 〉Ising,SAW and the susceptibility χIsing,SAW in five di-
mensions. The diamonds display data points for the SAW, while the squares display Ising data. For clarity,
the Ising data was translated onto the same curve as the SAW. The extracted exponents match with the
theoretical predictions in Eq. (4) for the mean walk length, and Eq. (??) for the susceptibility. (a) FSS
behaviour of 〈N 〉Ising,SAW at criticality and for λ = 1, 3/2, 2, 5/2. (b) FSS behaviour of χIsing,SAW at
criticality and for λ = 1, 3/2, 2, 5/2.
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Fig. 3 (a) Critical two-point functions of the SAW (circles) and Ising (triangles) models, and two-point
function of a RLLERW (diamonds) with mean walk length Ld/2 in five dimensions. (b) Appropriately
scaled versions of the critical SAW (circles) and Ising (triangles) two-point and two-point functions of
a RLLERW (diamonds) onto the ansatz in Eq. (3) with y := ‖x‖/L(d−µ)/(d−2) with µ = d/2. The data
collapse in each model strongly suggests that the prediction from Eq. (3) with µ = d/2 correctly describes
the critical FSS behaviour of all three models. The dashed curve plots the function 0.1+2y3 .
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docritical points on hypercubic lattices with free boundaries. In the following, we
investigate the reverse question, of whether it is possible to observe χ ≍ L2, corre-
sponding to critical FBC behaviour [39,16], at appropriate pseudocritical points on
hypercubic lattices with PBC.
We first investigate the scaling behaviour of the mean walk length of the Ising
and SAW models at zL = zc−aL−λ where a > 0 is a constant, and λ > 0 controls the
speed of convergence to zc. We choose a > 0 (i.e. shifting to high temperature), since
we aim to establish a pseudocritical point where we observe 〈N 〉SAW ≍ L2 instead
of the larger critical mean walk length scaling 〈N 〉Ising,SAW ≍ Ld/2. We note that our
figures show the simulation results at the fixed value a = 0.1. However, as suggested
by several numerical tests, our results in this section appear to hold regardless of the
specific choice of a > 0.
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Table 1 Estimated exponent values for the mean walk length 〈N 〉Ising,SAW and susceptibility χIsing,SAW
for the SAW and Ising models.
〈N 〉Ising χIsing 〈N 〉SAW χSAW
zc 2.45(7) 2.51(2) 2.50(1) 2.50(1)
λ = 1 1.00(1) 1.00(1) 0.998(2) 1.005(6)
λ = 3/2 1.53(5) 1.51(2) 1.499(2) 1.503(5)
λ = 2 2.01(9) 2.05(7) 2.01(1) 2.00(1)
λ = 5/2 2.50(5) 2.5(2) 2.46(4) 2.46(5)
λ = 3 2.51(2) 2.5(2) 2.5(1) 2.51(2)
Figure 2 (a) confirms the scaling of the mean walk length of the SAW and Ising
models at zL(λ ), conjectured in Eq. (4) on the basis of the complete graph SAW
calculation [26,25], for λ = 1, 3/2 ,2 ,5/2 ,3. For the SAW, our fits lead to the
exponent values 0.998(2) for λ = 1 by discarding L < 81, 1.499(2) for λ = 3/2 by
discarding L < 41, 2.01(1) for λ = 2 by discarding L < 31, 2.46(4) for λ = 5/2 by
discarding L < 41, and 2.51(2) for λ = 3 by discarding L < 17. For the Ising model,
our fits lead to the exponent values 1.00(1) for λ = 1 by discarding L < 5, 1.53(5)
for λ = 3/2 by discarding L < 17, 2.01(9) for λ = 2 by discarding L < 17, 2.50(5)
for λ = 5/2 by discarding L < 9, and 2.5(1) for λ = 3 by discarding L < 13.
We now numerically confirm the predicted scaling of the pseudocritical Ising
and SAW two-point functions. Figure 4 shows the FSS behaviour of the two-point
functions of the Ising and SAWmodels at zL(λ ) for λ = 1, 3/2. We note the absence
of a plateau for the SAW and Ising two-point functions. For λ = 2, the rescaled
two-point functions in Fig. 5 (a) show an excellent data collapse onto the ansatz in
Eq. (5) with λ = 2, corresponding to standard mean-field behaviour, as observed on
hypercubic lattices with free boundaries at the infinite-volume critical point [39,16].
Figure 5 shows the Ising and SAW two-point functions corresponding to λ = 3, scaled
according to Eq. (5). The excellent data collapse using the critical scaling supports
the conjecture that zL(λ ) lies in the critical window when λ > d/2. Moreover, we
note that Figs. 4 and 5 also show the RLLERW two-point function with mean walk
lengths Lµ where µ = 1, 3/2, 2, 5/2. Each case displays the same FSS behaviour as
the corresponding two-point functions of the Ising and SAW models.
Finally, we now verify the scaling of the susceptibility. Figure 2 (b) shows the
scaling behaviour of the susceptibility for λ = 1, 3/2, 2, 5/2, 3. Our fits for the Ising
susceptibility lead to exponent estimates 1.00(1) for λ = 1 by discarding L < 41,
1.51(2) for λ = 3/2 by discarding L < 31, 2.05(7) for λ = 2 by discarding L < 31,
2.5(2) for λ = 5/2 by discarding L < 31, and 2.5(2) for λ = 3 by discarding L < 13.
For SAW, our fits lead to the exponent value 1.005(6) for λ = 1 by discarding L< 61,
1.503(5) for λ = 3/2 by discarding L < 61, 2.00(1) for λ = 2 by discarding L < 31,
2.46(5) for λ = 5/2 by discarding L < 31, and 2.51(2) for λ = 3 by discarding
L < 17. We summarize these results in Table 1.
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Fig. 4 (a) Pseudocritical two-point functions of the SAW (diamonds) and Ising (triangles) models for
λ = 1, and two-point function of a RLLERW with mean walk length L. (b) Pseudocritical two-point
functions of the SAW and Ising models for λ = 3/2, and two-point function of a RLLERW (circles) with
mean walk length L3/2.
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Fig. 5 (a) Appropriately scaled Ising (triangles) and SAW (diamonds) two-point functions at the pseu-
docritical point zL(λ = 2) and two-point function of a RLLERW (circles) with mean walk length L
2
onto the ansatz in Eq. (5) with y := ‖x‖/L. The data collapse in each model strongly suggests that the
prediction from Eq. (5) correctly describes the FSS behaviour of all three models. (b) Appropriately
scaled Ising (triangles) and SAW (diamonds) two-point functions at the pseudocritical point zL(λ = 3)
and two-point function of a RLLERW (circles) with mean walk length L5/2 onto the ansatz in Eq. (5) with
y := ‖x‖/L(d/[2(d−2)]. The data collapse of all three models supports the conjecture that zL(λ) lies in the
critical window when λ ≥ d/2.
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5 Proof of Theorem 3.1
For integer n ≥ 1, let
p¯n(x) := 2
(
d
2pin
)d/2
exp
(
−x
2d
2n
)
, ∀ x ∈ Zd . (17)
The main technical result needed to prove Theorem 3.1 is the following proposition.
Its proof is presented in Section 6.
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Proposition 5.1. Fix d ∈ N with d ≥ 3, and ε ∈ (0,2). Let (NL)L∈Z> be a sequence
of N-valued random variables. Then for all x ∈ TdL, as L → ∞ we have
g
RLRW,TdL
(x) = gRLRW,Zd (x)+
1
2
∑
z∈Zd\0
∞
∑
n=1
p¯n(x+ zL)P(N ≥ n)+O
(
E(NL)
Ld+2−ε
)
.
In addition to Proposition 5.1, we will also make use of the following lemmas,
whose proofs are also presented in Section 6.1.
Lemma 5.2. Let L and d be positive integers. For all z ∈ Zd \ 0 and all x ∈ TdL
1
2
‖z‖L≤ ‖x+ zL‖ ≤ 2d ‖z‖L
Lemma 5.3. Fix integer d ≥ 1. There exist constants c,c′ ∈ (0,∞) depending only on
d, such that for all a > 0,
c′(d)a−d/2
∫ ∞
√
a
e−ds
2
sd−1ds≤ ∑
z∈Zd\0
e−a‖z‖
2 ≤ c(d)a−d/2
Lemma 5.4. Fix integer d ≥ 1. Let a > 0 be a sequence. Then,[√
pi/aerfc(
√
a)
]d
− 1≤ ∑
z∈Zd\0
e−az
2 ≤ (pi/a)d/2
(
1+
√
a/pi
)d
Equipped with the above, we now prove Theorem 3.1.
5.1 Proof of Theorem 3.1
Let L ∈ Z> and xL ∈ TdL. In light of Proposition 5.1, the task of proving Theorem 3.1
amounts to studying the L → ∞ asymptotics of
A(xL,L) :=
1
2
∑
z∈Zd\0
∞
∑
n=1
p¯n(xL + zL)P(NL ≥ n).
To this end, for β ∈ (0,∞), let
B(β ,L) := ∑
z∈Zd\0
∞
∑
n=1
n−d/2e−β (zL)
2/n
P(NL ≥ n) . (18)
It follows from Lemma 5.2 that(
d
2pi
)d/2
B(2d3,L)≤ A(xL,L) ≤
(
d
2pi
)d/2
B(d/8,L), (19)
and Lemma 5.3 then implies there exists c1(d) ∈ (0,∞) such that
A(xL,L) ≤ c1(d)L−d
∞
∑
n=1
P(NL ≥ n)≤ c(d)E(NL)L−d . (20)
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This establishes Part (i).
Now supposeE(NL)≥ γ L2 with γ ∈ (0,∞), and let a> 0. It follows fromLemma 5.3
that for β > 0 we have
B(β ,L)≥ ∑
z6=0
∞
∑
n=⌊aL2⌋+1
n−d/2e−β (zL)
2/n
P(NL ≥ n)
≥ c2(a,β ,d)L−d
∞
∑
n=⌊aL2⌋+1
P(NL ≥ n)
= c2(a,β ,d)L
−d

E(NL)− ⌊aL
2⌋
∑
n=1
P(NL ≥ n)


≥ c2(a,β ,d)
(
1− a
γ
)
E(NL)
L2
where c2(a,β ,d)∈ (0,∞). Choosing a = γ/2 and β = 2d3 then implies, via (19), that
there exists c3(d,γ) ∈ (0,∞) such that
A(x,L)≥ c3(d,γ)E(NL)
L2
.
Together with (20), this establishes Part (ii).
We now focus on the case E(NL) = ω(L
2). Let aL be a divergent sequence. We
split the summation over n in B(β ,L) into two parts. Let B1(β ,L) denote the summa-
tion from ⌊L2aL⌋ to ∞. Then, by Lemma 5.4, there exists a constant α(β ,d) ∈ (0,∞)
such that
B1(β ,L) = ∑
z∈Zd\0
∞
∑
n=⌊L2aL⌋
n−d/2e−β (zL)
2/n
P(NL ≥ n)
≤ (pi/β )d/2L−d [1+α(β ,d)/aL]
∞
∑
n=⌊L2aL⌋
P(NL ≥ n)
and
B1(β ,L) ≥ L−d
[√
pi/βerfc
(√
β L2/(⌊L2aL⌋)
)]d ∞
∑
n=⌊L2aL⌋
P(NL ≥ n)−
∞
∑
n=⌊L2aL⌋
n−d/2P(NL ≥ n)
Choose aLL
2 = o(E(NL)). The summation ∑
∞
n=⌊L2aL⌋P(NL ≥ n)∼ E(NL), since
∞
∑
n=⌊L2aL⌋
P(NL ≥ n) =
∞
∑
n=0
P(NL ≥ n)−
⌊L2aL⌋−1
∑
n=0
P(NL ≥ n)∼ E(NL) (21)
Moreover,
∞
∑
n=⌊L2aL⌋
n−d/2P(NL ≥ n)≤
∞
∑
n=L2
n−d/2 ≤ c(d)L2−d = o(E(NL)L−d)
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and the function erfc(x)→ 1 as x → 0. Combining the above four equations leads to
B1(β ,L) ∼ (pi/β )d/2E(NL)L−d (22)
Denote B2(β ,L) the summation from 1 to ⌊L2aL⌋− 1. Then, using Lemma 5.3,
B2(β ,L) = ∑
z∈Zd\0
⌊L2aL⌋−1
∑
n=1
n−d/2e−β (zL)
2/n
P(NL ≥ n)
≤ c(β ,d)L−d
⌊L2aL⌋−1
∑
n=1
P(NL ≥ n)≤ c(β ,d)aLL2−d , (23)
with some c(β ,d)∈ (0,∞). Since B2(β ,L) = o(E(NL)L−d), it follows that B(β ,L)∼
(pi/β )d/2L−dE(NL). So, if E(NL) = ω(L2), then by Eq. (19), we have A(xL,L) ≍
L−dE(NL).
Moreover, write
(xL + zL)
2 = (‖z‖L)2
(
1+
2xLz
‖z‖2L +
‖xL‖2
‖z‖2L2
)
. (24)
If ‖x‖= o(L), then there exists constants b1 and b2 such that,
(‖z‖L)2(1+ b1/L)≤ (xL + zL)2 ≤ (‖z‖L)2(1+ b2/L)
It follows that
∑
z∈Zd\0
e−d(zL)
2(1+b2/L)/(2n) ≤ ∑
z∈Zd\0
e−(xL+zL)
2d/(2n) ≤ ∑
z∈Zd\0
e−d(zL)
2(1+b1/L)/(2n)
(25)
We generalize the definition of B(β ,L) to B(βL,L) with βL → β as L→ ∞. Then,(
d
2pi
)d/2
B
(
d
2
(1+ b2/L),L
)
≤ A(xL,L)≤
(
d
2pi
)d/2
B
(
d
2
(1+ b1/L),L
)
(26)
It can be verified that B(βL,L)∼ B(β ,L)∼ (pi/β )d/2L−dE(NL), and thus
A(xL,L)∼ L−dE(NL) . (27)
This establishes Part ((iii)).
6 Proof of Proposition 5.1
In order to prove Proposition 5.1, we make use of the following lemma, proved at the
end of this section.
Lemma 6.1. Let n be a positive integer and let y ∈ Zd . Then
|p¯n(y)− p¯n+1(y)| ≤
(
d
2pi
)d/2
(d + 2) n−1−d/2
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Proof of Prop. 5.1. Let (Sn)n∈N denote a simple random walk on the infinite lattice
Z
d , starting from the origin. For n ∈N and x ∈ Zd , let
pn(x) := P(Sn = x).
Wewrite n↔ x if n+‖x‖1 is even, otherwise n= x, and note that pn(x) is 0 whenever
n= x.
The natural bijection between walks on Zd and TdL implies that, for any x ∈ TdL,
we have
P(Rn = x) = ∑
z∈Zd
pn(x+ zL)
Let N be an integer-valued random variable. The two-point function corresponding
to N and (Rn)n∈N, as defined in Eq. (8), can then be written as
gRLRW,TdL
(x) = E
∞
∑
n=0
1(N ≥ n)1(Rn = x)
= ∑
z∈Zd
∞
∑
n=0
pn(x+ zL)P(N ≥ n)
= gRLRW,Zd (x)+ ∑
z∈Zd\0
∞
∑
n=1
pn(x+ zL)P(N ≥ n) (28)
where the last step uses the fact that p0(x+ zL) = 0 for all z 6= 0. Rearranging, we
obtain
gRLRW,TdL
(x) = gRLRW,Zd (x)+ ∑
z∈Zd\0
∞
∑
n=1
p¯n(x+ zL)
2
P(N ≥ n)+E1(x)+E2(x)
(29)
where
E1(x) := ∑
z∈Zd\0
∞
∑
n=1
P(N ≥ n) p¯n(x+ zL)
2
[1(n ↔ x+ zL)−1(n= x+ zL)] (30)
E2(x) := ∑
z∈Zd\0
∞
∑
n=1
P(N ≥ n)[pn(x+ zL)− p¯n(x+ zL)]1(n ↔ x+ zL) (31)
It therefore remains only to bound E1(x) and E2(x).
First consider E1(x). To this end, define G(y) : Z
d → R by
G(y) :=
∞
∑
n=1
p¯n(y)P(N ≥ n)1(n ↔ y)−
∞
∑
n=1
p¯n(y)P(N ≥ n)1(n= y) . (32)
Since 1(y 6↔ n) = 1(y ↔ n±1), for any y ∈ Zd , changing variables via n→ n−1 in
the first sum in (32) yields
G(y)≤ p¯1(y)+
∞
∑
n=1
|p¯n+1(y)− p¯n(y)| ,
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while changing variables in the second sum yields
G(y)≥−
(
p¯1(y)+
∞
∑
n=1
|p¯n+1(y)− p¯n(y)|
)
.
It then follows that
|E1(x,L)| ≤ 1
2
∑
z∈Zd\0
(
p¯1(x+ zL)+
∞
∑
n=1
|p¯n(x+ zL)− p¯n+1(x+ zL)|
)
(33)
Now fix δ ∈ (0,2). It follows from Lemma 5.2 that if z ∈ Zd \ 0 and 1 ≤ n ≤
⌈‖zL‖2−δ⌉ then for all 1≤ j ≤ n+ 1 we have
p¯ j(x+ zL)≤ c1(d)e−β1(d)Lδ ‖z‖δ (34)
with c1(d),β1(d) ∈ (0,∞). But, for any β > 0, we have
∑
z∈Zd\0
e−β L
δ ‖z‖δ ≤

2d+ eβ ∑
z∈Zd
‖z‖>1
e−β‖z‖
δ

 e−β Lδ (35)
It follows that there exist constants c2(d,δ ),β2(d) ∈ (0,∞) such that
∑
z∈Zd\0

p¯1(x+ zL)+ ⌈‖zL‖
2−δ ⌉
∑
n=1
|p¯n(x+ zL)− p¯n+1(x+ zL)|

≤ c2(d,δ )e−β2(d)Lδ .
(36)
To bound the remaining terms on the right hand side of (33) we apply Lemma 6.1,
which implies
∑
z∈Zd\0
∞
∑
n=⌈‖zL‖2−δ ⌉+1
|p¯n(x+ zL)− p¯n+1(x+ zL)|P(N ≥ n)
≤ c3(d) ∑
z∈Zd\0
∞
∑
n=⌈‖zL‖2−δ ⌉+1
n−d/2−1P(N ≥ n). (37)
with c3(d) ∈ (0,∞). But Markov’s inequality implies
∑
z∈Zd\0
∞
∑
n=⌈‖zL‖2−δ ⌉+1
1
nd/2+1
P(N ≥ n) ≤ E(NL) ∑
z∈Zd\0
∞
∑
n=⌈‖zL‖2−δ ⌉+1
1
nd/2+2
≤ E(N ) ∑
z∈Zd\0
∞
∑
n=⌈‖zL‖2−δ ⌉+1
∫ n+1/2
n−1/2
(t− 1/2)−d/2−2dt
=

2/(2+ d) ∑
z∈Zd\0
‖z‖−d−2+ε

 E(N )
Ld+2−ε
= c4(d,δ )
E(N )
Ld+2−ε
, (38)
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where ε := (1+ d/2)δ , and we note that c4(d,δ ) ∈ (0,+∞) whenever ε ∈ (0,2).
Combining (36), (37) and (38) yields
|E1(x)| ≤ a1(d,ε) E(N )
Ld+2−ε
(39)
with a1(d,ε) ∈ (0,∞).
The bound for E2(x) is obtained similarly, with the aid of the local central limit
theorem. If n ≤ ⌈‖zL‖2−δ⌉ with δ ∈ (0,2), then combining [29, Proposition 2.1.2]
with Lemma 5.2 implies
pn(x+ zL)≤ P
(
max
0≤i≤n
|Si| ≥ ‖x+ zL‖
)≤ c4(d)e−β3(d)‖zL‖δ , (40)
for some β3(d),c4(d) ∈ (0,∞). Combining (34), (40) and (35) then yields
∑
z∈Zd\0
⌈‖zL‖2−δ ⌉
∑
n=1
|pn(x+ zL)− p¯n(x+ zL)|P(N ≥ n)≤ c5(d,δ )e−β4(d)Lδ . (41)
with β4(d),c5(d,δ ) ∈ (0,∞).
The local central limit theorem for simple random walk (see e.g. [28, Theorem
1.2.1]) implies there exists c6(d) ∈ (0,+∞) such that
∑
z∈Zd\0
∞
∑
n=⌈‖zL‖2−ε⌉+1
|pn(x+ zL)− p¯n(x+ zL)|P(N ≥ n)1(n ↔ x+ zL)
≤ ∑
z∈Zd\0
∞
∑
n=⌈‖zL‖2−ε⌉+1
c6
nd/2+1
P(N ≥ n)
≤ c7(d,ε) E(N )
Ld+2−ε
(42)
where again ε = δ (1+d/2)∈ (0,2), and c7(d,ε)∈ (0,∞), with the last step following
from (38). Combining (41) and (42) then yields
|E2(x)| ≤ a2(d,ε) E(N )
Ld+2−ε
(43)
with a2(d,ε) ∈ (0,∞).
Finally, if (NL)L∈Z> is any sequence of N-valued random variables, then the
stated result follows by combining (29), (39) and (43).
Proof of Lemma 6.1. Fix γ,λ > 0. The triangle inequality implies that for any t > 0
we have
|t−γe−λ/t − (t + 1)−γe−λ/(t+1)|
=
∣∣∣t−γe−λ/t − (t + 1)−γe−λ/t +(t + 1)−γe−λ/t − (t + 1)−γe−λ/(t+1)∣∣∣
≤
∣∣t−γ − (t + 1)−γ∣∣e−λ/t +(t + 1)−γ ∣∣∣e−λ/t − e−λ/(t+1)∣∣∣
≤ t−γ
(
1−
(
1+
1
t
)−γ)
+ t−γ
(
e−λ/(t+1)− e−λ/t
)
(44)
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Now, the mean value theorem applied to y 7→ e−λ/y implies there exists ξ ∈ (t, t +1)
such that
e−λ/(t+1)− e−λ/t = λ
ξ 2
e−λ/ξ ≤ 1
t
λ
ξ
e−λ/ξ ≤ 1
t
(45)
Likewise, applying the mean value theorem to y 7→ 1− (1+ y)−γ implies that for any
x ∈ (0,1] there exists ξ ∈ (0,x) such that
1− (1+ x)−γ = γ (1+ ξ )−γ−1 x ≤ γ x
and therefore, for any t > 0, we have
1−
(
1+
1
t
)−γ
≤ γ
t
(46)
Applying (45) and (46) to (44) then implies that, for any λ ,γ, t > 0 we have
|t−γe−λ/t − t−γe−λ/(t+1)| ≤ (1+ γ)t−γ−1
and specializing to γ = d/2, t = n and λ = y2d/2 yields the stated result.
6.1 Proofs of Lemmas 5.2, 5.3 and 5.4
Proof of Lemma 5.2. Since |xi| ≤ L/2 and zi ∈ Z for all 1≤ i ≤ d, we have
(xi/L+ zi)
2 ≥ z2i /4
and the lower bound then follows immediately.
For the upper bound, we note that the Cauchy-Schwarz inequality implies
‖x2+ zL‖2 ≤ ‖x‖2+ 2‖x‖‖z‖L+L2‖z‖2
≤ d
4
L2+
√
d L2 ‖z‖+L2‖z‖2
≤
(
d
4
+
√
d+ 1
)
L2 ‖z‖2
where the penultimate inequality follows since ‖x‖ ≤√dL/2, while the last inequal-
ity follows because ‖z‖ ≥ 1. Since d ≥ 1, the stated result follows immediately.
Proof of Lemma 5.3. Let n ∈ N \ 0 and Bn = [−n,n]d ∩Zd . Let ∂Bn = Bn \Bn−1
be the set of vertices on the surface of the d-dimensional box. Since Bn−1 ⊂ Bn, it
follows that
|∂Bn|= |Bn|− |Bn−1|= (2n+ 1)d− (2n− 1)d ∼ d2dnd−1.
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It follows that
∑
z∈Zd\0
e−a‖z‖
2 ≤
∞
∑
n=1
e−an
2 |∂Bn|
≤ c1(d)
∞
∑
n=1
e−an
2
nd−1
≤ c1(d)
∫ ∞
1
e−a(t/2)
2
td−1dt
≤ c1(d)a−d/2
∫ ∞
0
e−s
2/4sd−1ds , (47)
with some constant c1(d) ∈ (0,∞). The last step changes variable s =
√
at. The upper
bound follows since
∫ ∞
0 e
−s2/4sd−1ds < ∞. Similarly, for the lower bound one has
∑
z∈Zd\0
e−a‖z‖
2 ≥
∞
∑
n=1
e−adn
2 |∂Bn|
≥ c2(d)
∞
∑
n=1
e−adn
2
nd−1
≥ c2(d)
∫ ∞
1
e−adt
2
(t/2)d−1dt
= c2(d)2
d−1a−d/2
∫ ∞
√
a
e−ds
2
sd−1ds , (48)
with some positive constant c2(d).
Proof of Lemma 5.4. We start by proving a bound for ∑∞z=1 e
−az2 with a > 0. Since
e−az2 ≤ e−a(t−1/2)2 for t ∈ [z− 1/2,z+ 1/2] and z ∈ N\ 0, we have
∞
∑
z=1
e−az
2 ≤
∞
∑
z=1
∫ z+1/2
z−1/2
e−a(t−1/2)
2
dt =
1√
a
∫ ∞
0
e−s
2
ds =
1
2
√
pi/a .
Similarly, a lower bound is followed as
∞
∑
z=1
e−az
2 ≥
∞
∑
z=1
∫ z+1/2
z−1/2
e−a(t+1/2)
2
dt =
1√
a
∫ ∞
√
a
e−s
2
ds =
1
2
√
pi
a
erfc(
√
a) .
Therefore, one has
1+
√
pi
a
erfc(
√
a)≤ ∑
z∈Z
e−az
2 ≤ 1+
√
pi/a
The lemma then follows by realising
∑
z∈Zd\0
e−az
2
=
d
∏
i=1
∑
zi∈Z
e−az
2
i − 1 .
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