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ABSTRACT
In this paper we investigate potential issues of fairness related
to the motion of mobile robots. We focus on the particular use
case of humanitarian mapping and disaster response. We start by
showing that there is a fairness dimension to robot navigation, and
use a walkthrough example to bring out design choices and issues
that arise during the development of a fair system. We discuss in-
direct discrimination, fairness-efficiency trade-offs, the existence
of counter-productive fairness definitions, privacy and other is-
sues. Finally, we conclude with a discussion of the potential of our
methodology as a concrete responsible innovation tool for eliciting
ethical issues in the design of autonomous systems.
CCS CONCEPTS
• Computing methodologies → Robotic planning; • Social
and professional topics→ User characteristics.
KEYWORDS
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1 INTRODUCTION
In recent years there has been a proliferation of research concerned
with the ethics of autonomous systems and artificial intelligence
[7–9]. For example, recent studies have shown that machine learn-
ing algorithms in recidivism prediction [1, 5], gender classification
[4], and other applications [2] can perform better for some people
compared to others. This concern has led to greater pressure on
developers to innovate responsibly, as well as to the development
of a great number of guidelines and principles for ethical develop-
ment [13]. Such guidelines and principles are helpful in providing
a framework for researchers and practitioners. However, they are
limited in terms of supporting to implement and satisfy the prin-
ciples in practice. For example, it is often not clear how “fairness”
or “beneficence” principles are relevant to a new technology in
practice.
Examples of social inequalities produced by seemingly fairness-
unrelated decision-making are numerous and extend well past re-
cent machine learning developments. In the field of “environmental
justice” [12], for example, researchers have argued that the imple-
mentation of some transportation policies, which could supposedly
improve mobility and access to jobs, can indirectly reinforce in-
equalities of opportunities [7]. Other work has shown that waste
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management sites are often concentrated on low-income, and high
racial-minority-percentage locations [12]. Often such policies do
no overtly target such populations, and inequalities of access or
exposure to harm can happen because people are not uniformly
distributed across space and are in fact usually distributed in ways
that relate to economic, cultural and racial factors [7, 12]. Discrim-
ination is also often embedded within housing markets and the
organization of institutions [12], which can implicitly influence
decision-making and decision outcomes.
These particular discussions of spatially-organized inequalities
also relate strongly to mobile robotics. Similar issues of environmen-
tal discrimination can be found, as we will see, in reconnaissance
robots, search-and-rescue robots and humanitarian robots, as they
could provide different benefits for high- and low-populated areas,
gentrified and young areas, etc.
In this paper, which summarizes a previous publication [3], we
investigate the concept of fairness in a humanitarian mapping robot
use case. We use this example to make several claims about fair
design in robot navigation, such as:
(1) Robot navigation paths can give rise to concerns of distribu-
tive fairness and indirect-discrimination;
(2) Fairness-aware navigation planners will involve efficiency-
fairness trade-offs;
(3) Enforcing certain formalizations of fairness in path planning
can be counter-productive;
(4) Design should be an iterative process of understanding the
fairness issues of the context at hand;
(5) Mathematical formalization and technology-deployment sim-
ulations can be a good tool to draw out fairness-related de-
sign decisions with stakeholders in the early stages of design.
2 FAIRNESS IN ROBOT NAVIGATION
2.1 Walkthrough mapping-robot example
Imagine a robot that is deployed in the aftermath of a humanitarian
disaster in order to find victims that need to receive support, and
communicate their location to a response team. This could be a
drone searching for earthquake victims. Let us call this a “rescue
drone”. The drone departs from a base station and needs to go
back to the same station for re-charging batteries after a maximum
distance is covered. The drone does several of these trips, although
we focus on a single trip in isolation.
Let us say this happens in a specific location—the city of Ox-
ford, UK—and we use census data to guide the robot towards high
population-density areas to increase efficiency. Population density
is not uniformly distributed in space. Furthermore, the region has
spatial biases related to age, ethnicity and gender, as shown in Fig-
ure 1. Like other cities [7], Oxford has neighborhoods of higher
concentration of minority ethnicities and of older populations than
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(a) Age (b) Ethnicity (c) Gender
Figure 1: Distribution of age, ethnicity and gender over the
whole city and a robot path around the city center.
the city center. The consequence for our rescue robot example
is the following: planned paths will have skewed distributions of
these personal characteristics. If for example the drone thoroughly
explores the area immediately around the base station it will find
many people because of population density, however most of whom
are young and healthy.
Let us suppose that the navigation planner is such that it thor-
oughly explores the region around the base-station because it is
highly populated. Figure 1 shows this path on top of the city map,
as well as the path-wise and city-wise personal characteristic dis-
tributions of age, ethnicity and gender. Figure 1 shows that, as
qualitatively seen on the maps, the distribution of age in the center
(along the robot’s path) is highly biased towards that of undergrad-
uate students, while the city-wide distribution is considerably more
uniform. The figure also shows that both the center and the city
as a whole are highly biased towards a “white English” ethnicity.
The center has an overrepresented “white other” and “Chinese”
population compared to the rest of the city.
2.2 Issues raised by this example
2.2.1 Indirect discrimination within robot navigation. The example
shows that robot navigation paths can be biased in favor or disfavor
of different people, as paths inherit spatial distribution biases. In
particular, the probability of being found by the robot was strongly
correlated with age and ethnicity.
In disaster response, such a robot could continue or even rein-
force common criticisms in disaster response missions: that policies
for selecting disaster response locations usually benefit particu-
lar groups of people [11]. Avoiding such discrimination explicitly
through algorithms could be a way not only to promote distributive
justice, but also to enforce a certain degree of political or commer-
cial neutrality in disaster response (i.e. to make sure that disaster
response agencies using robots do not favor a particular group).
2.2.2 Inequality can be unfair. While one of the goals of a humani-
tarian rescue robot is to find as many people as possible, notions
of priority also exist [11]. One accepted principle is to attend to
the people most-at-risk first [10, 11]. These could be people with
the lowest health-state, those living in low-quality accommodation
susceptible of collapse, those that have lower chances of survival
if not attended to, such as children and older adults, etc. In our
particular example, the fact that there is indirect discrimination of
age, with a bias towards the younger population, is unfair accord-
ing to such view of disaster response ethics. So while our robot
example is doing part of a disaster response team’s job—finding as
many people as possible—it is not respecting the context’s notion
of distributive fairness.
This example also raises the issue of identifying in which per-
sonal characteristics indirect discrimination is unfair. What about
the case where a rescue robot finds many people, primarily those
at highest risk, but at the same time is biased towards the white
population of the city—since it is slightly closer to the base station
than the neighborhoods of high minority-concentration? Should
this give rise to concern? According to defendants of affirmative
action it should, since it reinforces social inequalities that have
been ingrained in society (through urban policy, housing markets,
etc.) for generations.
It then becomes important to provide stakeholders with tools
to help identify these possible inequality outcomes of robot de-
ployment so that better design decisions can be made before robot
deployment. One such tool is the methodology that we use in this
paper—of simulating the robot’s deployment and predicting possi-
ble inequalities that can give rise to concerns of distributive fairness.
The example further raises the issue, however, of how one will reach
the “final” choice of fairness principles and protected characteristics
to use in an algorithm. This requires involvement of all stakeholders
in the decision process.
2.2.3 Robots must face dilemmas that humans already face. Think-
ing about the fairness issues related to disaster response locations
is not something new about rescue robots, but an inherent concern
of disaster response itself. For example, discussions and claims of
unfairness are raised regarding disaster response hospital locations
when they favor people of specific backgrounds, sometimes politi-
cally or commercially favorable to the country backing the response
[11]. Principles such as most-at-risk first [10, 11] are already used
in the field by human doctors. Thus, the rescue robot example also
shows that when robots are used to solve problems currently solved
by humans, they must face similar dilemmas currently faced by
human decision-makers.
3 DESIGNING FAIR ROBOT NAVIGATION
3.1 Objects of fairness in navigation
We now briefly formalize fairness in the context of robot navigation.
We distinguish between different objects of fairness in navigation:
Locations: Being fair to locations (e.g. neighborhoods) means that
we care about which locations will be visited by a robot: in partic-
ular, how often they will be visited, either in absolute value or in
comparison to other locations.
Protected characteristics: Being fair to protected characteristics
means that we care about the distribution of protected characteris-
tics of the people found along the robot’s path.
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3.2 Specifications of fairness in navigation
In [3] we provide formal specifications for a set of distributive jus-
tice principles in the context of navigation. These are, for example:
Demographic parity: Enforcing (or minimizing the distance to)
demographic parity. In the context of navigation this implies that
the event of a person being found along a robot’s path is indepen-
dent from group membership (i.e. a protected characteristic).
Rawlsian egalitarian fairness:maximizing the utility of theworst-
off, i.e. maximizing the visit counts of the least-visited region, or
the probability of being found for the least-likely group.
Affirmative action: Enforcing a desired distribution of location-
visits (e.g. region of priority 1 visited M times more than region of
priority 2) or protected characteristics (e.g. ratio of younger and
older people found along the planned path). This definition is gen-
eral enough to encompass demographic parity—which is equivalent
to a preference towards the distribution of the whole population.
3.3 Developing a fair navigation planner
In [3] we reach several conclusions regarding the issues involved
in the design of a fair system. Here is a brief summary:
3.3.1 Fairness may be infeasible, requires trade-offs. We found that
to decrease unfairness it is necessary to reduce the total population
found. We arrived at this conclusion by computing the Pareto-front
of two objectives: minimization of unfairness (Jensen-Shannon
distance to perfect demographic parity for the sake of example)
and maximization of efficiency (number of people found). Figure 2
shows this Pareto-front. Each point along the curve is a different
path of different unfairness and efficiency values. Figure 3 shows
the paths corresponding to the two extremes of the Pareto-front
(i.e. lowest and highest unfairness). In our example, lowering un-
fairness requires lowering efficiency because older people also live
more scattered and further away from the center than the younger
population. The figures also show that it was impossible for the
method to find a path of strict fairness, i.e. where demographic
parity is satisfied exactly, since the curve does not reach zero. This
is understandable because, firstly, extreme luck should exist for a
subsample of the city to exhibit exactly the same statistics as the
city as a whole. Secondly, Pareto-front estimation methods such
as the one we used are not guaranteed to find global minima since
that would require exhaustively searching all possible paths within
the map, which is unfeasible for the size of our problem.
In this situation, a stakeholder such as a decision-maker, emer-
gency responder or policy maker could use the Pareto-fronts them-
selves to make a more informed decision about efficiency and fair-
ness of the response, in a way that reflects the priorities and values
at play in the specific situation. The decision-maker could select
one of the solutions within the Pareto and thus explicitly weigh the
conflicting objectives according to context.
3.3.2 Current planningmethods provide few guarantees. Themethod
we used to generate these paths is not a traditional one in robotics:
it was based on evolutionary algorithms to compute Pareto-fronts
[3], which are algorithms that do not offer optimality guarantees.
Traditional methods (e.g. A* with an admissible heuristic) could also
have been used but they would require cost functions to be Mar-
kovian, i.e. the cost over a path to be equal to the sum of per-state
Figure 2: Pareto-curve showing the trade-off between the to-
tal population found along the robot’s path and the distance
to the desired distribution of age.
Figure 3: A thorough search path around the base (left) and
the two extreme Pareto-optimal paths (middle and right).
costs. This is not the case for our protected characteristic fairness
specification, and so a cumulative-cost approximation would have
to be used. In [3] we show that optimizing a cumulative-cost ap-
proximation would lead to twice higher unfairness in this case. So
current methods provide few guarantees: they will either try to op-
timize the desired fairness metric without optimality guarantees, or
they will optimize (with guarantees) a proxy metric that is different
from what we care about.
3.3.3 Fairness specifications can be counter-productive. We found
that some fairness specifications can lead to lower utility for all
groups, compared to demographic parity. For example, we com-
pared the result of promoting demographic parity on gender, with
the result of promoting strict-equality affirmative action (i.e. a 50-
50% ratio). We found out that strict-equality can lead to lower utility
for both male and female classes. In other words, all classes were
made worse-off just in order to find higher equality solutions.
Again, the use of fairness-related visualizations such as distribu-
tions and trade-offs is important to inform decision-makers about
the impact and effectiveness of the technical choice. Furthermore,
this example shows the advantage of simulating system deploy-
ments implementing different fairness definitions, in order to better
evaluate and predict their results. Finally, the example suggests that
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the process of specification—of selecting a definition of fairness—
could be the product of an iterative design and validation process.
3.3.4 Intuitive understanding. The particular metric we have used
for “unfairness” in Pareto-curves—distance to the fair distribution—
also raises questions about which metrics are most intuitive for
stakeholders to evaluate the degree to which a distributive principle
is satisfied. In this example we used Jensen-Shannon distance be-
tween distributions, but such a metric could arguably be considered
unintuitive. The intuitiveness and interpretability of the choice of
metric is an important topic of further research.
3.3.5 Design is an iterative process. A further issue that the exam-
ple raises is that there are possibly multiple personal characteristics
that a user or decision-maker cares about and would like to pay
respect to. These may not be obvious from the onset of robot de-
ployment. For example, a disaster response team might program a
fair navigation planner to respect a certain health and age-related
feature, only to later find out they have a bias towards high-income
neighborhoods that they would like to avoid. Alternatively, opti-
mizing for fairness in one characteristic may introduce new biases
in the paths that are again morally relevant.
Part of the specification process will hence be in the discovery
of which values matter for the application at hand, and how. This
process can only succeed if there exist value-sensitive tools [6] that
identify or support the identification of these issues. Our methodol-
ogy in [3] was to develop a resource of applicable formal definitions
that can be simulated to guide discussions and anticipate issues
before deployment, at the early stages of development.
4 DISCUSSION
4.1 Developing fair navigation planners
As we have shown, building “fair navigation planning” algorithms
certainly requires more than optimizing a fairness metric. We be-
lieve the ethical development and deployment of fair navigation
algorithms requires work on multiple fronts.
4.1.1 Transparency. Planners should provide an intuitive under-
standing, through appropriate visualizations, statistics, or metrics,
of the fairness characteristics of navigation plans. Planners should
be equipped with data and tools for the analysis of fairness across
multiple variables and specifications, in order to allow impact and
fairness-related issues to be spotted by stakeholders.
4.1.2 Human autonomy. In order to allow humans to responsibly
use such tools, they need to be able to understand and control
the trade-offs between fairness and other task objectives. This will
require the use of visualization and human-in-the-loop design fea-
tures. For example, Pareto-curves of the different objectives can
serve as interesting visualizations and decision-aids. Additionally,
users should be able to interface with the planning methods in
order to include considerations of relevant expert knowledge, such
as adding intermediate goals, biasing paths to certain solutions,
or adjusting estimates of risk and utility (e.g. building damage or
population density in the rescue case).
4.1.3 Privacy. Promoting distributive fairness over protected char-
acteristics in navigation requires data on the distribution of these
features themselves. This comes at the cost of having to gather
such data, but also of potential privacy issues within the collection,
analysis or security breaches of the data.
4.1.4 Data availability and input. Fairness with respect to loca-
tions cannot be fulfilled if there are missing locations in a map,
and similarly for fairness on protected characteristics. For fair nav-
igation planning systems to be reliable, data and models of the
relevant fairness features will be required. For example, population
statistics over a map should be available to the planning algorithms.
Some of these already exist—census data can be detailed in some
countries—though they could arguably only be available in privi-
leged circumstances. This calls for implementing ways for operators
and stakeholders to populate maps with demographics from un-
structured data and human knowledge. Finally, even if demographic
statistics are difficult to obtain in many humanitarian situations,
implementing fairness at the level of locations may still be desirable.
4.2 Methodological contribution
Rather than only reflecting on general principles of fairness or
requesting stakeholders to anticipate the consequences of an in-
novation, we believe that formal models and simulation-based in-
vestigation provide a more solid foundation on which to initiate
discussions that can anticipate the consequences of an innovation.
So, in the case of robot navigation it is possible to provide examples
of particular decisions made in the design of an algorithm and their
consequences. This can be a resource in stakeholder workshops
where potential users, developers, policy makers and members of
the general public seek to anticipate the implications of a techno-
logical innovation. Modelling, formal specification and simulation
can help provide a more systematic and informed foundation to
such discussions, prior to any development taking place.
5 CONCLUSION
In this paper we explored the concept of fairness in the seemingly
mundane, value-neutral, technical problem of robot navigation.
We showed that there is a fairness dimension to robot navigation,
using a walkthrough example of a humanitarian rescue robot. We
discussed how mobile robots will have to face similar dilemmas
that humans already face. We then applied theories of distributive
justice to our navigation problem and used them to simulate robot
deployment outcomes, ground discussions of fairness and design
across multiple stakeholders, and anticipate issues. We showed
that fairness-aware navigation planners will involve efficiency-
fairness trade-offs, that their design should be an iterative process
of understanding the fairness issues of the context at hand, and that
current planning methods have downsides that need be addressed.
This paper also sets the ground for a new research field of fair
planning. Several challenges still lie ahead. Part of those are techni-
cal challenges of designing efficient, interpretable, formally verifi-
able and optimal methods. Another part is related to responsible
innovation and value-sensitive design through appropriate analysis,
visualization and participation tools.
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