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Linearly transformed ordered binary decision diagrams (LTOBDDs) have
been suggested as a generalization of OBDDs for the representation and
manipulation of Boolean functions. Instead of variables as in the case of
OBDDs, parities of variables may be tested at the nodes of an LTOBDD. By
this extension it is possible to represent functions in polynomial size that do
not have polynomial size OBDDs, e.g., the characteristic functions of linear
codes. In this paper lower bound methods for LTOBDDs and some general-
izations of LTOBDDs are presented and applied to explicitly defined func-
tions. By the lower bound results it is possible to compare the set of functions
with polynomial size LTOBDDs and their generalizations with the set of
functions with polynomial size representations for many other restrictions of
BDDs. © 2002 Elsevier Science (USA)
1. INTRODUCTION
Branching programs or binary decision diagrams (BDDs) are a representation of
Boolean functions with applications in complexity theory and in programs for
hardware design and verification as well. In complexity theory branching programs
are considered as a model of sequential computation. The goal is to prove upper
and lower bounds on the branching program size for particular Boolean functions
in order to obtain upper and lower bounds on the sequential space complexity of
these functions. Since for unrestricted branching programs no method to obtain
exponential lower bounds is known, a lot of restricted variants of branching
programs have been considered; for an overview see, e.g., Razborov [24].
In hardware design and verification, data structures for the representation and
manipulation of Boolean functions are needed. The most popular data structure
are ordered binary decision diagrams (OBDDs), which were introduced by Bryant
[4]. They allow the compact representation and the efficient manipulation of many
important functions. However, there are a lot of other important functions for
which OBDDs are much too large. For this reason a large number of generaliza-
tions of OBDDs has been proposed as a data structure for Boolean functions.
Many of these generalizations are restricted branching programs that are also
investigated in complexity theory. Hence, the lower and upper bound results and
methods from complexity theory are also useful in order to compare the classes of
functions for which the different extensions of OBDDs have polynomial size.
In this paper we consider several variants of branching programs that are
obtained by introducing linear transformations in OBDDs or generalized variants
of OBDDs. In order to explain the differences between ordinary OBDDs and
OBDDs with linear transformations we first recall the definition of BDDs/branch-
ing programs and of OBDDs. A BDD or branching program for a function
f(x1, ..., xn) is a directed acyclic graph with one source node and two sinks. The
sinks are labeled by the Boolean constants 0 and 1. Each internal node is labeled by
a variable xi and has an outgoing 0-edge and an outgoing 1-edge. For each input
a=(a1, ..., an) there is a computation path from the source to a sink. The compu-
tation path starts at the source and at each internal node labeled by xi the next edge
of the computation path is the outgoing ai-edge. The label of the sink reached by
the computation path for a is equal to f(a). The size of a branching program or
BDD is the number of internal nodes. In OBDDs the variables have to be tested on
each computation path at most once and according to a fixed ordering. In com-
plexity theory OBDDs are also called oblivious read-once branching programs.
In the following we call an expression xi(1) À · · · À xi(k) a linear test. A generalized
variable ordering over x1, ..., xn is a sequence of n linearly independent linear tests.
In linearly transformed OBDDs (LTOBDDs) the internal nodes may be labeled by
linear tests instead of single variables as in the case of OBDDs. However, on each
computation path the tests have to be arranged according to a fixed generalized
variable ordering. The function f represented by an LTOBDD is evaluated in the
obvious way: The computation path for some input a=(a1, ..., an) starts at the
source. At an internal node labeled by xi(1) À · · · À xi(k) the outgoing edge labeled
by ai(1) À · · · À ai(k) has to be chosen. The label of the sink at the end of the com-
putation path is equal to f(a).
In Section 2 we present an alternative definition of LTOBDDs. There we also
define several extensions of LTOBDDs. An example of an LTOBDD is shown in
the left of Fig. 1. We remark that the linear independence of the linear tests of a
generalized variable ordering is necessary, since otherwise not all inputs can be dis-
tinguished by the LTOBDD and, therefore, not all functions can be represented
under this fixed order of linear tests.
The evaluation of linear tests instead of single variables at the nodes of BDDs
was already suggested by Aborhey [1] who, however, only considers decision trees.
Linearly transformed OBDDs have been suggested as a generalization of OBDDs
(Meinel et al. [22]), since they are a more compact representation of Boolean func-
tions than OBDDs. The results of Bern et al. [2] on transformed BDDs imply that
some of the algorithms for the manipulation of OBDDs can also be applied to
LTOBDDs such that existing OBDD packages can easily be extended to
LTOBDDs. Furthermore, the well-known sifting algorithm due to Rudell [25] for
the computation of (heuristically) good variable orderings for OBDDs can be
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FIG. 1. An example of an LTOBDD with the generalized variable ordering x1 À x2 À x3, x1 À x2, x4,
x1 À x3 for some function f and of an OBDD for some function g such that f(x)=g(A·x).
adapted to compute good generalized variable orderings for LTOBDDs (Meinel et
al. [22]). Günther and Drechsler [11] present an algorithm for computing optimal
generalized variable orderings.
An example showing that polynomial size LTOBDDs are more powerful than
polynomial size OBDDs was presented by Günther and Drechsler [12]. For a
comparison of polynomial size LTOBDDs with other restricted variants of branch-
ing programs we consider the characteristic functions of linear codes. For more
details about linear codes we refer to MacWilliams and Sloane [21]. It is easy to
see that all characteristic functions of linear codes can be represented by LTOBDDs
of linear size: In order to check whether a word x belongs to a linear code it suffices
to test whether the inner product of x and each row of the parity check matrix of
the code is equal to 0. For each row we can choose a linear test that is equal to the
inner product of the row and the input. Since the rows of the parity check matrix
are linearly independent, we can choose these linear tests as a generalized variable
ordering of an LTOBDD, and an LTOBDD computing the NOR of these linear
tests also computes the characteristic function of the code. On the other hand,
exponential lower bounds on the size of many restrictions of branching programs
are known for the characteristic functions of certain linear codes: Exponential lower
bounds for syntactic read-k-times branching programs are proved by Okol’nish-
nikova [23], for nondeterministic syntactic read-k-times branching programs by
Jukna [15], for semantic (1,+k)-branching programs by Jukna and Razborov
[17], and for À OBDDs by Jukna [16]. The definition of À OBDDs is given in
Section 2. We omit the definitions of the other variants of branching programs
since they are not the subject of this paper, but we would like to point out that
these variants of branching programs belong to the most powerful ones for which
exponential lower bounds can be proved.
The aim of this paper is to present methods to prove exponential lower bounds
on the size of LTOBDDs and some generalizations of LTOBDDs. Many lower
bounds for restricted BDDs have been proved by arguments based on communica-
tion complexity theory. Roughly, the BDD is cut into two parts such that some
LOWER BOUNDS FOR LINEARLY TRANSFORMED OBDDS AND FBDDS 421
part of the input is only known in the first part of the BDD and the other part of
the input only in the second part of the BDD. If the computation of the considered
function requires the exchange of a large amount of information between those two
parts of the input, the cut through the BDD and, therefore, also the BDD has to be
large. For LTOBDDs this approach is more difficult to apply. If in one part of the
LTOBDD x1 À x2 is tested and in the other part x1 À x3 is tested, one can hardly
say that nothing about x1 is known in one of the parts of the LTOBDD. The main
result of this paper is to show how to overcome this problem.
The paper is organized as follows. In Section 2 we recall the definitions of several
variants of BDDs and define the corresponding variants of LTOBDDs. In Section 3
we present lower bound methods for LTFBDDs (i.e., LTOBDDs with a relaxed
variable ordering condition) and in Section 4 for nondeterministic variants of
LTOBDDs. Finally, we summarize our results and compare the classes of functions
with polynomial size LTOBDDs with the corresponding classes for other variants
of BDDs.
2. FURTHER DEFINITIONS
Before we define some generalizations of LTOBDDs we discuss an alternative
definition of LTOBDDs, which is equivalent to that given in the Introduction and
will be useful in our lower bound proofs. In order to simplify the notation we
always assume that vectors are column vectors and we also use vectors as argu-
ments of functions. Furthermore we only consider vector spaces over F2. Then an
LTOBDD for some function f consists of an OBDD for some function g and a
nonsingular matrix A such that f(x)=g(A·x). In order to illustrate this definition
Fig. 1 shows an LTOBDD for some function f and an isomorphic OBDD for some
function g such that f(x)=g(A·x) for
A=R1 1 1 01 1 0 0
0 0 0 1
1 0 1 0
S .
We now define some generalizations of OBDDs and the linearly transformed
variants of these generalizations. In FBDDs (free BDDs, also called read-once
branching programs) on each computation path each variable is tested at most
once. This property is also called the read-once property. An LTFBDD for some
function f consists of an FBDD for some function g and a nonsingular matrix A
such that f(x)=g(A·x). If we draw LTFBDDs as FBDDs with linear tests at the
internal nodes, we see that at most n different linear tests may occur in an
LTFBDD. Another possibility to define LTFBDDs is to allow an arbitrary number
of different linear tests. We call the resulting variant of LTFBDDs strong
LTFBDDs: In a strong LTFBDD the linear tests of each computation path have to
be linearly independent. This definition is quite natural, since the term ‘‘free’’ in the
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name FBDD means that a path leading from the source to some node v can be
extended to a computation path (a path corresponding to some input) via the
0-edge leaving v and the 1-edge as well. In a BDD this is obviously equivalent to the
read-once property. In linearly transformed BDDs this is possible iff on each path
the linear tests performed on this path are linearly independent.
We compare the three variants of linearly transformed BDDs: In LTOBDDs for
each computation path the sequence of performed linear tests is a subsequence of a
fixed sequence l1, ..., ln of linearly independent linear tests. In LTFBDDs on each
computation path some subset of the same set {l1, ..., ln} of linearly independent
linear tests is performed. In strong LTFBDDs on each computation path an arbi-
trary set of linearly independent linear tests is allowed. Hence, an LTFBDD is also
a strong LTFBDD, while the opposite is not necessarily true. We shall even see in
the following section that polynomial size strong LTFBDDs are more powerful
than polynomial size LTFBDDs such that the name strong LTFBDD is justified.
A nondeterministic OBDD is an OBDD where each internal node may have an
arbitrary number of outgoing 0-edges and 1-edges. Hence, for each input there may
be more than one computation path. A function represented by a nondeterministic
OBDD takes the value 1 on the input a if there is at least one computation path for
a that leads to the 1-sink. À OBDDs are syntactically defined as nondeterministic
OBDDs. However, a À OBDD computes the value 1 on the input a if the number
of computation paths for a from the source to the 1-sink is odd. We may define
nondeterministic LTOBDDs and À LTOBDDs by introducing a nonsingular
transformation matrix A as described above or by allowing linear tests at the inter-
nal nodes, where a generalized variable ordering has to be respected.
The investigation of À OBDDs is motivated by polynomial time algorithms for
several important operations on Boolean functions, which are presented by Gergov
and Meinel [10] and Waack [27]. It is straightforward to extend most of these
algorithms to À LTOBDDs. We shall see that polynomial size À LTOBDDs can
represent a larger class of functions than À OBDDs. On the other hand, we also
obtain exponential lower bounds for À LTOBDDs.
Another motivation for lower bound proofs for À OBDDs and À LTOBDDs is
their relationship to other variants of OBDDs that are used in programs for VLSI
design. Such variants are ordered functional decision diagrams (OFDDs), which
were introduced by Kebschull et al. [19]. OFDDs are syntactically defined as
OBDDs, but evaluated in a different way: Each computation path starts at the
source. At an internal node labeled by xi a computation path may proceed via the
outgoing 0-edge, if ai=0, and it may proceed via the outgoing 0-edge or the outgo-
ing 1-edge, if ai=1. Similar to À OBDDs f(a)=1 iff the number of computation
paths for a to the 1-sink is odd. By the given definition it is easy to observe that
OFDDs can be replaced by À OBDDs of the same size (Gergov and Meinel [10]).
The same holds for so-called OKFDDs (Ordered Kronecker FDDs), which are an
extension of OFDDs (Drechsler et al. [7]). In the same way as described above
linear transformations can be introduced into OFDDs and OKFDDs, and many of
the algorithms on OFDDs and OKFDDs easily generalize to the linearly trans-
formed versions. Since linearly transformed OFDDs and OKFDDs can be
simulated by À LTOBDDs without increasing the size, our lower bound for
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À LTOBDDs implies the same lower bound for the linearly transformed variants of
OFDDs and OKFDDs.
3. LOWER BOUNDS FOR LTFBDDS AND A COMPARISON OF LTFBDDS
AND STRONG LTFBDDS
Lower bounds for FBDDs or read-once branching programs can be proved by
cut-and-paste arguments as first shown by Wegener [28] and Zˇa´k [29]. In order to
apply the cut-and-paste arguments to a function f it suffices to prove that the
function f is k-mixed. This property was defined by Jukna [14]. We recall its defi-
nition: A function f : {0, 1}nQ {0, 1} is called k-mixed iff for all subsets V of the
set of variables, where |V|=k, the 2k subfunctions of f that are obtained by setting
the variables in V in all possible ways to constants are different.
The proof of the following lower bound on the FBDD size for k-mixed functions
can be found in Ga´l [9], but it is also implicitly contained in Dunne [8] and Jukna
[14].
Theorem 1. If f is k-mixed, the FBDD size of f is bounded below by 2k−1.
This immediately implies the following lemma that describes a method for
proving lower bounds for LTFBDDs.
Lemma 2. Let f : {0, 1}nQ {0, 1} and k \ 2. If for all nonsingular matrices A the
function g, for which f(x)=g(Ax), is k-mixed, the LTFBDD size for f as bounded
below by 2k−1.
In order to make it easier to apply this method to a particular function we for-
mulate a condition that implies that all functions g are k-mixed for which
f(x)=g(Ax) for some nonsingular matrix A.
Lemma 3. Let f : {0, 1}nQ {0, 1} and let k \ 1. If for all k×n matrices D with
linearly independent rows, for all c=(c0, ..., ck−1) ¥ {0, 1}k and for all z ¥ {0, 1}n,
z ] (0, ..., 0), there is an x ¥ {0, 1}n such that D·x=c and f(x) ] f(x À z), the
LTFBDD size for f is bounded below by 2k−1.
Proof. Let f be a function fulfilling the assumptions of this lemma. By
Lemma 2 it suffices to prove that this implies that for all nonsingular matrices A the
function g for which g(Ax)=f(x) is k-mixed. Let a nonsingular matrix A be given.
In order to prove that g is k-mixed, let some subset V of the variables that g
depends on be given, where |V|=k. Let v and vŒ be different assignments to the
variables in V. We have to show that substituting the variables in V by v and vŒ
yields different subfunctions of g. In the following let [s, t] denote the assignment
to all variables that is consistent with s and t, where s is an assignment to the
variables in V and t is an assignment to the variables that are not contained in V.
Let D be the k×n-submatrix of A whose rows correspond to the variables in V.
Let z be chosen in such a way that Az=[vÀ vŒ, (0, ..., 0)]. In particular,
z ] (0, ..., 0). By the assumption of the lemma there is an x ¥ {0, 1}n such that
Dx=v and f(x) ] f(x À z). Since Dx=v, there is a vector w ¥ {0, 1}n−k such that
[v, w]=Ax.
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Then g([v, w])=g(Ax)=f(x)] f(xÀ z)=g(AxÀAz)=g([v, w]À ([vÀ vŒ, (0, ...,
0)]))=g([vŒ, w]); i.e., the subfunctions obtained by substituting the variables in V
by v and vŒ are different. L
We remark that the condition z ] (0, ..., 0) can be relaxed to Dz ] (0, ..., 0),
which, however, is not needed in the following lower bound proof. We now apply
this method to a particular function. We call the function defined in the following
the matrix storage access function MSA. A similar function was considered by
Jukna et al. [18]. Let n be a power of 2 and let b=NN(n−1)/log nM1/2M. Let
x0, ..., xn−1 denote the input variables. The bits x1, ..., xn−1 are partitioned into
t=log n matrices C0, ..., C t−1 of size b×b and possibly some remaining variables,
while x0 is not contained in any matrix. Let si(x)=1 if the matrix C i contains a
row consisting of ones only, and let si(x)=0 otherwise. Let s(x) be the value of
(st−1(x), ..., s0(x)) interpreted as a binary number. Then
MSA(x0, ..., xn−1)=˛x0 if s(x)=0,
x0 À xs(x) if s(x) > 0.
Theorem 4. Every LTFBDD forMSA has size 2W((n/log n)
1/2).
Proof. It suffices to show that for k=b−2 the assumptions of Lemma 3 are
fulfilled. Let a k×n-matrix D with linearly independent rows, a vector c=
(c0, ..., ck−1), and a vector z ¥ {0, 1}n, z ] (0, ..., 0), be given. We are going to con-
struct an input x for which D·x=c andMSA(x) ]MSA(xÀ z).
If z0=1, we choose s*=0. Otherwise let s* be some index such that zs*=1. We
shall construct an input x such that s(x)=s* and s(x À z)=s* as well. Then, if
s*=0, it holds that MSA(x)=x0 ] x0 À z0=MSA(xÀ z) and, if s* ] 0, we have
MSA(x)=x0 À xs(x) ] (x0 À z0) À (xs(x À z) À zs(x À z))=MSA(xÀ z) as required.
Let (s*t−1, ..., s*0) be the representation of the chosen value for s* as a binary
number. For i=0, ..., t−1 we successively construct linear equations of the form
xj=0 or xj=1, which make sure that for x and x À z the matrix C i contains a row
consisting of ones only, if s*i=1, or that C i contains a column consisting of zeros
only, if s*i=0. Hence, for each solution x of the system of equations the numbers
s(x) and s(x À z) take the value s* and MSA(x) ]MSA(xÀ z). However, we also
have to make sure that the equations D·x=c are fulfilled. Hence, we shall choose
the equations xj=0 or xj=1 in such a way that the vectors of coefficients of all
equations together with the rows of D are a linearly independent set. Then there is a
solution x for the system of all considered linear equations such that D·x=c and
MSA(x) ]MSA(xÀ z).
For each i=0, ..., t−1 we inductively construct 2b equations where the left-hand
sides are single variables from the matrix C i. These equations make sure that si(x)
and si(x À z) take the value s*i. Let i \ 0. Assume that for the matrices C0, ..., C i−1
the equations are already constructed. We show how to choose the equations for
the matrix C i. Up to now we have 2bi+k=2bi+b−2 equations (for the matrices
C0, ..., C i−1 and for the rows of D) with linearly independent vectors of coefficients.
Let Bi be the set of vectors of coefficients of all these equations.
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In the following we use the notation x ip, r in order to refer to the input bit in the
pth row and rth column of the matrix C i, and the notation z ip, r for the correspond-
ing bit of z.
W.l.o.g. let s*i=1. Let us consider the pth and the qth row of C i, where p
and q are specified later on. These rows consist of the variables x ip, 1, ..., x
i
p, b
and x iq, 1, ..., x
i
q, b, respectively. Then we construct the linear equations
x ip, 1=1, ..., x
i
p, b=1, x
i
q, 1=z
i
q, 1 À 1, ..., x iq, b=z iq, b À 1. The equations for the pth
row make sure that in the input x this row only consists of ones and the equations
for the qth row make sure that in the input x À z this row only consists of ones. If
s*i=0, we may similarly ensure that the pth and qth column consist of zeros only.
It remains to show how to choose p and q such that the set of vectors of coefficients
of the resulting system of linear equations are linearly independent. For
p ¥ {1, ..., b} let Vp denote the set of vectors of coefficients of the equations
x ip, 1=1, ..., x
i
p, b=1.
Claim. There is some p ¥ {1, ..., b} such that Bi 2 Vp is linearly independent.
In order to prove the claim we assume for a contradiction that for all
j ¥ {1, ..., b} the set Bi 2 Vj is not linearly independent. Then for each j, there is a
linear combination wj ] (0, ..., 0) of vectors of Vj which is simultaneously a linear
combination of vectors of Bi. Hence, the dimension of the vector space spanned by
Bi 2 {w1, ..., wb} is equal to the dimension of the vector space spanned by Bi; i.e.,
2bi+b−2.
On the other hand, recall that Bi consists of the rows of D and of a set B
−
i of 2bi
vectors for equations with a single variable on the left-hand side. Obviously
B −i 2 {w1, ..., wb} is a linearly independent set and the dimension of the vector space
spanned by B −i 2 {w1, ..., wb} is 2bi+b. Since this vector space is a subset of the
vector space spanned by Bi, which has the dimension 2bi+b−2, we obtain a con-
tradiction, which implies the claim.
Hence, there is some row p such that Bi 2 Vp is linearly independent. We remove
this row from C i and obtain a matrix with b−1 rows. Then we may apply the same
arguments in order to obtain a second row q such that Bi 2 Vp 2 Vq is a linearly
independent set.
Altogether, we obtain a system of linear equations where the set of vectors of
coefficients is linearly independent. Let x be a solution. Then the linear equations
enforce that D·x=c, that s(x)=s(xÀ z), and, by the case distinction above, that
MSA(x) ]MSA(xÀ z). This completes the proof of Theorem 4. L
In the following we prove a polynomial upper bound on the size of strong
LTFBDDs for MSA. Hence, polynomial size strong LTFBDDs represent a larger
class of functions than polynomial size LTFBDDs, and we get a justification to
distinguish between these two restrictions of linearly transformed BDDs.
Proposition 5. There is a strong LTFBDD forMSA with O(n2/log n) nodes.
Proof. It is easy to construct an OBDD Pi for the computation of si(x). The
OBDD tests the variables of C i in a rowwise variable ordering. If a row only con-
sisting of ones is found, the 1-sink is reached. If in some row a 0-entry is found, the
remaining variables of the row are skipped and for the next row it is tested whether
it is a row consisting of ones only. The size of this OBDD is b2.
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In order to compute s(x) we arrange the OBDDs Pi in a complete binary tree of
depth t. At the root there is a copy of Pt−1. In the cases st−1(x)=0 and st−1(x)=1
different copies of Pt−2 are reached, and so on. At the leaves of the tree we know
the value of s(x). If s(x)=0, a test of x0 suffices to compute the value of the func-
tion. At the leaf that is reached for some s(x) > 0 we perform the linear test
x0 À xs(x) in order to compute the value of the function.
It is easy to see that this linearly transformed BDD represents the functionMSA
and that its size is bounded by O(n2/log n). Since in the binary tree only single
variables are tested and x0 is not tested there, the tests x0 and x0 À xs(x) performed
at the last level are not linear combinations of the tests of the previous levels.
Hence, the constructed linearly transformed BDD is a strong LTFBDD. L
4. LOWER BOUNDS FOR LTOBDDS, À LTOBDDS, AND
NONDETERMINISTIC LTOBDDS
LTOBDDs, À LTOBDDs, and nondeterministic LTOBDDs have in common
that they respect a generalized variable ordering. We prove that it is possible to
generalize communication complexity based arguments for proving lower bounds to
the case of OBDDs with generalized variable orderings. In this way we not only
obtain lower bounds for LTOBDDs (which are also implied by the lower bounds
on LTFBDDs proved in the last section) but also lower bounds for the nondeter-
ministic variants of LTOBDDs. We briefly recall some basic definitions of com-
munication complexity; for more details we refer to the monographs of Hromkovicˇ
[13] and Kushilevitz and Nisan [20].
The communication complexity of a function f is defined by means of a com-
munication game between two players, Alice and Bob, who cooperatively evaluate
f for some input x0, ..., xn−1. Alice gets some part {x0, ..., xl−1} of the input and
Bob the remaining part {xl, ..., xn−1}. The players are allowed to send messages to
the other player, where each message may only depend on the input of the particu-
lar player and the previous messages of the other player. Finally, one of the players
has to be able to compute f(x0, ..., xn−1). The communication complexity of f with
respect to the partition ({x0, ..., xl−1}, {xl, ..., xn−1}) is defined as the minimum
number of bits of all messages that are needed to evaluate f correctly for all inputs,
where the minimum is taken over all possible protocols. Similarly, nondeterministic
and parity nondeterministic communication protocols may be defined leading to
the nondeterministic and parity nondeterministic communication complexity.
Communication complexity theory provides methods to prove lower bounds on the
deterministic, nondeterministic and parity nondeterministic communication com-
plexity of explicitly defined Boolean functions. It is well known that lower bounds
on the communication complexity for some function f can be used to prove lower
bounds on the OBDD size for f (see, e.g., Bryant [5]).
The following theorem describes a method how to obtain lower bounds on the
nondeterministic LTOBDD size and À LTOBDD size for some function by con-
sidering the nondeterministic communication complexity or parity communication
complexity, resp., for certain subfunctions of f. After proving the theorem, we
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apply the lower bound method to a particular function. Finally, in Theorem 10 and
Lemma 11 we present a modification of this lower bound method. By this modifi-
cation lower bounds can be proved only for LTOBDDs; however, it is possible to
prove such lower bounds also for functions with polynomial size nondeterministic
LTOBDDs and polynomial size À LTOBDDs.
Theorem 6. Let f : {0, 1}nQ {0, 1}, let X={x0, ..., xn−1} be the set of
variables, and let c ¥N. The nondeterministic LTOBDD size (or À LTOBDD size,
resp.) for f is bounded below by 2c−1 if
,W ıX ,u, v ¥N, where 2 |W|+2u+3v [ |X|
-U, V ıX, such that |U|=u, |V|=v and U, V, W pairwise disjoint
,a ¥ {0, 1}W:
(i) f| a essentially depends only on variables in U 2 V and
(ii) the nondeterministic (or parity nondeterministic, resp.) communication
complexity of f| a with respect to the partition (U, V) is at least c.
Proof. We assume for a contraction that there is a nondeterministic LTOBDD
(or À LTOBDD) G for f of size less than 2c−1. Let A be the transformation matrix
of G and let B=A−1. We are going to show that the condition described in the
theorem does not hold, i.e., that for all W ıX and for all u, v ¥N, where
2 |W|+2u+3v [ |X|, there exist U, V ıX with |U|=u, |V|=v, and U, V, W
pairwise disjoint such that for all a ¥ {0, 1}W condition (i) does not hold or condi-
tion (ii) does not hold.
Let some set W and numbers u and v be given such that 2 |W|+2u+3v [ n. Let
w=|W|. We show how to choose U and V. Let q be a number for which the
inequalities
q [ n−u−v−w and (1)
q \ u+2v+w (2)
are fulfilled. Such a number q exists since the assumption 2 |W|+2u+3v [ n on u
and v implies that n−u−v−w \ u+2v+w such that the conditions (1) and (2) on q
are not contradictory. Let p=n−q.
We partition the matrix B into a left part BL consisting of the first p columns,
and a right part BR consisting of the last q columns. For some set U ıX let B[U]
denote the submatrix of B only consisting of the rows of B corresponding to the
variables in U. Let BL[U] denote the left part (consisting of the first p columns) of
B[U]. Let BR[U] be defined similarly.
We are going to construct the sets U and V in three steps.
Step 1. Construction of UŒ ıX with |UŒ|=u+v.
Since B is nonsingular, the rank of BL is equal to p. We choose a basis of the
vector space spanned by the rows of BL[W] that only consists of rows of BL[W].
Such a basis contains at most w rows. We extend this basis to a basis of the
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vector space spanned by the rows of BL. During this extension at least
rank(BL)−w=p−w=n−q−w \ u+v rows are chosen. Here we use inequality
(1). From these rows we choose some subset of size u+v. Let UŒ denote the set of
the variables corresponding to these rows.
Step 2. Construction of V with |V|=v.
Since B is nonsingular, the rank of BR is equal to q. We choose a basis of the
vector space spanned by the rows of BR[W 2 UŒ] that only consists of rows of
BR[W 2 UŒ]. Such a basis contains at most w+(u+v) rows. We extend this basis to
a basis of the vector space spanned by the rows of BR. During this extension at least
rank(BR)−(w+u+v) \ v new rows are chosen. Here we use inequality (2). From
these rows we select some subset of size v. Let V denote the set of variables corre-
sponding to these rows.
Step 3. Construction of U with |U|=u and U ı UŒ.
The dimension of the vector space spanned by BL[W 2 V] is at most w+v. We
choose a basis of the vector space spanned by the rows of BL[W 2 V] that only
consists of rows of BL[W 2 V] and extend this basis to a basis of the vector space
spanned by BL[W 2 V 2 UŒ] where we only choose rows from BL[UŒ]. During the
extension at least
rank(BL[W 2 V 2 UŒ])− rank(BL[W 2 V])
\ rank(BL[W 2 UŒ])− rank(BL[W 2 V])
\ w+(u+v)−(w+v)=u
new rows are chosen. From these rows we select some subset of size u. Let U denote
the set of variables corresponding to these rows.
Now let some assignment a to the variables in W be given. If f| a essentially
depends on some variable not contained in U 2 V, condition (i) does not hold such
that there is nothing to show. Hence, let f| a essentially depend only on variables in
U 2 V. We shall prove that condition (ii) does not hold.
Before we can describe a communication game for computing f| a we consider
two systems of linear equations. The first one is
B[W]·y=a. (3)
Since the rows of B are linearly independent, there is a solution for this system of
equations. Let L denote an arbitrary but fixed solution. Let LL denote the first p
coordinates ofL andLR the last q coordinates.
In order to present the second system of linear equations let xU ¥ {0, 1}U and
xV ¥ {0, 1}V. For each such assignment we may construct the following system of
linear equations.
BL[W]·yL=BL[W]·LL BR[W]·yR=BR[W]·LR
BL[U] ·yL=BR[U] ·LR À xU BR[U] ·yR=BR[U] ·LR
BL[V] ·yL=BL[V] ·LL BR[V] ·yR=BL[V] ·LL À xV
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The only variables in this system of equations are denoted by y, where again yL
denotes the first p coordinates of y and yR the last q coordinates. All other names
denote constants. In order to argue that for each choice of (xU, xV) the system has a
solution, we first note that we may consider the equations arranged in the left
column and in the right column separately since they are defined on disjoint sets of
variables. Let us consider the left column. The system consisting of the equations in
the first and third row is solvable sinceLL is a solution. Since U is chosen in such a
way that the rows of BL[U] are linearly independent and an extension of a basis of
BL[W 2 V], also the combination of this system with the equations of the second
row, i.e., the system in the left column is solvable. By similar arguments the solva-
bility of the system in the right column follows.
In order to prove that the nondeterministic (or parity) communication complex-
ity of f| a is smaller than c we construct a communication protocol for f| a which is
based on the given nondeterministic (or parity nondeterministic) LTOBDD G for f.
We remember that G is simultaneously a nondeterministic OBDD (or À OBDD,
resp.) for the function g(y)=f(By). In this OBDD the variables in yL are tested in
the top part and the variables in yR in the bottom part.
Alice gets the input xU and Bob the input xV. Alice computes the vector yL from
xU by solving the above system of equations in the left column for yL. Similarly
Bob may compute yR by solving the system of equations in the right column. Alice
evaluates the upper part of the OBDD for g for the input yL and sends the number
of the reached node to Bob. At this node Bob continues the evaluation in the lower
part of G for the partial input yR and outputs the label of the reached sink. The
number of bits of the communication is less than c, since the size of G is bounded
by 2c−1.
By the above systems of equations, in By the variables contained in W take the
value
B[W]·y=BL[W]·yL À BR[W]·yR
=BL[W]·LL À BR[W]·LR
=B[W]·L
=a.
Similar computations show that the variables in U take the value xU and the
variables in V take the value xV. Since f| a essentially depends only on the variables
in U and V, the values of the other variables are not important. We conclude
g(y)=f(By)=f| a(xU, xV). Since the communication game simulates the evalua-
tion of a nondeterministic (or parity nondeterministic) OBDD for g, it computes
f| a. Hence, the communication complexity of f| a is less than c. We conclude that
condition (ii) in Theorem 6 does not hold if condition (i) holds. Hence, at least one
of these conditions is not fulfilled. This concludes the proof of Theorem 6. L
Now we apply Theorem 6 to an explicitly defined function. In the following we
define the function INDEX-EQ, a combination of the functions INDEX and EQ,
which are both well-known functions in communication complexity theory.
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Definition 7. Let k be a power of 2 and let N=2k. The function INDEX-EQ
is defined on n=3N/2 variables x0, ..., xn−1. The variables x0, ..., xN−1 are inter-
preted as a memory and the N/2 variables xN, ..., xn−1 are interpreted as
N/(2 logN) pointers each consisting of logN bits. Let m=N/(4 logN). Let
a(1), ..., a(m), b(1), ..., b(m) denote the values of the pointers. Then INDEX-
EQ(x0, ..., xn−1) takes the value 1 iff the following conditions hold.
1. -i ¥ {1, ..., m} : xa(i)=xb(i).
2. a(1) < · · · < a(m) and b(1) < · · · < b(m).
3. a(m) < b(1) or b(m) < a(1).
Because of the first condition the computation of the function includes the test
whether the words whose bits are addressed by the pointers are equal. The second
and the third condition ensure that the equality test has only to be performed if the
pointers are ordered and if either all a-pointers are smaller than all b-pointers or
vice versa. We remark that the last two conditions are not necessary for the proof
of the lower bound. These conditions allow us to prove a polynomial upper bound
on the FBDD size of INDEX-EQ, which we state in Theorem 12.
Theorem 8. The size of LTOBDDs, À LTOBDDs, and nondeterministic
LTOBDDs for the function INDEX-EQ is bounded below by 2W(n/log n).
Proof. We apply Theorem 6. We choose W={xN, ..., xn−1} and u=v=Nn/15M.
Then 2 |W|+2u+3v [ n. Let U and V be given such that |U|=u, |V|=v and that
U, V, and W are pairwise disjoint. Let U={xi(1), ..., xi(u)} and V={xj(1), ..., xj(u)}.
Let i* be the median of {i(1), ..., i(u)} (a middle term in the increasing ordering of
{i(1), ..., i(u)}) and j* be the median of {j(1), ..., j(u)}. If i* [ j*, we choose for
a(1), ..., a(m) the m smallest elements of {i(1), ..., i(u)} and for b(1), ..., b(m) the m
largest elements of {j(1), ..., j(u)}. If i* > j*, we choose for a(1), ..., a(m) the m
largest elements of {i(1), ..., i(u)} and for b(1), ..., b(m) the m smallest elements of
{j(1), ..., j(u)}. Furthermore, let a(1) < · · · < a(m) and b(1) < · · · < b(m). By this
choice the numbers a( · ) and b( · ) satisfy the conditions 2 and 3 in the definition of
INDEX-EQ (if n is large enough). We choose a in such a way that the pointers
consisting of the variables in W take exactly the values a(1), ..., a(m),
b(1), ..., b(m). Then f| a is the equality test of the words (xa(1), ..., xa(m)) and
(xb(1), ..., xb(m)), where {xa(1), ..., xa(m)} ı U and {xb(1), ..., xb(m)} ı V. Hence, f| a
only depends on the variables in U 2 V. It is well known from communication
complexity theory that the nondeterministic and parity nondeterministic communi-
cation complexity of the equality test of m pairs of variables is W(m) if the compo-
nents of each pair are separated by the considered partition of the input variables.
The bound for the parity nondeterministic case follows from the obvious lower
bound 2m on the F2-rank of the communication matrix; see, e.g., Damm et al. [6].
Hence, the condition in Theorem 6 holds for c=W(m). This implies the claimed
lower bound. L
Of course, the function is designed in such a way that this lower bound can be
proved. In order to demonstrate that the method is also applicable to other func-
tions, we prove an exponential lower bound on the size of (deterministic)
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LTOBDDs for the indirect storage access function ISA, a function that has been
considered in some other lower bound proofs. There are several slightly different
definitions of ISA. We present the definition of Breitbart et al. [3], where we
rename and reorder the variables in order to simplify the notation in our proof.
Definition 9. Let N=2k and n=N+k. The function ISAn is defined on the n
variables x0, ..., xn−1. The first N variables are partitioned into NN/kM blocks of
length k. The blocks are numbered beginning with 0. The last k input bits
(xN, ..., xn−1) are interpreted as a binary number a that consists of k bits. If a is at
least NN/kM, the output is 0. Otherwise the ath block is chosen and the variables of
the ath block are interpreted as a binary number b. Then the output is xb.
It is well known that ISA has FBDDs of size O(n2/log n), but only exponential
size OBDDs (Breitbart et al. [3]). It is also easy to see that ISA has polynomial size
nondeterministic OBDDs and À OBDDs. It suffices to guess the number b at the
beginning. Then the OBDD may simultaneously verify that the guessed number is
correct and compute xb. This upper bound implies that the method of Theorem 6
cannot directly be applied to ISA. We show how to adapt the method such that it
can be used to prove lower bounds on the deterministic LTOBDD size, but does
not imply lower bounds on the nondeterministic LTOBDD size or À LTOBDD
size.
Theorem 10. The size of LTOBDDs for ISA is bounded below by 2W(n/log n).
Proof. We present an adaptation of the lower bound method of Theorem 6 to
the function ISA. Since ISA is a ‘‘simpler’’ function than INDEX-EQ, the lower
bound method is more involved to describe, but it is nevertheless simple to apply.
Lemma 11. Let f : {0, 1}nQ {0, 1}, let X={x0, ..., xn−1} be the set of variables,
and let v, vŒ, w ¥N such that v \ vŒ. The LTOBDD size for f is bounded below by
2n−v−vŒ−2w if
,W ıX, such that |W|=w
-V ıX, such that |V|=v and V 5W=”
,VŒ ı V, such that |VŒ|=vŒ
,a ¥ {0, 1}W
- variables xs ¥X−VŒ−W
,b ¥ {0, 1}VŒ:
f| a, b — xs.
Before we prove the lemma we show that it can easily be applied to ISA. We
choose vŒ=w=logN and v=N− NN/logNM+1. Here we assume that N is large
enough such that vŒ [ v. We chooseW={xN, ..., xn−1}, i.e., the set of variables that
determine the address a. Let V ıX−W be given such that |V|=v. Since there are
NN/logNM blocks of the variables {x0, ..., xN−1} in X−W, but at most
NN/logNM−1 of these variables miss in V, there is at least one block for which all
variables are contained in V. We choose for VŒ the set of the variables of this block.
432 DETLEF SIELING
For a we choose that assignment to the variables in W for which the block in VŒ is
addressed. Let xs ¥X−VŒ−W be given. We choose the assignment b of the
variables in VŒ in such a way that xs is addressed. Then we have ISA | a, b — xs.
Altogether, ISA fulfills the condition of Lemma 11. Hence, the lower bound
2 (N+logN)−(N− NN/logNM+1)−3 logN=2W(n/log n)
on the size of LTOBDDs for ISA follows from Lemma 11. L
Finally, we present the proof of Lemma 11.
Proof of Lemma 11. Let v, vŒ, w ¥N be given such that vŒ [ v. Let an LTOBDD
G for f be given that is smaller than 2n−v−vŒ−2w. Let A be the transformation matrix
of the LTOBDD and let B=A−1. We may also consider the LTOBDD as an
OBDD working on the variables y0, ..., yn−1. Then it represents the function g(y)=
f(By). We are going to show that the condition in Lemma 11 does not hold.
Let W ıX of size w be given. We are going to construct V. Let p=n−v−w and
q=v+w. We partition B into the left part BL consisting of the leftmost p columns
and the right part BR consisting of the rightmost q columns. Again we use the
notation B[W], BL[W], and BR[W] to denote the submatrices that consist of the
rows of B corresponding to the variables inW and their left and right part, resp.
We choose a basis of the vector space spanned by the rows of BR[W] where we
only choose rows of BR[W]. This basis consists of at most w rows. We extend this
basis to a basis of the vector space spanned by the rows of BR. Since the rank of BR
is equal to q, at least q−w=v vectors are chosen. Let V be a set of variables corre-
sponding to the rows of v of the chosen vectors.
Let VŒ ı V of size vŒ be given and let a ¥ {0, 1}W be given. In order to show how
to select xs we again consider two systems of linear equations. The first one is
B[W]·y=a. (4)
Since the rows in B[W] are linearly independent, the system has a solution. Let L
denote an arbitrary solution. Let LL and LR denote the first p and last q coordi-
nates ofL, resp., and let yL and yR be defined similarly. Now we consider a second
system of linear equations.
BL[W]·yL=BL[W]·LL,
BL[VŒ] ·yL=BL[VŒ] ·LL,
(5)
where yL is the vector of variables. The system has a solution, since LL is a solu-
tion. Then the system has 2numberof variables− rank(B
L) \ 2p−w−vŒ=2n−v−vŒ−2w solutions.
Because of the size bound for G there are two different vectors yL1 and y
L
2 that are
solutions of (5) and for which on the (p+1)th level of G the same node is reached.
Here we exploit that we may consider G as an OBDD working on the y-variables
and that in the upper p layers the variables in yL are tested.
Let yR ¥ {0, 1}q be an arbitrary assignment. Let [yL1 , yR] denote the assignment
to the y-variables consisting of yL1 and y
R. Let x1(yR)=B·[y
L
1 , y
R], i.e., the
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assignment to the x-variables that is obtained from [yL1 , y
R] by reversing the trans-
formation of G. Let x2(yR) be defined similarly. Then
x1(yR)=B·[y
L
1 , y
R]=BL · yL1 À BR · yR,
x2(yR)=B·[y
L
2 , y
R]=BL · yL2 À BR · yR.
Since B is nonsingular, x1(yR) ] x2(yR). Furthermore, x1(yR) À x2(yR)=BL · (yL1
À yL2 ); i.e., it is independent from yR. We conclude that there is some variable x*
such that x1(yR) and x2(yR) differ in x* for each yR. Since y
L
1 and y
L
2 are solutions
of (5), it follows from the definition of x1(yR) and x2(yR) that x1(yR) and x2(yR)
coincide in theW- and VŒ-variables. Hence, x* ¥X−VŒ−W. We choose x* for xs.
Let b ¥ {0, 1}VŒ be given. In order to prove that f| a, b – xs we first construct an
assignment yR. Let yR be an arbitrary solution of the following system of linear
equations.
BR[W]·yR=BL[W]·LL À a, (6)
BR[VŒ] ·yR=BL[VŒ] ·LL À b. (7)
Since L is a solution of (4), LR is a solution of the system of Eqs. (6). By the
choice of V the system of equations consisting of (6) and (7) is also solvable. Then
theW-variables in x1(yR) take the value
B[W]·[yL1 , y
R]=BL[W]·yL1 À BR[W]·yR
=BL[W]·LL À BL[W]·LL À a
=a.
Here we use that yL is a solution of (5) and that yR is a solution of (6) and (7). The
same arguments show that B[W]·[yL2 , y
R]=a. Similar computations show that in
x1(yR) and x2(yR) the VŒ-variables take the value b.
By the choice of xs the variable xs takes different values in x1(yR) and x2(yR).
On the other hand, the computation paths for x1(yR) and x2(yR) in G are the
computation paths for [yL1 , y
R] and [yL2 , y
R] if we consider G as an OBDD on the
y-variables. These computation paths join after processing yL1 and y
L
2 , resp., such
that the same sink is reached. Hence, the subfunction f| a, b of the represented func-
tion f cannot be equal to the projection xs. L
5. A COMPARISON OF COMPLEXITY CLASSES OF
LINEARLY TRANSFORMED BDDS
We start with the upper bound on the FBDD size for INDEX-EQ.
Theorem 12. There are FBDDs of size O(n6) for INDEX-EQ.
Proof. Let k be a power of 2 and let n, m, and N be defined as in Definition 7.
The FBDD consists of m layers. We start with the description of the first one. In
the top there is a complete binary tree of depth 2 logN in which the variables of the
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pointers a(1) and b(1) are tested. If both pointers are equal, the 0-sink is reached.
In the following we only consider the case a(1) < b(1). The other case can be
handled similarly. Since a(1) < b(1), the FBDD has also to test whether all a( · ) are
smaller than b(1). Hence, the FBDDs stores b(1); i.e., for inputs with different
values b(1) the computation paths do not join before a sink.
After testing the variables of the pointers a(1) and b(1) the variables xa(1) and
xb(1) are tested and compared (i.e., if they are different, the 0-sink is reached). The
pointers a(1) and b(1) remain stored.
Now we describe the nth layer, where n ¥ {2, ..., m}. We assume that in the pre-
vious layer the pointers b(1), a(n−1), and b(n−1) are stored and passed to the nth
layer. In the nth layer the variables of the pointers a(n) and b(n) are tested in
complete binary trees of depth 2 logN. Since b(1), a(n−1), and b(n−1) are stored,
it is easy to test whether a(n) < b(1) and whether a(n−1) < a(n) and b(n−1) < b(n).
In the negative case the 0-sink is reached. Otherwise, xa(n) and xb(n) are tested and
compared. Finally, the values of b(1), a(n), and b(n) are given to the next layer, or,
after the last layer, the 1-sink is reached if all tests are passed.
In each layer at most five pointers and the result of the comparison a(1) < b(1) is
stored. Hence, width 2N5 is sufficient, and the total size is bounded by O(n6). It is
obvious that in the constructed BDD on each computation path each pointer vari-
able is tested at most once. It remains to show that this is also true for the memory
variables. We observe that in the nth layer the bit xa(n) is tested only if a(n) > a(n−1)
and a(n) < b(1). Similarly, xb(n) is tested only if b(n) > b(n−1). If two a-pointers or
two b-pointers address the same variable, the pointers are not ordered and this is
recognized at the latest when the second pointer is read. Then the computation is
aborted such that the addressed bit is read only once. If there is an a-pointer and a
b-pointer addressing the same bit, the a-pointers or the b-pointers are not ordered, or
the a-pointer is not smaller than b(1). Again the addressed bit is read only once. L
Let P-LTOBDD, P-LTFBDD, P-sLTFBDD, NP-LTOBDD, and À P-LTOBDD
denote the sets of functions that have polynomial size LTOBDDs, polynomial size
LTFBDDs, polynomial size strong LTFBDDs, polynomial size nondeterministic
LTOBDDs, and polynomial size À LTOBDDs, respectively. Let P-OBDD, P-
FBDD,... be defined similarly. In Fig. 2 some inclusions between these classes are
summarized. AQ B means that A e B, and dotted lines between classes A and B
means that these classes are not comparable; i.e., A ł B and B ł A. The numbers in
the figure refer to the following list of functions proving that the corresponding
inclusion is proper or proving that the classes are not comparable. In order to make
Fig. 2 clearer, the relations between P-LTOBDD and NP-LTOBDD and some
related classes are drawn separately.
First we remark that it is easy to see that all inclusions shown in Fig. 2 hold.
Besides the functions mentioned in the following, in the literature a lot of functions
can be found that witness that the inclusions (1), (3), and (15) are proper. E.g., the
so-called hidden weighted bit function HWB only has exponential size OBDDs
(Bryant [5]) but polynomial size FBDDs (Sieling and Wegener [26]) and polyno-
mial size À OBDDs (Gergov and Meinel [10]), which are simultaneously polyno-
mial size nondeterministic OBDDs.
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FIG. 2. Comparison of the complexity classes of polynomial size LTOBDDs and related BDD
variants.
Our results on the functionMSA prove that the inclusions (1), (7), (13), (15), and
(18) are proper. The polynomial upper bounds for nondeterministic OBDDs
and À OBDDs are straightforward: The nondeterministic OBDD or À OBDD
‘‘guesses’’ some number s and during the tests of the variables it computes x0, if
s=0, or x0 À xs, if s > 0, and simultaneously it evaluates s(x) and compares s with
s(x). The upper bound for strong LTFBDDs is stated in Proposition 5. The lower
bound for LTFBDDs is stated in Theorem 4. It clearly implies the same lower
bound on the size of OBDDs, FBDDs, and LTOBDDs forMSA. The function ISA
proves that the inclusions (1), (3), (7), (10), (15), and (18) are proper. ISA has
polynomial size FBDDs, nondeterministic OBDDs, and À OBDDs, but, as shown
in Theorem 10, only exponential size LTOBDDs. The characteristic functions of
linear codes prove that the inclusions (2), (6), (11), and (17) are proper. The upper
bound and references for the lower bounds are given in the Introduction. In par-
ticular, the lower bound for nondeterministic read-k-times branching programs of
Jukna [15] implies lower bounds of the same size for OBDDs, FBDDs, and non-
deterministic OBDDs. We remark that Günther and Drechsler [12] presented a
different function to prove that (2) is a proper inclusion. Their results implicitly
imply that also (6) and (17) are proper inclusions. By our results for INDEX-EQ it
follows that (3), (10), (14), and (19) are proper inclusions (Theorems 8 and 12).
It remains to discuss the incomparability results. The incomparability results (4)
and (16) follow from the bounds on MSA and on the characteristic functions of
linear codes, (5) follows from the bounds on INDEX-EQ and the characteristic
functions of linear codes, and (8), (9), and (12) follow from our results on INDEX-
EQ andMSA.
6. CONCLUSION
We conclude that the methods presented in this paper allow us to prove
exponential lower bounds for several variants of linearly transformed BDDs. In
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particular, it is possible to separate the classes of functions with polynomial size
representations for many variants of linearly transformed BDDs. It remains an
open problem to prove exponential lower bounds for strong LTFBDDs.
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