Feature selection plays an important role in finding relevant or irrelevant features in classification. Genetic algorithms (GAs) have been used as conventional methods for classifiers to adaptively evolve solutions for classification problems. In this paper, we explore the use of feature selection in modular GA-based classification. We propose a new feature selection technique, Relative Importance Factor (RIF), to find irrelevant features in the feature space of each module. By removing these features, we aim to improve classification accuracy and reduce the dimensionality of classification problems. Benchmark classification data sets are used to evaluate the proposed approaches. The experiment results show that RIF can be used to determine irrelevant features and help achieve higher classification accuracy with the feature space dimension reduced. The complexity of the resulting rule sets is also reduced which means the modular classifiers with irrelevant features removed will be able to classify data with a higher throughput.
Introduction
Classification problems play a major role in various fields of computer science and engineering, such as image processing and data mining. A number of soft computing approaches, such as neural networks, 1,9,16 evolutionary algorithms, 4 and fuzzy logic, 11, 23 have been widely used to adaptively evolve solutions for classification problems. Among them, GA-based solutions have attracted much attention and become one of the popular techniques for classification.
18,25
However, when GA is applied to larger-scale real-world classification problems, it still suffers from some drawbacks, such as the inefficiency in searching a large space, the difficulty in breaking internal interference of training data, and the possibility of getting trapped in local optima. A natural approach to overcome these drawbacks is to decompose the original task into several sub-tasks based on certain techniques. Generally, a decomposition approach divides a task into smaller and simpler sub-tasks, supervises the learning of each sub-task, and finally recombines individual solutions into the final solution. Various task decomposition methods have been proposed. These methods can be roughly classified into the following categories: functional modularity, domain modularity, class decomposition, and state decomposition, according to different partition strategies. 1, 9, 12, 16 A number of features are usually available for classification problems. However, not all of the features are equally important for a specific task. Some of them may be redundant or even irrelevant. Better performance may be achieved by discarding some features. 24 In other circumstances, we may aim to reduce the dimensionality of input space to save some computation effort, although classification accuracy may be slightly deteriorated. There are many feature selection techniques developed from various perspectives such as performance, 22 mutual information (entropy), 2, 14 and statistic information.
15
Principal component analysis (PCA) and linear discriminant analysis are two traditional techniques used to reduce dimensionality by creating new features that are linear combinations of the original ones. 7 Fisher's linear discriminant (FLD) is the most popular goodness-score function used in feature selection. It is simple in computation and does not need strict assumptions in the distribution of features. Generally, various combinations of features in the original feature space can be evaluated with the goodness-score function by excluding some features in the feature space. Because all possible combinations of the features should be tried, the computation effort of such techniques is very high. In order to reduce computation time, some search algorithms are developed, such as knock-out and backtrack tree.
8,15
Some feature selection techniques based on neural network and fuzzy set theory have been proposed. Setiono and Liu (1997) proposed a technique based on the performance evaluation of a neural network. In their technique, the original features are excluded one by one and the neural network is retrained and evaluated repeatedly. Pal et al. (2000) demonstrated a way of formulating neuro-fuzzy approaches for feature selection under unsupervised learning. A fuzzy feature evaluation index for a set of features is defined in terms of degree of similarity between two patterns.
In this paper, we employ a modular GA-based scheme for classification. This modular scheme uses class decomposition, which partitions a classification problem into several class modules in the output domain. Each module is responsible for solving a fraction of the original problem. These modules can be trained in parallel and independently, and the results obtained from them are integrated to form the final solution. Then, we propose a new feature selection techniqueRelative Importance Factor (RIF) based on the optimal transformation weights from Fisher's linear discriminant function. The RIF technique can detect features that are irrelevant to the classification problem and remove them from the feature space to improve classification performance in terms of accuracy and complexity. We integrate RIF into the modular GA-based scheme by employing it in finding a suitable feature subset for each class module. We aim to explore the application of feature selection in the GA domain, which appears to be missing in the literature. A modular-GA based classification approach will be more effective for RIF feature selection, as it is easier to find the irrelevant features (IRFs) in individual class, eliminating the interference from other classes. Three benchmark data sets are used to evaluate the performance of RIF. The experiment results show that RIF can help achieve higher classification accuracy with the feature space dimension reduced.
We first introduce the genetic approach for rule-based classification in Sec. 2, and class decomposition for GA-based classification is elaborated in Sec. 3. Then, a new feature selection technique RIF is introduced in Sec. 4. The experiment results on benchmark data sets and their analysis are reported in Sec. 5. Section 6 concludes the paper and presents future work.
A Genetic Approach to Rule-Based Classification

Encoding mechanism
In rule-based classification, there are various representation methods in terms of rule properties (fuzzy or non-fuzzy) and feature properties (nominal or continuous). In our approach, we use non-fuzzy IF-THEN rules with continuous features. A rule set consisting of a certain number of rules is a solution candidate for a classification problem. An IF-THEN rule is represented as follows:
where R i is a rule label, n is the number of features, (x 1 , x 2 , . . . x n ) is the input feature set, and y is the output class category assigned with a value of C. V j min and V j max are the minimum and maximum bounds of the jth feature x j respectively. We encode rule R i according to the following diagram:
2 combinations of the features should be tried, the computation effort of such techniques is very high. In order to reduce computation time, some search algorithms are developed, such as knock-out and backtrack tree (Lerner et al., 1994; Gonzalez and Perez, 2001 ). Some feature selection techniques based on neural network and fuzzy set theory have been proposed. Setiono and Liu (1997) proposed a technique based on the performance evaluation of a neural network. In their technique, the original features are excluded one by one and the neural network is retrained and evaluated repeatedly. Pal et al. (2000) demonstrated a way of formulating neuro-fuzzy approaches for feature selection under unsupervised learning. A fuzzy feature evaluation index for a set of features is defined in terms of degree of similarity between two patterns.
In this paper, we employ a modular GA-based scheme for classification. This modular scheme uses class decomposition, which partitions a classification problem into several class modules in the output domain. Each module is responsible for solving a fraction of the original problem. These modules can be trained in parallel and independently, and the results obtained from them are integrated to form the final solution. Then, we propose a new feature selection technique -Relative Importance Factor (RIF) based on the optimal transformation weights from Fisher's linear discriminant function. The RIF technique can detect features that are irrelevant to the classification problem and remove them from the feature space to improve classification performance in terms of accuracy and complexity. We integrate RIF into the modular GA-based scheme by employing it in finding a suitable feature subset for each class module. We aim to explore the application of feature selection in the GA domain, which appears to be missing in the literature. A modular-GA based classification approach will be more effective for RIF feature selection, as it is easier to find the irrelevant features (IRFs) in individual class, eliminating the interference from other classes. Three benchmark data sets are used to evaluate the performance of RIF. The experiment results show that RIF can help achieve higher classification accuracy with the feature space dimension reduced.
We first introduce the genetic approach for rule-based classification in section 2, and class decomposition for GA-based classification is elaborated in section 3. Then, a new feature selection technique RIF is introduced in section 4. The experiment results on benchmark data sets and their analysis are reported in section 5. Section 6 concludes the paper and presents future work.
A Genetic Approach to Rule-based Classification 2.1 Encoding Mechanism
where R i is a rule label, n is the number of features, (x 1 , x 2 ,… x n ) is the input feature set, and y is the output class category assigned with a value of C. V jmin and V jmax are the minimum and maximum bounds of the jth feature x j respectively. We encode rule R i according to the following diagram: 
where m is the maximum number of rules allowed for each chromosome, s is the size of the population. Therefore, one chromosome will represent one rule set. Since we know the discrete value range for Notes: (1) Actj denotes whether condition j is active or inactive, which is encoded as 1 or 0. (2) If V j min is larger than V j max at any time, this gene will be regarded as an invalid gene. Invalid genes will make no contribution in a classification rule.
Each antecedent gene represents a feature, and the consequence gene stands for a class. Each chromosome CR j consists of a set of classification rules R i (i = 1, 2 . . . , m) by concatenation:
where m is the maximum number of rules allowed for each chromosome, s is the size of the population. Therefore, one chromosome will represent one rule set. Since we know the discrete value range for each feature and class a priori, V j min , V j max , and C can be encoded each as a character by finding their positions in the ranges. Thus, the final chromosome can be encoded as a string.
Genetic operators
We use one-point crossover in all experiments. Referring to the encoding mechanism, we note that crossover will not cause inconsistency and thus can take place in any point of chromosome. The mutation point is randomly selected with a certain probability. According to the position of a selected point, we can determine whether it is an activeness, minimum, or maximum element. Different mutation is available for each. For example, if an activeness element is selected for mutation, it will just be toggled. Otherwise when a boundary-value element is selected, the algorithm will randomly select a substitute in the range of that feature. Figure 1 shows the operations of crossover and mutation. The rates for mutation and crossover are selected as 0.01 and 1.0 in our experiments. For reproduction, we set the survival rate as 50% (SurvivorsPercent = 50%), which means half of the parent chromosomes with higher fitness will survive into the new generation, while the other half will be replaced by the newly created children resulting from crossover and/or mutation. Roulette wheel selection 19 is used in this paper. In this investigation, the probability that a chromosome will be selected for mating is given by the chromosome's fitness divided by the total fitness of all the chromosomes. By this means, chromosomes with higher fitness have a higher probability of producing offspring during selection for the next generation than those with lower fitness.
Fitness function
As each chromosome in our approach comprises an entire rule set, the fitness function actually measures the collective behavior of the rule set. The fitness function simply measures the percentage of instances that can be correctly classified by the 2. If V jmin is larger than V jmax at any time, this gene will be regarded as an invalid gene. Invalid genes will make no contribution in a classification rule.
Each antecedent gene represents a feature, and the consequence gene stands for a class. Each chromosome CR j consists of a set of classification rules R i KŗO by concatenation:
(2) where m is the maximum number of rules allowed for each chromosome, s is the size of the population. Therefore, one chromosome will represent one rule set. Since we know the discrete value range for each feature and class a priori, V jmin , V jmax , and C can be encoded each as a character by finding their positions in the ranges. Thus, the final chromosome can be encoded as a string.
Genetic Operators
We use one-point crossover in all experiments. Referring to the encoding mechanism, we note that crossover will not cause inconsistency and thus can take place in any point of chromosome. The mutation point is randomly selected with a certain probability. According to the position of a selected point, we can determine whether it is an activeness, minimum, or maximum element. Different mutation is available for each. For example, if an activeness element is selected for mutation, it will just be toggled. Otherwise when a boundary-value element is selected, the algorithm will randomly select a substitute in the range of that feature. Figure 1 shows the operations of crossover and mutation. The rates for mutation and crossover are selected as 0.01 and 1.0 in our experiments. For reproduction, we set the survival rate as 50% (SurvivorsPercent=50%), which means half of the parent chromosomes with higher fitness will survive into the new generation, while the other half will be replaced by the newly created children resulting from crossover and/or mutation.
Roulette wheel selection (Michalewicz, 1996 ) is used in this paper. In this investigation, the probability that a chromosome will be selected for mating is given by the chromosome's fitness divided by the total fitness of all the chromosomes. By this means, chromosomes with higher fitness have a higher probability of producing offspring during selection for the next generation than those with lower fitness. 
Fitness Function
As each chromosome in our approach comprises an entire rule set, the fitness function actually measures the collective behavior of the rule set. The fitness function simply measures the percentage of instances that can be correctly classified by the chromosome's rule set, which can be represented as:
\[ chromosome's rule set, which can be represented as:
Since there is more than one rule in a chromosome, it is possible that multiple rules match the conditions for all features but predicting different classes. We use a voting mechanism to resolve conflict. That is, each rule casts a vote for the class predicted by itself, and finally the class with the highest votes is regarded as the conclusive class. If there is a tie on one instance, it means that this instance cannot be classified correctly by this rule set.
Stopping criteria
There are three factors in the stopping criteria. The evolution process stops after a preset generation limit, or when the best chromosome's fitness reaches a preset threshold (which is set as 1.0 through this paper), or when the best chromosome's fitness has no improvement over a specified number of generations -stagnation limit. The detailed settings are reported along with corresponding experimental results.
Modular GA-based Classification with Class Decomposition
Let us assume a classification problem has c classes in the n-dimensional feature space. And p vectors X i = (x i1 , x i2 , . . . , x in ), i = 1, 2, . . . , p, p c, are given as training patterns. The task of classification is to assign instances to one out of the pre-defined c classes, by discovering certain relationship among the features. Then,
Stopping Criteria
There are three factors in the stopping criteria. The evolution process stops after a preset generation limit, or when the best chromosome's fitness reaches a preset threshold (which is set as 1.0 through this paper), or when the best chromosome's fitness has no improvement over a specified number of generations --stagnation limit. The detailed settings are reported along with corresponding experimental results.
Modular GA-based Classification with Class Decomposition
Let us assume a classification problem has c classes in the n-dimensional feature space. And p vectors
, are given as training patterns. The task of classification is to assign instances to one out of the predefined c classes, by discovering certain relationship among the features. Then, the discovered rules can be evaluated by classification accuracy or error rate either on the training data or test data. the discovered rules can be evaluated by classification accuracy or error rate either on the training data or test data. A traditional GA maps attributes to classes directly in a batch manner, which means all the attributes, classes, and training data are used together to train a group of GA chromosomes. Our approach -GA with class decomposition is significantly different. As shown in Fig. 2 , it generally consists of three steps. Firstly, the original problem is divided into c sub-problems in terms of classes. Then, c GA modules are constructed for these sub-problems, and GA in each module will be responsible for evolving a sub-solution. Finally, these sub-solutions are integrated to form the final solution for the original problem. We present the details for each step in the following subsections.
Class decomposition
The first step is to decompose a classification problem with a high-dimensional class space into sub-problems with low-dimensional class spaces, in terms of class categories.
Following the notations presented above, the original classification problem can be denoted as:
where X ∈ R n is the set of features, and T ∈ R c is the set of classes. The objective of GA is to find a certain f with a satisfactory classification rate on the whole training set ξ, which can be represented as:
Now the c-class problem is fully decomposed into c sub-problems. Denoting the class for each sub-problem as T (j) , we have:
Each sub-problem can be formulated as finding a certain f j with a satisfactory classification rate on T (j) :
Parallel training
With the division of c sub-problems, classifiers can construct c GA modules and solve them in parallel. Each module is composed of the whole input features and a fraction of the class categories to produce a corresponding fraction of the original problem.
We denote:T
which meansT (j) is the complemented set of T (j) . Then, the training set for each module can be represented as:
where we assume there are M instances in the training set whose classes belong to T (j) , and the rest belong toT (j) . Therefore, with the training of each module, GA in module j has two objectives. It will not only classify the data with the class in T (j) correctly, but also ensure that training data for the class(es) inT (j) will not be wrongly classified into the class in T (j) . In other words, for those class(es) inT (j) , GA will only distinguish them from the class in T (j) . As a result, the GA in each module will converge more quickly.
Integration
Although each GA module has evolved a portion of the solution, we cannot just simply aggregate their sub-solutions as the final one. As discussed earlier, each GA module only classifies the class in T (j) , but not the class(es) inT (j) . Therefore, when the sub-solutions are combined together, there may still exist conflicts among the sub-solutions. For example, rules from different modules may classify an instance into several classes. In order to resolve these conflicts and further improve the classification rate, the classifier employs some intelligent decision rules. The detailed integration process is explained as follows.
• The classifier constructs an overall rule set by aggregating all rules from c modules.
• Some decision rules are added to help resolve the above-mentioned conflicts. We believe that the ending classification rate obtained from each module would be useful for this purpose. Currently, the following decision rules have been employed:
(i) If an instance is classified into more than one class categories by the rule set, it will be classified into the class whose corresponding module achieves the highest classification rate in the parallel training phase, if available. (ii) If an instance is not classified into any class category by the rule set, it will be classified into the class whose corresponding module achieves the lowest classification rate in the parallel training phase, if available.
Relative Importance Factor (RIF) Feature Selection
Fisher's linear discriminant (FLD) algorithm projects an n-dimensional feature space to a c−1-dimensional feature space by the function y i = w t x i , in the directionw that maximizes the criterion function J(w) = w t SBw w t SW w , where S B is called as the between-class scatter matrix, and S W the within-class scatter matrix.
As we aim to employ a feature selection technique in each class module which only distinguishes two classes, i.e. T (j) andT (j) , the projected feature space is onedimensional (projected on one line) in this situation. Hence, the transformation matrix w that maximizes the criterion function J(w) is a vector w = [w 1 w 2 · · · w n ]
t . The elements in the transformation vector w can be viewed as weights for different features in the original feature space respectively. Thus, we can simplify the feature selection technique based on one observation: in an optimal transformation vector w of the Fisher's linear discriminant, a larger w i means that the ith feature is more likely to be relevant to the module and a smaller w i means the ith feature is less likely to be relevant to the module. This observation forms the basis of the proposed RIF technique.
However, the weights obtained directly from the transformation vector w are not normalized. In order to derive a common feature selection metric across different sets of features in different problems, we propose a Relative Importance Factor (RIF), r = [r 1 r 2 · · · r n ] t , instead of using the transformation vector w directly for feature selection. The RIF is obtained through the following two steps 10 :
I. Normalize the length of the transformation vector w.
Since we are evaluating the relative importance of features, we are more interested in the relative weights of the features formed from the transformation vector w, which can be obtained through normalization:
where w i is the weight of the ith feature in w, w is the normalized transformation vector, and n is the number of features.
II. Render the importance factor independent from the number of features. Since different problems have different numbers of features in their feature spaces, it is necessary to make the RIF values independent of the number of features in the feature space. This is achieved by the following function:
Combining (10) and (11), RIF values can be obtained from the transformation vector w directly as:
The elements of r represent the normalized importance of different features, which are independent from the magnitude of w and the number of features in the feature space. The proposed RIF technique requires much less computation time. Assume there are n input features in the original feature space. In order to obtain the relative importance of each feature, n FLD computations with n − 1 features included is needed each time using traditional knock-out techniques. With our simplified method, the relative importance of each feature in the module (RIF value) can be obtained in one computation with all n features included.
RIF values are used as the feature selection tool in our modular GA-based classification. The feature selection technique can be summarized as follows:
Step 1: Calculate the Fisher's transformation vector w with respect to all features in the input feature space for each class module.
Step 2: Calculate the RIF value for each feature by using formula (12).
Step 3: Set a threshold value T 1. If the RIF value of a feature is less than T 1, it can be considered as an irrelevant feature (IRF).
Step 4: Remove IRFs from each module. A new set of features for each class module will be selected.
Step 5: Modular GA-based classification is then performed based on the new feature set for each class module, as presented in Sec. 3.
Experimental Results and Analysis
Experimental scheme
We have implemented several classifiers running on three benchmark data sets to evaluate our approaches. The data sets chosen were the wine data, glass data, and diabetes data. The first two are available in the UCI machine learning repository, 3 and the last one is taken from the PROBEN1 collection. 21 They all are real-world problems.
We partitioned each data set into two parts with an equal number of instances. One half is for training, and the other half is for testing. We used the training data to train the rule set, and tested the generalization power of resulting rule set with the test data.
All experiments were completed on Pentium III 650 MHz PCs. The results reported were averaged over ten independent runs. The parameters, such as mutation rate, crossover rate, generation limits, are given under the results. We recorded the evolution of each module and the integration process, but we are only interested in some indicative metrics, which include initial classification rate (CR), generation cost, training time, ending CR, and test CR. The CR in each generation is the best rate achieved by the whole population.
We followed the five steps listed in the last section to determine the IRFs and evaluate the performance of classifiers with those IRFs removed. Then, by comparing with the performance of a classifier with the complete feature set, it can be shown whether the performance of our modular classifiers have improved or degraded as a result of removing IRFs.
The wine data
The wine data contains the chemical analysis of 178 wines from three different cultivars in the same region in Italy. The analysis determines the quantities of 13 constituents found in each of the three types of wines. In other words, it has 13 continuous attributes, 3 classes, 178 instances, and no missing values. Table 1 shows the RIF value for each feature in different class modules. If we set the threshold value as T1 = 0.1, features 5 and 13 are regarded as common IRFs in class modules 1, 2 and 3, while feature 6 is regarded as an IRF in class module 2 only. Therefore, features 5 and 13 are removed from the feature set for modules 1 and 3, and features 5, 6, and 13 are removed from the feature set for module 2. Table 2 shows the comparison of the classifier performance with/without feature selection on the wine data. We can find that the test CRs are improved in all modules as a result of removing all IRFs. For example, the test CR of module 2 gets an improvement from 0.8371 to 0.8657 by 3.4%. In addition, we can also find that the overall test CR is improved with an increase from 0.8652 to 0.8831 by 2.1%.
We also notice that the number of generations and training time needed for each module become either shorter (for module 3) or longer (for modules 1 and 2), after the IRFs are removed. This means that the classifier with a reduced feature set either converges quickly or needs more generations to reach a higher performance. Furthermore, module 2 obtains the largest improvement, which is mainly due to the removal of three features. (1) mutationRate = 0.01, crossoverRate = 1, survivorsPercent = 50%.
(2) For each module, ruleNumber = 2, popSize = 50, generationLimit = 100, stagnationLimit = 30. (3) "Initial CR" means the best classification rate achieved by the initial population on the training data. "Generations" means the generation needed to reach the stopping criteria. "T. time (s)" means the training time cost, and its unit is second. "Training CR" means the best classification rate achieved by the resulting population on the training data. "Test CR" means the best classification rate achieved by the resulting population on the test data. (4) The following tables regarding the performance of our classifier follow the same notation as noted in this table.
The glass data
The glass data set contains data of different glass types. The results of a chemical analysis of glass splinters (the percentage of eight different constituent elements) plus the refractive index are used to classify a sample to be either float processed or non-float processed building windows, vehicle windows, containers, tableware, or head lamps. This data set consists of 214 instances with 9 continuous features from 6 classes. Table 3 shows the RIF values for each feature in different class modules. We choose the threshold value as 0.1, and find that different features can be regarded as IRFs in different class modules, as highlighted in the table. Therefore, we remove all IRFs from each class module. The performance of the classifier trained with the complete set of features and the one with IRFs removed are shown in Tables 4 and  5 respectively. (1) mutationRate = 0.01, crossoverRate = 1, survivorsPercent = 50%.
(2) For each module, ruleNumber = 5, popSize = 100, generationLimit = 150, stagnationLimit = 50. (1) mutationRate = 0.01, crossoverRate = 1, survivorsPercent = 50%.
(2) For each module, ruleNumber = 5, popSize = 100, generationLimit = 150, stagnationLimit = 50.
Comparing the corresponding module elements in Tables 4 and 5 , we find that the ending CR for each module is either improved or degraded slightly after IRFs are removed from the six modules, i.e. the test CRs of modules 1, 2, and 3 have improved, while the test CRs of modules 4, 5 and 6 have degraded. However, the overall test CR is still improved from 0.4224 to 0.4944 (17%) after the integration process. This tells us that removing IRFs may result in performance deterioration in some modules, which also means the selection of a suitable threshold is crucial, but it may still be beneficial to the overall performance.
The diabetes data
The diabetes problem diagnoses diabetes of Pima Indians. It has 8 features, 2 classes, and 768 instances. All features are continuous, and they are number of times pregnant, plasma glucose concentration, diastolic blood pressure, triceps skin fold thickness, 2-hour serum insulin, body mass index, diabetes pedigree function, and age.
We still use the RIF values to determine the IRFs of the diabetes data. Since the diabetes data have only 2 classes, each feature has the same RIF value in the two class modules as shown in Table 6 . If the threshold is chosen as T1 = 0.1, feature 4 is regarded as the IRF for both modules.
We remove feature 4 from both modules and the resulting performance of our classifier is reported in Table 7 , which compares the classifier performance under two scenarios, i.e. the special case when feature 4 is removed and the normal case when all features are used for classification. We notice that test CRs are improved for both modules, and training CR is improved for module 1. As for the final training CR and test CR, they all are improved after feature 4 is removed from the feature set. These results on the diabetes data have again shown that the effect of removing IRFs successfully reduces the feature space dimension and helps improve the classifier performance.
As the diabetes data has only two classes, and feature 4 is the common IRF for both class modules, a general non-modular GA approach with RIF feature selection technique is also feasible. An experiment with the non-modular GA approach has been conducted to contrast with the modular GA approach, and the results are shown in Table 8 .
We still find that removing feature 4 (IRF) improves both the training CR (from 0.7568 to 0.7747 by 2.4%) and test CR (from 0.6961 to 0.7289 by 4.7%) with the non-modular GA approach. If we compare the corresponding results of these two approaches, it is shown that the performance of the non-modular approach is inferior to that of the modular approach in terms of the final training CR and test CR, which shows that class decomposition approach can improve the classifier performance.
Reduction in rule set complexity
As the IRFs are removed from the feature space, the resulting rule sets for a classification problem become shorter and more concise, i.e. the complexity is reduced. When these reduced rule sets are used to classify data, it is apparent that the classifier can achieve a higher throughput. We count the total number of attribute genes to evaluate the improvement on complexity. The lists in the Appendix show the reduction of rule set complexity on the diabetes data. By comparing the number of genes in each rule set, we find the complexity is reduced by 10% (c.f. the Appendix). We also measure the rule set complexity for the wine and glass data. As a result, a reduction rate of 17.9% and 25% is achieved for the wine and glass data respectively. We find that the rule set for glass data achieves the highest reduction rate, as more IRFs are removed from the feature space.
Comparison to related work
Feature selection techniques have been widely researched in the literature based on various fundamental methods, such as neural networks and fuzzy set. GA has also become a major stream for pattern classification. However, GA-based feature selection is still a research gap. In this paper, the integration of RIF feature selection with a modular GA approach brings forth some advantages. First, as each module is only responsible for one class, it is easier to use RIF values to find the IRFs in that particular class, eliminating the interference from other classes. Second, RIF require relatively small computation cost compared to other feature selection techniques such as the knock-out technique. It is based on the statistic distribution of features in the input feature space and needs only one calculation of FLD transformation weights. Furthermore, RIF is independent from the learning algorithms, and it can also be used with other soft computing techniques such as neural network and other types of classifiers such as Bayes classifiers. Feature selection methods can be broadly grouped into wrapper method and filter method according to their dependence on classification algorithms. 13 The filter method utilizes statistics underlying training data and operates independently on classification algorithms, while the wrapper method takes feature subset selection and classification as a whole and selects features based on classification results directly. 17 The RIF method proposed in this paper can be classified as a filter method.
RIF has been applied successfully to neural networks for feature selection.
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GA and neural network are two different soft computing techniques, both having advantages and shortcomings. The knowledge extracted by neural network is hidden and distributed over the network, while GA has comparatively more explanatory power, as it explicitly shows the evolutionary process of solutions and the solution format is decodable. In Ref. 10 , the diabetes data were also used to test the effect of RIF in neural networks. When feature 4 (IRF) is removed, the classifier achieves a classification error of 23.96% on the test data (25% of the whole data), which is equal to a test CR of 0.7604. Falco et al. (2002) used genetic programming to evolve classification rules. It was reported that the error rate achieved on the diabetes test data (25% of the whole data) is 24.84%, equivalent to a test CR of 0.7516. According to the results reported in Table 7 , the modular GA-approach with RIF achieves a test CR of 0.7477 on the test data (50% of the whole data). In order to be fair, we also used the 25% of the whole data as test data, and achieve a test CR of 0.7531. We can conclude that the performance of our modular GA approach with RIF is comparable to that of neural networks and genetic programming.
For the wine data, Corcoran and Sen (1994) used a real-coded genetic-based machine learning approach to evolve nonfuzzy IF-THEN rules, and achieved an average training rate of 99.5%. Ishibuchi et al. (1999) designed a fuzzy classifier by means of an integer-coded GA and grid partitioning, and they got an average training rate of 98.5%. Setnes and Roubos (2000) used GA-fuzzy classifiers which achieve three misclassifications out of 178 instances (i.e. a classification rate of 98.3%). Our approach achieves training rates as 99.7% and 99.3% (after feature selection), which are comparable to those results reported in the literature.
Conclusions and Discussions
This paper proposed a new feature selection technique, Relative Importance Factor (RIF), to find irrelevant features in the input domain of a classification problem. By removing these features, we aimed at improving classification accuracy and reducing the dimensionality of the classification problems. RIF is employed in modular GAbased classifiers. In this modular approach, a classification problem is decomposed into several modules in terms of class decomposition, and each module is responsible for solving a fraction of the original problem. These modules can be trained in parallel, and the sub-solutions obtained from them are integrated to form the final solution. RIF is used as a feature selection technique to detect the IRFs in each class module.
Three benchmark classification data sets have been used to evaluate the proposed approaches. The experiment results showed that RIF can be used as a simple and yet effective feature selection technique to determine irrelevant features and help achieve higher classification accuracy with the feature space dimension reduced. In the meantime, the complexity of the resulting rule sets is also reduced which means the modular classifiers with IRFs removed will be able to classify data with a higher throughput.
The selection of a good threshold value for RIF is an important issue. In most cases, if we use a larger threshold value, more features can be removed and complexity can be further reduced. However, too large a threshold value may induce information loss, so that classification accuracy can be affected.
The feature selection techniques presented in the paper have different effects on the training and test performance of the classifiers tested. From the experiment results, we found that training CR sometimes degrades a little while test CR improves. However, test CR generally improves more than training CR degrades. We focused more on test performance because it represents the generalization capability of a classifier, our results showed that it is worth using the proposed feature selection techniques to reduce the feature space dimension.
In this paper, our classifiers partitioned the output classes in a non-overlapping manner, which means each module only tackles one class. Alternatively, they can have some degrees of overlapping in class decomposition for redundancy or validation purpose. Accordingly, RIF may need a modification to accommodate this overlapping situation, and the selection of the threshold values becomes more significant. We are still researching on these issues.
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Appendix. Rule Set Samples for the Diabetes Data
The following two lists show the resulting rule sets for class module 1 of the diabetes data before and after feature selection respectively -removing feature 4 (cf . Tables 6 and 7 ). We can see that feature 4 (X4 in the rule set) does not appear in the second table, as it has been removed from the feature space. If we count the number of genes in each rule set, we find it is reduced from 50 genes in the first rule
