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Abstract. In this paper, we propose an estimator of the generalized maxi-
mum mean discrepancy between several distributions, constructed by modi-
fying a naive estimator. Asymptotic normality is obtained for this estimator
both under equality of these distributions and under the alternative hypoth-
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1 Introduction
When adressing the problem of testing whether two distributions are equal
on the basis of samples drawn from each of them, Gretton et al. (2007, 2012)
introduced the Maximum Mean Discrepancy (MMD) in reproducing kernel
Hilbert space. The MMD is used as test statisctic but its asymptotic null
distribution is an infinite sum of distributions, and as such it is not easy
to use for achieving the testing procedure. For overcoming such drawback,
Makigusa and Naito (2020) adopted an approach proposed in Ahmad (1993)
consisting in making an appropriate modification on the test statistic in order
to yield asymptotic normality both under the null hypothesis and under the
alternative. However, they only dealt with the problem of testing whether
an unknown distribution is equal to a specified one. So, it may be of interest
to extend their approach to testing for the equality of two or more unknown
distributions. Recently, Balogoun et al. (2018) introduced the generalized
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maximum mean discrepancy (GMMD) in reproducing kernel Hilbert space,
that allows one to deal with more than two distributions, and to test wheher
these unknown distributions are equal. In this paper, we propose an esti-
mator of the GMMD constructed by modifying a naive estimator, and we
obtain asymptotic normality for this estimator both under equality of these
distributions and under the alternative hypothesis. The GMMD is recalled in
Section 2, and Section 3 is devoted to its estimation and to the main results.
All the proofs are postponed in Section 4.
2 The generalized maximum mean discrep-
ancy
Let us consider a reproducing kernel Hilbert space (RKHS) H of functions
from a metric space X to R. Throughout this paper, we assume that K
satisfies the following assumption:
(A1) : ‖K‖∞ := sup
(x,y)∈X 2
K(x, y) < +∞.
For ℓ ∈ {1, · · · , s} with s ≥ 2, let Xℓ be a random variable with values into X
and distribution denoted by Pℓ. From (A1), E(
√
K(Xℓ, Xℓ)) < +∞, hence
the kernel mean embeding mℓ of Pℓ exists; it is defined by mℓ = E (K(Xℓ, ·)).
For the case of s = 2, Gretton et al (2007, 2012) defined the maximum mean
discrepancy (MMD) as the distance between P1 and P2 given by:
MMD(P1,P2) := ‖m1 −m2‖H,
where ‖ · ‖H denotes the norm induced by the inner product < ·, · >H of H.
A generalisation of this notion, that allows one to deal with the case of s > 2,
was given in Balogoun et al. (2018) and is recalled below.
Definition 1. The generalized maximum mean discrepancy (GMMD) of
the distributions P1, · · · ,Ps, related to and η = (η1, · · · , ηs) ∈]0, 1[s with∑s
ℓ=1 ηℓ = 1, is:
GMMD2(P1, · · · ,Ps; η) =
s∑
j=1
s∑
ℓ=1
ℓ 6=j
ηℓMMD
2(Pj,Pℓ) =
s∑
j=1
s∑
ℓ=1
ℓ 6=j
ηℓ ‖ mj−mℓ ‖2H .
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This definition recovers that of MMD that appears to be a particular case
obtained for s = 2. The hypothesis H0 : P1 = · · · = Ps can be characterized
by means of the GMMD. Indeed, it is easy to check that this hypothesis is
true if, and only if, GMMD(P1, · · · ,Ps; η) = 0 for any η ∈]0, 1[s.
3 Estimation of GMMD and asymptotic nor-
mality
For any j ∈ {1, · · · , s}, let X(j)1 , · · · , X(j)nj ∈ X be an i.i.d. sample drawn
from Pj. We assume that these samples are independent, i.e. X
(j)
i ⊥ X(ℓ)p for
j 6= ℓ and any (i, p) ∈ {1, · · · , nj} × {1, · · · , nℓ}, where ⊥ denotes stochastic
independence. Putting n =
∑s
j=1 nj and πj =
nj
n
, we make the folowing
assumption:
(A2) : For j ∈ {1, · · · , s}, there exists ρj ∈]0, 1[ such that
lim
nj→+∞
{√
n (πj − ρj)
}
= 0.
This assumption implies that lim
nj→+∞
(πj) = ρj and
∑s
j=1 ρj = 1. Note that
it is always possible to take the previous samples so that (A2) holds. Indeed,
for any (ρ1, · · · , ρs) ∈]0, 1[s satisfying
∑s
j=1 ρj = 1 and any n ∈ N∗, it suffices
to put nj = [nρj ] for j ∈ {1, · · · , s − 1}, where [a] denotes the integer part
of a, and ns = n−
∑s−1
j=1 nj .
Based on the previous samples, a naive consistent estimator T̂n of the pa-
rameter T = GMMD2(P1, · · · ,Ps; ρ) (with ρ = (ρ1, · · · , ρs)) is obtained by
replacing each mj by m̂j = n
−1
j
∑nj
i=1K(X
(j)
i , ·) and ρj by πj , i.e.
T̂n =
s∑
j=1
s∑
ℓ=1
ℓ 6=j
πℓ ‖ m̂j − m̂ℓ ‖2H
=
s∑
j=1
s∑
ℓ=1
ℓ 6=j
πℓ
{
‖ m̂j ‖2H + ‖ m̂ℓ ‖2H −
2
nj
nj∑
i=1
< K(X
(j)
i , ·), m̂ℓ >H
}
.(1)
But, although asymptotic normality can be obtained for this estimator, we
found that, under H0, the asymptotic variance equals 0, so this statistic
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cannot be used for testing for equality of the distributions. That is why,
following an approach used in Ahmad (1993) and Makigusa and Naito (2020),
we propose an estimator T̂n,γ obtained by applying weights ki,nj(γ) to the
cross-product terms of (1), i.e.
T̂n,γ =
s∑
j=1
s∑
ℓ=1
ℓ 6=j
πℓ
{
‖ m̂j ‖2H + ‖ m̂ℓ ‖2H −
2
nj
nj∑
i=1
ki,nj(γ) < K(X
(j)
i , ·), m̂ℓ >H
}
=
s∑
j=1
s∑
ℓ=1
ℓ 6=j
πℓ
{
1
n2j
nj∑
i,p=1
K(X
(j)
i , X
(j)
p ) +
1
n2ℓ
nℓ∑
i,p=1
K(X
(ℓ)
i , X
(ℓ)
p )
− 2
njnℓ
nj∑
i=1
nℓ∑
p=1
ki,nj(γ)K(X
(j)
i , X
(ℓ)
p )
}
.
As in Makigus and Naito (2020), the weights (ki,r(γ))1≤i≤r are positive real
numbers depending on a parameter γ ∈]0, 1] and satisfying the following
assumptions:
(A3) : There exists a strictly positive real number τ and an integer n0 such
that for all r > n0:
r
∣∣∣∣∣1r
nj∑
i=1
ki,r(γ)− 1
∣∣∣∣∣ ≤ τ.
(A4) : There exists ck such that max
1≤i≤r
ki,r(γ) < ck for all r ∈ N∗ and γ ∈]0, 1].
(A5) : for any γ ∈]0, 1], lim
r→+∞
1
r
∑r
i=1 k
2
i,r(γ) = k
2(γ) > 1.
A typical example is given by ki,r(γ) = 1+(−1)i γ (see Ahmad (1993)). Now,
we are able to give asymptotic normality for this estimator. Putting m =∑s
j=1 ρj mj and µ =
∑s
j=1mj , and considering the functions Uj and Vj from
X to R defined by Uj(x) =< K(x, ·)−mj , (1−2ρj+ sρj)mj +ρj(mj−µ) >H
and Vj(x) =< K(x, ·)−mj , m− ρjmj >H, we have:
Theorem 1 Assume that (A1) to (A5) hold. Then as min
1≤j≤s
(nj)→ +∞, we
have
√
n{T̂n,γ −T } D→ N
(
0, σ2γ
)
, where
D→ denotes convergence in distribu-
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tion, and σ2γ =
∑s
j=1 4ρ
−1
j σ
2
j (γ) with:
σ2j (γ) = V ar
(
Uj(X(j)1 )
)
+ k2(γ) V ar
(
Vj(X(j)1 )
)
−2Cov
(
Uj(X(j)1 ),Vj(X(j)1 )
)
. (2)
Remark 1. When P1 = · · · = Ps, we have m1 = m2 = · · · = mk = m. Thus
Uj(x) = Vj(x) = (1− ρj) < K(x, ·)−m,m >H, and
σ2γ = 4
(
k2(γ)− 1) ν2 s∑
j=1
4ρ−1j (1− ρj)2 ,
where ν2 = V ar
(
< K(X
(1)
1 , ·)−m,m >H
)
= V ar
(
< K(X
(1)
1 , ·), m >H
)
.
This shows that T̂n,γ has asymptotic normality both under H0 and under
the alternative hypothesis and, cosequently, that it can be used as a test
statistic for testing for H0.
In the case of P1 = · · · = Ps, we can obtain a consistent estimator of σ2γ .
Indeed, putting m̂ =
∑s
j=1 πjm̂j,
ν̂2j =
1
nj
nj∑
i=1
< K(X
(j)
i , ·), m̂ >2H −
(
1
nj
nj∑
i=1
< K(X
(j)
i , ·), m̂ >H
)2
and ν̂2 =
∑s
j=1 πj ν̂
2
j , we have:
Proposition 2 Assume that (A1) and (A2) hold. Then, as min
1≤j≤s
(nj) →
+∞, the estimator σ̂2γ = 4 (k2(γ)− 1) ν̂2
∑s
j=1 4π
−1
j (1− πj)2 is consistent
for σ2γ under P1 = · · · = Ps.
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4 Proofs
4.1 Preliminary result
Putting
An =
√
n
s∑
j=1
s∑
ℓ=1
ℓ 6=j
(πℓ − ρℓ) ‖m̂j − m̂ℓ‖H, (3)
Bn =
√
n
s∑
j=1
s∑
ℓ=1
ℓ 6=j
(πℓ − ρℓ)
{
1
nj
nj∑
i=1
(
ki,nj(γ)− 1
)
< K(X
(j)
i , ·), m̂ℓ >H
}
, (4)
Cn =
√
n
s∑
j=1
s∑
ℓ=1
ℓ 6=j
ρℓ < m̂j −mj , m̂ℓ −mℓ >H, (5)
Dn =
√
n
s∑
j=1
s∑
ℓ=1
ℓ 6=j
ρℓ
nj
nj∑
i=1
(
ki,nj(γ)− 1
){
< K(X
(j)
i , ·), m̂ℓ −mℓ >H + < mj , mℓ >H
}
,(6)
we have:
Lemma 1 Assume that (A1) to (A5) hold. Then An, Bn, Cn and Dn con-
verge in probability to 0 as min
1≤j≤k
(nj)→ +∞.
Proof. First, for any (j, ℓ) ∈ {1, · · · , k}2, we have ‖m̂j − m̂ℓ‖H ≤ ‖m̂j −mj‖H+
‖mj −mℓ‖H + ‖mℓ − m̂ℓ‖H and
‖m̂j −mj‖H = OP (n−1/2j ). (7)
Since, from assumption (A2), lim
nj→+∞
√
n(πj − ρj) = 0 and since n−1j → 0, we
deduce that
√
n(πℓ − ρℓ)‖m̂j − m̂ℓ‖2H = oP (1) and, therefore, An = oP (1).
Secondly, puting
Bj,ℓ,n =
√
n(πℓ − ρℓ)
{
1
nj
nj∑
i=1
(
ki,nj(γ)− 1
)
< K(X
(j)
i , ·), m̂ℓ >H
}
,
we obtain by using the Cauchy-Schwartz inequality:
|Bj,ℓ,n| ≤ |πℓ − ρℓ|
∣∣∣∣∣
√
n
nj
nj∑
i=1
(
ki,nj(γ)− 1
)∣∣∣∣∣ ∥∥∥K(X(j)i , ·)∥∥∥H (‖m̂ℓ −mℓ‖H + ‖mℓ‖H) .
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On the one hand,∥∥∥K(X(j)i , ·)∥∥∥H =
√
< K(X
(j)
i , ·), K(X(j)i , ·) >H =
√
K(X
(j)
i , X
(j)
i ) ≤ ‖K‖1/2∞
(8)
and, on the other hand, using the assumption (A3), we have∣∣∣∣∣
√
n
nj
nj∑
i=1
(
ki,nj(γ)− 1
)∣∣∣∣∣ = π−1j√n
{
nj
∣∣∣∣∣ 1nj
nj∑
i=1
ki,nj(γ)− 1
∣∣∣∣∣
}
≤ π
−1
j√
n
τ.
Then, since lim
nℓ→+∞
(πℓ − ρℓ) = 0 and lim
nj→+∞
π−1j = ρ
−1
j , we deduce from (7)
and the preceding inequalities that Bj,ℓ,n = oP (1). Hence, from the equality
Bn =
∑k
j=1
∑k
ℓ=1
ℓ 6=j
Bj,ℓ,n, we deduce that Bn = oP (1). Thirdly, using Cauchy-
Schwartz inequality, we obtain:
|Cn| ≤
s∑
j=1
s∑
ℓ=1
ℓ 6=j
ρℓ
√
n ‖m̂j −mj‖H ‖m̂ℓ −mℓ‖H ; (9)
From (7), it follows that
√
n ‖m̂j −mj‖H ‖m̂ℓ −mℓ‖H = OP (
√
n√
nj
√
nℓ
), and
since
lim
nj ,nℓ→+∞
√
n√
nj
√
nℓ
= lim
nj ,nℓ→+∞
√
n√
nj
1√
nℓ
= ρ
−1/2
j lim
nℓ→+∞
1√
nℓ
= 0,
we obtain:
√
n ‖m̂j −mj‖H ‖m̂ℓ −mℓ‖H = oP (1). Then, (9) allows us to
conclude that Cn = oP (1). Fouth, using Cauchy-Schwartz inequality and
assumption (A3), we obtain
|Dn| ≤
s∑
j=1
s∑
ℓ=1
ℓ 6=j
ρℓ
π−1j√
n
{
nj
∣∣∣∣∣ 1nj
nj∑
i=1
ki,nj(γ)− 1
∣∣∣∣∣
}{∥∥∥K(X(j)i , ·)∥∥∥H ‖m̂ℓ −mℓ‖H + ‖mℓ‖H ‖mj‖H}
≤
s∑
j=1
s∑
ℓ=1
ℓ 6=j
π−1j√
n
τρℓ
{∥∥∥K(X(j)i , ·)∥∥∥H ‖m̂ℓ −mℓ‖H + ‖mℓ‖H ‖mj‖H} .
This inequality, together with (7), (8) and the fact that lim
nj→+∞
π−1j = ρ
−1
j ,
allows us to conclude that Dn = oP (1).
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4.2 Proof of Theorem 1
Clearly,
√
n
(
T̂n,γ −T
)
= δn+Un, where δn =
√
n
∑s
j=1
∑s
ℓ=1
ℓ 6=j
(πℓ−ρℓ) Γ̂(n)j,ℓ (γ)
and Un =
√
n
∑s
j=1
∑s
ℓ=1
ℓ 6=j
ρℓ
(
Γ̂
(n)
j,ℓ (γ)− Γj,ℓ
)
, with
Γ̂
(n)
j,ℓ (γ) =‖ m̂j ‖2H + ‖ m̂ℓ ‖2H −
2
nj
nj∑
i=1
ki,nj(γ) < K(X
(j)
i , ·), m̂ℓ >H
and Γj,ℓ =‖ mj −mℓ ‖2H. Moreover
δn =
√
n
s∑
j=1
s∑
ℓ=1
ℓ 6=j
(πℓ − ρℓ)
{
‖m̂j‖2H + ‖m̂ℓ‖2H −
2
nj
nj∑
i=1
ki,nj(γ) < K(X
(j)
i , ·), m̂ℓ >H
}
=
√
n
s∑
j=1
s∑
ℓ=1
ℓ 6=j
(πℓ − ρℓ)
{
‖m̂j‖2H + ‖m̂ℓ‖2H −
2
nj
nj∑
i=1
(
ki,nj(γ)− 1
)
< K(X
(j)
i , ·), m̂ℓ >H
− 2
nj
nj∑
i=1
< K(X
(j)
i , ·), m̂ℓ >H
}
;
since we have 2n−1j
∑nj
i=1 < K(X
(j)
i , ·), m̂ℓ >H= 2 < m̂j , m̂ℓ >H, putting
Γ̂nj,ℓ =‖ m̂j − m̂ℓ ‖2H, it follows
δn =
√
n
s∑
j=1
s∑
ℓ=1
ℓ 6=j
(πℓ − ρℓ)
{
Γ̂nj,ℓ −
2
nj
nj∑
i=1
(
ki,nj(γ)− 1
)
< K(X
(j)
i , ·), m̂ℓ >H
}
= An − 2Bn,
where An and Bn are the random variables given in (3) and (4). Then, from
Lemma 1, we deduce that δn = oP (1); thus
√
n
(
T̂n,γ − T
)
= Un + oP (1).
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Therefore, it remains to get the asymptotic distribution of Un. We have
Un =
√
n
s∑
j=1
s∑
ℓ=1
ℓ 6=j
ρℓ
{
‖m̂j‖2H + ‖m̂ℓ‖2H −
2
nj
nj∑
i=1
(
ki,nj(γ)− 1
)
< K(X
(j)
i , ·), m̂ℓ −mℓ >H
−2 < m̂j , m̂ℓ >H + 2
nj
nj∑
i=1
< K(X
(j)
i , ·), mℓ >H
− 2
nj
nj∑
i=1
ki,nj(γ) < K(X
(j)
i , ·), mℓ >H −‖mj −mℓ‖2H
}
.
Then, using the equalities
‖m̂j‖2H = ‖m̂j −mj‖2H + 2 < m̂j, mj >H −‖mj‖2H
= ‖m̂j −mj‖2H +
2
nj
nj∑
i=1
< K(X
(j)
i , ·), mj >H −‖mj‖2H
and
< m̂j , m̂ℓ >H = < m̂j −mj , m̂ℓ −mℓ >H + 1
nj
nj∑
i=1
< K(X
(j)
i , ·), mℓ >H
+
1
nℓ
nℓ∑
i=1
< K(X
(ℓ)
i , ·), mj >H − < mj , mℓ >H,
we obtain Un = −2Cn−2Dn+En+Fn, where Cn andDn are the random vari-
ables given in (5) and (6), En =
√
n
∑s
j=1
∑s
ℓ=1
ℓ 6=j
ρℓ
{‖m̂j −mj‖2H + ‖m̂ℓ −mℓ‖2H} ,
Fn =
√
n
s∑
j=1
s∑
ℓ=1
ℓ 6=j
ρℓ
{
2
nj
nj∑
i=1
< K(X
(j)
i , ·)−mj , mj >H
+
2
nℓ
nℓ∑
i=1
< K(X
(ℓ)
i , ·)−mℓ, mℓ >H
− 2
nℓ
nℓ∑
i=1
< K(X
(ℓ)
i , ·)−mℓ, mj >H
}
− 2
nj
nj∑
i=1
ki,nj(γ) < K(X
(j)
i , ·)−mj , mℓ >H
}
. (10)
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From (7) and the equality limnj→+∞
nj
n
= ρj , we deduce that En = oP (1).
This result and Lemma 1 imply that Un = Fn + oP (1). Then, Un has the
same limiting distribution than Fn and it remains to derive this latter. Since∑s
ℓ=1
ℓ 6=j
ρℓ = 1− ρj , we have
s∑
ℓ=1
ℓ 6=j
ρℓ
nj∑
i=1
< K(X
(j)
i , ·)−mj , mj >H
=
nj∑
i=1
< K(X
(j)
i , ·)−mj , (1− ρj)mj >H . (11)
Furthermore,
s∑
j=1
s∑
ℓ=1
ℓ 6=j
ρℓ
{
2
nℓ
nℓ∑
i=1
< K(X
(ℓ)
i , ·)−mℓ, mℓ >H
}
=
s∑
ℓ=1
s∑
j=1
j 6=ℓ
ρℓ
{
2
nℓ
nℓ∑
i=1
< K(X
(ℓ)
i , ·)−mℓ, mℓ >H
}
=
s∑
ℓ=1
ρℓ
{
2
nℓ
nℓ∑
i=1
< K(X
(ℓ)
i , ·)−mℓ, (s− 1)mℓ >H
}
=
s∑
j=1
2
nj
nj∑
i=1
< K(X
(j)
i , ·)−mj , (s− 1)ρj mj >H, (12)
s∑
j=1
s∑
ℓ=1
ℓ 6=j
ρℓ
{
2
nℓ
nℓ∑
i=1
< K(X
(ℓ)
i , ·)−mℓ, mj >H
}
=
s∑
ℓ=1
s∑
j=1
j 6=ℓ
ρℓ
{
2
nℓ
nℓ∑
i=1
< K(X
(ℓ)
i , ·)−mℓ, mj >H
}
=
s∑
ℓ=1
2
nℓ
nℓ∑
i=1
< K(X
(ℓ)
i , ·)−mℓ, ρℓ(µ−mℓ) >H
=
s∑
j=1
2
nj
nj∑
i=1
< K(X
(j)
i , ·)−mj , ρj(µ−mj) >H (13)
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and, since
∑s
ℓ=1
ℓ 6=j
ρℓmℓ = m− ρj mj ,
s∑
ℓ=1
ℓ 6=j
ρℓ
{
2
nj
nj∑
i=1
ki,nj(γ) < K(X
(j)
i , ·)−mj , mℓ >H
}
=
2
nj
nj∑
i=1
ki,nj(γ) < K(X
(j)
i , ·)−mj , m− ρj mj >H . (14)
Then, using (10), (11), (12), (13), (14) and the equality
√
nn−1j = π
−1/2
j n
−1/2
j ,
we obtain
Fn =
s∑
j=1
2π
−1/2
j Yn,j,γ, (15)
where Yn,j,γ =
1√
nj
∑nj
i=1
{
Uj(X(j)i ) − ki,nj(γ)Vj(X(j)i )
}
. Let us put s2n,j,γ =∑nj
i=1 V ar
(
Wn,i,j(X(j)i )
)
, where Wn,i,j(X(j)i ) = Uj(X(j)i ) − ki,nj(γ)Vj(X(j)i ).
By similar arguments than in the proof of Theorem 1 in Makigusa and Naito
(2020) we obtain that, for any ε > 0,
s−2n,j,γ
nj∑
i=1
∫
{x:|Uj(x)−ki,nj (γ)Vj(x)|>εsn,j,γ}
(
Uj(x)− ki,nj(γ)Vj(x)
)2
dPj(x)
converges to 0 as nj → +∞. Therefore, by Section 1.9.3 in Serfling (1980)
we obtain that s−1n,j,γ
∑nj
i=1Wn,i,j(X(j)i ) D→ N (0, 1), that is √njs−1n,j,γYn,j,γ D→
N (0, 1). However,(
sn,j,γ√
nj
)2
=
1
nj
nj∑
i=1
{
V ar
(
Uj(X(j)i )
)
+ k2i,nj(γ)V ar
(
Vj(X(j)i )
)
−2ki,nj (γ)Cov
(
Uj(X(j)i ),Vj(X(j)i )
)}
= V ar
(
Uj(X(j)1 )
)
+
(
1
nj
nj∑
i=1
k2i,nj(γ)
)
V ar
(
Vj(X(j)1 )
)
−2
(
1
nj
nj∑
i=1
ki,nj(γ)
)
Cov
(
Uj(X(j)1 ),Vj(X(j)1 )
)}
;
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then, using (A3) and (A5), we get lim
nj→+∞
(
n−1j s
2
n,j,γ
)
= σ2j (γ), where σ
2
j (γ)
is defined in (2). Hence, Yn,j,γ
D→ N (0, σ2j (γ)). Since Yn,j,γ and Yn,ℓ,γ are
independent when j 6= ℓ, we deduce from (15) and the equality lim
nj→+∞
(πj) =
ρj that Fn
D→ N (0, σ2γ), where σ2γ =∑sj=1 4ρ−1j σ2j (γ).
4.3 Proof of Proposition 2
It suffices to prove that ν̂2j is consistent for ν
2. First, by Cauchy-Schwartz
inequality and (8),
1
nj
nj∑
i=1
< K(X
(j)
i , ·), m̂−m >2H ≤
1
nj
nj∑
i=1
‖K(X(j)i , ·)‖2H ‖m̂−m‖2H
≤ 1
n
‖K‖∞ ‖
√
n(m̂−m)‖2H.
Using (7) and (A2) it is easy to check that ‖
√
n(m̂−m)‖H = OP (1). Hence,
from the previous inequality, n−1j
∑nj
i=1 < K(X
(j)
i , ·), m̂ − m >2H= oP (1).
Another use of Cauchy-Schwartz inequality and (8) gives the inequality∣∣∣∣ 1nj
nj∑
i=1
< K(X
(j)
i , ·), m̂−m >H< K(X(j)i , ·), m >H
∣∣∣∣ ≤ ‖m‖H‖K‖∞√n ‖√n(m̂−m)‖H
that implies n−1j
∑nj
i=1 < K(X
(j)
i , ·), m̂ − m >H< K(X(j)i , ·), m >H= oP (1).
Thus, n−1j
∑nj
i=1 < K(X
(j)
i , ·), m̂ >2H= oP (1) + n−1j
∑nj
i=1 < K(X
(j)
i , ·), m >2H,
and using the law of large numbers we conclude that n−1j
∑nj
i=1 < K(X
(j)
i , ·), m̂ >2H
converges in probability, as nj → +∞, to E
(
< K(X
(j)
1 , ·), m >2H
)
. On the
other hand, Cauchy-Schwartz inequality and (8) give the inequality∣∣∣∣ 1nj
nj∑
i=1
< K(X
(j)
i , ·), m̂−m >H
∣∣∣∣ ≤ ‖K‖1/2∞√n ‖√n(m̂−m)‖H
that implies n−1j
∑nj
i=1 < K(X
(j)
i , ·), m̂−m >H= oP (1). Therefore, we have
n−1j
∑nj
i=1 < K(X
(j)
i , ·), m̂ >H= oP (1) + n−1j
∑nj
i=1 < K(X
(j)
i , ·), m >H; from
the law of large numbers we deduce that n−1j
∑nj
i=1 < K(X
(j)
i , ·), m̂ >H con-
verges in probability, as nj → +∞, to E
(
< K(X
(j)
1 , ·), m >H
)
. The pre-
ceding convergences properties imply that ν̂2j converges in probability, as
12
nj → +∞, to ν2j := E
(
< K(X
(j)
1 , ·), m >2H
)
− E
(
< K(X
(j)
1 , ·), m >H
)2
.
Under the hypothesis P1 = · · · = Ps, we have ν2j = ν2.
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