We compile and analyse long term (≈ 10 year) submillimetre (1.3, 0.87, 0.43 mm, submm) wavelength light curves of the Galactic centre black hole, Sagittarius A*. The 0.87 and 0.43 mm data are taken from the literature, while the majority of the 1.3 mm light curve is from previously unpublished SMA and CARMA data. We use Monte Carlo simulations to show that on minute to few hour time-scales the variability is consistent with a red noise process with a 230 GHz power spectrum slope of β = 2.3 +0.8 −0.6 at 95% confidence. The light curve is de-correlated (white noise) on very long (month to year) times. In order to identify the transition time between red and white noise, we model the light curves as a stochastic damped random walk process. The models allow a quantitative estimate of this physical characteristic time-scale of τ = 8
+0.8
−0.6 at 95% confidence. The light curve is de-correlated (white noise) on very long (month to year) times. In order to identify the transition time between red and white noise, we model the light curves as a stochastic damped random walk process. The models allow a quantitative estimate of this physical characteristic time-scale of τ = 8
+3
−4 hours at 230 GHz at 95% confidence, with consistent results at 345 and 690 GHz. This corresponds to ≈ 10 orbital times or ≈ 1 inflow (viscous) time at R = 3R s , a typical radius producing the 230 GHz emission as measured by very long baseline interferometry and found in theoretical accretion flow and jet models. This time-scale is significantly shorter (longer) than those measured at radio (near-infrared) wavelengths, and is marginally inconsistent with the same variability mechanism operating in the submm and NIR for the expected t ∝ R 3/2 scaling. It is crudely consistent with the analogous time-scale inferred in studies of quasar optical light curves after accounting for the difference in emission radius. We find evidence that the submm variability persists at least down to the ISCO, if not the event horizon. These results can be compared quantitatively with similar analyses at different wavebands to test for connections between the variability mechanisms, and with light curves from theoretical models of accreting black holes.
INTRODUCTION
The Galactic centre black hole, Sagittarius A* (Sgr A*) is the most intensively studied supermassive black hole candidate. Discovered as a compact radio source (Balick & Brown 1974) , its spectrum rises to a peak in the submillimetre ("submm bump", Zylka et al. 1995) . The properties of the submm bump are particularly well constrained. The observed Faraday rotation and linear polarization give strong constraints on the density of the emitting region Marrone et al. 2007) , while very long baseline interferometry (VLBI) observations have determined the size of the emitting region up to 1.3 mm (e.g., Lo et al. 1998 ; Krichbaum et al. * E-mail: jdexter@berkeley.edu 1998a; Shen et al. 2005; Bower et al. 2006; Doeleman et al. 2008) and the temperature of the emitting electrons from the brightness temperature.
Long term monitoring in the radio over the past decade has established a steady characteristic flux density of ≃ 3 Jy in the submm, with characteristic fluctuations of 30 − 50% on hour time-scales (Zhao et al. 2003; Eckart et al. 2008; Marrone et al. 2008) . Sgr A* has also been observed to exhibit large amplitude, rapid (≃ 30 min) variability in the near-infrared (Genzel et al. 2003; Ghez et al. 2004 ) and X-ray (Baganoff et al. 2001) bands. The X-ray "flares" occur simultaneously with peaks in the nearinfrared (Eckart et al. 2004; Dodds-Eden et al. 2009 ). Several multi-wavelength campaigns have looked for connections between the flares and radio to submm emission by cross-correlating single epoch light curves between different wavebands. Some detec- tions of increased submm and radio flux density following NIR/Xray activity have been reported, and in some cases these detections have been interpreted as emission from hot plasma cooling by adiabatic expansion (Yusef-Zadeh et al. 2006; Marrone et al. 2008; Eckart et al. 2012) . In other cases, anti-correlations have been found, and these events have been interpreted as decreases in magnetic field strength from reconnection (Dodds-Eden et al. 2010; Haubois et al. 2012) or absorption from intervening material (Yusef-Zadeh et al. 2010) . There is no consensus as to the physical connections between radio, submm, and NIR/X-ray emission, or whether there is a connection at all. All of the observations of Sgr A* have led to long, irregularly sampled light curves over the past decade or so. Statistical analyses of individual light curves have shown that at least some of the radio variability must be intrinsic to Sgr A* rather than the effect of interstellar scintillation (Macquart & Bower 2006) , and have shown that the NIR emission can be described as a red noise process ) with a non-linear flux distribution (Dodds-Eden et al. 2011; Witzel et al. 2012 ) and a power spectrum break at ≃ 150 min ).
Here, we compile submm 1 light curves of Sgr A* from 2001 to 2012, using a combination of published and unpublished data from several telescopes (described in §2). We study the statistical properties (power spectra) of the light curves from individual days ( §3), and find the variability to be consistent with a stationary noise process on minute to hour time-scales. At very long time separations, we expect the variability to be uncorrelated. We tentatively identify a turnover in the structure function from red to white noise. However, the structure function and other nonparametric methods for studying variability are biased when used on irregular light curves. Similar structure functions have been found in optical quasar variability studies (Hughes, Aller & Aller 1992; Vanden Berk et al. 2004) , and recently characteristic variability amplitudes and time-scales have been estimated from these light curves by modeling the process as a damped random walk (Kelly, Bechtold & Siemiginowska 2009; Kozłowski et al. 2010; MacLeod et al. 2010 ). This method is described and used to estimate parameters of our light curves in §4. The implications of these results for physical models of Sgr A* are discussed in §5.
OBSERVATIONAL DATA
We compile light curves from a combination of published and unpublished data from several telescopes at 230, 345, and 690 GHz. Previously published data are from the SMA (Zhao et al. 2003; Eckart et al. 2006; Marrone et al. 2006 Marrone et al. , 2008 Yusef-Zadeh et al. 2009 ), CSO (Yusef-Zadeh et al. 2008 , SMTO (Yusef-Zadeh et al. 2009 ), IRAM 30m telescope (Yusef-Zadeh et al. 2009 ), and APEX (Eckart et al. 2008; García-Marín et al. 2011) . The previously unpublished light curves from CARMA and SMA are discussed below.
CARMA
The CARMA 230 GHz flux densities were measured during mm-VLBI campaigns in 2009 Apr ) and 2011 Mar, and as a byproduct of polarization observations in 2012 May. An integration time of 10 sec was used. System temperatures, scaled to outside the atmosphere, were calibrated every 10 minutes using a chopper wheel. Observations of secondary flux calibrators (1751+096, 1733-130, 1924-292) interleaved with the Sgr A* scans every 10 to 15 minutes were used to monitor gain variations of the antennas. The flux density scale was established using observations of Uranus (assuming a disk brightness temperature of 102 K) and MWC349 (assuming a flux density of 1.95 Jy); the absolute flux scale is estimated to be uncertain by ±15%. Sgr A* flux densities were measured using only interferometer spacings > 20kλ, to resolve out contaminating emission from the mini-spiral and other large scale structures in the Galactic centre. The total duration of the Sgr A* observations was limited to approximately 4 hours per day, the time the source is above 18 degrees elevation at CARMA. The integrations were averaged in 5 minute intervals, and the errors were estimated from the scatter within each interval.
SMA
The SMA monitored Sgr A* for 8 days in 2012, divided into fourday runs in May and July. During each run, seven antennas were used. In May they were arranged in the compact configuration (baseline lengths of 7-52 kλ), and in July the antennas were arranged in the subcompact configuration (4-19 kλ). Observations of the source 1733-130 were interleaved with observations of Sgr A* in order to track changes in the complex gain. Less frequent observations of 1743-038 and 1924-292 were used to check that the gain solutions were accurate. The absolute flux density scale was determined by observations of planets (Uranus, Neptune, Titan), or through comparison with calibrator fluxes in the SMA database (Gurwell et al. 2007 ). The scale is uncertain by 15%.
Typically, the light curve of SgrA* is derived from baselines longer than 20 kλ, as in the CARMA data described above, because of confusion with extended structure surrounding Sgr A* on shorter baselines. However, in the case of the July data, no baselines are longer than 20 kλ. We employed an iterative procedure to remove point source emission from short time intervals in each day of data and construct a common SgrA*-free map of the surrounding material across all four days in each month. To begin, for each timestep over each four-day run we fit a central point source to the visibilities and subtract it. The point-source-subtracted visibilities from each day of the four-day runs are then consolidated, inverted, and CLEANed to produce a first-guess image of the unrelated emission. These images are converted to visibilities and subtracted from the data from each night. These new visibilities, in which most of the surrounding emission has been eliminated, are subjected to the same procedure -after removing point sources at each timestamp a new image is created from the four days and subtracted from the visibilities. This is iterated many times, resulting in an image of the mini-spiral as well as a Sgr A* light curve with the mini-spiral contribution removed. Since the July data were obtained without long baselines, contaminating emission from within a few arcseconds of SgrA* cannot be distinguished from the central source. To correct for this effect, the visibility functions of the May and July minispiral maps were matched where they overlap in uv space by allowing a central offset component and a scale difference between the two. This procedure shows that 0.6 Jy of unresolved contamination was present in the July light curves.
Light curves
The full light curves at 230, 345, and 690 GHz are shown in Figures  1-3 .
2 Large gaps have been removed, and the different symbols denote data from different telescopes. Significantly more data are available at 230 GHz, so that this light curve ultimately is the most useful for measuring variability properties. The entirety of the 345 and 690 GHz light curves are taken from the literature, while the majority of the 230 GHz light curve (all of the CARMA data and the majority of the SMA data) is new here (bottom four panels in Figure 1 ). There are 1044, 245, and 225 data points at 230/345/690 GHz spanning 29, 11, and 14 epochs of observations.
In the following sections, we study the variability properties of these light curves over the full range of minute to year time intervals using a few different techniques.
INTRADAY POWER SPECTRUM
We first consider the intraday variability on times ranging from the separation between individual integrations ( 5 minutes) to the total duration of the light curves from individual telescopes ( 5 hours). In general, the light curves even for individual days are irregularly sampled and contain gaps. Smoothed power spectra from each day are calculated from regularly sampled, continuous light curves as follows. We re-bin each day's light curve to a common interval, and linearly interpolate to fill in empty bins caused by larger gaps. The new time bin is taken as the largest sampling interval present in the data which is smaller than 3 times the most commonly used sampling interval. This is an arbitrary choice but gives good frequency coverage for the power spectra. The resulting regular light curve is Fourier transformed to calculate the power spectrum. Then this power spectrum is binned logarithmically with factors of 1.3 between frequency bins (Papadakis & Lawrence 1993) .
The resulting individual day power spectra can be characterized as single power laws with slopes P (f ) ∝ f −β in the range β = 0.5 − 3. However, both red noise leak and aliasing effects resulting from the re-binning and interpolating procedure can strongly bias raw power spectra calculated in this way. In order to quantitatively measure the power law slope, we follow Uttley, McHardy & Papadakis (2002) and simulate long, continuous random light curves from power law power spectrum models of varying slopes using the method of Timmer & Koenig (1995) .
We then sample the random light curves at the same times as the observations from a given day, mimic instrumental errors by adding Gaussian noise at the same level as the errors at each observed time, and use the same re-binning / interpolating procedure described above to produce continuous light curves in the same way as the data. We use 3000 simulated light curves from each model, but note that in most cases converged results at 95% confidence only require 300.
The feasibility of the model can be assessed by fitting the mean of the simulated power spectra to the observed one, and comparing the residuals to the dispersion in the simulated light curves. Formally, we estimate a χ 2 value from:
where Pν,sim is the mean of the simulated power spectra and the errors, ∆Pν,sim, are their rms dispersion in each frequency bin. The distribution of the χ 2 values calculated between the individual realizations of the simulated power spectra and Pν,sim allows us to evaluate the quality of the fit between the model and data. The power law model provides a satisfactory fit at 95% confidence to all of the days in all light curves, and the allowed ranges of the power law slope overlap between almost all days (26/29 days for 230 GHz, all for 345 and 690 GHz). This suggests that i) the power law model can describe the individual day light curves, ii) each light curve is independently not very constraining and ii) there is no evidence that the variability process is non-stationary.
In order to better constrain the power law slope, we then apply the same power law model to all of the days. The same procedure is followed as above, except that the unbinned power spectra from each day are combined and then logarithmically binned to form the observed intraday power spectrum for the entire light curve. We fit models to this power spectrum again as above, binning simulated power spectra from all days, fitting them to the observed one, and calculating the allowed range of slope.
The observed 230 GHz power spectrum is shown in Figure 4 (solid line), along with the best-fitting power law model (filled circles) and the models with the smallest and larger allowed slopes at 95% confidence (open circles). The model fits each have different error bars, corresponding to the rms error at each frequency calculated from the full range of simulated light curves. The constraint on the power law slope from this procedure is β = 2.3 +0.8 −0.6 at 95% confidence, and the probability as a function of β that the power law models give an acceptable fit to the data is shown in Figure 5 . The model power spectra are highly distorted by the re-binning and interpolating procedure. A naive fit to the raw power spectrum, ignoring the effects of irregular sampling and observational errors, gives abest-fitting power law of slope β ≃ 1.8, 2σ away from the actual best model. This demonstrates the importance of accounting for windowing effects and observational noise. The slope constraints at 345 and 690 GHz are 2.1 +1.7 −1.1 and 2.0 +0.8 −0.4 (95% confidence). The 690 GHz featureless power law spectra are highly distorted by instrumental errors in the light curves and irregular sampling, so that the best-fitting model is only marginally compatible with the data from all days combined. If this model can in fact describe the data, the allowed range of power law slope is likely larger than formally estimated.
We can further look for power at particular frequencies that is in excess of what is expected for ourbest-fitting models. At 99.7% confidence, both the binned and unbinned power spectra from all days combined fall within the range present in the simulated power law models. This suggests that if there is excess power, from a quasi-periodic oscillation (QPO) or some other source, it is below the sensitivity of these light curves and/or is transient.
How sensitive are our light curves to QPOs? We test this by adding sinusoidal features to the observed 230 GHz light curve with a range of amplitudes and quality factors (ν/∆ν where ∆ν is the Lorentzian width of the QPO). Between ν = 0.4 − 4hr −1 with ∆ν = 0.0 − 0.2ν, excess power appears at ν or 2ν at 99.7% confidence for amplitudes of 0.1 − 0.3 Jy. The light curve is most sensitive to high quality, short period QPOs.
FULL LIGHT CURVE ANALYSIS
We next consider the variability properties of the full light curves. We first use the structure function, a method for characterizing irregularly sampled light curves which has been used in a number of quasar variability studies (Simonetti, Cordes & Heeschen 1985; Hughes, Aller & Aller 1992; Vanden Berk et al. 2004, e.g.,) . We tentatively identify a characteristic time-scale in the structure function ( §4.1) where the variability transitions from red (correlated) to white (uncorrelated) noise, which we then verify and quantitatively measure by modeling the full light curves as the result of a stochastic damped random walk noise process ( §4.2).
Structure function
The first order structure function is defined as,
where F (t) here is the light curve (flux density as a function of time) with total duration T . For discrete data, the integral becomes a sum over pairs of flux densities separated by ∆t. In practice, this is calculated by summing the squared flux density differences (∆Fj) over all pairs of time lags present in the light curve, binning by time lag (∆ti), and dividing by the number of points in each bin (N (∆t)):
The structure functions of the full light curves at each frequency are shown in Figure 6 . The submm light curves show significant intrinsic variability, as has long been known (e.g., Zhao et al. 2003) . The flux density differences grow from some minimum on short times (set by observational noise) as roughly a power law (consistent with our quantitative power spectrum analysis above) until a turnover at ∼ 1 − 100 hours, beyond which they appear roughly constant within the errors (SF∞ ≃ 1 Jy, where SF∞ is the asymptotic rms power on long time intervals). The error bars are largest on time separations between observing days (≃ 10 hours) and especially between epochs ( 100 hours). The form of these structure functions is close to that expected for a noise process, where the turnover time is a characteristic, physical scale in the intrinsic variability (Hughes, Aller & Aller 1992) . This type of structure function is also commonly seen from optical quasar light curves.
However, structure functions have been shown to produce both spurious and inaccurate bends or breaks for irregularly sampled, featureless simulated data with gaps (Emmanoulopoulos, McHardy & Uttley 2010) . In order to confirm that the turnover from red to white noise is not caused by biases in the structure function, and to quantitatively measure its value, we model the light curves directly as a damped random walk.
Light curve modeling
Recent studies of quasar variability have modeled light curves directly with a stochastic noise process (Kelly, Bechtold & Siemiginowska 2009; Kozłowski et al. 2010; MacLeod et al. 2010) . This is an alternative to the approach used to study the intraday variability in §3 based on Uttley, McHardy & Papadakis (2002) . This particular CAR(1) (damped random walk, DRW) process gives structure functions similar in shape to that shown in Figure 6 , where the variability appears to decline as red noise (SF ∼ t 1/2 ) (saturate as white noise) on short (long) time separations. Modeling light curves in this fashion is free of observational and sampling bias. Given the approximately red noise nature of the intraday variability found from Monte Carlo simulations ( §3) and the white noise properties on long time separations, we expect that this model can accurately describe the variability in the Sgr A* light curves.
Quantitatively, the structure function of the DRW is given as (MacLeod et al. 2010) :
where τ is the transition time-scale and SF∞ is the asymptotic power in the light curve on times ∆t ≫ τ .
Fitting Procedure
We assume this model can describe the submm Sgr A* light curves, and use it to infer the characteristic parametersσ ≡ SF∞/ √ τ and τ as follows. Following Kelly, Bechtold & Siemiginowska (2009) , the likelihood of a DRW model fitting the light curve with times ti, flux densities (or alternatively their logarithm) xi, and errors σi sampled at points i = 1,...,N is given by a product of Gaussians describing the residuals from each light curve point (c.f. Kelly, Bechtold & Siemiginowska 2009, Eqs. 6-12) :
where x * i = xi − bτ is the difference between the measured value and its mean (bτ ). The DRW excursion from the mean (xi) and its variance (Ωi) are calculated recursively from initial valuesx1 = 0, Ω1 = τσ 2 /2. The residual between the DRW fit value and the actual light curve is then given by χi, where the factor Ωi + σ 2 i is the sum of the variance of the DRW expected at time i and that from the observational errors in the light curve. The DRW variance (Ωi) is equal to the long time variance (Ω1) if neighboring time points are separated by ∆t ≫ τ (a = 0), and approaches zero with decreasing time separation (a = 1) for perfect data (σ 2 i = 0). In the intermediate range, Ωi is given by a linear combination of these limits depending on the expected correlation between points (ai).
We can convert the above likelihood of the observed light curves arising from a given set of DRW parameters into the posterior probability of the set of model parameters using a Bayesian approach. Following Kelly, Bechtold & Siemiginowska (2009), we assume uniform priors on log τ , b, andσ. The fit quality can be assessed by noting that the residuals, χi, for the best-fitting parameters should be independent and normally distributed. Therefore, a Gaussian fit to a histogram of its residuals should have a mean of zero and a variance of unity.
Random samples of b,σ, and τ from the DRW are drawn using a Metropolis-Hastings algorithm. Parameters are estimated as the median value of each parameter sampled, while allowed ranges at a given significance are estimated as the minimum and maximum parameter values found within the region containing the desired fraction of the total probability density.
Parameter Estimates
The probability distributions over τ andσ from fitting the DRW model to the Sgr A* submm light curves at each observed frequency are shown in Figure 7 . The inferred parameter values to 95% confidence are τ = 8
+3
−4 hours andσ = 1.9 ± 0.1 (Jy / √ day) at 230 GHz. The parameterσ measures the stochastic variability power on a given time interval on the red noise portion of the power spectrum. The inferred τ andσ values for the 345 and 690 GHz light curves are consistent with the results at 230 GHz at 95% confidence. If we assume that the variability properties are identical at all frequencies, then we can get better statistics by combining the light curves. We re-scale the light curves so that the mean flux densities are equal. To prevent unphysical correlations in time, we offset the times between different frequencies so that they are separated by ∆t = 100 days ≫ τ . Fitting the combined data the allowed 95% confidence range inσ is unchanged, while the timescale becomes τ = 6 +4 −2 hours, a tighter constraint than using 230 GHz alone but consistent with that range. However, it is possible that this estimate is biased due to the marginal difference in allowedσ between the light curves. In particular, this may bias the fits towards smaller τ values. Kelly, Bechtold & Siemiginowska (2009) argued that fitting the logarithm of the flux density is more appropriate than the flux density itself, because the DRW can generate both positive and negative values while the flux density is strictly positive. We find consistent results when using log Fν. As discussed below, the fit quality is similar in both cases. We conclude that the data cannot distinguish between a stochastic Gaussian process in Fν or log Fν . The latter was suggested by Uttley, McHardy & Vaughan (2005) for X-ray variability in AGN.
As noted above, we expect the residuals, χ, of the fit to be normally distributed (Gaussian with mean of zero and variance equal to one). Figure 8 shows the light curves, CAR(1) fits, residuals and a histogram of the residuals at each frequency. At 230 and 690 GHz, the variance of the residuals is smaller than expected. Furthermore, the distribution is still narrower than expected even when uniformly scaling the observational errors to force the overall reduced χ 2 = 1. These results indicate the presence of power in the light curve that is not well described by the DRW model. An excess of small residuals could indicate excess correlation on the shortest time intervals or a power spectrum slope steeper than that of red noise (β = 2, consistent with the allowed range of power law slopes found in §3 (1.7 − 3.1). However, it is also possible that the excess residuals are caused by differences in shapes between the true and model power spectra rather than the slope.
The main goal of the CAR(1) analysis is to measure the characteristic time τ of the light curves. Therefore, the important issue is whether the difference between the intrinsic and model power spectra lead to biases in our parameter estimates. Qualitatively, the CAR(1) process measures τ as the time-scale beyond which the light curve is no longer correlated. So as long as the light curve is approximately white noise down to times ≃ τ , a steepening on shorter intervals should not significantly bias the results.
To test for bias, we try fitting the light curve excluding time separations ∆t < 2 hours. The estimates of τ andσ from this fit is nearly identical to that including all the data, except that the resulting probability distributions are broader. This broadening could be a result of bias, but the best-fitting values of τ andσ are nearly identical between the two fits. Further, the broadening of the distributions is fully consistent with the large number of data points excluded (90%). For example, assuming a Gaussian distribution in log τ , the 1σ range should have σ1/ √ N1 = σ2/ √ N2, where σ1,2 and N1,2 are the confidence intervals and number of data points in fits with different numbers of data points. The expected broadening can be explained by our values of N1,2 = 87, 1052 between the two fits. We check this hypothesis by randomly selecting N1 points from the full light curve and re-doing the fit. The same residuals at small χ appear as from using the full light curve, while the allowed range in τ becomes nearly identical to that when excluding points separated by ∆t < 2 hours. We conclude that the allowed parameter ranges broaden simply from the exclusion of a large fraction of the data. Since we find no evidence of bias, we use the parameter constraints from fitting the full light curves, despite the presence of excess residuals at small χ. We further note that the 345 GHz light curve fit shows no similar residuals and leads to consistent values of τ . Table 1 provides the parameter constraints from fitting all light curves with log or linear flux density, and with full light curves or excluding short time separations for the 230 GHz light curve. Confidence intervals are listed in 1 − 3σ as would be expected for a normal distribution.
Submillimetre light curves of Sgr A* are difficult to obtain observationally, and the measured flux density values can be biased by systematic effects such as calibration errors and, particularly in the case of single-dish measurements, confusion with the surrounding emission. To simulate the effects of poor absolute (total flux) calibration and confusion, we add random DC offsets to the data from each day separately and redo the fitting procedure. At 230 GHz, this does not produce any clear systematic change in the parameter estimates. At 690 GHz, τ increases. In both cases, the overall model fit becomes worse. Typically atmospheric effects are removed from the data by calibrating against a known non-variable source, and in some observations the calibration source undergoes atmosphereinduced secular variability on hour time-scales. We simulate systematic errors from inaccurate intraday calibration by adding sinusoidal variations within each day of the light curves. At 230 GHz, this change decreases τ . It also increases the excess residuals at small χ. It is then possible that instead of an intrinsically steep power spectrum (β > 2), the observed excess correlations on short times are caused by systematic errors in the intraday light curves. In this case we might expect that removing the systematics could somewhat increase the measured τ value.
We also explore systematic differences between telescopes. In particular, most of the 230 GHz data come from SMA and CARMA. Fitting these light curves separately, the inferred parameters from the CARMA and SMA light curves are consistent at the 1σ level. Fitting separately to data from the other telescopes taken from previously published work gives parameters that are consistent with both of them. Therefore there is no evidence for systematic errors between telescopes.
IMPLICATIONS
We have analysed long, irregularly sampled submm light curves of Sgr A*. From Monte Carlo simulations accounting for sampling biases, we find that the intraday power spectrum can be well fit by a power law with slope 2.3 +0.8 −0.6 at 95% confidence, consistent with a red noise process. Since the average submm flux density of Sgr A* has been stable over the full length of the light curves, we expect that the light curve should transition to white noise. We tentatively identify this transition time as a break in the structure function at roughly ∼ 1 − 100 hours. However, structure functions calculated in this way are prone to significant biases, including spurious break features. In order to confirm the presence of this transition and to quantitatively measure the associated time-scale without bias from irregular sampling, we model the light curves as a damped random walk (DRW). From this procedure, we measure a characteristic time-scale of τ = 8 +3 −4 hours in the 230 GHz light curve (95% confidence), where the constraints are strongest due to the large number of data points. Slightly smaller but consistent values of τ are inferred at 345 and 690 GHz. The analysis is robust to whether we model the flux density or its logarithm-we are unable to distinguish between linear and non-linear noise processes. Further, we find excess residuals that are likely due to either a steep intrinsic power spectrum (β > 2) at times shorter than τ ( 2 hours), or to residual systematic intraday errors in the light curves. There is no evidence for bias in the inferred parameters.
The size of the emission region at 230 GHz has been measured by VLBI observations (Doeleman et al. 2008; Fish et al. 2011 ) to be ≃ 4Rs, where Rs = 2GM/c 2 is the Schwarzschild radius, assuming the mass of Sgr A* measured from stellar orbits, M = 4 ± 0.5 × 10 6 M⊙ (e.g., Ghez et al. 2008; Gillessen et al. 2009 ). However, the inferred size is model-dependent and may be influenced by strong relativistic effects. Geometric (Broderick et al. 2011; Kamruddin & Dexter 2013 ) and physical (Broderick et al. , 2011 Mościbrodzka et al. 2009; Dexter, Agol & Fragile 2009; Dexter et al. 2010; Dexter & Fragile 2013 ) models which fit the data imply submm emission radii between 2 − 5Rs. These submm emission radii are consistent with the results of previous accretion flow (Yuan, Quataert & Narayan 2003 ) and jet (Falcke & Markoff 2000) models. Assuming a fiducial emission radius of 3Rs, we can compare our measured time-scale for the light curves to the expected orbital (t orb ) and viscous (tvisc) times:
tvisc ≈ 8 R 3Rs
3/2 α 0.03
where α is the dimensionless viscosity parameter in standard accretion theory (Shakura & Sunyaev 1973) and H/R is the disc scale height. Our measurement of τ ∼ 8 hours is a factor of ∼ 20 longer than the orbital time. This suggests that the variability is not due to orbital modulation, e.g., from inhomogeneities in the accretion flow. Eight hours is consistent with the viscous time at this radius, assuming values of α ≃ 0.03 − 0.05 found in current simulations of magnetic turbulence (e.g., Hawley, Guan & Krolik 2011; Narayan et al. 2012) . Alternatively, magnetic field reversals occur at intervals of ∼ 10t orb from dynamo action in several local simulations of MRI driven turbulence (e.g., Guan & Gammie 2011) . In this case the reversal time is related to the strength of magnetic stresses driven by the MRI (e.g., α). In a thick accretion disc the variability does not need to be produced locally but instead can propagate down to smaller radii. A general result of models of time-variable accretion discs is that an ∼ f −1 power spectrum is expected on the range of local times for radii producing fluctuations (Lyubarskii 1997) . A break in the power spectrum to white noise is expected to correspond to the relevant time-scale at the outer radius producing fluctuations, while a further steepening of the power spectrum may occur below the shortest times associated with the inner emission radius (Churazov, Gilfanov & Revnivtsev 2001 ). If we assume that instead of a local process, the submm Sgr A* variability is due to propagating fluctuations in from larger radius generated on the dynamical time, then the associated maximum outer radius would be R ∼ 20−50RS . This could correspond to a circularization or other transitional radius in the accretion flow. For fluctuations generated on the inflow time, the outer radius is R 10Rs and the variability must be generated close to the submm emission region.
A natural inner scale for the Sgr A* submm emission would be the innermost stable circular orbit of the black hole. Steepening has been seen in power spectra from time-dependent numerical models of Sgr A* (Dolence et al. 2012; Dexter & Fragile 2013) , where it typically occurs on the orbital time of the ISCO (≃ 10 min for those simulations with high spin). The light curve we have can accurately probe the variability properties on times 10min, since the shortest sampling intervals in the light curve are typically 5min. The combined power spectrum from all individual epochs from minutes to ≃ 3 hours is well fit by a single power law model with a red noise or steeper slope. There is no sharp cutoff down to the shortest time intervals probed, suggesting that the submm emission persists down close to the ISCO, if not the event horizon, even if the variability is produced on the local dynamical time.
A previous analysis of much longer wavelength (1.3cm) radio light curves found two characteristic time-scales, at τ > 1, > 10 days (Macquart & Bower 2006) . The day time-scale was argued to be intrinsic to Sgr A*, while the longer one was associated with scintillation effects along the line of sight. This radio value of τ is somewhat larger than our submm result, as expected if the self-absorbed radio emission arises in a photosphere much farther from the black hole as measured by VLBI observations (e.g., Bower et al. 2006) . Mauerhan et al. (2005) found excess power at a time ≃ 2.5 hours in the periodogram of a 3 mm light curve compared to a noise process with P (f ) ∝ f −1 . This result is consistent with the emission size from VLBI observations (e.g., Krichbaum et al. 1998b) only if the variability was produced on the local orbital time. This is a significantly shorter time-scale from emission arising farther from the black hole than we find here. It is not clear whether the excess inferred by Mauerhan et al. (2005) is due to a break in the power spectrum, and if so whether the break is to white noise or steeper red noise. If the time-scales are equivalent, that would indicate a different variability mechanism operating at 3 mm than at 1.3 mm. While surprising, this is not implausible given that spectral fits to Sgr A* suggest that different electron populations could produce the submm and mm emission (Yuan, Quataert & Narayan 2003) , and these electrons could come from different dominant dynamical components as well (Yuan, Markoff & Falcke 2002) . If the Mauerhan et al. (2005) excess is instead interpreted as a QPO, then we do not see any comparable excess of power at the 99.7% level. At that frequency, our 230 GHz light curve would be sensitive to an oscillation with an amplitude of 0.3 Jy.
A power spectrum measured from a long near-infrared light curve showed a break in the power spectrum, also at ≃ 2.5 hours ). The τ value measured from the 230 GHz light curve is larger than this value at > 3σ significance. It is likely that the same is true at 345 and 690 GHz, although the constraints are worse due to limited data at those frequencies, lowering the significance. The post-break power spectrum slope they found (β = 2.1 Figure 8 , but excluding data separated by ∆t < 2hr. The DRW fit is improved over using the full light curve, as discussed in the main text. ) and with our measured 230 GHz power spectrum slope.
If the NIR and submm variability are driven by the same underlying local process with the expected t ∝ R −3/2 dependence, our measured τ value implies that the NIR emission radius is ≈ 1/6 that of the submm. For the assumed submm emission radius of 3Rs, the NIR emission is coincident with the ISCO even for a maximum spin of 0.998. In reality, the maximum spin is likely lower for geometrically thick accretion flows like in Sgr A* (Gammie, Shapiro & McKinney 2004; McKinney, Tchekhovskoy & Blandford 2012) . It therefore seems unlikely that the submm and NIR variability arise from the same process operating at different radii if R ≃ 3Rs is really the radius associated with our measured submm variability time-scale.
Alternatively, if the mm-VLBI is measuring a small region of the accretion flow at larger radius, the variability could correspond to a distance as large as ≃ 25RS if the fluctuations are generated on the orbital time. In this case, the NIR emission could be produced at ≃ 8Rs by the same mechanism. However, the size measured by mm-VLBI has been stable over 4 epochs , even as the total flux density of the compact component has changed by ≃ 1 Jy, which seems unlikely for a small part of the accretion flow at larger radius.
Connections between submm/NIR variability have been suggested by observations where peaks in the submm light curves ("flares") appear delayed from those in the NIR by ∼ 2 hours (e.g., Eckart et al. 2008; Marrone et al. 2008) : the NIR light curve is modeled as emission from adiabatically expanding plasma, which cools and produces submm emission at a larger size. Qualitatively this could explain the difference between the characteristic NIR/submm time-scales. These models predict a change in mm-VLBI size during flares which depends on the relative strength of the flare (Huang, Shen & Gao 2012) , which was not detected by Fish et al. (2011) during a ≃ 20% increase in total flux density. Eckart et al. (2012) proposed that the submm variability could be a combination of flares from adiabatically expanding gas and lower level fluctuations from turbulence, so that the observed size would change in some cases but not others. Our light curves show no clear evidence for multiple processes: the flares are just larger excursions expected from a DRW. Fitting instead with a mixture of DRW processes (Kelly, Sobolewska & Siemiginowska 2011) does not significantly improve the fit. This model can be tested with future simultaneous mm-VLBI and NIR/X-ray observations.
Other work has proposed that the submm and NIR emission are anti-correlated (Haubois et al. 2012) , perhaps as a result of decreased magnetic field strength following strong reconnection events (Dodds-Eden et al. 2010 ). The significant difference in characteristic τ values for the submm/NIR could potentially be explained by different physical time-scales for triggering reconnection events and for subsequently increasing the magnetic field strength.
This CAR(1) method has been used to estimate τ in optical quasar light curves (Kelly, Bechtold & Siemiginowska 2009; MacLeod et al. 2010; Kozłowski et al. 2010 ). In particular, Kelly, Bechtold & Siemiginowska (2009) measured a roughly linear trend with black hole mass, τ ≈ 80 (M bh /10 8 M⊙) days. This relation predicts a τ value of a few days for MSgrA * ≃ 4×10 6 M⊙, an order of magnitude larger than found here. The size of the optical emission region has been measured in several sources using gravitational microlensing (e.g., Morgan et al. 2010) , with typical sizes ≃ 30 − 50RS (e.g., Dai et al. 2010) . Naively using the expected R 3/2 scaling roughly leads to agreement between with their relation. This may just be a coincidence: for H/R ∼ 1 expected for radiatively inefficient sources, the thermal and viscous times become identical. The τ values found in AGN are inconsistent with a viscous origin (Kelly, Bechtold & Siemiginowska 2009) given the ∝ (H/R) −2 and the thin disks expected at luminosities comparable to Eddington. The emission radius in both cases is uncertain at the factor of a few level, which leads to order of magnitude uncertainty when comparing the time-scales.
X-ray variability studies of stellar mass black hole binaries and AGN have also identified power law breaks, and have argued for a linear scaling with black hole mass which becomes significantly better when including a correction for bolometric luminosity (McHardy et al. 2006 ). Both the NIR Sgr A* ) and our submm time-scale are many orders of magnitude larger than expected from this relation, because of the extremely low luminosity of Sgr A*. Ignoring the correction, both τ values are within the range seen from X-ray light curves of AGN, scaled to the mass of Sgr A*. Again it is not clear whether this is meaningful, especially given the few order of magnitude scatter in the X-ray sources. Physically we might expect the NIR/X-ray, rather than the submm, emission in Sgr A* to correspond more closely to the X-ray emission in AGN, but we cannot determine this based on scaling the variability properties alone.
As well as comparisons to characteristic time-scales in the accretion flow and to those measured in other wavebands and/or sources, the quantitative description of the submm variability presented here will be useful in the near future. Theoretical light curves from numerical simulations (e.g., Dexter, Agol & Fragile 2009; Dexter et al. 2010; Dexter & Fragile 2013; Dolence et al. 2012; Shcherbakov & McKinney 2013) , adiabatic expansion, or RIAF+hotspot models ) can be compared directly with these results by considering the probability that any given theoretical light curve would arise from a viable DRW process. In particular, using numerical GRMHD simulations with an aligned accretion torus and black hole spin axis, Dexter, Agol & Fragile (2009) and Dolence et al. (2012) found relatively steep power law slopes (β ≃ 2 − 3) at 230 GHz on time intervals longer than 5 − 10 minutes, consistent with our inferred range. The steep power law slope we find is more compatible with the low (face-on) rather than high inclination model of Dexter, Agol & Fragile (2009) , but the slope may depend on the initial conditions or other specifics of the simulation used there. Dexter & Fragile (2013) found a much shallower power slope (β ≃ 1) from a simulation where the black hole and accretion flow were misaligned, inconsistent with our measured value. Shcherbakov & McKinney (2013) predicted the presence of a QPO with a 35 min period and an amplitude ≃ 0.15 Jy at 230 GHz, marginally inconsistent with our limit of 0.1 Jy for that period. These results suggest that quantitative variability properties constitute a new and important means to constrain theoretical models of Sgr A*.
Similarly, the arrival of the few earth mass gas cloud G2 (Gillessen et al. 2012 ) at pericentre in late 2013 (Gillessen et al. 2013) or early 2014 (Phifer et al. 2013 ) could trigger additional accretion and thus a secular increase in the submm flux density of Sgr A*. Future submm light curves of Sgr A* can be compared to our results to determine the significance of changes in the flux density of Sgr A*, and to quantify any resulting increases in the accretion rate.
