A convincing proof of the decidability of reachability in vector addition systems is presented.
Introduction
There already exist two proofs for the decidability of reachability in vector addition systems [4, 5, 6] .
The two approaches have many common features. For example, even though the central concept of 'cones' of [5, 6] does not appear explicitly in [4] , it seems to have played an equally important role in [4] too.
(The surprisingly complicated and unconvincing cone construction of [5, 6] can be reduced to a trivial construction.) I will discuss these similarities in the final version.
In fact it turns out that no significantly new ideas beyond those of [5, 6] are needed to solve this problem.
The complicated tree constructions of [4, 5, 6] can be completely disposed of. I vie~¢ the tree constructions as convenient tools to test some simple properties of the systems. However, in [4, 5, 6] certain complicated trees are first constructed and the proof of decidability is built on top of these.
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Thus the projection of a semilinear set into a subset, {i I .... ,i k} , of coordinates results in a semilinear set. We leave it to the reader to prove that existence of z I and z 2 with z I-z 2 ~[ implies that all the non-isolated nodes are strongly connected. Now apply Lemma 5 to z I and z 2 and deduce that for every node q , in(q,z I -z 2) = out(q,z I -z 2) .
Finally apply Lemma 4.
Lemma 7: In G , let z I be the folding of a path from ql to ql ' and let z 2 be the folding of a path from q2 to q2 ' such that for some i 0 , i0z I -z 2 ~[ . Then for any non-isolated q , there exists an unfolding of i0z I -z 2 from q to q .
A vector addition system with states (VASS), as in [3] , is an fsa or a directed graph in which the label of each arc is an n-tuple of integers. The schematic path shown earlier is very similar to the schematic path in page ii of [6] and also the proof of Theorem 2.6 in [5] . I want to emphasize this similarity to indicate that the basic idea in [5, 6] is sound. In the rest of the paper we generalize this result and solve the reachability problem. The next result is our first variant of Theorem i.
Theorem 2:
In a VASS, G , for every ql,x,q2,y if there exist In this theorem, condition (c') gives a spanning property of the VASS. In the spirit of [5, 6] , it can be interpreted as that if any vector v is in the "positive spad' then -v is also in the positive span.
The next theorem is an important generalization of Theorem 2.
Theorem 3:
In a VASS, for every ql,x,q2,y and Ax,Ay ~ 0 , if there exist Ai,A 2 s Z n and ml,m 2 _> 0 , s.t.
(a) for every i~l , ~i(Ax) : 0 ~-> ~i(Al) h 1 , and Let an r-path from (ql,x) to (q2,y) be P3 " The R-reachability of (q2,y+j£y) from (ql,x+j£x) can be represented by the following schematic path (m=max{ml,m2})
y+J y/ times
Note that when j increases by a step of e , all the components of A,B,E and H increase (This for E follows easily from the first two conditions of (e) . In the next section, we will introduce a more general model of VASS's, known as GVASS.
We will then give a decision procedure for solving its reachability problem.
Generalized VASS (GVASS)
Consider the following chain of n-dimensional VASS's. We further tighten the concept of an r-path as follows. We place the additional constraint that for every G i certain specified coordinates of its input and output points must have fixed specified values.
To make this precise, we introduce a new symbol , as in [4] , which stands for "don't care" or simply " > 0" For each G. we impose In addition, when the path is inside G i the j component of every point on this subpath is positive (in fact equal to the jth component of the input point which is • th the same as the 3 component of the output point).
The above chain of VASS's with the input and output constraints and the rigid set specified for each G i is a generalized VASS, denoted by GVASS.
( '
The reachability problem for a GVASS is to test whether qs,y) e CR(ql,x) for ! every given ql,X,qs and y .
Observe that when s = 1 , the GVASS becomes a VASS.
Consequently decidability of reachability for GVASS's implies decidability of reachability for VASS's. In this section
we give an effective procedure for the reachability problem for GVASS's. Throughout, G refers to the GVASS shown above.
Let the total number of arcs in Gi,...,G s be k , where each G. has k. arcs "path inside a G I. " refers to the subpath every one of whose states is in G.l * Some definitions were accidentally omitted; they are given on the bottom of p. 281. LG [i] . , it is easily seen that, for every j > 0 , there
is. an r-path, in G i from (qi,xl+jAx I) to tqi,y +3ay ) , the.folding of the path being Consequently, for every i=l ..... s-i and j _> 0, there is an arc from yi+jAvi to xi+l+jAx i+l (in fact this is the arc (ql,qi+l)). Thus the complete path shown above is an R-path.
We exhibited an infihite number of CR-paths from (ql,x) to (q~,y) , even though it is sufficient to exhibit just one path• Now we want to show that the conditions of Theorem 5 can be effectively tested. triple by a finite number of triples, each of which is less than the triple being replaced, and (2) the CR-reachability of G has a 'yes' answer iff the CR-reachability of some G i has a 'yes' answer.
Proof: L G is a semilinear set and can be expressed as the union of a finite number of linear sets: Now we can outline the decision procedure for the reachability problem of GVASS's.
L:
Test whether the GVASS satisfies property 8 i~ property 0 holds then report 'yes' and halt else if the size set has a member ~(0,0,0) then reduce the problem size, and goto L else report 'no' and halt.
IV. Conclusions:
We are able to establish the decidability of reachability by making use of known simple observations. It is particularly gratifying that the simple idea embodied in Theorem 1 can be used to solve the general problem. At about the time [5] was announced, I was able to establish the decidability of reachability in 4 dimensions. The result became outdated even before I could work out the details, due to [3] and [5] . However what intrigued me most was that my approach was based on a special form of Theorem i.
By such a theorem, I was able to reduce the dimensionality by 1 , but I was forced to fall back on a technique analogous to that of [7] . What was lacking was the inductive step, which [5] claimed to have developed. Even though [5] does not explicitly consider the extension of VAS's to VASS's as in here and also in [3, 4] , it does make use of chains of VAS's in a manner not too different from the technique here. In fact, after going through our proof one should not have any difficulty in reformulating this technique for chians of VAS's. 
