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Summary
Pervasive computing (also called ubiquitous computing) is a new paradigm for
human-computer interaction. The word “pervasive” refers to the complete inte-
gration of the technology into the environment. As a result, pervasive application
are transparent to the user, constantly available and completely connected. A ubiq-
uitous communication system is a key enabler for pervasive computing, in order to
share data and deliver information to anyone. Due to their flexibility, wireless net-
works are the natural support for pervasive applications. A wireless network consists
of several electronic devices that communicate through wireless transmission, typi-
cally by means of radio waves. Each device is a node of the network. Cooperation
among the nodes is the strength of a wireless network: a node relies on information
exchanged with other nodes in order to perform its task. Communication occurs in
a finite space: the signal broadcast by a node reaches only the nodes within a circle
of radius r, called neighborhood surface. In a homogeneous network, each node has
the same r.
A wireless homogeneous network deployed on a Euclidean plane can be modeled
by a unit disk graph (UDG) [1]. Given N points in a Euclidean plane, a UDG is
defined as a graph where each vertex corresponds to a point, and an edge connects
two vertices if the distance between the corresponding points is below a threshold
r [2]. An important aspect for investigating the behavior of a wireless network
is the degree distribution of the corresponding UDG. It expresses the probability
distribution of the vertex degrees over the whole graph. The degree of vertex vi is
the number of edges incident to vi and is denoted as ki. In a network, the degree
of a node corresponds to the number of nodes within its neighborhood surface. The
degree of a node depends on the number of nodes N , on the deployment surface Sd
of area Ad and on the neighborhood surface Sn of area An. An is determined by
the transmission range r: in a toroidal model, An = pir
2. However, in real cases,
nodes are deployed on a Euclidean surface, and the toroidal model is not accurate,
since it does not consider the border effects. In a Euclidean deployment surface,
for nodes close to the brim An is smaller than pir
2, because Sn intersects Sd. A
rectangular Sd is the most common analyzed case for evaluating border effects [3].
Although in some previous works the exact average node degree was computed,
iv
the degree distribution was approximated, overlooking border effects and fitting it
to a known discrete probability distribution (binomial or Poisson). The analysis
conducted in Chapter 1 accurately describes the degree distribution of a UDG that
can represent a wireless network of nodes randomly deployed on a rectangular Sd.
Border effects are taken into account even for a small Sd. In order to characterize
the discrete probability distribution of node degree, the probability mass function
(pmf) is computed and the exact average node degree is derived. The results were
presented in [4].
The UDG model is frequently used for the interference modeling in Radio Fre-
quency IDentification (RFID) systems. RFID systems are composed by a large
number of tags and at least one reader. Tags store relevant information about the
items they are attached to (e.g. price, expiration date, etc.). Passive tags do not
incorporate battery and feed their circuitries from the energy of the electromag-
netic field emitted by the readers. Communication among readers and tags can only
occur in a finite space, called the interrogation zone. Its range is affected by the
transmission power, the on-board antennas, and the environmental conditions [5].
RFID technology is a key component in the implementation of pervasive comput-
ing: thanks to their automatic identification, physical objects can be easily mapped
in an information system. RFID applications frequently consist of several readers
in order to achieve complete interrogation coverage. RFID systems are subject to
various interference problems. In particular, in UHF passive systems, readers can
interfere together, leading to a reader-to-reader collision. It occurs when a reader
is listening to the tag’s reply, but receives a stronger field from one or more neigh-
boring readers operating at the same frequency. Consequently, the reader can not
successfully decode the tag’s reply. The maximum distance at which the signal of a
reader can disturb the communication of another reader is called interference range.
The UDG model is the most common reader-to-reader interference model. Its
basic assumption is that all the reader-to-reader collisions are generated by the direct
interference between two readers. The additive effect of the interferences produced
by more than one reader is ignored. On the other hand, more realistic models [6, 7]
consider the propagation loss and the sum of the interferences produced by all the
readers. Chapter 2 evaluates the effectiveness of the UDG model for the study of
reader-to-reader interference. The study will be presented in [8].
Chapter 3 describes the state-of-the-art solutions for the reader-to-reader col-
lision problem. The European standard ETSI EN 302 208 [9] specifies a proto-
col, called Listen Before Talk (LBT), based on the Code Division Multiple Access
(CSMA) scheme. However, its high collision probability and the delay embedded in
CSMA handshake have been sensibly reduced by subsequent proposed protocols, like
Distributed Color Selection (DCS) and Colorwave [10, 11], that exploit the Time Di-
vision Multiple Access (TDMA) scheme to better organize the communication. The
transmissions are composed of rounds divided in timeslots called colors. In DCS,
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after every collision, a reader randomly changes timeslot. DCS provides good perfor-
mance without noteworthy additional requirements. Colorwave is more adaptable
to the network configuration: each reader can vary the length of its round according
to the quantity of collisions. DCS achieves a very good fairness, whereas Colorwave
provides a higher throughput. Other protocols try to reach better performance using
an additional control channel. However, they require additional resources. Among
them, the highest throughput is attained by Neighbor Friendly Reader Anticollision
(NFRA) [12]. In NFRA, the communication is synchronized by a polling server.
The server determines the beginning of the rounds and the timeslots. Every reader
randomly selects a timeslot, during which it exchanges control signals to determine
if the channel is free.
According to the performance criterion that is improved and to the network
requirements, different solutions for the reader-to-reader collisions are proposed in
Chapters 4 and 5. Chapter 4 focuses on proposals that exploits only one or more
data channels. The first suggested protocol is an enhancement of DCS, called Prob-
abilistic Distributed Color Selection (PDCS). In DCS, after a collision, both the
involved readers choose a new color. In case of an identical selection, a new collision
between them will occur in the next round. In PDCS, each colliding reader may
possibly change color, according to a defined probability. In this way, if only one
of them change color, they certainly avoid a further collision. Experimental results
show that the number of reader-to-reader collisions after a slot change decreases
by over 30%. The probabilistic approach in the collision resolution was presented
in [13] and a full version of the protocol was described in [14].
A second solution focuses on maximizing throughput in reader-to-reader anticol-
lision protocols for low cost RFID readers. Two contributions are provided. Firstly,
a new configuration for Colorwave, called the Killer configuration, is proposed. The
Killer configuration generates a selfish behavior similar to the natural selection,
where each node tries to obtain as much resources as possible. Secondly, a new pro-
tocol, called Distributed color natural selection (DCNS), is specifically designed to
fully exploit the Killer configuration. DCNS uses the slot reservation system adopted
by DCS and Colorwave, modifying the collision resolution subroutine, according to
the priority parameter. A further novelty of the protocol is the dynamic priority
management, which allows high priority readers to reach good performance even in
densely deployed areas. Like Colorwave, the proposed protocol employs a routine
for automatic parameter updating, but with a lower control overhead. DCNS is
suitable both for single-channel and multi-channel data bands and it does not re-
quire any control channel. Since the proposed strategy is based on selfish behavior,
it provides high throughput but it is not fair. The proposed solution is especially
suitable to systems where readers with different priority levels operate in the same
area. Experimental simulations have been performed in order to evaluate DCNS
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and to observe the effects of the dynamic priority management. Moreover, the pro-
posed protocol has been compared to state-of-the-art reader-to-reader anti-collision
protocols. DCNS provides an outstanding throughput rise, representing not only
the best cost-effective reader-to-reader anti-collision protocol, but also proving more
efficient than high-cost protocols. This work was presented in [15].
The third approach evaluates the effects of the introduction of a probability pa-
rameter in the collision resolution of Colorwave. According to this proposal, denoted
as Probabilistic Colorwave (PCW), the readers involved in a collision change color
depending on a probability. PCW is tested with two different configurations: the
first one is the same as proposed in [10, 11]; the second one is the Killer configura-
tion. PCW can outperform Colorwave either in throughput or in fairness or in both
of them: its performance varies according to the adopted configuration and to the
deployment density of the network.
Chapter 5 presents two reader-to-reader anticollision protocols that exploits a
control channel. As far as throughput is concerned, NFRA attains the best per-
formance among the state-of-the-art protocols that require a control channel. It
provides an efficient management of the readers within the interference range (neigh-
bors). However, readers with few neighbors have a lower probability of colliding,
so the throughput of the readers highly differ. Two approaches are proposed to
increase the fairness of the protocol without penalizing the throughput. The first
one, denoted as NFRA+, introduces the concept of dynamic priority. The read-
ers are ordered according to the elapsed time from their request of transmission,
and a higher probability of transmitting is reserved to readers with longer waiting
time. Ideally, the throughput becomes independent from the size of the neighbor-
hood. The experimental analysis shows that the introduction of the dynamic priority
provides a very good fairness, but with a negative effect on the throughput. A sec-
ond approach is proposed in order to compensate this reduction. The detection of
reader-to-reader interference is improved by means of a second control signal, with
a resulting throughput improvement. A preliminary version of the protocol was
presented in [16] and the fully description was provided in [17].
The high network requirements of NFRA are reduced by another proposal, called
Geometric Distribution Reader Anticollision (GDRA). GDRA improves the perfor-
mance of NFRA by means of specific modifications in the contention algorithm.
Moreover, it tunes some configuration parameters in order to fulfill the require-
ments of the European regulation [9] and the global standard [18]. The throughput
improvement is provided by the use of the Sift geometric probability distribution
function[19] in the contention procedure, instead of the uniform distribution func-
tion. The Sift distribution minimizes the collision probability among contending
readers, as confirmed by the simulation results. Finally, the approach is well suited
to make use of the classical centralized infrastructure of the DRE, which commonly
vii
relies on a centralized server to store and process the upper-layer identification infor-
mation. Therefore, the model suggests an implementation of the algorithm as a new
process integrated in this existing central element, and thus eliminating the need of
extra control channels or specific additional hardware to coordinate the readers.
viii
Chapter 1
Wireless network modeling
Pervasive computing aims to create environments where the technology is invisibly
integrated into. This vision is realized by means of wireless networks, i.e. cheap
and small pervasively distributed devices which communicate wireless. Nowadays,
these technologies are widely employed for several applications, such as accurate area
monitoring and distributed information systems, where the information is directly
matched to the items. Sections 1.1 and 1.2 introduces the basic concepts about
pervasive computing and wireless networks.
The strength of a wireless network is the cooperation among nodes: in order to
perform its task, a node relies on the information exchanged with other nodes. The
nodes and the links of a wireless networks are easily modeled by a family of graphs
called unit disk graph (UDG). The degree distribution of a unit disk graph is an
important aspect for investigating the behavior of a wireless network. The formal
definition of unit disk graph is provided in Section 1.3. The concept of the degree
distribution is presented in Section 1.4. In the literature, several studies was focused
on the degree distribution of unit disk graphs, but they lacked in precision. The
main results achieved are reviewed in Section 1.5. In Section 1.6 the geometric model
is presented. Section 1.7 describes the degree distribution and studies it with the
inclusion of border effects. The achieved results are validated through simulations
and compared to the state-of-the-art approaches in Section 1.8.
1.1 Pervasive computing
Pervasive computing (also called ubiquitous computing) refers to a new, advanced
paradigm for human-computer interaction. The traditional planning and design of
the interaction between people and computers relies on the desktop environment. It
consists on a graphical user interface (GUI), provided with icons, windows, toolbars
and other desktop widgets, in order to help the user in accessing, configuring and
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utilizing the computer features. The desktop model requires an active and skilled
involvement of the user. This kind of interaction is explicit and can easily distract
and overwhelm users. On the contrary, the user of pervasive technology may exploit
many computational devices at the same time, without necessarily being aware that
these machines are working. The human-computer interaction becomes implicit and
more complex tasks can be achieved, since the variety of devices increases and they
interoperate automatically.
The words pervasive and ubiquitous mean ”existing everywhere”. As a matter of
fact, the main features of pervasive computing devices are their complete connection
and their constant availability. This approach aims for embedding microprocessors
in everyday objects and activities, in order to process and share information. The
integration into environments shows another core property of pervasive computing:
the transparency. The access of the devices is hidden and they do not intrude into
the workplace environment.
Context awareness is another important property of pervasive computing. The
context knowledge refers not only to the user location, but also to its identity,
activity and to the time. Pervasive computing devices can sense the environment
and react based on it. The phases followed during the information processing are
the acquisition of the context, its abstraction and understanding, and the execution
of the rule based on the recognized context.
Pervasive computing is also described as ambient intelligence, Everyware (a pun
with the word “everywhere” and the ending “ware”, which is used in this context
for the terms “software” and “hardware”), Internet of Things, haptic computing,
things that think.
A ubiquitous communication system is a key enabler for pervasive computing. It
is the task of the communication network to deliver any content to anyone, anywhere
and anytime. In this sense, wired networks show hard limits for several reasons: the
physical media depends strongly on the content, the access points are fixed and
only static applications can be implemented. Instead, wireless networks support
pervasive applications in a more natural way. They provide access everywhere and
are available also to mobile users. Furthermore, the trend is toward the convergence
of different networks content, such as VoIP and IPTV.
1.2 Wireless networks
A wireless network consists of several electronic devices that communicate through
wireless transmission. On the contrary, the traditional systems based on cable con-
nection are called wired. Generally a wireless communication exploits radio waves,
although less frequent systems adopt infrared or laser transmission.
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The main advantage of wireless networks is the minimization of the cable connec-
tion, with a drastic reduction of the installation cost. Moreover, they offer a greater
mobility, without forcing people to use a device near a network socket. The user
devices, such as laptops, mobile phones and Personal Digital Assistant, are usually
linked to an access point via Wi-Fi, Bluetooth or other standards. The access point
is then connected to a wired network (directly, through a router, or indirectly, via
other access points). In this way, data can be transmitted between the wireless user
devices and the wired ones. If this centralized infrastructure lacks, the wireless net-
work is called ad-hoc. A wireless ad-hoc network is characterized by a decentralized
architecture, in which all the devices have equal status and are called node. The
nodes are actively responsible for the data routing: each node can forward data for
the nodes it is linked to. The great advantage of ad-hoc network is the flexibility:
the routing path is dynamically determined, according to the actual network con-
nectivity, and the network is highly scalable. This technology is exploited in a large
number of applications, ranging from military purposes to vehicular information
services and from healthcare to emergency management [20, 21]. According to their
application, wireless ad hoc networks can be classified into mobile ad-hoc networks
(MANET), wireless sensor networks (WSN) and wireless mesh networks (WMN).
A MANET is an autonomous system of mobile devices, which are connect to-
gether through wireless ad-hoc links. The physical topology of a MANET varies
dynamically: due to the mobility of the nodes, the links among them change fre-
quently. If two nodes that wish to communicate are not located within a direct
wireless range, they use multi-hop communication. Consequently, each node oper-
ates not only as a host but also as a router in order to forward data for other nodes.
The nodes are often constrained by resources, such as low power, limited energy,
bandwidth, CPU and memory capacity. MANETs are exploited in military area,
vehicular communication, home automation.
A WSN consist of spatially distributed sensors to monitor physical or environ-
mental conditions, such as temperature, humidity, pressure, vibration, sound and
vital body functions. Each node is equipped with a radio transceiver, in order to
cooperatively pass the acquired data through the network to a main location. WSNs
have gained great importance because of sensor nodes characteristics such as low
cost, low power, small size and unbounded communications. Important applications
of WSNs are related to civil protection, environmental and agricultural monitoring,
and medical supervision.
In a WMN, nodes are organized in a mesh topology. This kind of infrastructure
is low cost, very adaptable and resistant, because each node is required to transmit
data only to the next one. Moreover, the network is very reliable and fault tolerant:
in the eventuality of a node fault, the neighboring nodes autonomously looks for
other paths in order to maintain the mesh connectivity. With respect to MANET
and WSN, usually a WMS is not limited in terms of resources and can be exploited
3
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in military or civil fields when more resource intensive functions are required.
1.3 Unit Disk Graph (UDG)
Several definitions are applicable for a unit disk graph Gu [2]:
1. given N circles with radius r
2
in a Euclidean plane, their intersection is a
unit disk graph. Each node of Gu corresponds to a circle, and two nodes are
connected if their corresponding circles intersect.
2. given N circles with radius r in a Euclidean plane, a unit disk graph is a graph
with N nodes corresponding to the N circles, and with an edge between two
nodes if one of the corresponding circles contains the center of the other circle.
3. given N points in a Euclidean plane, a unit disk graph is a graph with N
nodes corresponding to the N points, and with an edge between two nodes if
the distance between the two corresponding points is below a threshold r.
The definitions are equivalent to each other up to a scale factor. Fig 1.1 shows a
unit disk graph according to the second definition.
Figure 1.1. A unit disk graph
In a wireless network, the signal broadcast by a node reaches only the nodes
within a circle of radius r, called neighborhood surface. In a homogeneous network,
4
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each node has the same r. Therefore, unit disk graphs can model wireless homoge-
neous networks deployed on a Euclidean plane [1]. The geometric model of UDG
is consistent with several theoretical results for wireless homogeneous networks, re-
garding topology control [22, 23, 24], transmission scheduling [25, 26, 27], network
deployment [28], clustering [29], sensor localization [30] and routing [31, 32].
1.4 Degree distribution
In a graph, the degree of vertex vi is the number of edges incident to vi and is
denoted as ki. Since unit disk graphs are a simple model for wireless networks, the
concept of the degree can be easily extended to a wireless network. In a network,
the degree of a node corresponds to the number of nodes within its neighborhood
surface.
The degree distribution of a graph expresses the probability distribution of the
vertex degrees over the whole graph. The degree distribution of a UDG is a key
feature for the study of the behavior of the corresponding wireless network. Indeed,
the node degree affects the performance of the network in several ways:
 energy saving. The energy source of a node is often a battery cell. In order to
prolong its lifetime, the node can be switched off, provided that the properties
of the network (i.e., connectivity and coverage) are kept up by its neighbors.
A high quantity of neighbors extends the idle time of the node.
 fault tolerance. The behavior of a wireless network does not suffer from the
failure of a node if there are neighbors replacing it. The size of the neighbor-
hood is an indicator of the level of fault tolerance of the network.
 interference reduction. In some types of networks, such as RFID, concomitant
transmission of the nodes can disturb each other. A communication protocol
is adopted in order to regulate interference among signals. In such a situation,
a node with many neighbors usually has fewer opportunities to transmit.
 network security. Many networks exploit symmetric encryption, in order to
protect privacy and to authenticate messages. The degree distribution strongly
affects several characteristics of the security system (e.g., the number of keys
to store [keyNumber]).
The degree of a node depends on the number of nodes N , on the deployment
surface Sd of area Ad and on the neighborhood surface Sn of area An. An is de-
termined by the transmission range r: in a toroidal model, An = pir
2. However,
in real cases, nodes are deployed on a Euclidean surface, and the toroidal model
5
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is not accurate, since it does not consider the border effects. In a Euclidean de-
ployment surface, for nodes close to the brim An is smaller than pir
2, because Sn
intersects Sd. A rectangular Sd is the most common analyzed case for evaluating
border effects [3, 14]. The exact average node degree was computed in some previ-
ous works, which are described in Section 1.5, although the degree distribution was
approximated, overlooking border effects and fitting it to a known discrete proba-
bility distribution (binomial or Poisson). On the contrary, Section 1.7 accurately
describes the degree distribution of a UDG that can represent a wireless network
of nodes randomly deployed on a rectangular Sd, according to the geometric model
presented in Section 1.6. Border effects are taken into account even for a small
Sd. In order to characterize the discrete probability distribution of node degree, the
probability mass function (pmf) is computed and the exact average node degree is
derived.
1.5 Related work on degree distribution of UDG
A uniform disk graph Gu models a network of N nodes uniformly randomly placed
on a deployment surface Sd. The probability pi that vertex vi is connected to vertex
vj in Gu corresponds to the probability that, in the network, node vj is inside the
neighborhood surface of vi. pi can be regarded as the probability of success in a
Bernoulli trial. Since each node has the same probability pi of being a neighbor of
vi, the estimation of the number of neighbors that vi has among a group of N − 1
independent nodes consists in N − 1 independent repetitions of the Bernoulli trial.
Therefore, the probability that vi has n0 neighbors is given by:
P (ki = n0) =
(
N − 1
n0
)
pn0i (1− pi)N−1−n0 (1.1)
The function P (ki = n0) for n0 = 0, 1, ..., N − 1 is the pmf of the degree of vi and
corresponds to a binomial distribution. The pmf of the degree of a generic node in
Gu requires the evaluation of pi, ∀vi ∈ Gu. Several studies have been conducted to
evaluate pi and to give an expression of pmf [33, 34, 35]. Another characteristic of
the degree distribution which has been analyzed is the average node degree [36, 37],
defined as µ = 1
N
∑N
i=1 ki. Table 1.1 summarizes previous related works.
In [33], random node placement is regarded as a finite homogeneous Poisson
point process, with constant density ρ = N
Ad
. Since the neighbors of node vi are
located within a circle of an area of pir2, the average node degree is calculated as:
µ =
Npir2
Ad
(1.2)
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Table 1.1. Comparison of related works on degree distribution.
reference µ pmf pmf type border effects assumptions
[33] yes yes Poisson no N > 1500Ad
An
, Ad > 12.5An
[34] yes yes binomial partial µ . 18
[35] yes yes binomial partial low density, r ≤ min(l, w)
[36] yes no — yes r ≤ min(l, w)
[37] yes no — yes r ≤ 1
2
, l = w = 1
this work yes yes integral yes r ≤ 1
2
min(l, w)
of binomial
By approximating (1.1) with a Poisson distribution, the pmf is calculated as:
P (k = n0) =
(
Npir2
Ad
)n0
n0!
· e−Npir
2
Ad (1.3)
Approximation of random node placement with a finite homogeneous Poisson point
process requires N > 1500Ad
An
and Ad > 12.5An. Moreover, the use of Poisson
distribution in (1.3) in order to approximate the binomial distribution in (1.1) is
acceptable only if N is large and p is small. Finally, (1.2) is precise only in a
toroidal model or with an infinite Sd. In these cases, the neighbors are located
around the node, within a circle of an area of pir2. By contrast, a real network
is deployed on a finite surface and it is characterized by border effects: the nodes
near the brim have neighbors only toward the middle of Sd. Thus, An is smaller
than pir2. Without taking into account border effects, the theoretical results in [33]
differ from the experimental data. In order to compare them, only the nodes farther
than r from the brim are considered for the statistics of the simulations, or, as an
alternative, a toroidal distance metric is used.
The degree distribution is investigated through simulations in [34]. A rectangular
Sd is dissected into m small squares of size ∆Ad. Each square is small enough to
contain one node at the most: the suggested size is ∆Ad =
r2
100
. The authors conclude
that, if border effects are negligible, the pmf of the node degree is approximated by
a binomial distribution, with the following mean value:
µ =
2(N − 1)
m(m− 1)
m∑
i=1
m∑
j=i+1
p(rij) (1.4)
where p(rij) is the probability of having a link between two nodes vi and vj at
distance rij from each other. However, the evaluation of (1.4) is Θ(m
2), while the
expressions for µ provided in the other related works are faster to compute, being
Θ(1). Furthermore, the probability of having a neighbor varies among nodes and is
7
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lower for nodes close to the brim. The approximation of degree distribution with a
binomial distribution is accurate only if border effects are negligible, as pointed out
in [34]. The two conditions for limited border effects are Ad  An and a low node
density. Their combined effect is reflected in the average node degree: the threshold
suggested in [34] for negligible border effects is µ . 18.
A similar approach is followed in [35]. The main contribution of [35] is the
closed-form expression of the binomial distribution that approximates the degree
distribution, with the following mean value:
µ =
N − 1
l2w2
(
1
2
r4 − 4
3
lr3 − 4
3
wr3 + pir2lw
)
(1.5)
where l and w are the length and the width of the rectangular deployment surface
respectively. However, as noted in [34], the experiments conducted in [35] confirm
that the binomial distribution is an accurate approximation only if the node density
is small, thus reducing border effects.
Formula (1.5) is independently proved also in [36]. The analysis in [36] considers
border effects and computes the probability that two arbitrary nodes are within
the neighborhood surface of each other. Formula (1.5) is derived as a corollary. In
section 1.7, (1.5) is obtained by the proposed analysis and a more accurate pmf that
characterizes the degree distribution is provided.
A result similar to (1.5), although in a more specific context, is presented in [37].
In a unit Euclidean square (l = 1, w = 1), with r ≤ 1
2
min(l, w), µ is estimated as:
µ = (N − 1)
((
11
3
− pi
)
r4 − 8
3
r3 + pir2
)
(1.6)
1.6 Intersection between neighborhood and de-
ployment surfaces
Let a rectangular deployment surface Sd and a circular neighborhood surface Sn be
in a Cartesian coordinate plane. Let Sd be in the I quadrant, with one vertex in the
origin of the axes and the others in a clockwise direction (as shown in Fig. 1.2). Let
Sd have length l, width w and area Ad = lw. Let Sn have radius r, area An = pir
2 and
center (xc, yc) such that w ≥ 2r, l ≥ 2r, 0 ≤ xc ≤ l and 0 ≤ yc ≤ w. The area AI of
the intersection Sn∩Sd depends on the position of (xc, yc), as AI = fAI (xc, yc, r, w, l).
Sd can be divided into 4 types of sub-surface, as shown in Fig. 1.2:
 a rectangular sub-surface SdA {(r, r), (r, w − r), (l − r, w − r), (l − r, r)}, with
length l − 2r, width w − 2r and area AdA = lw − 2rw − 2rl + 4r2.
8
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dB3
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Figure 1.2. Deployment sub-surfaces
 a sub-surface SdB composed by the union of 4 rectangular sub-surfaces, with
total area AdB = 2rl + 2rw − 8r2.
 a sub-surface SdC composed by the union of 4 sub-surfaces equal to the relative
complement of a circle of radius r in a square of length r; the center of the
circle is a vertex of the square. The total area of SdC is AdC = (4− pi)r2.
 a sub-surface SdD composed by the union of 4 circular sectors, with radius r,
angle pi/2, and total area AdD = pir
2.
Given a point (x, y), let fd(x, y) be the function that calculates the distance d
between the point and the nearest border of Sd, fd1(x) the function that calculates
the distance d1 between the point and the nearest vertical border of Sd, fd2(y) the
function that calculates the distance d2 between the point and the nearest horizontal
border of Sd.
d = fd(x, y) = min(x, y, l − x,w − y) (1.7)
d1 = fd1(x) = min(x, l − x) (1.8)
d2 = fd2(y) = min(y, w − y) (1.9)
9
1 – Wireless network modeling
Therefore, the area AI of the intersection Sn ∩ Sd is:
fAI (x, y, r, l, w) =

pir2 for (x, y) ∈ SdA
fAI1(d, r) for (x, y) ∈ SdB
fAI2(d1, d2, r) for (x, y) ∈ SdC
fAI3(d1, d2, r) for (x, y) ∈ SdD
d
d=0
d=r Ssector
SdB3 SdB3 SdB3Ssector
Striangle
a) d=r b) 0<d<r c) d=0
Figure 1.3. An ∩Ad if (xc, yc) ∈ SdB
If (xc, yc) ∈ SdA, then r ≤ d, so Sn ⊂ Sd and Sn ∩ Sd = Sn.
If (xc, yc) ∈ SdB, then d < r ≤ max(d1, d2), so a section of Sn, pir22 at the
most, does not overlap Sd, as shown in Fig. 1.3. AI = fAI1(d, r) is the area of
Sn \ (Ssector \ Striangle):
fAI1(d, r) =pir
2 − 2 arccos
(
d
r
)
pir2
2pi
+ sin
(
arccos
(
d
r
))
d · r (1.10)
If (xc, yc) ∈ SdC , then max(d1, d2) < r ≤
√
d21 + d
2
2, so two separated sections of
Sn do not overlap to Sd, as shown in Fig. 1.4, and AI = fAI2(d1, d2, r) is the area of
Sn \ (Ssector1 \ Striangle1) \ (Ssector2 \ Striangle2):
fAI2(d1, d2, r) = pir
2 − 2 arccos
(
d1
r
)
pir2
2pi
+ sin
(
arccos
(
d1
r
))
d1 · r− (1.11)
+
2 arccos
(
d2
r
)
pir2
2pi
+ sin
(
arccos
(
d2
r
))
d2 · r
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d1
d2
SdC3
Striangle1
Ssector1
Ssector2
Striangle2
Figure 1.4. An ∩Ad if (xc, yc) ∈ SdC
If (xc, yc) ∈ SdD, r >
√
d21 + d
2
2, so Sn overlaps to a vertex of Sd, as shown in
Fig. 1.5. AI = fAI3(d1, d2, r) is the area of Sn \ (S1/2sector1 \S1/2triangle1)\ (S1/2sector2 \
S1/2triangle2) \ (Spi/2sector \ Srectangle):
fAI3(d1, d2, r) = pir
2 − arccos
(
d1
r
)
pir2
2pi
+
1
2
sin
(
arccos
(
d1
r
))
d1 · r− (1.12)
+
arccos
(
d2
r
)
pir2
2pi
+
1
2
sin
(
arccos
(
d2
r
))
d2 · r − pir
2
4
+ d1 · d2
1.7 Proposed degree distribution
Let Sd and Sn be two surfaces as described in Section 1.6. Let N homogeneous
nodes be uniformly randomly deployed on the deployment surface Sd. Let G be the
UDG formed from the collection of the nodes, with threshold r. Degree distribution
is the discrete probability distribution of the degrees over the graph. Given a node
with neighborhood surface Sn, the event that another node is within Sn can be
11
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d1
d2
SdD3 S1/2triangle1
S1/2sector2
S1/2triangle2
Srectangle
S
pi/2sector
S1/2sector1
Figure 1.5. An ∩Ad if (xc, yc) ∈ SdD
considered as a Bernoulli trial, with success probability
fAI (x,y,r,l,w)
Ad
. Since each
position of a node in Sd is equiprobable, the probability of being within Sn is equal
to the ratio between Sn ∩ Sd and Sd. Therefore degree distribution is similar to
binomial distribution.
1.7.1 Probability mass function
k ∼ D(N, r, w, l) denotes that the random discrete variable k follows the degree
distribution with parameters N, r, w and l. In a network with N homogeneous
nodes with neighborhood surface Sn, randomly deployed on a rectangular surface
12
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Sd, the probability that a node has degree k is given by the pmf:
P (k = n0) = f(k;N, r, w, l) = (1.13)
=
(
N − 1
k
)
1
Ad
·
∫ w
0
∫ l
0
(
fAI (x, y, r, l, w)
Ad
)k (
1− fAI (x, y, r, l, w)
Ad
)N−k−1
dy dx =
=
(
N − 1
k
)
1
Ad
·
(
SdA
(
pir2
Ad
)k (
1− pir
2
Ad
)N−k−1
+
+
SdB
r
∫ r
0
(
fAI1(d, r)
Ad
)k (
1− fAI1(d, r)
Ad
)N−k−1
dd+
+ 4
∫ r
0
∫ r
√
r2−d21
(
fAI2(d1, d2, r)
Ad
)k
·
(
1− fAI2(d1, d2, r)
Ad
)N−k−1
dd2 dd1+
+ 4
∫ r
0
∫ √r2−d21
0
(
fAI3(d1, d2, r)
Ad
)k
·
(
1− fAI3(d1, d2, r)
Ad
)N−k−1
dd2 dd1
)
If Sd were toroidal, the pmf would correspond to the pmf of the binomial distri-
bution with p = An
Ad
. However, in a Euclidean surface the center of Sn can be close
to the border of Sd, so Sn ∩ Sd /= Sn. Therefore, the pmf of the degree distribution
corresponds to the integral of the pmf of the binomial distribution with a probability
of success
fAI (x,y,r,l,w)
Ad
, where the coordinates of the center are the variables of inte-
gration, and Sd is the integration domain. The result of the integral is divided by
the integration area. The integral is broken down in 4 parts, matched to the 4 types
of deployment sub-surface. For SdA, the symbolic integral is directly solved. For
SdB, the double integral is reduced to a single integral where the distance from the
nearest border (d) is the variable of integration, and r is the integration domain. For
SdC and SdD, the new variables of integration are the distances from the 2 nearest
borders (d1, d2).
1.7.2 Mean
If k ∼ D(N, r, w, l), then the expected value of k is:
µ =
N−1∑
k=0
(k · f(k;N, r, w, l)) =
(
piwl − 4
3
r(w + l) +
r2
2
)( r
wl
)2
(N − 1) (1.14)
Proof :
µ = E(k) =
N−1∑
k=0
(k · f(k;N, r, w, l)) .
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According to the definition of the pmf:
µ =
N−1∑
k=0
(
k · 1
Ad
∫ w
0
∫ l
0
(
fAI (x, y, r, l, w)
Ad
)k
·
(
1− fAI (x, y, r, l, w)
Ad
)N−k−1)
.
According to the linearity property, the integral of a linear combination is the
linear combination of the integrals, so:
µ =
1
Ad
∫ w
0
∫ l
0
N−1∑
k=0
k
(
fAI (x, y, r, l, w)
Ad
)k
·
(
1− fAI (x, y, r, l, w)
Ad
)N−k−1
dy dx.
Therefore the function that must be integrated corresponds to the mean of the
binomial distribution with a probability of success
fAI (x,y,r,l,w)
Ad
, so:
µ =
1
Ad
∫ w
0
∫ l
0
(N − 1)fAI (x, y, r, l, w)
Ad
dy dx.
Then solving the integral:
µ =
(
SdA · pi + SdB(pi − 23) + SdC −3pi2+24pi−3224(4−pi)
Ad
+
SdD(
1
6pi
+ pi
8
)
Ad
)
r2
Ad
(N − 1).
Finally simplifying:
µ =
(
piw · l − 4
3
r(w + l) +
1
2
r2
)( r
w · l
)2
(N − 1)

1.8 Validation of the proposed results and com-
parison
The parameters that affect the degree distribution are N, r, w and l. In order to val-
idate the proposed distribution, various simulations were performed and compared
with the theoretical results. All the simulations were executed 5 ·107 times. The ra-
tio between the area of the sub-surfaces close to the border (AdB, AdC and AdD) and
Ad affects the results of the state-of-the-art approaches, because they approximate
border effects. For this reason, 100 nodes with r = 1 were deployed on squares of
different size, with 2 ≤ l = w ≤ 210.
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1.8.1 Probability mass function
The proposed pmf does not present approximations, so it can provide the correct
statistical result. However, the integrals required by (1.13) were numerically ap-
proximated, introducing a small error in the results.
Fig. 1.6 shows the pmf of the proposed distribution, compared to the simulation
results and the pmf proposed in [33, 34, 35]. These results were obtained with
w = l = 4r. Therefore, SdA = 4r
2, SdB = 4r
2, SdC = pir
2 and SdD = (4 − pi)r2.
Therefore, 3
4
Ad corresponds to the area of the borders. It is easy to observe that
(1.13) is close to the simulation curve. The pmf proposed in [33] is very different,
since it does not consider border effects, treating all the sub-surfaces as SdA, and
generating a higher mean. The pmf proposed in [34] corresponds to a binomial
distribution with the approximated mean previously described. Sd is treated as
a unique sub-surface with constant intersection Sn ∩ Sd. The mean of the curve
is slightly lower than the simulation, and its shape is clearly different. The pmf
proposed in [35] corresponds to a binomial distribution where µ is equal to (1.14).
Also this approach treats Sd as composed by a unique sub-surface with constant
Sn ∩ Sd. Its mean is close to the simulation, but with a different shape.
Figure 1.6. pmf with N = 100, r = 1 and l = w = 4
Fig. 1.7 shows the KullbackLeibler divergence (KLD) [38] between various means
and the simulation results. KLD is a measure of the difference between two prob-
ability distributions: in this case it is used to quantify the difference between each
15
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analyzed distribution and the simulative results. The KLD of two discrete proba-
bility distributions P and Q is defined as DKL(PL) = P (i) log
P (i)
Q(i)
. The quantity
0 · log 0 is interpreted as 0. Since KLD is not symmetric, P (i) corresponds to the
simulations in all the comparisons.
For all the deployment surfaces showed in Fig. 1.7, the KLD between the pro-
posed degree distribution and the simulation results is less than or similar to 10−8,
and is always the lowest. For the distribution proposed in [33], the KLD is always
the highest. The distribution proposed in [34] provides an intermediate KLD. If
AdA  Ad, the distribution proposed in [33] provides a KLD close to [34], or oth-
erwise close to the proposed distribution. That approach provides the best results
among the state-of-the-art approaches, since its formula for the mean is exact.
Figure 1.7. KullbackLeibler divergence
1.8.2 Mean
The mean of the proposed degree distribution is expressed by (1.14). This formula
does not introduce any approximation, so it provides the exact result. However,
the comparison between (1.14) and the result of the simulations shows a minimal
difference due to statistical error.
Fig. 1.8 shows the relative difference between various means and simulation re-
sults (
|µsymulation−µtheoretic|
µsimulation
). When the size of Ad increases, the relative difference
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Figure 1.8. Relative difference of the mean
between (1.14) and the simulation results increases too, since µ decreases exponen-
tially. The mean provided in [33] does not consider border effects, so it is character-
ized by a wide difference when AdA  Ad. The mean provided in [34] is calculated
by an algorithm (Θ(m2)) which approximates Sd, splitting it into m small squares.
Border effects are correctly evaluated, but the result is affected by the approxima-
tion. Using m = 100wl
r2
, as in [34], the difference is lower than [33], especially when
AdA  Ad. The mean provided in [37] derives the mean by analyzing the geometric
characteristics of Ad. However, the sub-surfaces SdC and SdD are treated as a single
sub-surface. The formula of the mean is similar to (1.14), with the exception of
the contribution of SdC and SdD. Therefore, the mean is subject to a great deal of
approximation when the ratio AdC+AdD
Ad
is high, but lower when SdC ∪ SdD  Sd.
The mean provided in [37] is equal to (1.14), even if it has been derived in a different
way. Therefore, it does not introduce approximations.
The analyzed graph validates (1.14), showing that our mean is more accurate
than the other state-of-the-art formulas [33, 34, 37].
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Chapter 2
Interference analysis in RFID
systems
An RFID system consists of small tags containing a microchip and an antenna,
readers to acquire data stored in the tags by means of radio frequency signals, and
a back-end server for data processing and storage. Due to low production cost, the
majority of RFID systems exploits passive tags, i.e., tags without a battery. Their
simple integrated circuit is fed by the electromagnetic field emitted by the readers:
passive tags operate only in response to a reader interrogation.
RFID technology is a key component in the implementation of pervasive com-
puting. By means of their automatic identification, physical objects can be easily
mapped in an information system. In this way, pervasive applications – i.e. location-
aware [39, 40], widespread [41] and transparent to users [42] – are implemented.
Other advantages in RFID adoption include an increase in process efficiency, a com-
plete item traceability and a better quality control [43, 44].
Interferences among readers and tags may prevent communication, as described
in Section 2.2. Two types of collision can be generated: the reader-to-tag collision,
where a tag in the intersection of the interrogation zones of two readers is simultane-
ously queried by both of them, and the reader-to-reader collision, where two readers
disturb each other if they are located within a specific distance called interference
range. Two types of reader collision can be generated: reader-to-tag and reader-
to-reader collision. The reader-to-tag collision involves readers whose reading areas
overlap. They could try to query the same tag at the same time. Although they use
different frequency bands, none of them can identify the tag, since the tag has no
filtering capabilities. The reader-to-reader collision prevents a reader from correctly
identify tags due to the concomitant transmission of another reader. In this case,
the weak response of the tags is distorted by the stronger signal of the other reader.
An evaluation of the reader-to-reader collisions is often based on simple models
that consider only direct collisions among two readers, like for example the unit disk
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graph model. Instead, more complex models capture the total signal power emitted
by each reader and assume that the power of each signal decays as distance grows.
The main models of the two families are described in Section 2.3. Section 2.4 presents
the deployment scenarios that are used in Section 2.5 to compare the accuracy of
the two families of models.
2.1 RFID systems
Radio Frequency IDentification (RFID) is a leading technology in Automatic Identi-
fication and Data Capture (AIDC). The architecture of an RFID system comprises
several tags, one or more readers and a central server. At its simplest, a tag consists
of a small microchip equipped with an antenna. A unique ID EPC (Electronic Prod-
uct Code) is assigned to it. The tag is attached to or embedded in an object. Beside
the identification code, the tag can store other information about the tied object.
These data can be retrieved by a reader through radio frequency transmission. The
range within a reader can communicate with tags is referred to as the interrogation
range of that reader. This range is affected by the transmission power, the on-board
antennas, and the environmental conditions [5]. Furthermore, the reader commu-
nicates with the back-end server via a proper communication network. The server
receives, processes and stores the data sent by the reader.
RFID is emerging as the alternative to bar code for object identification, since
it can automate hard-working activities. This technology is applied to several sec-
tors, such as traceability [45, 46, 47, 48], emergency management [49], smart hos-
pitals [50, 51] and supply chain management. Its use concerns all the areas of
the supply chain [52]: transportation monitoring [53], inventory accuracy in ware-
houses [54], assembly assistance in manufacturing [55] and product availability in
retail stores [56].
RFID systems are mainly characterized according to the operational frequency
and to the energy supply of the tags. The frequency bands are:
 low frequency (LF), between 125 and 134 KHz;
 high frequency (HF), at 13.56 MHz;
 ultra high frequency (UHF), between 866 and 868 MHz in EU, between 902
and 928 MHz in USA;
 microwave at 2.45 GHz in EU, between 2.4 and 2.4835 GHz and between 5.725
and 5.85 GHz in USA.
The majority of RFID systems works at UHF frequency [57].
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Tags are categorized into passive, semi-passive and active. UHF passive tags
only respond to a reader’s interrogation, since they use back scatter modulation to
reflect the reader’s signal right back. The microchip of the tag is powered by the
electromagnetic field emitted by the reader. This energy requirement restricts the
operating range of a passive tag to a maximum of 10 meters. UHF semi-passive tags
include a battery to operate the microchip, but they exploit passive tag’s backscatter
mechanism for uplink communication. With self-sufficient power supply, the con-
straining factor in the operating range of semi-passive tags becomes the weakness of
their generating signal and, thereby, the sensitivity of the reader’s receiver. The the-
oretical operating range of a UHF semi-passive tag is more than 20 m. Active tags
are supplied by a more powerful battery cell, so they can generate a radio frequency
signal to reply to a reader interrogation and they can also initiate a communication.
The interrogation range of active tags is considerably longer, up to some hundreds
of meters. However, passive RFID applications are by far the most adopted for their
best trade-off between cost and performance.
2.2 RFID interference
RFID systems are subject to various interference problems among readers and tags,
which may prevent communication. Three types of collision can be generated:
 tag-to-tag collision: a reader communicates at the same time with multiple
tags located inside its interrogation zone and is unable to distinguish their
signals;
 reader-to-tag collision: two readers simultaneously query a tag inside the in-
tersection of their interrogation zones;
 reader-to-reader collision: multiple readers using the same radio frequency
can disturb each other if they are located within the intersection of their
interference ranges.
Tag-to-tag collision is a well-known problem. The majority of the proposed solu-
tions exploit Time Division Multiple Access (TDMA) [58], which splits the available
channel among the tags. They are classified into the tag-driven and reader-driven
categories, depending on the subject that controls the data transfer. In tag-driven
protocols, the tags communicate only if they have information to send. A first
solution was based on Aloha algorithm [59], in which successful communication is
stopped by an acknowledge message. Subsequent implementations have divided time
into timeslots, to reduce the occurrence of collisions [60, 61]. In reader-driven al-
gorithms, the reader schedules the querying tags: the synchronization increases the
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Figure 2.1. Reader interference
scalability and reduces the length of the communication. The most relevant proto-
cols of this family are classified in polling [62] and tree-based approaches [63, 64].
With polling, the reader has a list of the serial numbers of all the tags in its in-
terrogation zone, and queries them in turn [62]. Tree-based protocols recursively
split the set of colliding tags, to identify subsets of tags that can consecutively
transmit [63, 64].
Reader-to-tag collision occurs when two or more readers overlap their reader-
to-tag read ranges and try to read the same tag simultaneously. In this case, the
physical distance between these readers is lower than the double of the interrogation
range. In Fig. 2.1, if R and R
′
try to identify tag A, A receives electromagnetic waves
from both readers simultaneously. Reader-to-tag collision can be partially solved
by managing reader-to-reader collisions [65, 66]. If simultaneous interrogations of
nearby readers are avoided, tags are not queried by more than one reader at the same
time. However, two readers can generate a reader-to-tag collision but not a reader-to-
reader collision if they operate at different frequencies. Therefore, approaches based
on Frequency Division Multiple Access (FDMA) are less effective than TDMA-based
techniques for limiting the reader-to-tag collision.
Reader-to-reader collision happens when the signal generated by one reader in-
terferes with the reception system of other readers. It only occurs when the physical
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distance between two or more readers is lower than the interference range. Reader-
to-reader collision hinders the tag identification process: a reader can receive strong
signals from neighboring readers, interfering with the weak response signal from the
tag. In Fig. 2.1, if R reads data from tag B and, at the same time, R
′
sends data to
tag C, R
′
interferes with R. While tag-to-tag and reader-to-tag collisions are limited
by the interrogation range, the range of the reader-to-reader interference amounts
to a larger area [67]. Reader-to-reader collisions are particularly critical in Dense
Reader Environments (DREs), where multiple readers are located in close proximity
to each other. These scenarios are common when a single reader is not enough to
cover a specific identification area, or simply when the final application requires the
existence of multiple checking areas. DREs can also be implemented to improve
read rate and reliability, as they ensure high probability of tag identification [68].
2.3 Reader-to-reader interference models
The models adopted for describing the reader-to-reader interference can be cat-
egorized into two groups. The first group assumes that each reader has a fixed
interference range and it can collide only with other readers located within this
distance. Under this hypothesis, several graph representations have been proposed,
such as planar graphs and trees [69], but the most popular one is the unit disk graph
model [2].
The second kind of interference models takes into account the power of all the
exchanged signals. It is based on the following assumptions:
 the antenna gain of a reader is far better than the one of a tag;
 there is no shadowing and the signal power at the receiver is attenuated due
to path loss;
 the total interference power from multiple interfering readers to the target
reader is additive, i.e., the interference contributions are added non-coherently;
 the RFID medium access is using a single-channel operation mode, whereas the
reader-to-tag query communication and tag-to-reader response communication
are sharing a bidirectional channel.
Additive interference models can be categorized according to the estimation of the
background noise power. The noise power can be included as a model parameter,
or can be assumed as negligible with respect to the reader interferences.
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2.3.1 Single interference model
The traditional model of the reader interference is specular to the model adopted for
describing the tag interrogation [65]. Each reader is characterized by its interroga-
tion range, which depends on the output power used to query the tags. Within this
distance, the output power of the reader is enough to feed the circuitry of the tags
and to receive a back scattered signal with adequate power. A reader can collect
information from all the tags within its interrogation range, but can not query the
tags that are located further. In a similar way, the output power of a reader deter-
mines its interference range, i.e. the distance within which the signal of the reader
is strong enough to disturb the activity of the other readers, as shown in Fig. 2.2.
When a reader transmits, it interferes with the readers that are located within its
interference range and that are currently querying tags in the same channel. These
readers are prevented from collecting any tag information at all. All the other read-
ers, which are located outside the interference zone, are not disturbed. This model
describes the reader collision in a boolean way: two readers may collide if and only
if they are located within a certain distance. The collision happens if they transmit
simultaneously on the same channel.
Drr
d
Tag
Reader
d     Reader-to-Tag       
interrogation range
Drr   Reader-to-Reader
        interference range
Figure 2.2. The single interference model
The relationship of potential collision among a set of readers can be described by
a graph. Each reader is represented by a point. An edge exists between two nodes if
and only if the Euclidean distance between the two nodes is below a fixed threshold.
The graph obtained in this way is a unit disk graph. If two nodes are connected by
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an edge in a unit disk graph, the corresponding readers may experience a collision.
2.3.2 Additive interference model without background noise
power
In a passive RFID system, as tags do not incorporate a battery and are powered by
the carrier signal from readers, the backscattered signal will arrive at the readers
very weakly. In order to be recognized, the backscattered signal from the tag needs
to satisfy two conditions: firstly, the strength of the signal must be above a lower
bound, named carrier receive level (or receiver sensitivity), which guarantees that it
can be correctly detected and decoded; on the other hand, the signal to interference
ratio (SIR) must exceed a required threshold, which depends on the desired read rate
and the bit error rate (BER). Let Θ and Γ respectively denote the carrier receive
level and the required SIR, the following condition must be satisfied:
(Pt,r ≥ Θ) ∧ (Pt,r
Ir
≥ Γ) (2.1)
where Pt,r represents the received signal power at the reader r from the tag t and Ir
denotes the total interference that reader r receives.
Let d be the maximum interrogation range of reader r without any interference.
In [6], the received signal power at tag t from reader r is expressed as
Pr,t = Pr
GrGt
K0dα
(2.2)
where Pr is the transmit power of the reader, Gr and Gt represent the antenna
gain of the reader and the tag, respectively, and α is the path loss exponent. K0
is a coefficient integrating the channel path loss and the fractional power ratio in
the bandwidth. As the distance between the reader and the tag is short and the
transmission path is a simple line-of-sight, fading effects can be ignored. K0 can
be derived by measuring the power Pt received by a tag at a reference distance d0
(usually 1 m). Therefore K0 can be set such that Pr
GrGt
K0
= Ptd0
α. When d0 = 1,
K0 =
Pr
Pt
GtGr.
Let Rt be the effective power reflection coefficient of the tag antenna, i.e. the
ratio of the power received by the tag that is reflected to the reader. Then, the
power received by the reader from the tag is given by
Pt,r = RtPr,t
GtGr
K0dα
. (2.3)
Based on equations (2.2) and (2.3), in order to satisfy the first condition in (2.1),
the interrogation range d can be determined by the threshold Θ and the transmit
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power Pr of the reader. Θ and Pr are tuned according to the integrated circuit
design and the environmental condition of the antenna. When the transmit power
Pr and the threshold Θ are specified, d can be calculated by let Equation (2.3) equal
to Θ. Therefore, in order to satisfy the first condition in (2.1), Pr must be larger
than the threshold power required for the tag operation.
The reader-to-reader collision occurs when the second condition in (2.1) is not
satisfied, i.e., the backscattered signal from the tag to the reader is too weak with
respect to the interfering signals of other readers. To prevent the reader-to-reader
collision problem, the key point is to determine the potential interference range
within which the reply signal from the tag is not interfered by signals from other
readers. Once the potential interference range is determined, a FDMA or TDMA
scheme prevent readers from concurrent tag interrogations.
Let D be the distance between two readers A and B. The interference power of
reader B detected by reader A can be expressed as:
Pr,r = Pr
GrGr
K0Dα
. (2.4)
With only one interfering reader B, the total interference Ir received by reader
A is given by Equation (2.4). The reader-to-reader interference range, i.e. the
minimum distance Drr beyond which two concurrent readers do not generate a
collision, is obtained setting the SIR equal to the required threshold Γ, according
to the second part of Equation (2.4). Substituting in this formula the power of the
signal received by the tag, given by Equation (2.2), the reader-to-reader interference
range follows:
Drr = d
2 · α
√
K0Γ
RtGt
2 . (2.5)
In the presence of a group of n readers, the total interference that is generated
towards one target reader A can be evaluated summing each individual contribution:
Ps =
n∑
i=1
Pr
GrGr
K0Dαi
(2.6)
where Di is the distance between reader A and reader i.
2.3.3 Additive interference models with background noise
power
With the assumption that the background noise power N0 is not negligible, the
condition for a successfully tag identification is evaluated through the comparison
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between the Signal to Interference plus Noise Ratio (SINR) and a required threshold
Γ:
Pt,r
Ir +N0
≥ Γ (2.7)
In [70] and [71], only the case of two interfering readers A and B is considered.
The power of the signal back-scattered by the tag and received by reader A is given
as:
Pt,r = RtαBWPrGtGr · 100.2·PL(x) (2.8)
where αBW is the spectrum power of the channel normalized by the total power and
PL is the free-space path loss between reader A and the tag (depending on their
distance x). The interference power detected by reader A is given as:
Ir = h · βBAmaskPrGtGr · 100.1·PL(D) (2.9)
where h is a fading coefficient in the channel between readers B and A, βBAmask is the
spectrum mask level and D is the distance between the two readers.
A slightly different evaluation of Equations (2.8) and (2.9) is provided in [72].
The back-scattered power is given as:
Pt,r = RtαBWPrGtGr(P0x
−γ)2 (2.10)
where P0 is the reference path loss at the distance of 1 m. The interference power
from reader B is:
Ir = h · βBAmaskPrGtGrP0D−γ (2.11)
The analysis in [70] and [71] is extended in [7] and [73]. First, the free-path loss
between reader A and the tag is evaluated as
(
4pix
λA
)2
, where λA is the wavelength
used by reader A. Since the forward and backward path-losses are the same, it is
counted twice, and the power Pt,r of the signal received by reader A becomes:
Pt,r = RtαBWPrGtGr
(
λA
4pix
)4
(2.12)
In the presence of only one reader B that interferes with reader A, the interference
power detected by A is given as:
Pr,r = hβ
BA
maskPrGtGr
(
λB
4piD
)2
(2.13)
Furthermore, the analysis in [7] and [73] estimates the total interference generated
by a group of n concurrent readers as follows:
κ1Pt,r
x4iκ2
∑n
i=1 (Prβ
iA
mask/D
2
i ) +N0
≥ Γ (2.14)
where κ1 =
RtαBWGtGrλ
4
A
(4pi)4
and κ2 =
hGtGrλ2i
(4pi)2
.
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2.4 Evaluation scenarios for the reader-to-reader
interference models
In order to compare single and additive interference models, their accuracy is an-
alyzed in two scenarios. The first one studies the interaction between a pair of
interfering readers and a target reader. The second scenario inspects the relation-
ship between the number of readers and the radius of the circular area within which
the interference is detected. Furthermore, a particular hexagonal constellation de-
ployment is considered.
2.4.1 Pair interaction
In this scenario, the interference produced by a pair of readers on a target reader
is investigated. Adopting the unit disk graph model, if both the interfering readers
are out of the reader-to-reader interference range there is no collision. Instead, in
an additive model, a collision may occur even if both the readers are beyond the
interference range.
Let Dx (Dy) be the distance between reader Rx (Ry) to a target reader Rs.
According to the additive interference model described in Section 2.3.2, the overall
interference caused by Rx and Ry and perceived by Rs is:
Ixy = Pr
GrGr
K0Dαx
+ Pr
GrGr
K0Dαy
. (2.15)
The relationship between the distances among the readers and the overall interfer-
ence is obtained by setting the ratio between Pt,r, given by Equation (2.3), and the
perceived interference Ixy, given by Equation (2.15), equal to Γ:
1
Dαx
+
1
Dαy
=
RtG
2
t
K0d2αΓ
. (2.16)
In the above equation, Dy can be expressed as a function of Dx:
Dy =
α
√
K0Γd2αDαx
RtG2tD
α
x −K0d2αΓ
. (2.17)
2.4.2 Ring deployment
In the additive interference models, the interference generated by each reader is
directly summed, in order to obtain the overal interference. A reader may experience
a reader-to-reader collision even if none of other n readers is located within the
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interference range Drr. We define the reader-to-n-readers interference range as the
maximum distance Drn within which a reader-to-reader collision between a target
reader and a group of n readers occurs, as shown in Fig. 2.3.
Drr
d
Drn
Tag
Reader
d     Reader-to-Tag 
       interrogation range
Drr   Reader-to-Reader 
interference range
Drn   Reader-to-n-Readers
interference range
Figure 2.3. The additive interference model for the ring deployment scenario
The goal is to determine the minimum range Drn from a target reader, at which
n other readers can query tags without colliding with the target reader. The group
of n readers is deployed along a ring, forming a circle with the target reader as the
center. According to Equation (2.6), the overall interference perceived by the target
reader is:
Ir = n·Pr GrGr
K0Dαrn
. (2.18)
Substituting Equation (2.18) and Equation (2.3) into the second part of Condition
(2.1), Drn results as follows:
Drn ≥ α
√
n·K0d2αΓ
RtG2t
. (2.19)
The minimum radius of the ring to avoid the interference of the group of n readers
is determined only by the path loss exponent α and the threshold SIR Γ. However,
Drn is not related with the transmit power and the antenna gain of the reader when
d is fixed.
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2.4.3 Hexagonal constellation deployment
Given a target reader, all the other readers can be imagined as deployed on rings
of different radius. We define the readers on the inner ring as the tier-1 interfering
readers. In this section, all the mutual interference generated by the target readers
and the tier-1 readers are considered. No other readers are involved. As the inter-
ferences between the concurrent readers are mutual, every group of three readers
should form an equilateral triangle (for example, reader S, A and B in Fig. 2.4. As
a result, the maximum number of interfering readers on a ring is 6, independently
of the radius Drn. The readers are the vertices of a hexagonal constellation as in
Fig. 2.4: this is also the optimal disposition to completely cover an area [6]. The
distance between each pair of readers is given as:
Dr6 ≥ α
√
6·K0d2αΓ
RtG2t
. (2.20)
Drr
Dr6
Reader
Drr Reader-to-Reader
collision range
Dr6 Reader-to-6-Readers
collision range
S
A
B
Figure 2.4. The hexagonal constellation deployment
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2.5 Numerical evaluation of the reader-to-reader
interference models
In this section, the previously described scenarios are used in order to compare how
often a collision identified by an additive model is not considered by the unit disk
graph model. The effect of the number of interfering readers and of their distance is
evaluated according to the parameters listed in Table 2.1. The path loss exponent α
varies from 2 to 3.5 and the SIR threshold Γ is tested from 1 to 15. The antenna gain
of the reader and tag are set as 6 dBi and 1 dBi, respectively. The power reflection
coefficient on a tag is 3/4. The transmit power of a reader, Pr is set to 10dBm. K0
is set to be the lower bound, G2r, according to the received power P0 measured at
d0 = 1 m [6]. The interrogation range d is set to 5 m when α = 2. Given a fixed
Θ in the first condition of (2.1), d2α is fixed according to Equation (2.2) and (2.3).
Therefore, d is set to α
√
25 m with respect to different path losses.
Table 2.1. Evaluation Parameters
Parameters Values
Path loss exponent (α) 2, 2.5, 3, 3.5
SIR Threshold (Γ) 1, 5, 10, 15
Reader antenna gain (Gr) 6 dBi
Tag antenna gain (Gt) 1 dBi
Tag’s power reflection coefficient (Rt) 3/4
Reader’s transmit power (Pr) 10 dBm
Constant coefficient (K0) G
2
r
Interrogation range (d) α
√
25 m
Fig. 2.5 reports the results obtained by evaluating Equation (2.16) with respect
to different SIR thresholds. In order to investigate the impact of SIR thresholds
for the pair interaction scenario, α is set equal to 2, as in a free space model. As
general rule, the results are symmetric since the interaction is mutual. For each line
there are two asymptotes to Drr, which indicates the minimum distance between
readers to avoid collisions. When Dx (or Dy) is equal to Drr, Dy (Dx) is infinite.
As the SIR threshold decreases, the corresponding result approaches the asymptote
more quickly: it means that the two readers interact with each other stronger. The
minimum distance Drr between two readers (i.e., the asymptote value) grows as
the SIR threshold increases, as confirmed in Equation (2.5). When Dx = Dy, the
scenario evolves into a ring deployment with two interfering readers X and Y; Dr2
grows as SIR threshold raises. Fig. 2.6 shows the influence of α when SIR threshold
Γ is set to 1, i.e. an ideal, perfect capture capability is assumed [74]. The lower the
value of α is, the smaller the bound value of Dx (or Dy) is.
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Fig. 2.5 and Fig. 2.6 also show the horizontal and vertical lines corresponding to
the unit disk graph model. From the comparison between Drr in the unit disk graph
model and Dx (or Dy) in the model described in Section 2.3.2, it can be observed
from Fig. 2.5 and Fig. 2.6 that with a lower α the unit disk graph model misses
often to identify collisions, as in presence of a high SIR. For example, when α = 4
and SIR = 1, Dx and Dy in the model in Section 2.3.2 are almost the same with
Drr as in the unit disk graph.
0 100 200 300 400 500 600 700 800 900 1000
0
100
200
300
400
500
600
700
800
900
1000
Distance X (m)
D
is
ta
nc
e 
Y 
(m
)
 
 
SIR=1
SIR=5
SIR=10
Figure 2.5. Reader pair interaction according to different SIR thresholds
In Fig. 2.7 and Fig. 2.8, the reader-to-n-readers interference range is shown as a
function of the number of interfering readers n according to different SIR thresholds
and α. As the number of interfering readers grows up, they need to be further from
the target reader, in order to avoid a collision. When n is equal to 1, the distance
is identical to Drr. Considering the unit disk graph model, Drr is always equal to
Drn. In Fig. 2.7, Drn increases as α decreases. The reason is that a low value of
α indicates a lower path loss. Besides, the larger the pass loss exponent α is, the
faster the distance increases. For example, when α = 2, the distance increases from
91.29 m to 288.70 m for 1 interfering reader and 10 interfering readers, respectively.
The increase is much smaller when α is 4 (from 9.55 m for 1 reader to 16.99 m for
10 readers). On the other hand, Drr rises up as SIR threshold increases as shown
in Fig. 2.8. A larger SIR threshold implies that the object reader requires a less
significant interference sum, consequently the radius needs to be larger in order to
reduce the generated interference.
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Figure 2.6. Reader pair interaction according to different path loss exponents
The difference between the unit disk graph model and the additive interference
model increases as the number of interfering readers grows up. Besides, the results
in the ring deployment reflect again that lower α and higher SIR increase the
differences in the two models. For example, when the number of readers is 5 in
Fig. 2.7, the gap grows from 4.74 m to 112.81 m when α falls from 4 to 2. On the
other hand, in Fig. 2.8, the difference is equal to 112.81 m when SIR = 1, while it
grows to 356.8 m when SIR = 10.
The results for different values of the side length of the hexagonal constellation
with respect to various environments are shown in Fig. 2.9. Similarly to Drr, the side
length of the hexagonal constellation falls down as α grows, and it goes up as SIR
threshold increases. The exact value of the path loss exponent in low power wireless
links is between 4.3 and 5.1 in an outdoor environment, while it falls between 2.67
and 3.23 in an indoor environment [75].
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Figure 2.7. Ring deployment radius vs. Number of interfering readers according
to the path loss exponent. Drr is shown in light gray for the unit disk graph model
and in dark gray for the additive interference model.
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Figure 2.8. Ring deployment radius vs. Number of interfering readers according
to the SIR threshold. Drr is shown in light gray for the unit disk graph model and
in dark gray for the additive interference model.
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Figure 2.9. The side length of the hexagonal constellation according to
different parameters
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Chapter 3
Reader-to-reader anticollision
protocols
Many protocols have been proposed to reduce reader-to-reader collisions in RFID
systems. The majority of them exploits Carrier Sense Multiple Access (CSMA)
or Time Division Multiple Access (TDMA) scheme. The main state-of-the-art ap-
proaches are detailed in Section 3.1. There is no existing accordance on the most
effective criteria for performance evaluation of a general RFID reader-to-reader anti-
collision protocol. Section 3.2 describes the main evaluation approaches. Section 3.3
introduces a distinction among the protocols according to their requirements: be-
side the protocols that are characterized by limited requirements, there are other
protocols that require an advanced communication system.
3.1 State-of-the-art protocols
Reader-to-reader collisions cause serious degradation in the performance and relia-
bility of RFID systems, resulting in errors and in slowdown of the tag interrogation
time. In order to resolve these problems, several multiple access schemes have been
suggested [76].
Frequency Division Multiple Access (FDMA) utilizes separate frequency chan-
nels. However, some restrictions are innate to this technique. First of all, the
available channels are a scarce resource, in contrast with the numbers of readers
that can be very large, especially in DREs. ETSI standards specify the use of 4
channels [9]. Secondly, this method does not address reader-to-tag interference at
all, since a passive tag lacks frequency selectivity and can not distinguish signals
from different frequency channels.
Carrier Sense Multiple Access (CSMA) demands to verify if the channel is free
before transmitting on it. The European Telecommunications Standard Institute
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(ETSI) specifies the CSMA protocol Listen Before Talk [9], standardized as ETSI
EN 302 208. Readers operate in the band between 865 MHz and 868 MHz. They
listen the channel for 5 ms before transmitting, in order to reduce mutual collisions.
However, the carrier sense mechanism is not effective by itself against reader collision
problems, since it can not detect a concurrent transmission.
Code Division Multiple Access (CDMA) multiplexed several readers over the
same channel. However, its implementation in passive RFID systems is difficult due
to its heavy computational requirements and the extra circuitry necessary for tags.
Time Division Multiple Access (TDMA) allows several readers to share the same
channel by allocating their transmissions into different timeslots. It is the easier so-
lution to be taken for RFID systems, although a synchronization among the readers
is required. However, this is a general requirements for effective collision detection
in DREs or with passive tags.
3.1.1 CSMA protocols
Listen Before Talk (LBT)
According to the European standard ETSI EN 302 208 [9], RFID readers may op-
tionally implement Listen Before Talk to detect interferences during transmission.
If implemented, there are two requirements for the reader: the capability to de-
tect radio signals emitted by other readers on the channel currently used, and the
possibility of switching the channel. The European standard allows transmission
within the frequency band of 865 to 868 MHz, dividing it in 15 channels. Before
transmitting, a reader selects a channel and it stands in listen mode for at least 5
ms, measuring any signal on that channel. The channel is busy if a signal of at least
-35 dBm is detected: in this case the reader monitors another channel. The reader
switches to talk mode and starts the transmission if a free channel is found. The
reader can transmit for no more than 4 seconds. After stopping communication,
the reader must wait for at least 100 ms before listening again the same channel.
However, in the meantime, it can switch to other channels and monitor them.
Pulse
Along with the data channel to read tags, in Pulse [77, 78] protocol readers use a
control channel to manage their transmissions. The signals exchanged on the control
channel are called beacons. When a reader communicates on the data channel, it
sends beacons on the control channel with a frequency set to a period called beacon
interval. In the initial Waiting state, each reader listens the control channel. If the
reader does not detect any beacon for a period equal to 3 beacon intervals, it moves
to the Contend state. It chooses a random backoff time, multiple of the beacon
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interval, during which it monitors the control channel. If a beacon is received, the
reader returns to the Waiting state, otherwise it moves to the Reading state and it
communicates with tags. At the end, the reader returns to the Waiting state.
In order to improve the fairness of the protocol, if a reader in the Contend state
receives a beacon, it stores the remaining backoff time. When it returns to the
Contend state, it uses the residual time, instead of choosing a new random backoff
time.
Pulse protocol has more requirements with respect to Listen Before Talk: a
second channel to exchange control signals; a higher transmission power on the
control channel in order to exchange signals among readers inside the interference
range; the capability of working simultaneously with two channels.
3.1.2 TDMA protocols
Distributed Color Selection (DCS)
A network of readers can be modeled as an undirected colored graph, where readers
are represented by nodes and are connected by an edge if they interfere in case of
a simultaneous interrogation. Two connected readers are called neighbors. Commu-
nication is organized in rounds, formed by µ timeslots, where µ is the fixed number
of colors. Each color is matched to a different timeslot. A collision occurs if two or
more neighbors have the same color, i.e., use the same timeslot. DCS [10, 11] looks
for an assignment of colors that minimizes the number of connected nodes with the
same color.
Initially each reader selects a random color. In every round, a reader tries to
communicate at the timeslot corresponding to its color. If no neighbor has the same
color, it can query tags, otherwise a collision occurs. In this case, to avoid another
collision with the same neighbor in the next round, the reader chooses a new color.
Moreover, at the beginning of its new timeslot, it advises its neighbors to change
their colors, by means of a signal called kick. If two or more readers send a kick
mutually, they change color without querying tags.
The algorithm does not require a central control, since no synchronization of the
round is needed among the readers. However, the beginning of the timeslots must
be synchronized among all the readers (e.g. by on-board clocks).
Colorwave
A limit in DCS and PDCS is the fixed number of colors. The ideal value depends
on the size of the neighborhood, the number of requests for querying tags, and the
mobility of the network. A high value could lead to unused slots within a round,
while a low value introduces more overhead, increasing collisions, kicks, and slot
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re-selections. Colorwave [10, 11] solves this issue allowing the readers to change
their number of colors. Every reader estimates the percentage of successful commu-
nications, dividing the number of collision-free interrogations by the total number
of attempts. If this value is higher than an upper threshold, the reader decrements
the number of currently used colors, in order to reduce empty slots. Otherwise, if
the value is below a lower threshold, the reader had experienced too many collisions,
so it increments the number of colors. After varying the number of available colors,
the reader informs its neighbors about the new value sending a kick. All the readers
receiving the kick will estimate their percentage of successful tag identifications and
will compare it to two other thresholds (upper and lower) in order to evaluate the
suitability of the induced variation.
Colorwave introduces more overhead with respect to DCS, requiring further sig-
nal exchange to set the color change. The performance of the algorithm is lower
during the first stage of transmission, when the readers are tuning their color con-
figuration, and in mobile networks, when the variable neighborhood may cause fluc-
tuation in the optimal number of colors [79].
Anticollision for Mobile RFID (AC MRFID)
AC MRFID [80] is a protocol based on DCS. Similarly to Colorwave, each reader
dynamically changes the number of timeslots in its own round.
After a collision, the colliding reader communicates with its neighbors in order to
count the number of readers in its interrogation range. Then, it estimates the number
of readers in its interference range, according to the ratio between the interrogation
area and the interference area, and it sets the number of timeslots in the round
equal to the number of readers in the interference range incremented by 1. This
protocol is especially suitable for networks with a regular deployment, since the
calculation is close to the real value. However, this protocol is not fair, since more
resources are allocated to the readers with few neighbors in their interrogation range.
Furthermore, it introduces additional communication overhead, in order to count the
neighbors.
Neighbor Friendly Reader Anticollision (NFRA)
In NFRA [12], a polling server synchronizes the communication. It determines
the beginning of a new round broadcasting an arrangement command (AC) to the
readers. After receiving the signal, every reader selects a random number m, within
a range specified in the AC (from 1 to M). Then, the server sends M consecutive
ordering commands (OCs), that are univocally identified by an increasing number.
When a reader receives the OC corresponding to the random number chosen at the
beginning of the round, it sends a special signal, called beacon, to all its neighbors.
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If two readers mutually exchange a beacon, they can’t communicate in the current
round. Otherwise, after sending the beacon, the reader sends an overriding frame
(OF) and starts to query tags. The readers that receive an OF are disabled for the
current round. In the meantime the other readers continue to receive the OCs for
the remaining slots in the round. After sending the last OC, the server waits for the
completion of the communication among readers and tags, before issuing the new
AC.
The main drawback of NFRA arises from the random hierarchy among the read-
ers established by the selection of m at the beginning of the round. Readers drawing
the lowest value have the best opportunities to query tags: they experience a col-
lision only if a neighbor has the same value. As m increases, the probability of
receiving an OF from readers with lower numbers grows. However, this probability
depends on the size of the neighborhood, too. The fewer the neighbors are, the
lower the probability of receiving a beacon is. The uniform distribution probability
used in NFRA gives to all the readers the same probability of selecting a low value,
without correlating it with the size of the neighborhood.
The high requirements are another disadvantage of NFRA. The protocol exploits
an additional channel at 433 MHz for the communication between the central server
and the readers. This communication system requires that each reader owns an
additional radio reception device for that frequency.
HiQ
HiQ [81] is a protocol based on reinforcement learning. It involves a hierarchical
structure composed of three levels. The RFID readers, which represent the lowest
level, require channel resources to the higher level (e.g., a computer in charge of
multiple readers). The elements of the second level require resources to the highest
level (e.g., a central server), and distribute them to the readers. This system requires
a communication system for the resources management.
High Fairness Reader Anticollision Protocol (HF-RACP)
HF-RACP [82] protocol consists of a collision discovery algorithm and a scheduling
algorithm, both carried out by a central unit. During the collision discovery phase,
the central unit constructs a collision graph, where each node represents a reader
and two nodes are connected by an edge if the relating readers could potentially
collide. The central unit sends a signal, called send beacon request, to each reader
in succession. The interval Tbeacon between two requests is constant. When a reader
receives this signal from the central unit, it sends a beacon over the control chan-
nel. Every reader that detects this beacons notifies the central unit of the possible
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collision between them. In the scheduling phase, the central unit exploits the col-
lision graph in order to dynamically schedule the readers in the data channel. The
scheduling criteria are collision prevention and fairness improvement. Therefore, the
new scheduled reader is the one with the highest access delay that is not connected
with any other transmitting readers in the collision graph.
3.2 Evaluation criteria
A communication protocol is adopted in order to settle the interaction among read-
ers. Collisions may occur, but the protocol must be able to manage them. Many
state-of-the-art protocols has been proposed with the aim of guaranteeing a high
number of tag identifications, regardless of concomitant collisions. In [11], the au-
thors consider the requirements of real-time applications (such as inventory detec-
tion), so they suggest the goal of scheduling readers to communicate as often as
possible. The total number of successful transmissions (NT) performed by a set of
readers during the simulation time is used to evaluate DCS and Colorwave. However
this measure lacks of generality, since it depends on the length of the simulation.
In [10], also the total number of attempted transmission (AT) is considered. Dif-
ferent configurations of DCS are evaluated according to the successful transmission
percentage (NT
AT
). A drawback of this method is that it evaluates positively protocols
where AT is close to NT , also if NT is low. Therefore, this kind of evaluation does
not seem effective. In [77, 78], two parameters are used to evaluate the anticollision
protocols. Beside the percentage of successful transmissions (NT
AT
), which is called
efficiency, another parameter is measured: the throughput, which corresponds to
the total number of successful transmissions performed by all the readers per unit of
time ( NT
time
). The throughput is adopted as an evaluation criterion also in [81], with
the motivation that the goal of anticollision protocols is to maximize the number of
readers that communicate simultaneously.
The throughput is a meaningful criterion, but it does not consider the different
contribution of each reader and the distribution of the transmissions over the time.
Therefore, it is not a suitable criterion for applications that require constant quality
of service for the whole network. In these cases, the concept of fairness is important.
A general purpose quantitative measure of fairness is Jain’s fairness index [83]. It is
defined as:
IJain =
|∑Ni=1 xi|2
N
∑N
i=1 x
2
i
(3.1)
where N is the number of readers and xi is the throughput attained by reader i.
This index ranges from 0 (unfair behavior) to 1 (fair behavior).
Another criterion to evaluate the performance of an anticollision protocol relies
on the waiting time (WT) of the readers between their request of interrogation and
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the identification of the tags. In [65], two goals for reader-to-reader anticollision
protocols are identified: to schedule the activities of the readers so that they can
communicate as often as possible (NT ), and to minimize the time that is required
in order to allow all the readers to communicate at least once. The second criterion
corresponds to the maximum waiting time (MWT) among all the transmissions in
the network. Other similar criteria are based on the average reader waiting time
(ARWT), which corresponds to the average waiting time for all the interrogations
of a specific reader. The overall average reader waiting time (OARWT) corresponds
to the average ARWT of all the readers in the network. In a protocol with a low
OARWT, the readers communicate as soon as possible. The variance of the average
waiting time (VAWT) is the variance of the ARWT of all the readers in the RFID
network. A high VAWT reveals the presence of readers with bad efficiency. Finally,
the total waiting time variance (TWTV) corresponds to the variance of WT for all
the transmissions in the network. A protocol with a low TWTV provides a steady
performance.
3.3 Protocol requirements
The basic RFID reader-to-reader anticollision protocols [9, 10, 11, 80] use one or
more data channels, according to the national regulations, no control channel, and no
central server for the management of the RFID network. They involve RFID readers
that can query RFID tags, listen the used channel, but which cannot receive and
transmit simultaneously. However, many of the most effective anticollision protocols
involve additional requirements (e.g., [12, 81, 82, 77, 78]), such as an additional
channel for network control. Moreover, some protocols require high cost readers with
advanced capabilities (e.g., readers able to transmit and receive simultaneously, or to
work simultaneously on different frequencies). Among the state-of-the-art protocols
that require high cost readers, the best throughput is provided by NFRA. However,
it uses an additional channel to control transmission and requires readers able to
transmit and receive simultaneously. Moreover, in NFRA readers are connected
to a polling server by means of a wireless link at 433 MHz, but this frequency is
defined for active RFID communications, instead of passive ones. At present, most
of commercial readers in the market are composed of an Ethernet connection and
WiFi module or slot to add it for different purposes, e.g. to receive configuration
commands from a central server, or to send the tags identifications collected by the
reader to a central server. Hence, a commercial reader working under the NFRA
protocol should include an extra hardware for UHF RFID communications at 433
MHz.
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Some anticollision protocols may require additional information about the net-
work deployment in order to be properly configured and to provide the best perfor-
mance. For instance, the parameter that mainly affects the performance of DCS is
the number of colors (µ), which represent the sequence of timeslots that compose
every round. Each reader is matched to a color and, at every round, it queries tags
during the corresponding timeslot. With too low a µ there are many collisions, while
with too high a µ many timeslots are not used. Therefore, in order to achieve good
performance, µ must be configured according to the network density. Instead, in
Colorwave and AC MRFID the possibility for the readers to change their number
of timeslots µi in the round makes the two protocols independent of the network
characteristics. As a result, these protocols do not need a specific configuration. In
NFRA, the quantity of OCs should be set according to network density. Neverthe-
less, the degradation of its performance with an improper configuration is very low.
Therefore, NFRA can be considered independent of deployment knowledge.
Different anticollision protocols have been proposed, according to the parameter
(throughput or fairness) which is optimized and to the requirements. The proposal
are described in Chapters 4 and 5. For the sake of simplicity, a basic classification
is adopted among protocols that use only one or more data channels and protocols
that require an additional control channel.
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Chapter 4
Proposed TDMA protocols with
data channel only
Two popular state-of-the-art TDMA protocols that use only one data channel are
DCS and Colorwave [10, 11]. A relevant quality of DCS is its fairness, due to
the opportunity to reserve a timeslot for the nodes that experience a reader-to-
reader collision. Colorwave represents an evolution of DCS, and its main novelty
is the introduction of an adaptable parameter. Colorwave maximizes the network
throughput, since the readers with few neighbors communicate more often than the
ones in denser areas. Moreover, Colorwave is suitable for networks with mobile
readers, because it can manage deployment changes, avoiding performance loss.
In this chapter, three different protocols are proposed, adopting the basic mech-
anisms common to DCS and Colorwave, and without introducing any additional
requirements. Table 4.1 summarizes their characteristics.
Table 4.1. Main characteristics of the proposed TDMA anticollision protocols that
exploits only one or more data channels
protocol throughput fairness network density knowledge
requirements
PDCS high very high low high dependence
DCNS very high low low no dependence
PCW configuration configuration low no dependence
dependent dependent
Probabilistic Distributed Color Selection (PDCS), described in Section 4.1, in-
troduces in the collision resolution of DCS an additional parameter p, representing
the probability of adopting a different behavior after the detection of a collision.
Consequently, the number of collisions decreases. Moreover, this protocol allows a
multichannel transmission, according to the international RFID regulations.
43
4 – Proposed TDMA protocols with data channel only
Distributed Color Natural Selection (DCNS) (Section 4.2) is specifically devel-
oped in order to exploit a new configuration, called the Killer configuration. The
goal of the proposed configuration is to generate a selfish behavior similar to the
natural selection. As a result, the throughput of the network improves and the
largest benefit can be get by the RFID readers chosen according to the application
specification.
Probabilistic Colorwave (PCW), described in Section 4.3, introduces a proba-
bilistic parameter in the collision resolution routine of Colorwave. The effects of
this factor are analyzed for two different configurations: the one proposed in [10, 11]
and the killer configuration adopted by DCNS.
4.1 Probabilistic Distributed Color Selection
Probabilistic Distributed Color Selection (PDCS) is a multichannel protocol, which
can manage an arbitrary number of channels, according to the various regulations
regarding RFID. After a collision in PDCS, readers choose both a new color and a
new channel. Moreover, a new parameter p is introduced in order to decrease the
number of collisions generated by the change of color due to a previous collision. p
represents the probability of changing color after a collision. In DCS, after sensing
a collision, all the involved readers choose a new color and reserve it. However,
if a high number of the timeslots is used, a change of color probably generates
a second change without timeslot reservation, so a collision between two readers
is more likely to occur. Furthermore, the kicked reader will not transmit during
the reserved round, and during the subsequent collision round, so it have to wait
two rounds before transmitting. After a collision between two readers, both of
them reserve a new color: this double color change could generate two consecutive
collisions.
The variables of PDCS are the following:
 colori, the index of the timeslot used by readeri for transmitting;
 channeli, the index of the frequency channel used by readeri for transmitting;
 prev channeli, the index of the previous channel used by readeri;
 µ, the number of timeslots in a round;
 µc, the number of channels in a round;
 kickflagi, a boolean flag that is true when readeri requires a kick;
 transflagi, a boolean flag that is true when readeri requires a transmission.
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As in DCS, in PDCS the transmissions are organized in rounds divided in times-
lots. The total number of slots available at each round is equal to µ · µc. Each slot
is composed of the following phases and subroutines:
 Timeslot initialization, the readers update the value of their variables;
– New timeslot:
∀i : colori = (colori + 1) mod µ;
if (readeri has to read tags)
then transflagi = true;
 Kick phase, the readers send the kicks in order to manage the slot reservation,
and choose a new color if they receive a kick.
– Kick sending:
if (kickflagi = true AND colori = 0)
then readeri sends the kick;
kickflagi = false;
– Kick resolution:
if (readeri receives a kick on channeli AND colori = 0)
then prev channeli = channeli;
while (colori = 0 AND channeli = prev channeli)
colori = random(µ);
channeli = random(µc);
 Transmission phase, the readers try to communicate with the tags, and even-
tually choose a new color if they collide.
– Transmission:
if (transflagi = true AND colori = 0)
then readeri transmits
transflagi = false;
– Collision resolution:
if (readeri collides AND random(1.0) < p)
then colori = random(µ);
channeli = random(µc);
kickflagi = true;
transflagi = true;
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Figure 4.1. Color change after a collision between 2 Readers
4.1.1 Theoretical analysis
The difference between PDCS and DCS relies in the collision resolution, whose
behavior is characterized by the probability p. If p = 1, the behavior of PDCS
corresponds to DCS. The first step of this theoretical analysis is focused on the
behavior of PDCS after a collision between two readers. A reader involved in a
collision changes its color with probability p, so after a collision between two readers
three cases are possible:
1. No reader changes its color, so at the subsequent round the involved readers
will receive a kick and they will change color without reservation;
2. Only one reader changes its color, so at the subsequent round a reader will
transmit with the previous color, and the other one will reserve a new color;
3. Both readers change color, this case corresponds to the DCS collision resolu-
tion.
Case 1 is worse than DCS, since the involved readers will lose a second round.
Case 2 is better than DCS, since one reader probably will not produce second gen-
eration collisions. Case 3 corresponds to DCS. Figure 4.1 shows the probability of
each case (ci), according to p. Roughly analyzing the effects of p on the performance
of the RFID reader network, it is possible to consider that Case 1 is negative, Case
2 is positive, and that Case 3 is intermediate. Starting from p = 1, a short decrease
of p corresponds to:
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 a rise of Case 1 (negative case);
 a increase of Case 2 (positive case);
 a fall of Case 3 (intermediate case).
Therefore, since Case 2 improves the performance of the protocol, and Case 1 de-
creases it, the values of 0.5 < p < 1 should bring positive results, as shown in
Figure 4.1.
The effects of the different cases on the performance of the protocol are ana-
lyzed observing the number of second generation collisions (γ), which represents
the average number of readers involved in collisions produced by the first generation
collisions (φ).
Second Generation Collisions
The collisions affect the performance of RFID networks, since the involved readers
have to wait before transmitting. Both in DCS and PDCS, each collision can gener-
ate new collisions. This behavior can produce a relevant number of collisions at each
round. This section carefully analyzes the effects of a collision between two read-
ers. γ can be partitioned in three γi related to each case described in the previous
section:
γ = c1 ∗ γ1 + c2 ∗ γ2 + c3 ∗ γ3 . (4.1)
where ci represents the probability of Case i, as reported in Fig. 4.1, and γi represents
the average number of readers involved in second generation collision due to Case i.
The formulas to calculate each γi are presented in the following, where γi is function
of µ and of the number of engaged colors ().
Case 1. The probability of Case 1 is:
c1 = (1− p)2. (4.2)
This case involves a couple of concurrent kicks. After the kick each reader changes
color without reservation, so the number of second generation collisions is related
to the state of the new colors. If:
 both colors are free, then no second generation collision is produced and the
contribution to γ1 is null;
 one color is free and one color is engaged, then one second generation collision
between two readers is produced; the contribution to γ1 is γ1a · c1a :
γ1a = 2; c1a = 2 · 
µ− 1 ·
(
1− 
µ− 1
)
; (4.3)
47
4 – Proposed TDMA protocols with data channel only
 both colors are engaged, then two second generation collisions between two
couples of readers are produced; the contribution to γ1 is γ1b · c1b :
γ1b = 4; c1b =

µ− 1 ·
− 1
µ− 1; (4.4)
 the same free color is selected, then one second generation collision between
two readers is produced; the contribution to γ1 is γ1c · c1c :
γ1c = 2; c1c =
(
1− 
µ− 1
)
· 1
µ− 1; (4.5)
 the same engaged color is selected, then one second generation collision be-
tween three readers is produced; the contribution to γ1 is γ1d · c1d :
γ1d = 3; c1d =

µ− 1 ·
1
µ− 1; (4.6)
The contribution of Case 1 is:
γ1 = γ1a · c1a + γ1b · c1b + γ1c · c1c + γ1d · c1d. (4.7)
Case 2. The probability of Case 2 is:
c2 = 2 · p · (1− p). (4.8)
In this case the reader that has not changed color will not produce second gen-
eration collisions, but it can collide with the second reader, since it could choose
the same color again. The second reader changes color, so the number of second
generation collisions is related to the state of the new color. If:
 the color is free, then no second generation collision is produced; the contri-
bution to γ2 is null;
 the color is engaged, then one reader changes color without reservation, so a
collision between 2 readers has probability equal to the percentage of engaged
colors; the contribution to γ2 is γ2a · c2a :
γ2a = 2; c2a =

µ
· 
µ− 1 (4.9)
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 the color is the same as the previous collision, then there is a couple of con-
current kicks between the two readers of the first collision; the contribution to
γ2 is γ2b · c2b :
γ2b =
4 · 
µ− 1 ·
(
1− 
µ− 1
)
+
4 · 
µ− 1 ·
− 1
µ− 1 +
2
µ− 1 ·
(
1− 
µ− 1
)
+
3
µ− 1 ·

µ− 1
c2b =
1
µ
(4.10)
The contribution of Case 2 is:
γ2 = γ2a · c2a + γ2b · c2b. (4.11)
Case 3. The probability of Case 3 is:
c3 = p
2. (4.12)
In this case both readers change color. The number of second generation colli-
sions is related to the state of the new colors. If:
 both colors are free, then no second generation collision is produced; the con-
tribution to γ3 is null;
 one color is free and one color is engaged, then one reader changes color with-
out reservation, so a collision between 2 readers has probability equal to the
percentage of engaged colors; the contribution to γ3 is γ3a · c3a :
γ3a = 2; c3a = 2 · 
µ
· 1− 
µ
· 
µ− 1; (4.13)
 both colors are engaged, then two readers change color without reservation,
so they could produce:
– one collision between two readers,
γ3b1 = 2; c3b1 = 2 · − 1
µ− 1 ·
(
1− − 1
µ− 1
)
+
(
1− − 1
µ− 1
)
· 1
µ− 1 (4.14)
– two collisions between two couples of readers,
γ3b2 = 4; c3b2 =
− 2
µ− 1 ·
− 2
µ− 1 +
1
µ− 1 ·
− 1
µ− 1 , (4.15)
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– one collision between three readers,
γ3b3 = 3; c3b3 =
− 2
µ− 1 ·
1
µ− 1 , (4.16)
– or no collision;
the contribution to γ3 is γ3b · c3b :
γ3b = (γ3b1 · c3b1 + γ3b2 · c3b2 + γ3b3 · c3b3); c3b = 
µ
· − 1
µ
; (4.17)
 the same free color is selected, then there is a couple of concurrent kicks
between the two readers of the first collision; the contribution to γ3 is γ3c · c3c:
γ2b =
4 · 
µ− 1 ·
(
1− 
µ− 1
)
+
4 · 
µ− 1 ·
− 1
µ− 1 +
2
µ− 1 ·
(
1− 
µ− 1
)
+
3
µ− 1 ·

µ− 1
c3c =
(
1− 
µ
)
· 1
µ
(4.18)
 the same engaged color is selected, then three readers change color without
reservation, so they could produce:
– one collision between two readers,
γ3d1 = 2; (4.19)
c3d1 = 3
− 1
µ− 1
(
1− − 1
µ− 1
)(
1− 
µ− 1
)
+
(
1− − 1
µ− 1
)(
1− 
µ− 1
) 2
µ− 1
– two collisions between two couples of readers,
γ3d2 = 4; (4.20)
c3d2 = 3
− 1
µ− 1
(
1− − 1
µ− 1
)
− 2
µ− 1 +
− 1
µ− 1
(
1− − 1
µ− 1
)
3
µ− 1
– three collisions between three couples of readers,
γ3d3 = 6; c3d3 =
− 1
µ− 1 ·
− 2
µ− 1 ·
− 3
µ− 1 (4.21)
– one collision between three readers,
γ3d4 = 3; (4.22)
c3d4 =
(
1− − 1
µ− 1
)
·
(
1
µ− 1
)2
+ 3 · − 1
µ− 1 ·
(
1− − 1
µ− 1
)
· 1
µ− 1
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– one collision between three readers and one collision between two readers,
γ3d5 = 5; c3d5 =
− 1
µ− 1 ·
− 2
µ− 1 ·
2
µ− 1 (4.23)
– one collision between four readers,
γ3d6 = 4; c3d6 =
− 1
µ− 1 ·
(
1
µ− 1
)2
(4.24)
– or no collision.
The contribution to γ3 is γ3d · c3d :
γ3d =
6∑
i=1
γ3di ; c3d =

µ
· 1
µ
. (4.25)
According to previous formulas, the contribution of Case 3 is:
γ3 = γ3a · c3a + γ3b · c3b + γ3c · c3c + γ3d · c3d. (4.26)
Results. Figure 4.2 shows the values of γ1, γ2, and γ3, and of their components,
with µ = 20. The component that mainly affects the value of γ1 is γ1b · c1b, which
represents the number of second generation collisions due to the choice of two en-
gaged new colors. γ1 rises constantly, according to the increase of . The component
that mainly affects the value of γ2 is γ2a · c2a, which represents the number of sec-
ond generation collisions due to a kick on an engaged color, and to the subsequent
change to a new engaged color. The component that mainly affects the value of γ3
is γ3b · c3b, which represents the number of second generation collisions due to two
kicks on an engaged color, and to the subsequent change to two new colors.
Figure 4.3 compares the γi values according to µ = 20, and shows that γ1 repre-
sents the largest number of second generation collisions, and γ2 the smallest.
Figure 4.4 shows γ according to various values of p, with µ = 20. The graph
roughly highlights the effects of p on γ, with p = 0 and p = 1, γ = γ1 and γ = γ3,
respectively. Since γ1 is always larger than γ3, the value of γ reached by p
′ < 0.50 is
larger than γ reached by p′′ = 1 − p′, so the minimization of γ requires p >= 0.50.
When 0 ≤  ≤ 3, the smallest γ is reached by p = 1, when 4 ≤  ≤ 12, the smallest γ
is reached by p = 0.75, and when 15 ≤  ≤ 19, the smallest γ is reached by p = 0.50.
Therefore, in order to minimize γ, at the rise of  there should be a corresponding
decrease of p from 1 to 0.50.
When a collision among readers produces new collisions among a larger number
of readers, the number of collisions increases, but the engaged colors decrease. The
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Figure 4.2. (a) γ1 (b) γ2 (c) γ3 with µ = 20
Figure 4.3. γi with µ = 20
decrease of engaged colors produces a decline in γ, until the number of colliding
readers is stable. Since γ is the average number of second generation collisions
produced by the collision of two readers, if γ > 2, the number of collision rises,
while γ < 2, the number of collision decreases.
In order to find the optimal values of p that minimizes γ, the first derivative of
(4.1) is set to 0 and it is solved for p:
γ(p) = (1− p)2 · γ1 + 2 · p · (1− p) · γ2 + p2 · γ3 ; (4.27)
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Figure 4.4. γ with µ = 20, according to p.
dγ
dp
= (2p− 2) · γ1 + 2 · (1− 2p) · γ2 + 2p · γ3 = 0 ; (4.28)
p =
2γ1 − 2γ2
2γ1 − 4γ2 + 2γ3 . (4.29)
Figure 4.5 shows the values on p that minimize γ with µ = 20. Figure 4.6 shows
the comparison among the γ values reached by PDCS and DCS. The comparison
is performed for values of  between µ
2
and µ− 1, since an efficient protocol should
work with a value of  close to µ. Setting p to a value consistent with the value of
, PDCS reaches over 30% of reduction of γ, with respect to DCS.
Collisions with More Readers. The effects of a collision are different when
more than two readers collide in the same timeslot. Figure 4.7 shows the color
change probability after a collision among 3 readers:
1. no reader changes its color, so at the subsequent round the involved readers
will receive a kick and they will change color without reservation;
2. one reader changes its color, so at the subsequent round two reader will receive
a kick and they will change color without reservation, and the second reader
will reserve a new color, maybe requiring another reader to change;
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Figure 4.5. Values of p that minimize γ with µ = 20.
Figure 4.6. Gain of γ between PDCS with various p and DCS.
3. two reader changes its color, so at the subsequent round one reader will trans-
mit with the previous color, and the other readers will reserve a new color,
maybe requiring to other readers to change;
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Figure 4.7. Color change after a collision between three Readers
4. all the readers change color, this case corresponds to the DCS collision reso-
lution.
Case 3 is the best, since one reader does not change color, with high probability
to transmit. However, Case 1 and Case 2 are worse than Case 4, which corresponds
to DCS, since they involve a larger number of kicks.
The highest value of c3 is reached for p = 0.66, so the lowest γ can be reached
when 0.66 < p ≤ 1, while after a collisions between 2 readers, the lowest γ can be
reached when 0.50 < p ≤ 1. Also for collision among more readers, the best case
requires always that only one reader doesn’t change color. When the number of
colliding readers is N , the probability of the best case is maximized by p = N−1
N
.
Therefore, collisions among a large quantity of readers require a larger value a p.
DCS-Like Protocol Behavior
φ and γ are evaluated in order to analyze the behavior of DCS. If:

γ
φ
> 1,  decreases due to the larger number of colliding slots, so γ
φ
decreases;

γ
φ
= 1, the network is steady;

γ
φ
< 1,  increases, so γ
φ
also increases;
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The network should aim at a steady condition, where γ
φ
∼= 1. Moreover, the
behavior of the protocols changes according to three classes of configuration:
1. µ  number of neighbors, in this class the number of colors is too low, so
the network is characterized by several collisions, the network tends towards
high γ and φ, and their values are greater when µ is lower. Thus, the resulting
WT could be poor, as the readers often have often to wait for many rounds;
2. µ number of neighbors, this class is characterized by some starting random
collisions, and γ
φ
 1, so the network tends towards a steady condition, without
collisions; however, WT converges to µ− 1, because each reader must wait for
µ− 1 slots between two transmissions;
3. µ ∼= number of neighbors, the best configurations can be found in this class,
since it contains the configuration with the lowest µ so that the network tends
towards a steady condition without collision. Apparently the best configura-
tion should be µ = number of neighbors + 1, but according to the previous
analysis, if γ
φ
> 1 then φ increases, so the effects of the starting random colli-
sions and the collisions due to a change of slot generated by a neighbor with a
different neighborhood together with the high  can cause a steady condition
with collisions; therefore the best configuration shall require a larger µ.
The main effect of a proper p < 1 is the reduction of γ. This configuration also
decreases the value of γ
φ
, so when µ ∼= number of neighbors, it shall tend towards
a steady condition if there are also no collision with a lower µ.
4.1.2 Evaluation
Simulations of DCS, Colorwave, AC MRFID, and PDCS were performed on several
kinds of RFID networks, with 250 readers, randomly and regularly deployed, consid-
ering a variable number of neighbors described by the average number of neighbors
(AN) and its variance (NV).
Each protocol configuration was simulated 50 times for 2 · 105 timeslots. The
simulator was written in Java language, and the simulations were run on a DELL
Workstation Precision T7500, under Linux Operating System.
Colorwave has been simulated with different configurations changing the values
of the 4 thresholds with a step of 5%, in order to find the best configuration. The
configuration which provides the best OARWT has been selected and used for the
comparison. The selected thresholds are 85% (hard up), 75% (soft up), 55% (soft
down), 25% (hard down). The provided performance is OARWT 7.54 s; TAWT 7.17
s; MWT 88.49 s; TWTV 64.80 s2; VAWT 3.46 s2; throughput 32.70 NT/s.
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In Colorwave µ is dynamic, so in the following graphs that compare the per-
formance of the described protocols according to µ, Colorwave is represented by a
horizontal line.
Figure 4.8. OARWT provided by DCS, PDCS, Colorwave, and AC MRFID with
AN = 9.94, NV = 9.41, and random deployment
Figure 4.9. TWTV (a), VAWT (b), and MWT provided by DCS, PDCS, Color-
wave, and AC MRFID with AN = 9.94, NV = 9.41, and random deployment
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Table 4.2. Performance of DCS and PDCS with µ = 12, AN = 9.94, NV =
9.41, and random deployment
PDCS DCS
p 0.5 0.6 0.7 0.9 1.0
NT/s 44.31 44.46 44.85 41.11 37.13
MWT 105.41 99.42 88.29 85.52 102.28
TAWT 5.09 5.10 5.10 5.16 6.28
TWTV 1.68 0.78 1.15 6.72 10.92
VAWT 0.03 0.03 0.00 0.79 1.93
OARWT 2.37 2.36 2.36 2.65 2.99
Table 4.3. Time reduction provided by PDCS with respect to standard DCS, with
µ = 12, AN = 9.94, NV = 9.41, and random deployment
p = 0.5 p = 0.6 p = 0.7 p = 0.9
NT/s +19.34% +19.75% +20.79% +10.73%
MWT +3.06% -2.79% -13.68% -16.38%
TAWT -18.98% -18.75% -18.82% -17.82%
TWTV +243.27% -66.33% +135.67% +371.97%
VAWT -98.35% -98.70% -99.85% -59.27%
OARWT -20.78% -20.97% -20.99% -11.44%
PDCS Behavior According to µ
The value of µ must be carefully selected, in order to reach good performance. When
µ is too low, the percentage of colliding transmissions is high, so WT is high and it
is not steady. When µ is too high, WT is close to µ− 1 timeslots. According to the
theoretical analysis, the best value of µ is the lowest one that allows a steady WT.
Furthermore, the theoretical analysis states that the introduction of p < 1 decreases
the best µ improving WT.
Fig. 4.8 shows the OARWT provided by DCS and PDCS according to several µ
and p, on a network with AN = 9.94, NV = 9.41, and random deployment. This
graph is a good indicator of the time performance of the network. Fig. 4.9 shows
the TWTV, VAWT, MWT, in the same conditions. The graphs support the results
of the theoretical analysis presented in Section 4.1.1:
1. µ  number of neighbors (µ  10), the provided WT is not good, since
the readers collide many times; DCS provides better performance, and PDCS
provides the best OARWT with p as close as possible to 1;
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2. µ  number of neighbors (µ  10), the network is steady, since there are
no collisions; however, WT converges to µ− 1 timeslots, because each reader
must wait µ− 1 slots between two transmissions; DCS and PDCS provide the
same performance, independently from p;
3. µ ∼= number of neighbors (µ ∼= 10), the best configurations are in this class,
where the network tends towards a steady condition without collisions at the
lowest µ; the best configurations require µ > 10. In DCS and PDCS with a
high probability (p ≥ 0.9), the best OARWT is provided with µ = 13. In
PDCS with a probability p < 0.9, the best OARWT is provided with µ = 12.
The best OARWT is provided by PDCS with p = 0.72 and µ = 12, where
OARWT= 5.08 s, 21.87% better than DCS with the same µ, and 8.69% better
than the best configuration provided by DCS. The provided TWTV rapidly
falls, according to the lower number of colliding transmissions. Tab. 4.2 shows
the performance provided by PDCS and DCS with µ = 12, and Tab. 4.3 shows
the difference between PDCS and DCS in percentage. All the indicators show
that a low p provides good performance.
Furthermore, Fig. 4.8 and Fig. 4.9 compare PDCS and DCS with Colorwave and
AC MRFID. Fig. 4.8 shows the OARWT provided by Colorwave and by AC MRFID.
AC MRFID does not provide a good OARWT, since this algorithm gives more
resources to the readers with less neighbors, decreasing the fairness among readers
and OARWT. Colorwave provides a good OARWT, but it can not reach the one
provided by the best configurations of DCS and PDCS.
Observing Fig. 4.8, Fig. 4.9, Table 4.2, and Table 4.3, we can state that:
 with a low p and µ ∼= number of neighbors , PDCS provides shorter OARWT;
 with a very low µ, a minor p in PDCS provides worse performance;
 with a very high µ, all the protocols provide the same efficiency;
 with a high µ, when all the configurations reach a steady network, all the
protocols provide the same fairness, since VAWT is 0;
 when µ ∼= number of neighbors, PDCS with low p is the fairest, since more
readers are reaching a steady behavior;
 with a very low µ, DCS is the fairest;
 the introduction of p reduces γ, decreasing WT, but it increases the possibility
of a single reader to collide several consecutive times, according to Case 1
described in Section 4.1.1. The best MWT is normally provided by PDCS
with a high p, since it decreases WT, with a low occurrence of Case 1.
59
4 – Proposed TDMA protocols with data channel only
Figure 4.10. Difference between the OARWT provided by DCS and PDCS with
various p, with AN = 9.94, NV = 9.41, and random deployment
Figure 4.11. OARWT provided by DCS and PDCS (p = 0.7) with AN = 9.94,
NV = 9.41, and random deployment
PDCS Behavior According to AN
In order to analyze the behavior of PDCS according to networks with different size,
PDCS and DCS have been simulated with networks with 3 ≤ µ ≤ 12.
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Fig. 4.10 shows the difference between the OARWT provided by DCS and PDCS
with various p. With a sparse network (AN≤ 4) low values of p (0.5 and 0.6) provide
results worse than DCS, instead with denser networks PDCS is always better than
DCS. The best p is 0.7, which provides an optimal OARWT. Fig. 4.11 shows the
OARWT provided by PDCS with p = 0.7 compared to DCS.
Figure 4.12. OARWT provided by DCS and PDCS with AN = 9.94, NV =
9.41, and random deployment
Best PDCS Configurations
In order to find the best PDCS configuration, it is possible to observe which value
of p provides the best OARWT. Fig. 4.12 shows the performance provided by DCS
and PDCS in a network with AN = 9.94, NV = 9.41, and a random deployment.
The best results are provided from p = 0.5 to p = 0.78. In this range OARWT
fluctuates between 5.08 and 5.19.
Since several values of p provide good results with a proper µ, also their perfor-
mance with a worse µ must be analyzed. When µ is too high, p does not affect the
performance, and always PDCS provides the same result. However, when µ is too
low p strongly affects the performance. Fig. 4.13 shows PDCS with 0.5 ≤ p ≤ 0.7,
5 ≤ µ ≤ 7. Although the values of p are similar, OARWT does not fluctuate, and
the higher p always provides a lower OARWT.
Therefore, p = 0.7 is an optimal configuration, since it provides good OARWT
with a proper µ, and an OARWT better than the one provided with a lower p and
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Figure 4.13. OARWT provided by PDCS, with AN = 9.94, NV = 9.41,
and random deployment
a low µ.
Figure 4.14. OARWT provided by DCS and PDCS with AN = 9.94, NV = 9.41,
random deployment and AN = 9.94, NV = 3.90, and matrix deployment
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Matrix Vs Random Deployment
In order to reach a selected number of neighbors, several random deployments have
been considered, with the same number of readers but on areas with different sizes.
However, in order to check how different deployments with similar AN affect per-
formance, we have simulated also a network with matrix deployment, where the
locations of the readers create a regular shape representing a matrix. The perfor-
mance of PDCS and DCS on a network with random deployment, AN = 9.94, and
NV = 9.41, and on a network with matrix deployment, AN = 9.94, and NV = 3.90
have been analyzed. Fig. 4.14 shows the provided OARWT. All the protocols pro-
vide better performance on the matrix deployment. The best OARWT is provided
by PDCS with p = 0.5 and µ = 11, where OARWT= 4.68 s, 22.92% better than
OARWT provided with the same µ, and 8.17% better than the best DCS configu-
ration.
Figure 4.15. OARWT provided by DCS, PDCS, Colorwave, and
AC MRFID with starting AN = 9.94, NV = 9.41, random deployment,
and 20%, 50%, and 100% of mobile readers
Mobile RFID Networks
Real RFID applications can require networks composed of mobile readers mixed to
static readers. The presence of mobile readers affects the performance of anticollision
protocols, because when a reader changes location it finds new neighbors with new
colors.
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Fig. 4.15 shows the OARWT provided by PDCS, DCS, Colorwave and AC MRFID
in a network with AN = 9.94, NV = 9.41, random deployment, and 20%, 50%, and
100% of mobile readers. Similarly to static networks, the best results, at µ = 12,
are provided by PDCS with p = 0.7. However, the curves of DCS and PDCS change
more slowly than in previous graphs, and they are shifted up, since mobile read-
ers can not reach a steady color, and shifted left, since the quantity of neighbors
is more regular. The OARWT provided by Colorwave is only slightly worse with
several mobile readers, since the negative effects due to the impossibility to reach
a steady color configuration are reduced by the adaptable parameter µ. Differently
from other protocols, the OARWT provided by AC MRFID improves with mobile
readers, since this protocol adjusts rapidly its configuration to the new position of
readers, and the adopted method is suitable to regular quantity of neighbors per
reader.
Figure 4.16. Effects of p on OARWT with AN = 29.92, NV = 70.19,
and random deployment
Dense RFID Networks
The results of the simulation of PDCS with dense RFID networks are similar to the
results for networks with less neighbors, but the gap between PDCS and DCS time
performance is wider. The simulations have been performed considering 0.5 ≤ p ≤ 1,
with a step of 0.1.
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Figure 4.16 shows the OARWT provided by PDCS and DCS for a network with
AN = 29.92, NV = 70.19, and random deployment. The best OARWT, with
p = 0.6 and µ = 37 reaches 18.75% time reduction with respect to the OARWT of
DCS with the same µ, and 9.69% with respect to the best OARWT provided by
DCS with µ = 40.
4.2 Distributed Color Natural Selection (DCNS)
In Colorwave, the opportunity to change the value of µ is evaluated comparing
the percentage of collisions to four thresholds. The thresholds strongly affect the
behavior of the network: very high or very low percentages of collisions may lead
to dramatically low performance. If the percentage is very high, the reader usually
collides, without querying tags. On the contrary, if the percentage is too low, the
channel could often be unused, wasting resources. In [10] and [11], the authors
proposed to set the two highest thresholds close to 1, and the two lowest thresholds
close to 0. With such thresholds, the readers only change µ when the percentage of
collisions is very high or very low. Therefore, if the performance is not significantly
low, the network does not evolve.
In contrast to the configurations proposed in [10, 11], the Killer configuration
is presented. Its main effect is that each reader always tries to get more resources,
in a dynamic way. In order to reach this selfish behavior, the values of all the
thresholds are set to an intermediate value (e.g., 0.5). A reader does not change
µ only when it has a percentage of collisions between UpTrigger and DownTrigger.
Therefore, with a reduced distance between the UpTrigger and DownTrigger, the
majority of readers change µ repeatedly. In this way, the readers that are less subject
to reader-to-reader collisions can frequently query tags. Their neighbors will find
many timeslots occupied, so they will increase their µ reducing the opportunities
to query tags. This extremely competitive behavior reduces the quantity of unused
timeslots, increasing throughput. However, this kind of configuration exposes the
weakest readers to the risk of starvation. Therefore, its adoption requires specific
countermeasures.
In order to fully exploit the characteristics of the Killer configuration, a new
protocol named Distributed color natural selection (DCNS) is proposed. Commu-
nication is organized in rounds composed of timeslots, as in DCS. As in Colorwave,
each reader has an adaptable number of colors. However, with the aim of decreasing
the channel control overhead, the changes of µ are not notified in DCNS. Therefore,
the readers only change the number of colors according to two thresholds (UpSafe
and DownSafe). Moreover, they do not exchange any information about the number
of used colors. In this way, the readers with a percentage of collisions higher than
UpSafe or lower than DownSafe act as in Colorwave. The readers with a percentage
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of collisions between UpSafe and DownSafe do not change µ.
In order to improve how the readers scale the rate at which they query tags, the
parameter µ is replaced by the couple µI and µII . µI represents the total number of
colors, and 0.5 <= µII <= 1 represents the probability of querying tags. Normally a
reader tries to query tags every µI timeslot, as in Colorwave. When µI = 2 and the
percentage of collisions is still lower than DownSafe, the reader starts to randomly
choose whether to query tags according to the probability µII . Therefore, when the
percentage of collisions exceeds UpSafe, if µIIi > 0.5, then readeri decreases µ
II
i ,
otherwise it increases µIi . When the percentage of collisions is less than DownSafe,
if µIi ≥ 2, then readeri decreases µIi , otherwise it increases µIIi .
In order to avoid the starvation problem, a new kick sending routine has been
introduced in the protocol. The new routine acts according to the reader state and
the reader priority. Each reader sets its state comparing µI with a lower threshold
equal to 2, and a higher threshold called KilledThreshold. The available states are
the following:
 killer, for the readers with µI = 2; since they have the opportunity to fre-
quently query tags, they do not send kicks, in order to give the other readers
more opportunities to interrogate tags;
 normal, for the readers with 2 < µI < KilledThreshold; they reserve a slot by
means of a kick only after a collision, as in DCS and Colorwave;
 killed, for the readers with µI ≥ KilledThreshold; since they can seldom try
querying tags, they always send kicks, in order to increase the probability of
successfully querying tags, avoiding too long a delay.
A further novelty of DCNS, with respect to DCS and Colorwave, is represented
by the dynamic priority management. When a reader is in the killer or killed state,
it works according to its state; by contrast, when a reader is in the normal state, it
works according to its priority. The priority levels are:
 high priority, which allows readers to reserve a slot each round; this reservation
does not ensure a successful tag interrogation, since even other readers could
reserve the same slot; however, the reservation avoids collisions with readers
which are not reserving the slot, and increases the percentage of successful tag
interrogations, facilitating the reduction of µ;
 medium priority, which allows readers to reserve a slot only after a collision,
as in DCS and Colorwave;
 low priority, which does not allow readers to reserve slots; when low priority
readers are close to readers with higher priority, they have longer waiting time;
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low priority readers increase the performance of their neighbors with higher
priority.
Table 4.4. Use of the kick before querying tags, according to the state and
the priority of the reader
Priority State
Killer Normal Killed
High No Yes Yes
Medium No After a Collision Yes
Low No No Yes
The priority of a reader can be dynamically modified according to the application
behavior. Therefore, the dynamic priority management cannot be considered only
a starvation countermeasure, since it allows higher throughput to be obtained if it
is required. The overall kick sending strategy is summarized in Table 4.4.
Finally, DCNS is a multi-channel protocol, according to the majority of the
international regulations for UHF RFID. In order to manage multiple channels, a
proper method for the selection of the color and the channel has been designed,
taking into account the state of the readers. The main rules to select the channel
are that: the killers do not change channel, in order to avoid collisions with other
killers; the other readers select a random channel after a collision or a kick, avoiding
both the same channel and color being maintained after a kick.
In order to present a detailed description of the proposed protocol, some def-
initions are required. The list of the variables used in DCNS and the procedures
are shown in Table 4.5. Although most of the variables have been introduced in
the previous section, there are some new elements. CTransi is a first-in-first-out
(FIFO) buffer that contains the sequence of CTransFlags (true for collisions and
false for successful interrogations) for the tag interrogations of readeri among the
attempted tag interrogations with the current couple µIi and µ
II
i ; the flags are true
for successful interrogations and false for colliding ones. KickFlagi and TransFlagi
are two boolean flags that are set to true when readeri has to send a kick or to query
tags, respectively. ColorIncrementI and ColorIncrementII represent the steps used
to increase and decrease µIi and µ
II
i , respectively.
In the proposed algorithm, the types of transmission performed by the readers
are the following:
 interrogation, when a reader queries tags,
 kick, when a reader sends the reservation message.
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Table 4.5. List of the variables and procedures used in DCNS
Variable Description
UpSafe high threshold
DownSafe low threshold
µIi number of available colors for readeri
µIIi probability for readeri to query tags when µ
I
i = 2
µCh number of channels used in the network
MinTimeInColor minimum number of slots between two changes of µIi
and µIIi
TimeInColori number of timeslots spent with the current couple µ
I
i
and µIIi
CTransFlag flag true for a collision and false for a successful inter-
rogation
CTransi buffer containing the sequence of CTransFlags for the
tag interrogations of readeri
Colori index of the timeslot used by readeri to query tags
Channeli index of the channel used by readeri to query tags
OldChanneli index of the previous channel used by readeri
KilledThreshold value of µIi beyond which the reader is killed
KickFlagi boolean, true when readeri has to send a kick
TransFlagi boolean, true when readeri has to query tags
Priorityi priority level of readeri
ColorIncrementI increment step of µI
ColorIncrementII increment step of µII
Procedure Description
CTransi.add() adds a new CTransFlag
CTransi.clear() deletes all the CTransFlags
CTransi.getCollisions() returns the percentage of true CTransFlags
At each timeslot, DCNS executes the following three consecutive phases:
 initialization,
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Inizialization ()
Kick sending ()
Kick resolution ()
Transmission ()
Collision resolution ()
Figure 4.17. DCNS subroutines
 kick,
 transmission.
These phases are composed by five subroutines, as shown in Fig. 4.17.
During the initialization phase, which is shown in Fig. 4.18, the readers update
their variables and flags. According to the application behavior, the priority of
some readers is updated (Fig. 4.18, step 6), and new queries are required (Fig. 4.18,
step 3). The reading request and the priority modification requests of the user are
forwarded to the readers. They check UpSafe and DownSafe and eventually change
µIi or µ
II
i , according to their status and priority. KickFlag is true for readers that
have to send a kick. It is modified by each reader according to its priority and status
(e.g., killer readers always set it to false, while killed ones set it to true).
The kick phase contains the Kick Sending subroutine (Fig. 4.19) and the Kick
Resolution subroutine (Fig. 4.20). It is used to reserve the current timeslot. The
readers that have to reserve the slot (i.e., with KickFlag=true) send a kick. All
the readers that receive a kick randomly choose a new couple, composed of a color
and a channel. Normally readers must select a couple different from the previous
one, apart from the killers, which maintain their previous channel in order to avoid
sharing the same channel with another killer.
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Colori = (Colori + 1)mod(µi)
TimeInColori = TimeInColori + 1
OldPriorityi = Priorityi
did readeri receive 
a request to read tags? TransFlagi  = true
yes
no
did readeri receive
a new priority? Priorityi = new priority
yes
no
TimeInColori
>
 MinTimeInColor
no CTransi.getCollisions()
<
DownSafe
µIIi > 0.5
Priorityi == high KickFlagi = true
yes
no
Priorityi == OldPriorityi
yes
no
µIi = 2
Priorityi == low KickFlagi = false
yes
no
µIi > KilledThreshold
STOP
START
yes CTransi.getCollisions()
>
UpSafe
yes
no yes
µIi > 2
yes
nono
µIi  = µIi  - ColorIncrementIi 
CTransi.clear()
TimeInColori = 0
µIIi  = µIIi  - ColorIncrementIIi 
CTransi.clear()
TimeInColori = 0
µIi  = µIi  + ColorIncrementIi 
CTransi.clear()
TimeInColori = 0
noµIIi  = µIIi  - ColorIncrementIIi
CTransi.clear()
TimeInColori = 0 
yes
Priorityi == OldPriorityi
yes
no
µIIi = 0.5
µIIi > 0.5
yes
KickFlagi = false
no
yes
KickFlagi = true
Figure 4.18. Initialization subroutine
The transmission phase is used to query the tags. Each reader assigned to the
current color can query tags. The colliding readers set KickFlag to true, in order to
send a kick during the subsequent round. Then, they randomly choose a new couple
composed of a color and a channel. Killer readers follow a different strategy, since
they hold their previous channel, as in the Kick Resolution subroutine. Fig. 4.21
and 4.22 show the Transmission and Collision Resolution subroutines, respectively.
The protocol can be implemented both with readers able to transmit and receive
simultaneously or not. If the readers can transmit a kick and simultaneously listen
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KickFlagi == true
AND
Colori == 0
yes
no
START
STOP
readeri sends a kick
KickFlagi = false
Figure 4.19. Kick sending subroutine
for other kick signals, the Kick Resolution subroutine can be applied. If the readers
cannot listen when they are transmitting a kick, even if there is a kick collision, they
will try to query tags during the transmission phase. In this case, they collide in the
transmission phase. Therefore, they will apply the Collision Resolution subroutine,
instead of the Kick Resolution one.
4.2.1 Evaluation
In this section, the Killer configuration is analyzed and the best configuration pa-
rameters of DCNS are studied. Finally, the performance of DCNS is evaluated and
compared with previous protocols.
The analysis has been performed simulating the protocols with a network of
250 readers, randomly deployed on a rectangular area. The deployments have been
characterized according to the average number of neighbors per reader (AN). In
order to reach a fair comparison, all the protocols have been simulated with the time
parameters proposed in [12]. In particular, the kick phase has been set to 1 ms, and
the transmission phase to 460 ms. For all the protocols, the same transmission time
has been used. According to [12] and [60], it can be assumed that this time allows
100 tags to be identified. However, the number of tags that can be identified in this
time varies according to the type of readers and tags employed.
µi update
In Colorwave the readers communicate the changes of µi. Theoretically, in this way
the µi of each reader is more likely to be similar to the ones of its neighbors, re-
ducing the collisions due to color desynchronization; nevertheless, this transmission
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readeri
received a kick on Channeli
AND
Colori == 0
yes
no
START
STOP
CTransi.add(false)
µIi > 2
yes
no
Colori = random(µIi)
Channeli = random(µCh)
OldChanneli = Channeli
Colori == 0
AND
OldChanneli == Channeli
yes
no
Figure 4.20. Kick resolution subroutine
increases occupation of the channel, increasing the probability of collisions in the
kick phase. Moreover, each reader may have a different amount of neighbors, so a
different best value of µi.
In order to evaluate the effects of these messages, Colorwave has been simulated
with and without exchanging them. Fig. 4.23 shows the throughput provided by
Colorwave according to the values of the 4 thresholds (reported on the Y axis) with
and without the messages about the new µi. The first set of thresholds (i.e., 40-
40-30-30) represent values compliant with the proposed Killer configuration. The
subsequent sets correspond to the configurations proposed in [10]. The simulations
have been performed over 20 random deployments with AN=10. It can be observed
that, for the thresholds proposed in [10], the effects of the messages about the new
µi are negligible; whereas, for the proposed thresholds, the throughput is higher
without them. The difference between the effects of these messages is due to the
72
4 – Proposed TDMA protocols with data channel only
TransFlagi == true
AND
Colori == 0
yes
no
START
STOP
readeri transmits
Figure 4.21. Transmission subroutine
readeri
colleded
yes
no
START
STOP
µIi > 2
yes
no
TransFlagi = false
CTransi.add(true)
Channeli = random(µCh)
Colori = random(µIi)
KickFlagi = true
CTransi.add(false)
Figure 4.22. Collision resolution subroutine
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Figure 4.23. Throughput of Colorwave with and without messages about the new µi.
fact that in [10] the gap between DownTrigger and UpTrigger is smaller than the one
between DownSafe and UpSafe. By contrast, in the Killer configuration, the gap is
the same. Therefore, with the thresholds proposed in [10] the reduction of the gap
increases the quantity of readers that change µi, compensating control overhead,
while with the killer thresholds this effect is null.
These results indicate that the messages that specify changes of µi do not pro-
vide relevant benefits, especially with the proposed configuration. Therefore, these
messages have not been implemented in DCNS, and the two thresholds UpTrigger
and DownTrigger have been suppressed.
Killer configuration and selection of the parameters
The scope of the Killer configuration is to increase throughput, using thresholds
close to an intermediate value. DCNS has only two thresholds, DownSafe and Up-
Safe. In order to find the best thresholds, DCNS has been simulated with all the
possible couple of values of these thresholds. Fig. 4.24 plots the average throughput
provided by DCNS with networks composed of 250 readers randomly deployed and
AN=10. The best throughput is provided when UpSafe is between 15% and 50%,
and DownSafe is between UpSafe and UpSafe less 15. These values are consistent
with the analysis provided in Section 4.2. When the gap between UpSafe and Up-
Safe is larger, throughput decreases fast. Independently from the gap, if the two
thresholds are too high or too low, the throughput is still low, since all the readers
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Figure 4.24. Throughput of DCNS according to UpSafe and DownSafe.
are not able to increase or to decrease µ. According to these results, we have selected
UpSafe=0.40 and DownSafe=0.30 for the Killer configuration of DCNS.
According to the differences between DCNS and Colorwave, the Killer configura-
tion must be properly suited to the specific protocol. Fig. 4.25 displays the average
throughput provided by Colorwave with the previous deployments. Colorwave has
four thresholds, so the results have been calculated selecting for each couple of Up-
Safe and DownSafe the best results provided with different selected values of the
other two thresholds (UpTrigger and DownTrigger). The configurations used are
the following:
 UpTrigger = DownTrigger = DownSafe;
 UpTrigger = (UpSafe+DownSafe)/2, DownTrigger = DownSafe;
 UpTrigger = DownTrigger = (UpSafe+DownSafe)/2;
 UpTrigger = UpSafe, DownTrigger = DownSafe;
 UpTrigger = UpSafe, DownTrigger =
(UpSafe+DownSafe)/2;
 UpTrigger = DownTrigger = UpSafe.
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Figure 4.25. Throughput of Colorwave according to UpSafe and DownSafe.
According to the results reported in Fig. 4.25, the selected values of the Killer
configuration applied to Colorwave are: UpSafe = 66%, UpTrigger = 66%, Down-
Trigger = 64%, DownSafe = 64% (UpTrigger = UpSafe, DownTrigger = DownSafe).
The differences between these values and the ones used in DCNS are mainly due
to the presence of the messages about new values of µi, which strongly affect the
changes of µ.
Table 4.6. Selected parameters of DCNS
Parameter Value Parameter Value
UpSafe 40% DownSafe 30%
ColorIncrementI 2 ColorIncrementII 5%
MinTimeInColor 200 slots Starting µ 6
KilledThreshold 200
The other parameters of DCNS have been analyzed simulating the protocol
over 40 random deployments with AN=10 and AN=20, as reported in Fig. 4.26.
ColorIncrementI , ColorIncrementII , MinTimeInColor and the starting µ must be
careful set, since they can guarantee fast adaptation. KilledThreshold must be set
to a value that provides good network throughput and guarantees fair behavior
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Figure 4.26. Average throughput of DCNS, according to the configuration parameter.
with minimum throughput to each reader. The selected parameters, summarized in
Table 4.6, have been chosen according to the results of the simulations.
Priority analysis
In DCNS, network control is distributed and communication among readers is lim-
ited as much as possible. The priority management does not require additional
messages among readers, but simply modify the Kick Sending subroutine. In order
to verify the validity of the priority management mechanism, its effects on perfor-
mance have been analyzed. Figure 4.27 shows the average throughput provided in
deployments with AN=10. 5 readers (2% of the readers) have high priority and 25
readers (10% of the readers) have low priority. The throughput provided by the
readers with high priority is strongly affected by the priority of their neighbors:
without high priority neighbors, the average throughput is higher than the one with
a high priority reader in the neighborhood. As evident from the curves, the average
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Figure 4.27. Effects of the priority on throughput
throughput provided by the readers is proportional to the priority level. Therefore,
the priority management works properly, but the quantity of high priority readers
must be limited.
Figure 4.28. Throughput of DCNS and of the single-channel state-of-
the-art approaches.
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Table 4.7. Normalized throughput
Protocol AN=3 AN=10 AN=20
Throughput (%)
DCNS 1.15 1.21 1.19
NFRA 1.00 1.00 1.00
Colorwave Killer conf. 0.84 0.72 0.69
Colorwave Set1 conf. 0.49 0.41 0.40
PDCS 0.61 0.51 0.51
Comparison
In order to compare DCNS to state-of-the-art approaches, 360 deployments with
AN between 3 and 20 have been generated. All the protocols have been simulated
with these deployments, and the average throughput is presented in Fig. 4.28. The
throughput provided by the compared protocols is also shown normalized to NFRA
one, in Table 4.7. Increasing AN, the throughput provided by all the protocols
decreases. However, DCNS always provides the best throughput: on average 18%
better than NFRA, the best state-of-the-art protocol. Fig. 4.28 shows the through-
put provided by Colorwave both with the Killer configuration and with the first
configuration (i.e., 93%, 90%, 2%, 1%) presented in [10] (the other configurations
proposed in [10] are not shown, since their throughput is similar). The application
of the Killer configuration allows the performance of Colorwave to be increased on
average by 80%. Finally, Fig. 4.28 shows the throughput provided by PDCS with
the best configuration proposed in Section 4.1 (i.e., p = 0.7). DCS is not shown,
since its throughput is always lower than or similar to PDCS. The throughput of
PDCS is higher than Colorwave without the Killer configuration, but it requires the
density of the deployment to be known.
As for the single channel comparison, 360 deployments with AN between 3 and
20 have been generated. All the multi-channel protocols have been simulated with
these deployments on 4 channels. The average throughput is shown in Fig. 4.29.
DCNS always provides the best throughput, and it is at least 10% better than LBT.
4.3 Probabilistic Colorwave (PCW)
In Colorwave, after colliding, the readers select another color. As the authors point
out in [11], this greedy algorithm for the collision resolution may produce the unique
worst possible solution: both the readers select the same color and therefore they
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Figure 4.29. Throughput of DCNS and of the multi-channel state-of-
the-art approaches.
exchange a kick in the following round. In order to minimize this drawback, a prob-
abilistic version of Colorwave, henceforth called Probabilistic Colorwave (PCW), is
proposed. In PCW each reader is not forced to change color after a collision: in-
stead, it chooses whether doing it according to a probability p. If only a reader
changes color, a further collision between the two readers is avoided. p needs to be
enough high to minimize the possibility that neither reader chooses a different color.
Data architecture
Table 4.5 lists the variables used in PCW. The inputs to the PCW algorithm are the
probabilistic factor p, the four thresholds and the stabilization period minTimeIn-
Color . These parameters are fixed, whereas all the others can vary during the
execution of the algorithm.
The specifications of Colorwave require that each reader counts the number of
rounds concluded with a successful tag identification and the overall number of
attempts. The comparison of their ratio with the thresholds determines if the reader
should vary the number of used colors. However, a simple counter of the successful
tag identifications is not able to provide an optimal performance of the algorithm.
In a static scenario, when the optimal setting is found, it is kept indefinitely. The
amount of all the successful operations executed with the current parameter setting
avoids a quick response to any variation in the neighborhood, such as the deployment
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Table 4.8. Variables in PCW
.
Variable Description
p probability of changing color after a collision
buffer i a circular buffer storing the activity of readeri, since the
last variation of µi
UpSafe highest threshold
UpTrigger second highest threshold
DownTrigger second lowest threshold
DownSafe lowest threshold
colori index of the timeslot used by readeri to transmit
µi number of colors used by readeri
minTimeInColor minimum number of timeslots between two subsequent
changes of µi
timeInColor i number of timeslots spent with the current µi
kick i an index with value ≥ 0 if readeri will send a kick in the
next transmission
queryFlag i boolean flag, true if readeri will query tags in the next
transmission
of a new reader inside the interference range, or the removal of a neighbor. Even if
the performance of the reader starts to drop dramatically, the average performance
can remain adequate for a long period, so the reader does not vary the number of
color. As a counter-measure, only the most recent activity of the reader is considered.
Therefore, the information on the successful tag interrogations and on the collision
is stored in a circular buffer, instead of a counter. In this way, when the buffer is
full, a new transmission is recorded discarding the oldest one. It is implemented as
a circular First In First Out (FIFO) boolean buffer (the true value is inserted in
case of a successful tag interrogation). In order to manage the circular buffer, the
following operations are defined:
 buffer i.add(boolean): adds a new boolean value to the buffer. The true value
means a successful interrogation of the tags, the false one represents a failed
attempt;
 buffer i.clear(): deletes all the values. It is executed when readeri changes µi,
in order to compute the statistics with the new value;
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 buffer i.getTransmissions(): returns the ratio of values equal to true out of the
total values, corresponding to the percentage of successful transmissions.
The maximum number µi of colors used by readeri can be changed in two occasions:
 at the beginning of a timeslot, as soon as the percentage of successful trans-
missions is higher than the UpSafe threshold or lower than the DownSafe one;
 at the receiving of a kick, if the value stated in the kick is higher than UpTrigger
or lower than DownTrigger.
µi can be changed only if the time spent by readeri since the last variation of its
maximum number of colors is higher than minTimeInColor . In order to compute
this time, which is incremented at the beginning of every timeslot, the counter
timeInColor i is used.
In the algorithm, a kick is sent by a reader to notify the new value of its µ or to
reserve the use of a timeslot after a collision. The information about the triggering
event is immediately stored into the variable kick i, and then sent with the kick at
the beginning of the next timeslot used by readeri.
Finally, queryFlag i is a boolean flag that readeri sets to true at the beginning of
a timeslot, as soon as the identification of tags in its interrogation zone is demanded.
The flags stay true until the tags identification is not completed.
Algorithm 1 Initialization
colori = (colori + 1) mod (µi);
timeInColor i = timeInColor i + 1;
if readeri received a request to read tags then
queryFlag i = true;
end if
if buffer i.getTransmissions() > UpSafe
and timeInColor i > minTimeInColor then
µi = µi + 1;
buffer i.clear();
timeInColor i = 0;
kick i = µi;
else if buffer i.getTransmissions() < DownSafe
and timeInColor i > minTimeInColor then
µi = µi - 1;
buffer i.clear();
timeInColor i = 0;
kick i = µi;
end if
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Description of the algorithm
In PCW, the transmission performed by a reader can be of two types:
 interrogation, in order to query the tags inside the interrogation range,
 kick, which acts as a timeslot reservation or as a notification of a µ change.
The algorithm is iterated at each timeslot, and it is organized in three consecutive
phases:
 Initialization,
 Kick,
 Transmission.
During the Initialization phase, which is shown in Algorithm 1, the readers up-
date their variables and flags. Depending on the position of the tags to identify, the
network administrator identifies the readers that have to perform an interrogation
and forward the request to them. The readers in charge of the tags identification set
their flag queryFlag to true. Moreover, every reader checks UpSafe and DownSafe
and eventually changes its µ.
The Kick phase, which contains the Kick Sending subroutine (Algorithm 2) and
the Kick Resolution subroutine (Algorithm 3), is used to reserve the current timeslot
and to communicate a new µi. If a reader experiences a collision at the end of a
timeslot, it sends a kick with value 0 during the Kick Sending procedure in order
to reserve the next timeslot. In the Kick Resolution procedure, all the readers that
receive a kick with value 0 randomly choose a new color, different from their previous
one. Similarly, in the Kick Sending subroutine, the readers that have changed their µ
indicate the new value in the kick. In the Kick Resolution procedure, after receiving a
kick with a value higher than 0, the reader decides whether updating its µ comparing
the percentage of successful transmissions to UpTrigger or DownTrigger thresholds.
Algorithm 2 Kick sending
if colori = 0 and kick i ≥ 0 then
readeri sends a kick with value kick i;
kick i = -1;
end if
The Transmission phase contains the Transmission subroutine (Algorithm 4)
and the Collision Resolution subroutine(Algorithm 5). In the Transmission proce-
dure, each reader in charge of the tags identification attempts to use the timeslot
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Algorithm 3 Kick resolution
if readeri receives a kick with value kickValue then
if kickValue = 0 and colori = 0 then
buffer i.add(false);
colori = (int) random(0, µi -1) +1;
else if kickValue > µi
and buffer i.getTransmissions() > UpTrigger
and timeInColor i > minTimeInColor then
µi = kickValue;
buffer i.clear();
timeInColor i = 0;
kick i = µi;
else if kickValue < µi
and buffer i.getTransmissions() < DownTrigger
and timeInColor i > minTimeInColor then
µi = kickValue;
buffer i.clear();
timeInColor i = 0;
kick i = µi;
end if
end if
Algorithm 4 Transmission
if queryFlag i = true and colori = 0 then
readeri transmits;
end if
Algorithm 5 Collision resolution
if readeri collides then
if random(0, 1) < p then
colori = (int) random(0, µi);
end if
kick i = 0;
buffer i.add(false);
else
buffer i.add(true);
queryFlag i = false;
end if
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corresponding to its current color in order to query tags. In the Collision Resolu-
tion subroutine, the colliding readers randomly choose a new color with probability
p. Instead, readers which successfully completed the tags interrogation reset their
queryFlag .
4.3.1 Evaluation
The effects of the probabilistic factor in Colorwave have been studied with two
different sets of thresholds. The first set is 93%, 90%, 2%, 1%, which corresponds to
Set 1 in [10]. The second one is 66%, 66%, 64%, 64%, which is compliant with the
analysis of the killer configuration proposed in Section 4.2.1. minTimeInColor has
been set to 100 timeslots, and for each reader µ is initialized to 6. In order to evaluate
the proposed technique, the two configurations have been simulated with networks
of 100 readers characterized by different density. All the results are calculated as
the average of 4 simulations executed on 100 different deployments with the same
density. PCW has been simulated with values of p ranging from 50% to 90%.
Figure 4.30. Throughput difference (in percentage) of PCW with respect to Col-
orwave using the configuration proposed in [10]
The gain in throughput and fairness of PCW with respect to Colorwave is shown
in Fig. 4.30 and 4.31, when the configuration proposed in [10] is used. Adopting
this configuration, any throughput improvement provided by PCW impacts on the
fairness, and vice versa. Moreover, the behavior of PCW changes as the network
becomes denser. In case the average number of neighbors is up to 10, PCW can
85
4 – Proposed TDMA protocols with data channel only
Figure 4.31. Fairness difference (in percentage) of PCW with respect to Colorwave
using the configuration proposed in [10]
provide a higher throughput than Colorwave, if the value of p is set up in the range
between 70% and 90%. However, no improvement on fairness can be achieved. On
the other hand, if the average size of the neighborhood is higher than 10, PCW is
fairer than Colorwave, indipendently of the value of p. The throughput becomes
more similar among the readers, but the overall throughput of the network decreases.
With the configuration proposed in [10], there is a direct relationship between the
fairness improvement and the throughput reduction. The lower the value of p is,
the higher the fairness is, and the higher the throughput loss is. On the contrary,
with values of p close to 90%, the throughput loss is negligible, but the fairness gain
is moderate.
Fig. 4.32 shows the comparison of PCW with respect to Colorwave when the killer
configuration is adopted. The probabilistic approach should generally be preferred,
since both the throughput and the fairness increase. In particular, a throughput
gain is guaranteed, independently of the value of p, for networks with an average
size of the neighborhood equal to 10 or higher. The fairness always rises, and the
improvement is in inverse proportion to the value of p. Therefore, the optimal
value of p to be applied to PCW in conjunction with the killer configuration is
50%, because it guarantees the highest fairness improvement a throughput gain
close to the maximum. Higher values of p can be used only for sparser networks,
with less than 10 neighbors on the average, if the application requirements privilege
throughput rather than fairness.
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Figure 4.32. Throughput difference (in percentage) of PCW with respect to Col-
orwave using the killer configuration
Figure 4.33. Fairness difference (in percentage) of PCW with respect to Colorwave
using the killer configuration
4.3.2 Applicability of the proposed approach
According to the results presented in Section 4.3.1, when the configuration proposed
in [10] is applied, the probabilitic approach should be applied to Colorwave in re-
lation to the desidered performance. If the application requires a high throughput,
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the introduction of the probability p in the collision resolution routine gives benefit
in case of networks with an average neighborhood equal to or lower than 10. Vice
versa, if the fairness among the readers is privileged, PCW can guarantee higher
performance than Colorwave for networks where the readers have more than 10
neighbors on the average. As a consequence, the adoption of the proposed approach
in conjunction to the configuration proposed in [10] requires a careful network anal-
ysis. As proved in Section 1.7, if N readers are randomly deployed on a rectangular
surface of length l and width w, then the average size of the neighborhood is given
by:
k =
(
piwl − 4
3
r(w + l) +
r2
2
)( r
wl
)2
(N − 1) (4.30)
The interference range r can be evaluated through the Signal to Interference plus
Noise Ratio (SINR) thresholding for the correct signal identification, which is de-
scribed in Section 2.3.2. This model sets the condition in order that the signal
backscattered by tag k can be recognized by reader i, despite the interferencing
activity of reader j. The tag is identified if the SINR exceeds a required threshold
Γ, which depends on the bit error rate (BER):
Gk,iPk
Gj,iPj +N
≥ Γ (4.31)
where Pk is the power of the signal backscattered by tag k, Pj is the transmit power
used by reader j, Gk,i is the propagation gain including the antenna gains from tag
k to reader i, Gj,i is the propagation gain from reader j to reader i and N is the
background noise power. An isotropic path loss is generally considered:
Gx,y =
( | x− y |
d0
)−η
(4.32)
where | x − y | is the Euclidean distance between x and y, d0 is a constant and
η is the path loss exponent. Under this assumption, the interference range, i.e.
the maximum distance within which reader j interferes with reader i if both are
concurrently active, is:
r =
(
1
Γ | k − i |η −
N
Pjd
η
0
)− 1
η
(4.33)
If the killer configuration is used, PCW generally shows a higher performance
than Colorwave. The fairness achieved by PCW is always higher than the one of
Colorwave. The throughput improvement is guarantees when the average number of
neighbors is equal to or higher than 10: if the primary goal of the application is the
throughput, the suitability of PCW should be evaluated according to equation 4.30.
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Chapter 5
Proposed TDMA protocols with a
control channel
With respect to the TDMA protocols that exploits one additional control channel,
NFRA [12] provides an optimal management of the readers inside the interference
range (neighborhood). Howewer, two drawbacks can be identified in this algorithm.
First of all, the algorithm maximizes the throughput, privileging readers with a
limited neighborhood, since they have lower probability to be overridden by close
transmission. As a consequence, their frequent queries could prevent readers with a
larger neighborhood from communicating. To schedule the readers for transmitting,
the algorithm assigns to disabled readers the same priority of transmitting ones,
so during long executions there may be significant differences among the transmis-
sions performed by each reader. Secondly, some hardware assumptions make the
implementation of NFRA in passive RFID systems hard.
Two different approaches are described in order to mitigate the main drawbacks
of NFRA. Their characteristics are summarized in Table 5.1. NFRA++ (Section 5.1)
includes two techniques to improve both the fairness and the throughput of NFRA.
Geometric Distribution Reader Anticollision (GDRA) (Section 5.2) is a second ap-
proach based on NFRA. It exploits the Sift geometric probability distribution func-
tion to minimize reader collision problems. GDRA shows better performance than
NFRA, it can be implemented in a real DRE without extra hardware and it is
compliant with EPC-ETSI requirements.
Table 5.1. Main characteristics of the proposed TDMA anticollision protocols that
exploits one additional control channel
protocol throughput fairness network requirements density knowledge
NFRA++ very high high high low dependence
GDRA very high low medium low dependence
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5.1 NFRA++
Two improvements are proposed in the NFRA protocol. The first one, denoted
as NFRA+, ensures fair performance among the readers. The second one increase
the throughput for each readers. The new algorithm with the two improvements is
called NFRA++.
5.1.1 Introducing fairness in NFRA
The key idea to improve fairness in NFRA is to reserve low values of m to readers
that have not queried tags for the longest time. This constraint prevents readers
with few neighbors, and therefore communicating frequently, from selecting low
values with the same frequency of readers that have more neighbors.
In order to consider the recent history of the readers, the set of available numbers,
varying from 1 to M , is partitioned into n levels of priority, with n < M . At the
beginning of the round, each reader randomly chooses a value included in the range
corresponding to its level of priority. The assignment of the priority to a reader
ri is based on its waiting time wi. This parameter is evaluated as the number of
rounds elapsed from the first attempt to the tag identification. A reader increases
its priority every u rounds spent without any identification. After receiving an AC,
each reader estimates its priority li according to the following formula:
li =
{
n− bwi
u
c if wi < n · u
1 if wi ≥ n · u (5.1)
Adopting n priority levels and a granularity of u rounds, a reader has the lowest
priority (n) if it queried tags in the last u rounds; the highest priority (1) is assigned
to readers waiting from more than (n−1)u rounds. The set of M values is partitioned
into n subsets. Each priority level is matched to a subset, ranging from bM
n
∗ (li −
1)c + 1 to dM
n
∗ lie (the highest value of level li may coincide with the lowest value
of level li+1). Every sequence contains dMn e distinct values, large enough to solve
collisions among readers with same priority.
Analysis of the probability of transmitting
The improvement in fairness of NFRA+ with respect to NFRA is proved compar-
ing the probability of querying tags in the two protocols. A harsh environment,
where every reader interferes with each other of the network, is considered. Let
Pm(V,M, l, n) be the probability of querying tags for a reader that extracted num-
ber m, with priority l out of n different priority levels, and in presence of V neighbors
v1, v2, ..., vV . For every number k, 1 ≤ k ≤ M , that is selected by a generic reader
i, one of the following cases occurs:
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1. k is not selected by any neighbors: ∀vj mj /= k
2. at least two neighbors select k: ∃vj, vl : mj = ml = k
3. k is chosen by only one neighbor: ∃!vj : mj = k
After selecting number mi, reader i queries tags if:
Condition 1. For k = mi, case 1 is satisfied;
Condition 2. ∀k : 1 ≤ k < mi, at least one between case 1 and case 2 is satisfied.
In NFRA, all the M numbers are equally probable, thus:
Pr(cond. 1) =
(
M − 1
M
)V
(5.2)
Condition 2 is always true for mi = 1, as in this case no OF can be received. As
the initial selections of the readers are independent events, the number of identical
choices follows a binomial distribution. The probability for an event with success
probability p to occur k times in t trials is given by the probability mass function
f(k; t, p) =
(
t
k
)
pk(1− p)t−k, thus:
Pr(cond. 2, mi = 2) =
V∑
h=0;h/=1
f
(
h;V,
1
M − 1
)
(5.3)
When mi > 2, the probability of condition 2 depends on how many readers have
chosen the previous values from 1 to mi - 1. In order to consider the contribution of
all the cases, we define the recursive function Q(V, r,mi) as the conditional proba-
bility that, in presence of V neighbors, ∀k : 1 ≤ k ≤ mi − r condition 2 is satisfied,
given that ∀k : mi − r < k < mi condition 2 is satisfied and that for k = mi con-
dition 1 is satisfied. Thus, Pr(cond. 2) = Q(V, 1,mi). The probability is evaluated
as follows:
Q(V, r,mi) =
V∑
h=0;h/=1
Q(V − h, r + 1,mi) · f
(
h;V,
1
M − r
)
(5.4)
where Q(V,mi,mi) is defined as 1.
After selecting value mi, the probability to identify tags is:
Pmi(V,M, 1, 1) = Pr(cond. 1) · Pr(cond. 2) =
(
M − 1
M
)V
·Q(V, 1,mi) (5.5)
In NFRA, since all the values are equally probable, a reader has the same prob-
ability of querying tags at every round:
P (V,M, 1, 1) =
1
M
M∑
h=1
Ph(V,M, 1, 1) =
1
M
· (M − 1
M
)V · M∑
h=1
Q(V, 1, h) (5.6)
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In NFRA+, this probability depends on the waiting times of the reader and of
its neighbors. The number of neighbors with priority li ranges from a minimum of
0, if none of them identified any tags in the related interval, to a maximum of u.
Let Vi be the set of neighbors with priority i. The probability of querying tags for
a reader with the highest priority is:
P (V,M, 1, n) =
n
M
(dM
n
e − 1
dM
n
e
)V1 dMn e∑
h=1
Q(V1, 1, h) = P (V1, dM
n
e, 1, 1) (5.7)
With a proper setting of n and u, the readers are equally distributed among the
priority levels, and V1 approaches the minimum value V − (n − 1)u. P (V,M, 1, n)
is similar to the probability of querying tags in the original version of NFRA with
a reduced number of neighbors V1. It advantages readers that have not been com-
municating with tags for the longest time, and it results in a fairer network.
A reader with priority 2 can query tags only if all the highest priority readers
collide; the probability of this event is:
Pc(1) =
V1∑
f=1
(
(−1)f−1
(
V1
f
)(dM
n
e − f
dM
n
e
)V1−f−1
·
f∏
g=1
dM
n
e − g
dM
n
e
)
(5.8)
The probability that a reader with a priority level equal to l queries tags is
obtained multiplying (5.7) and (5.8):
P (V,M, l, n) = P (V,M, 1, n) ·
l−1∏
e=1
Pc(e) (5.9)
In NFRA+, the probability of transmitting is maximum for the readers with the
highest priority, then sharply decreases, according to (5.9). This avoid long delays
in tags identification and guarantees a similar performance of the readers.
5.1.2 Maximizing throughput in NFRA
The throughput attained by NFRA is affected by the random choice of m. Even if
a collision is detected at the beginning of the round, it could be no longer valid at
the end, as one of the readers may have received an OF in the meantime. Fig. 5.1
provides an example. After the first OC, only reader 4 can identify tags, since
readers 1 and 2 mutually exchange beacons. After the second OC, readers 3 and 5
don’t detect any collision and start the interrogation of their tags. At the end of the
round, 3 readers out of 5 identify their tags. However, in the example reader 1 has
no active neighbor, so it can communicate with tags without generating a collision.
92
5 – Proposed TDMA protocols with a control channel
Algorithm 6 Pseudocode of proposed approach NFRA++
1: loop
2: while a signal is not received from the server do
3: No operation
4: end while
5: if the signal is AC then
6: Decode the number M from AC
7: set li = max(1, n− bwiu c)
8: set mi = random
(bMn ∗ (li − 1)c+ 1, dMn ∗ lie)
9: else if signal is OC and no OFs received since last AC then
10: Decode the number j from OC
11: if (j = = mi) then
12: Broadcast a beacon to neighbors
13: if a beacon collision is not detected then
14: Broadcast OF to neighbors
15: Query tags
16: end if
17: else if (j == M + 1) and random(0, 1) ≤ T then
18: Broadcast a second beacon to neighbors
19: if a new beacon collision is not detected then
20: Broadcast OF to neighbors
21: Query tags
22: end if
23: end if
24: end if
25: end loop
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Figure 5.1. An example of critical network for NFRA (M = 2)
The proposed improvement concerns the possibility of sending a second beacon.
This further signal can resolve collisions detected during the first slots, but no more
valid at the end of the round. In detail, after the ordinary OCs, the server broadcasts
an additional one. According to NFRA specifications, the length of a slot is negligible
compared to the average time requested by a reader to query tags [12]. Thereby,
an additional OC does not introduce a significant overhead. This signal can only
be detected by active readers that have experienced a collision of beacons and that
have not received any OF. Then, if no beacon is received, the reader can query tags.
The pseudocode of the proposed approach, henceforth denoted as NFRA++, is
reported in Algorithm 6, highlighting in italic the differences with respect to NFRA.
The correctness of the protocol has been formally proved by means of an automatic
model checker tool, called Spin [84]. First, the finite-state model of Algorithm 6
has been implemented through the Promela process modeling language [84]. The
Promela model is composed of two concurrent processes, i.e. Server and Reader.
Several instances of the Reader process are simultaneously executed to simulate a
dense RFID network. AC and OF signals are broadcast by the Server process to all
the Reader instances via a synchronous message channel. Other channels are used by
the Reader instances to exchange beacons and OFs. At the end, the Promela model
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has been exhaustively verified by Spin for the absence of deadlocks and invalid final
states. Moreover, Spin has verified that the property of anticollision always holds
among neighbors.
In Fig. 5.1, when the server broadcasts the (M+1)th OC, reader 1 is the only one
which experienced a beacon collision without receiving any OF. It sends a second
beacon to its neighbors, but this time no beacon collisions occur, because reader 2
was previously disabled by an OF received by reader 3. Thus, after sending an OF,
reader 1 can interrogate tags, improving the network throughput with respect to
NFRA.
While some previously detected beacon collisions disappear, the second gener-
ation of beacons could generate new collisions among readers that have initially
selected different numbers. This case is shown in Fig. 5.2. After the first OC,
readers 1 and 5 mutually exchange beacons, so neither of them could query tags.
Another collision occurs after the second OC, involving readers 2 and 3. When the
server broadcasts the third OC, reader 4 does not notice any interference and sends
an OF to readers 3 and 5. Now, only readers 1 and 2 are able to detect the last OC.
When they try to broadcast a new beacon, they experience a collision, even if it did
not happened before.
In order to minimize the number of collisions caused by the second beacon, the
proposed approach only grants a subset of readers the right to broadcast beacons
for the second time. After detecting the last OC, the reader sends the beacon with
a probability T . In the example of Fig. 5.2 four cases can happen:
1. both reader 1 and 2 extract a value higher than T and do not send any more
beacon, as in NFRA;
2. only reader 1 generates a value lower than T , sends its second beacon and
queries tags;
3. only reader 2 generates a value lower than T , so it can communicate with tags;
4. readers 1 and 2 extract a value lower than T and collide.
Only cases 2 and 3 ensure an improvement in throughput.
Quantitative analysis of readers sending a second beacon
This section quantifies how many readers per round experience a beacon collision
but do not receive an OF in the following slots. These readers can send a second
beacon in the additional slot, as described above.
Let us consider a network of N readers, uniformly randomly located, with an
average neighborhood of V readers. Let Ni indicate the number of idle readers at
slot i, i.e. readers which neither send an OF nor received one. Given a generic idle
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Figure 5.2. A beacon collision in the additional slot of NFRA++ (M = 3) between
two readers that selected different numbers at the beginning of the round
reader, its average idle neighborhood at slot i is denoted as Vi. Obviously, when the
server broadcasts the first OC, N1 = N and V1 = V . On the average there are
N1
M
readers sending beacons. A reader, which has selected value 1 at the beginning of
the round, can communicate with tags only if none of its neighbors extracted the
same value. Since N1−V1− 1 readers are located outside its interference range, the
probability that all the readers sending beacons are out of its neighborhood is:
PB1 =
(
V1
0
)(N1−V1−1
N1
M
−1
)
(N1−1
N1
M
−1
) = Γ(N1 − V1)Γ(N1 − N1M + 1)
Γ(N1)Γ(N1 − V1 − N1M + 1)
(5.10)
where Γ(n) is the Gamma function.
On the average, after the first OC, N1PB1
M
readers do not notice any interference
and broadcast an OF. Since there are N1 − N1M readers that have chosen a value
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higher than 1, the probability of receiving an OF from readers with value 1 is:
POF1 = 1−
(
1− V1
N1 − N1M
)N1PB1
M
(5.11)
Consequently, POF1
(
N1 − N1M
)
readers receive an OF.
When the second OC is sent, the number of idle readers is:
N2 = N1 − N1PB1
M
− POF1
(
N1 − N1
M
)
(5.12)
After the first OC, the average neighborhood is V1; in this set of readers, on average
V1
M
readers have selected value 1 and, among them, PB1V1
M
do not experience a beacon
collision and send an OF. All the neighborhoods that contain a transmitting readers
are isolated. Since the readers are uniformly deployed, when the server broadcasts
the second OC, an idle reader shares on average V1
2
neighbors with a reader that has
sent an OF. Therefore, the average neighborhood reduces to:
V2 = V1 − PB1V
2
1
M
(5.13)
In general, at the ith OC, the number of idle readers is:
Ni =
Ni−1
M
(M − PBi−1 − POFi−1 (M − 1)) (5.14)
The average neighborhood is:
Vi = Vi−1 − PBi−1V
2
i−1
M
(5.15)
At slot i, there are Ni
M
readers that send a beacon; the number of those that avoid
a beacon collision and send an OF is:
PBi =
Γ(Ni − Vi)Γ(Ni − NiM + 1)
Γ(Ni)Γ(Ni − Vi − NiM + 1)
(5.16)
The remaining idle readers may receive an OF with probability
POFi = 1−
(
1− Vi
Ni − NiM
)N1PBi
M
(5.17)
After the M th OC, some readers have detected a beacon collision but do no
received any OF; their number is:
NM =
NM−1
M
(M − PBM−1 − POFM−1 (M − 1)) (5.18)
(5.18) gives the sum of readers that can send a second beacon.
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5.1.3 Evaluation
This section presents the results of the simulations performed in order to measure
the improvements in fairness and throughput of the proposed approach, compared
to DCS, PDCS, Colorwave, Pulse and NFRA. The interrogation range is set to 2 m
and the interference range is 8 m, as in [12]. Different networks was sampled, fixing
the number of uniformly randomly deployed readers to 500 and varying the number
of neighbors, from a minimum of 10 to a maximum of 50 readers. The chosen
interval covers the majority of the supply chain scenarios: according to Section 1.7,
the corresponding deployment surfaces range from 40 x 40 m2 to 100 x 100 m2. For
each deployment surface, 5 different network configurations were tested, and each
one was simulated 4 times.
The identification time is 0.46 s, as in [12]. In [85], the authors point out that 100
tags can be read during this time. However, the number of identified tags strongly
depends on the technology, e.g. an experiment reported in [86] shows that an EPC
Class 1 Gen 2 UHF reader working in Dense Reader Mode can read about 7 tags in
0.46 s at a distance of 2 m.
The exchanged signals in DCS, PDCS and Colorwave requires 1 ms [12, 79]: the
length of a slot is 0.461 s and 0.462 s, respectively. In Pulse, the length of the signals
is longer: the beacon interval is set to 5 ms, as specified in [78]. However, this does
not disadvantage Pulse with respect to the other protocols, because authors point
out that its throughput is not significantly affected by the length of the beacon
interval. In NFRA, the length of an OC is 1 ms, while beacons and OFs are shorter
(0.3 ms) [12]. The AC is 2.83 ms, thus the round length is lower than 0.5 s (0.46283
s + 0.0016 s ·M).
For each protocol, the possible configurations were tested, and the best one is
used as benchmark. In DCS, the optimal number of colors depends on the size of
the neighborhood: the experimental analysis have shown that the best configuration
is close to 1.35 times the number of neighbors. In PDCS, this ratio decreases to 1.2.
The probability of changing color after a collision is set to 70%, as specified in
Section 4.1. Since DCS performs always worse than or equal to PDCS, only the
results of PDCS are displayed. In Colorwave, the thresholds for varying the number
of colors are set according to the first test input in [10]. The initially available colors
are 4; the minimum time to spend with the same number of colors is 500 slots. For
Pulse, the maximum backoff time is not specified in [78]. The simulations were
performed adopting a value equal to 50 times the beacon interval: this means that,
before sending a beacon, every reader waits in the Contend state a period up to 250
ms, nearly the half of the identification time. In NFRA, M is related to the size
of the neighborhood V , ranging from 14 (for V = 10) to 20 (for V = 50). In the
proposed approach, the available values are divided in 4 priority levels. Fixing the
number of priority levels, the granularity for the evaluation of the waiting time is
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proportional to V . Simulations show that, with 4 priority levels, its optimal setting
is about V
4
rounds.
Figure 5.3. Throughput of the state-of-the-art protocols, in static networks
Fig. 5.3 reports the throughput for the state-of-the-art protocols, in case of fixed
readers. Pulse and NFRA achieve the highest values, as their lines overlap in Fig. 5.3.
The throughput of PDCS is strongly affected by the number of used colors. Using few
colors, many collisions occur, with low performances. With too many colors, there
are no collisions, but the channel is underloaded. Fig. 5.3 plots the highest through-
put attained by PDCS, adopting the optimal number of colors. The performance of
Colorwave is lower than PDCS, but independent of the initial configuration.
The main scope of the proposed protocol is to provide high fairness. Fig. 5.4
shows the fairness of the protocols, considering static networks and varying the
number of neighbors. The fairness of PDCS is strongly affected by the number of
used colors. The optimal results plotted in Fig. 5.4 are achieved only if the number
of colors is higher than the number of neighbors, in order to allow communication
without collisions. However, this configuration results in long rounds and limits
the overall throughput. In Colorwave each reader can vary the number of used
colors. As a consequence, there is a significant difference of the frequency used by
the readers to query tags. This fact dramatically impacts on fairness. In Pulse it
happens frequently that the performance of a reader is dramatically reduced by two
neighbors that take turns with each other at querying tags. In order to increase the
fairness of the protocol, the only countermeasure is to enlarge the maximum backoff
time. This prolong the time that a reader spent in the Contend state after completing
a transmission. However, readers that have received a beacon have a lower delay,
because they use the residual backoff time when they return again to the Contend
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Figure 5.4. Fairness of the evaluated protocols, in static networks
state. The higher the backoff time is, the fairer the protocol is, but to the detriment
of throughput. The fairness of NFRA is affected by the absence of a mechanism for
managing the heterogeneous distribution of the readers in the network, as explained
in section 5.1.1. The introduction of the priority in the proposed approaches increase
the fairness of about 10%.
Figure 5.5. Probability of transmitting in NFRA+, in function of the priority
The effectiveness of the priority levels is demonstrated in Fig. 5.5. Two networks
are considered: the first one is constituted by 12 readers, the second one by 28. In
both networks, every reader interferes with all the others. The NFRA+ algorithm
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is adopted, setting it up with 4 priority levels. Each level contains 4 colors in the
first network and 8 in the second one. Fig. 5.5 shows the probability of querying
tags, in function of the priority. A reader with the highest priority can interrogate
tags quite often, whereas a reader with the lowest priority seldom can do it. Since
the highest priority is reserved to readers that have not completed any transmission
from the longest time, this guarantees the fairness of the NFRA+ proposal. Fig. 5.5
shows also the results obtained from equation (5.9), demonstrating that they match
the simulation data.
Figure 5.6. Throughput gain of the proposed protocols, with respect to NFRA
As a side effect, the priority management decreases the overall throughput,
as shown in Fig. 5.6. However, this reduction is completely compensated by the
NFRA++ approach, detailed in section 5.1.2. The fairness of NFRA++ remains
the same as NFRA+, as shown in Fig. 5.4.
The throughput increase provided by the additional slot is analyzed in Fig. 5.7.
5 different networks of 500 readers, with an average neighborhood equal to 10, have
been simulated. The server broadcasts 12 OCs, plus another one in which readers
can send a second beacon. The average statistics are compared with the theoretical
analysis of Section 5.1.2. At the beginning of each slot, the number of readers that
neither did not send an OF nor receive anyone decreases sharply. As a consequence
the number of readers that send a beacon follows the same trend. However, a
significant amount of them experiences a beacon collision, since the readers sending
an OF are roughly the half. After a beacon collision, many readers do not receive an
OF in the next slots. Therefore, the number of readers that can send a second beacon
in the additional slot is higher than in the previous ones, providing a throughput
improvement.
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Figure 5.7. Analysis validation, for a network with N = 500, V = 10, M = 12
The behavior of the considered approaches in a dynamic situation is reported in
Fig. 5.8 and 5.9. In general, the throughput of a mobile network is lower than the one
of a static network, because readers need to adapt to the changing neighborhood.
This reduction is particularly evident in Pulse, as it is less likely the case of two
readers that alternate with each others in querying tags to the detriment of another
reader. This causes a fairer network, even with a shorter backoff time, but also a
higher number of collisions and therefore a lower throughput. In PDCS, the optimal
number of colors is lower in a mobile environment than in a static one: the initial
differences in the layout are regulated by the mobility of the readers, generating
a smaller average neighborhood that requires fewer colors. However, the variation
of the neighborhood prevents the network from reaching a stable state without
collisions, penalizing the throughput. Despite the flexibility of the number of colors
used by a reader, in Colorwave, after an increment or a decrement, this number is
kept constant for a fixed period. Therefore the variation may be not fast enough to
adapt to the quickly changing neighborhood. NFRA is less affected by the mobility
of the readers, because a variation of the neighborhood can be immediately detected.
This greater adaptability to mobile networks is kept in the proposed approach, as
shown in Fig. 5.8.
The mobility increases the fairness of the protocols, because it reduces the differ-
ences in the deployment of the readers. As stated previously, Pulse gets the greater
benefit in fairness. Although in a mobile network the fairness of NFRA increases, the
management of the priority introduced by the proposed approach can raise further
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the fairness of the protocol.
Figure 5.8. Throughput of the evaluated protocols, in mobile networks
Figure 5.9. Fairness of the evaluated protocols, in mobile networks
5.2 Geometric Distribution Reader Anticollision
(GDRA)
The protocol Geometric Distribution Reader Anticollision (GDRA) has been de-
veloped in order to regulate the activities of a dense RFID system placed in a
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Figure 5.10. Example of dense reader environment with R = 7
European location. The RFID system is composed of a set of R fixed and/or mobile
commercial readers connected to a central server by means of a wired (e.g. Ethernet
infrastructure) or wireless connection (e.g. Wifi), as the network depicted in Fig.
5.10. Readers are provided by two bi-static antennas [87]: one for transmitting and
the other for being continuously receiving. This hardware allows readers to detect if
other readers are using the same channel while they are transmitting. Readers are
working under the EPCglobal Class-1 Gen-2 standard, in particular at UHF Europe
band, allocated at 868 MHz. They collect information from tags identified in their
target region and send it back to the central server periodically, following the LLRP.
Finally, they operate in any of the four frequencies recommended by EPC-ETSI.
The proposed approach is based on a TDMA scheme, but it also combines the
FDMA scheme of ETSI-EN 302 208. When readers start working in the network,
they randomly select one out of four available frequencies to start the communi-
cation, both among them (through the GDRA mechanism) and with tags in their
range. Hence, from R readers in the network, there will be up to four sets of readers
working under the same frequency. In every frequency, a TDMA scheme is addressed
like in NFRA. A central server synchronizes readers in every set, and divides the time
in identification rounds of fixed or variable length (T ). The identification rounds are
formed by a contention round and a reader-to-tag communication phase (see Fig.
5.11). The central server determines the beginning of every identification round
sending an AC packet which contains the length of the contention round expressed
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Figure 5.11. Example of GDRA procedure. Readers work at the same frequency
and listen to the central server by an Ethernet or wireless link. The central server
announces an identification round with length K=4.
in number of slots (K). A slot is defined as the minimum time required by a reader
to determine if a channel is busy or not. EPC-ETSI [9, 18] sets this time to tslot = 5
ms. In every identification round readers randomly select one out of the K slots.
The reader that wins the contention in a set is the only one able to transmit in
that frequency, during the reader-to-tag communication phase. The length of the
reader-to-tag communication phase (TRC) is given by:
TRC = T − Tslot · kr−wins (5.19)
TRC depends on the slot where the reader wins the contention (kr−wins), as discuss
in Section 5.2.
An example of GDRA procedure is shown in Fig. 5.11, according to the net-
work configuration of Fig. 5.10. In this scenario, all readers are working under the
same frequency, that is, they are in the same set s. Although the central server
determines a TDMA scheme for every frequency, there will be as many virtual iden-
tification rounds as readers working under the same frequency overlapping their
reader-to-reader read ranges. Those readers under that condition are considered
readers belonging the same subset. For example, in Fig. 5.10 there are seven read-
ers working at the same frequency. Hence, there will be up to seven virtual iden-
tification rounds (one per each set or readers overlapping: (s1={R1, R2, R4, R6},
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s2={R1, R4}, s3={R1, R6}, s4={R1, R2, R3}, s5={R2, R3, R5, R7}, s6={R3, R5},
s7={R3, R7}). If R1 and R3 transmit simultaneously, as stated in Fig. 5.11,
only readers belonging to the same subset listen them, that is, readers in P =
s1
⋃
s2
⋃
s3
⋃
s4 listen R1 and readers in Q = s4
⋃
s5
⋃
s6
⋃
s7 listen R3. Readers
in P
⋂
Q, like R2, notice only collisions of R1 and R3.
Algorithm procedure
Every identification round starts when the central server broadcasts an AC packet
by a wired or wireless link (line 4 in Algorithm 7). The AC packet contains the
value of K. Readers receive the AC packet, extract K value (line 7) and randomly
select one slot k, being k ∈ 1,2, . . . , K. In contrast to NFRA, where readers use the
uniform distribution function for selecting slots, in GDRA the readers use Sift prob-
ability (lines 8-16), a geometric distribution function [19] that minimizes collision
probability between contending readers, maximizing the probability that a single
reader takes a slot, winning the channel for reader-to-tag communication. The Sift
distribution function is detailed in Section 5.2.
In contrast to NFRA, the beginning of the slots in the contention round is not
announced by the central server, because readers know the length of the slots and
can determine when a slot finishes using a synchronous clock (e.g. an internal clock)
(line 32).
Readers, after selecting a slot k, keep waiting for k−2 slots without listening the
channel for saving energy (see Fig. 5.11). Those readers that selected k = 1 send a
beacon packet B directly and keep listening the channel to detect beacon collisions
(lines 17-19 and lines 26-28). After k − 2 slots, readers listen the channel selected
(lines 29-31). When slot k starts:
 If the channel was busy in the (k − 1)-th slot (due to collisions or successful
reader transmissions), those readers that selected slot k leave the contention,
randomly select a new frequency and keep waiting a new AC packet (lines
37-41).
 If the channel was idle (free channel) in the (k− 1)-th slot, those readers that
selected slot k consider that the channel is not busy. Hence, at the beginning
of slot k, these readers send a beacon packet B, requiring the channel for
reader-to-tag communication (lines 26-28 and lines 47-49).
When readers send a B packet in slot k, two actions can occur:
 If only a single reader transmits a B packet in its set, the reader wins the
contention and takes the channel in slot k+ 1, starting the reader-to-tag com-
munication phase (lines 43-46). Hence, the reader uses the subsequent slots
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Algorithm 7 GDRA protocol for every reader ri
1: set frequency fi = (int) random(1,4)
2: loop
3: ri listens the central server connection
4: while AC packet is not received do
5: no operation
6: end while
7: ri extracts the K value from AC packet
8: set αi = M
−1
K−1
9: set li = random(0,1)
10: set ki = K
11: for z = 1 to K do
12: if pz =
(1−α)αK
1−αK α
−z > li then
13: set ki = z
14: break
15: end if
16: end for
17: if ki == 1 then
18: set bi = true
19: set listeni = true
20: else
21: set bi = false
22: set listeni = false
23: end if
24: set queryi = false
25: for c = 1 to K do
26: if bi == true then
27: ri broadcasts B packet in fi
28: end if
29: if ki == c+1 then
30: set listeni = true
31: end if
32: while ri does not receive an internal clock signal do
33: if listeni == true then
34: ri keeps listening fi
35: end if
36: end while
37: if listeni == true AND queryi == false then
38: if fi is busy then
39: set fi = (int) random(1,4)
40: set bi = false
41: set listeni = false
42: else
43: if bi == true then
44: set bi = false
45: set queryi = true
46: ri starts reader-to-tag communication in fi
47: else
48: set bi = true
49: end if
50: end if
51: end if
52: end for
53: end loop
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and the reader-to-tag communication phase for tag identifications (see reader
R1 in Fig. 5.11).
 If two or more neighboring readers transmit a B packet simultaneously, a
collision occurs (lines 38-41). These readers (assumed to be bi-static [87])
detect their own collisions. Then, they leave the contention, select a new
frequency and keep waiting a new AC packet. The remaining readers keep
waiting the internal clock signal, except those readers that selected slot k +
1, which also leave the contention because they could be suffering collisions
due to being in range of two sets, like R2 in Fig. 5.11. Hence, to avoid
further collisions, these readers must leave the contention round, select a new
frequency and keep waiting a new AC packet.
After transmitting in the reader-to-tag communication phase, the reader keeps
the same frequency, waiting a new AC packet and the subsequent contention pro-
cedure.
Sift: a geometric probability distribution function
The design of the new approach GDRA started in the contention procedure. The
uniform distribution is the typical distribution probability used for dense RFID
proposals, as NFRA, where the probability to collide in any slot is the same for
all contenders. However, since RFID readers can sense the environment, readers
could use this ability to reduce collisions in some way, like MAC protocols in wire-
less sensor networks. For example, the Carrier Sense Multiple Access/p∗ protocol
(CSMA/p∗) [19] exploits a non-uniform probability distribution p* that nodes use
for randomly selecting contention slots, minimizing collisions between contending
nodes. CSMA/p* is considered as the optimal distribution in a MAC protocol, and
several works in the literature have referenced it.
In a network of transmitting nodes, if a set of R nodes are contending in a frame
of K slots, using CSMA, there is an optimal probability distribution for selecting the
contending slots which minimizes collisions between contending nodes, maximizing
the probability that a node takes a slot alone [19]. This probability distribution is
denoted as
p∗k =
1− fK−k(R)
R− fK−k(R)(1− p
∗
1 − p∗2 − . . .− p∗k−1) (5.20)
for k = 1,2, . . . , K. fK−k(R) is a recursive function given by
fK−k(R) =
(
R− 1
R− fK−k−1(R)
)R−1
(5.21)
for 2 ≤ k ≤ K, R ≥ 2 and f1(R) = 0.
108
5 – Proposed TDMA protocols with a control channel
To apply CSMA/p∗ in a dense RFID protocol, every reader has to know (or esti-
mate) the number of neighbors, a data which is not available in practice. But, if the
number of neighbors is unknown, the Sift geometric probability distribution func-
tion is proposed in [19] as an approximation to CSMA/p*. With Sift the probability
(pk) that a node selects a slot K is denoted as a truncated geometric distribution
pk =
(1− α)αK
1− αK α
−k (5.22)
for k = 1, . . . , K, 0 < α < 1 and α = M
−1
K−1 . M is the maximum number of
contenders. Note that when M = 1 then α = 1 and limα→1pk = 1K , being the
uniform probability distribution.
In Fig. 5.12 the uniform and Sift probabilities distribution are compared for a
contention frame with K = 8 slots. Uniform distribution shows the same probability
pk for every slot in the contention round whereas with Sift distribution the proba-
bility increases in every higher slot. This mechanism increases the probability that
a unique node selects a slot in a low position, winning the contention quickly. Fig.
5.12 also shows how the M value affects to the pk. As M increases, the probability
of selecting one of the last slots in the frame increases. This mechanism provokes
that if a high quantity of nodes are competing, many of them will select the last
slots, and only a few will select the first slots, decreasing the probability of collision,
and increasing the probability that a reader wins the contention in one of the first
slots of the frame.
The probability that a node wins the contention when R neighboring nodes select
a contention slot using Sift probability distribution is denoted as
Pc(R) = R
K−1∑
k=1
pk
(
1−
k∑
z=1
pz
)R−1
(5.23)
Fig. 5.13 shows this probability when R = 50 and K = 8 using uniform and Sift
distribution at different M values. The uniform distribution shows a low probability
when the number of nodes is high. Instead, Sift distribution shows a good response,
for differentM values. The best performance is achieved withM closest toR. Hence,
Sift works better than uniform distribution, and also has the desirable property it
scales linearly as the maximum number of contenders raises.
In GDRA, the Sift distribution is the probability distribution function used to
select a slot in a contention frame. Contending nodes are RFID readers and CSMA
procedure is the LBT strategy.
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Figure 5.12. Probability of selecting every slot k ∈ 1, ...,K under Sift and Uniform
distribution. R = 50 and K = 8.
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Figure 5.13. Probability a reader wins the contention under Sift and Uniform
distribution. R = 1, . . . ,50 and K = 8.
5.2.1 Evaluation
The performance of GDRA has been compared with the most relevant state-of-the-
art mechanisms: the distributed protocols DCS, Colorwave and PDCS; the cen-
tralized protocol NFRA, and the European standard and regulation Listen Before
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Mechanism Parameters
EPC-ETSI
LBT = 5 ms
Reader-to-tag communication length = 0.46 s
Waiting time = 100 ms
Colorwave
Reader exchange signals = 1 ms
UpSafe = 93 %
DnSafe = 90 %
UpTrig = 2 %
DnTrig = 1 %
MinTimeInColor = 100 slots
Reader-to-tag communication length = 0.46 s
DCS
Reader exchange signals = X ms
MinTimeInColor = 100 slots
Reader-to-tag communication length = 0.46 s
PDCS
Reader exchange signals = X ms
MinTimeInColor = 100 slots
Reader-to-tag communication length = 0.46 s
Probability of changing color P= 0.70
NFRA
AC packet = 2.83 ms
OC packet = 1 ms
OF packet = 0.3 ms
B packet = 0.3 ms
Reader-to-tag communication length (CRT ) = 0.46 s
GDRA
AC packet = 2.83 ms
B packet = 0.3 ms
Reader-to-tag communication length (CRT ) = 0.46 s
Tslot = 5 ms
T = CRT +K ∗ Tslot
TRC = T − Tslot ∗ kr−wins
Table 5.2. Parameters of the mechanisms simulated
Talks (EPC-ETSI). The performance evaluation has been carried out by means of
an in-house developed discrete-event simulator with a modular structure: 6 classes
represent the basic entities (i.e., reader, protocol, simulation) and specify the com-
mon actions (e.g. network deployment, readers movement, interference detection,
etc.); each protocol inherits from a common superclass and it is implemented with
a specific class. The total number of lines of code is 4300.
In a typical scenario in Europe, an RFID system works at UHF band (868MHz)
and it is composed by a set of bi-static RFID readers randomly placed in a square
areas of different sizes. Readers output power is set at the maximum value permitted
in Europe, Ptx = 3.2 Watts EIRP [9]. This value limits the reader read distance
(reader-to-tag read range) and the reader interference range to a maximum of 10
and 1000 m in indoor scenarios respectively [67]. At Ptx = 3.2 Watts EIRP, a
reader-to-tag collision occurs when readers are placed at less than 20 m each other
(< 2 ∗ dRT ) and a reader-to-reader collision at less than 1000 m each other (< dRR)
[67].
The parameters of the evaluated approaches are summarized in Table 5.2. EPC-
ETSI recommends a maximum length of reader-to-tag communication phase of 4
s, but this value is not mandatory. Since NFRA first adopted 0.46 s, in order to
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obtain a fair comparison, the same communication length is set for all the evaluated
protocols. In PDCS, the probability of selecting a new color is set to P = 0.70.
During the reader-to-tag communication phase, it is assumed that readers iden-
tify tags and handle/avoid collisions using the Frame Slotted Aloha (FSA) procedure
suggested by EPCglobal Class-1 Gen2 [18]. With the standard configuration param-
eters enumerated in [60], 100 tags are queried in 0.46 s, on the average.
Four different scenarios have been sampled to show the performance of the
new proposal and to compare it with the other strategies in different environ-
ments. Scenario 1 is an usual situation with a moderate quantity of readers R,
R ∈ [25, 50, 75, 100], in an area of 1000x1000 m. In the second scenario the size of
the area is the same but the number of readers is increased R ∈ [100, . . . ,1000], pro-
voking that the evaluated network has higher number of neighboring readers than
the previous scenario. The third scenario is a very harsh environment. The size of
the area is reduced to 250x250 m and the number of readers placed in that area is
R ∈ [100, . . . , 500]. Finally, scenario 4 evaluates the effect of the size of the neigh-
borhood. In this case, only R=50 readers are placed in different areas to obtain a
size of neighborhood from 5 to 45 in steps of 5, that is, the percentage of neighboring
readers varies from 10% to 90%.
In order to provide a fair comparison, for every scenario two different kinds
of tests was conducted. In the first one, a single channel version of GDRA was
compared with the protocols that use only one channel: DCS, Colorwave and NFRA.
In the second group, the proposed multi-channel protocol was compared with the
standard EPC-ETSI and with PDCS.
For every scenario and set of tests, the approaches have been simulated for
different values of frame-length K (colors in Colorwave, DCS and PDCS) and M
(only for GDRA). The configurations that show the best performance for every
protocol are summarized in Tables 5.3 and 5.4.
Since GDRA has been designed to work as a multi-channel strategy, its per-
formance in a single-channel configuration is plotted for only one scenario. The
performance of the best configurations of single-channel protocols in scenario 1 is
compared in Fig. 5.14. As can be seen, GDRA improves all the other strategies,
increasing the NFRA throughput due to the use of Sift distribution, instead of Uni-
form. Note that the time spent by the reader listening the channel to check if it
is busy is 5 ms, whereas in NFRA it is only 0.3 ms (B packet length). Hence, if
both mechanisms work with the same time for listening the channel, the difference
in throughput between them would be still higher. Note that the performance of
GDRA in the other evaluated scenarios with single-channel protocols shows the same
tendency, being always higher than the other strategies.
The performance of the best configurations of multi-channel protocols are com-
pared as follows. In Fig. 5.15 scenario 1 is plotted. GDRA improves all the other
strategies and the performance results are higher than with single-channel strategy,
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Scenario Range of evaluated values Protocols Best values
1
K=2x, 4 ≤ x ≤ 7
Colorwave K=64
DCS K=32
NFRA K=32
M=2x, 3 ≤ x ≤ 6 GDRA K=16, M=16
2
K=2x, 4 ≤ x ≤ 10
Colorwave K=512
DCS K=512
NFRA K=256
M=2x, 4 ≤ x ≤ 10 GDRA K=256, M=512
3
K=2x, 4 ≤ x ≤ 9
Colorwave K=32
DCS K=128
NFRA K=128
M=2x, 4 ≤ x ≤ 9 GDRA K=128, M=128
4
K=2x, 3 ≤ x ≤ 8
Colorwave K=16
DCS K=16
NFRA K=16
M=2x, 2 ≤ x ≤ 8 GDRA K=16, M=16
Table 5.3. Evaluated values in tests with single channel protocols
Scenario Range of evaluated values Protocols Best values
1
K=2x, 3 ≤ x ≤ 7 PDCS K=16
M=2x, 3 ≤ x ≤ 6 GDRA K=16, M=16
2
K=2x, 4 ≤ x ≤ 10 PDCS K=64
M=2x, 4 ≤ x ≤ 10 GDRA K=256, M=512
3
K=2x, 4 ≤ x ≤ 8 PDCS K=256
M=2x, 4 ≤ x ≤ 7 GDRA K=32, M=32
4
K=2x, 2 ≤ x ≤ 6 PDCS K=8
M=2x, 2 ≤ x ≤ 6 GDRA K=16, M=16
Table 5.4. Evaluated values in tests with multi-channel protocols
due to the use of four frequencies. If multi-channel GDRA is compared with NFRA
in this scenario, the performance is increased in almost 400%.
The best results of the multi-channel approaches in the second scenario are com-
pared in Fig. 5.16. GDRA shows the best performance for all the R values except
for R=100 and R=200, where EPC-ETSI and PDCS reach the highest performance
respectively. The low performance of GDRA in these points comes from the use of
the Sift distribution in a scenario where K and M values are higher than R (num-
ber of contenders due to almost all readers are neighbors). The Sift distribution
shows a good response when K and M values are equal or lower than the number
of neighbors (see Section 5.2).
Fig. 5.17 shows the results with the best configurations of the evaluated multi-
channel mechanisms in the third scenario. Also in this scenario GDRA presents
better performance than the other protocols, even if PDCS is a bit better with
R=200. In this case, GDRA is negatively affected by the M value, which is much
lower than the real number of readers competing. The lower performance of EPC-
ETSI is caused by its inefficient mechanism to select the transmission frequency in
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Figure 5.14. Throughput of the evaluated single-channel protocols in 1000x1000
m area with a low number of neighboring readers
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Figure 5.15. Throughput of the evaluated protocols in 1000x1000 m area with a
low number of neighboring readers
case of contention.
Finally, the best performances of the multi-channel approaches in scenario 4 are
shown in Fig. 5.18. Again GDRA strategy shows the best throughput, resulting in
more than four times throughput of PDCS and more than two times throughput of
EPC-ETSI in the point with the highest neighboring readers percentage (90%).
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Figure 5.16. Throughput of the evaluated protocols in a 1000x1000 m area with
a high number of neighboring readers
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Figure 5.17. Throughput of the evaluated protocols in 250x250 m area
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Conclusion
In Chapter 1 a new degree distribution of UDGs for uniformly randomly deployed
nodes on rectangular surfaces has been presented. This kind of graph is used in
computer science to model wireless networks, and it corresponds to a typical simula-
tion setting, where nodes are uniformly randomly deployed on a rectangular surface.
Several state-of-the-art papers have proposed approximations of degree distribution,
characterized by low accuracy. The main issue in finding an accurate distribution is
how to manage border effects.
The main contribution of Chapter 1 corresponds to a careful geometric analysis
of the intersection between the deployment surface and the neighborhood surface.
The results of this analysis are used to derive the probability mass function of the
degree distribution and the mean. The evaluation section validates the theoretic
analysis, and shows that the proposed formulas provide a greater accuracy than
state-of-the-art approaches.
In Chapter 2, the single and additive reader-to-reader interference models are
analyzed and compared in various scenarios. In particular, the ring deployment sce-
nario is analyzed to get the relationship between the radius of the circle area and
the number of interfering readers. The interaction between two interfering readers
is also investigated. Numerical evaluation results have shown how the minimum dis-
tance between readers is influenced by the number of interfering readers, according
to different path loss exponents and SIR threshold requirements. Compared with
the reader-to-reader collision range in the unit disk graph model, the distance in the
radio propagation model is quite larger. However, in an environment with a higher
path loss with a low required SIR, the collision distance of the two models are very
close and the unit disk graph model is preferred.
Chapter 3 describes the state-of-the-art solutions for the reader-to-reader inter-
ference, identifies the protocol requirements and discusses the criteria that are used
to evaluate the performance of a protocol.
Chapter 4 presents three different techniques in order to address the reader-
to-reader collision problem without exploiting an additional control channel. The
first proposal is PDCS, a multichannel anticollision protocol, compliant to the in-
ternational regulation for UHF RFID. Thanks to the parameter p, representing the
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probability to change color after a collision, the number of collisions is lower, and
PDCS reaches a steady state with a lower number of timeslots in a round. A the-
oretical analysis demonstrates that the correct configuration of p can provide over
30% reduction of second generation collisions. An evaluation approach based on
waiting time has been adopted. A theoretical analysis justifies the reduction of the
waiting time. Experimental simulations validate the theoretical analysis, showing
that PDCS can reach a time reduction about 10%, compared to the best DCS con-
figuration. According the analysis, the best configuration of PDCS requires p ∼= 0.7.
For all the analyzed networks, values close to 0.7 provide optimal performances.
The second proposal provides two contributions: the Killer configuration and
the DCNS protocol. The Killer configuration can be applied both to Colorwave and
DCNS. Its goal is to generate a selfish behavior similar to the natural selection in
the network, in order to reduce the unused timeslots and to increase throughput.
DCNS is a new protocol based on Colorwave, particularly suitable for the Killer
configuration. Like Colorwave, it does not require deployment knowledge, and it is
appropriate for low-cost RFID readers. Its main innovations are: reduced channel
control overhead; a new color update mechanism; dynamic priority management;
and the introduction of a dynamic reader state, which acts as a starvation counter-
measure. The simulation analysis has shown that the Killer configuration applied
to Colorwave strongly increases throughput. Moreover, the simulations have shown
the validity of the theoretical basis of DCNS. The proposed protocol has been com-
pared with state-of-the-art RFID reader-to-reader anti-collision ones. DCNS pro-
vides the best throughput, which is 18% higher than NFRA, the best protocol as
far as throughput is concerned. Furthermore, the priority management analysis has
shown that selected readers can reach even higher throughput, when it is required
by the application.
The third proposal studies the effects of the introduction of the probabilistic
parameter p in the collision resolution routine of Colorwave. A new version of the
protocol, called PCW, has been proposed. Benefits can be achieved both in through-
put and in fairness. Two different configuration of Colorwave have been studied.
The first one, which was proposed in [11], reaches a good fairness. The second one
is the killer configuration and privileges the network throughput, evetually to the
detriment of fairness. PCW generally achieves a higher fairness than Colorwave:
lower the value of p is, higher the gain is. The only exception regards networks
where the average size of the neighborhood is lower than 10: if PCW is adopted in
conjunction with the configuration proposed in [11], it achieves a higher throughput
than Colorwave, but a lower fairness. Together with the fairness gain, a throughput
improvement is achieved by PCW in conjunction with the killer configuration if the
average number of neighbor in the networks is equal to or higher than 10.
Chapter 5 investigates two solutions to the reader-to-reader interference problem
that exploit an additional control channel in order to improve their performance.
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The first proposal, based on NFRA and called NFRA++, guarantees high through-
put and similar opportunities to query tags to all the readers in a network. Among
the existing protocols, NFRA achieves the highest network throughput. It suitably
manages mobile networks, while performance of other protocols, like DCS, Color-
wave and Pulse, decreases. However NFRA intrinsically advantages readers with
fewer neighbors, as they have lower probability to collide. This causes low fairness,
i.e., significant differences in throughput among readers. The proposed NFRA++
ensures good fairness by means of the mechanism of priority. The highest priority
is assigned to readers that have not identified their tags from the longer time. The
correlation between priority and waiting time increases the probability of querying
tags for readers with many neighbors. A throughput improvement is obtained rec-
ognizing collisions, detected at the beginning of the round, that are no longer valid
when a reader becomes inactive. The removal of out-of-date constraints grants more
readers the right to query tags. The new proposal has been compared to NFRA and
to state-of-the-art protocols, by analyzing throughput and fairness. The analysis has
shown that the priority management makes the performance of the readers uniform,
increasing the fairness of the network, and providing a throughput similar or better
than NFRA, both in static and dynamic configurations.
The second proposal is a mechanism based on NFRA and called GDRA.It min-
imizes the interference in dense reader environments, providing higher throughput
than the state-of-the-art proposals. GDRA is compatible with European standards
and regulations and does not require extra hardware in readers. Besides, GDRA im-
plements the Sift geometric probability distribution function as the mechanism to
select a slot in a contention frame. The Sift distribution provides, in those scenarios
where the number of neighbors per reader is not known, a quasi optimal distri-
bution probability that minimizes collision probability between contending readers,
maximizing the probability that a single reader takes a slot, and increasing the
throughput. Different scenarios have been evaluated. The results show that GDRA
outperforms single-channel proposals, like Colorwave, DCS or NFRA, as well as
multi-channel proposals, as PDCS and Listen Before Talk. This holds even for
those harsh environments where the percentage of neighboring readers is close to
100%.
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