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ABSTRACT 
State-of-the-art automotive radars use multi-chip Frequency Modulated Continuous 
Wave (FMCW) radars to sense the environment around the car. FMCW radars are prone 
to interference as they operate over a narrow baseband bandwidth and use similar radio 
frequency (RF) chirps among them. Phase Modulated Continuous Wave radars (PMCW) 
are robust and insensitive to interference as they transmit signals over a wider 
bandwidth using spread spectrum technique. As more and more cars are equipped with 
FMCW radars illuminate the same environment, interference would soon become a 
serious issue. PMCW radars can be an effective solution to interference in the noisy 
FMCW radar environment. PMCW radars can be implemented in silicon as System-on-
a-chip (SoC), suitable for Multiple-Input-Multiple-Output (MIMO) implementation and 
is highly programmable. PMCW radars do not require highly linear high frequency 
chirping oscillators thus reducing the size of the final solution. 
This thesis aims to present a behavior model for this promising Digitally modulated 
radar (DMR) transceiver in Simulink/Matlab. The goal of this work is to create a model 
for the electronic system level framework that simulates the entire system with non-
idealities. This model includes a Top Down Design methodology to understand the 
requirements of the individual modules’ performance and thus derive the specifications 
for implementing the real chip. Back annotation of the actual electrical modules’ 
performance to the model closes the design process loop. Using Simulink’s toolboxes, a 
passband and equivalent baseband model of the system is built for the transceiver with 
non-idealities of the components built in along with signal processing routines in 
Matlab. This model provides a platform for system evaluation and simulation for various 
system scenarios and use-cases of sensing using the environment around a moving car. 
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CHAPTER 1  
INTRODUCTION 
Radio Detection And Ranging (RADAR) systems are useful electronic systems 
whose valuable service in the World War II helped the allies win the war and began an 
era of electronic intelligence in warfare. Though radars reached their prominence only 
during the war, the idea was conceived as early as 1903 by Christian Hülsmeyer to avoid 
collision of ships when docking at the harbor at night or under a thick fog [1]. After the 
success of war, radars were an area of active research and deployed in many applications 
- civilian aviation, aerial and maritime navigation, geo-mapping, meteorology, radio 
astronomy and remote sensing.  
A radar sensor illuminates the environment around using radio waves, like a 
searchlight, and tunes to receive the reflected faint radio waves to estimate the distance, 
velocity and size of the target. The radio waves are also reflected from the surrounding 
environment that represent the clutter in the observed signal. A radar is expected to 
discard clutter and represent the target amidst its own system noise. A radar system can 
operate in two different modes, only transmit or receive at a given time (monostatic) or 
transmit and receive at the same time (bistatic).  
1.1 RADAR for Advanced Driver Assistance Systems 
Luxury cars since the late 1990’s include some form of Driver Assistance Systems 
[50][51][52]. The current Advanced Driver Assistance Systems (ADAS) includes a host of 
functions that perform Adaptive Cruise control, Collision warning, Collision Mitigation, 
Lane Departure warning, Traffic sign recognition, Backup Autonomous driving, Lane 
assist, Blind spot detection, Backup and Park Assist, Driver attention, gesture 
recognition, High Beam Assist etc. to ensure safety of the commuters. ADAS relies on an 
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array of heterogenous sensors which include camera, Light Detection And Ranging 
(LIDAR) sensors, ultrasonic sensors and automotive radars (autoradars). The frequency 
of operation of the latest and upcoming radars technologies work on newly allocated 76-
81 GHz range which enable accurate detection of targets due to their shorter wavelengths 
[11],[25]. Realizing these radar systems usually includes a multi-chip solution that 
increases cost and demands larger housing and cooling arrangement and hence are 
suitable to the luxury segment. 
Radars for automotive applications were tested from the early 1970s [12] and were 
installed as standalone systems with cars. The increased awareness among people to 
make roads safer is pushing autoradars’ adoption on a larger scale. Autoradars are 
classified into three major classes based on their end range and range resolution [11].  
A typical ADAS car with different radars and their ranges [13] is shown here. 
 
Figure 1: Automotive Radar Types [13] 
 
The following table shows the specifications for the three different autoradars and 
their application. 
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Type Long Range Radar Medium Range 
Radar 
Short range radar 
Max power (EIRP) 55 dBm -9 dBm/MHz -9 dBm/MHz 
Frequency band 76 – 77 GHz 77 – 81 GHz 77 - 81 GHz 
Bandwidth 600 MHz 600 MHz 4 GHz 
Rmin – Rmax 10 – 250 m 1 – 100 m 0.15 – 30m 
Range resolution 0.5m 0.5m 0.1m 
Range accuracy 0.1m 0.1m 0.02m 
Velocity resolution 0.6 m/s 0.6 m/s 0.6 m/s 
Velocity accuracy 0.1 m/s 0.1 m/s 0.1 m/s 
Angular accuracy 0.1O 0.5O 1O 
Applications Adaptive cruise 
control 
Lane-change assist, 
cross-traffic alert, 
blind-spot 
detection, rear-
collision warning 
Park assist, 
obstacle detection, 
pre-crash 
 
Table 1: Automotive Radar Specifications and Classifications 
1.2 Motivation 
The autoradars deployed in cars are expensive as these systems use several integrated 
circuits (ICs) to realize the system. These also include specialized Silicon-Germanium 
(SiGe) process which has higher cost per transistor rather than the Complementary 
Metal Oxide Semiconductor (CMOS) technology. CMOS allows extremely low power, low 
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cost per transistor and high integration ability. The state-of-the-art radar technology 
uses a linear Frequency modulation pulse compression method commonly known as 
Frequency Modulated Continuous Wave (FMCW) radars. The performance of these 
radars is, however, poor in a dense environment crowded with other radars [20]. 
Avoiding interference in a multi radar environment and is an area of active research 
[44][45][46] for FMCW radars.   
 Phase modulated continuous wave radars (PMCW) provide an excellent 
alternative to FMCW radars and are used in military and can be used in a radar noisy 
environment due to the merits of spread spectrum technique. PMCW radars are only in 
evaluation phase [39] for automotive radars and provides a great avenue for research 
and development.  
Top down design methodology has advantages of being able to make significant 
design decisions very early in the design process. Behavioral modeling of systems 
provides a platform to build the system and simulate for different test conditions to 
understand the validity of the system specifications for the end application. 
Simulink/Matlab is a well-known mathematical modeling tool for modeling and 
simulation as it includes many industry standard functions and toolboxes.  
 The aim of this thesis is to understand the system requirements and develop a 
PMCW radar model that is capable of being programmed for different applications. 
Many prebuilt Matlab/Simulink models are available to demonstrate FMCW radar’s 
working, no such models are available for PMCW. This work aims to create a PMCW 
radar transceiver model with non-idealities and backend signal processing. As the 
approach is to build an interference robust radar, it is required by design, to have 
maximum programmability for this autoradar to make it appear unique among other 
radars. Such a programmable PMCW radar system is hereby referred as Digitally 
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Modulated Radar (DMR) as the radar signal is now modulated by a stream of different 
sets of pseudo random binary digits.  
 The goal of this project is to provide a platform to derive the electrical module 
level specifications that are required to meet the performance characteristics of the 
radar. The model should also be able to back-annotate the specifications from the actual 
design simulations and predict the performance of the radar. 
1.3 Organization of the Thesis 
The thesis is organized as follows: 
Chapter 2 discusses the theory of operation of Radars, trends in radars and the choice of 
radar for this thesis. It also introduces to the fundamentals of signal processing of DMRs. 
Chapter 3 discusses the System Model development using Simulink/Matlab and 
discusses the methods of implementation of Transceiver and the signal processing 
algorithms. 
Chapter 4 discusses the results of the model and results of various system scenarios 
simulated. It also presents a discussion about the optimal performance specifications for 
the system.  
Chapter 5 discusses future work in the direction of using this DMR model to explore 
various architectures for implementing with different integration technologies. 
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CHAPTER 2 
BACKGROUND 
2.1 Continuous Wave Radars for Automotive Applications 
Continuous Wave (CW) Radars used in Doppler Radars for motion sensing emits a 
continuous high frequency carrier signal towards the target. As the target’s velocity 
changes, wavelength of the reflected signal changes due to doppler effect. The beat 
frequency between the transmit and the received radar signals represents velocity of the 
target. Thus, Doppler radars are used in Traffic control and motion monitoring 
applications use a continuous wave instead of pulsed operation. CW radars require a 
bistatic arrangement to use separate transmit and receive antennas as they are work 
simultaneously.  
Though CW radars can measure the velocity of the target due to the doppler shift 
of the carrier, it is not possible to measure the range. Traditional (pulsed) radar uses a 
single narrow pulse aimed at the target and capture the echo to decode the range of the 
target. Integrated circuits are not suitable for pulsed radar operation due to their limited 
transmit power and dielectric strength. Pulsed Doppler radars combined the benefits of 
both conventional pulsed radars and the continuous wave radars to determine range and 
velocity of targets. However, the range resolving ability of the radar was limited by the 
continuous wave pulse width.  
To overcome the signal shape’s dependence on resolution, Pulse Compression is a 
technique used since early radars. By pulse compression, the radar emits a long pulse 
that is spectrally similar to a narrow time domain pulse at the receiver. The conversion of 
wide time pulse to a spectral narrow pulse is achieved by matched filtering, thus 
exhibiting the same performance of a pulsed radar to measure range. The doppler shift of 
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the continuous wave can be used to determine the velocity of the target. In practice, to 
achieve pulse compression and maximum range detection, Continuous Wave Radars 
with pulse compression are used. A basic autoradar’s block diagram is presented below. 
 
 
Figure 2: Basic Block Diagram of Modern Bistatic Autoradar 
2.2 Pulse Compression  
Instead of a pulse of very high power (P1) with a narrow width (τ1), pulse 
compression radars transmit a long pulse with wider pulse width (τ2) and reduced power 
(P2). This can be achieved by modulating the frequency or phase of the carrier. By doing 
so, the radar bandwidth (Br) of the transmitted signal is varied to achieve required range 
resolution as the radar bandwidth  is now controlled by the modulating signal’s 
bandwidth (indirectly). This idea is utilized in automotive radars thus paving way for 
Continuous Wave operation instead of pulsed operation. [4]. Pulse compression can be 
achieved by the following methods 
- Linear Frequency Modulation (LFM) of the carrier, 
- Nonlinear Frequency Modulation of the carrier, and 
- Phase Modulation of the carrier 
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Figure 3: Pulse Compression [18] 
Among these techniques of Pulse compression [4], Linear Frequency modulation 
Continuous Wave Radars (FMCW) are extensively used for Automotive radars. This 
thesis attempts to provide a model for another type of Pulse compression radar – Phase 
Modulated Continuous Wave Radar (PMCW) which can be configured for wide radar 
bandwidth for its advantages over FMCW [15] [16] [23]. 
2.3 FMCW Radars 
Linear FMCW radars were conceived in the early 1930s and still the most popular pulse 
compression method. FMCW radars transmit a continuous frequency varying RF carrier 
signal known as a chirp fT(t). This signal is reflected of the target and picked up by the 
receiver and mixed with the instantaneous chirp to down convert the signal to 0 Hz. The 
beat frequency between the received chirp and the instantaneous chirp in the transmitter 
produces an intermediate frequency is now proportional to the target’s distance fIF. The 
time delay between the transmit and the receive signal indicates twice the distance that 
the waveform has travelled with the speed of light td. Pictorially, this can be represented 
as below 
  9 
 
Figure 4: FMCW Radar Operation [28] 
The beat frequency (fIF) is limited by the slope of the chirp. This is usually limited to 30 
MHz or lower in commercial radars. FMCW radars, thus, requires a very highly linear 
VCO capable to chirp for different frequency ranges. To satisfy the requirements for SRR 
and USRR, FMCW radars may be required to be able to sweep the entire autoradar 
bandwidth of 77-81 GHz in a perfectly linear fashion. This is a tough engineering 
problem in CMOS.  
 Though FMCW is advantageous by having a very deterministic waveform 
[4], it suffers interference due to other FMCW radar s that may operate in the vicinity 
[20]. The occupied baseband bandwidth of FMCW radars are smaller and thus provide 
high SNR due to smaller equivalent noise bandwidth (ENBW) in the system. The signal 
sweep range and baseband bandwidth are not related directly, as FMCW radars can 
sweep at a different ramp rate. The sweep rate is also limited by the RF VCO’s ability to 
track the control voltage without losing lock while maintaining linearly varying 
frequency output and fast settling capability [26]. The VCO, by design, only allows only a 
finite rate of change of frequency, thereby limiting the range of possible beat frequency 
bandwidth. Since FMCW is a non-coherent radar, the system noise is dominated by the 
phase noise of the VCO. A wide bandwidth and stable Low phase noise VCO limit the 
radar for very precise measurements. 
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Moreover, FMCW radars also need complex floating-point arithmetic digital 
signal processing. The Digital power consumption can be reduced by pursuing deep 
submicron transistors and FinFET structures but realizing RF and VCO performance 
becomes challenging and makes integrating all these subsystems a System-on-Chip 
(SoC) a daunting task. 
2.4 Comparison of FMCW and PMCW Radars 
Compared to FMCW radar, PMCW has several important advantages. First, 
PMCW radars need a constant frequency carrier input. Since PMCW is a coherent radar, 
if the phase noise of the PLL at 1 MHz offset attains -94 dBc/Hz [16] the phase noise can 
be ignored as the transmit and receive paths use the same clock for a target at a 
maximum range of 30 meters. Secondly, the range resolution and the range of the system 
can be changed by changing the chip’s clock frequency.  
PMCW radar systems can have zero range sidelobes, if they use PN codes with 
perfect correlation properties [26]. PMCW systems offer high interference robustness 
using spread spectrum techniques to strong interferers. They do not require high-speed, 
fast-settling frequency synthesizers [26]. Finally, the transmitter’s phase modulation 
transceiver can also serve as the same hardware for Inter-vehicular (IVx)/Vehicle to 
Vehicle communication(V2V) [32]. 
2.5 Literature Review 
With the overwhelming advantages of PMCW radars, the present trends of PMCW radars 
were studied to analyze their suitability for autoradars. Among them, Jalli Ng’s work[15] 
on patient monitoring system using pseudo-random noise coded Doppler radar 
transceiver was reviewed. The paper points out the merits of using PMCW based radars 
for accurate measurement of small targets and changes to environment. Since, DMR is 
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expected to suit a very wide bandwidth autoradar frequency range, this could be a 
possible solution. Though, this solution is implemented in a special Silicon-Germanium 
process, key takeaways from this work were the system realization architecture and the 
possibility of such a solution. 
 A brief learning on the chaos-based radars was done to see if it would be feasible 
for autoradars [47],[48]. This radar works on the principle that a signal based on a 
nonlinear chaotic map that has an excellent autocorrelation property be used as the 
radar signal waveform to detect objects. This work also clearly demonstrates the use of a 
perfect correlating sequence (produces a thumbtack like ambiguity function) can be used 
to detect objects.  
 Compressive sensing-based noise radars are attractive solutions for short 
distances and slow targets, but the sparse signal processing method in the baseband to 
recover the medium and long-range targets was demonstrated in [56]. But these models 
had a significantly higher relative errors for the measurements.  
The most impressive PMCW radars for automotive applications were created by 
IMEC [16],[17]. The authors clearly harnessed the power of spread spectrum and 
multiple-input-multiple-output (MIMO) and high correlation peak sequences. The work 
is also complete with a SoC manufactured and shared the test results. Though the chip 
was started for 30m SRR, due to size constraints, were manufactured for only 3m Range 
and tested only for 1.5m. This work presented an excellent starting point for the idea of 
DMR as many design details were unclear. Oscar’s work [18] presents a lot of details on 
the signal processing aspects. These works are the starting point for the model that is 
created here. 
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Figure 5: Simplified Block Diagram of PMCW Radar [17] 
2.6 Main Concepts of Radar Applicable to DMR 
Before we delve into the aspects of DMR, it is worthwhile to learn about the general 
radar concepts as it would be necessary to build the matlab models. 
 
2.6.1 Radar Equation 
The Radar equation presents the relationship between the transmitted power to 
the received power based on an isotropic antenna gain with a radar cross section RCS σ 
at a distance R from the radar.  
PRX=
PTXGTXGRXλ
2
σ
(4π)3R4LTXLRX
 
where, PRX – Received signal power, 
  PTX – Transmitted signal power, 
  GTX,GRX – Isotropic gain of TX and RX antenna, 
  λ – Carrier signal wavelength, 
  σ – Radar cross section of the target, 
  R – Range of the target; and 
  LTX,LRX – Insertion loss of TX and RX antenna 
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The ability of the radar receiver to detect received signals from the target depends on the 
radar receiver’s sensitivity Sr [2]. Theoretically for conventional pulsed radars, the 
minimum detectable signal is defined by Srand if received signal power 𝑃𝑅𝑋 above Sr, the 
target can be detected. Sensitivity is defined by the Receiver Noise temperature, Noise 
Equivalent Bandwidth (Bn) of the receiver system and the input referred Signal-to-
Noise-ratio of the receiver (SNRRX). 
Sr= kBT0BnSNRRX 
 The required input SNR of a pulsed radar for a given probabilities of detection 
and false alarm depend on the target echo fluctuation characteristics, the number of 
output pulses processed before taking a decision and the processing gain for each pulse 
for matched-filter processing. 
 Thus, the range equation, written in terms of SNR as  
R= [
PTX GTX GRX λ
2
 σ
(4π)3 kB T0 Bn SNRRX LTX LRX
]
1/4
 
 
The equation resembles the link budget/SNR equation of a communication radio link 
with the notable difference that the dependence of the distance is on the inverse of the 
fourth power rather than the second power [3]. This is because unlike communications 
link, where the free space path loss is accounted for one-way, in a radar the loss occurs 
twice.  Bn  represents the amount of noise allowed into the receiver. It is different from 
the radar bandwidth Br discussed in Section 2.2.1. Since PMCW radars have a wide 
baseband bandwidth, the noise allowed is also higher than FMCW and thus PMCW 
radars depend on the post processing gain to increase the SNR. 
To further increase SNR of the system, MIMO techniques can be used as in 
communications transceivers [4].   
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2.6.2 Range Resolution  
One of the important specifications for radar is the measurement of smallest 
distance of separation of its targets. This ability of the radar governs the Radar 
Bandwidth required for the system. By increasing the radar bandwidth (and thereby 
shortening the pulse width in time), we can effectively discern the two objects separated 
by a small distance Rres. The use of wider bandwidth increases the cost. Wider bandwidth 
radars are robust to interference from other receivers but can lead to an excessive range 
resolution which may have a detrimental effect on the sensitivity of the receiver [23]. 
Rres=
C0
2 Br
 
 where, Br denotes the Radar Bandwidth 
 For DMR, since the phase of the carrier is modulated like a digital modulation 
scheme, the sequence chip rate fC determines the bandwidth of the modulated signal. If 
such a modulated signal is used for radar, then the modulating chip rate determines the 
signal bandwidth and hence the smallest range of measurement. With PMCW, every 
correlator runs on a one chip delayed version of the transmitted sequence ie delayed in 
time by the chip’s period (Tc = 1/fC). Thus, for DMR, the expression for Range resolution 
and the radar bandwidth becomes  
𝑅𝑟𝑒𝑠 =
𝐶0
2 𝑇𝑐
 𝑎𝑠 𝐵𝑟 ≈ 𝑓𝐶  𝑓𝑜𝑟 𝑃𝑠𝑒𝑢𝑑𝑜 𝑅𝑎𝑛𝑑𝑜𝑚 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑠 
 Unlike FMCW, the entire range of a DMR is quantized into Range gates. Due to 
the quantization of range, it must follow that the reflected waveform’s power can vary 
due to the target’s placement within a range gate. The range gates may not also be 
integer multiple of the wavelength of the carrier. Both these conditions enforce the 
requirement of a complex receiver architecture to recover the signal. 
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Figure 6: Range Resolution And Maximum Range Quantized in DMR 
2.6.3 Angular Resolution 
The ability to distinguish two objects of the same distance from the radar but 
separated by a small angle between them allows to identify radar targets spread radially. 
This parameter is determined by the antenna’s half beam width also known as -3 dB 
bandwidth. Smaller beamwidth antennas have more directivity and hence more angular 
resolution [33]. The concept of angular resolution should not be confused with angular 
measurement accuracy, which for a single target is a function of antenna beamwidth and 
signal-to-noise ratio[8].  
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2.6.4 Maximum Unambiguous Range  
 The maximum unambiguous range of a radar is given by its ability to receive the 
reflected pulse completely before the next transmitting pulse. As shown below, the 
maximum range that the radar can unambiguously detect is linked with the Pulse 
repetition frequency. In DMR, however, the pulse repetition frequency is the sequence of 
length LC repeating itself with a chip rate 𝑓𝐶. For clarity, a pulsed radar maximum range 
is shown [36] 
 
Figure 7: Pulsed Radar To Show the Maximum Range and Pulse Repetition Frequency 
[36] 
𝑅𝑚𝑎𝑥 =
𝐶0𝐿𝐶
𝑓𝐶
 
 
2.6.5 Radar Cross Section (RCS) 
The Radar cross section is the measure of the how big a target appears to the 
radar. The RCS of a target is the ratio of the incident power to the power scattered back 
from the receiver [55].  
 = 4
𝑃𝑠_𝑅𝑋
𝑃𝑠_𝑇𝑋
 (𝑚2)  
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where,  
𝑃𝑠𝑅𝑋 − Power unit per solid angle scattered in the radar receiver direction, 
𝑃𝑠𝑇𝑋 − Power per unit area in a plane wave incident on a target from radar transmitter 
A target’s physical size doesn’t necessarily correspond to its RCS. RCS depends 
on many factors of the target: the material, the absolute size, the relative size of the 
object to the radar signal’s wavelength, the incident angle and the reflected angle. RCS of 
human is approximately 0.16 m2 (-8 dBsm) while a car can be varying between 10-100m2 
based on the angle of interception. The vehicle body, reflectors, radiator grill and license 
plate give a larger RCS for automobiles in general.   
 
2.6.6 Target Velocity Resolution and Estimation 
Radars measure the velocity of the target and distinguish stationary and moving targets 
by measuring doppler shift in the frequency of the carrier signal. By analyzing the 
detected signal’s frequency change over multiple accumulations, it is possible to identify 
the target’s velocity and direction. Doppler frequency separates the fixed targets from the 
moving targets and helps in assessment of the surroundings.  
 The operating principle is based on the doppler frequency shift of the carrier 
wave due to target’s velocity. If a transmitter radiates a wave towards a closing in target, 
the received wavelength will be shorter and hence the detected signal will show the 
presence of the frequency shift.  
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Figure 8: Doppler Effect Due to Closing In And Moving Away Targets [36] 
The total phase change after the two-way propagation is 
φ =
2π
λRF
 2𝑅 =
4𝜋𝑅
𝜆𝑅𝐹
 
By differentiating this phase with respect to time, we get the angular frequency and the 
doppler frequency due to target’s motion as below: 
𝜔𝑑 =
𝑑𝜑
𝑑𝑡
=
4𝜋𝑣𝑟
𝜆𝑅𝐹
 
𝑓𝑑 =
2𝑣𝑟
𝜆𝑅𝐹
𝑐𝑜𝑠𝜃 
In DMR, to visualize the target’s movement, the resultant data after correlating for every 
range gate is stored and an FFT across N such samples show the frequency of the 
correlation peak and thus the velocity of the target.  
As the correlation is performed over Lc range gates, the resulting FFT spectrum is 
a 2D matrix for length LC and width N. Plotting of the the processed signal power vs each 
of the 2D axis gives the range profile and the velocity profile of the target.  
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2.6.7 Constant False Alarm Rate 
Constant False Alarm Rate (CFAR) is the estimation algorithm used to detect and 
separate radar targets from the noise picked up from the environment. CFAR is used to 
set the threshold of the filtered signal in such a way that the radar receiver maintains a 
constant pre-determined probability of false alarm. There are different techniques to 
implement CFAR - adaptive threshold CFAR, nonparametric CFAR, and nonlinear 
receiver techniques [36]. Among them, Cell-Averaging (CA) CFAR technique is used in 
this model which is common for coherent radar.  
Cell Averaging method uses adjacent cell’s power level to create an adaptive 
threshold value to an optimal level. CA CFAR is based on two important assumptions. 
Firstly, each cell under test (CUT) of the 2D matrix of FFT data contains all the target’s 
power for all the range gates. The choice of the number of guard cells and the reference 
cells on either side determine the fault probability PFA. Secondly, the neighboring cells 
have the same statistical noise power level added due to clutter which is a zero-mean 
independent gaussian noise.  
 
Figure 9: CA CFAR Detection Algorithm [9] 
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As shown in above diagram, the threshold (K0Z) for each cell is dependent on the 
adjacent M/2 cells’ average power.  The average power of the reference cells 
𝑍 =
1
𝑀
∑ 𝑥𝑖
𝑀
𝑖=1
 
With a gaussian noise variance in the cells as 𝛹2, the output power of the 
reference cells, Z, represents a random variable with a probability density function (pdf) 
with 2M degress of freedom. The pdf is  
𝑓(𝑍) =
𝑍
𝑀
2 −1e
−
Z
2Ψ2
2
𝑀
2  𝛹𝑀 𝛤
𝑀
2
 ;  𝑍 > 0 
With CA-CFAR, the probability of False alarm can be derived from conditional 
false alarm probability, which is averaged over all possible values of the threshold in 
order to achieve and unconditional false alarm probability. The conditional probability, 
however, can be written based on the algorithm, when y = VT as, 
𝑃𝐹𝐴(𝑉𝑇 = 𝑦) = 𝑒
−𝑦/2𝛹2   
𝑃𝐹𝐴 =  ∫ 𝑃𝐹𝐴(𝑉𝑇 = 𝑦)𝑓(𝑦)𝑑𝑦
∞
0
 
where f(y) is same as the pdf f(z) without the scaling K0  
𝑓(𝑦) =
𝑦𝑀−1 e
−
y
2K0Ψ2
(2𝐾0𝛹2)𝑀 𝛤(𝑀)
 ; 𝑦 ≥ 0 
Substituting, the value of f(y),  the probabiliy of fault detection is, 
𝑃𝐹𝐴 =
1
(1 + 𝐾0)𝑀
 
In radars, we usually start with a Probability of False Alarm (PFA) spec, and to reach it, 
the scaling factor K0 is now found as  
𝐾0 = 𝑃𝐹𝐴
−1/𝑀
− 1  
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 This approach creates a scaling factor for every cell that is independent of the 
noise power, which is the objective of CFAR processing [9]. 
2.6.8 Multiple Input Multiple Output (MIMO) 
Collocated Multiple input multiple output systems increase the SNR of the system by the 
number of transmitters and receivers that work together as one big system creating 
virtual arrays. As explained in [58], we can create an NTXNRX-element virtual array by 
using only NTX + NRX physical antenna elements. 
 
Figure 10: MIMO Virtual Array [58] 
(a) Illustration of a MIMO radar system with NTX = 3 and NRX = 4;  
(b) corresponding virtual array. 
Due to Virtual Array of antennas, SNR increases as : 
SNRMIMO= SNRSISONTXNRX 
NV =  NTXNRX 
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The ability of automotive radar systems to work in cascade is further enhanced as 
the codes of DMR can be aligned across multiple antennas and receivers of multiple 
radars.  
Vito et al [16], describe the two different approaches for MIMO PMCW radars 
where as Oscar [18] proposes a third hybrid approach as well. In summary three 
different methods of MIMO is possible for DMR. They are : 
– Sequence Engineering MIMO,  
– Outer Code MIMO and 
– Range Domain MIMO 
Sequence engineering MIMO requires orthogonal sequences among different 
transmitters, it is possible to transmit and receive selectively from each antenna at each 
receiving antenna. But this approach creates a large sidelobe to the cross-correlation 
receiver and thus results in poor performance.  
Outer code MIMO transmits the same sequence on all the transmitters after 
applying a zero cross-correlation transform to the sequences. A very popular transform is 
the Walsh-Hadamard transform. By transforming the sequence to every transmitter, 
each receiving antenna correlates the transmit sequence with NTX sequence length. This 
produces NTX number of correlation peaks. Thus, this method effectively increases the 
SNR of the system.  
For instance, if NTX = 4, a 4x4 Hadamard matrix is applied to the sequence S of 
length LC. Pictorially, this is clearly represented in [18]. 
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Figure 11: Hadamard Transform for Outer Code MIMO [18] 
 
 
Figure 12:  Outer Code MIMO Processing per Receiving Antenna [18] 
 
Both approaches above produce strong correlation sidelobes that affect the radar 
performance. A hybrid approach is used with modification to the sequence length and 
using a zero-correlation transform, creating a Range Domain MIMO as in [18]. This 
method uses the same code on all the transmitters of initial length Lc required for the 
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range and range resolution specification extended by the number of the transmitter 
array.  
𝑆𝑅𝐷 = 𝐿𝑐  𝑁𝑇𝑋 
The orthogonality is introduced by using a Hadamard-Walsh transform of the 
extended sequence and by delaying the sequence that each transmitter transmits. The 
delay introduced in each transmitter is  
𝑆𝑅𝐷𝑑𝑒𝑙𝑎𝑦 =
𝐿𝑐
𝑁𝑇𝑋
 
 
Figure 13: Range Domain MIMO [18] 
 
Figure 14: Range Domain MIMO Processing per Receiving Antenna [18] 
 
2.6.9 Direction of Arrival 
To detect an object in a 3D space, it is required to detect the range, the angle of 
elevation and the angle of azimuth. In an automotive application, it is required to detect 
the angle of azimuth as the elevation is usually not required. Direction of Arrival 
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detection is only possible with a MIMO system as the relative phase delay between 
adjacent virtual antennas now present a method to detect the signal.  
So, for a typical MIMO radar data processing, the data consists of Range matrix 
(correlator output) for every range gate (1 to LC), Doppler matrix (FFT output N) and the 
phase of the doppler matrix (angle of the target) per virtual antenna. Since each of this 
value exists for every range gate for DMR, the resulting matrices are arranged to form 
the radar data cube.  
 
Figure 15: MIMO Radar Data Cube [18] 
Beamforming of antennas can be done electronically using Phased Array 
antennas. In DMR, this is achieved by digital beamforming instead of the complicated 
analog/RF circuitry in FMCW radars. This digital beamforming in DMR is implemented 
in the system in transmitter and reverse in the receiver [18]. The delayed signal 
sequences in the MIMO transmitters can be visualized as the beamforming from the 
transmitter side. In the receiver, however, the signals coming in from the wanted 
direction are allowed and the other signals are attenuated. Implementation of this 
system is discussed in Section 3.7.6. 
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CHAPTER 3 
SYSTEM MODEL OF DMR USING SIMULINK & MATLAB 
In this chapter, the specific implementation of PMCW radar techniques using 
Matlab/Simulink for DMR is detailed. The architecture presented in [16],[17] detail the 
different modules in the transceiver for DMR. The approach in this work is to create a 
generic model that can be used for all three different radar types. So, the model is built 
for the widest bandwidth possible. The transmit and the receive RF sections may vary for 
the LRR due to higher power level requirements, but the baseband section is the same 
for all variants. The transceiver’s architecture is similar to a digital communication 
system. The main difference, however, is the common LO used in the TX and RX mixer. 
By this alignment, there is coherent down conversion in the receiver and thus LO phase 
noise can be ignored [17].  
Since the chosen modulation method is BPSK due to its higher noise tolerance 
than QPSK, there are many attempts to use higher modulation schemes [57]. There are 
attempts to use BFSK modulation schemes for Radar as well. 
The model for DMR is represented in three forms: 
a. Simulink based Complex passband model 
b. Simulink based Equivalent baseband model 
c. Matlab model  
3.1 System Parameters 
As radars can be used for different end uses LRR, MRR, SRR (Table 1) their parameters 
are changed according. Each type of DMR has a specific bandwidth and sequence length 
based on the requirement. The challenging case is the use of widest bandwidth for the 
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lowest return power level. SRR requires the maximum bandwidth and deals with very 
low RCS and therefore, very low power levels.  
 
   Parameter Symbol Value 
Carrier Frequency fRF 79 GHz 
Maximum Bandwidth Br 4 GHz 
Chip Rate fC 2 GHz 
Range resolution Rres 75 mm 
Max Range Rmax 37.5 m 
Velocity resolution Vres 0.25 m/s 
Max Velocity Vmax 12.86 m/s 
Table 2: System Specifications for a Typical DMR based SRR  
To achieve the above specifications using DMR, a few parameters of the DMR should be 
calculated. Since DMR is built to be configurable, the choice of the parameters is 
important as many are interdependent. 
 For a single antenna TX-RX pair, the received power can be expressed using the 
Radar equation as: 
PRX=
PTXGTXGRXλ
2
σ
(4π)3R4LTXLRX
 
Taking the thermal noise addition due to antenna and the system into account, the 
signal-to-noise ratio for a SISO system is represented as: 
SNRSISO=
PTXGTXGRXλ
2
σ
(4π)3R4LTXLRX (kBT0BnNFRX)
 
  where, PTX is the transmitter power  
   GTX, GRX is the isotropic gain of TX, RX antennas, 
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   σ is the RCS of the target, 
   LTX, LRX is the insertion loss of antenna in TX, RX sections, 
   R is the range of the target, 
   kBT0Bn is the thermal noise allowed into the system, 
   NFRX is the input referred Noise figure of the receiver 
To estimate the SNR for a particular scenario, let us key in system power and calculate 
the equation above. PTX of a single transmitter is limited to 10 dBm peak power (for 
SRR) [16], with a RX System input referred noise figure of 10 dB for a RCS of -8 dBsm is 
below: 
Transmit power Ptx 10 dBm 
TX antenna gain Gtx, 3 dBi 
RX antenna gain Grx 3 dBi 
Target RCS σ -8 dBsm 
Path loss λ
2
(4π)3R4
 
-141 dB 
Insertion Losses  Ltx,Lrx -6 dB 
Receiver power Prx -139 dBm 
Receiver thermal noise with a Bn of 2.22 GHz kBT0Bn -80 dBm 
Receiver Noise figure NFRX 10 dB 
SNR at RX input  -58 dB 
SNR at ADC input SNRSISO -68 dB 
Required post process gain for SNRmin 𝐺𝑃𝑜𝑠𝑡𝑃𝑟 78 dB 
Table 3: System Link budget calculation showing required post processing gain 
[17] 
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The power gain in the RX chain is set at 30 dB as there is a strong reflection of the 
transmitted signal to the from the bumper of the car. To add to the complexity, the TX 
antenna’s spillover to RX antenna can be as high as -30 dBm (considering 40 dB 
isolation between TX-RX antennas) and having higher gain in RX amplification can 
saturate ADC outputs.  
  The noise power at the input of the ADC is therefore,  
N_ADC_in = kBT0Bn+ NFRX + GRX =  −80 + 10 + 30 =  −40 dBm 
Considering the input signal power of ADC to be 0 dBm (Full scale of the ADC), the noise 
floor of the ADC output (considering only quantization noise) is therefore,  
N_ADC_Q = 0 dBm – (6.02N_b + 1.76)  
Theoretically, if the quantization noise of the ADC is below the thermal noise of the 
system, then due to the random nature of the noise, the signal will be recovered from the 
noise floor in postprocessing. As Thillo et al conclude in [7] theoretically, an ENOB of 4 
is all that is required of ADC. The main idea of DMR ADC is to have the quantization 
noise generated to be lower than the random noise power. The random noise quantized 
by the ADC will average out to zero and the postprocessing operations will improve the 
signal power greatly over the noise.  
DMR’s target signal can be recovered only with the post processing. To achieve the 
required post process gain, DMR uses correlation, accumulation of correlated outputs 
and N point FFT. The post processing begins with the ADC data correlated with the 
delayed versions of the transmit sequence, accumulation of correlator outputs for 
different range gates and performing an N point FFT on the accumulated results. The 
gain due to backend digital signal processing is thus,  
𝐺𝑃𝑜𝑠𝑡𝑃𝑟 = 10𝐿𝑂𝐺10(𝐿𝑐𝑀𝑁) 
 In addition to this, MIMO operation increases the SNR by  
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SNRMIMO= 10𝑙𝑜𝑔10(SNRSISONTXNRX) 
 Implementation of Transceiver architecture to understand parts of the 
transceiver is done in Simulink and emulating the postprocessing of the model is 
performed in Matlab.   
3.2 DMR System Parameters 
Now, as discussed in the previous section, the sequence length LC is available only for 
certain finite length for any PN code sequence, a choice is usually made to suit a code 
family for the scenario requirement. 
For the system specifications presented in Table 2, based on the range resolution 
and doppler resolution requirements, the other important values are calculated. 
The main limiting factor of DMR is the SNR_RX which is the noise power allowed 
into the system. Considering only the thermal noise, the noise equivalent bandwidth  
Dwell time (Td) is the measure of time taken to collect reflections off targets and 
perform all the involved backend processing for a scenario and provide an SNRsys of 9 
dB and better.  
𝑇𝑑 =  𝑇𝑐  𝐿𝑐  𝑀 𝑁 
Tc – Time period per chip 
Lc – Length of the sequence 
M – Number of accumulations 
N – Number of FFT points 
 
Typically, dwell time is calculated based on the SNRsys required from the processing 
gain (LcMN). Weaker target reflections from far ranges need more accumulation and the 
dwell time cannot be so long that the driver does not have enough reaction time for 
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corrective action. The maximum dwell time is limited to 10 ms as it is a good time to 
estimate the targets and present it to the autonomous driving system/driver.  
 Another interdependency is between the range resolution and the chip rate. The 
finer the range resolution the faster is the chip rate as they are related as  
f
C
=
2𝑅𝑟𝑒𝑠
𝐶0
 
Since the maximum bandwidth available for SRR & MRR is 4 GHz (77-81 GHz), the 
maximum chip rate is limited to 2GHz. This translates roughly to a range resolution of 
75 mm with 79 GHz carrier wave.  
𝑅𝑟𝑒𝑠 =
𝐶0
2𝑓𝐶
= 0.075 𝑚 
 Thus, the highest resolution possible is roughly 3 inches. DMR can resolve 
objects separated with a distance of 75 mm from each other if the postprocessing gain 
achieves a SNR of 10 dB or greater for the received echo. Notice, by Radar equation 
shown in Section 2.2.1, the received signal power is also a function of the target RCS. 
 The maximum range that can be measured is derived from the Rres which sets the 
fC as  
Rmax  =
C0
 2 PRF
 
𝑃𝑅𝐹 =
𝑓𝐶
𝐿𝐶
 
Pulse repetition frequency inverse of the time taken to transmit LC pulses by the 
transmitter at chip rate fC. The maximum range that can be sensed will be the number of 
range gates that can correlate the entire sequence, which is LC. 
 The above formula only holds for M-sequences. For APAS however, the LCactual = 
LCcalc/2 as discussed in Section 3.2.2. This might present APAS sequences as inefficient 
sequence as half the power is wasted compared to m-sequence. A relatively new code 
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sequence discussed for PMCW radars is the Zero-Correlation-Zone(ZCZ) which is not 
included in this work. ZCZ sequences have even better correlation properties, but 
available only at very select lengths and usable range is very limited.  
 To continue the dwell time calculation, the next part is to identify the number of 
FFT points needed. For each range gate, every LC width of samples is correlated with the 
transmit sequence. The resulting values of correlated output(1 value) is accumulated 
over M times is stored as the first sample. This operation is repeated for N times to fill a 
row vector of  1 … N. Theoretically, for a LC length sequence, the maximum number of 
range gates is LC.  
 The necessity of FFT operation is to identify the target’s velocity changes. A 
stationary target would produce only a peak at a particular range gate. When the target is 
moving, however, the correlation peak moves among several range gates. By identifying 
this, we can estimate the velocity and direction of the target.  
 So, the velocity resolution of the target determines the FFT resolution required 
and therefore the number of FFT points N.    
𝑣𝑟𝑒𝑠 =
𝜆𝑐𝑎𝑟𝑟𝑖𝑒𝑟
2 𝑇𝑑
= 0.19 𝑚/𝑠 
For a dwell time of 10 ms, the range resolution is 0.19 m/s. The maximum velocity that 
can be seen by DMR will then be the target moving from one range gate to the other 
within the dwell time.  
𝑣𝑚𝑎𝑥 =
𝑅𝑟𝑒𝑠
𝑇𝑑
= 7.5 𝑚/𝑠 
 The ideal number of FFT points to detect the doppler frequency between these 
two velocity limits are given by  
𝑁 = 2
𝑐𝑒𝑖𝑙([𝐿𝑂𝐺2(
2 𝑣𝑚𝑎𝑥
𝑣𝑟𝑒𝑠
)])
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Based on the calculated required FFT points N, the value of number of 
correlation accumulations M are calculated for assumed dwell time of 10 ms.  
For SISO, the rate of correlator output falls by a factor of 1/Lc and the output of 
the accumulator falls by 1/LcM. Hence, for SISO, at the end of FFT operation we are left 
with a 2D radar data cube that represents the target amplitude and velocity of size Lc x 
N. By setting a threshold for detection across the array using CFAR’s Cell Averaging 
method, presence of targets among the clutter is uncovered.  
Finally, based on the available values of the Lc, M and N, the new values of Rres, 
Rmax, vres, vmax are recalculated and fed back to the signal processing back end.   
3.3 DMR Waveform Design 
The choice of codes for phase modulating the carrier determine the performance of 
the DMR. Ideally, the codes are expected to have the same statistical characteristics as 
noise, perfect autocorrelation characteristics and perfect cross-correlation characteristics 
and available for all possible LC values.  
Perfect autocorrelation of sequences is required to match the transmitted sequence 
and the received signal thereby producing a peak indicating the delay. The rest of the 
range gates produce a cross correlation value below the Welch bound for the sequence. 
This ensures that the autocorrelation sidelobes do not disturb the peak correlation value 
to make the target to appear in more than one place.  
Perfect cross-correlation of the sequences are required to ensure that the 
sequences used by one DMR does not produce a peak in the other DMR operating on 
different code that may or may not be of the same length.  
    No binary sequence can achieve perfect autocorrelation and cross correlation 
values [8]. Of the available pseudo random code sequences, this DMR model uses M-
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sequences and Almost Perfect Auto-correlation sequences (APAS). A sequence known 
Zero-Correlation-Zone sequence (ZCZ) is attractive for PMCW MIMO radars [40] but 
not discussed here. Since DMR sequences are periodically transmitted, correlation of the 
transmit and receive signals can be implemented using circular correlation. 
3.3.1 M-sequence 
M-sequence is a binary sequence often known as pseudo-random noise 
sequences (PN)[3] that is generated using a linear feedback shift register configuration. 
The length of the sequence LC = 2n – 1, where n is the number of stages. The different 
feedback configuration and length of the shift register results is a unique generator 
polynomial.  A generator polynomial describes the feedback loop and characterizes the 
sequence. The sequences have a good autocorrelation property, but they produce 
significant sidelobes. For weak reflections, the sidelobes powers can corrupt the cross-
correlation results. 
 
Figure 10: Galois Linear Feedback Shift register (LFSR) [40] 
The periodic autocorrelation function (PACF) is a two valued function which 
returns the in-phase and the out-of-phase values for correlating a sequence to its delayed 
version. The in-phase PACF for M-sequence is Lc-1 while the out-of-phase value is -1. 
This cross-correlation characteristic makes M-sequence usable only for certain lengths. 
These are called as preferred m-sequences [40]. Non-preferred m-sequences have poor 
cross-correlation behavior.  
  35 
In this work, preferred M-sequences of order(n) from 2 to 12 are used.  
3.3.2 APAS 
Almost perfect autocorrelation sequences were introduced in 1992 by 
Wolfmann[30] and recommended for PMCW radars by Thillo et al  [31]. These sequences 
have good periodic autocorrelation property and have amplitude peak of LC for a length 
of LC. It produces zero out-of-phase for all lags except for +/- LC/2, therefore making it 
useful for LC/2 -1 range only. The sequence length has to be a multiple of 4 and LC/2-1 
must be a prime power.  
 
Figure 17: Periodic Correlation Functions of APAS [40] 
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3.3.3 Signal Shaping Network 
A direct binary phase modulation using rectangular pulses at chip rate(1/fC) 
produces a main lobe bandwidth of 2*fC as discussed in the Section 3.2. But this 
modulation also produces strong sidelobes [29]. The sidelobes’ power level clearly 
violates the FCC/ETSI mask for automotive radars [25]. To stay within spectrum mask 
limits communication transmitters, use many techniques to suppress the harmonics of 
the baseband signals thereby reducing the sidelobes [27],[28]. One of the most widely 
used technique is to filter the BPSK signals to reduce the high order harmonics.   
As used in [16], this model attempts to reject the 3rd order harmonics and 
attenuates higher order harmonics. This shaped baseband BPSK signal is used as the 
modulating signal for the DMR. 
3.4 Transceiver Architecture in Simulink 
As PMCW radars have a very wide signal bandwidth, Direct conversion 
architecture are favored. The direct conversion receivers eliminate the requirements of 
IF processing but introduce second-order problems. The main problems with Direct 
Conversion receivers are LO radiation and leakage from RF port to LO’s VCO.  
The chip rate f
C
  is usually a derived of the system’s main clock. This clock is also 
multiplied to produce the system’s carrier clock to reduce the LO radiation. Leakage 
from RF port to LO can be reduced using a multiplier VCO to produce LO. This Direct 
conversion transceiver model is implemented with programmable non-linearities at the 
LO. To solve above two problems of Direct conversion receiver, the system is assumed to 
use a Sub Harmonic Injection Locked Oscillator (SH-ILO) as in [16]. The impedances 
and Noise figure of the entire chain are estimated using hand calculations and verified 
with RF Budget Analyzer in Simulink.  
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The transceiver’s model is built using Simulink platform as it provides an intuitive 
interface to build and simulate the model. Specific to radar, the platform also supports 
standard mathematical models for free space channel attenuation, stationary and 
moving radar targets, processing signals in the MATLAB and RF domain and ability to 
integrate custom MATLAB functions.  
Simulink can perform transient simulations that provide a good understanding of 
the interconnection between modules and provides the ability to explore different 
architectures. The aim of the thesis is to understand the requirements of individual block 
specifications of DMR and the programmability of the Simulink model enables this. 
 The model represents an initial idea of the system with multiple targets, 
waveform design and spectrum of the transmitted waveform. The model includes a 
sequence selection script that invokes the Simulink model with appropriate sequence 
length for the target specifications. The sequence is repeated for the entire dwell time 
calculated for the specifications. The model thus includes a triggered sequence 
generator, waveform design to meet the spectrum mask, RF up conversion, Free space 
channel, target(s), RF signal and noise reception with non-idealities, RF quadrature 
down conversion and Digital conversion of the received signal. The In phase (I) and 
Quadrature(Q) down conversion are necessary as there exists a random phase reflected 
off the target based on its position and velocity. A complex baseband signal is evidently 
more useful in the detection of the target’s distance and velocity even in FMCW radars 
[13][14].  
The system is also required to be comply the FCC/ETSI regulations for the 
automotive radar to operate in the allocated 76-81 GHz. The baseband envelope of APAS 
and M-sequences are shown as below. Clearly, the sidelobe power levels exceed the 
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regulatory specifications. A method to reduce the sidelobes is presented in [16]. There 
are many methods in literature to reduce the sidelobes of BPSK signal.  
To be able to sample the ADC at the same frequency as of the chip rate is optimal 
in DMR, as the interest is more on the levels of the received signal rather than the shape. 
In FMCW radars, the received waveform’s shape determines the doppler and the range 
resolution. Hence, FMCW radars employ sigma delta ADCs to accurately reproduce the 
beat frequency waveforms in discrete domain. 
 Unlike high speed communication links, DMR uses BPSK signals that are the 
least affected due to random noise as their constellations are at the maximum farthest. 
During every stage of signal processing, the signal adds up coherently while the noise 
voltage adds in a random uncorrelated manner. This difference between signal and noise 
summing power over each post processing operation (correlation, integration and FFT) 
improves and the signal is recovered from the noise floor.   
 Guermandi et al[17] claim that though the RF mainlobe bandwidth of the 
system with a chip rate of 2 GHz due to the digital modulation, is 4 GHz. The authors 
claim that this spectrum can be digitized by an ADC sampling at 2 GHz as we are 
interested in the signal levels and not on its shape as in FMCW IF. This has been 
accomplished by aligning the sampling clock to the fall exactly at the middle of the 
received chip sequence. While this may appear to be a sub-sampling approach, the 
requirement for this receiver is to detect the levels only as the doppler and MIMO 
processing is performed after the correlation.  
The idea of aligning the ADC sampling to the middle of the received sequence 
may produce the highest SNR only if the target is exactly in one of the range gates. Since 
the system also uses Complex sampling, the detection will still happen albeit at differing 
power levels based on the position. Since automotive radars are based on the assumption 
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that either the target or the radar is under constant motion, location of the targets will 
fall into the range gates thus ensuring a higher SNR in one of the many frames per dwell 
time. 
To align the sampling edges in simulink, blocks triggered with clock edges have 
been used. It is assumed that the clock of the sequence generator is a divided down 
version of the system PLL clock. The LO is a multiplied version of the main clock and 
shared between transmitter and receiver. The target is also placed at random distances 
from the radar for the simulation of all scenarios and not necessarily an integer multiple 
of the range gate. A rising edge triggered sequence generator and falling edge triggered 
ADC sampling is used to align the sampling edge to the middle of the received sequence. 
3.5 Model for ADC 
The main objective of this work is to determine the sampling frequency and the 
ENOB of the ADC required to make the system work with non-idealities – finite IP3, 
jitter in clock, I/II order filter for down conversion filter, Nonlinear power amplification 
in the transmitter etc. 
Though, Guermandi et al [17] use 7 bits in their work and though, theoretically, 
Thillo et al [27] conclude that 4-bit ADC should be enough, this work seeks to find that it 
is rather necessary to have higher number of bits. Since the number of ADC bits 
determine the bit width of all subsequent stages, care must be taken to not allocate more 
bits than necessary. The ADC and the correlators (matched filter for each range gate) 
along with the sequence generator run at fC (the highest frequency in the baseband), so 
care must be taken in deciding this.  
 The ADC’s ENOB should also enough accurate to represent the noise power in the 
system, which can be filtered with correlation and accumulation. 
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As the signal bandwidth can be as high as 4 GHz and a 2 Gsps ADC is required 
with low latency, there are many choices for high speed ADCs. Among Time Interleaved 
SAR ADC, Folding and Interpolating ADC and VCO based ADC, pipelined cyclic ADC is 
chosen for its low latency and accuracy and flexible sampling rate [32]. 
3.5.1 Architecture of Cyclic Pipelined ADC 
A block diagram representation of cyclic ADC is shown as below 
 
Figure 18: Cyclic Pipelined ADC block diagram [61] 
The cyclic RSD ADC operates by sampling the input periodically at a clock timing 
controlled by a timing control. After sampling the input, the ADC converts the analog 
voltage into its digital equivalent over multiple stages and clocks. Each stage consists of a 
Redundant Signed Digit (RSD) ADC stage working on one of the two phases of the ADC 
clock. The digital equivalent of the analog residue signal from each stage is then delayed 
and aligned arithmetic sum of all the digital conversions. For an ADC of N bit accuracy, 
the cyclic ADC uses only N/2 stages, if the input sample is fed to the first stage on one 
phase of the clock and the residue of the last stage is fed on the other phase. Each RSD 
stage can be designed to process the signal within a half clock period by using switched 
capacitor networks for comparators and residue amplifiers [33].     
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Pipelined ADCs can be explained by considering a two-step Flash ADC to convert an 
input signal in place of one step Flash ADC using 2N-1 comparators. By doing so, each 
Flash ADCs use nearly half comparators instead of using one flash ADC of 2N 
comparators. The first ADC is usually known as the coarse ADC and the second as fine 
ADC. 
 
Figure 19: A Two-step Flash ADC architecture [61] 
The problem, however, in such an arrangement, to use lesser comparators  we 
ended up with the requirement of additional circuitry. The coarse ADC outputs are 
converted back to analog using a DAC. This DAC is expected to have a lower quantization 
error to reconvert the coarse ADC output and recommended to be at least twice linear 
than the coarse ADC bits M to represent the analog signal accurately. The resulting 
signal is amplified to bring out a residue voltage. This residue which is converted to by 
the fine ADC to K bits. The outputs of both ADCs are the weighted sum of both ADC 
outputs. 
Pipelined ADCs are an extension of the of two-step flash ADC idea of using just 
single bit ADCs. They operate by comparing the input against reference voltage and a 
residue voltage is generated which is a sum of input voltage amplified twice and an 
additional +/-Vref based on the comparison. This residue voltage is fed to next stage and 
the cycle repeats for N stages. The Vref levels and the number of stages considering the 
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Full-scale reading FSR of the ADC and the number of stages. The last stage of pipelined 
ADC is usually a flash ADC to save one clock phase latency [33].  
 
Figure 20: 1 Bit Stage for pipelined ADC [61] 
This 1-bit pipelined stage suffers from comparator’s non-idealities and the 
amplifier’s finite bandwidth which affects the transient settling behavior. Comparator 
offset produces out-of-range residue voltages and can result in missing and/or 
redundant codes. Finite offset of the amplifier can result in missing codes due to loop 
offset. To mitigate this problem, a redundant signed digit is added by introducing two 
level comparison to generate the residues. The comparison limits are changed to include 
three levels, -Vref to vl quantized as bits 00, vl to vh to bits 01 and, vh to +Vref to bits 11. 
The input is multiplied twice and added Vref, 0, or -Vref accordingly.  
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Figure 21: 1.5-bit RSD Stage for Pipelined ADC  
Modifying the threshold levels gives the advantage to deal with amplifier’s finite 
bandwidth, offset and comparator’s offsets in avoiding creating out-of-range residue 
voltages for the subsequent stages. The ENOB due to three decision levels is now 
ENOB1.5bit = log23 = 1.58, hence known as 1.5bit RSD stage.   
 
Figure 22: Advantages of Redundant Signed Bit stages [61] 
A flowchart representation of a single 1.5bit RSD stage is shown as below. 
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Figure 23: Flowchart of 1.5 Bit RSD Stage Operation [61] 
The bit pairs of each RSD stage are added positionally with an overlap[33] to 
create the final word of the RSD stage. A simplified single-ended 1.5bit RSD stage is 
shown below using switched capacitor circuits, opamp, comparators and digital logic. 
Actual designs use a differential version  
 
Figure 24: Simplified schematic of 1.5-bit RSD Stage  
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) 
 The RSD stage’s accuracy is still dependent on few more parameters due to this 
architecture. The matching between capacitors C1 and C2 and the Gain of the amplifier 
(Av) determines the accuracy of the residue. 
𝑣𝑟𝑒𝑠𝑖𝑑𝑢𝑒
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where,  𝐺𝑣𝑖𝑛 = (1 +
𝐶1
𝐶2
) 
𝐺𝑣𝑟 =
𝐶1
𝐶2
 
𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘 𝑓𝑎𝑐𝑡𝑜𝑟 𝛽 =
𝐶1
𝐶1 + 𝐶2 + 𝐶𝑝𝑥
 
The mismatch between the capacitors due to layout extracted values can be used to 
calculate the performance of the ADC.  
 The use of MOS devices as switches adds thermal noise power that gets sampled 
onto the capacitors. This noise power affects the voltage accuracy and the resistance 
value affects the voltage settling accuracy of the RSD stage. The generic equations for 
minimum amplifier Gain and the unity gain bandwidth are: 
𝐴𝑣 =  
2𝑁
𝛼
(
1
𝛽
) 
𝑈𝐺𝐵𝑊 ≥  −
𝑙𝑜𝑔𝑒 [
𝛼
2𝑁
]
2𝜋𝑡
(
1
𝛽
) 
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where,  𝐴𝑣  - minimum required DC Gain of each stage, 
              𝑁   - Number of Bits yet to be resolved in the subsequent stages, 
             α    - Required Stage accuracy in fractions of an LSB (eg: 1.0, 0.5, 0.25, 0.125), 
              β    - the Feedback factor, 
     𝑈𝐺𝐵𝑊  - Unity Gain Bandwidth, 
               t     - Time available for settling (Generally, half the clock period). 
The equation for calculating switch resistance for each stage is given as 
𝑅𝑜𝑛 =  
−𝑡
𝑙𝑜𝑔𝑒(𝛼 𝐿𝑆𝐵) 𝐶
 
where,  𝑅𝑜𝑛  - On resistance of the Switch, 
                t     - Time available for settling (Generally, half the clock period), 
                α    - Required Stage accuracy in fractions of an LSB (eg: 1.0, 0.5, 0.25, 0.125), 
                LSB   - Resolution of the ADC, 
               C    - Capacitance in series with the switch. 
 As we proceed in the stages, the resolution of the ADC reduces and allows to use 
MOS switches with higher Ron without sacrificing accuracy.  
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Figure 25: Cyclic Pipelined ADC [61] 
The conversion happens as follows  
1. At the first clock edge of the timing control, the input is sampled on to the 
Sample and Hold Amplifier (SHA) and fed to stage 1. 
2. In the next clock phase within the same clock period, stage one receives the 
stage N/2’s residue and propagates the residue to 1.5bit conversion stages for 
another N/2 stages taking N/4 clock period 
3. This method produces the output for the input with a latency of N/2 cycles of 
TC. (RSD stages are clocked at TC/2 and it takes N/2 cycles to propagate N 
stages) 
4.  The digital alignment and error correction logic for all the N stages add up as 
below. Each addition is realized with a full adder. 
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5. An N stage pipelined ADC would require the same power and the time for a 
cycle to convert the input, but the cyclic ADC wins as it employs only N/2 
stages and takes half the area needed on the chip.  
6. Without much changes to the digital alignment and synchronization, cyclic 
RSD ADCs can be extended easily to in even number of ADC Nbits.  
3.5.2 Matlab Model for Cyclic Pipelined ADC 
A standalone model for this type of cyclic ADC has been developed by NXP and has 
several non-idealities included. Matlab models execute faster and can produce the same 
characteristics of the ADC modeled using Simulink [34],[35]. The non-idealities of the 
ADC are programmed into the model are capacitance mismatch, common model voltage 
offset and Finite op-amp open loop gain. The model is also modified such that it can 
work with an array input when used with the standalone matlab model. 
This custom matlab model is integrated to the DMR’s Simulink model as a 
triggered subsystem. The clock is derived from the RF section’s LO clock signal. To 
complete the ADC’s non-linearity, a random jitter model is implemented in Simulink 
based on [35] with finite rise and fall times of the clock signal.  
B11 B12         
 B21 B22        
  B31 B32       
   B41 B42      
    … …  …   
     …  …   
       …   
       …   
       B(N-1)1 B(N-1)2 
              BN1 BN2 
BitN BitN-1 BitN-2         Bit1 Bit0 
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3.6 Simulink Model for DMR transceiver 
The transceiver model is built with modules described so far in this chapter. High 
frequency RF modules are modeled using RF blockset toolbox. The RF blockset models 
can simulate the high frequency components with non-idealities faster and in a memory 
efficient way. The toolbox also includes all the basic components needed for building the 
system. There are two effective ways of simulating the system with a RF blockset 
transceiver – passband model and equivalent baseband. Transferring from and two 
between Simulink environment signals to RF blockset uses simRF’s inport and outport.  
 
 
 
Figure 26: Block diagram of Proposed DMR model 
3.6.1 Passband Model 
The passband model simulation of the transceiver takes the model through all the 
possible time steps required for the system. As expected, this is the slowest form of the 
model to simulate. These models help understand the system thoroughly. Many points at 
the system can be probed. For instance, the spectrum of the transmission, the behavior 
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of the LNA with a noise figure and finite IP2/IP3 and the power gain of the entire 
cascade.  
The filtered BPSK baseband signal is modulated on a real carrier and transmitted 
to the free space after power amplification. The simulation shows the lowered sidelobe 
power levels that fit the spectrum mask requirements. The radar target models and the 
free space channels are derived from the Phased Array Toolbox which is also an industry 
standard for radar simulations. The passband model is built as below: 
Baseband modeling:  
 
Figure 27: Baseband Section of DMR Simulink Model 
The timing of the sequence generator and the ADC sampling is aligned to a global 
clock. The sampling frequency of the ADC is higher to accommodate the cyclic ADC. A 
Clock select switch arrangement is present in the model to modify the ADC sampling if 
other architectures are chosen. The sequence generator can use M-sequences or APAS 
based on a programmable variable before the start of the simulation. The length, and the 
characterizing polynomial of the sequence can be programmed as well. The model can be 
extended to include newer high correlation sequences that are in active research such as 
Zero Correlation Zone sequences etc., A simple I order pulse shaping network is 
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implemented as discussed in [16]. Loopback paths are present to characterize ADC based 
on sequence or external inputs.  
The custom matlab ADC model is included with a programmable ENOB and non-
idealities working on the falling edge sample of the input. The ADC sum represents the 
complex ADC data that is dumped to the simulation workspace for postprocessing.  
RF Modelling: 
The filtered baseband sequence is converted to RF domain using Simulink-RF 
sensors. The sensors convert the sequence as ideal voltage or power signals with 
impedances. The RF blockset includes the Thermal Noise, non-idealities of Amplifiers, 
Mixers and Summing junctions. Impedances of the transceiver chain is matched to 50 
ohms.  
 
Figure 28: Simulink model of DMR TX using RF Blockset 
Similar approach of modeling is followed for the receiver side of the model. Since DMR 
requires the down conversion with the same LO as the transmitter, an interface port is 
present on both blocks to share the LO signal.  
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Figure 29: Simulink model of DMR RX using RF Blockset 
The outputs of TX block are converted to Simulink datatype and measured for the 
signal spectrum and bandwidth requirements set for Automotive Radars by the 
American and European standards committee. The separate models are all now hooked 
up together to realize the complete system.  
The complete model is shown in Figure: . The model uses the Simulink’s Phased 
Array toolbox to model the Free space channel. As the reader would notice, there is only 
one instance of Free space channel and no Free space after the target. Mathworks 
recommends using one instance of Free space channel with two way propagation model 
for accurate modelling of time delay and attenuation incurred on the transmit signal. 
Multiple scopes and Spectrum Analyzers can be added to the model to visualize the 
nature of the signals in section of the model. Compared to real number modeling of such 
a system in Hardware Description Languages(HDL) such as System Verilog or Verilog 
AMS or VHDL is technically possible, but these models may not be fast to execute as 
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Simulink. Moreover, Simulink has the advantage of industry standard models and 
toolboxes in its arsenal.  
The simulation of the model starts with the dwell time and the chip rate 
calculations. The sequences are generated and stored as mat file which are shifted out for 
every clock. The ADC outputs are saved to database which are postprocessed using 
Matlab. 
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Figure 30: Simulink Model for DMR Transceiver 
  55 
3.6.2 Equivalent Baseband Model 
Though the passband model is useful, DMR requires long transmission of 
sequences – for a total of (Tc.Lc.M.N) samples of ADC data for a dwell time of 10 
milliseconds. Such long sequences are not time efficient with passband models as the 
minimum time step of the model is governed by the Maximum sampling frequency of the 
RF carrier clock model. This is usually 5-10 times the carrier frequency and the time step 
are extremely small.  
SimRF blocks also support an equivalent baseband approach for simulating RF 
systems quicker. Equivalent baseband simulations capture the non-linear RF module’s 
effect on the baseband signal and simulate at the sampling rate required for the 
baseband models. The RF blockset blocks and the Free space channel comply with this 
scheme and are very fast to run simulations for the entire dwell time. The Equivalent 
Baseband models use the same model with a different RF configuration for the TX and 
RX models. 
3.7 Matlab Model for PMCW transceiver 
Although equivalent passband model of DMR built in Simulink can simulate faster, 
it still is not fast enough to simulate an entire frame of dwell time. Moreover, DMR needs 
MIMO to improve SNR and with Range domain MIMO, the number of samples is 
increased. Moreover, matlab processes data as multi-dimensional arrays in parallel. To 
quicken the system model simulation, a matlab model of DMR is also built to simulate 
the entire system including the signal processing using an equivalent baseband modeling 
approach. An initial model for the system was available with NXP and changes to this 
matlab model were based on the Simulink models built so far. 
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The matlab model includes a sub-modules of waveform generation, transmission, 
signal attenuation and phase shift based on the target’s position and velocity, reception 
with a finite noise figure in the receiver, and with the same cyclic pipelined ADC to 
convert it to the discrete level representation. The digital data is then processed using the 
correlator, accumulator, FFT to recover the radar target position and velocity. The 
model’s modeling approach are detailed in the following sub sections. 
3.7.1 Transmitter Model 
The matlab model for the transmitter consists of overlapping sequence of length 
LC contiguously required for the dwell time(M.N). For every target, the radar range 
equation is used to estimate the power received at the receiver. The time delay due to 
reflection off a target at a finite distance is modeled by inserting zeros to the signal 
vector. After the power reduction due to target, a phase change is also modeled based on 
the wavelength of the carrier and the distance, and the signals are now represented by 
complex numbers to show the magnitude and phase present at the receiving antenna’s 
end. 
3.7.2 Receiver Front End 
The receiver is modeled as one amplifier stage with an input referred system 
noise figure. For now, only the thermal noise added by the receiver over its noise 
equivalent bandwidth is considered. The baseband signal is fed to the same cyclic RSD 
ADC model as used in the Simulink models. The output complex discretized data of the 
In-phase and Quadrature ADCs are now ready for signal processing.  
3.7.3 Signal Processing  
Signal processing of radar begins with the matched filtering of the received 
signal. In DMR, this is accomplished with a correlator. Multiple methods of correlation 
are in practice – Logic gates, FFT or circular correlator. Though [17] suggests a simple 
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correlator based on logic gates, this model uses a circular correlator for matched 
filtering. Circular correlators can be an effective solution for periodic sequences and can 
be realized with low cost and die area with one multiplier and adder circuit [41].  
Circular correlation in DMR can be implemented by shifting the ADC data into a 
2D shift register of size Lc rows x M.N columns. Sequences used to transmit can be 
retrieved from the memory of length (1xLc). Circular shifting of this sequence is done to 
mimic the 1 chip delay per range gate. The resultant shift register contains a 2D array of 
size (LcxLc).  
3.7.4 Range Processing 
Range processing for the radar is performed using correlation of the sequence with the 
delayed version of the received signal. Correlation of two unipolar binary signals is 
represented as [41] 
𝑅(𝑘) =  ∑ 𝑆(𝑛) ⊕ 𝑅𝑋(𝑛 + 𝑘)
𝐿𝑐
𝑛=1
 
This correlation operation is only valid for the one range gate. To extend it to all 
range gates of the sequence (Lc) including the integration over Lc, matrix multiplication 
is performed. The resulting value is the value of lag for every circular shifted to the 
received waveform.  
The resulting matrix is the matched filter output of the system. The processing 
gain added due to this operation is  
𝐺𝑐𝑜𝑟𝑟 = 10𝑙𝑜𝑔10(𝐿𝐶) 
As shown in the dwell time calculations, the sequence is repeated for an 
additional M times for the results to be accumulated. By reshaping the array and adding 
over M accumulations for every range gate, the signal adds coherently, and the noise 
adds as random and thereby increasing the signal to noise ration as: 
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𝐺𝑎𝑐𝑐 = 10 𝑙𝑜𝑔10(𝑀) 
For SISO, the resulting number of data points is a 2D matrix of LC range gates’ N 
points. A 2D FFT is taken for the entire data to monitor the correlation peak’s movement 
over the range gates. The resulting frequency variation of the correlation peak denotes 
the movement of the target. The resolution of the FFT bin denotes the minimum and the 
maximum frequency that is detectable using the set system parameters. The rate of 
samples to the FFT are given by 
𝐹𝑠−𝐹𝐹𝑇 = 𝐿𝑐  𝑀 𝑇𝑐 
The resolution of the frequency bin of FFT is  
𝐹𝑟𝑒𝑠−𝐹𝐹𝑇 =
𝐿𝑐𝑀𝑇𝑐
𝑁
   
3.7.5 MIMO Processing for Range and Velocity 
Range domain MIMO is used in this model using extended sequences (LC.NTX) 
that are Hadamard transformed, delayed and sent over multiple antennas. These 
sequences are correlated with the sequence LC. Correlation result for each range gate for 
each antenna’s Rmax is sorted and Inverse Hadamard transform in performed on the 
results. This result produced in each Lc wide samples are accumulated for each receiver 
antenna for M occurences and this data is collected for N FFT bins. A 2D FFT is repeated 
for each virtual antenna data resulting in a 3D complex data. This data is processed for 
Doppler processing and Target Range detection across all the virtual antenna arrays. To 
minimize spectral leakage due to FFT, a window is usually applied to the raw data before 
FFT.  
3.7.6 CFAR Detection 
Cell Averaging CFAR method determines the presence of the target based on the 
power level of the clutter. The postprocessing gain of the correlation, accumulation and 
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FFT filters most of the random signal power and the SNR improves. CA-CFAR is 
implemented in matlab using the method explained in Section 2.6.8. 
3.7.7 DOA Processing 
For the FFT bins detected using CFAR, the phases of the successive virtual array’s 
bins are processed using a simple beamforming algorithm to detect the angle of the 
target. The resulting azimuth data is collated across all the targets and used to display 
the radar range, velocity and the angle of arrival.  
3.7.8 Radar Range, Velocity, Direction display 
The result of the correlation and the FFT of the radar data cube is displayed using 
three different plots. 
a. Target Range Display 
b. Target Range, Doppler Display 
c. Target Doppler Range and Radar angle display 
The Target Range display is the result of correlation and accumulation. For 
smaller targets may look ambiguous as the processing gain is not complete yet.  
The Range, velocity display presents the Radar post processing data after FFT 
and CFAR detection.  
The Radar angle display presents the Angle of Arrival for a MIMO radar case. The 
next chapter shows the simulation results of different system scenarios and the results of 
the model. 
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CHAPTER 4 
SIMULATIONS, RESULTS AND DISCUSSION 
The model for DMR is represented in three forms: 
 Simulink based Complex passband model 
 Simulink based Equivalent baseband model 
 Matlab model (including Signal Processing) 
4.1 Transceiver Simulink model – Passband Simulation 
Key Top-Level Specifications used for this simulation are listed below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 4: Key Top-Level Specifications for Passband Model Simulation 
The passband simulation is used to understand the effect of pulse shaping network 
on the transmitted signal spectrum, passband signal characteristics due to non-idealities 
System Specifications 
Ambiguous Range 37.474 m 
Range resolution 0.749 m 
Ambiguous Velocity 11.85 m/s 
Velocity Resolution 0.185 m/s 
System Parameters 
Chip Rate 1.975    GHz 
Sequence Family  APAS   
Sequence Length Lc 1000   
Accumulation length 
M 160   
FFT points N 128   
Dwell Time 10.36 ms 
Target Profile 
Target 1 Range 2 m 
Target 1 Velocity 0 m/s 
Target 1 Angle 0 degree 
Simulation parameters 
ADC ENOB 10   
RX System NF 10 dB 
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and the reflection characteristics of the radar target. The model exactly reproduces the 
TX signals shown in IMEC’s PMCW radar [16]. The random delay due to the target’s 
location and the free space channel propagation is also observed. Changing the distance 
of the target, the real and imaginary parts of the radar target can be observed using the 
model.  
The model also clearly shows the LNA outputs with a Noise Figure of 10. This 
Noise figure value is based on a worst-case test chip measurement and the models are 
simulated for its performance parameters. The outputs of LNA, and the down converted 
baseband is observed with the model.  
The output of the IF amplifiers is sampled at the chip rate and the output of ADC is 
seen with one data per chip. The following plot shows the transmitted and received 
signal waveforms and their spectral content. Observe the phase delay is seen as a 
complex datatype at the receiver. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 31: DMR TX and RX Signals and their Spectrum 
 
Shaped 
TX signal 
TX power 
 RX signal (phase shift due to target) RX power 
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Figure 32: Simulation Results for DMR Passband Model 
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4.2 Transceiver Simulink Model – Equivalent Baseband Simulation 
The same specifications were repeated for the Equivalent Baseband model. As 
expected, the simulations were much faster and the RF non-ideal characteristics’ effect 
on the baseband is retained in the model.  
Simulations were performed for multiple scenarios and data was logged for 
postprocessing.  
 
Figure 33: Simulation Results for DMR Equivalent Baseband Model 
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4.3 Simulations for Target RCS 0 dBsm SISO 
Matlab simulations were performed based on the target RCS of 0 dBsm (1 m2) at a 
distance of 15m from the radar. The other important specifications are listed below 
System Specifications 
Ambiguous Range 37.4741 m 
Range resolution 0.749 m 
Ambiguous Velocity 11.85 m/s 
Velocity Resolution 0.185 m/s 
System Parameters 
Chip Rate 2000   
Sequence Family  APAS   
Sequence Length Lc 1000   
Accumulation length M 160   
FFT points N 128   
Dwell Time 10.24 ms 
Target Profile 
Target 1 RCS 0 dBsm 
Target 1 Range 15 m 
Target 1 Velocity 0 m/s 
Target 1 Angle 45 degree 
Simulation parameters 
Samples 20480000   
ADC ENOB 8  
Post P Gain 73.13 dB 
 
Table 5: Specifications for Scenario #1 
For the RCS of 0 dBsm, a very low reflecting target, it can be seen in the following 
sections that 8 bits ENOB is optimal for the system.  
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4.3.1 Range Processing 
The plot shows the results after correlation over all the range gates. As the target RCS is 
very low, the range of detection is ambiguous and further post processing is needed. 
 
Figure 34: Radar Range profile for Fixed Target SISO 0 dBsm 
4.3.2 Range/Doppler Processing 
The following plot shows the Range cut of Range-velocity profile. As the post 
processing gain improves the SNR, the CA-CFAR algorithm detects the presence of the 
signal among clutter. This is seen in the plot showing the target in the exact range gate.  
 
Figure 35: Radar Range Cut in Range-Velocity profile for Fixed Target SISO 0 dBsm 
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The following plot shows the Range doppler and radar angle of the object. Since this is a 
SISO scenario, the radar range-angle is not displayed. 
 
 
Figure 36: Range-Doppler and Range-Angle for Fixed Target SISO 0 dBsm 
4.4 Simulations for Target RCS -8 dBsm SISO 
Continuing with the same Range and Range resolution specifications from 
previous scenario, the target RCS is now reduced to -8 dBsm. This corresponds to a radar 
cross section of a human in the 76 GHz band [60].  
With the lowered RCS and lowered received power, the scenario could not be 
resolved using an 8 ENOB ADC. After few iterations, with 10 bits of ADC ENOB and in 
SISO, the simulation passed with other parameters remaining the same.  
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4.4.1 Range Processing 
Since the SNR is lower than the previous scenario (due to lower RCS), the range display 
using the correlator and accumulator output still remains ambiguous. 
 
Figure 37: Radar Range profile for Fixed Target SISO -8 dBsm 
4.4.2 Range/Doppler Processing 
With higher number of ADC bits, the quantization noise added in by the ADC allows 
more bit toggles in the ADC output that corresponds to the deterministic signal. The 
range cut profile clearly shows the target at 15m range. The plot also shows the noise 
floor being higher in this scenario than scenario #1.  
 
Figure 38: Radar Range Cut in Range-Velocity profile for Fixed Target SISO -8 dBsm 
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The Range doppler image shows the higher noise floor and locates the object clearly. 
Notice the object is angle location is still not seen here. 
 
 
Figure 39: Range-Doppler and Range-Angle for Fixed Target SISO -8 dBsm 
4.5 Simulations for Fixed Target RCS 20 dBsm MIMO 
With MIMO and beamforming, the Angle of Arrival can be determined. The following 
table indicates the specifications for this Scenario #3. The MIMO simulations are longer 
as they use Range domain MIMO. Each receiver channel requires separate ADC and 
correlator. It is possible to include channel level mismatches in the ADC model also. 
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System Specifications 
  37.4741 m 
Range resolution 0.749 m 
Ambiguous Velocity 11.56 m/s 
Velocity Resolution 0.18 m/s 
System Parameters 
Chip Rate 2000   
Sequence Family  APAS   
Sequence Length Lc 1000   
Accumulation length M 40   
FFT points N 128   
Dwell Time 10.496 ms 
NTX 4   
NRX 4   
Target Profile 
Target 1 RCS 20 dBsm 
Target 1 Range 30 m 
Target 1 Velocity 0 m/s 
Target 1 Angle 45 degree 
Simulation parameters 
Samples 81920000   
PP Gain 79.1339 dB 
 
Table: Specifications for Scenario #3 
4.5.1 Range Processing 
The following plot shows the advantages of using MIMO in creating a higher SNR at the 
receiver. The Range plot indicates the target’s location clearly with sufficient SNR. 
Further post processing increases the SNR even further. 
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Figure 40: Radar Range profile for Fixed Target MIMO 
 
4.5.2 Range/Doppler Processing 
The following figure shows the 3D mesh plot of both range and velocity profile of the 
target. Since Scenarios #1 and #2 used SISO and stationary targets, the SNR was lower. 
Hence, only the range cut version of this plot has been shown earlier. 
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Figure 41: Radar Range-Velocity profile for Fixed Target MIMO 
The following plot shows the velocity cut plot of the above mesh plot. As expected, for a 
stationary target, the velocity peaks at 0 m/s bin of the resulting radar data cube. 
 
Figure 42: Velocity profile Cut of Fixed Target MIMO 
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The use of MIMO and beamforming is to determine the angle of arrival of the target to 
the radar. As shown below, the plot clearly shows the angle of the target that was 
simulated and estimated. CFAR thresholds for MIMO are higher than SISO due to larger 
clutter power collected. 
 
Figure 43: Range-Doppler and Range-Angle for Fixed Target MIMO 
4.6 Simulations for Moving Target RCS 20 dBsm MIMO 
The simulation of scenario #3 is repeated, but now with a moving target at 10 m/s.  
The following plots show clearly the Range and the velocity detection by the signal 
processing routines. 
4.6.1 Range processing 
The range plot is same as the previous scenario. The model changes the phase of the 
reflected signal based on the target’s velocity. This, however, does not affect the range 
estimation by correlation and accumulation. 
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Figure 44: Radar Range profile for Moving Target MIMO 
The 3D mesh plot clearly shows the target range and velocity. The velocity component is 
not exactly 10 m/s due to windowing. The results indicate some more work is needed to 
select the windowing function for the 2D-FFT. 
 
Figure 44: Radar Range-Velocity profile for Moving Target MIMO 
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4.6.2 Range/Doppler processing 
The following plots show the Radar angle and velocity cut profile of the radar-velocity 
profile. As seen below, the velocity values of the target show up in the target-velocity cut 
of the range-velocity profile. 
 
Figure 45: Velocity profile Cut of Moving Target MIMO 
 
Figure 46: Range-Doppler and Range-Angle for Moving Target MIMO 
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4.7 Conclusion 
System Level Models created for DMR clearly shows the effectiveness of system 
modeling to understand the behavior that can help make early and avoid expensive 
design changes. Three different modeling approaches were analyzed and presented. The 
Simulink models are intuitive to build and the transient behavior every part of the 
system can be probed and verified. Equivalent baseband simulations can be used to 
simulate the Simulink models quicker and log data for postprocessing using different 
signal processing routines for optimized hardware implementation. 
The Scenarios discussed above are the select few system usecases that were 
simulated. These test cases were more targeted towards the MRR and SRR where the RF 
bandwidth is the widest and the range resolution were the highest. 
The simulations indicate many aspects of the system design that can be modified 
to suit different scenarios to arrive at a suitable design parameter for the radar range and 
resolution for the end application intended.  
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CHAPTER 5 
FUTURE WORK 
 
 This system model can be extended to include the multi path reflection and the 
interference from other PMCW/FMCW radars to assess the performance. Though there 
are many advantages for PMCW radars, Overdest’s work [40] shows that PMCW radars 
are affected by interference as much as FMCW radars. Though a lot of the work is done 
over baseband, it would be fitting to extend this model and simulate for worst possible 
interference scenarios. Other methods of CFAR detection and MIMO can be introduced 
to the signal processing routines. 
 Few other modifications to spread-spectrum based radars are also possible as 
reported in [39] that uses a Gaussian Minimal Shift Keying of a Quadrature Phase shift 
keying (QPSK) based radar system. Though a higher data rate is now possible, the 
system yet uses a 2 Gsps ADC rate. This model can be extended to model GMSK based 
radar and assess its performance.    
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