Abstract-The abundance of Web 2.0 resources in various media formats calls for better resource integration to enrich user experience. This naturally leads to a new cross domain resource search requirement, in which a query is a resource in one modal and the results are closely related resources in other modalities. With cross domain search, we can better exploit existing resources.
I. INTRODUCTION
We have witnessed the phenomenal success of Web 2.0 over the last few years, which has enabled users to create and exchange self-organized resources on the web. The wide acceptance of Web 2.0 has resulted in a humongous amount of resources in folksonomy systems such as Flickr 1 , Delicious 2 and Youtube 3 . For example, as of October 2009, Flickr hosted more than 4 billion images with manual tags from its users. However, current works are more focused on investigating each individual system while it will be much more useful if these systems could be cross supported. For example, while a user browses in Flickr, high probably he may for a plain document, if we can automatically assign Flickr images to the document, it would be more attractive for the readers. On the other hand, if we can find blogs/comments for an image, the user can have a better idea of the stories behind the image. This kind of service can enrich users experience significantly. Besides, with the wide spread use of mobile devices, there is an increasing demand of cross media search where these systems together provide a highly valuable database to support.
Unfortunately, the integration of Web 2.0 systems is hard to implement as most current systems do not support cross reference to related resources of each other. The difficulty of establishing such cross system links is how to define a proper mapping function for the resources of different domains. For instance, given an image from Flickr, we need a function to measure its similarities to the documents in Delicious or the videos in Youtube.
The problem of building connections between images and text has been well-studied [1] [2] [3] [4] in the past. However, these methods always incur high computation overhead and involve complex learning algorithms. Most of the existing schemes are not flexible and cannot be extended to support an arbitrary domain. Namely, they are limited to the image and document formats. If a new Web 2.0 system emerges, the scheme needs to be fully redesigned to support it, which is not scalable for the real system.
To address the above problems, in this paper, we propose a uniform Cross Domain Search (CDS) framework which enables users to seamlessly explore and exploit huge amount of resources distributed across different Web 2.0 systems. In this framework, the user can input queries for any specific domain (e.g., keyword queries, image queries or audio queries) and the system will return the corresponding results from all related domains. The intuition is to transparently transform the submitted queries into a proper format for each target domain, where the candidate results are returned.
Intuitively, the metadata(tags) which are widely utilized in current Web 2.0 systems provides a potential solution of addressing the problem. In [3] , they model the images and text in a keyword vector. However, due to the inherent problems in tagging [5] , they are not capable of precisely capturing the semantics of resources. This will degrade the performance. Therefore, in this paper, we use Wikipedia as our knowledge base to recover such semantics. Wikipedia contains large number of concepts which are well described by their articles. As of July 24, 2008 , Wikipedia has more than 260 million pages which covers most of the known topics. Compared to the personal tags used in Web 2.0 systems, these concepts have explicitly unique meanings, the rich text information and high quality links, which can work as a bridge for the cross domain resources.
To exploit the concepts in Wikipedia, we propose a two-step approach in our CDS framework. In the first step, resources from different domains are mapped to the same space, the concept space of Wikipedia. This mapping is done by examining the tags assigned to each Web 2.0 resource. Intuitively, if two resources are associated with similar tags, they possibly describe the similar topics, regardless of their modalities. However, as tags are normally input by the humans, which may contain noisy terms or even typos, they cannot be directly used in the search. For instance, the tag can have the homonym (a single tag with different meanings) and synonym (multiple tags for a single concept) problem. Resource tagged as "orange" may refer to a kind of fruit or it just denotes the color of an object. A picture of Apple's operating system may be tagged as "Leopard", which may be confused with the animal. It is also unreasonable to assume that all the tags are relevant to the resource content. People perhaps apply an excessive number of unrelated tags to the resources such that the supposed unrelated resources will be connected by the spam tags. Fortunately, we can apply the Wikipedia concepts to remove the vague and low-quality tags.
Given the Wikipedia concept space C, we wish to present both the documents (DOC) and images (IM G) in the same space so that direct links can be built between them.
DOC ⇒ C ⇐ IM G We achieve the above objective by representing the resources in the uniform concept vector. Given the vectors, we are able to evaluate the similarity between various Web 2.0 resources in the same space. The uniform concept vector of a resource is established according to its tags. However, not all of them are equally useful when building the vector, e.g., the spam tags, therefore, we first select a set of key tags and then generate a set of concept elements based on their relevancy.
The second component of our framework deals with the cross domain resource retrieval scenario where both the query and results could be in various modalities. In particular, we assume there is no tags associated with the query. This assumption could give our users more flexibility when issuing a query. Given a query, as above, we build the uniform concept vector of it as well, derived from their top-K Homogeneous Resources which are already stored in the database. Based on the uniform concept vectors of both the query and Fig. 1 . System Overview resources, we perform a concept-sensitive retrieval method to return the relevant results.
In summary, the main contributions of our paper includes:
• We present a general framework to integrate resources of different Web 2.0 systems and support cross domain search.
• We provide several methodologies which can be applied to many other applications, such as the spam tag detection, topic clustering, query expansion and automatic image annotation.
• We conduct a comprehensive performance study to validate our techniques. The rest of this paper is organized as follows. In the next section, we state our problem and the proposed system architecture. In Section III, we explain how to select the useful tags and build the uniform concept vector. In Section IV, we present our cross domain resource retrieval method. We report our experimental study in Section V and review related works in Section VI. Finally we conclude the whole work in Section VII.
II. PROBLEM STATEMENT
Various types of Web 2.0 systems are established to serve different groups of users. For example, Flickr is the first choice for the photographers to share their products, while Youtube is the playground for the video lovers. To enhance the users' experience, most of these systems provide an in-site search service, which exploits the state-of-art information retrieval techniques to improve the search results. However, to our knowledge, none of current systems provides an integrated search that allows the user to search all Web 2.0 systems by various modality queries via a single search portal, as it is challenging to provide a universal metric to link and rank different types of resources.
Formally, each Web 2.0 system can be considered as a domain, D. Given two resources r i and r j in the same domain, we have a function f (r i , r j ) to evaluate how similar the two resources are. But if r i and r j come from different domains, no such similarity function exists. The idea of this paper is to exploit the semantics of Wikipedia to connect different domains so as to support cross domain search. Wikipedia is the largest online encyclopedia and to this date is still growing with newsworthy events and topics often added within a few days. It contains more than 2 million entries, referred to as Wikipedia concepts throughout this paper, and most of them are representative name entities and keywords of different domains. The size of Wikipedia guarantees the coverage of various resources in different domains. In addition, the rich semantics and collaboratively defined concepts could help us relieve the disambiguation and noisy problems in the description of Web 2.0 resources. Figure 1 shows the overview of the system. For each Web 2.0 system, we develop a crawler based on the provided API. All crawled resources are maintained in our data repository. We organize the resources by their domains and a similarity function is defined for each domain. In the offline processing, resources from different domains are mapped to the Wikipedia concepts by their tags and represented by the uniform resource vectors. In this way, resources from different domains are linked via the concepts. Given a query, which may be issued to an arbitrary domain, the query processor translates it into the uniform concept vector via the same approach. Then, query processing is transformed into matching resources of similar concepts, which can search all domains seamlessly.
A. Wikipedia Concept
Before presenting the details of our cross domain search, we give a brief introduction of Wikipedia concepts. In this paper, each Wikipedia article is considered as the description of a concept. The title of the article is used as the name of the concept. For example, Figure 2 shows the article about concept "VLDB". In this way, the Wikipedia dataset can be considered as a collection of concepts, C. We use D(c) to denote the article of concept c ∈ C. To catch the semantics between concepts, we define three relationships for them.
The first relationship is defined based on the article structures of Wikipedia.
Definition 3: Link between Tag and Concept
In a Wikipedia article D(c i ), if tag t is used to refer to another concept c j , t is linked to c j and we use t ; c j to denote the relationship.
In Figure 2 , tag tuples and f ilesystem are used to refer to the concept "Tuple" and "File System", respectively. Therefore, we have tuples ; T uple and f ilesystem ; F ile System. Generally, if t ; c i , when clicking t, Wikipedia will jump to the article D(c i ). This behavior is similar to the hyperlinks between webpages. As Wikipedia articles are created by the internet authors, who may use different tags to describe the same concept, multiple tags are probably linked to one concept. Then, we can have t x ; c i and t y ; c i . To measure how closely a tag is related to a concept, we define w(t x ; c i ) as how many times tag t x is linked to c i in Wikipedia.
The second relationship is used to track the correlations of concepts. The intuition is that if two concepts appear in the same article, they may be highly correlated with a high probability. 
Based on Figure 2 , concept "VLDB", "Tuple", "File System" and "Terabyte" are correlated to each other. In particular, given two concepts, c 0 and c 1 , we use
The last relationship is derived from the hierarchy of Wikipedia. In Wikipedia, articles are organized as a tree 4 since each article belongs to multiple categories and there is hierarchy existing in the categories. We use the tree distance to represent the semantic distance of concepts. To simplify the presentation, we use L(c i ) to denote the level of the concept. Specifically, the level of root category "Articles" is 0. The semantic distance of concept c i and c j is defined as: 
In this paper, the above relationships are combined and used to rank the similarities between concepts and tags. However, it is costly to evaluate the similarities of concepts on the fly. Therefore, in the preprocessing, we scan and compute all the tag links, concept correlations and semantic distances. The preprocessing results are maintained in our MySQL database. We wrap the database searches to a set of simple interfaces as shown in Table I .
III. CROSS-DOMAIN CONCEPT LINKS
We develop customized crawlers for each Web 2.0 website. The crawled resource (including images, videos and web pages) is abstracted as (T , V), where T denotes the tags assigned to the resource and V is the binary values of the resource. Given a concept space C in Wikipedia, our idea is to create a mapping function between the resources and concepts. The result is the uniform concept vector v i = (w 1 , w 2 , ..., w n ) for each resource r i . w j denotes the similarity between r i and concept c j ∈ C (namely, the weight of c j ). The mapping is constructed via the tag sets, which can be formally described as:
Definition 6: Mapping Function
The mapping function f is defined as f = T × C :⇒ w 1 × w 2 × ... × w n , where n = |C| and 0 ≤ w i ≤ 1.
In this section, we first discuss how we process the tag set T for each resource and then we introduce our tag-based mapping function.
A. Tag Selection
Several studies have been done on mapping the tags to Wikipedia concepts. The first category is quite a straightforward method. It leverages the power of existing search engines, e.g., Google 5 to identify related concepts [6] . The second category utilizes Wikipedia to generate features of text fragments, e.g., explicit semantic analysis (ESA) [7] [8] and then look for the corresponding concepts. However, we argue that as people can tag the resources with arbitrary phrases, it is necessary to filter and remove the spam tags. As an example, in our collected Flickr dataset, each image is tagged by about 10 unique tags. Many of them are ambiguous or unrelated to the central topic of the images. If all those tags are applied to search Wikipedia concepts, we will end up with too many unrelated concepts.
The tag selection affects the efficiency and accuracy of the mapping process. Based on the observation that correlated tags are normally used for one resource, we propose a cluster-based approach. Given a tag set T , our idea is to group the tags into a few subsets: S 1 , S 2 ,...,S k . The subsets satisfy
KL-divergence is used to measure the quality of clustering. In information retrieval, they have a theory that if the keywords are topic similar, the query comprised of those keywords will get a better result. In the statistical point view, the returned pages will represent a different keyword distribution with the whole collection [9] . We adopt the similar idea here. The intuition is that a good algorithm should result in a set of clusters whose related Wikipedia articles have a significantly different tag distribution with the whole article set. Let W and C denote the whole tag set and concept set of Wikipedia respectively. For two subsets, S i and S j , we have
is computed as the probability that tag t x appears in all articles of Wikipedia
ty∈W tf (t y ) while P (t x |S i ∪ S j ) is estimated using the following way.
We replace S i ∪ S j with their involved articles in the Wikipedia. In particular, for a tag t x ∈ S i ∪ S j , let D(t x ) be the articles 6 that related to t x , that is
The whole involved articles are
Then, P (t x |S i ∪ S j ) is computed as:
where c z is a concept in the article set D(S i ∪S j ). To compute P (t x |c z ), we define tf (t x , c z ) as the term frequency of t x with regarding to the article of c z .
Recall that in last section, we compute the link score between a tag and a concept (See Table I ). It can be applied to estimate P (c z |t y ) as well. P (t y |S i ∪S j ) can be estimated as the relative frequency of t y in S i S j .
c ∈C w(t i , c ) Iterating all tags in W is costly. Instead, in the computation, we only use tags in T to estimate Equation 1. Based on the analysis and experiments in [10] , such simplification does 24 return result ; not degrade the accuracy significantly while save a lot of computation. In addition, we normalize the KL value by the total tag number in the subset.
Given a crawled resource with a tag set T , Algorithm 1 illustrates how we group the tags into disjoint subsets. Initially, |T | subsets are generated with each subset only containing one tag (line 2-4) and a KL-Matrix is computed to record the gain value (introduced later) between any two subsets (line 5-8). Then, we iteratively combine the subsets with current maximal gain until reaching the threshold (line 9-23). When a new subset is created, we replace the old entries in the matrix with new ones (line [16] [17] [18] [19] [20] [21] . In this way, the gain is incrementally updated to support the next iteration of clustering.
In the experiment, we discover that if one of the child subsets gets a high KL score, then the score of the new merged subset tends to be high as well. In order to capture the benefit of forming a new subset more accurately, we use the gain of KL score as the merging criteria.
S ii , S ij , S ji , S jj are the respectively child subsets of S i and S j . The value of the threshold th should be set adaptively based on the tag distribution. Our experience shows that using a small number of samples is enough for estimating a good threshold. The generated subsets are then sorted by their weights, which are computed as follows:
The weight definition combines the size of the subset and the tag distribution. It can be evaluated in the same way as Equation 1. In our current implementation, we assume that each resource only has one core topic and therefore, we just keep the subset with the highest weight. In other words, we prune the unimportant tags from the tag set T .
B. Concept Mapping
Our selected tags are used to discover correlated concepts of Wikipedia and establish the mappings between the resource and concepts. We observe that most tags are linked to more than one concepts, which can be classified into different categories. For instance, the tag Marina Bay is linked to a few concepts such as "Marina Bay MRT", "Marina Bay Sands" (the casino), "Marina Bay Financial Centre" and "Marina Bay Singapore". Supposing the image is taken for the Merlion at Marina Bay, only the last concept is the correct match, while the other concepts, if applied in search, will definitely cause ambiguities.
To address this problem, we exploit the context of tags. For a resource, all its tags in T after pruning are considered as context tags to each other. If an image is tagged with Merlion, Singapore, Nikon and Marina Bay, we can infer that Marina Bay refers to the concept "Marina Bay Singapore". For a tag t ∈ T , its context tag set is T −{t}. Let C(t) and C denote all concepts linked by t and the whole concept space, respectively. We have C(t) = {c|w(t ; c) > 0 ∧ c ∈ C}. The similarity between concepts in C(t) and t can be estimated as:
s(c, t) = P (t|c)P (T −{t}|c) = P (t|c)Π ti∈T −{t} P (t i |c) (4) (w(t i ; c) ). In this case, we use the concept correlations to discover the hidden semantic links between tags and concepts. Formally, we expand P (t i |c) as
where P (t i |c j ) is computed as Equation 2, P (c j |c) is the correlation between c j and c (see Table I ) and d c (c j , c) is the semantic distance between c j and c. Combining Equation  4 and 5, we can compute the weights of concepts for each tag. Finally, the candidate concept set of a resource consists of concepts with the highest score of each tag C(T ) = t∈T {c| max s(c, t) ∧ c ∈ C(t)} Finally, the uniform concept vector of the resource can be generated by iterating all concepts in C(T ).
1)
If c j is not in C(T ), w j is set to 0. 2) Otherwise, w j = ti∈T s(c j , t i ) * W (S). W (S) is the weight of the generated tag subset of T which can be computed as in Equation 3.
In the offline processing, we compute the concept vectors for all crawled resources and store them in our database. Thus, the various modal resources are transformed to the uniform representations which are facility?? for future operations.
IV. CROSS DOMAIN SEARCH
The second component of our system is the resource retrieval part which performs cross domain search. Our cross domain search accepts various types of queries. The user can submit typical keyword queries; or he can upload an image or document as the query. The difference between the cross domain search and conventional search service is that the user can issue a query to any specific domain and the cross domain search can return results from different domains. For example, the mobile user can take a photo of a building and submit the image as a query to find the documents, videos and other images associated with the building.
In our system, the query is transformed into the uniform concept vector and we retrieve the crawled resources with similar concepts as the results. The key challenge here is how to map queries into concepts. Different from crawled resources which are tagged by users, the query normally does not come along with any tag. We cannot exploit the tagconcept links as in the last section. Therefore, we plan to build the concept vector of a query by leveraging its THR. Next, we first introduce the way of extracting THR.
A. Intra-Domain Search
For query q and resource r i in the same domain Domain j , the query processor computes their similarities via the similarity function Sim(q, r i ). Only the resources with high similarities are returned as the results. In this section, we use text documents and images as our examples to show the idea of intra-domain search. As a matter of fact, other domains, such as videos, can be easily integrated, if the similarity function has been defined.
1) Document:
In the domain of text documents, each document is represented as a word vector, v(r i ) = (t 1 , t 2 , ..., t n ). Each dimension of the vector refers to a specific term and its value denotes how important the term is. In this paper, tf −idf is used as our metric to measure the term weights. Therefore, t j = tf ij × idf j . The query in this domain is also transformed into a word vector v(q) and similarity is computed as the cosine distance.
In the domain of image, each image is represented as a feature vector, v(r i ) = (f 1 , f 2 , ..., f n ). Each dimension of the vector represents an image feature, such as color, texture and shape. These features are proven to be effective in many applications [11] . In our system, the visual features of the image are viewed as a distribution in the visual space. Thus, the similarity between images and query images is captured by the KL divergence.
Parameter K of THR may affect the recall and precision of the results and this will be studied in our experiments.
B. Uniform Concept Vector Building of Query
One straight-forward way of building the vector is to combine the concept vectors of its THR. Let T HR be the candidate resources of query q. We generate the concept vector for q by aggregating the vectors of the candidate resources:
For a specific concept c j , its weight for q is
where v i [w j ] is the jth weight of d i 's concept vector.
However, we should note that not all the concepts existing in the concept vectors of its THR are the proper description of the query. For example, Figure 3 shows a query image and its top-4 homogeneous resources. All four candidates are very similar to the query image based on their image features. However, in fact, two of them (a and c) are not related to the query image and will bring misleading concepts. Using them as candidate resources will definitely generate noisy concepts. In addition, the above naive ranking approach fails to consider the correlations between concepts and assumes that all candidate resources are equally important. This may degrade the precision of results, because the false positives (such as a and c in Figure 3 ) are introduced into the search process. To improve the quality of the vector, we adopt a more sophisticated ranking approach. The intuition is that different from the noisy candidate resources, the good results always have correlated concepts (the concepts of the query).
Our ranking approach considers three factors: 1) Resource Importance : Concepts from different candidate resources should not be considered equally. For a concept c j from resource r i , we normalize c j 's weight by Sim(q, r i ), the similarity between the query and the resource.
2) Concept Importance : Each concept in Wikipedia links
to some other concepts. If concept c i exists in the article of concept c j , we say c j is linked with c i . Usually the general concepts will connect to more concepts than the where |C| denotes the total number of concepts in Wikipedia, |links(c)| indicates the number of concepts linking with c and λ is a parameter to smooth the function. A larger g(c) implies a more general concept, which is less distinguished in search. 3) Concept Correlation : We exploit the correlations between concepts to find the hidden semantics. Given a concept c which not appear in resource r i from T HR , we can measure its weight via its correlations with other concepts in r i . Specifically, for resource r i ∈ T HR, s(c, r i ) = cj ∈ri.concept
where P (c|c i ) is the correlation in Table I and v i [w j ] is the jth weight of resource r i 's concept vector which corresponding to c j . Combining the above factors, we adjust the scores of concepts in the candidate resources. For query q, the new score of c is computed as:
In this way, we can generate the uniform concept vector for q and use it to rank the resources of different domains.
C. Resource Search
To facilitate the search, all concept weights are normalized into the range of [0, 1]. The uniform concept vector can be considered as an n-dimensional point, where n is the number of concepts. Although there may be millions of concepts, for each resource, only a small portion of concepts are involved. Given a query q and its concept vector v q = (w 1 , w 2 , ..., w n ), we only need to retrieve the resources, which share the same concepts with q. For this purpose, an inverted index (cid, DList) is built. cid is the concept ID and the DList is a set of resources, satisfying that
Namely, the concept vectors of resources in DList have a non-zero weight for concept cid. Let v q and v i be the concept vector of query q and resource r i , respectively. Their similarity is estimated by combining the cosine distance of the concept vectors and the intra-domain similarity:
If q and r i are in different domains, Sim(q, r i ) is set to 0. Otherwise, it can be computed by the intra-domain similarity function.
V. EXPERIMENTAL STUDY
We have implemented our cross domain search system [12] based on the proposed framework. In this section, we evaluate its performance with real dataset from Web 2.0 sites. In particular, we collect images from Flickr and documents from Delicious as the experimental data. After removing the duplicated contents, the repository includes 136k images and 114k documents. Those images/documents are considered as the cross domain resources in our system, which are classified into different categories, such as food, landmarks, sports, airplanes and etc. The English version of Wikipedia, which is released on 2008.07.24, is employed as our knowledge base. It contains around 2.7M concepts, covering almost every domain. We summarize the dataset statistics in Table II. In the following subsections, we perform a comprehensive study on our adopted strategies. All of our experiments are conducted on a linux server with Quad-Core AMD Opteron(tm) Processor 8356, 128GB memory and running RHEL 4.7AS.
A. Uniform Concept Vector Building
In our system, each resource is linked to a set of Wikipedia concepts using a two-step process. In the first step, we cluster the tags and select the most important tags to represent the resource. In the second step, based on the concept correlations, we generate a concept with the highest weight for each left tags. In this experiment, a test resource set TR is generated by randomly choosing 25 images (referred as IMG) and 25 documents (referred as DOC) from the underlying data repository. The average number of tags for resources in IMG and DOC are 7.7 and 9.4 respectively. 
1) Tag Selection:
To measure the quality of tags selected by our clustering algorithm, we define two evaluation metrics: precision and recall. The precision is computed as r l , where l is the total number of tags associated with the resource and r is the number of relevant tags. precesion is used to measure the effectiveness of our algorithm in terms of removing unimportant tags. On the other hand, the recall is computed as h r , where r is defined as above and h is the number of relevant tags selected by our algorithm. A high recall indicates that our algorithm can retain most relevant tags.
We illustrate how these two scores are computed using the examples in Table III . The first row is about an image, which describes a F1 racing car in Singapore Grand Prix. The left column shows the original tags annotated by the user, while the right column is the tags returned by our algorithm. As "Singapore, Grand Prix, F1, FIA, Racing, Motorsport" are the relevant tags and "1" is not a candidate tag, the precision of original tagging (ORI) is 6 7 . Correspondingly, the precision of the tags after our tag selection algorithm (T S) becomes 4 4 since all 4 selected tags are relevant. We assume ORI contains all the relevant tags. Thus the recall of the ORI is always 1. On the contrary, we can compute the recall of T S as 4 6 . The comparison result of ORI and T S is shown in Figure  4 . The high precision and recall scores indicate that T S is capable of removing most irrelevant tags and keep the relevant tags as many as possible. The reason that T S achieves such a high precision is due to the usage of clustering. If we are able to identify the correct cluster, as all tags in the cluster are semantically closed to each other, with a high probability, the tags in the cluster are all high-quality tags for the resource.
For the recall perspective, although T S falsely removes some relevant tags, the average recall, 0.8, is still acceptable. In most cases, the false negatives are caused by the tags describing the context of the resource, e.g., "Singapore" in the above example. It is too general to be categorized into a cluster with other tags. Another reason is that we only keep the tags in the highest weighted cluster, while some resources are annotated with tags that come from different semantic categories. In the future work, we will study how to set the cluster number adaptively. 
2) Concept Mapping:
In this experiment, we show the effectiveness of using uniform concept vectors to represent the resources. Specifically, we compare our concept mapping method (CM) with three other concept generation methods, including Google, Google+TS and ESA. In Google method, we query Google by the tags of a resource in TR and restrict the search scope in Wikipedia.org. The returned article titles are used as the resource's Wikipedia concepts. This method is used to verify whether the search engine method still works in our cross domain scenario. In Google+TS method, we first process the queries by our TS algorithm and then search in Google. By doing this, we examine whether the performance will be improved if we apply our tag selection on the tags. ESA is the state-of-art technique introduced before.
Robustness: Figure 5 (a) shows the percentage of queries that have valid results in each method. We find that Google only returns valid results for about 40.7% queries, while the rest of queries get no result at all. The reason is that Google cannot effectively handle the queries which contain ambiguous keywords or too long. However, after enhancing with our tag selection techniques, the Google+TS scheme becomes more robust since the spam tags are pruned. The best results are observed from the T S and ESA approach, which can process more than 90% queries.
Effectiveness:
To measure the effectiveness of different schemes, we adopt the Normalized Discounted Cumulative Gain(NDCG) metric [13] . In this metric, the relevance of returned results are labeled as one of the five levels (1-5). The average NDCG score for the query set is computed as follows:
where Z kj is a normalization constant so that the optimal NDCG is 1 and r(j, i) is the relevance level of the ith concept (tag) in query j. This metric takes both relevancy and ranking order into consideration and is widely used to measure the result quality. To compute the NDCG score, ten students from the CS department are volunteered to give scores for each query. Apparently, T S approach outperforms all the other methods as shown in Figure 5 (b). This is because the concepts in T S are generated for each individual tag. Therefore, fewer noisy concepts will be introduced. However, one limitation of T S is that when a phrase is falsely segmented into separated parts, e.g., from "Paris Hilton" to "Paris" and "Hilton", we are unable to find the correct concept ("Paris Hilton", the celebrity) which can represent them as a whole. This also explains why our method performs worse in DOC than in IMG. As in Delicious, the false segmentation happens more frequently. In addition, the comparison of Google and Google + T S in both robustness and effectiveness experiments reveals the usefulness of our TS method in another perspective. It demonstrates that we can indeed remove the noisy unnecessary tags in the resources.
B. Cross Domain Search Evaluation
In this section, we compare our concept-based retrieval (CBS) with the tag-based retrieval (T BS) method. T BS adopts the similar idea as CBS but based on the tags. The intuition is to examine how much the results can be improved by representing resources with Wikipedia concepts instead of the manually added tags. The resources in T R are used as queries. In the test, we discard the tags for the query resource, and hence the query is just the image/document itself. As mentioned in Section IV, we perform the cross domain search in two steps: build the concept vector for the query and then perform the resource retrieval in the repository.Before evaluating the two steps, we first investigate the effect of K in THR.
1)THR Selection:
To generate the uniform concept vector of a query, we exploit its Top-K homogeneous resources. The effect of different K values is shown in Figure 6 . The y axis represents the NDCG score of the generated concepts for different K. In the diagrams, both of the two datasets achieve their highest score when K = 50. The reason is that if K is set to a small value (e.g., 20), many related concepts cannot be discovered due to the small number of intra-domain resources. On the other hand, when K is set to a large value (e.g.,100), noisy concepts are introduced with a high probability and they may increase each others' weights via the correlations, which is even worse when processing the query. In summary, a proper number of intra-domain similar resources are preferred. Another interesting observation is that the scores of DOC are higher than those of IM G. It is because the intra-similarity function between documents is much more accurate than that of the images. Therefore, more relevant concepts can be retrieved in the document setting. The third finding is that the gap between scores of IM G is smaller than that of DOC. After checking the data, we find that the gap of intra-similar score between the image query and its candidates are much greater than the scores between text query and similar documents. For example, on average, the top ranked candidate image has 8 times higher score than that the image ranked 50th, and 150 times higher than the 100th one. However, the corresponding data for DOC is only 2.2 and 2.9. This comparison illustrates that the lower ranked image candidates do not have as much influence on the final results as that of DOC so that including more candidates will not hurt the effective performance too much but make the whole process become slower. 
2) Uniform Concept Vector Building of Queries:
We compare the relevancy of concepts (tags) generated by CBS, TBS and the fixed annotation-based cross-media relevance model(FACMRM) [14] which is an automatic image annotation method. By using a training set of annotated images, FACMRM learns the joint distribution of images and words. Then fixed length annotations can be generated by using the top k words to annotate the images. Here, we adapt the FACMRM idea as a method of generating concepts for a query. In the evaluation, as before, we choose TR as the query set and NDCG as the measurement metric as before. Figure 7 illustrates the NDCG score comparison between the three methods. Among the three methods, our CBS perform the best. In the three methods, the highest score is observed when only the first tag is used, which indicates that the most relevant concept (tag) is always ranked the highest. Apparently, CBS and T BS performs better for various values of k. The reason is analyzed as in CBS and T BS, we add the correlation factor into the concept(tag) ranking and this leads to better results. We manually select the ranked concepts(tags) and find that our concept based method tends to reduce the bias which may exist in the underlying repository. For example, "Merlion" is tagged much less than "Singapore" in the repository. Thus "Singapore" has a larger possibility to appear in the THR of a query. However, ranking "Singapore" higher does not help the search much as it is so general. Our method can overcome this problem and rank "Merlion" higher.
Generally, the average scores for images are lower than that of documents. The score gap is caused by the semantic gap between low level features and high level semantics of images. The visually similar images are perhaps not semantically similar and may introduce noisy concepts. Compared to images, it is more credible to capture the semantic similarities between documents, leading to the higher score of documents. 
3) Cross Domain Search:
We do a set of experiments to measure the result quality of cross domain search. Generally the results are evaluated in four categories: searching images by image, searching images by document, searching documents by document and searching documents by image. For each query, we select the top-5 concepts (tags) to build the concept vectors and then retrieve the relevant images and documents respectively. Figure 8 presents the comparison results of the precision@k (top k returned results). We also present some examples in Figure 9 to better illustrate our results. From the figures and examples, it is clear to show that CBS does work and performs better than TBS. The reason is that by consistently representing the resources and queries in uniform concept vectors, we can capture the semantics between resources more precisely. Another reason is that concepts can receive a more reasonable weight than the tags. The weights for the concepts of queries play important roles in retrieving the resources. We find that even for the same concept set, when the weights vary a little, the final results will change a lot.
We also compare our methods with the intra-domain similarity function when the query and results are in the same domain. From Figure 8(b) and 8(d) , we observe that adding one more step is a double-edged sword. We analyze the reason as follows. If the tags are not assigned correctly, errors will be introduced and propagated in each step. Finally the results will be degraded, such as T BS. However, if we can assign and weight the intermediate concept properly, it does help improve the performance.
Another trend observed from the above figures is that the precision of cross domain search (Figure 8(a), 8(c) ) is a little bit lower than that of intra-domain search(8(b), 8(d)). Except the inherent difficulty in cross domain search, it is partially caused by the incompleteness of the underlying resource repository. For example, for some image queries, we have a few or none relevant document resources in our repository.
VI. RELATED WORK
The objective of our system is to automatically map various domain Web 2.0 resources together and support cross domain search with a principled uniform resource model framework. In this section, we will review research and systems on linked data, especially linking data to Wikipedia and previous research effort on cross domain search.
A. Linked Data
Linked Data is about using the Web to connect related data that wasn't previously linked, or using the Web to lower the barriers to linking data currently linked using other methods [15] . Most investigations conducted in this area pay more attentions on structured data linking [16] [17] .
Several applications [18] [19] [20] have recently become publicly available that allow connecting ordinary Web data to knowledge repository, e.g., DBpedia 7 , in an automated or semi-automated fashion. In [20] , a project prompted by BBC tries to provide background information on identified main actors in the BBC news by means of DBpedia. In [19] , a semi-automatic method is proposed to translated tags to Wikipedia concepts. In [18] , a service to link Flickr images to Wikipedia is described. However, it mainly focuses on geographic concepts. Similar to these work, we try to link Web data to the formal and accurate knowledge center, Wikipedia. Compared to these work, we pay more attentions on Web 2.0 resources and propose an automatic and general resource linking method. In addition, we provide a unified search function for the linked resources. 
B. Cross Domain Search
Generally, many work is related or partially related to cross domain search. As we mainly focus on cross domain search by text or images, we coarsely classify existing work into the following three categories according to the types of input query: searching by text, searching by images or searching by both.
Text Search: This kind of searching includes searching by keywords and documents. The well-known PageRank [21] achieved great success in keyword search. Except keyword search of documents, they further deploy similar philosophy in searching images by keywords [22] . There are also some attempts in searching images by a paragraph or a document. In [23] , an approach of searching images using a paragraph is described. They first extract semantic keywords from the paragraph and then do the search in an annotated image database. In addition, querying by documents is studied in [24] .
Image Search: Most researches on searching by images are essentially dependent on content based image retrieval techniques [25] (CBIR), leveraging image visual similarity computation. The visual similarity is computed from the low level features of images, such as color, shape and texture [26] [27]. CBIR techniques are the foundation of image retrieval stuff. In a project developed in [28] , users can search for aviation photos by submitting a photo.
The wide spread use of mobile devices has prompted the demand of searching text by images. For searching keywords by images, commonly it is referred as automatic image annotation, which tries to generate a set of related words of an image [14] [29] . Furthermore, in [30] and [31] , they propose techniques of recognizing locations and searching the Web. Furthermore, users can optionally provide text as complementary part in searching by images. In [32] , they develop a photo based question answering system to help people find useful information according to a query image.
Cross Domain Search: There are also some works with quite similar goals to us [2] [14] . In [2] , they study the problem of how to jointly model the text and image co-occurring in the same documents. Then they learn the correlation between the two media with canonical correlation analysis. On the other hand, [14] learns the correlation between keywords and image blobs by a relevance model. We should note that both of these two methods work on a small dataset and require a training dataset which provides precise matchings between text and images. Comparably, our work tries to address a more intractable problem and targets at the larger volume Web 2.0 data with various data strutures. Therefore, in this case, we introduce Wikipedia as a semantic description of the Web 2.0 resources, aiming to avoid the ambiguous connections.
VII. CONCLUSIONS
In this paper, we propose a brand new cross domain framework for web-based applications, extending the existing annotation method by linking the resources to concepts in Wikipedia. Our framework fully utilizes the Wikipedia concepts with their well-organized contents and high-quality links. Our framework exhibits high extensibility and flexibility on the processing of cross domain search, which only depends on the correlation between the resources and the Wikipedia concepts. Our experiment results show that our proposal dramatically improves the search quality, as well as presents considerable potentials on the enhancement of web 2.0 applications.
