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Abstract
We show that Connes’ embedding problem is equivalent to the weak
Tsirelson problem in the setting of two-outcome synchronous correlation
sets. We further show that the extreme points of two-outcome syn-
chronous correlation sets can be realized using a certain class of universal
C*-algebras. We examine these algebras in the three-experiment case
and verify that the strong and weak Tsirelson problems have affirmative
answers in that setting.
1 Introduction
Connes’ embedding problem asks whether each II1-factor acting on a separable
Hilbert space admits a trace-preserving embedding into Rω, the ultraproduct
of the hyperfinite II1 factor R [2]. In spite of decades of interest and many
equivalent reformulations, this problem remains unsovled.
Connes’ problem has received renewed interest in light of a surprising re-
formulation in terms of Tsirelson’s problems in quantum information theory.
The weak Tsirelson problem asks whether the closure of the set of quantum
correlations Cq(n,m), a convex subset of R
n2m2 , is equal to the set of quantum-
commuting correlations Cqc(n,m), a closed convex subset of R
n2m2 , for every
pair of positive integers n and m. The connection to Connes’ problem was first
observed independently by Junge et. al. [10] and Fritz [7]. Ultimately Ozawa
[13] proved that Connes’ problem is equivalent to the weak Tsirelson problem.
Tsirelson’s problem has important ramifications in quantum theory, as it essen-
tially asks whether the quantum mechanics of Bohr-Heisenberg produces the
same experimental data as the relativistic quantum mechanics of Haag-Kastler
in the bipartite setting [10]. Moreover an understanding of the geometry of
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Tsirelson’s correlation sets could have important practical significance for quan-
tum communication and quantum computing [8].
As a byproduct of these connections, many authors from the mathematical
community have invested their attention in Tsirelson’s problems recently. Of
special interest to us will be a series of papers related to synchronous quantum
correlations sets. The synchronous quantum correlation sets are affine slices of
the original correlation sets of Tsirelson. The study of synchronous quantum
correlation sets was initiated in [15] which produced a representation theorem for
these correlations in terms tracial states on C*-algebras. Subsequently, Dykema-
Paulsen proved in [4] that Connes’ embedding problem is equivalent to the weak
Tsirelson problem restricted to the setting of synchronous correlation sets. In
this paper we refine this result by showing that Connes’ embedding problem
is equivalent to the weak Tsirelson problem in the setting of two-outcome syn-
chronous correlation sets. This result implies a recent unpublished result of
Ozawa.
In another paper, Dykema-Paulsen-Parakash [6] provided a negative answer
to the strong Tsirelson problem (whether or not Cq(n,m) = Cqc(n,m)) in the
setting of synchronous correlation sets with n = 5 and m = 2. In [16] the
author determined the geometry of the synchronous quantum correlation set in
the setting of n = 3 and m = 2 but left the solution to Tsirelson’s problems in
this setting open. In this paper we complete the study of the n = 3,m = 2 case
by showing that the strong Tsirelson problem has an affirmative answer in this
setting. Along the way we show that Connes’ problem is equivalent to the coin-
cidence of a certain family of non-linear functionals defined on the two-outcome
synchronous quantum correlation sets. Using this reformulation, we show that
extreme points in the two-outcome synchronous quantum correlations can be
realized with certain universal C*-algebras. We consider the structure of these
C*-algebras in the three-experiment setting. All of these results build upon
techniques used by Dykema-Paulsen-Prakash in [5] and the geometric simplifi-
cations of correlation sets which are implicit in Musat-Rørdam [12].
Our paper is organized as follows. In section 2 we review the necessary
notations and definitions and any theorems from the literature that we will
need. In section 3 we establish the equivalence of Connes’ conjecture with the
weak Tsirelsen problem in the setting of two-outcome synchronous correlations.
In section 4 we define a family of non-linear functionals. By analyzing these
functionals, we obtain another equivalence with Connes’ problem as well as our
results concerning the three-experiment case in particular and extreme points
of synchronous correlation sets in general.
2 Preliminaries
We first establish some notation. Let N denote the set of positive integers, R
denote the set of real numbers, and C denote the set of complex numbers. For
each n ∈ N we let [n] = {0, 1, . . . , n− 1}.
By aC*-algebra we mean a unital self-adjoint closed subalgebra of bounded
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operators on a complex Hilbert space. We use basic results concerning C*-
algebras freely throughout. We refer readers not familiar with the theory of
C*-algebras to [3]. By a projection we mean an operator P satisfying P ∗ = P
and P 2 = P . By a projection-valued measure, we mean a set {Pi}i∈[m] of
projections satisfying
∑
i∈[m] Pi = I, were I denotes the identity operator. We
note that when {Pi} is a projection-valued measure it is necessarily the case that
PiPj = 0 for all i 6= j. Given a C*-algebra A, we call a linear map φ : A→ C a
state if φ(I) = 1 and φ(x∗x) ≥ 0 for all x ∈ A.
We can now define the quantum correlation sets. Some of these definitions
are non-standard, but an application of the GNS construction shows them to
be equivalent to the standard ones.
Definition 2.1. Let n,m ∈ N. By a correlation we mean a tensor
{p(i, j|x, y)}x,y∈[n],i,j∈[m] ∈ R
n2m2
satisfying
∑
i,j∈[m] p(i, j|x, y) = 1 for each x, y ∈ [n]. The set of all correla-
tions is denoted by C(n,m). We define the non-signaling, quantum-commuting,
quantum, quantum-approximate and local correlations as follows.
1. A correlation p ∈ C(n,m) is non-signaling if the quantities
pA(i|x) =
∑
j∈[m]
p(i, j|x, y), pB(j|y) =
∑
i∈[m]
p(i, j|x, y)
are well-defined (i.e. pA is independent of the choice of y and pB is inde-
pendent of the choice of x). The matrices pA(i|x) and pB(j|y) are called
the marginal densities for p. The set of all non-signaling correlations is
denoted by Cns(n,m).
2. A correlation p ∈ C(n,m) is called quantum-commuting if there exists
a C*-algebra A, projection valued measures {Ex,i}, {Fy,j} ⊆ A satisfying
Ex,iFy,j = Fy,jEx,i and a state φ on A such that p(i, j|x, y) = φ(Ex,iFy,j).
The set of all quantum-commuting correlations is denoted by Cqc(n,m).
3. A correlation p ∈ C(n,m) is called a quantum correlation if p is a
quantum-commuting correlation arising from a finite dimensional C*-algebra
A. The set of quantum correlations is denoted by Cq(n,m).
4. A correlation p ∈ C(n,m) is called a quantum-approximate correla-
tion if it is a limit point of the quantum correlations in Rn
2m2 . We let
Cqa(n,m) denote the set of all quantum approximate correlations.
5. A correlation p ∈ C(n,m) is called a local correlation if p is a quantum-
commuting correlation arising from a commutative C*-algebra A. The set
of local quantum correlations is denoted by Cloc(n,m).
Morally, a correlation is a joint probability distribution produced by two in-
dependent parties, usually labeled Alice and Bob, who each have n probabilistic
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experiments they can perform, each experiment having m possible outcomes.
The quantity p(i, j|x, y) indicates the probability that Alice obtains outcome i
and Bob obtains outcome j given that Alice performed experiment x and Bob
performed experiment y. The different types of correlation sets arise by impos-
ing various restrictions on the technology Alice and Bob can employ to perform
their joint experimentation.
It is well-known that the correlation sets satisfy
Cloc(n,m) ⊆ Cq(n,m) ⊆ Cqa(n,m) ⊆ Cqc(n,m) ⊆ Cns(n,m) ⊆ C(n,m)
and that each of these sets is convex. Moreover each of these sets, with the
exception of Cq(n,m), is known to be closed. In fact, Cloc(n,m), Cns(n,m) and
C(n,m) are easily seen to be polytopes. By contrast, the sets Cq(n,m), Cqa(n,m),
and Cqc(n,m) are not polytopes for most choices of n and m. We can now state
the strong and weak Tsirelson problems.
Problem 2.2 (Strong Tsirelson). Is Cq(n,m) = Cqc(n,m)?
Since Cqc(n,m) is closed for all n and m, the answer is negative whenever
Cq(n,m) fails to be a closed set, which is known to occur whenever n ≥ 5 and
m ≥ 2 [6] or whenever n ≥ 4 and m ≥ 3 [1]. The first example of n and m
for which Cq(n,m) is non-closed is due to Slofstra [17]. The strong Tsirelson
problem remains unsolved for n = 3 and all m or n = 4 and m = 2. The only
setting in which it is known to be true is the setting n = m = 2.
Problem 2.3 (Weak Tsirelson). Is Cqa(n,m) = Cqc(n,m)?
Clearly an affirmative answer to the strong Tsirelson problem implies an
affirmative answer to the weak Tsirelson problem. To our knowledge, the weak
Tsirelson problem has only been answered in the case when n = m = 2 (in the
affirmative), and is open in all other settings. The difficulty of this problem is
explained by the next theorem.
Theorem 2.4 (Ozawa [13]). Connes’ embedding problem has an affirmative
answer if and only if the weak Tsirelson problem has an affirmative answer for
all n,m ∈ N.
We now turn our attention to the subset of synchronous correlations which
we define now.
Definition 2.5. A correlation p ∈ C(n,m) is called synchronous if p(i, j|x, x) =
0 whenever i 6= j. For each r ∈ {loc, q, qa, qc, ns} we let Csr (n,m) denote the
set of all synchronous correlations in Cr(n,m).
A state τ on a C*-algebra A is called tracial if τ(xy) = τ(yx) for all x, y ∈ A.
A useful characterization of the synchronous quantum correlations in terms of
tracial states was discovered by Paulsen-et.al. in [15]. We state this result here.
Theorem 2.6 (Paulsen et. al.). A correlation p ∈ Csqc(n,m) if and only if there
exists a C*-algebra A, projection-valued measures {Ex,i} ⊆ A and a tracial
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state τ on A such that p(i, j|x, y) = τ(Ex,iEy,j). If the C*-algebra is finite-
dimensional, then the corresponding correlation p is in Csq (n,m). If the C*-
algebra is commutative, then the corresponding correlation p is in Csloc(n,m).
A state φ on a C*-algebra is called faithful if φ(x∗x) > 0 whenever x 6= 0.
A simple application of the GNS construction shows that we may always take
the state τ in Theorem 2.6 to be faithful, a fact that we will exploit later.
As in the non-synchronous case, it is well-known that
Csloc(n,m) ⊆ C
s
q (n,m) ⊆ C
s
qa(n,m) ⊆ C
s
qc(n,m) ⊆ C
s
ns(n,m) ⊆ C
s(n,m)
and that these sets are convex. With execption of Csq (n,m) all of these sets
are closed, and the sets Csloc(n,m), C
s
ns(n,m) and C
s(n,m) are polytopes. The
sets Csq (n,m), C
s
qa(n,m), and C
s
qc(n,m) are not polytopes for most n and m.
Moreover we have a reformulation of Connes’ problem in this setting as well.
Theorem 2.7 (Dykema-Paulsen [4]). Connes’ embedding problem has an affir-
mative answer if and only if the closure of Csq (n,m) coincides with C
s
qc(n,m)
for all n,m ∈ N.
In [4] Dykema-Paulsen ask whether or not the closure of Csq (n,m) coincides
with Csqa(n,m). Their question was answered affirmatively by Kim-Paulsen-
Schafhauser in [11]. The proof uncovered another interesting connection be-
tween Connes’ problem and synchronous correlation sets, which we summarize
in the next theorem.
Theorem 2.8 (Kim-Paulsen-Schafhauser [11]). The set Csqa(n,m) is equal to
the closure of Csq (n,m) for each n,m ∈ N. Moreover, a correlation p ∈ C
s
qa(n,m)
if and only if there exist projection-valued measures {Ex,i}i∈[m] ⊆ R
ω for each
x ∈ [n] such that p(i, j|x, y) = τ(Ex,iEy,j), where τ is the unique trace on R
ω.
We conclude with a discussion about the synchronous correlation sets in
the two-outcome senario. Assume p ∈ Csqc(n, 2). Then for each x, y ∈ [n] the
synchronous and non-signaling conditions imply that
p(i, j|x, x) =
(
wx,x 0
0 1− wx,x
)
(1)
and
p(i, j|x, y) =
(
wx,y wx,x − wx,y
wy,y − wx,y 1 + wx,y − wx,x − wy,y
)
(2)
where wx,y = p(0, 0|x, y). Since p ∈ C
s
qc(n, 2) there exists a C
∗-algebra A,
projection valued measures {Ex,i} ⊆ A and a tracial state τ on A such that
p(i, j|x, y) = τ(Ex,iEy,j). Therefore wx,y = wy,x. It follows that the data of
p is contained in the symmetric matrix (wx,y). Following the notation of [12],
we define Dqc(n) to be the set of symmetric matrices with entries of the form
di,j = τ(PiPj) where {Pi} ⊆ A are projections and τ is a tracial state on A.
Equivalently Dqc(n) is the image of the restriction map π : Cqc(n, 2) → R
n2
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given by π(p)(x, y) = p(0, 0|x, y). Similarly we define Dqa(n), Dq(n) and
Dloc(n). By Equations (1) and (2) above it is evident that π is an affine iso-
morphism between Cr(n, 2) and Dr(n). We summarize this discussion with the
following Proposition.
Proposition 2.9. The restriction map π : Cr(n, 2)→ R
n2 given by π(p)(x, y) =
p(0, 0|x, y) is an affine bijection onto its range Dr(n) for each r ∈ {loc, q, qa, qc, ns}.
3 Connes’ embedding problem and two-outcome
correlation sets
In this section we wish to establish an equivalence between Connes’ problem
and the weak Tsirelson problem in the setting of two-outcome synchronous
correlation sets. Our strategy will be to identify certain convex faces of the two-
outcome synchronous correlation sets which are affine images of the m-outcome
synchronous correlation sets. We will make use of the following Lemma.
Lemma 3.1. Let A be a C∗-algebra with a faithful tracial state τ : A → C.
Suppose that {Pi}
m
i=1 are projections in A satisfying τ(PiPj) = 0 when i 6= j.
Then PiPj = 0 whenever i 6= j. If in addition
∑
i,j τ(PiPj) = 1, then {Pi}
m
i=1
is a projection valued measure.
Proof. Since the Pi’s are projections and τ is a trace, we have
τ(PiPj) = τ(PjPiPiPj) = τ((PiPj)
∗(PiPj)).
Since τ is faithful, it follows that PiPj = 0 whenever i 6= j. Consequently
P :=
∑
i Pi is a projection. If
1 =
∑
i,j
τ(PiPj) = τ(P ).
then τ(I − P ) = 0. Since P ≤ I, I − P is also a projection and therefore
I − P = 0 since τ is faithful.
Definition 3.2. Let n,m ∈ N, and fix some bijection [n]× [m]→ [nm] so that
elements of [nm] are indexed as ordered pairs (x, i) with x ∈ [n] and i ∈ [m].
Define a map π : C(nm, 2) → Rn
2m2 via π(p)(i, j|x, y) := p(0, 0|(x, i), (y, j)).
Then we define
F sr (n,m) := {p ∈ C
s
r (nm, 2) : π(p) ∈ C
s
ns(n,m)}.
We remark that our definition of F sr (n,m) depends on the labeling of [nm].
However it should be transparent that all such choices lead to affinely isomorphic
subsets of Csr (nm, 2) so that this technicality is unimportant. Moreover, the map
π in this definition is the same π from Proposition 2.9, making F sr (n,m) the
preimage of an affine slice of Dr(nm). The following results establish the basic
properties of F sr (n,m) and the existence of an affine isomorphism with C
s
r (n,m)
for r ∈ {loc, q, qa, qc}.
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Proposition 3.3. For each n,m ∈ N, p ∈ F sr (n,m) if and only if π(p) ∈
Csr (n,m) for each r ∈ {loc, q, qa, qc, ns}.
Proof. The case when r = ns is obvious by Definition 3.2 (that π−1 is a well-
defined affine map follows from Proposition 2.9). We consider the other cases.
Let A be a C∗-algebra with a faithful tracial state τ and let {Ea,(x,i)}a=0,1 ⊆ A
be projection-valuedmeasures for each (x, i) ∈ [n]×[m]. Set p(a, b|(x, i), (y, j)) =
τ(Ea,(x,i)Eb,(y,j)). If p ∈ F
s
qc(n,m) then π(p) ∈ C
s
ns(n,m). Consequently
τ(E0,(x,i)E0,(x,j)) = 0 whenever i 6= j and
∑
i,j τ(E0,(x,i)E0,(x,j)) = 1. By
Lemma 3.1 it follows that {E0,(x,i)}
m
i=1 is a projection valued measure for each
x ∈ [n]. Therefore π(p) ∈ Csqc(n,m). Taking A to be R
ω , finite-dimensional,
or commutative and repeating the above argument we see that p ∈ F sr (n,m)
implies that π(p) ∈ Csr (n,m) for r ∈ {loc, q, qa}.
On the other hand, suppose q ∈ Csqc(n,m) with q(i, j|x, y) = τ(Fx,iFy,j).
Then we can build p ∈ Csqc(nm, 2) by setting E0,(x,i) = Fx,i and E1,(x,i) =
I−Fx,i and letting p(a, b|(x, i), (y, j)) = τ(Ea,(x,i)Eb,(y,j)). By the non-signaling
conditions, we see that q = π(p). Taking A to be Rω, finite-dimensional or
commutative we obtain the other results.
Proposition 3.4. For each n,m ∈ N, F sr (n,m) is a relatively closed face of
Csr (nm, 2) for each r ∈ {loc, q, qa, qc}.
Proof. It is clear that F sr (n,m) is relatively closed since it is the intersection of
Csr (nm, 2) with the affine space defined by the non-signaling conditions. Suppose
that p ∈ F sr (n,m), q, s ∈ C
s
r (nm, 2) and p = λq+µs with λ+µ = 1 and λ, µ ≥ 0.
Since π(p) ∈ Csns(n,m), we have
λq(0, 0|(x, i), (x, j)) + µs(0, 0|(x, i), (x, j)) = 0
whenever i 6= j, and hence q(0, 0|(x, i), (x, j)) = s(0, 0|(x, i), (x, j)) = 0.
Now if q, s ∈ Csqc(nm, 2), then q(a, b|(x, i), (y, j)) = τ(Ea,(x,i)Eb,(y,j)) and
s(a, b|(x, i), (y, j)) = ρ(Fa,(x,i)Fb,(y,j)) as in Theorem 2.6. However, by Lemma
3.1, we haveE0,(x,i)E0,(x,j) = 0 and F0,(x,i)F0,(x,j) = 0 whenever i 6= j. It follows
that
∑
i,j E0,(x,i)E0,(x,j) =
∑
i E0,(x,i) ≤ I and hence
∑
i,j q(0, 0|(x, i), (x, i)) ≤
1. Likewise,
∑
i,j s(0, 0|(x, i), (x, j)) ≤ 1. Consequently
λ(
∑
i,j
q(0, 0|(x, i), (x, j))) + µ(
∑
i,j
s(0, 0|(x, i), (x, j))) = 1
implies that ∑
i,j
q(0, 0|(x, i), (x, j)) =
∑
i,j
s(0, 0|(x, i), (x, j)) = 1.
Therefore {E0,(x,i)}
m
i=1 and {F0,(y,j)}
m
j=1 are projection valued measures by
Lemma 3.1. It follows that q, s ∈ F sqc(n,m). The remaining statements fol-
low by assuming the correlations are realized in Rω, some finite-dimensional
C*-algebra, or some commutative C*-algebra and repeating the above argu-
ments.
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Before stating the main theorem of this section we should include a remark
about the above proof. The reader may notice that if F sns(n,m) were a face of
Csns(nm, 2) then it would follow that F
s
r (n,m) is a face of C
s
r (nm, 2) for each
r ∈ {loc, q, qa, qc} by Proposition 3.3. This would be a better result and a more
efficient proof. However the proposition is false for r = ns. Indeed, define the
following matrices for each x, y ∈ [2] and x 6= y:
p(i, j|x, x) =
(
.5 0
0 .5
)
, p(i, j|x, y) =
(
.25 .25
.25 .25
)
,
q(i, j|x, x) =
(
.5 0
0 .5
)
, q(i, j|x, y) =
(
.5 .5
.5 .5
)
,
s(i, j|x, x) =
(
.5 0
0 .5
)
, s(i, j|x, y) =
(
0 0
0 0
)
.
Then p defines a correlation in Csns(2, 2) while q, s fail the non-signaling condi-
tions and thus are not correlations. However π−1(p) ∈ F sns(2, 2), π
−1(q), π−1(s) ∈
Csns(4, 2) and
π−1(p) =
1
2
π−1(q) +
1
2
π−1(r).
We conclude with the main theorem of this section.
Theorem 3.5. Connes’ embedding problem has an affirmative answer if and
only if Csqa(n, 2) = C
s
qc(n, 2) for every n ∈ N.
Proof. By [4] and [11] we know that Connes’ embedding conjecture is equivalent
to Csqa(n,m) = C
s
qc(n,m) for all n and m. Thus it suffices to demonstrate
equivalence of Csqa(n, 2) = C
s
qc(n, 2) for all n with C
s
qa(n,m) = C
s
qc(n,m) for all
n and m.
Clearly if Csqa(n,m) = C
s
qc(n,m) for all n and m then C
s
qa(n, 2) = C
s
qc(n, 2)
for all n. Now suppose that Csqa(n,m) 6= C
s
qc(n,m) for some n and m. Then
by Proposition 3.3 we have F sqa(n,m) 6= F
s
qc(n,m). However F
s
qa(n,m) and
F sqc(n,m) are closed faces of C
s
qa(nm, 2) and C
s
qc(nm, 2), respectively, by Propo-
sition 3.4. Therefore Csqa(nm, 2) 6= C
s
qc(nm, 2).
As a corollary we obtain an unpublished result of Ozawa.
Corollary 3.6 (Ozawa [14]). Connes’ embedding problem has an affirmative
answer if and only if Cqa(n, 2) = Cqc(n, 2) for every n ∈ N.
Proof. If Connes’ conjecture is true then Cqa(n, 2) = Cqc(n, 2) for every n. On
the other hand, if Connes’ conjecture is false, then by Theorem 3.5 we have
Csqa(n, 2) 6= C
s
qc(n, 2) for some n. This implies that Cqa(n, 2) 6= Cqc(n, 2) since
the synchronous correlations constitute an affine slice of the non-synchronous
correlations.
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Remark 3.7. After a first preprint of this paper was made available, the author
was contacted by Samuel Harris who pointed out that the main result of this
section (Theorem 3.5) also appears in his thesis ([9], Theorem 1.9.5). The
proofs are similar. We have left this section unchanged since it includes several
additional details about the embedding of Csr (n,m) into C
s
r (nm, 2) and because
these results are used in and motivate the results of the next section.
4 Extreme points of two-outcome quantum cor-
relations
In this section we will consider the sets Dr(n) for r ∈ {loc, q, qa, qc} which, by
Proposition 2.9, is affinely isomorphic to Cr(n, 2). We will describe the geometry
of Dr(n) in terms of a family of subsets indexed by vectors in [0, 1]
n, which we
define now.
Definition 4.1. For each ~y ∈ [0, 1]n and r ∈ {loc, q, qa, qc}, we define the
~y-slice of Dr(n), denoted by S~y[Dr(n)], to be the set of all vectors
(wi,j)i<j<n ⊆ R
(n−1)(n−2)
2
with the following property: there exists p ∈ Dr(n) such that pi,j = wi,j for each
0 ≤ i < j < n and pi,i = yi for each i ∈ [n].
Essentially the ~y-slice of Dr(n) is the projection of the subset of Dr(n) with di-
agonal entries given by ~y onto its upper diagonal entries. Since Dr(n) is affinely
isomorphic to Csr (n, 2) and since elements of Dr(n) are symmetric matrices, we
see that the geometry of Csr (n, 2) is determined by the ~y-slices of Dr(n). We
remark that since τ(PiPj) ≤ min(τ(Pi), τ(Pj)) for every choice of Pi and Pj , we
see that S~r[Dqc(n)] is a subset of the
1
2 (n − 1)(n − 2)-dimensional rectangular
prism whose (i, j) coordinate lies in the interval [0,min(yi, yj)].
We will analyze the geometry of the ~y-slices of Dr(n) by considering their
projections onto lines given by span(~x) where ~x = (xi,j)i<j<n ∈ R
(n−1)(n−2)
2
is any non-zero vector. To this end we define for each r ∈ {loc, q, qc}, vector
~x = (xi,j)i<j<n and vector ~y ∈ [0, 1]
n the quantities
ur(~y, ~x) = sup{
∑
i<j<n
xi,jwi,j : w ∈ S~y[Dr(n)]}
and
lr(~y, ~x) = inf{
∑
i<j<n
xi,jwi,j : w ∈ S~y[Dr(n)]}.
When ~x is a unit vector the set [lr(~y, ~x), ur(~y, ~x)]~x is exactly the closure of the
projection of S~r[Dqc(n)] onto the ray span(~x). Otherwise it is a rescaling of this
projection.
The functional lr(~y, ~x) directly generalizes the graph functional fr(t) defined
by Dykema-Paulsen-Prakash in [6]. In fact, settting ~y equal to the vector with
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constant entries of t and ~x equal to the constant vector with entries of 1 we get
fr(t) = 2lr(~y, ~x)+nt. The next theorem demonstrates why we are interested in
the quantities lr(~y, ~x) and ur(~y, ~x).
Theorem 4.2. Connes’ embedding problem has an affirmative solution if and
only if for every n ∈ N, ~y ∈ [0, 1]n and ~x ∈ R
(n−1)(n−2)
2 we have
uq(~y, ~x) = uqc(~y, ~x).
Proof. If Connes’s conjecture is true then Dqc(n) = Dq(n) for every n and
consequently
uq(~y, ~x) = uqc(~y, ~x)
for every ~y and ~x. Now suppose Connes’s conjecture is false. Then there ex-
ists some n such that Dqc(n) 6= Dqa(n) by Theorem 3.5. Thus S~y[Dqc(n)] 6=
S~y[Dqa(n)] for some ~y. Suppose that p ∈ S~y[Dqc(n)] \ S~y[Dqa(n)]. By the
Hahn-Banach theorem there exists a hyperplane that strictly separates p from
S~y[Dqa(n)]. Taking ~x to be a vector normal to this hyperplane, we get
[lqc(~y, ~x), uqc(~y, ~x)] 6= [lq(~y, ~x), uq(~y, ~x)].
Finally notice that that lr(~y, ~x) = −ur(~y,−~x).
Since Dqc(n) is a compact set, there exists a C
∗-algebra A, projections
{Pi} ⊆ A and a tracial state τ on A such that
ur(~y, ~x) =
∑
i<j<n
xi,jτ(PiPj).
We will show that the projections {Pi} achieving this value satisfy certain rela-
tions. This follows from the next proposition.
Proposition 4.3 (Dykema-Paulsen-Prakash, [5]). Let τ be a trace on a C∗-
algebra A and let A,B ∈ A be hermitian with [A,B] 6= 0. Then there exists
a hermitian H ∈ A such that the function f(t) = τ(AeiHtBe−iHt) satisfies
f ′(0) > 0.
Proposition 4.4. Suppose that ur(~y, ~x) =
∑
i<j<n xi,jτ(PiPj). Then
[Pi,
∑
i6=j
xi,jPj ] = 0.
Proof. Set A =
∑
i6=j xi,jPj . Since {Pi} satisfy ur(~y, ~x) =
∑
i<j<n xi,jτ(PiPj) =
τ(PiA), it follows from Proposition 4.3 that [Pi, A] = 0. Otherwise we could
choose a hermitian operator H and a small t > 0 such that
ur(~y, ~x) <
∑
i<j<n
xi,jτ(QiQj)
where Qi = Pi and Qj = e
iHtPje
−iHt for each j 6= i. Since τ(Qi) = τ(Pi) = yi
this contradicts the definition of ur(~y, ~x).
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In light of the preceding proposition, we define a family of C*-algebras in
which one can produce the extreme points of Dr(n).
Definition 4.5. For each n ∈ R and ~x ∈ R
(n−1)(n−2)
2 , we define the C*-algebra
A~x to be the universal C*-algebra generated by projections P0, P1, . . . , Pn−1 sat-
isfying the relations
[Pi,
∑
i6=j
xi,jPj ] = 0
for each i ∈ [n].
Theorem 4.6. Let r ∈ {loc, q, qc} and suppose that p is an extreme point of
Dr(n). Then there exists a vector ~x ∈ R
(n−1)(n−2)
2 and a trace τ on A~x such that
p(i, j) = τ(PiPj) and τ(Pi) = yi.
Proof. Since p ∈ Dqc(n) there exists a C*-algebra B, a trace ρ on B and
projections Q0, . . . , Qn−1 such that p(i, j) = ρ(QiQj). Since p is an extreme
point of Dr(n), its upper triangular entries (which we also denote p) must
produce an extreme point for S~y[Dr(n)] where yi = p(i, i). By the Hahn-
Banach Theorem, there exists a hyperplane in R
(n−1)(n−2)
2 containing p for which
S~y[Dr(n)] is contained in one of its half-spaces. Taking ~x to be a vector normal
to this hyperplane we get ur(~y, ~x) =
∑
i<j<n xi,jτ(PiPj). By Proposition 4.4
the projections {Qi} satisfy [Qi,
∑
i6=j xi,jQj ] = 0 for each i ∈ [n]. By the
universality of A~x, there exists ∗-homomorphism π : A~x → B satisfying π(Pi) =
π(Qi) for each i ∈ [n]. Setting τ = ρ ◦ π yields a trace satisfying the conditions
of the theorem.
We consider the special case of Dqc(3). In this case, the relations of Propo-
sition 4.4 become
[A, aB + bC] = [B, aA+ cC] = [C, bA+ cB] = 0
where A := P0, B := P1, C := P2, a := x0,1, b := x0,2, and c := x1,2. Note that
[A, aB + bC] = [B, aA+ cC] = 0 implies that [C, bA+ cB] = 0 since
−[C, bA+ cB] = [A, aB + bC] + [B, aA+ cC].
Finally, we note that to consider an arbitrary ray paralell to (a, b, c) with each of
a, b, c non-zero we may assume without loss of generality that c = 1 by rescaling.
Theorem 4.7. Let A be the universal C∗-algebra generated by projections A,B,C
satisfying the relations
[A, aB + bC] = [B, aA+ C] = 0
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for non-zero a, b ∈ R. Then A ∼= C8 ⊕M2 with
A = 1⊕ 1⊕ 1⊕ 1⊕ 0⊕ 0⊕ 0⊕ 0⊕
(
1 0
0 0
)
B = 1⊕ 1⊕ 0⊕ 0⊕ 1⊕ 1⊕ 0⊕ 0⊕
(
t
√
t(1− t)√
t(1− t) 1− t
)
C = 1⊕ 0⊕ 1⊕ 0⊕ 1⊕ 0⊕ 1⊕ 0⊕
(
z −a
b
√
t(1− t)
−a
b
√
t(1− t) 1− z
)
where z = 12 ±
1
2
√
1− 4a
2
b2
t(1− t) and t = b
2+2a2b−a2b2−a2
4a2b .
We remark that there are two choices for z in the above theorem. As we
will show in the proof, exactly one of the two choices for z leads to operators
satisfying the conditions of the theorem.
Proof. We first show that each irreducible representation of A has dimension no
more that four. Consider the operator
H = (aB + bC)2 − (a+ b)(aB + bC).
By assumption H commutes with A, and by an easy computation H com-
mutes with B and C as well. It follows that any irreducible representation
of A must map H to a scalar multiple of the identity. It follows that under
any such representation π we have π(CB) ∈ span(I, π(B), π(C), π(BC)). Sim-
ilar calculations show that π(BA) ∈ span(I, π(A), π(B), π(AB)) and π(CA) ∈
span(I, π(A), π(C), π(AC)). Consequently
π(A) ⊆ span(I, π(A), π(B), π(C), π(AB), π(AC), π(BC), π(ABC))
and hence dim(π(A)) ≤ 8. Since π(A) must be a matrix algebra it must be
isomorphic to C or M2.
Now there are precisely eight one-dimensional representations of A given by
the eight possible ways to map the projections A,B, and C to 0 or 1. It remains
to consider the four-dimensional representations of A. We will show that up
to unitary equivalence there is only one four-dimensional representation of A.
Indeed, assume we have some irreducible representation π : A→ M2. Then we
may assume without loss of generality that A and B do not commute and hence
π : A 7→
(
1 0
0 0
)
, B 7→
(
t
√
t(1− t)√
t(1− t) 1− t
)
for some t ∈ (0, 1) with respect to some choice of basis for C2. Since aB + bC
commutes with A, we must have
π : C 7→
(
z −a
b
√
t(1− t)
−a
b
√
t(1− t) 1− z
)
12
for some choice of z ∈ (0, 1). Using the relation C2 = C we see that
z =
1
2
±
1
2
√
1−
4a2
b2
t(1− t).
Finally a tedious calculation shows that the relation [B, aA + C] = 0 holds
only if t = b
2+2a2b−a2b2−a2
4a2b . The choice of z then depends on the sign of a
and the sign of a2(b2 − 1) + b2. We leave these details to the interested reader.
It follows that there is only one four-dimensional representation of A up to
unitary equivalence and hence the isomorphism described in the statement of
the theorem is faithful.
Theorem 4.8. The sets Csq (3, 2) and C
s
qc(3, 2) coincide. Consequently C
s
q (3, 2)
is closed.
Proof. Let w be an extreme point of Dqc(3). Then by Theorem 4.6 there exists
a vector (a, b, c) ∈ R3, projections A,B,C ⊂ A(a,b,c), and a trace τ on A(a,b,c)
such that w0,1 = τ(AB), w0,2 = τ(AC), and w1,2 = τ(BC). If a, b, c are all
non-zero, we see by Theorem 4.7 that A is finite dimensional. For the other
cases, let us first assume that a = 0. Then we have
uqc(~y, ~x) = bτ(AC) + cτ(BC)
with (τ(A), τ(B), τ(C)) = ~y. Thus to maximize uqc(~y, ~x) it suffices to maximize
τ(AC) if b > 0 or minimize τ(AC) if b < 0, and simultaneously to maximize
τ(BC) if c > 0 or minimize τ(BC) if c < 0. This can be achieved in a commu-
tative C*-algebra. Indeed, for any trace τ and projections P and Q we have
τ(PQ) ∈ [max(0, τ(P ) + τ(Q)− 1),min(τ(P ), τ(Q))].
It is easy to check that we can choose projections A,B,C ∈ L∞[0, 1], the com-
mutative C*-algebra of L∞ functions on the unit interval [0,1], such that τ(AC)
and τ(BC) take either the maximum or minimum values in the above interval
as needed, where τ is the Lebesgue integral. For example, to maximize τ(AC)
and minimize τ(BC), we could identify A,B, and C with the functions
fA(t) =
{
1 t ∈ [0, τ(A)]
0 else
fB(t) =
{
1 t ∈ [1− τ(B), 1]
0 else
and
fC(t) =
{
1 t ∈ [0, τ(C)]
0 else
respectively. We conclude that uqc(~y, ~x) = uloc(~y, ~x) in this case. The cases
when either b or c equal zero are identical, and the case when two of a, b, c are
zero is similar. It follows that every extreme point of Dqc(3) is an element of
Dq(3). The final statement of the theorem follows from the fact that Dqc(3) is
a closed set.
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