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Abstract
For a general dyadic grid, we give a Caldero´n-Zygmund type decomposition,
which is the principle fact about the multilinear maximal function M on the up-
per half-spaces. Using the decomposition, we study the boundedness of M. We
obtain a natural extension to the multilinear setting of Muckenhoupt’s weak-
type characterization. We also partially obtain characterizations of Mucken-
houpt’s strong-type inequalities with one weight. Assuming the reverse Ho¨lder’s
condition, we get a multilinear analogue of Sawyer’s two weight theorem. More-
over, we also get Hyto¨nen-Pe´rez type weighted estimates.
Keywords: Upper half-space, Multilinear maximal function, Weighted
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1. Introduction
1.1. Hardy-littlewood maximal function on Rn
Let Rn be the n-dimensional real Euclidean space and f a real valued mea-
surable function, the classical Hardy-littlewood maximal function is defined by
Mf(x) = sup
x∈Q
1
|Q|
∫
Q
|f(y)|dy,
where Q is a cube with its sides parallel to the coordinate axes and |Q| is the
Lebesgue measure of Q.
A weight will be a nonnegative locally integrable function. Let u, v be two
weights. Muckenhoupt [21] showed that{
M : Lp(v,Rn)→ Lp,∞(u,Rn) iff (u, v) ∈ Ap, where p ≥ 1;
M : Lp(v,Rn)→ Lp(v,Rn) iff v ∈ Ap, where p > 1
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Let p > 1, Sawyer [26] gave the testing condition and characterized the weights
for which M is bounded from Lp(v,Rn) to Lp(u,Rn). Motivated by [21, 26],
the theory of weighted inequalities developed rapidly, not only for the Hardy–
Littlewood maximal operator but also for some of the main operators in Har-
monic Analysis like Caldero´n–Zygmund operators (see [13] and [8] for more
information).
Recently, a large body of literature on the topic of multilinear weighted norm
inequalities appeared. This study is based on multiple simultaneous decomposi-
tions and is naturally more complicated than its linear counterpart, but is also
more far-reaching and yields more flexible results. Weighted estimates for the
maximal operator
∏m
j=1Mfj (m-fold product of M) in the multilinear setting
were studied in [16] and [22]. The new multilinear maximal function
M(f1, ..., fm)(x) := sup
x∈Q
m∏
i=1
1
|Q|
∫
Q
|fi(yi)|dyi, x ∈ R
n
associated with cubes with sides parallel to the coordinate axes was first defined
and the corresponding weight theory was studied in [18]. The importance of this
operator is that it is strictly smaller than the m-fold product ofM . Moreover, it
generalizes the Hardy–Littlewood maximal function (case m = 1) and in several
ways it controls the class of multilinear Caldero´n–Zygmund operators as shown
in [18]. The relevant class of multiple weights for M is given by the condition
A−→p [18, Definition 3.5]. The more general case was extensively discussed in
[14, 15]. Using a dyadic discretization technique, Damia´n, Lerner and Pe´rez
[10] and Li, Moen and Sun [19] proved some sharp weighted norm inequalities
for the multilinear maximal operatorM. In order to establish the generalization
of Sawyer’s theorem to the multilinear setting, Chen and Damia´n [5] introduced
a reverse Ho¨lder’s condition RH−→p on the weights and established the multilin-
ear version of Sawyer’s result; however the method do not work without RH−→p .
Later on, the condition RH−→p was used in [2, 3, 7, 9, 27]. Recently, Cruz-Uribe
and Moen [9] proved a multilinear version of the reverse Ho¨lder’s inequality in
the theory of Muckenhoupt Ap weights. In our opinion, it is difficult to es-
tablish the multilinear version of Sawyer’s result without any assumptions. In
fact, we also found that Li, Xue and Yan [20] introduced a kind of monotone
property and established the multilinear version of Sawyer’s result. Note that
if v =
∏m
i=1 ω
p/pi
i , then the condition (v,
−→ω ) ∈ A−→p implies the reverse Ho¨lder’s
condition −→ω ∈ RH−→p [2, Proposition 2.3]. In addition, Chen and Damia´n inves-
tigated a bound B−→p [5, Theorem 2] and a mixed bound A−→p −W
∞
−→p
[5, Theorem
3] for the multilinear maximal operator, which are the multilinear versions of
Hyto¨nen-Pe´rez type weighted estimates [17, Theorem 4.3].
1.2. Maximal function on the upper half-space Rn+1+
Given a function f on Rn, we define a maximal function on the upper half-
space Rn+1+ = {(x, t) : x ∈ R
n, t ≥ 0} by setting
M˜f(x, t) = sup
x∈Q, l(Q)≥t
1
|Q|
∫
Q
|f(x)|dx,
2
where Q is a cube with its sides parallel to the coordinate axes and |Q| is the
Lebesgue measure of Q. The maximal function controls the Poisson integral
Pf(x, t) =
∫
Rn
f(y)P (x− y, t)dy x ∈ Rn, t ≥ 0
where
P (x, t) = cn
t
(|x|2 + t2)
n+1
2
is the Poisson Kernel.
Let µ be a measure on Rn+1+ and v a weight on R
n. Carleson [4] character-
ized the positive Borel measures µ on Rn+1+ such thatM is of strong type (p, p)
for p > 1 and of weak type (1, 1). Later on, Fefferman and Stein [11] found a
condition on the pair (µ, v) to be sufficient for the boundedness of the maximal
operator M˜ from Lp(Rn, v) into Lp(Rn+1+ , µ) for p > 1 and from L
1(Rn, v) into
L1,∞(Rn+1+ , µ). Let p > 1, Ruiz [24] and Ruiz and Torrea [25] obtained the exact
conditions on the pair (µ, v) for maximal operator M˜ to be a bounded oper-
ator from Lp(Rn, v) into Lp,∞(Rn+1+ , µ) and from L
p(Rn, v) into Lp(Rn+1+ , µ),
respectively. In [1] and [12], the analogues of the above results have been de-
veloped in spaces of (non-)homogeneous type. In addition, the operator M˜ can
be defined in martingale space, and the weighted inequalities also have their
martingale versions [6]. Recently, Rivera-Rı´os [23] studied quantitative versions
of weighted estimates obtained by Ruiz [24] and Ruiz and Torrea [25].
The aim of this paper is to give some multilinear analogues of the above
mentioned results for the maximal function on the upper half-space Rn+1+ . Given
−→
f = (f1, . . . , fm), we define the multilinear maximal operator M on the upper
half-space Rn+1+ by
M(
−→
f )(x, t) = sup
x∈Q, l(Q)≥t
m∏
i=1
1
|Q|
∫
Q
|fi(yi)|dyi
where Q is a cube with its sides parallel to the coordinate axes and |Q| is
the Lebesgue measure of Q. We provide some weighted estimates for M. Our
approaches are mainly based on a Caldero´n-Zygmund type decomposition suited
to the multilinear setting and the multilinear Carleson embedding theorem [5,
Lemma 3].
Firstly, we obtain a natural extension to the multilinear setting of Mucken-
houpt’s weak-type characterization. All unexplained notations can be found in
Section 2.
Theorem 1.1. Let
−→
P = (p1, · · · , pm) with 1 < p1, · · · , pm < ∞ and 1/p1 +
· · ·+1/pm = 1/p. Let µ be a Borel measure on R
n+1
+ . Let ω1, · · ·, ωm be weights
in Rn. Then the following statements are equivalent:
(1) (µ,−→w ) satisfies the multilinear A′−→
P
condition;
3
(2) There exists a positive constant C such that
µ(Q˜)
1
p
m∏
i=1
(
1
|Q|
∫
Q
fi(y)dy
)
≤ C
m∏
i=1
‖fiχQ‖Lpi (Rn,ωi),
for any
−→
f ∈
m∏
i=1
Lpi(Rn, ωi) and any cube Q in R
n;
(3) There exists a positive constant C such that
λµ
(
{(x, t) ∈ Rn+1+ : M(
−→
f ) ≥ λ}
) 1
p
≤ C
m∏
i=1
‖fi‖Lpi(Rn,ωi),
for any
−→
f ∈
m∏
i=1
Lpi(Rn, ωi) and λ > 0;
(4) There exists a positive constant C such that
λµ
(
{(x, t) ∈ Rn+1+ : M(
−→
f ) > λ}
) 1
p
≤ C
m∏
i=1
‖fi‖Lpi(Rn,ωi),
for any
−→
f ∈
m∏
i=1
Lpi(Rn, ωi) and λ > 0.
Moreover, if we denote the smallest constants C in (2), (3) and (4) by [v,−→ω ]′A′−→p
,
‖M‖′ and ‖M‖, respectively, then we have
[v,−→ω ]A′−→p = [v,
−→ω ]′A′−→p
,
‖M‖′ = ‖M‖,
[v,−→ω ]′A′−→p
≤ ‖M‖′
and
‖M‖ . [v,−→ω ]′A−→p .
Secondly, we partially obtain characterizations of Muckenhoupt’s strong-
type inequalities with one weight. There are two different versions. The first is
Theorem 1.2 and the other is Theorem 1.3.
Theorem 1.2. Suppose 1 < p1, . . . , pm <∞, 1/p = 1/p1+ · · ·+1/pm,
−→w ∈ A′−→
P
and (µ, v−→w ) ∈ C0. Then
‖M(
−→
f )‖Lp(Rn+1+ ,µ)
. [µ, v−→w ]
1/p
C0
[−→w ]p¯A′−→
P
m∏
i=1
‖fi‖Lpi (Rn,wi), (1.1)
where p¯ = max{p′1, · · · , p
′
m}.
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Theorem 1.3. Suppose 1 < p1, . . . , pm <∞, 1/p = 1/p1+ · · ·+1/pm,
−→w ∈ A−→
P
and (µ, v−→w ) ∈ C∞. Then
‖M(
−→
f )‖Lp(Rn+1+ ,µ)
. [µ, v−→w ]
1/p
C∞
[−→w ]p¯A−→
P
m∏
i=1
‖fi‖Lpi(Rn,wi),
where p¯ = max{p′1, · · · , p
′
m}.
Thirdly, assuming the reverse Ho¨lder’s condition, we get a multilinear ana-
logue of Sawyer’s two weight theorem.
Theorem 1.4. Suppose 1 < p1, . . . , pm < ∞, 1/p = 1/p1 + · · · + 1/pm. If
(ω1, ω2, · · ·, ωm) ∈ RH−→p , then the following statements are equivalent:
(1) There exists a positive constant C such that
‖M(
−→
f )‖Lp(Rn+1+ ,µ)
≤ C
m∏
i=1
‖fi‖Lpi (Rn,ωi), ∀fi ∈ L
pi(Rn, ωi);
(2) There exists a positive constant C such that
‖M(
−→
fσ)‖Lp(Rn+1+ ,µ)
≤ C
m∏
i=1
‖fi‖Lpi (Rn,σi), ∀fi ∈ L
pi(Rn, σi); (1.2)
(3) (µ,−→ω ) satisfies the condition S−→p .
Moreover, we denote the smallest constants C in (1) and (2) by ‖M‖ and ‖M‖′,
respectively. Then it follows that
[v,−→ω ]S−→p ≤ ‖M‖ = ‖M‖
′ . [−→ω ]
1
p
RH−→p
[v,−→ω ]S−→p .
Finally, we give Hyto¨nen-Pe´rez type weighted estimates.
Theorem 1.5. Suppose 1 < p1, . . . , pm < ∞, 1/p = 1/p1 + · · · + 1/pm. If
(v,−→ω ) ∈ B′−→p , then the following statements are valid:
(1) There exists a positive constant C such that
‖M(
−→
f )‖Lp(Rn+1+ ,µ)
≤ C
m∏
i=1
‖fi‖Lpi (Rn,ωi), ∀fi ∈ L
pi(Rn, ωi);
(2) There exists a positive constant C such that
‖M(
−→
fσ)‖Lp(Rn+1+ ,µ)
≤ C
m∏
i=1
‖fi‖Lpi(Rn,σi), ∀fi ∈ L
pi(Rn, σi).
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Moreover, we denote the smallest constants C in (1) and (2) by ‖M‖ and ‖M‖′,
respectively. Then it follows that
‖M‖ = ‖M‖′ . [µ,−→ω ]B′−→p .
Theorem 1.6. Suppose 1 < p1, . . . , pm < ∞, 1/p = 1/p1 + · · · + 1/pm. If
(µ,−→ω ) ∈ A′−→p and
−→ω ∈ W∞−→p , then the following statements are valid:
(1) There exists a positive constant C such that
‖M(
−→
f )‖Lp(Rn+1+ ,µ)
≤ C
m∏
i=1
‖fi‖Lpi (Rn,ωi), ∀fi ∈ L
pi(Rn, ωi);
(2) There exists a positive constant C such that
‖M(
−→
fσ)‖Lp(Rn+1+ ,µ)
≤ C
m∏
i=1
‖fi‖Lpi(Rn,σi), ∀fi ∈ L
pi(Rn, σi).
Moreover, we denote the smallest constants C in (1) and (2) by ‖M‖ and ‖M‖′,
respectively. Then it follows that ‖M‖ = ‖M‖′ . [µ,−→ω ]A′−→p [
−→ω ]
1
p
W∞−→p
.
Remark 1.7. In the above theorems, we can obviously assume that fi ≥ 0 and
fi ∈ L1(Rn), i = 1, · · ·,m. Indeed, there are integral functions f
(j)
i , such that
f
(j)
i ↑ fi, i = 1, · · ·,m. It is clear that {(x, t) ∈ R
n+1
+ : M
−→
f (x, t) > λ} =⋃
j{(x, t) ∈ R
n+1
+ : M
−−→
f (j)(x, t) > λ}, where
−−→
f (j) = (f
(j)
1 , . . . , f
(j)
m ).
The article is organized as follows. In Section 2, we state some preliminaries
and definitions and give a Caldero´n-Zygmund type decomposition. In Section
3, we provide the proofs of the above theorems.
Throughout the paper, we use the notation A . B to indicate that there is
a constant c, independent of the weight constant, such that A ≤ cB. We write
A ≈ B when A . B and B . A.
2. Preliminaries and definitions
Let Q be a cube in Rn. We denote by Q˜ the cube built as follows
Q˜ =
{
(x, t) ∈ Rn+1+ : x ∈ Q, and 0 ≤ t < l(Q)
}
,
in other words, Q˜ is the cube in Rn+1+ having Q as a face.
Recall that the standard dyadic grid in Rn consists of the cubes
2−k([0, 1)n + j), k ∈ Z, j ∈ Zn.
Denote the standard grid by D.
By a general dyadic grid D we mean a collection of cubes with the following
properties:
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(i) for any Q ∈ D its side length lQ is of the form 2k, k ∈ Z;
(ii) Q ∩R ∈ {Q,R, ∅} for any Q,R ∈ D;
(iii) the cubes of a fixed side length 2k form a partition of Rn.
We say the S ,
⋃
k,j
{Qkj } is a sparse family of cubes if:
(i) the cubes Qkj are disjoint in j, with k fixed;
(ii) denote Ωk = ∪jQkj , then Ωk+1 ⊆ Ωk;
(iii) |Ωk+1 ∩Qkj | ≤
1
2 |Q
k
j |.
With each sparse family {Qkj } we associate the sets EQkj , Q
k
j \Ωk+1. For
simplicity, we also denote EQk
j
by Ekj . Observe that the sets {E
k
j } are pairwise
disjoint and |Ekj | ≤ |Q
k
j | ≤ 2|E
k
j |.
The following Lemma 2.1 is a Caldero´n-Zygmund type decomposition which
help us to prove our theorems in a unified approach.
Lemma 2.1. Let a = 2m(n+1). Let D be a general dyadic grid. Let f1, f2, · · ·, fm
be non-negative integrable functions. For each k ∈ Z, we can choose a family
{Qkj }j∈Jk ⊆ D such that
(1) ak <
m∏
i=1
1
|Qk
j
|
∫
Qk
j
fi(y)dy ≤ 2mnak.
(2) The interiors of Q˜kj with j ∈ Jk are pairwise disjoint.
(3) Ω̂k ,
{
(x, t) ∈ Rn+1+ : M
D
−→
f (x, t) > ak
}
=
⋃
j∈Jk
Q˜kj .
Furthermore, the family of cubes S ,
⋃
k,j
{Qkj } is sparse.
With each sparse family {Qkj } we associate the sets ÊQkj , Q˜
k
j \Ω̂k+1. For
simplicity, we also denote ÊQk
j
by Êkj .
In this paper, we will use the well-known Lemma 2.2 from [17].
Lemma 2.2. There are 2n dyadic grids Dβ such that for all cube Q ⊆ Rn there
exists a cube Qβ ∈ Dβ such that Q ⊆ Qβ and lQβ ≤ 6lQ.
Remark 2.3. It follows from Lemma 2.2 that there exists 2n families of dyadic
grids Dβ such that
M(
−→
f )(x, t) ≤ 6mn
2n∑
β=1
M
Dβ (
−→
f )(x, t),
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where
M
Dβ (
−→
f )(x, t) = sup
x∈Q∈Dβ ,l(Q)≥t
m∏
i=1
1
|Q|
∫
Q
fi(y)dy.
Let q > 0. It follows that
‖M(
−→
f )‖Lp,∞(Rn+1+ ,µ)
.
2n∑
β=1
‖MDβ (
−→
f )‖Lp,∞(Rn+1+ ,µ)
and
‖M(
−→
f )‖Lp(Rn+1+ ,µ)
.
2n∑
β=1
‖MDβ (
−→
f )‖Lp(Rn+1+ ,µ)
.
Let D be a general dyadic grid. It follows from Lemma 2.1 that there exists a
sparse subset S ⊂ D such that
M
D(
−→
f )q ≤
∑
k∈Z
∑
j∈Jk
a(k+1)qχ
Êk
j
≤ aq
∑
Q∈S
( m∏
i=1
1
|Q|
∫
Q
fi(y)dy
)q
χ
ÊQ
≤ aq
∑
Q∈S
( m∏
i=1
1
|Q|
∫
Q
fi(y)dy
)q
χQ˜.
In addition, there is a formulation of the Carleson embedding theorem in
the multilinear setting which was proved in [5].
Lemma 2.4. [5] Let D be a general dyadic grid. If the nonnegative numbers
aQ and non-negative function
m∏
i=1
σ
p
pi
i satisfy
∑
Q⊆R
aQ ≤ A
∫
R
m∏
i=1
σ
p
pi
i (x)dx, ∀R ∈ D, (2.1)
then∑
Q∈D
aQ
( m∏
i=1
1
σi(Q)
∫
Q
fi(x)σi(x)dx
)p
≤ A(
m∏
i=1
p′i)
p
m∏
i=1
( ∫
Rn
fpii (x)σi(x)dx
) p
pi .
Now, we introduce the definitions which will be used in this paper. First,
let us pay attention to multiple Ap weights. In [18], Lerner, Ombrosi, Pe´rez,
Torres and Trujillo-Gonza´lez introduced the theory of multiple A−→
P
weights.
Definition 2.5. [18] Let
−→
P = (p1, · · · , pm) with 1 < p1, · · · , pm < ∞ and
1/p1 + · · ·+ 1/pm = 1/p. Given
−→ω = (ω1, · · · , ωm), set
v−→ω =
m∏
i=1
ω
p/pi
i .
8
We say that −→ω satisfies the multilinear A−→
P
condition if
[−→ω ]A−→
P
:= sup
Q
(
1
|Q|
∫
Q
v−→w (x)dx
)1/p m∏
i=1
(
1
|Q|
∫
Q
ω
1−p′i
i (x)dx
)1/p′i
<∞,
where the supremum is taken over all cubes in Rn and [−→ω ]A−→
P
is called the A−→
P
constant of −→ω .
We define a new multiple Ap weights which involve a Borel measure on R
n+1
+ .
Definition 2.6. Let
−→
P = (p1, · · · , pm) with 1 < p1, · · · , pm < ∞ and 1/p1 +
· · · + 1/pm = 1/p. Let µ be a Borel measure on R
n+1
+ . We denote
−→w =
(w1, · · · , wm), where wi, i = 1, 2, · · · ,m be weights in Rn. We say that (µ,
−→w )
satisfies the multilinear A′−→
P
condition if
[µ,−→w ]A′−→
P
:= sup
Q
(
µ(Q˜)
|Q|
)1/p
m∏
i=1
(
1
|Q|
∫
Q
w
1−p′i
i dx
)1/p′i
<∞,
where the supremum is taken over all cubes in Rn and [µ,−→w ]A′−→
P
is called the
A′−→
P
constant of (µ,−→w ).
Second, we investigate the relation between µ(Q˜) and
∫
Q v(x)dx, where Q˜ is
the cube in Rn+1+ having Q as a face, µ ie a Borel measure on R
n+1
+ and v is a
weight in Rn. Ruiz [24] investigated the relation and gave the Definition 2.7.
Definition 2.7. [24] Let µ be a Borel measure on Rn+1+ . Let v be a weight in
Rn. We say that (µ, v) satisfies the C∞ condition if
[µ, v]C∞ := sup
Q
µ(Q˜)(
∫
Q
v(x)dx)−1 <∞,
where the supremum is taken over all cubes in Rn and [µ, v]C∞ is called the C∞
constant of (µ, v).
We give the following Definition 2.8, which is the opposite of the Definition
2.7.
Definition 2.8. Let µ be a Borel measure on Rn+1+ . Let v be a weight in R
n.
We say that (µ, v) satisfies the C0 condition if
[µ, v]C0 := sup
Q
µ(Q˜)−1(
∫
Q
v(x)dx) <∞,
where the supremum is taken over all cubes in Rn and [µ, v]C0 is called the C0
constant of (µ, v).
Third, we define multiple Sp and Bp weights, which involve a Borel measure
on Rn+1+ .
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Definition 2.9. Let
−→
P = (p1, · · · , pm) with 1 < p1, · · · , pm < ∞ and 1/p1 +
· · · + 1/pm = 1/p. Let µ be a Borel measure on R
n+1
+ . We denote
−→w =
(w1, · · · , wm), where ωi, i = 1, 2, · · · ,m be weights in Rn. We say that (µ,
−→ω )
satisfies the multilinear S′−→
P
condition if
[µ,−→ω ]S′−→p , supQ
( ∫
Q˜
M(−−→σχQ)
pdµ
) 1
p (
m∏
i=1
σi(Q)
1
pi )−1 <∞,
where −−→σχQ = (ω
1−p′1
1 χQ, · · · , ω
1−p′m
m χQ), the supremum is taken over all cubes
in Rn and [µ,−→w ]S′−→
P
is called the S′−→
P
constant of (µ,−→w ).
Definition 2.10. Let
−→
P = (p1, · · · , pm) with 1 < p1, · · · , pm < ∞ and 1/p1 +
· · · + 1/pm = 1/p. Let µ be a Borel measure on R
n+1
+ . We denote
−→w =
(w1, · · · , wm), where ωi, i = 1, 2, · · · ,m be weights in Rn. We say that (µ,
−→w )
satisfies the B′−→
P
condition if
[µ,−→w ]B′−→
P
:= sup
Q
(µ(Q˜)
|Q|
) 1
p
m∏
i=1
wi(Q)
|Q|
exp
( 1
|Q|
∫
Q
log
m∏
i=1
w
− 1
pi
i dx
)
<∞.
where the supremum is taken over all cubes in Rn.
Last, let us recall the definitions of RH−→p and W
∞
−→
P
which were introduced
in [5].
Definition 2.11. [5] Let
−→
P = (p1, · · · , pm) with 1 < p1, · · · , pm < ∞ and
1/p1 + · · · + 1/pm = 1/p. We denote
−→w = (w1, · · · , wm), where ωi, i =
1, 2, · · · ,m be weights in Rn. We say that −→ω satisfies the reverse Ho¨lder’s con-
dition RH−→p , if
m∏
i=1
( ∫
Q
σidx
) p
pi ≤ C
∫
Q
m∏
i=1
σ
p
pi
i dx, ∀ cube Q,
where σi = ω
1−p′i
i , i = 1, · · ·,m and the smallest constant C is denoted by
[−→ω ]RH−→p .
Definition 2.12. [5] Let
−→
P = (p1, · · · , pm) with 1 < p1, · · · , pm < ∞ and
1/p1 + · · · + 1/pm = 1/p. We denote
−→w = (w1, · · · , wm), where ωi, i =
1, 2, · · · ,m be weights in Rn. We say that −→w satisfies the W∞−→
P
condition if
[−→w ]W∞−→
P
= sup
Q
( ∫
Q
m∏
i=1
M(wiχQ)
p
pi dx
)( ∫
Q
m∏
i=1
w
p
pi
i dx
)−1
<∞,
where the supremum is taken over all cubes in Rn.
Remark 2.13. Let
−→
P = (p1, · · · , pm) with 1 < p1, · · · , pm < ∞ and 1/p1 +
· · ·+ 1/pm = 1/p. If
−→ω satisfies the multilinear A−→
P
condition, then −→ω ∈ RH−→p
and −→ω ∈W∞−→
P
[2, Proposition 2.3].
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3. Proofs
Proof of Lemma 2.1. Let MD(
−→
f )(x) = supx∈Q∈D
∏m
i=1
1
|Q|
∫
Q
fi(y)dy. It fol-
lows that
|{MD
−→
f (x) > ak| ≤
m∑
i=1
|{MDfi(x) > a
k/m| <∞,
where MD(fi)(x) = supx∈Q∈D
1
|Q|
∫
Q fi(y)dy, i = 1, 2, · · ·,m. For each (x, t) ∈
Ω˜k, there is a maximal cube Q ∈ D such that x ∈ Q, l(Q) ≥ t and
m∏
i=1
1
|Q|
∫
Q
fi(x)dx > a
k,
for otherwise {MD
−→
f (x) > ak} would have infinite measure. It’s clear that this
collection of cubes satisfies conditions (1), (2) and (3). To end the proof we
have to prove that the family
⋃
k,j
{Qkj } is sparse.
For each k ∈ Z, we observe that
|Qkj ∩ Ωk+1| =
∑
j′∈Jk+1
|Qkj ∩Q
k+1
j′ |
Now since Qkj , Q
k+1
j′ ∈ D, we have that Q
k
j ∩ Q
k+1
j′ 6= ∅ implies that either
Qkj ⊆ Q
k+1
j′ or Q
k+1
j′ ⊆ Q
k
j . Now we observe that from the definition of Ωk it
follows that Qk+1j′ ⊆ Ωk. Consequently Q
k+1
j′ ⊆ Q
k
j by maximality. Taking that
into account, we have
|Qkj ∩ Ωk+1| =
∑
j′∈Jk+1
|Qkj ∩Q
k+1
j′ | =
∑
Qk+1
j′
⊆Qk
j
|Qk+1j′ |.
It follows from (1) and Ho¨lder’s inequality that
|Qkj ∩Ωk+1| ≤
∑
Qk+1
j′
⊆Qk
j
(
1
ak+1
)
1
m (
m∏
i=1
∫
Qk+1
j′
fi(y)dy)
1
m
≤ (
1
ak+1
)
1
m (
m∏
i=1
∫
Qk
j
fi(y)dy)
1
m
≤ (
ak2mn
ak+1
)
1
m |Qkj | =
1
2
|Qkj |.
Proof of Theorem 1.1. We shall follow the scheme: (1) ⇔ (2), (3) ⇔ (4) and
(3)⇒ (2)⇒ (4). Obviously, the equivalence (3)⇔ (4) is trivial.
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(1)⇒(2) For any cube Q in Rn, it follows from Ho¨lder’s inequality and (1)
that
µ(Q˜)
1
p
m∏
i=1
(
1
|Q|
∫
Q
fi(x)dx
)
≤ µ(Q˜)
1
p
m∏
i=1
(
1
|Q|
∫
Q
fpii (x)ωi(x)dx
) 1
pi
(
1
|Q|
∫
Q
ω
−
p′
i
pi
i (x)dx
) 1
p′
i
=
m∏
i=1
(∫
Q
fpii (x)ωi(x)dx
) 1
pi
(µ(Q˜)
|Q|
) 1
p m∏
i=1
(
1
|Q|
∫
Q
ω
− 1
pi−1
i (x)dx
) 1
p′
i

≤ [µ,−→ω ]A′−→p
m∏
i=1
‖fiχQ‖Lpi(Rn,ωi).
Then [µ,−→ω ]′A′−→p
≤ [µ,−→ω ]A′−→p .
(2)⇒ (1) Let Q be any cube in Rn. For fi = ω
− 1
pi−1
i χQ, we have(
µ(Q˜)
|Q|
) 1
p m∏
i=1
1
|Q|
∫
Q
ω
− 1
pi−1
i (x)dx
≤ [µ,−→ω ]′A′−→p
(
1
|Q|
)
1
p
m∏
i=1
(∫
Q
ω
− 1
pi−1
i (x)dx
) 1
pi
= [µ,−→ω ]′A′−→p
m∏
i=1
(
1
|Q|
∫
Q
ω
− 1
pi−1
i (x)dx
) 1
pi
.
It follows that(
µ(Q˜)
|Q|
) 1
p m∏
i=1
(
1
|Q|
∫
Q
ω
− 1
pi−1
i (x)dx
) 1
p′
i
≤ [µ,−→ω ]′A′−→p
.
Then [µ,−→ω ]A′−→p ≤ [µ,
−→ω ]′A′−→p
.
(3)⇒ (2) Let Q be any cube in Rn. For (x, t) ∈ Q˜, we have
m∏
i=1
(
1
|Q|
∫
Q
fi(y)dy
)
≤M(
−−→
fχQ)(x, t).
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It follows from (3) that
m∏
i=1
(
1
|Q|
∫
Q
fi(y)dy
)
µ(Q˜)
1
p
≤ λµ
(
{(x, t) ∈ Rn+1+ : M(
−−→
fχQ) ≥ λ}
) 1
p
≤ ‖M‖′
m∏
i=1
‖fiχQ‖Lpi(Rn,ωi),
where λ =
m∏
i=1
(
1
|Q|
∫
Q
fi(y)dy
)
.
(2)⇒(4) Without loss of generality, it suffices to prove that
‖MD(
−→
f )‖Lp,∞(Rn+1+ ,µ)
. [µ,−→ω ]′A′−→p
m∏
i=1
‖fi‖Lpi(Rn,ωi).
for a general dyadic grid D. Then ‖M‖ . [v,−→ω ]′A′−→p
.
Fixing λ > 0, let k be the only integer such that ak ≤ λ < ak+1, where
a = 2m(n+1). It follows from Lemma 2.1 that
λpµ
(
{(x, t) ∈ Rn+1+ : M
D(
−→
f ) > λ}
)
≤ (ak+1)pµ
(
{(x, t) ∈ Rn+1+ : M
D(
−→
f ) > ak}
)
= (ak+1)pµ
( ⋃
j∈Jk
Q˜kj
)
= ap
∑
j∈Jk
akpµ(Q˜kj )
≤ ap
∑
j∈Jk
µ(Q˜kj )
( m∏
i=1
1
|Qkj |
∫
Qk
j
fi(y)dy
)p
.
Using (2) and Ho¨lder’s inequality, we get
λpµ
(
{(x, t) ∈ Rn+1+ : M
D(
−→
f ) > λ}
)
≤ ap([µ,−→ω ]′A′−→p
)p
∑
j∈Jk
m∏
i=1
‖fiχQk
j
‖pLpi(ωi)
≤ ap([µ,−→ω ]′A′−→p
)p
m∏
i=1
( ∑
j∈Jk
∫
Qk
j
fpii (x)ωi(x)dx
) p
pi
≤ ap
(
[µ,−→ω ]′A′−→p
m∏
i=1
‖fi‖Lpi(ωi)
)p
.
Proof of Theorem 1.2. It suffices to prove that
‖MD(
−→
fσ)‖Lp(Rn+1+ ,µ)
. [µ, v−→w ]
1/p
C0
[−→w ]p¯A′−→
P
m∏
i=1
‖fi‖Lpi(Rn,σi).
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for a general dyadic grid D, and
−→
fσ = (f1σ1, . . . , fmσm).
Without loss of generality, let p1 = min{p1, · · · , pm}. Let a = 2m(n+1). It
follows from Remark 2.3 that∫
R
n+1
+
M
D(
−→
fσ)pdµ ≤ ap
∑
Q∈S
m∏
i=1
( 1
|Q|
∫
Q
fi(x)σi(x)dx
)p
µ(Q˜)
= ap
∑
Q∈S
µ(Q˜)p
′
1
∏m
i=1 σi(Q)
pp′1/p
′
i
|Q|mpp
′
1
( m∏
i=1
∫
Q
fi(x)σi(x)dx
)p
|Q|mp(p
′
1−1)
µ(Q˜)p
′
1−1
∏m
i=1 σi(Q)
pp′1/p
′
i
≤ ap[−→w ]
pp′1
A−→
P
∑
Q∈S
2mp(p
′
1−1)|EQ|
mp(p′1−1)
µ(Q˜)p
′
1−1
∏m
i=1 σi(Q)
pp′1/p
′
i
( m∏
i=1
∫
Q
fi(x)σi(x)dx
)p
.
By Ho¨lder’s inequality, we have
|EQ| =
∫
EQ
v
1
mp
−→w
(x)σ
1
mp′
1
1 (x) · · ·σ
1
mp′m
m (x)dx
≤ v−→w (EQ)
1
mp σ1(EQ)
1
mp′1 · · ·σm(EQ)
1
mp′m .
Therefore,
|EQ|
mp(p′1−1) ≤ v−→w (EQ)
p′1−1σ1(EQ)
p(p′1−1)
p′1 · · ·σm(EQ)
p(p′1−1)
p′m
and
p(p′1 − 1)
p′i
−
p
pi
=
pp′1
p′i
− p ≥ 0.
Since EQ ⊂ Q, we have
v−→w (EQ)
p′1−1 ≤ v−→w (Q)
p′1−1 ≤ [µ, v−→w ]C0µ(Q˜)
p′1−1
and hence
σi(EQ)
p(p′1−1)
p′
i
− p
pi ≤ σi(Q)
pp′1
p′
i
−p
, i = 1, · · · ,m.
It follows that∑
Q∈S
|EQ|mp(p
′
1−1)
µ(Q˜)p
′
1−1
∏m
i=1 σi(Q)
pp′1/p
′
i
( m∏
i=1
∫
Q
fi(x)σi(x)dx
)p
≤ [µ, v−→w ]C0
∑
Q∈S
m∏
i=1
(
1
σi(Q)
∫
Q
fi(x)σi(x)dx
)p
σi(EQ)
p/pi
≤ [µ, v−→w ]C0
m∏
i=1
∑
Q∈S
(
1
σi(Q)
∫
Q
fi(x)σi(x)dx
)pi
σi(EQ)
p/pi
≤ [µ, v−→w ]C0
m∏
i=1
‖MDσi(fi)‖
p
Lpi(Rn,σi)
. [µ, v−→w ]C0
m∏
i=1
‖fi‖
p
Lpi(Rn,σi)
.
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Hence
‖MD(
−→
f )‖Lp(µ) . [v−→w , µ]
1/p
C0
[−→w ]p¯A−→
P
m∏
i=1
‖fi‖Lpi(wi).
This completes the proof.
Proof of Theorem 1.3. Let k ∈ Z. Using 2.1, we have
µ
(
{(x, t) ∈ Rn+1+ : M
D
−→
f (x, t) > ak}
)
=
∑
j∈Jk
µ(Q˜kj ).
It follows from Definition 2.7 that
µ
(
{(x, t) ∈ Rn+1+ : M
D
−→
f (x, t) > ak}
)
≤ [µ, v−→w ]C∞
∑
j∈Jk
v−→w (Q
k
j ).
Because of
∑
j∈Jk
v−→w (Q
k
j ) = v−→w ({M
D
−→
f (x) > ak}), we obtain
µ
(
{(x, t) ∈ Rn+1+ : M
D
−→
f (x, t) > ak}
)
≤ [µ, v−→w ]C∞v−→w
(
{MD
−→
f (x) > ak}
)
.
(3.1)
Then ∫
R
n+1
+
M
D(
−→
fσ)pdµ
= p
∫ ∞
0
λp−1µ
(
{(x, t) ∈ Rn+1+ : M
D
−→
f (x, t) > λ}
)
dλ
= p
∑
k∈Z
∫ ak+1
ak
λp−1µ
(
{(x, t) ∈ Rn+1+ : M
D
−→
f (x, t) > λ}
)
dλ
≤ p
∑
k∈Z
(ak+1 − ak)a(k+1)(p−1)µ
(
{(x, t) ∈ Rn+1+ : M
D
−→
f (x, t) > ak}
)
.
It follows from (3.1), we have∫
R
n+1
+
M
D(
−→
fσ)pdµ
≤ p[µ, v−→w ]C∞
∑
k∈Z
(ak+1 − ak)a(k+1)(p−1)v−→w
(
{MD
−→
f (x) > ak}
)
= a2p−1p[µ, v−→w ]C∞
∑
k∈Z
(ak − ak−1)a(k−1)(p−1)v−→w
(
{MD
−→
f (x) > ak}
)
≤ a2p−1p[µ, v−→w ]C∞
∑
k∈Z
∫ ak+1
ak
λp−1v−→w
(
{MD
−→
f (x) > λ}
)
dλ
= a2p−1[µ, v−→w ]C∞
∫
Rn
MD(
−→
f )pv−→w dx.
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Recalling that[19, Theorem 1.2]
‖M‖∏m
i=1 L
pi (Rn,wi)→Lp(Rn,v−→w ) . [
−→w ]p¯A−→
P
,
we have
‖M(
−→
f )‖Lp(Rn+1+ ,µ)
. [µ, v−→w ]
1/p
C∞
[−→w ]p¯A−→
P
m∏
i=1
‖fi‖Lpi(Rn,wi).
Proof of Theorem 1.4. It is clear that (1)⇔ (2)⇒ (3) without (v,−→ω ) ∈ RH−→p ,
so we omit them.
(3)⇒ (2) By Remark 2.3, it suffices to prove
‖MD(
−→
fσ)‖Lp(Rn+1+ ,µ)
. [−→ω ]
1
p
RH−→p
[v,−→ω ]S−→p
m∏
i=1
‖fi‖Lpi(Rn,σi),
where D is a general dyadic grid. Let a = 2m(n+1). It follows that∫
Rn+1+
M
D(
−→
fσ)pdµ
≤ ap
∑
Q∈S
µ(ÊQ)
( m∏
i=1
1
|Q|
∫
Q
fi(yi)σi(yi)dyi
)p
= ap
∑
Q∈S
(
µ(ÊQ)
( m∏
i=1
σi(Q)
|Q|
)p)( m∏
i=1
1
σi(Q)
∫
Q
fi(yi)σi(yi)dyi
)p
= ap
∑
Q∈D
aQ
( m∏
i=1
1
σi(Q)
∫
Q
fi(yi)σi(yi)dyi
)p
,
where
aQ :=
µ(ÊQ)
( m∏
i=1
σi(Q)
|Q|
)p
, if Q ∈ S;
0, if else.
Now, we check the assumption (2.1) of Lemma 2.4. For R ∈ D, we have∑
Q⊆R
aQ =
∑
Q∈S,Q⊆R
aQ
=
∑
Q∈S,Q⊆R
µ(ÊQ)
( m∏
i=1
σi(Q)
|Q|
)p
=
∑
Q∈S,Q⊆R
∫
ÊQ
( m∏
i=1
σi(Q)
|Q|
)p
dµ.
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It follows that ∑
Q⊆R
aQ ≤
∑
Q∈S,Q⊆R
∫
ÊQ
(
M
D(−−→σχR)
)p
(x, t)dµ
≤
∫
R˜
(
M
D(−−→σχR)
)p
(x, t)dµ
≤ [µ,−→ω ]pS′−→p
m∏
i=1
|R|
p
pi
σi (3.2)
≤ [µ,−→ω ]pS′−→p
[−→ω ]RH−→p
∫
R
m∏
i=1
σ
p
pi
i (x)dx (3.3)
where conditions S−→p and RH−→p are used in (3.2) and (3.3), respectively. Thus,
we obtain (2.1). It follows from Lemma 2.4 that
‖MD(
−→
fσ)‖Lp(Rn+1+ ,µ)
. [−→ω ]
1
p
RH−→p
[v,−→ω ]S−→p
m∏
i=1
‖fi‖Lpi(Rn,σi).
Proof of Theorem 1.5. Because of (1) ⇐⇒ (2), we only prove that (2) is valid.
As we discussed in Theorem 1.4, we have∫
R
n+1
+
M
D(
−→
fσ)pdµ ≤ ap
∑
Q∈S
akpµ(Q˜)
≤ ap
∑
Q∈S
µ(Q˜)
( m∏
i=1
1
|Q|
∫
Q
fi(x)σi(x)dx
)p
= ap
∑
Q∈S
(
µ(Q˜)
( m∏
i=1
σi(Q)
|Q|
)p)( m∏
i=1
1
σi(Q)
∫
Q
fi(x)σi(x)dx
)p
= ap
∑
Q∈D
aQ
( m∏
i=1
1
σi(Q)
∫
Q
fi(x)σi(x)dx
)p
,
where
aQ :=
µ(Q˜)
( m∏
i=1
σi(Q)
|Q|
)p
, if Q ∈ S;
0, if else.
Now, we check the assumption (2.1) of Lemma 2.4. Let R ∈ D, we have∑
Q⊆R
aQ =
∑
Q∈S,Q⊆R
aQ
=
∑
Q∈S,Q⊆R
µ(Q˜)
( m∏
i=1
σi(Q)
|Q|
)p
≤ [µ,−→ω ]pB′−→p
∑
Q∈S,Q⊆R
(
|Q| exp
( 1
|Q|
∫
Q
ln
m∏
i=1
σ
p
pi
i (x)dx
))
,
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where condition B′−→p is used. Then
∑
Q⊆R
aQ ≤ 2[µ,
−→ω ]pB′−→p
∑
Q∈S,Q⊆R
|EQ| exp
( 1
|Q|
∫
Q
ln
m∏
i=1
σ
p
pi
i (x)dx
)
≤ 2[µ,−→ω ]pB′−→p
∑
Q∈S,Q⊆R
∫
EQ
G(
m∏
i=1
σ
p
pi
i χR)(x)dx
≤ 2[µ,−→ω ]pB′−→p
∫
Rn
G(
m∏
i=1
σ
p
pi
i χR)(x)dx.
It follows from the boundedness of G (see [17]) that
∑
Q⊆R
aQ ≤ 2e[µ,
−→ω ]pB′−→p
∫
R
m∏
i=1
σ
p
pi
i (x)dx.
Using Lemma 2.4 and Remark 2.3, we get
‖M(
−→
fσ)‖Lp(Rn+1+ ,µ)
. [µ,−→ω ]B′−→p
m∏
i=1
‖fi‖Lpi(Rn,σi).
Proof of Theorem 1.6. This proof is similar to one of Theorem 1.5. For {aQ}Q∈D
defined in the proof of Theorem 1.5, it suffices to check that
∑
Q⊆R
aQ ≤ 2[µ,
−→ω ]pA′−→p
[−→ω ]W∞−→p
∫
R
m∏
i=1
σi(x)dx, R ∈ D.
Indeed, for R ∈ D, it follows from the definitions of A′−→p that
∑
Q⊆R
aQ =
∑
Q∈S,Q⊆R
µ(Q˜)
( m∏
i=1
σi(Q)
|Q|
)p
≤ [µ,−→ω ]pA′−→p
∑
Q∈S,Q⊆R
m∏
i=1
(
σi(Q)
) p
pi
= [µ,−→ω ]pA′−→p
∑
Q∈S,Q⊆R
( m∏
i=1
(σi(Q)
|Q|
) p
pi
)
|Q|.
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It follows that∑
Q⊆R
aQ ≤ 2[µ,
−→ω ]pA′−→p
∑
Q∈S,Q⊆R
|EQ|
( m∏
i=1
(σi(Q)
|Q|
) p
pi
)
≤ 2[µ,−→ω ]pA′−→p
∑
Q∈S,Q⊆R
∫
EQ
m∏
i=1
M(σiχR)
p
pi (x)dx
≤ 2[µ,−→ω ]pA′−→p
∫
R
m∏
i=1
M(σiχR)
p
pi (x)dx
≤ 2[µ,−→ω ]pA′−→p
[−→ω ]W∞−→p
∫
R
m∏
i=1
σ
p
pi
i (x)dx.
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