The number of sensors in our surroundings that provide the same information steadily increases. Since sensing is prone to errors, sensors may disagree. For example, a GPS-based tracker on the phone and a sensor on the bike wheel may provide discrepant estimates on traveled distance. This poses a user dilemma, namely how to reconcile the conflicting information into one estimate. We investigated whether visualizing the uncertainty associated with sensor measurements improves the quality of users' inference. We tested four visualizations with increasingly detailed representation of uncertainty. Our study repeatedly presented two sensor measurements with varying degrees of inconsistency to participants who indicated their best guess of the "true" value. We found that uncertainty information improves users' estimates, especially if sensors differ largely in their associated variability. Improvements were larger for information-rich visualizations. Based on our findings, we provide an interactive tool to select the optimal visualization for displaying conflicting information.
INTRODUCTION
We are increasingly surrounded by electronic devices, many of which contain various types of sensors. Applications use these device sensors to track various personal and environmental attributes and present them to users. These data are uncertain since the measurement process is corrupted by noise, the sensors may be wrongly calibrated or the algorithms use thresholds to determine sensor values. As the number of similar devices increases, the amount of conflicting and potentially confusing information likewise increases: if several sensors are redundant-i.e, they measure the same attributethe results may not always converge on one and the same value. Conflicting values can be automatically aggregated; however, our prior work showed that users prefer to have access to individual data sources even if automatic aggregation is available [14] . Here, we investigate how humans reconcile such inconsistent sensor information and whether different visualizations of the uncertainty associated with sensor measurements improve the quality of inference. The goal is to provide guidelines for the design of interfaces that present and summarize sensor data from multiple sources.
As an example for a situation when sensor data may disagree, we introduce Marc who-as a passionate biker-is always eager to keep track of how much he has biked. He has a mobile phone that uses GPS tracking while he is biking as well as a sensor on his bike that tracks the distance based on the number of revolutions the wheel has turned. At the end of the day, Marc checks an application on his phone, which can synchronize with the phone's GPS tracker and the wheel revolutions sensor. One of the two sensors may tell him that he has biked 13.9 km while the other recorded a distance of 14.7 km. Both of these sensor results are uncertain and Marc has to decide on how he makes sense of the conflicting information. A similar situation may arise if Marc only owned one sensor and used it to assess the distance of the same route on several separate occasions-the sensor may tell him that he biked 13.9 km one day, 14.5 km another day, and 14.2 km on the third day.
There are different ways how Marc could reconcile the sensor data to figure out what he believes the true value to be. For example, he could always believe his GPS tracker because the recorded values may have a smaller variance and thus a higher reliability. Alternatively, he could combine his two sensor measurements into one value, for instance by choosing a value in-between the two measurements. It is likely that his strategy to aggregate the sensor data will differ depending on the visualization of the sensor information and the amount of uncertainty communicated by it.
The goal of our work is to understand how different uncertainty visualizations (see Figure 1 ) influence humans in aggregating conflicting probabilistic data. There are several ways of aggregating probabilistic data, such as taking a simple average, using a maximum likelihood estimator, or a winner-takes-all model [8] . Budescu et al. [4] found that people combine information by averaging information. However, in many situations, this approach does not lead to the optimal solution. Here, we conducted a user study with 16 participants, to investigate whether different visualizations of sensor data and their associated uncertainty influences the users' selection of a model for data aggregation. In the study, participants were shown two visualization of sensor data from two hypothetical sensors next to each other and asked what they believed the true value to be. We used four different visualizations encoding different amounts of uncertainty information.
The three contributions aligned to the goal of our research are as follows:
1. We show that humans aggregate conflicting information differently if they have access to uncertainty information. They do not build a simple average, but rather weigh each source of information taking its reliability into account.
2. We show that the amount of uncertainty information included in a visualization influences the internal models humans use for combining information.
3. Based on our findings, we provide an interactive tool that aids interface designers in the selection of uncertainty visualizations best suited to improve users' inference.
Our results demonstrate that humans interpret conflicting information differently depending on the amount of presented uncertainty information. By providing an interactive tool for designers and other researchers to explore our results, we allow to easily apply them to real-world application scenarios and support quick comparison for future research purposes.
BACKGROUND
Uncertainty is an inherent part of many data sets, but often the data is presented as if it was perfectly precise and accurate [7] . The consequences are that users of a system might think that the system is more reliable than it truly is. If they make a wrong decision based on the false impression of reliability, they can lose their trust in the system [1] . Therefore, the communication and visualization of uncertainty is not to be neglected. However, it is associated with many research challenges. For example, Brodlie et al. [3] outline that uncertainty is a complex topic itself and that many different visualizations can be used to communicate uncertainty. We are therefore interested in how such different visualizations influence humans in interpreting uncertain sensor measurements.
Definitions and Classifications of Uncertainty
The term "uncertainty" is widely used throughout different disciplines, albeit often inconsistently. Therefore, many domainspecific definitions exist. In addition, the differentiation from related concepts such as data quality, reliability, accuracy, and error often remains underdefined [25] . The disagreement between domains and researchers can be illustrated by contrasting two example definitions. Pang et al. [27] define uncertainty "to include statistical variation or spread, error and differences, minimum-maximum range values, noisy, or missing data." They choose a very open definition to include all possible cases. In contrast, Gershon [11] developed a very narrow definition of uncertainty defining it as one of several sources of imperfect knowledge, namely a case where the accuracy of a fact is not known to the user. For the purposes of the present work, we refer to uncertainty as the error of measurements obtained via sensors.
In addition to the plethora of definitions, many typologies and taxonomies exist which are built on different concepts. They either focus on the domain such as geospatial or medical information [39, 31] , visualization approaches [27, 29] , the level of the data [36] , or the source of uncertainty [17] .
Inconsistent Sensor Measurements
Measurements obtained via two different devices can differ from one another. The reason for this is that any measurement process suffers from inherent variability. This variability leads to measurement error-that is, there is a deviation of the measurement from the true value of the quantity being measured. There are two types of error: random error and systematic error [38] .
All measurement systems, including sensor systems, are subject to random error. Random error is also called Gaussian noise, because the error magnitudes follow a Gaussian distribution. Such nonsystematic fluctuations can be introduced at any level of the measurement process: sensors introduce imprecisions when registering input, the signal transmission through electronic circuits is hampered by imperfections, analog-todigital conversions and other operations on the signal are imprecise and last but not least the human operator makes mistakes when reading off the measurement result (e.g., when measuring with sub-millimeter precision using a standard ruler). The variability of the random error directly determines the reliability or precision of a measurement device-the lower the noise, the higher the reliability. A highly reliable device delivers very similar measurements if the conditions surrounding the measurement are kept consistent.
A second source of inconsistency between two measurement devices is systematic error, or bias. A biased device will generate measurements that differ by a consistent amount from the true value and thus from measurements performed with an unbiased device. Systematic errors can result from poor initial calibration or instead accumulate over time, as is the case for measurements using a gyroscope. The magnitude of the bias determines the accuracy of a device-perfectly accurate measurements are unbiased.
Random and systematic errors affect measurements independently of each other. Measurements can be reliable but imprecise, unreliable but precise, neither reliable nor precise, or both.
Importantly, when two devices provide diverging measurements, knowledge about the type and magnitude of measurement error improves the decision about what the true value is. In the present work, we assume a situation where the user has no possibility of assessing the presence of bias (e.g., with the help of the third device) and also does not have a reason to believe that one of the two measurement devices is more accurate than the other. In this case, the user should ideally treat any difference between the measurements as resulting from random error. In Bayesian terminology, we assume that the prior distribution is uniform. In this situation, what strategies are there to reconcile the measurements and are some strategies better than others?
Reconciling Inconsistent Measurements
A simple strategy to arrive at a single value is to pick one of the two measurements. This could be in the form of a winnertakes-all strategy, i.e., the user arbitrarily chooses to always disregard readings from one device. For instance, the user could choose to only consult his smartphone app with regards to the kilometers biked and ignore the sensor on the wheel. However, this defies the purpose of having access to multiple sources of information. Alternatively, on each instance, the user picks one of the devices at random, akin to flipping a coin. Both of these strategies are not optimal as they disregard part of the information available.
Another strategy is to take the arithmetic mean of the two sensor measurements. If the devices are indeed unbiased, this improves on the coin-flip strategy in that the user's estimate on average will be closer to the true value. To illustrate, a user repeatedly bikes 10 km and uses one unbiased device to measure this distance. The measured values will vary around 10 km and the mean magnitude of this error can be quantified by computing the standard deviation SD error of the error. Since the user always chooses the sensor value as her estimate, her estimate will have the same standard deviation SD estimate as SD error . In contrast, if the user has access to two unbiased devices with equal reliability (i.e., the devices have the same SD error ) and computes the arithmetic mean, the result will on average differ from the true value by SD estimate = 
where the weight of each measurement are determined by the measuring device's reciprocal variance:
This solution is statistically optimal in that it maximizes the possible reliability of the user's estimate. In fact, it has been shown that humans often rely on weighted averaging when combining redundant information from different sensory modalities [2, 9] or from within the same modality [19] .
RELATED WORK
Morss et al. [26] conducted a nation-wide survey in the US, in which they found that weather forecast users are aware of the uncertainty in forecasts and that users prefer to actually be informed about uncertainty. In the following, we present related work about the communication and visualization of uncertainty including perspectives from different disciplines such as psychology, visualization, and Human-Computer Interaction (HCI).
Textual Communication of Uncertainty
Uncertainty can be communicated in various ways. Verbal and numerical expressions are the basic forms of communicating probabilistic information to the general public. Both approaches have disadvantages. Humans may interpret verbal expressions such as "low uncertainty" or "almost certain" very differently [41] . They assign different probabilities for the same terms [5] . Numerical expressions, however, could as well be misinterpreted as humans in general have difficulties to answer even easy probability questions [24] or to understand the correct meaning of the probability of rain [12] . Psychological studies also demonstrated that humans are prone to biases and suboptimal heuristics when judging uncertain information in textual form [40] .
Uncertainty Visualization
An alternative to textual communication of uncertainty are visual representations. Uncertainty visualization is a widely explored research topic. In the visualization community, many different visualizations have been explored in depth, such as glyphs [27, 43] , line graphs [37] , box plots [28] , or bar charts [6] . Other strands of work focused on the visualization of uncertainty for the general public: e.g., Ibrekk et al. [18] compared different visualizations for weather forecasts and came to the conclusion that a probability density function in combination with a cumulative probability density function is the best option to communicate uncertainty to the general public. Although there is a huge body of work on uncertainty visualization, it is far from resolved when to use which visualization as most studies focused on a very specific context.
Recently, the visualization of uncertainty has also gained attention in the HCI community [15] in the context of different application scenarios such as body weight measurements [23] , data analysis [10] , public transport predictions [22] , genome data [35] , or range anxiety in electric cars [21] . The vast majority of studies showed that adding uncertainty information has many advantages such as increasing trust and user experience (for a counterexample see [34] ).
Decision-Making under Uncertainty
A multitude of studies in the field of psychology showed that providing uncertainty information has a positive influence on decision-making. In a study conducted by Roulston et al. [32] , participants made better decisions as managers of a road salting company when standard errors were presented in addition to a point estimate. In a very similar study, Joslyn et al. [20] showed that concrete decision aids are only successful if uncertainty information are provided along with them. In other application scenarios, such as weather forecasting [33] or flood forecasting [30] , similar results were observed.
Implications

Related work shows that the communication of uncertainty is an important topic and recently gaining attention in HCI.
Humans are aware that data is uncertain and prefer to have uncertainty information presented. They also make better decisions if exposed to uncertainty information. However, there is still a need for better understanding when the use of different visualizations is beneficial, how they influence humans' internal models of how the data has been generated, and how inferences from the data are drawn.
In our study, we build on existing work when selecting uncertainty visualizations suited to communicate errors of sensor measurements. We can further contribute to the body of knowledge by providing concrete insights in how humans aggregate conflicting information, when uncertainty information is provided in the form of different visualizations. In many application fields in HCI, there may be contradicting information from different sources (such as contradicting sensor information), which have to be displayed to a user. Knowing how users interpret different visualizations of two data points and what models they inherently use to aggregate them can support researchers and designer to find more optimal ways of presenting their data.
RESEARCH QUESTIONS
Our main goal is to understand how people aggregate sensor information if interfaces provide them with discrepant information from two different sensors. Specifically, we pose four concrete research questions (RQ1 to RQ4), each with associated hypotheses. RQ3: Are some visualizations better suited to improve decisions than others? The findings from Greis et al. [13] and Kay et al. [22] suggest that a visualization with detailed aggregated uncertainty information may be most effective, e.g., in the form of a histogram or a dotplot. This leads to H3: People make better decisions (i.e., chose estimates closer to statistical optimality) if a visualization with detailed aggregated uncertainty information is used.
RQ4: Do people adjust their strategy for data aggregation according to the inconsistency between two sensor measurements? If the inconsistency between two sensor measurements is much larger than the noise associated with each sensor, it is very likely that at least one of the sensors is biased. In this situation, aggregating the measurements into one value may lead to worse results than choosing one of the measurements, namely the less biased one. However, what if people have no way of assessing, which sensor is biased? Then they can either 1) ignore the potential presence of bias and use a weighted average as described above, or 2) use a coin-flip strategy to chose one of the measurements at random, or 3) always chose the sensor measurement with either the lower or the higher associated reliability. Of these two alternatives, the latter is more likely since people might assume that devices that are more reliable are also more accurate. This leads to H4: People change their aggregation strategy if the sensor measurements disagree too much.
METHODS
We conducted a user study in the laboratory to investigate our research questions in a controlled environment. In the following, we present the experimental design, task, stimuli, and the procedure for our experiment.
Experimental Design, Task and Stimuli
Our stimuli differed in terms of which visualization was used to communicate the reliability of the sensor measurements, how far the two sensor measurements diverged from one another and the relative difference in reliability between sensors. Specifically, we used a 4 x 5 x 3 within-subject design with three independent variables: Visualization (with the four levels point estimate, confidence interval, dotplot, probability density function), Delta Sigma (with the five levels 50%-50%, 40%-60%, 30%-70%, 20%-80%, 10%-90%), and Inconsistency (with the three levels no inconsistency, small inconsistency, large inconsistency). We generated randomly sampled values for means and SDs for each condition. In the following, we describe these factors as well as the stimuli for each of the factor levels.
Visualizations
We decided to focus on graphical representations of uncertainty to increase the comparability between our conditions. We used four visualizations with increasing amount of uncertainty information, as described by Greis et al. [16] . Specifically, we used a simple point estimate visualization (see Figure 1a) as a visualization with zero uncertainty information. As a first visualization of aggregated uncertainty information, we used a confidence interval of the size of the underlying distribution's variance (see Figure 1b) around the point estimate.
For the aggregated detailed uncertainty information, we used a dotplot (as suggest by Kay et al. [22] , see Figure 1c ). Each dotplot contained 19-20 dots as the small number supports subitizing. The number of bins was determined by the SD and ranged from 3 to 13. For the full amount of uncertainty information, we used a traditional probability density function (henceforth, PDF), as depicted in Figure 1d .
Delta Sigma
We used five levels of difference in the relative reliability/variance between the two sensors. We call this factor Delta Sigma. For each pair of sensor measurements, we chose the associated sensor variances such that weight w 1 resulting from equation 2 increased in steps of 0.1 from 0.5 to 0.9 and w 2 decreased from 0.5 to 0.1 (for both weights after normalizing).
For easier reference, we will denote these different levels as the 50%-50%, 40%-60%, 30%-70%, 20%-80%, and 10%-90% Delta Sigma level. In the 50%-50% level, both sensors have equal variability. In contrast, in the 10%-90% level, one sensor is very reliable and has low variability-it is therefore assigned a high weight-while the other sensor is very unreliable and is assigned a low weight. Figure 2c shows an example of two distributions with unequal variances.
Sensor Inconsistency
We used three different levels of inconsistency between the two sensor measurements, as depicted in Figure 2 . Figure 2a shows two measurements where the presented distributions have zero inconsistency and the best aggregated estimate is therefore identical to the two measurements. Figure 2b shows two measurements with a small inconsistency and Figure 2c shows two measurements with a large inconsistency. The small and large inconsistencies equaled on average 1.9 and 5 times the size of the standard deviation of the distribution used in the 50%-50% conditions, respectively.
Stimuli and Task
The experiment consisted of 800 trials. During each trial, participants were presented with two visualizations of the same type, each depicting one hypothetical sensor measurement and the variability associated with the measurement (except in the case of the point estimate visualization, which does not provide uncertainty information). The absolute value of the first measurement X 1 was randomly drawn from the range of 12 and 6755. The second value X 2 was obtained by adding one of the three levels of inconsistency to X 1 . The variances for the two values were obtained from Var(X 1 ) = 5w 1 and Var(X 2 ) = 5 − 5w 1 .
The visualizations were presented one above the other. A slider was shown in-between the two visualizations (see of Figure  2a , 2b and 2c for an example of the interface). It allowed participants to select what they believed to be the "true value" of the quantity that the sensors were measuring. To finish a task, participants had to click a button to continue to the next pair of measurements. All 200 trials within the same visualization were presented in one block; the presentation order was balanced across participants using a Latin square design. Within each block, the presentation order of stimuli from different inconsistency and different Delta Sigma levels was randomized. However, we balanced the placement of the visualizations, i.e., whether X 1 was placed to the left or right of the combined average and whether it was displayed as the top or the bottom visualization.
Participants
We recruited 16 voluntary participants (8 male, mean age of 24.6 with a SD = 3.4). Most of the participants were university students. Before starting a new round of 200 tasks, participants got a short introduction on what the visualization depicts and one trial to get used to the new visualization. We additionally encouraged participants to take small breaks before starting with a new round of 200 tasks so as to not become fatigued during the study.
RESULTS
First, we calculated participants' estimation error on each trial. For this, we obtained the weights that participants assigned to each of the two presented sensor measurements from their chosen combined estimate X chosen , usingŵ 1 = X chosen −X 2 X 1 −X 2 and w 2 = 1 −ŵ 1 . We then calculated the difference between the predicted and the chosen weights for the sensor measurement with the higher reliability. For example, a participant saw two visualizations that were generated with a Delta Sigma level of 20%-80%. He then chose a combined estimate corresponding to a Delta Sigma level of 32%-68%. We calculate the difference for the higher weighted estimate, which here results in a deviation of the participant's estimate of 12% or 0.12 from the optimal choice.
To analyze whether the estimation error differed across conditions, we performed a linear mixed-effects model analysis on the aligned-rank transformed data [42] as the data was not normally distributed. We used the three fixed factors visualization, Delta Sigma, and inconsistency and the random factor participant. For all significant main effects, we conducted post hoc pair-wise comparisons of the factor levels. For significant two-way interactions, we conducted further post hoc tests in the form of differences of differences.
The analysis revealed that all three main effects for the visualization, the Delta Sigma, and the inconsistency are significant. However, the three two-way interactions and the three-way interactions are significant, as well, which might impact the interpretation of the main effects. Table 1 shows the results of the mixed-effects analysis. We will discuss these findings in more detail in the following. Results of post-hoc tests for interactions are available in the supplementary material. Due to the large number of possible comparisons between different conditions (most of which are statistically significant), we will focus the discussion on interesting observations that can be visually verified from Figures 3 and 4 .
Visualization
The post hoc tests revealed that the estimation error differed significantly between all pair-wise combinations of visualizations, with the exception of the combination of dotplot and the PDF. The average estimation error was highest for the point estimate (M = 0.17, SD = 0.18), followed by the confidence interval (M = 0.06, SD = 0.24), the PDF (M = 0.05, SD = 0.26), and the dotplot (M = 0.04, SD = 0.24). Notably, the estimation error for the latter three visualizations is only about one third the magnitude of the error in the point estimate conditions. These results support our hypothesis H1b that people aggregate information differently if uncertainty information is present in the visualization than if it is not present. However, our hypothesis H3 cannot be accepted as the dotplot did not generally perform better than the PDF. Overall, however, participants performed closer to optimal when uncertainty information was included.
Delta Sigma
The post hoc tests revealed that the estimation error differed significantly for all pair-wise combinations of levels. The error was smallest for the 50%-50% Delta Sigma (M = 0.01, SD = 0.19). This supports our hypothesis H2a that people use a simple average if two information with equal reliability are presented. Further, the estimation error increases as the sensors differ more and more in their reliabilities from each other: the error is smallest for the 40%-60% level (M = 0.04, SD = 0.22), followed by the 30%-70% level (M = 0.07, SD = 0.23), the 20%-80% level (M = 0.12, SD = 0.25), and largest for the 10%-90% level (M = 0.18, SD = 0.26). This means that, although we find support for the hypothesis H2b that people use a weighted average when values with different reliabilities are presented, the chosen average value is not optimal, in particular for large differences in reliability. 
Inconsistency
The post hoc tests revealed that the estimation error differs significantly between the three inconsistency levels. For the no inconsistency level, there was no error (M = 0.00, SD = 0.00). This supports our hypothesis H4a that people choose the best estimate if information do not disagree, which is not surprising. In the case that the measurements disagree, people on average chose a higher Delta Sigma for smaller inconsistencies (M = 0.10, SD = 0.25) than for the larger inconsistencies (M = 0.09, SD = 0.26). This agrees with our hypothesis H4b as the inconsistency seems to have an influence on how the measurements are aggregated. Figure 3a shows the estimation error for the four visualizations as a function of the reliability differences between the two distributions. The general picture does not contradict the main effects of the factors Delta Sigma and visualization: the error increases with an increasing difference in sensor reliability and the point estimate performs worse than any of the three visualizations with associated uncertainty. An interesting feature of this interaction effect is that for the most extreme differences (20%-80%, 10%-90%), the dotplot and the PDF improve participants' judgments compared to the confidence interval. Figure 3b shows the estimation error for the three inconsistency levels as a function of the visualizations. Generally, the interaction is mostly in agreement with the conclusions drawn from the main effects: the error is smaller for visualizations with uncertainty and there is some indication that the error is larger for small sensor inconsistencies than for large inconsistencies, especially in the case of the PDF. Figure 3c shows the estimation error for the three inconsistency conditions as a function of the reliability difference Delta Sigma between distributions. Again, the data generally supports the previous observations: the error increases with increasing difference between sensor reliabilities and the error is larger for smaller sensor inconsistencies. This last relationship appears to mostly result from the central three Delta Sigma levels. More insight is provided by the three-way interaction. Figure 4 shows the estimation error for the three inconsistency levels as a function of the difference in sensor reliability, separately for each of the four visualizations. This most clearly illustrates the following points: 1) when no information about sensor reliability is provided (see Figure 4a -point estimate), people chose the average value (this provides support for H1a); 2) across all visualizations, the estimation error increases with the increasing difference in sensor reliabilities; 3) this increase is less severe if uncertainty information is added to the visualization; 4) dotplot and PDF are more successful in reducing the error, in particular for large difference in sensor reliabilities; 5) the error is mostly larger for smaller inconsistencies, in particular in case of the PDF.
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DISCUSSION
Our results show that the presentation of uncertainty information indeed changes how people aggregate conflicting data into one value. Without uncertainty information, people average the data as already suggested by Budescu et al. [4] . In contrast, if people are presented with information regarding the reliability of data, they use weighted averaging to arrive at a single value. This second strategy actually results in better estimates of the "true" value if neither of the sensors providing the data is biased.
We further find that uncertainty visualizations with greater detail, such as the dotplot or the PDF, result in a better weighting of the sensor data than a confidence interval. This is interesting since the confidence interval visualization contains all the information necessary to compute the optimally weighted average-that is, it shows the sensor measurements and their associated variances. One possible explanation for this is that it may be more difficult to correctly assess the relative magnitudes of the two variances from the confidence interval. For example people might be better at determining that the data from one sensor is three times as variable as the data from the other sensor when they see a dotplot covering a two-dimensional area rather than when they see a one-dimensional line as is the case for the confidence interval. While interesting, testing this possible explanation is beyond the scope of the present work. To summarize our results concerning the visualization of uncertainty, the data suggests that for maximal improvement in aggregating two inconsistent sensor measurement, people should be supplied with more complex visualizations such as dotplot and PDF.
By how much the aggregation process is improved through the use of uncertainty visualization also depends on the relative difference in sensor reliabilities as well as the magnitude of the inconsistency between the sensor measurements. We will discuss our findings in more detail in the following.
First and most obvious, for equally reliable sensors the value predicted by the weighted averaging strategy is the same as calculating the simple average. In this case, there is no advantage to show uncertainty information as the point estimate performs just as well as the other visualizations. However, as soon as sensor measurements diverge in reliability from one another, showing uncertainty information improves people's judgments. This improvement is quite dramatic: the error is more than halved in all unequal of the Delta Sigma levels where the sensors differ in their reliability.
However, there is still some residual error-that is, people's judgments are not optimal in a statistical sense. Deviation from the optimal choice of weights increases with increasing difference in reliability between the sensors. The direction of the error is such that participants are more conservative-their estimate is shifted towards the simple average (i.e., away from the measurement with the higher reliability). That is to say, people underestimate the need for choosing extreme weight differences. For example, in the case of 10%-90% weightings they might chose to weigh the sensor values with 25%-75%, instead. The reason for this could indeed be computational in nature: that is, an increasing underestimation of the relative size difference between the two variances. For example, in the 20%-80% weighting level one of the variances is 4 times the magnitude of the other but might be perceived to be only 3 times larger. For the next larger level of 10%-90%, one of the variances is 9 times larger than the other but might be perceived to be only 7 times larger. This increasing underestimation might result in an increasing estimation error. Another and simpler reason could be that participants had a behavioral bias during the experiment: namely, to input their estimate on the slider away from the extreme points and more towards the middle section between the two distributions. Again, these explanations are offered as hypothetical interpretations of the data; in-depth differentiation between these options is beyond the scope of the current work and also does not relate to the main research questions. In sum, while the estimation error is largest for large differences in sensor reliabilities regardless of the visualization, these conditions also profit the most in terms of reducing absolute error as compared to not providing any uncertainty information at all.
Regarding the inconsistency between sensors measurements, there are two notable findings. First, participants always selected the best estimate when there is no inconsistency between sensor data, independent of weighting and visualization. This is, of course, trivial. Nevertheless, it is notable in so far that we have to conclude that when sensor measurements are very similar (in units of standard deviation of the more reliable sensor), there is no need to use a complex visualization as the point estimate leads to equivalent performance.
The second interesting finding is that participants' error is mostly larger for small as compared to large inconsistencies. There are several possible explanations for this.
First, the finding may be artefactual. The error is computed as a relative quantity. For this reason, a 1 mm deviation on the input slider when entering the estimate translates into a larger deviation of the chosen weight from the predicted weight for small absolute distances on the screen vs. large absolute distances. If this was the case the error should always be larger for small as compared to large distances. However, we find that this relationship is reversed for two of the extremer weighting levels in the dotplot (see Figure 4c ). We can therefore reject this explanation.
A second possible explanation is that smaller inconsistencies may invoke a stronger behavioral bias in the direction of the simple average. This might be related to some properties of the visualization, such as a higher degree of overlap of the distributions.
Third, participants might have changed their strategy for obtaining a single estimate as sensor measurements became more inconsistent. As previously discussed, this makes sense because the larger the inconsistency relative to the sensor noise, the more likely it is that the difference partially results from systematic error of bias of one or both sensors. In the presence of bias, weighted averaging no longer leads to optimal results. In the present study, participants might have assumed that the less reliable measurement is also less accurate-that is, that it is biased-and shifted their estimates away from it. This would counteract the effect of underestimated unequal weighting and result in a smaller error. This explanation opens interesting possibilities for further research, such as assessing when people believe sensor measurements to differ due to systematic rather than random errors and how this affects decision making based on inconsistent data from multiple sources. In sum, our findings show that inference changes as sensor measurements become more inconsistent and highlight the need for further research.
Limitations
The present work models one basic aspect of sensor measurements-namely, corruption by Gaussian noise. We started our investigation with this type of error because for this case a formal, well-established model exists of how decisions can be optimized. The model generates quantitative predictions that serve as ground truth.
However, realistic sensor measurements are likely to also reflect other sources of error (e.g., the previously discussed bias), which may result in more complex error distributions (e.g., slanted, heavy-tailed, or non-continuous). Obtaining ground truth in such situations is more difficult and requires the development of novel mathematical formalizations of optimal decision making under uncertainty. While this was beyond the scope of the present study, the problem has to be addressed eventually so that visualizations of measurement variability can be tailored to support decision making rather than lead to erroneous conclusions.
Another problem in realistic application scenarios consists in obtaining parameters for the generation of the visualizationse.g., a mean and a standard deviation for the symmetrical confidence interval in Figure 1b . If there are no specs available on a sensor's reliability (e.g., from the manufacturer), the process of translating raw measurements into a representative visualization such as a continuous pdf will require some considerations (e.g., whether and how to capture skew, how to deal with sparse data etc.).
DESIGN RECOMMENDATIONS
In the following section, we present recommendations for the choice of visualizations when designing interfaces that gather and present information from different sensors, all of which assess the same attribute. We believe such interfaces will increase in number as we are surrounded by more and more electronic devices that monitor our activity, health, interactions with other people, the status of devices and objects that belong to us like smart cars or homes, or environmental and societal conditions of interest.
We base our recommendations on the results of our study and to some degree on findings from previous research. We attempt to strike a balance between specificity and consistency of the interface-that is, between suggesting the visualization that has led to the best decision given a certain condition and keeping the visual characteristics of the interface as similar as possible across different instances of use.
From these considerations, we suggest a consistent use of either the dotplot or the PDF visualization. Both show the largest decreases in error across many conditions. Related work suggested a preference for the dotplot [22] . If the designer is comfortable with the interface switching between several visualizations from use to use, we suggest using simple point estimate visualizations under specific conditions, namely when either the sensor measurements or the reliabilities associated with each measurement are very similar. Measurements can be regarded similar if they differ by less than 0.5 standard deviations in terms of the variability of the more reliable sensor. Reliabilities can be considered similar if the normalized weighting pair assigned to the measurements by equation is less discrepant than 40%-60%. Under these circumstances, the user's aggregated estimate is not improved by providing a detailed visualization of uncertainty. However, even then seeing the inconsistency in relation to the sensor noise might help the user: namely by alerting him to a possible bias in one of the sensors.
For easier access of our results and recommendations, we implemented an interactive tool (see Figure 5 ). It allows the visual exploration of conflicting data from two sensors using the four visualizations studied in the current work. For each visualization, it provides the optimal combined value, a prediction of the expected error as well as our suggestion, which visualization to use for the particular data set. The tool can be downloaded on GitHub: https://github.com/hcilab-org/ InformationAggregation.
CONCLUSION
In this paper, we conducted a study to understand how uncertainty visualizations influence humans' choice of internal models of information aggregation. We showed that presenting uncertainty information improves users' inference when the inconsistency between two measurements increases and when the measurements' associated reliabilities are dissimilar. We recommend to use a point estimate visualization only for measurements with little inconsistency or non-diverging reliabilities. The higher the inconsistency or difference in reliability, the more humans benefit from uncertainty information. Based on the interpretation of our results, we recommend to use a dot plot to communicate uncertainty information for conflicting information.
To better illustrate our results and make them easily explorable for designers and other researchers, we implemented and contribute an interactive tool that allows to visualize conflicting information. In addition to the visualizations, it shows the optimal combined value and a prediction of what users might actually choose as the combined value. We hope that our research will inspire research in other application areas of HCI to understand whether the results are applicable to communicating uncertain data in other contexts than sensor measurements. As we choose sensor measurements as a general scenario, we are confident that the results are applicable in other areas.
In future work, we hope to extend the interactive tool to support more different types of visualizations. Further, we are interested in understanding how the difference between systematic and random error and larger inconsistencies than tested in this experiment influence humans' inference.
