Abstract. A metric Lie algebra g is a Lie algebra equipped with an inner product. A subalgebra h of a metric Lie algebra g is said to be totally geodesic if the Lie subgroup corresponding to h is a totally geodesic submanifold relative to the left-invariant Riemannian metric defined by the inner product, on the simply connected Lie group associated to g. A nonzero element of g is called a geodesic if it spans a one-dimensional totally geodesic subalgebra. We give a new proof of Kaȋzer's theorem that every metric Lie algebra possesses a geodesic. For nilpotent Lie algebras, we give several results on the possible dimensions of totally geodesic subalgebras. We give an example of a codimension two totally geodesic subalgebra of the standard filiform nilpotent Lie algebra, equipped with a certain inner product. We prove that no other filiform Lie algebra possesses such a subalgebra. We show that in filiform nilpotent Lie algebras, totally geodesic subalgebras that leave invariant their orthogonal complements have dimension at most half the dimension of the algebra. We give an example of a 6-dimensional filiform nilpotent Lie algebra that has no totally geodesic subalgebra of dimension > 2, for any choice of inner product.
Introduction
Milnor's classic paper [21] showed that the Riemannian geometry of Lie groups can be fruitfully investigated by working in the level of their Lie algebras. A number of recent papers have pursued this theme; see [11, 6, 19, 18] . Our paper is motivated by the work of Kerr and Payne [14] .
Consider a Lie group G with finite dimensional, real, Lie algebra g. Choose an inner product ·, · on g and consider the resulting left-invariant Riemannian metric on G. Now let h be a subalgebra of g and consider the corresponding connected subgroup H of G. One says that h is a totally geodesic subalgebra of g if H is a totally geodesic submanifold of G. The interest of this notion is that the left cosets of H define a totally geodesic foliation on G; see [9, 3, 4, 5] . There is a purely algebraic formulation of totally geodesic subalgebra condition, as we will now recall. A Lie algebra equipped with an inner product is called a metric Lie algebra. If g is a metric Lie algebra, with inner product ·, · , the Levi-Civita connection ∇ on g is given by the formula for left invariant vector fields (see [15] ): for all X, Y, Z ∈ g, 
Definition 1. A subalgebra h of a metric Lie algebra g is said to be totally geodesic if
We are primarily interested in the nilpotent case, but let us first give some general results from which the nilpotent case can be better appreciated. Firstly, recall the following well known equivalence.
Lemma 1. Let h be a subalgebra h of a metric Lie algebra g and let h
⊥ denote the orthogonal complement of h in g. Consider the linear map φ : h ⊥ → End(h) defined by φ(X)(Y ) = π h [X, Y ] for all X ∈ h ⊥ , Y ∈ h, where π h : g → h denotes the orthogonal projection. Then h is a totally geodesic subalgebra of g if and only if the image of φ lies in the orthogonal Lie algebra so(h); that is, explicitly, if (2) [X, Y ], Z + [X, Z], Y = 0, for all X ∈ h ⊥ , Y, Z ∈ h.
Notice that the condition for h to be totally geodesic depends only on the choice of orthogonal complement h ⊥ , and on the inner product on h; it is not affected by the choice of inner product on h ⊥ . Notice also that by the above lemma, h is totally geodesic if φ ≡ 0, that is, if the following condition is satisfied:
Definition 2. If h is a subalgebra of a metric Lie algebra g, we say that h
Notice that given h, the h-invariance of the orthogonal complement h ⊥ does not depend on the choice of inner product on h or on h ⊥ . Of course, h ⊥ is not h-invariant for all totally geodesic subalgebras. The subalgebra generated by Y, Z is totally geodesic, by the above lemma, but h ⊥ is not h-invariant. Nevertheless, h-invariance is often useful and gives natural examples of totally geodesic subalgebras. For example, let g be a Lie algebra, let r denote its radical and let s be a Levi subalgebra. So r is a solvable ideal, s is semisimple and g is a semidirect product: g = s ⋉ r. Choose an inner product on g for which r is orthogonal to s. Then as r is an ideal, r is s-invariant, and so s is totally geodesic. Similarly, if g is a semisimple Lie algebra, consider a Cartan decomposition g = t + p, where [t, t] ⊆ t, [t, p] ⊆ p and [p, p] ⊆ t; for example, see [12] or [23] . Choose an inner product on g for which t is orthogonal to p. Since [t, p] ⊆ p, we have that p is t-invariant, and so t is totally geodesic.
If Y is a nonzero element of a metric Lie algebra g and Span(Y ) is totally geodesic, then by abuse of language, we say that Y is a geodesic. We remark that some authors insist further that Y have unit length; we do not impose this restriction. Geodesics are also known as homogeneous geodesics, to distinguish them from general geodesics on the underlying Lie group. Extensions of this concept to homogeneous spaces have been examined in several papers; see [16, 17, 1] . The following lemma is well known; in each case, the orthogonal complement of the subalgebra is obviously invariant in the sense of Definition 2.
Lemma 2. Let g be a metric Lie algebra. Then (a) Every vector subspace of the centre z(g) of g is a totally geodesic subalgebra of g. (b) Every subalgebra that is orthogonal to the derived algebra [g, g] of g is a totally geodesic subalgebra of g.
Not surprisingly, the totally geodesic condition is very sensitive to the choice of inner product. We prove: Proposition 1. Suppose that a Lie algebra g has a subalgebra h that is totally geodesic for every inner product on g. Then h is contained in the centre of g.
Notice that Lemma 2 shows that if g is a solvable metric Lie algebra, then for every inner product on g, the nonzero vectors orthogonal to the derived algebra are geodesics. More generally, one has:
Lemma 3. If g is a Lie algebra and Y ∈ g is nonzero, then there is an inner product on g for which Y is a geodesic if and only if there does not exist
For example, consider the solvable, unimodular Lie algebra g with orthonormal basis X, Y, Z and relations
The above lemma shows that the element Y is not a geodesic for any inner product on g. In fact, it is uncommon, for a given inner product, that all nonzero vectors are geodesics.
Proposition 2. Suppose that g is a Lie algebra. The following conditions are equivalent:
(a) There is an inner product on g for which every nonzero element is a geodesic.
(b) g is isomorphic to the direct sum of an abelian Lie algebra and a semisimple Lie algebra of compact type.
On the other hand, it is not difficult to see that every Lie algebra has an inner product for which there is at least one geodesic. For a given, fixed inner product, Lemma 2 shows that there is at at least one geodesic when g is solvable. The general case is less trivial. The following result is due to Kaȋzer [13] . We provide a different proof that uses classic topological results concerning maps and vector fields on spheres. Our proof is very similar to Dušek's proof of [7, Theorem 7] , which is a more general result.
Theorem 1. [13] Every metric Lie algebra possesses a geodesic.
We now turn to the nilpotent case. Recall that Malcev's theorem [20] says that when G is nilpotent, G possesses a uniform lattice if and only if there is a basis for g relative to which the commutator coefficients are integers. So this is a condition that is often evident in practice. When G possesses a uniform lattice Γ, the set of right cosets of Γ has a natural structure of a compact Riemannian manifold M for which the quotient map G → M is a Riemannian covering and the totally geodesic foliation defined by h on G descends to give a totally geodesic foliation on M. This construction provides important standard examples of totally geodesic foliations on compact manifolds.
The following fact is an immediate consequence of Lemma 3.
Lemma 4. If g is a nilpotent
Lie algebra and Y ∈ g is nonzero, then there is an inner product on g for which Y is a geodesic.
For a given inner product, most nilpotent Lie algebras have more geodesics than those provided by Lemma 2.
Proposition 3. Suppose that g is a nonabelian nilpotent Lie algebra of dimension n. The following conditions are equivalent:
(a) For each inner product on g, the only geodesics are the vectors orthogonal to the derived algebra [g, g] and those contained in the centre z(g) of g. (b) g is 2-step nilpotent and for each X ∈ g with X ∈ z(g), the adjoint map ad(X) is surjective onto [g, g] .
Further results for totally geodesic subalgebras 2-step nilpotent Lie algebras are given by Eberlein [8] . Condition (b) of the above proposition is a slightly weaker version of Eberlein's nonsingularity condition, which requires that the maps ad(X), with X ∈ z(g), are surjective onto z(g). In particular, for nonsingular 2-step nilpotent Lie algebras with one dimensional centre, [8, Corollary 5.7] gives a classification of totally geodesic subalgebras and extends the above proposition for these algebras. An example of an algebra with 2-dimensional centre satisfying condition (b) of the above proposition is the 6-dimensional algebra with basis
In general, if a metric Lie algebra g has an orthonormal basis X 1 , . . . , X n , then the criterion ∇ Y Y = 0 for a vector Y = n i=1 a i X i to be a geodesic is quadratic in the coefficients a i . So the set of geodesics is a real semi-algebraic variety, which can be quite large as the following proposition shows.
Proposition 4. Let g be 4-dimensional metric nilpotent Lie algebra with a two-dimensional derived algebra. Then there is an orthonormal basis {X 1 , X 2 , X 3 , X 4 } such that the defining relations for g are
, where α, β, γ ∈ R and α, γ > 0. Furthermore, (a) the set of geodesic vectors is the set of nonzero vectors in the union of the subspace Span(X 1 , X 2 ) orthogonal to the derived algebra and the cone {X = xX 2 + yX 3 + zX 4 :
For nilpotent Lie algebras, the existence of a totally geodesic subalgebra of low codimension is a strong restriction. We prove:
Proposition 5. Let g be a nilpotent metric Lie algebra and suppose that h is a totally geodesic subalgebra of g of codimension 1. Then g is a direct sum of Lie ideals, g ∼ = h ⊕ R.
A key subfamily of the variety of nilpotent Lie algebras is provided by the filiform algebras [10] . Recall that a nilpotent Lie algebra g of dimension n is said to be filiform if it possesses an element of maximal nilpotency; that is, there exists X ∈ g with ad n−2 (X) = 0, where ad(X) : g → g is the adjoint map ad(X)(Y ) = [X, Y ]. The simplest example of a filiform Lie algebra is the standard filiform algebra L n , which has a basis X 1 , . . . , X n , whose only nonzero relations are [X 1 , X i ] = X i+1 , for i = 2, . . . , n − 1. We will refer to this as the standard filiform metric algebra when the basis X 1 , . . . , X n is taken to be orthonormal. In this case, the subalgebra generated by the X i with i even, is a totally geodesic subalgebra. Kerr and Payne have shown that L n has no totally geodesic proper subalgebras of greater dimension. Remark 2. The result of [14, Theorem 6.4 ] is slightly more general that the one we have presented above. Let C = {c 2 , . . . , c n−1 } be an ordered list of nonzero reals, possibly with repetitions. Let L C denote the nilpotent filiform metric Lie algebra with orthonormal basis X 1 , . . . , X n , whose only nonzero relations are [X 1 , X i ] = c i X i+1 , for i = 2, . . . , n − 1. It is shown in [14, Theorem 6.4 ] that if h is a totally geodesic proper subalgebra of g, then dim h ≤ dim g/2. In fact, it is easy to see that if L C possesses a totally geodesic subalgebra of dimension k, then so too does the metric Lie algebra L n . We give details in Remark 8 in Section 5 below.
For arbitrary filiform nilpotent Lie algebras, the following result shows that the conclusion of the Kerr-Payne theorem also holds for a natural class of totally geodesic subalgebras.
Theorem 3. Suppose that g is a filiform nilpotent metric Lie algebra, h is a proper subalgebra of g and h
By Proposition 5, filiform nilpotent metric Lie algebras do not possess totally geodesic subalgebras of codimension one. In contrast to the Kerr-Payne theorem and Theorem 3, we prove:
Theorem 4. For all n ≥ 3, the standard filiform Lie algebra L n possesses an inner product relative to which L n has a totally geodesic subalgebra of codimension two.
Conversely we have:
Theorem 5. If a filiform nilpotent metric Lie algebra g of dimension n possesses a totally geodesic subalgebra of codimension two, then g is isomorphic to the standard filiform Lie algebra L n .
In fact, some filiform Lie algebras have the property that they only have totally geodesic subalgebras of low dimension, regardless of the choice of inner product. Theorem 6. Consider the following 6−dimensional filiform Lie algebra g:
For no choice of inner product, does g possess a totally geodesic subalgebra of dimension greater than two.
The paper is organised as follows. In Section 2 we establish the results for general Lie algebras: Lemmas 1 and 3, Propositions 1 and 2, and Theorem 1. In Section 3 we prove Proposition 3 and 5, for nilpotent Lie algebras, and we establish some general results that we use later in the paper: Lemma 5, Proposition 6 and Lemma 6. In Section 4 we discuss filiform Lie algebras. We state Vergne's theorem (Theorem 7), and after establishing some preliminary facts (Lemmas 7, 8 and 9), we give the proofs of Theorems 3 and 5. Section 5 treats the examples of Proposition 4, and Theorems 4 and 6. Finally, in the Appendix we give a proof of Vergne's theorem that we used in Section 4.
Throughout this paper, all Lie algebras will be assumed to have finite dimension, and be defined over the reals. If h is a subalgebra of a metric Lie algebra g, we denote the orthogonal complement of h by h ⊥ . We use the symbol ⊕ to denote the direct sum of Lie ideals. Given subsets V 1 , . . . , V k of g, we denote the vector subspace that they span by Span(V 1 , . . . , V k ), and given elements X 1 , . . . , X k , we write Span(X 1 , . . . , X k ) instead of Span({X 1 , . . . , X k }). For a given basis B = {X 1 , . . . , X n } of g, we write g k = Span(X k , . . . , X n ). For Y ∈ g, we define the B-degree of Y , denoted deg B (Y ), to be the largest natural number k such that Y ∈ g k , and for convenience, we set deg B (0) = ∞.
Preliminaries

Proof of Lemma
Then, by definition, h is a totally geodesic subalgebra if and only if for all
Proof of Proposition 1. Suppose that h is a codimension k subalgebra of g that is totally geodesic for every inner product on g. First we fix an orthogonal complement h ⊥ to h, and we will vary the inner product on h. By Lemma 1, as h is totally geodesic for every inner product, [X, Y ] is perpendicular to Y , for all X ∈ h ⊥ , Y ∈ h and for every inner product on h. But if this holds for every inner product on h,
a ij X j , for some constants a ij . We now vary the orthogonal complement to h. Choose constants c 1 , . . . , c k and consider a new orthogonal complement spanned by the vectors 
Proof of Proposition 2. First suppose that g has an inner product ·, · for which every nonzero element is a geodesic. If Y ∈ g, then as Y is either zero or is a geodesic, we
; that is, ad(X) is skew-adjoint. It follows that the Riemannian metric determined by ·, · on the simply connected Lie group associated with g is biinvariant [21, Lemma 7.2], and consequently g is the direct sum of an abelian Lie algebra and a semisimple Lie algebra of compact type [21, Lemma 7.5] .
Conversely, if g is the direct sum of an abelian Lie algebra and a semisimple Lie algebra of compact type, then choose an inner product for which the two factors are orthogonal, and on the semisimple factor, take the inner product defined by the Killing form. Proof of Theorem 1. Let g be a Lie algebra of dimension n with inner product ·, · . For each
Suppose that g has no geodesics; so f (Y ) = 0 for all nonzero Y ∈ g. Restricting to the unit sphere S n−1 in g, consider the continuous functionf :
Consequently the assignment Y →f (Y ) defined a continuous nowhere zero vector field on S n−1 . This is impossible if n is odd, because the Euler characteristic of the even dimensional spheres are nonzero (see for example, [2] ). Our treatment of the case where n is even uses related topological ideas. Notice that since for each Y ∈ S n−1 , the vectors Y andf (Y ) are orthogonal,f sends no point to its antipode. It follows thatf is homotopic to the identity map, and in particular,f has degree 1 (see [24, 
Corollary 4(a)]). But by definition, we havef (−Y ) =f (Y )
. Thus the mapf factors through the real projective space P n−1 , and consequentlyf has even degree (see [24, Theorem 2] ). This is a contradiction; we conclude that g has a geodesic.
Nilpotent Lie algebras
Proof of Proposition 3. First assume that condition (a) holds. By Lemma 4, every element of g either lies in z(g), or does not lie in [g, g] , and thus [g, g] ⊆ z(g). In particular, g is 2-step nilpotent. Suppose that X ∈ g\z(g) and that Y ∈ [g, g] with Y ∈ im(ad(X)). Choose an inner product on g for which X, Y have unit length, X is orthogonal to z(g) and Y is orthogonal to im(ad(X)). In particular, X is orthogonal to the derived algebra [g, g] and hence by Lemma 2, X is a geodesic. Extend X, Y to an orthonormal basis X, Y, Z 1 , . . . , Z n−2 of g. Since X is a geodesic, [X, Z i ] is perpendicular to X for each i = 1, . . . , n − 2. So, as Y is orthogonal to im(ad(X)), we have [X, Z i ] ∈ Span(Z 1 , . . . , Z n−2 ), for each i = 1, . . . , n − 2. Now consider X +Y . The orthogonal complement to X +Y is spanned by X −Y, Z 1 , . . . , Z n−2 .
As Y belongs to the centre, we have [X + Y, X − Y ] = 0. Moreover, for each i = 1, . . . , n − 2, we have [X +Y,
. . , Z n−2 ) and so [X +Y, Z i ] is orthogonal to X +Y . So for h = Span(X + Y ), we have that h ⊥ is h-invariant, and hence X + Y is a geodesic. So, by hypothesis, X + Y is either orthogonal to [g, g] or contained in z(g). But X + Y does not belong to z(g), since Y ∈ z(g) and X ∈ z(g), and X + Y isn't orthogonal to [g, g] since X is orthogonal to [g, g] and Y ∈ [g, g]. Thus ad(X) is surjective onto [g, g] .
Conversely, suppose that g is 2-step nilpotent and for each X ∈ g with X ∈ z(g), the adjoint map ad(X) is surjective onto [g, g] . Choose an inner product ·, · on g and suppose that X is a geodesic in g and that
Since X is a geodesic, we have [X, Y ], X = 0, by Remark 1, and hence X ′ is orthogonal to X. But this gives X ′ = 0, and so X is orthogonal to [g, g] .
Suppose that g is a Lie algebra with an inner product ·, · for which h is a totally geodesic subalgebra. Let π : g → h and π ⊥ : g → h ⊥ be the orthogonal projections. Consider the
We will show below that ψ is a Lie algebra homomorphism. If h is nilpotent, then its image ψ(h) is a nilpotent subalgebra. Moreover, a Lie algebra is nilpotent if and only if the adjoint map of each element is a nilpotent map. However, it is not in general true that if h is nilpotent and V is a vector space, and if f : h → End(V ) is a Lie algebra representation, then the elements f (Y ) are necessarily nilpotent maps for all Y ∈ h; cf. Zassenhaus' result [?, p. 41]. Nevertheless, in our particular case, we have:
Lemma 5. The function ψ is a Lie algebra homomorphism and if g is nilpotent, then ψ(Y ) is a nilpotent representation of
So ψ is a Lie algebra representation. If g is nilpotent, then to see that the map ψ(Y ) is nilpotent, it suffices to show that for all k ∈ N, one has (ψ(Y ))
(by the inductive hypothesis)
as claimed.
Proposition 6. Suppose that g is a Lie algebra and consider the natural quotient map
Proof. Let C i (g) be the lower central series for g, that is, C 0 (g) = g and
for i ≥ 1, and let C i (a) be the lower central series for a. By assumption, g = Span(a,
, and then by induction,
As the opposite inclusion is obvious, we have
and then by induction, C 0 (g) = C 0 (a), as required.
Proof of Proposition 5.
Suppose that h has codimension 1. Let X be a unit vector with h ⊥ = Span(X). Consider the map ψ : h → End(h ⊥ ) defined above. For each Y ∈ h, Lemma 5 says that ψ(Y ) is nilpotent and consequently, as dim h ⊥ = 1, we have ψ(Y ) = 0. Hence ψ ≡ 0, and thus h is an ideal of g. In particular, ad(X) : h → h is a Lie algebra derivation, and since h is nilpotent, so is ad(X). It remains to show that ad(X) ≡ 0. Arguing by contradiction, assume that ad(X)(Y ) = 0 for some Y ∈ h. As ad(X) is nilpotent, and we can choose Y such that ad(X)(Y ) = 0 and ad(X)(ad(X)(Y )) = 0. Let
which is in contradiction with condition (2). Thus ad(X) ≡ 0 and hence h ⊥ is an ideal. So
Lemma 6. Suppose that g is a nilpotent metric Lie algebra and h is a totally geodesic subalgebra of g of codimension two.
Notice that in the above lemma, part (a)(ii) is redundant, since it follows immediately from part (a)(iii). We include part (a)(ii) to emphasise this useful fact.
Proof of Lemma 6. (a)(i). If
. By part (a)(i) we may choose X 1 , X 2 to simplify the calculations in the rest of this lemma. . Let m denote the preimage by p of b, so m is a codimension one ideal of g and m contains h as codimension one subalgebra. Let X 1 ∈ g be a nonzero vector orthogonal to m, and let X 2 ∈ m be a nonzero vector orthogonal to h. Note that h is a codimension one totally geodesic subalgebra of m, so by Proposition 5, m is the direct sum of Lie ideals, m = h ⊕ Span(X 2 ). 
(a)(iii). Because of the direct sum structure, we have [
Thus the Jacobi identity gives
Thus V i+1 ⊆ z(m), and by induction, Span(V i : i ≥ 1) ⊆ z(m). In particular,
It remains to show that V = a. Clearly, every subalgebra that contains V 0 , must also contain V i , for all i ≥ 1, and hence it must contain V . So it suffices to show that V is a subalgebra. Notice that by construction [
Hence V is a subalgebra, as claimed.
Remark 3. In general, Lemma 6(b) is not true in codimension > 2. For example, consider the 6-dimensional metric Lie algebra g having a basis X 1 , . . . , X 6 and presentation
Let E 1 = X 1 − X 2 and E i = X i for i = 2, . . . , 6, and choose the inner product on g for which E 1 , . . . , E 6 are orthonormal. Notice that the codimension 3 subalgebra h = Span(E 2 , E 5 , E 6 ) is totally geodesic. Here h ⊥ = Span(E 1 , E 3 , E 4 ). The intersection of the subalgebras of g that contain h ⊥ is a = Span(E 1 , E 3 , E 4 , E 5 , E 6 ), so a ∩ h = Span(E 5 , E 6 ), and a ∩ h ⊆ z(h).
Filiform Algebras
Recall that a nilpotent Lie algebra g of dimension n is said to be filiform if it possesses an element of maximal nilpotency; that is, there exists X ∈ g with ad n−2 (X) = 0. The following theorem is due to Michèle Vergne [22] . We give a proof in the appendix. Theorem 7. Every filiform nilpotent Lie algebra has a basis X 1 , . . . , X n such that
where g k = Span(X k , . . . , X n ) and for convenience we have set X i = 0 for i > n.
Definition 3. We will say that a filiform nilpotent Lie algebra g is regular if g has a basis X 1 , . . . , X n satisfying the conditions of Theorem 7, with α = 0.
Remark 4. By definition, a filiform nilpotent Lie algebra g is regular if and only if g has a basis X 1 , . . . , X n with [X i , X j ] ∈ g i+j for all i, j. By Theorem 7, g is regular if it has odd dimension. Notice that for the 4-dimension algebra with basis X 1 , . . . , X 4 and nontrivial presentation
, the relations are those of Theorem 7, with α = 1. Nevertheless, this algebra is regular; it is isomorphic to the standard filiform algebra L 4 , as one can see by examining the basis X 1 , X 2 − X 1 , X 3 , X 4 . Indeed, there are no irregular filiform nilpotent Lie algebras in dimension less than 6. The 6-dimensional Lie algebra of Remark 3 is an irregular filiform algebra. Proof. Since n ≥ 5, it is clear from the relations of Theorem 7 that if X has maximal nilpotency, then a 1 = 0. So, without loss of generality, we will assume that a 1 = 1.
If α = 0, the relations of Theorem 7 give [X i , X j ] ∈ g i+j for all i, j. Hence [X, X j ] = X j+1 (mod g j+2 ), and in particular, [X, g j ] ⊆ g j+1 , for all j > 2. It follows that ad n−2 (X)(X 2 ) = X n , and so X has maximal nilpotency. Now suppose that α = 0. In this case, [X i , X j ] ∈ g i+j whenever i + j = n + 1, and
and so [X, X j ] = X j+1 (mod g j+2 ), and in particular, [X, g j ] ⊆ g j+1 . It follows that ad n−3 (X)(X 2 ) = X n−1 (mod g n ). Thus
Hence, if 1 + αa 2 = 0, then X has maximal nilpotency. Conversely, if ad n−2 (X)(Y ) = 0 for some element Y , then subtracting a multiple of X and rescaling Y if necessary, we may assume that Y has the form Y = X 2 + n i=3 b i X i for some constants b 3 , . . . , b n . But ad n−2 (X)(X i ) = 0 for i > 2 and ad n−2 (X)(X 2 ) = 0 only when αa 2 = −1. Thus ad n−2 (X)(Y ) = 0 only when αa 2 = −1.
Remark 5. Suppose that g is a filiform nilpotent metric Lie algebra having a basis B = {X 1 , . . . , X n } satisfying the conditions of Theorem 7, and let α be as in the statement of Theorem 7. Apply the Gram-Schmidt orthonormalisation procedure to B, starting with the elements of largest B-degree, so as to obtain an orthonormal basis E = {E 1 , . . . , E n }, where for each i one has deg B (E i ) = i. Observe that if g is regular, then E 1 has maximal nilpotency. If g is irregular, then by the previous lemma, E 1 has maximal nilpotency unless E 1 is a multiple of X 1 + n i=2 a i X i , where 1 + αa 2 = 0. However, in all cases, one has deg E ([E i , E j ]) ≥ i + j, for all i, j with i + j = n + 1, and deg
Now let h be a totally geodesic subalgebra of g.
Lemma 8. Suppose that g is a filiform nilpotent metric Lie algebra and that h is a proper totally geodesic subalgebra. If dim h ≥ 2, then h does not contain an element of maximal nilpotency.
Proof. By Proposition 5, filiform nilpotent metric Lie algebras do not possess totally geodesic subalgebras of codimension one. So, as dim h ≥ 2, we have dim g ≥ 4. If dim g = 4, then as g is filiform, g has a derived algebra of dimension two, and we see explicitly from Proposition 4(b) that h has no element of maximal nilpotency. So we may assume that dim g ≥ 5.
Let B = {X 1 , . . . , X n } be a basis satisfying the relations given in Theorem 7, and let α be as in the statement of Theorem 7. Suppose that h contains an element Y of maximal nilpotency; by Lemma 7 we may assume that Y has the form Y = X 1 + n i=2 a i X i , where αa 2 = −1. In particular, from the proof of Lemma 7, [Y, X i ] = X i+1 (mod g i+2 ) for all 2 ≤ i ≤ n − 2 and [Y, X n−1 ] = (1 + αa 2 )X n . Let E = {E 1 , . . . , E n } be the orthonormal basis for g obtained from B as described in Remark 5. Observe that for all 2 ≤ i ≤ n − 1, we have [Y, E i ] = j≥i+1 b i,j E j , where b i,j ∈ R for each j and b i,(i+1) = 0. Let k be the smallest integer greater than one for which there is Y k ∈ h with deg B (Y k ) = k; note that k exists as dim h ≥ 2. As h is a subalgebra, Y j+k = ad j (Y )(Y k ) ∈ h for all j ≥ 1, and moreover, deg B Y k+j = deg B E k+j for all 0 ≤ j ≤ n − k, as Y has maximal nilpotency. Hence
where the equality on the left follows from the definition of k. Note that k > 2 since otherwise h = g. Let
Notice that Y ′ has maximal nilpotency. Moroever, Y ′ ∈ h, and Y ′ is orthogonal to Span(E k , E k+1 , . . . , E n ). By Lemma 7 and its proof, for all 2
Remark 6. If g is a regular filiform nilpotent metric Lie algebra, then by Remark 5, g has an orthonormal basis E = {E 1 , . . . , E n } for which deg E ([E i , E j ]) ≥ i + j, for all i, j, and deg E ([E 1 , E i ]) = i + 1, for all 2 ≤ i ≤ n − 1. In particular, from Lemma 7, the elements of the form E 1 + n i=2 a i E i all have maximal nilpotency. So if h is a totally geodesic subalgebra of g, then by Lemma 8, E 1 ∈ h ⊥ . Note that, by construction, Span(E k , . . . , E n ) = Span(X k , . . . , X n ) = g k , so deg E = deg B .
Lemma 9. Suppose that g is a filiform nilpotent metric Lie algebra and that h is a totally geodesic subalgebra for which h
Proof. Suppose that X ∈ h ⊥ has maximal nilpotency. Consider the map f :
Note that X / ∈ im f , as ad(Y ) is nilpotent. Thus f is not surjective and so dim im f
Notice also that as X has maximal nilpotency, dim ker f ≤ 1. Hence, from above, 2 dim h ≤ dim g, as required.
Proof of Theorem 3. Let B = {X 1 , . . . , X n } be a basis satisfying the relations given in Theorem 7, and let α be as in the statement of Theorem 7. By Lemma 8, h has no element of maximal nilpotency, while by Lemma 9, if h ⊥ has maximal nilpotency, then dim h ≤ dim g/2. So we may assume that neither h nor h ⊥ contains an element of maximal nilpotency. In particular, by Remark 6, g is irregular and hence dim(g) ≥ 6, by Remark 4.
We have [g, g] = Span(X 3 , . . . , X n ). Let p : g → g/[g, g] denote the natural quotient map. Clearly, g/[g, g] has dimension two and is generated by p(X 1 ) and p(X 2 ). By Proposition 6, p(h) = g/[g, g]. If p(h) = 0, then there would exist X ∈ h ⊥ with p(X) = p(X 1 ), but then by Lemma 7, X would have maximal nilpotency, contrary to our assumption. So p(h) has dimension 1. Let Z 2 ∈ h such that p(Z 2 ) spans p(h), and let
. Since neither Z 1 nor Z 2 has maximal nilpotency, by rescaling if necessary, we may write, by Lemma 7,
, then by repeatedly bracketing Z 1 with Z 2 , we obtain that h ⊥ contains linearly independent vectors of the form X i (mod g i+1 ) for i = 2, . . . , n − 1. So h has dimension at most 2, and we are done. So we may assume that
The idea is to adapt the proof of Lemma 9. Notice that while Z 1 does not have maximal nilpotency, one does have dim ker ad(Z 1 ) = 3; see the proof of Lemma 7. Consider the map f : h → h ⊥ defined by f (Y ) = ad(Z 1 )(Y ). Note that Z 1 ∈ im f since Z 1 does not belong to [g, g] while the image of f does. Thus f is not surjective and so dim im f ≤ dim h
Notice also that as dim ker ad(Z 1 ) = 3, and Z 1 ∈ ker ad(Z 1 ), we have dim ker f ≤ 2. Hence 2 dim h ≤ dim g + 1. Thus, as dim g is even, dim h ≤ dim g/2, as required. This completes the proof.
Proof of Theorem 5. Up to Lie algebra isomorphism, there is only one filiform nilpotent Lie algebra in dimensions 3 and 4, namely the standard filiform algebras L 3 , L 4 respectively. So we may assume that dim g ≥ 5.
Let B = {X 1 , . . . , X n } be a basis satisfying the relations given in Theorem 7, and let α be as in the statement of Theorem 7. Let E = {E 1 , . . . , E n } be the orthonormal basis for g obtained from B as described in Remark 5. Choose a basis
Repeating the arguments of the proof of Lemma 6, we obtain a codimension one ideal m of g that contains h as a codimension one subalgebra. Let Z 1 ∈ g be a nonzero vector orthogonal to m, and let Z 2 ∈ m be a nonzero vector orthogonal to h. Note that h is a codimension one totally geodesic subalgebra of m, so by Proposition 5, m is the direct sum of Lie ideals, m = h ⊕ Span(Z 2 ). In particular, Z 2 commutes with all the elements of h, and so deg E (Z 2 ) ≥ 2.
First suppose that deg E (Y 1 ) = 1. By Lemma 8, h has no elements of maximal nilpotency. So by Lemma 7, g is irregular and hence has even dimension n ≥ 6, and Y 1 is a multiple of an element of the form X 1 + n i=2 a i X i , where αa 2 = −1. In particular, Y 1 commutes with X n−1 and X n , but [Y 1 , X i ] = 0 for 2 ≤ i ≤ n − 2. Since Z 2 commutes with all the elements of h, we have [
Indeed, otherwise, h would project surjectively onto g/[g, g], contradicting Proposition 6. Thus deg E (Z 1 ) ≤ 2. Hence, since h has codimension 2, and since 3 < n − 1 as n ≥ 6, we have deg E (Y 2 ) = 3. Repeatedly applying ad(Y 1 ), we obtain deg E (Y i ) = i + 1 for all 2 ≤ i ≤ n − 2. So h has no element of E-degree n. However, by Theorem 7, since 3 < n − 2 as n ≥ 6, [X 3 , X n−2 ] = −αX n , and hence deg E ([Y 2 , Y n−3 ]) = n. Thus E n ∈ h, which is a contradiction. Thus deg E (Y 1 ) = 1 is impossible. Now suppose that deg E (Y 1 ) > 2. In this case we have deg E (Z 1 ) = 1 and deg E (Z 2 ) = 2. Thus, since h has codimension 2, we have deg E (Y i ) = i+2, for all 1 ≤ i ≤ n−2. Consequently E i ∈ h for all 3 ≤ i ≤ n. In particular, E 3 , E 4 ∈ h. But then, as n > 4,
In remains to treat the case where deg E (Y 1 ) = 2. Here deg E (Z 1 ) = 1. Since h has codimension 2, there is precisely one integer k, with 3 ≤ k ≤ n such that h does not have an element of E-degree k. Then, by change of basis if necessary, we may assume that the vectors Y i have the following form
where
. By Proposition 6, g has no proper subalgebra that contains h ⊥ . Hence by Lemma 6(b), h ⊆ z(h); that is, h is abelian. Thus, since m = h ⊕ Span(Z 2 ), the ideal m is also abelian. Hence g is a standard filiform Lie algebra.
Finally, suppose that deg E (Z 2 ) = 3. Let a denote the smallest subalgebra of g that contains h ⊥ . Since deg E (Z 2 ) = 3 and deg E (Z 1 ) = 1, the algebra a contains elements of E-degree i for all 3 ≤ i ≤ n − 1 (and for all 3 ≤ i ≤ n if ad(Z 1 ) has maximal nilpotency). In particular, Span(a, E n ) has dimension n − 1. Hence h ∩ Span(a, E n ) has codimension 3 in g, and codimension one in h. By Lemma 6(b), a ∩ h ⊆ z(h). So, since E n ∈ z(g), we have h ∩ Span(a, E n ) ⊆ z(h). Since no Lie algebra of dimension greater than two has a centre of codimension one, we conclude that h is abelian, and thus g is standard.
Remark 7. In the proof of Theorem 5, in the notation used in the proof, we showed that the only possibilities are deg E (Z 2 ) = 2 or 3, and in these cases g is standard. In particular, Z 1 = E 1 has maximal nilpotency. Moreover, if k < n − 1, then E n−1 , E n ∈ h, and so
contradicting Lemma 1. Thus k = n − 1 or k = n. First suppose that k = n − 1. Then
Similarly, for all 1 ≤ i < j ≤ n − 3, Lemma 1 gives
and thus
Notice that (3) determines the b i in terms of the commutator coefficients c ij , while (4) gives quadratic conditions on the c ij . One solution to this system of equations is given below in the proof of Theorem 4. The case where k = n can be treated in a similar fashion.
Examples
Proof of Proposition 4. Choose an orthonormal basis {X 1 , X 2 , X 3 , X 4 } for g such that [g, g] = Span(X 3 , X 4 ), and X 4 ∈ z(g). As g is nilpotent, neither of the two vectors
, for some α, β ∈ R, so the relations have the required form, and moreover, α and γ must be nonzero (as otherwise dim[g, g] < 2). Changing the signs of X 3 and X 4 , if necessary, we get α, γ > 0.
(a) Clearly, [g, g] = Span(X 3 , X 4 ) and z(g) = Span(X 4 ). So by Lemma 2, X 4 and the nonzero elements of Span(X 1 , X 2 ) are all geodesics. Let X ∈ g be nonzero, and write X = all i = 1, . . . , 4 (see Remark 1) . First suppose that a 1 = 0. Note that [X, X 3 ], X = γa 1 a 4 , which is zero only if a 4 = 0. Then [X, X 2 ], X = αa 1 a 3 , which is zero only if a 3 = 0. So if a 1 = 0, we have X ∈ Span(X 1 , X 2 ). Now suppose that a 1 = 0. The conditions [X, X i ], X = 0 are trivial for i = 2, 3, 4. The condition [X, X 1 ], X = 0 is equivalent to a 2 (αa 3 + βa 4 ) + γa 3 a 4 = 0, as required.
(b) The subalgebra h is nilpotent, hence abelian, so every nonzero vector in h is a geodesic in h, and hence in g, by (2) of Lemma 1. It follows that h must be a two-dimensional abelian subspace in the semi-algebraic geodesic variety from (b). If β = 0, the only two-dimensional subspace of that variety is Span(X 1 , X 2 ), which is not abelian (and not a subalgebra). If β = 0, the geodesic variety is the union of three subspaces: Span(X 1 , X 2 ), Span(X 2 , X 4 ), and h = Span(γX 2 − αX 4 , X 3 ). The former one is again not a subalgebra, while the other two are totally geodesic subalgebras, as directly follows from (2).
Remark 8. Let C = {c 2 , . . . , c n−1 } be an ordered list of nonzero reals, and let L C denote the nilpotent filiform metric Lie algebra g, with orthonormal basis X 1 , . . . , X n , whose only nonzero relations are [X 1 , X i ] = c i X i+1 , for i = 2, . . . , n − 1. Clearly, as a Lie algebra, L C is isomorphic to the standard filiform algebra L n . We claim that if L C possesses a totally geodesic subalgebra of dimension k, then so too does the metric Lie algebra L n . Indeed, we will use the notation X 1 , . . . , X n for the bases in both L C and L n , and we denote the inner products in the two algebras by the same notation ·, · ; that is, we think of the inner product spaces as being identical, and only the Lie bracket as being different. We will denote the bracket in L n by [·, ·] , and the bracket in L C by [·, ·] C . Define constants f 2 , . . . , f n recursively by posing f 2 = 1 and f i f i+1 = c i , for i = 2, . . . , n − 1, and consider the vector space isomorphism φ : L C → L n defined by X 1 → X 1 , X i → f i X i for i ≥ 2. In general, φ is not a Lie algebra homomorphism, but we claim that it preserves totally geodesic subalgebras, and in particular, the map φ is "projective", in the sense that it preserves geodesics. Indeed, suppose that L C has a totally geodesic subalgebra h. Note that for both L n and L C , we have X 1 ∈ h ⊥ , by Remark 6, so h has a basis Y 1 , . . . , Y k , where for i = 1, . . . , k,
for some constants a i,j ∈ R. The image φ(h) is contained in the abelian ideal Span(X 2 , X 3 , . . . , X n ), so it is a subalgebra; it has basis Z 1 , . . . , Z k , where
and so the algebra φ(h) is totally geodesic in L n , as claimed.
Proof of Theorem 4. We define an orthonormal basis E 1 , . . . , E n as follows: we set E 1 = X 1 , E n = X n and for each i ∈ {2, 3, . . . , n − 1}, we pose
Notice that the basis has been chosen so that
for all i ≥ 2. Indeed, for all 2 ≤ i ≤ n − 3,
, and so for j = ⌊ n−1−i 2 ⌋, we have
Let h denote the codimension two subalgebra Span(Y 2 , Y 3 , . . . , Y n−2 , Y n ), where for i ∈ {2, 3, . . . , n − 2, n},
Notice that the orthogonal complement h ⊥ to h is spanned by the vectors
Clearly, Z 2 commutes with each of the vectors Y i , so to show that h is totally geodesic, we must show that
for all i, j ∈ {2, 3, . . . , n − 2, n}. If n − i, n − j are both even, then
and similarly [Z 1 , Y j ], Y i = 0; so (5) again holds. It remains to consider the case where n − i is odd and n − j is even. If i > j, then
Hence (5) holds in all cases.
Proof of Theorem 6 . Suppose that h is a totally geodesic proper subalgebra of g. Notice that g is not isomorphic to L 6 since its derived algebra is not abelian. So by Proposition 5 and Theorem 5, h has codimension at least three. Suppose that h has codimension three. For each k = 1, . . . , 6, let g k = Span(X k , . . . , X 6 ). The basis X 1 , . . . , X 6 satisfies the condition of Theorem 7 with α = 0; that is, g is regular. Let E = {E 1 , . . . , E 6 } be the orthonormal basis for g obtained from the basis B = {X 1 , . . . , X 6 } as described in Remark 5. Notice that by construction, [E 1 , E i ] ∈ g i+1 = Span(X i+1 , . . . , X 6 ) = Span(E i+1 , . . . , E 6 ), and [E 1 , E i ], E i+1 = 0, for each i = 2, . . . , 5, and [E 2 , E 3 ], E 6 = 0. Moreover, [E i , E j ] ∈ g i+j for i, j, and [E 2 , E 4 ] = 0 and [E i , E j ] = 0 for i + j > 6. By Remark 6, we have
We will repeatedly use the following fact: it is impossible that E i , E i+1 ∈ h, for any i = 2, . . . , 5. Indeed, otherwise
which would contradict Lemma 1.
First notice that deg E (Z 1 ) < 4, since otherwise E 2 , E 3 ∈ h, which is impossible. Suppose that deg E (Z 1 ) = 3. Then E 2 ∈ h and we may take Z 1 = E 3 + a 4 E 4 + a 5 E 5 + a 6 E 6 , for some a 4 , a 5 , a 6 ∈ R. Consider an arbitrary nonzero element Y ∈ h. Then Lemma 1 gives
As [E 2 , E 3 ] is a nonzero multiply of E 6 , we have that E 6 is orthogonal to h. Hence E 6 ∈ h ⊥ . Thus, without loss of generality, we may take
Since h is a subalgebra and E 6 ∈ h ⊥ we have
But this would give E 4 , E 5 ∈ h, which is impossible. So deg E (Z 1 ) = 3. Finally, suppose that deg E (Z 1 ) = 2. We may take
and so a 3 = 0. Thus E 3 ∈ h. Arguing as before, if
and so b 6 = 0. Hence E 6 ∈ h ⊥ . Thus h ⊥ = Span(E 1 , E 2 + a 4 E 4 + a 5 E 5 , E 6 ) and h = Span(E 3 , a 4 E 2 −E 4 , a 5 E 2 −E 5 ). However h is a subalgebra and [E 2 , E 3 ] is a nonzero multiple of E 6 . Hence, as E 6 ∈ h, we necessarily have a 4 = a 5 = 0. But this gives E 4 , E 5 ∈ h, which is impossible. So deg E (Z 2 ) = 3. Without loss of generality, we may take
Consider the orthogonal complement g 2 to Span(E 1 ). Note that h ⊆ g 2 and Z 1 , Z 2 ∈ g 2 . It follows that h is a codimension 2 totally geodesic subalgebra of Hence E 4 , E 5 ∈ h, which is impossible. This completes the proof. X 1 , which is impossible as ad(X n−1 ) is nilpotent, since g is nilpotent. Thus X 1 , . . . , X n forms a basis for g, and by construction, [X 1 , X i ] = X i+1 for all i ≥ 2.
Lemma 10. If g is filiform nilpotent, then for all bases X 1 , . . . , X n with [X 1 , X i ] = X i+1 for all i ≥ 2, one has [X i , X j ] ∈ g i+j−1 , for all i, j.
Proof. First we will show that [X i , X j ] ∈ g max{i,j}+1 , for all i, j. This can be seen by induction on n. It is true trivially for n ≤ 2. For n > 2, let X 1 , . . . , X n be a basis for g with the given relations. Notice that the centre z(g) of g is Span(X n ). Indeed, it is clear from the given relations that z(g) ⊆ Span(X n ), and since g is nilpotent, z(g) = 0; so z(g) = Span(X n ). Let g ′ = g/z(g) and for each i = 1, . . . , n − 1, let X , for all i, j ≤ n − 1. Hence, as z(g) = Span(X n ), we have [X i , X j ] ∈ g max{i,j}+1 , for all i, j ≤ n, as claimed.
We prove that [X i , X j ] ∈ g i+j−1 for all i, j. We use induction on i + j. The claim is obviously true for i + j ≤ 3. Suppose 2 < i < j. The Jacobi identity gives So far, we have [X 1 , X j ] ∈ g j+1 for all j, and from the above lemma, we have [X 2 , X 3 ] ∈ g 4 and so [X 2 , X 3 ] = bX 4 (mod g 5 ) for some b ∈ R. Replace X 2 by the vector X 2 − bX 1 ; by abuse of language we continue to call this X 2 . Notice that X 1 , . . . , X n continue to form a basis, we still have the relations [X 1 , X i ] = X i+1 for all i ≥ 2 and moreover we still have [X i , X j ] ∈ g max{i,j}+1 , for all i, j ≤ n. But now we also have [X 2 , X 3 ] ∈ g 5 .
The completion of the proof is by induction on n. Notice that if n ≤ 4, the theorem follows from the properties we have established so far (with α = 0 in the case n = 4). So assume that n > 4 and assume that the properties hold for X 1 , . . . , X n−1 . We first suppose that n is even. As in the proof of Lemma 10, let g ′ = g/ Span(X n ) and for each i = 1, . . . , n−1, let X ′ i denote the image of X i in g ′ . By the inductive hypothesis, for all i + j ≤ n we have [X
and so [X i , X j ] ∈ g i+j . If i + j ≥ n + 2, then by Lemma 10, [X i , X j ] ∈ g i+j−1 , and so [X i , X j ] ∈ g i+j , since g i+j = g i+j−1 = 0. It remains to treat the case where i + j = n + 1. We must show that there exists α ∈ R with [X i , X n−i+1 ] = (−1) i αX n , for all 2 ≤ i ≤ n − 1. Suppose that 2 < i < n − i + 1. Arguing as before, the Jacobi identity gives i αX n , for all 2 ≤ i ≤ n − 1, as required. Now suppose that n is odd. As in the even case, [X i , X j ] ∈ g i+j when i + j ≥ n + 2. By the inductive hypothesis, we have [X i , X j ] ∈ g i+j , for all i + j ≤ n − 1 and there exist α, β i ∈ R with [X i , X n−i ] = (−1) i αX n−1 + β i X n , for all 2 ≤ i ≤ n − 2. By Lemma 10, there exist α i ∈ R such that [X i , X n−i+1 ] = α i X n , for all 2 ≤ i ≤ n − 2. We must show that α = 0 and α i = 0 for all 2 ≤ i ≤ n − 2. For 2 < i < n − i + 1, the Jacobi identity gives Notice that as n is odd, X i = X n−i+1 when i = Note that (8) [X 2 , [X n−1
