Abstract. We describe completely a new induction process on three-interval exchange transformations, under its additive and multiplicative forms; we describe the natural extension of the induction map, show that it is self-dual for the notion of duality which links the Rauzy/Zorich and da Rocha inductions, and compute a finite ergodic invariant measure (for the multiplicative form). Then we explain the connection with the published negative slope algorithm of Ferenczi, Holton and Zamboni, and use our measure-theoretic study to get new results on three-interval exchange transformations.
The classical Euclid algorithm of continued fraction approximation for an irrational α can be seen as a renormalization process on the dynamics of the rotation of angle α; this has several forms: the additive form is usually given by the induction map on two coordinates, (x, y) → (x − y, y) if x > y, (x, y) → (x, y − x) if x < y; the multiplicative form, which is an acceleration of the additive one, is given by the Gauss map x → { 1 x }. A useful generalization of this process to simultaneous approximation of several numbers is obtained by replacing rotations by interval exchange transformations, see for example the survey [2] ; the additive form of a general process for exchanges of k intervals was given by Rauzy [15] , it was then proved by Veech [17] and Masur [13] that the renormalization (or induction) map has an infinite invariant measure, and this was the source of many important results in the theory of interval exchange transformations; a multiplicative form was then derived by Zorich [18] , who showed that it has a finite invariant measure. Another induction was proposed by da Rocha, it is dual to the first one in a sense precised in section 2.1 below; again, the additive form has an infinite invariant measure [11] and the multiplicative form has a finite invariant measure [3] , and in both cases there is an explicit formula for the density with respect to the Lebesgue measure.
A third algorithm was proposed for k = 3 by Ferenczi, Holton and Zamboni [4] [5] , as an approximation algorithm called the negative slope algorithm; it was effective in the study of three-interval exchange tranformations, leading to new results [5] [6] [7] , and was recently studied for itself by Nakada and Ishimura [10] ; however, it does not appear explicitely as an induction algorithm on interval-exchange transformations, and it exists only under a multiplicative form. A new induction algorithm is defined for all k by Ferenczi and Zamboni [8] (see also [9] for k = 4); this exists as yet only under an additive form, and its connection with the negative slope algorithm is not explicit. The present paper aims to fill this gap and to study completely the new algorithm for k = 3: we first discuss its definition, then give a self-contained description of the induction process under its additive form, and deduce its multiplicative form; we identify the natural extension of this induction process, and show that it is self-dual for the Rauzy/da Rocha duality mentioned above. Then we show that its multiplicative form has a finite ergodic invariant measure, with an explicit formula for the density with respect to the Lebesgue measure, and from that an infinite invariant measure can be built for the additive form. We then state explicitely how the new algorithm is a variant of the negative slope algorithm (up to a renaming of variables and with a different normalization), and thus are able to use the ergodicity of our invariant measure to get consequences on the theory of three-interval exchange transformations developped in [6] [7] .
We thank Hitoshi Nakada for pointing an error in an earlier version of this work.
1. Different forms of the algorithm 1.1. Definition. We start from two numbers 0 < α < 1, 0 < β < 1, with the conditions 0 < α < 1 2 , α + β < 1, 2α + β > 1, and we define a three-interval exchange transformation on [0, 1[ by
We ask that α and β satisfy the i.d.o.c condition of [12] , namely that they do not satisfy any rational relation of the forms pα + qβ = p − q, pα + qβ = p − q + 1, or pα + qβ = p − q − 1, for p and q integers.
The points γ 1 = α and γ 2 = α + β are the discontinuities of T , while β 1 = 1 − α − β and β 2 = 1 − α are the discontinuities of T −1 . The i.d.o.c. condition ensures that the negative orbits of γ 1 and γ 2 are infinite and have an empty intersection (it is its original definition; see [5] for the equivalence with the one stated here).
We recall that the induced, or first return, map S of a transformation T on a set E is defined on E by Sx = T r(x) x, where r(x) is the smallest integer r > 0 such that T r x is in E (a finite r(x) does indeed exist in all cases occurring in the present paper).
Our aim is to build the points where the negative orbits of the discontinuities of T approximate the discontinuities of T −1 . The motivation for this is to get more information on the dynamics and combinatorics of interval-exchange transformations, and that has indeed been done in [5] [6] [7] for 3 intervals, using a variant of this algorithm, see section 4 below, and in [8] [9] for k intervals. The reasons why this new algorithm should give informations which the existing induction algorithms could not give are twofold:
• the Rauzy induction builds the points where the orbits of the discontinuities of T approximate 0, the da Rocha induction builds the points where the orbit of 0 approximate the discontinuities of T −1 , and they are in duality (see section 2.1 below), thus our induction will be naturally self-dual;
• by approximating the discontinuities of T −1 from the right and the left, we build small intervals around them, and these correspond to the successive bispecial factors of the language of T , see [8] for the word-combinatorial aspects of this definition.
Thus we want to build a nested family of subintervals E 1,n = [β 1 − l 1,n , β 1 + r 1,n [ and E 2,n = [β 2 − l 2,n , β 2 + r 2,n [, starting from E 1,1 = [0, α[ and E 2.1 = [α, α + β[, so that the E i,n , for i = 1, 2, are the successive intervals containing β i , and whose endpoints are the successive T −m γ j which fall closest to β i .
To make this definition unambiguous, we have to precise what we mean by successive: first, we say that T −m ′ γ j ′ is after T −m γ j if m ′ > m, which is enough for our purpose as, because of the inequalities satisfied by α and β, for any given m T −m γ 1 and T −m γ 2 cannot be in the same E i,n for n = 1, and hence for any n.
Then we could tentatively define E i,n+1 by defining γ i,n to be the first element T −m γ j , m > 0, j = 1, 2, which falls in the interior of E i,n , partitioning E i,n into two subintervals [β i − l i,n , γ i,n [ and [γ i,n , β i + r i,n [, and setting E i,n+1 to be the one of these two subinbtervals which contains β i ; we say then that we cut E i,n by γ i,n .
However, it may very well happen that, for example, the first element to cut E 1,n is T −5 γ 1 while T −2 γ 1 cuts E 2,n and T −3 γ 1 cuts E 2,n+1 , and, in such a case, it seems more natural, and indeed will be necessary to our construction, to wait before cutting E 1,n , that is to put
Thus, for each i and n, we decide either to put E i,n+1 = E i,n or to define E i,n+1 by cutting E i,n by the first element T −m γ j , m > 0, j = 1, 2, which falls in its interior. The choice of waiting or cutting will be defined inductively in our construction; all sequences of choices which cut E 1,n and E 2,n infinitely often yield the same sequences of different intervals, but not numbered in the same way.
In the following section, we define an algorithm which is one of the possible ways to build the sequence of intervals we want; it is indeed an induction algorithm because the intervals E i,n+1 are built from the E i,n by using the induced map of T on the set E 1,n ∪ E 2,n . Our algorithm is a particular (and more explicit) case of the one defined in [8] , for k intervals. Note that exchanges of two intervals are just rotations of angle α; our algorithm for two intervals would find the iterates of the point 1 − α which approximate the point α, from the right or from the left; as there is only one interval to cut at each stage, there is no choice involved, and what we retrieve is just the additive Euclid algortihm.
1.2.
Description of the induction. For each n let S n be the induced map of T on E 1,n ∪ E 2,n ; its description will determine the state of the induction at stage n.
State I For n = 1 we recall that E 1,n = [0, α[ and E 2.n = [α, α + β[. We check that S n determines a partition of each E i,n , i = 1., 2, imto two new subintervals separated by a point γ i,n , such that S n sends by a translation,
T preserves the lengths on its continuity intervals, for i = 1, 2 we have γ i,n = β i + r i,n − l i,n , and the relation r 1,n = r 2,n Whenever for some n this relation, together with the above description of S n , is satisfied, we say that at stage n we are in state I, and the construction will be the same as for n = 1. Now, for i = 1, 2, S n is continuous on each of the new subintervals of E i,n , which implies that γ i,n is indeed the first element T −m γ j , m > 0, j = 1, 2, which falls in the interior of E i,n ; thus the tentative E i,n+1 (if we decide to cut) is the one of the two new subintervals which contains β i ; therefore it is the right one if β i is to the right of γ i,n , that is if l i,n > r i,n , the left one if l i,n < r i,n , while the case where β i = γ i,n , l i,n = r i,n , is excluded by the i.d.o.c. condition.
Substate Ia l 1,n > r 1,n , l 2,n > r 2,n . We decide to cut E 1,n and E 2,n . Then E 1,n+1 = [γ 1,n , β 1 + r 1,n [ and E 2,n+1 = [γ 2,n , β 2 + r 2,n [ and for i = 1, 2, l i.n+1 = l i,n − r i,n , r i,n+1 = r i,n . We see that the new intervals satisfy r 1,n+1 = r 2,n+1 .
As for S n+1 , it is also the induced map of S n on E 1,n+1 ∪ E 2,n+1 , and we can describe it by using the description of S n and the definition of the E i,n+1 : namely, in this case, S n sends
• the right part [γ 1,n , β 1 [ of the latter is in E 1,n+1 , and thus
, thus we need to apply S n once again, and it arrives in [β 2 , β 2 + r 2,n [, which is in E 2,n+1 , thus
n γ 1,n [; a similar reasoning applies on E 2,n+1 , and we check that S n+1 has the same description as S n above, with n replaced by n + 1; at stage n + 1 we are again in state I; note that this will be true whenever at stage n we are in Ia.
Substate Ib l 1,n < r 1,n , l 2,n > r 2,n . We decide to cut only E 2,n . This decison will be explained after the full description of the induction. Then E 1,n+1 = E 1,n while E 2,n+1 = [γ 2,n , β 2 + r 2,n [, and l 1.n+1 = l 1,n , r 1,n+1 = r 1,n , l 2,n+1 = l 2,n − r 2,n , r 2,n+1 = r 2,n . We check that at stage n + 1 we are again in state I.
Substate Ic l 1,n > r 1,n , l 2,n < r 2,n . We decide to cut only E 1,n . This is deduced from Ib by exchanging 1 and 2, and at stage n + 1 we are again in state I.
Substate Id l 1,n < r 1,n , l 2,n < r 2,n . We decide to cut E 1,n and E 2,n .
The same reasoning as above shows that at stage n + 1 we are in state II described just below.
State II State II corresponds to the following description of S n : it determines a partition of each E i,n , i = 1., 2, imto two new subintervals separated by a point γ i,n , such that S n sends by a translation
This implies that for i = 1, 2 we have γ i,n = β i + r i,n − l 3−i,n , the relation l 1,n + r 1,n = l 2,n + r 2,n and the tentative E i,n+1 (if we decide to cut) is the one of the two new subintervals which contains β i , the right one if l i,n > r 3−i,n , the left one if l i,n < r 3−i,n , while the case l i,n = r 3−i,n is excluded by the i.d.o.c. condition. Note that in this state l 1,n > r 2,n if and only if l 2,n > r 1,n , hence there will be only two substates.
Substate IIa l 1,n > r 2,n , l 2,n > r 1,n . We decide to cut E 1,n and E 2,n .
The new intervals satisfy l 1,n+1 = l 2,n+1 , and we are in state III described below.
Substate IIb l 1,n < r 2,n , l 2,n < r 1,n . We decide to cut E 1,n and E 2,n .
The new intervals satisfy r 1,n+1 = r 2,n+1 , and we are in state I.
State III This is symmetrical to state I, with left and right exchanged, and the relation
there are four substates, IIIa to IIId, and the induction goes either to state III or to state II.
Now it is time to explain our decisions of cutting or waiting; given that it seems natural to decide cutting, only the waiting decision in Ib needs discussing (Ic, IIIb and IIIc are similar). Thus we decided to wait before cutting E 1,n ; we did it because
• this does not block the process; if after the induction we have r 2,n+1 > l 2,n+1 we are in Id and we can proceed; otherwise, we are still in Ib and we take the same decision again, decreasing r 2,n+1 by l 2,n+1 = l 2,n ; and so on, after a finite number of steps we are in Id and we can proceed; • this allows us to keep the process in a simple set of states; the other possible decisions would be (except to cut nothing, which would of course block the process) either to cut both intervals, or to cut only E 1,n ; in either case, this creates a new state with the relation l 1,n+1 + r 1,n+1 = r 2,n+1 , and the reader can check that the descriptions of the induced map is more complicated (indeed, there would be no way to cut E 1,n+1 without waiting). Because we ensured the process is never blocked, our induction does indeed cut each E i,n for infinitely many values of n, and thus does generate the nested intervals we wanted to build; we hope to have convinced the reader that it is the simplest of the several possible ways to build them.
1.3. The additive algorithm. What we want to study here is the induction map J such that J (v n ) = v n+1 , where v n is the vector of non-independent parameters (l 1,n , r 1,n , l 2,n , r 2,n ).
It follows from the above description that J is defined on
Note that I, II and III are subsets of IR 4 , of dimension 3, invariant by homothety by λ for any λ > 0, and defined (after omitting some planes) by a finite set of equations of the form a i x i > 0; thus we say that J is defined on a disjoint union of three-dimensional polyhedral cones (less the omitted planes).
On X 0 we define
, by the formulas
We check that J is well-defined on the set I ∩ II ∩ III which is the line l 1 = l 2 , r 1 = r 2 ; J can be iterated infinitely often if we delete from X 0 the set D 0 , which is the union of all pre-images of the planes r i = l i and r i = l 3−i , i = 1, 2, and thus is a countable union of rational planes (D 0 is also the set of l i and r i such that α = l 1 + r 1 and β = l 2 + r 2 do not satisfy the i.d.o.c. condition above).
As we have
J is in fact defined on a disjoint union of convex polygons in the plane obtained by cutting the above cones by a hyperplane. We choose to work with the hyperplane
Thus we can modify J so that we get a map on
and we can use only two independent coordinates, which we choose to be r 1 , r 2 on II and III and l 1 , l 2 on I; we get the normalized form of J , a new map J ′ .
The expression of J ′ is straightforward from its definition, it is defined on X 1 , obtained by deleting some rational lines from the disjoint union of three convex polygons in the plane, given by:
, r 2 and r 1 + r 2 < 1}. II 1 is further cut into two triangles corresponding to IIa and IIb, and I 1 and III 1 into three triangles and a quadrilateral. J ′ commutes with the symmetry
which interchanges I 1 and III 1 and takes II 1 to itself.
1.4. The multiplicative algorithm. We define R to be the induced map of J on II \ D 0 ; we check that it exists (each point in II \ D 0 does return to it after a finite number of iterations of J ) and is given by the formulas
We define T as the normalized form of R: it is deduced from R by normalizing by l 1 + l 2 + r 1 + r 2 = 1 and choosing the set of independent variables (r 1 , r 2 ). T is also the induced map of J ′ on II 1 \ D 1 , where D 1 is the union of rational lines deduced from D 0 by normalizing and choosing the independent variables (r 1 , r 2 ).
The natural extension
Our transformations J or R are not bijective, but we can find bijections projecting on them.
We define a map K on Y = I 2 II 2 III 2 where
where ⌊a⌋ denotes the integer part of a.
Proposition 2.1. There exists an invariant countable union of rational lines
Let
and we check that
is i − 1 for 1 ≤ i ≤ n + 1 and n for n + 1 ≤ i ≤ r. Take a point (l 1 , r, l 2 , r) in I; its possible antecedents by J are (l 1 , r + l 2 , l 2 , r + l 1 ) in II, and all the (l 1 + c 1 r, r, l 2 + c 2 r, r) in I for c 1 = 0, 1, Similarly, suppose (l 1 , r 1 , l 2 , r 2 ) in II and L i = R i , i = 1, 2; its possible antecedents by J are one point u in I and one point u
is a corresponding point in II 2 , it has exactly one antecedent, projecting on u if R 1 > L 1 and R 2 > L 2 and on u ′ if L 1 > R 1 and L 2 > R 2 . As for points in III, the situation is similar to I.
Thus, by deleting from Y the iterates of the lines l i = r i , l i = r 3−i , L i = R i , i = 1, 2, we get our result.
Note that we have
Also, K preserves the Lebesgue measure on Y, and commutes with the flow Additionnally, we check that K preserves the bilinear form Σ, where
Thus a normalized form of K could be defined, using only four independent coordinates. The bilinear form Σ can be seen as giving the surface of a union of rectangles, and K is an operation of cutting and stacking on these rectangles, which are the equivalent for this induction of the zippered rectangles for the Rauzy induction [17] .
The formula for this natural extension does not spring out from nowhere, as the L i and R i describe the evolution of the Rokhlin towers for the induction. Namely, with the notations of section 1.1, at the n-th stage there exist integers L i,n and R i,n , i = 1, 2 such that the levels
, is a Rokhlin tower. And the formulas giving the heights L i,n+1 and R i,n+1 in function of the l i,n , r i,n , L i,n and R i,n are the same as those defining the last four coordinates of K(w) in function of w (with the difference that the relations satisfied by the L i,n and R i,n are not of the forms
The Rokhlin towers constitute a discrete form of the rectangles defining Σ; in the symbolic vocabulary of [8] , the heights of the Rokhlin towers correspond to the lengths of the prefixes.
Note that the equivalent of the present section for exchanges of 2 intervals, would be the computation of the natural extension of the Gauss map, which is known but non-trivial, and much posterior to the definition of this map, see [14] .
2.1. Self-duality. Let now S be the induced map of K on II 2 \ D 2 ; it projects on R on the first four coordinates, and shares the properties of K (it is bijective, preserves Σ, commutes with Φ t ), with the advantage that the domain on which it is bijective is just II 2 \ D 2 and thus has a rather simple expression. It allows us also to state a property of our induction which is completely new among induction processes on interval exchange transformations: Proposition 2.2. We define the following conjugation maps, which are square roots of unity
Proof This comes directly from the formulas defining S, which we check to be
while we compute S −1 as in Proposition 2.1.
For the existing induction algorithms, the Rauzy/Zorich induction J r and the da Rocha induction J d are dual to each other [3] : up to a change of coordinates, there is a common natural extension K c such that K c projects on J r and K −1 c projects on J d . This contrasts with the present algorithm, where, after a change of coordinates, both S and S −1 project on R. Thus we can say that our induction process is self-dual (under its multiplicative form; this is not true for the additive form, because we had to fix an order in which r 1 and r 2 change inside III, or l 1 and l 2 inside I, and this is not symmetric).
This self-duality was one of the aims of the definition, see section 1.1 above. It corresponds also to geometric properties of our induction, considered on the surface obtained by gluing the zippered rectangles: namely, our new induction uses all horizontal and vertical lines leading to singularities, while the Rauzy induction uses one horizontal and all the verticals, and the da Rocha induction uses one vertical and all the horizontals; however, it seems quite more difficult to express the self-duality in the case of k > 3 intervals.
3. Measure-theoretic properties 3.1. Invariant measure. We want now to compute an invariant measure for the inductions in section 1; for this, we use the algorithm defined in [1] , starting from the knowledge of the natural extension in the same way as for the Gauss measure for the Euclid algorithm. Namely, we use S and the flow Φ t , which commute and both preserve the Lebesgue measure and the bilinear form Σ; the process, described completely in [1] , begins by restricting ourselves to a domain ∆ of the hypersurface Σ = 1, invariant by Φ t and on which S is bijective; then, a projection of an invariant measure for a suitable first return map of Φ t yields an explicit density for an invariant measure for the normalized form of R. For our present purpose, being able to exhibit a density, we just have to check that the measure we have found is indeed invariant by T , and this is done below by checking the Perron-Frobenius equations.
as a finite invariant measure.
Proof First, we compute the inverse branches of T ; those going through III 1 are given by the maps M n k where
with Jacobian determinant JM n k (r 1 , r 2 ) = 1 (2r 1 + 2r 2 + 1 + k + 2n) 
where n ≥ 1, k ≥ 1, l ≥ 1, and q → indicates q J ′ -iterates. The inverse branches of T going through I 1 are similarly given by the maps N n k where
with n and k nonnegative integers, and N ′ n l where
with n and l nonnegative integers, and similar formulas for the Jacobians.
To check the invariance of the measure f (r 1 , r 2 )dr 1 dr 2 we have to check the PerronFrobenius equation f = P f where, in our case,
.
Thus we have to check, setting r = r 1 + r 2 , that 1 
and, using that the sum on k in the second series telescopes, this is equivalent to 1 And the finiteness of the measure is a straightforward consequence of the expression of its density.
Let µ be the invariant measure for T defined by the above density. Note that D 1 is of measure zero for µ, so we can ignore the troublesome rational lines throughout this section.
Note that, as µ is finite, (T , µ) satisfies the Poincaré recurrence theorem: for any susbet E of positive measure of [0, 1)
2 , for µ-almost all x ∈ E, there exists n > 0 such that T n ∈ E.
Also, by the usual exduction from the first return map, we can build from µ an invariant measure for the additive transformation J ′ ; this one will be infinite.
3.2.
Ergodicity. Now we prove the ergodicity of the system (T , µ). T is a map on two independent variables defined piecewise on a finite number of polyhedra, and on each plolyhedron it is deduced by normalization from a linear map. We prove first a general theorem giving sufficient conditions for the ergodicity of this kind of maps, and then show that T fulfills these conditions.
A projective map, is the projection on R m of a linear map of R m+1 : namely, U is a projective map if there is an (m + 1, m + 1) matrix M such that, if x = (x 1 , ...x n ), and M (x 1 , ...x n , 1) = (y 1 , ...y m+1 ), then U(x) = (y 1 , ...y m ), and y m+1 = 0; the Jacobian of U is then given at x ∈ R m by
Note that y m+1 is given by the scalar product < e, Mx >, where e is the vector (0, ...0, 1) andx is the vector (x 1 , ...x m , 1).
Let B ⊆ R m be a polyhedron i.e. the convex hull of a finite set of points with nonempty interior and U an application from B to B. We say that U is fibered if there is a partition of B into polyhedra B(i), i ∈ I, modulo sets of Lebesgue measure 0, such that U(B(i)) = B for every i ∈ I, and U coincides on B(i)) with the restriction of a projective map.
Given i 1 , i 2 , . . . , i n ∈ I define the cylinder of rank n associated to the sequence i 1 , i 2 , . . . , i n by
Since projective maps take straight line segments to straight line segments and therefore convex sets to convex sets it is clear that the cylinders are polyhedra. The set of these cylinders, P n , is a partition of B and it is clear that P n+1 refines P n . Given i 1 , i 2 , . . . , i n ∈ I define V(i 1 , i 2 , . . . , i n ), from B to B(i 1 , ...i n ) to be the inverse of T n defined from B(i 1 , i 2 , . . . , i n ) to B. Note that V(i 1 , i 2 , . . . , i n ) is a projective map and set
We have also
We call a cylinder B(i 1 , i 2 , . . . , i n ) U-recurrent if B(i 1 , i 2 , . . . , i n is in the interior of B; then the first return map is defined Lebesgue almost everywhere in B(i 1 , i 2 , . . . , i n ).
Theorem 3.2. Let U : B → B be fibered by B(i), i ∈ I, for B ⊆ R m a polyhedron as above. If the set of U-recurrent cylinders cover almost all B, then U is ergodic, in the sense that any Borel measurable U-invariant set has either zero or full Lebesgue measure.
Proof
Without loss of generality we can assume that B is contained in the cone of vectors with positive entries of R m and, changing M (i) for −M (i) if necessary, the quantities < e, M (i)x > are positive for x ∈ B and M (i) the matrices defining the inverse branches of U. Fix a recurrent cylinder B(i 1 , i 2 , . . . , i n ) and let U be the induced map of U on B(i 1 , . . . , i n ).
(1) U is a fibered system of the same type as T : take J = {j} the set of sequences j 1 , . . . , j l , l > n, such that
• j 1 , . . . , j l starts with the sequence i 1 , . . . , i n , in other words, i k = j k for k = 1, . . . , n, • j 1 , . . . , j l ends with the sequence i 1 , . . . , i n ,
• there are no other occurrences of the sequence i 1 , . . . , i n in j 1 , . . . , j l other but the two just considered.
Then j∈J B(j 1 , . . . , j l ) is the domain of U and therefore
modulo sets of Lebesgue measure zero since the first return map is defined a.e. On B(j 1 , . . . , j l ) U is given by U l−n and its inverse branch by
which proves our claim on U; the fiber is given by B(j) = B(j 1 , . . . , j l ) and the inverse branches by V(j) = V(j n+1 j n+2 . . . j l ), j ∈ J.
(2) Fix B(j). We have a bound on
Since all sets involved are convex polyhedra, every quantity in sight is nonnegative and we are dealing with projective maps the supremun and infimun are taken at the vertices of the polyhedron B(j) and we have to bound the quantity < e, M (j
where the matrices M (i) define the inverse branches of T . Since the vertices of B(i 1 , . . . , i n ) are in the interior of B we can fix a matrix A all of whose entries are positive such that V = W A where V is the matrix whose columns qre the vertices of B(i 1 , . . . , i n ) and W is the matrix whose columns are the vertices of B. Setting
we have to bound Xa Xa ′ where a and a ′ are columns of A. But then, for X k 0 the maximum of the entries X k of X, we have.
where max A ij and min A ij are, respectively, the maximum and minimum of the entries of A.
(3) The diameter of B(j 1 , . . . , j k ) tends to 0 when k → ∞. Now, our assertions (1), (2) and (3) imply the ergodicity of U by Rényi's theorem ([16] p.55). And, as its first return map on any recurrent cylinder is ergodic, U is ergodic. We check that the closure of (B(θ 1 , θ 2 )) is not in ]0, 1[ 2 only if θ 1 = (1, l 1 , ±1) and θ 2 = (1, l 2 , ±1) or θ 1 = (k 1 , 1, ±1) and θ 2 = (k 2 , 1, ±1) for l 1 ,l 2 , k 1 and k 2 ≥ 1. This shows that the itinerary of points that are never in cylinders with closure in ]0, 1[ 2 are
(1, l 1 , ±1) , (1, l 2 , ±1) , ..., (1, l n , ±1) or (k 1 , 1, ±1) , (k 2 , 1, ±1) , ...., (k n , 1, ±1) .
Take an itinerary like (k 1 , 1, 1) , (k 2 , 1, 1) , ..., (k n , 1, 1) for instance. If k 1 = k 2 = · · · = k n = 1, the corresponding cylinder B(θ 1 , . . . θ n ) is a quadrilateral that converges to (1, 1) as n → ∞.
If for some i some k i > 1 then B(θ 1 , . . . θ n ) converges to the line x = 1 as n → ∞ since the inverse branches V (k,1,1) leave the lines x = 1 and x + y = 1 + a invariant, contracting these by the amount 1 1−a+k , 0 ≤ a < 1. The other branches are similarly treated. To finish the proof recall that by Poincaré theorem each cylinder is recurrent. Then our theorem follows from Theorem 3.2 above.
The negative slope algorithm
We would like now to use the self-dual induction, and particularly the results in section 3 above, to derive new properties of the dynamics of three-interval exchange transformations. This could be done by adapting the theory of [5] and [6] to make use of the self-dual induction instead of the negative slope algorithm defined and studied in [4] ; but it will be quicker to show that the latter algorithm is indeed equivalent to the self-dual induction, of which it can be considered as an earlier version.
The negative slope algorithm is first defined by using non-normalized parameters: these are a little complicated, using five families α k , β k , α ′ k , β ′ k , δ k , and we refer the reader to [4] for the definitions; after normalization, the parameters x k = ⌋ if x k + y k < 1 where {a} and ⌊a⌋ denote the fractional and integer part of a respectively. For k ≥ 0 that paper defines also ǫ k+1 = ± as the sign of x k + y k − 1.
As for the initial values of the parameters, when the negative slope algorithm is applied to three-interval exchange transformations as in [5] , we start from 0 < α < 1 2 and β > 0 with α + β < 1, 2α + β > 1, and set (α ′ 0 , β ′ 0 ) = (1 − α − β, 1 − 2α), δ 0 = 1 − α, from which we deduce (x 0 , y 0 ) as above.
