Abstract. This paper considers the optimal consumption and investment policy for an investor who has available one bank account paying a fixed interest rate and n risky assets whose prices are log-normal diffusions. We suppose that transactions between the assets incur a cost proportional to the size of the transaction. The problem is to maximize the total utility of consumption. Dynamic programming leads to a variational inequality for the value function. Existence and uniqueness of a viscosity solution are proved. The variational inequality is solved by using a numerical algorithm based on policies, iterations, and multigrid methods. Numerical results are displayed for n 1 and n--2.
the assets must remain nonnegative and shows that the value function is the unique constrained viscosity solution of a system of variational inequalities with gradient constraints. Fitzpatrick and Fleming [12] study numerical methods for the optimal investment-consumption model with possible borrowing. They examine a Markov chain discretization of the original continuous problem similar to Kushner's humeri- cal schemes [18] . The convergence arguments rely on viscosity solution techniques.
We consider here Davis and Norman's model [10] in the case where more than one risky asset is allowed. We restrict to power utility functions of the form -5-with 0<'< 1.
The purpose of the paper is to prove an existence and uniqueness result for the dynamic programming equation associated with this problem and then solve this equation by using an efficient numerical method, the convergence of which is ensured by the uniqueness result.
The mathematical formulation of the problem is given in 2. In 3, we prove that the value function is the unique viscosity solution of a variational inequality. Since the utility and the drift functions are not bounded, uniqueness is not derived from classical results. For the numerical study, an adequate change of variables performed in 4 reduces the dimension of the problem. Then, in 5, the variational inequality is discretized by finite-difference schemes and solved by using an algorithm based on the "Howard algorithm" (policy iteration) and the multigrid method. Numerical results are presented in 6 in the case of one bank account and one or two risky asset(s).
They provide the optimal strategy and indicate the shape of the transaction and no-transaction regions. Finally, in 7, a theoretical study of the optimal strategy is done by using properties of the variational inequality; this analysis corroborates the numerical results.
2. Formulation of the problem. Let (gt, 9r, P) be a fixed complete probability space and ($'t)t>_0, a given filtration. We denote by so(t) (resp., s(t) for 1,..., n) the amount of money in the bank account (resp., in the ith risky asset) at time t and refer by s(t) (si(t))i=0 n the investor position at time t. We suppose that the evolution equations of the investor holdings are (1) dso(t) (rso(t) c(t))dt + E(-(1 + Ai)di(t) + (1 #i)dAdi(t)), i=1 dsi(t) csi(t)dt + ais(t)dW(t) + d(t) dAd,(t), 1,..., n, with initial values (2) s(0-) x, 0,..., n,
where Wi(t), i= 1,..., n, are independent Wiener processes, i(t) and Adi(t) represent cumulative purchase and sale of stock on [0, t], respectively, and s(t-) denotes the left-hand limit of the process s at time t. The coefficients A and #i represent the proportional transaction costs.
A policy for investment and consumption is a set (c(t), (i(t),Adi(t))i=l n) of adapted processes such that 1 . c(t,w) >_ O, f c(s, w)ds < oc for (t,w) a.e., The process s(t) is thus right continuous with the left-hand limit and equations (1) and (2) (3) 142(x) x0 + E min((1 #i)xi, (1 
represents the net wealth, that is, the amount of money in the bank account after performance of the transactions that bring the holdings in the risky assets to zero.
Suppose that the investor is given an initial endowment x in 6'. A policy is admissible if the bankruptcy time defined as (4) inf {t _> 0, s(t) $} is infinite. We denote by/d(x) the set of admissible policies. The investor's objective is to maximize over all policies 79 in/d(x) the discounted utility of consumption (5) J(P) E e-etu(c(t))dt,
where Ex denotes expectation given that the initial endowment x, 5 is a positive discount factor and u(c) is a utility function defined by (6) u(c)=--, 0<'<1.
We define the value function V as
We are facing a singular control problem. We refer to Menaldi and Robin [23] and Chow, Menaldi, and Robin [7] for various treatments of singular stochastic control problems.
Remark 2.1. When the process s(t) reaches the boundary 0S at time t, i.e., s(t-) E 08, the only adtnissible policy is to jump immediately to the origin and remain there with a null consumption (see Shreve, Soner, and Xu [29] [10] for n 1, Karatzas et al. [17] , and 7 below). (7) or (10) is /-HSlder continuous and concave in ,9 and nondecreasing with respect to xi for 0,..., n.
(ii) V is the unique viscosity solution of the variational inequality (VI): 
OV OV OV (15) MiV (1 #) Oxo Oxi' and u* is the convex Legendre transform of u defined by (16) u* (p) max(-cp + u(c))
The solvency region $ is divided as follows: (17) B={xe$, LV(x)=O}, (18) Si={xeS, MV(x)=O}, (19) NT S \ (Bi U Si), n (20) NT N NT. i=1 NT is the no-transaction region. Outside NT, an instantaneous transaction brings the position to the boundary of NT: buy stock in B, sell stock in S. After the initial transaction, the agent position remains in and further transactions occur only at the boundary (see [10] ).
We shall first recall the definition of viscosity solutions and then prove points (i) and (ii) (21) F(D2v, Dv, v, x) 0 in CO, (22) v 0 on where F is a given continuous function in S N x ]N X ] X (., S N is the space of symmetric N x N matrices, (9 is an open domain of N, and the ellipticity of (21) (22) " (25) F(X, p, v(x), x) >_ 0 V(p, X) e J2'+v(x), Vx e (9, (26) F(X,p, v(x), x) _< 0 V(p, X) e J2'-v(x), Vx e (.9, where j2,+ and j2,-are the second-order "superjets" defined by
A viscosity subsolution (resp., supersolution) of (21) is similarly defined as an upper semicontinuous function satisfying (25) (resp., a lower semicontinuous function satisfying (26) ) (see Crandall, Ishii, and Lions [9] (11) . Consequently, the fctio (28)
is a viscositg supersolutioe of equation (11) (27) has C2-regularity and is a classical supersolution of (11 
is a martingale.
Since s(t) has a jump only when i(t) or Adi(t) is discontinuous, we have w((t)) w((t-))
Hence, <_w((t-)).
((t)) _< ((t-)).
In addition, Proof. Consider two initial positions x and x , and denote by T (resp., T) the first exit time of of the process s(t) (resp., s'(t)) defined by (1) and s(O-) z (resp., s' (0-) z'). We have V(z) V(z') sup E e-etu(c(t))dt-sup E e-etu(c(t))dt sup E e-tu(c(t))dt-e-etu(c(t))at sup E e-etu(c(t))dt.
Using the supermartingale property of min Mt defined in (36), we get E e-tu(c(t))dt <_ E(e-(/')(s(T A T'))-e--{(S(T))), AT and since vanishes on OS, we have
where 1A denotes the characteristic function of the set A.
Let us fix for instance Ilxll sup{= 0 n Ix{I The function is ,7-gSlder continuous, that is, for some positive constant C. We thus get (38)
The process E(t) s(t) s'(t) is a diffusion process with generator A + 6I and E(e-(')bZ(E(T A T))) _< bz(X-X') + -Taking the limit of (39) when fl goes to zero and using (x) <: 0(x) _< (n + we get E(e-5('n)O(E(T A T))) __< (n + 1)(x-x'), which leads, together with (38), to the desired estimate (37). e-tu(c(t))dt and u is positive, it is enough to prove the nondecreasing property of the stopping time -x for any control process P.
Define y(t, x) by
e-rtso(t,x),
where Jx (7)) is given in (9 Rigorous proofs are given in Fleming and Soner [13] , Nisio [26] , E1 Karoui [11] , and Lions [19] . Thus,
E e-tu(c(t))dt + e-(')V(s((O A )-))
By taking the supremum over all policies P, we deduce one inequality side of (43).
For the reverse inequality, we need to construct nearly optimal controls for each initial state x in a measurable way. To that purpose, consider e > 0 and {S k }= a sequence of disjoint subsets of $ such that $ 8, diameter(Sk) < e. k=l n) in U such that For any k, take x k in S k and pk (c
Now, for a given stopping time 0 and an arbitrary policy P in N, we define 0 .,) with
Using (42) and (44) we have
Denote by I the right-hand side of (43). There exists a policy 7
) such that
and using the Markov property, we get I-<_ J(7)/) + (2Ca + e) and <_ <_ V(x), which leads to (43).
[-1 COROLLARY 3.10. The value function V(x) defined by (10) is a viscosity solution of the variational inequality (11)- (12) .
In the case of pure diffusion processes, this is a standard result of the theory of viscosity solutions (see Lions [20] cll _< W(x) < c xl Vx e s.
Proof. The second inequality of (48) is straightforward. To obtain the first inequality, we use the nonnegativity of 1 Using that v is a viscosity subsolution and v is a viscosity supersolution of (11) (that is, of F(Dv, Dv, v,x) 0 in ) and using (51) In order to simplify the numerical computation, we restrict the admissible region S to X E n+l xl,...,xn _> 0, x0 + E(1 -#)x >_ 0 i--1 that is, we suppose that the amounts of money allocated in the risky assets are nonnegative, while the amount of money in the bank account can be negative as long as the net wealth remains nonnegative. This is not restrictive since, when a > r, the no-transaction cone is inside S + and a trajectory which starts in S + remains in $+ (see [10] for n-1).
This leads to the study of VI (60) [3] , Fleming and Soner [13] Approximation (75) may be used when A is uniformly elliptic, whereas (76) has to be used when A is degenerate (see Kushner [18] When Ah P satisfies the DMP, the sequence W decreases and converges to the solution of (79) and the convergence is in general superlinear [4] , [5] , [1] , [2] .
The exact computation of step (84) [22] , Hackbusch [14] , and Hackbusch and Trottenberg [15] . Let (79) with an error in the order of the discretization error.
This algorithm converges to the solution Wt of (79) ( with an error in the order of the discretization error) with a computing time of (9(Nh).
6. Numerical results. Equation (71) is solved in (+)n by using the FMGH algorithm for n 1 and n 2 and various numerical values of the parameters.
Remark 6.1. The regions B and S defined in (17) and (18) Table 1 and displayed in Fig. 1 [10] who already observed that the "sell-barrier" is very insensitive to the transaction cost, while the "buy-barrier" decreases rapidly as/2 increases. Indeed, even if the selling cost is high, the risky asset must be sold before it can be realized for consumption. On the other hand, it may not be worthwhile to invest in the risky asset if the transaction costs are too high.
The value function W, solution of (71), and the optimal consumption C are displayed in Figs. 2 and 3 .
From equations (71) and (86), we obtain W(y) c(1 +/2y) in B1, where c is a constant depending on /2. In $1, W is constant and seems insensitive to the transaction costs. This means that when the initial proportion in the risky asset is in $1, the probability of a future purchase is small. On the other hand, if the initial proportion invested in stock is in B1, loss of profit (when/2 increases) is due mainly to the first transaction. The partition of the domain is displayed for each test in Figs. 8-11. As expected, nine regions appear: buy (resp., sell) asset when y is below (resp., above) a critical level r-(resp., 7r +) depending on yj (j i) and no transaction between 7r-and r +. We observe that the boundaries of the regions Bi and Si seem at first to be straight lines (y constant). This would mean that the investment policies are decoupled although the dynamics are correlated. In fact, when the cost for purchase /2 grows, the region NT2 grows as expected but the boundaries of $1 and B are also perturbed.
Moreover, a variation of c2 and a2 affect both NT2 and NT. A theoretical study of the boundaries is done below in order to confirm these remarks. 7 . Theoretical analysis of the optimal strategy. 7.1. No transaction costs: The Merton problem. When the transaction costs are equal to zero, the optimal investment strategy is to keep a constant fraction of total wealth in each risky asset (see Merton [24] , Sethi and Taksar [27] , Karatzas, et al. [17] , and Davis and Norman [10] ). Indeed, set , # 0 in equation (71). We In particular rl(0) 7r and 7r1(Y2) (1 + z2Y2)Tr in B2. In $2, W is constant and 7r (Y2) 7r (see Fig. 13 ). Moreover, by using the concavity of W, we obtain the estimate 0 < 7rx (Y2) < 7r 1 P2Y2
