Abstract. A formula is presented for the determinant of the second additive compound of a square matrix in terms of coefficients of its characteristic polynomial. This formula can be used to make claims about the eigenvalues of polynomial matrices, with sign patterns as an important special case. A number of corollaries and applications of this formula are given.
1. Introduction and motivation 1.1. A general problem. Let X = (X 1 , . . . , X k ) and let M ∈ R[X] n×n , namely, M is an n × n matrix whose entries are real polynomials in X 1 , . . . , X k . Let X ⊆ R k be a semialgebraic set: a subset of R k defined by polynomial equations and inequalities. Problems involving the eigenvalues of M (x) as x varies over X arise naturally in the study of differential equation models with network structure such as chemical reaction networks (CRNs), gene networks, or systems of interacting populations. Consider, for example, the claim:
M (x) has no pair of eigenvalues which sum to zero for any x ∈ X .
A certificate for SNS2 ensures, in particular, that M (x) has no nonzero imaginary eigenvalues, ruling out so-called Hopf bifurcations [1] . Indeed, it was questions about necessary conditions for Hopf bifurcation which motivated this work (see [2, 3] for example). As is well known, SNS2 is a problem about polynomial positivity. In order to clarify this, first we fix some terminology.
Let p ∈ R[X]. If p > 0 or p < 0 on X ⊆ R k , we say that p is sign-definite on X ; if p ≥ 0 or p ≤ 0 on X , it is sign-semidefinite on X ; otherwise, p is sign-indefinite on X and we denote this by p ≷ 0 on X . In this paper, unless stated otherwise, X is taken to be the positive orthant, namely R k ≫0 := {x ∈ R k : x i > 0 for i = 1, . . . , k}. So, for example, writing "p > 0" or that "p is positive" without further qualification means that it is positive for positive values of its variables (and not necessarily globally positive). We refer to a polynomial with both positive and negative terms as having mixed terms. Note that if p ≷ 0 on the positive orthant, then p has mixed terms, but the converse does not hold.
SNS2 is a claim about polynomial positivity because M satisfies SNS2 if and only if det M [2] , the determinant of the second additive compound of M (defined below), is sign-definite on X .
Given a particular M , we might directly examine det M [2] , and hope to use results such as the Positivstellensatz of Krivine and Stengle (see [4, 5] , for example) to show that det M [2] is signdefinite on X .
However, even in relatively low dimensions (e.g., n = 5), and with entries in M being linear forms, we encounter cases where det M [2] is sign-definite or sign-semidefinite but showing this directly is quite nontrivial (some examples are presented later). One approach is to consider polynomial changes of variables. In particular, letting p := det M [2] , can we find polynomials Y := (Y 1 (X), . . . , Y m (X)), and a new polynomial function q defined via p(X) = q(Y (X)), such that the problem of determining the sign of q on Y (X ) is easier than the original problem of determining the sign of p on X ? The best choice for Y may depend on the problem details, but one canonical choice is to set Y i (i = 1, . . . , n) to be the sum of the i × i principal minors of M , termed the ith minor-sum of M . Equivalently, the Y i are, upto sign, the coefficients of the characteristic polynomial of M . That such a change of variables is possible follows from basic arguments about symmetric polynomials, and writing down a general formula for det M [2] in terms of these new variables is straightforward (Section 2). This formula, already implicit in [2] , proves particularly useful when studying sign patterns, which are now introduced.
Sign patterns.
An n × n sign pattern [6] , or an "n-pattern" for short, can be regarded, equivalently, as an n × n polynomial matrix in positive variables, a (convex) set of real n × n matrices, or an edge-weighted digraph on n vertices. For example, given
the sign pattern of A is associated with the three objects:
(1) The polynomial matrix P A := X 1 −X 2 X 3 0 with X 1 , X 2 , X 3 assumed real and positive.
(2) The set of matrices Q A := B ∈ R 2×2 : B 11 > 0, B 12 < 0, B 21 > 0, B 22 = 0 termed the qualitative class of A.
Each qualitative class Q A clearly includes a unique (−1, 0, 1) matrix, say A ′ , and G A is the signed digraph with adjacency matrix A ′ . We draw positive arcs with continuous lines and negative arcs with dashed lines.
The default meaning of "sign pattern" here is the first one: a polynomial matrix with positive variables. Given either a fixed matrix or a sign pattern M , the associated qualitative class and signed digraph will be denoted Q M and G M respectively. Consider the following conditions on a real square matrix A:
A matrix satisfying this condition is termed "sign-nonsingular", and characterising sign-nonsingular matrices is the classic sign-nonsigularity problem (SNS). (ii) det P [2] A is sign-definite. This is just SNS2 specialised to a sign pattern. This superficial similarity between (i) and (ii) is worthy of further comment. SNS is algebraically uninteresting in the following sense: det P A is either sign-definite, sign-indefinite or identically zero, being sign-indefinite if and only if it has mixed terms. These facts are well-known and follow from easy observations about Newton Polytopes (see Lemma 4.3 and Remark 4.4) . However, SNS is still combinatorially interesting: it is natural to search for a combinatorial characterisation of SNS matrices in terms of their signed digraphs or related structures. There are a variety of interesting results in this direction (e.g., [7, 8, 9] ), culminating in the surprising graph-theoretic result that deciding if a matrix is SNS is in P [10] .
Attempting any similar combinatorial work on det P [ 
2]
A , we face the immediate hurdle that problems involving det P [2] A are not algebraically trivial. If A is an n × n matrix with n ≥ 4, then det P [2] A may be nonzero and sign-semidefinite but not sign-definite, or may be sign-definite while having mixed terms (Examples 6.5 and 6.6 below). Worse still, it is easy to find examples with n = 5 where −det P [2] A ≥ 0, but −det P [2] A does not belong to the smallest cone in R[X] containing the monomials {X 1 , . . . , X k } (see Example 3.6 and the discussion in Section 4.2 below for the meaning and significance of this fact). Thus even preliminiary computational exploration of the sign of det P [2] A requires some nontrivial machinery involving positivity of polynomials.
The second additive compound of a square matrix
In this section, we briefly describe additive compounds and present the basic formula for the determinant of a second additive compound which will be used subsequently.
Given an n-dimensional vector space V over some field K, let Λ 2 V be the second exterior power of V , which can be identified with the n 2 -dimensional K-vector space consisting of the antisymmetric elements of V ⊗ V . Λ 2 V is the set of finite linear combinations of elements of the form u 1 ∧ u 2 where u i ∈ V , and "∧" is the anticommutative or "wedge"-product, namely an associative, distributive, product satisfying u ∧ v = −v ∧ u and λu ∧ v = u ∧ λv = λ(u ∧ v) for all u, v ∈ V and scalars λ. The elements of Λ 2 V are termed bivectors.
Consider a linear map L : V → V with eigenvalues {λ 1 , λ 2 , . . . , λ n }. L induces linear maps on Λ 2 V in two important ways:
, and extends to all bivectors by linearity. Its eigenvalues are precisely the products of pairs of eigenvalues of L, namely the multiset
and again extends to all bivectors by linearity. Its eigenvalues are precisely the sums of pairs of eigenvalues of L counted with multiplicity, namely the multiset {λ i + λ j | i < j}.
Higher multiplicative and additive compounds can also be defined naturally. The reader is referred to [11] for an introduction which focusses on applications to differential equations. Here our interest is in the second additive compound L [2] , precisely because of its spectral properties.
Any basis B of V naturally induces a basis B ′ on Λ 2 V consisting of wedge products of distinct pairs of vectors in B. A fixed ordering on the elements of B can be used to fix an ordering on the elements of B ′ (the most common choice being the lexicographic ordering), and so a matrix representation of L, say M , gives rise to a corresponding matrix representation of L [2] , say M [2] , the second additive compound matrix of M . The nonzero entries of M [2] are simple linear forms in the entries of M ; an explicit formula is given in [12] . Since our interest here is solely in det M [2] , B is arbitrary.
Define det [2] to be the map which takes a square matrix to the determinant of its second additive compound, namely det [2] M = det(M [2] ). Let n ≥ 2 and let C n×n denote the n×n complex matrices.
Define det [2] n : C n×n → C to be the restriction of det [2] to C n×n . The spectrum of M ∈ C n×n can be regarded as a point in the quotient space C n /S n where S n is the symmetric group with the natural action on C n . Functions on C n /S n are just symmetric functions on C, and in particular, polynomial functions on C n /S n are those represented by symmetric polynomials in n indeterminates. For each n ≥ 2 define the maps:
(1) spec n : C n×n → C n /S n by spec n (M ) = (λ 1 , . . . , λ n ) where λ 1 , . . . , λ n are the eigenvalues of M . Namely, spec n (·) takes a matrix to its spectrum. (2) char n : C n×n → C n by char n (M ) = (J 1 , . . . , J n ), where J k is the kth minor-sum of M . As the J i are, upto sign, the non-leading coefficients of the characteristic polynomial of M , we can think of char n (·) as taking a matrix to its characteristic polynomial. (3) e n : C n /S n → C n by e n (λ 1 , . . . , λ n ) = (J 1 , . . . , J n ), where J k is the elementary symmetric polynomial of degree k in λ 1 , . . . , λ n . Namely, e n can be regarded as the function taking the spectrum of a matrix to the coefficients of its characteristic polynomial.
. Namely, p n (·) takes the spectrum of a matrix to the determinant of its second additive compound. (Note that p n is a symmetric polynomial function, so this makes sense.)
Consider the following diagram:
X is some set and the arrow from X assigns to each x ∈ X an n × n complex matrix, say M (x). The functions p n , spec n , char n and e n are described above. Commutativity of the upper left triangle is of course well-known, and allows us to abuse notation by writing J i (x) when referring to (char n • M ) i (x), or J i (λ 1 , . . . , λ n ) when referring to (e n (λ 1 , . . . , λ n )) i , depending on context.
The goal is to write down a polynomial function q n which makes the above diagram commute, namely to find q n : C n → C such that det [2] n = q n • char n . Existence of q n follows from the Fundamental Theorem of Symmetric Polynomials ( [13] , for example), which tells us that there is a unique, polynomial function q n which makes the lower right triangle (and hence the whole diagram) commute. Thus, for each n ≥ 2, we define q n via q n • e n = p n , or more explicitly:
For brevity, let J = (J 1 , . . . , J n ) and λ = (λ 1 , . . . , λ n ), in which case, the defining equation of q n becomes tidier:
Lemma 2.1. q n , as defined by (1), has degree n − 1, and is irreducible as an element of C[J].
· · · λ 1 n−1 occurs (with coefficient 1) in p n , while clearly λ n 1 does not divide any monomial of p n . Each monomial of q n is a product r i=1 s i , where each s i is a nonconstant elementary symmetric polynomial in λ. But: (i) λ n 1 does not divide any monomial of p n and so q n has degree ≤ n − 1; (ii) m occurs in p n and so q n must have degree ≥ n − 1. Thus q n must have degree n − 1.
Consequently, the product of these factors, namely p n itself, divides p ′ . Thus p ′′ = q ′′ is a nonzero constant, and hence q n is irreducible over C.
Remark 2.3. The proof of Proposition 2.2 is essentially contained in [2] , but is presented for completeness. Here is q n for n = 2, 3, 4, 5:
It is straightforward to confirm that
We now regardP ,Q as elements of Z[J][µ] and claim that they have a common root µ 0 ∈ C at some x ∈ C k (i.e., there exists µ 0 ∈ C such thatP (J(x), µ 0 ) =Q(J(x), µ 0 ) = 0) if and only if M (x) has a pair of eigenvalues which sum to zero, namely, either (i) M (x) has a pair of opposite eigenvalues ±µ 0 (µ 0 = 0), or (ii) M (x) has a zero eigenvalue of multiplicity at least two. To see this, note thatP (J, 0) =Q(J, 0) = 0 if and only if J n = J n−1 = 0, namely M has a zero eigenvalue of multiplicity at least two; on the other hand, if
By definition of the resultant (Chapter 4 of [14] ),P andQ have a common root (in C) if and only if the resultant Res µ (P ,Q) = 0. But M n−1 is precisely the Sylvester matrix ofP ,Q after some row and column permutations, and so det M n−1 is, upto sign, equal to Res µ (P ,Q). Thus det M n−1 has the same zero set as q n . But (Lemma 2.1) q n is irreducible and both q n and det M n−1 have degree n − 1. Thus, by Hilbert's Nullstellensatz, they are equal upto some constant, which we now show to be one.
We have already observed in the proof of Lemma 2.1 that the monomial λ
· · · λ 1 n−1 occurs in p n with coefficient 1. We claim that the unique way that this monomial arises in det M n−1 (regarded as a polynomial in λ) is from the product J 1 J 2 · · · J n−1 , where it occurs with coefficient 1. This is easy by induction on n. The base case n = 2 is trivial as det
does not include λ k it clearly cannot occur in J k R (regarded as a polynomial in λ), and so occurs only in J k−1 det M k−2 , and with the same coefficient as λ
namely, by the inductive hypothesis, 1. Thus, writing both q n and det M n−1 as polynomials in λ, the monomial λ
n−1 occurs with the same coefficient in both. This completes the proof that q n = det M n−1 .
Some examples
Rather than moving straight on to further results, we first present some examples. These demonstrate how Proposition 2.2, and some additional corollaries and related results to be proved later, can be used to make claims about det [2] M for various real polynomial matrices M . If M is an n-pattern, then G M refers to the associated signed digraph, and G M refers to the associated unsigned digraph (namely, G M without edge-signs). In each case, J i refers to ith minor-sum of M . A homogeneous polynomial of degree k is termed a "k-form".
Example 3.1. Consider the following 3-pattern M , and associated digraph:
Without computing det [2] M (which is, of course, easy enough) we can conclude from examination of G M that det [2] M > 0. This follows from Proposition 6.3 below.
Example 3.2. Consider the following 4-pattern M and associated digraph:
, and consequently, from the formula in Proposition 2.2,
The signs of J 3 , J 4 and J 3 − J 1 J 2 are easily computed, but are also verifiable by examining cycles in G M (see the discussion in Section 5 and in Remark 6.4 below). 
. . , X 8 are real, positive variables. Unlike the examples above, and most of those to follow, M is not a sign pattern and the corresponding set of matrices {M (x 1 , . . . , x 8 ) :
is not a subset of any qualitative class. det [2] M is a 6-form in X 1 , . . . , X 8 with 203 terms. However, det M vanishes identically, namely J 4 = 0. This follows, without any calculation, from a little theory of CRNs [15] : the fact that there are 5 reactions (arcs) and two connected components in the digraph above implies a factorisation of M where the first factor (the so-called "stoichiometric matrix") has rank ≤ 3. Thus, according to the formula in Proposition 2.2, det [2] M factorises as J 3 (J 1 J 2 − J 3 ). Each factor is easily computed to be positive on R 8 ≫0 , and so det [2] M > 0 on R 8 ≫0 without full calculation of det [2] M . In particular, this CRN is incapable of Hopf bifurcations.
Example 3.4. Consider the following 4-pattern and associated digraph
As in the previous example, M can (after a sign change) be regarded as the Jacobian matrix of a CRN, but we may equally just consider it as a sign pattern. det [2] M is a 6-form in X 1 , . . . , X 12 , with 194 terms, of which 8 are negative. Without computation, det [2] M > 0 as G M satisfies a combinatorial sufficient condition for [2]-positivity of 4-patterns, namely Proposition 6.7 below. In order to apply Proposition 6.7, we observe the absence of 3-cycles in G M , along with the facts that all 1-and 2-cycles include an odd number of positive edges, while both 4-cycles include an even number of positive edges.
Example 3.5. Consider the following 5-pattern and associated digraph:
M is a 10-form in X 1 , . . . , X 12 , with 38 negative terms and 3 positive terms. With a little effort we can complete some squares and confirm directly that det [2] M < 0. However, this conclusion is obtained most easily by noting that J 1 , J 3 , J 4 , J 5 > 0, while J 2 < 0, as verified by direct calculation, or examination of the cycles of G M , as discussed in Section 5 below. Consequently, by Lemma 6.9 below, det [2] M < 0 on R 12 ≫0 . Example 3.6. Consider the following 5-pattern and associated digraph:
M ≤ 0, but direct confirmation of this fact is quite nontrivial. det [2] M is a 10-form in X 1 , . . . , X 12 , having 91 negative terms and 13 positive terms. It can be confirmed with semidefinite programming, as described in Section 4.2 below, that −det [2] M does not belong to the smallest cone of polynomials which includes X 1 , . . . , X 12 . However, very easy computations confirm that
≫0 . By a general result on 5-patterns below (Lemma 6.11), det [2] M ≤ 0. 
M is a 10-form in X 1 , . . . , X 7 with 531 terms. The associated set of matrices
is a subset of a qualitative class, but this does not help as det [2] for the associated sign pattern is sign-indefinite. However, as in Example 3.3, it can be ascertained without calculation that det M vanishes identically. Thus, according to Proposition 2.2, det [2] M factorises as
We easily compute that J 4 > 0, J 3 > 0 and J 1 J 2 − J 3 > 0, and thus det [2] M > 0.
Example 3.8. Let M be any n-pattern such that G M is bipartite, for example:
. This is the claim in Proposition 5.3(2) below.
Example 3.9. Let M be any 6-pattern such that G M includes a subgraph isomorphic to Then det [2] M ≷ 0. This follows from the discussion of "obstructions" in Section 5.3 below.
Preliminaries on polynomials
In order to explore the consequences of Proposition 2.2 we require a little additional material on the positivity of polynomials. Given X = (X 1 , . . . , X k ), and a nonnegative integer vector γ = (γ 1 , . . . , γ k ), we denote, as usual, the monomial X
4.1. Newton polytopes. Consider a polynomial p = c i X α i with exponent vectors α i ∈ Z k ≥0 , and coefficients c i (assumed all nonzero). If p ′ is obtained from p by setting some coefficients of p to zero we refer to p ′ as a subpolynomial of p and write p ′ ⊆ p. The Newton polytope of p, denoted N(p), is the convex hull of the exponent vectors {α i } [14] . Given a face F of N (p), we define the associated "face polynomial" p F := α i ∈F c i X α i ⊆ p. When F is a vertex of N (p) the associated face polynomial consists of a single term. Monomials (resp., terms) of p associated with vertices of N(p) are referred to as vertex monomials (resp., vertex terms). A polynomial with both positive and negative vertex terms will be referred to as having mixed vertices.
Remark 4.1. Observe that if p ′ ⊆ p, then non-vertices of p ′ must necessarily correspond to nonvertices of p. Observe also that changing the sign of a term in a polynomial does not cause any change in the nature of this term as a vertex or non-vertex term.
The following is well-known and useful. As the proof is brief and seems hard to find, it is given.
Let H be a supporting hyperplane of N (p) at F defined by H := {x ∈ R k : v · x = s} for some v ∈ R k and some s ∈ R. By definition of a supporting hyperplane, v · α i = s for α i ∈ F , and v · α i < s for α i ∈ N (p)\F . Suppose p F (y) < 0 for some
The last equality follows as v · α i < s when α i ∈ F , and so lim t→∞ α i ∈F c i y α i e (v·α i −s)t = 0. Clearly, for sufficiently large t, p(γ(t)) < 0, a contradiction.
The next lemma is an immediate corollary of Lemma 4.2 when we note that a polynomial with a single term which is nonnegative on R k ≫0 must in fact be positive on R k ≫0 . It also follows, for example, from a more general claim in Proposition 1 in [16] .
The converse of Lemma 4.3 is, of course, false: a polynomial may be sign-indefinite without mixed vertices (e.g., X 2 − 3XY + Y 2 ). Whether this can occur when M is a sign pattern and the polynomial is det [2] M , is an interesting question whose answer seems currently unknown (see Remark 6.2 below).
Remark 4.4. One consequence of Lemma 4.3 is that det M for an n-pattern M is algebraically uninteresting. Suppose that det M = 0 and M has k nonzero entries. Consider some monomial of det M , say X α . As X α corresponds to a particular matching of rows and columns of M , α lies on an n-dimensional face of the nonnegative orthant in R k , and is the unique exponent vector of det M on this face. It follows that X α is a vertex monomial of det M . Thus, all the terms of det M are vertex terms and, by Lemma 4.3, det M is positive (resp., negative) if and only if all of its terms are positive (resp., negative).
The Positivstellensatz.
We refer the reader to [4] , Theorem 4.2.2, for a complete statement of the Positivstellensatz of Krivine and Stengle, and to [5] for further discussion. Here we just state immediate consequences in the special case where the semialgebraic set of interest is the positive orthant.
Definition 4.5. Let X = (X 1 , . . . , X k ). Define M X := {X α : α ∈ Z k ≥0 } ⊆ R[X] to be the multiplicative monoid generated by {X 1 , . . . , X k }, namely, the set of all monomials in X, including 1. Define S ⊆ R[X] to be the squares in R[X], namely, S := {p ∈ R[X] : p = q 2 for some q ∈ R[X]}. Define C X ⊆ R[X] to be the smallest cone in R[X] containing {X 1 , . . . , X k }, namely,
Finally, let C ′ X consist of those elements of C X such that s i can be chosen to be a nonzero constant for at least one i. (1) h > 0 (resp., h < 0) if and only if there exists p ∈ C X (resp., p ∈ −C X ) such that ph ∈ C ′ X . (2) h ≥ 0 (resp., h ≤ 0) if and only if there exists p ∈ C X (resp., p ∈ −C X ) such that ph ∈ C X \{0}.
Proof. We treat the cases where h > 0 or h ≥ 0; the cases where h < 0 or h ≤ 0 are similar.
(1) (⇐) Suppose there exists p ∈ C X such that ph = q ∈ C ′ X . Then, since q > 0 and p ≥ 0, it follows that p > 0 and, consequently, h = q/p > 0. (⇒) Suppose that h > 0, namely that the system x i ≥ 0, −h(x) ≥ 0, x i = 0 is infeasible. In this case, according to the Positivstellensatz, there exist squares s i , t j ∈ S, and integer vectors a i , b j , b ∈ Z k ≥0 such that:
The LHS is clearly of the form ph where p ∈ C X , while the RHS clearly belongs to C ′ X . (2) (⇐) Suppose there exist p ∈ C X , q ∈ C X \{0} such that ph = q. Suppose, contrary to the claim, that h(y) < 0 for some y ∈ R k ≫0 . By continuity of h, h(y ′ ) < 0 for all y ′ in some open neighbourhood of U of y in R k ≫0 ; consequently ph ≤ 0 on U . Since ph = q = 0 on U , (ph)(y ′ ) < 0 for some y ′ ∈ U , a contradiction. (⇒) Suppose h is nonnegative, namely, the system x i ≥ 0,
In this case, according to the Positivstellensatz, there exist squares s i , t j ∈ S, integer vectors a i , b j , b ∈ Z k ≥0 , and b ′ ∈ Z ≥0 such that:
Clearly the LHS is of the form ph where p ∈ C X , while the RHS is in C X \{0}.
This completes the proof.
Following [5] , Theorem 5.1, the problem of deciding whether a given semialgebraic system is feasible can be reduced to a family of semidefinite programs (SDPs) which can be implemented using various packages -in our case CSDP [17] was used. So, for example, the problem of deciding if a given polynomial h belongs to the cone C X of Definition 4.5 is an SDP, and the same is true for deciding if any polynomial multiple ph belongs to C X for 0 = p up to some fixed degree. If the problem is infeasible, then a certificate to this effect is returned by the SDP. For example, the claim of Example 3.6 that −det [2] M does not belong to C X was verified in this way.
On the other hand, for a given positive integer r if there exist p = 0 of degree ≤ r and q ∈ C X such that ph = q, then SDP will (subject to practical limitations) return a certificate to this effect. This certicate can be used to explicity construct p and q and sometimes, perhaps with some trial and error, we can find p and q with integer coefficients: the polynomials appearing in the proofs of Lemmas 6.10 and 6.11 below were obtained in this way.
Sign patterns: basic theory
5.1. Combinatorial structure of sign patterns. Given an n-pattern M , changing the signs of some entries in M is referred to as re-signing M . The same terminology is used when changing some edge-signs in G M . An equivalence class of sign patterns under re-signing is termed a zero pattern. Zero patterns are associated with ordinary digraphs, rather than signed digraphs. Given a sign pattern M with signed digraph G M , M (resp., G M ) refers to the associated zero pattern (resp., unsigned digraph).
Isomorphism and sub-patterns. Here, an m-pattern M and an n-pattern N are termed isomorphic if m = n and there is a vertex-relabelling of G N which gives either G M or G M T . The same notion of isomorphism extends to zero patterns. An equivalence classes of isomorphic sign patterns (resp., zero patterns) is termed an unlabelled sign pattern (resp., zero pattern). Given n-patterns M and N , M is a sub-pattern of N , written M ≤ N , if M is obtained by replacing some subset of the indeterminates in N with zeros. M ≤ N implies that (i) det [2] M ⊆ det [2] N ; (ii) Q M is a subset of the closure of Q N , denoted cl Q N ; and (iii) that G M is a subgraph of G N . It is clear that ≤ is a partial order on sign patterns and associated objects, both labelled and unlabelled.
Cycles, hoopings and weak reversibility. A cycle in a digraph G means a directed cycle. Cycles of length n are termed n-cycles. 1-cycles are termed loops, while 3-cycles are termed triangles. A set of cycles in a digraph are coincident if they share a vertex, and disjoint otherwise. Following [18] , a hooping on V ′ ⊆ V (G) is a union of pairwise disjoint cycles of G covering V ′ . Hoopings correspond to permutations of V ′ . Borrowing terminology from chemical reaction network theory ( [19] for example), a digraph G is weakly reversible if each of its connected components is strongly connected. Equivalently, each arc of G belongs to some cycle. A sign pattern or zero pattern whose associated digraph is weakly reversible will be termed weakly reversible.
Minor-sums. A set of edges E in a signed digraph is referred to as odd (resp., even) if E includes an odd (resp., even) number of positive edges. We write par(E) = −1 when E is odd and par(E) = 1 when E is even. A cycle is odd (resp., even) if its edge-set is odd (resp., even). Given an n × n matrix M , let J i (i = 1, . . . , n) be its ith minor-sum. Terms in J i are in one-to-one correspondence with hoopings on subsets of the vertices of G M of size i. If M is an n-pattern, a hooping on i vertices involving edges E and associated with a permutation σ corresponds to a term in J i of sign par(E)sgn(σ)(−1) i . In particular, odd (resp., even) cycles correspond to positive (resp., negative) terms in minors. Some further detail and more general discussion are in [20] : the case k = 1 in that paper corresponds to the situation here.
Remark 5.1. Entries in M corresponding to arcs of G M which appear in no cycles do not appear in any J i , and hence do not appear in det [2] M . Thus, when discussing det [2] M , we may disregard such entries and focus on the maximal weakly reversible sub-pattern of M . 
[2]-positivity and related notions. An
n-pattern M is termed "[2]-positive" if det [2] M ≥ 0.Lemma 5.2 (Inheritance). Let M, N be n-patterns with M ≤ N . (i) If det [2] M ≤ 0, then det [2] N ≤ 0. (ii) If det [2] M ≥ 0, then det [2] N ≥ 0. (iii) If det [2] N = 0, then det [2] M = 0. (iv) If det [2] M ≷ 0, then det [2] N ≷ 0. Proof. (i) If det [2] M ≤ 0, then there exists M 1 ∈ Q M such that det [2] M 1 > 0. As M 1 ∈ cl Q N , by continuity of det [2] , there exists N 1 ∈ Q N (close to M 1 ) such that det [2] N 1 > 0
. (ii) follows similarly to (i). (iii) and (iv) are immediate consequences of (i) and (ii).
Proposition 5.3. Let n ≥ 2, and let M be an n-pattern. A variety of results along the lines of Proposition 5.4 can be found. These amount to finding unsigned digraphs whose presence as subgraphs of G M ensures that det [2] M 0 or det [2] M 0. We term them obstructions to [2] -nonnegativity and to [2] -nonpositivity respectively. For example, according to Proposition 5.4(ii), a triangle is an obstruction to [2] -nonnegativity in 4-patterns.
When n ≡ 2 or 3 (mod 4), det [2] (−M ) = −det [2] M (Proposition 5.3 (1)), and so any obstruction to [2] -nonnegativity must also be an obstruction to [2] -nonpositivity, forcing any n-pattern including such an obstruction to be [2] -indefinite. For example, consider again the digraph in Example 3.9. If M is a 6-pattern M such that G M includes a subgraph isomorphic to this one, then M is [2]-indefinite, regardless of edge-signs. This can be confirmed by checking that all possible choices of signs lead to det [2] M having mixed vertices for every sign pattern M in this zero pattern and applying The cycles in this digraph consist of a triangle (labelled α) and a pair of 4-cycles (labelled β and γ). Abusing terminology, and denoting the signed monomials associated with the three cycles also by α, β and γ, from the discussion on hoopings above we see that J 1 = J 2 = J 5 = J 6 = J 8 = 0, while J 3 = α, J 4 = β +γ and J 7 = αγ. The determinantal formula for q 8 reduces to J 2 7 (J 7 −J 3 J 4 ) 2 = α 4 γ 2 β 2 > 0. Thus this digraph is an obstruction to [2] -nonpositivity in 8-patterns.
Sign patterns: low dimensional cases
We present some results on n-patterns for 2 ≤ n ≤ 5.
Proof. Let M be a 3 × 3 matrix with ijth entry x ij . Then det [2] With the help of the newton polytope function in SageMath [21] we confirm that x 11 x 22 x 33 is the unique non-vertex monomial in det [2] M . Consider a 3-pattern N ≤ M obtained by choosing some subset S (possibly empty) of the variables x ij , and replacing variables not in S with zeros. P := det [2] N ⊆ det [2] M is obtained from det [2] M by setting variables not in S to zero. Let N ′ be obtained from N by re-signing some subset S ′ ⊆ S (possibly empty) of the variables in N so that P ′ := det [2] N ′ is obtained from P by re-signing variables in S ′ . Each possible 3-pattern upto isomorphism can be obtained in this way. If P = 0, then P ′ = 0. Otherwise:
(1) If S does not include x 11 , x 22 and x 33 , then all terms in P ′ are vertex terms (Remark 4.1). (2) If S includes x 11 , x 22 and x 33 then x 11 x 22 x 33 is the unique non-vertex monomial of P ′ (Remark 4.1). If all vertices of P ′ are positive (resp., negative) then, in particular, each of x 11 x 2 22 , x 22 x 2 33 and x 33 x 2 11 has positive (resp., negative) coefficient in P ′ , and so x 11 , x 22 and x 33 do not belong (resp., do belong) to S ′ . Consequently, x 11 x 22 x 33 has positive (resp., negative) coefficient in P ′ .
In both cases above, P ′ has a positive (resp., negative) term if and only if it has a positive (resp., negative) vertex term. By Lemma 4.3, P ′ is either positive, negative or sign-indefinite, being positive (resp., negative, resp., sign-indefinite) if and only if its terms are all positive (resp., all negative, resp., mixed).
Remark 6.2. According to the proof of Lemma 6.1, for a 3-pattern M , det [2] M ≷ 0 if and only if det [2] M has mixed vertices. Exhaustive search confirms that this also holds true for 4-patterns. It is currently unknown whether this conclusion holds for an arbitrary n-pattern. This question is discussed briefly in the concluding section.
A complete combinatorial characterisation of 3-patterns is fairly straightforward. The following digraphs are needed. (ii) det [2] M ≷ 0 if and only if G M contains a subgraph isomorphic to one of the following:
(S1) A pair of loops of opposite parity (Figure 1(i) ); (S2) A pair of loops and an even 2-cycle (in any configuration, e.g., Figure 1 (ii), (iii)); (S3) A pair of 2-cycles of opposite parity and a loop coincident with both 2-cycles (e.g., Figure 1(iv)); (S4) A pair of loops and a triangle, all of the same parity (e.g., Figure 1(v) ). (S5) A coincident loop C 1 and 2-cycle C 2 , and a triangle C 3 with the opposite parity to C 1 ∪ C 2 (e.g., Figure 1 (vi)). (S6) Two triangles of opposite parity (e.g., Figure 1(vii) ). Figure 1 . Examples of subpatterns which lead to [2] -indefiniteness in a 3-pattern.
(iii) det [2] M > 0 (resp., det [2] M < 0) if and only if
• G M contains none of the subgraphs identified in part (ii) above; and • G M contains a pair of positive (resp., negative) loops; or an odd (resp., even) triangle; or an even (resp., odd) subgraph of the form (3b).
Proof. We may assume, w.l.o.g., that G M is weakly reversible (see Remark 5.1).
(i) Observe that for a weakly reversible digraph G on 3 vertices, the absence in G of a subgraph isomorphic to (3a), (3b) or (3c) is equivalent to G being isomorphic to a subgraph of (3d) or (3e). By easy application of the observations in Section 5, the patterns corresponding to (3a), (3b) and (3c) are not [2] -zero, while those corresponding to (3d) and (3e) are [2] -zero. The result follows by inheritance (Lemma 5.2(iii)).
(ii) This can be confirmed by direct computation. The formula [2] M contains a positive (resp., negative) term. We quickly arrive at the conclusion.
Remark 6.4. For a 3-pattern M terms in J 3 arise from the hoopings (3c), (3e) and (3f ). On the other hand terms in J 1 J 2 , arise from (3a), (3b), (3e) and (3f ). A monomial associated with (3e) occurs with the same coefficient in J 3 and J 1 J 2 , and so does not figure in q 3 . A monomial associated with (3f ) occurs with the same sign in J 3 and J 1 J 2 , but with greater magnitude in J 1 J 2 . Define J ′′ 3 ⊆ J 3 to consist of terms of J 3 corresponding to (3e) and (3f ). Define J ′ 3 := J 3 − J ′′ 3 and
. By the remarks above, J ′ 3 is associated only with triangles, while J 12 is associated with digraphs (3a), (3b) and (3f ). By Lemma 6.1, a necessary and sufficient condition for q 3 to be sign-indefinite is for one of the following to hold:
(1) J 12 has mixed terms. To find minimal 3-patterns with this property it suffices to examine triangle-free, weakly reversible digraphs which are not subgraphs of (3d) or (3e). We are left with (S1) -(S3) above. (2) J ′ 3 has mixed terms. In other words, G M must include a pair of triangles of opposite parity. The minimal 3-pattern with this property is (S6) above. (3) Neither J ′ 3 nor J 12 have mixed terms, but both are nonzero and have the same sign. Since J ′ 3 is nonzero, G M must include a triangle. Since J 12 is nonzero, G M must include (3a) or (3b). The minimal 3-patterns satisfying these criteria, and not already covered above, are (S4) and (S5) above. Even if det [2] M is sign-definite, in dimension 4 and higher it may have mixed terms. An example is the following slight variant on the previous example. In this case det [2] M = −x 2 (x 2 (x 4 x 5 − x 1 x 3 ) 2 + x 1 x 3 x 3 6 ) < 0 although det [2] M has mixed terms.
A complete analysis of 4-patterns in the spirit of Proposition 6.3 is possible. We can find all minimal [2] -nonzero 4-patterns and minimal [2] -indefinite 4-patterns. Our goal here is to illustrate uses of Proposition 2.2, rather than study sign patterns per se, and so, instead, we use Proposition 2.2 in an inductive way to find a combinatorial sufficient condition for a 4-pattern to be [2] -nonnegative.
Proposition 6.7. Let M be a 4-pattern. Suppose that G M has the following property:
(P) No triangles, loops and 2-cycles are odd, 4-cycles are even.
Then det [2] M ≥ 0.
Proof. G := G M can be constructed from the arc-less digraph on 4 vertices G 0 as follows:
(i) We first add to G 0 all the loops of G to get G 1 ; (ii) If there exists a pair of disjoint 2-cycles in G we choose one such pair and add this to G 1 to obtain G 2 ; we continue until there are no more pairs of disjoint 2-cycles to add. In this way we obtain a signed digraph G k . (iii) If there exist any remaining 2-cycles in G, not already in G k , we add these one at a time, obtaining, eventually, G n which has all the 2-cycles of G. (iv) We add in any remaining edges to get G n+1 = G.
We thus have a sequence of signed digraphs:
and a corresponding sequence of sign patterns
Clearly each of G 0 , . . . , G n+1 has property P each being a subgraph of G.
Trivially, det [2] M 0 = 0, and det [2] M 1 ≥ 0 as det [2] M 1 is just the product of sums of pairs of diagonal entries of M which are all positive or zero (as loops of G M are odd). We show that det [2] is an increasing function on (M i ), in the sense that det [2] M i − det [2] M i−1 ≥ 0 for i = 1, . . . , n + 1. Consequently det [2] M ≥ 0.
Consider a step of the form (ii), namely add a pair of disjoint 2-cycles to M i on (disjoint) vertex pairs α and β to get M i+1 . Then, letting J i k refer to kth minor-sum of M i :
(a) J CRNs. Examples 3.3 and 3.7 highlight that problems which involve polynomial matrices other than sign patterns arise in applications. These examples also hint at interesting possible extensions to the theory here. In particular, the study of CRNs quite generally gives rise to polynomial matrices with algebraic dependencies between their entries as a consequence of certain natural factorisations of these matrices. Examination of the factors in such factorisations can tell us about properties of det [2] as discussed in [3] . These themes remain to be more fully explored.
