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Enhanced resolution for the computation of the interaction of shock waves with 
fluid interfaces is achieved through a detailed mathematical analysis of 2-dimen- 
sional wave interactions produced during the collision of the waves. This computa- 
tion is carried to late times, which are characterized by interface instability and 
chaotic mixing processes. Algorithms for incorporating the wave interaction analysis 
and the resulting bifurcation of front topology give an important extension of the 
front tracking method and are presented here. The mathematical analysis shows that 
the customary theory for oblique 2-dimensional wave interactions is equivalent to a 
l-dimensional Riemann problem for steady (supersonic) flow. This analysis, known 
for polytropic gases, is extended here to a general equation of state. Moreover, the 
asymptotic limit of a small incident angle is analyzed to obtain a well-conditioned 
numerical algorithm. This limit is found to define a l-dimensional unsteady 
Riemann problem. Q 1989 Academic Press, Inc. 
1. INTRODUCTION 
There are two distinct time periods for the analysis of the interaction of a 
shock wave with a fluid interface. In the short time periods 2dimensional 
wave interactions and bifurcations of front topology dominate the problem. 
Over a longer time period, interface instability, entrainment, and chaotic 
mixing are the major phenomena. 
The main thrust of the paper is to use a detailed mathematical analysis of 
the short term 2-dimensional wave interactions to give enhanced resolution 
computations of long term mixing processes. Enhanced resolution is ob- 
tained through the front tracking algorithm [8, 12-141. The enhanced 
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resolution appears to be at least a factor of 4.4 per linear dimension, or 85 
per space time grid block, compared to other methods. An important 
extension of this method is required for the problems considered here. 
The shock-contact interaction problem presents a level of complexity in 
the fluid flow not previously handled by the front tracking method. The 
required extension of the method to deal with such problems is among the 
principal new results reported in this paper. These results are achieved by 
carrying out a mathematical analysis of the 2-dimensional interaction of 
shock waves with fluid interfaces and incorporating this information di- 
rectly into the computational process. The application of this procedure to 
numerical studies of shock-contact interactions, as reported here, consti- 
tutes a proof of principle for the front tracking method in the present 
context. 
The mathematical analysis begins with the observation that the cumber- 
some shock polar analysis for oblique 2-dimensional wave interactions can 
be interpreted as a l-dimensional Riemann problem for steady (supersonic) 
flow. The customary analysis of this problem, valid for polytropic gases, is 
extended to a general equation of state. This extension, while not needed 
for the computational examples presented here, will be required for a 
subsequent comparison of computation with experiment. It is also shown 
that for large flow speeds, the steady state Riemann problem has a l-dimen- 
sional Riemann problem as an asymptotic limit. The analysis of this 
asymptotic limit was necessary to obtain a well-conditioned algorithm in 
the limit of small incident angles. 
A further contribution of this paper is to describe the algorithms for 
incorporating bifurcations of front topology into the front tracking compu- 
tation. These algorithms generalize .previous bifurcation algorithms ob- 
tained for the case of scalar waves [16]. Computational examples are 
presented. 
Chaotic mixing caused by the acceleration of a fluid interface by a shock 
wave is known as the Richtmyer-Meshkov instability [6, 261. Recent 
calculations of D. L. Youngs [34] use a volume in cell Eulerian method 
[17, 24, 25, 331 with the monotonic advection method of Van Leer [19, 201 
to enhance the interface resolution and to minimize the numerical diffusion. 
His problems are not exactly comparable to the ones presented here, but it 
appears that the front tracking method gives an increased resolution by a 
factor of at least 4.4 per linear dimension. Comparisons of front tracking in 
the context of other problems, with the solutions obtained using different 
numerical methods, show increased resolutions by factors of up to 3-5 per 
linear dimension, or 27-125 per space time grid block. One extreme case 
showed an increased resolution of 50 per linear dimension, or 503 = 1.25 X 
lo6 per space time grid block 1151. 
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2. THE EQUATIONS OF MOTION AND THERMODYNAMIC PRELIMINARIES 
The equations of motion are the Euler equations in two space dimensions 
for a non-viscous, non-heat conducting gas: 
J,P + v . (PI) = 0, (2.1.1) 
J,(wI) + v * (WI @ 9) + VP = 0, (2.1.2) 
d,(p@q + v * ((p&+ P)q) = 0. (2.1.3) 
Here q is the particle velocity, p is the mass density, P is the thermody- 
namic pressure, d = ]q] 2/2 + E is the specific total energy, and E is the 
specific internal energy. 
System (2.1) is closed by a caloric equation of state 
E = E(V, S) (2.2) 
expressing the specific internal energy as a function of the specific volume 
V = l/p, and the specific entropy S. The equation of state represents the 
response of the fluid to changes in temperature and volume and is restricted 
by the laws of physics. In particular, E(V, S) satisfies the first law of 
thermodynamics, 
TdS = dE + PdV, (2-3) 
where T is the absolute temperature. The assumption that the fluid remains 
in stable thermodynamic equilibrium implies that E(V, S) is convex [32]. 
This implies that the sound speed c2 = (h’P/Jp)l s is real, and P is 
monotone in V for constant S. Other restrictions on E(V, S) that govern 
the monotonicity and asymptotic properties of the wave curves for (2.1) are 
derived in [27, 231, and will be assumed when necessary. These added 
assumptions supply sufficient conditions for the existence and uniqueness 
of the solution to the one dimensional unsteady Riemann problem. 
3. DIMENSIONAL REDUCTION FOR ~-DIMENSIONAL ELEMENTARY 
WAVE INTERACTIONS 
An elementary wave is by definition a steady, scale invariant solution of a 
system of hyperbolic conservation laws [lo, 11, 141. It consists of discrete 
waves moving at a constant velocity. According to the streamline directions, 
these waves are defined as either incoming or outgoing. 
The analysis presented in the next two sections will consider the case 
where the elementary wave consists of two incoming waves with supersonic 
states on their downstream edges. The task in studying such elementary 
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waves is to determine the outgoing waves, while the incoming waves are 
regarded as data. In hydrodynamics these waves include the crossing of two 
shock waves, the overtaking of one shock by another, and the diffraction of 
a shock at a fluid interface [14]. Other elementary waves include a Mach 
triple point and the interaction of several contact discontinuities. 
This section starts with the new observation that the outgoing waves are 
determined as solutions of a l-dimensional Riemann problem, namely that 
defined for steady state 2-dimensional flow (with the stream direction as a 
“time” axis). This point of view is equivalent to the more conventional 
description of such wave interactions by the intersection of shock polars, 
but has the advantage of greater mathematical clarity. It unifies the role of 
simple waves and shocks in the solution and stresses the analogy between 
the solution to such problems and the Riemann problem for l-dimensional 
unsteady flow. The main result here is built on this observation. The 
existence of a solution to the steady 2-dimensional Riemann problem for 
large flow speeds and a general equation of state is demonstrated below. 
This existence result carries over to the corresponding statement for 2- 
dimensional elementary waves. In general such solutions are not unique. 
However, it will be seen that the leading order asymptotic behavior for 
large flow speeds of the supersonic steady problem is the l-dimensional 
unsteady problem. The lowest pressure (highest Mach number) solution to 
the 2-dimensional steady Riemann problem is the asymptotically “correct” 
solution. This fact agrees with the experimental observation of Henderson 
[l-3, 51, that the lowest pressure solution to the shock polar analysis is the 
one observed experimentally. 
Each “supersonic” elementary wave can be viewed as the downstream 
scattering of the interacting incoming waves. The two incoming waves set 
up a pair of supersonic states that serve as upstream “initial” conditions for 
the downstream flow. It is in this sense that the downstream scattering of 
the incoming waves is the solution to a Riemann problem. 
4. THE WAVE ANALYSIS FOR A GENERAL EQUATION OF STATE 
Before continuing with this discussion, it is necessary to summarize the 
wave analysis of steady planar flow. This discussion is based on the analysis 
of a general system of hyperbolic conservation laws [18]. In the following q 
and 8 are the polar coordinates of the stream velocity q. 
The restriction of (2.1) to steady planar flow yields a system of four 
conservation laws in the two space variables x and y. This system is 
non-strictly hyperbolic for supersonic flow. It has three families of charac- 
teristics. The middle family, denoted C,, is a linearly degenerate mode of 
double multiplicity, with characteristic direction given by the streamlines 
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dx = cos 6 and dy = sin 8. The waves of this family are contact discontinu- 
ities (slip lines) where the pressure and flow angle are continuous and the 
density and flow speed may experience jumps. The linear degeneracy of this 
family implies that the solution to the Riemann problem for steady planar 
flow reduces to tinding the intersection of the wave curves of the remaining 
two families in the (P, 0) phase plane. The flow angle 8 is the natural 
analogue of the particle speed in the solution to the l-dimensional unsteady 
Riemann problem. 
The two other characteristic families, denoted C +, are associated with the 
propagation of sound waves. These characteristics cross the streamlines 
with the Mach angle A (sin A = c/q) and have characteristic directions 
dx = cos(8 + A) and dy = sin( 8 f A), respectively. These characteristics 
are genuinely nonlinear if and only if the fundamental derivative of gas 
dynamics 
v a3E/av3Js g= -- 
2 a2E/aV21S 
(4.1) 
does not vanish [28, 291. For real materials, 9 > 0 at most pressures and 
temperatures, but 9 may be negative for some values of P and T, in 
particular near phase transitions. The case where 9 is not strictly positive 
allows the introduction of considerably more complicated wave behavior 
and will be discussed in a future paper. In the following 9 is assumed to be 
positive. 
The Rankine-Hugoniot relations for a stationary oblique shock are 
[9, pp. 297-3021: 
E, - E,, = (pl ; p2) (v, - v,), (4.2.1) 
(4.2.2) 
(4 - po>(v, - 5) = (90 - d2> (4.2.3) 
ho - <II) . T = 0. (4.2.4) 
Here T is a unit vector parallel to the oblique shock, and the subscripts 0 
and 1 refer to the states on the upstream and downstream sides of the shock 
wave, respectively. 
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If & denotes the angle between the oblique shock front and the flow 
vector q ;, and m2 = (P - Pa)/( V, - V) is the mass flux across the oblique 
shock, then (4.2.3) and (4.2.4) can be replaced by the equivalent relations: 
tan(d, - 0,) = 
PI - PO 
Pod - (PI - PO) 1 cot P,3 (4.2.5) 
m2 
sin2 pi = - 
PX . 
(4.2.6) 
For a fixed upstream state, (4.2.5) defines a locus of points in the pressure- 
flow angle phase space known as the (6, P) shock polar. 
Equation (4.2.1) is the Hugoniot relation and is of particular importance 
since it involves only thermodynamic quantities. The properties of the 
Hugoniot locus of solutions to (4.2.1) are discussed in [7, 23, 27, 311. Some 
properties of the Hugoniot locus are given by the following theorem [23]. 
THEOREM 1 (Bethe, Weyl, Men&off, and Plohr). The Hugoniot locus 
through an initial state (V,, So) intersects each isentrope at least once. If in 
addition 9 > 0, then the Hugoniot locus intersects each isentrope exactly once 
and (S - S,)( V, - V) > 0 for S # S,. Moreover, m is real, jinite, and 
monotone along the Hugoniot, and l-dimensional shocks satisfy the Lax 
stability condition. 
Theorem 1 has important consequences for the analysis of the Riemann 
problem. A new observation is that for a general equation of state with 
suitable asymptotic restrictions on the pressure, the (0, P) shock polars 
form closed and bounded loops if 9 > 0. This generalizes the previously 
known result for the polytropic equation of state. 
PROPOSITION 1. Assume that 9 > 0 and the pressure satis$es the asymp- 
totic condition P( V, S) + co as S --) a. Then the state upstream of a steady 
oblique shock wave is supersonic, and the (8, P) shock polar through this 
point is a single closed connected loop. 
Proof: Since the entropy across a physical shock may not decrease, 
Theorem 1 implies that if ‘9 > 0, shocks are compressive and the compres- 
sive branch of the Hugoniot can be parameterized by the entropy S > S,,. 
Differentiating (4.2.1) and applying (2.3) shows that along the shock 
Hugoniot 
dm2 = 
2TdS 
(V, - v)’ L O* 
(4.3) 
Clearly (4.2.6) has a real solution if and only if piqi 2 m2. The Lax 
stability condition is equivalent to the inequalities, valid along the shock 
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Hugoniot, pace < m c pc when V < V,, and pOcO > m > pc when V > V,. 
Since the entropy is nondecreasing across a shock, m > pOc,,, and the state 
upstream of the shock is supersonic. Next, note that m* > (P( V,, S) - 
P,,)/V,,, for V < V,. Thus along the shock Hugoniot, m* + co as S + cc. 
Therefore (4.2.6) has no real solutions for large P. Finally, the monotonicity 
of m* along the Hugoniot implies that the shock polar consists of a single 
connected loop. 0 
The (8, P) shock polar has two symmetric branches. If Y > 0, these two 
branches meet at a point in the (8, P) plane where the shock is normal to 
the streamlines. Since the flow downstream from a weak oblique shock is 
supersonic and the flow downstream from a normal shock is subsonic, the 
solution to the Riemann problem can be transonic. 
The non-monotonicity of the Hugoniots in the (0, P) phase plane can 
lead to a loss of existence or uniqueness of the solution to the Riemann 
problem. Nonexistence means that steady upstream data can lead to 
unsteady flow downstream. Non-uniqueness is not just mathematical and 
may depend on downstream boundary conditions [9, pp. 317-3181. 
These observations show that the Riemann problem for steady flow is 
considerably more non-linear and complicated than that of l-dimensional 
unsteady flow. They also show that the general Riemann problem for steady 
flow must be studied in the context of a full dimensional unsteady flow. 
Another consequence of Theorem 1 is the steady state version of the Lax 
shock admissibility criterion. 
PROPOSITION 2. Assume 3 > 0. If all angles are normalized to lie in the 
interval ( - 7r/2, n/2), then I& 1 < l&l and A,, < I&I. If the downstream 
state is supersonic, then A, > I& I. 
Proof. Equation (4.2.6) is equivalent to the equation sin ]&I = 
(m/picj)(l/Mi). Since sin Ai = l/M; if IV, 2 1, the inequalities between 
Mach and shock angles follow immediately. The inequality between the two 
shock angles is a consequence of the equality pr tan]& ] = p0 tan]&], that 
can be derived from (4.2.1) (4.2.2) and (4.2.6). 0 
This is the steady state version of the Lax shock stability criterion since if 
A, < ]&,I , then each of the characteristics on the upstream side of the 
oblique shock flow into the wave. If the state downstream from the shock is 
supersonic, then A, > ] & ] implies that exactly one downstream character- 
istic flows into the shock from the upstream direction, and the other two 
downstream characteristics flow away from the shock. 
Proposition 2 shows that shock waves that turn the flow in the positive 
(counterclockwise) direction belong to the C, characteristic family in the 
sense of Lax, and those with negative turning angles belong to the C 
characteristic family. 
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The simple waves of the C, families are the well known Prandtl-Meyer 
rarefaction waves. Prandtl-Meyer waves are isentropic, so the pressure is 
monotone along the wave curve and can be used to parameterize that curve. 
A straightforward but tedious calculation shows that the C, simple wave 
curve through the state w,, is given by 
(4.4.2) 
S(P,w()) = s,. (4.4.3) 
Here H = E + PV is the specific enthalpy. 
The wave curve through a given state is the concatenation of the 
compressive branch of the shock Hugoniot through that state with the 
rarefaction portion of the simple wave curve. In applications it is common 
PRESSURE 
C - SHOCK WAVE CURVE 
+ SHOCK WAVE CURVE 
/\ 
C- SIMPLE WAVE CURVE 
FLOW ANGLE 
FIG. 4.1. A representative wave curve for supersonic steady flow showing the (0, P) shock 
polar together with the simple wave curves for a Prandtl-Meyer rarefaction fan. 
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to parameterize this curve by pressure. This is always possible for the 
rarefaction branch, but the pressure need not be monotone along 
the Hugoniot for a general equation of state. A sufficient condition 
for the monotonicity of the pressure along the shock Hugoniot is the in- 
equality I I 2y, [23, 271. Here y is the adiabatic exponent, 
y = -(a log P/J log V)],, and I is the Griineisen coefficient, I = 
- ( 8 log T/i3 log I’) ] S. This inequality, known as the WEAK condition, is 
valid for most real equations of state and is assumed in the following. 
Figure 4.1 shows a representative (e, P) wave curve. 
5. LARGE FLOW SPEED ASYMPTOTICS OF THE STEADY 
EULER EQUATIONS 
This section will analyze the asymptotic limit of the steady state Riemann 
problem as the flow speed goes to infinity. The main point of this section is 
that as the flow speed becomes large, a steady oblique wave converges 
under a Galilean transformation to a l-dimensional unsteady wave. This is 
a consequence of the Galilean invariance of the Euler equations and the 
scale invariance of solutions to the Riemann problem. For simplicity, 
suppose that the upstream velocity is parallel to the positive x axis. A 
self-similar solution to the steady state Euler equations is a function of 
q = y/x. If F and G are the spatial fluxes in (2.1) the solution w(q) satisfies 
the characteristic equation (dG - q dF)w’( q) = 0. If 6 is the image of w  
under the Galilean transform 2 = x - q,,t, then w  is a function of E = 
qoy/(2 + qOt) and also solves the Euler equations. If U is the time flux in 
(2.1), then (dG - 6 dU - [ dF/q,)&‘([) = 0. As q. --) cc, the equation 
for 6 converges to the solution of a l-dimensional unsteady scale invariant 
flow. A similar statement applies for the Rankine-Hugoniot equations. 
In somewhat more detail, the wave curve for the unsteady l-dimensional 
Euler equations through the state with velocity uO, is u = u0 f cp(P, PO, S,,), 
where $(P, Pa, S,) = [(P - PO)(V, - V)]‘/* for P > PO, and 
lPywc&-.s, for P < PO. The 2-dimensional steady wave curve through 
the state with velocity q,,, and the same pressure and entropy is given by 
0 = &, f #(P, q,,, P,,, S,,), where 1c, is defined by (4.2.5) for P > P,, and 
(4.4.2) for P < P,,. If P is less than the maximum pressure P,,(q,) on the 
(0, P) shd polw then $4P, qo, PO, So) = (+(P, PO, So)/qo)(l + 
0(1/q:)) and the downstream flow speed q satisfies q = qo(l + 0(1/q:)). 
Furthermore, P,,,,(q,) + 00 as q. + co, and for each PI > PO, the 
0(1/q;) terms coverage uniformly to zero for 0 I P 5 P, as q. + 00. 
Thus under this Galilean transformation, the steady planar flow wave curve 
converges to the l-dimensional unsteady wave curve. 
This reasoning can be used to prove the following theorem. 
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THEOREM 2. Suppose that for the given equation of state, the solution to 
the l-dimensional Riemann exists and is unique. Let qo( /I) and ql( @) be a 
family of flow velocities. Suppose that 
1. there is a vector e so that qi . e tena!s to a finite limit vi as fi + 0, 
2. lim fl-+rJ4; = 009 
3. limS,,(9$9,) = 1. 
Then the steady state Riemann problem with data (so(p), PO, So) and 
MB), PI, S,) h as a self-similar solution for $ sujiciently small. If P( p) is 
the pressure of the lowest pressure solution to this steady state Riemann 
problem, then P(j3) converges to the pressure P of the solution to the one 
dimensional Riemann problem with data (vi, Pi, Si). Under the Galilean 
transformation with velocity qo(f3), the steady state solution with pressure 
P(p) converges to the solution of the unsteady problem. 
6. SHOCK-CONTACT INTERACTIONS 
Representative planar shock-contact interactions are shown in Figs. 6.1, 
and 6.2. If the interaction is observed in a frame where the two incident 
waves are at rest, the upstream data defines a steady state Riemann 
problem for the downstream flow. A shock-contact interaction is called 
regular if a solution to this steady state Riemann problem exists and 
consists of the usual three downstream propagating waves. 
Irregular shock-contact diffraction configurations are also possible. These 
include such additional features as Mach reflections and precursor shock 
configurations [l, 2, 41. A future paper will discuss methods for modeling 
these more complicated configurations. 
The next theorem shows that for small incident angles it is enough to 
model the regular case. 
THEOREM 3. Assume the equation of state satisfies sujicient conditions for 
the existence and uniqueness of the l-dimensional unsteady Riemann problem. 
Then for a given incident shock strength, the regular diflraction pattern occurs 
provided the angle between the incident shock wave and the contact discontinu- 
ity is sufficiently small. Furthermore, the transmitted wave is a shock. 
Proof The proof is the observation that the conditions of Theorem 2 
are satisfied as the incident angle goes to zero. For simplicity suppose that 
in the lab frame, the gases ahead of the interaction are at rest. If the 
upstream contact lies along the positive x-axis and the shock is incident 
from above, then the incident angle /I is positive. The steady state upstream 
velocities in the frame where the two incident waves are at rest are given by 
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I incident shock/ 
transmitted shock streamline 
lransmitted rbock polar 
PRESSURE 
1 
.Sl.Y VELOCITY ANGLE 5; 3’ 
FIG. 6.1. A shock wave-contact discontinuity collision that produces a single reflected 
shock. The two gases are polytropic with y  = 1.402. The gas on the transmitted shock side of 
the ahead contact discontinuity is four times as dense as the gas on the incident shock side. 
The angle between the incident shock and the ahead contact discontinuity is 45’, and the ratio 
of the pressures across the incident shock is 10. The flow is turned by about 30.3” through the 
incident shock, -9.8” through the reflected shock, and 20.5” through the transmitted shock. 
qo=q1=(-qI,% h w ere q1 sin p = m/p,. Here the subscripts 0 and 1 
refer to the states of the gas on the two sides of the upstream contact. The 
shock is incident on the gas with state 1. Let state 2 be the state behind the 
incident shock. Note that the thermodynamics of these three states are 
independent of B. The solution to the regular diffraction is the solution to 
the steady state Riemann problem with data states 0 and 2. The result will 
follow once conditions l-3 of Theorem 2 are verified. This is trivial for 
state 0. To check these conditions for state 2 let q2 = (uz, Q). A little 
algebra applied to (4.2) shows that u2 = -(m/p,)csc p(l + O(B)) and 
v2 = -I( Pz - PJ( VI - V,)]‘/2(1 + O(p)). The final statement is a conse- 
quence of the l-dimensional unsteady interaction and is easily verified. •J 
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(a) (b) 
acideat shock 
(3) 
transmitted shock 
/ 
(4) 
transmitted shock rtreamli c 
1.6 
transmitted shock polar 
PRESSURE 
incident shock polar 
reflected rarefaction 
1 
-5.16* VELOCITY ANGLE 5.16’ 
FIG. 6.2. A shock wave-contact discontinuity collision that produces a reflected 
Prandtl-Meyer rarefaction wave. The two gases are polytropic with y  = 1.402. The gas on the 
transmitted shock side of the upstream contact discontinuity is 1.24 times as dense as the gas 
on the incident shock side. The angle between the incident shock and the ahead contact 
discontinuity is 72.7“, and the ratio of the pressures across the incident shock is 1.12. The flow 
is turned by 1.36’ through the incident shock, 0.21” through the reflected shock, and 1.57” 
through the transmitted shock. 
This theorem has the important consequence that for the 
Richtmyer-Meshkov problem, irregular solutions are obtained from bifur- 
cations of regular solutions. The two waves are tangent when they first 
collide, so in the early stages of the interaction the incident angle is small. 
Subsequently, this angle may grow to a point where the regular solution no 
longer exists and a bifurcation to an irregular configuration occurs. Just as 
for the transition from regular to Mach reflection, there may be a region 
where multiple solutions are possible and a transition criterion is needed to 
select the physical solution. 
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The loss of uniqueness extends to the case of regular diffractions. It is 
possible to have two or more regular solutions for a single steady state 
Riemann problem. In such cases, the solution with the lowest pressure is 
selected as mentioned above. 
7. THE FRONT TRACKING ALGORITHM 
The front tracking algorithm [8, 12-141, is an adaptive grid method for 
the sharp resolution of selected waves in numerical solutions to systems of 
partial differential equations in two space dimensions: 
w, + v - F(w) = 0. (7.1) 
The tracked waves may represent sharp discontinuities in the solution such 
as shocks or contact discontinuities, or regions where the solution is 
changing rapidly such as chemical reaction fronts. The selected waves are 
tracked by superimposing a set of l-dimensional curves onto an underlying 
rectangular grid. These curves correspond to the location of the tracked 
waves at a given time and are dynamically modified as the solution evolves 
in time. In hydrodynamics, the tracked curves include shock waves, leading 
and trailing edges of rarefaction waves, contact discontinuities, and bound- 
ary curves. 
The solution at an interior point on a curve is propagated using local 
operator splitting. A l-dimensional Riemann problem for the component of 
(7.1) along the normal to the curve at that point gives the updated position 
of the wave and a set of propagated states. Subsequently, a finite difference 
sweep along the tangential direction of the curve is performed to complete 
the propagation. Exceptional points, called nodes, occur when several 
curves meet at a common point. Nodes correspond to 2-dimensional 
elementary waves and are propagated using a fully 2-dimensional algorithm 
that is appropriate for each type of wave. The tracked data structures 
(curves and nodes), serve as internal boundaries for the solution in the 
untracked portion of the computation grid. 
8. THE PROPAGATION OF SUPERSONIC ELEMENTARY WAVES 
The propagation of a node is of primary interest in this paper and is 
discussed in more detail. This propagation computes the time updated 
position and states of the node. It is distinguished from the propagation of 
the other points of the tracked interface since the solution is fully 2-dimen- 
sional near nodes and operator splitting into l-dimensional components 
may not apply. 
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Briefly, each curve connected to a node contains the state information for 
the tangential limit of the solution as the node is approached along that 
curve. This information together with the one-sided tangent directions of 
the curves at the node define an initial value problem with data that is 
constant on rays centered at the node position. The solution of the initial 
value problem for (7.1) with scale-invariant initial data is a natural general- 
ization of the Riemann problem for systems of hyperbolic equations in one 
space dimension [ 111. 
Each node is assumed to be a first-order perturbation of an elementary 
wave. The solution to the associated 2-dimensional Riemann problem is 
approximated by the calculating the corresponding elementary wave. This 
elementary wave data is inserted into the tracked data structures at the 
node giving the time-updated states and angles of the waves at the node. 
Any scattered waves produced by the perturbation are captured by the 
interior (untracked) solution. The data for the elementary wave at the node 
changes with time because of curvature of incoming waves or variability of 
the upstream data. Thus the solution about a node dynamically evolves. 
The changing geometric and state data may lead to bifurcations in the node 
topology causing a single node to scatter into a set of waves. 
The calculation of an elementary wave requires the determination of the 
translational velocity of the wave in the computational lab frame, i.e., the 
velocity of the corresponding node in the lab frame. For the “supersonic” 
elementary waves this velocity is determined by the states and angles of the 
incoming waves. In practice this velocity is computed using a geometric 
construction. If no bifurcation in the solution near the node occurs between 
times t and t + At, the propagated node position lies on both of the 
propagated incoming waves. The intersection of these curve segments 
determines the new node position, and the node displacement divided by At 
gives the node velocity. The upstream state data is found by linear interpo- 
lation along the intersecting segments of the propagated incoming waves. 
The solution of the steady state Riemann problem with this data determines 
the outgoing waves. The incoming waves are clipped to the new node 
position, and the upstream state data at the node is recorded in the 
incoming wave structures. The downstream information is inserted in the 
outgoing waves by recording the downstream states in the outgoing wave 
structures and inserting a point in each outgoing curve to correct the angle 
that the wave makes at the node. It should be mentioned that not all the 
outgoing waves need be tracked. 
9. INTERACTIONS OF TRACKED WAVES 
A main problem in the method of front tracking is the interaction of 
tracked waves. These interactions include the collision and scattering of 
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curves or nodes, and bifurcations in the local wave structure about a node 
such as a transition from regular to Mach reflection. This section describes 
some ideas that are used for the numerical simulation of interactions 
between tracked waves. No attempt is made to address the general problem 
of tracked wave interactions. Instead, some ideas for the detection and 
identification of wave interactions are sketched, and some special cases that 
arise in the Richtmyer-Meshkov simulations of the next section are de- 
scribed. 
The resolution of a tracked wave interaction consists of detecting an 
interaction, constructing an approximate solution of an associated 2-dimen- 
sional Riemann problem, and the insertion of this solution into the tracked 
data structures. 
Wave interactions in the front tracking method are detected in one of 
three ways: 
1. a bifurcation in the elementary wave associated with the given node, 
2. the detection during the propagation of a node of its interaction with 
other nodes, 
3. the occurrence of intersections at non-node points of tracked curves. 
Interactions of the first type are identified by a loss of existence of the 
solution to the steady state Riemann problem associated with the elemen- 
tary wave or by the explicit inclusion of some bifurcation criterion in the 
shock polar analysis. Their resolution consists of determining (or approxi- 
mating) the scattered wave structure produced by the bifurcation and 
adapting the tracked wave structures to appropriately model the bifurcated 
wave. 
Interactions of the second type are detected during the calculation of the 
new node position. If the incoming curves are short, they may propagate 
completely past each other during a single time step. This means that the 
nodes at opposite ends of the incoming curves collided at some intermedi- 
ate time between the beginning and end of the time step. Since the 
detection of a node interaction may depend on the order in which the nodes 
are propagated, when a wave interaction is detected at a node, that node is 
left unpropagated and is moved to the end of the list of nodes being 
propagated. The propagation of other nodes is continued. If an interaction 
is again detected when that node is propagated a second time, it along with 
any other nodes that interact with it are stored in a data structure for 
further processing. The relation of node interaction is transitive so overlap- 
ping sets of interacting nodes are merged. 
A set of interacting nodes defines an associated 2-dimensional Riemann 
problem. The tracked curves at the interacting nodes are of two types, those 
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internal to the interaction (internal null curves) and those connected to the 
exterior of the region of interaction (external curves). Conceptually, at an 
intermediate time between t and r + At the interacting nodes and internal 
curves collapse onto a single point that can be regarded as the “node” of 
the external curves. The local data at this “node” defines the associated 
2-dimensional Riemann problem. Since the data for this 2dimensional 
Riemann problem need not be a perturbation of an elementary wave, this 
pseudo node may be unstable and immediately bifurcate and scatter into a 
set of outgoing nodes and curves. 
Interactions of the third type are called tangles. Tangles occur when two 
or more curves cross each other during a single time step. Tangles differ 
from the previous two classes primarily in that they occur in the interior of 
curves rather than at the nodes. They are detected at the end of the 
propagation of the tracked front, when the tracked curves are tested for 
self-intersections at non-nodal points. The resolution of tangles is similar to 
the solution of the other two classes. A discussion of the untangling of 
tracked scalar waves (contact discontinuities in hydrodynamics) can be 
found in [16]. 
The wave patterns produced by the interactions discussed above can be 
complicated [4]. If (7.1) reduces to a single scalar equation, an exact 
analytic solution to the 2dimensional Riemann problem can often be 
described [21, 22, 301. Also for a given class of simulations it is possible to 
identify the types of bifurcations that will occur, so a general solution to the 
2-dimensional Riemann problem is not needed. Nor is an exact solution to 
a particular tracked wave interaction always necessary. Usually only the 
strongest waves in the solution are tracked. The weaker waves are then 
captured by the interior solver. This is an important point since the partial 
tracking helps control the geometric complexity of the tracked waves and 
allows greater flexibility in the approximation of interactions where the 
exact solution is complicated or unknown. 
In the Richtmyer-Meshkov simulations described in the next section, 
only two classes of physical bifurcations occur. These are the initial 
production of the diffracted waves when the shock first reaches the fluid 
interface and the scattering of two shock diffraction nodes on their colli- 
sion. Theorem 3 ensures that no additional bifurcations occur in the shock 
diffraction regime if the amplitude of the perturbation of the contact is not 
too large. 
Figure 9.1 describes the approximate solution of the shock-contact 
tangle. The point of intersection between the two waves are replaced by a 
pair of nodes corresponding to the regular diffraction of the two waves. 
These two nodes are connected by a common set of outgoing waves 
corresponding to the transmitted shock wave, the deflected contact, and the 
reflected wave. The two nodes subsequently propagate away from each 
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incident shock wave 
tangle tangle 
deflected contact discontinuity 
transmitted shack wave 
‘1 /\ 
new diffraction nodes 
FIG. 9.1. A shock wave and contact discontinuity tangle. Figure 9.la shows the two curves 
at the beginning of the time step. Since the two curves are propagated independently, it is 
possible for intersections to form during propagation. Any intersections are detected at the end 
of the front propagation. Once the interaction is identified as a shock wave-contact disconti- 
nuity collision, new nodes are inserted at the points of intersection. The reflected and 
transmitted waves together with the deflected contact are installed at the new nodes. The 
positions of the new nodes corresponds to the intersections shown in Fig. 9.lb. 
other in opposite directions from the point of the initial shock-contact 
collision. 
Figure 9.2 shows the approximate resolution of the collision of two 
diffraction nodes. The two nodes have a common incident shock and 
propagate towards each other along the same contact discontinuity. During 
the tune step with the interaction, the incident shock moves completely past 
the incoming contact discontinuity, the transmitted and reflected waves 
separate from the deflected contact and begin to propagate away from each 
other. The exact solution to this interaction is complicated. The pair of 
transmitted shocks reflect off each other producing a pair of Mach triple 
points propagating away from each other along each transmuted wave. 
Similarly for the pair of reflected shocks. The reflected waves and slip lines 
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diffraction node 
reflected shock wave 
contact discontinuity 
tnmamitted shock wave 
FIG. 9.2. The collision of two regular diffraction nodes. Figure 9.2a shows the tracked wave 
configuration at the beginning of the time step and Fig. 9.2b shows the tracked waves after the 
resolution of the interaction. The two diffraction nodes are propagating towards each other. 
The incident shock wave moves completely past the ahead contact discontinuity during the 
time Ar, resulting in the collision of the two diffraction nodes. The approximate solution joins 
the two pairs of reflected and transmitted shock waves and removes the two diffraction nodes. 
The reflected and transmitted shocks “lift” off the contact discontinuity curve and begin to 
propagate away from each other. 
from the four Mach nodes in turn interact with the contact discontinuity 
from which the two pairs of shocks have just exited. However, the sec- 
ondary waves produced by the Mach triple points are weak enough so that 
they need not be tracked. The solution is approximated by simply joining 
the reflected and transmitted waves into a pair of waves on opposite sides 
of the original contact discontinuity. This is equivalent to not tracking the 
waves transverse to the main front near the interaction. 
10. NUMJZUCAL RESULTS 
The number and types of the unstable modes that are observed in the 
Richtmyer-Meshkov instability depends on many parameters. These in- 
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elude the incident shock strength, the initial geometry of the two waves, and 
the physical properties of the gases. A single mode can be isolated when the 
incident shock wave is planar and the contact discontinuity has the shape of 
a single period sine curve. More complicated geometries for the initial gas 
interface can be used to study the interaction between different unstable 
modes. The fluid interfaces considered below include boundaries between 
two regions of the same gas at different temperatures, and boundaries 
between two different gases with different equations of state. Some particu- 
larly interesting wave structure is observed when a shock incident in air 
(a) time 0 
F 
(b) time 0.06 
I---- 
r 
I--.- 
(d) time 5 
FIG. 10.1. A shock hitting a contact discontinuity separating two masses of air at different 
temperatures. The pressure ratio across the shock is 100 and the density ratio across the 
contact discontinuity is 2.86. The shock is incident in the lighter gas. The grid is 40 x 80. 
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collides with an interface between air and the highly compressible gas 
sulphur hexafluoride. As the incident shock passes through the air-SF, 
interface, the transmitted shock wave is nearly contiguous with the de- 
flected gas interface. 
In all the simulations described below, the side boundary conditions are 
periodic, and the upper and lower are Dirichlet. The gases are modeled 
using the polytropic (gamma law) equation of state, but other equations of 
states are currently being implemented. 
Figure 10.1 shows a series of frames documenting the growth of a single 
unstable finger in an air to air interface with y = 1.4. The shock wave is 
(a) time 0 
H 
10 Ax = 1OAy 
FIG. 10.2. A shock hitting a contact discontinuity separating air from SF,. The contact 
discontinuity curve is given an initial shape of a sine curve. The shock is incident from the air 
and has a pressure ratio of 10. The grid is 60 X 120. The boxed region in Fig. 10.2b is blown 
up in the next figure. 
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incident in the lighter (warmer) air and the ratio of the pressure behind the 
shock to the pressure in front is 100. Initially the cooler air is about 2.86 
times as dense as the lighter air. A net vertical velocity is given to the initial 
contact discontinuity to keep the unstable interface centered in the compu- 
tational domain. 
The gas interface is first flattened by the incident shock wave. The 
diffraction of the shock wave through the interface cause the reflected and 
transmitted shocks to assume the geometry of the original interface. As the 
waves begin to propagate away from each other, the unstable mode in the 
contact discontinuity grows, and the two shock waves restabilize to planar 
time 0.02 
deflected contact 
incident shock 
ahead contact 
Ax = Ay 
FIG. 10.3. A blowup of a subregion of Fig. 10.2b showing the incident shock colliding with 
the ahead contact discontimity, producing reflected and transmitted shocks. 
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curves. The shocks eventually exit the open boundaries leaving the contact 
discontinuity as the only tracked wave. 
Figure 10.2 shows a similar development of an unstable finger, except 
here the gas interface separates air (y = 1.4) from sulphur hexatluoride 
(y = l.O94).The pressure ratio across the incident shock is 10. At room 
temperature, SF, is about 5.03 times as dense as air. The simulation points 
out a unique capability of the front tracking method. During the diffrac- 
tion, the angle between the transmitted shock and the deflected contact at 
the node is less than l”, and the two waves are nearly contiguous, Fig. 10.3. 
(a) time 0 
(c) rime 0.5 10 Ax = 10 by 
(b) time 0.12 
(d) time 5 
7 
FIG. 10.4. A shock-contact interaction that produces a reflected Prandtl-Meyer rarefac- 
tion wave. The pressure ratio across the shock is 100 and the density ratio across the contact 
discontinuity is 10. Both gases are polytropic with y = 1.4. The shock wave is incident in the 
heavier gas and the grid is 40 x 80. 
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In Figure 10.4 a shock-contact interaction is shown where the shock is 
incident in the heavy gas. The reflected wave here is a Prandtl-Meyer 
rarefaction, the two leading edges of which are tracked. The pressure ratio 
across the incident shock is 100, and the heavy gas is 10 times as dense as 
the lighter gas. Note that the phase of the fluid interface is reversed by this 
diffraction, an effect typical for interactions where the shock is incident in 
the fluid with the slower sound speed. Figure 10.4~ shows the waves shortly 
after the incident shock has completely diffracted through the interface. The 
two kinks on the transmitted shock are points of Mach reflection caused by 
(a) time 0 
(d) time 0.5 
(b) time 0.04 
r 
(c) time 0.12 
(f) time 3 
FIG. 10.5. A series of frames showing a shock-contact interaction with three unstable 
modes. Both gases are polytropic with y  = 1.4. The pressure ratio across the incident shock is 
100, and the density ratio (above to below) across the original contact is 2.86. The grid is 
40 x 80. 
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the interaction of the two diffraction nodes across the periodic boundary. 
As mentioned above the waves produced by this secondary interaction are 
untracked. The long time development of the surface instability is shown in 
Fig. 10.4d. An interesting feature of this figure is the development of the 
dimple in the spike. There was some question whether this dimple was a 
result of the untracked transverse waves along the transmitted shock, or by 
reflections from the boundaries because of an incomplete implementation 
of the flow-through boundary conditions. The flow-through boundary con- 
ditions are obtained by the first-order method of extrapolating the interior 
states near the boundaries into the exterior. Experience shows that the 
(a) time 0 
toIx~O*y 
(b) time 0.045 
I 
(d) time 0.5 
FIG. 10.6. A series of frames showing a shock-contact interaction with several modes. 
Both gases are polytropic with y  = 1.4. The pressure ratio across the incident shock is 100, and 
the density ratio (above to below) across the original contact is 2.86. The grid is 120 x 80. 
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reflected signals produced by this form of the flow-through boundary 
conditions are small but non-zero, and thus might be a factor in the 
generation of the secondary instability seen in the spike. To investigate this 
question, the simulation shown in Fig. 10.4 was rerun using a computa- 
tional domain three times as long in the vertical direction. The results were 
nearly identical. This suggests that the dimple is a result of the transverse 
wave interactions and not a result of the boundary conditions. 
In addition to calculations of the growth of a single finger, simulations 
that involve several unstable modes have also been performed. Figures 10.5 
and 10.6 use the same basic setup as Fig. 10.1, except that the initial gas 
(a) rime 0 ps 
- 
101x = 1OAy 
(c) time 0.5 ps 
(b) tune 0.25 
(d) time 4 q 
(I) time 30 ps 
FIG. 10.7. A series of frames showing a shock in helium (7 = 1.63) colliding with an air 
(y = 1.4)-helium interface. The pressure in front of the shock is 1 atm, and the pressure 
behind is 1000 atm. The density of dry air at 25T is 0.00118497 g/cc and the density of 
helium at the same temperature is 0.000101325 g/cc. The grid is 120 x 80. 
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interface is given a more complicated geometry. Figure 10.7 shows the 
interaction of a shock wave incident in helium (v = 1.63) with a helium to 
air interface. 
11. CONCLUSIONS 
It has been seen that the interaction of a shock wave with a fluid interface 
is properly studied in the context of a supersonic steady state Riemann 
problem. The small incident angle asymptotics of this interaction lead to a 
corresponding l-dimensional unsteady Riemann problem. 
These results show that front tracking offers a useful method for the 
simulation of shock wave-contact discontinuity interactions. It allows for a 
sharp resolution of the diffracted wave patterns produced by the interaction 
of the two waves and a clear picture of the growth of unstable modes in the 
gas interface. 
The framework for the resolution of tracked wave interactions has been 
shown to be capable of handling complicated situations. Furthermore, it is 
possible to include new bifurcations as they are needed or to remove 
tracking when the result of a wave interaction is either too complicated or 
unknown. 
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