We are interested in the comparison of transcript boundaries from cells which originated in different environments. The goal is to assess whether this phenomenon, called alternative splicing, is used to modify the transcription of the genome in response to stress factors. We address this question by comparing the change-points locations in the individual segmentation of each profile, which correspond to the RNA-Seq data for a gene in one growth condition. This requires the ability to evaluate the uncertainty of the change-point positions, and the work of [Rigaill et al., 2012] provides an appropriate framework in such case. Building on their approach, we propose two methods for the comparison of change-points, and illustrate our results on a dataset from the yeast specie. We show that the UTR boundaries are subject to alternative splicing, while the intron boundaries are conserved in all profiles. Our approach is implemented in an R package called EBS which is available on the CRAN.
1. Introduction. Segmentation problems arise in a large range of domains such as economy, biology or meteorology, to name a few. Many methods have been developed and proposed in the literature in the last decades to detect change-points in the distribution of the signal along one single series. Yet, more and more applications require the analysis of several series at a time to better understand a complex underlying phenomenon. Such situations refer for example to the analysis of the genomic profiles of a cohort of patients [Picard et al., 2011] , of meteorological series observed in different locations [Ehsanzadeh et al., 2011] or of sets astronomical series of photons abundance [Dobigeon et al., 2007] .
When dealing with multiple series, two approaches can be typically considered. The first consists in the simultaneous segmentation of all series, looking for changes that are common to all of them. This approach amounts to the segmentation of one single multivariate series but might permit the detection of change-points in series with too low a signal to allow their analysis independently. The second approach consists in the joint segmentation of all the series, each having its specific number and location of changes. This allows to account for dependence between the series without imposing that the changes occur simultaneously.
We are interested here in a third kind of statistical problem, which is the comparison of change-point locations in several series that have been segmented separately. To our knowledge, this problem has not yet been fully addressed.
Indeed, comparing change-point is connected to the evaluation of the uncertainty of the change-point positions. An important point is that the standard likelihood-based inference is very intricate, since the required regularity conditions for the change-point parameters are not satisfied [Feder, 1975] . Most methods to obtain change-point confidence intervals are based on their limit distribution estimators [Feder, 1975, Bai and Perron, 2003] or the asymptotic use of a likelihood-ratio statistic [Muggeo, 2003] . Bootstrap techniques have also been proposed (see Hukov and Kirch [2008] and references therein). Comparison studies of some of these methods can be found in Reeves et al. [2007] for climate applications or in Toms and Lesperance [2003] for ecology. Recently, Rigaill et al. [2012] proposed a Bayesian framework to derive the posterior distributions of various quantities of interest -including change-point locations -in the context of exponential family distributions with conjugate prior.
As for the comparison of change-points, the most common approaches rely on classification comparison techniques such as the Rand Index [Rand, 1971] ; and aim at assessing the performances of segmentation methods on single datasets, by comparing their outputs between themselves or using the truth as reference. The notion of change-point location difference as a quantity of interest has, to our knowledge, never been considered.
Our work is a generalization of Rigaill et al. [2012] to the comparison of change point location. It is motivated by a biological problem detailed in the next paragraph.
Differential splicing in yeast. Differential splicing is one of the mechanism that living cells use to modify the transcription of their genome in response to some change in their environment, such as a stress. More precisely, differential splicing refers to the ability for the cell to choose between versions (called isoforms) of a given gene by changing the boundaries of the regions to be transcribed.
New sequencing technologies, including RNA-Seq experiments, give access to a measure of the transcription at the nucleotide resolution. The signal provided by RNA-Seq consists in a count (corresponding to a number of reads) associated to each nucleotide along the genome. This count is proportional to the transcription level of the nucleotide. This technology therefore allows to locate precisely the boundaries of the transcribed regions, to possibly revise the known annotation of the genomes and to study the variation of these boundaries across conditions. We are interested here in an RNA-Seq experiment made on a given specie, yeast, grown under several conditions. The biological question to be addressed is 'Does yeast use differential splicing of a given gene as a response to a change in its environment?'.
Contribution. In this paper we develop a Bayesian approach to compare the change-point location of independent series corresponding to the same gene under several conditions. We suppose that we have information on the structure of this gene (such as the number of introns) so that the number of segments of each segmentation is assumed to be known. In Section 2, we recall the Bayesian segmentation model introduced in Rigaill et al. [2012] and its adaptation to our framework. In Section 3 we derive the posterior distribution of the shift between the change-point locations in two independent profiles, while in Section 4 we introduce the calculation of the posterior probability for change-points to share the same location in different series. The performances are assessed in Section 5 via a simulation study designed to mimic real RNA-Seq data. We finally apply the proposed methodology to study the existence of differential splicing in yeast in Section 6. Our approach is implemented in an R package EBS which is available on the CRAN repository.
All the results we provide are given conditional on the number of segments in each profiles. Indeed comparing the location of, say, the second changepoints in each series implicitly refers to a total number of change-points in each of them. Yet, most of the results we provide can be marginalized over the number of segments.
2. Model for one series. In this section we introduce the general Bayesian framework for the segmentation of one series and recall preceding results on the posterior distribution of change-points.
2.1. Bayesian framework for one series. The general segmentation problem consists in partitioning a signal of n data-points {y t } t∈ [[1,n] ] into K segments. The model is defined as follows: the observed data {y t } t=1,...,n are supposed to be a realization of an independent random process Y = {Y t } t=1,...,n .
This process is drawn from a probability distribution G which depends on a set of parameters among which one parameter θ is assumed to be affected by K − 1 abrupt changes, called change-points and denoted τ k (1 ≤ k ≤ K − 1). A partition m is defined as a set of change-points: m = (τ 0 , τ 1 , . . . , τ K ) with conventions τ 0 = 1 and τ K = n + 1 and a segment J is said to belong to
The Bayesian model is fully specified with the following distributions:
• the prior distribution of the number of segments P (K);
• the conditional distribution of partition m given K: P (m|K);
• the parameters θ J for each segment J are supposed to be independent with same distribution P (θ J ); • the observed data Y = (Y t ) data are independent conditional on m and (θ J ) with distribution depending on the segment:
where φ is some parameter that is constant across the segments that will be supposed to be known. Rigaill et al. [2012] show that if distribution G possesses conjugate priors for θ J , and if the model satisfies the factorability assumption, that is, if
Exact calculation of posterior distributions.
quantities such that P (Y, K), posterior change-point location distributions or the posterior entropy can be computed exactly and in a quadratic time. Examples of satisfying distributions are
• or the negative binomial homoscedastic with known dispersion φ:
Note that the Gaussian homoscedastic does not satisfy the factoriability assumption if σ is unknown, and that the negative binomial heteroscedastic does not belong to the exponential family and does not have a conjugate prior on φ. The factorability assumption (1) also induces some constraint on the distribution of the segmentation P (m|K). In this paper, we will limit ourselves to the uniform prior:
3. Posterior distribution of the shift. The framework described above allows to compute a set of quantities of interest in an exact manner. In this paper, we are mostly interested in the location of change-points. We first remind how posterior distributions can be computed and then propose a first exact comparison strategy.
3.1. Posterior distribution of the change-points. The key ingredient for most of the calculations is the (n + 1) × (n + 1) matrix A that contains the probabilities of all segments:
The posterior distribution of change-points can be deduced from this matrix in a quadratic time with the following proposition:
Proposition 1 Denoting p k (t; Y ; K) = P (τ k = t|Y, K) the posterior distribution of the kth change-point, we have
.
Proof. We have
where B K,k (t) is the set of partitions of {1, . . . , n} in K segments with kth change-point at location t.
K−k and reciprocally). Then using the factoriability assumption, we can write
Comparison of two series. We now propose a first procedure to compare the location of two change-points in two independent series. Consider two independent series Y 1 and Y 2 with same length n and respective number of segments K 1 and K 2 . The aim is to compare the locations of the k 1 th change-point from of series Y 1 (denoted τ 1 k 1 ) with the k 2 th change-point of series
). The posterior distribution of the difference between the location of the two change-points can be derived with the following Proposition.
, we have
Proof. This simply results from the convolution between the two posterior distributions p k 1 and p k 2 .
The posterior distribution of the shift can therefore be computed exactly and in a quadratic time. The non-difference between the two change-point locations τ 1
can then be assessed, looking at the position of 0 with respect to the posterior distribution δ.
Comparison of change point locations.
We now consider the comparison of change-point locations between more than 2 series. In this case, the convolution methods described above does not apply anymore so we propose a comparison based on the exact computation of the posterior probability for the change-points under study to have the same location. 4.1. Model for I series. We now consider I independent series Y (with 1 ≤ ≤ I) with same length n. We denote m , their respective partitions and K their respective number of segments. We further denote τ k the kth change-point in Y so m = (τ 0 , τ 1 , . . . , τ K ). Similarly, θ J denotes the parameter for the series within segment J provided that J ∈ m and φ the constant parameter of series . In the following, the set of profiles will be referred to as Y and respectively for the vector of segment numbers (K), the set of all partitions (m) and the set of all parameters (θ).
In the perspective of change-point comparison, we introduce the following event:
We further denote E 1 its complementary and define the binary random variable
The complete hierarchical model is displayed in Figure 1 and is defined as follows:
• The random variable E is drawn conditionally on K as a Bernoulli
The parameters θ are drawn independently according to P (θ|K);
• The partitions are drawn conditionally on E according to P (m|K, E); • The observations are generated according to the conditional distribution P (Y|m, θ).
, the partitions are assumed to be uniformly distributed, conditional on E, that is 4.2. Posterior probability for the existence of a common change-point. We propose to assess the existence of a common change-point location between the I profiles based on the posterior probability of this event, namely P (E 0 |Y, K).
Proposition 3 The posterior probability of E 0 can be computed in O(Kn 2 ) as
where
,
and A stands for the matrix A as defined in (2), corresponding to series .
Proof. We consider the surrogate model where the partition m is drawn uniformly and independently from E, namely Q(m|K) = U(M 1,n+1 K ) (note that this corresponds to choosing p 0 (K) = q 0 (K)). All probability distributions under this model are denoted by Q along the proof. The formulas for probabilities Q(Y|K) and Q(Y, E 0 |K) derive from Rigaill et al. [2012] . It then suffices to apply the probability change as
The result then follows from the decomposition of P (Y|K) as P (Y, E 0 |K)+ P (Y, E 1 |K) and the same for Q(Y|K).
The Bayes factor is sometimes preferred for model comparison; it can be computed exactly in a similar way:
Corollary 4 The Bayes factor can be computed in O(Kn 2 ) as
using the same notations as in Proposition 3.
Proof. The proof follows this of Proposition 3.
5. Simulation study.
5.1. Simulation design. We designed a simulation study to identify the influence of various parameters on the performances of our approach. The design is illustrated in Figure 2 : we compared 3 independent profiles with 7 segments, with all odd (respectively even) segments sharing the same distribution. The first two profiles have identical segmentation m given by m = (1, 101, 201, 301, 401, 501, 601, 701) and the change-point locations of the third one are progressively shifted apart as τ 3
k − τ 1 k and drop the index k when there is no ambiguity on it. Our purpose is to mimic data obtained by RNA-Seq experiments, so that the parameters for the negative binomial distribution were chosen to fit typical real-data. Considering the model where odd segments are sampled with distribution N B(p 0 , φ), and even with N B(p 1 , φ), we chose two different values of p 0 , 0.8 and 0.5, and for each of them, we made p 1 vary so that the odd-ratio Table 1 in order to explore a wide range of possible dispersions while keeping a signal/noise ratio not too high. Note that the higher φ, the less overdispersed the signal. From our experience, the configuration of parameter combinations with p 0 = 0.5 is the more typical of observed values for RNA-Seq data.
Provided that the ratio λ = φ(1 − p)/p remains constant, the negative binomial distribution with dispersion parameter φ going to infinity converges Table 1 Values of parameters used in the simulation study to the Poisson distribution P(λ). We propose an identical simulation study based on the Poisson distribution for the comparison with non-dispersed datasets. Specifically, we used for λ 0 the values 1.25 and 0.73 so that the odd-ratios s = 4; 8; 16 corresponded to the respective values λ 1 = 5; 10; 20 and 2.92; 5.83; 11.7
In practice there is little chance that the overdispersion is known. We propose to estimate this parameter from the data and use the obtained value in the analysis. The results presented here used the estimator inspired from Johnson et al. [2005] : starting from sliding window of size 15, we compute the method of moments estimator of φ, using the formula φ = E 2 (X)/(V (X) − E(X)), and retain the median over all windows. When this median is negative (which is likely to happen in datasets with many zeros), we double the size of the window. In practice however, results are very similar when using maximum likelihood or quasi-maximum likelihood estimators on sliding windows. 5.2. Results. We compute the posterior probability P (E 0 |Y, K) for each simulation and each value of d. Figures 7 to 9 in Appendix A represent the boxplots of this probability for each configuration. For sake of visibility, the outliers were not drawn in those figures. Note that in each figure, the first boxplot corresponds to d = 0 and thus to model E 0 , while d = 0 for left boxplots so that the true model is E 1 . These plots can be understood as abacus for the detection power of the proposed approach. For example, the perfect scenario corresponds to s = 16 in the Poisson case of Figure 7 .
As expected, these results show that the lower the value of φ (the Poisson distribution is interpreted here as φ = +∞), the most difficult the decision becomes. The trend is identical for decreasing values of the odd-ratio s and decreasing values of d. In the most difficult scenario of very high dispersion compared to signal value, the method fails to provide satisfying decisions whatever the level of odd-ratio or distance between change-points. However, in most configurations, the method is adequate as soon as d ≥ 16.
An important question is the impact of the estimation of the dispersion parameter. Interestingly, in the simulation study with p 0 = 0.8, our estimator tended to under-estimate φ (and thus over-estimate the dispersion) while it was the contrary in the simulation study with p 0 = 0.5. This affects the performance of the decision rule, which behaves better when φ is higher. For instance, Figure 3 shows, for s = 16 and d = 16, that knowing the true value of φ improves the results when p 0 = 0.8 but worsens them when p 0 = 0.5. 
Comparison of transcribed regions in yeast.
Experimental design.. We now go back to our first motivation a consider a study from the Sherlock lab in Stanford [Risso et al., 2011] . In their experiment, they grew a yeast strain, Saccharomyce Cerevisiae, in three different environments: ypd, which is the traditional (rich) media for yeast, delft, a similar but poorer media, and glycerol. In the last decade many studies (see for instance Proudfoot et al. [2002] , Tian et al. [2005] ) have showed that a large proportion of genes have more than one polyadenylation sites, thus can express multiple transcripts with different 3' UTR sizes. Similarly, the 5' capping process is dependent on environment conditions [Mandal et al., 2004] , and the 5' UTR size may vary according to stress factors. We may therefore expect that the yeast cells grown in different conditions (they fer-ment in the first two media, while they respire in glycerol) will produce transcripts of unequal sizes. On the contrary, the intron-exon boundaries are not expected to differ between conditions Change-point location.. We applied our procedure to gene YAL013W which has two exons. The RNA-Seq series were segmented into 5 segments to allow one segment per transcribed region separated by segments of non-coding regions. Figure 4 illustrates the posterior distribution of each change-point in each profile.
0 500 1000 1500 2000 2500 0 100 200 300 0.0 0.2 0.4 0.6Credibility intervals on the shift.. For each of the first to the fourth changepoint, we computed the posterior distribution of the difference between change-point locations for each pairs of conditions. For the biological reasons stated above, we expect to observe more differences for the first and last change-points than for the other two, which can be used as a verification of the decision rule. Figure 5 provides the posterior distribution of these differences, as well as the 95% credibility intervals.
Posterior probability of common change-point.. We then computed the probability that the change-point is the same across several series, taking p 0 = 1/2. Table 2 provides, for the simultaneous comparison of the three conditions and for each pair of conditions, the value of the posterior probability of E 0 at each change-point (τ 1 is associated with the 5 UTR, τ 2 to the 5' intron boundary, τ 3 to the 3 intron boundary and τ 4 to the 3 UTR). Reassuringly, in most cases the change-point location is identical when corresponding to intron boundaries. On the contrary, UTR boundaries seem to differ from one condition to another. Table 2 Posterior probability of a common change point across conditions for gene YAL013W Differential splicing in yeast.. We finally applied our comparison procedure to a set of 50 genes from the yeast genome which all possess two exons and which were expressed in all three conditions at the time of the experiment. The left figure of Figure 6 shows the distribution of the posterior probability of E 0 for the simultaneous comparison of the three conditions when p 0 (K) = 1/2. Once again the results strengthens the expectation that intron boundaries should not vary between conditions while more difference is observed for the UTRs. A closer look at the five genes for which we have evidence of either the second or third change-point difference reveals that one of the two exons was not expressed in the Glycerol medium. Moreover, a discussion with Dr Sherlock suggests that about 10% of the genes should be liable to differential splicing. We therefore performed the analysis over again removing the 5 outliers and setting p 0 = 0.9 for τ 1 and τ 4 and p 0 = 0.99 for the other two. Results are illustrated in the right figure of Figure 6 . For these new prior values, we observe that 9 genes have a 3 UTR length which varies, and 16 for the 5 UTR.
7. Conclusion. We have proposed two exact approaches for the comparison of change-point location. The first is based on the posterior distribution of the shift in two profiles, while the second is adapted to the comparison of multiple profiles and studies the posterior probability of having a common change-point. These procedures, when applied to RNA-Seq datasets, confirm the expectation that transcription starting and ending sites may vary between growth conditions while the localization of introns remains the same.
While we have illustrated these procedures with count datasets, they can be adapted to all distributions from the exponential family verifying the factoriability assumption as described in Section 2.2. They are in fact implemented in an R package EBS for the negative binomial, Poisson, Gaussian heteroscedastic and Gaussian homoscedastic with known variance parameter. This package is available on the CRAN repository at http://cran. r-project.org/web/packages/EBS/index.html. We set p0 = 1/2 in the left figure, and p0 = 0.9 for τ1 and τ4, p0 = 0.99 for the intron boundaries in the right figure. Table 1 . The overdispersion is estimated as detailed in Section 5.1.
Fig 9.
Boxplot of posterior probabilities of E0 for negative Binomial, with p0 = 0.5. Plotted as d increases in simulation studies for the negative binomial distribution with p0 = 0.5 and for each value of s (in columns) and each value of φ (in rows) as detailed in the right side of Table 1 . The overdispersion is estimated as detailed in Section 5.1.
