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Abstract
In this paper, we study a free boundary problem for a class of nonlinear nonautonomous size-structured population
model. Using the comparison principle and upper-lower solution methods, we establish the existence of the solution
for such kind of a model.
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1. Introduction
Free boundary problems deal with solving partial differential equations (PDEs) in a domain, a part of whose
boundary is unknown in advance; that portion of the boundary is called a free boundary. In addition to the standard
boundary conditions that are needed in order to solve the PDEs, an additional condition must be imposed at the free
boundary. One then seeks to determine both the free boundary and the solution of the differential equations. The
theory of free boundaries has seen great progress in the last century [7, 11, 15]. Recent decades have witnessed a
rapid widening of the subject area by incorporation of important free boundary topics coming from different areas: In
Finance, free boundary problems appear to determine the optimal exercise value in Black-Scholes models [12, 13]; In
Mathematical Biology, they indicate the moving fronts of populations or tumors [8, 9, 10].
Formulating mathematical models that incorporate internal and external factors of population growth is one of the
best way to analysising the problem of population dynamics. The literature on the population models with various
level of complexity is quite vast and detailed review is beyond the scope of this paper. We mention only some of the
well-established models that have been developed over the years. Among the unstructured models, the Malthus model
of exponential growth and the Verhulst logistic model are especially important. For the size-structured models with
density-dependency or time-dependency we refer to [4, 14].
In this paper, we study the following free boundary problem for a class of nonlinear nonautonomous size-structured
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population model 
ut +
(
V (x, t)u
)
x
= −m
(
x, t, P
(
u(·, t)
))
u, x ∈ [0, h(t)], t ∈ [0, T ],
V (0, t)u(0, t) = C(t) +
∫ h(t)
0
β(x, t)u(x, t)dx, t ∈ [0, T ],
u(x, 0) = u0(x), x ∈ [0, b],
h′(t) = V
(
h(t), t
)
, t ∈ [0, T ],
(1.1)
where
• u(x, t) is an unknown function which represents the density of individuals at times t.
• x = h(t) is an unknown function which represents the free boundary.
In addition, the quantities appearing in the system (1.1) are some given functions.
• The parameters β(x, t) and V (x, t) are the time and size-dependent reproduction and growth rates, respectively.
• m represents the mortality rate of an individual of size x at time t which depends on the population measure
P
(
u(·, t)
)
=
∫ h(t)
0 η(y)u(y, t)dy.
• C(t) represents the inflow of 0-size individuals from an external source (eg. seeds carried by wind).
The fixed boundary problem
ut +
(
V (x, t)u
)
x
= −m
(
x, t, P
(
u(·, t)
))
u, x ∈ [0, L], t ∈ [0, T ],
V (0, t)u(0, t) = C(t) +
∫ L
0
β(x, t)u(x, t)dx, t ∈ [0, T ],
u(x, 0) = u0(x), x ∈ [0, L],
(1.2)
corresponding to (1.1) have been considered extensively. The above problem (1.2) arises in many important applica-
tions to biology and chemistry. For example, the evolution of a size-structured population, i.e., a population where
individuals are distinguished by size, has been formulated into (1.2) [14]. On the other hand, the dynamics of coagulat-
ing particles has been investigated using similar equations as in (1.2) [1]. Existence theory have been established using
the characteristic method with the contraction mapping principle [6], the semigroup theorem [4] or the upper-lower
solution method [3].
Comparing to the problem, free boundary problem is more reasonable. The range of x is occupied in a fixed domain
in standard literatures. In other words, the biggest size of the individual is fixed. However, the real phenomena does
not obey the law. As time goes on, the biggest size of the individual maybe change due to the environment around
them. For example, x represents the age of the individual. If the external environment is better, the maximum age
is bigger. To the best of our knowledge, there’s few results on the free boundary problem for a class of nonlinear
nonautonomous size-structured population model and this is the motivation of our work. In the present paper, we will
mainly clarify the problem and show the existence and uniqueness of the solution for such kind of model.
This paper is arranged as follows. In section 2, we present the vital conditions and the main result of the paper.
In section 3.1, we take a classical transform to straighten the free boundary. A comparison result is discussed for the
problem. Using upper and lower solution method, we establish the existence of the solution for such kind of the model.
In addition, the uniqueness of the solution is discussed in the following section 3.2.
2
2. Main result
In this section, we state our main result. Before stating our theorem, we assume some vital conditions on the
parameters in (1.1).
(C1) V (x, t) is continuously differentiable with respect to x and t. Furthermore, V (x, t) > 0 for (x, t) ∈ [0, h(t))×[0, T ],
V (h(t), t) = 0 and V (λh(t), t) > λV (h(t), t) for any 0 < λ < 1.
(C2) P
(
u(·, t)
)
=
∫ h(t)
0
η(y)u(y, t)dy where η ∈ L∞(0, h(t)) and η > 0 a.e. in (0, h(t)).
(C3) m(x, t, P )(> 0) is continuous with respect to x and t and continuously differentiable with respect to P for
(x, t, P ) ∈ [0, h(t)]× [0, T ]× [0,+∞). In addition, there exists a constant M > 0 such that M +mP (x, t, P ) > 0.
(C4) C(t)(> 0) is continuous for t ∈ [0, T ].
(C5) β(x, t)(> 0) is continuous with respect to x and t for (x, t) ∈ [0, h(t)]× [0, T ].
Remark 2.1. The main difference of the conditions on the parameters in (1.1) is (C2), i.e.
P
(
u(·, t)
)
=
∫ h(t)
0
η(y)u(y, t)dy.
As we all knowm, we often assume P
(
u(·, t)
)
=
∫ L
0 η(y)u(y, t)dy which means the biggest size of the individual is fixed
in the known results. However, the real phenomena does not obey the law. As time goes on, the biggest size of the
individual maybe change due to the environment around them. For example, x represents the age of the individual. If
the external environment is better, the maximum age is bigger. Hence, the population measure would be (C2) and it
is more reasonable compared to the known assumptions in the literature.
Our main result is as follows.
Theorem 2.1. Assume that (C1)-(C5) hold. If
u0 ∈ L
∞(0, b), u0 > 0 a.e. in (0, b),
where 0 < b < L is a constant, then there exist an unique solution u(x, t) and an unique curve x = h(t) which satisfy
(1.1). Moreover, x = h(t) is an increasing function and the solution is global in time.
Remark 2.2. The monotone of the function x = h(t) is obvious, so we only to show the existence and uniqueness of
the solution for the model (1.1).
3. The proof of the main theorem
In this section, we show the existence and uniqueness of the solution for a class of nonlinear nonautonomous
size-structured population model (1.1), i.e. Theorem 2.1.
Before starting our main contents, we give simple description of the approaches. In order to achieve the goal, we
shall processed as follows:
• First, we show the existence and uniqueness of the free boundary by the standard ODE theory;
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• Second, we straighten the free boundary and convert the problem to a fixed boundary problem. Then, we can
show the existence of the solution u(x, t) by comparison principle, monotone sequences and lower and upper
solutions methods;
• Finally, we obtain the solution is indeed unique.
3.1. Existence of the solution
3.1.1. Existence and uniqueness of the free boundary
Noticing h′(t) = V
(
h(t), t
)
and V (x, t) is continuously differentiable with respect to x and t, we get an unique
continuous solution h(t) by ODE standard theory [5].
3.1.2. Straighten the free boundary
For that h(t), we consider the problem
ut +
(
V (x, t)u
)
x
= −m
(
x, t, P
(
u(·, t)
))
u, x ∈ [0, h(t)], t ∈ [0, T ],
V (0, t)u(0, t) = C(t) +
∫ h(t)
0
β(x, t)u(x, t)dx, t ∈ [0, T ],
u(x, 0) = u0(x), x ∈ [0, b],
Take the transform
ξ =
x
h(t)
,
and set
u˜(ξ, t) = u
(
h(t)ξ, t
)
= u(x, t).
A simple calculation shows
u˜t = ut + ξh
′(t)ux,
u˜ξ = h(t)ux.
Thus u˜ satisfies the following equation
u˜t +
(
V
(
h(t)ξ, t
)
− ξh′(t)
h(t)
u˜
)
ξ
= −
(
m
(
h(t)ξ, t, P˜
(
u˜(·, t)
))
+
h′(t)
h(t)
)
u˜, ξ ∈ [0, 1], t ∈ [0, T ],
V (0, t)u˜(0, t) = C(t) + h(t)
∫ 1
0
β
(
h(t)ξ, t
)
u˜(ξ, t)dξ, t ∈ [0, T ],
u˜(ξ, 0) = u0(bξ), ξ ∈ [0, 1].
(3.1)
where P˜
(
u˜(·, t)
)
= h(t)
∫ 1
0 η
(
h(t)ξ
)
u˜(ξ, t)dξ. To solve the problem, we follow the similar argument [2, 3].
3.1.3. Comparison principle
Let DT = (0, T )× (0, 1), and we introduce the following definition of a pair of coupled upper and lower solutions
of problem (3.1).
Definition 3.1. A pair of functions u˜(ξ, t) and v˜(ξ, t) are called an upper and a lower solution of (3.1) on DT ,
respectively, if all the following hold:
4
• u˜, v˜ ∈ L∞(DT );
• u˜(ξ, 0) > u0(bξ) > v˜(ξ, 0) almost everywhere in (0, 1);
• For every t ∈ (0, T ) and every nonnegative ϕ ∈ C1(DT ), we have∫ 1
0
u˜(ξ, t)ϕ(ξ, t)dξ >
∫ 1
0
u˜(ξ, 0)ϕ(ξ, 0)dξ
+
∫ t
0
(
C(s)
h(s)
+
∫ 1
0
β
(
h(s)ξ, s
)
u˜(ξ, s)dξ
)
ϕ(0, s)ds
+
∫ t
0
∫ 1
0
(
ϕs(ξ, s) +
V
(
h(s)ξ, s
)
− ξh′(s)
h(s)
ϕξ(ξ, s)
)
u˜(ξ, s)dξds
−
∫ t
0
∫ 1
0
(
m
(
h(s)ξ, s, P˜
(
v˜(·, s)
))
+MP˜
(
v˜(·, s)
)
−MP˜
(
u˜(·, s)
)
+
h′(s)
h(s)
)
u˜(ξ, s)ϕ(ξ, s)dξds
and ∫ 1
0
v˜(ξ, t)ϕ(ξ, t)dξ 6
∫ 1
0
v˜(ξ, 0)ϕ(ξ, 0)dξ
+
∫ t
0
(
C(s)
h(s)
+
∫ 1
0
β
(
h(s)ξ, s
)
v˜(ξ, s)dξ
)
ϕ(0, s)ds
+
∫ t
0
∫ 1
0
(
ϕs(ξ, s) +
V
(
h(s)ξ, s
)
− ξh′(s)
h(s)
ϕξ(ξ, s)
)
v˜(ξ, s)dξds
−
∫ t
0
∫ 1
0
(
m
(
h(s)ξ, s, P˜
(
u˜(·, s)
))
+MP˜
(
u˜(·, s)
)
−MP˜
(
v˜(·, s)
)
+
h′(s)
h(s)
)
v˜(ξ, s)ϕ(ξ, s)dξds.
Definition 3.2. A function u˜(ξ, t) is called a weak solution of (3.1) on DT if u˜ is not only an upper solution but also
a lower solution of (3.1) on DT .
Theorem 3.1. Suppose that the assumptions in Theorem 2.1 hold. Let u˜ and v˜ be a nonnegative upper solution and
a nonnegative lower solution of (3.1), respectively. Then u˜ > v˜ almost everywhere in DT .
Proof. Let w = v˜ − u˜, then w satisfies
w(ξ, 0) = v˜(ξ, 0)− u˜(ξ, 0) 6 0 a.e. in (0, 1), (3.2)
and ∫ 1
0
w(ξ, t)ϕ(ξ, t)dξ 6
∫ 1
0
w(ξ, 0)ϕ(ξ, 0)dξ
+
∫ t
0
(∫ 1
0
β
(
h(s)ξ, s
)
w(ξ, s)dξ
)
ϕ(0, s)ds
+
∫ t
0
∫ 1
0
(
ϕs(ξ, s) +
V
(
h(s)ξ, s
)
− ξh′(s)
h(s)
ϕξ(ξ, s)
)
w(ξ, s)dξds
−
∫ t
0
∫ 1
0
m
(
h(s)ξ, s, P˜
(
u˜(·, s)
))
w(ξ, s)ϕ(ξ, s)dξds
+
∫ t
0
∫ 1
0
(
M +m
P˜
(
ξ, s, θ(s)
))
P˜
(
w(·, s)
)
u˜(ξ, s)ϕ(ξ, s)dξds
+
∫ t
0
∫ 1
0
MP˜
(
w(·, s)
)
v˜(ξ, s)ϕ(ξ, s)dξds −
∫ t
0
∫ 1
0
h′(s)
h(s)
w(ξ, s)ϕ(ξ, s)dξds,
by mean value theorem, where θ(s) between P˜
(
u˜(·, s)
)
and P˜
(
v˜(·, s)
)
.
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Let ϕ(ξ, t) = eλtψ(ξ, t) where ψ ∈ C1(DT ) and λ(> 0) is chosen so that λ−m−
h′(t)
h(t) > 0 on DT × [P˜1, P˜2] where
P˜1 = min{ inf
[0,T ]
P˜ (u˜(·, t)), inf
[0,T ]
P˜ (v˜(·, t))}
and
P˜2 = max{sup
[0,T ]
P˜ (u˜(·, t)), sup
[0,T ]
P˜ (v˜(·, t))}.
Then we find
eλt
∫ 1
0
w(ξ, t)ψ(ξ, t)dξ 6
∫ 1
0
w(ξ, 0)ψ(ξ, 0)dξ
+
∫ t
0
(∫ 1
0
β
(
h(s)ξ, s
)
w(ξ, s)dξ
)
eλsψ(0, s)ds
+
∫ t
0
∫ 1
0
(
ψs(ξ, s) +
V
(
h(s)ξ, s
)
− ξh′(s)
h(s)
ψξ(ξ, s)
)
eλsw(ξ, s)dξds
+
∫ t
0
∫ 1
0
(
λ−m
(
h(s)ξ, s, P˜
(
u˜(·, s)
))
−
h′(s)
h(s)
)
w(ξ, s)eλsψ(ξ, s)dξds
+
∫ t
0
∫ 1
0
(
M +m
P˜
(
ξ, s, θ(s)
))
P˜
(
w(·, s)
)
u˜(ξ, s)eλsψ(ξ, s)dξds
+
∫ t
0
∫ 1
0
MP˜
(
w(·, s)
)
v˜(ξ, s)eλsψ(ξ, s)dξds.
(3.3)
To simplify the above inequality, we now set up a backward problem as follows:
ψs(ξ, s) +
V
(
h(s)ξ,s
)
−ξh′(s)
h(s) ψξ(ξ, s) = 0, 0 < s < t, 0 < ξ < 1,
ψ(1, s) = 0, 0 < s < t,
ψ(ξ, t) = ζ(ξ), 0 6 ξ 6 1.
(3.4)
Here ζ(ξ) ∈ C∞0 (0, 1), 0 6 ζ 6 1. In order to solve the problem (3.4), we take a transform τ = t − s and let
ψ˜(ξ, τ) = ψ(ξ, s). Then (3.4) can be written as
ψ˜τ (ξ, τ) −
V
(
h(t−τ)ξ,t−τ
)
+ξh′(t−τ)
h(t−τ) ψ˜ξ(ξ, τ) = 0, 0 < τ < t, 0 < ξ < 1,
ψ˜(1, τ) = 0, 0 < τ < t,
ψ˜(ξ, 0) = ζ(ξ), 0 6 ξ 6 1.
(3.5)
(3.5) can be solved by the characteristic method. Note that the initial and boundary values for ζ imply that 0 6 ψ 6 1
on DT .
Substituting such a ψ in (3.3) yields∫ 1
0
w(ξ, t)ζ(ξ)dξ 6
∫ 1
0
w(ξ, 0)+dξ + C1
∫ t
0
∫ 1
0
w(ξ, s)+dξds,
where w(ξ, t)+ = max{w(ξ, t), 0} and
C1 = max
DT
{
β
(
h(t)ξ, t
)
+
(
λ−m−
h′(t)
h(t)
)
+
[
(M +m
P˜
)u˜(ξ, t) +Mv˜(ξ, t)
]
h(t)η
(
h(t)ξ
)}
.
From the condition on initial data in (3.2), we have∫ 1
0
w(ξ, t)ζ(ξ)dξ 6 C1
∫ t
0
∫ 1
0
w(ξ, s)+dξds.
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Since this inequality holds for every ζ ∈ C∞0 (0, 1) with 0 6 ζ 6 1, we can choose a sequence {ζn}
∞
n=1 on (0, 1)
converging to
χ =

1, w(ξ, t) > 0,
0, otherwise.
Consequently, we find that ∫ 1
0
w(ξ, t)+dξ 6 C1
∫ t
0
∫ 1
0
w(ξ, s)+dξds,
which by Gronwalls inequality leads to ∫ 1
0
w(ξ, t)+dξ = 0.
Thus, the proof is completed.
3.1.4. Monotone sequences and existence of solutions
Now, we construct a pair of nonnegative lower and upper solutions of (3.1).
Let u0(ξ, t) = 0 and u0(ξ, t) = δeσte−γξ, where δ, σ, γ are some determinate constants. Then it can be easily shown
that u0 and u0 are a pair of coupled lower and upper solutions of (3.1) on [0, 1]× [0, T0] with T0 = min{T,
ln 2
σ
}.
Actually, it is easily seen that u0 is a lower solution of (3.1). The task is now to show that u0 is an upper solution
of (3.1).
1. u0 ∈ L∞(DT ).
2. u0(bξ) 6 δe
−γ 6 u0(ξ, 0) according to the choice of the parameters δ and γ in the following.
3. Notice
u0t (ξ, t) = σu
0(ξ, t), u0ξ(ξ, t) = −γu
0(ξ, t).
We have ∫ t
0
(
C(s)
h(s)
+
∫ 1
0
β
(
h(s)ξ, s
)
u0(ξ, s)dξ
)
ϕ(0, s)ds
=
∫ t
0
C(s)
δeσsV (0, s)
V (0, s)
h(s)
u0(0, s)ϕ(0, s)ds
+
∫ t
0
∫ 1
0
β
(
h(s)ξ, s
)
h(s)
V (0, s)
e−γξdξ
V (0, s)
h(s)
u0(0, s)ϕ(0, s)ds.
Choose a constant γ > 0 large enough such that
max
DT
β
(
h(s)ξ, s
)
h(s)
V (0, s)
6
γ
2
,
and then choose δ > 0 large enough such that
‖u0‖L∞ 6 δe
−γ and max
[0,T ]
C(s)
V (0, s)
6
δ
2
.
Hence, it holds that∫ t
0
(
C(s)
h(s)
+
∫ 1
0
β
(
h(s)ξ, s
)
u0(ξ, s)dξ
)
ϕ(0, s)ds 6
∫ t
0
V (0, s)
h(s)
u0(0, s)ϕ(0, s)ds.
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We have ∫ t
0
∫ 1
0
ϕs(ξ, s)u
0(ξ, s)dξds
=
∫ 1
0
ϕ(ξ, t)u0(ξ, t)dξ −
∫ 1
0
ϕ(ξ, 0)u0(ξ, 0)dξ
− σ
∫ t
0
∫ 1
0
ϕ(ξ, s)u0(ξ, s)dξds,
and ∫ t
0
∫ 1
0
V
(
h(s)ξ, s
)
− ξh′(s)
h(s)
ϕξ(ξ, s)u
0(ξ, s)dξds
=
∫ t
0
V
(
h(s), s
)
− h′(s)
h(s)
ϕ(1, s)u0(1, s)ds−
∫ t
0
V (0, s)
h(s)
ϕ(0, s)u0(0, s)ds
−
∫ t
0
∫ 1
0
Vx
(
h(s)ξ, s
)
h(s)− h′(s)
h(s)
ϕ(ξ, s)u0(ξ, s)dξds
+ γ
∫ t
0
∫ 1
0
V
(
h(s)ξ, s
)
− ξh′(s)
h(s)
ϕ(ξ, s)u0(ξ, s)dξds.
by integrating by parts. Then, it holds that∫ 1
0
u0(ξ, 0)ϕ(ξ, 0)dξ +
∫ t
0
(
C(s)
h(s)
+
∫ 1
0
β
(
h(s)ξ, s
)
u0(ξ, s)dξ
)
ϕ(0, s)ds
+
∫ t
0
∫ 1
0
(
ϕs(ξ, s) +
V
(
h(s)ξ, s
)
− ξh′(s)
h(s)
ϕξ(ξ, s)
)
u0(ξ, s)dξds
−
∫ t
0
∫ 1
0
(
m
(
h(s)ξ, s, P˜
(
u0(·, s)
))
+MP˜
(
u0(·, s)
)
−MP˜
(
u0(·, s)
)
+
h′(s)
h(s)
)
u0(ξ, s)ϕ(ξ, s)dξds
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∫ 1
0
u0(ξ, t)ϕ(ξ, t)dξ
+
∫ t
0
∫ 1
0
(
−σ − Vx
(
h(s)ξ, s
)
+ γ
V
(
h(s)ξ, s
)
− ξh′(s)
h(s)
+Mh(s)
∫ 1
0
η(y)u0(y, s)dy
)
ϕ(ξ, s)u0(ξ, s)dξds,
by the fourth equation of (1.1). Choose σ > 0 large enough such that
σ > max
DT
∣∣Vx(h(s)ξ, s)∣∣+ γmax
DT
V
(
h(s)ξ, s
)
− ξh′(s)
h(s)
+ 2δM‖η‖L∞max
[0,T ]
h(s).
Then u0 is an upper solution of (3.1).
We then define two sequences {uk}∞k=0 and {u
k}∞k=0 as follows.
For k = 1, 2, · · · ,
ukt +
(
V
(
h(t)ξ, t
)
− ξh′(t)
h(t)
uk
)
ξ
= −
(
Ak−1(ξ, t) +
h′(t)
h(t)
)
uk, ξ ∈ [0, 1], t ∈ [0, T ],
V (0, t)uk(0, t) = C(t) + h(t)
∫ 1
0
β
(
h(t)ξ, t
)
uk−1(ξ, t)dξ, t ∈ [0, T ],
uk(ξ, 0) = u0(bξ), ξ ∈ [0, 1],
(3.6)
and 
ukt +
(
V
(
h(t)ξ, t
)
− ξh′(t)
h(t)
uk
)
ξ
= −
(
Bk−1(ξ, t) +
h′(t)
h(t)
)
uk, ξ ∈ [0, 1], t ∈ [0, T ],
V (0, t)uk(0, t) = C(t) + h(t)
∫ 1
0
β
(
h(t)ξ, t
)
uk−1(ξ, t)dξ, t ∈ [0, T ],
uk(ξ, 0) = u0(bξ), ξ ∈ [0, 1],
(3.7)
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where
Ak−1(ξ, t) =
(
m
(
h(t)ξ, t, P˜
(
uk−1(·, t)
)))
−MP˜
(
uk−1(·, s)
)
+MP˜
(
uk−1(·, s)
)
,
Bk−1(ξ, t) =
(
m
(
h(t)ξ, t, P˜
(
uk−1(·, t)
)))
−MP˜
(
uk−1(·, s)
)
+MP˜
(
uk−1(·, s)
)
.
The existence of solutions for the problems (3.6) and (3.7) follows from the method of characteristics. Consider the
equation for the characteristic curves given by
d
ds
t(s) = 1,
d
ds
ξ(s) =
V
(
h
(
t(s)
)
ξ(s),t(s)
)
−ξ(s)h′
(
t(s)
)
h
(
t(s)
) .
The solution uk of (3.6) along the characteristic curve
(
ξ(s), t(s)
)
satisfies the following equation
d
ds
uk(s) = −
(
Vx
(
h
(
t(s)
)
ξ(s), t(s)
)
+Ak−1
(
ξ(s), t(s)
))
uk(s).
Parametrizing the characteristic curves with the variable t, then a characteristic curve passing through (ξ̂, t̂) is given
by (t,X(t; ξ̂, t̂)) where X satisfies
d
dt
X(t; ξ̂, t̂) =
V
(
h(t)X(t; ξ̂, t̂), t
)
−X(t; ξ̂, t̂)h′(t)
h(t)
and X(t̂; ξ̂, t̂) = ξ̂. From (C1), it follows that the function X is strictly increasing. Hence, a unique inverse function
τ(ξ; t̂, ξ̂) exists. Now we define G(ξ) = τ(ξ; 0, 0) where
(
G(ξ), ξ
)
represents the characteristic curve passing through
(0, 0) which divides the (ξ, t)-plane into two parts. Then for any point (ξ, t) with t 6 G(ξ), the solution uk(ξ, t) is
determined through the initial condition by
uk(ξ, t) = u0
(
bX(0; ξ, t)
)
e
−
∫
t
0
(
Vx
(
h(s)X(s;ξ,t),s
)
+Ak−1
(
X(s;ξ,t),s
))
ds
and for any point (ξ, t) with t > G(ξ) the solution is determined via the boundary condition by
uk(ξ, t) = Rk−1
(
τ(0; ξ, t)
)
e
−
∫
t
τ(0;ξ,t)
(
Vx
(
h(s)X(s;ξ,t),s
)
+Ak−1
(
X(s;ξ,t),s
))
ds
,
where Rk−1(t) =
C(t)+h(t)
∫ 1
0
β
(
h(t)ξ,t
)
uk−1(ξ,t)dξ
V (0,t) . Similarly, for any point (ξ, t) with t 6 G(ξ), the solution u
k(ξ, t) is
determined through the initial condition by
uk(ξ, t) = u0
(
bX(0; ξ, t)
)
e
−
∫
t
0
(
Vx
(
h(s)X(s;ξ,t),s
)
+Bk−1
(
X(s;ξ,t),s
))
ds
and for any point (ξ, t) with t > G(ξ) the solution is determined via the boundary condition by
uk(ξ, t) = Qk−1
(
τ(0; ξ, t)
)
e
−
∫
t
τ(0;ξ,t)
(
Vx
(
h(s)X(s;ξ,t),s
)
+Bk−1
(
X(s;ξ,t),s
))
ds
,
where Qk−1(t) =
C(t)+h(t)
∫
1
0
β
(
h(t)ξ,t
)
uk−1(ξ,t)dξ
V (0,t) .
Next we show that the sequences {uk}∞k=0 and {u
k}∞k=0 are monotone by induction. The procedure of induction is
as follows.
Step 1: Initial hypothesis of the induction;
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We first let w = u0 − u1. Then w satisfies∫ 1
0
w(ξ, t)ϕ(ξ, t)dξ 6
∫ 1
0
w(ξ, 0)ϕ(ξ, 0)dξ
+
∫ t
0
(∫ 1
0
β
(
h(s)ξ, s
)
w(ξ, s)dξ
)
ϕ(0, s)ds
+
∫ t
0
∫ 1
0
(
ϕs(ξ, s) +
V
(
h(s)ξ, s
)
− ξh′(s)
h(s)
ϕξ(ξ, s)
)
w(ξ, s)dξds
−
∫ t
0
∫ 1
0
A0(ξ, s)w(ξ, s)ϕ(ξ, s)dξds −
∫ t
0
∫ 1
0
h′(s)
h(s)
w(ξ, s)ϕ(ξ, s)dξds.
Similar to the proof of Theorem 3.1, we can get w 6 0 which implies u0 6 u1. Similarly, it can be seen that u0 > u1.
From this and the facts that u1 and u1 are a lower and an upper solution, respectively, we obtain u1 6 u1.
Step 2: Hypothesis and claim of the induction;
Assume that for some k > 1, uk and uk are a lower and an upper solution of (3.1), respectively. By similar
reasoning, we can show that uk 6 uk+1 6 uk+1 6 uk and that uk+1 and uk+1 are also a lower and an upper solution
of (3.1), respectively.
Thus, by induction, we obtain two monotone sequences that satisfy
u0 6 u1 6 · · · 6 uk 6 uk 6 · · ·u1 6 u0 a.e. in DT0 .
for each k = 0, 1, 2, · · · . Hence it follows from the monotonicity of the sequences {uk}∞k=0 and {u
k}∞k=0, there exist
functions u and u such that uk → u and uk → u pointwise in DT0 . Clearly u 6 u almost everywhere in DT0 .
Upon establishing the monotonicity of the sequences, we now prove the sequences {uk}∞k=0 and {u
k}∞k=0 converge
uniformly along characteristic curves to a limit function u˜.
On one hand, owing to u0 6 uk 6 u0 and uk 6 uk+1, we obtain that, along the characteristic curve passing through
(ξ0, 0), the solution
uk(X(t; ξ0, 0), t) = u0
(
bξ0
)
e
−
∫
t
0
(
Vx
(
h(s)X(s;ξ0,0),s
)
+Ak−1
(
X(s;ξ0,0),s
))
ds
converges to
u(X(t; ξ0, 0), t) = u0
(
bξ0
)
e
−
∫
t
0
(
Vx
(
h(s)X(s;ξ0,0),s
)
+A
(
X(s;ξ0,0),s
))
ds
uniformly and monotonically for 0 6 t 6 T0, where
A
(
X(s; ξ0, 0), s
)
=
(
m
(
h(t)ξ, t, P˜
(
u(·, t)
)))
−MP˜
(
u(·, s)
)
+MP˜
(
u(·, s)
)
.
On the other hand, along the characteristic curve passing through (0, t0), the solution
uk(X(t; 0, t0), t) = R
k−1
(
t0
)
e
−
∫
t
t0
(
Vx
(
h(s)X(s;0,t0),s
)
+Ak−1
(
X(s;0,t0),s
))
ds
converges to
u(X(t; 0, t0), t) = R
(
t0
)
e
−
∫
t
t0
(
Vx
(
h(s)X(s;0,t0),s
)
+A
(
X(s;0,t0),s
))
ds
uniformly and monotonically for 0 6 t 6 T0, where
R(t) =
C(t) + h(t)
∫ 1
0 β
(
h(t)ξ, t
)
u(ξ, t)dξ
V (0, t)
.
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Thus, we have
u(ξ, t) =
 u0
(
bX(0; ξ, t)
)
e
−
∫
t
0
(
Vx
(
h(s)X(s;ξ,t),s
)
+A
(
X(s;ξ,t),s
))
ds
, t 6 G(ξ);
R
(
τ(0; ξ, t)
)
e
−
∫
t
τ(0;ξ,t)
(
Vx
(
h(s)X(s;ξ,t),s
)
+A
(
X(s;ξ,t),s
))
ds
, t > G(ξ).
Similarly, we have
u(ξ, t) =
 u0
(
bX(0; ξ, t)
)
e
−
∫
t
0
(
Vx
(
h(s)X(s;ξ,t),s
)
+B
(
X(s;ξ,t),s
))
ds
, t 6 G(ξ);
Q
(
τ(0; ξ, t)
)
e
−
∫
t
τ(0;ξ,t)
(
Vx
(
h(s)X(s;ξ,t),s
)
+B
(
X(s;ξ,t),s
))
ds
, t > G(ξ).
where
B(ξ, t) =
(
m
(
h(t)ξ, t, P˜
(
u(·, t)
)))
−MP˜
(
u(·, s)
)
+MP˜
(
u(·, s)
)
,
Q(t) =
C(t) + h(t)
∫ 1
0 β
(
h(t)ξ, t
)
u(ξ, t)dξ
V (0, t)
.
We now show that u(ξ, t) = u(ξ, t). Let w = u(ξ, t) − u(ξ, t). Since u(ξ, t) > u(ξ, t), w(ξ, t) > 0 and w(ξ, 0) = 0.
Hence w satisfies ∫ 1
0
w(ξ, t)dξ =
∫ t
0
(∫ 1
0
β
(
h(s)ξ, s
)
w(ξ, s)dξ
)
ds
−
∫ t
0
∫ 1
0
m
(
h(s)ξ, s, P˜
(
u(·, s)
))
w(ξ, s)dξds
+
∫ t
0
∫ 1
0
(
M +m
P˜
(
ξ, s, θ(s)
))
P˜
(
w(·, s)
)
u(ξ, s)dξds
+
∫ t
0
∫ 1
0
MP˜
(
w(·, s)
)
u(ξ, s)dξds−
∫ t
0
∫ 1
0
h′(s)
h(s)
w(ξ, s)dξds,
6C0
∫ t
0
∫ 1
0
w(ξ, s)dξds
by choosing ϕ(ξ, t) = 1, where
C0 = max
DT0
[
β
(
h(t)ξ, t
)
+
(
M +m
P˜
(
ξ, t, θ(t)
))
h(t)‖η‖L∞u(ξ, t) +Mh(t)‖η‖L∞u(ξ, t)
]
.
Owing to Gronwalls inequality, we conclude w(ξ, t) = 0 a.e. in DT0 .
3.2. Uniqueness of the solution
Using arguments in [6], we can establish P (u˜(·, t)) is continuous. We claim u˜ is unique.
Actually, we suppose u˜1(ξ, t) and u˜2(ξ, t) are two nonnegative solution of (3.1). If P (u˜1(·, t)) = P (u˜2(·, t)) for
0 < t < T , then u˜1(ξ, t) = u˜2(ξ, t). Without loss of generality, we assume that P (u˜1(·, t)) = P (u˜2(·, t)), for 0 6 t 6 t0,P (u˜1(·, t)) > P (u˜2(·, t)), for t0 < t 6 t1,
where 0 6 t0 < t1 6 T . We have
−m(h(t)ξ, t, P (u˜1(·, t))) =− [m(h(t)ξ, t, P (u˜1(·, t))) +MP (u˜1(·, t))] +MP (u˜1(·, t))
6−m(h(t)ξ, t, P (u˜2(·, t))) −MP (u˜2(·, t)) +MP (u˜1(·, t))
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and
−m(h(t)ξ, t, P (u˜2(·, t))) > −m(h(t)ξ, t, P (u˜1(·, t))) −MP (u˜1(·, t)) +MP (u˜2(·, t))
by (C3). Then u˜1(ξ, t) and u˜2(ξ, t) are a lower and an upper solution of (3.1) on Dt1 , respectively. By comparison
principle, we get u˜1(ξ, t) < u˜2(ξ, t) a.e. in Dt1 and hence P (u˜1(·, t)) 6 P (u˜2(·, t)) for 0 6 t 6 t1, which is a
contradiction.
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