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LetK denote an algebraically closed field of characteristic zero and
d  3 denote an integer. An ordered pair of matrices A, A∗ is a
Leonard pair on the vector space Kd+1 if we can find invertible
matrices S1 and S2 ∈ Md+1(K) such that (i) S−11 AS1 is diagonal
and S
−1
1 A
∗S1 is irreducible tridiagonal, and (ii) S−12 A∗S2 is diago-
nal and S
−1
2 AS2 is irreducible tridiagonal. We extend this concept to
three matrices. We say an ordered triple of matrices A,A∗ and A is a
Leonard triple onKd+1 if we can find invertible matrices S1, S2 and
S3 such that (i) S
−1
1 AS1 is diagonal and both S
−1
1 A
∗S1 and S−11 AS1
are irreducible tridiagonal, (ii) S
−1
2 A
∗S2 is diagonal and both S−12 AS2
and S
−1
2 A
∗S2 are irreducible tridiagonal and (iii) S−13 AS3 is diagonal
and both S
−1
3 AS3 and S
−1
3 A
∗S3 are irreducible tridiagonal. Let
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 d 0
1 0 d − 1
2 0
. . .
. . .
. . . 1
0 d 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and A∗ = diag(d, d − 2, . . . ,−d)
be (d+1) × (d+1)matrices. Then A, A∗ is a Leonard pair onKd+1.We
determine all the matrices A such that A, A∗, A form a Leonard triple
onKd+1.
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1. Preliminaries
1.1. Leonard pairs
For the rest of the paper, K will denote a field of characteristic zero and d a nonnegative integer.
A square matrix is said to be tridiagonal if its nonzero entries appear on the diagonal, the superdiag-
onal, and the subdiagonal. A tridiagonal matrix is said to be irreducible if all the superdiagonal and
subdiagonal entries are nonzero.
We now give the definition of a Leonard pair introduced by Terwilliger in [1].
Definition 1. Let V denote a vector space overKwith finite positive dimension. By a Leonard pair on
V , we mean an ordered pair of linear transformations A : V → V and A∗ : V → V that satisfy both
the conditions below.
(i) There exists a basis for V with respect to which the matrix representing A is diagonal and the
matrix representing A∗ is irreducible tridiagonal.
(ii) There exists a basis for V with respect to which the matrix representing A∗ is diagonal and the
matrix representing A is irreducible tridiagonal.
We can restate the definition of a Leonard pair onKd+1 in terms of nonsingular matrices.
Definition 2. A Leonard pair onKd+1 is an ordered pair of matrices A and A∗ inMd+1(K) that satisfy
the conditions below.
(i) There exists a nonsingular matrix S1 such that S
−1
1 AS1 is diagonal and S
−1
1 A
∗S1 is irreducible
tridiagonal.
(ii) There exists a nonsingular matrix S2 such that S
−1
2 A
∗S2 is diagonal and S−12 AS2 is irreducible
tridiagonal.
When an ordered pair of matrices A, A∗ forms a Leonard pair through the nonsingular matrices S1
and S2, we say A, A
∗ forms a Leonard pair via the matrices S1 and S2.
1.2. An example
Here is an example of a Leonard pair given in [1]. Let V = K4 be the space of column vectors and
set
A =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 3 0 0
1 0 2 0
0 2 0 1
0 0 3 0
⎞
⎟⎟⎟⎟⎟⎟⎠
and A∗ =
⎛
⎜⎜⎜⎜⎜⎜⎝
3 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −3
⎞
⎟⎟⎟⎟⎟⎟⎠
.
The identitymatrix I satisfies condition (ii) ofDefinition2, since thematricesAandA∗ are irreducible
tridiagonal and diagonal respectively. The similarity matrix P of A and A∗,
P =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 3 3 1
1 1 −1 −1
1 −1 −1 1
1 −3 3 −1
⎞
⎟⎟⎟⎟⎟⎟⎠
,
satisfies condition (i) of Definition 2, since the matrices P−1A∗P = A and P−1AP = A∗ are irreducible
tridiagonal and diagonal respectively. Note that P2 = 8I.
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In general, the matrices
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 d 0
1 0 d − 1
2 0
. . .
. . .
. . . 1
0 d 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and A∗ = diag(d, d − 2, . . . ,−d)
form a Leonard pair on Kd+1 via the identity matrix I and the matrix P = (pij), where the entries
of (pij) are the coefficients of the polynomial (1 + λ)d−i(1 − λ)i = ∑dj=0 pijλj. Explicitly, following
standard notation for hypergeometric series [2, p. 3]
pij =
⎛
⎝d
j
⎞
⎠
2F1
(−i − j
−d
∣∣∣∣2
)
.
1.3. Leonard systems
Whenworkingwith a Leonardpair, it is often convenient to consider a closely related and somewhat
more abstract object called a Leonard system. To prepare for our definition of a Leonard system, we
recall a few concepts from linear algebra. Let d denote a nonnegative integer and letMd+1(K) denote
the K-algebra consisting of all square matrices of size (d + 1) that have entries in K. We index the
rows and columns of thematrices inMd+1(K) by 0, 1, . . . , d. We letKd+1 denote theK-vector space
consisting of all (d+1)× 1matrices that have entries inK.We index the rows of the elements ofKd+1
by 0, 1, . . . , d. Let A be a matrix of Md+1(K) whose eigenvalues are distinct in K. We call such an
element multiplicity free. Let θ0, θ1, . . . , θd denote an ordering of eigenvalues of A. For 0  i  d put
Ei =
∏
0id
j =i
A − θjI
θi − θj
where I denotes the identity ofMd+1(K). We observe that (i) AEi = θiEi (0  i  d); (ii) EiEj = δijEi;
(iii)
∑d
i=0 Ei = I; (iv) A =
∑d
i=0 θiEi. Let D denote the subalgebra of Md+1(K) generated by A. Using
(i)-(iv) we find that the set {E0, E1, . . . , Ed} is a basis for theK-vector spaceD. We call Ei the primitive
idempotent of A associated with the eigenvalue θi. It is helpful to think of these primitive idempotents
as follows. Observe that
K
d+1 = E0Kd+1 ⊕ E1Kd+1 ⊕ · · · ⊕ EdKd+1.
For 0  i  d,EiKd+1 is the (one-dimensional) eigenspaceofA inKd+1 associatedwith the eigenvalue
θi, and Ei acts onK
d+1 as the projection onto this eigenspace.
Definition 3. Let d denote a nonnegative integer and let A, A∗ be an ordered pair consisting of
multiplicity-free elements in Md+1(K). By an idempotent sequence for A, A∗ we mean an ordering
{Ei}di=0 of the primitive idempotents of A such that
EiA
∗Ej =
⎧⎨
⎩ 0, if |i − j| > 1= 0, if |i − j| = 1 (0  i, j  d).
We observe that if {Ei}di=0 is an idempotent sequence for A, A∗, then so is {Ed−i}di=0 and A, A∗ has
no further idempotent sequence. By a dual idempotent sequence for A, A∗ we mean an idempotent
sequence for A∗, A.
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Definition 4. Let d denote a nonnegative integer. By a Leonard system inMd+1(K)wemean a sequence
 = (A, A∗; Ei, E∗i , i = 0, . . . , d)
which satisfies (i)-(iii) below.
(i) Each of A, A∗ is a multiplicity-free element ofMd+1(K).
(ii) {Ei}di=0 is an idempotent sequence for A, A∗.
(iii) {E∗i }di=0 ia a dual idempotent sequence for A, A∗.
We call d the diameter of .
Definition 5. Let  denote the Leonard system (A, A∗; Ei, E∗i , i = 0, . . . , d). For 0  i  d, we let
θi (resp. θ
∗
i ) denote the eigenvalue of A (resp. A
∗) associated with the primitive idempotent Ei (resp.
E∗i ). We refer to {θi}di=0 as the eigenvalue sequence of . We refer to {θ∗i }di=0 as the dual eigenvalue
sequence of . We observe that θ0, θ1, . . . , θd are mutually distinct and are contained inK. Similarly
θ∗0 , θ∗1 , . . . , θ∗d are mutually distinct and are contained inK.
1.4. The relatives of a Leonard system
A given Leonard system can bemodified in several ways to get a new Leonard system. For instance,
let  = (A, A∗; Ei, E∗i , i = 0, . . . , d) be a Leonard system, and let α, α∗, β, β∗ denote scalars in K
such that α = 0 and α∗ = 0. Then
(αA + βI, α∗A∗ + β∗I; Ei, E∗i , i = 0, . . . , d)
is a Leonard system in Md+1(K). Also each of the following three sequences is a Leonard system in
Md+1(K):
∗ = (A∗, A; E∗i , Ei, i = 0, . . . , d),
↓ = (A, A∗; Ei, E∗d−i, i = 0, . . . , d),
⇓ = (A, A∗; Ed−i, E∗i , i = 0, . . . , d).
We refer to ∗ (resp. ↓) (resp. ⇓) as the dual (resp. first inversion) (resp. second inversion) of .
1.5. The standard basis and the split basis
In this subsection, we present two bases forKd+1 that induce a nice form for the matrices repre-
senting the Leonard pair A, A∗.
Definition 6. Let  denote the Leonard system  = (A, A∗; Ei, E∗i , i = 0, . . . , d). By a -standard
basis forKd+1, we mean a sequence
E∗0u, E∗1u, . . . , E∗du
where u is a nonzero vector in E0K
d+1.
The proof that a -standard basis is a basis forKd+1 is found in Section 5 of [3].
Theorem 7. Let  = (A, A∗; Ei, E∗i , i = 0, . . . , d) denote a Leonard system and {θi}di=0 and {θ∗i }di=0 be
the respective eigenvalue sequence and dual eigenvalue sequence of. Via a-standard basis, thematrices
representing A and A∗ are
J.M.P. Balmaceda, J.P. Maralit / Linear Algebra and its Applications 437 (2012) 1961–1977 1965
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0 b0 0
c1 a1 b1
c2 a2
. . .
. . .
. . . bd−1
0 cd ad
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and diag(θ∗0 , . . . , θ∗d )
respectively, where ai, bi, ci are in K, for i = 0, 1, . . . , d and c0 = bd = 0. Moreover the matrix
representing A with respect to a -standard basis has constant row sum θ0, that is ci + ai + bi = θ0 for
i = 0, 1, . . . , d.
The proof of this theorem is found in Section 10 of [1].
Definition 8. Let denote the Leonard system = (A, A∗; Ei, E∗i , i = 0, . . . , d)with eigenvalue se-
quence {θi}di=0 and dual eigenvalue sequence {θ∗i }di=0. By a-split basis forKd+1, wemean a sequence
u, (A − θ0I)u, (A − θ1I)(A − θ0I)u, . . . , (A − θd−1I)(A − θd−2I) · · · (A − θ0I)u
where u is a nonzero vector in E∗0Kd+1.
The proof that a -split basis is a basis forKd+1 is found in Section 5 of [3].
Theorem 9. Let  = (A, A∗; Ei, E∗i , i = 0, . . . , d) denote a Leonard system and {θi}di=0 and {θ∗i }di=0
be the respective eigenvalue sequence and dual eigenvalue sequence of . Via a -split basis, the matrix
representing A and A∗ are respectively⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕd
0 θ∗d
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
for some nonzero ϕ1, ϕ2, . . . , ϕd ∈ K. We call {ϕi}di=1 the first split sequence of . We let {φi}di=1 be the
first split sequence of⇓ and call this the second split sequence of. For notational convenience, we define
ϕ0 = 0, ϕd+1 = 0, φ0 = 0, φd+1 = 0.
The proof of this theorem is found in Section 21 of [1].
1.6. Parameter array
Definition 10. Let d denote a nonnegative integer. By a parameter array overK of diameter dwemean
a sequence of scalars ({θi}di=0, {θ∗i }di=0, {ϕi}di=1, {φi}di=1) taken from K that satisfies the following
conditions (PA1)–(PA5).
PA1 θi = θj , θ∗i = θ∗j if i = j (0  i, j  d).
PA2 ϕi = 0, φi = 0 (1  i  d).
PA3 ϕi = φ1∑i−1h=0 θh−θd−hθ0−θd + (θ∗i − θ∗0 )(θi−1 − θd) (1  i  d).
PA4 φi = ϕ1∑i−1h=0 θh−θd−hθ0−θd + (θ∗i − θ∗0 )(θd−i+1 − θ0) (1  i  d).
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PA5 The expressions
θi−2 − θi+1
θi−1 − θi and
θ∗i−2 − θ∗i+1
θ∗i−1 − θ∗i
are equal and independent of i for 2  i  d−1.
Theorem 11. Let d be a nonnegative integer and ({θi}di=0, {θ∗i }di=0, {ϕi}di=1, {φi}di=1) denote a sequence
of scalars taken fromK. Then the following statements (i), (ii) are equivalent.
(i) The sequence ({θi}di=0, {θ∗i }di=0, {ϕi}di=1, {φi}di=1) is a parameter array overK.
(ii) There exists a Leonard system  over K that has eigenvalue sequence {θi}di=0, dual eigenvalue
sequence {θ∗i }di=0, first split sequence {ϕi}di=1, and second split sequence {φi}di=1.
The proof of this theorem can be found in Section 14 of [4].
Given the parameter array for a Leonard system  = (A, A∗; Ei, E∗i , i = 0, . . . , d), we can write the
superdiagonal entries bi, subdiagonal entries ci, and diagonal entries ai of the matrix representing A
via a -standard basis.
Theorem 12. Let  = (A, A∗; Ei, E∗i , i = 0, . . . , d) denote a Leonard system. Via a -standard basis
the matrix representing A is⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0 b0 0
c1 a1 b1
c2 a2
. . .
. . .
. . . bd−1
0 cd ad
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where
ai = θi + ϕi
θ∗i − θ∗i−1
+ ϕi+1
θ∗i − θ∗i+1
(1)
bi = ϕi+1
∏i−1
h=0(θ∗i − θ∗h )∏i
h=0(θ∗i+1 − θ∗h )
(2)
and
ci = φi
∏d−i−1
h=0 (θ∗i − θ∗d−h)∏d−i
h=0(θ∗i−1 − θ∗d−h)
. (3)
The proof of this theorem is found in Section 23 of [1].
2. Leonard triples
We now extend the concept of a Leonard pair to a Leonard triple.
Definition 13. Let V denote a vector space overK with finite positive dimension. By a Leonard triple
on V , we mean an ordered triple of linear transformations A : V → V , A∗ : V → V and A : V → V
that satisfy the conditions below.
(i) There exists a basis for V for which the matrix representing A is diagonal and the matrices
representing A∗ and A are irreducible tridiagonal.
(ii) There exists a basis for V for which the matrix representing A∗ is diagonal and the matrices
representing A and A are irreducible tridiagonal.
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(iii) There exists a basis for V for which the matrix representing A is diagonal and the matrices
representing A and A∗ are irreducible tridiagonal.
We can restate the definition of a Leonard triple onKd+1 in terms of nonsingular matrices.
Definition 14. Given a positive integer d, a Leonard triple onKd+1 is an ordered triple of matrices A,
A∗ and A inMd+1(K) that satisfy the conditions below.
(i) There exists a nonsingular matrix S1 such that S
−1
1 AS1 is diagonal and S
−1
1 A
∗S1 and S−11 AS1 are
irreducible tridiagonal.
(ii) There exists a nonsingular matrix S2 such that S
−1
2 A
∗S2 is diagonal and S−12 AS2 and S−12 AS2 are
irreducible tridiagonal.
(iii) There exists a nonsingular matrix S3 such that S
−1
3 A
S3 is diagonal and S
−1
3 AS3 and S
−1
3 A
∗S3 are
irreducible tridiagonal.
When an ordered triple of matrices A, A∗, A forms a Leonard triple through the nonsingular ma-
trices S1, S2 and S3, we say A, A
∗, A form a Leonard triple via thematrices S1, S2 and S3.We note that if
A, A∗, A form a Leonard triple onKd+1, then (A, A∗), (A, A) and (A∗, A) are Leonard pairs onKd+1.
2.1. Leonard pairs and the Lie algebra sl2
Let
X =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 d 0
0 d − 1
0
. . .
. . . 1
0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, Y =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0
1 0
2 0
. . .
. . .
0 d 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
H = diag(d, d − 2, . . . ,−d) ∈ Md+1(K).
For d = 1, the matrices X , Y and H form a basis for the Lie algebra sl2 = {Z ∈ M2(K)|trace(Z) = 0}
with multiplication [R, S] = RS − RS called the bracket or commutator product. When d > 1, these
matrices form a subalgebra isomorphic to the algebra sl2 contained in sld+1. Note that the matrices
X + Y , H give the Leonard pair in the previous example.
2.2. Extending a Leonard pair to a Leonard triple
We state our main problem. Let d  3, X, Y and H be the matrices defined in Section 2.1. Let
A = X + Y , A∗ = H. Given the Leonard pair A, A∗ we determine all matrices A such that A, A∗, A form a
Leonard triple onKd+1.
3. List of parameter arrays with common value 3
In the next sections,we assume that thematrixA extends the Leonard pairA, A∗ of Example 1.2 to a
Leonard triple. In Section4.2,wewill showthat theLeonard system = (A, A∗; Ei , E∗i , i = 0, . . . , d)
hasaparameter arraywith constant value (PA5) equal to3. InTheorem35.15of [1], Terwilliger classified
all types of parameter arrays, including the parameter arrays with constant value q + q−1 + 1 = 3,
and d  3.
1968 J.M.P. Balmaceda, J.P. Maralit / Linear Algebra and its Applications 437 (2012) 1961–1977
Theorem 15. Let  = (A, A∗; Ei, E∗i , i = 0, . . . , d) denote a Leonard system. If the constant value in
(PA5) of Definition 10 is equal to 3, then the following are the only possible parameter arrays for the Leonard
system :
(1) (Racah): ({θi}di=0, {θ∗i }di=0, {ϕi}di=1, {φi}di=1) with
θi = θ0 + hi(i + 1 + s),
θ∗i = θ∗0 + h∗i(i + 1 + s∗)
for 0  i  d and
ϕi = hh∗i(i − d − 1)(i + r1)(i + r2),
φi = hh∗i(i − d − 1)(i + s∗ − r1)(i + s∗ − r2)
for 1  i  d, h, h∗ are nonzero, r1 + r2 = s+ s∗ + d+ 1, none of r1, r2, s∗ − r1, s∗ − r2 is equal
to −i for 1  i  d and neither of s, s∗ equals −i for 2  i  2d. We call such parameter array
Racah.
(2) (Hahn): ({θi}di=0, {θ∗i }di=0, {ϕi}di=1, {φi}di=1) with
θi = θ0 + si,
θ∗i = θ∗0 + h∗i(i + 1 + s∗)
for 0  i  d and
ϕi = h∗si(i − d − 1)(i + r),
φi = −h∗si(i − d − 1)(i + s∗ − r)
for 1  i  d, h∗, s are nonzero, none of r, s∗ − r is equal to −i for 1  i  d and s∗ = −1 for
2  i  2d. We call such parameter array Hahn.
(3) (Dual Hahn): ({θi}di=0, {θ∗i }di=0, {ϕi}di=1, {φi}di=1) with
θi = θ0 + hi(i + 1 + s),
θ∗i = θ∗0 + s∗i
for 0  i  d and
ϕi = hs∗i(i − d − 1)(i + r),
φi = hs∗i(i − d − 1)(i + r − s − d − 1)
for 1  i  d, h, s∗ are nonzero, none of r, s − r is equal to −i for 1  i  d and s = −i for
2  i  2d. We call such parameter array Dual Hahn.
(4) (Krawtchouk): ({θi}di=0, {θ∗i }di=0, {ϕi}di=1, {φi}di=1) with
θi = θ0 + si,
θ∗i = θ∗0 + s∗i
for 0  i  d and
ϕi = ri(i − d − 1),
φi = (r − ss∗)i(i − d − 1)
for 1  i  d, r, s, s∗ are nonzero, and r = ss∗. We call such parameter array Krawtchouk.
The proof of this theorem is found in Section 35 of [1].
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4. Form of solutions
Throughout this sectionwe let d be an integer greater than or equal to 3, A = X+Y, A∗ = Hwhere
X, Y and H are the matrices defined in Section 2.1 and suppose A extends the Leonard pair A, A∗
to a Leonard triple. Let {Ei}di=0 (resp. {E∗i }di=0) (resp. {Ei }di=0) be the idempotent sequence of A ( resp.
A∗) (resp. A), and let {θi}di=0 (resp. {θ∗i }di=0) (resp. {θi }di=0) be the eigenvalue sequence of A (resp.
A∗) (resp. A). Let I be the identity matrix in Md+1(K), P be the matrix defined in Example 1.2, J be
the backward identity matrix in Md+1(K) with 1 at the i, d − i entry and zero elsewhere, and ei the
column vector inKd+1 with 1 at the ith position and zero elsewhere. We determine in this section a
set containing all solutions A .
4.1. The set containing the solution
Theorem 16. If d  3 and A extends the Leonard pair A, A∗ to a Leonard triple on Kd+1, then A is in
theK-linear span of I, X, Y , and H.
Before we can prove the theorem above, we need to develop some theorems.
Lemma 17. If A extends the Leonard pair A, A∗ to a Leonard triple on Kd+1, then A is an irreducible
tridiagonal matrix.
Proof. Suppose that A, A∗, A is a Leonard triple. Since A∗ is diagonal, a basis B forKd+1 with respect
to which the matrix representing A∗ is diagonal is a permutation of the set {α0e0, α1e1, . . . , αded}
for some nonzero αi ∈ K, i = 0, 1, . . . , d. Since A, A∗ is a Leonard pair, via the basis B, the matrix
representing A is irreducible tridiagonal. If v0 and v1 are the respective zeroth and first element of the
basis B, then
Av0 = k00v0 + k10v1 for some k00, k10 ∈ K. (4)
Since B is a permutation of the basis {αiei}di=0, v0 = αiei for some i ∈ {0, 1, . . . , d}. By matrix
multiplication
Aei = (d − i)ei−1 + iei+1 for 0 < i < d. (5)
Eqs. (4) and (5) will yield a contradiction. Hence either v0 = α0e0 or v0 = αded. Consequently either
B = {α0e0, α1e1, . . . , αd−1ed−1, αded} or B = {αded, αd−1ed−1, . . . , α1e1, α0e0}. Since A∗, A is a
Leonardpair, via (either) the basisB thematrix representingA is irreducible tridiagonal. Consequently
A is irreducible tridiagonal. 
Lemma 18. If A extends the Leonard pair A, A∗ to a Leonard triple onKd+1, then the matrix representing
P−1AP is an irreducible tridiagonal matrix.
Proof. The lemma is an immediate result of Lemma 17 and the similarity of the matrices A and A∗ via
the matrix P. 
As a result of Lemma18, theonly bases that satisfy (i) ofDefinition14are {α0Pe0, α1Pe1, . . . , αdPed}
and {αdPed, αd−1Ped−1, . . . , α0Pe0}.
Theorem 19. If A extends the Leonard pair A, A∗ to a Leonard triple onKd+1, then the diagonal entries
ai of A
 , are of the form ai = m + n(d − 2i) for i = 0, 1, . . . , d, where m and n are scalars inK.
Proof. Suppose that A, A∗, A is a Leonard triple. Since A∗ is diagonal, by Lemma 17 A is irreducible
tridiagonal. Without loss of generality, via the basis {Pe0, Pe1, . . . , Ped}, the matrix representing A is
diagonal and the matrix representing A is irreducible tridiagonal.
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Then there are scalars k00, k10, kdd and kd−1d such that
APe0 = k00Pe0 + k10Pe1 (6)
and
APed = kddPed + kd−1dPed−1. (7)
Note that
Pe0 = (1, 1, . . . , 1)T ,
Pe1 = (d, d − 2, . . . ,−d)T ,
Ped = ((−1)0, (−1)1, . . . , (−1)d)T ,
Ped−1 = ((−1)0d, (−1)1(d − 2) . . . , (−1)d(−d))T
If we let
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0 b

0 0
c1 a

1 b

1
c2 a

2
. . .
. . .
. . . bd−1
0 cd a

d
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
from Eq. (6),
ci + ai + bi = k00 + k10(d − 2i). (8)
From Eq. (7)
ci − ai + bi = −kdd − kd−1d(d − 2i). (9)
This is true for all i = 0, 1, . . . , d with c0 = bd+1 = 0. Subtracting Eq. (9) from Eq. (8) gives the
result. 
4.2. Parameter array for the Leonard pairs A , A∗ and A, A
In this subsection, we consider the Leonard systems  = (A, A∗; Ei , E∗i , i = 0, . . . , d) and
′ = (A, A; Ei , Ei, i = 0, . . . , d). The corresponding parameter array of  is ({θi }di=0, {θ∗i }di=0,
{ϕi}di=1, {φi}di=1). Ifwecompute thecommonvalue (PA5)ofDefinition10,
θi−2 − θi+1
θi−1 − θi
and
θ∗i−2 − θ∗i+1
θ∗i−1 − θ∗i
are both equal to
θ∗i−2 − θ∗i+1
θ∗i−1 − θ∗i
= (d − 2(i − 2)) − (d − 2(i + 1))
(d − (i − 1)) − (d − 2i) =
4 + 2
2
= 3.
Hence by Theorem 15 the only possible parameter arrays for the Leonard system  are Racah, Hahn,
Dual Hahn or Krawtchouk. The dual eigenvalue sequence of the Leonard system  is θ∗i = d − 2i,
hence it is impossible for the Leonard system to have Racah or Hahn as parameter arrays.We are left
with the two parameter arrays Krawtchouk and Hahn. By Eq. 1 of Theorem 12, thematrix representing
A via a -standard basis has diagonal entries
ai = θi +
ϕi
θ∗i − θ∗i−1
+ ϕi+1
θ∗i − θ∗i+1
.
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Since A∗ is diagonal, the ai ’s are precisely the diagonal entries of A . If  has parameter array Dual
Hahn, the diagonal entries of A are
ai = θi +
ϕi
θ∗i − θ∗i−1
+ ϕi+1
θ∗i − θ∗i+1
= (hi2 + α1i + α0) + ϕi
2
− ϕi+1
2
= (hi2 + α1i + α0) + (3hi2 + β1i + β0)
= 4hi2 + (α1 + β1)i + (α0 + β0),
for some constantsα1, α0, β1, β0. This contradicts Theorem 19.With the same argument above, θ
∗
i =−d + 2i will lead to a contradiction. Hence Krawtchouk is the only possible parameter array for the
Leonard system . Moreover, since the matrices A and A∗ have the same eigenvalue sequence, the
Leonard system ′ can only have a Krawtchouk parameter array.
4.3. The superdiagonal entries and subdiagonal entries of thematrix representing A under the-standard
basis
Let = (A, A∗; Ei , E∗i , i = 0, . . . , d) be a Leonard system and let bi and ci for i = 0, 1, . . . , d be
the respective superdiagonal and subdiagonal entries of the matrix representing A via a -standard
basis. For convenience we let bd = c0 = 0. By Eq. (2) of Theorem 12 and using the parameter
Krawtchouk parameter array,
bi = ϕi+1
∏i−1
h=0(θ∗i − θ∗h )∏i
h=0(θ∗i+1 − θ∗h )
= ϕi+1
( ∏i−1
h=0((d − 2i) − (d − 2h))∏i
h=0((d − 2(i + 1)) − (d − 2h))
)
= −r(i + 1)(d − i) (−2)
ii!
(−2)i+1(i + 1)!
= r
2
(d − i)
and by Eq. (3) of Theorem 12
ci = φi
∏d−i−1
h=0 (θ∗i − θ∗d−h)∏d−i
h=0(θ∗i−1 − θ∗d−h)
= φi
∏d−i−1
h=0 ((d − 2i) − (d − (d − 2i)))∏d−i
h=0((d − 2(i − 1)) − d − 2(d − h))
= −(r + 2s)(d − i + 1) 2
d−i(d − i)!
2d−i+1(d − i + 1)!
=
(
− r + 2s

2
)
i.
4.4. The form of solutions A
We are ready to prove Theorem 16 in this subsection.
Proof. Let  = (A, A∗; Ei , E∗i , i = 0, . . . , d) be a Leonard system. From the previous subsections,
we can conclude that the matrix representing A under the -standard basis has diagonal entries
ai = ai = k0+k1(d−2i), subdiagonal entries ci = k2i and superdiagonal entries bi = k3(d−i)where
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k0, k1, k2, k3 ∈ K and k2, k3 are nonzero. Hence thematrix representing A under a-standard basis,
sayB , canbewritten in termsof thematrices defined in Section2.1; that isB = k3X+k2Y+k1H+k0I.
Since A∗ is diagonal, by Lemma 17 either {α0e0, α1e1, . . . , αded} or {βded, βd−1ed−1, . . . , β0e0} is a
-standard basis forKd+1, for some scalars αi, βi ∈ K. Consequently S2 = diag(α0, α1, . . . , αd) or
S2 = diag(β0, β1, . . . , βd)J satisfies Definition 14 and S−12 AS2 has constant row sum θ0. If S2 = D =
diag(α0, α1, . . . , αd), then D
−1AD = B . Hence
A = D(k3X + k2Y + k1H + k0I)D−1.
Let
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0 b

0 0
c1 a

1 b

1
c2 a

2
. . .
. . .
. . . bd−1
0 cd a

d
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Consider the Leonard pair A, A . Without loss of generality, via the basis {Pe0, Pe1, . . . , Ped}, the
matrix representing A is diagonal and the matrix representing A is irreducible tridiagonal.
Then there are scalars k01, k11, k21, kd−2d−1, kd−1d−1 and kdd−2 such that
APe1 = k01Pe0 + k11Pe1 + k21Pe2 (10)
and
APed−1 = kd−2d−1Ped−2 + kd−1d−1Ped−1 + kdd−1Ped. (11)
Note that
Pe0 = (1, 1, . . . , 1)T ,
Pe1 = (d, d − 2, . . . ,−d)T ,
Pe2 =
(
1
2
(d2 − d), . . . , 1
2
((d − 2i)2 − d), . . . , 1
2
(d2 − d)
)T
,
Ped = ((−1)0, (−1)1, . . . , (−1)d)T ,
Ped−1 = ((−1)0d, (−1)1(d − 2), . . . , (−1)d(−d))T
Ped−2 =
(
(−1)0 1
2
(d2 − d), . . . , (−1)i 1
2
((d − 2i)2 − d), . . . , (−1)d 1
2
(d2 − d)
)T
.
From Eq. (10)
(d−2i+2)ci +(d−2i)ai +(d−2i−2)bi = k01+k11(d−2i)+k21
(
1
2
((d − 2i)2 − d)
)
(12)
and from Eq. (11)
(d−2i+2)ci −(d−2i)ai +(d−2i−2)bi = −kdd−1−kd−1d−1(d−2i)−kd−2d−1
(
1
2
((d − 2i)2 − d)
)
.
(13)
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Taking the sum of Eqs. (12) and (13)
(d − 2i + 2)ci + (d − 2i − 2)bi = (k01 − kdd−1) + (k11 − kd−1d−1)(d − 2i)
+(k21 − kd−2d−1)
(
1
2
((d − 2i)2 − d)
)
(14)
and taking the sum of Eqs. (8) and (9)
ci + bi = (k00 − kdd) + (k10 − kd−1d)(d − 2i). (15)
Multiplying by (d − 2i) both sides of Eq. (15), we obtain
(d − 2i)ci + (d − 2i)bi = (k00 − kdd)(d − 2i) + (k10 − kd−1d)(d − 2i)2 (16)
Hence from Eqs. (14) and (16)
ci − bi = m0 + m1(d − 2i) + m2(d − 2i)2 (17)
for somem0,m1,m2 ∈ K.
Solving for bi and c

i using (15) and (17), we can write
bi = ν0 + ν1(d − i) + ν2(d − i)2 (18)
ci = μ0 + μ1i + μ2i2 (19)
for some μ0, μ1, μ2, ν0, ν1, ν2 ∈ K.
Since A = D(k3X + k2Y + k1H + k0I)D−1 where D = diag(α0, α1, . . . , αd),
αi
αi−1
k2i = ci = μ0 + μ1i + μ2i2 (20)
and
αi
αi+1
k3(d − i) = bi = ν0 + ν1(d − i) + ν2(d − i)2 (21)
for all i = 0, 1, . . . , d. When i = 0 in Eq. (20)μ0 = 0, hence αi
αi−1
k2 = μ1 + μ2i for i = 1, . . . , d or
αi+1
αi
k2 = μ1 + μ2(i + 1) for i = 0, . . . , d − 1 . When i = d in Eq. (21) ν0 = 0, hence αi
αi+1
k3 =
ν1 + ν2(d− i) for i = 0, 1, 2, ..., d− 1. Solving the system of d equations αi+1
αi
k2 = μ1 + μ2(i+ 1)
and
αi
αi+1
k3 = ν1 + ν2(d− i) for i = 0, 1, 2, ..., d− 1,μ2 and ν2 are both zero. Hence both αi+1
αi
and
αi
αi+1
are constant. Consequently D = k(diag(1, r, r2, . . . , rd)) where r, k ∈ K.
If S2 = diag(β0, β1, . . . , βd)J = DJ, using an argument similar to the above on
A = D(k2X + k3Y − k1H + k0I)D−1,
then D = k(diag(1, r, r2, . . . , rd)) where r, k ∈ K. Therefore A is in the K-linear span of
I, X, Y and H. 
5. Matrices that extend the Leonard pair X + Y and H to a Leonard triple
Throughout this section we let d be an integer greater than or equal to 3, A = X + Y, A∗ = H
where X, Y and H are the matrices defined in Section 2.1 Let I be the identity matrix in Md+1(K), P
be the matrix defined in Example 1.2, and ei the column vector inK
d+1 with 1 at the ith position and
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zero elsewhere. In this section, we determine exactly which matrices in the span{I, X, Y,H} are not
solutions.
Theorem20. Thematrix X+aY+bH is similar to√a + b2H via amatrix K ∈Md+1(K)where K2 = cI
for some constant c ∈ K.
Proof. Let u = √a + b2 − b and let v0 = ∑di=0 uiei. Then the ith entry of (x+ ay+ bh)v0 is aiui−1 +
b(d−2i)ui+(d−i)ui+1 = d√a + b2uiwhich is the corresponding entry of d√a + b2v0.Moreover ifλ
is an eigenvaluewith corresponding eigenvector v, thenλ−2√a + b2 is also an eigenvaluewith corre-
sponding eigenvector
(
u
a
X − a
u
Y + H
)
v. Hence
(
u
a
x − a
u
y + h
)i
v0 = (d
√
a + b2−2i√a + b2)v0,
and we have shown similarity. Next, we show that the matrix X + aY + bH is similar to√a + b2H via
thematrixK = (kij)where kij is the coefficient of the polynomial
(
1 + u
a
λ
)d−i
(u−λ)i = ∑dj=0 kijλj;
explicitly,
kij = u
i+j
aj
⎛
⎝d
j
⎞
⎠
2F1
(−i − j
−d
∣∣∣∣ a
u2
+ 1
)
with K2 = cI, for some constant c ∈ K. First, we show that K2 is proportional to the identity. We use
the orthogonality relation of the Krawtchouk polynomials found in [5], that is
d∑
l=0
⎛
⎝d
l
⎞
⎠ pl(1 − p)l−j2F1
(−i − l
−d
∣∣∣∣1
p
)
2F1
(−j − l
−d
∣∣∣∣1
p
)
= (−1)
jj!
(−d)j
(
1 − p
p
)j
δij.
The entries of K2 are
d∑
l=0
kilklj =
d∑
l=0
(
ui+l
al
ul+j
aj
)⎛⎝d
l
⎞
⎠
⎛
⎝d
j
⎞
⎠
2F1
(−i,−l
−d
∣∣∣∣ a
u2
+ 1
)
2F1
(−l,−j
−d
∣∣∣∣ a
u2
+ 1
)
=
⎛
⎝d
j
⎞
⎠ ui+j
aj
d∑
l=0
⎛
⎝d
l
⎞
⎠ u2l
al
2F1
(−i,−l
−d
∣∣∣∣ a
u2
+ 1
)
2F1
(−j,−l
−d
∣∣∣∣ a
u2
+ 1
)
=
⎛
⎝d
j
⎞
⎠ ui+j
aj
(
u2 + a
a
)d d∑
l=0
⎛
⎝d
l
⎞
⎠( u2
u2 + a
)l (
a
u2 + a
)d−l
× 2F1
(−i,−l
−d
∣∣∣∣ a
u2
+ 1
)
2F1
(−j,−l
−d
∣∣∣∣ a
u2
+ 1
)
.
Using the orthogonality relation of Krawtchouk polynomials above with p = u
2
u2 + a , the sum on the
right reduces to
⎛
⎝d
j
⎞
⎠ u2j
aj
(
u2 + a
a
)d
(−1)jj!
(−d)j
(
a
u2
)j
δij =
⎧⎪⎪⎨
⎪⎪⎩
(
u2
a
+ 1
)d
, if i = j
0, if i = j
Hence K2 is proportional to the identity. Next we show that each column of K is an eigenvector of
X + aY + bH; that is, we need to find a constant γj ∈ K such that
γjKej =
(
u
a
X − a
u
Y + H
)j
v0 for j = 0, 1, . . . , d.
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We use induction on j. If j = 0, Ke0 = (k00, k10, . . . , kd0)T , and
ki0 = u
i+0
a0
⎛
⎝d
0
⎞
⎠
2F1
(−i − 0
−d
∣∣∣∣ a
u2
+ 1
)
= ui.
Therefore Ke0 = v0. Suppose true for j = n. We show it is true for j = n + 1. Before we can prove
this, we need to use Gauss’ relation for contiguous functions, that is,
(c − a)2F1
(
a − 1 b
c
∣∣∣∣z
)
+ (2a − c − az + bz)2F1
(
a b
c
∣∣∣∣z
)
+ a(z − 1)2F1
(
a + 1 b
c
∣∣∣∣z
)
= 0.
Using the induction hypothesis,
γnKen =
(
u
a
X − a
u
Y + H
)n
v0. (22)
Multiplying both sides of Eq. (22) by
u
a
X − a
u
Y + H yields
γn
(
u
a
X − a
u
Y + H
)
Ken =
(
u
a
X − a
u
Y + H
)n+1
v0. (23)
It remains to show that
(
u
a
X − a
u
Y + H
)
Ken is amultiple ofKen+1. The nth entry of the columnvector(
u
a
X − a
u
Y + H
)
Ken is
−n a
u
kn−1n + (d − 2n)knn + (d − n)u
a
kn+1n. (24)
We solve the value of each term in expression (24).
−n a
u
kn−1n = −n a
u
u2n−1
an
⎛
⎝d
n
⎞
⎠
2F1
(−n + 1 − n
−d
∣∣∣∣ a
u2
+ 1
)
= −n a
u2
u2n
an
⎛
⎝d
n
⎞
⎠
2F1
(−n + 1 − n
−d
∣∣∣∣ a
u2
+ 1
)
(25)
(d − 2n)knn = (d − 2n)u
2n
an
⎛
⎝d
n
⎞
⎠
2F1
(−n − n
−d
∣∣∣∣ a
u2
+ 1
)
(26)
(d − n)u
a
kn+1n = (d − n)u
a
u2n+1
an
⎛
⎝d
n
⎞
⎠
2F1
(−n − 1 − n
−d
∣∣∣∣ a
u2
+ 1
)
= (d − n)u
2
a
u2n
an
⎛
⎝d
n
⎞
⎠
2F1
(−n − 1 − j
−d
∣∣∣∣ a
u2
+ 1
)
(27)
Taking the sumof the right hand side of Eqs. (25), (26) and (27) and usingGauss’ relation for contiguous
functions above, expression (24) is equal to
(d − n)
(
u2
a
+ 1
)
u2n
an
⎛
⎝d
n
⎞
⎠
2F1
(−(n + 1) − n
−d
∣∣∣∣ a
u2
+ 1
)
which is a multiple of Ken+1. 
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Theorem 21. The matrices X + Y, H, X + aY + bH form a Leonard triple on Kd+1 provided a = 0,
a + b2 = 0, 2b = a − 1 and 2b = 1 − a.
Proof. To prove the theorem, we show that S1 = P, S2 = I and S3 = K are matrices that satisfy
Definition 14, where K is the matrix defined in Theorem 20. We first show that S1 = P satisfies
Definition 14. The matrix P−1AP = A∗ is diagonal, since X + Y is similar to H via the matrix P. Now,
P−1A∗P = A is irreducible tridiagonal, since H is similar to X + Y via the matrix P. Let α = a+1
2
and
γ = a−1
4
.
P−1(X + aY + bH)P = P−1(α(X + Y) − 2γ (X − Y) + bh)P
= P−1(α(X + Y) + bH + γ [X + Y,H])P
= αh + b(X + Y) + 2γ X − 2γ Y
= (b + 2γ )X + (b − 2γ )Y + αH.
Then P−1(X + aY + bH)P is tridiagonal and is irreducible provided b = ±2γ = ± a−1
2
.Next we show
that S2 = I satisfies Definition 14. I−1A∗I = A∗ is diagonal, I−1AI = A is irreducible tridiagonal and
I−1(X + aY + bH)I is irreducible tridiagonal provided a is nonzero.
Finally we show that S3 = K satisfies Definition 14. The matrix K−1(X + aY + bH)K is diagonal
from Theorem 20. Since
√
a + b2K−1HK = X + aY + bH, K−1HK is tridiagonal provided √a + b2 is
nonzero. With some computation
K−1(X + aY)K =
√
a + b2H − bK−1HK = −bX − abY + aH√
a + b2 (28)
and
K−1(X − aY)K = 1
2
K−1[H, X + aY]K = −X + aY . (29)
Solving for 2K−1XK and for 2K−1YK in Eqs. (28) and (29), and taking the sum,withu = √a + b2−b
2K−1(X + Y)K =
⎛
⎜⎜⎜⎝
−a
2
u
+ u
a
√
a + b2
⎞
⎟⎟⎟⎠ X +
⎛
⎜⎜⎝
a
(
u − 1
u
)
√
a + b2
⎞
⎟⎟⎠ Y +
(
a + 1√
a + b2
)
H.
HenceX+Y = A is tridiagonal. Thematrix is irreducibleprovideda = 0, 2b = a−1and2b = 1−a. 
Theorem 22. If the matrices X + Y, H, A form a Leonard triple, then
(i) The matrices X + Y, H, A + cI form a Leonard triple onKd+1 for any c ∈K.
(ii) The matrices X + Y, H, dA form a Leonard triple onK for any nonzero constant d ∈K.
Proof. The matrices P, I and K that guarantee X + Y , H, A form a Leonard triple guarantee that the
matrices in (i) and (ii) will form a Leonard triple. 
By combining the results of Theorems 21 and 22, we have determined exactly all the matrices A
in the span{X, Y,H, I} that make A, A∗, A a Leonard triple. We summarize the result.
Theorem 23. The matrix k(X + aY + bH + cI) extends the Leonard pair X + Y , H to a Leonard triple
provided a = 0, a + b2 = 0, 2b = a − 1, 2b = 1 − a and k = 0, where a, b, c, k ∈ K.
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