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At the core of some of the most important problems in plasma physics — from controlled nu-
clear fusion to the acceleration of cosmic rays — is the challenge to describe nonlinear, multi-scale
plasma dynamics. The development of reduced plasma models that balance between accuracy and
complexity is critical to advancing theoretical comprehension and enabling holistic computational
descriptions of these problems. Here, we report the data-driven discovery of accurate reduced
plasma models, in the form of partial differential equations, directly from first-principles particle-in-
cell simulations. We achieve this by using an integral formulation of sparsity-based model-discovery
techniques and show that this is crucial to robustly identify the governing equations in the presence
of discrete particle noise. We demonstrate the potential of this approach by recovering the funda-
mental hierarchy of plasma physics models — from the Vlasov equation to magnetohydrodynamics.
Our findings show that this data-driven methodology offers a promising new route to accelerate the
development of reduced theoretical models of complex nonlinear plasma phenomena and to design
computationally efficient algorithms for multi-scale plasma simulations.
Plasmas — hot, ionized gases of electrons and ions that
make up most of the observable Universe — exhibit rich
many-body dynamics that span a vast range of scales.
It is widely recognized that kinetic processes occurring
at microscopic scales can strongly influence and control
plasma phenomena at large (system size) scales. Notable
examples include the role of microphysical instabilities
on the deterioration of plasma confinement in nuclear
fusion devices [1, 2] and the role of microphysical tur-
bulence in controlling the acceleration and propagation
of energetic cosmic rays in astrophysical environments
[3, 4]. The holistic understanding of these problems re-
mains a long-standing scientific challenge; addressing it
requires a better theoretical description of the interplay
between the different processes and the ability to model
the resulting nonlinear plasma dynamics across the dif-
ferent scales. Fully-kinetic simulations [5, 6] can provide
first-principles descriptions of the plasma dynamics, but
at tremendous computational cost and complexity that
prohibits modeling the full range of scales for most sys-
tems of interest. On the other hand, fluid simulations are
commonly used to capture the large-scale plasma behav-
ior, but miss the important microphysical processes. The
development of reduced models that capture the essence
of the interplay between the microscopic kinetic processes
and large-scale fluid behavior is therefore key to enabling
multi-scale plasma modeling for a variety of applications.
Despite significant efforts and important progress in
the last decades, the multitude of concurrent physical
processes and their inherently nonlinear character has
limited the theoretical development of reduced plasma
models. Indeed, the majority of existing models are
based on asymptotic limits [7, 8] or on linear approxi-
mations [9] of the reduced physics, both of which limit
their range of validity and often break down (locally or in-
termittently) in many problems of interest. Fully-kinetic
simulations play an important role in the study of non-
linear kinetic plasma phenomena, but it remains unclear
how to distill the insights captured from the data of such
simulations into practical theoretical models.
Data-driven techniques from the fields of statisti-
cal and machine learning are offering powerful new
ways of building models of nonlinear dynamical systems
from data. Specifically, symbolic- [10–12] and sparse-
regression (SR) [13–16] techniques have been identified as
promising routes for inferring interpretable and general-
izable nonlinear differential equations (both ordinary and
partial differential equations, ODEs and PDEs) directly
from time-series data. These techniques seek parsimo-
nious models that balance between accuracy and com-
plexity (number of terms), providing insight into the un-
derlying physics and enabling a direct connection with
analytic theory. SR in particular has been shown to ef-
ficiently handle high-dimensional and multi-variate data
of dynamical systems [14, 15], making it potentially well
suited for plasma dynamics [17, 18]. However, the ap-
plication of these techniques in plasma physics remains
largely unexplored; an important issue that is still un-
clear is whether SR can be used to infer accurate re-
duced descriptions of nonlinear kinetic plasma processes
— essential for improving the aforementioned multi-scale
plasma models — from first-principles fully-kinetic sim-
ulations. As shown in previous works [14, 15], even mod-
est (∼ 1%) levels of (artificially added) noise can corrupt
the identification of the underlying dynamical equations,
which can be problematic when using inherently noisy
data from particle-based kinetic simulations.
Here we demonstrate that SR can uncover the funda-
mental hierarchy of plasma physics models — from the
kinetic Vlasov equation to single-fluid magnetohydrody-
namics (MHD) — based solely on spatial and tempo-
ral data from fully-kinetic particle-in-cell (PIC) simula-
tions. In order to robustly handle the significant noise
levels in particle-based data, we reformulate the sparsity-
based model discovery methodology [14–16] to identify




























that this is crucial, particularly to capture low-frequency
plasma phenomena that is embedded in high-frequency
discrete particle noise for which the differential formula-
tion is found to fail. We further show that the hierarchy
of Pareto-optimal models naturally obtained by this ap-
proach provides insight into the dominant physical pro-
cesses underlying the plasma dynamics, which can guide
the development of tailored reduced models for a given
application.
We examine how SR can be used to discover reduced
PDE models of plasma dynamics from the data of first-
principles PIC simulations. The PIC method provides a
self-consistent and fully kinetic (particle-based) descrip-
tion of a plasma (see Supplementary Material, SM), and
hence it is a good starting point from which reduced
plasma models can be constructed.
The Vlasov equation. We begin by considering the
problem of recovering one of the most fundamental equa-
tions in plasma physics – the kinetic Vlasov equation
[Figure 1(c)] – which describes the evolution of the dis-
tribution function f(x,v, t) of a collisionless plasma in
phase space (where x, v and t are respectively space, ve-
locity and time coordinates). We analyze the plasma dis-
tribution function (constructed from the simulated par-
ticles) and associated electromagnetic fields of a system
of counter-propagating electron streams undergoing the
electrostatic two-stream instability [19] [Figure 1 (a1);
see SM for a detailed description of simulation parame-
ters]. This data is representative of prototypical nonlin-
ear plasma dynamics in phase space. Based on this data,
we aim to infer the PDE that governs the evolution of
the distribution function ∂tf (where ∂α denotes partial
differentiation with respect to coordinate α). As in Refs.
[14–16], this inference is posed as a SR problem, where
we seek to find the sparsest PDE (with least number of
terms) that best describes the data (in a least squares
sense) from a large space of candidate PDEs.
We proceed by constructing the space of possible
PDEs, which is represented by a large library (Θ) of
candidate PDE terms. The choice of candidate terms is
guided by fundamental physical symmetries and domain
knowledge of the system under study. In the present
example, for instance, possible terms may include the
distribution function itself and its gradients up to some





electric field and its gradients (E, ∂xE, ..., ∂
d
xE), and
the phase space coordinates (x and v). We may also
construct candidate nonlinear terms by taking polyno-
mial combinations of the previous terms up to order p.
Such nonlinear terms give rise, for instance, to advec-
tive (e.g., v∂xf) and electromagnetic pressure gradient
(e.g., E∂xE ∝ ∂xE2) terms; note that nonpolynomial
nonlinearities (e.g. trigonometric, exponential and log-
arithmic functions) can also be included if prior knowl-
edge or intuition suggest that these may be important
candidate terms[14]. We denote the total number of can-
didate terms by n. In this particular case, we consider
both derivatives and polynomial nonlinearities up to sec-
ond order (d = 2 and p = 2), yielding a total of n = 66
candidate PDE terms.
In Figure 1 (a), we outline the algorithmic procedure
proposed in Ref. [15], known as PDE-FIND (the PDE
generalization of SINDy [14]), where each of the n candi-
date terms in the library and ∂tf are evaluated on a sub-
set of m point-wise locations in the data [pi = (ti, vi, xi),
with index i denoting the ith point], that randomly sam-
ple the dynamics in phase space and in time; note that
neighboring points are utilized to estimate derivative
terms at each point pi. We utilize second-order centered-
finite-differences to evaluate derivative terms, and we do
not filter or smooth the data. We sample the data at
m = 1.25× 105 random points (∼ 1% of the total gener-
ated data). We then infer the underlying PDE by solving
the SR problem in Figure 1 (a3), where we seek the spars-
est vector of coefficients ξ that minimizes ||Ft − Θξ||22.
Specifically, we compute sparse solutions for ξ using a
variation of the sequential thresholded least-squares al-
gorithm proposed in [14] (see SM), and use 10-fold cross-
validation to determine the optimal level of sparsity that
balances between model accuracy and complexity.
This procedure leads to the successful identification of
the correct terms in the Vlasov equation, which corre-
spond to the advection of the distribution function in
space (v∂xf) and in momentum (E∂vf) [Figure 1(a4)].
The inferred coefficients of these terms, however, present
larger errors (∼ 20 − 30%). Their theoretical values are
−1 and 1 (in the normalized simulation units of the data),
but are inferred to be −0.8025 and 0.6726, respectively.
We find that the main reason for the large errors in
the inferred PDE coefficients is due to poor estimation of
derivative terms on noisy data; straightforward finite dif-
ferencing is ill-conditioned, as the noise is amplified upon
differentiation [20]. Indeed, for this reason, even modest
levels of noise (∼ 1%) have been shown to corrupt the
PDE identification procedure, making it a key challenge
for this methodology [14, 15]. The PIC simulation data
considered here inevitably contains noise due to discrete
particle effects, i.e. fluctuations associated with the fi-
nite number of simulated particles (∝ 1/
√
Nppc, where
Nppc is the number of particles per cell; in the example
of Figure 1 we used Nppc = 10
4 which is typical for these
simulations). Note that while the number of simulated
particles may be sufficient to properly capture the physics
of interest (e.g. the growth and nonlinear evolution of the
two-stream instability), it may be insufficient to reduce
the noise to tolerable levels for successful sparse identi-
fication of the underlying PDE. It is therefore crucial to
develop effective techniques that permit the robust in-
ference of PDEs from noisy particle-based data without
increasing the Nppc used in these simulations, which is
computationally very costly.
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a2) Construct and evaluate library of
candidate terms at sampled points (pi)
b1) Randomly sample measurment volumes
from the data
a3) Solve sparse regression
argminξ||∂tF − Θξ||22 + λ||ξ||0
a4) Inferred PDE via point-wise
measurements:
∂tf = −0.8025v∂xf + 0.6726E∂vf
c) Vlasov equation:



































































n candidate PDE terms
ξ Library Θ Ω∂tF Ω
b2) Construct library of candidate terms 
and integrate over sampled volumes (Ωi)
b3) Solve sparse regression
argminξ|| ∂tF Ω Θ Ωξ||22 + λ||ξ||0
b4) Inferred PDE via volume-
-integrated measurements:
∂tf = −1.031v∂xf + 0.9873E∂vf
FIG. 1. Inferring the Vlasov equation from PIC simulation data using SR. The data consists of temporal snapshots of the
plasma distribution function in phase space (f , represented by the red color density plots), and the self-consistent plasma
electric field (E, represented by the black solid curves), undergoing the two-stream instability; the discrete particle noise in the
distribution function data is estimated to be
√
VAR(f − f̃)/VAR(f̃) ' 4%, where VAR denotes variance and f̃ is the gaussian-
filtered distribution function with σ = 1. The inference procedure consists of (1) sampling the data at random locations,
(2) evaluating the library of candidate PDE terms at sampled locations, and (3) solving a SR problem to select the most
parsimonious combination of PDE terms that best describes the data (in a least-squares sense). The inferred PDEs are shown
in (4) and can be compared to the true Vlasov equation in (c); note that the simulated data used in this example corresponds
to counter-streaming electron populations which have e/me = 1 in the normalized units of the PIC simulation. Two different
strategies for collecting measurements from data are presented in the top and bottom rows: (a) point-wise measurements of each




The latter effectively corresponds to the identification of the underlying PDE in its integral form [rather than its differential
form as in (a)].
Gaussian smoothing) prior to the identification process,
or using regularized numerical differentiation techniques
(e.g. polynomial differentiation) [14–16]. We find these
methods to have limited success when handling data
from PIC simulations, as summarized in Table I. The
main difficulty lies in controlling the bias-variance trade-
off of these methods, which if inadequate can corrupt
the identification process entirely. This is illustrated by
the results of Gaussian smoothing on the identification
of the Vlasov equation in Table I. Indeed, while moder-
ate smoothing (with standard deviation of the gaussian
kernel equal to the resolution of the data; σ = 1) was
found to reduce the error of the inferred Vlasov coeffi-
cients from 25% error to 6%, the error rapidly rose again
4
to 16% with a slightly increased smoothing level. Dif-
ferentiating a locally-fitted low-degree polynomial to the
data, as used in Ref. [15], is also found to be ineffective
on PIC simulation data.
Avg. coeff. error
CFD (no Gaussian filter) 25%
CFD + Gaussian filter (σ = 1) 6%
CFD + Gaussian filter (σ = 2) 16%
PI, 3rd-degree, m = 5 37%
PI 3rd-degree, m = 7 60%
Integral formulation 2%
TABLE I. Impact of noise-mitigation strategies on error of
inferred coefficients of the Vlasov equation. The average co-
efficient errors for the Vlasov equation (inferred from the same
data shown in Figure1, which has an estimated noise level of
∼ 4%) are presented for the following strategies: centered fi-
nite differences (CFD) on data with varying levels of Gaussian
filtering (no filter, σ = 1 and σ = 2); polynomial interpola-
tion (PI) where derivatives are computed by differentiating a
polynomial of degree 3 that is locally fitted to the data over
a range of m > 4 points (we present results for m = 5 and
m = 7); and using the integral formulation strategy, using
Ωi = 5∆t× 5∆v × 5∆x.
Sparse identification of PDEs in their integral form. In
order to more effectively overcome the challenges posed
by data noise on model discovery, we reformulate the
problem as that of identifying the underlying PDE in its
integral form. The motivation being that numerical inte-
gration compensates the noise amplification induced by
differentiation. This strategy is illustrated in Figure 1
(b). Each candidate term in the PDE (including the
time derivative term) is now evaluated using centered-
finite-differencing and then numerically integrated over
compact volumes on the data Ωi = {(x, v, t) : |x− xi| <
wx/2∧ |v− vi| < wv/2∧ |t− ti| < wt/2}, where wα is the
length of the edges of Ωi along the α coordinate. Thus,
each measurement on the data corresponds to the inte-
gration of each candidate term over randomly distributed
volumes Ωi. In Figure 1(b), we adopt this strategy and
randomly sample 103 cubic volumes of 5∆x× 5∆v× 5∆t
in phase space and time, corresponding to the same total
of m = 1.25× 105 points used for the point-wise strategy
in Figure 1(a); here we choose the volume size to be much
larger than a single cell while remaining smaller than the
characteristic scale of variation in the data. The same
library of candidate PDE terms used earlier is evaluated
and integrated over these volumes and the SR problem in
Figure 1(b3) is solved. Interestingly, this strategy leads
to the correct identification of the Vlasov PDE to within
∼ 2% error on the inferred coefficients, significantly out-
performing the original differential formulation strategy
(with point-wise evaluation of the terms on the data),
even when data smoothing or regularized differentiation
techniques are used (Table I). The inferred coefficient
errors can be further reduced by increasing the size of
the integration volumes as discussed in the Supplemen-
tary Materials. Note also that this approach could be
easily extended to use a weak formulation that, through
an appropriate choice of test functions, could further re-
duce the contributions of data noise at the boundaries of
the integration volumes [21]. This result demonstrates
the effectiveness of the integral formulation strategy on
mitigating numerical differentiation errors without intro-
ducing deleterious bias in the data. This is a crucial ad-
vantage for a robust sparse PDE identification based on
noisy data, such as that from particle-based simulations.
Signatures of successful PDE identification. It is im-
portant to emphasize that successful PDE identification
using SR relies on the appropriate construction of the
library of candidate terms Θ. In the previous exam-
ple, domain knowledge was used to guide the selection
of the candidate basis terms in which the representation
of the dynamics becomes parsimonious. In addition, the
library of candidate terms was complete, meaning that it
contained all the terms necessary to fully describe the dy-
namics in the data. When applying this approach to less
well understood problems, however, it may not always be
clear what the correct choice of basis terms is, or if the
library is complete. It is therefore important to under-
stand the empirical signatures that indicate successful or
unsuccessful sparse identification of the underlying PDE.
These signatures can be observed in the behavior of
the model accuracy/complexity curve that is traced by
the SR procedure. Using the identification of the Vlasov
equation as an example, Figure 2 illustrates the accu-
racy/complexity curves that represent successful identifi-
cation (top row), obtained by using an well-designed and
complete library Θ, and the cases of unsuccessful identi-
fication of the Vlasov equation (bottom row) due to the
explicit removal of an important dynamical term (spatial
advection v∂xf) from Θ, representing an incomplete li-
brary scenario; the original differential and new integral
formulations are shown on the left and right columns,
respectively, for comparison. Note that successful PDE
identification is characterized by a pronounced inflection
in the curve, where the model error suddenly rises due to
the thresholding of an important dynamical term, mark-
ing the optimal trade-off between model accuracy and
complexity. It is interesting to further note that the
integral formulation reveals a far more pronounced in-
flection in the curve, and a much steeper rise in error at
the optimal accuracy/complexity trade-off [Figure 2 (b)]
compared to the original differential formulation [Figure
2 (a)]. This is due to the improved evaluation of the
PDE terms in the presence of noise, and further high-
lights the advantage of the integral formulation from the
point of view of facilitating and improving the overall
robustness of the PDE identification procedure. In the
absence of an important dynamical term, the model ac-
curacy/complexity curve no longer displays a clear in-
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FIG. 2. Signatures of successful/unsuccessful PDE identifi-
cation. Pareto analysis of model accuracy [measured by the
Fraction of Variance Unexplained (FVU)] versus complexity
(measured by the number of non-zero terms) obtained us-
ing the differential formulation strategy (integral formulation
strategy) on the left (right) column, and for the case of a
complete (incomplete) library of terms on the top (bottom)
row. The FVU is given by the ratio between the model’s
mean squared error and the variance of the dependent vari-
able (∂f/∂t). Orange (blue) markers represent model eval-
uations on the training (test) data; error bars represent the
minimum and maximum test errors encountered during cross-
validation. Circle (triangle) markers represent zero (non-zero)
model-form variance (i.e. variance in the obtained sparsity
pattern) obtained during cross-validation. The vertical dash
lines in the top row mark the optimal trade-off between accu-
racy and complexity, and correspond to identification of the
correct two terms of the Vlasov equation.
is found to steadily increase as we progressively decrease
the complexity (increase the sparsity) of the model. In
addition, high variance in the model form (i.e. the spar-
sity pattern) and in the identified model coefficients is
also observed during cross-validation. All these indica-
tors point to poor or unreliable PDE identification, and
suggest that the library of candidate terms must be re-
examined, reformulated or simply expanded (e.g. higher
degree of nonlinearity and/or order of differentiation).
The multi-fluid and single-fluid plasma equations. In
order to explore the potential of this approach to infer
progressively more reduced plasma descriptions, we aim
to recover the well-known plasma fluid equations directly
from PIC simulation data. These equations describe the
evolution of the moments of the plasma distribution func-
tion, and constitute the backbone of theoretical and nu-
merical modeling of plasma dynamics at slow and macro-
scopic scales. They can be written for individual plasma
species as coupled fluids (the so-called multi-fluid equa-
tions), or they can be made to describe the average fluid
behaviour of all plasma species (the so-called single-fluid
equations, or MHD).
The inference of both multi-fluid and single-fluid
plasma equations (specifically for the first three mo-
ments) from PIC simulation data is shown in Figure 3.
The multi-fluid equations are inferred from data of the
development and nonlinear evolution of the electromag-
netic Weibel instability [22, 23] (Figures 3 top). This
is a fundamental plasma instability associated with the
anisotropy of the plasma velocity distribution function,
and plays an important role in magnetic field amplifica-
tion in both astrophysical [24] and laboratory[25, 26] en-
vironments. As for the single-fluid (MHD) equations, we
use data of the formation and propagation of a collision-
less magnetized shock [27] (Figure 3 bottom); details of
the simulations can be found in the SM. These examples
push the sparse PDE identification methodology to far
more challenging regimes, involving electromagnetic phe-
nomena and a larger set of dynamical variables. In addi-
tion, the magnetized shock propagation data is predom-
inantly characterized by slow, low-frequency plasma dy-
namics, implying that derivatives/gradients of the data
are small, and hence are highly susceptible to being cor-
rupted by the intrinsic PIC noise. Indeed, for these
reasons, we observe that the differential formulation is
unsuccessful in identifying the correct form of the fluid
equations, as summarized in Figure 3; poor results are
still obtained when using denoising and regularized nu-
merical differentiation techniques (see Supplemental Ma-
terial). The integral formulation, however, overcomes
these challenges and robustly recovers the correct form of
the fluid equations and with high accuracy (∼ 1% error in
inferred coefficients). This highlights the potential of the
integral formulation to effectively capture slow and large
scale dynamics in the presence of high-frequency phe-
nomena, which is essential to build coarse-grained models
from data.
We note that the fluid equations shown in Figure 3 are
exact conservation laws for the first three moments of the
distribution function, but they do not represent a closed
system of equations — the energy equation depends on
the heat flux (q), a higher order moment of the distri-
bution function. We have verified (not shown here) that
we can proceed to infer the PDE governing the evolu-
tion of the heat flux given data of higher order moments,
and we could in principle continue to infer this hierarchi-
cal system of equations to arbitrary order. In practice,
however, one aims to find an approximate closure rela-
tion to truncate this infinite hierarchy to lowest moment
order possible (low model complexity) while still being
sufficiently accurate to describe the dynamics of interest.
Closure of the fluid equations. The hierarchy of pro-
gressively simpler Pareto-optimal models (i.e. models of
highest accuracy for a given complexity), which are ob-
tained as part of the SR procedure, can be used to guide




























































Collisionless magnetized shock dynamics Continuity eq.
∂tρm = −∇ · (ρm v )
Momentum eq.
∂t(ρm v ) = − ∇ · (ρm vv )







∇ · (p v ) − (P · ∇) · v




∂tns = −∇ · (ns v s)
Sucessful identification
Mean coeff. error ≈ 20%
Sucessful identification
Mean coeff. error ≈ 1%
Momentum eq.




(E + v s × B)
Unsucessful identification
Sucessful identification







∇ · (ps v s)
− (Ps · ∇) · v s − ∇ · qs
Unsucessful identification
Sucessful identification
Mean coeff. error ≈ 1%
Unsucessful identification Sucessful identification
Mean coeff. error ≈ 1%
Unsucessful identification
Sucessful identification
Mean coeff. error ≈ 1%
Unsucessful identification
Sucessful identification












PDE identification and inference accuracy
FIG. 3. Inferring the multi-fluid and single-fluid (MHD) equations from PIC simulation data. Data of the development of
the Weibel instability and of the propagation of a collisionless magnetized shock are used to infer the multi-fluid and single-
fluid equations, respectively; the noise levels are estimated to be
√
VAR(ne − ñe)/VAR(ñe) ' 18% for the Weibel data and√
VAR(ρm − ρ̃m)/VAR(ρ̃m) ' 5% for the shock data, where ne and ρm are the electron number density and average mass
density of the of the plasma, respectively. The differential formulation strategy (using straightforward centered finite differences
to evaluate derivative terms) is shown to be incapable of correctly identifying the underlying equations (with the exception of
the multi-fluid continuity equation, albeit with significant errors in the coefficients). The integral formulation strategy, on the
other hand, is shown to robustly recover the correct PDEs and with high (percent level) accuracy.
close the system of equations. This is exemplified in Fig-
ure 4, which shows the model accuracy/complexity curve
obtained during the inference of the MHD energy den-
sity equation (using the integral formulation) from the
magnetized shock data. The pronounced inflection of
this curve at a model complexity of 5 terms, marks the
optimal trade-off between complexity and accuracy, and
corresponds to the complete form of the MHD energy
density equation (with mean coefficient error of ' 4%).
At lower model complexities, a hierarchy of reduced mod-
els is obtained that reflects successive approximations to
the MHD energy density equation that are directly in-
formed by the data. Each of these approximations has
a clear physical meaning as indicated in Figure 4. This
approach thus provides important insight into the domi-
nant physical processes underlying the plasma dynamics,
which is critical to guide the development of tailored re-
duced models for a given application.
Figure 4 indicates that if one aimed to truncate the
hierarchy of fluid equations using only the first three
moments, the 1−term model could be used, as it is
the simplest model that does not contain the heat flux
term. This simplified model contains only the compres-
sional heating term, and corresponds to the widely used
adiabatic closure approximation. Despite its simplicity,
it captures ' 80% of the variance in the total time-
derivative of the plasma energy density. Note that the
coefficient of 1.49 corresponds to the inferred adiabatic
index. If the heat flux were truly negligible, however, the
adiabatic index would take on the value of 2, since the
shock heating in this system occurs only in two veloc-
ity degrees of freedom (heating along the direction of the
background magnetic field does not occur). The reduced
value of the inferred adiabatic index is thus a consequence
of the heat flux not being entirely negligible in this sce-
nario, and results from the SR procedure attempting to
compensate its absence so as to best describe the data.
We find that the importance of each term can be further
elucidated by inspecting the spatial and temporal error
distribution of the hierarchy of models on the data, as is
discussed in more detail in the Supplementary Materials.
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FIG. 4. Hierarchy of Pareto-optimal models obtained for the MHD energy density equation from the magnetized shock data.
Pareto analysis of the FVU of each model [MSE(model)/VAR(Dp/Dt)] versus the number of non-zero terms. The markers
and error bars have the same meaning as in Figure 2. 10-fold cross-validation indicates that the optimal accuracy/complexity
trade-off is obtained for a model of 5 terms (marked by the vertical dashed line), which corresponds to the recovery of the full
form of the MHD energy density equation. A hierarchy of reduced models is obtained at lower model complexities, with the
arrows indicating the physical meaning of the successive approximations identified by the SR procedure.
in principle be obtained by approximating the truncated
higher-order moments by nonlinear functions of lower-
order moments, so long as such terms are contained
in the library Θ. In general, however, such nonlinear
terms may be non-polynomial functions of lower-order
moments, making the choice of a polynomial basis of can-
didate terms for Θ inappropriate to identify such nonlin-
ear dynamical terms. While the development of educated
guesses for good nonlinear basis terms for a given prob-
lem can be in general challenging, the possibility of ex-
panding Θ with rational function nonlinearities [28] (e.g.
the well-known CGL closure contains such rational non-
linear dependencies), trigonometric functions [14], and
even non-local (integral) terms provides greater descrip-
tive capacity to approximate the dynamics of interest.
The explicit incorporation of constraints (that reflect fun-
damental physical symmetries and laws) in the regression
procedure has also been shown to lead to the robust iden-
tification of such closures in the context of (non-plasma)
fluid dynamics [29]. Indeed, in the future these possi-
bilities can be incorporated in the framework presented
here to discover improved kinetic-fluid closure models for
collisionless (and weakly-collisional) plasmas.
We have shown that SR is a viable approach for ex-
tracting interpretable and generalizable reduced mod-
els of complex plasma dynamics from the data of first-
principles kinetic simulations. This data-driven method-
ology can accelerate theoretical insight into out-of-
equilibrium and highly nonlinear plasma dynamics (e.g.
the nonlinear evolution of instabilities [30–33]), which
so far have challenged traditional analytical approaches.
The interpretable form of these data-driven PDEs will fa-
cilitate the connection between the identified terms and
basic physical processes, and will naturally stimulate the-
oretical efforts to “reverse engineer” these models start-
ing from lower-level frameworks.
We further envision that this SR methodology can be
used to develop computationally efficient reduced mod-
els for multi-scale plasma simulations, which remains a
grand challenge in computational plasma physics. In-
deed, the hierarchy of progressively simpler Pareto-
optimal models produced by this methodology provides
a powerful tool to determine the optimal trade-off be-
tween model accuracy and complexity for a specific appli-
cation. Important examples include the development of
improved fluid closures that encapsulate desired kinetic
effects and subgrid models of coarse-grained phenomena,
such as anomalous resistivity and transport. These are
essential ingredients for the development of more accu-
rate multi-scale algorithms for applications that range
from whole fusion device modeling to global simulations
of space and astrophysical systems.
It is noteworthy that the integral formulation strat-
egy, which was shown to be crucial for the robust infer-
ence of PDEs from noisy PIC simulation data, can be
applied more broadly to the data of other particle-based
simulation techniques. These include molecular dynam-
ics, direct simulation Monte Carlo, and other N-body
8
simulations, commonly used in areas that range from
atomic physics to cosmology. Moreover, while we have
focused here on simulated data, it is an exciting prospect
to explore the application of this methodology on exper-
imental laboratory and spacecraft data. The remarkable
progress in plasma diagnostics is enabling spatially and
temporally resolved measurements with unprecedented
quality[34–37], creating opportunities to leverage this
methodology in the near future.
In summary, we have presented a data-driven frame-
work capable of distilling interpretable plasma physics
models from the increasingly abundant and complex data
of plasma dynamics. Our results open a new avenue to
accelerate theoretical developments of nonlinear plasma
phenomena, and to leverage these insights to design com-
putationally efficient algorithms for multi-scale plasma
simulations.
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L. Åhlén, Y. V. Khotyaintsev, J. Porter, K. Lappalainen,
R. E. Ergun, W. Wermeer, and S. Tucker, Space Science
Reviews 199, 137 (2016).
[37] N. J. Fox, M. C. Velli, S. D. Bale, R. Decker, A. Dries-
man, R. A. Howard, J. C. Kasper, J. Kinnison, M. Kus-
terer, D. Lario, M. K. Lockwood, D. J. McComas, N. E.
Raouafi, and A. Szabo, Space Science Reviews 204, 7
(2016).
Data-driven discovery of reduced plasma physics models from fully-kinetic simulations
Supplemental Material
E. P. Alves1, ∗ and F. Fiuza1, †
1High Energy Density Science Division, SLAC National Accelerator Laboratory, Menlo Park, CA 94025, USA
PARTICLE-IN-CELL (PIC) METHOD
The PIC method is a particle-based simulation tech-
nique that aims to capture the kinetic microphysics
of plasmas. Formally, the PIC method [1, 2] solves
the Klimontovich equation [3] (for finite size parti-
cles) coupled to Maxwell’s equations. The numerical
procedure consists of solving Maxwell’s equations on
a spatial grid using the current and charge densities
that are obtained by weighting discrete plasma parti-
cles onto the grid; the particles are then advanced via
the Lorentz force associated with their self-consistent
collective electric and magnetic fields. Thus, to the ex-
tent that quantum mechanical effects can be neglected,
the PIC method provides a first principles description
of plasma dynamics.
DATA GENERATION
All PIC simulation data used in this work were
obtained using OSIRIS 4.0 [4, 5], which is a mas-
sively parallel, relativistic, electromagnetic, explicit
PIC code. Details of the physical and numerical pa-
rameters used to produce the data presented in the main
text are given below.
Two-stream instability. We simulated two symmet-
rically counter-streaming flows of electrons in a back-
ground of immobile ions in 1D1V (one spatial dimen-
sion and 1 velocity degree of freedom). We considered
warm electron flows with fluid velocity v0 = ±0.2c x̂,
thermal velocity of vth = 0.05c, and density ne =
n0/2. The immobile ions had number density ni = n0,
providing charge and current neutral initial conditions.
The two-stream instability was triggered by thermal
fluctuations of the plasma.
The size of the simulated domain was L = 10c/ωpe
(where c/ωpe is the electron skin depth), spatially
and temporally resolved with ∆x = 0.039c/ωpe and
∆t = 0.038ω−1pe , respectively. Total simulated time
was T = 50ω−1pe , allowing the two-stream instability
to fully enter the nonlinear regime. Periodic bound-
ary conditions were used. We used quadratic parti-
cle shapes, and performed multiple simulations where
we varied the number of particles per cell in the range
102 − 105 to investigate the impact of particle noise
on the PDE identification procedure. The simulation
data used for inference of the Vlasov equation in the
main text corresponds to the case of 104 particles per
cell. The inference of the Vlasov equation for varying
number of particles per cell is presented in the Supple-
mentary Materials.
From these simulations we collected snapshots of
the phase space data of the plasma distribution function
(f ) and the spatial distribution of the plasma electric
field (E). Each snapshot of the phase space data cap-
tured a domain corresponding to [0 c/ωpe, 10 c/ωpe]×
[−0.5c,+0.5c], resolved by a 256 × 256 grid. Each
snapshot of the electric field distribution over the entire
domain was recorded on a 1D grid with 256 cells. Both
the phase space and electric field data were recorded at
every other simulation time step, i.e. the temporal res-
olution of the data was 2∆t. This corresponded to a
total of ' 650 snapshots for each diagnostic.
Weibel instability. We simulated two counter-
streaming flows of electrons in a background of im-
mobile ions in 2D3V. We considered a warm elec-
tron flow with fluid velocity v0−up = 0.8cẑ (flow-
ing in the z-direction, perpendicular to the simulation
domain), thermal velocity of vth = 0.15c, and den-
sity ne−up = n0/3, and a counter-propagating elec-
tron flow with fluid velocity v0−down = −0.4c ẑ, ther-
mal velocity of vth = 0.15c, and density ne−down =
2n0/3. The background immobile ions had number
density ni = n0, providing charge neutral and current
neutral initial conditions. The Weibel instability was
triggered by thermal fluctuations of the plasma.
The size of the simulated domain was 10 ×
10 (c/ωpe)
2], spatially resolved with 128 × 128 cells.
The simulation time step was ∆t = 0.038 ω−1pe , and
the evolution of the system was simulated up to T =
30ω−1pe , enough time for the Weibel instability to en-
ter the nonlinear regime. Periodic boundary conditions




























cles per cell per species.
From this simulation we collected the spatiotempo-
ral evolution of the first few moments of the distribu-
tion function of each individual electron flow: the num-
ber density (ns), momentum density (ns〈v〉s), momen-
tum flux density tensor (ns〈vv〉s), and energy flux den-
sity (ns〈v2v〉s) of each species. We also collected
the self-consistent electric (E) and magnetic fields (B).
The temporal and spatial resolution of the data used for
the inference of the multi-fluid equations was the same
as that of the simulation, ∆t and ∆x.
Magnetized collisionless shock. We simulated the
formation and propagation of a magnetized collision-
less shock in 1D2V. Specifically, we considered a per-
pendicular shock, where the magnetic field is perpen-
dicular to the shock normal, and considered electron-
positron pair plasma. The shock was formed by col-
liding fresh (upstream) magnetized plasma with a re-
flective wall at the left boundary of the simulation do-
main. The upstream plasma had a fluid velocity of
v0 = −0.2c x̂, thermal velocity of vth = 0.025c, num-
ber density n0, and carried with it a perpendicular mag-
netic field with B0 = 0.04mecωpe/e ŷ.
The size of the simulated domain was 40 c/ωpe, re-
solved with 512 cells, and the simulation time step was
∆t = 0.076 ω−1pe . The evolution of the system was sim-
ulated up to T = 350ω−1pe , enough time for the shock
front to propagate across a significant fraction of the
domain. Fresh upstream magnetized plasma was con-
tinuously injected from the right boundary (with open
boundary conditions for the fields), while a reflective
boundary condition for particles (and conducting for
fields) was used for the left boundary of the domain.
We used quadratic particle shapes and 103 particles per
cell per species.
We collected the spatiotemporal evolution of the first
few moments of the distribution function, from the
number density up to the energy flux density, of each
plasma species (electrons and positrons), as well as the
self-consistent electric (E) and magnetic (B) fields.
To infer the single-fluid (MHD) equations, we com-
puted the single-fluid (MHD) variables by averaging
the moments over the individual species. We thus ob-
tained the single-fluid mass density (ρm ≡ me(ne +
np)), momentum density (ρm〈v〉 ≡ me(ne〈v〉e +
np〈v〉p)), momentum flux density tensor (ρm〈vv〉 ≡
me(ne〈vv〉e + np〈vv〉p)), and energy flux density
(ρm〈v2v〉 ≡ me(ne〈v2v〉e + np〈v2v〉p)); we also
computed the charge (ρc ≡ e(np − ne)) and current
(J ≡ e(np〈v〉p − ne〈v〉e)) densities. The temporal
resolution of the collected data was 2∆t, while full res-
olution was used in space (∆x).
Note that due to the details of the underlying numer-
ical scheme implemented in OSIRIS, many of the sim-
ulation quantities have a relative offset by a half a time
step or spatial step. We therefore use linear interpola-
tion to center all variables in time and space prior to the
identification procedure.
SPARSE REGRESSION ALGORITHM
In this work we utilize a variation of the sequen-
tial thresholded least-squares algorithm proposed in the
SINDy framework [6] to compute sparse solutions of
ξ. The original algorithm consisted in solving a least-
squares regression for ξ and then setting to zero all co-
efficients smaller than given threshold λ; this proce-
dure is repeated on the remaining non-zero coefficients
until convergence is reached. The value of the thresh-
old λ is progressively increased to obtain increasingly
sparse solutions of ξ. Our approach consists in start-
ing with an initial least-squares regression on ξ and to
eliminate the term with the smallest coefficient norm
at each step; this procedure is repeated until the de-
sired level of sparsity is reached. We found that the
advantage of this approach is that it allows to system-
atically sweep across all levels of sparsity in ξ, whereas
the former method can miss some of the possible solu-
tions (by simultaneously thresholding more than one
coefficient at each iteration). As a result, this sparse re-
gression procedure traces cleaner accuracy versus com-
plexity curves that facilitate the identification of the
correct model during cross-validation.
DESIGN OF THE LIBRARY Θ FOR THE
INFERENCE OF THE MULTI-FLUID AND MHD
EQUATIONS
The recovery of the multi-fluid equations in the main
text was obtained through the nonlinear dynamics of
the electron fluid undergoing the Weibel instability.
The primary variables used to design the library Θ
were naturally the moments of the electron distribu-
tion function (ne, ne〈v〉e, ne〈vv〉e, ne〈v2v〉e) and
the self-consistent electric (neE) and magnetic (neB)
force densities. We also considered the spatial gradi-























































FIG. S1. Visualization of the noise levels in the two-stream instability data for varying numbers of particles per cell. Figures
a, b, c and d correspond to the cases of 102, 103, 104 and 105 particle per cell, respectively. The top row displays snapshots
of the electron distribution function in phase space around the time of the onset of the nonlinear phase of the instability; note
that since the instability grows from thermal noise, and the noise decreases with the increasing number of particles per cell,
these snapshots are taken at slightly different times. The bottom row shows a line-out of the distribution function at constant
v/c = 0.1 (indicated by the dashed lines in the top row), highlighting how pronounced the noise levels are in the data.
via centered finite differencing). The nonlinear candi-
date PDE terms were constructed by taking polynomial
combinations of the primary variables and their gradi-
ents up to second order.
For the recovery of the MHD equations, the library
Θ was similarly constructed using the usual single-
fluid variables (ρm, ρm〈v〉, ρm〈vv〉, ρm〈v2v〉, ρc, J)
based on the magnetized shock data; we also included
the auxiliary variables J′ ≡ J−ρcv, E′ ≡ E+v×B,
P ≡ ρm〈vv〉 − ρm〈v〉〈v〉 and p ≡ (
∑
i Pii)/3 in Θ
for inference of the MHD energy equation.
IMPACT OF NUMBER OF PARTICLES PER CELL
AND SIZE OF INTEGRATION VOLUMES ON
ERROR OF INFERRED PDE
The number of particles per cell (Nppc) used in PIC
simulations controls the amplitude of discrete particle
fluctuations in the simulated plasma. While the number
of numerical particles used in typical simulations is,
in general, can be orders of magnitude lower than the
number of physical particles in the real physical sys-
tems they aim to describe, the Nppc is chosen so that
the numerical fluctuations remain small enough as to
not affect the physics/dynamics of interest in the sim-
ulation. These fluctuations are illustrated in the Fig-
ure S1, which displays data of the plasma distribution
function from two-stream instability simulations with
varying Nppc = 102− 105; the lineouts of the distribu-
tion function at constant velocity shown in the bottom
row highlight how pronounced these fluctuations are,
particularly at low Nppc.
From the point of view of inferring PDE mod-
els from PIC simulation data, these fluctuations are a
source of noise in the data and pose a challenge to
the PDE inference procedure. Indeed, for typical Nppc
used in PIC simulations, the data is too noisy for accu-
rate and robust inference of PDEs using the point-wise
sampling methods proposed in the original works on
sparsity-based model identification (SINDy and PDE-
Find). This is illustrated in Figure 1 (top row) of the
main text, and the results obtained by this procedure for
varying Nppc are summarized in Figure S2. The blue
points in Figure S2 (b) correspond to the point-wise
evaluation strategy, and forNppc = 102−104 the mean
4












































FIG. S2. Impact of intrinsic data noise and size of integration volumes (Ωm) on the accuracy of the inferred PDE. a) Noise level
εVlasov (defined as the discrepancy to the true Vlasov equation, εVlasov(m) ≡
∫
Ωm
[∂tf − v∂xf − q/mE∂vf ]) measured
on two-stream data with varying numbers of particles per cell (Nppc). Specifically, a relative noise level is presented, given
by the ratio between the variances of εVlasov and ∂tf . b) Average relative error (〈ξ̂/ξTrue − 1〉) of the inferred coefficients of
the Vlasov equation using the sparse regression procedure, for varying Nppc. In both plots, the different color points represent
varying sizes of the integration volumes Ωm used to sample each PDE term on the data. Each volume Ωm is a cube of
n∆t× n∆v × n∆x, with n taking values between 1 (single point volume) and 16. Note that in varying the size of integration
volumes (i.e. the number of points per volume, pts/Ωm), we vary the number of integration volumes (nΩ) accordingly, so that
the total number of points sampled from the data is fixed, with N = pts/Ωm × nΩ = 512k pts.
error in the inferred coefficients of the Vlasov equa-
tion are significant, exceeding 20%. Even at the signif-
icantly higher computational cost of usingNppc = 105,
the noise levels remain too high for accurate inference
of the Vlasov equation coefficients, which are found
with 10% mean error.
As discussed in the main text, we have circumvented
the challenges posed by data noise by reformulating the
problem of PDE discovery in its integral form. This
is achieved by sampling the data in compact volumes
(Ωm, instead of individual points) and evaluating the
integral of each candidate PDE term over each of these
volumes. By varying the size of these integration vol-
umes, we can effectively reduce the effects of noise on
the evaluation of each PDE, and hence infer the under-
lying PDE more accurately and more robustly. Indeed,
Figure S2 (a) shows that the amplitude of the noise (de-
fined as the discrepancy of the true Vlasov equation
on the data, εVlasov) relative to the “physical signal”
(typical values of the time derivative of the distribution
function, ∂tf ), decreases as we increase the size of the
sampling volumes. This translates into a rapid reduc-
tion of the mean error in the inferred Vlasov coeffi-
cients with increasing size of the integration volumes,
as seen in Figure S2 (b). For cubic volumes greater
than 4∆t×4∆v×4∆x, however, the mean coefficient
error saturates at ∼ 1%. Further improvements are no
longer observed because we have hit the level of the
irreducible error in the data, which is associated with
numerical discreteness and interpolation errors in the
data generation procedure. More careful preparation
of the data from the PIC simulations, so as to minimize
interpolation errors associated with centering all quan-
tities of interest in time an space, would lead to further
improvements, but we leave this for future work.
ANALYSIS OF THE SPATIOTEMPORAL ERROR
DISTRIBUTION OF INFERRED PDE MODELS
The sparse regression procedure aims to find the
most parsimonious model that minimizes the mean
squared error (MSE) on the sampled data points (or
volumes Ωm in case of the integral formulation). How-
ever, once a model has been identified, assessing its
“quality” (its ability to describe the physics/dynamics
in the data) cannot readily be determined from its MSE
alone. Indeed, it is important to discern between two
5
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FIG. S3. Spatiotemporal error distribution of the hierarchy of Pareto-optimal models for the MHD energy density equation.
a) Total time derivative of the scalar pressure field (Dp/Dt ≡ ∂tp + 〈vx〉∂xp) evaluated on the magnetized shock data.
Figures b)-f) reveal the spatiotemporal error distribution of the inferred Pareto-optimal models presented in Figure 4 of the
main manuscript. The error distribution of a model with M terms is denoted by εM ≡ Dp/Dt−Θξ̂M , where ξ̂M contains the
M -term model coefficients inferred by the sparse regression procedure.
sources of error: i) irreducible error, associated with
contributions from data noise (and intrinsic numeri-
cal discretization and interpolation errors in simulation
data), and ii) model bias error, associated with potential
missing terms (missing physics) in the library Θ. Un-
less a detailed understanding of the irreducible error in
the data is available, a useful diagnostic to discern be-
tween these two sources of error is the analysis of the
spatial and temporal error distribution of the model on
the data.
This is illustrated in Figure S3 for the hierarchy of
Pareto-optimal models inferred for the single-fluid en-
ergy density (pressure) equation from the magnetized
shock data (and which is presented in Figure 4 of
the main text). The total time derivative of the pres-
sure field (Dp/Dt) is shown in Figure S3 (a), reveal-
ing a quiet upstream ahead of the shock, a rapid in-
crease in the pressure field at the shock front, and wave
structures in the downstream plasma behind the shock.
The discrepancy errors εM for models of increasing
complexity (increasing number of terms, M ) are pre-
sented in Figures S3 (b-f). While the overall MSE (or
FVU, fraction of variance unexplained) of each model
expectedly decreases with increasing model complex-
ity, the spatiotemporal distribution of the model er-
ror offers valuable insights into the physics captured
by each model and the impact of its approximations.
Figure S3 (b), for instance, shows the error distribu-
tion of the simplest 1-term model (corresponding to
the adiabatic closure model), which neglects heat flux,
pressure anisotropy, and Joule heating, capturing only
compressional heating. The coherent structures seen in
6
the error distribution, which closely correlate with the
structures seen in Dp/Dt, indicate that this simplified
model provides an overall crude approximation to the
dynamics in the data. The more refined 2-term model
that includes finite heat flux physics, leads to a much
improved description of the plasma dynamics down-
stream of the shock, leaving only the shock transition
itself poorly described [Figure S3 (c)]. This indicates
that there remains missing physics in the model to cor-
rectly describe the shock transition region. Indeed, it
is well known that this region is characterized by high
pressure anisotropy and Joule heating, and the inclu-
sion of these effects in the more complex models show
progressively improved approximations of the plasma
dynamics at the shock transition [Figures S3 (d-f)].
Therefore, the spatiotemporal distribution of the
model error on the data not only elucidates where and
when different dynamical terms are important, but can
also serve as an indicator of missing physics (inform-
ing on incompleteness of the library of candidate terms
Θ used in the regression). This can be extremely use-
ful when applying this methodology to infer models
of complex and poorly understood plasma phenomena.
By pinpointing where and when the model errors are
most significant, the spatiotemporal error distribution
provides important clues as to what the missing physics
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