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Polynômes homogènes à plusieurs variables sur un
corps …ni F? qui s’annulent sur l’espace projectif P? (F?)
Dany-Jack Mercier & Robert Rolland
Résumé
Nous étudions dans l’anneau ? ?[?0? ?1? ¢ ¢ ¢ ? ??] des polynômes
à ? + 1 variables et à coe¢cients dans le corps …ni à ? éléments,
l’idéal homogène J engendré par les polynômes homogènes qui
s’annulent sur tout l’espace. Cet idéal s’introduit naturellement
lors de l’étude des codes de Reed-Muller projectifs ([7], [8]). Nous
donnons une résolution libre du quotient F?[?0? ¢ ¢ ¢ ? ??]?J en
utilisant le complexe de Eagon et Northcott [4] qui généralise le
complexe de Koszul [5]. Ceci permet en particulier de calculer di-
rectement les dimensions des composantes homogènes de l’idéal.
Mots clés : corps …ni, polynôme homogène, résolution libre, com-
plexe de Koszul.
1 Introduction - Notations.
Soit ? un nombre premier, ? = ?? et F? le corps …ni à ? éléments. Soit ? un
entier ¸ 1. Nous notons P(?? ?+1) l’espace F?[?0? ?1? ??? ??] des polynômes
à ?+1 variables et à coe¢cients dans F?. Notons aussi H(?? ?+1? ?) le sous
espace de P(?? ? + 1) constitué des polynômes homogènes de degré ?.
La décomposition :
P(?? ? + 1) =
M
?¸0
H(?? ? + 1? ?)
fournit à P(?? ? + 1) une structure d’algèbre graduée.
Soit A l’idéal de l’anneau P(?? ?+1) constitué des polynômes qui s’annulent
sur tout l’espace F?+1? .
Il est bien connu que (cf. [6] théorème 1) :
Lemme 1 L’idéal A est engendré par les polynômes ??? ¡?? où 0 · ? · ?.
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1
et aussi que (cf. [6] lemme 1 ou [3] lemme 1.3) :
Lemme 2 Si ? est un polynôme réduit (i.e. les degrés partiels de ? sont tous
· ? ¡ 1) alors ? s’annule sur tout F?+1? si et seulement si ? = 0.
Que dire du problème analogue concernant les polynômes homogènes? Plus
précisément soit J? le sous espace constitué des polynômes ? 2 H(?? ?+1? ?)





Peut-on donner une description simple de cet idéal ?
Remarque — Pour chaque ? nous avons J? ½ A et donc J ½ A.
2 Générateurs de l’ideal J .
Appelons I l’idéal homogène de P(?? ? + 1) engendré par les polynômes





où I? est l’espace des polynômes ? tels que :
?(?0? ?1? ¢ ¢ ¢ ? ??) =
X
0·???·?
(??? ?? ¡????? )????(?0? ?1? ¢ ¢ ¢ ? ??)
avec :
???? 2 H(?? ? + 1? ?¡ ? ¡ 1) ?? ? ¸ ? + 1
et :
???? = 0 ?? ? · ??
Dans [2] le lemme 7.2.4 page 38 énonce l’égalité des idéaux J et I. Nous
donnons ici notre propre démonstration de ce résultat.
Théorème 1 Pour tout degré ? ¸ 0 nous avons :
J? = I??
En particulier si ? · ? alors J? = f0g.
Preuve — Chaque élément du corps F? véri…e ?? = ?. Il en découle que
I? ½ J?. Il reste à prouver que J? ½ I?. Examinons trois cas.
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² Cas 0 · ? · ? ¡ 1. Un polynôme de J? est alors un polynôme réduit
s’annulant sur F?+1? . D’après le lemme 1.1, il est nul. Donc J? = f0g.
² Cas ? = ?.
² Cas ? ¸ ? + 1.
Nous renvoyons la démonstration des deux derniers cas après les deux lemmes
clés suivants.
Le lemme suivant est une amélioration du lemme 1.1.
Lemme 3 Si ? est dans A, nous avons :
?(?0? ?1? ¢ ¢ ¢ ? ??) =
?X
?=0
??(?0? ?1? ¢ ¢ ¢ ? ??)(??? ¡??)
où ?? est un polynôme tel que ???(??) · ???(?)¡ ?.
Preuve — Soit ? 2 P(?? ? + 1). Chaque monôme de ? :
???00 ¢ ¢ ¢????
tel que ?0 ¸ ? peut être écrit :
???00 ¢ ¢ ¢???? = ?(??00 ¡??0¡?+10 )??11 ¢ ¢ ¢???? + ???0¡?+10 ??11 ¢ ¢ ¢????
= ???0¡?0 ??11 ¢ ¢ ¢???? (??0 ¡?0) + ???0¡?+10 ??11 ¢ ¢ ¢???? ?
Remarquons que :
???(???0¡?0 ??11 ¢ ¢ ¢???)? · ???(?)¡ ??
Maintenant si ?0 ¡ ? + 1 ¸ ? nous itérons le procédé sur le terme :
???0¡?+10 ??11 ¢ ¢ ¢????
avec la même variable ?0, et ceci jusqu’ à obtenir un exposant de ?0 stricte-
ment inférieur à ?. De telle sorte que :
???00 ¢ ¢ ¢???? = ?0(?0? ?1? ¢ ¢ ¢ ? ??)(??0 ¡?0) + ???00 ??11 ¢ ¢ ¢????
avec deg(?0) · deg(?)¡ ?. Nous recommençons alors avec la variable ?1, en
partant du terme :
???00 ??11 ¢ ¢ ¢???? ?
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Après traitement de toutes les variables nous obtenons en conclusion :
???00 ¢ ¢ ¢???? =
?X
?=0
??(?0? ?1? ¢ ¢ ¢ ? ??)(??? ¡??) + ???00 ??11 ¢ ¢ ¢????
où deg(??) · deg(?)¡ ? and ?? · ? ¡ 1. Par linéarité ? peut être écrit :
?(?0? ?1? ¢ ¢ ¢ ? ??) =
?X
?=0
??(?0? ?1? ¢ ¢ ¢ ? ??)(??? ¡??)+?¤(?0? ?1? ¢ ¢ ¢ ? ??)
où deg(??) · deg(?) ¡ ? et où ?¤ est un polynôme réduit. Si ? s’annule
sur tout l’espace, il est clair que ?¤ en fait de même, et d’après le lemme 1.2
?¤ = 0.
Lemme 4 Supposons ? ¸ ? + 1. Soit ? un élément de J? tel que ?? soit en
facteur dans ? . Alors ? est dans I?.
Preuve — Calculons dans le corps des fractions de F?(?0? ?1? ??? ??).
?(?0? ?1? ¢ ¢ ¢ ? ??) = ????( ?0?? ? ¢ ¢ ¢ ?
??¡1
?? ? 1)
= ????(?0? ?1? ¢ ¢ ¢ ? ??¡1? 1)?
Comme ?? apparaît dans chaque monôme de ? , le polynôme à ? variables
?(?0? ?1? ¢ ¢ ¢ ? ??¡1? 1) est de degré· ?¡1. De plus, puisque ?(?0? ?1? ¢ ¢ ¢ ? ??)
s’annule pour tout ? 2 F?+1? , le polynôme ?(?0? ?1? ¢ ¢ ¢ ? ??¡1? 1) s’annule pour
tout ? 2 F?? . D’après le lemme 2.1 :
?(?0? ?1? ¢ ¢ ¢ ? ??¡1? 1) =
?¡1X
?=0
??(?0? ?1? ¢ ¢ ¢ ? ??¡1)(? ?? ¡ ??)
où :
?? = ???(??) · ???(?(?0? ?1? ¢ ¢ ¢ ? ??¡1? 1))¡ ? · ?¡ 1¡ ?
si bien que :
?(?0? ?1? ¢ ¢ ¢ ? ??) = ???
?¡1X
?=0










??( ?0?? ? ¢ ¢ ¢ ?
??¡1
?? )(?
?? ??¡?? ¡????¡1? )?
4
Mais pour chaque ? :




???? ??(?0? ?1? ¢ ¢ ¢ ? ??)
où ??(?0? ?1? ¢ ¢ ¢ ? ??) est un polynôme homogène de degré ??. Donc :




???? ??(?0? ?1? ¢ ¢ ¢ ? ??)?




??¡1¡?¡??? ??(?0? ?1? ¢ ¢ ¢ ? ??)(??? ?? ¡?????)?
Mais ?¡ 1¡ ? ¡ ?? ¸ 0, donc ? 2 I?.
Remarque — En fait cette dernière expression obtenue pour ? est plus
précise que la conclusion du lemme 2.2.
Fin de la démonstration du théorème 2.1: Examinons d’abord le cas
? = ?. Si ? est dans J?, ? est aussi dans A. Par le lemme 2.1 nous savons
que :




où les ?? sont des polynômes constants. Il est facile de voir maintenant qu’une
telle somme n’est homogène que si les ?? sont nuls. Donc ? = 0 et J? = f0g.
Traitons maintenant le cas ? ¸ ? + 1.
La démonstration est faite par récurrence sur ?.
² Si ? = 1, ?(?0? ?1) est un polynôme homogène à 2 variables et de
degré ? :




Comme ? s’annule sur tout l’espace, ?(1? 0) = 0 et donc ?? = 0.
Par suite ?(?0? ?1) satisfait aux hypothèses du lemme 2.2. On en déduit
le résultat pour ? = 1.
² Si ? ? 1, supposons le résultat vrai pour tout 1 · ? ? ?. Soit
?(?0? ?1? ¢ ¢ ¢ ? ??) un polynôme de J?. Nous pouvons écrire :
?(?0? ?1? ¢ ¢ ¢ ? ??) = ?(?0? ?1? ¢ ¢ ¢ ? ??) + ?(?0? ?1? ¢ ¢ ¢ ? ??¡1)
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où :
?(?0? ?1? ¢ ¢ ¢ ? ??) =
X
?0+¢¢¢+??=??? 6=0
??0¢¢¢????00 ¢ ¢ ¢????
et :
?(?0? ?1? ¢ ¢ ¢ ? ??¡1) =
X
?0+¢¢¢+??¡1=?
??0¢¢¢??¡10??00 ¢ ¢ ¢???¡1?¡1 ?
Nous savons que :
?(?0? ?1? ¢ ¢ ¢ ? ??¡1? 0) = ?(?0? ?1? ¢ ¢ ¢ ? ??¡1) = 0
pour tout (?0? ?1? ¢ ¢ ¢ ? ??¡1) 2 F?? . Par hypothèse de récurrence :
?(?0? ¢ ¢ ¢ ? ??¡1) =
X
0·???·?¡1
????(?0? ¢ ¢ ¢ ? ??¡1)(??? ?? ¡????? )?
Comme ? et ? s’annulent sur tout l’espace, ? en fait de même. Si bien
que ? satisfait aux hypothèses du lemme 2.2. Donc :
?(?0? ?1? ¢ ¢ ¢ ? ??) =
?¡1X
?=0
??(?0? ?1? ¢ ¢ ¢ ? ??)(??? ?? ¡?????)?
Les expressions obtenues pour ? and ? permettent de conclure.
Comme conséquence directe du théorème 2.1 nous avons évidemment
Corollaire 1 L’idéal homogène J est engendré par les polynômes :
??? ?? ¡????? ?
3 Résolution libre de P(?? ?+ 1)?I.




?0 ?1 ¢ ¢ ¢ ??
??0 ??1 ¢ ¢ ¢ ???
1
A ?
Il est clair que l’idéal I est l’idéal engendré par les determinants d’ordre 2
extraits de la matrice ?.
Calculons tout d’abord la hauteur ??(I) de l’idéal I, dont nous aurons besoin
par la suite.
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Lemme 5 La hauteur ??(I) de l’idéal I est ?.
Preuve — Notons F? la clôture algébrique de F?. Si on note ? (I) la var-
iété algébrique projective de l’espace projectif F?? (F?) de dimension ? sur F?
donnée par l’idéal I, on a :
? (I) = F?? (F?)?
Ainsi cette variété est formée d’un nombre …ni de points et on obtient les
idéaux premiers minimaux de I en prenant les idéaux A? = ?(f?g) associés
aux point ? 2 P? (F?). Chacun de ces idéaux a pour hauteur ? (pour le
voir on peut par exemple se placer dans l’espace a¢ne de dimension ? + 1
et travailler avec la variété conique associée à ? (I); dans ce cadre les idéaux
?(f?g) dé…nissent des variétés de dimension 1). Or on sait ([1], page 13,
exemple 1.2.2) que ??(I) = ???(??(A? )), on en déduit le résultat.
Remarque — On rappelle que la profondeur d’un idéal ? d’un anneau ?,
notée ??(?) est la longueur ? maximale d’une suite ?1? ?2? ¢ ¢ ¢?? d’éléments
de ? telle que pour tout 1 · ? · ?, ?? ne soit pas un diviseur de zéro dans
??(?1? ¢ ¢ ¢ ? ??¡1)?.
On sait que dans l’anneau de Cohen-Macaulay P(?? ? + 1), la profondeur de
tout idéal propre est égale à sa hauteur. Par suite :
??(I) = ??
Suivons alors la démarche de [4] pour déterminer une résolution libre de I.
Soient ?0? ?1? ¢ ¢ ¢ ? ?? des indéterminées et K la P(?? ?+1)-algèbre extérieure





où K? a pour base les produits :
??1 ^ ??2 ^ ¢ ¢ ¢ ^ ???
avec 0 · ?1 ? ?2 ? ¢ ¢ ¢ ? ?? · ?.
Nous pouvons alors associer à chacune des deux lignes de la matrice ? une
dérivation sur K en posant :
¢1(??1 ^ ??2 ^ ¢ ¢ ¢ ^ ???) =
?X
?=1
(¡1)?+1?????1 ^ ??2 ^ ¢ ¢ ¢ b??? ¢ ¢ ¢ ^ ???
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et :
¢2(??1 ^ ??2 ^ ¢ ¢ ¢ ^ ???) =
?X
?=1
(¡1)?+1??????1 ^ ??2 ^ ¢ ¢ ¢ b??? ¢ ¢ ¢ ^ ???
où suivant la convention habituelle le chapeau sur une indéterminée signi…e
que celle-ci manque dans le produit.
Soit P(?? ?+ 1)[?1? ?2] l’anneau des polynômes en deux variables et à coe¢-
cients dans l’anneau P(?? ?+ 1). Notons D? le P(?? ?+ 1)-module constitué
des éléments de P(?? ? + 1)[?1? ?2] homogènes de degré ?.
On dé…nit alors pour tout 0 · ? · ?¡ 1 le produit tensoriel :
N?+1 = K?+2 ­D?
et on pose :
N0 = P(?? ? + 1)?
On dispose alors pour tout 1 · ? · ? de la dérivation ?? , homomorphisme de
N? dans N?¡1, dé…nie pour ? ? 1 par :
??(??1^??2^¢ ¢ ¢^???+1­??1 ??¡1¡?2 ) = ¢1(??1^??2^¢ ¢ ¢^???+1)­??¡11 ??¡1¡?2 +
¢2(??1 ^ ??2 ^ ¢ ¢ ¢ ^ ???+1)­ ??1 ??¡2¡?2
et pour ? = 1 par :
?1(??1 ^ ??2 ­ 1) = ??1???2 ¡???1??2 ?
Nous obtenons alors le théorème suivant :
Théorème 2 La suite (N?)0·?·? est une résolution libre de l’idéal I c’est-à-
dire que la suite :
0!N? !N?¡1 ! ¢ ¢ ¢ ! N1 !N0 ! P(?? ? + 1)?I ! 0
est exacte (? est la surjection canonique de P(?? ? + 1) sur P(?? ? + 1)?I).
Preuve— L’anneau P(?? ?+1) est Noetherien, I en est un idéal propre dé…ni
par une matrice 2 £ (? + 1) et la profondeur de I est (? + 1) ¡ 2 + 1 = ?
(cf. la remarque du lemme 3.1). En vertu du théorème 2 de [4] on en déduit
le résultat.
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4 Relations entre les polynômes ????? ¡??? ??.
Il s’agit de déterminer les familles de polynômes :




????(?0? ?1? ¢ ¢ ¢ ? ??)(????? ¡??? ??) = 0?
Une telle famille donne une relation entre les polynômes ????? ¡??? ??. On
notera R1 l’ensemble de ces familles de polynômes.
Théorème 3 R1 est l’idéal de L0·???·?P(?? ? + 1) engendré par les élé-
ments :
??1??2??3 = (????(?0? ?1? ¢ ¢ ¢ ? ??))0·???·?
où 0 · ?1 ? ?2 ? ?3 · ? et où :
??1??2(?0? ?1? ¢ ¢ ¢ ? ??) = ??3 ??1??3(?0? ?1? ¢ ¢ ¢ ? ??) = ¡??2
??2??3(?0? ?1? ¢ ¢ ¢ ? ??) = ??1 ????(?0? ?1? ¢ ¢ ¢ ? ??) = 0 sinon
et les éléments :
??1??2??3 = (????(?0? ?1? ¢ ¢ ¢ ? ??))0·???·?
où 0 · ?1 ? ?2 ? ?3 · ? et où :
??1??2(?0? ?1? ¢ ¢ ¢ ? ??) = ???3 ??1??3(?0? ?1? ¢ ¢ ¢ ? ??) = ¡???2
??2??3(?0? ?1? ¢ ¢ ¢ ? ??) = ???1 ????(?0? ?1? ¢ ¢ ¢ ? ??) = 0 sinon.
Preuve — On peut clairement identi…er le P(?? ? + 1)-module N1 avec le
module L0·???·?P(?? ? + 1) en identi…ant ?? ^ ?? ­ 1 avec l’élément dont
toutes les composantes sont nulles sauf celle d’indice (?? ?) qui vaut 1.
En revenant à la dé…nition de ?1, on voit que R1 = ???(?1). Mais on sait
que le noyau de ?1 est l’image de ?2. Il su¢t alors de calculer l’image par
?2 de la base constituée des éléments ??1 ^ ??2 ^ ??3 ­ ?1 et des éléments
??1 ^??2 ^??3 ­?2 de N2 pour avoir un système de générateurs de l’idéal R1.
?2(??1 ^ ??2 ^ ??3 ­ ?1) = ¢1(??1 ^ ??2 ^ ??3)­ 1
= ??1??2 ^ ??3 ­ 1¡??2??1 ^ ??3 ­ 1 + ??3??1 ^ ??2 ­ 1
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et :
?2(??1 ^ ??2 ^ ??3 ­ ?2) = ¢2(??1 ^ ??2 ^ ??3)­ 1
= ???1??2 ^ ??3 ­ 1¡???2??1 ^ ??3 ­ 1 + ???3??1 ^ ??2 ­ 1
ce qui démontre le résultat.
Remarque — Les vecteurs :
??1??2??3??4 = (0? ¢ ¢ ¢ ? 0? ???1??2 ¡??1???2? 0? ¢ ¢ ¢ ? 0? ??3???4 ¡???3??4 ? 0? ¢ ¢ ¢ ? 0)?
où les deux composantes non nulles ???1??2 ¡??1???2 et ??3???4 ¡???3??4 sont
respectivement aux places d’indices (?3? ?4) et (?1? ?2), qui donnent clairement
des relations, s’écrivent grâce aux générateurs indiqués sous la forme :
?11??2??3??4 = ???4??1??2??3 ¡???3??1??2??4 + ??2??1??3??4 ¡??1??2??3??4 ?
5 Les dimensions.
5.1 Fonctions associées à des polynômes homogènes.
Suivons [7] pour associer à tout polynôme homogène une fonction dé…nie sur
l’espace projectif P?(?).
Notons F(?? ?) l’espace des fonctions de…nies sur P?(?) à valeurs dans F?.
Si ? = (?0 : ?1 : ??? : ??) 2 F?? (?), soit :
?(?) = maxf?j?? 6= 0g?
Dé…nissons l’application ?? de H(?? ? + 1? ?) dans F(?? ?) par :
??(?)(?0 : ¢ ¢ ¢ : ??(?) : 0 : ¢ ¢ ¢ : 0) = ( 1??(?) )
??(?0? ¢ ¢ ¢ ? ??(?)? 0? ¢ ¢ ¢ ? 0)?
?? est une application linéaire et :
???(??) = J??
Notons ?(?? ?? ?) le code de Reed Muller projectif d’ordre ? sur F?, de longueur
?? + ??¡1 + ¢ ¢ ¢+ ? + 1 (cf. [7]) :
?(?? ?? ?) = ??(H(?? ? + 1? ?))
si bien que :
???(???(??)) = ???(H(?? ? + 1? ?))¡ ???(?(?? ?? ?))
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La dimension de l’espace H(?? ? + 1? ?) est (cf. [7]) :





et la dimension de ?(?? ?? ?) est (cf. [8]) :
















où le coe¢cient binômial
µ
?¡ ?? + ?
?¡ ??
¶
est zero si ?¡ ?? ? 0. En conclusion
nous avons :






















Remarque — L’application qui à ? fait correspondre ???(?(?? ?? ?) (dimen-
sion de la composante homogène de degré ? du quotient P(?? ? + 1)?J ) est
la fonction de Hilbert de la variété F?? (?).
Remarque — Calculons la dimension de J? dans quelques cas particuliers.
² si ? · ? on sait d’après le théorème 2.1 que :
???(J?) = 0
² Si ? = ? + 1 on peut calculer la dimension en utilisant le théorème 5.1
(qui n’utilise pas le fait que J = I) ou en remarquant que les polynômes
??? ?? ¡????? (avec 0 · ? ? ? · ?) sont indépendants, si bien que :
???(J?) = ?(? + 1)2
² Si ? ¸ ?(?¡1)+1, on sait que (cf. [8]) ?(?? ?? ?) l’espace F(?? ?) tout






¡ (?? + ??¡1 + ¢ ¢ ¢+ ? + 1)
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5.2 Calcul de la dimension utilisant la résolution libre.
Théorème 5 La dimension de l’espace I? (composante homogène de degré ?











? + (? + 1)(? ¡ 1)¡ ?? + ?
? + (? + 1)(? ¡ 1)¡ ??
¶
?




P(?? ? + 1)
en identi…ant, par une démarche analogue à celle déjà faite au paragraphe
3, l’élément de base ??1 ^ ¢ ¢ ¢ ^ ??? ­ ??1 ??¡2¡?2 de N?¡1 avec l’élément deL
0·?1?¢¢¢???·?0·?·?¡2 P(?? ? + 1) dont toutes les composantes sont nulles sauf celle
d’indice (?1? ?2? ¢ ¢ ¢ ? ?? ? ?) qui vaut 1.
Posons :
(N0)? = H(?? ? + 1? ?)?




H(?? ? + 1? ?¡ (? + 1)¡ ?¡ ?(? ¡ 2¡ ?))?
Il est aisé de véri…er que la restriction de ?? à (N?)? a son image dans (N?¡1)?
et que la suite :
0! (N?)? ! (N?¡1)? ! ¢ ¢ ¢ ! (N1)? ! (N0)? !H(?? ? + 1? ?)?I? ! 0
est exacte. Donc :
???(I?) = ???(???(?)) = ???(??(?1))?
En tenant compte du fait que :
???(??(??)) = ??? ((N?)?)¡ ???(???(??))
et que :
???(???(??)) = ???(??(??+1))






qui compte tenu de la dé…nition de (N?¡1)? et de la formule :





donne le résultat attendu.











? + (? + 1)(? ¡ 1)¡ ?? + ?























En fait les deux formules donnant ???(I?) et ???(J?) ont été obtenues in-
dépendamment du fait que I = J , si bien que si l’on démontre directement
l’égalité combinatoire précédente, puiqu’on sait par ailleurs de façon simple
que I ½ J , on obtient une autre démonstration du théorème 2.1.
Exemple — Donnons quelques valeurs numériques pour la dimension com-
mune ???(I?) = ???(J?)
? = 3 ? = 2 ? = 4 ??? = 3
? = 3 ? = 2 ? = 7 ??? = 23
? = 3 ? = 2 ? = 9 ??? = 42
? = 3 ? = 2 ? = 10 ??? = 53
? = 3 ? = 5 ? = 4 ??? = 15
? = 3 ? = 5 ? = 7 ??? = 484
? = 3 ? = 5 ? = 9 ??? = 1644
? = 3 ? = 5 ? = 10 ??? = 2640
? = 4 ? = 2 ? = 4 ??? = 0
? = 4 ? = 2 ? = 7 ??? = 15
? = 4 ? = 2 ? = 9 ??? = 34
? = 4 ? = 2 ? = 10 ??? = 45
? = 4 ? = 5 ? = 4 ??? = 0
? = 4 ? = 5 ? = 7 ??? = 210
? = 4 ? = 5 ? = 9 ??? = 1030
? = 4 ? = 5 ? = 10 ??? = 1875
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