Abstract Based on the superconvergent approximation at some point (depending on the fractional order α, but not belonging to the mesh points) for Grünwald discretization to fractional derivative, we develop a series of high order quasi-compact schemes for space fractional diffusion equations. Because of the quasi-compactness of the derived schemes, no points beyond the domain are used for all the high order schemes including second order, third order, fourth order, and even higher order schemes; moreover, the algebraic equations for all the high order schemes have the completely same matrix structure. The stability and convergence analysis for some typical schemes are made; the techniques of treating the nonhomogeneous boundary conditions are introduced; and extensive numerical experiments are performed to confirm the theoretical analysis or verify the convergence orders.
Introduction
Fractional derivatives have been widely applied to model the problems in physics [2, 4, 5, 9, 15, 18, 28] , finance [26, 27] , and hydrology [3, 30] , especially to the anomalous diffusion or dispersion, where a particle plume spreads at a rate inconsistent with the classical Brownian motion [10, 16, 21] . The suitable mathematical models are the generalization to the classical diffusion equations formally replacing the classical first order derivative in time by the Caputo fractional derivative of order α ∈ (0, 1), and the second order derivative in space by the Riemann-Liouville fractional derivative of order α ∈ (1, 2]. While, unlike the classical counterparts, because of the nonlocal properties of fractional operators, obtaining the analytical solutions of the fractional partial differential equations (PDEs) is more challenging or sometimes even impossible; or the obtained analytical solutions are just expressed by transcendental functions or infinite series. So, efficiently solving the fractional PDEs naturally becomes an urgent topic.
Over the last decades, the finite difference methods have achieved some developments in solving the fractional differential equations, e.g., [6, 14, 19, 34, 36] . The Riemann-Liouville space fractional derivative can be naturally discretized by the standard Grünwald-Letnikov formula [23] with first order accuracy, but the finite difference schemes derived by the discretization are unconditionally unstable for the initial value problems including the implicit schemes that are well known to be stable most of the time for classical derivatives [19] . To remedy the instability, Meerschaert and Tadjeran in [19] firstly propose the shifted Grünwald-Letnikov formula to approximate fractional advectiondispersion flow equations with still first order of accuracy. Recently, the high order approximations to space fractional derivatives are studied. Using the idea of second order central difference formula, a second order discretization for Riemann-Liouville fractional derivative is established in [31] , and the scheme is extended to two dimensional two-sided space fractional convection diffusion equation in finite domain in [12] . By assembling the Grünwald difference operators with different weights and shifts, a class of stable second order discretizations for Riemann-Liouville space fractional derivative is developed in [33, 17] , and an abstract way of discussing the stability and convergence of the discretizations can be seen in [1] ; its corresponding third order quasi-compact scheme is given in [37] . Allowing to use the points outside of the domain, a class of second, third and fourth order approximations for Riemann-Liouville space fractional derivatives are derived in [13] by using the weighted and shifted Lubich difference operators.
Comparing with the classical PDEs, the high order finite difference schemes get more striking benefits than the low order ones in solving the fractional PDEs. The reason is that the high order schemes can keep the same computational cost as the first order ones but greatly improve the accuracy. Usually, the high and low order schemes have the same algebraic structures, e.g., (T−A)U n+1 = (T+A)U n +b n+1 , where T is tri-diagonal, and A is Toeplitzlike full matrix. Even though the matrix A is full because of the nonlocal property of fractional operator, the so-called compactness to the schemes for classical differential equation still makes sense here since it can make the high order schemes avoid using the points outside of the domain and the corresponding schemes reduce to the classical compact schemes when the order of fractional derivative is taken as an integer. And we call this kind of schemes high order quasi-compact schemes. The superconvergence of the Grünwald discretizaton to the Riemann-Liouville derivative at some special point is introduced in Sec. 8.2 of [22] and a further discussion is given in [20] . Using the superconvergence of the Grünwald discretization, in this paper we develop a series of quasi-compact second order, third order, and fourth order schemes for space fractional diffusion equation:
where xL D 
are the γ-th left and right Riemann-Liouville fractional integrals, respectively. The paper is organized as follows. In Section 2, we derive a series of second and third order approximations to the linear combinations of the RiemannLiouville space fractional derivatives and show the basic ways to derive the higher order schemes. In Section 3, the derived high order schemes are applied to solve space fractional diffusion problem, and the stability and convergence analyses for some of the schemes are performed. Some numerical results are given in Section 4 to confirm the theoretical analyses and convergence orders; in particular, the equation with nonhomogeneous boundary conditions is also numerically solved by using the techniques introduced in the Appendix which help keeping the desired convergence orders. We conclude the paper with some remarks in the last section. 
where g
are the coefficients of the power series of the generating function (1 − ζ) α , and they can be calculated by the following recursively formula
If a = −∞ or b = +∞, then [29] 
For the issue of numerical stability, the shifted Grünwald difference operator
is introduced to approximate the left Riemann-Liouville fractional derivative (and σ
to the right Riemann-Liouville fractional derivative) with first order accuracy [19] . And it is clear that
Remark 1 For the functions defined on a bounded interval [a, b], sometimes we discuss them in (−∞, b] or [a, +∞) by zero extending their definitions. In the following, we do not restate this.
Some of the second order approximations
In [20, 22] , it is found that the Grünwald approximation has a superconvergent point. Based on this fact, in this subsection we derive a series of second order quasi-compact approximations for the combined left Riemann-Liouville fractional derivatives. For the right Riemann-Liouville fractional derivative, the same results can be obtained if δ α h,p f (x), p = −1, 0, 1 is substituted by σ α h,p f (x), p = −1, 0, 1, and f (x − ·) by f (x + ·).
By realigning the equi-spaced grid points, Nasir et al in [20] refer to that δ α h,1 f (x) can approximate −∞ D α x f (x + βh) with second order accuracy, where
, then by the Taylor series expansions there exists
where
Combining (12) and (13) leads to a second order approximation
We further derive the next second order approximation. First, we have
From (11), (12) , and (16), there exists the second order approximation
From (11), (12) , (13) , and (16), we get
In fact, (19) implies (18) . So now we have obtained two types of second order approximations for the combined Riemann-Liouville fractional derivatives:
where m = n; and
where p = q, m 1 = n 1 , m 2 = n 2 . For convenience, we assume that m < n, p < q, m 1 < n 1 , and m 2 < n 2 .
Remark 2 It should be noted that the operator (18) can also be derived by the way of weighting and shifting Grünwald difference operator [33] .
In the above the general second order schemes are presented, in practice we are more interested in the quasi-compact (not using the points outside of the domain) ones, which have the form
The quasi-compact approximations corresponding to (15) , where (m, n) is taken as (0, 1), (1, 2) , and (0, 2), respectively, are and
The values of the parameters (p, q), (m 1 , n 1 ), and (m 2 , n 2 ) to generate the quasi-compact schemes from (21) are listed in Table 1 ; each group of parameters corresponds to a specific different quasi-compact approximation.
If (12) we can derive a new quasi-compact second order approximation. Since
then the obtained approximation is
Asymptotic expansions for the truncation errors of Grünwald approximations
For the convenience of obtaining higher order approximations later, now we make the detailed asymptotic expansions for the truncation errors of Grünwald approximations.
Then for any integer p and a real parameter γ, we have
, where a l (γ, p) are the coefficients of the power series of the
Remark 3 It can be noted that in [32] , a similar result (γ = 0) is given under the condition that "let 1 < α < 2, f ∈ C n+3 (R) such that all derivatives of f up to order n + 3 belong to L 1 (R)", which can be interpreted as "Let
is defined on a bounded interval [a, b] . So Lemma 1 to be proven here holds under a weaker condition.
It can be noticed
And
holds [23, 29] . But the similar statement for fractional derivative
is NOT true, unless we make more requirements to g(x), e.g., g(x) and its several derivatives vanish at the end points of the interval.
Proof Firstly, it is well known that [23] 
and it is clear that f (ω) ∈ L 1 (R); further requiring that D k f (b) = 0, k = 0, · · · , m + l − 1 and combining with (30) 
Next, we show that
; and then (29) holds. Since
and that
k z k converges absolutely for |z| ≤ 1, we have
where z = −iωh. Since W α,p (z) is analytic in some neighborhood of the origin, we have the power series expansion W α,p (z) = ∞ l=0 a l z l , which converges absolutely for all |z| ≤ R for some R > 0. Note that a 0 = 0. So
We next show that there exists a constant C 1 > 0 such that
uniformly for ωh ∈ R. In fact, when |ωh| ≤ R, we have
where C 2 = R −n ∞ l=0 |a l |R l < ∞; and when |ωh| > R, we have
where C 4 = n−1 l=0 |a l |R l−n < ∞. Now if we set C 1 = max{C 2 , C 3 + C 4 }, then it follows that (36) holds for all ωh ∈ R. Thus ϕ(ω, h) ∈ L 1 (R) and
The proof is completed.
By simple calculation, we have the coefficients
Intuitively, in Lemma 1 it seems unreasonable to require the regularity of the performed function at the right end point when analyzing its left fractional derivative. Next, we show that this requirement can be dropped.
Then for any integer p and a real parameter γ, there exists
Proof Firstly, we can always construct a function y(x), which satisfies:
By Lemma 1, we have
, which completes the proof.
From Theorem 1, we can easily derive the following theorem on the second order quasi-compact approximations in bounded domain and the regularity requirements for the performed functions.
Then the quasi-compact approximations corresponding to (20) , (21) , and (28) have second order accuracy and share a genetic form
where (p, q) = (−1, 1) or (0, 1) or (−1, 0), and
, then the quasi-compact approximations corresponding to (20) , (21), and (28) share the following form
Now for the convenience of the discussions in the next (sub)sections, we list several specific asymptotic expansions for the quasi-compact approximations given above.
and
2.3 Derivation of a series of higher order approximations
In this subsection, we focus on stating a basic strategy to derive any desired high order approximation. As an illustrating example, several third order approximations are specifically deduced. Combining any two of the second order quasi-compact approximations listed above can lead to a third order approximation; so the number of different third approximations is much greater than the second order's one. Along this direction, letting
, from any two of the quasi-compact low order approximations, say
we can get a higher order onẽ
Now from the second order quasi-compact approximations (48)- (51), we deduce and list the following four different third order quasi-compact approximations. Under the assumptions:
; by calculating:
× (50), we have
× (51), there exists
by calculating:
× (51), there is
Remark 4 It can be noted that if α = 2 and β = 1 − α/2 = 0, then all the stable (which means that the derived scheme is stable when the discretization is used to solve space fractional diffusion equation; see next section) second order quasi-compact approximations reduce to the standard centered difference operator
For the third order approximations firstly dividing β in both sides of them and then letting β → 0, we get the third order quasi-compact approximations of some linear combinations of the classical second order derivatives.
Stable high order schemes for fractional diffusion problems
Based on the high order approximations to the linear combinations of the Riemann-Liouville space fractional derivatives, we develop a series of high order quasi-compact Crank-Nicolson type scheme for the problem (1). Then we perform the detailed stability and convergence analysis for several derived schemes. And some of the error estimates are also discussed.
Derivation of the general numerical scheme
We partition the interval [x L , x R ] into an uniform mesh with the space stepsize h = (x R − x L )/N and the time steplength τ = T /M , where N, M are two positive integers. The sets of mesh points are denoted by x i = ih for 1 ≤ i ≤ N − 1 and t n = nτ for 0 ≤ n ≤ M . Let t n+1/2 = (t n + t n+1 )/2 for 0 ≤ n ≤ M − 1. And the following notations are used in the sections below
For the space discretization, by combining the general quasi-compact form (52) with (1) (c −1 must equal to c 1 , if K 1 K 2 = 0), it yields that, for a fixed node
where l = 2, 3, 4, · · ·. Using the Crank-Nicolson (CN) technique to discretize the time derivative of (1) leads to
i.e.,
(65) Denoting U n i as the numerical approximation of u n i , the so-called CN-quasicompact scheme for (1) is obtained as
.
Defining the column vectors
Eq. (66) can be recast in matrix form as
are Toeplitz matrices, and
. . .
is the vector obtained by imposing the boundary conditions.
, c −1 must equal to c 1 , like the ones in second order approximations (50)-(51) and third order approximation (59). In these cases, the matrices T in the corresponding matrix forms (67) are symmetric. Generally speaking, if c −1 = c 1 it is hard/impossible to get a high order scheme for (1) with K 1 K 2 = 0. However, for second order approximations, as do in [20] , we can firstly plug (12) into the two-sided problem (1), and then expand ∂u(x+βh,t) ∂t in Taylor's series w.r.t x, similar to the way of getting (23), (24) and (28) . That is,
3.2 Properties of the matrices for the derived schemes
In this subsection we prove that the differential matrix A in (69) is negative definite for some of the second order and third order quasi-compact schemes. First, let us list some preliminary results. 
Lemma 3 ([24]) If
be the hermitian part of A. Then for any eigenvalue λ of A, the real part Re(λ(A)) satisfies
where λ min (H) and λ max (H) are the minimum and maximum of the eigenvalues of H, respectively.
Definition 2 ([8])
Let n × n Toeplitz matrix T n be the form:
i.e., t i,j = t i−j , and T n is constant along its diagonals. Assume that the diagonals {t k } n−1 k=−n+1 are the Fourier coefficients of a function f , i.e.,
Then the function f is called the generating function of T n .
Lemma 4 ( [7, 8] ) (Grenander-Szegö theorem) Let T n be given by above matrix with a generating function f , where f is a 2π-periodic continuous realvalued functions defined on [−π, π]. Let λ min (T n ) and λ max (T n ) denote the smallest and largest eigenvalues of T n , respectively. Then we have
where f min and f max is the minimum and maximum values of f (x), respectively. Moreover, if f min < f max , then all eigenvalues of T n satisfy
for all n > 0. In particular, if f min > 0, then T n is positive definite.
Theorem 3 For the second order quasi-compact schemes corresponding to (22) with (p, q) = (−1, 1) or (0, 1), and the third order quasi-compact schemes corresponding to (56)-(59), the A in (69) is negative definite.
Proof Firstly, we consider the symmetric part of matrix A, denoted as H = A+A T
2
. The generating functions of A and
is the generating function of H, and f (α; x) is a periodic continuous real-valued function on [−π, π], since f A (x) and f A T (x) are mutually conjugated.
By (65),
Since f (α; x) is a real-valued and even function, we just consider its principal value on [0, π]. From the formulae
there exists
and sin
then (i) for the second order scheme corresponding to (20) and (28), where
(ii) for the scheme corresponding to (21) with (p, q) = (−1, 1), where
(iii) for the scheme corresponding to (21) with (p, q) = (0, 1), where
and because of
g(β) increases with respect to β. Therefore, g(β) ≤ g( 1 2 ) = 0. (iv) for the scheme corresponding to (57), after ignoring the common factor
= cos (1 − β)ξ + 7 cos βξ = (7 + cos ξ) cos βξ + sin ξ sin βξ > 0,
from (83), (88) and (89), there exists g(β) < 0.
(v) for the scheme corresponding to (58), after ignoring the common factor
= cos (1 − β)ξ + cos βξ = cos ξ cos βξ + sin ξ sin βξ + cos βξ = cos βξ(1 + cos ξ) + sin ξ sin βξ > 0.
From Lemmas 3 and 4, we know that Re(λ) < 0 for the second order schemes discussed in this proof and the third quasi-compact schemes corresponding to (56)-(59). And the desired result follows from Lemma 2. The proof is completed.
Stability and convergent analysis
As for the stability of the scheme (67), we have the following results.
Theorem 4
The CN-quasi-compact scheme (67) is unconditionally stable if T is symmetric and positive definite and A is negative definite.
T ), we prove that the magnitudes of the eigenvalues of the iterative matrix (T − A) −1 (T + A) are less than one. Firstly, we show that the real parts of all the eigenvalues of C := (T) −1 A are negative. In fact, if λ is an eigenvalue of C, and x is the corresponding eigenvector, then (T)
Since T is symmetric and positive definite, x T Tx > 0; and because of A being negative definite, Re(x T Ax) < 0. Therefore, Re(λ) < 0.
Secondly, since B := (T − A) −1 (T + A) = (I − C) −1 (I + C), if λ is an eigenvalue of C, then (1 + λ)/(1 − λ) is an eigenvalue of B. Therefore |(1 + λ)/(1 − λ)| < 1, i.e., the CN-quasi-compact scheme is unconditionally stable. The proof is completed.
The convergence results are listed in the following lemma and theorem. Since the error estimates here in Theorem 5 can be obtained by Lemma 5 and similar analysis as in [37] , the proof is omitted.
Lemma 5 [35] The eigenvalues of T in (68) are given as
Moreover, if T is symmetric and strictly positive definite, its eigenvalues are real and satisfy Theorem 5 Let u n i be the exact solution of problem (1), and U n i be the solution of the m-th order CN-quasi-compact scheme (67) at grid point (x i , t n ). If T is symmetric and strictly positive definite and A is negative definite, the estimate
holds, where · means the discrete L 2 norm.
Remark 6 When T is asymmetric, we find numerically that the CN-quasicompact scheme (67) is also stable and convergent, if T is strictly positive definite and A is negative definite, or in more relaxed as well as easier to judge conditions:
and (55) holds. Although we cannot theoretically prove it, it is believed to be true.
From Theorem 4, the second order CN-quasi-compact schemes deduced from (21) are unconditionally stable if c −1 = c 1 and A is negative definite. All the second order quasi-compact approximations that can derive the CN-quasicompact unconditionally stable schemes are listed in Table ( 2); and they are numbered from 1 to 10; in particular, the ones from No. 4 to No. 10 can be directly used to solve the two-sided problem (1) with
Similarly, for the third order schemes, we can still analyze the properties of A, T, D −1 T, to prove their unconditional stability. For the simplicity, we list the stable cases in Table 3 ; some of them can be easily proven in theory, while others are numerically verified.
For the fourth order quasi-compact scheme, we numerically show that the scheme obtained by combining (1, 2) and (1, 4) is unstable; see the eigenvalues distribution of the iterative matrix in Figure 1 with α = 1.5, N = 100. While combining (1, 2) and (1, 8) leads to an unconditionally stable fourth order quasi-compact scheme; Figure 2 shows the eigenvalues distribution of the iterative matrix with α = 1.5, N = 100. 
Re(λ)
Im(λ) Fig. 1 Eigenvalues of the scheme that is designed by (1, 2) and (1, 4), where α = 1.5, N = 100.
Remark 7 While, usually, for a numerical approximation, we only need the regularity for the function u(x) itself. However, for some of the approximations to fractional derivatives it seems strange that more conditions are actually needed even for the shifted Grünwald-Letnikov formula with first order of accuracy (u ∈ L 1 (R) and u ∈ C α+1 (R) [19] ); this is because the schemes are derived by the Fourier analysis which uses information of the whole domain. Although Theorem 1 in this paper shows that the conditions, which are less rigorous and easier to judge, are enough for general high order schemes; it still means more boundary conditions are needed for the space fractional diffusion problem (1) .
By using the techniques similar to [11] , the schemes discussed in this paper can still be effective and keep the corresponding high order accuracy after removing the extra boundary requirements. More details for the approximations to the Riemann-Liouville fractional derivatives are described in Appendix. A numerical example is given in the next section to demonstrate that these techniques also work for the time-dependent PDEs. 
Im(λ) Fig. 2 Eigenvalues of the scheme that is designed by (1, 2) and (1, 8), where α = 1.5, N = 100.
Numerical experiments
We perform numerical experiments to show the powerfulness of the derived schemes and confirm the theoretical analysis and convergence orders.
Example 1 Consider the following problem
with the boundary conditions
and the initial value
Then the exact solutions of (97) is e −t x 3+α .
Letting τ = h, τ = h/20, and τ = h 2 , respectively, in second, third and fourth order (in terms of spatial direction) stable schemes can make sure that the numerical errors caused by the Crank-Nicolson method in time direction is small enough, so that errors in spatial direction are dominant and the convergence rates can be testified. The numerical results in Tables 4 and 5 Table 4 The discrete L 2 errors and their convergence rates to Example 1 at t = 1 by using the second order stable CN-quasi-compact schemes and the fourth order one (1, 2)+ (1, 8) for different α with τ = h and τ = h 2 , respectively. Table 5 The discrete L 2 errors and their convergence rates to Example 1 at t = 1 by using the third order stable CN-quasi-compact schemes for different α with τ = h/20. with the source term Table 6 The discrete L 2 errors and their convergence rates to Example 2 at t = 1 by using the second order stable CN-quasi-compact schemes for different α with τ = h. 
Then the exact solutions of (100) is e −t x 3 (1 − x) 3 .
Letting τ = h and τ = h/20 respectively in second and third order (in terms of spatial direction) stable schemes can make sure that the numerical errors caused by the Crank-Nicolson method in time direction is small enough, so that errors in spatial direction are dominant and the convergence rates can be testified. The numerical results in Tables 6, 7 confirm the theoretical convergence orders 2 and 3.
Example 3 Consider the nonhomogeneous problem
with the source term f (x, t) Table 7 The discrete L 2 errors and their convergence rates to Example 2 at t = 1 by using the third order stable CN-quasi-compact schemes for different α with τ = h/20. 
Then the exact solutions of (101) is e −t (1 + x + x 3+α ).
We apply the CN-quasi-compact schemes to (101). Letting τ = h, τ = h/20, and τ = h 2 , respectively in second, third, and fourth order (in terms of spatial direction) stable schemes can make sure that the numerical errors caused by the Crank-Nicolson method in time direction is small enough, so that errors in spatial direction are dominant and the convergence rates can be testified. The numerical results in Tables 8 and 9 indicate the effectiveness of these schemes for nonhomogeneous problems.
Example 4 There is no challenge introduced if using the idea of this paper and combining with alternating directions methods to solve high dimensional problems. In this example, the following problem
is considered in the domain Ω = (0, 1) 2 and t > 0, 1 < α, β ≤ 2, with the boundary conditions Table 8 The discrete L 2 errors and their convergence rates to Example 3 at t = 1 by using the second order stable CN-pseudo-compact schemes and the fourth order one (1, 2)+ (1, 8) for different α with τ = h and τ = h 2 , respectively. Table 9 The discrete L 2 errors and their convergence rates to Example 3 at t = 1 by using the third order stable CN-pseudo-compact schemes for different α with τ = h/20. and the initial value
The source term is f (x, y, t)
And the exact solutions is given by e −t x
In Tables 10 and 11 , the quasi-compact Peaceman-Rachford ADI scheme is used to testify the effectiveness of some second order and third order stable CN-quasi-compact schemes. More ADI schemes can be see in [33] and [37] . Letting τ = h and τ = h/20, respectively, in second and third order (in terms of spatial direction) stable schemes can make sure that the numerical errors caused by the Crank-Nicolson method in time direction is small enough, so that errors in spatial direction are dominant and the convergence rates can be testified.
Conclusion
This paper focuses on developing a series quasi-compact schemes for space fractional diffusion equations; and the schemes can be easily extended to general space fractional PDEs. The so-called quasi-compactness for fractional PDEs which are nonlocal means that while the high order schemes are designed, no points outside of the domain of the solution are used. The ideas of developing the schemes are based on the superconvergence of the Grünwald approximation to Riemann-Liouville derivative at a special point. And the strategy to design any desired high order scheme is presented. The detailed stability and convergence analysis are performed for some of the derived schemes. The extensive numerical experiments, including one and two dimensional equations, are performed to show the effectiveness of the derived schemes. In particular, Table 10 The discrete L 2 errors and their convergence rates to Example 4 at t = 1 by using the second order stable quasi-compact Peaceman-Rachford ADI schemes for different α and β with τ = h. Table 11 The discrete L 2 errors and their convergence rates to Example 4 at t = 1 by using the third order stable quasi-compact Peaceman-Rachford ADI schemes for different α and β with τ = h/20. the techniques for treating the nonhomogeneous boundary conditions are introduced, which can keep the potential high accuracy of the schemes and at the same time do not need to specify any more non-physical conditions on the boundaries.
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A Appendix
Here we show in detail how to apply the approximations discussed in this paper to the Riemann-Liouville derivatives of a function with nonhomogeneous boundaries. And then we derive a general numerical scheme to the nonhomogeneous steady state problem 
A.1 Derivation of the general numerical scheme
To begin, a fundamental lemma is listed as follows.
, then for any h > 0, x j = jh + a and some given positive integer n, there exists an unique set of {a l j } n+l j=0 such that
i.e.
holds, for l = 0, 1, · · · , n.
Proof Under the hypotheses of Lemma 6, the following equalities can be obtained from the Taylor expansion
Denote
It is easy to see that a l is the solution of the equations
where e l is a (n + l + 1)-dimensional vector, with
The existence and uniqueness of a l are guaranteed by the reversibility of L, which complete the proof.
Remark 8 While it is true that the condition number of L in Lemma 6 grows rapidly with the increase of n, which might bring an inaccurate numerical result of {a l j } n+l j=0 . Fortunately, however, in practice, n is related to the convergence order of the approximations, which usually is less than 5. Therefore, most of the time we do not need to take the extreme case of L into consideration.
For the easy of presentation, it is convenient to assume a l j = 0 for j = n + l + 1, · · · , 2n. In this way, (112) can be uniformly rewritten as
Let us assume
, but not necessarily with homogeneous boundaries. It is obvious that
Thus, by Theorem 2, there are two sets of data {c −1 , c 0 , c1} and {d
Taking
then by Lemma 6 and (10), we have
for 1 ≤ i ≤ N = 1/h. Hence,
So far, by denoting u i as the numerical approximation of u(x i ), the corresponding scheme for (105) is obtained as 
where . . . g 
A.2 Examples
We apply the quasi-compact approximations to the steady state problem
with the right-hand function 
