This paper addresses two primary questions: (i) How much faster can we disseminate information in a large wireless network if we have multiple communication channels available (as compared to relying on only a single communication channel)? (ii) Can we still disseminate information reliably, even if some subset of the channels are disrupted? In answer to the first question, we reduce the cost of broadcast to O(log log n) rounds/hop, approximately, for sufficiently many channels. We answer the second question in the affirmative, presenting two different algorithms, while at the same time proving a lower bound showing that disrupted channels have unavoidable costs.
1 Introduction log n C )) rounds, w.h.p. Notice, for a single channel (C = 1), our algorithm has the same running time as the canonical Bar-Yehuda et. al algorithm [3] , but as the number of channels increases so does our algorithm's performance advantage. This comparison however, is not exact, as unlike [3] , we assume collision detection. With this in mind, we prove a lower bound Ω(D + log 2 n C ) rounds for broadcast algorithms in our collision detector-equipped model. It follows that for C = Ω(log n): our algorithm is within a factor of O(log log n) of optimal, and for sufficiently small D, it is strictly more efficient than the best possible single-channel algorithm.
The key insight of this algorithm is the following: At a high-level, standard single-channel broadcast algorithms, such as [3] , require processes to sequentially test log n broadcast probabilities, exponentially distributed between 1/n and 1/2. The idea is that for every process with transmitting neighbors, one of these probabilities will match what is required for the message to be received. Our algorithm, by contrast, leverages multiple communication channels to test multiple probabilities in parallel, allowing processes to hone in on the correct probabilities more efficiently.
While it may not be surprising that some speed-up is possible using multiple channels, it is non-trivial to determine exactly what is feasible for two reasons. First, the multiple communication channels can only speed up one part of the algorithm (i.e., the contention resolution); it cannot speed-up the time to relay the message over long distances. Second, the multiple channels cannot all be used in parallel by any one processor, as each has only one transceiver. Thus, the "obvious" solutions, e.g., multiplexing the singlechannel protocol over multiple channels, are not applicable. If log n channels could be used in parallel, we could readily achieve a rounds-per-hop cost of O(1); that we can still achieve O(log log n) rounds-per-hop with only one transceiver, is, perhaps, surprising. Results: t-Disruption.Having showing that additional communication channels improves efficiency, we next turn our attention to showing that they also improve robustness. We now assume disruption (i.e., t > 0) and that processes have access to a common source of random bits. We argue that this latter assumption is often justified in practice, as most radio network deployments require devices to be configured with a common network id, and a hash of this id can provide a seed for a pseudo-random bit generator. 2 In this setting, we present a randomized algorithm that solves broadcast in O((D +log n)( C log C log log C C−t + log n C−t )) rounds, w.h.p., where t is the upper bound on disrupted channels. Notice, for t up to a constant factor of C, this algorithm performs only a factor of O(log log C) slower than the no disruption case. In other words, even with lots of disruption, our multi-channel algorithm still outperforms the best possible single channel solution in many cases, and is more efficient than the canonical single channel algorithm of [3] . The key insight of this algorithm is that we replace the broadcast and receive primitives used in the no disruption case with simulated versions. These simulated broadcasts and receives use the common randomness to generate coordinated random frequency hopping patterns. These patterns are used to evade adversarial disruption with sufficient probability for the original no disruption arguments to still apply. Lastly, we consider the case with disruption and no common randomness. We describe a randomized algorithm that solves broadcast in this setting in O((D + log n) Ct C−t log ( n t )) rounds, w.h.p. Notice, for large t, this algorithm now performs slightly worse than [3] , but this is arguably still a reasonable price to pay for the added robustness. We conclude by showing this price to be not just reasonable, but also be necessary. In more detail, we prove a lower bound of Ω((D + log n) Ct C−t ) rounds to solve broadcast in this setting. Related Work. We use the terminology multihop broadcast to describe the problem addressed in this paper, as we want to clearly separate it from the local broadcast problem we solve as a subroutine. Previous work on this problem, however, has used both reliable broadcast (e.g., [18] ) and broadcast (e.g., [3] ) to refer to the same problem. All terms describe the same goal of disseminating a message from a single distinguished source to every process in a radio network.
Theoretical concern with broadcasting in radio networks began with the investigation of centralized solutions. Chlamtac and Kutten [5] opened the topic by proving the calculation of optimal broadcast schedules to be NP-hard, Chlamtac and Weinstein [6] followed with a polynomial-time algorithm that guaranteed schedule lengths of size O(D log 2 n), and Alon et al. proved the existence of constant diameter graphs that require Ω(log 2 n) rounds [2] . An oft-cited paper by Bar Yehuda et al. [3] introduced the first distributed solution to broadcast, launching a long series of papers investigating distributed solutions under different model assumptions; c.f., [7] [8] [9] [10] 21] . The algorithm in [3] assumes no topology knowledge or collision detection, and solves broadcast in O((D + log n) log (n)) rounds, w.h.p. In later work [10, 20] , this bound was improved to O((D + log n) log (n/D)), which performs better in graphs with large diameters. For the assumption of no topology knowledge, these broadcast bounds can be considered the best known.
Our algorithm for the no disruption setting matches the Bar-Yehuda algorithm for the case where C = 1, and performs increasingly better as we increase the number of channels. Its comparability with the bound of [10, 20] depends on the diameter. Our model, however, unlike the model in [3, 10, 20] , assumes receiver collision detection, so these comparisons are not exact. (The O(D log n)-time broadcast algorithm of [27] , by contrast, does assume collision detection, but a direct comparison is foiled in this case because the model of [27] constrains the communication graph to be growth-bounded, whereas our model, as in the canonical results referenced above, works for arbitrary graphs.) This motivates the Ω(D+ log 2 n C ) lower bound we prove in Section 6 for solving broadcast in our model. Notice, this implies that the best possible single-channel broadcast algorithm in our model requires Ω(D + log 2 n) rounds. For C = Ω(log n), and sufficiently small D, our no disruption algorithm is strictly more efficient. In Section 4, we show that even if we introduce significant disruption, if we assume a common source of randomness we still outperform the best possible single channel solution in many cases.
The t-disrupted model was introduced in [13] , and has since been extensively studied in the context of both single hop and multihop radio networks [11-14, 16, 24, 28, 29] . (See [11] for a good overview of this model and results. 3 ) Koo [18] considered broadcast in a similar model that assumed a single channel and Byzantine failures, which, due to their ability to spoof messages, are arguably more challenging than the disruption faults considered in our work. The corrupt processes in this model, however, could not disrupt communication. In later work, Koo, now collaborating with Bhandari, Katz, and Vaidya [19] , extended the model to allow for a bounded number of collisions. Their focus was on feasibility (i.e., for what amount of corruptions is broadcast still solvable) not time complexity. Drabkin et al. [15] and Pelc and Peleg [25] both studied broadcast in radio network models that assume a single channel and probabilistic message corruption. Finally, in recent work, Richa et al. [26] considered efficient MAC protocols in a single channel, multihop radio network, with an adversary that can cause a bounded amount of communication disruption.
Model
We model a synchronous multihop radio network with multiple communication channels, receiver collision detection, and adversarial disruption. In the following, for integer x > 1, let [x] = {1, ..., x}, and assume log denotes the base-2 logarithm. Fix an undirected graph G = (V, E), with diameter D, where the vertexes in V correspond to the n > 1 processes in the network, which we uniquely label from [n]. We assume processes know n. To simplify notation we also assume that n is a power of 2. In this paper, when we denote a property holds with high probability (w.h.p.), we assume a probability of at least 1 − 1 n x , for some sufficiently large positive integer x. Fix a set [C] of communication channels for some integer C ≥ 1, and a known upper bound on disruption, t, 0 ≤ t ≤ C. Executions in our model proceeds in synchronous rounds labeled 1, 2, . . . . Because we study broadcast problems, we assume processes can receive a message from and output a message to the environment, during each round. All processes start in round 1, but following the standard assumption made in the study of multihop broadcast (e.g., [3] ), we assume no process can broadcast before it receives a message, either from another process or the environment.
In each round r, an adversary chooses, for each process i, a set disp(i, r) of up to t channels to disrupt. The adversary can use the history of the execution through round r − 1, as well as the process definitions, in deciding disp(i, r). It does not, however, have advance knowledge of the random choices made in r. We consider two cases for the random choices: (i) common randomness, where processes can access a common source of random bits in each round, and (ii) no common randomness, case where the bits are independent at each process. Next, each process i chooses a channel c ∈ [C] on which to participate, and decides whether to broadcast or receive. If i broadcasts it receives nothing. If i receives, three behaviors are possible: (1) if no neighbor of i in G broadcasts on c in r and c / ∈ disp(i, r), i detects silence, indicated by ⊥; (2) if exactly one neighbor j of i in G broadcasts on c in r, and c / ∈ disp(i, r), i receives j's message; (3) if two or more neighbors of i in G broadcast on c in r, or c ∈ disp(i, r), i detects a collision, indicated by ±. (That is, receiving on a disrupted channel is indistinguishable from detecting a collision.) Notice, i learns nothing about the activities of processes on other channels during this round. The Multihop Broadcast Problem. Our goal in this paper is to define bounds for the multihop broadcast problem, which is defined as follows: At the beginning of round 1, a single source process is provided a message m by the environment. We say an algorithm solves the multihop broadcast problem in r rounds if and only if every process outputs m by round r, w.h.p. The Local Broadcast Problem.In this paper, following the approach of [17] , we decompose multihop broadcast into first solving local broadcast, and then using the construction presented in [17] to transform this local solution into a global one.
In more detail, the T A -local broadcast problem, for positive integer T A , assumes that the environment injects a message m at arbitrary processes at arbitrary times, and that every process that receives the message from the environment must eventually output ack. We say an algorithm solves the T A -local broadcast problem if and only if the following hold: (a) If some process i receives the message from the environment in round r and outputs ack in round r ≥ r, then all neighbors of i output the message by round r , w.h.p. (b) We say a process is active in a given round r if it received the message from the environment in some round r ≤ r, and it has not yet output ack by the beginning of r. Given any interval of T A rounds, if process i has a neighbor that is active in every round of the interval, then i outputs the message by the end of the interval, with constant probability. Transforming Local Broadcast to Multihop Broadcast. The following theorem, which follows from Theorem 7.8 of [17] , reduces the problem of multihop broadcast to local broadcast: 4 Theorem 1 (Theorem 7.8 of [17] ). Given an algorithm that solves the T A -local broadcast problem, we can construct an algorithm that solves the multihop broadcast problem in O((D + log n)T A ) rounds.
Upper Bound for No Disruption
We begin with an algorithm for the case with no disruption (i.e., t = 0), that solves multihop broadcast in O((D + log n)(log C + log n C )) rounds. For C = 1, this running time matches the canonical broadcast algorithm of Bar-Yehuda et al. [3] , but as the number of channels increases so does our performance advantage. In Section 6, we will prove that for sufficiently large C, this is within a O(log log n) factor of optimal.
As described in Section 2, our approach is to first solve the local broadcast problem, then apply Theorem 1 to generate our global solution. Our algorithm only makes use of up to log n channels, so in this section we assume, w.l.o.g., C ≤ log n. All omitted proofs can be found in Appendix A. Intuition.The key insight of our protocol is to trade channel diversity for time complexity. Most existing broadcast algorithms (e.g., [3] ) described at a high level, have processes sequentially test log n different broadcast probabilities exponentially distributed between 1/n and 1/2. For each process waiting to receive a message from transmitting neighbors, one of these probabilities should sufficiently reduce the contention and hence match what is needed to ensure that the message is delivered. Our algorithm, by contrast, leverages multiple channels to test multiple probabilities in parallel, gaining efficiency.
Our local broadcast algorithm consists of two subroutines: SEARCH and LISTEN. During, SEARCH, processes assign an exponential distribution of probabilities to the channels (captured by schan in our algorithm description). A receiving process can then do a binary search over the channels (with silence indicating the probability is too low, and a collision indicating too high), to find the probability that best matches the number of transmitting neighbors. (This search is what necessitates receiver collision detection in our model.) If C ≤ log n, however, then this SEARCH subroutine identifies only a rough range of log n/C probabilities, in which is included the right probability for actually receiving a message. During 4 Formally, the local broadcast problem described above is a simplified presentation of the Abstract MAC Layer formalism first introduced in [22] . The result cited from [17] provides an implementation of multihop broadcast that uses a probabilistic Abstract MAC Layer implementation. Our definition of local broadcast simplifies the Abstract MAC Layer definition down to only the properties needed to apply the transformation in [17] . In more detail, receiving a message m from the environment in our model corresponds to bcast(m) in the Abstract MAC Layer, and outputting the message corresponds to calling recv(m). In addition, the TA parameter corresponds to fprog(∆), the constant probability of the TA property holding corresponds to 1 − prog , and the high probability of all neighbors eventually outputting the message corresponds to 1 − ack . We do not define an equivalent of f ack or frcv, as neither are used in the transformation. We point the interested reader to [17] for more details.
the LISTEN subroutine, transmitting processes cycle through the different probabilities assigned to each channel (captured by lchan in our algorithm description). 5 In both subroutines, care must be taken to account for the fact that many processes are both transmitters and receivers: a problem we solve by having processes choose a role with probability 1/2. Algorithm Description. The local broadcast algorithm has all processes alternate between executing the SEARCH and LISTEN subroutines presented in Figure 1 , starting in round 1. Each call to SEARCH returns a candidate channel c 1 , and the following call to LISTEN is made with channel = c 1 . On receiving a message msg from the environment, a process sets m ← msg, and continues to try to transmit the message for the subsequent AM AX calls to both subroutines, starting with the next call to SEARCH. After these AM AX calls it outputs ack. In all other rounds, it sets m ← ⊥. (Note, as required by our model, processes do not broadcast until they first receive a message.) Constants Used in Algorithm.Let k = log n C . The constant k represents the (approximate) number of probabilities assigned to each channel. Let p c = 1/2 k(c−1)+1 , for c ∈ [C]. The function schan() returns channel c ∈ [C] with probability p c , and the null channel 0 with the sum of the remaining probability:
That is, schan chooses channels using an exponential probability distribution.
Next, we define a family of functions lchan(r), for r ∈ {1, ..., k + 3}. Intuitively, lchan partitions the log n probabilities from { 1 n , 2 n , ..., 1 2 } among the C channels. This means that k, defined above as log n C , describes the number of probabilities in each channel partition. For each index passed to lchan, it assigns channels one of the probabilities from their partition, and then randomly selects a channel based on this distribution. The function lchan(r) is defined as follows: if r = 1, it returns channel 1 with probability 0; if r > k + 1, it returns channel C with probability 0; if r = k + 3 and k = 1, it returns channel C − 1 with probability 0; for all other r and c pairs, it returns channel c with probability (2p c )/2 r−1 . As with schan(), it returns the null channel 0 with the sum of the remaining probabilities for the given r value. The function lchanis defined for more than k values (i.e., k + 3 instead of k) because, to simplify the proof later, it helps if in addition to using every probability in a given channel's partition, we also use a constant number of probabilities that have been assigned to neighboring channels.
Finally, let SM AX = 2( log (C) + 1), LM AX = log n C + 3, and AM AX = Θ(log n), where the constants are defined in our main theorem proof.
Figure 1: The SEARCH and LISTEN subroutines called by our local broadcast solution. SM AX = Θ(log C) and LM AX = Θ(log n/C).
Correctness Proof. We prove that each pair of calls to SEARCH and LISTEN receives a message with constant probability, assuming there is a message to be received. We also prove that over AMAX calls to these subroutines, a message is received w.h.p. It follows that we solve T A -local broadcast problem for T A = O(SM AX + LM AX), which when combined with Theorem 1 yields an algorithm that solves multihop broadcast problem in O((D + log n)(log C + log n C )) rounds. To begin the proof, fix a process i and a call to SEARCH. Let I, |I| ≤ ∆, be the set of active neighbors of i during this call-that is, the neighbors of i with a message to send (i.e., m = ⊥ in their call to SEARCH). We say a call to SEARCH is valid for this process i if and only if these following three conditions hold: (1) |I| , and hence by a union bound, the condition holds over all relevant rounds with probability at least 1/2. We prove the third condition in a similar manner, concluding that the condition holds over all relevant rounds with probability at least 0.8.
We now show that if process i's call to SEARCH is valid then, with constant probability, process i will receive a message during the subsequent call to LISTEN (assuming, of course, |I| > 0). Lemma 3. Suppose process i's call to SEARCH is valid and |I| > 0. Then, process i will receive a message during the subsequent LISTEN subroutine, with constant probability.
Proof (sketch). Let c be the channel returned by the call to SEARCH.
We consider two cases for the size of I. In the first case, assume |I| = 1. Here, p c |I| ≤ 1 2 for every channel c > 1. Since we assume SEARCH was valid (with constant probability), every call to recv during the subroutine would return ⊥. It follows that LISTEN executes on channel c = 1, where process i will receive a message with probability at least
For the second case, assume |I| > 1. Let p min be the smallest non-0 probability assigned to channel c in all k + 3 calls to lchan in the listen phase, and let p max be the largest probability. We can then bound both p max and p min : p max |I| ≥ 1 and p min |I| ≤ 2.
By definition, p min ≤ p max . Combined, we conclude that there must exists a probability p , among those assigned to channel c by lchan during LISTEN such that 1 ≤ p |I| ≤ 2. Consider the LISTEN round during which p is assigned to channel c by lchan. During this round, process i will receive a message with probability p rcv ≥ We now simplify p rcv :
This later term is greater than or equal to We can now prove that the algorithm solves the local broadcast problem. Proof. By Lemmas 2 and 3, we know the algorithm satisfies property (b) of the local broadcast problem, for T A = 2(SM AX + LM AX) (the factor of 2 accounts for the case that a message arrives after SEARCH has begun, necessitating we wait until the next call to SEARCH begins before the process begins trying to send the message). To show the algorithm satisfies property (a), assume that some process i receives the message from the environment for the first time at some round r. Let j be a neighbor of i. By our above argument, over the next AM AX pairs of calls to SEARCH and LISTEN, j will receive the message from i (or another neighboring process) with some constant probability p. Process j therefore fails to receive the message in all AM AX pair of calls, with probability no greater than (1 − p) AM AX ≤ e −p·AM AX . Because p is constant and AM AX = O(log n), for sufficiently large constant factors, this failure with probability no more than 1 n x+1 , for any positive constant x. By a union bound over the O(n) neighbors of i, property (a) holds w.h.p., as needed.
Given Lemma 4, we can now apply Theorem 1 to derive our final result: Theorem 5. We can construct an algorithm that solves the multihop broadcast problem with no disruption (t = 0) in O((D + log n)(log C + log n C )) rounds.
Upper Bound for Disruption and Common Randomness
In this section, we assume that channels may be disrupted (i.e., t > 0) and that processes have access to a common source of randomness. We present an algorithm that solves the multihop broadcast problem in O((D + log n)( C log C log log C C−t + log n C−t )) rounds, where t is the known upper bound on disrupted channels. Therefore, for even large amounts of disruption (i.e., for any t up to a constant factor of C) our disruption-tolerant protocol performs only a factor of O(log log C) slower than our no disruption protocol from Section 3. This means that for sufficiently large C, we still outperform the best possible single channel solution in many cases, and are more efficient than the canonical single channel algorithm of [3] . It follows that common randomness is a potent weapon against disruptive interference. Intuition.Our approach is to extend the no disruption algorithm from Section 3. In more detail, we replace the broadcast and received primitives of the no disruption protocol with simulated versions that using coordinated frequency hopping (specified by the common random bits) to evade disruption. The goal is to simulate running the algorithm in the no disruption setting with just enough probability of success to ensure that our analysis still applies, but not so much that our running time becomes unwieldy.
sim-bcastγ(m, c):
simcount ← 1 while simcount ≤ γ ψ ← a channel permutation generated with common source of randomness for this round. bcast(m, ψ(c)) simcount ← simcount + 1 sim-recvγ(c) rmsg ← ±; simcount ← 1 while simcount ≤ γ ψ ← a channel permutation generated with common source of randomness for this round. m ← recv(ψ(c)) if m = ± then rmsg ← m simcount ← simcount + 1 return rmsg Figure 2 : The simulated broadcast and receive functions that replace the bcast and recv functions of the no disruption algorithm (Figure 1 ) to produce a local broadcast algorithm for the setting with disruption and a common source of randomness. For SEARCH, γ = Θ( C C−t log log C), and for LISTEN, γ = Θ( C C−t ).
Algorithm Description.Our local broadcast algorithm replaces each call to bcast and recv in the no disruption subroutines from Figure 1 , with calls to simulated broadcasts and receives that use multiple rounds to evade disruption. In more detail, in our modified version of the SEARCH subroutine from Figure 1 , which we call DSEARCH, we replace each call to bcast(m, b c ) with a call to sim-bcast γ S (m, b c ), and each call to recv(channel) with a call to sim-recv γ S (channel), where sim-bcast and sim-recv are defined in Figure 2 , and γ S = Θ( C C−t log log C). For the modified LISTEN subroutine, which we call DLISTEN, we do the same replacement of bcast and recv with sim-bcast and sim-recv, substituting γ L = Θ( C C−t ) for γ S . For any round r of an execution, we assume that every process generating the random channel permutation ψ during r, will generate the same permutation, using the common randomness. Correctness Proof.We begin by bounding the probability that our simulated bcast and receives behave the same as if we were in the no disruption setting. This claim follows primarily from the fact that the probability that the adversary disrupts every channel in ψ(c) in the relevant round is O(1/ log C). Lemma 6. Suppose process i calls sim-recv during some round of DSEARCH, and all of i's neighbors also call either sim-bcast or sim-recv during this same round. With probability at least 1 − O( 1 log C ), sim-recv will return i the same value as if these same processes had called bcast and recv, with the same parameters, in the setting where t = 0.
If we replace γ S with γ L , we can show a similar result for DLISTEN, this time with constant probability: Lemma 7. Suppose process i calls sim-recv during some round of DSEARCH, and all of i's neighbors also call either sim-bcast or sim-recv during this same round. With constant probability, sim-recv will return i the same value as if these same processes had called bcast and recv, with the same parameters, in the setting where t = 0.
We now show, much as in Section 3, that the local broadcast performs well:
Given Lemma 8, we apply Theorem 1 to derive our final result regarding multihop broadcast: Theorem 9. We can construct an algorithm that solves the multihop broadcast problem with common randomness in O((D + log n)( C log C log log C C−t + log n C−t )) rounds.
Upper Bound for Disruption and No Common Randomness
In this section, we assume disruption and no common source of randomness. We present an algorithm that solves multihop broadcast in O((D + log n) Ct C−t log ( n t )) rounds. In Section 6, we prove this to be within a factor of O(log ( n t )) of optimal. Unlike the common randomness case, here we actually perform (slightly) worse than the single channel algorithm of [3] (at least, for large t). This difference, however, is bounded by a factor of O(log n), which is arguably still a reasonable price to pay for the increased robustness. In the following, we assume w.l.o.g. that C < 2t. Intuition.There are three basic challenges to overcome: First, because some t channels are disrupted, processes must attempt to communicate on more than t channels, and to avoid the disruption, the communication must be randomized. Second, since the processes have no source of common randomness, the random channel selection potentially delays the receivers from finding the broadcasts. Third, processes still have to solve the problem of contention, i.e., the fact that many broadcasters may be competing to send a message.
To overcome these problems, we have processes repeatedly choose channels uniformly at random, cycling through the log n broadcast probabilities that are exponentially distributed between 1/n and 1/2. Algorithm Description.Our local broadcast algorithm works as follows. First, the execution is divided into epochs of length log n/C . If a message is injected at a process v in some round r, then process v waits until the beginning of the next epoch before trying to disseminate the message. We say that a process that has received message m by the first round of some epoch e, but has not yet returned an acknowledgment for m, participates in epoch e. In each round of an epoch, each participating process decides whether to broadcast and on which channel. In particular, in round r, a participating process v broadcasts with probability 1/2 r ; it chooses channel c ∈ [C] with probability 1/C. Every process u that is not broadcasting a message chooses a channel on which to listen with the same uniform probability 1/C. A process v returns an acknowledgment when it has participated for Θ((C 2 log n)/(C − t)) epochs. Correctness.We argue that this protocol solves T A -local broadcast for T A = O((C 2 log n/C)/(C − t)). We first argue that if process u has a participating neighbor in epoch e, then by the end of the epoch, it receives the message with constant probability:
Lemma 10. Let u be a process that has not received the message m prior to epoch e. Let V be the set of neighbors of u participating in epoch e, and assume that |V | > 0. Then with probability at least (C − t)/(32C 2 ), u receives message m by the end of epoch e.
Proof (sketch). Process u receives the message m in a round r if the following three conditions are satisfied: (a) there is exactly one process in v ∈ V that broadcasts in round r; (b) the channel selected by v is not disrupted in round r; and (c) process u chooses to listen on the same channel on which v broadcasts in round r. Consider round r = log |V | in epoch e. We now bound the probability that these three events occur.
Let c ∈ C be the channel chosen by u in round r of epoch e. With probability (C − t)/C we observe that c is not disrupted. We calculate the probability that exactly one participating process in V broadcasts on channel c: v∈V
. Thus, with probability (C −t)/(32C 2 ), process u receives the message by the end of the epoch.
From this we conclude that the protocol solves the T A -local broadcast problem: Lemma 11. The specified protocol solves the T A -local broadcast problem for T A = O(
Proof. First, we argue that every process with active neighbors receives the message within time T A with constant probability. Consider a process u. By Lemma 10, during each epoch in which a neighbor participates, u receives the message with probability (C − t)/(32C 2 ). Thus, over (32C 2 /(C − t)) epochs, process u receives the message with constant probability. An active neighbor may not participate for the first epoch when it receives the message, and from this we conclude that if T A = [(32C 2 /(C − t)) + 1] log(n/C), then u receives the message as required.
Next, we argue that when a node sends an acknowledgment, every neighboring process has received the message. Specifically: in each epoch, each neighbor receives the message with constant probability. Thus within O(log n) epochs, every neighbor has received the message with high probability, as required.
Since t < C ≤ 2t, we can apply Theorem 1 to conclude: Theorem 12. We can construct an algorithm that solves the multihop broadcast problem without common randomness in O((D + log n)( Ct C−t ) log ( n t )) rounds.
Lower Bounds
We begin by showing that the O((D + log n)(log C + log n C ))-time broadcast algorithm from Section 3 is (almost) tight for sufficiently large C, by proving a Ω(D + log 2 n C ) lower bound for solving broadcast in this setting. (In more detail, for C = Ω(log n), the upper bound is within a factor of O(log log n) of the lower.)
Theorem 13. For any D ≤ n/2: every multihop broadcast algorithm requires Ω(D + log 2 n C ) rounds.
Proof. We first note that we can simulate any protocol for a network with C > 1 in a network where C = 1.
In more detail, we use C rounds in the single channel network to simulate each round from the multi-channel network, with each simulation round being dedicated to a different channel. It follows that if f (n) is a lower bound for multihop broadcast in a network where C = 1, then f (n)/C is a lower bound for networks with larger C. The question remains what lower bounds apply to our network model with C = 1. The commonly cited Ω(D log (n/D)) bound of Kushilevitz and Mansour [23] , proved for randomized distributed multihop broadcast, does not apply in our setting, as we assume receiver collision detection. In fact, there are no bounds, that we know of, specific to distributed broadcast with collision detection. With this in mind, we turn to the bound for centralized solutions to broadcast in single channel networks, from [2] . This bound proves that there exists a family of constant-diameter graphs such that every centralized broadcast algorithm requires at least f (n) = Ω(log 2 n) rounds. Centralized solutions, of course, are stronger than randomized distributed solutions with collision detection, so a bound for the former certainly holds for the latter. By our above simulation argument, it holds that no algorithm can solve multihop broadcast in less than f (n)/C = Ω( log 2 n C ) rounds. If we replace n with n − D, due to our assumption that D ≤ n/2 we get a network of size O(n) that still requires Ω( log 2 n C ) rounds to broadcast in. If we put this network on one end of a line of D nodes, and make the far end the broadcast source, the bound extends to Ω(D + log 2 n C ). We now continue with a lower bound for the setting with disruption (t > 0) and no common source of randomness. In Section 5, we presented a O((D + log n) Ct C−t log ( n t ))-time broadcast algorithm in this setting. Our lower bound below shows this to be within a factor of O(log ( n t )) of optimal. This bound uses the following fact, first proved in our study of the wireless synchronization problem in the t-disrupted model [12] : Lemma 14 (Theorem 4 of [12] ). Assume there are two processes u and v attempting to communicate in a t-disrupted network with C channels, t > 0, and no common source of randomness. Fix a constant . With probability , u and v cannot communicate for Ω( Ct C−t log(1/ )) rounds. We use this fact to prove our bound on broadcast:
Theorem 15. Assume no common source of randomness. It follows that every algorithm requires Ω((D + log n) Ct C−t ) rounds to solve the multihop broadcast problem. Proof. We consider two different networks. First, consider the simple network with only two processes, u and v. Lemma 14 shows that for = 2/n there is a probability of at least 2/n that u and v do not communicate for Ω(log n Ct C−t ) rounds. Next, consider the "line" network consisting of a set of processes v 0 , v 2 , ..., v D , where v 0 is the source and can communicate only with v 1 , and, for 0 < i < D, v i can communicate only with v i−1 and v i+1 . Fix = 1/4e. By Lemma 14, we know that with probability 1 − , for some constant c, it takes v i at least c( Ct C−t ) rounds to transmit the message to v i+1 . We now calculate the probability that for some D/2 of the v i , the communication from v i to v i+1 is faster than c( Ct C−t ). In particular, for a given set of D/2 links, the probability is D/2 that each communication from v i to v i+1 is faster than c( 
Conclusion
In this paper, we study the problem of multihop broadcast in a radio network model that assumes multiple channels and a bounded amount of adversarial disruption. We show that additional communication channels can add both efficiency (as compared to the single channel setting) and robustness (in terms of resilience to a bounded amount of adversarial communication disruption). These advantages are especially pronounced if we assume a common source of randomness. This reinforces our belief that broadcast algorithms should better leverage the multiple communication channels made available today by most popular radio protocols.
A Proofs from Section 3
Lemma 2. The call to SEARCH is valid with constant probability.
Proof. To prove the first condition of validity we must show that SEARCH sets phase ← listen at least γ ≥ ( log(C) + 1) times. Let X be a random variable equal to the number of times phase ← listen in this call to SEARCH. Because X has a binomial distribution, its median is (Notice, no channel is used more than once during a listen phase of LISTEN, so |L| equals the total number of rounds for which the corresponding condition was true.) For a given c ∈ L, the condition holds with probability (1 − 1 2 p c ) |I| (each of the |I| neighboring processes chooses to broadcast with probability 1/2 and chooses channel c with probability p c ). By a union bound, therefore, the condition holds over all relevant rounds with probability at least:
The first inequality applies Bernoulli's Inequality to the (1 − 1 2 p c ) |I| term, which tells us that
When we substitute and simplify, the full inequality follows. The substitution in the second step leverages the following key observation: let {p 1 , p 2 , ...} be the set of probabilities described by the channels in L, listed in decreasing order. We know that each p i+1 ≤ p i /2, therefore we can rewrite these probabilities in terms of p 1 : term. We prove the third condition in a similar manner. Let H contain every channel c such that i receives on c and p c |I| ≥ 4. Once again by a union bound, the condition holds over all relevant rounds with probability at least:
≥ 0.8
Note, the substitution of 0.8 in step (6) is an easily verified coarse bound on the summation which is sufficiently large for our purposes. To conclude, we have shown that each of the three conditions hold with constant probability, therefore, so does their product. This provides the needed result that the probability of all three properties holding is constant. Lemma 3. Suppose process i's call to SEARCH is valid and |I| > 0. Then, process i will receive a message during the subsequent LISTEN subroutine, with constant probability.
B Proofs from Section 4
Lemma 6. Suppose process i calls sim-recv during some round of DSEARCH, and all of i's neighbors also call either sim-bcast or sim-recv during this same round. With probability at least 1 − O( 1 log C ), sim-recv will return i the same value as if these same processes had called bcast and recv, with the same parameters, in the setting where t = 0.
Proof. Fix some process i that calls sim-recv γ S (c) for some channel c. Let m be the value that i would have been returned in this round if i and all of its neighbors had instead called bcast and recv with the same parameters, and t = 0. We must show that sim-recv returns m, with sufficient probability. There are three cases to consider for m:
Case 1: If m = ± then at least two processes called sim-bcast with the same channel c. It follows that in every round of the simulated broadcasts and receives, these two processes will broadcast on the same channel ψ(c) that i is receiving on. If the channel is not disrupted, i will receive ± due to a collision. If the channel is disrupted, i will receive ± due to disruption. Either way, rmsg remains set to ± until it is returned by sim-recv.
Case 2: If m = ⊥ then no processes called sim-bcast with the same channel c. It follows that if in some round of the simulated receive, ψ(c) is non-disrupted, process i will receive ⊥ and set rmsg ← bot. In all other rounds, ψ(c) is disrupted, and i will therefore do nothing to rmsg. We must now bound the probability that at least one round of the simulated receive generates a permutation ψ such that ψ(c) is undisrupted in that round. Because ψ is generated at random, in each round ψ(c) will be non-disrupted with probability at least C−t C . It is now straightforward to show that over γ S = Θ( C C−t log log C) rounds, the probability that ψ(c) is always disrupted can be bounded from above by O( 1 log C ), as needed. 6 Case 3: If m = ⊥ and m = ± then exactly one process called sim-bcast with the same channel c. We apply the argument from case 2 to show that with probability at least O( 1 log C ), during at least one round of the simulated receive, ψ(c) will be undisrupted, and rmsg will get set to m. In all other rounds, it is disrupted and therefore rmsg is not modified. Proof. We follow the structure of the proof for the no disruption case presented in Section 3. For Lemma 2 to hold for our modified algorithm, we must show that with constant probability all SM AX calls to the simulated broadcasts and receives behave like calls to regular broadcast and receive in the no disruption setting. By Lemma 6, each call fails to behave properly with probability no more than O( 1 log C ). By a union bound, the probability that at least one of the SM AX = O(log C) calls fails to behave is constant, as needed.
For Lemma 3 to hold for our modified algorithm, we must show that if the call to DSEARCH is valid, a given process i will receive a message in DLISTEN with constant probability, assuming there is at least one message for i to receive. The proof for Lemma 3 identifies a single round in LISTEN during which there is a constant probability that exactly one neighbor of i will broadcast on the same channel that i is receiving on. It follows that in DLISTEN there exists a round such that with constant probability i calls simulated receive and exactly one neighbor calls simulated broadcast with the same channel. By Lemma 7, also with constant probability, i will receive this message in this call to simulated receive. Combining the two constant probabilities gives us an overall constant probability of i receiving a message, as needed.
We can now apply Lemma 4, replacing SM AX and LM AX with SM AX · γ S and LM AX · γ L , and the calls to Lemmas 2 and 3 with our modified lemmas described above. 6 In more detail: 
C Proofs from Section 5
Proof. Process u receives the message m in a round r if the following three conditions are satisfied: (a) there is exactly one process in v ∈ V that broadcasts in round r; (b) the channel selected by v is not disrupted in round r; and (c) process u chooses to listen on the same channel on which v broadcasts in round r. Consider round r = log |V | in epoch e. We now bound the probability that these three events occur.
Let c ∈ C be the channel chosen by u in round r of epoch e. With probability (C − t)/C we observe that c is not disrupted. We calculate the probability that exactly one participating process in V broadcasts on channel c:
Thus, with probability (C − t)/(32C 2 ), process u receives the message by the end of the epoch.
