To o vercome boundary problems with wavelet regression, we propose a simple method that reduces bias at the boundaries. It is based on a combination of wavelet functions and low-order polynomials. The utility o f the method is illustrated with simulation studies and a real example. Asymptotic results show that the estimators are competitive with other nonparametric procedures.
Introduction
Consider a classical nonparametric regression problem involving data y i = fi=n + i with i = 1; :::; n, and where errors are independent and identically distributed normal variables with mean zero and variance 2 . The true function f is assumed to be square integrable on the interval 0; 1 .
Most nonparametric smoothing approaches such a s k ernel smoothers, trigonometric regression and wavelet regression su er from boundary or edge e ects. To overcome these problems when dealing with smooth functions, Eubank & Speckman 1990 , 1991a suggested a simple method called polynomial-trigonometric regression, in which they write the estimator of f as a sum of trigonometric functions and a low-order polynomial.
The latter is expected to account for the boundary problem. They illustrated their approach with examples and showed that the rates of convergence for their estimators over a particular smoothness class of functions are optimal, whether or not the regression function is periodic. However, as noted by these authors, sharps peaks in the regression function can cause a ringing phenomenon and other wiggles, and this limits the usefulness of polynomial-trigonometric regression. To extend this procedure to functions with singularities, a possible solution is to replace the trigonometric part of the estimator by an estimator based on wavelets while keeping the polynomial part to model the boundaries. The choice of wavelets as a replacement of the trigonometric part is a natural one since wavelets are well known to bemuch more e cient than trigonometric functions when tting curves with sharp features. The main goal of this paper is to study these new estimators that are combinations of low-order polynomial terms and wavelet terms, hereafter referred to as polynomial-wavelet regression.
In x 2, wavelet regression is brie y reviewed and some of the existing methods to correct boundary problems in wavelet regression are recalled. A detailed description of the polynomial-wavelet regression method is presented in x 3. The asymptotic properties of the method are discussed in x 4. In x 5, the polynomial wavelet regression is tested on a pair of standard case-study functions and a real data example is investigated. 2 whered S j;k = sgnd j;k max0; jd j;k j , denotes the soft-thresholded wavelet coe cients. Donoho & Johnstone 1994 showed thatf W , with a properly chosen threshold rule, has various important optimality properties. The choice of the shrinkage rule is therefore crucial in wavelet regression. Several approaches to thresholding have been studied. For example, Donoho & Johnstone 1994 proposed VisuShrink and SureShrink as minimax approaches, Nason 1996 considered a cross validation method, and Abramovich, Sapatinas & Silverman 1998 looked at a Bayesian thresholding rule, BayesThresh. Such procedures will be used and compared in our simulation study.
Boundary problems
To handle the boundaries when using wavelet regression, two types of approaches are usually used: one can either impose some extra constraints on the function f, such as periodicity, symmetry or antisymmetry, or construct some speci c wavelets on 0; 1 . The advantage of the rst strategy is that it is easy and immediate to apply it to real data. Indeed, wavelet code for most high-level statistical or mathematical software packages, like S-Plus or Matlab, are now easily accessible. However, arti cially large wavelet coe cients result when the extra constraints on f are not satis ed, and arti cial wiggles are created at the boundaries; see Fig. 1c .
The second strategy is to construct speci c wavelet functions on L 2 0; 1 . Among others, Cohen, Daubechies & Vial 1993 proposed di erent s c hemes to adapt wavelets to 0; 1 . One di culty i s that implementing a modi ed Discrete Wavelet Transform is considerably more involved than implementing the classical transform and imposing the simple periodic or symmetric boundary conditions. Hence, our goal in this paper is not to try to create a new family of wavelets on 0; 1 with good performance on the edges, but instead to provide a new method that is easily implemented and that also has the power to reduce signi cantly the bias at boundaries observed with periodic or symmetric boundary conditions.
To illustrate the e ects of boundaries on the performance of di erent estimators, we generate 256 uniformly spaced observations from the function fx = , but some arti cial wiggles appear at the boundaries. The polynomial-wavelet regression described in the next section does not create these unwelcome edge e ects and it also preserves the very good t obtained by the wavelet regression away from the boundary regions; see Fig. 1d .
Polynomial wavelet regression
To reduce the boundary e ects present in classical wavelet regression, we propose the estimatorf
where d is a positive integer. This new estimator takes the form,f P W x =f P x + f W x; wheref P x is a polynomial estimator of degree d andf W is de ned by 2. The motivation behind 4 is based on an argument similar to the one given by Eubank & Speckman 1990 , 1991a . Suppose that the regression function f satis es some periodic boundary conditions, for example f implies that the polynomial regression term is orthogonal to the wavelet regression term.
A consequence is that the d has to besmaller than the numberofvanishing moments.
In our application, we will use a coi et with 5 vanishing moments and d 3. To estimate the parameters in 4, we rst regress the observations fy i g on the set fx; :::; x d g for xed d and then apply wavelet regression to the residuals of the polynomial regression.
Asymptotic properties
In this section, we show that subtracting a polynomial term from the true function f retains the asymptotic optimality o f the wavelet decomposition and reduces the edges e ects. We rst recall some notation and results about ideal spatial adaptation by w avelet shrinkage derived by Donoho & Johnstone 1994 This theorem shows that the cost associated with a reduction of the bias at the edges is asymptotically small, m 2 =n, and the estimatorf P W maintains the excellent performance obtained by classical wavelet shrinkage. The proof of this result can be found in the Appendix.
Simulations and an application
To assess the numerical performance of 4, we select the Blocks function from the standard test functions of Donoho & Johnstone 1994 as the periodic case, and a function from Fan & Gijbels 1995 as the non-periodic case; see Fig. 2 . The quality of each estimator, corresponding to di erent w ays of treating the boundaries as symmetric, periodic or polynomial, was measured by computing the average and the standard error of the mean squared error Rf ; f over 1000 simulations. Each simulation contains a sample of 256 observations contaminated by Gaussian white noise. As expected, Table  1 indicates that polynomial-wavelet regression provides the best result for the function that departs the most from symmetry and periodicity, i.e. a function from Fan & Gijbels 1995 , and performs as well as classical regression for the periodic case, i.e. the Blocks function.
Note that the boundary problem appears locally, near the edges, and so the mean squared error, which is a global measure of quality of t, does not necessarily describe the gain obtained by polynomial wavelet regression. A natural estimator of local discrepancy is
Effx i , fx i g 2 ; for = 1 ; :::; n=2 and x i = i=n, where N = f1; :::; ; n, +1; :::; ng. Figure 3 shows that polynomial wavelet regression applied to the function from Fan & Gijbels 1995 performs much better near boundaries, i.e. with small, than does classical wavelet regression, and it clearly indicates that the polynomial term in 4 removes the arti cial wiggles observed with classical wavelet regression.
We applied the polynomial-wavelet regression to the voltage drop data discussed by Eubank & Speckman 1990 . This dataset of 32 observations represents the voltage drop in the battery of a guided missile motor during ight. Figure 4 shows that polynomial wavelet regression provides a clear improvement near both boundaries. The last equality comes from the properties of the trace and S y = 2 I. Since In all cases, the dotted line denotes the true function. 
