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Abstract
The scarcity of water characterising drylands forces vegetation to adopt appropriate survival strategies. Some of these
generate water-vegetation feedback mechanisms that can lead to spatial self-organisation of vegetation, as it has been
shown with models representing plants by a density of biomass, varying continuously in time and space. However,
although plants are usually quite plastic they also display discrete qualities and stochastic behaviour. These features
may give rise to demographic noise, which in certain cases can influence the qualitative dynamics of ecosystem models.
In the present work we explore the effects of demographic noise on the resilience of a model semi-arid ecosystem. We
introduce a spatial stochastic eco-hydrological hybrid model in which plants are modelled as discrete entities subject
to stochastic dynamical rules, while the dynamics of surface and soil water are described by continuous variables. The
model has a deterministic approximation very similar to previous continuous models of arid and semi-arid ecosystems.
By means of numerical simulations we show that demographic noise can have important effects on the extinction and
recovery dynamics of the system. In particular we find that the stochastic model escapes extinction under a wide range
of conditions for which the corresponding deterministic approximation predicts absorption into desert states.
Keywords: Semi-arid ecosystems, Resilience, Vegetation patterns, Extinction, Recovery, Stochastic processes
1. Introduction
In arid and semi-arid ecosystems water constitutes the
main limiting resource for vegetation. The harsh envi-
ronmental conditions, related to frequent droughts, limit
plant recruitment and survival and often prevent veg-
etation from fully covering the ground. In such ar-
eas vegetation largely occurs in patches of high den-
sity surrounded by bare soil, and forming spatial vegeta-
tion patterns (e.g. Aguiar and Sala, 1999; Barbier et al.,
2006; Deblauwe et al., 2008). These spatial structures
emerge from the system’s dynamics as a consequence
of scale-dependent water-vegetation feedback mechanisms
even in absence of any underlying spatial heterogene-
ity (e.g. Klausmeier, 1999; von Hardenberg et al., 2001;
Rietkerk et al., 2002; Meron, 2012). For example, in
arid areas the vegetation increases the infiltration ca-
pacity of the soil as compared to bare ground because
of root penetration (Rietkerk and van de Koppel, 1997;
Walker et al., 1981) and because it prevents the forma-
tion of biogenic crusts that would form in bare soil
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(Casenave and Valentin, 1992). While vegetation patches
compete for water, vegetation enhances its own growth
locally within the patches. This so-called infiltration feed-
back is known to be one of the most important scale-
dependent water-vegetation feedback mechanisms, lead-
ing to self-organization and pattern formation phenomena
(e.g. Rietkerk et al., 2002).
Scale-dependent resource concentration mechanisms of
this type are also connected to the possible occurrence
of catastrophic shifts in ecosystems. For example, a
vegetated patchy state may turn into a degraded state
with mostly bare soil if rainfall decreases below a cer-
tain threshold. A subsequent increase in rainfall above
the threshold may not be enough to recover the pre-
vious vegetation state (e.g. von Hardenberg et al., 2001;
Rietkerk et al., 2004; Rietkerk and van de Koppel, 2008;
Baudena and Rietkerk, 2012). This is an example of how
the resilience of such ecosystems is strongly interrelated
with spatial structure. By ‘resilience’ we mean here the
ability of an ecosystem to remain in a given domain of
attraction and to return quickly to the same state after
disturbances (Rietkerk and van de Koppel, 2008).
In models used to represent dryland ecosystems both
water and plants are often represented as density fields,
varying continuously in time and space, and their dy-
namics is typically described by deterministic differential
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equations (e.g. Gilad et al., 2004; Rietkerk et al., 2002).
In other models the plant dynamics is modelled us-
ing stochastic differential equations (Manor and Shnerb,
2008), or instead the vegetation is represented by dis-
crete states in a drastically simplified way (e.g. Ke´fi et al.,
2007a,b). Continuous models tend to be simple and pro-
vide powerful insight through the use of analytical tech-
niques. Moreover, in the case of semi-arid ecosystems,
they very successfully point out the importance of scale-
dependent water-vegetation feedbacks in the self-organised
pattern formation processes (e.g. von Hardenberg et al.,
2001; Rietkerk et al., 2002).
The spatial self-organization of drylands ecosystems
has not yet been explored with models representing single
plants individually, even though such individual-based
models are now increasingly common in other areas of
ecology and biology. A reason for this may be that plants
are not always conceived as discrete individuals since,
unlike animals, they are extremely plastic and can respond
quite continuously to environmental changes, for instance
by partially dying and recovering later on (Crawley,
1990). However, plants have also discrete features: in
their seed stage, they behave as discrete entities that can
fall and perhaps germinate in some random position. The
birth and establishment of a single plant is also subject to
a collection of random events. Furthermore, they can live
alone in patches composed essentially of a single plant.
Finally, the death of a whole plant is also a possible
(unpredictable) event. These features can be readily
accommodated in a stochastic individual-based modelling
approach. To be more precise, plants in drylands often
have a modular structure and are composed of multiple
hydraulically independent stems (Schenk et al., 2008).
Except when the plant is in a seed stage such stems
could be seen as the relevant individual entities rather
than the whole plant. In plant ecology, forest models
are a successful example of individual-based modelling
(Botkin et al., 1972; Shugart, 1984; Pacala et al., 1993,
1996; Moorcroft et al., 2001; Perry and Enright, 2006).
The approach has been extended to grasslands as well
(Jørgensen, 2011; Coffin and Lauenroth, 1990; Peters,
2002; Rastetter et al., 2003), and it has also been used
as a method to parametrise mean-field differential
equations from fine-scale data (Moorcroft et al., 2001).
In principle, it is possible to capture the most salient
features of an IBM by a suitable continuous model
(Black and McKane, 2012). How to do this in general is
an active area of research in the modelling of complex
systems (San Miguel et al., 2012). In the case of forest
models, good progress has been made in achieving this
(Strigul et al., 2008). Formally speaking, an IBM can
coincide with a deterministic continuous model only
in the limit of an infinite number of individuals. It
might be imagined that a system with a relatively large
number of individuals would simply lead to a small
amount of noise around the deterministic solution. In
some situations this is the case, but in others, however,
the stochastic effects in an IBM can produce qualita-
tively different results (McKane and Newman, 2005;
Butler and Goldenfeld, 2009; Biancalani et al., 2010;
Butler and Goldenfeld, 2011; Biancalani et al., 2011;
Rogers et al., 2012; Ramaswamy et al., 2012). Still these
effects become negligible with a ‘sufficiently’ large number
of individuals, but how large is ‘sufficiently’ large? It
can actually be unrealistically large and the stochastic
effects may turn out to be necessary to account for the
observed behaviour of real systems. It is not clear a priori
how large the numbers need to be, and the system of
interest needs to be carefully analysed before reaching a
conclusion.
Following the previous discussion it is understandable
that a deterministic continuous model can be a good ap-
proximation to an individual-based model of forests, where
the vegetation is rather dense. In drylands, on the other
hand, vegetation is composed of a relatively small number
of plants coexisting with regions of empty land in which
the above-ground biomass density is essentially zero. Un-
der these conditions the intrinsic stochastic behaviour of
individual plants may turn out to be relevant for under-
standing the behaviour of the system (Black and McKane,
2012). Even more so if the drylands are close to extinction,
where the number of individuals is rather scarce.
In arid areas, vegetation is strictly dependent on water
availability, whose dynamics is effectively captured by a
deterministic continuous approach. A natural approach
to represent the dynamics of drylands is in terms of so-
called ‘hybrid models’, in which the dynamics of water
is represented by differential equations, and in which the
plant dynamics are described by an IBM (Vincenot et al.,
2010). Thus, these models combine both continuous and
discrete variables.
In our work we use such a hybrid model to study the
resilience of semi-arid ecosystems against desertification.
The model includes the water-vegetation infiltration feed-
back, and thus we expect vegetation patterns to emerge
as previously observed in other types of models of semi-
arid ecosystems (e.g. Rietkerk et al., 2002). The use of
individual-based models can be computationally demand-
ing if too many details are included, and this can ob-
struct the identification of the underlying mechanisms rel-
evant for the behaviour of the system. An example is
the continuous range of values characterising each indi-
vidual, e.g. mass and heterogeneity: every plant having
a different mass. Our approach constitutes a compromise
between realism, tractability, and insight, concentrating
on what we think could be the most relevant vegetation
features. We extend an IBM, recently investigated by
Realpe-Gomez et al. (2012) to include spatial interactions.
In particular, we neglect the growth phase and assume all
plants have the same mass. We expect this to be a rea-
sonable approximation if the time it takes for a plant to
establish is much smaller than the time scale in which the
spatial distribution of biomass changes appreciably and
the growth phase of each individual plant is not very rel-
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evant for the system dynamics. We study the resilience
and stability of the model dryland ecosystem when the in-
dividual nature of plants and its intrinsic stochasticity are
considered. Our aim is to investigate the role of demo-
graphic noise and to understand whether noise enhances
recovery or whether it may drive the system to extinction.
To do so, we will compare the outcomes of a stochastic
IBM and a deterministic continuous model.
2. Model definitions
2.1. Stochastic model
2.1.1. General considerations
In this section we introduce our stochastic hybrid model
for semi-arid ecosystems. The model describes the dy-
namics of vegetation, soil and surface water in a given
area to which the model is applied. The source of sur-
face water is rainfall. Surface water then infiltrates the
soil where plants can take it up. Plants are consid-
ered as discrete entities following a stochastic dynamics
(Realpe-Gomez et al., 2012), while soil and surface wa-
ter are modelled by continuous variables whose dynamics
would be deterministic (Pueyo et al., 2008; Rietkerk et al.,
2002; HilleRisLambers et al., 2001) were they not influ-
enced by plants. Figure 1 summarises the dynamics of the
model. For computational simplicity we will work mostly
in one spatial dimension. Occasionally we will also con-
sider the case of two dimensions; this is to illustrate that
the results of the one-dimensional model are still valid in
this more realistic case. We will define the model in one
spatial dimension only, the modifications required to ex-
tend it to two dimensions are straightforward. In the one-
dimensional model we assume that the land is partitioned
into L uniform square cells, each labelled by an index i.
Thus the model describes a linear array of square cells.
The length of the side of a cell is denoted by h. With ev-
ery cell i we associate three variables corresponding to the
discrete (integer) number of plants, ni, in the cell and the
continuous quantities of soil and surface water, ωi and σi,
respectively, on that piece of land. We will assume that
the density of biomass per unit area in cell i is given by
ρi = µni, where µ represents the mass of one plant indi-
vidual divided by the area of the cell, i.e. µ = mP /h
2. We
have made here the simplifying assumption that all plants
have identical mass mP . Thus, µ characterises the contri-
bution of an individual plant to the biomass density. We
consider the cells as homogeneous, i.e. we do not take into
account any structure within the cell, such as the spatial
distribution of plants within a cell. We also neglect prop-
erties of individual plants, such as for example different
plant sizes or stages of growth. The detailed dynamics of
the various components of the model are explained below,
where we also introduce the relevant model parameters.
The units and numerical values of all the parameters in
the model are summarised in Table 1.
2.1.2. Water dynamics
For all cells, i, the dynamics of the depths of soil and
surface water, ωi and σi (measured in mm) are described
by differential equations that are deterministic when the
biomass density ρi (measured in g m
−2) is kept constant;
namely
dωi
dt
= Fω(ρi, ωi, σi) +Dω∆ωi , (1a)
dσi
dt
= Fσ(ρi, ωi, σi) +Dσ∆σi . (1b)
In each of these equations the first term on the right-hand
side describes the water dynamics within a cell. These are
captured by the functions Fω and Fσ, to be specified below
(see Eqs. (3) and (4)). The second term in each of the two
equations describes spatial transport processes, that we
model here as standard diffusive processes by using the
discrete diffusion operator
∆ωi =
1
h2
∑
j∈N(i)
(ωj − ωi) , (2a)
∆σi =
1
h2
∑
j∈N(i)
(σj − σi) . (2b)
Here the sum is over all elements j ∈ N(i), i.e. the set
of cells j which are nearest neighbours of cell i. The co-
efficients Dω and Dσ of the diffusion operator in Eqs. (1)
are the diffusion constants corresponding to the transport
of soil and surface water, respectively. This is usually a
good approximation (see e.g. Rietkerk et al., 2002) of the
more accurate description derived from shallow water the-
ory (Gilad et al., 2004; Meron, 2011). Indeed, recent work
(van der Stelt et al., 2013) suggests that there is no qual-
itative difference between these two descriptions.
Following HilleRisLambers et al. (2001) we define the
functions Fω and Fσ, describing the on-site water dynam-
ics, as
Fω(ρ, ω, σ) = α(ρ)σ − β(ω) ρ − r ω , (3a)
Fσ(ρ, ω, σ) = R − α(ρ)σ . (3b)
Here,
α(ρ) = a
ρ+ k2W0
ρ+ k2
, β(ω) = b
ω
ω + k1
, (4)
describe the infiltration rate of surface water into the
soil, and the soil water uptake due to plants, respectively.
These rates saturate for large values of ρ and ω, respec-
tively. The model parameters k1 and k2 determine the
exact shape of the saturation curves and are known as
‘half-saturation’ constants (HilleRisLambers et al., 2001).
The dependence of α on the biomass density, ρ, introduces
the infiltration-water-vegetation feedback, known to gen-
erate spatial vegetation patterns in existing deterministic
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models (e.g. Rietkerk et al., 2002). The parameter r char-
acterises the loss of soil water due to evaporation (Eq.
(3a)), while the parameter R in Eq. (3b) is the rainfall
rate. The dynamics of water are illustrated in Fig. 1, see
the left-most pair of cells (A) and the pair of cells in the
middle (B).
2.1.3. Plant dynamics
We model individual plants with an IBM. Individual
plants Ii in cell i are represented as discrete entities whose
dynamics are given by the stochastic transition rules
Ii
Γb(ωi)
−−−−→ 2Ii , (5a)
Ii
Γd−→ Ei, (5b)
Ii
Γs(ωj)
−−−−→ Ii + Ij , j ∈ N(i) . (5c)
Here the symbols over the arrows refer to the probabilities
per unit time, or rates, of the corresponding transitions.
These rates may depend on the amount of available soil
water ω (see Eqs. (6) below). The first transition rule,
Eq. (5a), corresponds to an individual plant Ii in cell i
giving birth to another plant in the same cell i at a rate
Γb(ωi). The second rule, Eq. (5b), refers to the death
of a plant in cell i. The quantity Ei on the right-hand
side of this reaction stands for a vacancy in cell i, so that
this transition rule indicates that an individual plant Ii
in a cell i dies at a rate Γd and leaves behind an empty
place Ei in cell i. The third rule, Eq. (5c), describes a
process in which an individual plant in cell i gives birth
to another plant in a neighbouring cell j at a rate Γs(ωj).
This captures the dispersal of the seeds of an individual
plant to neighbouring cells and includes the probability of
germination of the seedling. Notice that the rate of such
dispersion processes depends on the amount of soil water,
ωj , in the cell in which the new plant is born (see Eq. (6)
below).
We define the transition rates in analogy with previous
deterministic models, e.g. HilleRisLambers et al. (2001),
Rietkerk et al. (2002), and Pueyo et al. (2008). Specifi-
cally, we use
Γb(ωi) = c˜ β(ωi), (6a)
Γd = d , (6b)
Γs(ωj) = K c˜ β(ωj) . (6c)
The plant birth rate Γb is proportional to the plant water
uptake β (Eq. (4)), and c˜ is a constant that characterises
the conversion rate at which water uptake is turned into
newly established plants (Eq. (6a)). The death rate Γd is
assumed to be a constant d (Eq. (6b)). The rate Γs with
which new plants are established in neighbouring cells is
proportional to the water uptake β, to the parameter c˜
and to the constant K, representing the probability that a
seed falls into a neighbouring cell and manages to survive
(Eq. (6c)). As described above the water uptake rate β,
and thus Γs, depend on the soil water concentration in the
colonised cell (ωj). This reflects the fact that the probabil-
ity of germination of the seedling in the neighbouring cells
is a function of the local availability of soil water. In our
simple model we assume that plants can colonise only near-
est neighbour cells (see e.g. Ke´fi et al., 2007b). This can
be generalised to take into account longer-range dispersal
kernels, which may be appropriate when the characteristic
scale of seed dispersal is appreciably greater than h, the
lateral extension of a cell (Pueyo et al., 2008). It is worth
pointing out that the transition rates do not depend on
the whole history of the system, but only on its current
state. This type of stochastic hybrid model is usually re-
ferred to as a piecewise deterministic Markov process in
the literature (Davis, 1984; Faggionato et al., 2009, 2010;
Realpe-Gomez et al., 2012).
2.1.4. Coarse-graining: cell dynamics
Given that we neglect the spatial structure within a cell,
the relevant transition rules involve the state of cells rather
than that of particular individual plants, so our model is of
an effective nature; it provides a coarse grained description
of the underlying dynamics. According to the rules for
individual plants, Eq. (5), the only possible transitions
for a cell i with ni plants are ni → ni± 1, i.e. the birth or
death of a plant in cell i. Hence, the possible transitions
that can occur in cell i are fully specified by the expressions
(see e.g. Black and McKane (2012) for similar models)
Tb(ni + 1|ni; ωi) = ni Γb(ωi), (7a)
Td(ni − 1|ni) = ni Γd, (7b)
T i→js (ni, nj + 1|ni, nj ; ωj) = ni Γs(ωj), j ∈ N(i),
(7c)
for all i. The notation Tb(ni+1|ni;ωi), for instance, stands
for the probability per unit time (or rate) that the num-
ber of plants ni in a cell i increases by one, given that the
amount of soil water in i is ωi at the time the transition
takes place. Since each plant within a cell i has the po-
tential to give birth to a new plant in i with a rate Γb(ωi)
independently of all other plants, the total rate for a tran-
sition ni → ni + 1 in cell i is given by ni Γb(ωi). Similar
considerations apply for the other two processes described
in Eq. (7) above. Notice that the arguments before the
vertical bar in the above rate functions, Eqs. (7), refer to
the state of the system after the transition, while those
to the right of the vertical bar refer to the state before
the transition, following the standard notation for condi-
tional probabilities. This stochastic dynamics of cells is
illustrated in Fig. 1, see the pair of cells in the middle (B)
and the three right-most pairs of cells (C, D, E). The cells
at the top (C) correspond to an on-site birth event, those
in the middle (D) correspond to a death event and those
at the bottom (E) correspond to a birth event induced by
a neighbouring cell.
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2.2. Deterministic approximation
2.2.1. General considerations
The dynamics of plants in our model are stochastic, so
we cannot predict the exact state of the system at a future
time. At best, it might be possible to obtain the probabil-
ity of finding the system in a given state, specified by the
number of plants, ni, and the soil and surface water depths
ωi and σi, in all cells i. From such probability distributions
it would then be possible to compute the expected aver-
age behaviour. Another way to study stochastic systems
is to perform a certain number S of independent stochas-
tic simulations. In doing so we could, for each cell i and
for a given time t, estimate the average density of biomass
or the average depths of soil and surface water. We will
denote these quantities by Pi, Wi and Oi, respectively.
The transition rules governing the dynamics of plants
(Eqs. (6)-(7)) along with the dynamical laws for the soil
and surface water (Eqs. (1)-(4)) induce a corresponding
deterministic equation for the dynamics of these averages
in the limit of a very large number of simulations, formally
S → ∞. At the same time this deterministic approxima-
tion also describes the behaviour of the stochastic model
for very small µ. The equivalence is formally exact in the
limit µ→ 0 (cf. Realpe-Gomez et al., 2012). In this sense
µ controls the strength of the noise in the stochastic model:
if µ→ 0 the noise is irrelevant and the dynamics becomes
deterministic. Since ρi = µni the number of plants tends
to be very large (ni → ∞) in this limit in regions with
a non-zero density of biomass, ρi > 0. We also refer
to Realpe-Gomez et al. (2012) for more details of a non-
spatial version of the model; see also Black and McKane
(2012) for a general review of individual-based models and
the connection with deterministic limiting descriptions.
The deterministic model governing the average be-
haviour of the stochastic model turns out to be sim-
ilar to models based on partial differential equations,
well known in the literature (HilleRisLambers et al., 2001;
Rietkerk et al., 2002; Pueyo et al., 2008; Dakos et al.,
2011). The average biomass density, Pi, and the average
depths of soil and surface water, Wi and Oi, respectively,
follow the equations
dPi
dt
= Fρ(Pi,Wi, Oi) +Dρ (Wi) ∆Pi, (8a)
dWi
dt
= Fω(Pi,Wi, Oi) +Dω∆Wi , (8b)
dOi
dt
= Fσ(Pi,Wi, Oi) +Dσ∆Oi . (8c)
Here Fω and Fσ are given by Eqs. (3)-(4) and
Fρ(P,W,O) = cβ (W )P − dP, (9)
where we have defined a rescaled conversion rate c =
(1 + z K) c˜, with z the number of nearest neighbours of
a cell, e.g. z = 2 in one dimension and z = 4 for two di-
mensions. The diffusion operator is given by Eq. (2) as be-
fore, and so Eq. (8a) above is effectively a diffusion equa-
tion with a diffusion coefficient Dρ(Wi) = h
2K c˜ β (Wi).
The biomass diffusion coefficient thus depends on the av-
erage amount of soil water in the cell under considera-
tion. The reason for this water dependence is that the
‘diffusion’ of biomass occurs when a plant in a given cell j
produces a newly established plant in a neighbouring cell
(i ∈ ∂j). The assumption underlying our model is that
the establishment of a new plant depends on the amount
of water available in the cell in which the new plant is es-
tablished. Indeed, a water-dependent diffusion coefficient
is also implicit in the work by Pueyo et al. (2008). In
the special case in which the range of the dispersal ker-
nel is so short that only dispersal to neighbouring cells
occurs, Eqs. (8) above coincide with the equations ob-
tained in Pueyo et al. (2008). On the other hand, such
a water dependence of the biomass ‘diffusion’ coefficient
constitutes the only difference between the deterministic
equations (8), and a discretisation of the set of equations
introduced by HilleRisLambers et al. (2001).
2.2.2. Homogeneous fixed points
The deterministic equations introduced above, Eq. (8),
have homogeneous fixed points, i.e. equilibrium states,
such that Pi = P , Wi =W and Oi = O, for all i, and
dP
dt
= 0,
dW
dt
= 0,
dO
dt
= 0. (10)
Such fixed points may or may not be stable under small
spatially homogeneous perturbations. Depending on the
choice of parameters there can be either one out of two
possible stable fixed points (Pueyo et al., 2008) or none
(Realpe-Gomez et al., 2012). The two types of stable fixed
points correspond to a bare soil state (also referred to as
a ‘desert state’ in the following)
Pd = 0, Wd =
R
r
, Od =
R
aW0
, (11)
or to a state with non-zero vegetation
Pv =
cR
d
−
r c k1
c b− d
, Wv =
d k1
c b− d
, Ov =
R
α(Pv)
. (12)
In the region where there are no stable fixed points, a nu-
merical integration of the corresponding non-spatial equa-
tions shows the existence of homogeneous limit cycles, as it
has been reported recently by Realpe-Gomez et al. (2012).
These oscillations become unstable once spatial structure
is taken into account giving way to vegetation patterns as
discussed below. In this work we will not focus on this pa-
rameter regime since we are interested in a regime where
the deterministic dynamics can lead to extinction (see be-
low).
2.2.3. Spatial patterns and resilience
Besides the homogeneous states given by Eqs. (11)-(12)
above, the deterministic system defined by Eqs. (8) can
also display stationary spatial patterns (Rietkerk et al.,
2002). This is not surprising, given the similarity of Eqs.
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(8) to those investigated by HilleRisLambers et al. (2001)
and Pueyo et al. (2008), which are known to display spa-
tially patterned solutions. For certain values of the pa-
rameters, these patterns can ‘emerge’ out of the homoge-
neous vegetated state given by Eq. (12) when a small
heterogeneous perturbation is applied (Rietkerk et al.,
2002). This results in Turing patterns (Turing, 1952;
Cross and Greenside, 2009) and can be studied mathemat-
ically within a linear approximation of Eqs. (8) around
the fixed point with homogeneous vegetation. However,
numerical integration of the full set of nonlinear equations
has revealed that spatial patterns exist in a region of pa-
rameters much wider than that explained by such a lin-
ear analysis (Rietkerk et al., 2002). These non-trivial so-
lutions are inherently due to nonlinearities and so they
cannot be captured in a linear approximation. In a pa-
rameter range relevant for dryland ecology (i.e. at low
rainfall values) a relatively large region of bistability be-
tween spatial patterns and the desert state exists. In the
region we investigate here the deterministic system can
converge either to the desert state given by Eq. (11) or to
a stable vegetation pattern, depending on the initial con-
ditions from which the dynamics are started. The basin of
attraction of the state with vegetation patterns, i.e. the
set of all initial conditions which lead to such a state, can
be used to characterise the resilience of the deterministic
model: the larger the size of the basin of attraction of a
‘desirable’ state the more resilient is the system (Holling,
1973; Grimm and Calabrese, 2011; Martin and Calabrese,
2011). Performing such a study quantitatively is not an
easy task given that the space of all possible initial con-
ditions is huge. We will therefore restrict our work to an
analysis involving only one type of realistic initial condi-
tions. This will be discussed in more detail below.
3. Analysis
All results discussed in this paper were obtained from
spatially explicit numerical simulations, mostly in one di-
mension, with a few two-dimensional examples for illus-
trative purposes. We used periodic boundary conditions
throughout. In order to obtain sample simulations for the
stochastic model we used an adaptation of an algorithm
due to Gillespie (1976) (see also Gillespie, 1977), details
are discussed in Realpe-Gomez et al. (2012). To obtain
solutions of the deterministic approximation, Eq. (8), we
integrated these equations numerically using the Euler-
forward method with a time step of ∆t = 0.01 days.
In all cases we used the same initial conditions for both
the stochastic model and its deterministic approximation
obtained as follows: (a) soil water ωi, and surface water
σi in all cells i were assigned the values corresponding to
the homogeneous desert state given by Wd and Od in Eq.
(11); (b) biomass density was assigned a value ρ0 > 0 in a
fraction f of the cells picked at random, and a value of zero
in the remaining fraction (1 − f) of cells. We emphasise
that in each run the random choice of populated cells is
the same in both models. Notice that ρ0, along with the
parameter µ, fixes the initial number of individual plants
per initial populated cell n0 = ρ0/µ, which has to be an
integer. The possible choices of ρ0 and µ are therefore
constrained.
Before continuing we would like to comment on why
we have chosen this particular type of initial conditions
here. The main reason for this is that we are dealing with
spatial models and to define a generic initial condition we
would need a very large number of parameters, i.e. initial
biomass, soil and surface water in each cell. It is to avoid
this that we decided to focus here on a subset of initial
conditions that can be easily specified by a few parameters,
as we have explained above.
First we analysed the differences between the determin-
istic and the stochastic approach comparing the behaviour
of the system in single runs. Then, in order to study
how generic the observed outcomes were, we estimated
the probability of extinction, Pext, in both the stochastic
and the deterministic models as a function of the differ-
ent model parameters. This probability was obtained from
simulations of the corresponding dynamics for several dif-
ferent initial conditions, picked at random as described
above, and counting the fraction of samples in which the
systems became extinct. In the case of the deterministic
system the only difference between simulation runs is the
randomly chosen initial spatial distribution of the vege-
tated cells. Once the initial condition is fixed, the sub-
sequent dynamics is fully deterministic, with no further
random elements. Similarly, the simulation runs of the
stochastic system also involved a random element due to
the initial conditions, but further stochasticity then en-
tered during the actual run due to the random processes
determining the sequence and timing of the transitions of
the individual-based model.
We estimated the probability of extinction in terms of
what we expect to be the relevant parameters of the set
of initial conditions: (a) the initial cover f , i.e. the frac-
tion of cells with ρ0 > 0 in the initial conditions; (b) the
initial amount of biomass ρ0 introduced in those cells; (c)
the mass of a plant per unit area µ; and (d) the rainfall
rate R. We chose f and ρ0 as relevant parameters because
they determine the amount of initial biomass, µ because
it controls the strength of the stochasticity in the model
and R in order to investigate the models under different
conditions of water availability. In the limit µ → 0, the
stochastic results are expected to show similar behaviour
to the deterministic approximation, while for larger values
of µ we would expect stochastic effects to be more com-
mon.
To estimate the probabilities of extinction, 50 simula-
tions were run for each model and for each set of parame-
ters. Each of these simulations was run for a period of time
of up to T = 5000 days. Simulation runs of the stochas-
tic model were identified as becoming extinct if all cells i
reached a state with ni = 0 within this time. In the deter-
ministic model we applied a threshold criterion Pi < ǫ, i.e.
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a given cell is assumed to contain no plants when its plant
density is below a set threshold ε. In order to be consistent
with the original stochastic model we chose ǫ = µ, as we
assumed that µ was the contribution of a single plant to
the biomass density. The introduction of a threshold was
necessary because the deterministic approximation works
with a genuinely continuous density, and the state with
exactly zero biomass is reached only asymptotically at in-
finite times. We carried out some consistency checks, and
observe that results depend little on the exact choice of
the value of the threshold. Findings remained essentially
the same even for ǫ much smaller than µ.
4. Results
4.1. Dynamics
We compared the dynamics of the stochastic model with
the dynamics of the corresponding deterministic approx-
imation. Both models were initialised with homogeneous
initial conditions (i.e. f = 1) with ρ0 = 10 g m
−2. For
all cells, soil and surface water took values corresponding
to the desert state, given by Eq. (11). We compared the
time dynamics of the total biomass density for both mod-
els. As expected from the stability analysis of the deter-
ministic non-spatial model, we observed that in this case
the deterministic approximation converges asymptotically
to the desert state (Fig. 2, red thick line). In contrast
the stochastic model did not reach extinction for the same
homogeneous initial conditions and parameter values. The
stochastic model initially followed a path close to the de-
terministic approximation and approached extinction, but
then some regions displayed an explosive growth and the
system finally was found in a quasi-stationary pattern. As
expected the stochastic dynamics deviated substantially
from its deterministic approximation especially when the
number of plants in the system was small (see Fig. 2).
We will refer to this effect of escaping a path to extinc-
tion as ‘self-recovery’. From a mathematical perspective
this phenomenon appears similar to the one investigated
in Black and McKane (2011). For clarity the figure shows
the results up to time t = 500 days even though we ran the
simulations for much longer (up to time T = 5×104 days).
We observed that the total biomass in the stochastic model
remains essentially the same up to stochastic deviations,
i.e. it reaches a stationary state. Still there was a nonzero
probability that the stochastic model, after having escaped
the initial path to extinction, e.g. after, say, t ≈ 300 days
in Fig. 2, reached extinction. Such events occur because
of large stochastic deviations, and the probability of such
events can be expected to be rather small (Frey, 2010).
The phenomenon of self-recovery in the stochastic model
can also be seen in a comparison of the time-dependent
spatial biomass density profile along the line of cells in
both models, see Fig. 3. Initial conditions for the stochas-
tic and the deterministic models were chosen as f = 1/2
and ρ0 = 10 g m
−2. For all cells the soil and surface water
densities were initialised from the values of the desert state
given by Eq. (11). In Fig. 3 we compare the dynamics
of the vegetation profile in the stochastic model with that
of the corresponding deterministic approximation. Again,
we can see that the deterministic approximation leads to
extinction while the stochastic model recovers. If we look
at the stochastic simulation for a longer time (5×104 days)
we clearly see that vegetation persists, see Fig. 4 below the
horizontal dashed line. We have also used the last configu-
ration reached by the stochastic model (horizontal dashed
line in Fig. 4) as initial conditions for the deterministic
model; the corresponding time dynamics is shown in Fig.
4, above the horizontal dashed line. The patterns also re-
main stable under the deterministic dynamics, but it was
demographic stochasticity which allowed the system to es-
cape extinction in the first place; running the deterministic
dynamics alone leads to extinction. The stochastic system
thus generated suitable initial conditions for the determin-
istic system to converge to a spatial pattern. In Fig. 4 one
can also observe that the patches reached by the deter-
ministic model are fully frozen at long times while those
generated by the stochastic model remain dynamic, they
can split, merge or become extinct.
Similar observations can also be made in the two-
dimensional system, as we show in Fig. 5 and in the en-
closed supplementary video animation. As expected, both
the stochastic and the deterministic models display spatial
vegetation patterns, similar to those observed previously
with other models, and in an analogous range of rainfall
values (HilleRisLambers et al., 2001; Rietkerk et al., 2002;
Pueyo et al., 2008).
Finally we notice that in many simulations the stochas-
tic system follows a regime of ‘explosive’ local growth soon
after it has escaped the path to extinction. During this
relatively short period of time some cells can get to carry
a relatively large number of individuals with a maximum
of about 120 plants observed in simulations. Afterwards
plants spread out in space to a certain extent, and even-
tually the system appears to reach a stochastic stationary
state (see supplementary video).
4.2. Probability of extinction
Next we will present the results of a more systematic in-
vestigation of the effect of ‘self-recovery’. Figure 6 shows
the probability of extinction Pext as a function of f , for
two different values of ρ0 (10 g m
−2 and 50 g m−2). We
observe that the stochastic model almost never reached ex-
tinction, while the deterministic approximation did so in
almost all samples with f > 0.4. These observations may
appear counter-intuitive at first sight: in the deterministic
model we find that the more plants are in the system ini-
tially, i.e. the larger the initial cover f , the more likely it is
that the system reaches extinction. However, this effect is
already seen in the deterministic non-spatial model which
predicts the extinction of homogeneous initial configura-
tions (i.e. f = 1). The spatial model instead predicts sta-
ble patterns (HilleRisLambers et al., 2001; Rietkerk et al.,
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2002; Pueyo et al., 2008). Even more surprisingly perhaps,
is that the larger the initial amount of biomass in each
populated cell, ρ0, the larger the probability of extinction
tends to be. To be more precise, this only happens if the
initial cover is not too small (f & 0.1). From the simula-
tions, it seems that if the amount of biomass in a cell is
too large, a fast spatial spread of plants is triggered, which
favours a more homogeneous distribution of biomass. This
amounts to an effective increase of the initial cover, f , and
thus the previous effect takes over. This behaviour appears
to run contrary to the infiltration feedback mechanism for
pattern formation: local biomass increase favours infiltra-
tion in detriment of water availability in the surroundings.
However, a similar effect already exists in the determin-
istic model as well. Indeed, in the region of parameter
values that we considered here (see Tab. 1), vegetation
patterns are not the only stable stationary solutions to
the deterministic system: homogeneous desert is also one
such solutions; in other words, there is bistability between
vegetation patterns and desert. This suggests that, in this
regime, the infiltration feedback mechanism is not always
effective in inducing the formation of patterns. To de-
velop some intuition of the kind of processes that could
lead to these phenomena, it is useful to imagine an extreme
case with relatively large total reproduction rate and a not
so large average transport of water. We can then expect
that plants manage to spread quickly before water hetero-
geneities consolidate. This might lead to a rather homo-
geneous state with a behaviour similar to what one would
see in the non-spatial model in this regime: all plants die
together. Although this situation may not be realistic,
it indicates that the infiltration feedback mechanism may
break down at some point, leading the system to a desert
state rather than to pattern formation. This appears to
be consistent with our simulations, in which we find that
a larger initial cover or a larger value of ρ0 imply a larger
total reproduction rate.
We study the variations of the probability of extinction
Pext as a function of µ for three different values of f : 1/8,
1/2, and 7/8 in Fig. 7. We can observe that Pext ≈ 0
for almost all values of µ except for µ = 0.1 g m−2 and
µ > 6 g m−2, which correspond to very small and large
plant biomass, respectively.
Next, we study the probability of extinction Pext as a
function of the rainfall rate R, for a range corresponding to
typical dryland values, using three different values for µ: 1
g m−2, 5 g m−2 and 10 g m−2 (Fig. 8). In the stochastic
model, the effect of ‘self-recovery’, or escaping the path
to extinction, is more appreciable the larger the amount
of rainfall. The corresponding probability of extinction
for the deterministic system is equal to one in almost the
whole regime investigated (not shown).
Under certain conditions, the opposite effect can hap-
pen, with demographic noise promoting extinction in cases
in which the deterministic system survives instead. How-
ever, this needs a range of the parameter µ which we expect
not to be relevant for real-world situations. In particular,
we have observed such behaviour only for large values of
the parameter µ and for low initial cover. More specifi-
cally, we have observed that this can happen if f . 10%
and µ & 10 g m−2, for R & 0.5 mm d−1, or µ & 5 g m−2,
for 0.4 . R . 0.5 mm d−1.
5. Discussion
Two general approaches to modelling ecosystems, and
complex systems in general, are continuous models and in-
dividual based models. The former tends to be relatively
simple and amenable to mathematical analysis, while the
latter tends to be more realistic and rely heavily on compu-
tational simulations due to its usually higher complexity.
In particular, individual based models of ecosystems are
mainly stochastic reflecting the random behaviour com-
monly observed in natural systems. On the other hand,
continuous models are mostly deterministic or include a
noise term added ad hoc. In some circumstances these can
be seen as describing the most relevant features of indi-
vidual based models. However, it is well known that de-
mographic stochasticity can have important consequences
that are usually neglected when modelling ecosystems in
terms of continuous densities (see e.g. Black and McKane,
2012). In this work, we represented semi-arid ecosystems
with two parallel models: a hybrid stochastic model, in-
cluding individual-based vegetation dynamics and deter-
ministic water dynamics, and a deterministic model, gov-
erning the behaviour of the average stochastic variables.
The models represented explicitly the water-vegetation in-
filtration feedback. Thus, for the parameter values we
studied, both models contained solutions corresponding to
stable vegetation patterns, analogously to what was ob-
served previously with other models of this type of ecosys-
tem (e.g. Rietkerk et al., 2002).
While continuous models assume that stochastic effects
are irrelevant and so neglect them altogether, we have also
made two assumptions to simplify the computational anal-
ysis, i.e. we have assumed the ecosystem is not very sensi-
tive to the growth phase of each individual plant so we can
neglect it, and we have taken the same mass for all plants.
We expect this to be a reasonable approximation if the
time it takes for a plant to establish is much smaller than
the time scale on which there is an appreciable change of
the spatial distribution of biomass, e.g. the characteristic
time for pattern formation.
Conditioned on the validity of these assumptions, our
analysis showed that the resilience of the vegetation
patterns changed when taking into account the discrete
nature of plants and the intrinsic stochasticity of their
behaviour. Including such stochasticity, the modelled
ecosystems did not turn into deserts in a wide range of
cases in which the deterministic representation would
predict the ecosystem to become extinct. This is an
important observation, given that semi-arid ecosystems
are characterised by a rather scarce number of plants,
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scattered across regions of empty land. In a finite pop-
ulation, the number of individuals varies because of the
intrinsic stochastic behaviour of the individuals. Usually,
the fewer the individuals, the stronger the effects of the de-
mographic noise (Ramaswamy et al., 2012; Rogers et al.,
2012; Biancalani et al., 2011; Butler and Goldenfeld,
2011; Biancalani et al., 2010; Butler and Goldenfeld,
2009; McKane and Newman, 2005). Intuitively, this is
expected to promote extinction when the number of
plants is small. It is therefore remarkable that we ob-
served a relevant regime of parameters in which including
the stochastic individual nature of the plants actually
increased the likelihood of vegetation pattern emergence,
and of escaping the desert state. The opposite might also
occur, i.e. a larger probability of becoming extinct in
the stochastic model, especially when considering large
individual plants, covering initially only a small fraction
of soil. Under these conditions, the probability of a large
stochastic deviation that brings the system suddenly to
extinction, could be non-negligible. However, we expect
that our approach is better justified for intermediate
values of µ, i.e. the biomass of a plant (per unit area),
where the results were rather robust. Stochastic be-
haviour was not observed when µ was too small, in which
case our model coincided with a deterministic continuous
model, whereas if µ was too large the growth phase and
heterogeneity was more noticeable. When the individual
plant biomass was relatively high (µ & 8 g m−2), or
very low (µ → 0), the outcomes of the stochastic model
tended to have higher probability of being desert than for
intermediate µ values. Demographic noise seemed to be
more important in an intermediate range of single-plant
biomass, which corresponds to a realistic range for herbs
or grass biomass (see e.g. Peters, 2002).
In order to study the resilience of the vegetation pat-
terns, we addressed the issue of how and how easily
they were reached in time, i.e. for which type of initial
conditions the system evolved towards the pattern (e.g.
Eppinga, 2009). This gave an indication of how “attrac-
tive” the patterns were. In the case of the deterministic
approximation, this was equivalent to studying the basin of
attraction of the patterned stable states. This notion, how-
ever, is not applicable to stochastic systems, where there
is no notion of equilibrium point, and no deterministic dy-
namics uniquely leading from a certain initial condition to
a final state. For this reason, we focused on the probability
of extinction as a function of the initial conditions and for
different parameter values. For a large set of initial con-
ditions and parameters, we observed that the stochastic
model almost never led the vegetation to extinction, while
the vegetation in the deterministic model almost always
became extinct. When varying rainfall in a realistic range
for drylands, the effect of ‘self-recovery’ in the stochastic
model was promoted for the highest rainfall values, where
the contrast with the deterministic case was sharper.
Given the success of deterministic continuous models to
date, demographic noise is expected to play a relevant role
only when the number of plants is rather low. Indeed we
have observed (see e.g. Fig. 2) that initially the two mod-
els follow essentially the same dynamics towards deserti-
fication, and only when they are close to extinction the
two dynamics diverge: the deterministic dynamics follows
the path to extinction, while the stochastic one recovers.
This particular difference between the two models was es-
pecially important for vegetation initially covering more
than 30-40%, where the deterministic case would practi-
cally always become extinct. We should be careful, how-
ever, not to give too much weight to the importance of
the initial conditions, since they were arbitrarily chosen in
simulations. The most robust statements of this work had
to do with comparing what happened with both the de-
terministic and stochastic models after they had followed
their own dynamics for a while. Nevertheless, such a be-
haviour of the deterministic model might appear counter-
intuitive, in the sense that it might be concluded that a
semi-arid ecosystem with many plants, e.g. due to plant-
ing, risks extinction. The stochastic model, on the other
hand, did not show this counter-intuitive behaviour since
the probability of extinction was equally small (less than
0.1) for all values of initial cover. In the case of the deter-
ministic model, the more homogeneously distributed the
plants were, the more difficult it was for any particular
vegetation patch to actively increase its own soil water.
The water-vegetation feedback, in this case, needed con-
trasts between vegetated and bare patches to take place
effectively. For the same reasons, in this regime the homo-
geneous vegetated state was not stable, and full homoge-
neous vegetation cover would quickly evolve into a desert
state. Not so for the stochastic model, though, which could
escape extinction even in this case. On the other hand, for
very low initial vegetation cover (less than 20-30%), the
results of the deterministic and the stochastic approaches
were very similar. We must underline that these low frac-
tions of vegetation cover are quite realistic in the most
arid ecosystems. One may wonder how it is that for large
initial cover (e.g. larger than 40%) the deterministic sys-
tem has a large probability of extinction, while for small
cover (e.g. smaller than 20%) it almost always survives;
after all the dynamics is continuous and to reach extinc-
tion the system first needs to go through states of small
cover. However, the spatial structure of the intermediate
states thus reached does not necessarily coincide with that
of a state with homogeneous distribution of soil and sur-
face water and a random distribution of constant biomass
ρ0, as were used here as initial conditions. This stresses
the importance of being careful about interpreting our par-
ticular choice of initial conditions, as mentioned above.
The deterministic model we investigated in this work
describes exactly the typical behaviour of the stochastic
system when the individual plant biomass was negligible
(µ → 0). In this case we could have a very large num-
ber of plants per cell. This deterministic model was a
good approximation to the kernel model investigated by
Pueyo et al. (2008) in the case that the range of the ker-
9
nel of seed dispersal in the latter was of the order of one
or two cells (∼ 2-4 m). Under these conditions, the kernel
could be approximated with an effective diffusive term and
with a diffusion coefficient depending on the state of the
soil water. If, additionally, we could neglect the spatial
variation of the soil water, the two models became similar
to the model studied by HilleRisLambers et al. (2001). In
this sense, we could say that the stochastic model intro-
duced here was close to these well-studied models and, in
particular, it was not unexpected to observe spatial pat-
terns in a similar range of parameters. What could change
drastically is the transitory dynamics while reaching a sta-
tionary state, as we showed with the effect of self-recovery.
In principle, a more complete approach would have to
deal with each single plant individually, with all its at-
tributes and ongoing processes, as has been done for in-
stance in the study of forests, see e.g. Perry and Enright
(2006). However, this would make the problem far more
complex from a computational point of view, and it might
become difficult to gain insight. Indeed, as has been dis-
covered in the investigations on forests, a far simpler an-
alytical approximation, called the perfect plastic approxi-
mation, may capture most of the relevant details of the dy-
namics observed in simulations (Strigul et al., 2008). This
case, however, corresponds to a regime of high vegetation
density, where fluctuations of the average behaviour are ex-
pected to be irrelevant. This raises the question of which
would be the ‘best’ way of modelling a plant in the study
of semi-arid ecosystems in the sense of, paraphrasing Ein-
stein, ‘keeping it simple, but not too simple’.
In our stochastic modelling approach, we did not con-
sider the heterogeneity in plant size. In particular, we did
not include the different plant life stages. In a sense, plants
were instantaneously created as adult individuals. This
might appear as an unrealistic feature that might promote
the effect of ‘self-recovery’ we discussed, because a plant
could start increasing the availability of water locally as
soon as it was created, and therefore instantly start pro-
moting its own survival. However, this feature would also
lead to an overestimation of water uptake. Since in our
model plants died suddenly, in detriment of self-recovery,
mortality was also over-estimated. Furthermore, in the
stochastic model we investigated, a plant could produce
another plant only in the neighbouring cells, thus limiting
the impact the new birth had on the state of the ecosys-
tem.
A next step in the complexity of the modelling could
be to introduce two type of individuals: seedlings and
established plants. In this way we would be able to
take into account, for instance, the high asymmetry in
mortality between these two. The question is then how
robust are the results we have discussed in this work
under this more realistic scenario. At first sight, one could
expect that the stochastic model becomes closer to the
deterministic approximation, but experience in this field
of research has shown that counter-intuitive effects are
not uncommon (Ramaswamy et al., 2012; Rogers et al.,
2012; Biancalani et al., 2011; Butler and Goldenfeld,
2011; Biancalani et al., 2010; Butler and Goldenfeld,
2009; McKane and Newman, 2005).
The model we presented did not include environmen-
tal heterogeneity and stochasticity, or topography (see
e.g. Sheffer et al., 2013). We also discarded rainfall in-
termittence. Vegetation in arid areas is well adapted
to the occasional occurrence of rainfall (Baudena et al.,
2007; Kletter et al., 2009; D’Odorico et al., 2007), al-
though the effect of rainfall intermittency may not be
too relevant when spatial feedbacks are represented (see
Baudena and Provenzale, 2008). Besides water, we did
not consider any other limiting resource, such as nutri-
ent or light limitations. Moreover, we did not include
another water-vegetation feedback mechanism, which is
known to play a role in drylands, namely the effect of
root length. Plant water availability increases with the
root extent, which in turn increases with the biomass it-
self, thus favouring plant growth and generating vegeta-
tion patterns (Gilad et al., 2004; Lefever, R. and Lejeune,
1997; Barbier et al., 2008).
Another relevant issue is how to validate our findings
with observations. For example, we could analyse patch
dynamics to see whether it displays the ‘wiggly’ behaviour
observed in the model results. This nevertheless would re-
quire time series of spatial patterns, with an appropriate
spatial and temporal resolution, which may not be easily
obtainable. In principle, it could even be possible to com-
pute the statistics of this patch dynamics, in order to have
quantitative predictions.
Despite not being conclusive in any sense, this inves-
tigation indicated that, in certain regimes, including de-
mographic noise could lead to a larger estimate of the re-
silience of semi-arid ecosystems. Our model results sug-
gested that demographic noise may be more important
in the less arid ecosystems, with higher rainfall and veg-
etation cover. Since changes in rainfall regimes are ex-
pected, for example as a consequence of climate change,
it may be necessary to take into account individual-based
dynamics to evaluate the resilience and resistance of these
ecosystems to such forcing. In summary, we think the
study of semi-arid ecosystems might benefit from the ap-
proach taken for instance in the research on forests, where
quite detailed IBM’s have been extensively used. Indeed,
in contrast to forests which are characterised by a rather
dense vegetation, the typical number of plants in semi-arid
ecosystems is comparatively quite low and so the stochas-
tic effects implicit in such a modelling approach are ex-
pected to be more relevant.
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Figure 1: (Colour online) Illustration of the stochastic hybrid model for semi-arid ecosystems. For clarity we show only two neighbouring cells
i and j but the same applies to all the other cells. Suppose that, at time t, the system is in a state where the number of plants and the depths
of soil and surface water in cell i are given by ni, ω′i and σ
′
i, respectively (A). The analogous quantities in cell j are nj , ω
′
j , σ
′
j . Suppose,
furthermore, that the next birth or death of a plant takes place at time t+ τ ; these events happen at random, and so τ is itself a stochastic
variable. Since there are no transition events between t and t+ τ , soil and surface water in all cells evolve deterministically according to Eqs.
(1)-(4) in this time interval. Suppose now that their new state at t+ τ is given by ωi and σi, for all cells i (B). At t+ τ a stochastic transition
happens, there are three possible types of transitions: a plant at a cell i gives birth to a new plant in the same cell (C), it dies (D) or it gives
birth to a new plant in a neighbouring cell j (E). These transitions happen with rates niΓb(ωi), niΓd, and niΓs(ωj), respectively (see Eqs.
(6) and (7)). Immediately after t+ τ , and until the next birth or death of a plant takes place, soil and surface water in all cells again evolve
deterministically as before.
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Figure 2: (Colour online) Comparison of the dynamics of the to-
tal biomass density in the stochastic model (continuous green line)
with that in the corresponding deterministic approximation (thick
red line). While the deterministic approximation leads to extinc-
tion, the full stochastic model recovers. Simulations were run on a
line with 128 cells, periodic boundary conditions and the same ran-
dom initial conditions in all cells: soil and surface water depths were
given by the values in the desert state, Eq. (11), while the initial
biomass was ρ0 = 10 g m−2 (f = 1). Other key parameter values
were: µ = 1 g m−2, R = 0.6 mm d−1. See Table 1 for the remaining
parameter values.
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Figure 3: (Colour online) Comparison of the dynamics of the vegeta-
tion profile in the stochastic model (left) with that in the correspond-
ing deterministic approximation (right). While the deterministic ap-
proximation leads to extinction, the full stochastic model recovers.
Simulations were run on a line with 128 cells, periodic boundary con-
ditions and the same initial conditions for both the stochastic model
and its deterministic approximation: soil and surface water depths in
all cells were given by the values in the desert state, Eq. (11), while
biomass was ρ0 = 0 g m−2 in half of the cells, chosen randomly, and
ρ0 = 10 g m−2 in the other half (f = 1/2). Key parameter values
were: µ = 1 g m−2, R = 0.6 mm d−1. See Table 1 for the remaining
parameter values.
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Figure 4: (Colour online) Dynamics of the vegetation profile pre-
sented on the left side of Fig. 3 (stochastic model) for a longer
period of time. Below the horizontal dashed line, i.e. from t = 0
days to t = 5 × 104 days, we show the dynamical behaviour of the
stochastic model, and observe that the system indeed escapes the
path to extinction and finally reaches a stationary pattern. Vege-
tation patches, however, appear to follow dynamics on their own:
they can split, merge, and become extinct. In order to compare
this with the dynamics of the deterministic model, we use the con-
figuration reached by the stochastic dynamics at t = 5 × 104 days
(horizontal dashed line) as an initial condition for the deterministic
model. The outcome of the corresponding deterministic dynamics
are shown above the horizontal dashed line, i.e. from t = 5 × 104
days to t = 7×104 days. In other words, at time t = 5×104 days we
switch the dynamics from the stochastic to the deterministic model.
Clearly the patterns remain stable under the deterministic dynam-
ics. Simulations were run on a line with 128 cells, periodic boundary
conditions and the same initial conditions for both the stochastic
model and its deterministic approximation: soil and surface water
depths in all cells were given by the values in the desert state, Eq.
(11), while biomass was ρ0 = 0 g m−2 in half of the cells, chosen
randomly, and ρ0 = 10 g m−2 in the other half (f = 1/2). Key
parameter values were: µ = 1 g m−2, R = 0.6 mm d−1. See Table 1
for the remaining parameter values.
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Figure 5: (Colour online) Comparison of the dynamics of the vegeta-
tion profile in the stochastic model in two dimensions (left) with that
in the corresponding deterministic approximation (right); the axes
correspond to the two spatial dimensions. See also the supplementary
video which shows the full dynamics of these same vegetation pro-
files. While the deterministic approximation leads to extinction, the
full stochastic model recovers. The simulations were run on a square
grid of 64×64 cells and with periodic boundary conditions. Both the
stochastic model and its deterministic approximation were started
with the same initial conditions: soil and surface water depths in all
cells were given by the values in the desert state, Eq. (11), while
biomass was ρ0 = 0 g m−2 in half of the cells, chosen randomly, and
ρ0 = 10 g m−2 in the other half (f = 1/2). Key parameter values
were: µ = 1 g m−2, R = 0.6 mm d−1. See Table 1 for the remaining
parameter values.
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Figure 6: (Colour online) Probability of extinction in the stochastic
model (blue triangles and magenta rhombi) and in the corresponding
approximation to a deterministic model (red squares and green cir-
cles). We can observe a very strong contrast between the two: while
the deterministic model almost always becomes extinct for cover val-
ues f & 0.4, the stochastic system almost never does, for any value
of f . For the stochastic case, the probabilities were estimated from
50 numerical simulations for each point. The horizontal axis indi-
cates the initial fraction f of populated cells, i.e. cells with initial
biomass ρ0 > 0. Simulations were run on a line with 128 cells and
with periodic boundary conditions. Both the stochastic model and
its deterministic approximation were started with the same initial
conditions: in all cells soil and surface water depths were given by
the values in the desert state, Eq. (11), while biomass was ρ0 = 10
g m−2 (green circles and magenta rhombi), and ρ0 = 50 g m−2 (red
squares and blue triangles) in a fraction f of randomly chosen cells
and zero in the remaining cells. Key parameter values were: µ = 1
g m−2, R = 0.6 mm d−1. See Table 1 for the remaining parameter
values.
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Figure 7: (Colour online) Probability of extinction in the stochastic
model as a function of the parameter µ, i.e. the average mass of a
plant divided by the area of a cell. The probabilities were estimated
from 50 numerical simulations for each point. Simulations were run
on a line with 128 cells with periodic boundary conditions and initial
conditions chosen as follows: in all cells initial soil and surface water
depths were given by the values in the desert state, Eq. (11), while
biomass was ρ0 ≈ 10 g m−2 in a fraction f of randomly chosen cells
and zero in the remaining cells. The three curves correspond to three
different values of f : 1/8 (red squares), 1/2 (green circles) and 7/8
(blue triangles). See Table 1 for the remaining parameter values. For
the same parameter values and initial conditions the probability of
extinction in the deterministic model is essentially one throughout
the whole regime investigated (not shown).
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Figure 8: (Colour online) Probability of extinction in the stochastic
model as a function of the rainfall rate R. Extinction probabilities
were estimated from 50 numerical simulations for each point. Sim-
ulations were run on a line with 128 cells with periodic boundary
conditions. In all cells the initial depths of soil and surface water
were given by the values in the desert state, Eq. (11), while the
initial biomass was ρ0 = 10 g m−2 in half of the cells (f = 1/2)
and zero in the remaining half. The parameter µ took three different
values for each of the three curves shown: 1 g m−2 (red squares), 5 g
m−2 (green circles) and 10 g m−2 (blue triangles). Note that for the
same parameters and initial conditions the probability of extinction
of the deterministic model is essentially one over the whole regime
investigated (not shown). See Table 1 for the remaining parameter
values.
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Parameter Description Units Value
a maximum infiltration rate d−1 0.2
b maximum specific water uptake mm g−1 m2 d−1 0.05
c conversion of water uptake to plants g mm−1 m−2 10
d plant mortality rate d−1 0.25
r water loss due to drainage and evaporation d−1 0.2
h length of the side of a cell m 2
k1 half-saturation constant of water uptake mm 5
k2 half-saturation constant of water infiltration g m
−1 5
µ mean contribution of a plant to biomass density g m−2 0.1-10
Dω diffusion coefficient for soil water m
2 d−1 0.1
Dσ diffusion coefficient for surface water m
2 d−1 100
K probability of a seed moving to a neighbouring cell – 0.02
L number of cells – 128, 64× 64
R rainfall rate mm d−1 0.35-0.60
W0 water infiltration rate in the absence of plants – 0.1
Table 1: Parameter values for the models studied in this paper.
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