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Einleitung
Sei k ein algebraish abgeshlossener Körper, Q = (Q0, Q1) ein endliher zu-
sammenhängender Köher mit Punktmenge Q0 und Pfeilmenge Q1. Sei d ein
Dimensionsvektor, d.h. d ∈ NQ0 . Dann erhalten wir die Darstellungsvarietät
repdQ, in der jede Darstellung von Q zum Dimensionsvektor d einem Punkt
entspriht. Auf dieser Varietät operiert nun die Gruppe G(d) =
∏
q∈Q0
Gldp
durh Basiswehsel, weshalb die Orbiten gerade die Isomorphieklassen von Dar-
stellungen sind.
Nah einem grundlegenden Satz von Gabriel [4℄ gibt es in repdQ für jeden
Dimensionsvektor d nur endlih viele Orbiten genau dann, wenn Q vom Typ
An, Dn E6, E7 oder E8 ist. Man erhält dann eine endlihe disjunkte Zerlegung
repdQ =
⋃
i∈I Si in G(d)-invariante Teilmengen Si, nämlih die Orbiten. So
eine Zerlegung nennen wir hier eine Stratizierung mit den Strata Si.
Für beliebige Köher möhte man auh solhe Stratizierungen kennen. Dabei
sollten die Strata wie im endlihen Fall gute geometrishe (lokale Abgeshlossen-
heit, Glattheit, gute Beshreibung des Abshlusses Si usw.) und darstellungs-
theoretishe (genaue Kenntnis der Orbiten in einem Stratum, Parametrisierung
der Isomorphieklassen usw.) Eigenshaften haben. Vermutlih gibt es keine Stra-
tizierung, die alle diese Forderungen erfüllt. Es gibt jedoh einige interessante
Vorshläge, von denen wir jetzt drei kurz vorstellen. Die erste kommt aus der
Darstellungstheorie und basiert auf einem Satz von Ka, die beiden anderen
kommen aus der algebraishen Geometrie.
Eine einfah zu konstruierende Stratizierung ist die Stratizierung nah Zer-
legungstypen. Sei dazu D = (d1, . . . , dt) eine Zerlegung des Dimensionsvektors
d =
∑t
i=1 di. Eine Darstellung V gehört nun zum Stratum SD genau dann, wenn
V isomorph zu
⊕t
i=1 Vi ist, wobei die Vi Unzerlegbare zu den Dimensionsvek-
toren di sind. Oenbar ist repdQ =
⋃
D SD eine endlihe Stratizierung. Nah
Ka [8℄ ist die Indexmenge gegeben durh {(nα)α∈Φ+ |
∑
α nαα = d} ⊂ NΦ
+
, wo-
bei Φ+ die Menge der positiven Wurzeln des Wurzelsystems zum Köher Q ist.
Im endlihen Fall sind die Unzerlegbaren eindeutig durh ihre Dimensionsvek-
toren gegeben, weshalb dann die Strata gerade die Orbiten sind. Geometrish
ist diese Stratizierung niht shön. Im Allgemeinen sind die Strata niht lokal
abgeshlossen.
Eine andere Stratizierung ist die ursprünglih zur Untersuhung von Vektor-
bündeln eingeführte Harder-Narasimhan-Stratizierung (siehe [14℄). Die Strata
sind lokal abgeshlossen und irreduzibel. Sie sind wieder indiziert durh gewisse
Zerlegungen d∗ von d. Ferner ist Sd∗ ⊂
⋃
e∗≥d∗ Se∗ für eine partielle Ordnung
≥ auf der Menge der Zerlegungen.
Eine dritte Stratizierung ist die auf der Theorie optimaler Einparametergrup-
pen beruhende Hesselink-Stratizerung [5℄. Die Strata H(µ) sind irreduzibel,
lokal abgeshlossen und glatt, und es gilt H(µ) ⊂ ⋃µ′≤µH(µ′). Dabei sind die
Strata indiziert durh eine endlihe Teilmenge B von Qd mit d =
∑
p∈Q0
dp,
deren Elemente Cogewihte heiÿen. Allerdings kann für ein Cogewiht µ das
Stratum H(µ) leer sein. LeBruyn stellt in [11℄ einen rekursiven Algorithmus
vor, der im Fall von Köherdarstellungen die nihtleeren Strata beshreibt. Da-
bei benutzt er Ergebnisse von Kirwan [10℄ und Shoeld [15℄.
Nun sind aber sowohl die Harder-Narasimhan-Stratizierung als auh die
Hesselink-Stratizierung niht kanonish gegeben, sondern sie hängen in star-
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kem Maÿe ab von der Wahl einer positiven rationalen Linearform auf der
Grothendiek-Gruppe der Kategorie der Darstellungen, also einem Vektor w
aus (Q+)Q0 , den wir Gewihtung nennen. Als Test für die Feinheit der Strati-
zierung stellt sih die naheliegende Frage, ob es im endlihen Fall stets eine
Gewihtung gibt, so daÿ die Strata gerade die Orbiten sind. Solh eine Gewih-
tung nennen wir trennend.
Im Falle der Harder-Narasimhan-Stratizierung ist die Existenz einer trennen-
den Gewihtung dazu äquivalent, daÿ ein gewisses endlihes System linearer
Ungleihungen in den Koezienten von w eine Lösung besitzt. Diese Problem
ist von Hille [6℄ untersuht worden. Für Köher vom Typ An ist leiht zu sehen,
daÿ immer eine trennende Gewihtung existiert.
Im Falle der Hesselink-Stratizierung stöÿt man hingegen nah eingehender Un-
tersuhung des Problems auf ein ziemlih unübersihtlihes System homogener
Ungleihungen vom Grad 2.
Für Köher vom Typ An erhalten wir folgendes Ergebnis:
Satz Sei Q ein Köher vom Typ An. Dann existiert eine trennende Gewihtung
genau dann, wenn Q keinen Unterköher der Form
j
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
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1
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mit j ≥ 4
enthält. In diesem Fall ist der Abshluÿ der Menge der trennenden Gewihtun-
gen in RQ0 zusammenhängend.
Insbesondere nden wir auh shon bei einfahen Köhern Orientierungen, so
daÿ es keine Gewihtung gibt, für die die Hesselink-Strata die Orbiten sind. Wir
sehen hier auh, daÿ die Wahl der Gewihtung wesentlih ist. Die Standardge-
wihtung w = (1, . . . , 1) ist trennend nur für A3 und An in linearer Orientierung.
Dies sind auh genau die Köher vom Typ A, für die jede Gewihtung trennend
ist. Für alle anderen Orientierungen erhalten wir ehte Einshränkungen.
Für Köher vom Typ D geben wir für alle Orientierungen die Ungleihungen
an, die erfüllt sein müssen, damit eine trennende Gewihtung existiert, müssen
aber die Frage nah der Existenz einer Lösung i.A. oenlassen. Besser ist die
Situation für symmetrishe Köher. Dabei heiÿt ein Köher Q vom Typ Dn+2
symmetrish, wenn ein nihttrivialer Köherautomorphismus Q → Q existiert.
Dann erhalten wir:
Satz Sei Q ein Köher vom Typ Dn+2 in symmetrisher Orientierung. Dann
existiert eine trennende Gewihtung genau dann, wenn Q keinen Unterköher
 2 
der Form
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(j ≥ 4) oder
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(k ≥ 2)
enthält. In diesem Fall ist der Abshluÿ in RQ0 der Menge der trennenden Ge-
wihtungen mit wα = wβ zusammenhängend.
Die Behandlung der Fälle E6, E7, E8 ist ein endlihes Problem. Sie werden da-
her mit einem Computerprogramm bearbeitet. In einem ersten Shritt werden
dazu die Ungleihungen für trennende Gewihtungen bestimmt, in einem zwei-
ten Shritt wird überprüft, ob es eine Lösung dieser Ungleihungen gibt. Der
zweite Shritt ist aber so rehenaufwendig, daÿ wir nur für E6 Ergebnisse er-
halten. Dort existiert eine trennende Gewihtung genau dann, wenn wir keinen
Unterköher der Gestalt wie im vorigen Satz haben.
Zum Abshluÿ der Einleitung umreiÿen wir noh den Aufbau der Arbeit. Im
ersten Abshnitt wird für den Fall von repdQ mit zykellosem Q die Hesselink-
Stratizierung eingeführt, wobei auh die erwähnten Ergebnisse von Kirwan und
LeBruyn einieÿen. Neu ist hier nur, daÿ wir die Abhängigkeit von der Gewih-
tung w von Anfang an berüksihtigen. Ferner haben wir wegen der teilweise
unbefriedigenden Literatursituation die Beweise aufgenommen. Im zweiten Ab-
snitt reduzieren wir die Existenz einer trennenden Gewihtung für die Typen
An, Dn, E6, E7 und E8 auf das kombinatorishe Problem, eine Lösung für ein
gewisses System quadratisher Ungleihungen zu nden. Diese Frage wird dann
in den nähsten drei Abshnitten naheinander für die Fälle An, Dn und Em
mit 6 ≤ m ≤ 8 untersuht.
Mein besonderer Dank gilt Prof. Dr. K. Bongartz für die intensive Betreuung
bei der Erstellung dieser Arbeit.
1 Die Hesselink-Stratizierung
In diesem Abshnitt geben wir die Konstruktion der Hesselink-Stratizierung
wieder, vergleihe [5℄ und [16℄. Die Notationen und Beweise sind gegebenenfalls
an unsere spezielle Situation einer Köheralgebra angepaÿt.
1.1 Köher
Sei k = k ein algebraish abgeshlossener Körper beliebiger Charakteristik. Sei
Q = (Q0, Q1) ein endliher zusammenhängender Köher (d.h. ein gerihteter
Graph) mit Punktmenge Q0 und Pfeilmenge Q1 mit Pfeilen α : n(α) → s(α),
d = (dp)p∈Q0 ∈ NQ0 ein Dimensionsvektor. Setze
Qd :=
{
i = (p, ν)|p ∈ Q0, ν ∈ {1, . . . , dp}
}
.
Ein Element in QQd ist also ein Tupel (qp,ν)(p,ν)∈Qd mit qp,ν ∈ Q oder kurz
(qi)i∈Qd mit qi ∈ Q.
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Eine Darstellung V zum Dimensionsvektor d ist eine Familie von linearen Ab-
bildungen
V =
(
V β : kdp → kdp′ )
β:p→p′∈Q1
.
Im weiteren werden die linearen Abbildungen mit ihren darstellenden Matrizen
bezüglih der Standardbasen der k
dp
identiziert.
repdQ ist die Menge der Darstellungen zum Dimensionsvektor d. Betrahet man
V ∈ repdQ über obige Identizierung als Tupel von Matrizen, so ist
repdQ =
∏
β:p→p′∈Q1
k
dp′×dp ,
also ein Varietät. Ist A = kQ die Pfadalgebra zu Q, so ist die Kategorie der end-
lihdimensionalen Moduln über dieser Algebra äquivalent zu der Kategorie der
endlihdimensionalen Darstellungen von Q. Ein Köher ist darstellungsendlih,
wenn es nur endlih viele Isomorphieklassen unzerlegbarer Moduln gibt. Das ist
nah dem Satz von Gabriel [4℄ genau dann der Fall, wenn Q vom Typ An, Dn
oder Em (m = 6, 7, 8) ist.
Auf repdQ operiert G = Gld =
∏
p∈Q0
Gldp ⊂
∏
kdp×dp durh
g.V α := gs(α)V
αg−1n(α).
Mit dieser Notation ist G.V der G-Orbit der Darstellung V .
nulldQ = {V ∈ repdQ|0 ∈ G.V }
heiÿt der Nullkegel. Dabei ist G.V der Abshluÿ von G.V bezüglih der Zariski-
Topologie. Falls Q keine orientierten Zykel enthält, ist nulldQ = repdQ. In
diesem Fall entspriht 0 ∈ repdQ gerade dem halbeinfahen Modul zum Dimen-
sionsvektor d.
Für eine natürlihe Zahl t sei St die Permutationsgruppe einer Menge mit t Ele-
menten. Identizieren wir eine Permutation mit der entsprehenden Permutati-
onsmatrix, so ist W = ∏p∈Q0 Sdp ⊂ G die Weylgruppe zum Dimensionsvektor
d.
Weitere Informationen zu Köhern und ihren Darstellungen nden sih in [1℄.
1.2 Cogewihte
Eine Einparameteruntergruppe (1-PUG) ist ein Homomorphismus λ : k∗ → G.
Λ sei die Menge aller Einparameteruntergruppen. Setze
M = (Λ× N)/∼, mit (µ,m) ∼ (ν, n) ⇐⇒ nµ = mν.
Die Elemente vonM heiÿen Cogewihte. Ist T ein maximaler Torus von G, setze
ΛT = {λ ∈ Λ| bildλ ⊂ T }.
Dann gilt ZQd
∼→ ΛT unter der Abbildung (λi)i∈Qd 7→
(
t 7→ (tλi)
i∈Qd
)
. Weiter
sei
MT :=
(ΛT × N)/∼ mit ∼ wie oben.
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Dann ist
MT ≃ ΛT ⊗Z Q ≃ QQd .
Eine Einparameteruntergruppe λ heiÿt primitiv, falls keine 1-PUG λ′ existiert
mit λ = nλ′, n ∈ N>1. Für eine 1-PUG λ ∈ ΛT ist das gleihbedeutend mit
ggT(λi)i∈Qd = 1. Zu jedem Cogewiht µ gibt es genau eine primitive Einpa-
rameteruntergruppe λ mit λ = nµ, n ∈ N. Dieses λ heiÿt die zu µ zugehörige
1-PUG.
G operiert auf Λ durh (g.λ)(t) := g.λ(t) = gλ(t)g−1. Dies induziert eine Ope-
ration auf M .
Lemma 1 Sind µ, µ′ ∈ MT konjugiert unter G, so sind sie shon unter W
konjugiert.
Beweis:
Sei NG(T ) = {g ∈ G|g.T = T } der Normalisator von T . Dann ist W ≃
NG(T )/T . Da T auf MT trivial operiert, reiht es ein n ∈ NG(T ) mit µ′ = n.µ
zu nden.
Sei dazu g ∈ G mit µ′ = g.µ. Es ist T.µ′ = µ′, da T trivial auf MT operiert
und weiter (g.T ).µ′ = gTg−1µ′gT−1g−1 = gTµT−1g−1 = g.µ = µ′. Also sind
T, g.T ⊂ stab (µ′) := {g ∈ G|g.µ′ = µ′}. Da T und g.T maximale Tori in G sind,
sind sie auh maximale Tori in stab (µ′). In einer zusammenhängenden anen
Gruppe sind alle maximalen Tori zueinander konjugiert (siehe [3, Cor 11.3℄),
also existiert ein h ∈ stab (µ′) mit T = h.(g.T ) = (hg).T . Somit ist hg ∈ NG(T )
und (da h ∈ stab (µ′)) µ′ = h.µ′ = (hg).µ. Also sind µ, µ′ konjugiert unter
n = hg ∈ NG(T ). 
1.3 Norm
Wähle nun auf M eine Norm, das heiÿt eine Abbildung q : M → Q mit
• q(µ) > 0 für alle 0 6= µ ∈M
• q(g.µ) = q(µ) für alle g ∈ G
• Für alle maximalen Tori T existiert ein Skalarprodukt ( , )T mit q(µ) =
(µ, µ)T für alle µ ∈MT .
Nah der zweiten Eigenshaft sind die Skalarprodukte ( , )T insbesondere W-
invariant.
Ist umgekehrt für einen Torus T einW-invariantes Skalarprodukt ( , )T gegeben,
so bestimmt dies eindeutig eine Norm im obigen Sinne: Setze für µ ∈M q(µ) :=
(g.µ, g.µ)T für ein g mit g.µ ∈ MT . Ist g′ ∈ G mit dieser Eigenshaft, so sind
g.µ, g′.µ ∈MT und unter G konjugiert, also nah Lemma 1 unterW konjugiert.
Da ( , )T W-invariant ist, ist q wohldeniert. Die ersten beiden Eigenshaften
einer Norm sind oensihtlih erfüllt. Zur dritten: Für einen maximalen Torus
T ′ existiert ein g ∈ G mit T = g.T ′. Setze dann ( , )T ′ := (g. , g. )T . Wieder
nah Lemma 1 ist das wohldeniert.
Betrahte nun die Einshränkung der Norm auf MT ≃ QQd für einen festen To-
rus T . DaW =∏Sdp ist, reiht es zum Verständnis der Norm das entsprehende
Skalarprodukt für jeden Punkt p ∈ Q0 zu betrahten. Sei also V = Qdp = Qn
mit Weylgruppe Sdp = Sn und Sn-invariantem Skalarprodukt ( , ).
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Bemerkung 2 Für n ≥ 2 ist die Zerlegung von V in einfahe QSn-Moduln
V = S ⊕ T mit S = 〈(1, . . . , 1)〉Q und T = {(v1, . . . , vn) |
∑
vi = 0}. Weiter ist
S ⊥ T bezüglih des gewählten Skalarproduktes.
Beweis:
Diese Bemerkung ergibt sih aus Standardresultaten über Charaktere von Per-
mutationsmoduln. Wir geben hier einen unabhängigen Beweis.
Oensihtlih sind S und T Moduln und die direkte Summe ist V . Sei nun φ ∈
EndQSnQ
n
und e1, . . . , en die Standardbasis von Q
n
. Shreibe φ(e1) =
∑
λiei
und wähle ein j ∈ {2, . . . , n}. Sei g = τ(2,j) ∈ Sn die Transposition der Elemente
2 und j. Dann ist
∑
λiei = φ(e1) = φ(ge1) = gφ(e1) =
∑
i6=2,j λiei+λ2ej+λje2.
Daraus folgt λ2 = λj für alle j. Setze nun µ = λ2, λ = λ1. Dann ist φ(e1) =
λe1+µ
∑
i≥2 ei. Sei nun g = τ(1,j). Dann ist φ(ej) = φ(ge1) = gφ(e1). Also liegt
φ durh φ(e1) eindeutig fest. Daraus folgt dimEndQSnQ
n ≤ 2, also ist EndS ≃
Q ≃ EndT . Insbesondere sind S und T einfah und wegen Hom(S, T ) = 0 ist
S 6≃ T .
Sei nun V = S ⊥ S⊥, S⊥ das orthogonale Vektorraumkomplement bezüglih
des betrahteten Skalarproduktes. Dann ist S⊥ wieder ein QSn-Modul wegen
der Sn-Invarianz des Skalarprodukts. Aus der Eindeutigkeit der isotypishen
Zerlegung (und S 6≃ T ) folgt dann, daÿ S⊥ = T ist, also ist S ⊥ T . 
Da S trivialer Modul ist, ist S∗ ≃ S. Wegen S ⊕ T ≃ (S ⊕ T )∗ ≃ S∗ ⊕ T ∗ ≃
S ⊕ T ∗ ist dann auh T ∗ ≃ T . Also ist das Skalarprodukt auf S und T jeweils
durh einen (positiven) Skalar eindeutig gegeben, da ( , )|T×T ∈ Hom(T, T ∗) ≃
EndT ≃ Q ist, entsprehend für S.
Shreibe nun Qdp = Sp ⊕ Tp für die Zerlegung wie oben. Für dp ≤ 1 sei dabei
Tp = 0, für dp = 0 auh Sp = 0. Für v = (vp)p∈Q0 ∈ Qd sei vSp das Bild von vp
unter der Projektion Qdp → Sp, vTp entprehend. Mit diesen Notationen erhalten
wir:
Lemma 3 Für v, w ∈ Qd ≃MT ist
(v, w)T =
∑
p∈Q0
αpv
S
pw
S
p + βp〈vTp , wTp 〉p
mit 〈 , 〉p dem Standardskalarprodukt auf Tp beziehungsweise
q(v) =
∑
p∈Q0
αp(v
S
p )
2 + βp||vTp ||2p
mit || ||p der Standardnorm auf Tp, αp, βp ∈ Q+.
Die Norm ist also durh ein Paar positiver rationaler Zahlen für jeden Punkt
des Köhers eindeutig festgelegt.
1.4 Optimale Cogewihte
Fixiere ab jetzt einen maximalen Torus T , oBdA sei dies der Standardtorus.
Sei V ∈ repdQ eine Darstellung, µ ∈ MT ein Cogewiht und λ = nµ die zu µ
zugehörige 1-PUG. µ und λ sind dann gegeben als
µ = (µi)i∈Qd = (µp,ν)(p,ν)∈Qd ∈ QQd und λ = (λi)i∈Qd ∈ ZQd .
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λ operiert auf V = (V α)α∈Q1 durh
λ(t).V α = diag(tλp′,ν′ |1 ≤ ν′ ≤ dp′) ·
[
V αν′,ν
]
ν′,ν
· diag(t−λp,ν |1 ≤ ν ≤ dp)
=
[
V αν′,ν · tλp′,ν′−λp,ν
]
ν′,ν
für einen Pfeil α : p→ p′. Oensihtlih muÿ für limt→0 λ(t).V α = 0 gelten, daÿ
λp′,ν′ − λp,ν > 0 ist wenn immer V αν′,ν 6= 0 ist. Betrahte daher die Dierenzen
λj − λi, wobei wir kurz i = (p, ν) und j = (p′, ν′) shreiben. Setze
m(V, µ) :=
1
n
min{λp′,ν′ − λp,ν |∃α : p→ p′ ∈ Q1 mit V αν′,ν 6= 0}
=
1
n
min{λj − λi|(i, j) ∈ E(V )}
= min{µj − µi|(i, j) ∈ E(V )}.
Dabei ist
E(V ) :=
{
((p, ν), (p′, ν′)) ∈ Qd2| ∃α : p→ p′ ∈ Q1 mit V αν′,ν 6= 0
}
.
Für µ /∈ MT existiert ein g ∈ G mit g.µ ∈ MT . Deniere dann m(V, µ) :=
m(g.V, g.µ). Da m W-invariant ist, das heiÿt es gilt m(w.V,w.µ) = m(V, µ)
für alle w ∈ W , µ ∈ MT , ist m nah Lemma 1 auf ganz M wohldeniert.
Insbesondere ist dann m sogar G-invariant.
Setze weiter
q∗T (V ) := inf{q(µ)|m(V, µ) ≥ 1, µ ∈MT } = inf{q(µ)|µ ∈ KT (V )}
mit
KT (V ) := {µ ∈MT |µj − µi ≥ 1∀(i, j) ∈ E(V )} = {µ ∈MT |m(V, µ) ≥ 1}.
Anmerkung: Dabei kann die Bedingung m(V, µ) ≥ 1 durh m(V, µ) ≥ ε, ε > 0,
ersetzt werden. Wesentlih ist, daÿ ε > 0 (vergleihe Lemma 5) gilt sowie daÿ
die Bedingung abgeshlossen ist (vergleihe Lemma 4).
Shlieÿlih sei
MT (V ) := {µ ∈ KT (V )|q(µ) = q∗T (V )}.
Lemma 4 Ist KT 6= ∅, so ist ♯MT (V ) = 1.
Beweis:
SeiK der reelle Abshluÿ vonKT (V ) inMR := MT⊗QR ≃ RQd . Da µj − µi ≥ 1
abgshlossene Bedingungen sind, gilt weiter µj − µi ≥ 1 für alle µ ∈ K, (i, j) ∈
E(V ). Sei ( , ) die Fortsetzung von ( , )T auf MR × MR. Shreibe wieder
q(µ) = (µ, µ). K ist abgeshlossen, also ist K ′ = {µ ∈ K|q(µ) ≤ q∗T (V ) + 1}
kompakt. q (eingeshränkt auf K ′) ist stetig, nimmt also auf K ′ sein absolutes
Minimum an. Somit existiert ein µ ∈ K, so daÿ q(µ) minimal ist.
K ist konvex, denn: seien dazu µ, µ′ ∈ K, dann gilt für ν = tµ + (1 − t)µ′,
t ∈ [0, 1], (i, j) ∈ E(V ):
νj − νi = tµj + (1 − t)µ′j − tµi − (1 − t)µ′i
= t(µj − µi) + (1− t)(µ′j − µ′i) ≥ t+ (1 − t) = 1.
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Somit gilt ν ∈ K.
Seien nun µ, µ′ ∈ K vershieden mit q(µ) = q(µ′) = q∗T (V ). µ, µ′ sind dann
linear unabhängig, sonst wäre µ = ξµ′. Wegen q(µ) = q(µ′) wäre dann ξ = ±1.
Da 0 /∈ K bleibt nur ξ = 1, also µ = µ′.
ν = 12µ+
1
2µ
′
ist wegen der Konvexität wieder in K und es gilt
q(ν) = (
1
2
µ +
1
2
µ′,
1
2
µ +
1
2
µ′) =
1
4
(q(µ) + 2 (µ, µ′)︸ ︷︷ ︸
<
√
q(µ)q(µ′)
+q(µ′)) < q(µ).
Dabei ist (µ, µ′)2 < q(µ)q(µ′) nah Cauhy-Shwarz und da µ, µ′ linear unab-
hängig sind. Das ist ein Widerspruh zur Minimalität von q(µ). Also enthält K
genau ein bezüglih q minimales Element.
Sei nun µ dieses eindeutige minimale Element in K. Es ist noh zu zeigen, daÿ
µ rational ist.
Ist µ ein Ekpunkt vonK, so ist µ als eindeutige Lösung rationaler linearer Glei-
hungen rational. Ist µ kein Ekpunkt, so liegt µ im Inneren einer Seite vonK, al-
so im Inneren eines anen RaumsM = {x ∈ RQd |xj−xi = 1 für gewisse (i, j)}.
Da µ die Norm q|M minimiert, muÿ µ kritish für q|M sein, das heiÿt, alle Rih-
tungsableitungen
∂
∂y q|M für y ∈ T (M) müssen 0 sein.
Analog zu oben rehnen wir für ν = tµ′ + (1 − t)µ′′, µ′, µ′′ ∈M und t ∈ (0, 1):
q(ν) = (tµ′ + (1− t)µ′′, tµ′ + (1 − t)µ′′)
= t2q(µ′) + 2t(1− t) (µ′, µ′′)︸ ︷︷ ︸
≤
√
q(µ′)q(µ′′)
+(1− t)2q(µ′′)
≤
(
t
√
q(µ′) + (1− t)
√
q(µ′′)
)2
.
Also ist
√
q eine konvexe Funktion, somit ist q als Verknüpfung der konvexen
Funktion
√
q mit der streng konvexen Funktion ()2 selbst streng konvex. Daraus
folgt, daÿ q (bzw. q|M ) höhstens einen kritishen Punkt hat.
µ ist dann die eindeutige Lösung des Gleihungsysstems gegeben durh die linea-
ren rationalen Gleihungen µ ∈ M  und µ kritish, selbst also rational. (Die
Gleihungen µ kritish sind linear rational, da q als quadratishe Funktion mit
rationalen Koezienten gegeben ist.) 
In der Situation des Lemmas heiÿt das eindeutige µT (V ) ∈ MT (V ) bestes Co-
gewiht zu V bezüglih T .
Setze
q∗(V ) := inf{q∗T ′(V )|T ′ ⊂ G maximaler Torus}.
Da alle maximalen Tori zueinander konjugiert sind, läÿt sih das auh als
q∗(V ) = inf{q∗T (g.V )|g ∈ G}
shreiben. Da q∗T (g.V ) nur von E(g.V ) abhängt, für das es nur endlih viele
Möglihkeiten gibt, ist das Inmum ein Minimum, falls das Inmum endlih ist.
Insbesondere hängt q∗(V ) nur von der Konjugationsklasse von V ab. Weiter sei
dann
M(V ) := {µ ∈ K(V )|q(µ) = q∗(V )}
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mit
K(V ) := {µ ∈M |m(V, µ) ≥ 1}.
M(V ) heiÿt optimale Klasse zu V . 1 Die µ ∈M(V ) heiÿen optimale Cogewihte
zu V . Ein maximaler Torus T mit q(µT (V )) = q
∗(V ) heiÿt optimaler Torus.
Ein Modul V ∈ repdQ heiÿt nun instabil, falls q∗(V ) < ∞ ist, das heiÿt, falls
ein µ ∈ M existiert mit m(V, µ) ≥ 1 (beziehungsweise M(V ) 6= ∅). V heiÿt
semistabil, wenn er niht instabil ist, das heiÿt, falls m(V, µ) ≤ 0 für alle µ ∈M
ist (beziehungsweise M(V ) = ∅).
Nah dem Hilbert-Mumford-Kriterium liegt V im Nullkegel (d.h. es ist 0 ∈ G.V )
genau dann, wenn es eine Einparametergruppe λ gibt mit limt→0 λ(t).V = 0
(vgl. [13℄, [16℄). Dieses Kriterium liefert in unserer Situation folgendes:
Lemma 5 M(V ) 6= ∅ ⇐⇒ V ∈ nulldQ.
Beweis:
M(V ) 6= ∅
⇐⇒ K(V ) 6= ∅
⇐⇒ es gibt einen maximalen Torus T ′ = g.T und ein λ ∈ ΛT ′ mit λ ∈ KT ′(V )
⇐⇒ λ′ = g.λ ∈ KT (g.V )
⇐⇒ λ′j − λ′i > 0 für alle (i, j) ∈ E(g.V )
⇐⇒ limt→0 λ′(t).(g.V ) = 0
⇐⇒ limt→0 λ(t).V = 0
⇐⇒ V ∈ nulldQ, letzteres nah dem Hilbert-Mumford-Kriterium. 
Bemerkung 6 Es gilt M(g.V ) = g.M(V ) für g ∈ G.
Beweis:
Es ist
M(g.V ) = {µ ∈M |q(µ) = q∗(g.V ),m(g.V, µ) ≥ 1}
= {µ|q(µ) = q∗(V ),m(V, g−1.µ) ≥ 1}
= {g.µ′| q(g.µ′)︸ ︷︷ ︸
=q(µ′)
= q∗(V ),m(V, µ′) ≥ 1} = g.M(V ).

1
Bei Hesselink heiÿt diese Menge Λ(V ), das Λ(V ) bei LeBruyn (und Slodowy) ist die
Menge der zugehörigen 1-PUG zu den µ ∈ M(V ). Der Informationsgehalt bei LeBruyn
ist also kleiner, da es mehrere Cogewihte mit gleiher zugehöriger 1-PUG geben kann. Be-
trahte
1
id
  
id

1
id

===
1
und
1
0
  
id

1
0

===
1
. Die zugehörigen optimalen Cogewihte sind
−1
0
1
bzw.
−
1
2
0
1
2
. Beide liefern aber die gleihe optimale Einparametergruppe
−1
0
1
. Ist Q zykel-
los (d.h. ein Baum), so tritt dieser Untershied niht auf.
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1.5 Der Satz von Kempf-Rousseau
Sei H < G eine Untergruppe, die einen maximalen Torus T von G enthält. T ist
dann natürlih auh wieder ein maximaler Torus von H . In Verallgemeinerung
zu den Denitionen für maximale Tori denieren wir dann
ΛH := {λ ∈ Λ| bildλ ⊂ H}, MH := ΛH × N/∼
und
q∗H(V ) := inf{q(µ)|m(V, µ) ≥ 1, µ ∈MH},
MH(V ) := {µ ∈MH |q(µ) = q∗H(V )}.
H heiÿt optimal für V , falls q∗H(V ) = q
∗(V ) ist. In diesem Fall gilt MH(V ) =
M(V ) ∩MH .
Analog zu unserer früheren Dention von m(V, µ) denieren wir für ein Matrix-
tupel (gp)p∈Q0 ∈ G und ein Cogewiht µ
m(g, µ) := min
{
µp,ν′ − µp,ν | (gp)ν′,ν 6= 0
}
.
Sei λ ∈ Λ eine 1-PUG. Setze dann
P (λ) := {g ∈ G|lim
t→0
λ(t).g existiert in G} = {g ∈ G|m(g, λ) ≥ 0}.
Für ein µ ∈ M setze P (µ) := P (λ) mit λ = nµ der zu µ zugehörige 1-PUG.
Weiter sei
U(µ) = U(λ) = {g ∈ G| limλ(t).g = e}
und
Z(µ) = Z(λ) = {g ∈ G| limλ(t).g = g}.
Sei für p ∈ Q0 und r ∈ Q
multµ(p, r) = ♯{ν ∈ {1, . . . , dp}|µp,ν = r}.
Bemerkung 7 P (µ) ist das semidirekte Produkt P (µ) = Z(µ) ⋉ U(µ) und
parabolishe Untergruppe von G. Es ist Z(µ) = stab (µ).
Beweis:
Betrahte nur die Operation von G = Gld an einem Punkt p, also oBdA G =
Gldp . Weiter sei T der Standardtorus, ΛT ∋ λ = (λ1 ≥ · · · ≥ λdp) dominant per
W-Operation. Shreibe G ∋ g = [gji]1≤j,i≤dp .
• Es ist
g ∈ Z(λ) ⇐⇒ limλ(t).g = g ⇐⇒ lim [tλj−λigji]ji = g
⇐⇒ λj − λi = 0 für gji 6= 0 ⇐⇒ gji = 0 für λj 6= λi.
g hat also Blokdiagonalgestalt, wobei die Blokgröÿen durh die oben
denierten multλ(p, ?) gegeben sind. Aus dieser Beshreibung ergibt sih
auh Z(µ) = stab (µ).
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• Sei nun g ∈ kdp×dp beliebig. Dann gilt
g + e ∈ U(λ) ⇐⇒ limλ(t).g = 0 ⇐⇒ lim tλj−λigji = 0
⇐⇒ gji = 0 für λj ≤ λi.
g hat somit ehte obere Blokdreieksgestalt.
• Analog erhält man, daÿ g ∈ P (λ) (unehte) obere Blokdreieksgestalt
hat.
Es ist P (λ) = U(λ) · Z(λ) und U(λ) ist normal in P (λ), also ist P (λ) das
semidirekte Produkt. P (λ) enthält die Borelgruppe der ehten oberen Dreieks-
matrizen, ist also parabolish. 
Bemerkung 8 Es gilt P (h.µ) = h.P (µ) für h ∈ G.
Beweis:
Es ist
P (h.µ) = {g| lim(hλ(t)h−1)g(hλ−1(t)h−1) existiert}
= {g| limλ(t).(h−1.g) existiert} = {h.g′| limλ(t).g′ ex} = h.P (µ).

Satz 9 (Kempf-Rousseau, [7℄) Sei V ∈ nulldQ. Dann gilt:
1. M(V ) 6= ∅.
2. Es ist P (µ) = P (µ′) für alle µ, µ′ ∈M(V ). P (V ) := P (µ) heiÿt optimale
Parabolishe zu V .
3. Sei µ ∈M(V ). Dann ist M(V ) = P (V ).µ = P (µ).µ.
4. g.M(V ) ⊆M(V ) gilt genau für g ∈ P (V ).
5. M(V ) ⊂MP (V ).
Beweis:
Der erste Teil der Behauptung ist Lemma 5. Der weitere Beweis erfolgt in meh-
reren Shritten:
• Wir zeigen zunähst: für µ ∈M(V ) und p ∈ P (µ) gilt p.µ ∈M(V ).
Sei λ = nµ die zu µ zugehörige 1-PUG. Dann gilt:
m(V, µ) ≥ 1 =⇒ limλ(t)V λ−1(t) = 0
=⇒ limλ(t)p−1λ−1(t)︸ ︷︷ ︸
Limes existiert
λ(t)V λ−1(t) λ(t)pλ−1(t)︸ ︷︷ ︸
Limes existiert
= 0
=⇒ lim
t→0
λ(t)p−1V pλ−1(t) = 0 =⇒ m(p−1.V, µ) ≥ c, c ∈ Q+
=⇒ m(V, p.µ) ≥ c =⇒ 1
c
p.µ ∈ K(V ).
Weiter gilt:
1
cp.µ ∈ M(V ) genau dann, wenn q(µ) = q(1cp.µ) = 1c2 q(µ).
Das ist äquivalent zu c = 1, also ist p.µ ∈ M(V ). Das ist eine Inklusion
des dritten Teils der Behauptung sowie eine Rihtung des vierten Teils.
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• Zeige nun: für µ ∈M(V ) gilt µ ∈MP (µ).
Da λ(t).µ = µ für alle t ∈ k∗ ist, existiert der Limes lim λ(t).µ(t′) für alle t′,
also ist µ(t′) ∈ P (µ) für alle t′. Daraus folgt µ ∈MP (µ) per Denition von
MP (µ). Wenn wir Teil 2 gezeigt haben, liefert dies Teil 5 der Behauptung.
• Wir zeigen: sei µ ∈ M(V ) und T ⊂ P (µ) maximaler Torus. Dann gilt
MT ∩M(V ) = {µT (V )} und es ist µT (V ) = p.µ für ein p ∈ P (µ).
Sei S ⊂ P (µ) ein maximaler Torus mit µ ∈ MS . So ein S existiert, da
µ ∈MP (µ) ist. Dann existiert ein p ∈ P (µ)mit T = p.S (da alle maximalen
Tori zueinander konjugiert sind). Insbesondere ist dann p.µ ∈ MT . Nah
dem ersten Shritt gilt auh p.µ ∈ M(V ). Nah Lemma 4 ist ♯(M(V ) ∩
MT ) ≤ 1, also muÿ p.µ = µT (V ) gelten. Dies ist die zweite Inklusion von
Teil 3.
• Eine bekannte Tatsahe über Gruppen (Bruhat-Zerlegung) [17, Korollar
10.2.9℄ ist: Sind P, P ′ parabolishe Untergruppen, so gibt es einen maxi-
malen Torus T ⊂ P ∩ P ′.
• Seien µ, µ′ ∈M(V ). Dann gilt P (µ) = P (µ′).
Sei dazu T ⊂ P (µ) ∩ P (µ′) ein maximaler Torus. Sei weiter ν = µT (V ).
Dann existieren nah obigem p ∈ P (µ), p′ ∈ P (µ′) mit p.µ = ν = p′.µ′.
Also ist P (ν) = P (p.µ) = p.P (µ) = P (µ), analog für P (µ′). Zusammen
ist P (µ) = P (µ′). Weiter folgt µ = (p−1p′).µ′. Also ist der zweite Teil der
Behauptung gezeigt und mit den vorigen Shritten zusammen auh die
Teile 3 und 5.
• Shlieÿlih zeigen wir noh die zweite Rihtung von Teil 4: Sei g.M(V ) ⊂
M(V ). Dann ist g ∈ P (µ).
Sei g ∈ G, µ ∈ M(V ) mit g.µ = ν ∈ M(V ). Dann existiert ein p ∈ P (µ)
mit p.µ = ν = g.µ, also ist (g−1p).µ = µ. Es reiht dann stab (µ) ⊂ P (µ)
zu zeigen. Sei dazu h ∈ stab (µ), also h.µ = µ. Dann ist h.λ(t) = λ(t)
mit λ = nµ zu µ zugehörige 1-PUG. Somit ist limλ(t).h = h, also gilt
h ∈ P (µ) nah Denition von P (µ).

1.6 Die Stratizierung
Eine Stratizierung von nulldQ ist eine endlihe Familie {Si|i ∈ I} von Teil-
mengen von nulldQ und eine partielle Ordnung ≤ auf I mit
• Es ist nulldQ =
⋃
i∈I Si und diese Vereinigung ist disjunkt.
• Es ist Si ⊂
⋃
j≤i Sj .
Bemerkung 10 In diesem Fall sind alle Si lokal abgeshlossen.
Beweis:
Si = Si \
⋃
j<i Sj = Si \
⋃
j<i Sj =⇒ Si oen in Si. 
Das Blatt zu V denieren wir als
[V ] := {W ∈ nulldQ|M(W ) = M(V )}
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und das Hesselink-Stratum zu V als
H(V ) := G.[V ] = {W |G.M(W ) = G.M(V )}.
Es ist also nah Teil 3 von Satz 9
H(V ) = H(W ) ⇐⇒ G.M(V ) ∩G.M(W ) 6= ∅.
Setze nun für ein Cogewiht 0 6= µ ∈M
[µ] := {V ∈ nulldQ|µ ∈M(V )} und H(µ) := G.[µ].
Wenn T ein optimaler Torus für V ist, ist dann also [µT (V )] = [V ] sowieH(V ) =
G.[µT (V )].
Da wir nun an den G-invarianten Strata interessiert sind, können wir einen
festen Torus wählen. Sei dies der Standardtorus. Ein Cogewiht µ ∈ MT heiÿt
dann dominant, wenn µp,ν′ ≥ µp,ν für alle 1 ≤ ν′ ≤ ν ≤ dp gilt.
Sei weiter
B := {µT (V )|V ∈ nulldQ,µT (V ) dominant}.
Da µT (V ) nur von E(V ) abhängt, für das es nur endlih viele Möglihkeiten
gibt, ist B eine endlihe Menge.
Vorsiht: [µ] = ∅ für µ ∈ B ist möglih, falls T niht optimal für V ist. B
ist also nih die kleinstmöglihe Indexmenge. Dieses Problem wird im nähsten
Abshnitt behandelt.
Lemma 11 Es gilt
nulldQ =
⋃
µ∈B
G.[µ].
Diese Vereinigung ist disjunkt.
Beweis:
Sei V ∈ nulldQ, also ist M(V ) 6= ∅. Dann existiert ein g ∈ G mit M(g.V ) ∩
MT ∋ µ′ = µT (g.V ). Nah eventueller weiterer Konjugation mit w ∈ W ist µ′
dominant. Also ist g.V ∈ [µ′] bzw. gleihwertig V ∈ G.[µ′], wobei µ′ ∈ B ist.
Seien nun µ, µ′ ∈ B mit G.[µ] ∩ G.[µ′] 6= ∅. Das bedeutet, es existieren V ∈
nulldQ sowie g, g
′ ∈ G mit g.µ, g′.µ′ ∈ M(V ). Nah Satz 9 existiert dann ein
h ∈ P (V ) ⊂ G mit h.(g.µ) = g′.µ′. Nah Lemma 1 sind dann µ und µ′ shon
unter der Weylgruppe konjugiert, da µ, µ′ ∈MT . Da aber beide dominant sind,
gilt µ = µ′. 
Wir denieren nun auf M eine partielle Ordnung
µ ≤ µ′ ⇐⇒ q(µ) < q(µ′) oder µ = µ′.
Mit dieser Denition gilt:
Lemma 12
G.[µ] ⊆
⋃
µ′≤µ
G.[µ′].
Das heiÿt, die H(µ) = G.[µ], µ ∈ B, bilden eine Stratizierung von nulldQ.
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Beweis:
Sei µ ∈ B. Setze dann
S(µ) := {V ∈ nulldQ|µj − µi ≥ 1 ∀(i, j) ∈ E(V )}.
Die Menge S(µ) ist abgeshlossen in nulldQ, da sie durh die abgeshlossenen
Bedingungen V αji = 0 für gewisse Matrixeinträge nur abhängig von µ deniert
ist (S(µ) ist also sogar ein Vektorraum). Auÿerdem ist per Denition [µ] ⊂ S(µ).
Sei nun V ∈ S(µ), T ′ = g.T optimaler Torus für V und µ′ = µT ′(V ). Dann
ist q(µ′) ≤ q(µ). Gilt Gleihheit, ist shon µ optimal für V , also V ∈ [µ]. Ist
q(µ′) < q(µ), so ist g.V ∈ [µ′] mit µ′ < µ. Immer ist also V ∈ ⋃µ′≤µG.[µ′].
Da S(µ) von der Parabolishen P (µ) stabilisiert wird (Denitionen einset-
zen), ist mit S(µ) auh G.S(µ) abgeshlossen ([3, 11.9.1, etwas verallgemeinert℄
bzw. [17, ex. 7.2.11(9)℄), insgesamt erhalten wir
G.[µ] ⊆ G.S(µ) ⊆
⋃
µ′≤µ
G.[µ′].

Bemerkung 13 Sei µ ∈MT mit [µ] 6= ∅. Dann gilt:
1. [µ] ist oen diht in S(µ), insbesondere ist [µ] = S(µ).
2. G.[µ] = G.S(µ).
3. [µ] = {V ∈ S(µ)|q(µ) = q∗(V )} und G.[µ] = {V ∈ G.S(µ)|q(µ) = q∗(V )}.
4. S(µ), [µ], H(µ) = G.[µ] und H(µ) = G.S(µ) sind irreduzibel.
Beweis:
1. S(µ) ist Vektorraum, also irreduzibel. Es reiht also, [µ] oen in S(µ) zu
zeigen. Sei dazu W ∈ [µ], das heiÿt µ = µT (W ). Sei V ∈ S(µ). Dann
folgt aus E(V ) ⊃ E(W ) shon V ∈ [µ]. E(V ) ⊃ E(W ) ist aber eine oene
Bedingung an V , [µ] enthält somit eine in S(µ) oene Umgebung von W .
Also ist [µ] oen in S(µ).
2. Es ist G.S(µ) = G.[µ] ⊂ G.[µ]. Für die andere Inklusion folgt aus dem
Beweis des vorigen Lemmas.
3. Sei V ∈ S(µ). Dann ist µ ∈ K(V ). Zusammen mit q(µ) = q∗(V ) folgt
µ ∈M(V ), also V ∈ [µ]. Die andere Rihtung ist trivial.
4. S(µ) ist als Vektorraum irreduzibel. Damit ist auh [µ] irreduzibel, da [µ]
oen in S(µ) ist. G.[µ] und G.S(µ) sind irreduzibel als Bilder irreduzibler
Mengen.

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1.7 Beshreibung der Strata nah Kirwan [10, Kapitel 12℄
In diesem Abshnitt wird ein Kriterium fürH(µ) 6= ∅ beziehungsweise V ∈ H(µ)
entwikelt.
Sei wie oben S(µ) = {V ∈ nulldQ|µj − µi ≥ 1 ∀(i, j) ∈ E(V )} für µ ∈ MT . Sei
λ = nµ die zu µ zugehörige 1-PUG, das heiÿt n = min{λj − λi|(i, j) ∈ E(V )}.
Damit ist
S(µ) = {V | limλ(t).V = 0} = {V | lim 1
tn
λ(t).V existiert}.
Setze dann
T (µ) := {V | lim 1
tn
λ(t).V = V } = {V |λj − λi = n für (i, j) ∈ E(V )}
= {V |µj − µi = 1 für (i, j) ∈ E(V )} ⊂ S(µ).
Deniere weiter eine Abbildung pµ : S(µ)→ T (µ) durh
pµ(V ) := lim
t→0
1
tn
λ(t).V.
Bemerkung 14 stab (µ) operiert auf T (µ).
Beweis:
Sei g ∈ stab (µ). Es ist zu zeigen, daÿ lim t−nλ(t).(g.V ) existiert. Wir rehnen:
lim t−nλ(t).(g.V ) = lim t−ngg−1λ(t)gV g−1λ−1(t)gg−1
= g. lim t−n(g−1.λ(t)).V = g. lim t−nλ(t).V = g.V.

Lemma 15 Sei V ∈ T (µ). Dann ist stab (µ) optimal für V .
Beweis:
Sei V ∈ T (µ) und λ = nµ die zu µ zugehörige 1-PUG. Da nah Denition
von T (µ) λj − λi = n für alle (i, j) ∈ E(V ) ist, ist λ(t).V = tnV für alle
t ∈ k∗. Auÿerdem hängt M(V ) nur von E(V ) ab, das wiederum unabhängig
von Strekungen von V mit t ∈ k∗ ist. Also haben wir:
M(V ) = M(tnV ) = M(λ(t).V ) = λ(t).M(V ).
Nah Satz 9 Teil 4 ist also λ(t) ∈ P (V ) für alle t ∈ k∗, somit ist µ ∈MP (V ). Sei
nun T ⊂ P (V ) maximaler Torus mit µ ∈MT . Dann ist MT ⊂ stab (µ).
Weiter ist M(V ) ⊂ MP (V ) (Satz 9 Teil 5). Sei ν ∈ M(V ). Dann existiert ein
p ∈ P (V ) mit p.ν ∈MT , also p.ν ∈ stab (µ), und es ist p.ν ∈M(V ). Zusammen
haben wir dann p.ν ∈Mstab(µ)(V ). 
Sei G(µ) < stab (µ) eine reduktive zusammenhängend Gruppe mit MG(µ) =
{ν ∈ Mstab(µ)|(µ, ν)T = 0}. Dabei ist T ⊂ stab (µ) ein maximaler Torus (ab-
hängig von ν) mit ν ∈ MT . Da µ zentral in stab (µ) ist, liegt µ in jedem ma-
ximalen Torus von stab (µ). Also ist (µ, ν)T deniert. Eine Gruppe G(µ) mit
obigen Eigenshaften existiert immer und wird bei uns im nähsten Abshnitt
explizit konstruiert.
Setze weiter
T (µ)ss := {V ∈ T (µ)|V ist semistabil bzgl. G(µ)}.
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Lemma 16 Es gilt
T (µ)ss = [µ] ∩ T (µ).
Beweis:
⊃: Sei 0 6= V ∈ T (µ) und µ ∈ M(V ). Dann ist µ ∈ M(V ) ∩ Mstab(µ) =
Mstab(µ)(V ), da stab (µ) optimal für V ist. Angenommen, V wäre instabil
bezüglih G(µ), also MG(µ) 6= ∅. Sei dann ν ∈MG(µ)(V ). Sei T ein maxi-
maler Torus mit µ, ν ∈ MT . Dann sind µ, ν ∈ KT (V ). Da KT (V ) konvex
ist, liegt auh µ′t := tµ+ (1 − t)ν in KT (V ) für t ∈ [0, 1]. Es gilt:
q(µ′t) = q(tµ+ (1− t)ν) = t2q(µ) + 2t(1− t) (µ, ν)︸ ︷︷ ︸
=0
+(1− t)2q(ν).
Dierenzieren nah t liefert ein lokales Minimum für t = q(ν)q(µ)+q(ν) ∈
(0, 1) mit q(µ′t) < q(µ), Widerspruh zur Optimalität von µ. Also ist
MG(µ)(V ) = ∅, somit ist V semistabil bezüglih G(µ).
⊂: Sei V ∈ T (µ) semistabil bezüglih G(µ). Zu zeigen ist µ ∈ M(V ). Sei
dazu ν ∈ Mstab(µ)(V ). Da stab (µ) optimal für V ist (also Mstab(µ)(V ) ⊂
M(V )), reiht es dann µ = ν zu zeigen. Sei T ⊂ stab (µ) maximaler Torus
mit µ, ν ∈MT . Shreibe ν = α+ bµ mit (α, µ)T = 0. Es ist
1 ≤ m(V, ν) = min{νj − νi|(i, j) ∈ E(V )}
= min{αj − αi + b( µj − µi︸ ︷︷ ︸
=1 da V ∈T (µ)
)|(i, j) ∈ E(V )}
= min{αj − αi|(i, j) ∈ E(V )}+ b = m(V, α) + b.
Andererseits ist m(V, α) ≤ 0, da V semistabil bezüglih α ∈ MG(µ) ist.
Also ist b ≥ 1. Wegen q(ν) = q(α) + 2b (α, µ)︸ ︷︷ ︸
=0
+b2q(µ) ≥ q(µ) und ande-
rerseits q(ν) ≤ q(µ) wegen der Optimalität von ν ist q(ν) = q(µ). Dies ist
aber nur für α = 0, b = 1 möglih, also ist ν = µ.

Setze
S(µ)ss := p−1µ (T (µ)
ss).
Lemma 17
1. stab (µ) operiert auf T (µ) und T (µ)ss.
2. pµ ist P (µ)-äquivariant. Dabei operiert P (µ) = stab (µ)⋉ U(µ) auf T (µ)
wie stab (µ).
3. P (µ) operiert auf S(µ) und S(µ)ss.
Beweis:
Nah der vorigen Bemerkung operiert stab (µ) auf T (µ). Durh Einsetzen der
Denitionen sieht man, daÿ P (µ) auf S(µ) operiert (vgl. Beweis zu Lemma 12).
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• Zeige nun, daÿ stab (µ) auf T (µ)ss operiert. Sei dazu V ∈ T (µ)ss und
g ∈ stab (µ). Dann ist µ ∈ M(V ). Da µ von g stabilisiert wird, ist auh
µ = g.µ ∈ g.M(V ) = M(g.V ), also g.V ∈ [µ]. Da T (µ)ss = [µ] ∩ T (µ) ist
und g.V ∈ T (µ) shon gezeigt ist, gilt g.V ∈ T (µ)ss.
• Sei λ = nµ die zu µ zugehörige 1-PUG. U(µ) operiert auf T (µ) trivial, denn
für u ∈ U(µ) gilt: u.V = u. lim t−nλ(t).V = lim t−n(u.λ(t)).(λ(t).V ) = V .
Daraus folgt, daÿ P (µ) auf T (µ) nur durh stab (µ) operiert.
Sei nun p ∈ P (µ). Dann gilt:
pµ(p.V ) = lim t
−nλ(t).(p.V )
= lim t−nλ(t)pλ(t)−1λ(t)V λ(t)−1λ(t)p−1λ(t)−1
= (limλ(t).p).pµ(V ).
Für u ∈ U(µ) ist also pµ(u.V ) = pµ(V ) und für z ∈ stab (µ) ist pµ(z.V ) =
z.pµ(V ). pµ ist somit P (µ)-äquivariant und operiert auf T (µ) wie stab (µ).
• Aus der Äquivarianz und daraus, daÿ stab (µ) auf T (µ)ss operiert, folgt
dann auh, daÿ P (µ) auf S(µ)ss operiert.

Bemerkung 18 Sei V ∈ S(µ). Dann gilt: aus µ = µT (V ) folgt shon µ =
µT (pµ(V )).
Beweis:
Per Denition von pµ gilt (i, j) ∈ E(pµ(V )) genau dann, wenn (i, j) ∈ E(V )
und µj − µi = 1 gilt. Also ist E(pµ(V )) = E(V ) \ {(i, j)|µj − µi > 1}.
Angenommen, µ wäre niht optimal in KT (pµ(V )), das heiÿt, es existiert ein
µ′ ∈ KT (pµ(V )) mit q(µ′) < q(µ).
Wäre µ′j−µ′i ≥ 1 für alle (i, j) ∈ E(V ), wäre µ′ ∈ KT (V ), also wäre µ niht opti-
mal für V . Sei also (i, j) ∈ E(V )\E(pµ(V )) mit µ′j−µ′i < 1. Für dieses (i, j) gilt
µj − µi > 1 und µ′, µ liegen beide in KT (pµ(V )). Auf der Verbindungsgeraden
von µ und µ′ existiert dann ein µ′′ mit µ′′j − µ′′i ≥ 1 und q(µ′′) < q(µ). Wegen
der Konvexität von KT (pµ(V )) liegt µ
′′
immer noh in KT (pµ(V )). Wiederhole
dies für alle solhe (i, j), wir erhalten dann ein µ′′ ∈ KT (V ) mit q(µ′′) < q(µ),
Widerspruh zur Optimalität von µ. 
Lemma 19 Sei µ ∈MT , V ∈ S(µ). Dann sind äquivalent:
1. T ist optimal für V und es ist MT (V ) = {µ}, das heiÿt V ∈ [µ].
2. V ∈ G.[µ].
3. V ∈ S(µ)ss = p−1µ ([µ] ∩ T (µ)).
4. pµ(V ) ∈ T (µ)ss, das heiÿt pµ(V ) ∈ [µ].
5. pµ(V ) ∈ G.[µ].
Beweis:
Es gilt:
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3 ⇐⇒ 4 ist Denition von S(µ)ss und pµ.
1 =⇒ 2 klar.
2 =⇒ 1 Sei V ∈ G.[µ], also g.V ∈ [µ]. Dann ist q(µ) = q∗(g.V ) = q∗(V ). Zusam-
men mit V ∈ S(µ) (das impiziert µ ∈ K(V )) ist dann µ ∈ M(V ), also
V ∈ [µ].
4 ⇐⇒ 5 wie 1 ⇐⇒ 2.
5 =⇒ 2 OBdA sei µ dominant. Sei pµ(V ) ∈ G.[µ], also insbesondere [µ] 6= ∅.
Dann ist µ ∈ B. Angenommen, es wäre V /∈ G.[µ]. Wegen S(µ) \G.[µ] ⊂⋃
B∋µ′<µG.[µ
′] ist dann V ∈ G.[µ′] für ein µ′ ∈ B mit q(µ′) < q(µ).
Da pµ durh einen Limes deniert ist, ist pµ(V ) ∈ G.V ⊂ G.[µ′]. Daraus
folgt, daÿ pµ(V ) ∈ G.[µ′′] gilt für ein µ′′ ∈ B mit q(µ′′) ≤ q(µ′) < q(µ),
insbesondere ist pµ(V ) /∈ G.[µ], Widerspruh.
1 =⇒ 5 Sei V ∈ [µ], das heiÿt T ist optimal für V und es gilt µT (V ) = µ. Wie
oben ist dann auh µ ∈ B. T ist maximaler Torus in stab (µ) und stab (µ)
ist optimale Untergruppe für pµ(V ) (Lemma 15), also existiert ein n ∈
stab (µ) ⊂ P (µ), so daÿ T optimaler Torus für n.pµ(V ) = pµ(n.V ) ist.
Auÿerdem gilt µT (n.V ) = n.µT (V ) = n.µ = µ. Also ist nah voriger
Bemerkung µT (pµ(n.V )) = µ. Zusammen mit T optimal für n.V ergibt
sih dann pµ(n.V ) ∈ [µ] beziehungsweise pµ(V ) ∈ G.[µ].

Wir fassen die Ergebnisse dieses Abshnittes zusammen:
Folgerung 20 Sei µ ∈ B. Dann ist V ∈ S(µ)ss genau dann, wenn MT (V ) =
{µ} gilt. Insbesondere ist
H(µ) = G.S(µ)ss = G.p−1µ (T (µ)
ss) = G.p−1µ ([µ] ∩ T (µ))
beziehungsweise
H(µ) 6= ∅ ⇐⇒ T (µ)ss 6= ∅ ⇐⇒ [µ] ∩ T (µ) 6= ∅.
Als Problem bleibt noh, die Gruppe G(µ) zu konstruieren. Dieses wird im
folgenden Abshnitt gelöst.
1.8 Beshreibung durh Köher nah LeBruyn [11℄
Ziel dieses Abshnittes ist es, eine kombinatorishe Beshreibung mit Hilfe von
Köhern der Mengen T (µ), T (µ)ss, B usw. zu nden und insbesondere die Grup-
pe G(µ) zu konstruieren.
Wir betrahten ab hier nur noh Normen q der Form
q(µ) =
∑
(p,ν)∈Qd
wpµ
2
p,ν ,
das heiÿt, q ist gegeben durh eine Gewihtung (wp)p∈Q0 ∈ QQ0+ . Wir shreiben
auh kurz wi = wp für i = (p, ν) ∈ Qd, dann ist q(µ) =
∑
i∈Qd
wiµ
2
i . (Vergleihe
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Abshnitt 1.3, im allgemeinen Fall ist die Norm durh zwei Parameter pro Punkt
gegeben.)
Wir folgen in diesem Abshnitt den Ergebnissen in [11℄, die dort für die Norm
mit wp = 1 für alle p ∈ Q0 gegeben sind.
Die Menge B der dominanten µT (V ) für V ∈ nulldQ ist eine Teilmenge der
Menge der dominanten Cogewihte. Um B zu bestimmen, muÿ V eine i.A. un-
endlihe Menge durhlaufen. Wir suhen daher nun zunähst eine endlihe Teil-
menge der dominanten Cogewihte, die B enthält, sowie eine kombinatorishe
Beshreibung dieser Menge.
Sei
Π := {((p, ν), (p′, ν′)) ∈ (Qd)2| ∃β : p→ p′ ∈ Q1}.
Eine Teilmenge R ⊂ Π heiÿt instabil, falls es ein µ ∈ QQd mit µj − µi ≥ 1 für
alle (i, j) ∈ R gibt. Für E(V ) ⊂ Π bedeutet das natürlih, daÿ E(V ) instabil
in diesem Sinne genau dann ist, wenn V instabil im alten Sinne ist. Für eine
instabile Menge R sei µ(R) das bezüglih q minimale µ ∈ QQd mit µj−µi ≥ 1 für
alle (i, j) ∈ R. Für eine instabile Darstellung V ist also µ(E(V )) = µT (V ), wobei
wir wieder MT mit Q
Qd
für einen festen Torus T , oBdA dem Standardtorus,
identizieren.
Umgekehrt setze für µ ∈ QQd :
R(µ) := {(i, j) ∈ Π|µj − µi ≥ 1} und R1(µ) := {(i, j) ∈ Π|µj − µi = 1}.
Die Saturierung von R ist deniert als
R := {(i, j) ∈ Π|µ(R)j − µ(R)i ≥ 1}.
Eine Menge R ⊂ Π heiÿt saturiert, falls R = R gilt.
Bemerkung 21 Oensihtlih ist µ(R) = µ(R) und R = R(µ(R)).
Ein Segment I eines Cogewihtes µ ist eine Teilmenge I ⊂ Qd, so daÿ eine
rationale Zahl x ∈ Q und n ∈ N existieren mit {µi|i ∈ I} = {x, x+1, . . . , x+n}
und so daÿ I maximal mit dieser Eigenshaft ist. Wir erhalten so eine eindeutige
disjunkte Zerlegung von Qd in Segmente.
Ein Cogewiht µ heiÿt
• balaniert, wenn für alle Segmente I von µ gilt: ∑i∈I wiµi = 0.
• saturiert, falls µ balaniert ist und für alle balanierten Cogewihte µ′ mit
R(µ) ( R(µ′) shon q(µ)  q(µ′) gilt.
Mit diesen Notationen gilt
Proposition 22
1. Ist R ⊂ Π instabil, so ist µ(R) saturiert.
2. Ist µ ∈ Qd saturiert, so ist auh R(µ) saturiert (d.h. R(µ) = R(µ)).
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Beweis:
1. Wegen µ(R) = µ(R) können wir annehmen, daÿ R saturiert ist.
Zeige zunähst: µ = µ(R) ist balaniert.
Sei I ein Segment von µ, ε ∈ Q. Setze µε := µ + (δ1,I , . . . , δd,I) ε mit
δi,I = 1 falls i ∈ I, 0 sonst. Dann ist
R(µε) = {(i, j)|(µε)j − (µε)i ≥ 1} =
{(i, j)|µj − µi + (δj,I − δi,I)ε ≥ 1} = R(µ),
denn: sind i, j ∈ I oder i, j /∈ I fällt der Störterm weg. Ist aber i ∈ I
und j /∈ I (oder umgekehrt), so ist µj − µi ± ε ≥ 1 genau dann, wenn
µj − µi ≥ 1 ist, wenn nur ε klein genug ist (da µj − µi 6= 1). Es ist also
R(µ) = R(µε) für alle |ε| < ε0, ε0 geeignet, das heiÿt, diese µε sind als
Kandidaten für die Optimierung zugelassen. Da µ = µ0 optimal ist, muÿ
also
∂
∂εq(µε)|ε=0 = 0 gelten.
Weiter ist
q(µε) =
∑
i∈Qd
wi(µi + δi,Iε)
2 =
∑
i∈Qd
wiµ
2
i + 2
∑
i∈Qd
wiµiδi,Iε+
∑
i∈Qd
wiδ
2
i,Iε
2 =
q(µ) + 2ε
∑
i∈I
wiµi + ε
2
∑
i∈I
wi.
Damit ist dann
∂
∂εq(µε)|ε=0 = 2
∑
i∈I wiµi, folglih ist
∑
i∈I wiµi = 0.
Also ist µ balaniert.
Noh zu zeigen ist, daÿ µ(R) saturiert ist. Sei dazu µ′ balaniert mit
R(µ′) ) R(µ(R)) = R = R. Daraus folgt q(µ′) > q(µ(R)), da R saturiert
ist.
2. Sei nun µ saturiert. Zu zeigen ist R(µ) = R(µ). Angenommen, dies gelte
niht. Sei dann µ′ = µ(R(µ)). µ′ ist balaniert nah 1. Es ist R(µ′) =
R(µ(R(µ))) = R(µ) ) R(µ), also q(µ′) > q(µ). Andererseits ist µ′ =
µ(R(µ)), also folgt q(µ′) ≤ q(µ), Widerspruh.

Anmerkung: Für diese Proposition benötigen wir die spezielle Gestalt der Norm
als q(µ) =
∑
(p,ν)∈Qd
wpµ
2
p,ν .
Aus der Proposition ergibt sih
Bemerkung 23 Sei wie im vorigen Abshnitt B die Menge der dominanten
optimalen Cogewihte. Dann ist B ⊂ {µ ∈ Qd|µ dominant, saturiert}. Dabei ist
die rehte Seite endlih. Die andere Inklusion gilt niht.
Beweis:
Wir betrahten die einzelnen Behauptungen:
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• Sei µ ∈ B, also µ = µT (V ) dominant. Dann ist µ = µ(E(V )), also ist µ
saturiert nah der Proposition.
• Saturierte Cogewihte sind insbesondere balaniert, es reiht also zu zei-
gen, daÿ es nur endlih viele balanierte Cogewihte gibt.
Es gibt nur endlih viele Partitionen von Qd. Für ein Segment I ⊂ Qd ist
dann µi = x+ni mit ni ∈ {0, 1, . . . , t}, i ∈ I für eine rationale Zahl x. Für
die ni gibt es nur endlih viele Wahlmöglihkeiten. x ist dann durh die
Bedingung der Balaniertheit eindeutig festgelegt. Also gibt es nur endlih
viele balanierte Cogewihte.
• Sei Q =
2
   =
==
1 3
. Dann ist µ =
−1
0 1
ein saturiertes Cogewiht
(es ist balaniert und es gibt keine µ′ mit R(µ′) ) R(µ)), aber µ ist niht
optimales Cogewiht für einen Modul V .

Die Menge {µ ∈ Qd|µ dominant, saturiert} ist also eine endlihe Kandidaten-
menge für die Indexmenge der Hesselink-Stratizierung. Finden wir eine Mög-
lihkeit, für ein µ aus dieser Menge zu entsheiden, obH(µ) niht leer ist, können
wir alle Strata angeben. Zusammen mit einer Beshreibung von G(µ) ist das das
Ziel des restlihen Abshnittes.
Wir haben
S(µ) = {V |E(V ) ⊂ R(µ)} =
⊕
(i,j)∈R(µ)
(
repdQ
)
i,j
und
T (µ) = {V |E(V ) ⊂ R1(µ)} =
⊕
(i,j)∈R1(µ)
(
repdQ
)
i,j
.
Dabei ist(
repdQ
)
(p,ν),(p′,ν′)
=
{
V |V βγ′,γ 6= 0 nur für β : p→ p′, (γ, γ′) = (ν, ν′)
}
für ((p, ν), (p′, ν′)) ∈ Qd2. pµ ist dann die natürlihe Projektion
pµ :
⊕
(i,j)∈R(µ)
(
repdQ
)
i,j
→
⊕
(i,j)∈R1(µ)
(
repdQ
)
i,j
.
Um die Bedingung T (µ)ss 6= ∅ zu untersuhen, muÿ die stab (µ)-Operation
auf T (µ) betrahtet werden. Betrahte dazu den Segmenteköher Q(µ) gegeben
durh
Q(µ)0 = {(p, r) ∈ Q0 ×Q|multµ(p, r) 6= 0}
♯{βr ∈ Q(µ)1|βr : (p, r)→ (p′, r′)} =
{
♯{β ∈ Q1|β : p→ p′} r′ − r = 1
0 sonst
.
Dabei ist wie oben
multµ(p, r) := ♯
{
ν ∈ {1, . . . , dp}|µp,ν = r
}
.
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Sei weiter der Dimensionsvektor d(µ) gegeben durh
d(µ)p,r = multµ(p, r).
Per Konvention sei d(µ)(p,r) = 0 für (p, r) /∈ Q(µ)0.
Theorem 24 Die oensihtlihen Abbildungen Φ : T (µ) → repd(µ)Q(µ) und
φ : stab (µ) → Gl(d(µ)) sind Isomorphismen von Varietäten beziehungsweise
algebraishen Gruppen. Weiter ist Φ(g.V ) = φ(g).Φ(V ) für V ∈ T (µ), g ∈
stab (µ).
Beweis:
Sei V =
[
V βν′,ν
]
β:p→p′∈Q1,1≤ν′≤dp′ ,1≤ν≤dp
eine Darstellung in T (µ), d.h.
V β:p→p
′
ν′,ν = 0 für µp′,ν′ − µp,ν 6= 1. Es ist
(Φ(V ))
βr:(p,r)→(p
′,r+1)
=
[
V β:p→p
′
ν′,ν
]
ν,ν′ mit µp,ν=r,µp′,ν′=r+1
.
Φ ist also nur ein Umsortieren der Blöke 6= 0, somit ein Isomorphismus. Analog
zeigt man, daÿ φ ein Isomorphismus ist, sowie Φ(g.V ) = φ(g).Φ(V ). 
Identiziere im folgenden via dieser Isomorphismen T (µ) mit repd(µ)Q(µ) und
stab (µ) mit Gl(d(µ)).
Die Operation von stab (µ) auf T (µ) können wir also wieder mit einer Kö-
hersituation identizieren. Es bleibt noh die Aufgabe, die Gruppe G(µ) zu
beshreiben.
Wir denieren dazu einen Charakter
χµ : Gl(d(µ)) =
∏
(p,r)∈Q(µ)0
Gld(µ)p,r → k∗
durh
g =
∏
(p,r)∈Q(µ)0
gp,r 7→
∏
(p,r)∈Q(µ)0
(det gp,r)
wpnr ,
wobei λ = nµ die zu µ zugehörige 1-PUG ist.
Lemma 25 Es ist G(µ) = χ−1µ (1).
Beweis:
Sei ρ ∈ ΛT ⊂ Λstab(µ), oBdA sei T der Standardtorus in G. Dann gilt
χµ(ρ(t)) = χµ

 ∏
(p,r)∈Q(µ)0
ρ(t)p,r


=
∏
(p,r)
(det diag(tρp,ν |µp,ν = r)wpλp,ν =
∏
(p,r)
∏
ν:µp,ν=r
twpρp,νλp,ν
=
∏
i∈Qd
twiρiλi .
Also ist χµ(ρ(t)) = 1 für alle t genau dann, wenn
∑
i wiρiλi = 0 ist. Das
ist wiederum äquivalent zu (ρ, λ)T = 0, was per Denition genau ρ ∈ G(µ)
bedeutet. 
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Nah King [9℄ ist dann V ∈ T (µ) semistabil bezüglih G(µ) genau dann, wenn
V χµ-semistabil im Sinne Mumfords [12℄ ist. Weiter nah [9℄ ist das gleihbe-
deutend damit, daÿ V semistabil bezüglih θ˜µ ist mit
θ˜µ : K0(repQ(µ)) ≃ NQ(µ)0 → Z : e 7→
∑
(p,r)∈Q(µ)0
wp · n · r · ep,r.
Dabei heiÿt V θ-semistabil für eine additive Abbildung θ : K0(repQ(µ))→ Z
von der Grothendiek-Gruppe in die ganzen Zahlen, falls θ(dimV ) = 0 und
θ(dimW ) ≥ 0 für alle Unterdarstellungen W ⊂ V gilt. Gilt sogar θ(dimW ) > 0
für alle ehten Unterdarstellungen 0 6= W ( V , so heiÿt V θ-stabil.
Wir betrahten im folgenden statt θ˜µ die Abbildung θµ : repQ(µ)→ Q gegeben
durh
θµ(V ) =
∑
(p,r)∈Q(µ)0
wp · r · dim(V )p,r.
Dann ist θµ(V ) ≥ 0 genau dann, wenn θ˜µ(dimV ) ≥ 0 gilt, analog für =.
Insgesamt haben wir also mit diesen Notationen und unter Verwendung von
Lemma 19:
Theorem 26 Sei µ ∈ MT , V ∈ S(µ). Dann ist V ∈ G.[µ] genau dann, wenn
pµ(V ) betrahtet als Q(µ)-Darstellung von θµ-semistabil ist.
2 Trennende Gewihtungen als Lösung eines Sy-
stems quadratisher Ungleihungen
Wir xieren im Folgenden wieder einen maximalen Torus T , oBdA sei dies der
Standardtorus.
2.1 Trennende Gewihtungen
Wir suhen nun hinreihende und notwendige Bedingungen dafür, daÿ eine Ge-
wihtung w eine vernünftige, d.h. möglihst feine, Stratizierung der Darstel-
lungsvarietät liefert.
• Wir sagen, daÿ eine Gewihtung zu einem Köher die Orbiten trennt, falls
für alle Darstellungen V das Hesselink-Stratum H(V ) genau der Orbit
G.V ist.
• Ein Köher erlaubt die Trennung der Orbiten, falls es eine Gewihtung
gibt, die die Orbiten trennt.
• Eine Gewihtung ist stabil, wenn für diese Gewihtung pµ(U)(U) stabil ist
für alle Unzerlegbaren U .
Ziel dieses Abshnittes ist es zu zeigen, daÿ ein darstellungsendliher Köher
die Trennung der Orbiten genau dann erlaubt, wenn es eine stabile Gewihtung
gibt.
Seien V ′, V ′′ zwei Moduln, µ′, µ′′ Cogewihte zu den jeweiligen Dimensionsvek-
toren d′, d′′. Deniere µ = µ′ ⊕ µ′′ zum Dimensionsvektor d := d′ + d′′ durh
µp =
(
µp,1, . . . , µp,d′p+d′′p
)
:=
(
µ′p,1, . . . , µ
′
p,d′p
, µ′′p,1, . . . , µ
′′
p,d′′p
)
.
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Dann ist µ ein Cogewiht zu dimV (= d) mit V := V ′ ⊕ V ′′, wobei wir hier die
direkte Summe als direkte Summe von Matrizen verstehen:
(V ′ ⊕ V ′′)α :=
[
V ′
α
0
0 V ′′
α
]
.
Wir haben dann pµ(V
′ ⊕ V ′′) = pµ′(V ′) ⊕ pµ′′(V ′′). Sei dazu λ = nµ die zu µ
zugehörige 1-PUG und seien λ′ = nµ′, λ′′ = nµ′′. Dann gilt:
pµ(V
′ ⊕ V ′′)α = lim t−nλ(t).
[
V ′
α
0
0 V ′′
α
]
= lim t−n(λ′ ⊕ λ′′)(t) ·
[
V ′α 0
0 V ′′
α
]
· (λ′ ⊕ λ′′)(t)−1
= lim t−n
[
λ′(t) · V ′α · λ′(t)−1 λ′(t) · 0 · λ′′(t)−1
λ′′(t) · 0 · λ′(t)−1 λ′′(t) · V ′′α · λ′′(t)−1
]
=
[
lim t−nλ′(t).V ′α 0
0 lim t−nλ′′(t).V ′′
α
]
= pµ′(V
′)⊕ pµ′′(V ′′).
Damit gilt dann auh:
θµ(pµ(V )) = θµ′(pµ′(V
′)) + θµ′′(pµ′′(V
′′)).
Bemerkung 27 Sind µ′, µ′′ optimale Cogewihte zu den V ′, V ′′, so ist µ opti-
males Cogewiht zu V .
Beweis:
Zu zeigen ist θµ(pµ(V )) = 0 und θµ(U) ≥ 0 für alle Untermoduln U von pµ(V ).
• Es ist θµ(pµ(V )) = θµ′(pµ′(V ′)) + θµ′′(pµ′′ (V ′′)) = 0 + 0 = 0.
• Sei nun U ⊂ pµ(V ) ein Untermodul. Dann ist U Erweiterung von zwei
Untermoduln U ′ ⊂ pµ′(V ′) beziehungsweise U ′′ ⊂ pµ′′(V ′′). Insbesondere
ist dann dimU = dimU ′ ⊕ U ′′, somit gilt:
θµ(U) = θµ(U
′ ⊕ U ′′) = θµ′(U ′)︸ ︷︷ ︸
≥0
+ θµ′′(U
′′)︸ ︷︷ ︸
≥0
≥ 0.

Es reiht also, die optimalen Cogewihte Unzerlegbarer zu untersuhen. Im fol-
genden shreiben wir oft kurz θW für θµ(W ).
Bemerkung 28 Sei U ein Unzerlegbarer mit optimalen Cogewiht µ = µ(U).
Ist pµ(U) stabil, so besteht µ nur aus einem Segment. Es ist sogar Q(µ) zusam-
menhängend.
Beweis:
Besteht µ aus mehreren Segmenten, so zerfällt Q(µ) in mehrere Komponenten.
Dann ist pµ(U) direkte Summe der zu den Komponenten gehörenden Moduln.
Insbesondere ist pµ(U) niht stabil. 
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Lemma 29 Sei Q ein Baum (d.h. Q enthält keine Zykeln). Sei weiter U un-
zerlegbar, µ = µ(U) und Q(µ) zusammenhängend (erfüllt für z.B. pµU stabil).
• Dann ist µp,1 = · · · = µp,dp und es existieren xU ∈ Q, l(p) ∈ Z mit
µp = xU − l(p) für alle p ∈ Q0. Wir shreiben dabei kurz µp für µp,1 =
· · · = µp,dp . Die Abbildung l : Q0 → Z heiÿt Levelfunktion.
• Es ist Q(µ) = Q und pµ(U) = U . Dabei bleiben Punkte p mit (dimU)p = 0
(und die entsprehenden Pfeile) unberüksihtigt.
Beweis:
• Sei r = µp,ν , r′ = µp,ν′ . Zu zeigen ist dann r = r′. Angenommen, es wäre
r 6= r′, d.h. (p, r) und (p, r′) wären vershiedene Punkte in Q(µ). Da Q(µ)
zusammenhängend ist, existiert eine Verbindung (ein ungerihteter Weg)
(p, r) = (p0, r0)− (p1, r1)− · · · − (pt, rt)− (pt+1, rt+1) = (p, r′).
Dabei ist ri = ri+1+ǫi mit ǫi ∈ {−1, 1} abhängig von der Orientierung von
(pi, ri)−(pi+1, ri+1). Per Konstruktion von Q(µ) kommt diese Verbindung
her von einer Verbindung p − p1 − · · · − pt − p in Q. Da Q keine Zykeln
enthält, aber Anfangs- und Endpunkt dieser Verbindung übereinstimmen,
muÿ pi = pt−i und ǫi = −ǫt−i sowie t gerade sein. Insbesondere ist
r = r0 =
t∑
i=0
ǫi + r
′ =
t
2
−1∑
i=0
ǫi +
t∑
i= t
2
ǫi + r
′ = r′.
Also gilt µp,ν = µp,ν′ für alle 1 ≤ ν, ν′ ≤ dp. Sei q ∈ Q0 x. Setze xU = µq
und l(p) =
∑
ǫi, wobei die Summe über die eindeutige Verbindung q − p
in Q läuft. Damit ist die Behauptung erfüllt.
• Wäre pµ(U) 6= U , gäbe es einen Pfeil p → p′ mit µp′ − µp > 1. Dieser
Pfeil vershwindet bei der Projektion nah T (µ) = repd(µ)Q(µ). Da es
nur eine Verbindung p − p′ gibt, ist Q ohne diesen Pfeil und damit auh
der Segmenteköher niht mehr zusammenhängend, Widerspruh.
Da µ an jedem Punkt nur einen Wert annimmt, ist Q(µ)0 = Q0 und jeder
Pfeil in Q1 induziert maximal einen Pfeil in Q(µ)1. Ist nun Q(µ) 6= Q, so
gibt es ebenfalls einen vershwindenden Pfeil. Wir erhalten den gleihen
Widerspruh.

Natürlih sind die Levelfunktion und xU nur bis auf ganzzahlige Vershiebung
eindeutig. Meist wählen wir l so, daÿ l nur Werte ≥ 0 annimmt. Nah Wahl von
l ist xU eindeutig.
Sei ab jetzt für einen gegebenen Köher Q eine Levelfunktion l xiert.
 25 
Ist Q kein Baum, so stimmt voriges Lemma niht. Sei dazu U =
1
1

===
1

1
1  

1
. Dann
ist µ(U) =
−1
0
1
und pµ(U) =
1
1

===
1
1  

1
6= U , aber pµ(U) ist stabil.
Sei von jetzt an Q ein Baum. Insbesondere untersheiden wir niht mehr zwi-
shen U und pµ(U), wenn U stabil ist.
Sei U ein Unzerlegbarer.U ist stabil genau dann, wenn θU (W ) > 0 für alle ehten
Untermoduln W von U gilt. Da θU additiv ist, reiht es, diese Bedingung für
unzerlegbare W zu betrahten. Oben haben wir shon gesehen, daÿ notwendige
Voraussetzung für die Stabilität von U ist, daÿ µ(U) nur aus einem Segment
besteht. Damit ist
0 < θU (W ) =
∑
p∈Q0
(dimW )pwpµp =
∑
p
(dimW )pwp(xU − l(p)).
xU ist wiederum gegeben durh
0 = θU (U) =
∑
p
(dimU)pwp(xU − l(p))
⇐⇒ xU =
∑
p(dimU)pwpl(p)∑
p(dimU)pwp
=
b(U)
a(U)
,
wobei wir b(U) :=
∑
p(dimU)pwpl(p) und a(U) :=
∑
p(dimU)pwp setzen. Ein-
gesetzt ergibt das:
0 <
∑
p
(dimW )pwp
︸ ︷︷ ︸
=a(W )
b(U)
a(U)
−
∑
p
(dimW )pwpl(p)
︸ ︷︷ ︸
=b(W )
= a(W )
b(U)
a(U)
− b(W )
oder auh
0 <
∑
p,q∈Q0
(dimW )p(dimU)q(l(q)− l(p))︸ ︷︷ ︸
=:Apq(U,W )
wpwq.
Ist Q darstellungsendlih, so haben wir für die Bedingung alle Unzerlegbaren
U stabil nur endlih viele Ungleihungen zu überprüfen.
Aus der ersten Version folgt
Bemerkung 30 Es gilt
θU (W ) > 0 ⇐⇒ xU > xW .
Wegen 0 = θU (U) = θU (W ) + θU (U/W ) können wir auh θU (U/W ) < 0 statt
θU (W ) > 0 überprüfen. Ist U/W wieder unzerlegbar, so haben wir
θU (W ) > 0 ⇐⇒ θU (U/W ) < 0 ⇐⇒ xU < xU/W .
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Dies wird die später meist benutzte Formulierung der Stabilitätsbedingung sein.
Weiter beobahten wir:
Bemerkung 31 Es ist App(U,W ) = (dimW )p(dimU)p(l(p)− l(p)) = 0, in den
Stabilitätsungleihungen tauhen Summanden der Form w2p also niht auf.
Lemma 32 Sei U ein Unzerlegbarer und µ = µ(U).
1. Sei W ein maximaler unzerlegbarer stabiler Untermodul von pµU und sei
θµ(W ) > 0. Dann ist θµ(W
′) > 0 für alle Untermoduln W ′ ⊂W .
2. Sind alle maximalen unzerlegbaren Untermoduln W von pµU stabil und
gilt θµ(W ) > 0, so ist pµU stabil.
Beweis:
Der zweite Teil folgt aus dem ersten durh Anwendung auf alle maximalen
unzerlegbaren Untermoduln.
Sei nun W ′ ⊂ W ein unzerlegbarer Untermodul des maximalen Unzerlegbaren
W ⊂ pµU . Dann ist θU (W ′) > 0 zu zeigen. Es gilt xW < xU , da θU (W ) > 0
ist. Nah Voraussetzung ist W stabil, also gilt θW (W
′) > 0, oder gleihwertig
xW ′ < xW . Zusammen ergibt das dann xW ′ < xU , somit gilt θU (W
′) > 0. 
Bevor wir in Folgerung 37 ein hinreihendes Kriterium für die Trennung der
Orbiten angeben, benötigen wir noh zwei vorbereitende Lemmata.
Bemerkung 33 Ist U einfah, so ist oensihtlih µ(U) = (0). Ist hingegen
U niht einfah, so existieren p, q ∈ Q0 mit l(p) 6= l(q) und (dimU)p 6= 0 6=
(dimU)q. Also ist µp = xU + l(p) 6= µq = xU + l(q), insbesondere tauht in
µ(U) mindestens ein niht-0 Eintrag auf. Die Einfahen spielen bei unseren
Betrahtungen über die Trennung der Orbiten somit keine Rolle.
Lemma 34 Sei w˜ eine stabile Gewihtung. Seien U und V niht-einfahe Un-
zerlegbare mit niht-proportionalen Dimensionsionsvektoren. Dann gibt es in
jeder oenen Umgebung von w˜ eine Gewihtung w′, so daÿ xU (w
′) 6≡ xV (w′)
modulo Z gilt.
Beweis:
Seien U und V niht-einfahe Unzerlegbare.
Nah Bemerkung 28 sind µ(U) und µ(V ) jeweils ein Segment. Die Bedingung
U und V stabil ist gegeben durh endlih viele Ungleihungen θW (W
′) > 0,
wobei W ′ alle unzerlegbaren ehten Untermoduln von W = U bzw. W = V
durhläuft. Dies sind endlih viele Ungleihungen, da θW (W
′) nur vom Dimen-
sionsvektor dimW ′ abhängt, für den es nur endlih viele Möglihkeiten gibt.
Diese Ungleihungen lassen sih shreiben als∑
p,q∈Q0
Apq(W,W
′)wpwq > 0
für gewisse ganze Zahlen Apq(W,W
′) unabhängig von der Gewihtung w. Die
Lösungsmenge S dieser Ungleihungen ist also oen und nah Voraussetzung
niht leer. Für alle w ∈ S sind dann immer noh µ(U) und µ(V ) ein Segment.
Sei nun X ⊂ S eine zusammenhängende Umgebung von w˜ mit xU (w) ≡ xV (w)
modulo Z für alle w ∈ X . Dann müssen wir zeigen, daÿ die Dimensionsvektoren
von U und V proportional zueinander sind.
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Da xU und xV auf einer oenen Menge modulo Z übereinstimmen, sind sie
shon als rationale Funktionen gleih (modulo Z). Da X zusammenhängend ist,
untersheiden sie sih nur um eine Konstante N . Damit gilt
xU = xV +N ⇐⇒ b(U)
a(U)
=
b(V )
a(V )
+N
⇐⇒ b(U)a(V ) = b(V )a(U) +Na(U)a(V ).
Da U niht einfah ist, sind b(U) und a(U) teilerfremd im faktoriellen Ring
der polynomialen Funktionen in den wp, p ∈ Q0. Also folgt aus b(U)a(V ) =
(b(V ) +Na(V )) a(U) shon, daÿ a(U) ein Teiler von a(V ) ist. Da V niht ein-
fah ist, folgt analog, daÿ a(V ) ein Teiler von a(U) ist. Zusammen ergibt das,
daÿ a(U) und a(V ) proportional zueinander sind. Da der Dimensionsvektor
dimU durh a(U) =
∑
p∈Q0
(dimU)pwp eindeutig festgelegt ist, sind dann die
Dimensionsvektoren dimU und dimV proportional zueinander.
Haben also U und V niht-proportionale Dimensionsvektoren, so nden wir ein
w′ ∈ X mit xU (w′) 6≡ xV (w′). 
Beispiel 35 Die Variation im vorigen Lemma ist nötig.
• Sei Q = A3 in linearer Orientierung mit Gewihtung (1, 1, 1). Sei U der
Unzerlegbare zum Dimensionsvektor (1, 1, 0) und V der zu (0, 1, 1). Dann
sind U und V stabil und es ist xU ≡ 12 ≡ xV .
• Ist Q kein Baum, ndet man sogar Beispiele, wo H(U) = H(V ) gilt, ob-
wohl alle beteiligten Unzerlegbaren stabil sind. Sei dazu Q =
1
   =
==
2

===
3
  
4
,
w = (1, 1, 1, 1). Der Unzerlegbare U =
1
1
  
1

===
1
1 
===
1
1  

1
ist stabil und hat
optimales Cogewiht µ(U) = (−1, 0, 0, 1). Das optimale Cogewiht zu
V =
1
1
  
0

===
1
1 
===
0
0  

1
⊕
0
0
  
0

===
0
0 
===
1
0  

0
ist ebenfalls µ(V ) = (−1, 0, 0, 1) und die
beiden Summanden sind stabil. Nah Variation von w fallen die beiden
optimalen Cogewihte auseinander, insbesondere ist µ(V ) dann kein ein-
zelnes Segment mehr.
Lemma 36 Sei Q darstellungsendlih, w eine stabile Gewihtung. Dann gibt es
in jeder Umgebung von w eine stabile Gewihtung w′, so daÿ xU (w
′) 6≡ xV (w′)
für alle Unzerlegbaren U , V mit U 6≃ V gilt.
Beweis:
Für einen darstellungsendlihen Köher ist ein Unzerlegbarer bis auf Isomorphie
durh seinen Dimensionsvektor festgelegt und es gibt keine zueinander propor-
tionalen Dimensionsvektoren Unzerlegbarer. In Lemma 34 reiht es dann also,
U 6≃ V zu fordern.
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Für einen darstellungsendlihen Köher ist die Menge der stabilen Gewihtungen
W durh endlihe viele Ungleihungen gegeben, ist also oen. Sei nun X ⊂ W
eine Umgebung von w. Sei I ein Repräsentensystem der unzerlegbaren Moduln.
Für w˜ ∈ X denieren wir
M(w˜) = {(U, V )|xU (w˜) 6≡ xV (w˜), U, V ∈ I}.
Da Q darstellungsendlih ist, ist das eine endlihe Menge. Wähle nun ein w1 ∈ X
so, daÿ ♯M(w1) maximal ist.
Angenommen, es existieren niht isomorphe Unzerlegbare U ′ und V ′ in I mit
xU ′ (w1) ≡ xV ′(w1).
Da die Abbildung w˜ 7→ xU (w˜) als rationale Funktion stetig ist, existiert eine
Umgebung W1 ⊂ X von w1, so daÿ xU (w˜) 6≡ xV (w˜) für alle w˜ ∈ W1 und
alle (U, V ) ∈ M(w1) gilt. Nah Lemma 34 existiert nun ein w2 ∈ W1, so daÿ
xU ′ (w2) 6≡ xV ′(w2) ist. Es ist also ♯M(w2) > ♯M(w1), Widerspruh.
Wir nden also immer ein w′ ∈ X , so daÿ xU (w′) 6≡ xV (w′) für alle Unzerleg-
baren U , V mit U 6≃ V gilt. 
Damit erhalten wir nun:
Folgerung 37 Sei Q darstellungsendlih, w eine stabile Gewihtung. Dann exi-
stiert in jeder Umgebung von w eine Gewihtung w′, so daÿ die Orbiten getrennt
werden.
Beweis:
Sei w′ wie im vorigen Lemma. Sei H(µ) das Stratum zum Cogewiht µ. Sei
X ∈ H(µ). Können wir X aus µ eindeutig rekonstruieren, so werden die Orbiten
getrennt.
Aus den in µ auftretenden Resten 0 6= µi modulo Z läÿt sih nah Konstruktion
von w′ eindeutig auf die in der Zerlegung von X auftretenden niht einfahen
Unzerlegbaren shlieÿen. Die Multiplizitäten der Unzerlegbaren erhalten wir
durh die Zahl der i mit µi ≡ xU , genauer: der Unzerlegbare U tritt ♯{i|µi≡xU}dimU
mal auf. 
Sei W sQ die Menge aller stabilen Gewihtungen, d.h. die Menge aller rationalen
Tupel (wp) ∈ (Q+)Q0 , die die Stabilitätsungleihungen erfüllen.
Fast alle stabilen Gewihtungen sind trennend, genauer gilt:
Bemerkung 38 Sei Q darstellungsendlih. Sei T ⊂ W sQ die Menge der tren-
nenden Gewihtungen. Dann ist T diht in W sQ.
Beweis:
Die Dihtheit von T folgt direkt aus der Folgerung: Sei w ∈W sQ. Dann existiert
in jeder Umgebung von w eine trennende Gewihtung, w ist also Grenzwert
trennender Gewihtungen.

Umgekehrt ist die Stabilität einer Gewihtung eine notwendige Bedingung für
die Trennung der Orbiten:
Lemma 39 Sei U ein Unzerlegbarer mit H(U) = G.U . Dann ist U stabil be-
züglih µ = µ(U).
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Beweis:
Aus H(U) = G.U folgt sofort, daÿ Q(µ) zusammenhängend ist. Sonst wäre
pµ(U) direkte Summe der zu den Komponenten von Q(µ) gehörenden Moduln,
also z.B. pµ(U) = W1 ⊕W2 mit W1 ⊕W2 semistabil bezüglih µ. Seien Vi ∈
p−1µ (Wi). Dann ist V1 ⊕ V2 ∈ H(U), also ist H(U) 6= G.U .
Da U unzerlegbar und Q(µ) zusammenhängend ist, folgt nah Lemma 29 dann
Q(µ) = Q und pµ(U) = U .
µ optimal für U heiÿt, daÿ U semistabil bezüglih µ ist. Angenommen, U wäre
niht stabil. Dann existiert ein Untermodul 0 6= W ( U mit θµ(W ) = 0. Zeige
nun, daÿ W ⊕ U/W semistabil bezüglih µ ist:
• θµ(W ⊕ U/W ) = θµ(U) = 0, da θµ nur vom Dimensionvektor abhängt.
• Sei nun U ′ ein Untermodul vonW ⊕U/W . Zu zeigen ist θµ(U ′) ≥ 0. Dann
ist U ′ eine Erweiterung von Untermoduln U1, U2 vonW bzw. U/W . U1 ist
dann Untermodul von U , also θµ(U1) ≥ 0. Der Pullbak P von
U2
_

U // // U/W
ist dann ein Untermodul von U mit dimP = dimW ⊕ U2, somit
θµ(U2) = θµ(P )︸ ︷︷ ︸
≥0
− θµ(W )︸ ︷︷ ︸
=0
≥ 0.
Zusammen ist dann θµ(U
′) = θµ(U1) + θµ(U2) ≥ 0.
Da W ⊕ U/W semistabil bezüglih µ ist, ist W ⊕ U/W ∈ H(V ) = G.V , ande-
rerseits ist W ⊕ U/W 6≃ U , da U unzerlegbar, Widerspruh. 
Insgesamt haben wir somit unser Ziel erreiht, ein kombinatorishes Kriterium
für die Trennung der Orbiten anzugeben:
Folgerung 40 Sei Q ein darstellungsendliher Köher und sei eine Levelfunk-
tion fest gewählt. Für eine Gewihtung w von Q sind dann äquivalent:
1. Die Orbiten werden getrennt (bis auf Variation der Gewihtung).
2. Alle Unzerlegbaren sind stabil.
3. Es ist θV (U) > 0 für alle maximalen unzerlegbaren Untermoduln U von
Unzerlegbaren V .
4. Es ist xV > xU bzw. xV < xV/U für alle maximalen unzerlegbaren Unter-
moduln U von Unzerlegbaren V .
2.2 Stabile Gewihtungen
In diesem Abshnitt geben wir einige Eigenshaften an, die die Untersuhung
der Stabilitätsungleihungen vereinfahen.
Ist U = E(p) ein einfaher Modul, so ist xU = l(p). Die Ungleihung xV > xU
vereinfaht sih dann zu xV > l(p). Analog haben wir für einen Unzerlegbaren
U mit einfahen Cokern V/U = E(p) die Ungleihung xV < l(V/U).
Bemerkung 41 Sei V Unzerlegbarer. Dann gilt mV ≤ xV ≤ MV mit mV :=
min{l(p)|(dimV )p 6= 0}, MV := max{l(p)|(dimV )p 6= 0}. Die Ungleihungen
sind eht, falls V niht einfah ist.
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Beweis:
Es ist xV =
P
(dimV )pl(p)wpP
(dimV )pwp
≤
P
(dimV )pMV wpP
(dimV )pwp
= MV , die andere Ungleihung
analog. Ist V niht einfah, gibt es ein p mit (dimV )p 6= 0 und p 6=MV , also ist
obige Ungleihung eht. 
Ein einfaher Untermodul U = E(p) von V heiÿt mit minimalem Level, falls
l(p) = mV ist. Analog heiÿt ein einfaher Cokern V/U = E(p) mit maximalem
Level, falls l(p) = MV . Die Ungleihung xV > xU ist dann nah der Bemerkung
erfüllt, ebenso für den Cokern.
Lemma 42 Sei D : repQ → repQop die üblihe Dualität. Sei V θµ-
(semi)stabil. Dann ist DV θ−µ-(semi)stabil.
Beweis:
Es ist zunähst
θ−µ(DV ) =
∑
p
(dimDV )pwp(−µp) = −
∑
p
(dimV )pwpµp = θµ(V ) = 0.
Sei nun W ein ehter Untermodul von DV . Dann ist DW ein ehter Cokern von
V .
θ−µ(W ) =
∑
p
(dimW )pwp(−µp) = −
∑
p
(dimDW )pwpµp = − θµ(DW )︸ ︷︷ ︸
<0
> 0.
Zusammen: DV ist θ−µ-stabil, semistabil analog. 
Insbesondere ist eine Gewihtung w = (wp) zum Köher Q stabil genau dann,
wenn diese Gewihtung für Qop stabil ist.
Hat ein Köher eine Symmetrie und gibt es überhaupt eine stabile Gewihtung,
dann gibt es auh eine stabile Gewihtung, die diese Symmetrie berüksihtigt:
Lemma 43 Seien x, y ∈ Q0, sei φ : Q → Q ein Köherautomorphismus mit
φ(x) = y, φ(y) = x und φ(p) = p sonst. Sei w = (wp)p∈Q0 eine stabile Gewih-
tung. Dann ist auh die Gewihtung v mit vx = vy =
wx+wy
2 , vp = wp sonst,
stabil.
Beweis:
Die Gewihtung ist stabil, falls gewisse Ungleihungen
Bx,ywxwy +
∑
p6=x,y
(Bx,pwxwp +By,pwywp) +
∑
p,q 6=x,y
Bp,qwpwq > 0
mit Bp,q = Ap,q + Aq,p erfüllt sind. Wie früher ist Ap,q = C · (l(p) − l(q))
wobei C nur von den beteiligten Moduln abhängt. φ Automorphismus bedeutet
insbesondere l(x) = l(y), also ist Bx,y = 0. Weiter ist auh die Gewihtung w
φ
,
d.h. die Gewihtung mit vertaushtem wx, wy, stabil. Wir erhalten daraus∑
p6=x,y
(Bx,pwywp +By,pwxwp) +
∑
p,q 6=x,y
Bp,qwpwq > 0.
Addieren beider Ungleihungen und Division durh 2 liefert
∑
p6=x,y

Bx,p wx + wy2︸ ︷︷ ︸
=vx
wp︸︷︷︸
=vp
+By,p
wy + wx
2
wp

+ ∑
p,q 6=x,y
Bp,qwpwq > 0,
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also ist die Gewihtung v stabil. 
Bemerkung 44 Analog zeigt man: Sei φ : Q → Q Köherautomorphismus,
Φ(p) ⊂ Q0 der φ-Orbit von p ∈ Q0, w = (wp) stabile Gewihtung. Dann ist
auh v = (vp) mit vp =
1
♯Φ(p)
∑
q∈Φ(p) wq stabil.
Für einen KöherQ sei wiederW sQ die Menge der stabilen Gewihtungen. Weiter
sei W sQ(R) die Menge der reellen Tupel (wp) ∈ (R+)Q0 , die die Stabilitätsbe-
dingungen erfüllen. Die Elemente dieser Menge nennen wir auh wieder stabile
Gewihtungen. Da beide Mengen durh die gleihen oenen Ungleihungen ge-
geben sind, ist W sQ niht leer genau dann, wenn W
s
Q(R) niht leer ist.
Wir sind nun an einer Bedingung interessiert, die zeigt, daÿ W sQ(R) zusammen-
hängend ist.
Sei Q ein Köher mit n Punkten, Q′ ein Unterköher mit n − 1 Punkten. Wir
sagen, eine stabile Gewihtung (w1, . . . , wn−1) für Q
′
ist fortsetzbar, falls es ein
wn ∈ R+ gibt, so daÿ (w1, . . . , wn−1, wn) eine stabile Gewihtung für Q ist.
Ist (w1, . . . , wn−1) fortsetzbar, so gibt es natürlih auh eine rationale Fortset-
zung. Weiter sind alle w ∈ W sQ(R) fortsetzbar genau dann, wenn alle w ∈ W sQ
fortsetzbar sind.
Lemma 45 Seien Q, Q′ wie gerade.
• Sei (w1, . . . , wn−1) ∈W sQ′ (R). Dann ist die Menge
X = {wn|(w1, . . . , wn−1, wn) ∈W sQ(R)} ⊂ R
zusammenhängend.
• Ist W sQ′ (R) zusammenhängend und sind alle (w1, . . . , wn−1) ∈ W sQ′ (R)
fortsetzbar, so ist W sQ(R) zusammenhängend.
Beweis:
• Bei vorgegebenen (w1, . . . , wn−1) ∈ W sQ′(R) ist X gegeben durh quadra-
tishe Ungleihungen. Nah Bemerkung 31 tritt wn aber nur linear auf,
die Ungleihungen sind also von der Form wn < Ξ oder wn > Ξ, wobei Ξ
von den w1, . . . , wn−1 abhängt. X ist also ein oenes Intervall (oder leer),
somit zusammenhängend.
• Für die zweite Aussage betrahte die Projektion p : W sQ(R) → W sQ′ (R)
gegeben durh (w1, . . . , wn−1, wn) 7→ (w1, . . . , wn−1). p ist dann oen und
hat nah Teil 1 des Lemmas zusammenhängende Fasern. Da alle stabilen
Gewihtungen fortsetzbar sind, ist p(W sQ(R)) = W
s
Q′(R). Mit Hilfe des
folgenden Lemmas folgt aus dem Zusammenhang von W sQ′(R) dann der
Zusammenhang von W sQ(R).

Lemma 46 Sei p : X → Y eine oene surjektive Abbildung mit zusammen-
hängenden Fasern. Ist dann Y zusammenhängend, so ist auh X zusammen-
hängend.
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Beweis:
Angenommen niht. Sei dann X = A ∪B eine disjunkte Zerlegung mit oenen
niht leeren Mengen A und B. Da p oen ist, sind dann auh pA und pB oen
und es gilt wegen der Surjektivität Y = pA ∪ pB. Da Y zusammenhängend ist,
ist pA ∩ pB 6= ∅. Sei nun x ∈ pA ∩ pB. Dann ist p−1x zusammenhängend und
p−1x = (p−1x ∩ A) ∪ (p−1x ∩ B) ist eine Zerlegung mit in p−1x oenen niht
leeren Mengen. Da p−1x zusammenhängend ist, ist (p−1x∩A)∩(p−1x∩B) niht
leer, also ist auh A ∩B niht leer. Das ist ein Widerspruh zur Annahme, daÿ
A und B disjunkt sind. 
Wir wollen nun mit Hilfe der Folgerung 40 untersuhen, für welhe Orientierun-
gen eines Köhers es stabile Gewihtungen gibt und Bestimmungsungleihungen
für diese Gewihtungen nden.
3 Typ An
Wir betrahten hier Köher vom Typ An:
1 2 3 (n− 1) n .
Bezeihne die Unzerlegbaren (eindeutig bestimmt durh ihre Dimensionsvekto-
ren) wie folgt
A(l,m) =
0 0 1 1 0 0
l m
sowie die Einfahen E(k) := A(k, k).
Bemerkung 47 Orientierungen mit Unterköher
4
   =
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1

===
3
  
5
2
erlauben keine Trennung der Orbiten.
Beweis:
Betrahte dazu den unzerlegbaren Modul U = A(1, 5) =
1
   =
==
1

===
1
  
1
1
.
Dieser hat die Untermoduln E(5) =
0
   =
==
0

===
0
  
1
0
und A(1, 4) =
1
   =
==
0

===
1
  
1
1
. Angenommen, U wäre stabil. Dann liefert der erste Un-
termodul die Ungleihung µ5 > 0, der zweite µ5 = µ1 < 0, Widerspruh. 
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Analog erhält man natürlih, daÿ auh Unterköher der Art
j


""
EE
EE
j + 1
1

===
3
  
2
mit j ≥ 4
keine Trennung der Orbiten erlauben. Unter Beahtung dieser Unmöglihkeit
bleiben also (bis auf Dualität) nur folgende Orientierungen zu untersuhen:
1

<<<
n
{{vvv
v
2 n− 1
a− 1
##G
GG
G a+ 1
{{ww
ww
b− 1
""
FF
FF
b+ 1
||xx
xx
a b
n
zzuu
u
n− 1
a
##
GG
GG
{{ww
ww
b− 1
""
FF
FF
b+ 1
||xx
xx
a− 1 a+ 1 b
2
  
1
mit 1 ≤ a ≤ b ≤ n.
In einigen Spezialfällen sind die Ungleihungen, die W sQ beshreiben, besonders
einfah, deswegen betrahten wir sie separat:
1 // 2 // 3 (n− 1) // n (Lineare Orientierung)
2
   <
<<
n
{{vvv
v
1 3 n− 1
bzw.
2
  


<<<
n− 1
##H
HHH
1 3 n
(Alternierende Orientierung)
1

>>>
n
 

m
(Linear mit Knik)
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Wir zeigen nun folgendes:
Satz 48 Sei Q ein Köher vom Typ An. Dann gilt:
1. Zu den oben angegebenen Orientierungen gibt es jeweils eine stabile Ge-
wihtung. Ist Q in linearer Orientierung, so ist
W sQ = (Q
+)n.
Ist Q in alternierender Orientierung, so gilt
W sQ =
{
(w1, . . . , wn) ∈ (Q+)n|wiwi+3 < wi+1wi+2 für i = 1, . . . , n− 3
}
.
2. Sei Q vom Typ An, so daÿ eine stabile Gewihtung existiert, und sei Q
′
ein Unterköher vom Typ An−1. Dann ist jede stabile Gewihtung von Q
′
fortsetzbar.
3. Die Menge W sQ(R) aller stabilen Gewihtungen über R ist zusammenhän-
gend.
4. W sQ ist konvex genau dann, wenn Q keinen Unterköher der Form
Z =
j
""
EE
EE
j + 2
yyss
s
%%K
KK
j + 1 j + 3
(oder der dualen Orientierung) enthält.
Der dritte Teil des Satzes folgt aus dem zweiten mit Lemma 45 per Induktion.
Zum vierten Teil: Nah Teil 1 sind die einzigen Köher Q vom Typ An, die
keinen Unterköher Z enthalten, und für die W sQ niht leer ist, der linear orien-
tierte Köher und Köher der Art
1

>>>
n
 

m
(Linear mit Knik). Wie
in 3.1 und 3.4 gezeigt wird, ist in diesen FällenW sQ durh lineare Ungleihungen
gegeben. W sQ ist dann als Durhshnitt von Halbräumen konvex.
Enthält nunQ einen Unterköher der Form Z, so muÿ die Ungleihung wjwj+3 <
wj+1wj+2 gelten. Die Tupel (1, 1, 4, 3) und (3, 1, 4, 1) erfüllen diese Ungleihung
und lassen sih nah Teil 2 zu stabilen Gewihtungen w bzw. w′ vonQ fortsetzen.
Die Gewihtung
w+w′
2 ist aber niht stabil, da niht
1+3
2
1+3
2 < 1 ·4 gilt. Also ist
W sQ niht konvex.
Zum Beweis der ersten beiden Teile des Satzes bestimmen wir im folgenden die
Bedingungen an die Gewihtung, die erfüllt sein müssen, damit alle Unzerleg-
baren stabil sind. Wir betrahten zunähst die beiden Spezialfälle lineare und
alternierende Orientierung und dann den allgemeinen Fall.
3.1 Lineare Orientierung
1 // 2 // 3 (n− 1) // n
Jeder maximale unzerlegbare Untermodul eines Unzerlegbaren hat einen Cokern
mit maximalen Level, also ist jede Gewihtung stabil. Insbesondere ist dann
natürlih jede Gewihtung fortsetzbar.
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3.2 Alternierende Orientierung
Sei Q ein Köher in alternierender Orientierung. Bis auf Dualität sei die Orien-
tierung so, daÿ es einen Pfeil 2→ 1 gibt.
2
   =
==
4
  
1 3
Sei A(k,m) ein Unzerlegbarer. Setze dann
k =
{
k k gerade
k + 1 k ungerade
und m =
{
m m gerade
m− 1 m ungerade .
k ist also die kleinste gerade Zahl gröÿer gleih k, m die gröÿte gerade Zahl
kleiner gleih m. Analog setze
k =
{
k + 1 k gerade
k k ungerade
und m =
{
m− 1 m gerade
m m ungerade
um die kleinste bzw. gröÿte ungerade Zahl zu erhalten.
Deniere die Levelfunktion l : Q0 → Z durh
l(i) =
{
0 i ungerade
1 i gerade
.
Setze
∑j
i :=
∑j
ν=i wν und
∑′j
i :=
∑
ν=i,i+2,...,j wν für j − i gerade beziehungs-
weise
∑′j
i :=
∑
ν=i,i+2,...,j−1 wν für j − i ungerade.
Dann ist
xA(k,m) =
∑′m
k∑m
k
.
Die maximalen unzerlegbaren Untermoduln zu A(k,m) sind A(k,m − 1) und
A(k + 1,m).
Betrahte zunähst A(k,m−1) →֒ A(k,m). Der Cokern ist A(m,m). Istm = m,
das heiÿt ist m gerade, so ist dies ein Cokern mit maximalen Level. Dieser Fall
liefert also keine Bedingung. Sei nunm ungerade, alsom = m−1. Dann erhalten
wir
xA(k,m) < xA(m−1,m) ⇐⇒ (wm−1 + wm)
m−1∑′
k
< wm−1
m∑
k
⇐⇒ wm−1
m−1∑′
k
+wm
m−1∑′
k
< wm−1
m−1∑′
k
+wm−1
m∑′
k
⇐⇒ wm
m−3∑′
k
< wm−1
m−2∑′
k
.
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Für den zweiten Untermodul A(k + 1,m) haben wir den Cokern A(k, k), also
erhalten wir keine Bedingung für gerades k. Für k ungerade haben wir dann
xA(k,m) < xA(k,k+1) ⇐⇒ (wk + wk+1)
m∑′
k+1
< wk+1
m∑
k
⇐⇒ wk
m∑′
k+1
+wk+1
m∑′
k+1
< wk+1
m∑′
k+1
+wk+1
m∑′
k
⇐⇒ wk
m∑′
k+3
< wk+1
m∑′
k+2
.
Für m = i, k = i− 3 erhalten wir hieraus die Ungleihungen
wiwi+3 < wi+1wi+2
für i = 1, . . . , n − 3. Diese einfahen Ungleihungen reihen shon, um alle ge-
forderten Ungleihungen zu erfüllen:
wm
m−3∑′
k
< wm−1
m−2∑′
k+1
≤ wm−1
m−2∑′
k
,
da immer k ≤ k + 1 gilt sowie
wk
m∑′
k+3
< wk+1
m−1∑′
k+2
≤ wk+1
m∑′
k+2
,
da immer m ≥ m− 1 gilt.
Die Gewihtung (w1, . . . , n) ist also stabil genau dann, wenn die Ungleihungen
wiwi+3 < wi+1wi+2
für i = 1, . . . , n − 3 erfüllt sind. Insbesondere ist jede stabile Gewihtung
(w1, . . . , wn−1) zu einer stabilen Gewihtung (w1, . . . , wn) fortsetzbar, indem
wir wn klein genug wählen. Genauer ist
{wn|(w1, . . . , wn) stabil} = {wn|wn < wn−1wn−2
wn−3
}.
Beispiel 49 Eine konkrete stabile Gewihtung ist gegeben durh
wi = i
für alle i = 1, . . . , n− 3. Dann ist
wiwi+3 = i(i+ 3) = i
2 + 3i < i2 + 3i+ 2 = (i+ 1)(i+ 2) = wi+1wi+2.
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3.3 Allgemein: Alternierende Orientierung mit Flügel
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Rekursive Anwendung des folgenden Lemma liefert, daÿ es zu jeder Orientierung
dieser Art eine stabile Gewihtung gibt. Das Lemma ist konstruktiv, es lassen
sih genau die Bedingungen an die Gewihtung angeben, die erfüllt sein müssen,
damit sie stabil ist.
Lemma 50 Sei Q′ ein Köher vom Typ Am oder Dm mit stabiler Gewihtung
(w1, . . . , wm). Sei der Köher Q vom Typ Am+1 bzw. Dm+1 gegeben durh Q0 =
Q′0 ∪ {γ}, Q1 = Q′1 ∪ {γ → m}.
Q′ =
m
Q =
γ
}}||
|
m
Weiter gelte l(γ) ≥ l(i) für alle i = 1, . . . ,m. Sei V ein unzerlegbarer Q-Modul
und V ′ = V |Q′ die Einshränkung von V auf Q′.
1. Ist V ′ ein unzerlegbarer Q′-Modul, so ist V stabil für die Gewihtung
(w1, . . . , wm, wγ), falls wγ klein genug ist.
2. Ist Q vom Typ Am+1, so ist jede stabile Gewihtung von Q
′
zu einer
stabilen Gewihtung von Q fortsetzbar.
Beweis:
Ist (dimV )γ = 0, so ist V bereits ein Q
′
-Modul. Also ist V stabil nah Voraus-
setzung. Sei nun (dimV )γ 6= 0. Da Q vom Typ Am+1 oder Dm+1 ist, ist dann
(dimV )γ = 1.
Sei U →֒ V ein maximaler unzerlegbarer Untermodul. Sei U ′ = U |Q′ die Ein-
shränkung von U auf Q′. Auh U ′ ist dann wieder unzerlegbar und U ′ ist ein
Untermodul von V ′.
 38 
Shreibe wieder a(W ) =
∑
i∈Q0
(dimW )iwi und b(W ) =
∑
i∈Q0
(dimW )il(i)wi
für eine feste Levelfunktion l : Q0 → Z. Weiter ist b(V ) = b(V ′) + l(γ)wγ und
a(V ) = a(V ′) + wγ , wobei wir (dimV )γ = 1 ausnutzen. Dann gilt xV > xV ′ ,
denn:
xV − xV ′ = b(V )
a(V )
− b(V
′)
a(V ′)
=
b(V ′) + l(γ)wγ
a(V ′) + wγ
− b(V
′)
a(V ′)
> 0
⇐⇒ b(V ′)a(V ′) + l(γ)wγa(V ′)− b(V ′)a(V ′)− b(V ′)wγ > 0
⇐⇒ wγ
(
a(V ′)l(γ)− b(V ′)) > 0 ⇐⇒ l(γ) > xV ′
Wegen l(γ) ≥ l(i) für alle i = 1, . . . ,m hat V ′ einen einfahen Cokern E(k) mit
l(γ) ≥ l(k). Weiter ist V ′ stabil, also ist l(k) > xV ′ . Damit gilt xV > xV ′ .
Zu zeigen ist nun θV (U) > 0.
1. Sei zunähst (dimU)γ = 0.
0
  
1
= U →֒ V =
1
  
1
In diesem Fall ist U = U ′. Da U ′ ein Untermodul des stabilen Unzerleg-
baren V ′ ist, gilt xU = xU ′ ≤ xV ′ . Also gilt mit obigem xU < xV , somit
ist θV (U) > 0.
2. Sei nun (dimU)γ = 1.
1
  
1
= U →֒ V =
1
  
1
Dann ist U ′ ein ehter Untermodul des Unzerlegbaren V ′. Also gilt
θV ′(U
′) > 0, da V ′ stabil nah Voraussetzung ist. Weiter folgt aus
xV > xV ′ auh θV (U
′) > θV ′(U
′). Damit haben wir:
θV (U) = θV (U
′) + θV (eγ) > θV ′(U
′)︸ ︷︷ ︸
>0
+wγ( xV︸︷︷︸
>xV ′
−l(γ)).
Wegen x(V ′) < l(γ) ist der zweite Summand kleiner 0, aber für wγ klein
genug ist θV (U) > 0, da der erste Summand eht gröÿer 0 ist.
Wir erhalten also nur im zweiten Fall eine Bedingung. Da Q darstellungsendlih
ist, hat V nur endlih viele maximale unzerlegbare Untermoduln, also sind das
nur endlih viele Bedingungen. Wir nden somit immer ein wγ , daÿ diese erfüllt.
Mit b(V ) = b(V ′) + l(γ)wγ , a(V ) = a(V
′) + wγ und analog für U
′
können wir
die Ungleihung θV (U) > 0 auh explizit nah wγ auösen und erhalten dann
wγ <
a(U ′)b(V ′)− b(U ′)a(V ′)
l(γ)a(V ′/U ′)− b(V ′/U ′)
für l(γ) > xV ′/U ′ , sonst ist die Ungleihung immer erfüllt. Wegen xU ′ < xV ′ ist
der Zähler immer positiv.
Für den zweiten Teil des Lemmas beobahten wir, daÿ für einen Köher Q
vom Typ Am+1 die Einshränkung V |Q′ auf Q′ vom Typ Am für einen (niht
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einfahen) Unzerlegbaren V immer unzerlegbar ist. Also können wir immer den
ersten Teil des Lemmas anwenden und erhalten so endlih viele Bedingungen
an wγ , die wieder für wγ klein genug erfüllbar sind. 
Später werden wir für gewisse Typ D-Fälle die Ungleihungen für folgenden Fall
benötigen:
Beispiel 51 Sei Q′ ein Am-Köher in alternierender Orientierung mit einem
Pfeil 1→ 2. Hänge nun den Punkt γ an den Punkt 1 mit einem Pfeil γ → 1 an.
Q =
γ

===
1

===
3
   =
==
2 4
Das Lemma liefert nun die neuen Ungleihungen wγ <
a(U ′)b(V ′)−b(U ′)a(V ′)
l(γ)a(V ′/U ′)−b(V ′/U ′) falls
xV ′/U ′ < l(γ) = 2 ist. Letztere Bedingung ist hier immer erfüllt. Dabei ist V
′ =
A(1, k) und U ′ = A(1, k − 1) für k ungerade beziehungsweise U ′ = A(1, k − 2)
für k gerade.
• Sei zunähst k ungerade. Es ist a(V ′/U ′) = a(E(k)) = wk und b(V ′/U ′) =
b(E(k)) = wk sowie
a(A(1, k − 1))b(A(1, k))− b(A(1, k − 1))a(A(1, k))
=
k−1∑
1
k∑′
1
−
k−2∑′
1
k∑
1
= wk
k−1∑′
2
.
Daraus ergibt sih wγ <
∑′k−1
2 für k ungerade beziehungsweise es reiht
wγ < w2.
• Sei nun k gerade. Wir haben a(V ′/U ′) = a(A(k− 1, k)) = wk−1 +wk und
b(V ′/U ′) = b(A(k − 1, k)) = wk−1 sowie (vergleihe 3.2)
a(A(1, k − 2))b(A(1, k))− b(A(1, k − 2))a(A(1, k)) = wk−1
k−2∑′
2
−wk
k−3∑′
1
.
Zusammenfassen ergibt
wγ <
1
2wk + wk−1

wk−1 k−2∑′
2
−wk
k−3∑′
1


für k = 4, . . . ,m gerade.
Beahte: die Klammer ist > 0 wegen der üblihen Bedingungen für Am in
alternierender Orientierung.
3.4 Linear mit Knik
Dies ist auh ein Spezialfall von 3.3. Da wir die Gleihungen aber für Teil 4
von Satz 48 und auh später für Typ D brauhen, bestimmen wir hier die
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Bedingungen explizit. Betrahte den folgenden An-Köher
1

===
2 n
m− 1
%%K
KK
m+ 1
yyss
s
m
.
Es sind nur die Unzerlegbaren zu betrahten, die um die Eke gehen (sonst
hätten wir einen linear orientierten Modul, der keine Bedingung liefert), das
heiÿt A(s, t) mit 1 ≤ s < m und m < t ≤ n. Die maximalen unzerlegbaren
Untermoduln sind dann A(s − 1, t) und A(s, t − 1). Wähle die Levelfunktion l
so, daÿ l(m) = 0 und l(i) = m−i für 1 ≤ i < m sowie l(i) = i−m für m < i ≤ n
ist. Dann ist
xA(s,t) =
∑m−1
i=s (m− i)wi +
∑t
i=m+1(i−m)wi∑t
i=s wi
.
Die Cokernungleihung zum ersten Untermodul ist
xA(s,t) < l(s)
⇐⇒
m−1∑
i=s
(m− i)wi +
t∑
i=m+1
(i−m)wi < (m− s)
(
m−1∑
i=s
wi + wm +
t∑
i=m+1
wi
)
⇐⇒ 1
m− s
(
m−1∑
i=s
(s− i)wi +
t∑
i=m+1
(i− 2m+ s)wi
)
< wm
Für s = m − 1, t = n wird das zu ∑ni=m+1(i − m − 1))wi < wm. Aus dieser
Ungleihung folgt obige für alle 1 ≤ s < m < t ≤ n:
1
m− s
(
m−1∑
i=s
(s− i)wi +
t∑
i=m+1
(i− 2m+ s)wi
)
≤
m−1∑
i=s
(s− i)wi︸ ︷︷ ︸
≤0
+
t∑
i=m+1
(i−m− (m− s)︸ ︷︷ ︸
≥1
)wi
≤
n∑
i=m+1
(i− (m+ 1))wi < wm
Analog erhalten wir für den zweiten Untermodul
m−1∑
i=1
((m− 1)− i)wi < wm.
Für vorgebene wi, i 6= m nden wir also immer eine stabile Gewihtung durh
Wahl von wm groÿ genug.
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Bemerkung 52 An den Ungleihungen liest man ab, daÿ für Köher vom Typ
A die Standardgewihtung wp = 1 für alle p ∈ Q0 nur für die lineare Orien-
tierung und den Köher
1

===
3
  
2
stabil ist. Dies sind genau die Köher vom
Typ A, für die alle Gewihtungen stabil sind.
Aus den im nähsten Abshnitt bestimmten Ungleihungen für den Typ D lesen
wir ab, daÿ dort die Standardgewihtung nur für D4 (in allen Orientierungen)
stabil ist.
4 Typ Dn+2
Wir bezeihnen die Punkte des Köhers wie folgt:
α
??
?
1 2 3 (n− 1) n
β

.
Wir untersheiden zwishen Dn+2-Orientierungen, in der die Pfeile zwishen α
und 1 sowie β und 1 in die gleihe Rihtung gehen (symmetrisher Fall) und den
Orientierungen, in denen diese beide Pfeile in vershiedene Rihtungen gehen
(asymmetrisher Fall). Präzise heiÿt ein Köher vom Typ Dn+2 symmetrish
genau dann, wenn es einen nihttrivialen Köherautomorphismus gibt.
Wir verwenden folgende Bezeihnungen für die Unzerlegbaren (eindeutig be-
stimmt durh ihre Dimensionsvektoren) vom Typ Dn+2:
D(k,m) =
1
??
?
2 2 2 1 1 0 0
1

k m
, D(0,m) =
1
??
?
1 1 0 0
1

m
,
A(k,m) =
0
??
?
0 0 1 1 0 0
0

k m
, A(α,m) =
1
??
?
1 1 0 0
0

m
und analog für A(β,m). Für die Einfahen shreiben wir E(k) := A(k, k).
4.1 Symmetrisher Fall
Bis auf Dualität können wir annehmen, daÿ wir Pfeile 1→ α und 1→ β haben.
Bemerkung 53 Orientierungen mit Unterköher
2
    
 

>>
>
1



<<
< 3
α β
erlauben keine Trennung der Orbiten.
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Beweis:
Betrahte den Unzerlegbaren U = D(1, 3) =
1
   =
==
2
   =
==
1
1 1
. Dieser hat den Un-
termodulE(3) =
0
   =
==
0
   =
==
1
0 0
und den UntermodulD(0, 3) =
1
   =
==
1
   =
==
1
1 1
mit Cokern E(1) =
0
   =
==
1
   =
==
0
0 0
. Angenommen, U ist stabil. Dann liefert der
erste Untermodul die Ungleihung µ3 > 0, der Cokern µ3 = µ1 < 0, Wider-
spruh. 
Analog sieht man, daÿ Unterköher
j

 ""E
EE
E
j + 1
1



<<
<
α β
mit j ≥ 2 niht
erlaubt sind.
Unter Beahtung dieser Bemerkung und der Am-Orientierungen ohne stabile
Gewihtung bleiben also (bis auf Dualität) nur folgende Orientierungen zu un-
tersuhen:
n
zzuu
u
n− 1
1
xxqqq
qqq
q



::
: 3


a− 2
%%L
LLL
a
||xx
xx
α β 2 a− 1
n
zzuu
u
n− 1
α
&&N
NNN
NNN
β

<<
< 2



;;
; a− 1
##F
FF
F a+ 1
{{xx
xx
1 3 a
mit 1 ≤ a ≤ n.
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Wie bei Typ A betrahten wir auh hier einige Spezialfälle separat:
n

n− 1
3

2

1
{{ww
ww
w
##G
GG
GG
α β
n

n− 1
3

α
##G
GG
GG 2

β
{{ww
ww
w
1
(Lineare Orientierung I und II)
α
&&M
MMM
MMM
β

;;
; 2



::
: n
{{xx
xx
1 3 n− 1
bzw.
α
&&N
NNN
NNN
β

<<
< 2



;;
; n− 1
##G
GG
G
1 3 n
(Alternierende Orientierung)
Wir sagen, eine Gewihtung ist symmetrish, falls wα = wβ gilt. Wir shreiben
dann (w0, w1, . . . , wn) für die Gewihtung (wα, wβ , w1, . . . , wn) mit w0 = wα =
wβ . Nah Lemma 43 existiert eine stabile Gewihtung genau dann, wenn es eine
symmetrishe stabile Gewihtung gibt.
Satz 54 Sei Q ein Köher vom Typ Dn+2 in symmetrisher Orientierung.
Dann gilt:
1. Zu den Orientierungen der oben angegebenen Liste gibt es jeweils eine
stabile Gewihtung. Die Ungleihungen, dieW sQ bestimmen, werden jeweils
am Ende der folgenden Abshnitte angegeben.
2. Sei Q vom Typ Dn+2, so daÿ eine stabile Gewihtung existiert, und sei
Q′ ein Unterköher vom Typ Dn+1. Dann ist jede symmetrishe stabile
Gewihtung von Q′ fortsetzbar. Es gibt immer niht-symmetrishe stabile
Gewihtungen, die niht fortsetzbar sind.
3. Die Menge SW sQ(R) aller symmetrishen stabilen Gewihtungen über R
ist zusammenhängend.
Teil 3 folgt aus Teil 2 wie für Typ A wieder per Induktion aus Lemma 45.
Zum Beweis des ersten und zweiten Teils bestimmen wir im folgenden die Be-
dingungen an die Gewihtung, die erfüllt sein müssen, damit alle Unzerlegbaren
stabil sind.
Bei den Rehnungen nutzen wir häug die Symmetrie von Q aus. Das maht
diese Fälle deutlih einfaher zu behandeln als die asymmetrishen Orientierun-
gen.
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4.1.1 Lineare Orientierung I
n

n− 1
3

2

1
{{ww
ww
w
##G
GG
GG
α β
Alle Typ A-Unterköher sind linear orientiert, sie liefern also keine Bedingung
an die Gewihtung (wα, wβ , w1, . . . , wn).
Um die maximalen unzerlegbaren Untermoduln zu bestimmen, untersuhen wir
zunähst, welhe Untermoduln die Unzerlegbaren haben. Wir haben
• D(k′,m′) →֒ D(k,m) ⇐⇒ k′ ≤ k,m′ ≤ m,
• D(0,m′) →֒ D(k,m) ⇐⇒ m′ ≤ m,
• A(α,m′), A(β,m′) →֒ D(k,m) ⇐⇒ m′ ≤ k,
• A(k′,m′) →֒ D(k,m) gilt nie.
• D(0,m′) →֒ D(0,m) ⇐⇒ m′ ≤ m,
• A(k′,m′), A(α,m′), A(β,m′) →֒ D(0,m) gilt nie, da mit Punkt 1 auh α, β
zu einem Untermodul gehören.
Hieraus erhalten wir folgende Liste Dn+2-Unzerlegbarer mit ihren maximalen
unzerlegbaren Untermoduln, wobei wir D(0,m) →֒ D(1,m) mit dem ersten
Punkt zusammenfassen.
1. D(k − 1,m) →֒ D(k,m) für k = 1, . . . ,m− 1,
2. D(k,m− 1) →֒ D(k,m) für k = 1, . . . ,m− 2,
3. A(α,m− 1), A(β,m− 1) →֒ D(m− 1,m),
4. D(0,m− 1) →֒ D(0,m),
jeweils für m = 2, . . . , n.
Sei die Levelfunktion l : Q0 → Z gegeben durh
l(i) = i und l(α) = l(β) = 0.
Dann ist
xD(k,m) =
2
∑k
i=1 iwi +
∑m
i=k+1 iwi
2
∑k
i=0 wi +
∑m
i=k+1 wi
und xA(α,k) =
∑k
i=1 iwi
wα +
∑k
i=1 wi
(xA(β,k) analog). Dabei sei w0 =
wα+wβ
2 . Im symmetrishen Fall ist dann gerade
w0 = wα = wβ .
Betrahte nun die einzelnen Fälle:
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1. Der Cokern ist E(k), die ensprehende Ungleihung ist also
xD(k,m) < k
⇐⇒ 2
k∑
i=1
iwi +
m∑
i=k+1
iwi < k
(
2w0 + 2
k∑
i=1
wi +
m∑
i=k+1
wi
)
⇐⇒ 1
2k
(
2
k∑
i=1
(i− k)wi +
m∑
i=k+1
(i− k)wi
)
< w0
2. Der Cokern ist E(m), wir erhalten also keine Bedingung.
3. Wir haben
xD(m−1,m) > xA(α,m−1)
⇐⇒
(
wα +
m−1∑
i=1
wi
)2m−1∑
j=1
jwj +mwm


>
m−1∑
i=1
iwi

wα + wβ + 2m−1∑
j=1
wj + wm


⇐⇒ 2wα
m−1∑
j=1
jwj + wαmwm + 2
m−1∑
i=1
m−1∑
j=1
wijwj +
m−1∑
i=1
wimwm
> wα
m−1∑
i=1
iwi + wβ
m−1∑
i=1
iwi + 2
m−1∑
i=1
m−1∑
j=1
iwiwj +
m−1∑
i=1
iwiwm
⇐⇒ wα
m∑
i=1
iwi +
m−1∑
i=1
(m− i)︸ ︷︷ ︸
>0
wmwi > wβ
m−1∑
i=1
iwi
Ebenso erhalten wir die symmetrishe Bedingung.
4. Der Cokern ist E(m), also erhalten wir keine Bedingung.
Insgesamt haben wir also die Ungleihungen (m = 2, . . . , n, k = 1, . . . ,m− 1)
w0 >
1
2k
(
2
k∑
i=1
(i− k)wi +
m∑
i=k+1
(i− k)wi
)
(1.)
wα
m∑
i=1
iwi +
m−1∑
i=1
(m− i)wmwi > wβ
m−1∑
i=1
iwi (für β analog) (3.)
für die Gewihtung (wα, wβ , w1, . . . , wn). Diese Bedingungen lassen sih für ge-
benene w1, . . . , wn immer erfüllen: Sei dazu w0 = wα = wβ . Dann ist die zweite
Bedingung erfüllt, die erste läÿt sih durh die Wahl von w0 groÿ genug erfüllen.
Hier ist niht jede stabile Gewihtung fortsetzbar. Die Gewihtung wα = 2, wβ =
4, w1 = 6, w2 = 5 ist stabil für D4, läÿt sih aber niht zu einer stabilen Gewih-
tung von D5 fortsetzen. Betrahte dazu die Ungleihung (1.) für m = 3, k = 2.
Mit den angegebenen Werten wird diese zu w3 <
1
2 . Die Ungleihung (3.) für
m = 3 liefert aber w3 >
12
23 >
1
2 .
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Symmetrishe stabile Gewihtungen, also Gewihtungen mit wα = wβ = w0,
lassen sih nah dem algemeinen Fall (4.1.3) immer fortsetzen. Explizit sehen
wir das auh an den Ungleihungen: (3.) ist für symmetrishe Gewihtungen
immer erfüllt, die Bedingung (1.) für m = n+ 1 läÿt sih für wn+1 klein genug
erfüllen, wenn sie shon für m = n erfüllt ist.
4.1.2 Lineare Orientierung II
n

n− 1
3

α
##G
GG
GG 2

β
{{ww
ww
w
1
Die Typ A-Unterköher sind
n

n− 1
3

α
$$I
II
I 2

1
und
n

n− 1
3

2

β
{{ww
ww
w
1
.
Diese liefern nur die Bedingung
n∑
j=3
(j − 2)wj < w1.
Zuerst geben wir wieder die unzerlegbaren Untermoduln Unzerlegbarer an.
• D(k′,m′) →֒ D(k,m) ⇐⇒ k′ ≤ k,m′ ≤ m,
• D(0,m′) →֒ D(k,m) gilt nie, da falls α und β zu einem Untermodul
gehören die Dimension am Punkt 1 shon 2 sein muÿ,
• A(α,m′), A(β,m′) →֒ D(k,m) ⇐⇒ m′ ≤ k,
• A(k′,m′) →֒ D(k,m) ⇐⇒ k′ = 1,m′ ≤ m.
• D(0,m′) →֒ D(0,m) ⇐⇒ m′ ≤ m,
• A(α,m′), A(β,m′) →֒ D(0,m) ⇐⇒ m′ ≤ m,
• A(k′,m′) →֒ D(0,m) ⇐⇒ k′ = 1,m′ ≤ m.
Die letzte Beziehung liefert wegen A(1,m′) →֒ A(α,m′) →֒ D(0,m) keinen
minimalen Untermodul.
Damit erhalten wir folgende unzerlegbaren Moduln mit ihren maximalen unzer-
legbaren Untermoduln:
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1. D(k − 1,m) →֒ D(k,m) für k = 2, . . . ,m− 1,
2. D(k,m− 1) →֒ D(k,m) für k = 1, . . . ,m− 2,
3. A(α,m− 1), A(β,m− 1) →֒ D(m− 1,m),
4. A(1,m) →֒ D(1,m),
5. D(0,m− 1) →֒ D(0,m),
6. A(α,m), A(β,m) →֒ D(0,m),
mit m = 2, . . . , n.
Wähle die Levelfunktion l so, daÿ
l(i) = i− 1 und l(α) = l(β) = 1
ist. Dann ist
xD(k,m) =
2w0 + 2
∑k
i=2(i− 1)wi +
∑m
i=k+1(i− 1)wi
2
∑k
i=0 wi +
∑m
i=k+1 wi
und
xA(α,k) =
wα +
∑k
i=2(i− 1)wi
wα +
∑k
i=1 wi
.
Betrahte nun die einzelnen Fälle:
1. Der Cokern ist E(k), die zugehörge Ungleihung ist dann
xD(k,m) < k − 1
⇐⇒ 2w0+2
k∑
i=2
(i−1)wi+
m∑
i=k+1
(i−1)wi < (k−1)
(
2
k∑
i=0
wi +
m∑
i=k+1
wi
)
⇐⇒ 1
2(k − 1)
(
2(2− k)w0 + 2
k∑
i=2
(i− k)wi +
m∑
i=k+1
(i− k)wi
)
< w1
2. Der Cokern ist E(m), also erhalten wir keine Bedingung.
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3. Es ist
xA(α,m−1) < xD(m−1,m)
⇐⇒
(
wα +
m−1∑
i=1
(i− 1)wi
)2w0 + 2m−1∑
j=1
wj + wm


<
(
2w0 + 2
m−1∑
i=1
(i− 1)wi + (m− 1)wm
)wα + m−1∑
j=1
wj


⇐⇒ wα

2m−1∑
j=1
wj + wm


+
m−1∑
i=2
(i− 1)wi

2w0 + 2m−1∑
j=1
wj + wm


< wα
(
2
m−1∑
i=2
(i− 1)wi + (m− 1)wm
)
+
m−1∑
j=1
wj
(
2w0 + 2
m−1∑
i=2
(i− 1)wi + (m− 1)wm
)
⇐⇒
m−1∑
i=1
2(2− i)(wα − w0)wi <
(
m−1∑
i=1
(m− i)wi + (m− 2)wα
)
wm
Die rehte Seite ist positiv, die Ungleihung ist also erfüllt für wα nahe
bei w0. Ebenso erhalten wir die entsprehende Bedingung für wβ .
4. Wir haben
xD(1,m) > xA(1,m)
⇐⇒
m∑
i=1
wi

2w0 + m∑
j=2
(j − 1)wj


>
m∑
i=2
(i− 1)wi

2w0 + 2w1 +
m∑
j=2
wj
︸ ︷︷ ︸
=w1+
Pm
j=1 wj


⇐⇒ 2w0
m∑
i=1
wi +
m∑
i=1
m∑
j=2
(j − 1)wiwj
> 2w0
m∑
i=2
(i− 1)wi + w1
m∑
i=2
(i− 1)wi +
m∑
i=2
m∑
j=1
(i− 1)wiwj
⇐⇒ 2w0
m∑
i=2
(2− i)︸ ︷︷ ︸
≤0
wi > w1
(
m∑
i=2
(i− 1)wi − 2w0
)
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Da die linke Seite ≤ 0 ist, läÿt sih die Ungleihung nur erfüllen, falls∑m
i=2(i− 1)wi− 2w0 < 0 ist, d.h.
∑m
i=2(i− 1)wi < 2w0. Dann können wir
die obige Ungleihung umformen zu
2w0
2w0 −
∑m
i=2(i− 1)wi
m∑
i=2
(i− 2)wi < w1.
Weiter gilt für alle m = 2, . . . , n
2w0
2w0 −
∑m
i=2(i− 1)wi
m∑
i=2
(i− 2)wi < 2w0
2w0 −
∑n
i=2(i− 1)wi
n∑
i=2
(i− 2)wi.
Es reiht also, diese Bedingung für n zu fordern. Diese Ungleihung ist
eine Vershärfung der geerbten Typ A-Bedingung.
5. Der Cokern ist E(m), also keine Bedingung.
6. Der Cokern ist E(β), somit haben wir die Ungleihung
xD(0,m) < 1 ⇐⇒ 2w0 +
m∑
i=1
(i− 1)wi < 2w0 +
m∑
i=1
wi
⇐⇒
m∑
i=2
(i− 2)wi < w1
Dies ist die Ungleihung, die wir shon aus Typ A erhalten haben, also
nihts Neues.
Zusammengefaÿt haben wir somit die Bedingungen
1
2(k − 1)
(
2(2− k)w0 + 2
k∑
i=2
(i− k)wi +
m∑
i=k+1
(i− k)wi
)
< w1
(mit m = 2, . . . , n, k = 2, . . . ,m− 1) (1.)
m−1∑
i=1
2(2− i)(wα − w0)wi <
(
m−1∑
i=1
(m− i)wi + (m− 2)wα
)
wm (3.)
n∑
i=2
(i− 1)wi < 2w0 (4.)
2w0
2w0 −
∑n
i=2(i− 1)wi
n∑
i=3
(i− 2)wi < w1 (A, 4.)
Die Bedingung (3.) muÿ natürlih auh für wβ statt wα erfüllt sein. Diese Un-
gleihungen lassen sih oenbar für gegebene w2, . . . , wn für wα = wβ(= w0)
sowie w0 und w1 groÿ genug erfüllen.
Wie im vorigen Fall ist wieder jede symmetrishe stabile Gewihtung fortsetzbar.
Die Ungleihung (3.) ist dann immer erfüllt, die anderen lassen sih wieder für
wn+1 klein genug erfüllen, wenn die Ungleihungen für den Köher Dn+2 erfüllt
sind.
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Ist wα 6= wβ , gibt es wieder niht-fortsetzbare Gewihtungen. Die Gewihtung
wα = 2, wβ = 3, w1 = 100, w2 = 2, w3 = 1 ist stabil für D5. Für D6 erhalten wir
dann aus Ungleihung (3.),m = 4 die Bedingung w4 ≥ 99311 . Die Ungleihung
(4.), n = 4 ergibt w4 <
95
310 . Da
95
310 <
99
311 ist, ist das niht erfüllbar.
4.1.3 Alternierende Orientierung
α
&&N
NNN
NNN
β

<<
< 2



;;
;
1 3
Aus Typ A erhalten wir die Ungleihungen wiwi+3 < wi+1wi+2 für i =
1, . . . , n− 3 sowie wαw3 < w1w2 und wβw3 < w1w2.
Setze (wie in 3.2)m :=
{
m m gerade
m− 1 m ungerade und m :=
{
m− 1 m gerade
m m ungerade
.
m ist also die gröÿte gerade Zahl kleiner gleih m, m die gröÿte ungerade Zahl
kleiner gleih m.
Wieder zunähst die unzerlegbaren Untermoduln Unzerlegbarer:
• D(k′,m′) →֒ D(k,m) ⇐⇒ k′ ≤ k,m′ ≤ m und (k′ = k oder k′ ungerade)
und (m′ = m oder m′ ungerade). Ist m′ = k ergibt auh k′ ungerade einen
Untermodul.
• D(0,m′) →֒ D(k,m) gilt nie, da falls α und β zu einem Untermodul
gehören die Dimension am Punkt 1 shon 2 sein muÿ,
• A(α,m′), A(β,m′) →֒ D(k,m) ⇐⇒ m′ ≤ k, m′ ungerade,
• A(k′,m′) →֒ D(k,m) ⇐⇒ m′ ≤ m, k′ ungerade und (m′ = m oder
m′ ungerade). Ist m′ ≤ k, k′ ungerade erhalten wir Untermoduln für m′
ungerade oder m′ = k.
• D(0,m′) →֒ D(0,m) ⇐⇒ m′ ≤ m und (m′ = m oder m′ ungerade),
• A(α,m′), A(β,m′) →֒ D(0,m) ⇐⇒ m′ ≤ m und (m′ = m oder m′
ungerade),
• A(k′,m′) →֒ D(0,m) ⇐⇒ m′ ≤ m und (m′ = m oder m′ ungerade) und
k′ ungerade.
Für D(k′,m′) →֒ D(k,m) müssen wir vershiedene Fälle untersheiden. Die
Kombination k′ = k, m′ = m liefert keinen ehten Untermodul, ist k′ 6= k und
m′ 6= m so ist der Untermodul niht minimal. Bleibt also k′ = k, m′ ungerade
bzw. m′ = m, k′ ungerade. Dies liefert die ersten vier Punkte der Liste unten.
Der Fall m′ = k, k′ ungerade liefert nur einen minimalen Untermodul für m
ungerade und k = m− 1, k′ = m− 2 (5. der Liste).
A(α,m′) →֒ D(k,m) ist für k ungerade minimal für k = m−1, m′ = k (6.). Für
k gerade erhalten wir keinen minimalen Untermodul, da A(α, k − 1) →֒ D(k −
1,m) →֒ D(k,m) Für A(k′,m′) →֒ D(k,m) erhalten wir minimale Untermoduln
höhstens für k′ = 1 und m′ = m im ersten Fall bzw. m′ = k im zweiten.
A(1,m) →֒ D(1,m) ist minimal (7.). A(1, k) →֒ D(k,m) ist niht minimal, da
A(1, k) →֒ A(α, k) →֒ D(k,m).
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Als minimale Untermoduln von D(0,m) bleiben nur D(0,m − 1) und A(α,m)
bezeihungsweiseA(β,m). A(1,m) ist kein minimaler Untermodul, da A(1,m) →֒
A(α,m).
Die unzerlegbaren Moduln mit ihren maximalen unzerlegbaren Untermoduln
sind dann:
1. D(k − 1,m) →֒ D(k,m) für 2 ≤ k ≤ m− 1, k gerade,
2. D(k,m− 1) →֒ D(k,m) für 2 ≤ k ≤ m− 2, k gerade,
3. D(k − 2,m) →֒ D(k,m) für 3 ≤ k ≤ m− 1, k ungerade,
4. D(k,m− 1) →֒ D(k,m) für 1 ≤ k ≤ m− 2, k ungerade,
5. D(m− 2,m− 1) →֒ D(m− 1,m) für m ungerade,
6. A(α,m− 1), A(β,m− 1) →֒ D(m− 1,m),
7. A(1,m) →֒ D(1,m),
8. D(0,m− 1) →֒ D(0,m),
9. A(α,m), A(β,m) →֒ D(0,m).
jeweils für m = 2, . . . , n.
Die Levelfunktion l sei gegeben durh
l(i) =
{
0 i ungerade
1 i gerade
sowie l(α) = l(β) = 1.
Setze
∑j
i :=
∑j
ν=i wν und
∑′j
i :=
∑
ν=i,i+2,...,j wν für j − i gerade beziehungs-
weise
∑′j
i :=
∑
ν=i,i+2,...,j−1 wν für j − i ungerade (vergleihe Abshnitt 3.2).
Dann ist
xD(k,m) =
2
∑′k
0 +
∑′m
k+2
2
∑k
0 +
∑m
k+1
für k gerade
xD(k,m) =
2
∑′k−1
0 +
∑′m
k+1
2
∑k
0 +
∑m
k+1
für k ungerade
xA(α,m) =
wα +
∑′m
1
wα +
∑m
1
Wir mahen folgenden Beobahtung: Es ist xD(k,m) = x
A
A(k,m), wobei letzteres
der x-Wert des Unzerlegbaren A(k,m) zum Köher vom Typ Am+1 in alternie-
render Orientierung mit Gewihtung (2w0, 2w1, . . . , 2wk, wk+1, . . . , wm) ist.
Betrahte nun die einzelnen Fälle:
1. Der Cokern ist der Einfahe E(k), k gerade. Der Cokern ist also ein ein-
faher Cokern mit maximalen Level, wir erhalten keine Bedingung.
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2. Die Begingung ist xD(k,m−1) < xD(k,m) beziehungsweise unter Verwen-
dung der obigen Beobahtung xAA(k,m−1) < x
A
A(k,m). Da A(k,m − 1) →֒
A(k,m) ist, müssen wir die Stabilitätsbedingungen vom Typ Am+1 zur Ge-
wihtung (2w0, 2w1, . . . , 2wk, wk+1, . . . , wm) übernehmen. Die einzige neue
Bedingung zu den shon geerbten Bedingungen ist 2wkwk+3 < wk+1wk+2.
3. Der Cokern ist A(k − 1, k), die zugehörige Ungleihung ist dann
xD(k,m) < xA(k−1,k)
⇐⇒

2 k−1∑′
0
+
m∑′
k+1

 (wk−1 + wk) < wk−1
(
2
k∑
0
+
m∑
k+1
)
⇐⇒ wk−1

2 k−1∑′
0
+
m∑′
k+1

+ wk

2 k−1∑′
0
+
m∑′
k+1


< wk−1

2 k−1∑′
0
+
m∑′
k+1

+ wk−1

2 k∑′
1
+
m∑′
k+2


⇐⇒ wk

2 k−3∑′
0
+
m∑′
k+1

 < wk−1

2 k−2∑′
1
+
m∑′
k+2


Ist m ungerade, erhalten wir die gleihe Ungleihung wie für m − 1, nur
auf der rehten Seite kommt der Summand wk−1wm hinzu. Dann ist die
Bedingung also erfüllt. Übrig bleibt die Ungleihung für gerades m.
4. Wie im Fall für k gerade (2.) können wir dies auf den Typ Am+1 zur
Gewihtung (2w0, 2w1, . . . , 2wk, wk+1, . . . , wm) zurükführen.
5. Der Cokern ist A(m− 1,m), die ensprehende Ungleihung ist
xD(m−1,m) < xA(m−1,m)
⇐⇒ 2
m−1∑′
0
·(wm−1 + wm) < wm−1
(
2
m−1∑
0
+wn
)
⇐⇒ 2
m−3∑′
0
·wm−1 + 2
m−3∑′
0
·wn + 2w2m−1 + 2wm−1wm
< 2wm−1
m−3∑′
0
+2wm−1
m−2∑′
1
+2w2m−1 + wm−1wm
⇐⇒ wm

m−3∑′
0
+
1
2
wm−1

 < wm−1 m−2∑′
1
6. Betrahte den α-Fall. Der Cokern ist dann A(β,m), also (setze dabei for-
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mal wm+1 = 0 im Fall m gerade)
xD(m−1,m) < xA(β,m)
⇐⇒

2m−2∑′
0
+wm

(wβ + m∑
1
)
<
(
2
m−1∑
0
+wm + wm+1
)wβ + m∑′
2


⇐⇒

wβ + m∑′
2



2m−2∑′
0
+wm

+ m∑′
1
·

2m−2∑′
0
+wm


<

wβ + m∑′
2



2m−2∑′
0
+wm


+

wβ + m∑′
2



2m−1∑′
1
+wm+1


⇐⇒
m∑′
1
·

2m−2∑′
0
+wm

 <

wβ + m∑′
2



2m−1∑′
1
+wm+1


Im Fall m ungerade (d.h. m = m− 1, m = m) erhalten wir daraus
2
m∑′
1
m−3∑′
0
+wm−1
m∑′
1
< 2wβ
m−2∑′
1
+wβwm + 2
m−1∑′
2
m−2∑′
1
+
m−1∑′
2
wm
⇐⇒ wm

wα + m−3∑′
2

 < m−2∑′
1
· (wβ − wα + wm−1)
Falls w0 = wα = wβ ist, folgt diese Ungleihung shon aus den Typ A-
Ungleihungen. Betrahte nun den Fallm gerade (d.h.m = m,m = m−1):
m−1∑′
1
·

2m−2∑′
0
+wm

 < 2
(
wβ +
m∑′
2
)m−1∑′
1
⇐⇒ 2w0 + wm < 2wβ + 2wm ⇐⇒ wα − wβ < wm
Zusammen mit der Ungleihung des β-Falls haben wir dann |wα − wβ | <
wm.
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7. Der Cokern ist D(0, 1), also haben wir
xD(1,m) < xD(0,1)
⇐⇒ (2w0 + w1)

2w0 + m∑′
2

 < 2w0
(
2w0 + 2w1 +
m∑
2
)
⇐⇒ 2w0

2w0 + m∑′
2

+ w1

2w0 + m∑′
2


< 2w0

2w0 + m∑′
2

+ 2w0
(
2w1 +
m∑′
3
)
⇐⇒ w1
m∑′
2
< 2w0
m∑′
1
8. Es ist xD(0,m) = x
A
A(0,m) und xD(0,m−1) = x
A
A(0,m−1), die rehten Seiten
jeweils zum Typ Am+1 in alternierender Orientierung mit Gewihtung
(2w0, w1, . . . , wm). Da A(0,m− 1) Untermodul von A(0,m) ist, brauhen
wir genau die Stabilitätsbedingungen zu dieser Gewihtung. Die einzige
neue Ungleihung ist 2w0w3 < w1w2.
9. Der Cokern ist der Einfahe E(β) mit maximalen Level l(β) = 1, also
erhalten wir keine Bedingung.
Zusammen erhalten wir damit die Ungleihungen (m = 2, . . . , n)
2wiwi+3 < wi+1wi+2 (für i = 0, . . . , n− 3) (A, 2., 4., 8.)
wk

2 k−3∑′
0
+
m∑′
k+1

 < wk−1

2 k−2∑′
1
+
m−1∑′
k+2


(m gerade, 3 ≤ k ≤ m− 1, k ungerade) (3.)
wm

m−3∑′
0
+
1
2
wm−1

 < wm−1 m−2∑′
1
(m ungerade) (5.)
wm

wα + m−3∑′
2

 < m−2∑′
1
· (wβ − wα + wm−1) (m ungerade) (6.)
|wα − wβ | < wm (m gerade) (6.)
w1
m∑′
2
< 2w0
m∑′
1
(7.)
Im Fall w0 = wα = wβ und unter Berüksihtigung der An+1-Ungleihungen
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vereinfaht sih das zu den Ungleihungen
2wiwi+3 < wi+1wi+2 (i = 0, . . . , n− 3) (A, 2., 4., 8.)
wk

2 k−3∑′
0
+
m∑′
k+1

 < wk−1

2 k−2∑′
1
+
m−1∑′
k+2


(m gerade, 3 ≤ k ≤ m− 1, k ungerade) (3.)
wm

m−3∑′
0
+
1
2
wm−1

 < wm−1 m−2∑′
1
(m ungerade) (5.)
w1
m∑′
2
< 2w0
m∑′
1
(7.)
Hier läÿt sih wieder niht jede niht-symmetrishe stabile Gewihtung fortset-
zen. wα = 1, wβ = 3, w1 = 2, w2 =
15
4 , w3 = 1 ist stabil für D5. Für D6 erhalten
wir dann die Ungleihungen w4 > 2 (aus (6.),m = 4) und w4 <
15
16 < 2 (aus
(A), i = 1).
Die Fortsetzbarkeit im symmetrishen Fall folgt aus Lemma 56.
Wir geben nun noh eine konkrete stabile Gewihtung an:
Beispiel 55 Sei wα = wβ = w0, wi = 2
−i2
für alle i = 0, . . . , n. Dann lösen
die wi die Ungleihungen, das heiÿt, die Gewihtung (w0, . . . , wn) ist stabil.
Beweis:
Mit diesen Wahlen ist
wj−1wi+1 = 2
−(i+1)2−(j−1)2 = 2−i
2−j222(j−i−1) = 4j−i−1︸ ︷︷ ︸
<1⇐⇒ j<i+1
wiwj
Also ist wj−1wi+1 < wiwj genau dann erfüllt, wenn j < i+1 ist. In diesem Fall
ist sogar 2wj−1wi+1 < wiwj , also sind die An+1-Ungleihungen erfüllt.
Weiter gilt∑
i≥j
wi =
∑
i≥j
2−i
2
=
∑
k≥0
2−(j+k)
2
= 2−j
2
∑
k≥0
2−k(k+2j)
︸ ︷︷ ︸
< 1
1−1/2
=2
< 2wj
Damit erhalten wir (für (5.))
wm

m−3∑′
0
+
1
2
wm−1

 < wm(2w0) < 21
2
wm−1w1 < wm−1
m−2∑′
1
und (für (3.))
wk

2 k−3∑′
0
+
m∑′
k+1

 < wk(2 · 2w0) < 41
2
wk−1w1
= 2wk−1w1 < wk−1

2 k−2∑′
1
+
m∑′
k+2


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sowie shlieÿlih (für (7.))
w1
m∑′
2
< 2w1w2 = 2w1 · 2−4 < 2w0w1 < 2w0
m∑′
1
.

4.1.4 Allgemein: Alternierende Orientierung mit Flügel
Ähnlih wie beim Typ A benutzen wir ein Fortsetzungslemma.
Lemma 56 Sei Q′ ein Köher vom Typ Dm+2 in symmetrisher Orientierung
mit Punkten Q0 = {α, β, 1, . . . ,m}. Sei der Köher Q vom Typ Dm+3 gegeben
durh Q0 = Q
′
0 ∪ {γ}, Q1 = Q′1 ∪ {γ → m}.
Q′ =
m
Q =
γ
}}||
|
m
Weiter gelte l(γ) ≥ l(i) für alle i = α, β, 1, . . . ,m. Dann ist jede stabile symme-
trishe Gewihtung (w0, w1, . . . , wm) von Q
′
fortsetzbar zu einer stabilen sym-
metrishen Gewihtung (w0, w1, . . . , wm, wγ) von Q mit genügend kleinem wγ .
Beweis:
Sei V ein unzerlegbarer Q-Modul und V ′ = V |Q′ die Einshränkung auf Q′. Ist
V ′ unzerlegbar, so können wir den ersten Teil von Lemma 50 anwenden und
erhalten, daÿ für genügend kleines wγ V stabil ist bezüglih der Gewihtung
(wα, wβ , w1, . . . , wm, wγ).
Wir müssen also noh den Fall betrahten, daÿ V ′ zerlegbar ist. Dies tritt genau
dann auf, wenn V = D(m, γ) ist. In diesem Fall ist V ′ = A(α,m) ⊕ A(β,m).
Da Q′ symmetrish ist und wα = wβ gilt, ist xA(α,m) = xA(β,m). Wir shreiben
xV ′ für diesen Wert und θV ′ für θA(α,m) = θA(β,m).
2
Sei nun wieder U ein maximaler unzerlegbarer Untermodul von V . Dann ist
auh U ′ niht notwendig unzerlegbar. U ′ ist aber Erweiterung von Untermoduln
U ′δ →֒ A(δ,m) für δ = α, β.
Wie in Lemma 50 gilt nun wieder xV > xV ′ und θV (U
′
δ) > θV ′(U
′
δ).
Ist (dimU)γ = 0, so ist
θV (U) = θV (U
′) = θV (U
′
α) + θV (U
′
β) > θV ′(U
′
α) + θV ′(U
′
β) ≥ 0.
Sei nun (dimU)γ = 1. Dann ist V
′ 6= U ′, sonst wäre auh V = U .
Wir haben
θV (U) = θV (U
′) + wγ
(
xV − l(γ)
)
> θV ′(U
′
α) + θV ′(U
′
β) + wγ
(
xV ′ − l(γ)
)
.
Wegen V ′ 6= U ′ ist U ′δ 6= A(δ,m) für ein δ ∈ {α, β}, also ist θV ′(U ′α)+θV ′(U ′β) >
0. Insgesamt ist die Ungleihung also wieder für wγ klein genug erfüllbar.
Zusammen mit den endlih vielen Ungleihungen aus Lemma 50 haben wir dann
endlihe viele Ungleihungen vom Typ wγ < Ξ, also nden wir ein kleines wγ ,
das die Gewihtung fortsetzt. 
Niht symmetrishe niht fortsetzbare stabile Gewihtungen nden wir wie für
die linearen Orientierungen (Abshnitte 4.1.1 und 4.1.2).
2
Hier geht entsheidend die Existenz des nihttrivialen Köherautomorphismus φ ein. Daher
ist der Fall der asymmetrishen Orientierung deutlih shwieriger.
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4.2 Asymmetrisher Fall
Hier gehen die Pfeile zwishen 1 und α beziehungsweise 1 und β in vershiedene
Rihtungen, bis auf Dualität haben wir also Pfeile α → 1 und 1 → β. Un-
ter Berüksihtigung der Ergebnisse zum Köher Am bleiben nur die folgenden
Orientierungen zu untersuhen:
n
zzuu
u
n− 1
α

==
= 2
   <
<<
a− 1
##G
GGG
a+ 1
{{www
w
1


3 a
β
n
zzuu
u
n− 1
β

;;
;
1
  


;;
; 3


a− 2
&&M
MM
a
{{ww
ww
α 2 a− 1
mit 1 ≤ a ≤ n.
Wieder betrahten wir einige Spezialfälle separat:
n

n− 1
3

α
$$I
II
I 2

1
{{ww
ww
w
β
(Lineare Orientierung)
α

==
= 2
   <
<<
n
{{vvv
v
1


3 n− 1
β
bzw.
α

==
= 2
   <
<<
n− 1
##H
HHH
1


3 n
β
(Alternierende Orientierung)
Für die lineare Orientierung zeigen wir, daÿ es immer eine stabile Gewihtung
gibt, in den anderen Fällen geben wir die Stabilitätsungleihungen an. In allen
Fällen gibt es niht-fortsetzbare stabile Gewihtungen.
Wegen der im Vergleih zum vorigen Abshnitt fehlenden Symmetrie, können
wir niht mehr aus der Nihtexistenz einer symmetrishen stabilen Gewihtung
auf die Nihtexistenz stabiler Gewihtungen shlieÿen.
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4.2.1 Lineare Orientierung
n

n− 1
3

α
$$I
II
I 2

1
{{ww
ww
w
β
Wir haben die An+1-Unterköher
n

n− 1
3

α
$$I
II
I 2

1
und
n

n− 1
3

2

1
{{ww
ww
w
β
.
Der erste liefert die Ungleihung
∑n
j=3(j − 2)wj < w1, der zweite als linear
orientierter nihts.
Nun die unzerlegbaren Untermoduln der ehten Typ D-Unzerlegbaren (verglei-
he auh den entsprehenden Abshnitt bei symmetrisher TypD-Orientierung):
• D(k′,m′) →֒ D(k,m) ⇐⇒ k′ ≤ k,m′ ≤ m,
• D(0,m′) →֒ D(k,m) ⇐⇒ m′ ≤ k,
• A(α,m′) →֒ D(k,m) tritt niht auf, da mit dem Punkt α auh β zu einem
Untermodul gehört,
• A(β,m′) →֒ D(k,m) ⇐⇒ m′ ≤ m,
• A(k′,m′) →֒ D(k,m) ⇐⇒ k′ = 1,m′ ≤ k.
• D(0,m′) →֒ D(0,m) ⇐⇒ m′ ≤ m,
• A(β,m′) →֒ D(0,m) ⇐⇒ m′ ≤ m,
• A(k′,m′), A(α,m′) →֒ D(0,m) tritt niht auf, da mit Punkt 1 auh β zu
einem Untermodul gehört.
Hieraus erhalten wir folgende Liste ehter Dn+2-Unzerlegbaren mit ihren maxi-
malen unzerlegbaren Untermoduln.
1. D(k − 1,m) →֒ D(k,m) für k = 2, . . . ,m− 1,
2. D(k,m− 1) →֒ D(k,m) für k = 1, . . . ,m− 2,
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3. D(0,m− 1) →֒ D(m− 1,m),
4. A(β,m) →֒ D(1,m),
5. A(1,m− 1) →֒ D(m− 1,m),
6. D(0,m− 1) →֒ D(0,m),
7. A(β,m) →֒ D(0,m),
jeweils für m = 2, . . . , n.
Die Levelfunktion l : Q0 → Z sei
l(i) = i und l(α) = 2, l(β) = 0.
Dann ist
xD(k,m) =
2wα + 2
∑k
i=1 iwi +
∑m
i=k+1 iwi
wα + wβ + 2
∑k
i=1 wi +
∑m
i=k+1 wi
und
xA(α,m) =
2wα +
∑m
i=1 iwi
wα +
∑m
i=1 wi
sowie xA(β,m) =
∑m
i=1 iwi
wβ +
∑m
i=1 wi
.
Betrahte nun die einzelnen Fälle:
1. Der Cokern ist E(k), die ensprehende Ungleihung ist also
xD(k,m) < l(k) = k
⇐⇒ 2wα + 2
k∑
i=1
iwi +
m∑
i=k+1
iwi < k
(
wα + wβ + 2
k∑
i=1
wi +
m∑
i=k+1
wi
)
⇐⇒ (2− k)wα − kwβ + 2
k∑
i=2
(i− k)wi +
m∑
i=k+1
(i− k)wi < 2(k − 1)w1
2. Der Cokern ist der Einfahe E(m), also ein Cokern mit maximalen Level.
Wir erhalten somit keine Bedingung.
3. Wir haben
xD(0,m−1) < xD(m−1,m)
⇐⇒
(
2wα +
m−1∑
i=1
iwi
)(
wα + wβ + 2
m−1∑
i=1
wi + wm
)
<
(
2wα + 2
m−1∑
i=1
iwi +mwm
)(
wα + wβ +
m−1∑
i=1
wi
)
⇐⇒ 4wα
m−1∑
i=1
wi + 2wαwm + (wα + wβ)
m−1∑
i=1
iwi + wm
m−1∑
i=1
iwi
< 2wα
m−1∑
i=1
wi + (wα + wβ)
(
2
m−1∑
i=1
iwi +mwm
)
+mwm
m−1∑
i=1
wi
⇐⇒
m∑
i=2
((2− i)wα − iwβ + (i−m)wm)wi < w1 (wβ − wα + (m− 1)wm)
 60 
Beahte: Die linke Seite ist < 0, die Ungleihung also für wα = wβ immer
erfüllt.
4. Der Cokern ist A(α, 1). Damit haben wir
xD(1,m) < xA(α,1)
⇐⇒
(
2wα + 2w1 +
m∑
i=2
iwi
)
(wα + w1)
<
(
wα + wβ + 2w1 + 2
m∑
i=2
wi
)
(2wα + w1)
⇐⇒ 2w2α + 2wαw1 + wα
m∑
i=2
iwi + 2wαw1 + 2w
2
1 + w1
m∑
i=2
iwi
< 2wαwβ + 2w
2
α + 4wαw1 + 4wα
m∑
i=2
wi
+wβw1 + wαw1 + 2w
2
1 + 2w1
m∑
i=2
wi
⇐⇒ wα
(
m∑
i=2
(i− 4)wi − 2wβ
)
< w1
(
wα + wβ −
m∑
i=3
(i− 2)wi
)
5.
xA(1,m−1) < xD(m−1,m)
⇐⇒
m−1∑
i=1
iwi
(
wα + wβ + 2
m−1∑
i=1
wi + wm
)
<
(
2wα + 2
m−1∑
i=1
iwi +mwm
)
m−1∑
i=1
wi
⇐⇒
m−1∑
i=2
((i− 2)wα + iwβ + (i−m)wm)wi
< w1((m− 1)wm + wα − wβ)
6. Der Cokern ist der Einfahe E(m) mit maximalen Level, also erhalten wir
keine Bedingung.
7. Der Cokern ist E(α), somit haben wir
xD(0,m) < l(α) = 2 ⇐⇒ 2wα +
m∑
i=1
iwi < 2wα + 2wβ + 2
m∑
i=1
wi
⇐⇒
m∑
i=3
(i− 2)wi − 2wβ < w1
Diese Ungleihung folgt aus der von An+1 geerbten Bedingung.
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Insgesamt haben wir die also die Ungleihungen (m = 2, . . . , n, k = 2, . . . ,m−1)
n∑
j=3
(j − 2)wj < w1 (A)
(2− k)wα − kwβ + 2
k∑
i=2
(i− k)wi +
m∑
i=k+1
(i− k)wi < 2(k − 1)w1 (1.)
m∑
i=2
((2 − i)wα − iwβ + (i−m)wm)wi < w1 (wβ − wα + (m− 1)wm) (3.)
wα
(
m∑
i=2
(i− 4)wi − 2wβ
)
< w1
(
wα + wβ −
m∑
i=3
(i− 2)wi
)
(4.)
m−1∑
i=2
((i− 2)wα + iwβ + (i−m)wm)wi < w1((m− 1)wm + wα − wβ) (5.)
für die Gewihtung (wα, wβ , w1, . . . , wn).
Diese Ungleihungen lassen sih für gegebene w2, . . . , wn immer erfüllen. Wähle
dazu wα = wβ so groÿ, daÿ wα+wβ −
∑m
i=3(i− 2)wi > 0 ist. Dann ist bei allen
Ungleihungen die rehte Seite eine positive Zahl mal w1 und w1 tauht auf den
linken Seiten niht auf. Durh die Wahl von hinreihend groÿem w1 lassen sih
dann alle Ungleihungen erfüllen.
Niht jede stabile Gewihtung fortseztbar. Die Gewihtung wα = 1, wβ =
3, w1 = 1, w2 = 9 ist stabil für D4. Die Ungleihung (A) für D5 wird dann
zu w3 < 1, die Ungleihung (5.) wird für m = 3 zu w3 >
50
11 > 1.
4.2.2 Alternierende Orientierung
α

>>
> 2
   =
==
1


3
β
Setze wie in Abshnitt 3.2
m :=
{
m m gerade
m− 1 m ungerade und m :=
{
m− 1 m gerade
m m ungerade
.
Wir haben die Typ An+1-Unterköher
α

>>
> 2
   =
==
1 3
und
2
   =
==
1

3
β
Der erste liefert die bekannten Ungleihungen wiwi+3 < wi+1wi+2 für i =
1, . . . , n− 3 und wαw3 < w1w2. Der zweite Unterköher liefert zusätzlih noh
die Bedingungen wβ < w2 und
wβ <
1
2wk + wk−1

wk−1 k−2∑′
2
−wk
k−3∑′
1


für k = 4, . . . ,m gerade
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(siehe Beispiel 51).
Nun untersuhen wir noh die zusätzlihen Unzerlegbaren. Wieder geben wir zu-
nähst die unzerlegbaren Untermoduln an (vergleihe auh den entsprehenden
Abshnitt zur symmetrishen Orientierung).
• D(k′,m′) →֒ D(k,m) ⇐⇒ k′ ≤ k,m′ ≤ m und (k′ = k oder k′ ungerade)
und (m′ = m oder m′ ungerade). Ist m′ = k ergibt auh k′ ungerade einen
Untermodul.
• D(0,m′) →֒ D(k,m) ⇐⇒ m′ ≤ k, m′ ungerade,
• A(α,m′) →֒ D(k,m) tritt niht auf, da mit dem Punkt α auh β zu einem
Untermodul gehört,
• A(β,m′) →֒ D(k,m) ⇐⇒ m′ ≤ m, m′ ungerade oder m′ = m,
• A(k′,m′) →֒ D(k,m) ⇐⇒ für k gerade: k′,m′ ≤ m, k′ und m′ ungerade
(oder m′ = m). Für k ungerade k′,m′ ≤ k, k′ und m′ ungerade.
• D(0,m′) →֒ D(0,m) ⇐⇒ m′ ≤ m und (m′ = m oder m′ ungerade),
• A(α,m′) →֒ D(0,m) tritt niht auf, da mit α auh β zu einem Untermodul
gehört,
• A(β,m′) →֒ D(0,m) ⇐⇒ m′ ≤ m und (m′ = m oder m′ ungerade),
• A(k′,m′) →֒ D(0,m) ⇐⇒ m′ ≤ m und (m′ = m oder m′ ungerade) und
1 6= k′ ungerade.
Für D(k′,m′) →֒ D(k,m) müssen wir vershiedene Fälle untersheiden. Die
Kombination k′ = k, m′ = m liefert keinen ehten Untermodul, ist k′ 6= k und
m′ 6= m so ist der Untermodul niht maximal. Bleibt also k′ = k, m′ ungerade
bzw. m′ = m, k′ ungerade. Dies liefert die ersten vier Punkte der Liste unten.
Der Fall m′ = k, k′ ungerade liefert nur einen maximalen Untermodul für m
ungerade und k = m− 1, k′ = m− 2 (5. der Liste).
A(β,m′) →֒ D(k,m) ist nur maximal für m′ = m und k = 1. Für k gerade ist
A(1,m) →֒ D(2,m) maximal, für k ungerade A(1,m− 1) →֒ D(m− 1,m).
Als maximale unzerlegbaren Untermoduln von D(0,m) haben wir D(0,m− 1)
und A(β,m). A(k′,m′) ist nie maximal, da immer A(k′,m′) →֒ A(β,m′) gilt.
Die zusätzlihen unzerlegbaren Moduln mit ihren maximalen unzerlegbaren Un-
termoduln sind:
1. D(k − 1,m) →֒ D(k,m) für 2 ≤ k ≤ m− 1, k gerade,
2. D(k,m− 1) →֒ D(k,m) für 2 ≤ k ≤ m− 2, k gerade,
3. D(k − 2,m) →֒ D(k,m) für 3 ≤ k ≤ m− 1, k ungerade,
4. D(k,m− 1) →֒ D(k,m) für 1 ≤ k ≤ m− 2, k ungerade,
5. D(m− 2,m− 1) →֒ D(m− 1,m) für m ungerade,
6. D(0,m− 1) →֒ D(m− 1,m),
7. A(β,m) →֒ D(1,m),
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8. A(1,m) →֒ D(2,m) für m ≥ 3,
9. A(1,m− 1) →֒ D(m− 1,m),
10. D(0,m− 1) →֒ D(0,m),
11. A(β,m) →֒ D(0,m).
jeweils für m = 2, . . . , n.
Sei die Levelfunktion l gegeben durh
l(i) =
{
0 i ungerade
1 i gerade
sowie l(α) = 1, l(β) = −1.
Benutze wieder die Abkürzungen
∑j
i :=
∑j
ν=i wν und
∑′j
i :=
∑
ν=i,i+2,...,j wν
für j − i gerade beziehungsweise ∑′ji :=∑ν=i,i+2,...,j−1 wν für j − i ungerade.
Setze weiter 2w0 := wα − wβ . Dann ist wα = 2w0 + wβ . Damit haben wir
xD(k,m) =
wα − wβ + 2
∑′k
2 +
∑′m
k+2
wα + wβ + 2
∑k
1 +
∑m
k+1
=
2
∑′k
0 +
∑′m
k+2
2wβ + 2
∑k
0 +
∑m
k+1
k gerade
xD(k,m) =
wα − wβ + 2
∑′k−1
2 +
∑′m
k+1
wα + wβ + 2
∑k
1 +
∑m
k+1
=
2
∑′k−1
0 +
∑′m
k+1
2wβ + 2
∑k
0 +
∑m
k+1
k ungerade
xA(β,m) =
−wβ +
∑′m
2
wβ +
∑m
1
xA(α,m) =
wα +
∑′m
2
wα +
∑m
1
=
wβ + 2w0 +
∑′m
2
wβ + 2w0 +
∑m
1
Betrahte nun wieder die einzelnen Fälle (vgl. auh 4.1.3):
1. Der Cokern ist der Einfahe E(k), k gerade. Also ist der Cokern ein Ein-
faher mit maximalem Level, wir erhalten keine Bedingung.
2. Der Cokern ist A(m,m), es ist also nur der Fall m 6= m, das heiÿt m
ungerade, interessant. Dann haben wir
xD(k,m) < xA(m−1,m)
⇐⇒

2 k∑′
0
+
m−1∑′
k+2

 (wm−1 + wm) <
(
2wβ + 2
k∑
0
+
m∑
k+1
)
wm−1
⇐⇒ wm

2 k∑′
0
+
m−3∑′
k+2

 < wm−1

2wβ + 2 k−1∑′
1
+
m−2∑′
k+1


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3. Der Cokern ist A(k − 1, k), die zugehörige Ungleihung ist
xD(k,m) < xA(k−1,k)
⇐⇒

2 k−1∑′
0
+
m∑′
k+1

 (wk−1 + wk) < wk−1
(
2wβ + 2
k∑
0
+
m∑
k+1
)
⇐⇒ wk−1

2 k−1∑′
0
+
m∑′
k+1

+ wk

2 k−1∑′
0
+
m∑′
k+1


< wk−1

2 k−1∑′
0
+
m∑′
k+1

+ wk−1

2wβ + 2 k∑′
1
+
m∑′
k+2


⇐⇒ wk

2 k−3∑′
0
+
m∑′
k+1

 < wk−1

2wβ + 2 k−2∑′
1
+
m∑′
k+2


4. Der Cokern ist A(m−1,m), es ist also nur der Fallm ungerade interessant.
Dann erhalten wir die gleihe Bedingung wie gerade für k = m.
5. Der Cokern ist A(m− 1,m), wir erhalten also die gleihe Ungleihung wie
beim zweiten Punkt für k = m− 1.
6. Der Cokern ist A(1,m). Setze wm+1 = 0 im Fall m gerade, rehne damit:
xD(m−1,m) < xA(1,m)
⇐⇒

2m−2∑′
0
+wm

 m∑
1
<
(
2wβ + 2
m−1∑
0
+wm + wm+1
) m∑′
2
⇐⇒ 2
m−2∑′
0
m∑′
1
+2
m−2∑′
0
m∑′
2
+wm
m∑′
1
+wm
m∑′
2
< 2wβ
m∑′
2
+2
m−1∑′
1
m∑′
2
+2
m−2∑′
0
m∑′
2
+wm
m∑′
2
+wm+1
m∑′
2
⇐⇒ 2
m∑′
1
m∑′
0
+wm+1
m∑′
2
< 2wβ
m∑′
2
+2
m∑′
2
m+1∑′
1
+wm
m∑′
1
⇐⇒ 2w0
m∑′
1
+wm+1
m∑′
2
< 2wβ
m∑′
2
+wm
m∑′
1
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7. Der Cokern ist hier A(α, 1), also:
xD(1,m) < xA(α,1)
⇐⇒

2w0 + m∑′
2

 (2w0 + w1 + wβ)
<
(
2w0 + 2wβ + 2w1 +
m∑
2
)
(2w0 + wβ)
⇐⇒ w1
m∑′
2
< (2w0 + wβ)
(
2wβ +
m∑′
1
)
+ w1wβ
Für ungerades m folgt die Ungleihung aus der Ungleihung für m− 1, es
reihen also die Ungleihungen für m gerade.
8.
xD(2,m) > xA(1,m)
⇐⇒

2w0 + 2w2 + m∑′
4

 m∑
1
>
(
2wβ + 2w0 + 2w1 + 2w2 +
m∑
3
) m∑′
2
⇐⇒ 2w0
m∑′
1
+w2
m∑′
1
> 2wβ
m∑′
2
+w1
m∑′
2
⇐⇒ 2w0
m∑′
1
+w2
m∑′
3
> 2wβ
m∑′
2
+w1
m∑′
4
9. Wir rehnen (wieder mit wm+1 = 0 falls m gerade)
xD(m−1,m) > xA(1,m−1)
⇐⇒

2m−2∑′
0
+wm

m−1∑
1
>
(
2wβ + 2
m−1∑
0
+wm + wm+1
)m−2∑′
2
⇐⇒ 2
m−2∑′
0
m−1∑′
1
+2
m−2∑′
0
m−2∑′
2
+wm
m−1∑′
1
+wm
m−2∑′
2
> 2wβ
m−2∑′
2
+2
m−1∑′
1
m−2∑′
2
+2
m−2∑′
0
m−2∑′
2
+wm
m−2∑′
2
+wm+1
m−2∑′
2
⇐⇒
m−1∑′
1
(2w0 + wm) >
m−2∑′
2
(2wβ + wm+1)
10. Der Cokern ist A(m,m), also ist nur der Fall m ungerade (d.h m = m−1)
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interessant. Dann haben wir
xD(0,m) < xA(m−1,m)
⇐⇒

2w0 + m−1∑′
2

 (wm−1 + wm) <
(
2wβ + 2w0 +
m∑
1
)
wm−1
⇐⇒ wm

2w0 + m−3∑′
2

 < wm−1

2wβ + m−2∑′
1


11. Der Cokern ist der Einfahe E(α), wobei l(α) = MD(0,m) ist, also erhalten
wir keine Bedingung.
Zusammengefasst erhalten wir also die Ungleihungen (m = 2, . . . , n)
(2w0 + wβ)w3 < w1w2, wiwi+3 < wi+1wi+2 (i = 1, . . . , n− 3) (A-1)
wβ < w2 (A-2)
wβ <
1
2wk + wk−1

wk−1 k−2∑′
2
−wk
k−3∑′
1


(k = 4, . . . ,m gerade) (A-2)
wm

2 k∑′
0
+
m−3∑′
k+2

 < wm−1

2wβ + 2 k−1∑′
1
+
m−2∑′
k+1


(für m ungerade, 2 ≤ k ≤ m− 1, k gerade) (2., 5.)
wk

2 k−3∑′
0
+
m∑′
k+1

 < wk−1

2wβ + 2 k−2∑′
1
+
m∑′
k+2


(3 ≤ k ≤ m, k ungerade) (3., 4.)
2w0
m∑′
1
+wm+1
m∑′
2
< 2wβ
m∑′
2
+wm
m∑′
1
(6.)
w1
m∑′
2
< (2w0 + wβ)
(
2wβ +
m∑′
1
)
+ w1wβ (für m gerade) (7.)
2wβ
m∑′
2
+w1
m∑′
4
< 2w0
m∑′
1
+w2
m∑′
3
(für m ≥ 3) (8.)
(2wβ + wm+1)
m−2∑′
2
< (2w0 + wm)
m−1∑′
1
(9.)
wm

2w0 + m−3∑′
2

 < wm−1

2wβ + m−2∑′
1


(für m ungerade) (10.)
Beispiel 57 Eine stabile Gewihtung für den Köher D6 in der Orientierung
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ist w =
1
7
1
4
1
2048
1
2
1
512
1
14
. Diese Gewihtung ist
niht fortsetzbar. Ob die Ungleihungen für gröÿere Köher eine Lösung haben,
ist oen.
4.2.3 Alternierende Orientierung mit Flügel
Vergleihe auh Lemmata 50 und 56.
Sei Q′ ein Köher vom Typ Dm+2 in asymmetrisher Orientierung mit Punkten
Q0 = {α, β, 1, . . . ,m}. Sei der Köher Q vom Typ Dm+3 gegeben durh Q0 =
Q′0 ∪ {γ}, Q1 = Q′1 ∪ {γ → m}.
Q′ =
m
Q =
γ
}}||
|
m
Sei l(γ) ≥ l(i) für i = α, β, 1, . . . ,m.
Wegen der Bedingung l(γ) ≥ l(α), l(β) ist jetzt die alternierende Orientierung
kein Spezialfall mehr dieser Betrahtung, der Köher
α

@@
@
1



;;
;
γ


β 2
in alternierender Orientierung erfüllt diese Voraussetzung niht. Wir betrahten
also nur noh Situationen der Art
γ
}}||
|
m
yyss
s
m− 1
.
Sei V ein unzerlegbarer Modul mit (dimV )γ 6= 0. Ist auh V ′ = V |Q′ wie-
der unzerlegbar, so erhalten wir nah Lemma 50 nur Ungleihungen der Form
wγ < Ξ.
Sei nun V ′ zerlegbar. Dann ist V = D(m, γ) und V ′ = D(0,m)⊕A(1,m). Wir
shreiben V1 = D(0,m) und V2 = A(1,m). Da wir einen Pfeil m → (m − 1)
haben, haben beide Summanden den einfahen CokernE(m), also ist xV1 < l(m)
und xV2 < l(m). Das ist jeweils äquivalent zu a(Vi)l(m)− b(Vi) > 0.
Sei U nun ein maximaler unzerlegbarer Untermodul von V .
Ist (dimU) = 1, so bleibt als einzige Möglihkeit U = D(m− 1, γ). Also ist der
Cokern wieder E(m) und wir haben xV < l(m) zu zeigen. Wir haben
xV < l(m) ⇐⇒ b(V1) + b(V2) + l(γ)wγ
a(V1) + a(V2) + wγ
< l(m)
⇐⇒ wγ < l(m)a(V1)− b(V1) + l(m)a(V2)− b(V2),
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dabei benutzen wir l(γ) = l(m) + 1. Die rehte Seite ist positiv, also haben wir
wieder eine Bedingung der Art wγ < Ξ.
Sei nun (dimU) = 0. Die einzigen Möglihkeiten für U sind dann D(0,m) und
A(1,m). Wir shreiben B = b(A(1,m)) =
∑m
i=1 l(i)wi und A = a(A(1,m)) =∑m
i=1 wi. Wir wählen die Levelfunktion l : Q0 → Z so, daÿ l(α) = 1 und
l(β) = −1 ist. Dann ist
b(D(0,m)) = B − wβ + wα a(D(0,m)) = A+ wβ + wα
b(D(m, γ) = 2B − wβ + wα + l(γ)wγ a(D(m, γ) = 2A+ wβ + wα + wγ .
Damit haben wir:
xA(1,m) < xD(m,γ)
⇐⇒ B (2A+ wβ + wα + wγ) < (2B − wβ + wα + l(γ)wγ)A
⇐⇒ 2AB +B(wβ + wα) +Bwγ < 2AB +A(wα − wβ) +Al(γ)wγ
⇐⇒ B(wβ + wα) +A(wβ − wα) < wγ (Al(γ)−B)
⇐⇒
m∑
i=1
(
wβ(l(i) + 1) + wα(l(i)− 1)
)
wi < wγ
m∑
i=1
wi(l(γ)− l(i))
Wegen l(γ) > l(i) für alle i = 1, . . . ,m ist die rehte Seite positiv, wir erhal-
ten also eine Ungleihungen der Form wγ > Ξ. Für den anderen maximalen
Untermodul erhalten wir analog:
xD(0,m) < xD(m,γ)
⇐⇒ (B + wα − wβ) (2A+ wβ + wα + wγ)
< (2B − wβ + wα + l(γ)wγ) (A+ wβ + wα)
⇐⇒ A(wα − wβ)−B(wβ + wα)
< wγ (Al(γ)−B + wα(l(γ)− 1) + wβ(l(γ) + 1))
⇐⇒
m∑
i=1
(
wα(1− l(i))− wβ(1 + l(i))
)
wi
< wγ
(
wα(l(γ)− 1) + wβ(l(γ) + 1) +
m∑
i=1
(l(γ)− l(i))wi
)
Mit l(γ) ≥ l(α) = 1 ist die rehte Seite wieder positiv, wir haben also wieder
eine Bedingung wγ > Ξ.
Dies sind beides Ungleihungen vom Typ wγ > Ξ, andererseits haben wir von
vorher shon Bedingungen vom Typ wγ < Ξ. Im Allgemeinen nden wir daher
kein wγ , das die gegebene Gewihtung fortsetzt.
Beispiel 58 Die Gewihtung aus Beispiel 57 ist auh stabil für D6 in der Ori-
entierung
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5 Typ En
Die Untersuhung der Typen E6, E7, E8 bildet ein endlihes Problem. Daher
bietet es sih an, diese Köher mit dem Computer zu bearbeiten.
Um zu entsheiden, ob es zu einem gegebenen KöherQ eine stabile Gewihtung
gibt, benötigen wir zwei Shritte:
1. Bestimme alle Unzerlegbaren V mit ihren maximalen unzerlegbaren Un-
termoduln U (jeweils bis auf Isomorphie). Jedes solhe Paar V, U bestimmt
eine Ungleihung
∑
p,q∈Q0
Ap,q(V, U)wpwq > 0 in den wp.
2. Entsheide, ob die Menge aller so erhaltenen Ungleihungen eine Lösung
hat.
Da ein Köher vom Typ En darstellungsendlih ist, können wir die Isomor-
phieklassen der unzerlegbaren Moduln in einer endlihen Liste angeben. Ein
unzerlegbarer Modul ist dabei eindeutig (bis auf Isomorphie) durh seinen Di-
mensionsvektor festgelegt. Für jedes Paar (V, U) von Elementen dieser Liste
können wir nun mit Hilfe des folgenden Satzes entsheiden, ob U ein Untermo-
dul von V ist:
Theorem 59 (Shoeld [15℄) Sei
χ(d, e) :=
∑
p∈Q0
dpep −
∑
β:p→q∈Q1
dpeq
die Euler-Form zum Köher Q für zwei Dimensionsvektoren d und e. Dann ist
U ein Untermodul von V genau dann, wenn
max {−χ (dimU ′, dimV − dimU) |U ′ Untermodul von U} = 0
gilt.
Wir erhalten so alle unzerlegbaren Untermoduln U zu einem Unzerlegbaren
V . Aus dieser Menge können wir wiederum mit obigem Satz die maximalen
Elemente bestimmen.
Insgesamt erhalten wir so eine endlihe Liste von Paaren (V, U) von unzerleg-
baren Moduln, so daÿ U maximaler unzerlegbarer Untermodul von V ist.
Die Ap,q(V, U) hängen nur von der Levelfunktion l und den Dimensionsvektoren
von V und U ab, siehe Abshnitt 2.1. Wir können nun also die Menge aller
Ungleihungen bestimmen, die für eine stabile Gewihtung erfüllt sein müssen.
Zur Untersuhung der Lösbarkeit dieses Ungleihungssystem wird dann das Ver-
fahren der algebraishen zylindrishen Zerlegung benutzt (siehe [2℄, Algorithm
12.30). Leider ist die Komplexität des Verfahrens O(sd)2
k
, dabei ist d der Ma-
ximalgrad der Ungleihungen (bei uns d = 2), k die Zahl der Variablen (bei uns
also k = ♯Q0) und s die Zahl der Ungleihungen.
In der Praxis
3
übersteigt shon für D6 die Rehenzeit sinnvolle Grenzen (einige
Tage/Wohen).
3
Der Algorithmus wurde als Programm für das Computeralgebrasystem mupad implemen-
tiert. Der benutzte Rehner ist ein 3Ghz-AMD64-Rehner mit 1GByte Hauptspeiher. Das
Programm ndet sih unter http://wmaz.math.uni-wuppertal.de/bender/hesselink.
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Im Falle E6 können wir den Aufwand für einige Orientierungen durh Ausnutzen
der Symmetrie des Köhers reduzieren (siehe Lemma 43). Für die Orientierung
2
   =
==
6

4
   =
==
1 3 5
geben wir hier die mit dem Programm erhaltenen Ungleihungen an (die ersten
vier Ungleihungen sind die, die sih aus den Typ A Unterköhern ergeben):
w2w3 − w1w4 > 0,
w2w3 − w1w6 > 0,
w3w4 − w2w5 > 0,
w3w4 − w5w6 > 0,
w2w3 − w1w4 + w2w5 > 0,
w2w3 − w1w4 − w1w6 > 0,
w1w4 − w2w5 + w3w4 > 0,
w2w3 + w3w4 − w3w6 > 0,
w2w3 − w3w4 + w3w6 > 0,
w3w4 − w2w3 + w3w6 > 0,
w3w4 − w2w5 − w5w6 > 0,
w1w2 + w1w4 + w3w4 − w3w6 > 0,
2w2w3 − w1w4 − w1w2 − w1w6 > 0,
w2w3 − w1w4 − w1w6 + w2w5 > 0,
w1w2 + w1w6 − w3w4 + w3w6 > 0,
w2w3 − w1w4 − w3w4 + w3w6 > 0,
w2w3 − w1w6 + w3w4 − w3w6 > 0,
w3w4 − w2w5 − w2w3 + w3w6 > 0,
w2w3 + w2w5 − w3w6 + w4w5 > 0,
w1w4 − w2w5 + w3w4 − w5w6 > 0,
w2w3 + w3w4 − w3w6 − w5w6 > 0,
w3w6 − w2w3 + w4w5 + w5w6 > 0,
2w3w4 − w2w5 − w4w5 − w5w6 > 0,
2w2w3 − w1w4 − w1w2 − w1w6 + w2w5 > 0,
2w2w3 − 2w1w4 − w1w2 − w1w6 + w2w5 > 0,
w1w2 + w1w4 + w2w5 − w3w6 + w4w5 > 0,
w1w4 − w2w3 + w1w6 + w3w4 + w3w6 > 0,
w2w3 + w2w5 − w3w4 + w3w6 + w5w6 > 0,
w2w3 − w1w6 + w3w4 − w3w6 − w5w6 > 0,
w1w4 − w2w5 + 2w3w4 − w4w5 − w5w6 > 0,
w1w4 − 2w2w5 + 2w3w4 − w4w5 − w5w6 > 0,
w1w4 − w2w3 + w1w6 − w2w5 + w3w4 + w3w6 > 0,
w1w2 + w1w4 − w2w5 + w3w4 − w3w6 − w5w6 > 0,
w1w2 + w1w6 + w2w5 − w3w4 + w3w6 + w5w6 > 0,
w2w3 − w1w4 − w1w6 + w2w5 − w3w6 + w4w5 > 0,
w2w3 − w1w4 + w2w5 − w3w4 + w3w6 + w5w6 > 0,
w1w4 − w2w3 + w1w6 + w3w6 + w4w5 + w5w6 > 0,
w1w2 + w1w4 + w2w3 + w2w5 + w3w4 − w3w6 + w4w5 > 0,
w1w2 + w2w3 + w1w6 + w2w5 − 2w3w4 + w3w6 + w5w6 > 0,
w1w4 − 2w2w3 + w1w6 + w3w4 + w3w6 + w4w5 + w5w6 > 0,
w2w3 − w1w4 − w1w2 − w1w6 + w2w5 + w3w4 − w3w6 + w4w5 > 0,
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w1w2 + w1w4 + w2w3 − w2w5 + w3w4 − w3w6 − w4w5 − w5w6 > 0,
w1w2 + w1w4 − w2w3 + w1w6 + w2w5 − w3w4 + w3w6 + w4w5 + w5w6 > 0,
w2w3 − w1w4 − w1w2 − w1w6 − w2w5 + w3w4 + w3w6 − w4w5 − w5w6 > 0.
Diese 44 Ungleihungen können wir durh Ausnutzen der Symmetrie w5 = w1,
w4 = w2 auf 17 Ungleihungen
4
reduzieren:
w2w3 − w1w2 > 0,
w2w3 − w1w6 > 0,
w3w6 − w1w2 > 0,
4w1w2 − w3w6 > 0,
2w2w3 − w3w6 > 0,
w2w3 − w1w2 − w1w6 > 0,
2w2w3 − w1w2 − w1w6 > 0,
2w2w3 − 2w1w2 − w1w6 > 0,
2w1w2 + w2w3 − w3w6 > 0,
4w1w2 + 2w2w3 − w3w6 > 0,
2w2w3 − w1w6 − w3w6 > 0,
2w2w3 − 2w1w6 − w3w6 > 0,
w1w2 − w2w3 + w1w6 + w3w6 > 0,
w1w2 + w2w3 − w1w6 − w3w6 > 0,
2w1w2 − w2w3 + 2w1w6 + w3w6 > 0,
2w2w3 − 4w1w2 − 2w1w6 + w3w6 > 0,
4w1w2 − 2w2w3 + 2w1w6 + w3w6 > 0.
Die algebraishe zylindrishe Zerlegung liefert dann (u.a.) diese Lösung des Un-
gleihungssystems:
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Berehnungen der Ungleihungen mit dem ersten Teil des Programms für die
anderen Orientierungen und Ausprobieren ergibt, daÿ es für alle Orientierungen
von E6 eine stabile Gewihtung gibt, bis auf die, die a priori aussheiden, da sie
einen verbotenen Typ A5 oder Typ D5 Unterköher haben. Im folgenden wird
für jede Orientierung (bis auf Dualität) eine stabile Gewihtung angegeben. Für
Orientierungen, für die es keine stabile Gewihtung gibt, ist der Unterköher
vom Typ A5 oder D5, der eine Trennung der Orbiten verhindert, durh dikere
Punkte (•) markiert.
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Dieselben Ungleihungen wurden auh durh eine drei Tage dauernde Rehnung per Hand
gefunden.
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Die Fälle E7 und E8 bleiben oen.
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