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Abstract
The Massively Parallel Computation (MPC) model is an emerging model which distills
core aspects of distributed and parallel computation. It has been developed as a tool to solve
(typically graph) problems in systems where the input is distributed over many machines
with limited space.
Recent work has focused on the regime in which machines have sublinear (in n, the
number of nodes in the input graph) memory, with randomized algorithms presented for
fundamental graph problems of Maximal Matching and Maximal Independent Set. However,
there have been no prior corresponding deterministic algorithms.
A major challenge underlying the sublinear space setting is that the local space of each
machine might be too small to store all the edges incident to a single node. This poses a
considerable obstacle compared to the classical models in which each node is assumed to
know and have easy access to its incident edges. To overcome this barrier we introduce a
new graph sparsification technique that deterministically computes a low-degree subgraph
with additional desired properties. The degree of the nodes in this subgraph is small in
the sense that the edges of each node can be now stored on a single machine. This low-
degree subgraph also has the property that solving the problem on this subgraph provides
significant global progress, i.e., progress towards solving the problem for the original input
graph.
Using this framework to derandomize the well-known randomized algorithm of Luby
[SICOMP’86], we obtainO(log∆+log logn)-round deterministicMPC algorithms for solving
the fundamental problems of Maximal Matching and Maximal Independent Set with O(nε)
space on each machine for any constant ε > 0. Based on the recent work of Ghaffari et
al. [FOCS’18], this additive O(log logn) factor is conditionally essential. These algorithms
can also be shown to run in O(log∆) rounds in the closely related model of CONGESTED
CLIQUE, improving upon the state-of-the-art bound of O(log2 ∆) rounds by Censor-Hillel
et al. [DISC’17].
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1 Introduction
The last few years have seen an increasing interest in the design of parallel algorithms. This has
been largely caused by the successes of a number of massively parallel computation frameworks,
such as MapReduce [18, 19], Hadoop [53], Dryad [34], or Spark [54], which resulted in the need
of active research for understanding the computational power of such systems. The Massively
Parallel Computations (MPC) model, first introduced by Karloff et al. [36] have became the
standard theoretical model of algorithmic study, as it provides a clean abstraction of these
frameworks.
The MPC model shares many similarities to earlier models of parallel computation, for
example with the PRAM model; indeed, it was quickly observed that it is easy to simulate a
single step of PRAM in a constant number of rounds on MPC [30, 36], implying that a vast
body of work on PRAM algorithms naturally translates to the MPC model. However, the fact
that the MPC model allows for a lot of local computation (in principle, unbounded) enabled it
to capture a more “coarse-grained” and meaningful aspect of parallelism. Recent works have
brought a number of new algorithms for fundamental graph combinatorial and optimization
problems that demonstrated that in many situations the MPC model can be significantly more
powerful than PRAM. And so, for example, in a sequence of papers we have seen that the
fundamental problems of connectivity (see, e.g., [3, 6]), matching, maximal independent set,
vertex cover, coloring, etc (see, e.g., [5, 4, 9, 11, 12, 13, 16, 17, 23, 27, 40, 39]) can be solved in
the MPC model significantly faster than on the PRAM. However, the common feature of most
of these results is that they were relying on randomized algorithms, and very little research has
been done to study deterministic algorithms.
The main theme of this paper is to explore the power of the MPC model in the context
of deterministic algorithms. In particular, we want to understand whether the MPC model
allows faster deterministic algorithms than in the PRAM-like models, in a similar way as it has
demonstrated to do in the setting of randomized computations.
We consider two corner-stone problems of local computation: maximal matching and max-
imal independent set (MIS). These problems are arguably among the most fundamental graph
problems in parallel and distributed computing with numerous applications. The study of these
problems can be traced back to PRAM algorithms of the 1980s [1, 35, 37, 44] and they have been
considered as benchmark problems in various computational models since then. In particular,
these problems have been central in our understanding of derandomization techniques. Luby
[44], and independently Alon et al. [1], have been the first to present a generic transformation of
parallel algorithms for maximal matching and MIS, to obtain efficient deterministic algorithms
for these problems in the PRAM model. For example, Luby [44] showed that his randomized
MIS O(log n)-time algorithm can be derandomized on PRAM in O(log3 n log log n) time. The
bound was later improved to O(log3 n) time [28], O(log2.5 n) time [31], and then O˜(log2 n) time
[33].
The MPC model. The Massively Parallel Computations (MPC) model was first introduced
by Karloff et al. [36] and later refined in [2, 8, 30]. In the MPC model, there are M machines
and each of them has S words of space. Initially, each machine receives its share of the input.
In our case, the input is a collection V of nodes and E of edges and each machine receives
approximately n+mM of them (divided arbitrarily), where |V | = n and |E| = m.
The computation proceeds in synchronous rounds in which each machine processes its local
data and performs an arbitrary local computation on its data without communicating with
other machines. At the end of each round, machines exchange messages. Each message is sent
only to a single machine specified by the machine that is sending the message. All messages sent
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and received by each machine in each round have to fit into the machine’s local memory. Hence,
their total length is bounded by S. This, in particular, implies that the total communication of
the MPC model is bounded by M · S in each round. The messages are processed by recipients
in the next round. At the end of the computation, machines collectively output the solution.
The data output by each machine has to fit in its local memory. Hence again, each machine
can output at most S words.
Local memory, range of values for S and M , and fully scalable algorithms. If the
input is of size N , one usually wants S to be sublinear in N , and the total space across all the
machines to be at least N (in order for the input to fit onto the machines) and ideally not much
larger. Formally, one usually considers S ∈ Θ(N ε), for some ε > 0. Optimally, one would want
to design fully scalable algorithms, which work for any positive value of ε (see, e.g., [3, 27, 46]),
though most of the earlier works have been focusing on graph algorithms whose space S has
been close to the number of edges of the graph (see, e.g., [39], where S = Θ
(
n1+ε
)
), or close to
the number of nodes of the graph (see, e.g., [5, 17, 23], where S = Θ˜(n)).
In this paper, the focus is on graph algorithms. If n is the number of nodes in the graph,
the input size can be as large as Θ
(
n2
)
. Our deterministic parallel algorithms are fully scalable,
i.e., for any constant ε > 0 require S = Θ(nε) space per machine, which is polynomially less
than the size of the input.
Known bounds. For many graph problems, including MIS and maximal matching, fully
scalable randomized O(log n) round nΩ(1) space MPC algorithms can be achieved by simulating
PRAM algorithms [1, 35, 44]. These bounds (still in the randomized case) have been improved
only very recently and only in some settings. For fully scalable algorithms, we know only
of a randomized algorithm due to Ghaffari and Uitto [27] working in O˜(
√
log ∆) rounds for
maximal matching and MIS, where ∆ is the maximum degree. Better bounds are known for
maximal matching algorithms using significantly more memory: Lattanzi et al. [39] gave an
O(1/ε) rounds randomized algorithm using O(n1+ε) space per machine, and Behnezhad et al.
[13] presented an O(log log∆+log log log n) rounds randomized algorithm in n/2Ω(
√
logn) space.
Further, Ghaffari et al. [26] gave conditional evidence that no o(log log n) round fully scalable
MPC algorithm can find a maximal matching, or MIS (or a constant approximation of minimum
vertex cover or of maximum matching).
Unfortunately, much less is known about deterministic MPC algorithms for maximal match-
ing and MIS. Except some parts of the early work in [30] (cf. Lemma 4), we are not aware of
any previous algorithms designed specifically for the MPC model. One can use a simulation of
PRAM algorithms (so long as they use O˜(m) total space) to obtain fully scalable determinis-
tic algorithms for maximal matching and MIS on MPC, and their number of rounds would be
asymptotically the same; to our knowledge, the fastest deterministic PRAM algorithms require
O(log2.5 n) [31] rounds for maximal matching, and O˜(log2 n) rounds for MIS [33]. If one can
afford to use linear memory per machine, S = O(n), then the recent deterministic CONGESTED
CLIQUE algorithms for MIS by Censor-Hillel et al. [15], directly give an O(log n log ∆)-round
deterministic MPC algorithm for MIS .
There have been some related works on derandomization in the LOCAL, CONGEST, and
CONGESTED CLIQUE distributed models (cf. [7, 20, 24, 25, 32, 47, 48]). The MPC setting in
the low space regime brings along crucial challenges that distinguishes it from the all previous
computational models in which derandomization has been studied. The inability of a machine to
view the entire neighborhood a node requires novel derandomization paradigms, which is why
we developed deterministic graph sparsification. We note that graph sparsification has been
shown to be useful before in the context of low-space randomized MPC algorithms (e.g., [27]).
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1.1 New results
We demonstrate the power of the deterministic algorithms in the MPC model on the example
of two fundamental optimization problems: finding a maximal matching and finding an MIS.
Theorem 1 (Maximal Matching and MIS). For any constant ε > 0, maximal matching and
MIS can be found deterministically in the MPC model in O(log∆ + log log n) rounds, using
O(nε) space per machine and O(m+ n1+ε) total space.
While the additive O(log log n) term in the bound in Theorem 1 looks undesirable, it is
most likely necessary. Indeed, as mentioned earlier, Ghaffari et al. [26] provided an Ω(log log n)
conditional hardness result for maximal matching and MIS, even for randomized fully scalable
MPC algorithms. They proved that unless there is an o(log n)-round (randomized) MPC al-
gorithm for connectivity with local memory S = nε for a constant 0 < ε < 1 and poly(n)
global memory (see [50] for strong arguments about the hardness of that problem), there is no
component-stable randomized MPC algorithm with local memory S = nε and poly(n) global
memory that computes a maximal matching or an MIS in o(log log n) rounds (see [26] for a
more precise claim and explanations of the notation). For maximal matching, the lower bound
holds even on trees.
1.1.1 Our approach: deterministic graph sparsification
Our results rely on a generic method of computing deterministically low-degree subgraphs with
some desired properties that depend on the specific problem. This approach has two key objec-
tives: (i) providing a randomized sparsification procedure that uses only pairwise (or limited)
independence, and thus based on a small seed (e.g., of O(log∆) bits), (ii) providing an efficient
derandomization technique using the classical methods of conditional expectations. Compared
with previous work our challenge is twofold: (i) handling the situation where nodes do not
know all their neighbors and (ii) beating the existing bounds known for MPC (and also CON-
GESTED CLIQUE) models by using a more tailored derandomization approach (e.g., reducing
seed length).
The most obvious limitation in low-space MPC is that a node’s neighborhood cannot be
collected onto a single machine. To circumvent this, we derandomize the sampling of a low-
degree subgraph, so that neighborhoods (in fact, 2-hop neighborhoods) in the subgraph do
fit in the memory of a single machine. The challenge is to show that we can obtain low-
degree subgraphs which preserve properties useful for the problem. Specifically, we need to
find subgraphs that contain matchings and independent sets which are adjacent to a constant
fraction of edges in the original graph.
It transpires that the constraint of having space per machine S means that, in a single stage,
we can only derandomize the sub-sampling of nodes or edges with probability at least (roughly)
S−1. Otherwise, any fixed machine holds fewer than one sampled node or edge in expectation, so
machines cannot tell which random seeds are good when performing the method of conditional
expectations. If we wish to subsample with a lower probability, we must split the process into
multiple stages using probabilities at least S−1. Since we are assuming that S = nΘ(1), though,
only a constant number of such stages is required. So, we are able to “deterministically sample,”
as long as we are able to maintain some invariant that guarantees that our sampled graph has
some good property after every stage.
Another caveat is that we can only subsample node degrees until they are at least nδ,
for some constant δ > 0. Beyond this point, concentration bounds for c-wise independent
random variables (for constant c) will not guarantee high probability bounds, and thus we
cannot maintain properties for all nodes in the sampled graph. If we used higher independence
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then our families of hash functions would need to be larger and the method of conditional
expectations would require a super-constant number of rounds. Fortunately, sampling down
to degree nδ is sufficient in out setting, since we can then fit 2-hop neighborhoods on a single
machine.
This deterministic sampling is the cornerstone of both of our algorithms. Having obtained,
deterministically, a low degree graph which maintains certain good properties, we can then
perform one more derandomization step to obtain a maximal matching or MIS. This step is
similar to Luby’s algorithm, and essentially involves sampling edges (or nodes) with probability
inversely proportional to their degree in the sampled graph. We need to have 2-hop neigh-
borhoods stored on a single machine in order for it to determine which edges/nodes are in
the matching or independent set. As mentioned earlier, using c-wise independence we cannot
achieve high-probability bounds for this process, but in this case constant probability is suffi-
cient. This is because we no longer need to find a seed that is good for every node; we merely
need to ensure that the seed induces a matching or independent set which will remove a constant
fraction of the edges from the original graph.
This overall process can be performed in only a constant number of MPC rounds in total,
and constructs a matching/independent set such that removing the set and its neighborhood
from the graph reduces the number of edges by a constant factor. After O(log n) iterations
(i.e., O(log n) MPC rounds overall), no edges remain in the graph, so we have found an MIS or
maximal matching, respectively.
To improve the round complexity to O(log∆ + log log n), we note that if log ∆ is o(log n)
then neighborhoods of radius O
(
logn
log∆
)
already fit onto single machines, and we do not have
to perform our deterministic graph sparsification step. Furthermore, we show that a stage
of Luby’s algorithm requires only an O(log∆)-bit random seed, and so we can derandomize
O
(
logn
log∆
)
stages of Luby’s algorithm at once using the method of conditional expectations.
This allows us to compress the stages of the algorithm, and perform all Θ(logn) necessary
stages in only O(log∆) MPC rounds. The O(log log n) term arises from the need to collect the
neighborhoods onto machines.
Maximal independent set and matching. Our end-goal result converts a version of Luby’s
randomized MIS and maximal matching algorithms into O(log n)-round fully scalable determin-
istic algorithms in the MPC model. Luby’s algorithm takes an input graph and in O(log n)
rounds finds an MIS. In each round, the algorithm finds some independent set I and removes I
and N(I) from the input graph. The crux of the analysis is that in expectation, the number of
edges removed in a single round is a constant fraction of the original number of edges, ensuring
that in expectation, O(log n) rounds suffice to find an MIS. A similar construction holds for the
maximal matching problem, where one finds and removes matchings rather than independent
sets.
It is known that Luby’s algorithm can be derandomized, however on PRAMs and other
classical models of parallel and distributed computation models, PRAMs and CONGESTED
CLIQUE, the known derandomization techniques are expensive and lead to deterministic algo-
rithms running in a super-logarithmic number of rounds (see, e.g., [1, 15, 28, 31, 33, 44]).
In this paper, we will show that the MPC model can perform the derandomization very
efficiently, even in the fully scalable model with very limited memory per machine, via our
generic method of derandomization of the sampling of a low-degree graph while maintaining
some desired properties. We will model Luby’s algorithm and ensure that each of its rounds can
be simulated deterministically in a constant number of MPC rounds. In particular, we present
a deterministic O(1)-MPC round construction that for a given graph G finds an independent
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set I for which the number of edges incident to I ∪ N(I) is at least constant fraction of the
edges of G. (A similar construction holds for maximal matching.)
We implement a variant of Luby’s algorithm whose randomness can be limited by using only
c-wise independent hash functions, for some constant c. Then, we employ the classic method of
conditional expectations to find a hash function that will ensure sufficient progress (in our case,
that we find an independent set whose removal eliminates a constant fraction of edges from
the graph). While this approach may appear standard, it requires overcoming several major
challenges caused not only by the deterministic use of hash functions, but most importantly by
the limitations of the fully scalable model with very limited memory per machine in the MPC
model.
1.1.2 Implications to CONGESTED CLIQUE
As recently observed (cf. [10]), the MPC model is very closely related to the CONGESTED
CLIQUE model from distributed computing. The nowadays classical distributed CONGESTED
CLIQUE model (see, e.g., [43, 49]) is a variant of the classical LOCAL model of distributed
computation (where in each round network nodes can send through all incident links messages
of unrestricted size) with limited communication bandwidth. The distributed system is repre-
sented as a complete network (undirected graph) G, where network nodes execute distributed
algorithms in synchronous rounds. In any single round, all nodes can perform an unlimited
amount of local computation, send a possibly different O(log n)-bit message to each other node,
and receive all messages sent by them. We measure the complexity of an algorithms by the
number of synchronous rounds required.
It is not difficult to see (see, e.g., [10]) that any r-round CONGESTED CLIQUE algorithm can
be simulated in O(r) rounds in the MPC model with n machines and S = O(rn). Furthermore,
Behnezhad et al. [10] showed that by using the routing scheme of Lenzen [41], MPC algorithms
with S = O(n) are adaptable to the CONGESTED CLIQUE model. These results immediately
imply that the recent deterministic CONGESTED CLIQUE algorithm due to Censor-Hillel et al.
[15] to find MIS in O(log n log∆) rounds can be extended to be run in the MPC model with
S = O˜(n). (When ∆ = O(n1/3), the bound improves to O(log∆).) Notice though, that in
contrast to our work, the derandomization algorithm from [15] relies on a derandomization of
Ghaffari’s MIS algorithm [21], whereas our derandomization is based on Luby’s MIS algorithm.
These simulations imply also that our new deterministic MPC algorithms for maximal match-
ing and MIS can be implemented to run in the CONGESTED CLIQUE model using O(log∆)
rounds. By combining Theorem 3, for the regime ∆ = ω(n1/3), with the O(log∆)-round MIS
algorithm of [15] for the regime ∆ = O(n1/3), we get the O(log∆)-round algorithm for MIS. We
further note that, in the ∆ = O(n1/3) regime, one can collect 2-hop neighborhoods onto single
machines, and thus find a maximal matching by simulating MIS on the line graph of the input
graph. So, combining Theorem 1 with the MIS algorithm of [15] yields the following:
Corollary 2. One can deterministically find MIS and maximal matching in O(log∆) rounds
in the CONGESTED CLIQUE model.
Comparison with Censor-Hillel et al. [15] Our framework of derandomization bares some
similarity to a recent approach due to Censor-Hillel et al. [15] which deterministically finds MIS
in O(log n log∆) rounds in the CONGESTED CLIQUE model; by known reductions this extends
to the MPC model with S = O˜(n). Notice that the new algorithm in our paper obtains a smaller
number of rounds O(log∆) and smaller space on each machine S = nε.
The deterministic MIS algorithm of Censor-Hillel et al. [15] works in the CONGESTED
CLIQUE model and it is based on the derandomization of Ghaffari’s MIS algorithm [21]. The
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latter algorithm of [21] has the common two-phase structure: a randomized part of O(log∆)
rounds followed by a deterministic part that solves the remaining undecided graph in 2O(
√
logn)
rounds. [15] first show that a slight modification of Ghaffari’s randomized part can be simulated
using only pairwise independence. As a result, each of the O(log∆) randomized steps can be
simulated using a random seed of length O(log n). By combining with the method of conditional
expectations of Luby [45], [15] gave an O(log n) round procedure to compute the O(log n) seed
for each of the O(log∆) steps, yielding a total round complexity of O(log∆ log n) rounds. On
the high level, the seed is computed in a bit-by-bit manner spending O(1) rounds for each bit
using a voting procedure (i.e., each node votes for its preferable bit value). [15] also showed that
if each node knows its 2-hop neighborhood, the round complexity can be considerably improved
to O(1) rounds per randomized step, yielding in this case an O(log∆)-round algorithm for the
entire MIS computation.
The approach taken in the current paper bares some similarity with that of [15], but it is
also different in several key aspects. The main limitation in the derandomization of Ghaffari’s
algorithm in the MPC setting is the following. In [15] it is shown that after O(log∆) steps of de-
randomization the remaining unsolved graph has a linear number of edges. In the CONGESTED
CLIQUE model, at this point, the computation can be completed in just a constant number of
rounds by collecting the unsolved graph to a single node using Lenzen’s routing algorithm [41].
In our MPC setting, the memory of each machine is sublinear and thus this approach is no
longer applicable.
Our algorithm is based on derandomizing Luby’s MIS algorithm, spending only O(1) rounds
to simulate each randomized step rather than O(log n) rounds as follows by the approach of [15].
This fast derandomization is in particular challenging in the case of large degrees, specifically
for ∆ = nΩ(ε). In the latter case, one cannot even collect the neighbors of a node into a single
machine. This challenge calls for a different approach than that taken in [15], based on graph
sparsification. Roughly speaking, in each Luby’s step, our algorithm puts a focus on a subset
of promising nodes, namely, nodes whose removal (by either joining the MIS or having their
neighbors join the MIS) reduces the size of the remaining unsolved graph by a constant factor.
It then provides a deterministic procedure to sparsify this subset in a way that guarantees
that the induced subgraph on the selected nodes is sparse. This sparsity allows us to collect
the 2-hop neighborhood of each such node into its machine. At this point, we can apply a
faster O(1)-round derandomization in a similar manner to that used1 in [15]. We note that
the approach of identifying a sparse subgraph whose removal yields to a large (global) progress
has been used before in the setting of randomized local algorithms (see e.g., [22, 27]) but it is
considerably less studied in the context of deterministic algorithms.
2 Preliminaries
An independent set in a graph G = (V,E) is any subset of nodes I ⊆ V such that no two nodes
in I share an edge. An independent set I is called a maximal independent set (MIS) if it is not
possible to add any other node of G to I and obtain an independent set.
A matching of a graph G = (V,E) is any independent subset of edges M ⊆ E (i.e., no two
edges in M share an endpoint). A matching M of a graph G is a maximal matching if it is not
possible to add any other edge of G to M and obtain a matching.
For a node v ∈ V , the neighborhood N(v) is the set of nodes u with {u, v} ∈ E; for any
U ⊆ V , we define N(U) = ⋃v∈U N(v).
1In [15], this faster derandomization was applied only for ∆ = O(
√
n), namely, in a setting where a node can
learn its 2-hop neighbors in a constant number of rounds.
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In any graph G we denote the degree of a node v or an edge e (the degree of an edge is the
number of other edges sharing an endpoint to it) by d(v) and d(e), respectively. If we have a
subset of nodes U ⊆ V or edges E′ ⊆ E, we will denote dU (v) to be the number of nodes u ∈ U
such that {u, v} ∈ E, and dE′(v) to be the number of edges e ∈ E′ such that v ∈ e. We define
degree of edges dE′(e) to be the number of edges in E
′ which are adjacent to e. We will use
u ∼ v to denote adjacency between nodes (or edges), with the underlying graph as a subscript
where it is otherwise ambiguous.
Throughout the paper for any positive integer ℓ, we use [ℓ] to denote the set {1, . . . , ℓ}.
2.1 Luby’s MIS algorithm
Both our MIS algorithm and our maximal matching algorithm will be based on Luby’s algorithm
[44] for MIS:
Algorithm 1 Luby’s MIS algorithm
while |E(G)| > 0 do
Each node v generates a random value zv ∈ [0, 1]
Node v joins independent set I iff zv < zu for all u ∼ v
Add I to output independent set
Remove I and N(I) from the graph G
end while
The central idea in the analysis is to define an appropriated subset of nodes and show that
it is adjacent to a constant fraction of edges in the graph G. Let X be the set of all nodes v
that have at least d(v)3 neighbors u with d(u) ≤ d(v). Then the following lemma is shown, for
example, in Lemma 8.1 of [52].
Lemma 3. Let X be the set of all nodes v that have at least d(v)3 neighbors u with d(u) ≤ d(v).
Then
∑
v∈X d(v) ≥ 12 |E|.
Next, one can then show that every node v ∈ X has a constant probability of being removed
from G, and therefore, in expectation, a constant fraction of G’s edges are removed.
This approach gives an O(log n)-round randomized algorithm for MIS (with S = nε). Luby
showed, also in [44], that the analysis requires only pairwise independent random choices, and
that the algorithm can thus be efficiently derandomized (in O(log3 n log log n) parallel time).
However, doing so directly requires many machines (O(mn2) = O(n4) in [44]), which would
generally be considered a prohibitively high total space bound in MPC.
The approach used in Luby’s MIS algorithm can be also extended to find maximal matching,
since a maximal matching in G is an MIS in the line graph of G, and in many settings one can
simulate Luby’s algorithm on this line graph.
2.2 Communication in low-space MPC
Low-space MPC is in some ways a restrictive model, and even fully scalable algorithms for rout-
ing and communication therein are highly non-trivial. Fortunately, prior work on MapReduce
and earlier models of parallel computation have provided black-box tools which will permit all
of the types of communication we require for our algorithms. We will not go into the details of
those tools, but instead refer the reader to the following summary:
Lemma 4 ([30]). For any positive constant ε, sorting and computing prefix sums of n numbers
can be performed deterministically in MapReduce (and therefore in the MPC model) in a constant
number of rounds using S = nε space per machine and O(n) total space.
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The computation of prefix sums here means the following: each machine m ∈ [M ] holds an
input value xm, and outputs
∑M
i=1 xi.
Proof. The result for sorting follows from applying Theorem 3.1 of [30] to the BSP sorting
algorithm of [29]. The prefix sums result comes from Lemma 2.2 of [30].
This result essentially allows us to perform all of the communication we will need to do in a
constant number of rounds. For example, by sorting edges according to nodes identifiers, we can
ensure that the neighborhoods of all nodes are stored on contiguous blocks of machines. Then,
by computing prefix sums, we can compute sums of values among a node’s neighborhood, or
indeed over the whole graph. Where 2-hop neighborhoods fit in the memory of a single machine,
we can collect them by sorting edges to collect 1-hop neighborhoods onto machines, and then
having each such machine send requests for the neighborhoods of all the nodes it stores.
2.3 Families of k-wise-independent hash functions
Our derandomization is based on a classic recipe: we first show that a randomized process using
a small random seed produces good results, by using our random seed to select a hash function
from a k-wise independent family. Then, we search the space of random seeds to find a good
one, using the method of conditional expectations (sometimes called the method of conditional
probabilities).
The families of hash functions we require are specified as follows:
Definition 5. For N,L, k ∈ N such that k ≤ N , a family of functions H = {h : [N ] → [L]}
is k-wise independent if for all distinct x1, . . . , xk ∈ [N ], the random variables h(x1), . . . , h(xk)
are independent and uniformly distributed in [L] when h is chosen uniformly at random from H.
We will use the following well-known lemma (see, e.g., Corollary 3.34 in [51]).
Lemma 6. For every a, b, k, there is a family of k-wise independent hash functions H = {h :
{0, 1}a → {0, 1}b} such that choosing a random function from H takes k · max{a, b} random
bits, and evaluating a function from H takes time poly(a, b, k).
For all of our purposes (except when extending to low degree inputs, in Section 5), when
we require a family of hash functions, we will use a family of c-wise independent hash functions
H = {h : [n3] → [n3]}, for sufficiently large constant c (we can assume that n3 is a power of 2
without affecting asymptotic results). We choose n3 to ensure that our functions have (more
than) large enough domain and range to provide the random choices for all nodes and edges in
our algorithms. By Lemma 6, a random function can be chosen from H using O(log n) random
bits (defining the seeds).
2.4 Method of conditional expectations
Another central tool in derandomization of algorithms we use is the classical method of condi-
tional expectations. In our context, we will show that, over the choice of a random hash function
h ∈ H, the expectation of some objective function (which is a sum of functions calculable by
individual machines) is at least some value Q. That is,
Eh∈H
[
q(h) :=
∑
machines x
qx(h)
] ≥ Q .
Since, by the probabilistic method, this implies the existence of a hash function h∗ ∈ H for
which q(h∗) ≥ Q, then our goal is to find one such h∗ ∈ H in O(1) MPC rounds.
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We will find the sought hash function h∗ by fixing the O(log n)-bit seed defining it (cf.
Lemma 6), by having all machines agree gradually on chunks of logS = Θ(log n) bits at a time.
That is, we iteratively extend a fixed prefix of the seed until we have fixed the entire seed. For
each chunk, and for each i, 1 ≤ i ≤ S, each machine calculates Eh∈H [qx(h)|Ξi], where Ξi is
the event that the random seed specifying h is prefixed by the current fixed prefix, and then
followed by i. We then sum these values over all machines for each i, using Lemma 4, obtaining
Eh [q(h)|Ξi]. By the probabilistic method, at least one of these values is at least Q. We fix i to
be such that this is the case, and continue.
After O(1) iterations, we find the entire seed to define a hash function h∗ ∈ H such that
q(h∗) ≥ Q. Since each iteration requires only a constant number of MPC rounds, this process
takes only O(1) rounds in total.
Roadmap. In Section 3, we describe an O(log n)-round algorithm for the maximal matching
problem by derandomizing Luby’s algorithm, via a deterministic graph sparsification technique.
Then, in Section 4, we extend our technique to compute also MIS within O(log n) rounds. This
provides O(log∆)-round algorithms for maximal matching and MIS in the regime where the
maximum degree ∆ is large, i.e., ∆ = nΩ(ε). In Section 5, we consider the complementary
regime where log∆ = o(log n). The main result of this section is an O(log∆+ log log n)-round
algorithm in the MPC model (and in fact, also in the CONGESTED CLIQUE model).
3 Maximal matching in O(log n) MPC rounds
In this section we present a deterministic fully scalable O(log n)-rounds MPC algorithm for the
maximal matching problem. Later, in Section 5, we will extend this algorithm to obtain a round
complexity O(log∆ + log log n), as promised in Theorem 1; this improves the bound from this
section for ∆ = no(1).
Theorem 7. For any constant ε > 0, maximal matching can be found deterministically in the
MPC model in O(log n) rounds, using O(nε) space per machine and O(m+ n1+ε) total space.
The main idea is to derandomize a variant of a maximal matching due to Luby (cf. Section
2.1), which in O(log n) rounds finds a maximal matching. In each round of Luby’s algorithm one
selects some matchingM and then removes all nodes inM (and hence all edges adjacent toM).
It is easy to see that after sufficiently many rounds the algorithm finds maximal matching. The
central feature of the randomized algorithm is that in expectation, in each single round one will
remove a constant fraction of the edges, and hence O(log n) rounds will suffice in expectation.
This is achieved in two steps. One first selects an appropriated subset of nodes and show that
it is adjacent to a constant fraction of edges in the graph G (cf. Lemma 3). Then, one shows
that every node v ∈ X has a constant probability of being removed from G (by being incident
to the matching M found in a given round), and therefore, in expectation, a constant fraction
of G’s edges are removed.
In order to derandomize such algorithm, we will show that each single round can be imple-
mented deterministically in a constant number of rounds in the MPC model so that the same
property will be maintained deterministically: in a constant number of rounds one will remove
a constant fraction of the edges, and hence O(log n) rounds will suffice. This is achieved in
three steps:
• select a set of good nodes B which are adjacent to a constant fraction of the edges,
• then sparsify to E∗ the set of edges incident to B to ensure that in each node has at degree
O(nε/2) in E∗, and hence a single machine can store its entire 2-hop neighborhood, and
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• then find a matching M ⊆ E∗ such that removal of all nodes in M (i.e., removal of M and
all edges adjacent to M) reduces the number of edges by a constant factor.
Good nodes. We start with a corollary of Lemma 3, which specifies a set of good nodes which
are nodes with similar degrees that are adjacent to a constant fraction of edges in the graph.
Let δ be an arbitrarily positive constant, 1/δ ∈ N. We will proceed in a constant (dependent
on δ) number of stages, sparsifying the graph induced by the edges incident to good nodes by
derandomizing the sampling of edges with probability n−δ in each stage. In order for this to
work, we want our good nodes to be within a degree range of at most a nδ factor, for their
behavior to be similar.
Let us recall (cf. Section 2.1) that X is the set of all nodes v which have at least d(v)3
neighbors u with d(u) ≤ d(v). Partition nodes into sets Ci, 1 ≤ i ≤ 1/δ, such that Ci = {v :
n(i−1)δ ≤ d(v) < niδ}. Let Bi = Ci ∩X. The following is a simple corollary of Lemma 3.
Corollary 8. There is i ≤ 1/δ, such that ∑v∈Bi d(v) ≥ δ2 |E|.
Proof. By Lemma 3,
∑
v∈X d(v) ≥ |E|. Since the sets B1, . . . , B1/δ form a partition of X into
1/δ subsets, at least one of them must contribute a δ-fraction of the sum
∑
v∈X d(v) ≥ 12 |E|.
From now on, let us fix some i which satisfies Corollary 8. Denote B := Bi, and for each
node v ∈ B, let X(v) := {{u, v} ∈ E : d(u) ≤ d(v)}. Note that the definition of set X yields
|X(v)| ≥ d(v)3 . Denote E0 =
⋃
v∈B X(v). E0 is the set of edges we will be sub-sampling to
eventually find a matching, and B is the set of good nodes which we want to match and remove
from the graph, in order to significantly reduce the number of edges.
The outline of our maximal matching algorithm is as follows:
Algorithm 2 Maximal matching algorithm outline
while |E(G)| > 0 do
Compute i, B and E0
Select a set E∗ ⊆ E0 that induces a low degree subgraph
Find matching M ⊆ E∗ with ∑matched nodes v d(v) = Ω(|E(G)|)
Add M to output matching, remove matched nodes from G
end while
As long as each iteration reduces the number of edges in G by a constant fraction, we get
only O(log n) iterations to find a maximal matching. We will show that the iterations require
a constant number of rounds each, so O(log n) rounds are required overall.
3.1 Computing i, B, and E0
As discussed in Section 2.2, a straightforward application of Lemma 4 allows all nodes to
determine their degrees, and therefore their membership of sets Ci, in a constant number of
rounds. A second application allows nodes to determine whether they are a member of X, and
therefore Bi, and also provides nodes v ∈ X with X(v). Finally, a third application allows the
computation of the values
∑
v∈Bi d(v) for all i. Upon completing, all nodes know which i yields
the highest value for this sum, and that is the value for i which will be fixed for the remainder
of the algorithm.
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3.2 Deterministically selecting E∗ that induces a low degree subgraph
We will show now how to deterministically, in O(1) stages, select a subset E∗ of E0 that induces
a low degree subgraph, as required in our MPC algorithm. For that, our main goal is to ensure
that every node has degree O(n4δ) in E∗ (to guarantee that its 2-hop neighborhood will fit a
single MPC machine with S = O(n8δ)), and that one can then locally find a matching M ⊆ E∗
that will cover a linear number of edges.
We first consider the easy case when i ≤ 4, in which case we set directly E∗ = E0. Notice
that in that case, by definitions of X and B = Ci ∩X, we have (i) dE∗(v) = dE0(v) ≤ n4δ for
all nodes v, and (ii) |X(v) ∩ E∗| = |X(v)| ≥ d(v)3 for all nodes v ∈ B, which is what yields the
requirements from E∗ (cf. the Invariant below) needed in our analysis in Section 3.3.
Next, for the rest of the analysis, let us assume that i ≥ 5. We proceed in i−4 stages, starting
with E0 and sparsifying it by sub-sampling a new edge set Ej in each stage j, j = 1, 2, . . . , i− 4.
Note that for any node v we have dE0(v) ≤ niδ, since nodes in B have maximum degree niδ and
since v only has adjacent edges in E0 if v ∈ B or ∃u ∈ B : d(v) ≤ d(u).
Invariant: In our construction of sets E0, E1, . . . , Ei−4, in order to find a good matching in the
resulting sub-sampled graph E∗, we will maintain the following invariant for every j:
(i) for all nodes v: dEj (v) ≤ (1 + o(1))n−jδdE0(v) + n3δ,
(ii) for all nodes v ∈ B: |X(v) ∩ Ej| ≥ (1− o(1))n−δj |X(v)|.
The intuition behind this invariant is that nodes’ degrees decrease roughly as expected in
the sub-sampled graph, and nodes v ∈ B do not lose too many edges to their neighbors in X(v)
(to ensure that many of them can be matched in the sub-sampled graph).
One can see that the invariant holds for j = 0 trivially, by definition of sets E0 and B.
Distributing edges and nodes among the machines. In order to implement our scheme
in the MPC model, we first allocate the nodes and the edges of the graph among the machines.
• Each node v distributes its adjacent edges in Ej−1 across a group of type A machines, with
n4δ edges on all but at most one machine (which holds any remaining edges).
• Each node v ∈ B also distributes its adjacent edges in X(v) ∩ Ej−1 across a group of type
B machines in the same fashion.
Type A machines will be used to ensure that the first point of the invariant holds, and type
B machines will ensure the second.
In order to sparsify Ej−1 to define Ej, we proceed with derandomization of a sub-sampled
graph. We will fix a seed specifying a hash function from H (recall that H = {h : [n3]→ [n3]} is
a c-independent family for sufficiently large constant c). Each hash function h induces a set Eh
in which each edge in Ej−1 is sampled with probability n−δ, by placing e ∈ Eh iff h(e) ≤ n3−δ.
Good machines. We will call a machine good for a hash function h ∈ H if the effect of h
on the edges it stores looks like it will preserve the invariant. We will then show that if all
machines are good for a hash function h, the invariant is indeed preserved.
Formally, consider a machine (of either type) x that receives E(x) ⊆ Ej−1 and let ex := |E(x)|.
For hash function h ∈ H, we call x good if exn−δ − n0.1δ√ex ≤ |E(x) ∩ Eh| ≤ exn−δ + n0.1δ√ex.
Our aim is to use the following concentration bound to show that a machine is good with
high probability:
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Lemma 9 (Lemma 2.2 of [14]). Let c ≥ 4 be an even integer. Let Z1, . . . , Zt be c-wise inde-
pendent random variables taking values in [0, 1], Z = Z1 + · · · + Zt and µ = E [Z]. Let λ > 0.
Then,
Pr [|Z − µ| ≥ λ] ≤ 2
(
ct
λ2
)c/2
.
We will take Z to be the sum of the indicator variables 1{e∈Eh} for e ∈ E(x) (i.e., Z =
|E(x)∩Eh|). These indicator variables 1{e∈Eh} are c-wise independent, and each has expectation
n−δ. Using that c is a sufficiently large constant, we apply Lemma 9 and get that
Pr
[
|Z − µ| ≥ n0.1δ√ex
]
≤ n−5 .
This means that with high probability, exn
−δ − n0.1δ√ex ≤ |E(x)∩ Eh| ≤ exn−δ + n0.1δ√ex,
and x is good.
By the method of conditional expectations, as described in Section 2.4 using objective func-
tion qx(h) = 1x is good for h, we can find a function h which makes all machines good, in a
constant number of rounds. We then set Ej = Eh.
3.2.1 Properties of Ej: satisfying the invariant
Having fixed a sub-sampled graph for the stage, we need to show that since all machines were
good, we satisfy our invariant for the stage.
Lemma 10 (Invariant (i)). All nodes v satisfy
dEj (v) ≤ (1 + o(1))n−jδdE0(v) + n3δ .
Proof. Node v’s adjacent edges in Ej−1 were divided among ⌊
dEj−1 (v)
n3δ
⌋ type A machines contain-
ing n4δ neighbors, and one machine containing the remaining dEj−1(v)−n4δ⌊
dEj−1 (v)
n4δ
⌋ ≤ dEj−1(v)
neighbors. Therefore we obtain:
dEj (v) ≤
∑
v’s type A
machines x
vxn
−δ + n0.1δ
√
vx
≤ n−δdEj−1(v) +
⌊
dEj−1(v)
n4δ
⌋
n0.1δ
√
n4δ + n0.1δ
√
dEj−1(v)
≤ n−δdEj−1(v) +
n0.1δ
n2δ
dEj−1(v) + n
0.1δ
√
dEj−1(v) .
If dEj−1(v) ≥ n3δ, we have
dEj (v) ≤ n−δdEj−1(v) +
n0.1δ
n2δ
dEj−1(v) + n
0.1δ
√
dEj−1(v)
≤ n−δdEj−1(v) + n−1.9δdEj−1(v) + n−1.4δdEj−1(v)
= (1 + o(1))n−δdEj−1(v)
≤ (1 + o(1))n−jδdE0(v) .
Otherwise, dEj (v) ≤ dEj−1(v) ≤ n3δ. In either case, we satisfy the invariant for stage j.
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Lemma 11 (Invariant (ii)). All nodes v ∈ B satisfy
|X(v) ∩ Ej | ≥ (1− o(1))n−δj |X(v)| .
Proof. The edges in X(v) ∩ Ej−1 were divided among ⌊ |X(v)∩Ej−1 |n3δ ⌋ type B machines containing
n4δ neighbors, and one machine containing the remaining |X(v) ∩ Ej−1| − n4δ⌊ |X(v)∩Ej−1 |n4δ ⌋ ≤|X(v) ∩ Ej−1| neighbors.
|X(v) ∩ Ej| ≥
∑
v’s type B
machines x
vxn
−δ − n0.1δ√vx
= n−δ|X(v) ∩ Ej−1| −
⌊ |X(v) ∩ Ej−1|
n4δ
⌋
n0.1δ
√
n4δ − n0.1δ
√
|X(v) ∩ Ej−1|
≥ n−δ|X(v) ∩ Ej−1| − n
0.1δ
n2δ
|X(v) ∩ Ej−1| − n0.1δ
√
|X(v) ∩ Ej−1| .
Since, by the invariant for stage j − 1, we have |X(v) ∩ Ej−1| ≥ n4δ, we can continue the
lower bound from above to obtain,
|X(v) ∩ Ej | ≥ n−δ|X(v) ∩ Ej−1| − n
0.1δ
n2δ
|X(v) ∩ Ej−1| − n0.1δ
√
|X(v) ∩ Ej−1|
≥ n−δ|X(v) ∩ Ej−1| − n3δ
= (1− o(1))n−δ |X(v) ∩ Ej−1|
≥ (1− o(1))n−jδ |X(v)| ,
where the last inequality follows directly from Invariant (ii).
We have proven that our invariant is preserved in every stage, and therefore holds in our
final sub-sampled edge set E∗ := Ei−4.
3.3 Finding a matching M ⊆ E∗
The construction in Section 3.2 ensures that either i ≤ 4, in which case E∗ = E0, or i ≥ 5 and
after i− 4 stages, we now have a set of edges E∗ = Ei−4 with the following properties:
(i) all nodes v have dE∗(v) ≤ (1 + o(1))n(4−i)δdE0(v) + n3δ ≤ 2n4δ,
dE∗(v) ≤ (1 + o(1))n(4−i)δdE0(v) + n3δ ≤ 2n4δ ,
(ii) all nodes v ∈ B have
|X(v) ∩ E∗| ≥ (1− o(1))n(4−i)δ |X(v)| .
We can show a property analogous to Lemma 3 in E∗2.
Lemma 12. Every node v ∈ B either satisfies ∑{u,v}∈E∗ 1dE∗ ({u,v}) ≥ 127 , or is incident to an
edge {u, v} ∈ E∗ whose degree in E∗is 0.
Proof. Fix v ∈ B. We begin with the case i ≥ 5, and then proceed to the simpler case i ≤ 4.
2Recall (cf. Section 2) that a degree of an edge e in E∗, dE∗(e), is the number of edges in E∗adjacent to e.
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Case i ≥ 5: If v does not have an incident edge {u, v} ∈ E∗ whose degree in E∗ is 0, then:
∑
{u,v}∈E∗
1
dE∗({u, v}) ≥
∑
{u,v}∈E∗∩X(v)
1
dE∗({u, v}) ≥
∑
{u,v}∈E∗∩X(v)
1
dE∗(u) + dE∗(v)
≥
∑
{u,v}∈E∗∩X(v)
1
2n(4−i)δ(d(u) + d(v)) + 2n3δ
≥
∑
{u,v}∈E∗∩X(v)
1
2n(4−i)δ(2d(v) + n(i−1)δ)
=
|E∗ ∩X(v)|
2n(4−i)δ(2d(v) + n(i−1)δ)
≥ n
(4−i)δ |X(v)|
3n(4−i)δ(2d(v) + n(i−1)δ)
≥ |X(v)|
9d(v)
≥ 1
27
.
Here, the 3rd inequality follows from Invariant (i), the 4th inequality follows from the fact
that {u, v} ∈ X(v) yields d(u) ≤ d(v), the 5th inequality follows from Invariant (ii), the 6th
inequality follows from the fact that v ∈ Ci and hence d(v) ≥ n(i−1)δ, and the last inequality
follows from the fact that v ∈ B yields v ∈ X and hence |X(v)| ≥ d(v)3 .
Case 1 ≤ i ≤ 4: The proof for the case 1 ≤ i ≤ 4 uses the fact E∗ = E0, and hence
(i) dE∗(v) = dE0(v) for all nodes v, and (ii) |X(v)∩E∗| = |X(v)| ≥ d(v)3 for all nodes v ∈ B. For
a fixed v ∈ B, if v does not have an incident edge {u, v} ∈ E∗ whose degree in E∗ is 0, then:
∑
{u,v}∈E∗
1
dE∗({u, v}) =
∑
{u,v}∈E∗∩X(v)
1
dE∗({u, v}) ≥
∑
{u,v}∈E∗∩X(v)
1
dE∗(u) + dE∗(v)
≥
∑
{u,v}∈E∗∩X(v)
1
d(u) + d(v)
≥
∑
{u,v}∈E∗∩X(v)
1
2d(v)
=
∑
{u,v}∈X(v)
1
2d(v)
=
|X(v)|
2d(v)
≥ 1
6
.
Here, in the third inequality we use the fact that {u, v} ∈ X(v) yields d(u) ≤ d(v), and the last
inequality follows from the fact that v ∈ B yields v ∈ X and hence |X(v)| ≥ d(v)3 .
Now we are ready to present our deterministic MPC algorithm that for a given subset of
edges E∗ satisfying the invariant, in O(1) rounds constructs a matching M ⊆ E∗ such that the
removal of M and all edges adjacent to M removes Ω(δ|E|) edges from the graph.
First, each node v ∈ B is assigned a machine xv which gathers its 2-hop neighborhood in
E∗. Since for every node u we have dE∗(u) ≤ 2n4δ by Invariant (i) (or by the definition of B
and E0 = E∗, when 1 ≤ i ≤ 4), this requires at most 2n4δ · 2n4δ = O(n8δ) space per machine.
Altogether, since |B| ≤ n, this is O(n1+8δ) total space.
We will fix a seed specifying a hash function h from H. This hash function h will be used to
map each edge e in E∗ to a value ze ∈ [n3]. Then, e joins the candidate matching Eh iff ze < ze′
for all e′ ∼ e. Further, since each node v ∈ B is assigned a machine which gathers its 2-hop
neighborhood in E∗, in a single MPC round, every node v ∈ B can determine its degree dEh(v).
Clearly Eh is indeed a matching for every h ∈ H, but we require that removing Eh ∪N(Eh)
from the graph reduces the number of edges by a constant fraction. We will show that |Eh ∪
N(Eh)| = Ω(δ|E|) in expectation, and therefore by the method of conditional expectations (cf.
Section 2.4) we will be able to find a seed h∗ ∈ H for which |Eh∗ ∪N(Eh∗)| = Ω(δ|E|).
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Lemma 13. For any machine xv holding the 2-hop neighborhood of v in E∗, the probability that
dEh(v) = 1, for a random hash function h ∈ H, is at least 1218 .
Proof. If v has an adjacent edge e with degree 0, then e will join Eh and we are done.
Otherwise, for any edge {u, v} ∈ E∗ it holds that,
1
2dE∗({u, v}) ≥ Pr
[
z{u,v} <
n3
2dE∗({u, v})
]
≥ 1
2dE∗({u, v}) −
1
n3
.
Conditioned on z{u,v} < n
3
2dE∗ ({u,v}) , the probability that {u, v} ∈ Eh is at least
Pr
[
{u, v} ∈ Eh
∣∣∣z{u,v} < n32dE∗ ({u,v})] = Pr [∀e∈E∗∼{u,v} z{u,v} < ze∣∣∣z{u,v} < n32dE∗ ({u,v})]
= 1−Pr
[
∃e∈E∗∼{u,v} ze ≤ z{u,v}
∣∣∣z{u,v} < n32dE∗ ({u,v})]
≥ 1−
∑
e∈E∗∼{u,v}
Pr
[
ze ≤ z{u,v}
∣∣∣z{u,v} < n32dE∗ ({u,v})]
≥ 1−
∑
e∈E∗∼{u,v}
Pr
[
ze <
n3
2dE∗ ({u,v})
]
≥ 1− dE∗({u, v}) · 1
2dE∗({u, v})
=
1
2
,
by pairwise independence of the family of hash functions H.
Therefore, the probability that dEh(v) = 1 is at least:
Pr [dEh(v) = 1] =
∑
u∼E∗v
Pr [{u, v} ∈ Eh] ≥
∑
u∼E∗v
Pr
[
{u, v} ∈ Eh ∧ z{u,v} < n32dE∗ ({u,v})
]
≥
∑
u∼E∗v
Pr
[
{u, v} ∈ Eh
∣∣∣z{u,v} < n32dE∗ ({u,v})] ·Pr [z{u,v} < n32dE∗ ({u,v})]
≥
∑
u∼E∗v
1
2
·
(
1
2dE∗({u, v}) −
1
n3
)
≥ 1
4
·
∑
u∼E∗v
1
dE∗({u, v}) −
1
2n2
≥ 1
108
− 1
2n2
,
where the first identity follows since the events are mutually exclusive, and the last one follows
by Lemma 12. The claim now follows from 1108 − 12n2 ≥ 1109 for large enough n.
We will denote Nh := {v ∈ B : dEh(v) = 1}, i.e., the set of nodes in the matching induced
by hash function h. We want to study the number of edges incident to Nh. By Lemma 13,
E
 ∑
v∈Nh
d(v)
 ≥ ∑
v∈B
d(v) ·Pr [v ∈ Nh] ≥ 1
109
∑
v∈B
d(v) ≥ δ|E|
218
.
By the method of conditional expectations (cf. Section 2.4), using objective function
qxv(h) = d(v)1v∈Nh , we can select a hash function h with
∑
v∈Nh d(v) ≥ 1109δ|E|. We then
add the matching M := Eh to our output, and remove matched nodes from the graph. In doing
so, we remove at least δ|E|536 edges from the graph.
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3.4 Completing the proof of Theorem 7: finding a maximal matching
Now we are ready to complete the proof of Theorem 7, that a maximal matching can be found
deterministically in the MPC model in O(log n) rounds, with S = O(nε), and O(m+n1+ε) total
space.
Our algorithm returns a maximal matching in log 1
1−δ/536
|E| = O(log n) iterations, each
requiring O(1) MPC rounds. The space required is dominated by storing the input graph G
(O(m) total space) and collecting 2-hop neighborhoods when finding an matching (O(n8δ) space
per machine, O(n1+8δ) total space). Setting δ = ε8 allows us to conclude Theorem 7, that for
any constant ε > 0, maximal matching can be found in the MPC model in O(log n) rounds,
using O(nε) space per machine and O(m+ n1+ε) total space.
4 Maximal independent set in O(logn) MPC rounds
In this section we modify the approach from Section 3 for the maximal independent set problem
and prove the following.
Theorem 14. For any constant ε > 0, MIS can be found deterministically in MPC in O(log n)
rounds, using O(nε) space per machine and O(m+ n1+ε) total space.
Later, in Section 5, we will extend this algorithm to obtain a round complexity O(log∆ +
log log n); this will improve the bound from Theorem 14 when ∆ = no(1).
4.1 Outline
The approach to find an MIS in O(log n) MPC rounds is similar to the algorithm for maximal
matching. However, the main difference is that for MIS, instead of the edges, as for the matching,
we have to collect the nodes, which happen to require some changes in our analysis and makes
some of its part slightly more complex.
Let A be the set of all nodes v such that ∑u∼v 1d(u) ≥ 13 . Our analysis again relies on a
corollary to the analysis of Luby’s algorithm (cf. Lemma 3) that follows from the fact that
X ⊆ A.
Corollary 15.
∑
v∈A d(v) ≥ 12 |E|.
Proof. Nodes v in X (cf. Lemma 3) satisfy
∑
u∼v
1
d(u) ≥ 13 .
We will again partition nodes into classes of similar degree. Let δ be an arbitrarily small
constant and assume 1/δ ∈ N. As in Section 3, partition nodes into sets Ci, 1 ≤ i ≤ 1/δ, with
Ci = {v : n(i−1)δ ≤ d(v) < niδ}. For any 1 ≤ i ≤ 1/δ, let Bi be the set of all nodes v satisfying∑
u∈Ci:u∼v
1
d(u) ≥ δ3 . We can easily prove the following.
Corollary 16. There is i ≤ 1/δ, such that ∑v∈Bi d(v) ≥ δ2 |E|.
Proof. Each element v ∈ A must be a member of at least one of the sets Bi, since∑
1≤i≤1/δ
∑
u∈Ci∼v
1
d(u)
=
∑
u∼v
1
d(u)
≥ 1
3
.
Therefore, there is at least one set Bi that contributes at least a δ-fraction of the sum∑v∈A d(v),
i.e.,
∑
v∈Bi d(v) ≥ δ2 |E|.
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Henceforth we will fix i to be a value satisfying Corollary 16, and let B := Bi and Q0 := Ci.
With this notation, we are now ready to present the outline of our algorithm:
Algorithm 3 MIS algorithm outline
while |E(G)| > 0 do
Add all isolated nodes to MIS; remove them from G
Compute i, B and Q0
Select a set Q′ ⊆ Q0 that induces a low degree subgraph
Find independent set I ⊆ Q′ with ∑v∈N(I) d(v) = Ω(|E(G)|)
Add I to MIS; remove I and N(I) from G
end while
Notice that since in each round we find an independent set I with∑v∈N(I) d(v) = Ω(|E(G)|),
it is easy to see that Algorithm 3 finds an MIS in O(log n) rounds. Hence our goal is to find an
independent set I with ∑v∈N(I) d(v) = Ω(|E(G)|) in O(1) MPC rounds.
As one can see, Algorithm 3 is very similar to Algorithm 2, and the major difference is that
in Algorithm 3 we sub-sample nodes instead of edges, since we cannot afford to have removed
any edges between nodes we are considering for our independent set I.
Similarly to matching (cf. Section 3.1), computing i, B and Q0 can be completed in O(1)
MPC rounds using several applications of Lemma 4. Therefore in the following Sections 4.2–4.3
we will first show how to deterministically construct in O(1) MPC rounds an appropriated set
Q′ ⊆ Q0 that induces a low degree subgraph and then how to deterministically find in O(1)
MPC rounds an independent set I ⊆ Q′ such that ∑v∈N(I) d(v) = Ω(|E(G)|).
4.2 Deterministically selecting Q′ ⊆ Q0 that induces a low degree subgraph
We will show now how to deterministically, in O(1) stages, find a subset Q′ of Q0 that induces
a low degree subgraph, as required in our MPC algorithm for MIS. For that, our main goal is
to ensure that every node has degree O(n4δ) in Q′ (to guarantee that its 2-hop neighborhood
fits a single MPC machine with S = O(n8δ)), and that one can then locally find an independent
I ⊆ Q′ that covers a linear number of edges.
We again proceed in i−4 stages (if i ≤ 4, then similarly to Algorithm 2, we will useQ′ = Q0),
starting with Q0 and sampling a new set Qj (Qj ⊆ Qj−1) in each stage j = 1, 2, . . . , i− 4. The
invariant we will maintain is that, after every stage j, 0 ≤ j ≤ i− 4:
(i) all nodes v ∈ Qj have dQj(v) ≤ (1 + o(1))n−jδd(v), and
(ii) all nodes v ∈ B have ∑u∈Qj∼v 1d(u) ≥ δ−o(1)3nδj .
It is easy to see that the invariant holds for j = 0 trivially, by definition of Q0 and B. In
what follows, we will show how, for a given set Qj−1 satisfying the invariant, to construct in
O(1) rounds a new set Qj ⊆ Qj−1 that satisfies the invariant too.
Distributing edges and nodes among the machines. In order to implement our scheme
in the MPC model, we first allocate the nodes and the edges of the graph among the machines.
• Each node v in Qj−1 distributes its adjacent edges to nodes in Qj−1 across a group of
machines (type Q machines), with at most one machine having fewer than n4δ edges and
all other machines having exactly n4δ edges.
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• Each node v in B distributes its adjacent edges to nodes inQj−1 across a group of machines
(type B machines), with at most one machine having fewer than n4δ edges and all other
machines having exactly n4δ edges.
Note that nodes may be in both Qj−1 and B and need only one group of machines, but for
the ease of analysis we treat the groups of machines separately. Similarly to Section 3.2, type
Q machines will ensure Invariant (i) and type B machines will ensure Invariant (ii).
In order to select Qj−1 ⊆ Qj , we will first fix a seed specifying a hash function from a H.
Each hash function h induces a candidate set Qh into which node in Qj−1 is “sampled with
probability n−δ”, by placing v into Qh iff h(v) ≤ n3−δ.
Type Q machines. Consider a type Q machine x that gets allocated edges V (x) ⊆ Qj−1 and
let vx := |V (x)|. For hash function h ∈ H, we say x is good if |V (x) ∩Qh| ≤ vxn−δ + n0.1δ√vx.
Each of the indicator random variables 1{v∈Qh} is c-wise independent, and has expectation
n−δ. Therefore we can apply to these random variable Lemma 9: taking Z to be the sum of the
indicator variables for V (x) (i.e., Z = |V (x)∩Qh|), and choosing a sufficiently large constant c,
Lemma 9 implies that Pr
[
|Z − µ| ≥ n0.1δ√vx
]
≤ n−5. This means that with high probability,
|V (x) ∩ Qh| ≤ vxn−δ + n0.1δ√vx, and x is good.
Type B machines. Consider a type B machine x that gets allocated edges V (x) ⊆ Qj−1; let
vx := |V (x)|. For h ∈ H, we call x good if
∑
v∈V (x)∩Qh
1
d(v) ≥ n−δ
∑
v∈V (x)
1
d(v) − n(0.9−i)δ
√
vx.
As before, we will apply Lemma 9, setting Zv =
n(i−1)δ
d(v) 1{v∈Qh} and Z =
∑
v∈V (x) Zv. Since
V (x) ⊆ Q, each d(v) is at least n(i−1)δ, and so the variables Zv take values in [0, 1]. They have
expectation E [Zv] =
n(i−2)δ
d(v) , and as before, they are c-wise independent. Hence, we can apply
Lemma 9 with sufficiently large c to find that Pr
[
|Z − µ| ≥ n0.1δ√vx
]
≤ n−5. Hence, with high
probability,
n(i−1)δ
∑
v∈V (x)∩Qh
1
d(v)
≥ n(i−2)δ
∑
v∈V (x)
1
d(v)
− n0.1δ√vx ,
and therefore
∑
v∈V (x)∩Qh
1
d(v) ≥ n−δ
∑
v∈V (x)
1
d(v) − n(0.9−i)δ
√
vx, so x is good.
Since there are at most 2n
2
S + 2n ≤ n2 machines, by a union bound the probability that a
particular hash function h ∈ Hmakes all machines good is at least 1−n−3. The expected number
of machines which are not good for a random choice of function is therefore less than 1. So, by
the method of conditional expectations (cf. Section 2.4), using objective qx(h) = 1x is good for h,
in a constant number of MPC rounds we can find a hash function h ∈ H which makes all
machines good. We then use such hash function h to set Qj = Qh.
4.2.1 Properties of Qj: satisfying the invariant
Having fixed a sub-sampled set of nodesQj for the stage, we need to show that since all machines
were good, we satisfy our invariant for the stage.
Lemma 17 (Invariant (i)). All nodes v ∈ Qj satisfy
dQj(v) ≤ (1 + o(1))n−jδd(v) .
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Proof. Node v’s neighbors in Qj−1 were divided among ⌊dQj−1 (v)n3δ ⌋ type Q machines containing
n4δ neighbors, and one type Q machine containing the remaining dQj−1(v) − n4δ⌊
dQj−1 (v)
n4δ
⌋ ≤
dQj−1(v) neighbors. Therefore we obtain,
dQj(v) ≤
∑
v’s machines x
vxn
−δ + n0.1δ
√
vx
= n−δdQj−1(v) +
⌊
dQj−1(v)
n4δ
⌋
n0.1δ
√
n4δ + n0.1δ
√
dQj−1(v)
≤ n−δdQj−1(v) +
n0.1δ
n2δ
dQj−1(v) + n
0.1δ
√
dQj−1(v) .
If dQj−1(v) ≥ n3δ, we have
dQj(v) ≤ n−δdQj−1(v) +
n0.1δ√
s
dQj−1(v) + n
0.1δ
√
dQj−1(v)
≤ n−δdQj−1(v) + n−1.9δdQj−1(v) + n−1.4δdQj−1(v)
= (1 + o(1))n−δdQj−1(v) ≤ (1 + o(1))n−jδd(v) .
Otherwise, dQj (v) ≤ dQj−1(v) ≤ n3δ ≤ n−jδd(v). In either case, we satisfy the invariant for
stage j.
Lemma 18 (Invariant (ii)). All nodes v ∈ B satisfy∑
u∈Qj∼v
1
d(u)
≥ δ − o(1)
4nδj
.
Proof. Node v’s neighbors in Qj−1 were again divided among ⌊
dQj−1 (v)
n4δ
⌋ type B machines con-
taining n4δ neighbors, and one type Bmachine containing the remaining dQj−1(v)−n4δ⌊
dQj−1 (v)
n4δ
⌋ ≤
dQj−1(v) neighbors. Denote y :=
∑
u∈Qj−1∼v
1
d(u) for brevity.∑
u∈Qj∼v
1
d(u)
=
∑
v’s machines x
∑
u∈V (x)∩Qj
1
d(u)
≥
∑
v’s machines x
n−δ ∑
u∈V (x)
1
d(u)
− n(1.9−i)δ√vx

≥ n−δ
 ∑
u∈Qj−1∼v
1
d(u)
− n(1.9−i)δ
(⌊
dQj−1(v)
n4δ
⌋√
n
4δ
+
√
dQj−1(v)
)
≥ n−δ
(
y − n(1.9−i)δ
(
n−2δdQj−1(v) +
√
dQj−1(v)
))
.
We know that dQj−1(v) ≤ niδ
∑
u∈Qj−1∼v
1
d(u) = n
iδy, since all nodes u ∈ Qj−1 are in Q and
have degree at most niδ. So,∑
u∈Qj∼v
1
d(u)
≥ n−δ
(
y − n(1.9−i)δ
(
n−2δdQj−1(v) +
√
dQj−1(v)
))
≥ n−δ
(
y − n(1.9−i)δ
(
n−2δniδy +
√
niδy
))
= n−δ
(
y − n−0.1δy − n(1.9−0.5i)δ√y
)
= n−δ
(
y − o(y)− n(1.9−0.5i)δ√y
)
.
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From our invariant we know that y ≥ δ−o(1)
4nδ(j−1)
, and so
√
y ≤ y√
δ−o(1)
4nδ(j−1)
≤ yδn0.5δ(j−1). Hence,
∑
u∈Qj∼v
1
d(u)
≥ n−δ
(
y − o(y)− n(1.9−0.5i)δ√y
)
≥ n−δ
(
y − o(y)− n(1.9−0.5i)δ · y
δ
n0.5δ(j−1)
)
≥ n−δ
(
y − o(y)− y
δ
· n(1.4−0.5i+0.5j)δ
)
≥ n−δ
(
y − o(y)− y
δ
· n(1.4−0.5i+0.5(i−4))δ
)
≥ n−δ
(
y − o(y)− y
δ
· n−0.6δ
)
≥ n−δ (y − o(y))
≥ n−δ · δ − o(1)
3nδ(j−1)
≥ δ − o(1)
3nδj
.
Since our invariant is preserved in every stage, it holds in our final sub-sampled node set
Q′ := Qi−4.
4.3 Finding an independent set I
After i−4 stages, we now have a node set Q′ := Qi−4 with the following properties (cf. Lemmas
17 and 18):
(i) all nodes v ∈ Q′ have dQ′(v) ≤ (1 + o(1))n(4−i)δd(v) ≤ 2n4δ;
(ii) all nodes v ∈ B have ∑u∈Q′∼v 1d(u) ≥ δ−o(1)3n(i−4)δ .
(If i ≤ 4, we instead have that for v ∈ Q′, dQ′(v) ≤ niδ and for v ∈ B,
∑
u∈Q′∼v
1
d(u) ≥ δ3 from
setting Q′ = Q0).
We now show a property analogous to Lemma 12 (and hence Lemma 3) for the node set Q′.
Lemma 19. For each node v ∈ B, either v has a neighbor u ∈ Q′ with dQ′(u) = 0 or v satisfies∑
u∈Q′∼v
1
dQ′ (u)
≥ 0.1δ.
Proof. The claim trivially holds i ≤ 4. Otherwise, for every v ∈ B with no neighbor u ∈ Q′
with dQ′(u) = 0, we have the following,∑
u∈Q′∼v
1
dQ′(u)
≥
∑
u∈Q′∼v
1
2n(4−i)δd(u)
=
1
2n(4−i)δ
∑
u∈Q′∼v
1
d(u)
≥ 1
2n(4−i)δ
· δ
5n(i−4)δ
= 0.1δ ,
where the first inequality follows from Invariant (i) (Lemma 17) and the second one from
Invariant (ii) (Lemma 18).
Now we are ready to present our deterministic MPC algorithm that for a given subset of
nodes Q′ satisfying the invariant, in O(1) rounds constructs an independent set I ⊆ Q′ such
that the removal of I ∪N(I) removes Ω(δ|E|) edges from the graph.
Each node v ∈ B is assigned a machine xv which gathers a set Nv of up to n4δ of v’s neighbors
in Q′ (if v has more than n4δ neighbors in Q′, then take an arbitrary subset of n4δ of them),
along with all of their neighborhoods in Q′ (i.e., NQ′(Nv)). By Invariant (i), this requires at
most n4δ · 2n4δ = O(n8δ) space per machine. Since |B| ≤ n, this is O(n1+8δ) total space. We
prove that these sets Nv preserve the desired property:
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Lemma 20. Each node v ∈ B either has a neighbor u ∈ Q′ with dQ′(u) = 0 or satisfies∑
u∈Nv
1
dQ′ (u)
≥ 0.1δ.
Proof. If dQ′(v) ≤ n4δ then Nv = NQ′(v) and so the lemma holds by Lemma 19.
Otherwise we have |Nv| = n4δ, and so by Invariant (i) in the first inequality, we get,
∑
u∈Nv
1
d(u)
≥
∑
u∈Nv
1
2n4δ
=
n4δ
2n4δ
=
1
2
> 0.1δ .
We now do one further derandomization step to find an independent set. We will fix a seed
specifying a hash function from H. This hash function h will be used to map each node v in Q′
to a value zv ∈ [n3]. Then, v joins the candidate independent set Ih iff zv < zu for all u ∼ v.
Clearly Ih is indeed an independent set, but we want to show that removing Ih∪N(Ih) from
the graph reduces the number of edges by a constant fraction. We will show that in expectation
(over a random choice of h ∈ H) this is indeed the case, and then we can apply the method of
conditional expectations (cf. Section 2.4)to conclude the construction.
Each machine xv is good for a hash function h ∈ H if it holds a node u ∈ Nv ∩ Ih. Since xv
holds the neighborhoods in Q′ of nodes in Nv, it can determine whether they are members of
Ih. We show that with constant probability, xv is good for a random hash function h ∈ H.
Lemma 21. For any machine xv holding a set Nv and its neighborhood in Q′, with probability
at least 0.01δ (over a choice of a random hash function h ∈ H) it holds that |Nv ∩ Ih| ≥ 1.
Proof. If any node u ∈ Nv has dQ′(u) = 0, it will join Ih and we are done.
Otherwise, by Lemma 20 we have
∑
u∈Nv
1
dQ′ (u)
≥ 0.1δ and we will consider, for the sake of
the analysis, some arbitrary subset N∗v ⊆ Nv such that 1 ≥
∑
u∈N∗v
1
dQ′ (u)
≥ 0.1δ.
For any u ∈ N∗v we have
1
3dQ′(u)
− 1
n3
≤ Pr
[
zu <
n3
3dQ′(u)
]
≤ 1
3dQ′(u)
.
Let Au be the event
{
u ∈ Ih ∧ zu < n33dQ′ (u)
}
. By pairwise independence,
Pr [Au] = Pr
[
u ∈ Ih ∧ zu < n
3
3dQ′(u)
]
= Pr
[
zu <
n3
3dQ′(u)
]
−Pr
[
u /∈ Ih ∧ zu < n
3
3dQ′(u)
]
= Pr
[
zu <
n3
3dQ′(u)
]
−Pr
 ⋃
w∈Q′∼u
{
zw ≤ zu < n
3
3dQ′(u)
}
≥ 1
3dQ′(u)
− 1
n3
−
∑
w∈Q′∼u
Pr
[
zw ≤ zu < n
3
3dQ′(u)
]
≥ 1
3dQ′(u)
− 1
n3
−
∑
w∈Q′∼u
Pr
[
zw, zu <
n3
3dQ′(u)
]
=
1
3dQ′(u)
− 1
n3
− dQ′(u) · 1
(3dQ′(u))2
=
2
9dQ′(u)
− 1
n3
.
Furthermore, for any u 6= u′, again by pairwise independence of hash functions from H,
Pr [Au ∩Au′ ] = Pr
[
u ∈ Ih ∧ zu < n
3
3dQ′(u)
∧ u′ ∈ Ih ∧ zu′ < n
3
3dQ′(u′)
]
≤ Pr
[
zu <
n3
3dQ′(u)
∧ zu′ < n
3
3dQ′(u′)
]
≤ 1
9 · dQ′(u) · dQ′(u′) .
So, by the principle of inclusion-exclusion,
Pr
 ⋃
u∈N∗v
Au
 ≥ ∑
u∈N∗v
Pr [Au]−
∑
{u,u′}⊆N∗v ,u 6=u′
Pr [Au ∩Au′ ]
≥
∑
u∈N∗v
(
2
9dQ′(u)
− 1
n3
)
−
∑
{u,u′}⊆N∗v ,u 6=u′
1
9dQ′(u)dQ′(u′)
≥
∑
u∈N∗v
2
9dQ′(u)
− 1
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 ∑
u∈N∗v
1
dQ′(u)
2 − 1
n2
≥ 2
9
∑
u∈N∗v
1
dQ′(u)
− 1
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∑
u∈N∗v
1
dQ′(u)
− 1
n2
=
1
6
∑
u∈N∗v
1
dQ′(u)
− 1
n2
≥ 0.016δ − 1
n2
.
Here we use that, by our choice of N∗v , we have
(∑
u∈N∗v
1
dQ′ (u)
)2 ≤ ∑u∈N∗v 1dQ′ (u) ≤ 1 and
0.1δ ≤∑u∈N∗v 1dQ′ (u) .
Therefore, for n larger than a sufficiently large constant, we have the following,
Pr [Nv ∩ Ih 6= ∅] ≥ Pr
 ⋃
u∈N∗v
Au
 ≥ 0.016δ − 1
n2
≥ 0.01δ .
For a hash function h ∈ H, we will denote Nh := {v ∈ B : Nv ∩Ih 6= ∅}, i.e., the set of nodes
to be removed if the independent set induced by hash function h is chosen. By Lemma 21 and
by the definition of B (which ensures ∑v∈B d(v) ≥ δ2 |E|),
E
 ∑
v∈Nh
d(v)
 ≥ ∑
v∈B
d(v) ·Pr [v ∈ Nh] ≥ 0.01δ
∑
v∈B
d(v) ≥ δ
2|E|
200
.
By the method of conditional expectations (cf. Section 2.4), using qxv(h) = d(v)1xv is good for h,
we can select a hash function h with
∑
v∈Nh d(v) ≥ δ
2
200 · |E|. We then add the independent set
I := Ih to our output, and remove I and N(I) from the graph. In doing so, we remove at least
1
2
∑
v∈Nh d(v) ≥
δ2|E|
400 edges from the graph.
4.4 Completing the proof of Theorem 14: finding MIS
Now we are ready to complete the proof of Theorem 14. Our algorithm returns an MIS in at
most log 1
1−δ2/200
|E| = O(log n) stages, each stage of the algorithm, as described above, taking
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a constant number of rounds in MPC. The space required is dominated by storing the input
graph G (O(m) total space) and collecting node neighborhoods when finding an independent
set (O(n8δ) space per machine, O(n1+8δ) total space). Setting δ = ε8 allows us to conclude
Theorem 14 by obtaining that for any constant ε > 0, MIS can be found deterministically in
MPC in O(log n) rounds, using O(nε) space per machine and O(m+ n1+ε) total space.
5 MIS and maximal matching in O(log∆+log logn) MPC rounds
While our main efforts in Sections 3–4 was on achieving deterministic MIS and maximal match-
ing algorithms running in O(log n) MPC rounds, with some additional work we can improve
them for graphs with low maximum degree ∆, obtaining deterministic O(log∆ + log log n)-
round MPC algorithms, where ∆ is the maximum degree in the input graph. In the following,
we will present our algorithms for MIS. Obtaining similar bounds for maximal matching will
be done by reducing to the MIS problem. Indeed, these well-known reductions dating back
to Luby [44] can be efficiently implemented in the low-space MPC setting, provided that ∆ is
sufficiently small: O(nε/c) for small constant c.
Let us first observe that it is sufficient to consider the case where ∆ ≤ nδ, as otherwise we
can use the O(log n) algorithm from Theorem 14 to achieve an O(log∆)-round MPC algorithm.
Assuming that ∆ ≤ nδ (where δ is, as before, a constant sufficiently smaller than ε) we
mimic Luby’s algorithm for MIS (cf. Algorithm 3 in Section 4). We group the rounds of the
algorithm into stages, each stage consisting of ℓ = O(δ log∆ n) phases. As in Algorithm 3, in
each phase i, we find an independent set Ii in the current graph Gi−1 (after i− 1 phases) and
remove Ii ∪ N(Ii) to obtain a new graph Gi. This process terminates when Gi is the empty
graph, in which case the union of all independent sets found is an MIS. We will show that after
an O(log log n) rounds preprocessing, each stage (consisting of ℓ phases) can be implemented
deterministically in a constant number of rounds in the MPC model, using O(nε) space per
machine and O(n1+ε) total space. Then we will show that the algorithm terminates in O(log n)
phases, and hence in O(log∆) stages.
We will first design a randomized algorithm and then show how the features of our algorithm
lead to a deterministic algorithm, following the approach presented in earlier sections.
5.1 Randomized MPC algorithm with smaller seed
We begin with a presentation of a simple randomized MIS algorithm that uses random seeds of
O(log∆) bits for each step in Luby’s algorithm. We later show how to adjust this randomized
algorithm to be efficiently implemented deterministically. Let us first observe that in Luby’s
algorithm we only need independence between nodes that are 2-hop apart. This allows us to
reduce the seed length from O(log n) to O(log∆) by assigning every node a new name with
only O(log∆) bits, such that every 2-hop neighbors are given distinct names. This task can
be stated as a vertex coloring in the graph G2. For every graph G with maximum degree ∆,
Linial [42] showed an O(∆2)-coloring using O(log∗ n) rounds in the LOCAL model, and Kuhn
[38] extended this algorithm and show that it can implemented also in the CONGEST model
within the same number of rounds.
In our context, since we wish to color the graph G2, we need compute a O(∆4)-coloring χ on
G2. As ∆ ≤ nδ (for some constant δ), the 2-hop neighbors of each node can be stored on a single
machine, and thus we can efficiently simulate the coloring algorithm of [38] within O(log∗ n)
rounds. Once the O(∆4)-coloring is computed, the algorithm will simulate the random choices
of Luby’s algorithm using a family H∗ of pairwise independent hash functions (as in Lemma 6)
mapping the O([∆4]) colors to number in [∆4]. The benefit of using this family of hash functions
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H∗ is that one can pick a function h ∈ H∗ i.u.r. using only O(log∆) bits (rather than O(log n)
bits).
The randomized MIS algorithm. We will find an MIS stage by stage. Fix a stage and
consider its ℓ = O(δ log∆ n) phases. These phases are identical in effect to those of Algorithm 3,
except that the hash functions map color classes rather than individual nodes. Since behavior is
independent of nodes outside of 2-hop neighborhoods, and we have ensured that no nodes within
distance two are colored the same, we can show via the same method that we remove a constant
fraction of Gi−1’s edges each phase. Therefore, after O(log n) phases we have removed all edges
from the graph and thus have found an MIS. So, we require only O
(
logn
δ log∆ n
)
= O(log∆) stages.
5.2 Deterministic MIS algorithm in O(log∆ + log log n) MPC rounds
In this section, we show how to derandomize the algorithm from Section 5.1 in only O(1) rounds
per stage, with O(log log n) total overhead; that is, in O(log∆+ log log n) MPC rounds overall,
completing the proof of Theorem 1.
5.2.1 Basic tools
Gathering the r-th hop neighborhood. Let r = O(δ log∆ n). Let G be the input graph.
Since the r-th hop neighborhood of any single node has at most ∆r = O(nδ) nodes, in O(log r)
rounds we can collect the r-th hop neighborhood of each node u in G into the machine that
stores u, ensuring that the space used on any single machine is S = O(nε). With our choice of
r, this operation can be implemented in O(log log n) MPC rounds.
Hash functions. We are using a family H∗ of pairwise independent hash functions mapping
O([∆4]) to [∆4], as in Lemma 6. Each hash function from H∗ requires O(log∆) bits to specify.
Therefore, in a single stage, if we are using a sequence of hash functions h1, . . . , hℓ, then the
total number of seeds used is ℓ · O(log∆) = O(δ · log∆ n · log ∆) = O(δ · log n). Hence, all
possible sequences h1, . . . , hℓ of ℓ hash functions from H∗ can be stored and evaluated on any
single machine (with space S = O(nε)).
5.2.2 Deterministic MPC implementation
Now, we are ready to present a deterministic MPC algorithm that in O(log∆) stages finds MIS,
and (after an O(log log n)-rounds preprocessing) requires only a constant number of rounds per
stage. The algorithm is a derandomization of the algorithm presented in Section 5.1.
We will consider only the case ∆ ≤ nδ, and we assume that there are O(n) machines
available, each machine with space S = O(nε); so the total space is O(n1+ε).
Preprocessing. In order to implement our scheme in the MPC model, we first allocate all
nodes and edges among the machines. We allocate each node to a separate machine; since
S = O(nε) and ∆ ≤ nδ, we can distribute the edges so that each node v has all its adjacent
edges on the machine designated to v.
Next, we run Linial’s algorithm to find a O(∆4)-coloring of G2. As discussed earlier, this
can be done in O(log∗ n) rounds in MPC.
Next, for every node v, we distribute to the machine designated to v the entire family H∗
of pairwise independent hash functions mapping O([∆4]) to [∆4], as discussed above.
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Next, for every node v, we collect its r-th hop neighborhood into the machine that stores
u, ensuring that the space used on any single machine is S = O(nε). With our choice of
r = O(δ log∆ n), this operation can be implemented in O(log log n) MPC rounds.
Implementing a stage in O(1) MPC rounds. Consider a stage of the algorithm consisting
of ℓ = O(δ log∆ n) phases; we set r = 2ℓ. Let G0 be the graph at the beginning of the stage.
Let Gi denote the graph obtained after the i-th phase, 0 ≤ i ≤ ℓ; we will construct G1, . . . , Gℓ
iteratively. We assume that each node u knows its r-th hop neighborhood in G0, stored on the
machine associated with u.
The randomized algorithm takes a sequence of hash functions h1, . . . , hℓ i.u.r. from H∗, and
in each phase 1 ≤ i ≤ ℓ, for every node v in Gi−1, it adds v to Ii iff hi(χ(v)) < hi(χ(u)) for all
u ∼Gi−1 v; the new graph Gi is obtained from Gi−1 by removal of Ii ∪N(Ii).
To derandomize this algorithm, each node considers all possible sequences of hash functions
h1, . . . , hℓ from H∗. The number of such sequences is |H∗|ℓ, and hence they can be represented
by ℓ ·O(log∆) = O(δ log n) seeds, and be stored and evaluated on a single machine.
We go through all sequences of hash functions h = 〈h1, . . . , hℓ〉 fromH∗ and find independent
sets I1, . . . ,Iℓ for each such sequence; let I〈h〉 be the union of the independent sets found in a
given stage for the sequence of hash functions h. Let G〈h〉 be the graph Gℓ at the end of that
stage obtained for the sequence of hash functions h.
At least one sequence h = 〈h1, . . . , hℓ〉 ensures that the resulting graph G〈h〉 has at most
cℓphase · |E0| edges, where cphase is the constant fraction that we can guarantee we remove each
phase. Our algorithm will select the sequence h0 that minimizes the number of edges of the
resulting graph G〈h0〉, and will output to the next stage the resulting graph G〈h0〉 and the
obtained independent set I〈h0〉.
Our central observation is that for a node v in G0, for a fixed sequence h1, . . . , hℓ of hash
functions from H∗, one can decide whether the algorithm will select v to be in Ij or in N(Ij)
for some 1 ≤ j ≤ ℓ, solely on the basis of the (2ℓ)-th hop neighborhood of v in G0. Indeed, to
detect whether v ∈ I1 ∪ N(I1), node v must only check whether h1(χ(v)) < h1(χ(u)) for all
u ∼G0 v, in which case v ∈ I1, and whether for any u ∼G0 v it holds that h1(χ(u)) < h1(χ(w))
for all w ∼G0 u, in which case u ∈ I1, and hence v ∈ N(I1). Similarly, by induction, to
determine whether v ∈ Ij or v ∈ N(Ij) for some 1 ≤ j ≤ ℓ, one only has to know the (2j)-th
hop neighborhood of v in G0. Therefore, if node v has its (2ℓ)-th hop neighborhood in G0
stored on the machine associated with v, v can determine on its own machine whether v ∈ Ij
or v ∈ N(Ij) for some 1 ≤ j ≤ ℓ. Hence, v can also determine if it is in Gℓ.
Therefore, for every node v, we run on the machine storing v the algorithm above: for every
sequence h of hash functions from H∗, check whether v ∈ I〈h〉 and compute its degree in G〈h〉.
As the result, for any sequence h = 〈h1, . . . , hℓ〉 of hash functions from H∗, every node v in
G0 knows its degree dG〈h〉(v) in G
〈h〉 and whether v ∈ I〈h〉. Therefore, using the aggregation
approach from Lemma 4, in a constant number of MPC rounds one can find a sequence h0 of
hash functions from H∗ that minimizes that number of edges in G〈h0〉. This sequence of hash
functions is used to define the independent set I〈h0〉 found in a given stage. Notice that the
resulting graph G〈h0〉 has at most cℓphase · |E0| edges.
Maintaining the r-th hop neighborhood at the beginning of stage. In our algorithm,
we require that at the beginning of each stage, each node u knows its r-th hop neighborhood in
the current graph, and stores it on the machine associated with u. We have discussed how to
use a preprocessing, to obtain it at the beginning of the algorithm. Now, suppose that a node
u knows its r-th hop neighborhood at the beginning of a stage in graph G0; we will show how
to ensure that u knows its r-th hop neighborhood at the end of that stage, in graph Gℓ. Notice
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that if I∗ is an independent set found in that stage, then Gℓ is obtained from G0 by removing
I∗ ∪N(I∗). Therefore, to find the r-th hop neighborhood of u in Gℓ, it suffices that u knows
all nodes in its r-th hop neighborhood in G0 that are in I∗ ∪ N(I∗). But this can be easily
ensured by asking every node v ∈ I∗ ∪N(I∗) to send this information to all nodes in its r-th
hop neighborhood in G0; this can be done in a single MPC round.
With this, we can summarize our discussion in this section.
Lemma 22. Let ∆ ≤ nδ. Consider an MPC with M = O(n) machines, S = O(nε) space per
machine. After a deterministic preprocessing taking O(log log n) MPC rounds, one can run the
algorithm to find an MIS in a sequence of stages, such that (i) each stage can be implemented
deterministically in a constant number of MPC rounds, and (ii) each stage reduces the number
of edges by at least a factor of cℓphase, where ℓ = O(δ log∆ n).
This immediately bounds the number of stages by O(log∆), yielding Theorem 1 for MIS.
Extension to maximal matching. As mentioned earlier, the same approach can be used to
design a deterministic maximal matching MPC algorithm in O(log∆ + log log n) rounds, using
O(nε) space per machine and O(m+n1+ε) total space; since we are able to gather neighborhoods
of super-constant radius onto machines, we can perform maximal matching by simulating MIS
on the line graph. This completes the proof of Theorem 1.
6 Conclusions
In this paper we study the power of deterministic algorithms on the nowadays classical model of
parallel computations — the Massively Parallel Computations (MPC) model — on the example
of two fundamental graph problems: maximal matching and maximal independent set. We
develop a new deterministic method for graph sparsification while maintaining some desired
properties and apply it to design the first O(log∆+log log n)-round fully scalable deterministic
MPC algorithms for maximal matching and MIS (Theorem 1). In combination with previous
results, this also gives the first deterministic O(log∆)-round CONGESTED CLIQUE algorithms
for maximal matching and MIS. We expect our method of derandomizing the sampling of a
low-degree graph while maintaining good properties will prove useful for derandomizing many
more problems in low space or limited bandwidth models (e.g., the CONGEST model).
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