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Abstract
With the ever increasing size and costs of wind turbines, structural load minimization is crucial
to extend the turbine lifetime, and to minimize operation and maintenance expenses. In prac-
tice, the turbine rotor has amass imbalance, which induces a periodic and rotor-speed dependent
tower side-side excitation during below-rated operation. Operating at this frequency generally
degrades the expected structural life span, as the first tower natural frequency for larger turbines
coincides with a below-rated operational rotor speed, and the sideward direction has negligible
aerodynamic damping. To reduce this effect, earlier work has shown the effectiveness of active
tower damping control strategies using collective pitch control. A more passive approach is fre-
quency skipping by inclusion of speed exclusion zones, which avoids prolonged operation near
the critical frequency. However, neither of the methods incorporate a convenient way of per-
forming a trade-off between energy maximization and fatigue load minimization. Therefore, this
paper introduces a quasi-linear parameter varyingmodel predictive control (qLPV-MPC) scheme,
exploiting the beneficial (convex) properties of a qLPV system description. The qLPV model is
obtained by a modulation transformation and augmented with a simple wind turbine model.
Results show the effectiveness of the algorithm in synthetic and realistic simulations using the
NREL5-MWreferencewind turbine in high-fidelity simulation code. Prolonged rotor speed oper-
ationat the towernatural frequency is prevented,whereaswhen the trade-off is in favorof energy
production, the algorithm decides to rapidly pass over the tower natural frequency to attain
higher rotor speeds and power production rates.
KEYWORDS:
tower natural frequency skipping, model predictive control, quasi-linear parameter varying,
model modulation transformation
1 INTRODUCTION
In practical scenarios, the center of mass of the wind turbine rotor assembly does not coincide with the actual rotor center as a result of, e.g.,
manufacturing imperfections, wear and tear, fouling and icing 1. Moreover, vibrations are also induced by rotor aerodynamic imbalances caused by
pitch errors anddamage to theblade surface 2. Consequently, during variable-speedbelow-rated operation, the blade-passing frequencymayexcite
the structural side-side natural frequency. Because the turbine rotor provides negligible aerodynamic side-side damping, at an order of magnitude
†Short title: A qLPV-MPC framework for preventing tower natural frequency excitation
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smaller than the fore-aft damping ratio, small perturbations can lead to load fluctuations comparable to fore-aft stresses 3. As a result, excitation of
the side-sidemode possibly results in accelerated and accumulative fatigue damage.
Straightforward control implementations are available for reducing andmitigating the excitationof the tower fore-aft/side-sidemodes. Anactive
method for reducing tower motion is the use of an integrated nacelle acceleration signal in a proportional feedback structure. Depending on the
measured acceleration direction, the resulting signals form an addition to the collective pitch 4,5 or generator torque 6 control signal, for respective
damping of fore-aft and side-side vibrations. Another, more passive method, entails prevention of structural mode excitation by increasing the
generator torque when the rotor speed approaches the excitation frequency 7. The method is often referred to as frequency skipping by inclusion of
speed exclusion zones.
All of the above-described active and passivemethods complicate the controller design, by requiring extra proportional-integral-derivative (PID)
feedback control loopswith additional logic and speed set-points. Also, themethods do not incorporate convenient and inherent tuning capabilities
for a trade-off between produced energy and fatigue loading. Therefore, more advanced control algorithms might form a solution by providing a
more integrated way of controller synthesis, incorporating both power and load objectives. While an abundance of publications on advanced wind
turbine control algorithms outline the possible benefits 8, to the authors’ knowledge, more sophisticated control methods do not yet see a wide-
spread adoption in industrial-grade wind turbine control systems; PID control structures 9 provide ease of implementation while resulting in a
sufficient performance level.
Anadvancedcontrolmethod, that has seena substantial gainof interest from industry in thepast decades, ismodel predictive control (MPC) 10,11.
The most evident benefits of MPC over PID control 12 are (1) the ability of including constraints, (2) coping with the complexity of non-minimum
phase systems, (3) robustness against deviations of the control model to the actual process, and (4) the convenient application to multi-variable
control problems. MPC has been considered for wind turbine load mitigations in the literature. A non-linear MPC (NMPC) method is applied by
assuming future wind speed knowledge using a light-detection and ranging (LIDAR) system 13. Simulation results shows promising load reductions
without affecting the energy production. Furthermore, a robust MPC (RMPC) implementation is compared to a nominal MPC control structure
for the purpose of active tower fore-aft damping 14. It is shown in numerical simulations that the former outperforms the latter mentioned, as in
particular around rated operating conditions, physical actuations constraints form a limiting factor. In the same operating region, the benefits of
NMPC using a future wind speed prediction 15 are once again emphasized.
All of the above described MPC implementations focus on the active mitigation of structural loads. A more passive MPC implementation, pro-
viding frequency skipping capabilities, and thereby making an optimal trade-off between turbine loads and energy production over the prediction
horizon, does not seemtohavebeenbackedupby literature in thepast. The complexity lies in the fact that fatigue loads areminimizedbypreventing
operation at the tower natural frequency, while it is essential to cross the same frequency for attaining higher rotational speeds and power pro-
duction rates. The conflicting objectives form a burden for describing the objective as a convex optimization problem.Moreover, NMPC for solving
non-convex problems is – because of its computational complexity – often considered unsuitable for real-world applications.
Imposing spectral constraintsmight form a possible solution path 16, by employing the short-time Fourier transform (STFT) on the systemoutput
signal in a non-linear MPC setting. A similar methodology 17 uses the Selective Discrete Fourier Transform (SDFT) in anMPC approach to dampen
oscillationmodes in power system stabilizers (PSS). However, from an implementation and tuning perspective, a frequency domain approach seems
to be unintuitive and non-trivial. Therefore, in this paper, another approach is considered, which consists of a model modulation transformation
described for application and control in the field of Tapping Mode-Atomic Force Microscope (TM-AFM) 18. The model transformation is applied to
the turbine tower model, and transfers frequency-dependent magnitude and phase content to a quasi steady-state contribution. This is accom-
plished by converting a linear-time invariant (LTI) system into a linear-parameter varying (LPV) model, scheduled on the excitation frequency. The
technique shows similarities with the Multi-Blade Coordinate (MBC) transformation, often used in individual pitch control (IPC) implementations
for blade fatigue load reductions 19,20.
An LPV system representation is frequently used for capturing non-linear dynamics into a system description with a linear input-output map-
ping 21. An external scheduling variable varies the dynamics of the linear model. Now, consider the combination of an LPV model with MPC. The
model-based control method uses a mathematical system description to compute an optimal control signal over the prediction horizon. Unfortu-
nately, for LPV systems, the consideredmodel is subject to changes over time, described by the yet unknown scheduling trajectory. However, when
the system is scheduled on state variables and/or input signals, the model is referred to as a quasi-LPV (qLPV) system. Recently, an efficient MPC
scheme for such qLPV systems is proposed 22 by solving subsequent quadratic programs (QPs).
This paper subjects a tower model to the modulation transformation and augments it with a simplified wind turbine model, such that a qLPV
model is obtained. The result is combined with an iterative MPC method, exploiting the beneficial properties of qLPV systems 22. Using the qLPV-
MPC framework, amethodology for performing an optimal trade-off between produced energy and tower loads is presented, and thereby provides
the following contributions:
• Providing the derivation results of a model modulation transformation, for moving the magnitude and phase frequency content at the
excitation frequency to a quasi steady-state contribution
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• Applying the transformation to a second-order towermodel and showcasing its working principles by an illustrative example;
• Combining the transformed towermodel with a simplifiedwind turbinemodel and linearizing at below-rated operating points, for obtaining
a qLPV state-space system description
• Discretizing and converting the qLPVmodel to its affine form
• Formally deriving the efficientMPC approach for affine qLPVmodel structures
• Showcasing the proposed approach in closed-loop high-fidelity simulationswith differentwind profiles, to clearly show its effectiveness and
practical applicability.
The paper is organized as follows. Section 2 describes a methodology for transforming a nominal tower model into a modulated LPV system
description. In Section 3, the obtained system is combined with a simplified wind turbine model, resulting in a qLPV system description after lin-
earization. Next, in Section 4, the efficient MPC scheme is combined with the qLPVmodel to make an optimal and user-defined trade-off between
tower loads and generated energy for the prevailing environmental conditions. In Section 5, the qLPV-MPC framework is evaluated with high-
fidelity simulations using the NREL 5-MW reference wind turbine, subject to synthetic and realistic wind profiles. Finally, conclusions are drawn in
Section 6.
2 PROBLEMFORMALIZATIONANDTOWERMODELMODULATIONTRANSFORMATION
For performing a produced energy versus tower fatigue load trade-off, a wind turbine model needs to be combined with a structural tower model.
Section 2.1, describes the tower side-side dynamics by a second-order mass-damper-spring system. Section 2.2 formalizes the problem statement,
and shows that the combined system description results in non-convexity. Therefore, in Section 2.3, this nominal turbine tower model is subject to
a modulation transformation to facilitate its convexification. An analysis on the effects and implications of the transformation are clarified by an
illustrative example in Section 2.4.
2.1 Modeling the tower dynamics as a second-order system
In practical scenarios, the center of mass of a wind turbine rotor is likely to not coincide with the rotor center. In effect, as large-scale state-of-the-
art wind turbines are operatedwith a variable-speed control strategy for below-rated conditions, the support structure is excited by a periodic and
F
vt
x
ψ
FIGURE 1 A rotor imbalance excites the turbine support structure due to the centripetal force F = au cos (ψ(t)) at the once-per-revolution and
rotor-speed dependent (1P) frequency. The tangential speed of the imbalance is denoted as vt, and the side-side nacelle displacement x is given in
the hub coordinate system.
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frequency-varying centripetal force, as illustrated in Figure 1. The tower dynamics, excited by a rotor-speed dependent once-per-revolution (1P)
periodic force, aremodeled by a second-order mass-damper-spring system
mx¨(t) + ζx˙(t) + kx(t) = au cos (ψ(t)), (1)
in which {m, ζ, k} ∈ R+ are respectively the constant first mode modal mass, modal damping and modal stiffness, ψ(t) ∈ [0, 2pi) is the rotor
azimuth angle, au ∈ R+ quantifies the periodic force amplitude, and {x, x˙, x¨} ∈ R respectively represent the side-side displacement, velocity and
acceleration in the hub coordinate system, illustrated in Figure 1. A second-order system is taken, as this represents the first mode of the tower
using the well knownmodal-decompositionmodel reduction technique 23,24, and allows for a convenient assessment and derivation of themodula-
tion transformation in the next section: the application to higher-order models is also possible and would result in a similar analysis. Furthermore,
the force amplitude au is assumed to be constant for all rotational speeds, however, as will be shown later, this assumption can be relaxed formildly
varying amplitude changes.
The system in Equation (1) is split in a set of first-order differential equations by defining x1 = x˙(t), x2 = x(t), such that it is rewritten in the
standard state-space x˙ = Agx +Bgu representation[
x˙1
x˙2
]
=
[
−ζ/m −ω2n
1 0
][
x1
x2
]
+
[
au
0
]
cos (ψ(t)) and G(s) s=
[
Ag Bg
Cg 0
]
, (2)
in whichAg ∈ Rng×ng ,Bg ∈ Rng , and ωn =√k/m is the structural natural frequency. All states are assumed to bemeasured thusCg = Ing . The
systemG(s) has a state-space realization given by the quadruple (Ag, Bg, Cg, 0) 25, and s is the Laplace variable.
2.2 Problem formalization
This section formalizes the problem considered in this paper. The aim is to provide a trade-off between energy generation efficiency and tower
fatigue load reductions, by preventing rotor speed operation near the tower natural frequency. The considered nominal framework is graphically
presented in Figure 2. The wind turbine model has a wind disturbance and a generator torque control input, the latter of which is subject to opti-
mization. A cosine function acts on the azimuth position output from the wind turbine model, which results in a periodic input to the tower model.
The load and energy outputs of the respective tower and wind turbine models, together with the torque input signal are included in the following
cost function to optimize the energy-load trade-off
argmin
Torque
− λ1(Energy) + λ2(Loads) + λ3(Torque), (3)
where λi and i = {1, 2, 3} are positive weighting constants determining the objective trade-offs. The above given relation presents the optimiza-
tion objective in an informal fashion for illustration purposes; later sections define the problem in a mathematical correct way. The load signal is a
Wind turbine
(LTI)
Wind
Torque
Energy
au cos (ψ(t))
ψ(t) Tower model
(LTI)
Loads
↓
Combined wind turbine and tower model (quasi-LPV)
Wind turbine
(LTI)
Wind
Torque
Energy
Transformed tower model
(LPV)
ωr(t) Loads
FIGURE 2 In the upper diagram, a wind turbine model is driven by wind disturbance and torque control inputs, and has energy production and
azimuth position as outputs. The latter mentioned output is taken by a cosine function, and serves as an input to the tower model, resulting in a
fatigue load signal. The presence of the trigonometric function forms a barrier for describing the energy-load trade-off as a convex optimization
problem. Therefore, in the lower diagram, the trigonometric function is combined with the tower model by a model modulation transformation,
resulting in an LPV systemdescription. Joining thewind turbinemodel with the transformed towermodel provides a quasi-LPV systemdescription,
as the rotor speed state serves as the scheduling variable.
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periodic and rotor-speed dependent measure for tower fatigue loading, caused by the presence of the trigonometric function. This forms a burden
for describing the objective as a convex optimization problem.
The solution path employed in this paper is the aggregation of the non-linear trigonometric function and the LTI tower model by a model modu-
lation transformation. The transformed towermodel results in an LPV system description. The subsequent combinationwith awind turbinemodel,
providing the rotor speed scheduling variable as an internal system state, results in a quasi-LPVmodel. The next section provides theory for deriva-
tion of the model modulation transformation, whereas later sections elaborate on an efficient MPCmethod exploiting the beneficial properties of
qLPVmodel structures
2.3 Theory on the towermodel modulation transformationwith periodic excitation towards an LPV
representation
In signal analysis, modulation is the process of imposing a signal onto a carrier wave 26. However, in this section, modulation is not applied to a
signal, but is performed on the tower model introduced in the previous section. The aim of the modulation transformation is to obtain a linear (but
parameter varying) systemdescription, which provides the frequency dependent dynamical behavior as a steady-state signal. Themodulated signal
is in a later section used to form a convex quadratic optimization problem in an MPC setting for computing the optimal control signal over the
prediction horizon.
Themodelmodulation transformation is inspired by thework of 18 and only themain results are given in this section. The derivation is performed
and validated with symbolic manipulation software for algebraic expressions 27, of which the code is made publicly available 28. The transformation
relies on the assumption that the change in system response amplitude ay(τ) and phase change φ(τ) is much slower than that of the driving excita-
tion frequency ωr. For this reason, the slower time scale is indicated by τ as a substitute for the normal time scale t. Variables that are a function of
the slow-varying time scale are assumed to be constant over a single periodTr = 2pi/ωr of the excitation, such that
Tr∫
0
f(τ)g(t)dt = f(τ)
Tr∫
0
g(t)dt. (4)
With respect to adrivingperiodic input, the steady-state responseof the towerdisplacement is amagnitudeandphase changeat anequal frequency
xi(t) = ai(τ) cos (ωrt + φ(τ)), (5)
where ai ∈ R+ is the amplitude and the subscript i ∈ Z+ is a counter variable. By taking into account the introduced time-scales, and using Euler’s
formula ejφ = cos(φ) + j sin (φ), the state variables are rewritten as
xi(t) = <
{
ai(τ)e
j(ωrt+φ(τ))
}
, (6)
with i = {1, 2}, and j = √−1 is the imaginary unit. The symbol<{·} indicates the real part of a given expression, whereas={·} is used to represent
the imaginary part. The slow varying term Xi ∈ C is now written as a product with the fast harmonic function, with a fixed phase and amplitude,
such that
xi(t) = <
{
ai(τ)e
jφ(τ)ejωrt
}
= <
{
Xi(τ)e
jωrt
}
. (7)
and taking the first time derivative gives
x˙i(t) = <
{(
X˙i(τ) + jωrXi(τ)
)
ejωrt
}
. (8)
By substitution of Equations (7) and (8) in the nominal state space representation of Equation (2), the following expressions are obtained
<
{(
X˙1(τ) + jωrX1(τ) + (ζ/m)X1(τ) + ω
2
nX2(τ)
)
ejωrt − auejωrt
}
= 0, (9)
<
{(
X˙2(τ) + jωrX2(τ)− X1(τ)
)
ejωrt
}
= 0. (10)
Furthermore, the following property of orthogonality is used, where
Tr∫
0
<
{
Cejθ
}
ejθdθ = 0, (11)
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G(s)
au cos (ωrt) ay cos (ωrt+ φ) H(s, ωr)
au
ωr
ay
φ
FIGURE 3 Left: the nominal tower model is periodically excited at a certain frequency and amplitude. For the linear case, the response is scaled
and phase-shifted with respect to the driving input signal. Right: after the modulation transformation, the input amplitude is a direct input to the
system, whereas its frequency changes the system dynamics. The resulting outputs give the response amplitude and phase shift as a quasi-steady
state signal.
if and only if {C ∈ C} = 0. Thus, Equations (9) and (10) aremultiplied with ejωrt, such that
Tr∫
0
<
{(
X˙1(τ) + jωrX1(τ) + (ζ/m)X1(τ) + ω
2
nX2(τ)
)
ejωrt − auejωrt
}
ejωrtdt = 0, (12)
Tr∫
0
<
{(
X˙2(τ) + jωrX2(τ)− X1(τ)
)
ejωrt
}
ejωrtdt = 0. (13)
Term-by-term integration of the integrals in Equation (13) using themathematical property in Equation (4), gives the following result[
X˙1
X˙2
]
=
[
jωrX1 − (ζ/m)X1 − ω2nX2 + au
jωrX2 + X1
]
. (14)
Now, by defining a new state sequence q = [q1, q2, q3, q4]T = [<{X1}, ={X1}, <{X2}, ={X2}]T, the system is rewritten as
q˙(ωr) = Ah(ωr)q +Bh, such that
q˙1
q˙2
q˙3
q˙4
 =

−ζ/m ωr −ω2n 0
−ωr −ζ/m 0 −ω2n
1 0 0 ωr
0 1 −ωr 0


q1
q2
q3
q4
+

au
0
0
0
 and H(s, ωr) s=
[
Ah Bh
Ch 0
]
, (15)
inwhichAh ∈ Rnh×nh ,Bh ∈ Rnh andnh = 2ng . Again, all states aremeasured thusCh = Inh , and the systemH(s, ωr)has a state-space realization
given by the quadruple (Ah, Bh, Ch, 0) 25. The instantaneous amplitude and phase of the dynamic system response at frequencyωr are given by
ay(τ) =
√
q23 + q
2
4, (16)
φ(τ) = tan−1 (q4/q3). (17)
It is also possible to write the result of the derivation using a summation of Kronecker products
H(s, ωr) ≡ q˙ =
(
Ag ⊗ Ing + Ing ⊗
[
0 ωr
−ωr 0
])
q +
(
Bg ⊗
[
1
0
])
. (18)
The nominal and transformed model representations G(s) and H(s, ωr) are interchangeable: Figure 3 graphically summarizes the transformation
of the nominal periodically excited second-order tower model (Equation (2)) into an LPV model structure (Equation (15)). The amplitude au of the
periodic input is in the modulated model a direct input to the system. The outputs are the amplitude ay and phase shift φwith respect to the input
frequency. Note that the frequency ωr is in the transformed case a scheduling variable to the LPV system, changing the system dynamics. The
following section demonstrates and further explains the effects of the presented transformation by an illustrative example.
2.4 Illustrating the effects of the transformation
This section further analyses the properties of the model modulation transformation, and showcases its characteristics by an illustrative example.
For setting up a simulation case, tower model parameters are taken sort of arbitrarily: the tower mass is m = 1000 kg, the damping coefficient
ζ = 100 kg s-1 and the spring constant k = 500 kg s-2. Figure 4 shows Bodemagnitude plots of the nominal plant and its modulated counterpart. As
a result of the selected tower characteristics, the natural frequency is located atωn ≈ 0.7 rad s-1, with a clearly present resonance peak at the same
frequency. To obtain the amplitude output (Equation (16)) of the modulated model over ω ∈ {Ω = [10−2 . . . 101]} rad s-1, the Euclidean norm of
the frequency responses of q3 and q4 at each frequency point is taken.
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FIGURE 4 Left: frequency response of the nominal towermodelG(jω). A clear resonance peak is observed atωn ≈ 0.7 rad s-1, and a−40 dB/decade
roll-off at higher frequencies. A set of 4 comparison points ωr = {0, 0.5, 0.7, 2.0} rad s-1 is chosen for evaluation of the nominal and modulated
model. Right: frequency responses of the transformed model H(jω, ωr,i) for the set of comparison points: the magnitude content at the indicated
frequencies in the left plot is transferred to a steady-state contribution in the transformed case.When the input signal au to the transformedmodel
is considered constant or slowly varying, the additional resonances at higher frequencies do not contribute to the output.
For illustration purposes, a set of 4 evaluation frequencies is chosen as {ωr,1 . . . ωr,4} = {0, 0.5, 0.7, 2.0} rad s-1 to showcase the effects of the
transformation by indicative pointers in Figure 4. For ωr,1 = 0 rad s-1 the transformed model reduces to the nominal case; for {ωr,i ∀ i > 1} the
magnitude content is transferred to a DC contribution for each evaluation of H(jω, ωr,i). Moreover, the nominal resonance peak at ωn is for each
frequency response split into two peaks with a 3 dB magnitude reduction. Thus, when the input amplitude au of the transformed model is varied
slowly, themagnitude from specific frequency points of the nominal model is mapped to aDC contribution in the transformed case; rapid variations
will result in contributions from the resonances at higher frequencies. However, as in this paper au is assumed constant, additional measures to
reduce these effects, such as low-pass or notch filters, are dispensable.
The effect of the transformation in the time-domain is evaluated in Figure 5. Both the nominal and transformed model are fed with a linear
increasing frequency, at a constant frequency acceleration rate of ω˙r = 0.01 rad s-2 for a period of 1200 s, starting from ωr = 0 to 1.2 rad s-1. This
frequency range is chosenasmodern large-scale variable-speedwind turbines are controlled in this operating region. The transformedmodel shows
a very close amplitude tracking of the nominal model dynamics. The earlier imposed restriction and assumption on the change in amplitude and
phase by a slow time scale τ , does not seem to limit the proposedmethod for applicability to the consideredwind turbine control objective.
FIGURE 5 Frequency sweep applied to the nominal and transformed model, from ωr = 0 to 1.2 rad s-1 with a constant acceleration in 1200 s. The
transformedmodel shows a very close amplitude tracking of the nominal model magnitude response.
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3 WINDTURBINEMODELAUGMENTATIONAND LINEARIZATION
This section considers the derivation of a simple NREL 5-MW (linear) model, for augmentation to the modulated tower model such that a quasi-
LPVmodel is obtained. Section 3.1 provides the simple first-order wind turbinemodel. Next, in Section 3.2, themodel is symbolically linearized and
augmented with the transformed tower model in a qLPV representation. Section 3.3 provides linearization parameters over the complete below–
rated operating region based on the properties of theNREL 5-MWreferencewind turbine 29. Finally, Section 3.4 validates the first-order and affine
linear models to simulation results of their non-linear equivalent.
3.1 Simplifiedwind turbine system description
Because the dynamics of the transformed tower modelH(s, ωr) are scheduled by the input excitation frequency, which is in this case the (1P) rotor
speed, it is a logical step to augment a wind turbine model adding this state to the overall system description. Aa system of which the scheduling
variable is part of the state vector is known as a qLPV system description. The considered first-order wind turbinemodel is
Jrω˙r = τa − N(τg + ∆τg)︸ ︷︷ ︸
τs
, (19)
in which Jr ∈ R+ is the total rotor inertia consisting out of the hub and 3 times the blade inertia, {N ≥ 1} ⊂ R+ is the gearbox ratio, and τa is the
aerodynamic rotor torque defined as
τa =
1
2
ρapiR
3U2Cτ (λ, β), (20)
where ρa ∈ R+ is the air density,R ∈ R+ the rotor radius,U ∈ R+ the rotor effective wind speed and Cτ ∈ R the torque coefficient as a function
of the blade pitch angle β and the dimensionless tip-speed ratio λ = ωrR/U. The system torque τs ∈ R+ is a summation of the generator torque
τg ∈ R+ resulting from a standard K-omega-squared torque control law, and∆τg ∈ R is an additional torque contribution resulting from theMPC
framework described later in this paper. The torque control law is taken as an integral part of themodel, and is defined as
τg = Kω
2
r/N, (21)
in whichK ∈ R+ is the optimal mode gain
K =
piρaR5Cp(λ, β)
2λ3
, (22)
calculated for the low-speed shaft (LSS) side.
3.2 Linearizing the augmented turbine and towermodel
This section augments the wind turbinemodel from Section 3.1 to themodulated towermodelH(s, ωr), such that the following system is obtained
q˙1
q˙2
q˙3
q˙4
ω˙r

=

−ζ/m ωr −ω2n 0 0
−ωr −ζ/m 0 −ω2n 0
1 0 0 ωr 0
0 1 −ωr 0 0
0 0 0 0 0


q1
q2
q3
q4
ωr

+

au
0
0
0
(τa − N (τg + ∆τg))/Jr

, (23)
ay =
√
(q23 + q
2
4). (24)
The above-given systemdescription contains the non-linear aerodynamic and generator torque input definedpreviously by Equations (20) and (21).
Furthermore, the output ay is a non-linear combination of state vector elements. The system is subject to linearization, where the desired linear
state, input and outputs vectors are defined as
qˆ(t) = [qˆ1, qˆ2, qˆ3, qˆ4, ωˆr]
T , (25)
uˆ(t) =
[
Uˆ, ∆τˆg
]T
, (26)
yˆ(t) = Aˆy, (27)
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and the (ˆ·)-notation indicates the deviation with respect to the considered linearization point. Now, the system is linearized by taking the partial
derivatives of Equations (23) and (24) with respect to the state and inputs vectors, such that a linear state-space system is obtained
˙ˆq(t) = A(p)qˆ(t) +B(p)uˆ(t) (28)
yˆ(t) = C(p)qˆ(t),
where the state, input and output matrices are defined as
A(p) =

−ζ/m ω¯r −ω2n 0 q¯2
−ω¯r −ζ/m 0 −ω2n −q¯1
1 0 0 ω¯r q¯4
0 1 −ω¯r 0 −q¯3
0 0 0 0 (k¯ωr − Nk¯τg )/Jr

, B(p) =

0 0
0 0
0 0
0 0
k¯U/J −N/J

, C(p) =
1
2

0
0
q¯3(q¯23 + q¯
2
4)
−1/2
q¯4(q¯23 + q¯
2
4)
−1/2
0

T
. (29)
The aerodynamic rotor torque is linearized with respect to the rotor speed andwind speed
τˆa =
∂τa
∂ωr
ωˆr +
∂τa
∂U
Uˆ = k¯ωr (ωr, β, U)ωˆr + k¯U(ωr, β,U)Uˆ, (30)
with
k¯ωr (ωr, β,U) = crRU
∂Cτ (λ, β)
∂λ
∣∣∣∣
ωr=ω¯r, β=β¯,U=U¯
, (31)
k¯U(ωr, β,U) = 2crCτ (λ, β)U− crωrR∂Cτ (λ, β)
∂λ
∣∣∣∣
ωr=ω¯r, β=β¯,U=U¯
, (32)
and cr = 0.5ρpiR3 is a constant factor. Finally, the K-omega-squared torque controller is linearized as
τˆg(ωr) =
∂τg
∂ωr
ωˆr = k¯τg (ωr)ωˆr = 2Kωr/N
∣∣∣∣
ωr=ω¯r
ωˆr. (33)
The (¯·)-notation indicates the steady-state values of the corresponding operating points. The advantage of this approach is that for each operating
point, corresponding steady-state values are substituted in the state-space matrices. This is done by a function p = f(ωr(t)) : R → Rnp , which
schedules the systemA(p) : Rnp → Rn×n, inputB(p) : Rnp → Rn×m and outputC(p) : Rnp → Rq×n matrices. This leads to the description of
non-linear dynamics by a set of linear models, varying the system according to the operating point parameterized by p ∈ P . For the qLPV case, the
scheduling variable is part of the state, which makes the system self-scheduling for each time step. In this paper, a finite number of linearizations is
considered for operating conditions along the optimal power coefficientCp,max(λ∗) = Cτ (λ∗)λ∗ corresponding to the setU of below-rated wind
speeds.
The current form of the linear model in Equation (28) only describes deviations from the current operating point. To approach the actual states
and outputs of the non-linear model with a qLPV model structure, offsets for the state, input and output should be incorporated in the system
description. The process of converting the LPVmodel to its affine form incorporating these operating point offsets is described in Appendix A. The
same appendix also describes the employed fourth order Runge-Kutta state-space discretization method. When in the remainder of this paper is
referred to the qLPVmodel, the system in its affine form is intended.
3.3 Completing the linearization for the NREL 5-MW reference turbine
This section provides the data for linearization of the NREL 5-MW turbine, and performs a validation of the resulting affine qLPV system to the
non-linear turbinemodel in high-fidelity simulation code. All linearization parameters are summarized in Table (1).
First, an analytical fit is made to the NREL 5-MW torque coefficient data as a function of the tip-speed ratio. This is needed as k¯ωr and k¯U are a
function of the torque coefficient and its partial derivativewith respect to the tip-speed ratio. The torque coefficient data is obtained using a graph-
ical extension 30 to NREL’s high-fidelity wind turbine simulation software FAST v8.16 31, which includes blade element momentum (BEM) code 3 for
obtaining rotor characteristic data. As the framework being derived in this paper is focused on the below-rated region, and conventional wind tur-
bine controllers keep the pitch angle fixed at fine-pitch angle β0 during partial load 32, the dependency of the torque coefficient on β is omitted. An
often used parameterizable torque coefficient function is defined by
Cτ (λ) = e
−θ1/λ(θ2/λ− θ3)/λ+ θ4, (34)
which is fitted by optimizing the values θi using a non-linear least-squares routine, minimizing the sum-of-squares between the fit and the data-
points. Figure 6 shows the torque coefficient trajectory as a function of the tip-speed ratio for β = β0, and the fit to this data. Also, an evaluation
of the analytically computed partial gradient with respect to the tip-speed ratio is given. Furthermore, the same figure shows the linearization
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FIGURE 6 Left: torque coefficient curve of the NREL 5-MWwind turbine as a function of the dimensionless tip-speed ratio. The fit according to the
model structure proposed by Equation (34) shows a close fit to the data points. The fit allows the derivation and evaluation of the partial gradient.
Right: the linearization parameters defining the LPVmodel at each scheduling instant.
parameters k¯ωr , k¯U and k¯τg . The evaluation is performed for all below-rated rotor speed conditions along the maximum power coefficient Cp,max
at an optimal tip-speed ratio of λ∗ = 7.7. The trajectories show smooth and linear behavior for all operating points.
In Figure 7, the steady-state values for q¯1, q¯2, q¯3, and q¯4 are given as a function of rotor speed for the optimal power coefficient operating con-
ditions. Compared to the previously presented linearization parameters, these trajectories show a more volatile behavior. At the tower natural
frequency, two of the trajectories change signs, while the other two reach their extrema. This, as will be shown later, results in some erratic behav-
ior when the qLPV model self-schedules itself around the natural frequency. Therefore, a fine grid of linear models should be taken in the LPV
scheduling space, to minimize artifacts and to properly describe the non-linear dynamics.
TABLE 1 Parameters for linearization and simulation of the qLPVmodel in the below-rated operating region.
Description Symbol Value Unit
Blade inertia Jb 11.776 · 106 kgm2
Hub inertia Jh 115 926 kgm2
Total rotor inertia Jh 35.444 · 106 kgm2
Torque coefficient fit (1/2) θ1,2 14.5924, 42.7653 -
Torque coefficient fit (2/2) θ3,4 2.4604, 0.0036 -
Gearbox ratio N 97 -
Air density ρa 1.225 kgm-3
Fine pitch angle β0 1.9 · 10−3 rad
Rotor radius R 63 m
Optimal mode gain (LSS) K 2.1286 · 106 Nm (rad s-1)-2
Optimal tip-speed ratio λ∗ 7.7 -
Input excitation amplitude au 1 -
Towermass m 1000 kg
Tower damping ζ 100 kg s-1
Tower stiffness k 500 kg s-2
Tower natural frequency ωn 0.7071 rad s-1
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FIGURE7 State-state gains q¯1 to q¯4 as a function of the rotor speed scheduling variable. Around the natural tower frequency, the gains showamore
erratic behavior raising the need for an LPVmodel set on a fine scheduling grid.
3.4 The qLPVmodel subject to a turbulent wind
Themain advantage of a qLPVmodel, is that the scheduling parameter is part of the state vector. In this way, the scheduling signal is not exogenous,
and the model is consequently self-scheduling according to its state evolution. To verify the validity of the derived affine qLPV model, a turbulent
wind signal with ameanwind speed of U¯ = 6.5ms-1 is applied to:
1. A non-linear NREL 5-MW aerodynamic model simulated in the high-fidelity FAST code. A second-order, first mode tower model G(s) is
excited by a unity amplitude cosine as a function of the azimuth position;
2. The first-order linearized NREL 5-MWwind turbine model with Cτ (λ) look-up table, driving the transformed tower modelH(s, ωr) by the
rotor speed output;
3. The qLPVmodel, incorporating both the linear wind turbine rotor and transfomed tower dynamics, self-scheduled by its rotor speed state.
The simulation results, based on the parameters in Table (1), are presented in Figure 8. The left plot shows the rotor speed simulation, which
demonstrates that the first-order and qLPV models accurately follow the FAST output. Subsequently, the right plot compares the tower side-side
displacement responses, as a result of the rotor imbalance excitation. As concluded earlier by the frequency sweep in Figure 5, the nominal and
transformed towermodels showa goodmatch. The additional qLPV response in Figure 8 shows a similar trajectory as the transformedmodel, apart
from some minor artifacts between 700 − 800 s, when the rotor speeds approaches the tower natural frequency. These anomalies are a result of
themore erratic behavior of the steady-state gains q¯1−4 in the region ofωn (Figure 7), and the switching between the linearmodels by the schedul-
ing parameter. However, as the response serves as a load indication, and the exact value is of less importance, the qLPVmethod is concluded being
suitable for its intended purpose in the qLPV-MPC framework, described in the next section.
4 QUASI-LPVMODEL PREDICTIVE CONTROL
Non-linear MPC is – because of its computational complexity – often considered as an unsuitable control method for application in fast real-world
systems, such as wind turbines. Therefore, in this paper, an approach towards an efficient method for non-linear MPC is employed, exploiting the
inherent self-scheduling property of a qLPV system. This section describes the qLPV-MPC framework, with the aim to provide a convex QP, defin-
ing a trade-off between maximum power production efficiency, while minimizing tower excitation at its natural frequency. In practice this means
that the rotor deviates from maximum power extraction trajectory when it approaches the rotor speed coinciding with the structural resonance
frequency.
An economic MPC approach is used to directly optimize for the economic performance of the process 33. For the considered case, that is: a
predefined quadratic performance criterion specifies the trade-off between energy production and load mitigations, and finds the optimal control
signal in thepredictionhorizon resulting inminimizationof the criterion.However, as for each time step the scheduling sequenceover theprediction
horizon is unknown, the non-linear MPC control problem is solved by an iterative method 22. The method solves subsequent QPs minimizing the
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FIGURE 8 Simulation results showing the rotor speed and tower displacement ampltide for different models driven by a turbulent wind distur-
bance input signal. The FASTmodel excites the nominal towermodel and serves as a baseline simulation case. The first-order wind turbinemodel is
combinedwith the non-linearized transformed towermodel. The qLPV system is a single scheduled system description of both the rotor and tower
dynamics, and shows – apart fromminor artifacts around the tower natural frequency – a close resemblance to its non-linear companion.
predefined cost, and uses the resulting predicted scheduling sequence as a warm-start for the next iteration. Each iteration uses a single QP solve.
A norm of the consecutive output differences over the prediction horizon is used to determine whether the algorithm has converged.
By manipulation of the affine system representation equations in (A6) and (A7), an expression is derived for forward propagation of the qLPV
model output, only requiring the initial state at time step k and the scheduling sequence over the prediction horizon
Yk+1 = H(Pk) (xk − x˘(pk)) + S(Pk)∆Uk(Pk) +
(
Y˘k+1(Pk) + L(Pk)∆X˘k(Pk) +D(Pk)∆Uk+1(Pk)
)
, (35)
in which thematrices
{
H, S, ∆Uk, Y˘k+1, L, ∆X˘k, D, ∆Uk+1
}
are defined in Appendix B, andPk =
[
pk, pk+1 · · · pk+Np
]
∈ Rnp×Np is the col-
lection of scheduling variables at each time instant over the prediction horizon Np ∈ Z+. The (˘·)-notation indicates steady-state offsets from the
current operating point for the the states, in- and outputs (Appendix A). The opportunity for defining a control horizon Nc ∈ Z is disregarded in
this paper, and is chosen equal to Np. For sake of completeness, the above given propagation expression includes a direct feedthrough matrixD,
although it is not used for the considered problem.
At time instance k = 0 only the initial state is assumed to be known, and the scheduling parameters are chosen constant over the prediction
horizon, such that
P0 = 1Np ⊗ p0, (36)
where 1Np ∈ RNp is a one-dimensional vector of ones. By assuming the initialization vector, the convex QP is solved with
∆Θg,k+1 =
[
∆τg,k+1 · · ·∆τg,k+Np
]
∈ RNp as the decision variable vector, minimizing the cost
argmin
∆Θg,k+1
YTk+1QYk+1 + ∆Θ
T
g,k+1R∆Θg,k+1 (37)
subject to Dynamical system in Equation (35),
in which Q = diag(Q, Q · · · Q) ∈ RNp×Np and R = diag(R, R · · · R) ∈ RNp×Np are, respectively, weight matrices acting on the predicted
tower amplitude and deviation from the optimal torque control signal. The latter termof the cost requires the assumption of optimal power produc-
tion efficiency using theK-omega-squared torque control strategy. Now, compare the above givenminimization objectivewith the one introduced in
the problem formalization by Equation (3). The first term of Equation (37) aims on fatigue load minimization, whereas the latter term is a combina-
tion of energy productionmaximization andpenalization on the control input. Formulating the objective in thisway, results in a convenient trade-off
between produced power and load reductions by varying the weight ratio betweenQ andR.
After thefirst solvewith the initial scheduling sequenceofEquation (36), the inherentqLPVproperty is exploitedbyusing thepredictedevolution
of the state to form a warm-start initialization of Pj+1k in the next iteration. This iterative process is repeated until
∣∣∣∣∣∣Yj+1k − Yjk∣∣∣∣∣∣2 < , or for amaximum number of iterations jn, with  being a predetermined error threshold. The algorithm is summarized using pseudocode in Algorithm 1.
An evaluation has shown that after convergence during initialization, warm-starting the scheduling sequence for the subsequent time-steps
shows excellent results. That is, performing multiple iterations for k > 0 shows no significant performance enhancements for the considered
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Algorithm 1 - Pseudocode for iteratively finding the scheduling vectorPk in the first time step, andwarm-starting for subsequent time instances.
k← 0, j← 1, jn ← 5
DefineQ,R,Np
Initialize matricesQ,R
Initialize stateX, outputY, and schedulingPmatrices as empty 0-matrices
Pjk ← 1Np ⊗ f(x0), X(:, k) = x0
for time instance k do
while j ≤ jn do
Construct matricesH(Pjk),S(Pjk),L(Pjk),∆U(Pjk), Y˘k+1(Pjk),∆X˘k+1(Pjk)
Solve for∆Θg as in Equation (37) withX(:, k) as initial state
Simulate the qLPVmodel with∆Θg forNp samples to find the state evolutionX j
DefinePj+1k = f(X j)
j← j + 1
endwhile
j← 1, jn ← 1
Take the first sample of∆Θg to apply in high-fidelity code and simulate for ts,FAST
Save resulting state and output data:X(:, k + 1)← xk, Y(:, k)← yk
DefinePjk+1 = f(X end) as a warm start for the next time instance
k← k + 1
end for
problem. Therefore, the described process is only performed in the initial time step k = 0. The need for only a single QP for each step, makes the
approach for solving the non-linearMPC problem computationally efficient and tractable for real-world implementations.
5 HIGH-FIDELITY SIMULATION SET-UPANDRESULTS
This section implements the proposed qLPV-MPC framework in conjunction with the non-linear NREL 5-MWmodel in the high-fidelity FAST code,
and the software implementation is made publicly available 28. As the side-side natural frequency of the NREL 5-MW turbine is located outside the
rotor speed operating region, the tower properties are modified. The tower thickness is scaled down by a factor 7.5, such that an effective turbine
side-side resonance frequency of approximately 0.7 rad s-1 is attained. Also, two of the three blades are configured to have an overall mass increase
FIGURE 9A linearly increasing slope and turbulent wind profile employed for the two simulation cases. The rotor effective wind speed is estimated
by a wind speed estimator. A discrepancy of the estimated sloped wind speed is observed after 100 s, which is a result of sudden changes in applied
generator torque andmeasured rotor speed.
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and decrease of 2%with respect to the reference blade. Thismass imbalance induces a rotor eccentricity, exacerbating the excitation of the turbine
side-sidemode.
Furthermore, the simulation environment incorporates the modulated second-order tower model from Equation (15). The transformed tower
model is scheduled by the simulated rotor speed, and the resulting integrator states are, together with the rotor speed, used in each time-step
to form the initial state. The initial state is, as shown in Algorithm 1, at each time instant used for forward propagation of the qLPV model by
Equation (35).
The aim is now to showcase the framework capabilities of successfully preventing prolonged rotor speed operation near the tower resonance
frequency. This is done by defining two separate simulation cases:
• Case1: initializing thewind turbine for operating conditions corresponding to awind speedofU = 5.5ms-1, followedby a linearly increasing
slope to amaximumwind speed ofU = 8.0ms-1 in approximately 250 s;
• Case 2: operating the wind turbine in turbulent wind conditions with ameanwind speed U¯ = 6.5ms-1 for 2000 s.
For both cases, the behavior of the qLPV-MPC implementation is comparedwith standard K-omega-squared torque control.
The employed wind signals are presented in Figure 9. Because the wind speed cannot assumed to be measurable in real-world scenarios, an
effective immersion and invariance (I&I) rotor effective wind speed estimator 34,35 is used, which is also plotted in the same figure. Because the
future wind speed is unknown at time instance k, the wind speed evolution is chosen to be constant and equal to the current estimated value
over the prediction horizon. Also, the smoothened course of the estimated signal aids the qLPV-MPC algorithm to prevent from over-reacting to
rapid variations. As the wind speed estimator takes the applied generator torque and measured rotor speed as inputs, and a rapid rotor speed
FIGURE 10 Simulation Case 1 shows a comparison to conventional torque control with a linearly increasing wind speed. The proposed algorithm
prevents the rotor speed from prolonged operation at the tower’s natural frequency by imposing an additional generator torque demand. Then,
when the wind speed is sufficient for operation at a higher rotor speed, the additional generator torque is rapidly reduced to facilitate a swift
crossing of the critical frequency. The strategy is beneficial for reducing periodic tower loading, at the expense of generated power.
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FIGURE 11 SimulationCase 2 shows a comparison to conventional torque control with a realistic turbulent wind profile. It is shown that the tower
loading extremes are significantly reduced by preventing prolonged operation at the critical rotor speed. The algorithm shows to have minimal
impact on the generated power.
and generator torque change occurs at this time instant, a discrepancy is seen after 100 s. Nonetheless, the estimator shows a quick recovery in
consequent time steps.
Distinct sampling intervals are used for the simulation environment and MPC update actions. Simulation of the NREL 5-MW in FAST requires
a sampling time of ts,FAST = 0.01 s to prevent numerical issues. The MPC sampling time is set to ts,MPC = 1.0 s. Note that this rather low
sampling interval is possible because the modulation transformation moves the load signal to a quasi-steady state contribution. As a result of this
transformation, the algorithm’s goal is to find the optimal operating trajectory, and not to actively mitigate a specific frequency. The low sampling
interval is especially convenient for real-world applications, as this allows solving the QP less frequently, reducing the need for powerful control
hardware.
The FAST simulation environment, implemented in MATLAB Simulink 36, simulates for ts,MPC, after which is simulation is paused and essential
information is extracted. The data is provided to the MPC algorithm in MATLAB using CVX: a package for specifying and solving convex pro-
grams 37,38. After solving the optimization problem, the first input sample of the decision variable vector is updated in the simulation environment.
The simulation is resumed and the input is held constant for the next ts,MPC seconds, after which it is paused again.
Figure 10, presents the results for simulation Case 1. For this case, the in- and output weighing factors are chosen asQ = 0.1, R = 25, and the
prediction horizon is set toNp = 25. The simulation results show the ability of the algorithm to withhold the turbine from operating at a rotational
speed exciting the tower natural frequency by increasing∆τg . Then, around 100 s, the wind speed is sufficient for the load and power trade-off to
be in favor of the latter mentioned. This is reflected by a swift reduction of the generator torque resulting in a rapid crossing of the critical rotor
speed at ωr = ωn = 6.75 rpm. The tower displacement shows a reduction in amplitude by excitation of the natural frequency for a shorter period
of time. Obviously, this comes at the expense of generated power and energy.
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FIGURE 12 Histograms of the rotor speed and displacement amplitude occurrence for simulation Case 2. The rotor speed histogram (left) clearly
shows that the qLPV-MPC algorithm prevents operation at the critical speed. Consequently, the amplitude histogram (right) shows a reduced
maximum occurrence, whereas smaller amplitudes happenmore frequently, which is beneficial from a fatigue loading viewpoint.
FIGURE13 Side-side displacement spectra of theNREL5-MWturbine subject to high-fidelity turbulentwind simulations. The tower steel thickness
is modified, such that a turbine side-side natural frequency of approximately 0.7 rad s-1 is obtained. The blades are given a dissimilar mass to induce
rotor eccentricity. Spectra for the K-omega-squared and qLPV-MPC implementations show a significant reduction of the dominant resonance. The
content in the dashed box is enlarged in the right plot.
The simulation results for Case 2 are given in Figure 11. By inspection of the rotor speed around the critical speed, it is being prevented from
operating at this frequency for extended time periods. This results in a significant decrease of the tower displacement amplitudes. To further clarify
this effect, Figure 12 shows histograms of the rotor speed and amplitude signals. Finally, Figure 13 shows the sidewards displacement spectra of
both control strategies. A significant reduction of 18 dB is attained at the turbine side-side natural frequency.
The generator power and torque trajectories of both control strategies show a high degree of similarity, which indicates aminimal penalty on the
produced energy production. This is confirmed by the evaluation of the generated energy over the total simulation time, resulting in 603.34 kWh
and 601.19 kWh for the respective baseline and MPC cases, which turns out in a negligible produced energy reduction of 0.36 %. The trade-off is
conveniently tuned by the weight ratio betweenQ andR.
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6 CONCLUSIONS
In practical scenarios, wind turbine rotors possess a mass and/or aerodynamic imbalance, which cause a periodic excitation possibly coinciding
with the tower side-side natural frequency. To date, no efficient and intuitive MPC framework is available for preventing rotor speed operation
at this frequency. In this paper, the dynamics of a wind turbine tower are subject to a modulation transformation, and thereby transformed into a
quasi-LPV system description. The resulting qLPVmodel, by aggregationwith awind turbinemodel, is reconciledwith anMPC scheme. The combi-
nation exploits the inherent properties of the qLPVmodel, leading to an efficientmethod of solving a convex optimization problem. The qLPV-MPC
approach involves finding the qLPV scheduling sequence by performing multiple iterative QP solves for the first time step. Subsequent time steps
only require a single QP solve using a scheduling sequence warm start originating from the previous time step. By imposing an additional torque
contribution, the rotor speed is prevented fromoperatingnear the towernatural frequency at theexpenseof reducedaerodynamic efficiency. Simu-
lation resultswith artificial sloped and realistic turbulentwind simulations show that the algorithmprevents excessive natural frequency excitation,
by sacrificing an insignificant amount of produced energy. The current work only considers the exclusion of a single excitation frequency, however,
the presented framework can be extended towards the exclusion of multiple resonances.
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APPENDIX
A - THEAFFINE LPVMODEL REPRESENTATIONANDDISCRETIZATION
This section presents the process of converting the LPVmodel derived in Section 3.2 to its affine form. For this, the steady-state offset values of the
state, input and output values are saved for each linearization. The offsets are indicated by a (˘·), and the following relations
qˆ(t, p∗) = q(t)− q˘(p∗), (A1)
uˆ(t, p∗) = u(t)− u˘(p∗), (A2)
yˆ(t, p∗) = y(t)− y˘(p∗), (A3)
are substituted in Equation (28), such that the affine form is obtained
q˙(t) = A(p)(q(t)− q˘(p∗)) +B(p)(u(t)− u˘(p∗)) + ˙˘q(p∗) (A4)
y(t) = C(p)(q(t)− q˘(p∗)) + y˘(p∗), (A5)
in which p(t) = p∗(t) indicates the current linear model in the LPV scheduling space 39. Because a finite set of linear models is taken, the schedul-
ing variable might fall between two model scheduling points. In this case, either the nearest offsets corresponding to the current scheduling value
are taken, or a linear interpolation is performed. When the models are defined on a fine enough grid, the advantage of increased accuracy by
interpolation diminishes, and therefore the nearest model approach is employed.
As this paper uses a sample-based and fixed time-step control set-up, the continuous-time system is converted to its discrete-time equivalent
q(k + 1) = Ad(pk)(q(k)− q˘(p∗k)) +Bd(pk)(u(k)− u˘(p∗k)) + q˘(p∗k) (A6)
y(k) = C(pk)(q(k)− q˘(p∗k)) + y˘(p∗k), (A7)
where k is the discrete time-step variable, and the matrix subscripts (·)d indicate the discrete time counterparts of the system and input matrices.
Discretization ofA andB is performed using a fourth order Runge-Kutta discretization method 40, of which the matrix transformation relations
18 S.P. MULDERS ET AL
are given by
Ad =
1
24
A4t4s +
1
6
A3t3s +
1
2
A2t2s +Ats + In, (A8)
Bd =
1
24
A3Bt4s +
1
6
A2Bt3s +
1
2
ABt2s +Bts + In. (A9)
Note that the last term of Equation (A6), originating from the left-hand side of the equation, is in the discrete-time case taken at the current time
instant, as the output for scheduling the next state offset q˘ is unavailable at time step k.
B - LPV FORWARDPROPAGATIONMATRICES
This section defines the LPV forward-propagationmatrices of Equation (35):
Yk+1 =

yk+1
yk+2
...
yk+Np
 , Y˘k+1(Pk) =

y˘(pk+1)
y˘(pk+2)...
y˘(pk+Np )
 , ∆Uk(Pk) =

uk − u˘(pk)
uk+1 − u˘(pk+1)...
uk+Np−1 − u˘(pk+Np−1)

H(Pk) =

C(pk+1)A(pk)
C(pk+2)A(pk+1)A(pk)...
C(pk+Np )A(pk+Np−1) . . .A(pk)
 , D(Pk) =

D(pk+1) 0 · · · 0
0 D(pk+2) · · · 0... . . . ...
0 · · · D(pk+Np )
 ,
S(Pk) =

C(pk+1)B(pk) 0 . . . 0
C(pk+2)A(pk+1)B(pk) C(pk+2)B(pk+1) . . . 0... . . . ...
C(pk+Np )A(pk+Np−1) . . .A(pk+1)B(pk) · · · C(pk+Np )B(pk+Np−1)
 ,
L(Pk) =

C(pk+1) 0 . . . 0
C(pk+2)A(pk+1) C(pk+2) . . . 0... . . . ...
C(pk+Np )A(pk+Np−1) . . .A(pk+1) · · · C(pk+Np )
 , ∆X˘k(Pk) =

x˘(pk)− x˘(pk+1)
x˘(pk+1)− x˘(pk+2)...
x˘(pk+Np−1)− x˘(pk+Np )
 ,
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