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ABSTRACT
The emerging research paradigm coined as multitasking optimiza-
tion aims to solvemultiple optimization tasks concurrently bymeans
of a single search process. For this purpose, the exploitation of com-
plementarities among the tasks to be solved is crucial, which is of-
ten achieved via the transfer of genetic material, thereby forging
the Transfer Optimization field. In this context, Evolutionary Mul-
titasking addresses this paradigm by resorting to concepts from
Evolutionary Computation.Within this specific branch, approaches
such as theMultifactorial EvolutionaryAlgorithm (MFEA) has lately
gained a notable momentum when tackling multiple optimization
tasks. This work contributes to this trend by proposing the first
adaptation of the recently introduced Multifactorial Evolutionary
Algorithm II (MFEA-II) to permutation-based discrete optimization
environments. For modeling this adaptation, some concepts can-
not be directly applied to discrete search spaces, such as parent-
centric interactions. In this paperwe entirely reformulate such con-
cepts, making them suited to deal with permutation-based search
spaces without loosing the inherent benefits of MFEA-II. The per-
formance of the proposed solver has been assessed over 5 different
multitasking setups, composed by 8 datasets of the well-known
Traveling Salesman (TSP) and Capacitated Vehicle Routing Prob-
lems (CVRP). The obtained results and their comparison to those
by the discrete version of the MFEA confirm the good performance
of the developed dMFEA-II, and concur with the insights drawn in
previous studies for continuous optimization.
CCS CONCEPTS
• Theory of computation→ Bio-inspired optimization; Ran-
dom search heuristics;Theory of randomized search heuristics; •Math-
ematics of computing→ Evolutionary algorithms;
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1 INTRODUCTION
The main motivation behind the recent Transfer Optimization par-
adigm is that real-world optimization problems hardly occur in iso-
lation [21]. Thus, the key idea on which this paradigm relies is the
exploitation ofwhat has been learned by optimizing one task when
facing another problem or task. To tackle this paradigm, three dif-
ferent categories of Transfer Optimization can be distinguished: se-
quential transfer, multitasking and multiform optimization [15, 21].
Among these three classes, multitasking is arguably the one that
has attracted most attention by the current community [18, 41],
which is devoted to simultaneously solving different optimization
problems or tasks by dynamically analyzing existing synergies and
complementarities among them.
Given the context above, this manuscript is focused on Evolu-
tionaryMultitasking (EM, [31]), a branch of Transfer Optimization
that relies on concepts from Evolutionary Computation for the si-
multaneous solving of different problems [2, 14]. In the last few
years, several EM proposals have been reported in the literature to
deal with several discrete, continuous, single-objective and multi-
objective optimization problems at the same time [17, 22, 39, 45].
From the algorithmic point of view, in most of the aforementioned
studies EM has been materialized by means of the so-called Multi-
factorial Optimization (MFO) strategy, which hinges on the defini-
tion of a unique factor for each individual to influence the search of
population-based solvers. Most notably, the combination of MFO
and EM has given rise to the Multifactorial Evolutionary Algo-
rithm (MFEA, [20]), arguably at the forefront of the algorithms
contributed so far in the area.
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Despite the relative youth of the field, there is a clear consensus
in the community about the paramount importance of the correla-
tion among tasks to be simultaneously addressed. Exploiting this
correlation is crucial in order to positively leverage the transfer of
knowledge over the search [49]. Several influential contributions
can be found in the literature delving into this issue, proposing
alternatives to analyze and quantify the similarity between opti-
mization tasks [19]. Indeed, in practical setups it is not possible to
ensure that all tasks are related to each other. In such cases, over-
looking this lacks of synergy, and sharing genetic material among
unrelated tasks or problems could lead to performance downturns,
a circumstance known as negative transfer [3]. This negative trans-
fer has been reported by some recent studies as the central pit-
fall of multitasking, becoming a priority in the formulation of new
schemes [6, 47]. Among them, the brand new Multifactorial Evo-
lutionary Algorithm II (MFEA-II, [3]) is an adaptive extension of
the aforementioned MFEA, incorporating the capability to dynam-
ically learn how much knowledge should be transferred across
tasks.
As evinced by the literature so far, MFEA-II has so far been
tested over continuous optimization problems, using experimen-
tal environments composed by up to 6 tasks. The lack of applica-
tions with alternative problem flavors, and wider experimental se-
tups, comprise themain source ofmotivation of this research work.
Specifically,we elaborate on adaptingMFEA-II to permutation-based
combinatorial problems, giving rise to the discreteMFEA-II (dMFEA-
II). Despite the simple formulation of our research hypothesis, the
adaptation beneath dMFEA-II is not straightforward, as the naive
version of MFEA-II is comprised by concepts and operators that
cannot be directly applied to permutation-based discrete search
spaces. An example supporting this statement is the parent-based
strategy followed for the inter-task interactions [13], or the trans-
fer parameter matrix, crucial for the search procedure of MFEA-II.
We assess the performance of our proposed dMFEA-II by consider-
ing 8 instances of the well-known Traveling Salesman (TSP, [26])
and Capacitated Vehicle Routing (CVRP, [36]) problems, which are
combined to yield 5multitasking environments with heterogeneous
search spaces and varying degrees of phenotypical relationship.
Results obtained by dMFEA-II are compared to those of the discrete
version of the MFEA, aimed at the confirmation of the same find-
ings drawn from [3] for continuous optimization environments.
The remainder of the article is organized as follows. Section 2
sets the background and related work. Next, Section 3 exposes in
detail the main features of the proposed dMFEA-II. The experimen-
tation setup and discussion of the results are given in Section 4.
Finally, Section 5 concludes the paper.
2 BACKGROUND AND RELATED WORK
There is global consensus in the community that until 2017, the
concept of EM was only formulated within the framework of MFO
[8]. In the last years, several approaches have embraced this con-
cept [27, 33, 42, 44], with MFEA at the spearhead [20]. Additional
alternatives to MFO have been also proposed in terms of new algo-
rithmic schemes, such as the multitasking multi-swarm optimiza-
tion in [38], or the coevolutionary multitasking schemes in [7, 34].
Deeper into mathematical details, MFO can be formulated by
considering an environment comprising K tasks or problems to be
simultaneously solved. This environment is therefore made up by
as many search spaces as tasks to be faced. Therefore the objective
function for the k-th task Tk is denoted as fk : Ωk → R, where
Ωk is the search space of task Tk . Assuming that all tasks should
be minimized, the main objective is to find a group of solutions
{x1, . . . , xK } such that xk = argminx∈Ωk fk (x). In general, a MFO
algorithm operates on a population P of candidate solutions (in-
dividuals), where each xp ∈ P should belong to a unified search
space ΩU . Each search space Ωk is mapped to ΩU through the use
of an encoding/decoding function ξk : Ωk 7→ ΩU . Consequently,
every individual xp ∈ P should be encoded as xp,k = ξ
−1
k
(xp ) to
represent a task-specific solution xp,k for each of the K tasks. De-
parting from these definitions, in every MFO solver four different
features are associatedwith each individual xp of the populationP:
Factorial Cost, Factorial Rank, Scalar Fitness and Skill Factor. These
features permit to sort, select and/or discard individuals along the
search, as they dictate the contribution of every individual to the
population considering that K tasks are optimized [3]:
• Factorial Cost Ψkp of an individual xp ∈ P is given by its fitness
value for taskTk , so that each solution in the population retains
a list {Ψ1p ,Ψ
2
p , . . . ,Ψ
K
p } ∈ R
K of factorial costs.
• Factorial Rank rkp of an individual xp in a given taskTk is its rel-
ative rank within the population in ascending order of Ψkp . Sim-
ilarly to the factorial cost, each individual can be characterized
by a factorial rank list {r1p , r
2
p , . . . , r
K
p } ∈ N
K .
• Scalar Fitness φp of xp is given by its best factorial rank over all
tasks as φp = 1/mink ∈{1...K } r
k
p . The scalar fitness permits to
compare different individuals in MFEA.
• The Skill Factor τp is the task in which xp performs best, namely,
τp = argmink ∈{1, ...,K } r
k
p . As we will show later, the skill factor
plays a crucial role in MFEA by establishing which population
members are selected for crossover.
When operating on the population of individuals via evolution-
ary methods, EM emerges as an effective paradigm for tackling
multiple problems simultaneously. This efficiency is due to i) the
parallelism granted by having a population of individuals, which
eases the concurrent application of evolutionary operators and the
dynamic estimation of latent synergies between tasks [32]; and
ii) the exchange of genetic material among individuals through
crossover methods, allowing all tasks to interact with each other.
Among them, the specific MFEA approach is based on bio-cultural
schemes of multifactorial inheritance. We depict in Algorithm 1
the pseudo-code of the basic MFEA, which has four key character-
istics:
• Unified search space: one of the main design challenges when
modeling a MFEA is the definition a unified space ΩU , which
should be able to represent all feasible solutions of the K tasks.
• Assortative mating, which is based on the principle that indi-
viduals are more inclined to interact with others belonging to
the same cultural background. For this reason, genetic operators
used in MFEA are committed to follow this principle, promot-
ing interactions among solutions with the same skill factor. We
again recommend [20] for more details on this procedure.
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• Selective evaluation: every newly created individual is measured
only on one task. This procedure guarantees the computational
feasibility of the method. Specifically, each new solution is eval-
uated in the task corresponding to the skill factor of its parent.
When mating two parents, the skill factor of the offspring is se-
lected randomly among those of the parents.
• Scalar fitness based selection, which can be conceived as an elit-
ist replacement strategy that uses the scalar fitness (namely, the
best relative rank of the individual over all tasks) as the con-
trol parameter. In other words, the best P solutions (considering
both newly generated individuals and the current population) in
terms of scalar fitness survive for the next generation.
Algorithm 1: Pseudocode of MFEA
1 Randomly draw a population of |P | = P individuals {xp }Pp=1,
with xp ∈ ΩU
2 Evaluate each generated individual for the K problems
3 Calculate the skill factor τp of each xp
4 while termination criterion not reached do
5 Set Q = ∅
6 while individuals still to select do
7 Randomly sample w/out replacement xp′ , xp′′ ∈ P
8 if τp′ = τp′′ then
9 [xA, xB ] = IntrataskCX(xp′ , xp′′)
10 Set τA and τB equal to τp′
11 else if rand ≤ RMP then
12 [xA, xB ] = IntertaskCX(xp′, xp′′)
13 Set τA = rand(τp′, τp′′) and τB = rand(τp′, τp′′)
14 else
15 Compute xA = mutation(xp′), and set τA = τp′
16 Compute xB = mutation(xp′′), and set τB = τp′′
17 Evaluate xA for task τA, and xB for task τB
18 Q = Q ∪ {xA, xB }
19 end
20 Select the best P individuals in P ∪ Q as per their φp
21 end
22 Return the best individual in P for each task Tk
In recent years, a manifold of contributions have been inspired
by the algorithmic principles of MFEA. In [48], for example, a dis-
crete adaptation of the canonical MFEA is proposed and applied
to one of the problems addressed on this present paper: the CVRP.
The research work in [46] also goes in the same direction by intro-
ducing the discrete unified encoding, which has thereafter served
as a reference when dealing with different discrete problems via
MFEA. Furthermore, authors in [17] implemented an improved
variant of the MFEA, endowing the meta-heuristic with a dynamic
resource allocating strategy. A similar solver is presented in [43]
for dealing with multiobjective optimization tasks. Other applica-
tions ofMFEA can be found in [39] for the composition of semantic
web services, and in [30] for evolving deep reinforcement learning
models.
Despite this success, MFEA, EM and the wider field of Transfer
Optimization are also in the focus of few critical researchers, who
question the operation of the methods implemented so far. Mainly,
these skeptical voices refer to the difficulty of avoiding negative
transfers and reacting to their existence [40]. In fact, it is well ac-
cepted that the performance of Transfer Optimization algorithms
is directly related to the synergies between the problems involved
[8, 31, 49]. For this reason, the community is striving to propose
new methods to cope with this situation, favoring positive trans-
fers, and making optimization algorithms adaptive to avoid nega-
tive influences among tasks [5, 28]. This is in fact the main pur-
pose of the recently proposed adaptive variant of MFEA, coined as
MFEA-II [3]. MFEA-II introduces new algorithmic ingredients that
make its search resilient against negative information transfer. The
next section describe these ingredients and their adaptation for ef-
ficiently solving permutation-based problems.
3 PROPOSED dMFEA-II APPROACH
The main novelty introduced by MFEA-II with respect to its prede-
cessor is the introduction of a transfer parametermatrix, which dic-
tates the way in which the inter-tasks relationships are conducted,
and whose entries are evolved based on the information generated
during the course of the multitasking search. In accordance with
the claims in [3], the initial phases ofMFEA-II are the same as those
in MFEA. With this, the main differential factor is the incorpora-
tion of the online RMP learning module, and its foundry within the
optimization process. This learning module is in charge of building
and managing the dynamic RMP matrix, which dictates the extent
of genetic transfer across individuals with different skill task (see
line 11 in Algorithm 1). Another feature of MFEA-II is the inter-
task crossover procedure, activated when individuals with differ-
ent skill tasks should interact, and fully conducted using parent-
centric operators [13]. In other words, lines 11-16 in Algorithm 1
are replaced by those in Algorithm 2. The main contribution of the
present paper is specifically the adaptation of these steps in order
to deal with discrete optimization environments.
Algorithm 2: Inter-task crossover procedure of MFEA-II
1 if τp′ , τp′′ then
2 if rand ≤ RMPτp′ ,τp′′ then
3 [xA, xB ] = IntertaskParentCentricCX(xp′, xp′′)
4 Update xA = mutation(xA), and xB = mutation(xB )
5 Set τA = rand(τp′, τp′′) and τB = rand(τp′, τp′′)
6 else
7 Randomly select xp1 ∈ P with τp1 = τp′ and p1 , p ′
8 xA = IntrataskParentCentricCX(xp′, xp1)
9 Update xA = mutation(xA), and set τA = τp′
10 Randomly select xp2 ∈ P with τp2 = τp′′ and p2 , p ′′
11 xB = IntertaskParentCentricCX(xp′′, xp2)
12 Update xB = mutation(xB ), and set τB = τp′′
Before proceeding further, we now pause at the main rationale
for the need of this adaptation.Asmentioned previously, the search
process of MFEA-II hinges on parent-centric operators, such as the
Simulated Binary Crossover [10], the Polynomial Mutation [12]
or the Gaussian Mutation [23] with small variance. These oper-
ators are known to produce individuals close to their parents in
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the unified search space ΩU . All these operators were originally
conceived for continuous optimization problems [11, 16], and have
no clear correspondence for discrete problems as the permutation-
based ones considered in this work.
The second issue when adapting the canonical MFEA-II to com-
binatorial optimization problems is the mutation mechanism in
use. While in MFEA local perturbations are only conducted when
τp′ , τp′′ and rand > RMP (lines 15 and 16 of Algorithm 1),
in MFEA-II each generated offspring also undergoes small parent-
centric mutation [3]. This new procedure requires a reformulation
when solving permutation-based problems, in which operators such
as 2-opt, 3-opt, swapping or insertion [24, 25] involve a small change
in the individual. This small perturbation, along with the previ-
ous crossover, could lead to drastically modified xA and xB indi-
viduals. This potentially intensified change of the produced off-
spring clashes with the main search behavior of MFEA-II. This
same trend also holds for the dynamic RMPmatrix, which has also
been adapted to the typology of problems addressed in this paper.
Algorithm 3: Crossover strategy of dMFEA-II
1 if τp′ , τp′′ then
2 if rand1 ≤ RMPτp′,τp′′ then
3 [xA, xB ] = IntertaskParentCentricCX(xp′ , xp′′)
4 if rand2 < Pm then
5 xA = mutation(xA); xB = mutation(xB )
6 Set τA = rand(τp′, τp′′) and τB = rand(τp′, τp′′)
7 Update RMPτp′ ,τp′′ using ∆inc or ∆dec
8 else
9 Randomly select xp1 ∈ P with τp1 = τp′ and p1 , p ′
10 xA = IntrataskParentCentricCX(xp′ , xp1)
11 if rand2 ≤ Pm then
12 xA = mutation(xA)
13 Set τA = τp′ , and update RMPτp′ ,τp′
14 Randomly select xp2 ∈ P with τp2 = τp′′ and p2 , p ′′
15 xB = IntrataskParentCentricCX(xp′′, xp2)
16 if rand2 ≤ Pm then
17 xB = mutation(xB )
18 Set τB = τp′′ , and update RMPτp′′,τp′′
In light of the above, Algorithm 3 summarizes the scheme pro-
posed in our dMFEA-II for the inter-task crossover procedure,which
replaces lines 11-16 in Algorithm 1 and the whole pseudocode de-
picted in Algorithm 2. To begin with, a permutation encoding is
employed as unified representation ΩU forP , as also done in other
studies [46, 48]. Having said this, ifK problems are to be addressed,
and representing the dimensionality of each instanceTk asDk ∈ N,
a solution xp is represented as a permutation of the integer set
{1, 2, . . . ,Dmax }, where Dmax = maxk ∈{1, ...,K } Dk (maximum
dimension among the K tasks). Hence, if an individual x′p is going
to be measured on a task Tk whose Dk < Dmax , only integers
lower than Dk are considered for producing the solution xk of Tk .
We now describe the main modifications conducted over the basic
MFEA-II in order to properly face permutation-based problems:
1) First of all, dMFEA-II implements a simple strategy for dy-
namically adapting the RMP matrix to the search performance. Fol-
lowing the philosophy of the online RMP learning module for con-
tinuous scenarios described in [3], we have designed a reliable al-
ternative strategy, simple but effective, to dictate the intensity and
frequency of the interactions of tasks of different kind. First, as
for the continuous MFEA-II, in our dMFEA-II RMP is not a sin-
gle parameter but a symmetric K × K matrix, with K denoting
the number of optimization tasks. The entries of this matrix are
real-valued in the range [0.0, 1.0], so that RMPk,k′ indicates the
probability of conducting an inter-task crossover between tasks
k and k ′. All RMPk,k′ are initially set to a relatively high value
(e.g. 0.95) in order to facilitate all task interactions in the initial
stages of the search. Furthermore, two additional control param-
eters are defined: ∆dec and ∆inc . These parameters are set to a
real value withing the interval [0.0, 1.0], and determine the evolu-
tion of each RMPk,k′ entry in the following manner: each time a
new individual is created (e.g. xA as per lines 3 to 5 of Algorithm
3), its factorial cost is calculated and compared to the parent xp′
from which its skill task τA has been inherited. In case xA obtains
a better performance in the skill task of its parent, we can ensure
that the genetic transfer between tasks τp′ and τp′′ has been pos-
itive. Thus, RMPτp′,τp′′ is incremented using ∆inc parameter con-
trol as RMPτp′,τp′′ = min{1.0,RMPτp′,τp′′/∆inc }. Otherwise, we
can categorize the transfer as negative, decrementing the value of
RMPτp′,τp′′ as RMPτp′,τp′′ = max{0.1,RMPτp′,τp′′ ·∆dec }. A lower
bound of RMPτp′ ,τp′′ is set to maintain a minimum knowledge ex-
change between any two tasks. Lastly, the intra-task crossover con-
ducted in dMFEA-II if rand > RMPτp′,τp′′ are also parent-centric,
so that the evaluation and comparison of the produced individu-
als update RMPτp′ ,τp′′ and RMPτp′,τp′′ by following the previous
rules.
2) In order to counteract the aforementioned intensification of
changes imprinted to the offspring, dMFEA-II introduces a muta-
tion parameter Pm ∈ [0, 1] to control whether a new individual xA
or xB should undergo mutation.
3) The dynamic discrete parent-centric operator for both inter-
task and intra-task crossover designed for the dMFEA-II is based on
the fulfillment of two different considerations. The first one is its
parent-centric nature. In other words, created individuals should
not be far away with respect to their parents (a small leap in the
search space). This first consideration can be realized by just fixing
one of the parents as dominant, and limiting the amount of genetic
material transferred from the other parent. The second factor is
the dynamic nature of the operator. By virtue of this feature, the
crossover function adapts its operation to the synergies arisen be-
tween optimization tasks over the search. This entails that if the
complementarity shown among tasks k and k ′ is high, the amount
of genetic material transferred between these tasks should also be
high, and vice versa. In this way, since the RMP matrix should dy-
namically reflect the effectiveness of knowledge sharing between
tasks, we use the values in this matrix for materializing the dy-
namic parent-centric characteristic of the crossover in dMFEA-II.
Without loss of generality we consider theOrder Crossover (OX,
[9]) to exemplify how we translated this concept to the specific
case study presented in this paper. The main principles of OX is
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to randomly choose two different cutting points in the problem
solution, in order to define the segment of the individual (cutting
window) that decides the amount of genetic material transferred
from one parent to another. The first change done to adapt OX to
this parent-centric feature is to limit the size of the cutting window
to a fractionW ∈ [0, 1] of the total dimension. This maximum size,
along with the value of RMPk,k′ , would set the amount of genetic
material transferred from taskTk toTk′ asW ·RMPk,k′ ·Dk , where
Dk is the dimensionality of task Tk . Namely, for tasks with a fully
positive synergy in terms of knowledge transfer (RMPk,k′ = 1.0),
the size of the shared material would be equal toW · Dk . Finally,
if the amount of elements transferred is so low that it is not pos-
sible to ensure a variability between the parent and the generated
child, a 2− opt mutation is conducted to ensure that offspring and
parents differ. We have coined this modified crossover operator as
Dynamic OX (dOX), which will be later used in the experimen-
tal part of the study. Depending on the problems under considera-
tion, other crossover functions could be also considered and refor-
mulated to incorporate the dynamic and parent-centric nature of
dMFEA-II.
4 EXPERIMENTATION AND RESULTS
In order to shed light over the performance of the proposed dMFEA-
II approach, an experimental benchmark has been designed con-
sidering both TSP and CVRP instances to be simultaneously opti-
mized. Readers interested on these classical problems are referred
to recent surveys such as [4, 35]. In particular, we assess the ef-
ficiency of dMFEA-II and its MFEA counterpart over 8 TSP and
CVRP instances, which are combined to yield 5 different tests sce-
narios. All TSP instances have been obtained from theTSPLIB repos-
itory [37]: berlin52, eil51, st70 and eil76. Sizes of these in-
stances are 52, 51, 70 and 76, respectively. On the other hand, the
CVRP instances are part of the Augerat Benchmark [1]: P-n50-k7,
P-n50-k8, P-n55-k7 and P-n55-k8. The dimensions of these cases
are 50 in the first two datasets and 55 in the remaining two. We
have opted for related instances, as e.g. all the CVRP or eil51-
eil76; and non-related instances, such as berlin52 and st70 or
any TSP instance compared to a CVRP one. In this way, we en-
sure that when facing the experimentation environments, dMFEA-
II deals with both positive and negative sharing of knowledge.
dMFEA-II MFEA
Parameter Value Parameter Value
Population size 200 Population size 200
Intra-task CX OX [9] CX OX
Mutation 2-opt [29] Mutation 2-opt
Initial values of RMPk,k′ 0.95 RMP 0.9
Parent-centric CX Dynamic OX (dOX)
Pm 0.2
∆inc / ∆dec 0.99 / 0.99
Table 1: Parameter values for dMFEA-II and MFEA.
Thus, 5 different multitasking environments have been constructed
for the tests. Each of these scenarios implies that both dMFEA-II
and MFEA should solve all the datasets assigned to the environ-
ment simultaneously. The main criterion for generating these par-
ticular environments is twofold: i) to exploit the possible genetic
synergies of the instances and analyze the reaction of the dMFEA-
II to negative interactions, and ii) to reach significant findings over
a diverse group of multitasking environments, involving each TSP
and CVRP instance in exactly the same number of environments.
Four of these environments are composed by 4 different instances,
while the last one, namely TE_8, contemplates all the 8 problem
instances. TE_4_1 is comprised by the four TSP datasets, while the
four CVRP datasets are included in TE_4_2. The rest of multitask-
ing setups comprise both TSP and CVRP instances. First, TE_4_3
is composed by eil51, berlin52, P-n50-k7 and P-n50-k8. Lastly,
TE_4_4 consists of st70, eil76, P-n55-k7 and P-n55-k8.
For the sake of reproducibility of this research work, parame-
ters employed for the developed methods are summarized in Table
1. Some of these parameters, such as the population size P ,W (cut-
ting window size), ∆inc or ∆dec , have been tuned after an exhaus-
tive search process not shown for lack of space. Other parameter
values have been set as per other related works [3, 20, 46]. All in-
dividuals in the population P have been initialized uniformly at
random. As termination criterion, each solver finished its execu-
tion after I = 6 · 105 objective function evaluations. To deal with
CVRP problems, a set of zeros are dynamically inserted in the solu-
tion as control integers, with the aim of meeting the capacity con-
straints. Each multitasking configuration has been run 20 times to
account for the statistical significance of performance gaps found
along the tests. Lastly, all the experimentation has been conducted
on an Intel Xeon E5-2650 v3 computer, with 2.30 GHz and a 32 GB
RAM.
4.1 Results and Discussion
Table 2 summarizes the outcomes attained by both dMFEA-II and
MFEA for all the five test environments described above. Specif-
ically, the table shows the average and standard deviation (com-
puted over 20 independent runs) of the fitness obtained for each
instance andmultitasking configuration. Moreover, we provide the
known optima for each TSP and CVRP instance. However, it is im-
portant to set clear, at this point, that the objective of the designed
experimental benchmark is not to reach the optimal solution of
the instances under consideration, but rather to use them as a ref-
erence of the performance of the designed multitasking approach.
The simulation outputs furnished by the implemented dMFEA-
II confirm that this method reaches a better performance than its
discrete MFEA counterpart in 22 out of the 24 comparisons that
can be established throughout the considered test environments.
These findings concur with the conclusions drawn by Bali et al. in
[3], namely, that the and learning and adaptation of the parameters
driving evolutionary multitaskingmethods permit to better handle
the transfer of negative knowledge, and to leverage even further
the existence of synergies among tasks. Going deeper into the re-
sults, we observe that dMFEA-II outperformsMFEA in all the eight
TSP-VRP instances evolved jointly in TE_8. Furthermore, if we an-
alyze the difference in the results reached in all test environments
comprising 4 tasks and in TE_8, dMFEA-II appears to scale better
and more resiliently to modifications in the problem instances to
solve. Specifically, the results of MFEA degrade significantly when
the size of the test environment increases from four to eight si-
multaneous tasks. Focusing on berlin52, for example, we see that
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Method
TSP instances CVRP instances
berlin52 eil51 st70 eil51 P-n50-k7 P-n50-k8 P-n55-k7 P-n55-k8
T
E
_
4_
1
dMFEA-II
8078.8 450.3 721.2 585.1 – – – –
264.56 8.31 13.41 14.08 – – – –
MFEA
8130.3 447.5 747.7 597.0 – – – –
275.51 5.14 21.17 8.23 – – – –
Wilcoxon test – – – –
T
E
_
4_
2
dMFEA-II
– – – – 607.6 696.5 645.3 644.5
– – – – 20.59 19.26 17.48 27.10
MFEA
– – – – 616.2 698.3 647.8 643.3
– – – – 16.60 14.31 24.72 24.57
Wilcoxon test – – – –
T
E
_
4_
3
dMFEA-II
8151.8 447.8 – – 628.8 704.2 – –
229.95 9.28 – – 15.27 30.06 – –
MFEA
8154.0 449.1 – – 635.3 717.3 – –
135.34 10.59 – – 26.98 30.54 – –
Wilcoxon test – – – –
T
E
_
4_
4
dMFEA-II
– – 731.4 586.7 – – 662.9 642.1
– – 20.02 9.99 – – 31.99 18.65
MFEA
– – 747.1 590.4 – – 663.8 656.5
– – 19.12 11.99 – – 10.47 18.51
Wilcoxon test – – – –
T
E
_
8
dMFEA-II
8140.8 451.2 722.7 572.8 614.7 712.1 643.5 642.3
165.76 10.52 726.43 17.41 22.28 25.46 23.22 18.90
MFEA
8222.5 462.0 818.1 651.5 626.9 714.6 659.2 649.5
261.57 12.76 38.11 21.67 14.78 29.72 33.90 19.98
Wilcoxon test
Optima 7542 426 675 538 554 629 568 598
Table 2: Results obtained by dMFEA-II and MFEA for all the
test environments, and statistical significance of the perfor-
mance gaps as per the Wilcoxon Rank-Sum test.
MFEA obtains an average fitness value of 8130.3 in TE_4_1, 8154.0
in TE_4_2 and a much worse 8222.5 in TE_8. This phenomenon
does not occur in dMFEA-II, which maintains its performance in
every multitasking environment, even improving it in some cases
for TE_8. This is symptomatic of its adaptability, and evinces the
superiority of dMFEA-II when compared to the discrete MFEA.
A Wilcoxon Rank-Sum test has been applied over the obtained
results to verify the statistical significance of the aforementioned
performance gaps. As an example of the analysis conducted in this
regard, we comment on the most complex test environment, TE_8.
For properly performing this Wilcoxon Rank-Sum test, we have
compared the outcomes obtained for all the instances separately,
establishing the confidence interval at 90%. In this way, a white cir-
cle ( ) in Table 2 means that dMFEA-II outperforms MFEA with
statistical significance. On the contrary, the gray circle ( ) indi-
cates the non-existence of evidences for ensuring the statistical sig-
nificance of the performance gap. Thus, the Wilcoxon Rank-Sum
test confirms that dMFEA-II significantly outperforms MFEA in 6
of 8 datasets embedded in environment TE_8. Specifically, the ob-
tained average z-value is −2.44. Considering that the critical zc
value is −1.64, and since −2.44 < −1.64, these results strengthen
the significance of the performance differences at 90% confidence
level. For this reason, we can finally conclude that dMFEA-II is
statistically better than MFEA for the multitasking configurations
deployed in this experimental study.
5 CONCLUSIONS AND FUTUREWORK
This work has presented dMFEA-II, an adaptation of the Multi-
factorial Evolutionary Algorithm II to permutation-based discrete
optimization problems. Specifically, we have elaborated on how
the novel ingredients that MFEA-II introduces over its predecessor
MFEA have been adapted to deal with solutions encoded as permu-
tations, yielding a new algorithmic proposal that blends together
1) a novel dynamic strategy to update the matrix of evolutionary
parameters controlling the exchange of knowledge between tasks;
and 2) a new dynamic parent-centric crossover operator suited to
deal with permutation-based solutions. For showcasing the appli-
cation of the proposed dMFEA-II, extensive experiments have been
performed using eight different TSP and CVRP instances. We have
compared the results attained by dMFEA-II with the ones reached
by the discrete variant of MFEA introduced by Yuan et al. in [46],
over five multitasking setups comprising different combinations
of the aforementioned problem instances. Results have been con-
clusive: dMFEA-II outperformsMFEA, with statistical significance,
thereby aligningwith the claims in [3] regarding the intrinsic value
of adaptivity in Evolutionary Multitasking.
Several research directions are planned for the near future de-
parting from the conclusions drawn from this study. First, we will
further analyze the scalability of the introduced dMFEA-II using
a larger number of TSP and VRP instances. In addition, a critical
step is a deeper analysis of the update dynamics of the RMP ma-
trix developed in our dMFEA-II, in order to better understand its
behavior along the search process. Finally, we will extrapolate the
developed method to other problems arising from other domains
with combinatorial optimization at their core.
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