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Introduction
Relations de conse´quence plausibles et paraconsistantes
Dans de nombreuses situations, un agent est confronte´ a` des informations incomple`tes et/ou in-
cohe´rentes et la relation de conse´quence classique se montre alors insuffisante. En effet, dans le cas
d’informations incohe´rentes, elle conduit a` accepter toute formule comme une conclusion, ce qui re-
vient a` perdre l’inte´gralite´ de l’information. L’agent a donc besoin d’une autre relation qui conduise
a` des conclusions non-triviales malgre´ la pre´sence de contradictions. Ainsi, de nombreuses relations
de conse´quence paraconsistantes ont e´te´ de´veloppe´es, e.g. [Bel77b, Bel77a, Gin88, Sub90a, Sub90b,
Pri91, KL92, Loz94, Sub94, BDP95, PH98]. On s’est inte´resse´ en particulier a` certaines dites multi-
value´es, voir e.g. [Bel77b, Bel77a, DdC70, AA94, AA96, AA98, CMdA00, dACM02]. Ces relations
sont de´finies dans un cadre ou` les interpre´tations peuvent attribuer plus de deux valeurs de ve´rite´
diffe´rentes aux formules. En fait, elles tole`rent les contradictions au sein des conclusions, mais re-
jettent le principe d’explosion selon lequel une seule contradiction devrait entraıˆner la de´duction de
toute formule.
Dans le cas d’informations incomple`tes, la relation de conse´quence classique montre aussi ses
limites. En effet, aucun risque n’est pris, les conclusions sont suˆres, mais en trop petit nombre.
L’agent a souvent besoin de tirer des conclusions plus audacieuses, pas force´ment suˆres, mais tou-
tefois plausibles. Certaines conclusions trop “haˆtives” pourront eˆtre rejete´es plus tard, en pre´sence
d’informations supple´mentaires. Pour re´pondre a` ce besoin, de nombreux syste`mes non-monotones
ont e´te´ de´veloppe´s, e.g. la logique des d´efauts de Reiter [Rei80], la logique autoe´piste´mique de
Moore [Moo85], la circonscription de McCarthy [McC80] et l’hypoth`ese du monde clos de Reiter
[Rei78]. Ensuite, Gabbay, Makinson, Kraus, Lehmann et Magidor se sont penche´s en particulier
sur des proprie´te´s (ou postulats, conditions, etc.) inte´ressantes pour les relations de conse´quence
non-monotones plausibles, e.g. [Gab85, Mak89, Mak94, KLM90, LM92]. D’autre part, des outils
centraux pour de´finir de telles relations sont les fonctions de s´election, voir e.g. [Che54, Arr59,
Sen70, AM81, Leh02, Leh01, Sch92b, Sch04]. En effet, supposons que l’on dispose d’une fonction
µ, appele´e fonction de se´lection, qui choisit dans tout ensemble d’interpre´tations V , les e´le´ments
pre´fe´re´s, pas ne´cessairement au sens absolu, mais quand les interpre´tations de V sont les seules sont
conside´ration. Alors, il est naturel de conclure α (une formule) de Γ (un ensemble de formules) ssi
tout mode`le de Γ se´lectionne´ par µ est un mode`le de α. Cela constitue une relation de conse´quence
plausible (ge´ne´ralement non-monotone).
Dans cette the`se, on va se concentrer sur deux familles particulie`res de fonctions de se´lection.
Pre´sentons la premie`re. Supposons que l’on dispose d’une relation binaire de pr´efe´rence ≺ sur des
e´tats e´tiquete´s par des interpre´tations (dans le style de e.g. [KLM90, Sch04]). Cela de´finit natu-
rellement une fonction de se´lection. En effet, choisissons dans tout ensemble d’interpre´tations V ,
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tout e´le´ment e´tiquetant un e´tat qui est ≺-pre´fe´re´ parmi tous les e´tats e´tiquete´s par un e´le´ment de
V . Les fonctions de se´lection qui peuvent eˆtre de´finies de cette manie`re constituent la premie`re fa-
mille. Les relations de conse´quence de´finies par cette famille sont appele´es relation de cons´equence
pre´fe´rentielles.
Passons a` la seconde famille. Supposons que certaines interpre´tations sont conside´re´es comme
e´tant les plus importantes dans l’absolu et regroupons les dans un ensemble I , appele´ pivot. De
nouveau, cela de´finit naturellement une fonction de se´lection. En effet, choisissons dans tout en-
semble d’interpre´tations, simplement les e´le´ments qui appartiennent a` I . Les fonctions de se´lection
de´finies de cette manie`re forment la seconde famille et les relations de conse´quence de´finies par cette
dernie`re sont appele´es relations de cons´equence pivotantes. Leur importance a e´te´ mise en avant par
Makinson dans [Mak03, Mak05], ou` il montre qu’elles constituent un pont naturel entre la relation
de conse´quence classique et les relations non-monotones. En effet, elles sont tout a` fait monotones,
mais de´voilent de´ja` certains outils (i.e. les fonctions de se´lection) des relations non-monotones.
En fait, les relations pre´fe´rentielles et pivotantes auraient pu eˆtre introduites directement par
des relations binaires de pre´fe´rence et des pivots, c’est a` dire sans parler des fonctions de se´lection
(comme cela a e´te´ fait historiquement en fait). Un avantage de ces dernie`res est qu’elles fournissent
un cadre uniforme pour pre´senter ces deux sortes de relations pourtant base´es sur des objets tre`s
diffe´rents. De plus, ce cadre uniforme nous permettra d’appliquer des techniques de preuve simi-
laires dans les deux cas, c’est a` dire qu’on travaillera d’abord avec les proprie´te´s qui caracte´risent la
premie`re famille et ensuite de fac¸on similaire avec celles qui caracte´risent la seconde famille.
Pendant longtemps, les recherches sur les relations paraconsistantes d’un coˆte´, et les relations
plausibles d’un autre coˆte´, ont e´te´ mene´es se´pare´ment. Pourtant, dans de nombreuses applications,
les informations sont a` la fois incomple`tes et incohe´rentes. Par exemple, le web se´mantique ou
encore les grandes bases de donne´es contiennent ine´vitablement des incohe´rences. Cela peut venir
d’erreurs humaines ou mate´rielles, ou de sources d’information contradictoires. D’autre part, ni le
web, ni les grandes bases de donne´es ne peuvent contenir “toute” l’information. En effet, il y a par
exemple des re`gles pour lesquelles on ne pourrait pas e´nume´rer toutes les exceptions. Il y a aussi des
informations laisse´es volontairement vagues ou sous forme concise. En conse´quence, des relations
a` la fois plausibles et paraconsistantes sont utiles pour raisonner dans de telles applications.
De telles relations apparaissent pour la premie`re fois dans e.g. [Pri91, Bat98, KL92, AA00,
KM02]. L’ide´e est de prendre un cadre multi-value´ pour obtenir la paraconsistance. Ensuite, seuls les
mode`les pre´fe´re´s (selon une relation binaire de pr´efe´rence sur les interpre´tations bien particulie`re)
sont pris en compte pour faire de l’infe´rence, ce qui fournit la plausibilite´ (et ge´ne´ralement la non-
monotonie aussi). Puis, dans [AL01b, AL01a], Avron et Lev ont ge´ne´ralise´ l’e´tude a` des familles
de relations binaires de pre´fe´rence qui comparent deux interpre´tations en regardant, pour chacune
d’elles, cette partie d’un certain ensemble de formules qu’elle satisfait. Cette the`se poursuit cette
ligne de recherche en combinant des cadres multi-value´s et des fonctions de se´lection.
Plus pre´cise´ment, on va e´tudier des relations de conse´quence pre´fe´rentielles et pivotantes dans un
cadre ge´ne´ral. Selon les diffe´rentes hypothe`ses que l’on fera sur ce dernier, il couvrira toutes sortes
de cadres dont par exemple le propositionnel classique ainsi que certains multi-value´s. Notons que
dans ces cadres multi-value´s, les relations de conse´quence pivotantes et pre´fe´rentielles conduisent a`
des conclusions non-triviales malgre´ la pre´sence de contradictions et sont donc utiles pour traiter des
informations a` la fois incomple`tes et incohe´rentes. Toutefois, elles n’y satisfont pas le Syllogisme
Disjonctif (de α et ¬α ∨ β on peut conclure β), alors qu’elles le satisfont dans le cadre classique.
De plus, c’est dans les cadres multi-value´s que prennent tout leur inte´reˆt de nouvelles rela-
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tions que l’on va e´tudier en de´tail : les relations de conse´quence pr´efe´rentielles-discriminantes
et pivotantes-discriminantes. Elles sont de´finies comme les versions simples, sauf que parmi les
conclusions, on rejette toute formule telle que sa ne´gation est aussi pre´sente. Ce type d’approche
a e´te´ e´tudie´ par exemple dans [BDP95, KM02] (sous le nom d’approche argumentative). Dans le
cadre classique, ces relations discriminantes n’apportent rien de bien nouveau. En effet, au lieu de
tout conclure a` partir d’informations incohe´rentes, on ne va simplement rien conclure. En revanche,
dans les cadres multi-value´s, ou` a` partir d’informations incohe´rentes, les conclusions sont raison-
nables, on va rejeter les contradictions parmi elles, les rendant ainsi d’autant plus raisonnables.
La premie`re contribution de cette the`se peut maintenant se re´sumer en une phrase : on va ca-
racte´riser dans un cadre ge´ne´ral plusieurs (sous-)familles de relations de conse´quence pivotantes(-
discriminantes) et pre´fe´rentielles(-discriminantes). Quand les fonctions de se´lection conside´re´es sa-
tisferont une certaine proprie´te´ de pr´eservation de la de´finissabilite´, nos caracte´risations ne contien-
dront que des conditions purement syntaxiques. Cela a de nombreux avantages, citons les princi-
paux. Prenons un ensemble de conditions syntaxiques caracte´risant une famille de ces relations de
conse´quence. Cela donne un point de vue syntaxique sur cette famille de´finie se´mantiquement, ce
qui permet de la comparer a` des conditions pre´sentes sur le “marche´” et donc a` d’autres relations de
conse´quence. Cela peut aussi amener a` des questions du genre : si on modifie les conditions d’une
manie`re ou d’une autre pour leur donner un aspect plus naturel et e´le´gant, qu’est-ce que l’on obtien-
drait du coˆte´ se´mantique ? Plus ge´ne´ralement, cela peut ouvrir la porte a` des questions auxquelles on
aurait pas penser autrement ou a` des techniques de preuve qui n’aurait pas pu eˆtre applique´es dans
l’approche se´mantique. Enfin, cela peut aider a` trouver ou ame´liorer des syste`mes formels base´s sur
la famille, tels qu’un syste`me de se´quents de Gentzen par exemple.
On peut de´ja` trouver dans la litte´rature plusieurs caracte´risations de relations de conse´quence
pre´fe´rentielles (e.g. [KLM90, LM92, Leh02, Leh01, Sch92b, Sch96, Sch00, Sch04]) et pivotantes
(e.g. [Rot01, Mak03, Mak05]). On en apportera donc des nouvelles, bien que pour faire ainsi on s’est
inspire´ des techniques de Schlechta [Sch04]. En fait, notre innovation re´side plutoˆt dans la version
discriminante. A notre connaissance, on a accompli le premier travail de caracte´risation syste´matique
pour les relations de conse´quence pre´fe´rentielles-discriminantes et pivotantes-discriminantes.
Concernant les autres contributions dans ce domaine, on re´pondra par la ne´gative a` un proble`me
ouvert mis en avant par Makinson. Plus pre´cise´ment, supposons que F est un ensemble de formules
et R un ensemble de relations de P(F) × F . Alors, approximativement, une caracte´risation de R
est dite normale ssi elle ne contient que des conditions quantifie´es universellement et de taille au
plus |F| (notons que |F| peut eˆtre infini). On montrera, dans un cadre classique infini, qu’il n’y a
pas de caracte´risations normales pour la famille de toutes les relations de conse´quence pivotantes.
Pour cela, on adaptera des techniques que Schlechta avait de´veloppe´ auparavant pour obtenir un
re´sultat similaire sur des relations pre´fe´rentielles [Sch04]. Enfin, on s’inte´ressera aux X-logiques de
Forget, Risch et Siegel [FRS01]. On montrera que la famille de toutes les relations de conse´quence
pivotantes satisfaisant une certaine proprie´te´ d’univers-cod´efinissabilite´ est identique a` la famille de
toutes les X-logiques pour lesquelles X est de´ductivement clos.
Re´vision a` base de distances
La re´vision des croyances est un autre type de raisonnement en pre´sence d’informations incer-
taines. Ce the`me aborde la question de savoir comment un agent peut changer son e´tat e´piste´mique
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courant pour un autre qui est non-trivial et prend en compte une nouvelle information (contredisant
e´ventuellement les anciennes croyances de l’agent). Ce domaine de recherche trouve des applica-
tions par exemple dans les syste`mes multi-agents, ou`, approximativement, il se charge de mode´liser
les e´tats e´piste´miques des agents (pris individuellement).
Dans [AGM85], Alchourro´n, Ga¨rdenfors et Makinson ont propose´ une approche a` la re´vision
des croyances bien connue maintenant sous le nom d’approche AGM. Un e´tat e´piste´mique y est
repre´sente´ par un ensemble de formules de´ductivement clos K et une nouvelle information par une
formule α. Un ope´rateur de re´vision est alors une fonction qui transforme K et α en un nouvel
ensemble de formules de´ductivement clos (intuitivement, l’e´tat e´piste´mique re´vise´).
Un des apports de l’approche AGM et qu’elle propose des postulats bien connus que tout ope´rateur
de re´vision raisonnable devrait satisfaire. Ces postulats ont e´te´ de´fendus par leurs auteurs. Mais, des
doutes ont e´te´ exprime´s a` propos de leur “correction” (e.g. [KM92]) et surtout de leur “comple´tude”
(e.g. [FL94, DP94, Leh95, DP97]). En particulier, pour eˆtre accepte´, un ope´rateur n’a jamais be-
soin de mettre un peu de cohe´rence entre les re´visions de deux ensembles diffe´rents K et K′. En
conse´quence, certains ope´rateurs sont accepte´s alors qu’ils ne se comportent pas raisonnablement
quand ils sont ite´re´s. Par exemple, prenons trois se´quences de re´visions qui ne diffe´rent qu’a` une
certaine e´tape i dans laquelle la nouvelle information est α pour la premie`re se´quence, β pour la
seconde et α ∨ β pour la troisie`me. Supposons maintenant que γ est conclue apre`s la premie`re et
la seconde se´quence. Alors, on peut s’attendre a` ce que γ soit conclue apre`s la troisie`me se´quence
aussi. Pourtant, on peut trouver dans [LMS01] un ope´rateur AGM qui ne satisfait pas cette proprie´te´
intuitive.
D’autre part, la mode´lisation d’un e´tat e´piste´mique par simplement un ensemble de formules
de´ductivement clos a e´te´ critique´e par de nombreux chercheurs e.g. [BG93, Bou93, DP97, Wil94,
NFPS96]. Dans [Leh95, FH96], on peut trouver des arguments soutenant que cette mode´lisation
n’est pas suffisante dans de nombreuses applications en intelligence artificielle.
Tout cela fournit des motivations pour une autre approche, base´e sur des distances entre in-
terpre´tations, introduite par Lehmann, Magidor et Schlechta [SLM96, LMS01]. Elle conserve le
choix AGM de repre´sentation d’un e´tat e´piste´mique, mais elle de´finie des ope´rateurs de re´vision qui
se comportent raisonnablement meˆme en cas d’ite´ration. Plus pre´cise´ment, supposons qu’on dispose
d’une distance d sur les interpre´tations. Cela de´finit un ope´rateur |d, appele´ ope´rateur de distance,
qui transforme tout couple (V,W ) d’ensembles d’interpre´tations en l’ensemble V |dW de tous les
e´le´ments deW les plus proches de V selon d.
Cet ope´rateur |d de´finit a` sont tour la re´vision de K par α comme l’ensemble de toutes les
formules satisfaites dansMK |dMα (c’est a` dire l’ensemble de tous les mode`les de α les plus proches
des mode`les deK). Ceci constitue un ope´rateur de re´vision base´ sur une distance, inte´ressant de part
son coˆte´ naturel et de part son comportement raisonnable meˆme en cas d’ite´ration. Cela vient du fait
que les re´visions des diffe´rentsK sont toutes de´finies par la meˆme distance, ce qui assure une grande
cohe´rence entre elles. Notons que ce n’est pas le cas avec d’autres de´finitions. Par exemple, avec les
syste`mes de sphe`res [Gro88] et les relations d’enracinement e´piste´mique [GM88], la re´vision de
chaque K est de´finie par sa propre structure, sans aucune “colle” liant les diffe´rentes structures.
Dans [LMS01], Lehmann et al. ont caracte´rise´ plusieurs familles d’ope´rateurs de re´vision base´s
sur une distance par les postulats AGM plus d’autres qui traitent de la re´vision ite´re´e. Toutefois,
ces derniers postulats comprennent une condition de “boucle” arbitrairement grande. Une question
inte´ressante est de savoir si on peut la remplacer par une autre condition qui elle serait finie. Dans
[Sch04], Schlechta a donne´ des e´le´ments de re´ponse ne´gative. Plus pre´cise´ment, supposons que V
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est un ensemble d’interpre´tations et O un ensemble d’ope´rateurs binaires sur P(V). Alors, approxi-
mativement, une caracte´risation de O est dite S-normale (i.e. appele´e normale par Schlechta) ssi
elle ne contient que des conditions finies, quantifie´es universellement (comme les postulats AGM)
et simples (i.e. n’utilisant que des ope´rations e´le´mentaires comme ∪, ∩, \). Schlechta a montre´ que
pour plusieurs familles d’ope´rateurs de distance, il n’y a pas de caracte´risations S-normales.
Maintenant, il y a une connexion tre`s forte entre les ope´rateurs de distance (qui s’appliquent
a` des interpre´tations) et les ope´rateurs de re´vision base´s sur une distance (qui s’appliquent a` des
formules). On peut raisonnablement penser que le travail de Schlechta puisse eˆtre prolonge´ de sorte
a` produire des re´sultats d’impossibilite´ similaires pour des familles d’ope´rateurs de re´vision base´s sur
une distance. Par exemple, les familles e´tudie´es par Lehmann et al. pourraient bien eˆtre concerne´es
par cela, ce qui sugge`re que leur condition de boucle arbitrairement grande ne peut pas eˆtre remplace´e
par une condition finie, simple et quantifie´e universellement.
On va e´tendre le travail de Schlechta dans deux directions. Premie`rement, on va conside`rer une
de´finition plus ge´ne´rale de la “normalite´”. Approximativement, une caracte´risation de O sera dite
normale ssi elle contient seulement des conditions finies et quantifie´es universellement, mais pas
ne´cessairement simples (i.e. elles peuvent utiliser des fonctions ou structures complexes, etc., on
est pas limite´ a` des ope´rations e´le´mentaires). On montrera que les familles e´tudie´es par Schlechta
n’admettent pas de caracte´risations normales (avec notre de´finition plus large). C’est donc une
ge´ne´ralisation des re´sultats ne´gatifs de Schlechta. Deuxie`mement, on va traiter (toujours avec notre
de´finition plus large) de nouvelles familles d’ope´rateurs de distance, en particulier, certaines res-
pectant la distance de Hamming. Notons que l’on fournira ces re´sultats dans un cadre tre`s ge´ne´ral
couvrant toutes sortes de cadres (classiques, multi-value´s, etc.).
Bien qu’ils soient ne´gatifs, ces re´sultats aident a` comprendre les limites de ce qui peut eˆtre fait
dans cette re´gion. Ils ont donc un inte´reˆt en soi. Maintenant, on est tout a` fait confiant que ce travail
puisse eˆtre prolonge´ comme celui de Schlechta de sorte a` montrer des the´ore`mes d’impossibilite´
similaires pour des ope´rateurs de re´vision base´s sur une distance. Seulement, on couvrira plus de
familles et avec une de´finition plus large de la normalite´. Ceci constitue la principale motivation.
D’autre part, comme on travaillera dans un cadre ge´ne´ral, cette perspective de recherche future est
toujours valable si on de´finit la re´vision dans un cadre non-classique, par exemple un qui est multi-
value´. La re´vision pre´senterait alors toutes sortes d’avantages comme celui de pouvoir repre´senter et
re´viser des croyances incohe´rentes. On discutera de cela plus en de´tail dans la conclusion.
Pour terminer cette introduction, mettons en avant les liens entre les deux parties de cette the`se.
Tout comme les logiques paraconsistantes, la re´vision des croyances est utile pour traiter des infor-
mations incohe´rentes. Toutefois, les approches sont diffe´rentes. En particulier, la re´vision se´pare les
nouvelles informations des anciennes, alors que pour les logiques paraconsistantes il n’y a que de
l’information courante. La re´vision entretient aussi des liens e´troits avec les logiques plausibles non-
monotones. En effet, Ga¨rdenfors et Makinson ont montre´ comment de´finir une famille de relations
non-monotones a` partir d’un ope´rateur de re´vision et vice versa [Mak89, GM88, G¨88]. L’ide´e est
essentiellement de conside´rer que β est une conse´quence de α ssi la re´vision d’un K donne´ par α
contient β. Les postulats de la re´vision d’un coˆte´ et ceux du raisonnement non-monotone d’un autre
coˆte´ ont ainsi e´te´ mis en correspondance, via cette e´quivalence. Les deux parties de cette the`se sont
donc lie´es au niveau des grandes lignes. Mais elles le sont aussi au niveau de la me´canique formelle.
En effet, qu’il s’agisse de fonctions de se´lection ou d’ope´rateurs de distance, l’ide´e est toujours de
diminuer le nombre de mode`les a` conside´rer. Enfin, dans chacune des deux parties on travaillera
dans un cadre tre`s ge´ne´ral couvrant au moins les cadres classiques et multi-value´s.
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Structure de la the`se
Dans le chapitre 1 (de´but de la partie I), on rappellera des syste`mes non-monotones conc¸us pour
tirer des conclusions plausibles a` partir d’informations incomple`tes : la logique des de´fauts de Reiter,
la logique autoe´piste´mique de Moore et la circonscription de McCarthy.
Dans le chapitre 2, on introduira les de´finitions fondamentales de la partie I. Plus pre´cise´ment,
dans la section 2.1, on introduira un cadre de travail tre`s ge´ne´ral. Nous verrons qu’il couvre en
particulier les cadres multi-value´s des logiques paraconsistantes J3 et FOUR. Dans la section 2.2,
on pre´sentera les fonctions de se´lection. On verra quelles proprie´te´s caracte´risent les fonctions de
se´lection de´finissables par une relation binaire de pre´fe´rence sur des e´tats e´tiquete´s par des in-
terpre´tations. De meˆme, on verra cela pour les pivots. Dans la section 2.3, on de´finira les relations de
conse´quence pre´fe´rentielles(-discriminantes) et on donnera des exemples dans des cadres classiques
et multi-value´s. On rappellera aussi une caracte´risation importante qui fait intervenir le syste`me
P de Kraus, Lehmann et Magidor. Dans la section 2.4, on de´finira les relations de conse´quence
pivotantes(-discriminantes) et on donnera a` nouveau des exemples dans diffe´rents cadres.
Dans les chapitres 3 et 4, on fournira dans un cadre ge´ne´ral, plusieurs caracte´risations de relations
de conse´quence pre´fe´rentielles(-discriminantes) et pivotantes(-discriminantes). Ces re´sultats seront
dispose´s dans quatre cate´gories en fonction de de la version conside´re´e (simple ou discriminante) et
de la proprie´te´ de pre´servation de la de´finissabilite´ (satisfaite ou non).
Dans le chapitre 5, on de´finira les caracte´risations normales pour un ensemble de relations de
conse´quence, c’est a` dire celles qui ne contiennent que des conditions quantifie´es universellement et
de taille limite´e. Ensuite on montrera dans un cadre classique infini, qu’il n’y a pas de caracte´risations
normales pour la famille de toutes les relations de conse´quence pivotantes.
Dans le chapitre 6, on pre´sentera lesX-logiques de Forget, Risch et Siegel. Ensuite, on montrera
que les relations de conse´quence pivotantes qui satisfont la proprie´te´ d’univers-code´finissabilite´ sont
exactement les X-logiques pour lesquelles X est de´ductivement clos.
Dans le chapitre 7 (de´but de la partie II), on rappellera l’approche AGM a` la re´vision des croyances.
On pre´sentera les postulats d’expansion, de contraction, et de re´vision, ainsi que les identite´s de Levi
et de Harper. On rappellera aussi deux the´ore`mes de repre´sentation importants, un avec les relations
d’enracinement e´piste´mique de Ga¨rdenfors et Makinson, l’autre avec les syste`mes de sphe`res de
Grove.
Dans le chapitre 8, on pre´sentera les pseudo-distances de Lehmann, Magidor et Schlechta. On
verra comment on peut les utiliser pour de´finir naturellement des ope´rateurs de re´vision. Ensuite, on
rappellera les caracte´risations de Lehmann et al. qui contiennent une condition de boucle arbitraire-
ment grande.
Dans le chapitre 9, on de´finira les caracte´risations normales pour un ensemble d’ope´rateurs bi-
naires, c’est a` dire celles qui ne contiennent que des conditions finies et quantifie´es universellement.
Ensuite, on montrera que pour plusieurs familles d’ope´rateurs de distance (en particulier certaines
respectant la distance de Hamming), il n’y a pas de caracte´risations normales.
Enfin, je voudrais dire que je suis l’auteur de tous les re´sultats de´montre´s dans cette the`se. Voici
une liste exhaustive : Les propositions 32, 34, 35, 37, 41, 43, 44, 45 et 47 ont e´te´ publie´es dans
[BN05b] ; les propositions 22, 50, 52, 53, 55, 57, 59, 62 et 67 dans [BN05a] ; et les propositions 84
et 85 dans [BN06].
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Premie`re partie
Autour de la Caracte´risation de
Relations de Conse´quence Plausibles et
Paraconsistantes
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Chapitre 1
Premiers syste`mes non-monotones
Parmi les premiers syste`mes non-monotones conc¸us pour tirer des conclusions plausibles a` partir
d’informations incomple`tes, on peut trouver en particulier la logique des de´fauts de Reiter, la logique
autoe´piste´mique de Moore et la circonscription de McCarthy. Pre´sentons les brie`vement.
1.1 La logique des de´fauts
Commenc¸ons par la logique des de´fauts [Rei80]. Il s’agit essentiellement de la logique classique
a` laquelle on ajoute des re`gles des de´fauts de la forme suivante : α:β1,...,βnγ . Intuitivement, une telle
re`gle signifie : “si α est vrai et β1, . . . , βn sont cohe´rents avec ce qui est connu, alors γ peut eˆtre
conclue”. Pour les besoins de cette courte pre´sentation, il est suffisant de se limiter aux r`egles sin-
gulie`res, c’est a` dire celles pour lesquelles n = 1. Maintenant, supposons que Γ est un ensemble de
formules et D un ensemble de re`gles des de´fauts singulie`res. Alors, (Γ,D) est appele´e une th´eorie
des de´fauts. Tournons nous vers les extensions de (Γ,D). Supposons que∆ est une ensemble de for-
mules. Alors, (∆) de´note la fermeture classique de ∆ et G(∆) le plus petit ensemble de formules
tel que :
– Γ ⊆ G(∆),
– G(∆) = (G(∆)) et
– si α:βγ ∈ D, α ∈ G(∆) et ¬β ∈ G(∆), alors γ ∈ G(∆).
On dit que ∆ est une extension de (Γ,D) ssi ∆ = G(∆). Toute extension repre´sente une fac¸on
plausible de tirer des conclusions a` partir de Γ et des re`gles des de´fauts de D.
La logique des de´fauts pre´sente certains inconve´nients. L’un d’entre eux est que la proprie´te´ de
cumulativite´ [Mak89] n’est pas ne´cessairement satisfaite. Un second inconve´nient est qu’une the´orie
des de´fauts peut ne pas avoir d’extension. Par exemple, c’est le cas si Γ = ∅ et D = {:¬ββ }. Reiter
a exhibe´ une classe particulie`re de the´ories des de´fauts pour laquelle il y a toujours au moins une
extension. Pre´sentons la. Une re`gle des de´fauts singulie`re α:βγ est dite normale ssi β est e´quivalent a`
γ. Une the´orie des de´fauts est dite normale ssi elle ne contient que des re`gles normales, auquel cas
elle posse`de au moins une extension.
D’autre part, il y a diffe´rentes fac¸ons de voir le roˆle que doivent jouer les re`gles des de´fauts, ce
qui conduit a` diffe´rents avis sur des proprie´te´s comme e.g. la semi-monotonie [Rei80] ou encore le
“commitment to assumptions” [Poo89].
Tout cela a conduit a` diffe´rentes variantes de la logique des de´fauts. Parmi elles, on peut trou-
ver : la logique des de´fauts contrainte [Sch92a, DSJ95], la logique des d´efauts cumulative [Bre91],
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la logique des de´fauts justifie´e [Łuk88] et la logique des de´fauts rationnelle [MT95]. Toutefois, Del-
grande et Schaub ont de´montre´ que toutes ces variantes peuvent de´ja` eˆtre construites dans le cadre
original de la logique de de´fauts [DS03, DS05].
Reiter et Criscuolo ont e´tudie´ des the´ories des de´fauts semi-normales [RC81]. Une re`gle sin-
gulie`re α:βγ est dite semi-normale ssi β implique γ. Une the´orie des de´fauts est dite semi-normale
ssi elle contient seulement des re`gles semi-normales. De telles the´ories sont inte´ressantes car elles
permettent d’e´viter certains aspects contre-intuitifs de la transitivit´e. Voici un exemple : les vieux or-
dinateurs pentium sont rares (au moins aujourd’hui). D’autre part, les choses rares sont ge´ne´ralement
che`res. Donc, par transitivite´, les vieux pentiums sont chers, ce qui est bien suˆr faux.
Touretzky, Poole, Froidevaux et Kayser ont pris en compte des priorite´s entre re`gles des de´fauts
[Tou87, Poo85, FK88]. Terminons avec Lin, Shoham, Siegel et Schwind qui ont de´veloppe´ une
se´mantique modale pour la logique des de´fauts [LS90, Sie90, SS91].
1.2 La logique autoe´piste´mique
La logique autoe´piste´mique de Moore [Moo85] a pour but de formaliser le raisonnement lorsque
celui-ci porte sur des connaissances a` propos de connaissances. Plus pre´cise´ment, alors que la lo-
gique classique ne peut exprimer que des faits, la logique autoe´piste´mique peut exprimer de la
connaissance (ou un manque de connaissance) a` propos de ces faits. Moore a de´veloppe´ cette logique
comme une reconstruction de la logique non-monotone de McDermott et Doyle [MD80, McD82],
pour e´viter certaines particularite´s de cette dernie`re.
La partie syntaxique de la logique autoe´piste´mique e´tend celle de la logique classique par un
connecteur modal unaire . Intuitivement, α signifie : “on croit que α est vraie”. Une formule
typique est e.g. (¬¬α) → α, qui signifie : “si on ne croit pas que α est fausse, alors on suppose
que α est vraie”. Ceci constitue une sorte d’hypothe`se du monde clos. Un autre exemple est (α ∧
¬¬β) → β, qui signifie : “si on croit que α est vraie et si on ne croit pas que β est fausse, alors on
suppose que β est vraie”.
Supposons que Γ est un ensemble de formules comme les deux exemples ci-dessus. Moore a
introduit les expansions stables de Γ. Un ensemble de formules ∆ est une expansion stable de Γ ssi
∆ = {α : Γ ∪ {β : β ∈ ∆} ∪ {¬β : β ∈ ∆}  α}.
Intuitivement, ∆ est un bon candidat pour repre´senter les croyances d’un agent introspectif ide´al sur
la base de Γ. C’est d’autant plus vrai que ∆ satisfait les trois conditions de stabilit´e suivantes :
(S1) si ∆  α, alors α ∈ ∆ ;
(S2) si α ∈ ∆, alors α ∈ ∆ ;
(S3) si α ∈ ∆, alors ¬α ∈ ∆.
Konolige et Truszczyn´ski ont montre´ que les expansions stables de la logique autoe´piste´mique sont
intimement lie´es aux extensions de la logique des de´fauts [Kon88, Tru91].
Terminons avec une remarque inte´ressantes sur les th´eories stables, c’est a` dire les ensembles
de formules qui satisfont (S1), (S2) et (S3). Toute the´orie stable T contient les sche´mas d’axiomes
suivants :
K (α → β) → (α → β) ;
T α → α ;
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4 α→ α ;
5 ¬α→ ¬α.
De plus, T contient toutes les tautologies et est clos sous les re`gles suivantes :
Ne´cessite´
α
α ;
Modus Ponens
α → β α
β
.
En conse´quence, tout the´ore`me de la logique modale S5 appartient a` T . En fait, Moore a montre´ que
l’intersection de toutes les the´ories stables est exactement l’ensemble de tous les the´ore`mes de S5
[Moo84].
1.3 La circonscription
La circonscription a e´te´ propose´e pour la premie`re fois par John McCarthy [McC80, McC86].
Elle a pour but de formaliser l’hypothe`se naturelle que les choses sont normales (ou se comportent
normalement) a` moins que le contraire ne soit explicitement spe´cifie´. Par exemple, si Tweety est un
oiseau et si rien n’est dit sur la (non-)normalite´ de Tweety, alors on supposera que Tweety est un
oiseau normal et donc qu’il vole (car tous les oiseaux normaux volent).
La circonscription formalise cet exemple de la manie`re qui suit. Tout d’abord, la situation est
repre´sente´e par l’ensemble Φ de formules du premier-ordre suivant :
∀ x, (oiseau(x) ∧ ¬anormal(x)) → vole(x) ;
oiseau(Tweety).
Ensuite, l’ide´e est de se restreindre aux mode`les de Φ ou` l’extension du pre´dicat anormal est
minimale dans un certain sens. Autrement dit, anormal est “circonscrit”. Seulement, dans ces
mode`les se´lectionne´s, anormal(Tweety) n’est pas satisfait (ce qui n’aurait pas e´te´ le cas bien suˆr
si anormal(Tweety) e´tait spe´cifie´ dans Φ). Ceci nous permet de tirer la conclusion plausible (et
re´tractable) : vole(Tweety), comme de´sire´.
Plus ge´ne´ralement, supposons que Φ est un ensemble de formules du premier-ordre (repre´sentant
ce qui est connu du domaine d’inte´reˆt, i.e. des faits, des re`gles, etc.), que P est un ensemble de
pre´dicats (repre´sentant les exceptions de certaines re`gles) et que Z est aussi un ensemble de pre´dicats
(repre´sentant les conclusions de ces re`gles). Pour se fixer les ide´es, dans l’exemple de Tweetty, P =
{anormal} et Z = {vole}. Il est standard d’appeler les e´le´ments de P les pre´dicats a` minimiser et
d’appeler les e´le´ments de Z les pre´dicats a` faire varier. Maintenant, conside´rons la relation binaire
de pre´fe´rence ≺ sur les mode`les du premier-ordre de´finie de la manie`re qui suit. Supposons que σ et
σ′ sont deux mode`les du premier-ordre. Alors, σ ≺ σ′ ssi
– σ et σ′ ont le meˆme domaine ;
– σ et σ′ sont identiques dans l’interpre´tation des constantes, symboles de fonction et symboles
de pre´dicat qui n’appartiennent ni a` P , ni a` Z ;
– ∀ p ∈ P , l’extension de p dans σ est un sous-ensemble de l’extension de p dans σ′ ;
– ∃ p ∈ P , l’extension de p dans σ est un sous-ensemble strict de l’extension de p dans σ′.
Comme de coutume, un mode`le σ de Φ est ≺-minimal ssi il n’y a pas de mode`le σ′ de Φ tel que
σ′ ≺ σ. Approximativement, dans les mode`les ≺-minimaux de Φ, les pre´dicats de P ne seront pas
satisfaits (a` moins que le contraire ne soit spe´cifie´ dans Φ, bien suˆr), ce qui entraıˆne que les pre´dicats
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de Z auront plus tendance a` eˆtre satisfaits. A pre´sent, seuls les mode`les ≺-minimaux de Φ seront
pris en compte pour tirer des conclusions a` partir de Φ. Intuitivement, cela revient a` appliquer les
re`gles tout en ignorant leurs exceptions (sauf celles qui sont explicitement spe´cifie´es), ce qui conduit
a` tirer des conclusions plausibles et re´tractables.
Cette forme d’infe´rence minimale est e´quivalente a` la circonscription du second-ordre [Lif85].
La de´finition originale de McCarthy est plutoˆt syntaxique que se´mantique, c’est a` dire que la restric-
tion des mode`les est force´e par l’ajout d’une formule du second ordre. Par exemple, supposons que
Φ est fini, P = {p}, Z = ∅ et que l’arite´ de p est 1. Alors, la formule du second-ordre en question
est :
(
∧
Φ) ∧ ∀ p′,¬[(
∧
Φ)[p/p′] ∧ (∀ x, p′(x) → p(x)) ∧ ¬(∀ x, p(x) → p′(x))]
ou` p′ est un pre´dicat d’arite´ 1,
∧
Φ est la conjonction des formules de Φ et (
∧
Φ)[p/p′] est la formule
obtenue en remplac¸ant, dans cette conjonction, p par p′.
Dans la version originale de la circonscription, i.e. la circonscription du premier-ordre, la restric-
tion des mode`les est force´e par l’ajout de formules du premier-ordre ge´ne´re´es par un certain “sche´ma
de circonscription”. Par exemple, supposons que Φ est fini, P = {p}, Z = {q} et que p et q ont pour
arite´ 1. Alors, le sche´ma de circonscription est :
¬[(
∧
Φ)[p/p′, q/q′] ∧ (∀ x, p′(x) → p(x)) ∧ ¬(∀ x, p(x) → p′(x))]
ou` p′ et q′ sont des nouveaux pre´dicats d’arite´ 1. En fait, les mode`les ≺-minimaux de Φ ne seront pas
les seuls a` rester apre`s l’ajout de ces formules du premier-ordre. En re´alite´, les mode`les restants sont
exactement ceux qui sont ≺′-minimaux, ou` ≺′ est la relation binaire de pre´fe´rence telle que σ ≺′ σ′
ssi σ ≺ σ′ et (approximativement) pour tout pre´dicat r dans P ∪Z , l’extension de r dans σ peut eˆtre
syntaxiquement de´crite dans σ′ (voir e.g. [Bes88, Bra88] pour les de´tails).
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Chapitre 2
De´finitions fondamentales
Ce chapitre introduit les de´finitions fondamentales de la partie I.
2.1 Les structures se´mantiques
2.1.1 De´finitions et hypothe`ses
Nous travaillerons avec des formules, des interpre´tations et une relation de satisfaction tre`s
ge´ne´raux. Une approche similaire a e´te´ adopte´e dans deux articles bien connus [Mak05, Leh01].
De´finition 1 On dit que S est une structure se´mantique ssi S = (F ,V, |=) ou` F est un ensemble, V
un ensemble et |= une relation de V × F .
Intuitivement, F est un ensemble de formules, V un ensemble d’interpre´tations pour ces formules et
|= une relation de satisfaction pour ces objets (i.e. v |= α signifie que la formule α est satisfaite dans
l’interpre´tation v, i.e. v est un mode`le de α).
Notation 2 Soient (F ,V, |=) une structure se´mantique, Γ ⊆ F et V ⊆ V . Alors,
MΓ := {v ∈ V : ∀ α ∈ Γ, v |= α},
T (V ) := {α ∈ F : V ⊆Mα},
D := {V ⊆ V : ∃ Γ ⊆ F ,MΓ = V }.
Supposons que L est un langage, ¬ un connecteur unaire de L et F l’ensemble de toutes les formules
bien forme´es (fbfs) de L. Alors,
Td(V ) := {α ∈ F : V ⊆Mα et V ⊆M¬α},
Tc(V ) := {α ∈ F : V ⊆Mα et V ⊆M¬α},
C := {V ⊆ V : ∀ α ∈ F , V ⊆Mα ou V ⊆M¬α}.
Intuitivement, MΓ est l’ensemble de tous les mode`les de Γ et T (V ) est l’ensemble de toutes les
formules satisfaites dans V . Chaque e´le´ment de T (V ) appartient soit a` Td(V ), soit a` Tc(V ), se-
lon que sa ne´gation est aussi pre´sente dans T (V ). D est l’ensemble de tous les ensembles d’in-
terpre´tations de´finissables par un ensemble de formules et C est l’ensemble de tous les ensembles
d’interpre´tations qui ne satisfaisont pas a` la fois une formule et sa ne´gation. Comme de coutume,
MΓ,α, T (V, v), etc. sont des raccourcis pour respectivement MΓ∪{α}, T (V ∪ {v}), etc.
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Remarque 3 Les notations MΓ, T (V ), etc. devraient contenir la structure se´mantique sur laquelle
elles sont base´es. Pour augmenter la lisibilite´, on omettra cela. Il n’y aura pas d’ambiguı¨te´s. On
omettra par la suite des choses similaires dans d’autres notations, pour la meˆme raison.
Une structure se´mantique de´finit une relation de conse´quence basique :
Notation 4 On note P l’ope´rateur construisant l’ensemble des parties d’un ensemble.
Soit (F ,V, |=) une structure se´mantique.
On note  la relation de P(F) ×F telle que ∀ Γ ⊆ F , ∀ α ∈ F ,
Γ  α ssi MΓ ⊆Mα.
Soit |∼ une relation de P(F) ×F . Alors,
|∼(Γ) := {α ∈ F : Γ |∼ α}.
Supposons que L est un langage, ¬ un connecteur unaire de L, F l’ensemble de toutes les fbfs de L
et Γ ⊆ F .
Alors, on dit que Γ est consistant ssi ∀ α ∈ F , Γ  α ou Γ  ¬α.
On aura parfois besoin de parler de la relation de conse´quence basique au sens de Scott :
 de´note la relation de P(F) × P(F) telle que ∀ Γ,∆ ⊆ F ,
Γ  ∆ ssi ∀ v ∈MΓ, ∃ α ∈ ∆, v ∈Mα.
Les faits suivants sont triviaux, on les utilisera implicitement dans la suite :
Remarque 5 Soient (F ,V, |=) une structure se´mantique et Γ,∆ ⊆ F . Alors :
MΓ,∆ = MΓ ∩M∆ ;
(Γ) = T (MΓ) ;
MΓ = M(Γ) ;
Γ ⊆ (∆) ssi (Γ) ⊆ (∆) ssiM∆ ⊆MΓ.
Parfois, on aura besoin de faire certaines hypothe`ses sur une structure se´mantique :
De´finition 6 Soit (F ,V, |=) une structure se´mantique.
Alors, conside´rons les hypothe`ses suivantes :
(A0) MF = ∅ ;
(A1) V est fini.
Supposons que L est un langage, ¬ un connecteur unaire de L et F l’ensemble de toutes les fbfs de
L. Alors, conside´rons l’hypothe`se suivante :
(A2) ∀ Γ ⊆ F , ∀ α ∈ F , si α ∈ T (MΓ) et ¬α ∈ T (MΓ), alorsMΓ ∩Mα ⊆M¬α.
Supposons que ∨ et ∧ sont des connecteurs binaires de L. Alors, conside´rons l’hypothe`se suivante :
(A3) ∀ α, β ∈ F , on a :
Mα∨β = Mα ∪Mβ ;
Mα∧β = Mα ∩Mβ ;
M¬¬α = Mα ;
M¬(α∨β) = M¬α∧¬β ;
M¬(α∧β) = M¬α∨¬β .
Clairement, ces hypothe`ses sont satisfaites par les structure se´mantiques classiques, i.e. les structures
ou` F , V et |= sont classiques. De plus, comme nous le verrons dans les sections 2.1.2 et 2.1.3, elles
sont aussi satisfaites par des structures se´mantiques multi-value´es.
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2.1.2 La structure se´mantique de´finie par FOUR
La logique FOUR a e´te´ introduite par Belnap dans [Bel77a, Bel77b]. Cette logique est utile
pour traiter des informations incomple`tes. Plusieurs pre´sentations sont possibles, cela de´pend du
langage conside´re´. Pour les besoins de cette the`se, un langage propositionnel classique sera suffisant.
La logique FOUR a e´te´ e´tudie´e intensivement dans e.g. [AA94, AA96, AA98], ou` des langages
plus riches qu’ici sont conside´re´s. Ils contiennent notamment un connecteur d’implication spe´cial ⊃
(introduit pour la premie`re fois par Avron [Avr91]) qui n’est pas l’implication mate´rielle.
Notation 7 On note A un ensemble de symboles propositionnels (ou atomes).
On note Lc le langage propositionnel classique contenant A, les contantes standards faux et vrai,
et les connecteurs standards ¬, ∨ et ∧.
On note Fc l’ensemble de toutes les fbfs de Lc.
Rappelons une interpre´tation possible de la logique FOUR (de plus amples de´tails peuvent eˆtre
trouve´s dans e.g. [CLM99, Bel77a, Bel77b]). Imaginons un syste`me dans lequel il y a d’un coˆte´ des
sources de information, et d’un autre coˆte´, un processeur d’information qui les e´coute. Les sources
ne peuvent donner de l’information que sur les atomes, pas sur les formules compose´es. Pour chaque
atome p, il y a exactement quatre possibilite´s : soit le processeur est informe´ (par les sources prisent
comme un tout) que p est vrai, soit il est informe´ que p est faux, soit il est informe´ des deux, soit il
n’a aucune information sur p.
Notation 8 On note 0 et 1 les valeurs de ve´rite´ classiques et on en de´finit de nouvelles de la manie`re
suivante :
f := {0} ; t := {1} ;  := {0, 1} ; ⊥ := ∅.
L’information globale que les sources donnent au processeur peut eˆtre formalise´e par une fonction s
de A dans {f , t,,⊥}. Intuitivement, 1 ∈ s(p) signifie que le processeur est informe´ que p est vrai,
tandis que 0 ∈ s(p) signifie que le processeur est informe´ que p est faux.
Ensuite, a` partir de s, le processeur construit naturellement de l’information sur les formules
compose´es. Avant qu’il ne commence a` le faire, la situation peut eˆtre mode´lise´e par une fonction v
de Fc dans {f , t,,⊥} qui s’accorde avec s sur les atomes et qui attache ⊥ a` toutes les formules
compose´es. Maintenant, prenons p et q dans A et supposons que 1 ∈ v(p) ou 1 ∈ v(q). Alors, le
processeur ajoute naturellement 1 a` v(p ∨ q). De meˆme, si 0 ∈ v(p) et 0 ∈ v(q), alors il ajoute 0
dans v(p ∨ q). Bien suˆr, des re`gles similaires sont aussi applique´es pour ¬ et ∧.
Supposons que ces re`gles sont applique´es re´cursivement a` toutes les formules compose´es. Alors,
v repre´sente l’information “comple`te” (ou de´veloppe´e) donne´e par les sources au processeur. En
fait, les interpre´tations de la logique FOUR sont exactement les fonctions qui peuvent eˆtre de´finies
comme v a` partir d’un syste`me source-processeur quelconque. Plus formellement,
De´finition 9 On dit que v est une interpre´tation 4-value´e ssi v est une fonction deFc dans {f , t,,⊥}
telle que v(vrai) = t, v(faux) = f et ∀ α, β ∈ Fc,
1 ∈ v(¬α) ssi 0 ∈ v(α) ;
0 ∈ v(¬α) ssi 1 ∈ v(α) ;
1 ∈ v(α ∨ β) ssi 1 ∈ v(α) ou 1 ∈ v(β) ;
0 ∈ v(α ∨ β) ssi 0 ∈ v(α) et 0 ∈ v(β) ;
1 ∈ v(α ∧ β) ssi 1 ∈ v(α) et 1 ∈ v(β) ;
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0 ∈ v(α ∧ β) ssi 0 ∈ v(α) ou 0 ∈ v(β).
On note V4 l’ensemble de toutes les interpre´tations 4-value´es.
De manie`re e´quivalente, on peut de´finir les interpre´tations 4-value´es comme les fonctions qui satis-
font les tables 1, 2 et 3 ci-dessous :
v(α) v(¬α)
f t
t f
 
⊥ ⊥
Table 1.
v(β)
f t  ⊥
v(α)
f f t  ⊥
t t t t t
  t  t
⊥ ⊥ t t ⊥
v(α ∨ β)
Table 2.
v(β)
f t  ⊥
v(α)
f f f f f
t f t  ⊥
 f   f
⊥ f ⊥ f ⊥
v(α ∧ β)
Table 3.
Dans la logique FOUR, une formule α est conside´re´e comme e´tant satisfaite ssi le processeur est
informe´ qu’elle est vraie, peu importe qu’il soit ou non aussi informe´ qu’elle est fausse.
Notation 10 On note |=4 la relation de V4 ×Fc telle que ∀ v ∈ V4, ∀ α ∈ Fc, on a
v |=4 α ssi 1 ∈ v(α).
Des syste`mes formels pour les relations de conse´quences  et  base´es sur la structure se´mantique
(Fc,V4, |=4) (i.e. la structure se´mantique de´finie par FOUR) peuvent eˆtre trouve´s dans e.g. [AA94,
AA96, AA98]. En voici un :
Axiomes :
Γ, α ⇒ ∆, α
Γ,¬vrai⇒ ∆ Γ ⇒ ∆, vrai
Γ, faux⇒ ∆ Γ ⇒ ∆,¬faux
Re`gles :
Γ, α ⇒ ∆
Γ,¬¬α ⇒ ∆
Γ ⇒ ∆, α
Γ ⇒ ∆,¬¬α
Γ, α, β ⇒ ∆
Γ, α ∧ β ⇒ ∆
Γ ⇒ ∆, α Γ ⇒ ∆, β
Γ ⇒ ∆, α ∧ β
Γ,¬α ⇒ ∆ Γ,¬β ⇒ ∆
Γ,¬(α ∧ β) ⇒ ∆
Γ ⇒ ∆,¬α,¬β
Γ ⇒ ∆,¬(α ∧ β)
Γ, α ⇒ ∆ Γ, β ⇒ ∆
Γ, α ∨ β ⇒ ∆
Γ ⇒ ∆, α, β
Γ ⇒ ∆, α ∨ β
Γ,¬α,¬β ⇒ ∆
Γ,¬(α ∨ β) ⇒ ∆
Γ ⇒ ∆,¬α Γ ⇒ ∆,¬β
Γ ⇒ ∆,¬(α ∨ β)
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Notons que la structure se´mantique de´finie par FOUR satisfait (A0) et (A3). De plus, si A est fini,
alors (A1) est aussi satisfaite. Cependant, (A2) n’est pas satisfaite. Dans la section 2.1.3, on pre´sente
une structure se´mantique qui satisfait (A2).
2.1.3 La structure se´mantique de´finie par J3
La logique J3 a e´te´ introduite pour la premie`re fois dans [DdC70] pour re´pondre a` une ques-
tion pose´e en 1948 par Jas´kowski, qui s’inte´ressait a` la syste´matisation de the´ories capables de
contenir des contradictions. Le passage entre le raisonnement informel avec des contradictions et le
raisonnement formel avec des bases de donne´es a e´te´ fait dans [CMdA00, dACM02], ou` une autre
formulation de J3, appele´e LFI1, a e´te´ introduite. On y trouve aussi une version du premier-ordre de
cette logique, accompagne´e d’une e´tude au niveau de la the´orie des mode`les et aussi au niveau de la
the´orie de la preuve. D’autres recherches pousse´es ont e´te´ mene´es sur J3, par exemple dans [Avr91],
ou` des langages plus riches que notre Lc sont conside´re´s.
On peut donner a` la logique J3 la meˆme interpre´tation que pour FOUR, sauf qu’on se res-
treint au syste`mes sources-processeur ou` les sources, prisent comme un tout, donnent toujours de
l’information a` propos d’un atome. Plus formellement,
De´finition 11 On dit que v est une interpre´tation 3-value´e ssi v est une fonction deFc dans {f , t,}
telle que v(vrai) = t, v(faux) = f et ∀ α, β ∈ Fc,
1 ∈ v(¬α) ssi 0 ∈ v(α) ;
0 ∈ v(¬α) ssi 1 ∈ v(α) ;
1 ∈ v(α ∨ β) ssi 1 ∈ v(α) ou 1 ∈ v(β) ;
0 ∈ v(α ∨ β) ssi 0 ∈ v(α) et 0 ∈ v(β) ;
1 ∈ v(α ∧ β) ssi 1 ∈ v(α) et 1 ∈ v(β) ;
0 ∈ v(α ∧ β) ssi 0 ∈ v(α) ou 0 ∈ v(β).
On note V3 l’ensemble de toutes les interpre´tations 3-value´es.
On peut aussi de´finir les interpre´tations 3-value´es comme les fonctions qui satisfont les tables 4, 5 et
6 ci-dessous :
v(α) v(¬α)
f t
t f
 
Table 4.
v(β)
f t 
v(α)
f f t 
t t t t
  t 
v(α ∨ β)
Table 5.
v(β)
f t 
v(α)
f f f f
t f t 
 f  
v(α ∧ β)
Table 6.
A pre´sent, penchons nous sur la relation de satisfaction de cette logique :
Notation 12 On note |=3 la relation de V3 ×Fc telle que ∀ v ∈ V3, ∀ α ∈ Fc, on a
v |=3 α ssi 1 ∈ v(α).
Des syste`mes formels pour les relations de conse´quence  et  base´es sur la structure se´mantique
(Fc,V3, |=3) (i.e. la structure se´mantique de´finie par J3) ont e´te´ fournis dans e.g. [Avr91, DdC70] et
le chapitre IX de [Eps90]. On rappelle le suivant :
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Axiomes :
Γ, α ⇒ ∆, α Γ ⇒ ∆, α,¬α
Γ,¬vrai⇒ ∆ Γ ⇒ ∆, vrai
Γ, faux⇒ ∆ Γ ⇒ ∆,¬faux
Re`gles :
Γ, α ⇒ ∆
Γ,¬¬α ⇒ ∆
Γ ⇒ ∆, α
Γ ⇒ ∆,¬¬α
Γ, α, β ⇒ ∆
Γ, α ∧ β ⇒ ∆
Γ ⇒ ∆, α Γ ⇒ ∆, β
Γ ⇒ ∆, α ∧ β
Γ,¬α ⇒ ∆ Γ,¬β ⇒ ∆
Γ,¬(α ∧ β) ⇒ ∆
Γ ⇒ ∆,¬α,¬β
Γ ⇒ ∆,¬(α ∧ β)
Γ, α ⇒ ∆ Γ, β ⇒ ∆
Γ, α ∨ β ⇒ ∆
Γ ⇒ ∆, α, β
Γ ⇒ ∆, α ∨ β
Γ,¬α,¬β ⇒ ∆
Γ,¬(α ∨ β) ⇒ ∆
Γ ⇒ ∆,¬α Γ ⇒ ∆,¬β
Γ ⇒ ∆,¬(α ∨ β)
La structure se´mantique de´finie par J3 satisfait (A0), (A3) et (A2). De plus, si A est fini, alors elle
satisfait aussi (A1).
2.2 Les fonctions de se´lection
2.2.1 De´finitions et proprie´te´s
Dans de nombreuses situations, un agent peut de´terminer, pour tout ensemble d’interpre´tations
V , les e´le´ments de V qui sont pre´fe´re´s (les plus importants, les plus normaux, etc.), pas force´ment au
sens absolu, mais quand les interpre´tations de V sont les seules sous conside´ration. Dans le domaine
du choix social, ceci est formalise´ par une fonction de se´lection [Che54, Arr59, Sen70, AM81,
Leh02, Leh01] :
De´finition 13 Soient V un ensemble, V ⊆ P(V),W ⊆ P(V) et µ une fonction deV dansW.
On dit que µ est une fonction de se´lection ssi ∀ V ∈ V, µ(V ) ⊆ V .
De nombreuses proprie´te´s ont e´te´ mises en e´vidence par les chercheurs en choix social. Pre´sentons
deux des proprie´te´s les plus importantes. Supposons queW est un ensemble d’interpre´tations, V un
sous-ensemble deW et v ∈ V une interpre´tation pre´fe´re´e deW . Alors, on peut s’attendre a` ce que v
soit une interpre´tation pre´fe´re´e de V . En effet, dans de nombreuses circonstances, plus un ensemble
est grand, plus il est difficile de faire partie de ses e´le´ments pre´fe´re´s, et celui qui peut le plus peut le
moins. Cette proprie´te´ apparaıˆt dans [Che54] et a rec¸u le nom de “cohe´rence” dans [Mou85].
Tournons nous vers la seconde proprie´te´. Supposons que W est un ensemble d’interpre´tations,
V un sous-ensemble deW et supposons que toutes les interpre´tations pre´fe´re´es deW appartiennent
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a` V . Alors, elles doivent compter parmi elles toutes les interpre´tations pre´fe´re´es de V . L’importance
de cette proprie´te´ a e´te´ mise en valeur dans [Aiz85, AM81]. Elle a rec¸u le nom de “monotonie locale”
dans e.g. [Leh01].
De´finition 14 Soient V un ensemble, V ⊆ P(V),W ⊆ P(V) et µ une fonction de se´lection de V
dansW.
On dit que µ est cohe´rente ssi ∀ V,W ∈ V,
si V ⊆W, alors µ(W ) ∩ V ⊆ µ(V ).
On dit que µ est localement monotone (LM) ssi ∀ V,W ∈ V,
si µ(W ) ⊆ V ⊆W, alors µ(V ) ⊆ µ(W ).
En plus de leurs justifications intuitives, ces proprie´te´s sont inte´ressantes car elles caracte´risent les
fonctions de se´lection qui peuvent eˆtre de´finies par une relation binaire de pre´fe´rence sur des e´tats
e´tiquete´s par des interpre´tations (dans le style de e.g. [KLM90, Sch04]). Cela a e´te´ de´montre´ par
Schlechta dans [Sch00]. De plus amples de´tails seront donne´s dans la section 2.2.2.
Quand on dispose d’une structure se´mantique et d’une fonction de se´lection sur les interpre´tations,
deux nouvelles proprie´te´s peuvent eˆtre de´finies. Chacune ve´hicule une ide´e simple et naturelle.
De´finition 15 Soient (F ,V, |=) une structure se´mantique, V ⊆ P(V),W ⊆ P(V) et µ une fonc-
tion de se´lection deV dansW.
On dit que µ pre´serve la de´finissabilite´ (PrD) ssi
∀ V ∈ V ∩D, µ(V ) ∈ D.
Supposons que L est un langage, ¬ un connecteur unaire de L et F l’ensemble de toutes les fbfs de
L.
On dit que µ pre´serve la cohe´rence (PrC) ssi
∀ V ∈ V ∩C, µ(V ) ∈ C.
La pre´servation de la de´finissabilite´ a e´te´ mise en valeur pour la premie`re fois dans [Sch92b]. Un de
ses avantages est que quand les fonctions de se´lection conside´re´es la satisferont, alors on produira
des caracte´risations contenant seulement des conditions syntaxiques.
Un inte´reˆt de la pre´servation de la cohe´rence est que si les fonctions de se´lection la satisfont,
alors on aura pas besoin de l’hypothe`se (A2) pour de´montrer des caracte´risations (dans le cas dis-
criminant).
On fournit maintenant des proprie´te´s qui caracte´risent les fonctions de se´lection de´finissables
par un pivot (dans le style de e.g. [Mak03, Mak05]). Un pivot est un ensemble fixe d’interpre´tations
conside´re´es comme e´tant les plus importantes dans l’absolu. Nous verrons cela en de´tail dans la
section 2.2.3.
De´finition 16 Soient V un ensemble, V ⊆ P(V),W ⊆ P(V) et µ une fonction de se´lection de V
dansW.
On dit que µ est fortement cohe´rente (FC) ssi ∀ V,W ∈ V,
µ(W ) ∩ V ⊆ µ(V ).
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Supposons que (F ,V, |=) est une structure se´mantique et V ∈ V.
On dit que µ est univers-code´finissable (UC) ssi
V \ µ(V) ∈ D.
En plus de lier les fonctions de se´lection aux pivots, la proprie´te´ d’univers-code´finassabilite´ permet
d’e´tablir une connexion avec les X-logiques de [FRS01]. Nous verrons cela dans le chapitre 6.
2.2.2 Structures pre´fe´rentielles
Des relations binaires de pre´fe´rence sur des interpre´tations ont e´te´ utilise´es par Hansson afin
de construire une se´mantique pour la logique de´ontique [Han69]. Shoham les a utilise´es pour la
premie`re fois afin de donner une se´mantique a` des logiques non-monotones [Sho88, Sho87]. En-
suite, il semble qu’Imielinski est l’une des premie`res personnes a` s’eˆtre servi de relations binaires
de pre´fe´rence sur des e´tats e´tiquete´s par des interpre´tations afin de fournir une se´mantique plus
ge´ne´rale pour des logiques non-monotones [Imi87, KLM90, LM92, Sch92b, Sch96, Sch00, Sch04].
On encapsulera ce genre de relations dans ce que l’on appelle une structure pre´fe´rentielle :
De´finition 17 On dit que R est une structure pre´fe´rentielle sur un ensemble V ssi R = (S, l,≺) ou`
S est un ensemble, l une fonction de S dans V et ≺ une relation de S × S .
En fait, les structures pre´fe´rentielles sont identiques aux structures de Kripke. La diffe´rence re´side
dans le sens donne´ a` ≺. Dans une structure de Kripke, ≺ est vu comme une relation d’accessibilite´,
tandis que dans une structure pre´fe´rentielle, ≺ est vu comme une relation de pre´fe´rence.
Rappelons une interpre´tation possible d’une structure pre´fe´rentielle. Intuitivement, V est un en-
semble d’interpre´tations pour un langage L et S un ensemble d’interpre´tations pour un langage L′
plus riche que L. Les e´le´ments de S sont appele´s des e´tats. l(s) correspond a` cette partie de s qui
ne parle que des formules de L. On appelle l une fonction d’e´tiquetage. Enfin, ≺ est une relation de
pre´fe´rence, i.e. s ≺ s′ signifie que s est pre´fe´re´ a` s′.
Penchons nous sur certaines proprie´te´s importantes d’une structure pre´fe´rentielle.
De´finition 18 Supposons que V est un ensemble, R = (S, l,≺) une structure pre´fe´rentielle sur V ,
T ⊆ S , s ∈ T , V ⊆ V et V ⊆ P(V).
On dit que R est transitive (resp. irreflexive) ssi ≺ est transitive (resp. irreflexive).
On dit que s est pre´fe´re´ dans T ssi ∀ s′ ∈ T , s′ ≺ s.
L(V ) := {s ∈ S : l(s) ∈ V }.
On dit que R est V-smooth (alias V-stoppered) ssi ∀ V ∈ V, ∀ s ∈ L(V ),
soit s est pre´fe´re´ dans L(V ) ou il existe s′ pre´fe´re´ dans L(V ) tel que s′ ≺ s.
Intuitivement, L(V ) est l’ensemble de tous les e´tats e´tiquete´s par une interpre´tation de V . Une
structure pre´fe´rentielle de´finit naturellement une fonction de se´lection. L’ide´e est de choisir dans
tout ensemble d’interpre´tations V , chaque e´le´ment e´tiquetant un e´tat qui est pre´fe´re´ parmi tous les
e´tats e´tiquete´s par un e´le´ment de V . Plus formellement :
De´finition 19 Supposons que R = (S, l,≺) est une structure pre´fe´rentielle sur un ensemble V .
On note µR la fonction de P(V) dans P(V) telle que ∀ V ⊆ V ,
µR(V ) = {v ∈ V : ∃ s ∈ L(v), s est pre´fe´re´ dans L(V )}.
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Dans [Sch00], Schlechta a montre´ que la cohe´rence et la monotonie locale caracte´risent les fonctions
de se´lection qui peuvent eˆtre de´finies par une structure pre´fe´rentielle. Voyons cela avec la proposition
ci-dessous (c’est un corollaire imme´diat des propositions 2.4, 2.15 et 1.3 de [Sch00]).
Proposition 20 [Sch00] Soit V un ensemble, V etW des sous-ensembles de P(V) et µ une fonc-
tion de se´lection deV dansW. Alors,
(0) µ est cohe´rente ssi il existe une structure pre´fe´rentielle transitive et irreflexive R sur V telle que
∀ V ∈ V, µ(V ) = µR(V ).
Supposons que ∀ V,W ∈ V, on a V ∪W ∈ V et V ∩W ∈ V. Alors,
(1) µ est cohe´rente et LM ssi il existe une structure pre´fe´rentielle V-smooth, transitive et irreflexive
R sur V telle que ∀ V ∈ V, µ(V ) = µR(V ).
En fait, dans [Sch00], le codomaine de µ est e´gal a` son domaine :V. Cependant cela ne joue aucun
roˆle dans les preuves. Ainsi, les meˆme preuves (verbatim) sont valables quand le codomaine de µ est
un sous-ensemble arbitraireW de P(V). Schlechta et moi-meˆme avons ve´rifie´ cela.
2.2.3 Pivots
Supposons que certaines interpre´tations sont conside´re´es comme e´tant les plus importantes au
sens absolu. Alors, regroupons les dans un ensemble I , appele´ pivot. I de´finit naturellement une
fonction de se´lection µI qui choisit dans tous ensemble d’interpre´tations, simplement les e´le´ments
qui appartiennent a` I . Plus formellement :
De´finition 21 Soit V un ensemble.
On dit que I est un pivot de V ssi I ⊆ V .
Soit I un pivot de V .
On note µI la fonction de P(V) dans P(V) telle que ∀ V ⊆ V ,
µI(V ) = V ∩ I.
Les pivots ont e´te´ e´tudie´s intensivement par Makinson dans [Mak03, Mak05]. On montre que la
cohe´rence forte, la pre´servation de la de´finissabilite´ et l’univers-codefinissabilite´ caracte´risent les
fonctions de se´lection qui peuvent eˆtre de´finies par un pivot. Plus pre´cise´ment :
Proposition 22 Soit V un ensemble, V etW des sous-ensembles de P(V) et µ une fonction de
se´lection deV dansW. Alors :
(0) µ est FC ssi il existe un pivot I de V tel que ∀ V ∈ V, µ(V ) = µI(V ).
Supposons que (F ,V, |=) est une structure se´mantique et V ∈ V. Alors :
(1) µ est FC et PrD ssi il existe un pivot I de V tel que I ∈ D et ∀ V ∈ V, µ(V ) = µI(V ) ;
(2) µ est FC et UC ssi il existe un pivot I de V tel que V \ I ∈ D et ∀ V ∈ V, µ(V ) = µI(V ).
Preuve Preuve de (0). Direction : “→”.
Soient I = {v ∈ V : ∃ V ∈ V, v ∈ µ(V )} et V ∈ V.
Si v ∈ µ(V ), alors v ∈ V et, par de´finition de I , v ∈ I .
En conse´quence, µ(V ) ⊆ V ∩ I .
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Si v ∈ V ∩ I , alors ∃W ∈ V, v ∈ µ(W ), donc, par FC, on a que v ∈ µ(W ) ∩ V ⊆ µ(V ).
En conse´quence, V ∩ I ⊆ µ(V ).
Direction : “←”.
Il existe I ⊆ V tel que ∀ V ∈ V, µ(V ) = V ∩ I .
On montre que µ est FC.
Soient V,W ∈ V. Alors, µ(W ) ∩ V = W ∩ I ∩ V ⊆ I ∩ V = µ(V ).
Preuve de (1). Direction : “→”.
Prenons le meˆme I que dans (0).
Alors, par la meˆme preuve (verbatim), ∀ V ∈ V, µ(V ) = V ∩ I .
Il reste a` montrer que I ∈ D.
CommeM∅ = V , on a que V ∈ D.
Donc, comme µ est PrD, on a que µ(V) ∈ D.
Or, µ(V) = V ∩ I = I .
Direction : “←”.
Meˆme preuve (verbatim) que pour (0), sauf qu’en plus I ∈ D.
On montre que µ est PrD. Soit V ∈ V ∩D.
Alors, ∃ Γ ⊆ F ,MΓ = V . De meˆme, comme I ∈ D, on a que ∃∆ ⊆ F ,M∆ = I .
Ainsi, µ(V ) = V ∩ I = MΓ ∩M∆ = MΓ∪∆ ∈ D.
Preuve de (2). Direction : “→”.
Prenons le meˆme I que dans (0).
Alors, par la meˆme preuve (verbatim), ∀ V ∈ V, µ(V ) = V ∩ I .
Il reste a` montrer que V \ I ∈ D.
Comme µ est UC, on a que V \ µ(V) ∈ D.
Or, V \ µ(V) = V \ (V ∩ I) = V \ I .
Direction : “←”.
Meˆme preuve (verbatim) que pour (0), sauf qu’en plus V \ I ∈ D.
On montre que µ est UC : V \ µ(V) = V \ (V ∩ I) = V \ I ∈ D.
2.3 Relations de conse´quence pre´fe´rentielles(-discriminantes)
2.3.1 De´finitions
Supposons qu’on dispose d’une structure se´mantique et d’une fonction de se´lection µ sur les
interpre´tations. Alors, il est naturel de conclure une formule α d’un ensemble de formules Γ ssi tout
mode`le de Γ choisi par µ est un mode`le de α. Plus formellement :
De´finition 23 Supposons que (F ,V, |=) est une structure se´mantique et que |∼ une relation de
P(F) ×F .
On dit que |∼ est une relation de conse´quence pre´fe´rentielle ssi il existe une fonction de se´lection
cohe´rente µ deD dans P(V) telle que ∀ Γ ⊆ F , ∀ α ∈ F ,
Γ |∼ α ssi µ(MΓ) ⊆Mα.
De plus, si µ est LM, PrD, etc., alors |∼ l’est aussi.
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Ces relations de conse´quence sont dites “pre´fe´rentielles” car, a` la lumie`re de la proposition 20,
elles peuvent eˆtre de´finies de manie`re e´quivalente avec des structures pre´fe´rentielles, a` la place des
fonctions de se´lection cohe´rentes. On a opte´ pour les fonctions de se´lections pour deux raisons.
Premie`rement, elles transportent un sens plus clair. En effet, des proprie´te´s comme la cohe´rence
ont des justifications intuitives tre`s simples. En revanche, les structures pre´fe´rentielles comportent
des “e´tats”. Or, un e´tat ne repre´sente pas quelque chose de parfaitement clair dans la vie de tous
les jours. D’ailleurs, dans [KLM90], Kraus, Lehmann et Magidor ne conside`rent pas les structures
pre´fe´rentielles comme des justifications ontologiques pour leur inte´reˆt dans les syste`mes formels
conside´re´s, mais comme des outils techniques pour les e´tudier et en particulier re´gler des questions
d’interde´rivabilite´ et trouver des proce´dures de de´cision efficaces (voir la fin de la section 1.2 de
[KLM90]).
Deuxie`mement, graˆce aux fonction de se´lection, on peut pre´senter de manie`re uniforme les rela-
tions de conse´quence pre´fe´rentielles (ici) et pivotantes (dans la section 2.4), alors qu’elles sont base´es
sur des outils tre`s diffe´rents (i.e. les structures pre´fe´rentielles et les pivots). Cela nous permettra en
particulier d’appliquer des techniques de preuve similaires pour les deux sortes de relations.
Les relations pre´fe´rentielles conduisent a` des conclusions plausibles qui pourront e´ventuellement
eˆtre retire´es plus tard, en pre´sence d’informations supple´mentaires. Ainsi, elles sont utiles pour trai-
ter des informations incomple`tes. On donnera un exemple de cela avec une structure se´mantique
classique dans la section 2.3.3.
De plus, si une structure se´mantique multi-value´e est conside´re´e, alors ces relations conduisent
a` des conclusions non-triviales meˆme en pre´sence de contradictions et sont donc utiles pour traiter
des donne´es a` la fois incomple`tes et incohe´rentes. Toutefois, elle ne satisferont pas le syllogisme
disjonctif (i.e. de α et ¬α∨β on peut de´duire β). On donnera un exemple avec la structure se´mantique
de´finie par FOUR dans la section 2.3.4.
A pre´sent, tournons nous vers une variante des relations pre´fe´rentielles. L’ide´e est de rejeter les
contradictions au sein des conclusions.
De´finition 24 Supposons que L est un langage, ¬ un connecteur unaire de L,F l’ensemble de toutes
les fbfs de L, (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F .
On dit que |∼ est une relation de conse´quence pre´fe´rentielle-discriminante ssi il existe une fonction
de se´lection cohe´rente µ deD dans P(V) telle que ∀ Γ ⊆ F , ∀ α ∈ F ,
Γ |∼ α ssi µ(MΓ) ⊆Mα et µ(MΓ) ⊆M¬α.
De plus, si µ est LM, PrD, etc., alors |∼ l’est aussi.
Si une structure se´mantique classique est conside´re´e, alors la version discriminante n’apporte pas
grand chose de nouveau. En effet, la seule diffe´rence sera de ne rien conclure au lieu de tout
conclure quand les informations seront incohe´rentes. En revanche, si une structure multi-value´e est
conside´re´e, les conclusions seront raisonnables meˆme a` partir d’informations incohe´rentes. La ver-
sion discriminante aura en plus l’avantage d’e´liminer les contradictions au sein des conclusions,
rendant ces dernie`res d’autant plus raisonnables.
Dans les de´finitions 23 et 24, le domaine de la fonction de se´lection est D. Ce choix est na-
turel car seuls les e´le´ments de D interviennent dans la de´finition d’une relation de conse´quence
pre´fe´rentielle(-discriminante). Ce point de vue est partage´ par d’autres auteurs e.g. [Leh01] (voir la
section 6). Maintenant, on pourrait de´sirer que le domaine soit P(V) en entier. En fait, plusieurs
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familles de relations peuvent eˆtre de´finies de manie`re e´quivalente avec D ou P(V). Par exemple,
comme dit dans [Leh01], si µ est une fonction de se´lection cohe´rente de D dans P(V), alors la
fonction µ′ de P(V) dans P(V) de´finie par µ′(V ) = V ∩ µ(MT (V )) est une fonction de se´lection
cohe´rente qui s’accorde avec µ surD.
De nombreuses caracte´risations pour les relations de conse´quence pre´fe´rentielles ont e´te´ pro-
duites, e.g. [KLM90, LM92, Leh02, Leh01, Sch92b, Sch96, Sch00, Sch04]. On rappellera en parti-
culier (dans la section 2.3.2) une caracte´risation impliquant le syste`me P bien connu de [KLM90].
2.3.2 Le syste`me P
Gabbay, Makinson, Kraus, Lehmann et Magidor ont e´tudie´ des proprie´te´s inte´ressantes pour
les relations de conse´quence non-monotones [Gab85, Mak89, Mak94, KLM90, LM92]. Un certain
ensemble particulier de proprie´te´s, appele´ le syste`me P, joue un roˆle central dans cette re´gion. Il
est essentiellement duˆ a` Kraus, Lehmann et Magidor [KLM90] et a e´te´ e´tudie´ en de´tail aussi dans
[LM92]. Pre´sentons le.
De´finition 25 Supposons que L est un langage contenant les connecteurs usuels ¬ et ∨, F l’en-
semble de toutes les fbfs de L, (F ,V, |=) une structure se´mantique et |∼ une relation de F × F .
Alors, le syste`me P est l’ensemble des six conditions suivantes : ∀ α, β, γ ∈ F ,
Reflexivity α |∼ α
Left logical Equivalence
 α ↔ β α |∼ γ
β |∼ γ
Right Weakening
 α → β γ |∼ α
γ |∼ β
Cut
α ∧ β |∼ γ α |∼ β
α |∼ γ
Cautious Monotonicity
α |∼ β α |∼ γ
α ∧ β |∼ γ
Or
α |∼ γ β |∼ γ
α ∨ β |∼ γ
Notons que α ∧ β est un raccourci pour ¬(¬α ∨ ¬β). De meˆme, α → β et α ↔ β sont des
raccourcis. Notons aussi que P sans la re`gle Or est appele´ C. Le syste`me C est intimement lie´ a`
l’infe´rence cumulative e´tudie´e par Makinson dans [Mak89]. De plus, il semble correspondre a` ce
que Gabbay proposa dans [Gab85]. A propos de la re`gle Or, elle correspond a` l’axiome CA de la
logique conditionnelle.
Toutes les proprie´te´s de P sont intuitivement correctes si on lit α |∼ β comme “β est une
conse´quence plausible de α”. De plus, P est complet dans le sens ou` il caracte´rise les relations
de conse´quence qui peuvent eˆtre de´finies par une structure pre´fe´rentielle smooth, transitive et irre-
flexive. C’est ce qui donne a` P son roˆle central. Plus pre´cise´ment :
De´finition 26 Supposons que (F ,V, |=) est une structure se´mantique.
Alors, on conside`re la notation suivante :Df := {V ⊆ V : ∃ α ∈ F , V = Mα}.
Supposons que L est un langage contenant les connecteurs usuels ¬ et ∨, et F l’ensemble de toutes
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les fbfs de L.
Alors, on de´finit les conditions suivantes : ∀ v ∈ V , ∀ α, β ∈ F , ∀ Γ ⊆ F ,
(KLM0) v |= ¬α ssi v |= α ;
(KLM1) v |= α ∨ β ssi v |= α ou v |= β.
(KLM2) si pour tout sous-ensemble fini ∆ de Γ, on aM∆ = ∅, alorsMΓ = ∅.
Notons que (KLM2) est appele´e “Assumption of Compactness” dans [KLM90].
Proposition 27 [KLM90] Supposons que L est un langage contenant les connecteurs usuels ¬ et
∨, F l’ensemble de toutes les fbfs de L, (F ,V, |=) une structure se´mantique satisfaisant (KLM0)–
(KLM2) et |∼ une relation de F × F .
Alors, |∼ satisfait toutes les proprie´te´s de P ssi il existe une structure pre´fe´rentielle Df -smooth,
transitive et irreflexive R sur V telle que ∀ α, β ∈ F , α |∼ β ssi µR(Mα) ⊆Mβ .
Notons que |∼ est une relation de F ×F , pas de P(F)×F . Cette diffe´rence est cruciale. En effet, si
on adapte les conditions deP de manie`re e´vidente a` des relations de P(F)×F et si on remplaceDf
par D dans la proposition 27, alors cette dernie`re n’est plus valide. Ce re´sultat ne´gatif a e´te´ montre´
par Schlechta dans [Sch92b].
A pre´sent, par les propositions 20 et 27, on obtient imme´diatement le the´ore`me de repre´sentation
suivant :
Proposition 28 Supposons que la de´finition 23 (d’une relation de conse´quence pre´fe´rentielle) est
adapte´e de manie`re e´vidente aux relations de F × F (essentiellement, on remplace D par Df ).
Supposons aussi que L est un langage contenant les connecteurs usuels ¬ et ∨, F l’ensemble de
toutes les fbfs de L, |∼ une relation de F × F et (F ,V, |=) une structure se´mantique satisfaisant
(KLM0)–(KLM2) et telle que ∀ V,W ∈ Df , V ∪W ∈ Df et V ∩W ∈ Df .
Alors, les relations de conse´quence pre´fe´rentielles LM sont identiques aux relations qui satisfont le
syste`me P.
Rappelons que la proprie´te´ LM a e´te´ introduite dans la de´finition 14.
2.3.3 Un exemple dans un cadre classique
Soient L un langage propositionnel classique dont les atomes sont : r, q et p. On leur donne
l’interpre´tation suivante : r signifie que Nixon est un re´publicain, q signifie que Nixon est un quaker
(religieux ge´ne´ralement pacifistes) et p signifie que Nixon est un pacifiste. Soit F l’ensemble de
toutes les fbfs de L, V l’ensemble de toutes les interpre´tations classiques de L et |= la relation de
satisfaction classique pour ces objets. Alors, V est l’ensemble des 8 interpre´tations suivantes : v0,
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v1, v2, v3, v4, v5, v6 et v7, de´finies de manie`re e´vidente par cette table :
r q p
v0 0 0 0
v1 0 0 1
v2 0 1 0
v3 0 1 1
v4 1 0 0
v5 1 0 1
v6 1 1 0
v7 1 1 1
Maintenant, conside´rons la classe de tous les re´publicains et la classe de tous les quakers. Conside´rons
aussi qu’un re´publicain est normal ssi ce n’est pas un pacifiste et qu’un quaker est normal ssi c’est un
pacifiste. Enfin, conside´rons qu’une interpre´tation v est plus normale qu’une interpre´tation w selon
une classe C ssi
– Nixon appartient a` C dans v et w ;
– Nixon est normal dans v ;
– Nixon n’est pas normal dans w.
Dans le graphe suivant, il y a une fle`che qui part de v et va vers w ssi v est plus normale que w selon
au moins une classe :
En pre´sence de ces conside´rations, une structure pre´fe´rentielle naturelle sur V est R = (V, l,≺), ou`
l est l’identite´ et ≺ la relation telle que ∀ v,w ∈ V , on a v ≺ w ssi (1) ou (2) est satisfait (i.e. ssi il
existe une fle`che de v vers w) :
(1) v |= r et v |= ¬p et w |= r et w |= ¬p ;
(2) v |= q et v |= p et w |= q et w |= p.
Soit |∼ la relation de conse´quence pre´fe´rentielle de´finie par la fonction de se´lection cohe´rente µR.
Alors, |∼ conduit a` tirer des conclusions plausibles et a` re´viser certaines conclusions trop “haˆtives”
a` la lumie`re d’informations supple´mentaires. Par exemple, r |∼ ¬p et {r, p} |∼ ¬p et q |∼ p et
{q,¬p} |∼ p.
Toutefois, |∼ n’est pas paraconsistante. De plus, le traitement de certains ensembles de formules
est trivial, parce qu’il n’y a pas de mode`les pre´fe´re´s pour eux, bien qu’il y ait des mode`les pour eux.
Par exemple, {q, r} |∼ α, ∀ α ∈ F .
2.3.4 Un exemple dans le cadre de FOUR
Conside´rons la structure se´mantique de FOUR : (Fc,V4, |=4) et supposons que A = {r, q, p}
(ces objets ont e´te´ de´finis dans la section 2.1.2). De plus, faisons les meˆmes conside´rations a` pro-
pos de Nixon, des classes, de la normalite´, etc., que dans la section 2.3.3, sauf que cette fois une
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interpre´tation v est conside´re´e comme e´tant plus normale qu’une interpre´tation w selon une classe
C ssi
– dans v et w, le processeur est informe´ que Nixon appartient a` C ;
– dans v, il est informe´ que Nixon est normal et il n’est pas informe´ du contraire ;
– dans w, il n’est pas informe´ que Nixon est normal.
Des rappels sur les syste`mes sources-processeur peuvent eˆtre trouve´s dans la section 2.1.2 . Etant
donne´ ces conside´rations, une structure pre´fe´rentielle naturelle sur V4 est R = (V4, l,≺), ou` l est
l’identite´ et ≺ la relation telle que ∀ v,w ∈ V4, on a v ≺ w ssi (1) ou (2) est satisfait (i.e. v est plus
normale que w selon au moins une classe) :
(1) v |=4 r et v |=4 ¬p et v |=4 p et w |=4 r et w |=4 ¬p ;
(2) v |=4 q et v |=4 p et v |=4 ¬p et w |=4 q et w |=4 p.
Soit |∼ la relation de conse´quence pre´fe´rentielle de´finie par la fonction de se´lection cohe´rente µR.
Alors, de nouveau on accepte des conclusions plausibles et on en re´vise certaines trop haˆtives.
Par exemple, r |∼ ¬p et {r, p} |∼ ¬p et q |∼ p et {q,¬p} |∼ p.
D’autre part, |∼ est paraconsistante. En effet, par exemple, {p,¬p, q} |∼ p et {p,¬p, q} |∼ ¬p
et {p,¬p, q} |∼ q et {p,¬p, q} |∼ ¬q. Et il arrive moins souvent qu’on traite de manie`re triviale un
ensemble qui posse`de qui mode`les. Par exemple, cette fois : {q, r} |∼ p et {q, r} |∼ ¬p et {q, r} |∼ q
et {q, r} |∼ ¬q et {q, r} |∼ r et {q, r} |∼ ¬r.
Cependant, |∼ ne satisfait pas le syllogisme disjonctif. En effet, par exemple, {¬r, r ∨ q} |∼ q.
2.4 Les relations de conse´quence pivotantes(-discriminantes)
2.4.1 De´finitions
On se penche a` pre´sent sur les relations de conse´quence pivotantes. Elles repre´sentent des fac¸ons
plausibles de tirer des conclusions a` partir d’informations incomple`tes. A la diffe´rence des relations
pre´fe´rentielles, elles sont monotones.
De´finition 29 Soit (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F .
On dit que |∼ est une relation de conse´quence pivotante ssi il existe une fonction de se´lection FC µ
deD dans P(V) telle que ∀ Γ ⊆ F , ∀ α ∈ F ,
Γ |∼ α ssi µ(MΓ) ⊆Mα
De plus, si µ est UC, PrC, etc., alors |∼ l’est aussi.
Ces relations sont dites “pivotantes” car, graˆce a` la proposition 22, on voit qu’elles peuvent eˆtre
de´finies de manie`re e´quivalente avec des pivots, au lieu des fonctions de se´lection FC. Leur im-
portance a e´te´ mise en e´vidence par Makinson dans e.g. [Mak03, Mak05], ou` il a montre´ qu’elles
constituent un pont naturel entre la relation de conse´quence classique et les relations non-monotones.
En effet, elles sont tout a` fait monotones mais font intervenir certains outils usuels (i.e. les fonctions
de se´lection) des relations non-monotones. Notons que les relations pivotantes (resp. pivotantes PrD)
sont appele´es par Makinson “pivotal-valuation relations” (resp. “pivotal-assumption relations”). Un
exemple de leur utilite´ en pre´sence d’informations incomple`tes est donne´ dans la section 2.4.2.
D’autre part, si une structure se´mantique multi-value´e est conside´re´e, alors elles conduisent a`
des conclusions non-triviales meˆme en pre´sence de contradictions et sont donc utiles pour traiter des
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informations a` la fois incomple`tes et incohe´rentes. Toutefois elle ne satisferont pas le syllogisme
disjonctif. Nous verrons un exemple dans la section 2.4.3.
Des caracte´risations pour les relations de conse´quence pivotantes, valides dans des cadres clas-
siques, peuvent eˆtre trouve´es dans la litte´rature. Par exemple, celle-ci semble connue depuis long-
temps : les relations de conse´quence pivotantes PrD correspondent pre´cise´ment aux ope´rations de
fermeture supraclassiques, compactes et satisfaisant la proprie´te´ de “Disjunction in the Premisses”
(voir e.g. [Rot01, Mak03, Mak05] pour plus de de´tails).
De nouveau, on se penche sur une variante capturant l’ide´e que les contradictions au sein des
conclusions doivent eˆtre e´limine´es.
De´finition 30 Soit L un langage, ¬ un connecteur unaire de L, F l’ensemble de toutes les fbfs de
L, (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F .
On dit que |∼ est une relation de conse´quence pivotante-discriminante ssi il existe une fonction de
se´lection FC µ deD dans P(V) telle que ∀ Γ ⊆ F , ∀ α ∈ F ,
Γ |∼ α ssi µ(MΓ) ⊆Mα et µ(MΓ) ⊆M¬α
De plus, si µ est UC, PrC, etc., alors |∼ l’est aussi.
Comme pre´ce´demment, la version discriminante est surtout inte´ressante dans les cadres multi-value´s,
car elle y retire de manie`re non-triviale les contradictions parmi les conclusions.
2.4.2 Un exemple dans un cadre classique
Soit L un langage propositionnel classique dont les atomes sont : r, q et p. Soit F l’ensemble de
toutes les fbfs de L, V l’ensemble de toutes les interpre´tations classiques de L et |= la relation de sa-
tisfaction classique pour ces objets. A pre´sent, faisons les meˆmes conside´rations a` propos de Nixon,
des classes, de la normalite´, etc., que pre´ce´demment. En plus, conside´rons qu’une interpre´tation est
ne´gligeable dans l’absolu ssi (a` l’inte´rieur d’elle) Nixon est un individu non-normal d’au moins une
classe. Alors, collectons les interpre´tations non-ne´gligeables dans un pivot I . Plus formellement :
I = {v ∈ V : si v |= r, alors v |= ¬p ; si v |= q, alors v |= p}.
Soit |∼ la relation de conse´quence pivotante de´finie par la fonction de se´lection FC µI .
Alors, |∼ conduit a` des conclusions plausibles. Par exemple, r |∼ ¬p et q |∼ p. Cependant, on
se comportera trivialement de`s qu’une nouvelle information viendra contredire une conclusion trop
haˆtive. Par exemple, {r, p} |∼ α, ∀α ∈ L, et {q,¬p} |∼ α, ∀α ∈ L. C’est en quelque sorte le prix a`
payer pour eˆtre monotone, alors que des conclusions plausibles sont accepte´es.
D’autre part, |∼ n’est pas paraconsistante et traite de manie`re triviale certains ensembles de
formules posse´dant pourtant des mode`les (mais ne posse´dant pas de mode`les dans le pivot). Par
exemple, {q, r} |∼ α, ∀ α ∈ L.
2.4.3 Un exemple dans le cadre de FOUR
Conside´rons la structure se´mantique de FOUR : (Fc,V4, |=4) et supposons que A = {r, q, p}.
Faisons les meˆmes conside´rations que pre´ce´demment a` propos de Nixon, des classes, de la nor-
malite´, etc., sauf que cette fois une interpre´tation est conside´re´e comme e´tant ne´gligeable ssi (a`
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l’inte´rieur d’elle) le processeur est informe´ que Nixon appartient a` une classe, mais il n’est pas in-
forme´ que Nixon est un individu normal de cette classe. A nouveau, regroupons les interpre´tations
non-ne´gligeables dans un pivot I . Plus pre´cise´ment :
I = {v ∈ V4 : si v |=4 r, alors v |=4 ¬p ; si v |=4 q, alors v |=4 p}.
Soit |∼ la relation de conse´quence pivotante de´finie par la fonction de se´lection FC µI .
Alors, encore une fois, |∼ conduit a` des conclusions plausibles. Par exemple, r |∼ ¬p et q |∼ p.
De plus, bien que les conclusions haˆtives ne seront jamais retire´es, on ne tombe pas comple`tement
dans la trivialite´ quand une nouvelle information vient les contredire. Par exemple, {r, p} |∼ p et
{r, p} |∼ ¬p et {r, p} |∼ r et {r, p} |∼ ¬r.
D’autre part, |∼ est paraconsistante. En effet, par exemple, {p,¬p, q} |∼ p et {p,¬p, q} |∼ ¬p et
{p,¬p, q} |∼ q et {p,¬p, q} |∼ ¬q. Et moins d’ensembles de formules sont traite´s trivialement alors
qu’ils posse`dent des mode`les. Par exemple, cette fois : {q, r} |∼ p et {q, r} |∼ ¬p et {q, r} |∼ q et
{q, r} |∼ ¬q et {q, r} |∼ r et {q, r} |∼ ¬r.
Cependant, |∼ ne satisfait pas le syllogisme disjonctif. En effet, par exemple, {¬r, r ∨ q} |∼ q.
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Chapitre 3
Caracte´risations de relations de
conse´quence pre´fe´rentielles
Dans ce chapitre, on caracte´risera des familles de relations de conse´quence pre´fe´rentielles et
pre´fe´rentielles-discriminantes. Ces re´sultats ont e´te´ publie´s dans [BN05b]. Parfois on aura besoin de
faire certaines hypothe`ses (de´finies dans la section 2.1.1) a` propos des structures se´mantiques sous
conside´ration. Cependant, aucune hypothe`se ne sera ne´cessaire pour les trois familles suivantes :
– les relations de conse´quence pre´fe´rentielles (section 3.2) ;
– les relations de conse´quence pre´fe´rentielles PrD (section 3.1) ;
– les relations de conse´quence pre´fe´rentielles PrD et LM (section 3.1).
On supposera (A1) et (A3) pour :
– les relations de conse´quence pre´fe´rentielles-discriminantes PrC (section 3.4) ;
– les relations de conse´quence pre´fe´rentielles-discriminantes PrC et PrD (section 3.3) ;
– les relations de conse´quence pre´fe´rentielles-discriminantes PrC, PrD et LM (section 3.3).
Enfin, on aura besoin de (A1), (A2) et (A3) pour :
– les relations de conse´quence pre´fe´rentielles-discriminantes (section 3.4) ;
– les relations de conse´quence pre´fe´rentielles-discriminantes PrD (section 3.3) ;
– les relations de conse´quence pre´fe´rentielles-discriminantes PrD et LM (section 3.3).
3.1 Le cas non-discriminant et PrD
Les caracte´risations de cette section ont de´ja` e´te´ montre´es par Schlechta dans la proposition 3.1
de [Sch00] sous l’hypothe`se qu’une structure se´mantique classique est conside´re´e. En utilisant les
meˆmes techniques que Schlechta, on va montrer que ses caracte´risations sont valables avec n’importe
quelle structure se´mantique.
Notation 31 Soient (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F .
Alors, conside´rons les conditions suivantes : ∀ Γ,∆ ⊆ F ,
(|∼0) si (Γ) = (∆), alors |∼(Γ) = |∼(∆) ;
(|∼1) (|∼(Γ)) = |∼(Γ) ;
(|∼2) Γ ⊆ |∼(Γ) ;
(|∼3) |∼(Γ,∆) ⊆ (|∼(Γ),∆) ;
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(|∼4) si Γ ⊆ (∆) ⊆ |∼(Γ), alors |∼(Γ) ⊆ |∼(∆).
Notons que ces conditions sont purement syntaxiques si un syste`me formel est disponible pour  (ce
qui est le cas avec e.g. les structures se´mantiques classiques, de FOUR, et de J3).
Proposition 32 Soient (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F . Alors,
(0) |∼ est une relation de conse´quence pre´fe´rentielle PrD ssi (|∼0), (|∼1), (|∼2) et (|∼3) sont satis-
faites ;
(1) |∼ est une relation de conse´quence pre´fe´rentielle PrD et LM ssi (|∼0), (|∼1), (|∼2), (|∼3) et
(|∼4) sont satisfaites.
Preuve Preuve de (0). Direction : “→”.
Il existe une fonction de se´lection cohe´rente et PrD µ deD dans P(V) telle que ∀ Γ ⊆ F ,
|∼(Γ) = T (µ(MΓ)). On montrera que :
(0.0) |∼ satisfait (|∼0) ;
(0.1) |∼ satisfait (|∼1) ;
(0.2) |∼ satisfait (|∼2) ;
(0.3) ∀ Γ ⊆ F , on a µ(MΓ) = M|∼(Γ) ;
(0.4) |∼ satisfait (|∼3).
Direction : “←”.
Supposons que |∼ satisfait (|∼0), (|∼1), (|∼2) et (|∼3).
Soit µ la fonction deD dans P(V) telle que ∀ Γ ⊆ F , µ(MΓ) = M|∼(Γ).
On a que µ est bien de´finie.
En effet, si Γ,∆ ⊆ F etMΓ = M∆, alors (Γ) = (∆), donc, par (|∼0), |∼(Γ) = |∼(∆).
De plus, µ est clairement PrD. On montrera que :
(0.5) µ est une fonction de se´lection ;
(0.6) µ est cohe´rente ;
(0.7) ∀ Γ ⊆ F , on a |∼(Γ) = T (µ(MΓ)).
Preuve de (0.0). Supposons que Γ,∆ ⊆ F et (Γ) = (∆).
Alors,MΓ = M∆. Donc, |∼(Γ) = T (µ(MΓ)) = T (µ(M∆)) = |∼(∆).
Preuve de (0.1). Soit Γ ⊆ F . Alors, (|∼(Γ)) = (T (µ(MΓ))) = T (MT (µ(MΓ))) = |∼(Γ).
Preuve de (0.2). Soit Γ ⊆ F . Alors, Γ ⊆ T (MΓ) ⊆ T (µ(MΓ)) = |∼(Γ).
Preuve de (0.3). Soit Γ ⊆ F . Comme µ est PrD, on a que µ(MΓ) ∈ D.
Donc, ∃ Γ′ ⊆ F , µ(MΓ) = MΓ′ . Ainsi, µ(MΓ) = MΓ′ = MT (MΓ′) = MT (µ(MΓ)) = M|∼(Γ).
Preuve de (0.4). Soient Γ,∆ ⊆ F .
CommeMΓ,∆ ⊆MΓ et µ est cohe´rente, on a que µ(MΓ) ∩MΓ,∆ ⊆ µ(MΓ,∆).
Ainsi, |∼(Γ,∆) = T (µ(MΓ,∆)) ⊆ T (µ(MΓ) ∩MΓ,∆) = T (µ(MΓ) ∩M∆).
Donc, par (0.0), |∼(Γ,∆) ⊆ T (M|∼(Γ) ∩M∆) = T (M|∼(Γ),∆) = (|∼(Γ),∆).
Preuve de (0.5). Soit Γ ⊆ F . Alors, µ(MΓ) = M|∼(Γ) ⊆MΓ, par (|∼2).
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Preuve de (0.6). Supposons que Γ,∆ ⊆ F etMΓ ⊆M∆.
Alors, µ(M∆) ∩MΓ = M|∼(∆) ∩MΓ = M|∼(∆),Γ.
Or, par (|∼3), on a queM|∼(∆),Γ ⊆M|∼(∆,Γ) = µ(M∆,Γ) = µ(MΓ).
Preuve de (0.7). Soit Γ ⊆ F . Alors, par (|∼1), |∼(Γ) = (|∼(Γ)) = T (M|∼(Γ)) = T (µ(MΓ)).
Preuve de (1). Direction : “→”.
Meˆme preuve (verbatim) que pour (0), sauf qu’en plus µ est LM.
On utilise cela pour montrer que |∼ satisfait (|∼4).
Supposons que Γ,∆ ⊆ F et Γ ⊆ (∆) ⊆ |∼(Γ).
Alors, par (0.3), on a que µ(MΓ) = M|∼(Γ) ⊆M(∆) = M∆ ⊆MΓ.
Ainsi, comme µ est LM, on a que µ(M∆) ⊆ µ(MΓ).
Donc, |∼(Γ) = T (µ(MΓ)) ⊆ T (µ(M∆)) = |∼(∆).
Direction : “←”.
Meˆme preuve (verbatim) que pour (0), sauf qu’en plus (|∼4) est satisfaite.
On utilise cela pour montrer que µ est LM.
Supposons que Γ,∆ ⊆ F et µ(MΓ) ⊆M∆ ⊆MΓ.
Alors,M|∼(Γ) ⊆M∆ ⊆MΓ. Ainsi, Γ ⊆ T (MΓ) ⊆ T (M∆) = (∆).
D’autre part, (∆) = T (M∆) ⊆ T (M|∼(Γ)) = (|∼(Γ)) ce qui est e´gal a` |∼(Γ), par (|∼1).
Donc, par (|∼4), on a |∼(Γ) ⊆ |∼(∆). Ainsi, µ(M∆) = M|∼(∆) ⊆M|∼(Γ) = µ(MΓ).
3.2 Le cas non-discriminant et pas ne´cessairement PrD
A pre´sent, on va caracte´riser la famille de toutes les relations de conse´quence pre´fe´rentielles. A
la diffe´rence de la section 3.1, nos conditions n’auront pas un aspect purement syntaxique. En fait,
on arrive pas a` traduire des proprie´te´s comme la cohe´rence en termes syntaxiques car les fonctions
de se´lection conside´re´es ne pre´servent pas force´ment la de´finissabilite´. En effet, on ne dispose plus
de l’e´galite´ importante : µ(MΓ) = M|∼(Γ), laquelle est d’une grande aide pour faire la traduction et
est valide pre´cise´ment graˆce a` la pre´servation de la de´finissabilite´.
Dans la proposition 5.2.11 de [Sch04], Schlechta a fourni une caracte´risation de la famille
mentionne´e plus haut, sous l’hypothe`se qu’une structure se´mantique propositionnelle classique est
conside´re´e. Notons que le travail de Schlechta est fait dans un cadre tre`s ge´ne´ral. C’est seulement a` la
fin qu’il applique ses lemmes ge´ne´raux dans un cadre classique pour obtenir des caracte´risations. Les
conditions qu’il a donne´s, comme les noˆtres, ne sont pas purement syntaxiques (e.g. elles impliquent
toujours une notion de mode`le, etc.).
Cependant, certaines limites a` ce qui peut eˆtre fait dans cette re´gion ont e´te´ mises en e´vidence
par Schlechta. Approximativement, il a montre´ dans la proposition 5.2.15 de [Sch04] que dans un
cadre classique infini, il n’y a pas de caracte´risations contenant seulement des conditions quantifie´es
universellement, de taille limite´e, et simples (i.e. utilisant seulement des ope´rateurs e´le´mentaires
comme e.g. ∪, ∩, \).
Le but de cette section est de produire une nouvelle caracte´risation, plus e´le´gante que celle de
Schlechta et valide avec n’importe quelle structure se´mantique. Pour cela, on s’est inspire´ de la partie
ge´ne´rale du travail de Schlechta (voir la proposition 5.2.5 de [Sch04]). Techniquement, l’ide´e est de
construire pour toute fonction f , une fonction de se´lection cohe´rente µf telle que si f “recouvre”
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n’importe quelle fonction de se´lection cohe´rente, alors elle recouvre aussi µf . Plus formellement :
De´finition 33 Soient V un ensemble, V etW des sous-ensembles de P(V) et f une fonction de V
dansW.
On note µf la fonction deV dans P(V) telle que ∀ V ∈ V,
µf (V ) = {v ∈ V : ∀W ∈ V, si v ∈W ⊆ V, alors v ∈ f(W )}.
Lemme 34 Soit V un ensemble, V etW des sous-ensembles de P(V) et f une fonction deV dans
W.
Alors, µf est une fonction de se´lection cohe´rente.
Preuve µf est clairement une fonction de se´lection. Il reste a` montrer qu’elle est cohe´rente.
Supposons que V,W ∈ V, V ⊆W et v ∈ µf (W ) ∩ V . On montre que v ∈ µf (V ).
Pour cela, supposons le contraire, i.e. supposons que v ∈ µf (V ).
Alors, comme v ∈ V , on a que ∃ Z ∈ V, Z ⊆ V , v ∈ Z et v ∈ f(Z).
Or, V ⊆W , donc Z ⊆W . Ainsi, par de´finition de µf , v ∈ µf (W ), ce qui est impossible.
Lemme 35 Soient V un ensemble, V,W et X des sous-ensembles de P(V), f une fonction de V
dansW et µ une fonction de se´lection cohe´rente deV dansX telle que ∀V ∈ V, f(V ) = MT (µ(V )).
Alors, ∀ V ∈ V, f(V ) = MT (µf (V )).
Preuve Soit V ∈ V. On montre que f(V ) = MT (µf (V )).
Cas 1 : ∃ v ∈ µ(V ), v ∈ µf (V ).
Comme µ(V ) ⊆ V , on a que v ∈ V .
Donc, par de´finition de µf , ∃W ∈ V,W ⊆ V , v ∈W et v ∈ f(W ) = MT (µ(W )) ⊇ µ(W ).
D’autre part, comme µ est cohe´rente, on a que µ(V ) ∩W ⊆ µ(W ).
Donc, v ∈ µ(W ), ce qui est impossible.
Cas 2 : µ(V ) ⊆ µf (V ).
Cas 2.1 : ∃ v ∈ µf (V ), v ∈ f(V ).
Alors, ∃W ∈ V,W ⊆ V , v ∈W et v ∈ f(W ).
En effet, il suffit de prendre V lui-meˆme pour le choix deW .
Ainsi, v ∈ µf (V ), ce qui est impossible.
Cas 2.2 : µf (V ) ⊆ f(V ).
Alors, f(V ) = MT (µ(V )) ⊆MT (µf (V )) ⊆MT (f(V )) = MT (MT (µ(V ))) = MT (µ(V )) = f(V ).
A pre´sent, tout est preˆt pour montrer le the´ore`me de repre´sentation :
Notation 36 Soient (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F .
Conside´rons la condition suivante : ∀ Γ ⊆ F ,
(|∼5) |∼(Γ) = T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆ ⊆MΓ, alors v ∈M|∼(∆)}).
Proposition 37 Soient (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F .
Alors, |∼ est une relation de conse´quence pre´fe´rentielle ssi (|∼5) est satisfaite.
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Preuve Direction : “→”.
Il existe une fonction de se´lection cohe´rente µ deD dans P(V) telle que ∀ Γ ⊆ F ,
|∼(Γ) = T (µ(MΓ)).
Soit f la fonction deD dansD telle que ∀ V ∈ D, on a f(V ) = MT (µ(V )).
Par le lemme 35, on a que ∀ V ∈ D, f(V ) = MT (µf (V )).
Notons que ∀ Γ ⊆ F , f(MΓ) = MT (µ(MΓ)) = M|∼(Γ).
On montre que (|∼5) est satisfaite. Soit Γ ⊆ F .
Alors, |∼(Γ) = T (µ(MΓ)) = T (MT (µ(MΓ))) = T (f(MΓ)) = T (MT (µf (MΓ))) = T (µf (MΓ)) =
T ({v ∈MΓ : ∀W ∈ D, si v ∈W ⊆MΓ, alors v ∈ f(W )}) =
T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆ ⊆MΓ, alors v ∈ f(M∆)}) =
T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆ ⊆MΓ, alors v ∈M|∼(∆)}).
Direction : “←”.
Supposons que |∼ satisfait (|∼5).
Soit f la fonction deD dansD telle que ∀ Γ ⊆ F , on a f(MΓ) = M|∼(Γ).
Notons que f est bien de´finie. En effet, si Γ,∆ ⊆ F etMΓ = M∆, alors, par (|∼5), |∼(Γ) = |∼(∆).
De plus, par (|∼5), on a clairement que ∀ Γ ⊆ F , |∼(Γ) = T (µf (MΓ)).
Enfin, par le lemme 34, µf est une fonction de se´lection cohe´rente.
3.3 Le cas discriminant et PrD
Dans cette section, on va caracte´riser des relations de conse´quence pre´fe´rentielles-discriminantes
PrD. Pour cela, on a tout d’abord besoin de quelques notations standards et surtout de la construction
inductive pre´sente´e dans la de´finition 39.
Notation 38 N de´note les entiers naturels incluant 0 : {0, 1, 2, . . . , }.
N
+ de´note les entiers naturels strictement positifs : {1, 2, . . . , }.
Z de´note les entiers relatifs.
Soient i, j ∈ Z. Alors, [i, j] de´note l’ensemble de tous les k ∈ Z (pas dans R) tels que i ≤ k ≤ j.
Soient L un langage, ∨ un connecteur binaire de L, F l’ensemble de toutes les fbfs de L
et β1, β2, . . . , βr ∈ F .
A chaque fois qu’on e´crira β1∨β2∨ . . .∨βr, on voudra dire : (. . . ((β1∨β2)∨β3)∨ . . .∨βr−1)∨βr .
De´finition 39 Soient L un langage, ¬ un connecteur unaire de L, F l’ensemble de toutes les fbfs de
L, (F ,V, |=) une structure se´mantique, |∼ une relation de P(F) ×F et Γ ⊆ F . Alors,
H1(Γ) := {¬β ∈ F : β ∈ (Γ, |∼(Γ)) \ |∼(Γ) et ¬β ∈ (Γ, |∼(Γ))}.
Soit i ∈ N tel que i ≥ 2. Alors,
Hi(Γ) := {¬β ∈ F :
{
β ∈ (Γ, |∼(Γ),H1(Γ), . . . ,Hi−1(Γ)) \ |∼(Γ) et
¬β ∈ (Γ, |∼(Γ),H1(Γ), . . . ,Hi−1(Γ)) }.
H(Γ) :=
⋃
i∈N+
Hi(Γ).
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De´finition 40 Supposons que L est un langage, ¬ un connecteur unaire de L, ∨ un connecteur
binaire de L, F l’ensemble de toutes les fbfs de L, (F ,V, |=) une structure se´mantique et |∼ une
relation de P(F) ×F .
Alors, on conside`re les conditions suivantes : ∀ Γ,∆ ⊆ F , ∀ α, β ∈ F ,
(|∼6) si β ∈ (Γ, |∼(Γ)) \ |∼(Γ) et ¬α ∈ (Γ, |∼(Γ),¬β), alors α ∈ |∼(Γ) ;
(|∼7) si α ∈ (Γ, |∼(Γ)) \ |∼(Γ) et β ∈ (Γ, |∼(Γ),¬α) \ |∼(Γ), alors α ∨ β ∈ |∼(Γ) ;
(|∼8) si α ∈ |∼(Γ), alors ¬α ∈ (Γ, |∼(Γ)) ;
(|∼9) si ∆ ⊆ (Γ), alors |∼(Γ) ∪H(Γ) ⊆ (∆, |∼(∆),H(∆),Γ) ;
(|∼10) si Γ ⊆ (∆) ⊆ (Γ, |∼(Γ),H(Γ)), alors |∼(Γ) ∪H(Γ) ⊆ (∆, |∼(∆),H(∆)) ;
(|∼11) si Γ est consistant, alors |∼(Γ) est consistant, Γ ⊆ |∼(Γ) et (|∼(Γ)) = |∼(Γ).
Notons que ces conditions sont purement syntaxiques si un syste`me formel est disponible pour .
Proposition 41 Supposons que L est un langage, ¬ un connecteur unaire de L, ∨ et ∧ des connec-
teurs binaires de L, F l’ensemble de toutes les fbfs de L, (F ,V, |=) une structure se´mantique satis-
faisant (A1) et (A3), et |∼ une relation de P(F) ×F . Alors,
(0) |∼ est une relation de conse´quence pre´fe´rentielle-discriminante PrC et PrD ssi (|∼0), (|∼6),
(|∼7), (|∼8), (|∼9) et (|∼11) sont satisfaites ;
(1) |∼ est une relation de conse´quence pre´fe´rentielle-discriminante PrC, PrD et LM ssi (|∼0), (|∼6),
(|∼7), (|∼8), (|∼9), (|∼10) et (|∼11) sont satisfaites.
Supposons que (F ,V, |=) satisfait aussi (A2). Alors,
(2) |∼ est une relation de conse´quence pre´fe´rentielle-discriminante PrD ssi (|∼0), (|∼6), (|∼7), (|∼8)
et (|∼9) sont satisfaites ;
(3) |∼ est une relation de conse´quence pre´fe´rentielle-discriminante PrD et LM ssi (|∼0), (|∼6),
(|∼7), (|∼8), (|∼9) et (|∼10) sont satisfaites.
La preuve de la proposition 41 a e´te´ repousse´e a` la fin de la section 3.3. On a d’abord besoin de
la de´finition 42 et des lemmes 43, 44 et 45 ci-apre`s. On commence avec des outils purement tech-
niques :
De´finition 42 Supposons que L est un langage, ¬ un connecteur unaire de L, ∨ un connecteur
binaire de L, F l’ensemble de toutes les fbfs de L, (F ,V, |=) une structure se´mantique satisfaisant
(A1), |∼ une relation de P(F) ×F et Γ ⊆ F . Alors,
M1Γ := {v ∈MΓ,|∼(Γ) : ∃ β ∈ T (MΓ,|∼(Γ)) \ |∼(Γ), v ∈M¬β}.
Soit i ∈ N tel que i ≥ 2. Alors,
M iΓ := {v ∈MΓ,|∼(Γ)\M1Γ∪. . .∪M i−1Γ : ∃β ∈ T (MΓ,|∼(Γ)\M1Γ∪. . .∪M i−1Γ )\|∼(Γ), v ∈M¬β}.
M ′Γ :=
⋃
i∈N+
M iΓ
n(Γ) := |{i ∈ N+ : M iΓ = ∅}|
42
Supposons queM1Γ = ∅. Alors, on note β1Γ un e´le´ment de F (choisi arbitrairement) tel que
∃ r ∈ N+, ∃ v1, v2, . . . , vr ∈ V et ∃ β1, β2, . . . , βr ∈ F tels queM1Γ = {v1, v2, . . . , vr},
β1Γ = β1 ∨ β2 ∨ . . . ∨ βr,
et ∀ j ∈ [1, r], βj ∈ |∼(Γ),MΓ,|∼(Γ) ⊆Mβj et vj ∈M¬βj .
CommeM1Γ = ∅ etM1Γ est fini (graˆce a` (A1)), un tel e´le´ment existe bien.
Supposons que i ∈ N, i ≥ 2 etMiΓ = ∅.
Alors, On note βiΓ un e´le´ment de F (choisi arbitrairement) tel que
∃ r ∈ N+, ∃ v1, v2, . . . , vr ∈ V et ∃ β1, β2, . . . , βr ∈ F tels queM iΓ = {v1, v2, . . . , vr},
βiΓ = β1 ∨ β2 ∨ . . . ∨ βr,
et ∀ j ∈ [1, r], βj ∈ |∼(Γ),MΓ,|∼(Γ) \M1Γ ∪ . . . ∪M i−1Γ ⊆Mβj et vj ∈M¬βj .
CommeM iΓ = ∅ etM iΓ est fini, un tel e´le´ment existe bien.
Supposons queM′Γ = ∅. Alors,
βΓ := β1Γ ∨ β2Γ ∨ . . . ∨ βn(Γ)Γ
Comme M ′Γ = ∅, n(Γ) ≥ 1. De plus, on montrera dans le lemme 43 ci-apre`s que n(Γ) est fini et
que ∀ i ∈ N+ tel que i ≤ n(Γ), on aMiΓ = ∅. Donc, βΓ est bien de´fini.
F (Γ) :=
{ {¬βΓ} si M ′Γ = ∅
∅ sinon
G(Γ) := {α ∈ F : α ∈ |∼(Γ), ¬α ∈ |∼(Γ) et Td(MΓ,|∼(Γ),α) ⊆ |∼(Γ)}
Voici quelques re´sultats faciles sur les objets techniques que l’on vient de de´finir :
Lemme 43 Supposons que L est un langage, ¬ un connecteur unaire de L, ∨ un connecteur binaire
de L, F l’ensemble de toutes les fbfs de L, (F ,V, |=) une structure se´mantique satisfaisant (A1), |∼
une relation de P(F) ×F , Γ ⊆ F et i, j ∈ N+. Alors,
(0) si i = j, alorsM iΓ ∩M jΓ = ∅ ;
(1) siM iΓ = ∅, alorsM i+1Γ = ∅ ;
(2) Td(MΓ,|∼(Γ)) ⊆ |∼(Γ) ssiM1Γ = ∅ ;
(3) si i ≥ 2, alors Td(MΓ,|∼(Γ) \M1Γ ∪ . . . ∪M i−1Γ ) ⊆ |∼(Γ) ssiM iΓ = ∅ ;
(4) n(Γ) est fini ;
(5) si i ≤ n(Γ), alorsM iΓ = ∅ ;
(6) si i > n(Γ), alorsM iΓ = ∅ ;
(7) siM ′Γ = ∅, alorsM ′Γ = M1Γ ∪ . . . ∪Mn(Γ)Γ ;
(8) Td(MΓ,|∼(Γ) \M ′Γ) ⊆ |∼(Γ).
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Preuve Preuves de (0), (1), (2) et (3). Trivial.
Preuve de (4). Evident par (0) et (A1).
Preuve de (5). Supposons que ∃ i ∈ N+,M iΓ = ∅ et i ≤ n(Γ).
Alors, par (1), on a que ∀ j ∈ N+, j ≥ i,M jΓ = ∅.
Donc, |{j ∈ N+ : M jΓ = ∅}| ≤ i− 1 < n(Γ), ce qui est impossible.
Preuve de (6). Supposons que ∃ i ∈ N+,M iΓ = ∅ et i > n(Γ).
Alors, par (1), on obtient que ∀ j ∈ N+, j ≤ i,M jΓ = ∅.
Donc, |{j ∈ N+ : M jΓ = ∅}| ≥ i > n(Γ), ce qui est impossible.
Preuve de (7). Evident par (6).
Preuve de (8). Cas 1 :M ′Γ = ∅.
Alors, Td(MΓ,|∼(Γ) \M ′Γ) = Td(MΓ,|∼(Γ)). De plus,M1Γ = ∅. Donc, par (2), on a termine´ ce cas.
Cas 2 :M ′Γ = ∅.
Alors, par (7), on a que Td(MΓ,|∼(Γ) \M ′Γ) = Td(MΓ,|∼(Γ) \M1Γ ∪ . . . ∪Mn(Γ)Γ ).
De plus, n(Γ) + 1 ≥ 2 et, par (6),Mn(Γ)+1Γ = ∅. Donc, par (3), on a termine´ ce cas aussi.
Penchons nous maintenant sur un lemme important. Son but principal est de montrer que les condi-
tions (|∼6), (|∼7) et (|∼8) sont suffisantes pour e´tablir l’e´galite´ suivante : |∼(Γ) = Td(MΓ,|∼(Γ),H(Γ)),
ce qui fournit une de´finition se´mantique de |∼ (de manie`re discriminante).
Lemme 44 Supposons que L est un langage, ¬ un connecteur unaire de L, ∨ et ∧ des connecteurs
binaires de L, F l’ensemble de toutes les fbfs de L, (F ,V, |=) une structure se´mantique satisfaisant
(A1) et (A3), |∼ une relation de P(F) ×F satisfaisant (|∼6), (|∼7) et (|∼8), et Γ ⊆ F . Alors,
(0) siM ′Γ = ∅, alors βΓ ∈ |∼(Γ) ;
(1) siM ′Γ = ∅, alorsMΓ,|∼(Γ) ⊆MβΓ ;
(2) siM ′Γ = ∅, alorsM ′Γ ∩M¬βΓ = ∅ ;
(3) siM ′Γ = ∅, alorsMΓ,|∼(Γ) \M ′Γ ⊆M¬βΓ ;
(4) MΓ,|∼(Γ) \M ′Γ = MΓ,|∼(Γ),F (Γ) ;
(5) |∼(Γ) = Td(MΓ,|∼(Γ),F (Γ)) ;
(6) MΓ,|∼(Γ),H(Γ) = MΓ,|∼(Γ),F (Γ) ;
(7) |∼(Γ) = Td(MΓ,|∼(Γ),H(Γ)).
Preuve Preuves de (0), (1) et (2). Supposons queM′Γ = ∅.
Alors, il suffit de montrer par re´currence que : ∀ i ∈ [1, n(Γ)],
p3(i) (M1Γ ∪ . . . ∪M iΓ) ∩M¬(β1Γ∨...∨βiΓ) = ∅ ;
p2(i) MΓ,|∼(Γ) ⊆Mβ1Γ∨...∨βiΓ ;
p1(i) β1Γ ∨ . . . ∨ βiΓ ∈ |∼(Γ).
CommeM1Γ = ∅, on a que ∃ r ∈ N+, ∃ v1, v2, . . . , vr ∈ V et ∃β1, β2, . . . , βr ∈ F tels que
M1Γ = {v1, . . . , vr}, β1Γ = β1 ∨ . . . ∨ βr et ∀ j ∈ [1, r], βj ∈ |∼(Γ),MΓ,|∼(Γ) ⊆Mβj et vj ∈M¬βj .
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Alors, on montrera :
(0.0) p3(1) est satisfaite ;
(0.1) p2(1) est satisfaite ;
(0.2) p1(1) est satisfaite.
A pre´sent, supposons que i ∈ [1, n(Γ) − 1] et que p1(i), p2(i) et p3(i) sont satisfaites.
CommeM i+1Γ = ∅, on a que ∃ r ∈ N+, ∃ v1, v2, . . . , vr ∈ V et ∃ β1, β2, . . . , βr ∈ F tels que
M i+1Γ = {v1, . . . , vr}, βi+1Γ = β1 ∨ . . . ∨ βr et
∀ j ∈ [1, r], βj ∈ |∼(Γ),MΓ,|∼(Γ) \M1Γ ∪ . . . ∪M iΓ ⊆Mβj et vj ∈M¬βj .
Alors, on montrera que :
(0.3) p3(i + 1) est satisfaite ;
(0.4) p2(i + 1) est satisfaite ;
(0.5) β1Γ ∨ . . . ∨ βiΓ ∨ β1 ∨ β2 ∨ . . . ∨ βr ∈ |∼(Γ) ;
(0.6) p1(i + 1) est satisfaite.
Preuve de (0.0). Si vj ∈M1Γ, alors vj ∈M¬βj . Or, par (A3), on a queM¬β1Γ ⊆M¬βj .
Preuve de (0.1). On a queMΓ,|∼(Γ) ⊆Mβ1 ce qui est un sous-ensemble deMβ1Γ , par (A3).
Preuve de (0.2). Il suffit de montrer par re´currence que : ∀ j ∈ [1, r],
q(j) β1 ∨ . . . ∨ βj ∈ |∼(Γ).
Clairement, q(1) est satisfaite.
Soit j ∈ [1, r − 1]. Supposons q(j). On montre q(j + 1).
Par (A3), on a queMΓ,|∼(Γ) ⊆Mβ1∨...∨βj .
D’autre part,MΓ,|∼(Γ),¬(β1∨...∨βj) ⊆MΓ,|∼(Γ) ⊆Mβj+1 .
Donc, par q(j) et (|∼7) (prenez β1 ∨ . . . ∨ βj pour α et βj+1 pour β), on obtient que
β1 ∨ . . . ∨ βj+1 ∈ |∼(Γ).
Preuve de (0.3). Soit v ∈M1Γ ∪ . . . ∪M i+1Γ . On montre que v ∈M¬(β1Γ∨...∨βi+1Γ ).
Cas 1 : v ∈M1Γ ∪ . . . ∪M iΓ.
Alors, par p3(i), on a que v ∈M¬(β1Γ∨...∨βiΓ).
Or, par (A3), on a queM¬(β1Γ∨...∨βi+1Γ ) ⊆M¬(β1Γ∨...∨βiΓ).
Cas 2 : v ∈M i+1Γ .
Alors, ∃ j ∈ [1, r], v = vj . Donc, v ∈M¬βj .
Or, par (A3), on a queM¬(β1Γ∨...∨βi+1Γ ) ⊆M¬βi+1Γ ⊆M¬βj .
Preuve de (0.4). Par p2(i) et (A3), on a queMΓ,|∼(Γ) ⊆Mβ1Γ∨...∨βiΓ ⊆Mβ1Γ∨...∨βi+1Γ .
Preuve de (0.5). Il suffit de montrer par re´currence que ∀ j ∈ [1, r] :
q(j) β1Γ ∨ . . . ∨ βiΓ ∨ β1 ∨ . . . ∨ βj ∈ |∼(Γ).
On montrera que :
(0.5.0) MΓ,|∼(Γ),¬(β1Γ∨...∨βiΓ) ⊆Mβ1 .
Alors, par p1(i), p2(i), (0.5.0) et (|∼7) (prenez β1Γ∨ . . .∨βiΓ pour α et β1 pour β), q(1) est satisfaite.
A pre´sent, supposons que j ∈ [1, r − 1] et supposons q(j).
Alors, on montrera que :
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(0.5.1) MΓ,|∼(Γ),¬(β1Γ∨...∨βiΓ∨β1∨...∨βj) ⊆Mβj+1 .
De plus, par p2(i) et (A3), on obtient que :
(0.5.2) MΓ,|∼(Γ) ⊆Mβ1Γ∨...∨βiΓ∨β1∨...∨βj .
Par (0.5.1), (0.5.2), q(j) et (|∼7) (prenez β1Γ ∨ . . . ∨ βiΓ ∨ β1 ∨ . . . ∨ βj pour α et βj+1 pour β),
on obtient que q(j + 1) est satisfaite.
Preuve de (0.5.0). Soit v ∈MΓ,|∼(Γ),¬(β1Γ∨...∨βiΓ). Alors, v ∈M¬(β1Γ∨...∨βiΓ).
Donc, par p3(i), v ∈M1Γ ∪ . . . ∪M iΓ. Ainsi, v ∈MΓ,|∼(Γ) \M1Γ ∪ . . . ∪M iΓ ⊆Mβ1 .
Preuve de (0.5.1). Soit v ∈MΓ,|∼(Γ),¬(β1Γ∨...∨βiΓ∨β1∨...∨βj). Alors, par (A3), v ∈M¬(β1Γ∨...∨βiΓ).
Ainsi, par p3(i), v ∈M1Γ ∪ . . . ∪M iΓ. Donc, v ∈MΓ,|∼(Γ) \M1Γ ∪ . . . ∪M iΓ ⊆Mβj+1 .
Preuve de (0.6). Par p2(i) et (A3), on obtient queMΓ,|∼(Γ) ⊆Mβ1Γ∨...∨βiΓ ⊆Mβ1Γ∨...∨βiΓ∨β1∨...∨βr .
De plus, par (A3), on a aussi queM¬(β1Γ∨...∨βiΓ∨β1∨...∨βr) = M¬(β1Γ∨...∨βi+1Γ ).
Ainsi, par (0.5) et (|∼6) (prenez β1Γ ∨ . . . ∨ βi+1Γ pour α et β1Γ ∨ . . . ∨ βiΓ ∨ β1 ∨ . . . ∨ βr pour β),
on obtient que p1(i + 1) est satisfaite.
Preuve de (3). Supposons queM′Γ = ∅, que v ∈MΓ,|∼(Γ) \M ′Γ et que v ∈M¬βΓ .
Alors, par (0), (1) et la de´finition deMiΓ, v ∈Mn(Γ)+1Γ , ce qui est impossible par le lemme 43 (6).
Preuve de (4). Cas 1 :M ′Γ = ∅.
Par (3), on obtient une direction :MΓ,|∼(Γ) \M ′Γ ⊆MΓ,|∼(Γ),¬βΓ .
Par (2), on obtient l’autre direction :MΓ,|∼(Γ),¬βΓ ⊆MΓ,|∼(Γ) \M ′Γ.
Cas 2 :M ′Γ = ∅.
Alors, clairement MΓ,|∼(Γ) \M ′Γ = MΓ,|∼(Γ) = MΓ,|∼(Γ),F (Γ).
Preuve de (5). Direction : “⊆”.
Cas 1 :M ′Γ = ∅.
Supposons le contraire de ce que l’on veut montrer, i.e. ∃ α ∈ |∼(Γ), α ∈ Td(MΓ,|∼(Γ),¬βΓ).
Alors,MΓ,|∼(Γ),¬βΓ ⊆M|∼(Γ) ⊆Mα. Donc,MΓ,|∼(Γ),¬βΓ ⊆M¬α.
En conse´quence, par (0), (1) et (|∼6), on obtient que α ∈ |∼(Γ), ce qui est impossible.
Cas 2 :M ′Γ = ∅.
Soit α ∈ |∼(Γ). Alors,MΓ,|∼(Γ) ⊆M|∼(Γ) ⊆Mα. De plus, par (|∼8),MΓ,|∼(Γ) ⊆M¬α.
En conse´quence, α ∈ Td(MΓ,|∼(Γ)) = Td(MΓ,|∼(Γ),F (Γ)).
Direction : “⊇”. Evident par (4) et le lemme 43 (8).
Preuve de (6). Direction : “⊆”.
Cas 1 :M ′Γ = ∅.
Cas 1.1 : H1(Γ) = ∅.
Alors, ∃ α ∈ F , α ∈ |∼(Γ),MΓ,|∼(Γ) ⊆Mα etMΓ,|∼(Γ) ⊆M¬α.
Donc, α ∈ Td(MΓ,|∼(Γ)). Ainsi, par (5), α ∈ |∼(Γ), ce qui est impossible.
Cas 1.2 : H1(Γ) = ∅.
Clairement, ∀ i ∈ N+, si Hi(Γ) = ∅, alors Hi+1(Γ) = ∅. Ainsi, H(Γ) = ∅ = F (Γ).
Cas 2 :M ′Γ = ∅.
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CommeM ′Γ ⊆MΓ,|∼(Γ), on obtient par (2) queMΓ,|∼(Γ) ⊆M¬βΓ .
Donc, par (0) et (1), on a que ¬βΓ ∈ H1(Γ) ⊆ H(Γ). Ainsi,MH(Γ) ⊆MF (Γ).
Direction : “⊇”.
Cas 1 :M ′Γ = ∅.
Meˆme preuve (verbatim) que pour le cas 1 de la direction “⊆”.
Cas 2 :M ′Γ = ∅.
Alors, ce qui suit est valide :
(6.0) ∀i ∈ N+,MΓ,|∼(Γ),¬βΓ ⊆MΓ,|∼(Γ),H1(Γ),...,Hi(Γ).
Supposons le contraire de ce que l’on veut montrer, i.e. ∃ v ∈MΓ,|∼(Γ),¬βΓ , v ∈MΓ,|∼(Γ),H(Γ).
Alors, v ∈MH(Γ). Or, clairement MH(Γ) =
⋂
i∈N+ MHi(Γ).
Ainsi, ∃ i ∈ N+, v ∈MHi(Γ), ce qui est impossible par (6.0).
Preuve de (6.0). On montre par re´currence que : ∀i ∈ N+,
p(i) MΓ,|∼(Γ),¬βΓ ⊆MΓ,|∼(Γ),H1(Γ),...,Hi(Γ).
On montrera que
(6.0.0) p(1) est satisfaite.
Soit i ∈ N+. Supposons que p(i) est satisfaite et que p(i + 1) n’est pas satisfaite.
Alors, ∃ v ∈MΓ,|∼(Γ),¬βΓ , v ∈MΓ,|∼(Γ),H1(Γ),...,Hi+1(Γ).
Donc, ∃ j ∈ [1, i + 1], v ∈MHj(Γ).
Cas 1 : j = 1.
Alors, ∃ β ∈ F ,MΓ,|∼(Γ) ⊆Mβ , β ∈ |∼(Γ) et v ∈M¬β .
Dons, v ∈M1Γ ∩M¬βΓ , ce qui est impossible par (2).
Cas 2 : j ≥ 2.
Alors, ∃ β ∈ F ,MΓ,|∼(Γ),H1(Γ),...,Hj−1(Γ) ⊆Mβ , β ∈ |∼(Γ) et v ∈M¬β .
Or, par le lemme 43 (7), par (4) et par p(i), we obtient que
MΓ,|∼(Γ) \ M1Γ ∪ . . . ∪ Mn(Γ)Γ = MΓ,|∼(Γ) \ M ′Γ = MΓ,|∼(Γ),¬βΓ ⊆ MΓ,|∼(Γ),H1(Γ),...,Hi(Γ) ⊆
MΓ,|∼(Γ),H1(Γ),...,Hj−1(Γ) ⊆Mβ .
Ainsi, v ∈Mn(Γ)+1Γ , ce qui est impossible par le lemme 43 (6).
Preuve de (6.0.0). Supposons le contraire de ce que l’on veut montrer, i.e.
supposons ∃ v ∈MΓ,|∼(Γ),¬βΓ , v ∈MΓ,|∼(Γ),H1(Γ).
Alors, v ∈MH1(Γ). Donc, ∃ β ∈ F ,MΓ,|∼(Γ) ⊆Mβ , β ∈ |∼(Γ) et v ∈M¬β .
Donc, v ∈M1Γ. Ainsi, v ∈M ′Γ ∩M¬βΓ , ce qui est impossible par (2).
Preuve de (7). Evident (5) et (6).
On se tourne a` pre´sent vers un autre lemme important. Son but est essentiellement de montrer que
toute fonction de se´lection PrD µ repre´sentant (de manie`re discriminante) une relation de conse´quence
|∼ est telle que µ(MΓ) = MΓ,|∼(Γ),H(Γ), ce qui permet de de´finir µ a` partir de |∼.
Lemme 45 Supposons que L est un langage, ¬ un connecteur unaire de L, ∨ et ∧ des connecteurs
binaires de L, F l’ensemble de toutes les fbfs de L, (F ,V, |=) une structure se´mantique satisfaisant
(A1) et (A3),V ⊆ P(V), µ une fonction de se´lection PrD deD dansV, |∼ la relation de P(F)×F
telle que ∀ Γ ⊆ F , |∼(Γ) = Td(µ(MΓ)) et enfin Γ ⊆ F . Alors :
(0) µ(MΓ) ⊆MΓ,|∼(Γ) ;
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(1) |∼ satisfait (|∼6) ;
(2) |∼ satisfait (|∼7) ;
(3) |∼ satisfait (|∼8) ;
(4) M ′Γ ∩ µ(MΓ) = ∅ ;
(5) MΓ,|∼(Γ),Tc(µ(MΓ)) = µ(MΓ) ;
(6) siM ′Γ = ∅, alorsMΓ,|∼(Γ),H(Γ) = µ(MΓ).
Si (F ,V, |=) satisfait aussi (A2), alors :
(7) siM ′Γ = ∅, alorsMG(Γ) = MTc(µ(MΓ)) ;
(8) siM ′Γ = ∅, alorsMΓ,|∼(Γ) ⊆MG(Γ) ;
(9) MΓ,|∼(Γ),H(Γ) = µ(MΓ).
Si µ est PrC, alors de nouveau :
(10) MΓ,|∼(Γ),H(Γ) = µ(MΓ).
Preuve Preuve de (0). On montre que µ(MΓ) ⊆M|∼(Γ). Soit v ∈ µ(MΓ) et α ∈ |∼(Γ).
Alors, α ∈ Td(µ(MΓ)). Donc, µ(MΓ) ⊆Mα. Donc, v ∈Mα.
D’autre part, on a clairement que µ(MΓ) ⊆MΓ. Ainsi, µ(MΓ) ⊆MΓ ∩M|∼(Γ) = MΓ,|∼(Γ).
Preuve de (1). Supposons que α, β ∈ F , que β ∈ (Γ, |∼(Γ))\ |∼(Γ) et que ¬α ∈ (Γ, |∼(Γ),¬β).
Alors, par (0), µ(MΓ) ⊆MΓ,|∼(Γ) ⊆Mβ . Or, β ∈ |∼(Γ) = Td(µ(MΓ)). Donc, µ(MΓ) ⊆M¬β .
En conse´quence, µ(MΓ) ⊆MΓ,|∼(Γ),¬β ⊆M¬α. Ainsi, α ∈ Td(µ(MΓ)) = |∼(Γ).
Preuve de (2). Supposons que α, β ∈ F , α ∈ (Γ, |∼(Γ)) \ |∼(Γ) et β ∈ (Γ, |∼(Γ),¬α) \ |∼(Γ).
Alors, par (0), µ(MΓ) ⊆MΓ,|∼(Γ) ⊆Mα. Or, α ∈ Td(µ(MΓ)). Donc, µ(MΓ) ⊆M¬α.
Ainsi, µ(MΓ) ⊆MΓ,|∼(Γ),¬α ⊆Mβ . Or, β ∈ Td(µ(MΓ)). Donc, µ(MΓ) ⊆M¬β .
Donc, par (A3), µ(MΓ) ⊆M¬α∩M¬β = M¬(α∨β). En conse´quence, α∨β ∈ Td(µ(MΓ)) = |∼(Γ).
Preuve de (3). Soit α ∈ |∼(Γ). Alors, α ∈ Td(µ(MΓ)). Donc, µ(MΓ) ⊆M¬α.
Donc, par (0),MΓ,|∼(Γ) ⊆M¬α.
Preuve de (4). Cas 1 :M ′Γ = ∅. Evident.
Cas 2 :M ′Γ = ∅.
Il suffit de montrer par re´currence que : ∀ i ∈ [1, n(Γ)],
p(i) (M1Γ ∪ . . . ∪M iΓ) ∩ µ(MΓ) = ∅.
On montrera que :
(4.0) p(1) est satisfaite.
Soit i ∈ [1, n(Γ)− 1]. Supposons que p(i) est satisfaite. On montre que p(i + 1) est satisfaite.
Cas 1 :M i+1Γ ∩ µ(MΓ) = ∅.
Alors, par p(i), on obtient clairement p(i + 1).
Cas 2 : ∃ v ∈M i+1Γ ∩ µ(MΓ).
Alors, ∃ β ∈ F , β ∈ |∼(Γ),MΓ,|∼(Γ) \M1Γ ∪ . . . ∪M iΓ ⊆Mβ et v ∈M¬β .
Ainsi, par (0) et p(i), µ(MΓ) ⊆MΓ,|∼(Γ) \M1Γ ∪ . . . ∪M iΓ ⊆Mβ . Or, µ(MΓ) ⊆M¬β .
En conse´quence, β ∈ Td(µ(MΓ)) = |∼(Γ), ce qui est impossible.
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Preuve de (4.0). Supposons le contraire de p(1), i.e. ∃ v ∈M1Γ ∩ µ(MΓ).
Alors, ∃ β ∈ F , β ∈ |∼(Γ),MΓ,|∼(Γ) ⊆Mβ et v ∈M¬β .
Ainsi, par (0), µ(MΓ) ⊆Mβ . D’autre part, µ(MΓ) ⊆M¬β .
Ainsi, β ∈ Td(µ(MΓ)) = |∼(Γ), ce qui est impossible.
Preuve de (5). Comme µ(MΓ) ∈ D, on a que ∃ Γ′ ⊆ F ,MΓ′ = µ(MΓ).
Ainsi,MT (µ(MΓ)) = MT (MΓ′ ) = MΓ′ = µ(MΓ).
Donc,MΓ,|∼(Γ),Tc(µ(MΓ)) = MΓ,Td(µ(MΓ)),Tc(µ(MΓ)) = MΓ,T (µ(MΓ)). Or, Γ ⊆ T (µ(MΓ)).
Ainsi,MΓ,T (µ(MΓ)) = MT (µ(MΓ)) = µ(MΓ).
Preuve de (6). Supposons queM′Γ = ∅. Direction : “⊆”.
Cas 1 : ∃ v ∈MΓ,|∼(Γ) \M1Γ ∪ . . . ∪Mn(Γ)Γ , v ∈MTc(µ(MΓ)).
Alors, ∃ α ∈ Tc(µ(MΓ)), v ∈Mα.
Par le lemme 44 (3), le lemme 43 (7) et par (A3),MΓ,|∼(Γ)\M1Γ∪. . .∪Mn(Γ)Γ ⊆M¬βΓ ⊆M¬(βΓ∧α).
Par (0) et le lemme 44 (1), µ(MΓ) ⊆MβΓ ∩Mα = M¬¬(βΓ∧α).
Ainsi, ¬(βΓ ∧ α) ∈ Td(µ(MΓ)) = |∼(Γ).
De plus, v ∈Mα ⊇M¬¬(βΓ∧α).
En conse´quence, v ∈Mn(Γ)+1Γ (prenez ¬(βΓ ∧ α) pour β dans la de´finition deMiΓ).
Ainsi, par le lemme 43 (6), on obtient une contradiction.
Cas 2 :MΓ,|∼(Γ) \M1Γ ∪ . . . ∪Mn(Γ)Γ ⊆MTc(µ(MΓ)).
Alors, par le lemme 44 (6), le lemme 44 (4), le lemme 43 (7) et par (5), on obtient que
MΓ,|∼(Γ),H(Γ) = MΓ,|∼(Γ) \M1Γ ∪ . . . ∪Mn(Γ)Γ ⊆MΓ,|∼(Γ),Tc(µ(MΓ)) = µ(MΓ).
Direction : “⊇”.
Par (0), (4), le lemme 44 (4) et le lemme 44 (6), on obtient que
µ(MΓ) ⊆MΓ,|∼(Γ) \M ′Γ = MΓ,|∼(Γ),F (Γ) = MΓ,|∼(Γ),H(Γ).
Preuve de (7). Supposons queM′Γ = ∅. Direction : “⊇”.
Supposons le contraire de ce que l’on veut montrer, i.e. ∃ v ∈MTc(µ(MΓ)), v ∈MG(Γ).
Alors, ∃ α ∈ G(Γ), v ∈Mα.
Cas 1 : α ∈ T (MΓ,|∼(Γ)).
Comme α ∈ G(Γ), on a que α ∈ |∼(Γ). Donc, par le lemme 44 (5), α ∈ Td(MΓ,|∼(Γ)).
Ainsi, α ∈ Tc(MΓ,|∼(Γ)). En conse´quence, par (0), α ∈ Tc(µ(MΓ)).
Donc, v ∈Mα, ce qui est impossible.
Cas 2 : ¬α ∈ T (MΓ,|∼(Γ)).
Comme α ∈ G(Γ), on a que ¬α ∈ |∼(Γ). Donc, par le lemme 44 (5), ¬α ∈ Td(MΓ,|∼(Γ)).
Ainsi, ¬α ∈ Tc(MΓ,|∼(Γ)). En conse´quence, par (A3), α ∈ Tc(MΓ,|∼(Γ)).
Ainsi, par (0), α ∈ Tc(µ(MΓ)). Donc, v ∈Mα, ce qui est impossible.
Cas 3 : α ∈ T (MΓ,|∼(Γ)) et ¬α ∈ T (MΓ,|∼(Γ)).
Alors, par (A2),MΓ,|∼(Γ),α ⊆M¬α. Ainsi, α ∈ Td(MΓ,|∼(Γ),α).
Or, α ∈ G(Γ). Donc, Td(MΓ,|∼(Γ),α) ⊆ |∼(Γ). Donc, α ∈ |∼(Γ).
Ainsi, α ∈ G(Γ), ce qui est impossible.
Direction : “⊆”.
Supposons le contraire de ce que l’on veut montrer, i.e. ∃ v ∈MG(Γ), v ∈MTc(µ(MΓ)).
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Alors, on montrera que :
(7.0) ∃ α ∈ Tc(µ(MΓ)), |MΓ,|∼(Γ),α| < |µ(MΓ)|
Or, µ(MΓ) ⊆Mα et, par (0), µ(MΓ) ⊆MΓ,|∼(Γ). Ainsi, µ(MΓ) ⊆MΓ,|∼(Γ),α.
Donc, |µ(MΓ)| ≤ |MΓ,|∼(Γ),α|, ce qui est impossible par (7.0).
Preuve de (7.0). On a que ∃ δ ∈ Tc(µ(MΓ)), v ∈Mδ .
Par (A1), |MΓ,|∼(Γ),δ| est fini. Pour montrer (7.0), il suffit de montrer par re´currence (dans le sens
de´croissant que) : ∀ i ∈ Z tel que i ≤ |MΓ,|∼(Γ),δ |, on a
p(i) ∃ α ∈ Tc(µ(MΓ)), v ∈Mα et |MΓ,|∼(Γ),α| − |µ(MΓ)| ≤ i.
Clairement, p(|MΓ,|∼(Γ),δ |) est satisfaite (prenez δ).
Soit i ∈ Z tel que i ≤ |MΓ,|∼(Γ),δ|. Supposons p(i). On montre p(i− 1).
On a que ∃ α ∈ Tc(µ(MΓ)), v ∈Mα et |MΓ,|∼(Γ),α| − |µ(MΓ)| ≤ i.
Cas 1 : Td(MΓ,|∼(Γ),α) ⊆ |∼(Γ).
Comme α ∈ Tc(µ(MΓ)) et (A3) est satisfaite, on obtient que ¬α ∈ Tc(µ(MΓ)).
Or, Tc(µ(MΓ)) ∩ Td(µ(MΓ)) = ∅. Donc, ni α ni ¬α n’appartient a` Td(µ(MΓ)) = |∼(Γ).
En conse´quence, α ∈ G(Γ). Donc, v ∈Mα, ce qui est impossible.
Cas 2 : ∃ β ∈ Td(MΓ,|∼(Γ),α), β ∈ |∼(Γ).
Par (0), µ(MΓ) ⊆MΓ,|∼(Γ). D’autre part, µ(MΓ) ⊆Mα. Donc, µ(MΓ) ⊆MΓ,|∼(Γ),α ⊆Mβ .
Or, β ∈ |∼(Γ) = Td(µ(MΓ)). Ainsi, µ(MΓ) ⊆M¬β .
En conse´quence, µ(MΓ) ⊆Mα ∩M¬β = Mα∧¬β et µ(MΓ) ⊆M¬α ⊆M¬(α∧¬β).
Ainsi, α ∧ ¬β ∈ Tc(µ(MΓ)).
D’autre part, v ∈Mα ⊇Mα∧¬β .
De plus,MΓ,|∼(Γ),α∧¬β ⊆MΓ,|∼(Γ),α, tandis queMΓ,|∼(Γ),α ⊆M¬β ⊇MΓ,|∼(Γ),α∧¬β .
Donc, |MΓ,|∼(Γ),α∧¬β | ≤ |MΓ,|∼(Γ),α| − 1. Donc, |MΓ,|∼(Γ),α∧¬β | − |µ(MΓ)| ≤ i− 1.
Ainsi, p(i− 1) est satisfaite (prenez α ∧ ¬β).
Preuve de (8). Supposons queM′Γ = ∅.
A pre´sent, supposons le contraire de ce que l’on veut montrer, i.e. ∃ v ∈MΓ,|∼(Γ), v ∈MG(Γ).
Alors, ∃ α ∈ G(Γ), v ∈Mα.
Cas 1 : α ∈ T (MΓ,|∼(Γ)).
Comme α ∈ G(Γ), on a que α ∈ |∼(Γ). Ainsi, par le lemme 44 (5), α ∈ Td(MΓ,|∼(Γ)).
Donc, α ∈ Tc(MΓ,|∼(Γ)). Ainsi,MΓ,|∼(Γ) ⊆Mα. En conse´quence, v ∈Mα, ce qui est impossible.
Cas 2 : ¬α ∈ T (MΓ,|∼(Γ)).
Comme α ∈ G(Γ), on a que ¬α ∈ |∼(Γ). Ainsi, par le lemme 44 (5), ¬α ∈ Td(MΓ,|∼(Γ)).
Donc, ¬α ∈ Tc(MΓ,|∼(Γ)). Ainsi, par (A3),MΓ,|∼(Γ) ⊆M¬¬α = Mα.
En conse´quence, v ∈Mα, ce qui est impossible.
Cas 3 : α ∈ T (MΓ,|∼(Γ)) et ¬α ∈ T (MΓ,|∼(Γ)).
Alors, par (A2),MΓ,|∼(Γ),α ⊆M¬α. Donc, α ∈ Td(MΓ,|∼(Γ),α). Or, α ∈ G(Γ). Donc, α ∈ |∼(Γ).
Ainsi, Td(MΓ,|∼(Γ),α) ⊆ |∼(Γ). En conse´quence, α ∈ G(Γ), ce qui est impossible.
Preuve de (9). Cas 1 :M ′Γ = ∅.
Par le lemme 44 (6),MΓ,|∼(Γ),H(Γ) = MΓ,|∼(Γ),F (Γ) = MΓ,|∼(Γ).
Or, par (8), (7) et (5), on a queMΓ,|∼(Γ) = MΓ,|∼(Γ),G(Γ) = MΓ,|∼(Γ),Tc(µ(MΓ)) = µ(MΓ).
Cas 2 :M ′Γ = ∅. Evident par (6).
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Preuve de (10).
Cas 1 :M ′Γ = ∅.
Cas 1.1 : ∃ v ∈MΓ,|∼(Γ), v ∈MTc(µ(MΓ)).
Cas 1.1.1 : Γ n’est pas consistant.
Alors, ∃ α ∈ Tc(µ(MΓ)), v ∈Mα.
D’autre part, comme Γ n’est pas consistant, on a que ∃ β ∈ F ,MΓ ⊆Mβ etMΓ ⊆M¬β .
On a queMΓ,|∼(Γ) ⊆MΓ ⊆Mβ ⊆Mβ∨¬α.
D’autre part, µ(MΓ) ⊆MΓ ⊆M¬β . Donc, µ(MΓ) ⊆M¬β ∩Mα = M¬(β∨¬α).
Ainsi, β ∨ ¬α ∈ Td(µ(MΓ)) = |∼(Γ).
De plus, v ∈Mα ⊇M¬(β∨¬α).
En conse´quence, v ∈M1Γ (prenez β ∨ ¬α pour β dans la de´finition deM1Γ).
Donc, v ∈M ′Γ, ce qui est impossible.
Cas 1.1.2 : Γ est consistant.
Donc,MΓ ∈ C. Ainsi, comme µ est PrC, on a que µ(MΓ) ∈ C. Donc, Tc(µ(MΓ)) = ∅.
Ainsi,MTc(µ(MΓ)) = V . Donc, v ∈MTc(µ(MΓ)), ce qui est impossible.
Cas 1.2 :MΓ,|∼(Γ) ⊆MTc(µ(MΓ)).
Alors, par le lemme 44 (6),MΓ,|∼(Γ),H(Γ) = MΓ,|∼(Γ),F (Γ) = MΓ,|∼(Γ) = MΓ,|∼(Γ),Tc(µ(MΓ)).
Ainsi, par (5),MΓ,|∼(Γ),H(Γ) = µ(MΓ).
Cas 2 :M ′Γ = ∅. Evident par (6).
A pre´sent, on fourni la preuve de la proposition 41 (qui est e´nonce´e au de´but de la section 3.3).
Preuve Preuve de (0). Direction : “→”.
Il existe une fonction de se´lection cohe´rente, PrC et PrD µ deD dans P(V) telle que :
∀ Γ ⊆ F , |∼(Γ) = Td(µ(MΓ)).
On montrera que :
(0.0) |∼ satisfait (|∼0).
Par le lemme 45 (1), (2) et (3), |∼ satisfait (|∼6), (|∼7) et (|∼8).
Par le lemme 45 (10) et la proprie´te´ de cohe´rence de µ, |∼ satisfait (|∼9).
On montrera que :
(0.1) |∼ satisfait (|∼11).
Direction : “←”.
Supposons que |∼ satisfait (|∼0), (|∼6), (|∼7), (|∼8), (|∼9) et (|∼11).
Alors, soit µ la fonction deD dans P(V) telle que ∀ Γ ⊆ F , µ(MΓ) = MΓ,|∼(Γ),H(Γ).
On montrera que :
(0.2) µ est bien de´finie.
Clairement, µ est une fonction de se´lection PrD.
De plus, comme |∼ satisfait (|∼9), on a que µ est cohe´rente.
On montrera que :
(0.3) µ est PrC.
Enfin, par le lemme 44 (7), ∀ Γ ⊆ F , |∼(Γ) = Td(µ(MΓ)).
Preuve de (0.0). Supposons que Γ,∆ ⊆ F et que (Γ) = (∆). Alors,MΓ = M∆.
Ainsi, |∼(Γ) = Td(µ(MΓ)) = Td(µ(M∆)) = |∼(∆).
Preuve de (0.1). Supposons que Γ ⊆ F et que Γ est consistant.
51
Alors,MΓ ∈ D ∩C. Donc, comme µ est PrC, on a que µ(MΓ) ∈ C.
Ainsi, Td(µ(MΓ)) = T (µ(MΓ)).
En conse´quence, Γ ⊆ T (MΓ) ⊆ T (µ(MΓ)) = Td(µ(MΓ)) = |∼(Γ).
De plus,M|∼(Γ) = MTd(µ(MΓ)) = MT (µ(MΓ)). Or, µ(MΓ) ∈ C. Donc,MT (µ(MΓ)) ∈ C.
En conse´quence, |∼(Γ) est consistant.
Enfin, |∼(Γ) = Td(µ(MΓ)) = T (µ(MΓ)) = T (MT (µ(MΓ))) = T (M|∼(Γ)) = (|∼(Γ)).
Preuve de (0.2). Supposons que Γ,∆ ⊆ F et queMΓ = M∆.
Alors, (Γ) = (∆). Donc, par (|∼0), |∼(Γ) = |∼(∆).
En conse´quence, H(Γ) = H(∆). Ainsi,MΓ,|∼(Γ),H(Γ) = M∆,|∼(∆),H(∆).
Preuve de (0.3). Supposons que V ∈ D ∩C. Alors, ∃ Γ ⊆ F , V = MΓ.
Cas 1 : H1(Γ) = ∅.
Donc, ∃ β ∈ F , β ∈ |∼(Γ) etMΓ,|∼(Γ) ⊆Mβ .
Par (|∼11), Γ ⊆ |∼(Γ) et (|∼(Γ)) = |∼(Γ). Donc,MΓ,|∼(Γ) = M|∼(Γ). Donc,M|∼(Γ) ⊆Mβ .
Ainsi, β ∈ T (M|∼(Γ)) = (|∼(Γ)) = |∼(Γ), ce qui est impossible.
Cas 2 : H1(Γ) = ∅.
Alors, H(Γ) = ∅. Donc, µ(V ) = µ(MΓ) = MΓ,|∼(Γ),H(Γ) = M|∼(Γ).
Or, par (|∼11), |∼(Γ) est consistant. Ainsi,M|∼(Γ) ∈ C.
Preuve de (1). Direction : “→”.
Meˆme preuve (verbatim) que pour (0), sauf qu’en plus µ est LM.
Alors, par le lemme 45 (10) et la proprie´te´ LM, |∼ satisfait (|∼10).
Direction : “←”.
Meˆme preuve (verbatim) que pour (0), sauf qu’en plus |∼ satisfait (|∼10).
Alors, par de´finition de µ et par (|∼10), µ est LM.
Preuve de (2). Direction : “→”.
Meˆme preuve (verbatim) que pour (0), sauf que µ n’est plus PrC, tandis que (A2) est satisfaite.
Notons que dans (0), la proprie´te´ PrC n’est utilise´e que pour montrer (|∼11) et (|∼9).
Mais, on a plus besoin de montrer (|∼11).
De plus, par le lemme 45 (9) et la proprie´te´ de cohe´rence de µ, on a de toutes fac¸ons (|∼9).
Direction : “←”.
Meˆme preuve (verbatim) que pour (0), sauf que (|∼11) n’est plus satisfaite, tandis que (A2) si.
Cependant, dans (0), (|∼11) n’est utilise´ que pour montrer que µ est PrC, ce qui n’est plus ne´cessaire.
Enfin, notons que (A2) n’est pas utilise´e dans cette direction.
Preuve de (3). Direction “→”.
Meˆme preuve (verbatim) que pour (0), sauf que µ n’est plus PrC, tandis que maintenant µ est LM et
(A2) est satisfaite.
Notons que dans (0), la proprie´te´ de PrC n’est utilise´e que pour montrer (|∼11) et (|∼9).
Mais, (|∼11) n’est plus a` montrer.
D’autre part, par le lemme 45 (9) et la proprie´te´ de cohe´rence de µ, (|∼9) est satisfaite.
De meˆme, par le lemme 45 (9) et la proprie´te´ LM de µ, (|∼10) est satisfaite.
Direction : “←”.
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Meˆme preuve (verbatim) que pour (0), sauf que (|∼11) n’est plus satisfaite, tandis que maintenant
(|∼10) et (A2) sont satisfaites.
Notons que dans (0), (|∼11) n’est implique´e que pour montrer que µ est PrC, ce qu’il n’est plus
ne´cessaire de montrer.
D’autre part, par de´finition de µ et par (|∼10), µ est LM.
Enfin, notons que (A2) n’est pas utilise´e dans cette direction.
3.4 Le cas discriminant et pas ne´cessairement PrD
A la diffe´rence de la section 3.3, les conditions de cette section ne seront pas purement syn-
taxiques. La traduction de proprie´te´s comme la cohe´rence en termes syntaxiques est bloque´e parce
qu’on ne dispose plus de l’e´galite´ suivante : µ(MΓ) = MΓ,|∼(Γ),H(Γ), qui est satisfaite quand les
fonctions de se´lection sont PrD (mais ce n’est pas le cas ici). Graˆce aux lemmes 34 et 35 qu’on va
montrer plus bas, on fournira une solution avec des conditions semi-syntaxiques.
Notation 46 Soient L un langage, ¬ un connecteur unaire de L, F l’ensemble de toutes les fbfs de
L, (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F .
Alors, on conside`re la condition suivante : ∀ Γ ⊆ F ,
(|∼12) (Γ, |∼(Γ),H(Γ)) = T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆ ⊆MΓ, alors v ∈M|∼(∆),H(∆)}).
Proposition 47 Soient L un langage, ¬ un connecteur unaire de L, ∨ et ∧ des connecteurs binaires
de L, F l’ensemble de toutes les fbfs de L, (F ,V, |=) une structure se´mantique satisfaisant (A1) et
(A3), et |∼ une relation de P(F) ×F . Alors,
(0) |∼ est une relation de conse´quence pre´fe´rentielle-discriminante PrC ssi (|∼0), (|∼6), (|∼7),
(|∼8), (|∼11) et (|∼12) sont satisfaites.
Supposons que (F ,V, |=) satisfait aussi (A2). Alors,
(1) |∼ est une relation de conse´quence pre´fe´rentielle-discriminante ssi (|∼0), (|∼6), (|∼7), (|∼8) et
(|∼12) sont satisfaites.
Preuve Preuve de (1). Direction : “→”.
Il existe une fonction de se´lection cohe´rente µ deD dans P(V) telle que :
∀ Γ ⊆ F , |∼(Γ) = Td(µ(MΓ)).
Donc, |∼ satisfait clairement (|∼0).
Soit f la fonction deD dansD telle que ∀ V ∈ D, f(V ) = MT (µ(V )).
Alors, par le lemme 35, ∀ V ∈ D, f(V ) = MT (µf (V )).
D’autre part, ∀ Γ ⊆ F , f(MΓ) = MT (µ(MΓ)) ⊆MT (MΓ) = MΓ.
Ainsi, f est une fonction de se´lection.
Clairement, f est PrD.
De plus, ∀ Γ ⊆ F , |∼(Γ) = Td(µ(MΓ)) = Td(MT (µ(MΓ))) = Td(f(MΓ)).
En conse´quence, par le lemme 45 (1), (2) et (3), |∼ satisfait (|∼6), (|∼7) et (|∼8).
D’autre part, par le lemme 45 (9), ∀ Γ ⊆ F , f(MΓ) = MΓ,|∼(Γ),H(Γ).
On montre que |∼ satisfait (|∼12). Soit Γ ⊆ F .
Alors, (Γ, |∼(Γ),H(Γ)) = T (MΓ,|∼(Γ),H(Γ)) = T (f(MΓ)) = T (MT (µf (MΓ))) = T (µf (MΓ)) =
T ({v ∈MΓ : ∀W ∈ D, si v ∈W ⊆MΓ, alors v ∈ f(W )}) =
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T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆ ⊆MΓ, alors v ∈ f(M∆)}) =
T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆ ⊆MΓ, alors v ∈M∆,|∼(∆),H(∆)}) =
T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆ ⊆MΓ, alors v ∈M|∼(∆),H(∆)}).
Direction : “←”.
Supposons que (|∼0), (|∼6), (|∼7), (|∼8) et (|∼12) sont satisfaites.
Soit f la fonction deD dansD telle que ∀ Γ ⊆ F , f(MΓ) = MΓ,|∼(Γ),H(Γ).
Par (|∼0), f est bien de´finie.
Par le lemme 44 (7), ∀ Γ ⊆ F , |∼(Γ) = Td(MΓ,|∼(Γ),H(Γ)).
Ainsi, ∀ Γ ⊆ F , |∼(Γ) = Td(f(MΓ)).
Par (|∼12), ∀ Γ ⊆ F , f(MΓ) = MT (µf (MΓ)).
Ainsi, ∀ Γ ⊆ F , |∼(Γ) = Td(f(MΓ)) = Td(MT (µf (MΓ))) = Td(µf (MΓ)).
Or, par le lemme 34, µf est une fonction de se´lection cohe´rente.
Preuve de (0). Direction : “→”.
Meˆme preuve (verbatim) que pour (1), sauf que (A2) n’est plus satisfaite, tandis que µ est PrC.
Notons que (A2) n’a e´te´ employe´e que pour appliquer le lemme 45 (9) afin d’obtenir que :
∀ Γ ⊆ F , f(MΓ) = MΓ,|∼(Γ),H(Γ).
Mais, on va obtenir cette e´galite´ par un autre moyen.
En effet, si V ∈ D ∩C, alors, comme µ est PrC, µ(V ) ∈ C, doncMT (µ(V )) ∈ C, donc f(V ) ∈ C.
Donc, f est PrC.
En conse´quence, par le lemme 45 (10), on obtient que : ∀ Γ ⊆ F , f(MΓ) = MΓ,|∼(Γ),H(Γ).
De plus, par la meˆme preuve (verbatim) que pour (0.1) de la proposition 41, |∼ satisfait (|∼11).
Direction : “←”.
Meˆme preuve (verbatim) que pour (1), sauf que (A2) n’est plus satisfaite, mais |∼ satisfait (|∼11).
Cependant, dans cette direction, (A2) n’a pas e´te´ utilise´e dans (0).
Il reste a` montrer que µf est PrC.
Par la meˆme preuve (verbatim) que pour (0.3) de la proposition 41, on obtient que f est PrC.
Soit V ∈ D ∩C. Alors, f(V ) ∈ C. Donc,MT (µf (V )) ∈ C. Donc, µf (V ) ∈ C.
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Chapitre 4
Caracte´risations de relations de
conse´quence pivotantes
Dans ce chapitre, on va produire des caracte´risations pour des relations de conse´quence pivo-
tantes et pivotantes-discriminantes. Ces re´sultats ont e´te´ publie´s dans [BN05a].
Remarque 48 Le travail de caracte´risation dans ce chapitre est tre`s similaire a` celui du chapitre 3.
Parfois, les preuves seront les meˆmes (presque verbatim). Notons que le chapitre 3 parle de fonctions
de se´lection cohe´rentes, alors que ce chapitre parle de fonctions de se´lection fortement cohe´rentes.
Ainsi, au dela` des caracte´risations, une contribution de ce chapitre est de fournir un exemple de
comment les techniques de´veloppe´es dans le chapitre 3 (en particulier, dans le cas discriminant)
peuvent eˆtre adapte´es a` de nouvelles proprie´te´s (ici, la cohe´rence forte au lieu de la cohe´rence).
Parfois on aura besoin de faire des hypothe`ses (de´finies dans la section 2.1.1) a` propos des structures
se´mantiques sous conside´ration. Cependant, aucune hypothe`se ne sera ne´cessaire pour les deux fa-
milles suivantes :
– les relations de conse´quence pivotantes (section 4.2) ;
– les relations de conse´quence pivotantes PrD (section 4.1).
On supposera (A0) pour :
– les relations de conse´quence pivotantes UC (section 4.2).
On aura besoin de (A3) et (A1) pour :
– les relations de conse´quence pivotantes-discriminantes PrC (section 4.4) ;
– les relations de conse´quence pivotantes-discriminantes PrC et PrD (section 4.3).
On aura aussi besoin de (A3), (A1) et (A2) pour :
– les relations de conse´quence pivotantes-discriminantes (section 4.4) ;
– les relations de conse´quence pivotantes-discriminantes PrD (section 4.3).
On supposera (A0), (A3) et (A1) pour :
– les relations de conse´quence pivotantes-discriminantes PrC et UC (section 4.4).
Enfin, on supposera (A0), (A3), (A1) et (A2) pour :
– les relations de conse´quence pivotantes-discriminantes UC (section 4.4).
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4.1 Le cas non-discriminant et PrD
Dans cette section, on caracte´rise la famille de toutes les relations de conse´quence pivotantes
PrD. On va utiliser des techniques similaires a` celle de la section 3.1, c’est a` dire que l’on va d’abord
e´tablir l’e´galite´ suivante : µ(MΓ) = M|∼(Γ). Ensuite, graˆce a` elle, on va traduire des proprie´te´s
comme la cohe´rence forte en termes syntaxiques.
De´finition 49 Soient (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F .
Alors, on conside`re la condition suivante : ∀ Γ,∆ ⊆ F ,
(|∼13) |∼(Γ) ⊆ (|∼(∆),Γ).
Notons que cette condition est purement syntaxique si un syste`me formel est disponible pour .
Proposition 50 Soient (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F .
Alors, |∼ est une relation de conse´quence pivotante PrD ssi |∼ satisfait (|∼0), (|∼1), (|∼2) et (|∼13).
Preuve Direction : “→”.
Il existe une fonction de se´lection PrD et FC µ deD dans P(V) telle que :
∀ Γ ⊆ F , |∼(Γ) = T (µ(MΓ)).
On montrera que :
(0) ∀ Γ ⊆ F , µ(MΓ) = M|∼(Γ) ;
(1) |∼ satisfait (|∼0) ;
(2) |∼ satisfait (|∼1) ;
(3) |∼ satisfait (|∼2) ;
(4) |∼ satisfait (|∼13).
Direction : “←”.
Supposons que |∼ satisfait (|∼0), (|∼1), (|∼2) et (|∼13).
Soit µ la fonction deD dans P(V) telle que ∀ Γ ⊆ F , µ(MΓ) = M|∼(Γ).
On montrera que :
(5) µ est bien de´finie ;
(6) µ est une fonction de se´lection PrD ;
(7) µ est FC ;
(8) ∀ Γ ⊆ F , |∼(Γ) = T (µ(MΓ)).
Preuve de (0). Soit Γ ⊆ F . Comme µ est PrD, on a que µ(MΓ) ∈ D.
Donc, ∃∆ ⊆ F , µ(MΓ) = M∆.
Ainsi, µ(MΓ) = M∆ = MT (M∆) = MT (µ(MΓ)) = M|∼(Γ).
Preuve de (1). Supposons que Γ,∆ ⊆ F et que (Γ) = (∆).
Alors,MΓ = M∆. Donc, |∼(Γ) = T (µ(MΓ)) = T (µ(M∆)) = |∼(∆).
Preuve de (2). Soit Γ ⊆ F . Alors, |∼(Γ) = T (µ(MΓ)) = T (MT (µ(MΓ))) = T (M|∼(Γ)) = (|∼(Γ)).
Preuve de (3). Soit Γ ⊆ F . Alors, Γ ⊆ T (MΓ) ⊆ T (µ(MΓ)) = |∼(Γ).
Preuve de (4). Soit Γ,∆ ⊆ F . Alors, par (0) et FC :
56
M|∼(∆),Γ = M|∼(∆) ∩MΓ = µ(M∆) ∩MΓ ⊆ µ(MΓ) = M|∼(Γ).
Ainsi, par (|∼1), on obtient que |∼(Γ) = (|∼(Γ)) = T (M|∼(Γ)) ⊆ T (M|∼(∆),Γ) = (|∼(∆),Γ).
Preuve de (5). Supposons que Γ,∆ ⊆ F et queMΓ = M∆.
Alors, (Γ) = (∆). Donc, par (|∼0),M|∼(Γ) = M|∼(∆).
Preuve de (6). Soit Γ ⊆ F . Alors, par (|∼2), µ(MΓ) = M|∼(Γ) ⊆MΓ.
En conse´quence, µ est une fonction de se´lection. De plus, µ est clairement PrD.
Preuve de (7). Soient Γ,∆ ⊆ F .
Alors, par (|∼13), on obtient que µ(M∆) ∩MΓ = M|∼(∆) ∩MΓ = M|∼(∆),Γ ⊆M|∼(Γ) = µ(MΓ).
Preuve de (8). Soit Γ ⊆ F . Alors, par (|∼1), |∼(Γ) = (|∼(Γ)) = T (M|∼(Γ)) = T (µ(MΓ)).
4.2 Le cas non-discriminant et pas ne´cessairement PrD
Dans cette section, on e´tudie en particulier la famille de toutes les relations de conse´quence pivo-
tantes. A la diffe´rence de la section 4.1, les fonctions de se´lection conside´re´es ici ne pre´servent pas
force´ment la de´finissabilite´. En conse´quence, de nouveau, on ne dispose pas de l’e´galite´ suivante :
µ(MΓ) = M|∼(Γ). Du coup, on arrive pas a` traduire des proprie´te´s comme la cohe´rence forte en
termes syntaxiques.
Cependant, on mettra en e´vidence, dans le chapitre 5, certaines limites a` ce qui peut eˆtre fait ici.
Approximativement, on montrera dans un cadre classique infini, que la famille mentionne´e plus haut
n’admet pas de caracte´risations contenant seulement des conditions quantifie´es universellement et
de taille limite´e.
On va produire une solution avec des conditions semi-syntaxiques. Pour cela, on va de´velopper
des techniques similaires a` celles de la section 3.2. L’ide´e est de construire pour toute fonction f ,
une fonction de se´lection FC νf telle que si f “recouvre” n’importe quelle fonction de se´lection FC,
alors elle recouvre ne´cessairement νf .
De´finition 51 Soient V un ensemble, V ⊆ P(V),W ⊆ P(V) et f une fonction de V dansW.
On note νf la fonction de V dans P(V) telle que ∀ V ∈ V,
νf (V ) = {v ∈ V : ∀W ∈ V, si v ∈W, alors v ∈ f(W )}.
Lemme 52 Soit V un ensemble, V ⊆ P(V),W ⊆ P(V) et f une fonction de V dansW.
Alors, νf est une fonction de se´lection FC.
Preuve νf est clairement une fonction de se´lection. On montre qu’elle est FC.
Supposons le contraire, i.e. ∃ V,W ∈ V et ∃ v ∈ νf (W ) ∩ V , v ∈ νf (V ).
Alors, comme v ∈ V et v ∈ νf (V ), on a que ∃ Z ∈ V, v ∈ Z , et v ∈ f(Z).
Ainsi, simplement par de´finition de νf , v ∈ νf (W ), ce qui est impossible.
Lemme 53 Soit V un ensemble, V,W et X des sous-ensembles de P(V), f une fonction de V
dansW, et µ une fonction de se´lection FC de V dans X telle que ∀ V ∈ V, f(V ) = MT (µ(V )).
Alors :
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(0) ∀ V ∈ V, f(V ) = MT (νf (V )).
Supposons que (F ,V, |=) est une structure se´mantique satisfaisant (A0), que D ⊆ V et que µ est
UC. Alors :
(1) νf (V) = µ(V).
Preuve Preuve de (0). Supposons que V ∈ V. On montre que f(V ) = MT (νf (V )).
Cas 1 : ∃ v ∈ µ(V ), v ∈ νf (V ).
Comme µ(V ) ⊆ V , on a que v ∈ V .
Donc, par de´finition de νf , ∃W ∈ V, v ∈W et v ∈ f(W ) = MT (µ(W )) ⊇ µ(W ).
D’autre part, comme µ est FC, on a que µ(V )∩W ⊆ µ(W ). Donc, v ∈ µ(W ), ce qui est impossible.
Cas 2 : µ(V ) ⊆ νf (V ).
Cas 2.1 : ∃ v ∈ νf (V ), v ∈ f(V ).
Alors, ∃W ∈ V, v ∈W , et v ∈ f(W ).
En effet, il suffit de prendre V lui-meˆme pour le choix deW .
Ainsi, par de´finition de νf , v ∈ νf (V ), ce qui est impossible.
Cas 2.2 : νf (V ) ⊆ f(V ).
Alors, f(V ) = MT (µ(V )) ⊆MT (νf (V )) ⊆MT (f(V )) = MT (MT (µ(V ))) = MT (µ(V )) = f(V ).
Preuve de (1). Direction : “⊆”.
Supposons le contraire de ce que l’on veut montrer, i.e. ∃ v ∈ νf (V), v ∈ µ(V).
Alors, v ∈ V \ µ(V). Or, comme µ est UC, on a que V \ µ(V) ∈ D ⊆ V.
D’autre part, comme v ∈ νf (V), on obtient que ∀W ∈ V, si v ∈W, alors v ∈ f(W ).
Ainsi, v ∈ f(V \ µ(V)) = MT (µ(V\µ(V))).
Mais, on montrera que :
(1.0) µ(V \ µ(V)) = ∅.
Ainsi,MT (µ(V\µ(V))) = MT (∅) = MF .
Or, par (A0), on a queMF = ∅. Ainsi, v ∈ ∅, ce qui est impossible.
Direction : “⊇”.
Supposons que le contraire est vrai, i.e. ∃ v ∈ µ(V), v ∈ νf (V).
Comme v ∈ V et v ∈ νf (V), on obtient que ∃W ∈ V, v ∈W et v ∈ f(W ) = MT (µ(W )) ⊇ µ(W ).
Or, comme µ est FC, on a que µ(V) ∩W ⊆ µ(W ). Ainsi, v ∈ µ(W ), ce qui est impossible.
Preuve de (1.0). Supposons le contraire, i.e. ∃ v ∈ µ(V \ µ(V)).
Comme µ est FC, on a que µ(V \ µ(V)) ∩ V ⊆ µ(V). Donc, v ∈ µ(V). Ainsi, v ∈ V \ µ(V).
Or, µ(V \ µ(V)) ⊆ V \ µ(V). Donc, v ∈ µ(V \ µ(V)), ce qui est impossible.
De´finition 54 Soient (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F .
Alors, on conside`re les conditions suivantes : ∀ Γ ⊆ F ,
(|∼14) |∼(Γ) = T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆, alors v ∈M|∼(∆)}) ;
(|∼15) V \ {v ∈ V : ∀∆ ⊆ F , si v ∈M∆, alors v ∈M|∼(∆)} ∈ D.
Proposition 55 Soient (F ,V, |=) une structure se´mantique et |∼ une relation de P(F)×F . Alors :
(0) |∼ est une relation de conse´quence pivotante ssi |∼ satisfait (|∼14).
Supposons que (F ,V, |=) satisfait (A0). Alors :
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(1) |∼ est une relation de conse´quence pivotante UC ssi |∼ satisfait (|∼14) et (|∼15).
Preuve Preuve de (0). Direction : “→”
Il existe une fonction de se´lection FC µ deD dans P(V) telle que ∀ Γ ⊆ F , |∼(Γ) = T (µ(MΓ)).
Soit f la fonction deD dansD telle que ∀ V ∈ D, f(V ) = MT (µ(V )).
Par le lemme 53, on a que ∀ V ∈ D, f(V ) = MT (νf (V )).
Notons que ∀ Γ ⊆ F , f(MΓ) = MT (µ(MΓ)) = M|∼(Γ).
On montre que (|∼14) est satisfaite. Soit Γ ⊆ F .
Alors, |∼(Γ) = T (µ(MΓ)) = T (MT (µ(MΓ))) = T (f(MΓ)) = T (MT (νf (MΓ))) = T (νf (MΓ)) =
T ({v ∈MΓ : ∀W ∈ D, si v ∈W , alors v ∈ f(W )}) =
T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆, alors v ∈ f(M∆)}) =
T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆, alors v ∈M|∼(∆)}).
Direction : “←”.
Supposons que |∼ satisfait (|∼14).
Soit f la fonction deD dansD telle que ∀ Γ ⊆ F , f(MΓ) = M|∼(Γ).
Notons que f est bien de´finie. En effet, si Γ,∆ ⊆ F etMΓ = M∆, alors, par (|∼14), |∼(Γ) = |∼(∆).
De plus, par (|∼14), on a clairement que ∀ Γ ⊆ F , |∼(Γ) = T (νf (MΓ)).
Enfin, par le lemme 52, on a que νf est une fonction de se´lection FC.
Preuve de (1). Direction : “→”.
Meˆme preuve (verbatim) que pour (0), sauf qu’en plus (A0) est satisfaite et µ est UC.
On montre que |∼ satisfait (|∼15). Comme µ est UC, on a que V \ µ(V) ∈ D. Or, par le lemme 53,
µ(V) = νf (V) =
{v ∈ V : ∀W ∈ D, si v ∈W , alors v ∈ f(W )} =
{v ∈ V : ∀∆ ⊆ F , si v ∈M∆, alors v ∈ f(M∆)} =
{v ∈ V : ∀∆ ⊆ F , si v ∈M∆, alors v ∈M|∼(∆)}.
Direction : “←”.
Meˆme preuve (verbatim) que pour (0), sauf qu’en plus (A0) et (|∼15) sont satisfaites.
Maintenant, graˆce a` (|∼15), on a que V \ νf (V) ∈ D. Donc, νf est UC.
Enfin, notons que dans cette direction (A0) n’est pas utilise´e.
4.3 Le cas discriminant et PrD
Dans cette section, on caracte´risera des relations de conse´quence pivotantes-discriminantes PrD.
Pour cela, on appliquera les lemmes 44 et 45 (e´nonce´s dans la section 3.3).
De´finition 56 Supposons que L est un langage, ¬ un connecteur unaire de L, ∨ un connecteur
binaire de L, F l’ensemble de toutes les fbfs de L, (F ,V, |=) une structure se´mantique et |∼ une
relation de P(F) ×F .
Alors, on conside`re la condition suivante : ∀ Γ,∆ ⊆ F , ∀ α, β ∈ F ,
(|∼16) |∼(Γ) ∪H(Γ) ⊆ (∆, |∼(∆),H(∆),Γ).
De nouveau, cette condition est syntaxique si un syste`me formel est disponible pour .
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Proposition 57 Supposons que L est un langage, ¬ un connecteur unaire de L, ∨ et ∧ des connec-
teurs binaires de L, F l’ensemble de toutes les fbfs de L, (F ,V, |=) une structure se´mantique satis-
faisant (A3) et (A1), et |∼ une relation de P(F) ×F . Alors :
(0) |∼ est une relation de conse´quence pivotante-discriminante PrC et PrD ssi |∼ satisfait (|∼0),
(|∼6), (|∼7), (|∼8), (|∼16) et (|∼11).
Supposons que (F ,V, |=) satisfait (A2). Alors :
(1) |∼ est une relation de conse´quence pivotante-discriminante PrD ssi |∼ satisfait (|∼0), (|∼6),
(|∼7), (|∼8) et (|∼16).
Preuve Preuve de (0). Direction : “→”.
Il existe une fonction de se´lection PrC, PrD et FC µ deD dans P(V) telle que :
∀ Γ ⊆ F , |∼(Γ) = Td(µ(MΓ)).
On montrera que :
(0.0) |∼ satisfait (|∼0).
Par le lemme 45 (1), (2) et (3), |∼ satisfait (|∼6), (|∼7) et (|∼8).
Par le lemme 45 (10) et la proprie´te´ de cohe´rence forte de µ, |∼ satisfait (|∼16).
On montrera que :
(0.1) |∼ satisfait (|∼11).
Direction : “←”.
Supposons que |∼ satisfait (|∼0), (|∼6), (|∼7), (|∼8), (|∼16) et (|∼11).
Soit µ la fonction deD dans P(V) telle que ∀ Γ ⊆ F , µ(MΓ) = MΓ,|∼(Γ),H(Γ).
On montrera que :
(0.2) µ est bien de´finie.
Clairement, µ est une fonction de se´lection PrD.
De plus, comme |∼ satisfait (|∼16), µ est fortement cohe´rente.
On montrera que :
(0.3) µ est PrC.
Enfin, par le lemme 44 (7), ∀ Γ ⊆ F , |∼(Γ) = Td(µ(MΓ)).
Preuve de (0.0). Supposons que Γ,∆ ⊆ F et que (Γ) = (∆). Alors,MΓ = M∆.
Ainsi, |∼(Γ) = Td(µ(MΓ)) = Td(µ(M∆)) = |∼(∆).
Preuve de (0.1). Supposons que Γ ⊆ F et que Γ est consistant.
Alors,MΓ ∈ D ∩C. Donc, comme µ est PrC, on a que µ(MΓ) ∈ C.
Ainsi, Td(µ(MΓ)) = T (µ(MΓ)).
En conse´quence, Γ ⊆ T (MΓ) ⊆ T (µ(MΓ)) = Td(µ(MΓ)) = |∼(Γ).
De plus,M|∼(Γ) = MTd(µ(MΓ)) = MT (µ(MΓ)). Or, µ(MΓ) ∈ C. Donc,MT (µ(MΓ)) ∈ C.
En conse´quence, |∼(Γ) est consistant.
Enfin, |∼(Γ) = Td(µ(MΓ)) = T (µ(MΓ)) = T (MT (µ(MΓ))) = T (M|∼(Γ)) = (|∼(Γ)).
Preuve de (0.2). Supposons que Γ,∆ ⊆ F et queMΓ = M∆.
Alors, (Γ) = (∆). Donc, par (|∼0), on a que |∼(Γ) = |∼(∆).
En conse´quence, H(Γ) = H(∆). Ainsi,MΓ,|∼(Γ),H(Γ) = M∆,|∼(∆),H(∆).
Preuve de (0.3). Supposons que V ∈ D ∩C. Alors, ∃ Γ ⊆ F , V = MΓ.
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Cas 1 : H1(Γ) = ∅.
Alors, ∃ β ∈ F , β ∈ |∼(Γ) etMΓ,|∼(Γ) ⊆Mβ .
Par (|∼11), Γ ⊆ |∼(Γ) et (|∼(Γ)) = |∼(Γ). Donc,MΓ,|∼(Γ) = M|∼(Γ). Donc,M|∼(Γ) ⊆Mβ .
Ainsi, β ∈ T (M|∼(Γ)) = (|∼(Γ)) = |∼(Γ), ce qui est impossible.
Cas 2 : H1(Γ) = ∅.
Alors, H(Γ) = ∅. Donc, µ(V ) = µ(MΓ) = MΓ,|∼(Γ),H(Γ) = M|∼(Γ).
Or, par (|∼11), |∼(Γ) est consistant. Ainsi,M|∼(Γ) ∈ C.
Preuve de (1). Direction : “→”.
Meˆme preuve (verbatim) que pour (0), sauf que µ n’est plus PrC, tandis que (A2) est satisfaite.
Notons que dans (0), PrC n’est utilise´e que pour montrer (|∼16) et (|∼11).
Mais, on n’a plus besoin de montrer (|∼11).
D’autre part, par le lemme 45 (9) and la cohe´rence forte de µ, on a que (|∼16) est satisfaite.
Direction : “←”.
Meˆme preuve (verbatim) que pour (0), sauf que (|∼11) n’est plus satisfaite, mais (A2) si.
Cependant, dans (0), (|∼11) n’est utilise´e que pour montrer que µ est PrC, ce qui n’est plus ne´cessaire.
Enfin, notons qu’on a pas besoin d’utiliser (A2) dans cette direction.
4.4 Le cas discriminant et pas ne´cessairement PrD
Une fois encore, comme on n’a pas la pre´servation de la de´finissabilite´, on arrive pas a` e´tablir
l’e´galite´ suivante : µ(MΓ) = MΓ,|∼(Γ),H(Γ). De nouveau, on produira des solutions avec des condi-
tions semi-syntaxiques, graˆce aux lemmes 52 et 53 (e´nonce´s dans la section 4.2).
De´finition 58 Soit L un langage, ¬ un connecteur unaire de L, F l’ensemble de toutes les fbfs de
L, (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F .
Alors, on conside`re les conditions suivantes : ∀ Γ ⊆ F ,
(|∼17) (Γ, |∼(Γ),H(Γ)) = T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆, alors v ∈M|∼(∆),H(∆)}) ;
(|∼18) V \ {v ∈ V : ∀∆ ⊆ F , si v ∈M∆, alors v ∈M|∼(∆),H(∆)} ∈ D.
Proposition 59 Supposons que L est un langage, ¬ un connecteur unaire de L, ∨ et ∧ des connec-
teurs binaires de L, F l’ensemble de toutes les fbfs de L, (F ,V, |=) une structure se´mantique satis-
faisant (A3) et (A1), et |∼ une relation de P(F) ×F . Alors :
(0) |∼ est une relation de conse´quence pivotante-discriminante PrC ssi |∼ satisfait (|∼0), (|∼6),
(|∼7), (|∼8), (|∼11) et (|∼17).
Si (F ,V, |=) satisfait aussi (A0), alors :
(1) |∼ est une relation de conse´quence pivotante-discriminante PrC et UC ssi |∼ satisfait (|∼0),
(|∼6), (|∼7), (|∼8), (|∼11), (|∼17) et (|∼18).
Si (F ,V, |=) satisfait aussi (A2), alors :
(2) |∼ est une relation de conse´quence pivotante-discriminante ssi |∼ satisfait (|∼0), (|∼6), (|∼7),
(|∼8) et (|∼17).
Si (F ,V, |=) satisfait aussi (A0) et (A2), alors :
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(3) |∼ est une relation de conse´quence pivotante-discriminante UC ssi |∼ satisfait (|∼0), (|∼6),
(|∼7), (|∼8), (|∼17) et (|∼18).
Preuve Preuve de (2). Direction : “→”.
Il existe une fonction de se´lection FC µ deD dans P(V) telle que ∀ Γ ⊆ F , |∼(Γ) = Td(µ(MΓ)).
Alors, |∼ satisfait clairement (|∼0).
Soit f la fonction deD dansD telle que ∀ V ∈ D, f(V ) = MT (µ(V )).
Alors, par le lemme 53, ∀ V ∈ D, f(V ) = MT (νf (V )).
D’autre part, ∀ Γ ⊆ F , f(MΓ) = MT (µ(MΓ)) ⊆MT (MΓ) = MΓ.
Ainsi, f est une fonction de se´lection.
Clairement, f est PrD.
De plus, ∀ Γ ⊆ F , |∼(Γ) = Td(µ(MΓ)) = Td(MT (µ(MΓ))) = Td(f(MΓ)).
En conse´quence, par le lemme 45 (1), (2) et (3), |∼ satisfait (|∼6), (|∼7) et (|∼8).
De plus, par le lemme 45 (9), ∀ Γ ⊆ F , f(MΓ) = MΓ,|∼(Γ),H(Γ).
On montre que |∼ satisfait (|∼17). Soit Γ ⊆ F .
Alors, (Γ, |∼(Γ),H(Γ)) = T (MΓ,|∼(Γ),H(Γ)) = T (f(MΓ)) = T (MT (νf (MΓ))) = T (νf (MΓ)) =
T ({v ∈MΓ : ∀W ∈ D, si v ∈W , alors v ∈ f(W )}) =
T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆, alors v ∈ f(M∆)}) =
T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆, alors v ∈M∆,|∼(∆),H(∆)}) =
T ({v ∈MΓ : ∀∆ ⊆ F , si v ∈M∆, alors v ∈M|∼(∆),H(∆)}).
Direction : “←”.
Supposons que (|∼0), (|∼6), (|∼7), (|∼8) et (|∼17) sont satisfaites.
Soit f la fonction deD dansD telle que ∀ Γ ⊆ F , f(MΓ) = MΓ,|∼(Γ),H(Γ).
Par (|∼0), f est bien de´finie.
Par le lemme 44 (7), ∀ Γ ⊆ F , |∼(Γ) = Td(MΓ,|∼(Γ),H(Γ)) = Td(f(MΓ)).
Par (|∼17), on a que ∀ Γ ⊆ F , f(MΓ) = MT (νf (MΓ)).
Ainsi, ∀ Γ ⊆ F , |∼(Γ) = Td(f(MΓ)) = Td(MT (νf (MΓ))) = Td(νf (MΓ)).
Or, par le lemme 52, νf est une fonction de se´lection FC.
Preuve de (3). Direction : “→”.
Meˆme preuve (verbatim) que pour (2), sauf qu’en plus (A0) est satisfaite et µ est UC.
On montre que (|∼18) est satisfaite. Comme µ est UC, on a que V \ µ(V) ∈ D.
Or, par le lemme 53 (1), on obtient que µ(V) = νf (V) =
{v ∈ V : ∀W ∈ D, si v ∈W , alors v ∈ f(W )} =
{v ∈ V : ∀∆ ⊆ F , si v ∈M∆, alors v ∈ f(M∆)} =
{v ∈ V : ∀∆ ⊆ F , si v ∈M∆, alors v ∈M∆,|∼(∆),H(∆)} =
{v ∈ V : ∀∆ ⊆ F , si v ∈M∆, alors v ∈M|∼(∆),H(∆)}.
Direction : “←”.
Meˆme preuve (verbatim) que pour (2), sauf qu’en plus (A0) est satisfaite et |∼ satisfait (|∼18).
Or, graˆce a` (|∼18), on a que V \ νf (V) ∈ D. Donc, νf est UC.
Notons que (A0) est inutilise´e dans cette direction.
Preuve de (0). Direction : “→”.
Meˆme preuve (verbatim) que pour (2), sauf que (A2) n’est plus satisfaite, tandis que µ est PrC.
Notons que (A2) n’est utilise´e dans (2) que pour appliquer le lemme 45 (9) afin d’obtenir que :
∀ Γ ⊆ F , f(MΓ) = MΓ,|∼(Γ),H(Γ).
62
A pre´sent, on va obtenir cette e´galite´ par un autre moyen.
En effet, si V ∈ D ∩C, alors, comme µ est PrC, µ(V ) ∈ C, doncMT (µ(V )) ∈ C, donc f(V ) ∈ C.
Donc, f est PrC.
En conse´quence, par le lemme 45 (10), on obtient que ∀ Γ ⊆ F , f(MΓ) = MΓ,|∼(Γ),H(Γ).
De plus, par la meˆme preuve (verbatim) que pour (0.1) de la proposition 57, |∼ satisfait (|∼11).
Direction : “←”.
Meˆme preuve (verbatim) que pour (2), sauf que (A2) n’est plus satisfaite, mais (|∼11) est satisfaite.
En fait, dans cette direction, (A2) n’a pas e´te´ utilise´e dans (2).
Il reste a` montrer que νf est PrC.
Par la meˆme preuve (verbatim) que pour (0.3) de la proposition 57, on obtient que f est PrC.
Soit V ∈ D ∩C. Alors, f(V ) ∈ C. Donc,MT (νf (V )) ∈ C. Donc, νf (V ) ∈ C et c’est termine´.
Preuve de (1). Direction : “→”.
Meˆme preuve (verbatim) que pour (2), sauf que (A2) n’est plus ve´rifie´e, tandis que maintenant (A0)
est satisfaite et µ est UC et PrC.
Notons que (A2) n’est utilise´e dans (2) que pour appliquer le lemme 45 (9) afin d’obtenir que :
∀ Γ ⊆ F , f(MΓ) = MΓ,|∼(Γ),H(Γ).
Mais, par la meˆme preuve (verbatim) que pour (0), on obtient de toutes fac¸ons que :
∀ Γ ⊆ F , f(MΓ) = MΓ,|∼(Γ),H(Γ).
De plus, par la meˆme preuve (verbatim) que pour (0.1) de la proposition 57, |∼ satisfait (|∼11).
Enfin, par la meˆme preuve (verbatim) que pour (3), on a que |∼ satisfait (|∼18).
Direction : “←”.
Meˆme preuve (verbatim) que pour (2), sauf que (A2) n’est plus ve´rifie´e, tandis que maintenant (A0)
est satisfaite et |∼ satisfait (|∼11) et (|∼18).
Mais, dans cette direction, (A2) n’a pas e´te´ utilise´e dans (2).
De plus, par la meˆme preuve (verbatim) que pour (0), νf est PrC.
Enfin, graˆce a` (|∼18), on a que V \ νf (V) ∈ D. Donc, νf est UC.
Notons qu’on a pas besoin de (A0) dans cette direction.
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Chapitre 5
Inexistence de caracte´risations normales
5.1 De´finition
SoientF un ensemble,R un ensemble de relations surP(F)×F et |∼ une relation surP(F)×F .
Approximativement, une caracte´risation de R est dite “normale” ssi elle ne contient que des condi-
tions quantifie´es universellement et “appliquant” |∼ au plus |F| fois. Plus pre´cise´ment,
De´finition 60 Soient F un ensemble etR un ensemble de relations sur P(F) ×F .
C est une caracte´risation normale deR ssi C = (λ,Φ), ou` λ ≤ |F| est un cardinal (fini ou infini) et
Φ une relation de P(F)2λ telle que pour toute relation |∼ de P(F) ×F , on a
|∼ ∈ R ssi ∀ Γ1, . . . ,Γλ ⊆ F , (Γ1, . . . ,Γλ, |∼(Γ1), . . . , |∼(Γλ)) ∈ Φ.
A pre´sent, supposons qu’il n’existe pas de caracte´risations normales de R. Voici des exemples
(i.e. (C1), (C2) et (C3) plus bas) qui donneront au lecteur (on l’espe`re) une bonne ide´e des condi-
tions qui ne peuvent pas caracte´riser R. Ainsi, cela rendra plus claires les limites de nos re´sultats
d’impossibilite´ (la proposition 62 plus bas). Pour commencer, conside´rons la conditions suivante :
(C1) ∀ Γ,∆ ∈ F ⊆ P(F), |∼(Γ ∪ |∼(∆)) = ∅.
Alors, (C1) ne peut pas caracte´riser R. En effet, supposons le contraire, i.e.
supposons que |∼ ∈ R ssi ∀ Γ,∆ ∈ F, |∼(Γ ∪ |∼(∆)) = ∅.
Alors, prenons λ = 3 et Φ tel que (Γ1,Γ2,Γ3,Γ4,Γ5,Γ6) ∈ Φ ssi
(Γ1,Γ2 ∈ F et Γ3 = Γ1 ∪ Γ5) impliquent Γ6 = ∅.
Alors, (3,Φ) est une caracte´risation normale de R. On fourni la preuve (tre`s facile) de cela, ainsi le
lecteur pourra ve´rifier qu’une bonne relation Φ peut eˆtre trouve´e imme´diatement pour toute condition
simple comme (C1).
Preuve Direction : “→”.
Supposons que |∼ ∈ R.
Alors, ∀ Γ,∆ ∈ F, |∼(Γ ∪ |∼(∆)) = ∅.
Soient Γ1,Γ2,Γ3 ⊆ F .
On montre que (Γ1,Γ2,Γ3, |∼(Γ1), |∼(Γ2), |∼(Γ3)) ∈ Φ.
Supposons que Γ1,Γ2 ∈ F et Γ3 = Γ1 ∪ |∼(Γ2).
Alors, comme Γ1,Γ2 ∈ F, on obtient que |∼(Γ1 ∪ |∼(Γ2)) = ∅.
Or, |∼(Γ1 ∪ |∼(Γ2)) = |∼(Γ3). Ainsi, |∼(Γ3) = ∅.
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Direction : “←”.
Supposons que ∀ Γ1,Γ2,Γ3 ⊆ F , (Γ1,Γ2,Γ3, |∼(Γ1), |∼(Γ2), |∼(Γ3)) ∈ Φ.
On montre que |∼ ∈ R. Soient Γ,∆ ∈ F.
Prenons Γ1 = Γ, Γ2 = ∆, Γ3 = Γ1 ∪ |∼(Γ2).
Alors, Γ1 ∈ F, Γ2 ∈ F et Γ3 = Γ1 ∪ |∼(Γ2).
Or, on a que (Γ1,Γ2,Γ3, |∼(Γ1), |∼(Γ2), |∼(Γ3)) ∈ Φ.
Ainsi, par de´finition de Φ, on a |∼(Γ3) = ∅.
Or, |∼(Γ3) = |∼(Γ1 ∪ |∼(Γ2)) = |∼(Γ ∪ |∼(∆)).
En fait, on n’est pas limite´ a` des conditions simples (i.e. n’utilisant que des ope´rations e´le´mentaires
comme ∪, ∩, \). Des conditions plus complexes que (C1) sont aussi exclues. Par exemple, soit f
n’importe quelle fonction de P(F) dans P(F). Conside´rons la condition suivante :
(C2) ∀ Γ,∆ ∈ F, |∼(f(Γ) ∪ |∼(∆)) = ∅.
Alors, (C2) ne peut pas caracte´riser R. En effet, supposons qu’elle caracte´rise R.
Alors, prenons λ = 3 et Φ telle que (Γ1,Γ2,Γ3,Γ4,Γ5,Γ6) ∈ Φ ssi
(Γ1,Γ2 ∈ F et Γ3 = f(Γ1) ∪ Γ5) impliquent Γ6 = ∅.
Alors (3,Φ) est une caracte´risation normale deR. La preuve facile de cela est laisse´e au lecteur.
On peut meˆme aller plus loin en combinant des quantificateurs universels (pas existentiels) et des
fonctions comme f . Par exemple, supposons que G un ensemble de fonctions de P(F) dans P(F)
et conside´rons la condition suivante :
(C3) ∀ Γ,∆ ∈ F, ∀ f ∈ G, |∼(f(Γ) ∪ |∼(∆)) = ∅.
Alors, (C3) ne peut pas caracte´riser R. En effet, supposons que c’est le cas.
Alors, prenons λ = 3 et Φ telle que (Γ1,Γ2,Γ3,Γ4,Γ5,Γ6) ∈ Φ ssi
∀ f ∈ G, si (Γ1,Γ2 ∈ F et Γ3 = f(Γ1) ∪ Γ5), alors Γ6 = ∅.
Alors, (3,Φ) est une caracte´risation normale deR. De nouveau, on laisse la preuve facile de cela au
lecteur.
Enfin, un bon exemple de condition qui n’est pas exclue est (|∼14). On a vu dans la proposi-
tion 55 qu’elle caracte´rise la famille de toutes relations de conse´quence pivotantes.
5.2 Re´sultats d’impossibilite´
On va montrer, dans un cadre classique infini, qu’il n’existe pas de caracte´risations normales
pour la famille de toutes les relations de conse´quence pivotantes (autrement dit, (|∼14) ne peut pas
eˆtre remplace´e par une condition plus simple dans la proposition 55). Ce re´sultat a e´te´ publie´ dans
[BN05a]. Dans la meˆme veine, Schlechta a montre´ qu’il n’y a pas de caracte´risations normales pour
la famille de toutes les relations de conse´quence pre´fe´rentielles (proposition 5.2.15 de [Sch04]).
Notons qu’il utilisa le mot “normal” dans un sens plus restreint (voir la section 1.6.2.1 de
[Sch04]). Approximativement, une caracte´risation de R est appele´e normale par Schlechta ssi elle
contient seulement des conditions comme (C1), i.e. des conditions quantifie´es universellement, “ap-
pliquant” |∼ au plus |F| fois, et utilisant seulement des ope´rateurs e´le´mentaires comme ∪, ∩, \ (les
structures et fonctions complexes, etc. ne sont pas autorise´es). On a e´te´ inspire´ par les techniques de
Schlechta. On aura besoin notamment du lemme 5.2.14 de [Sch04] :
Lemme 61 [Sch04] Supposons que A est infini, que (Fc,V, |=) est une structure se´mantique pro-
positionnelle classique et que V ⊆ {V ⊆ V : |V | ≤ |A|} est tel que :
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si V ∈ V etW ⊆ V , alorsW ∈ V ;
∀ V,W ∈ V, si |V ∪W | ≤ |A|, alors V ∪W ∈ V.
Alors, ∀ Γ ⊆ Fc, ∃ VΓ ∈ V,
(0) T (
⋂
V ∈VMT (MΓ\V )) = T (MΓ \ VΓ) ;
(1) ∀ V ∈ V, T (MΓ \ V ) ⊆ T (MΓ \ VΓ).
Rappelons que A et Fc ont e´te´ introduits dans la section 2.1.2. Notons que l’indice Γ dans VΓ est
marque´ juste pour garder a` l’esprit que VΓ de´pend de Γ.
Proposition 62 Supposons que A est infini et que (Fc,V, |=) est une structure se´mantique proposi-
tionnelle classique.
Alors, il n’existe pas de caracte´risations normales pour la famille de toutes les relations de conse´quence
pivotantes.
Preuve Supposons le contraire, i.e. supposons qu’il existe un cardinal λ ≤ |Fc| et une relation
Φ sur P(Fc)2λ tels que pour toute relation |∼ on P(Fc) × Fc, |∼ est une relation de conse´quence
pivotante ssi ∀ Γ1, . . . ,Γλ ⊆ Fc, (Γ1, . . . ,Γλ, |∼(Γ1), . . . , |∼(Γλ)) ∈ Φ. Alors, de´finissons :
V := {V ⊆ V : |V | ≤ |A|}.
De plus, soit |∼ la relation de P(Fc)×Fc telle que ∀ Γ ⊆ Fc,
|∼(Γ) = T (⋂V ∈VMT (MΓ\V )).
On montrera que :
(0) ∀ V ⊆ V , si |V | ≤ |A|, alors T (V) = T (V \ V ) ;
(1) ∃ Γ1, . . . ,Γλ ⊆ Fc tels que (Γ1, . . . ,Γλ, |∼(Γ1), . . . , |∼(Γλ)) ∈ Φ.
A pre´sent, par le lemme 61, on obtient que :
(2) ∀ Γ ⊆ Fc, ∃ VΓ ∈ V, |∼(Γ) = T (MΓ \ VΓ) et ∀ V ∈ V, T (MΓ \ V ) ⊆ T (MΓ \ VΓ).
Alors, de´finissons :
X := ⋃Γ∈{Γ1,...,Γλ} VΓ.
On montrera que :
(3) ∀ Γ ∈ {Γ1, . . . ,Γλ}, |∼(Γ) = T (MΓ \ X ).
Soit µ la fonction deD dans P(V) telle que ∀ V ∈ D, µ(V ) = V \ X .
On montrera que :
(4) µ est une fonction de se´lection FC.
Soit |∼′ la relation de conse´quence pivotante de´finie par µ.
On montrera ce qui suit et qui produit une contradiction finale :
(5) |∼′ n’est pas une relation de conse´quence pivotante.
Preuve de (0). Supposons que V ⊆ V et |V | ≤ |A|.
Clairement, T (V) ⊆ T (V \ V ).
On montre que T (V \ V ) ⊆ T (V).
Supposons le contraire, i.e. ∃ α ∈ T (V \ V ), α ∈ T (V).
Alors, ∃ v ∈ V , v ∈Mα.
A pre´sent, de´finissons :
W := {w ∈ V : pour tout atome q apparaissant dans α, w(q) = v(q)}.
Alors, ∀ w ∈W , on a w(α) = v(α) et donc w ∈Mα.
Comme le nombre d’atomes apparaissant dans α est fini et comme A est infini, on obtient que :
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|W | = 2|A|.
Ainsi, |V | ≤ |A| < |W |. Donc, ∃ w ∈W \ V ⊆ V \ V .
Donc, V \ V ⊆Mα. Ainsi, α ∈ T (V \ V ), ce qui est impossible.
Preuve de (1). Il suffit de montrer que |∼ n’est pas une relation de conse´quence pivotante.
Supposons le contraire, i.e. il existe une fonction de se´lection FC µ deD dans P(V) telle que :
∀ Γ ⊆ Fc, |∼(Γ) = T (µ(MΓ)).
Comme A est infini, ∃ p ∈ A. On montre alors que dans chaque cas on obtient une contradiction :
Cas 1 : ∃ v ∈ µ(V), v ∈Mp.
Soit Γ = T (v). Alors,MΓ = {v}.
Comme µ est FC, on a que µ(MΓ) = µ(MΓ) ∩ V ⊆ µ(V). Donc, µ(MΓ) ⊆ µ(V) ∩MΓ.
D’autre part, toujours comme µ est FC, on a que µ(V) ∩MΓ ⊆ µ(MΓ).
En conse´quence, µ(V) ∩MΓ = µ(MΓ).
Ainsi, |∼(Γ) = T (µ(MΓ)) = T (µ(V) ∩MΓ) = T (µ(V) ∩ {v}) = T (v).
Or, p ∈ T (v). Donc, p ∈ |∼(Γ).
Cependant,MΓ ∈ V. Ainsi,
⋂
V ∈VMT (MΓ\V ) ⊆MT (MΓ\MΓ) = MT (∅) = MFc = ∅.
Donc, par de´finition de |∼, on a que |∼(Γ) = T (∅) = Fc.
Donc, p ∈ |∼(Γ), ce qui est impossible.
Cas 2 : µ(V) ⊆Mp.
Alors, par (0), on a que |∼(∅) = T (⋂V ∈VMT (V\V )) = T (⋂V ∈VMT (V)) = T (MT (V)) = T (V).
Or, V ⊆Mp. Donc, p ∈ T (V) = |∼(∅).
D’autre part, |∼(∅) = T (µ(M∅)) = T (µ(V)).
Mais, µ(V) ⊆Mp. Donc, p ∈ T (µ(V)) = |∼(∅), ce qui est impossible.
Preuve de (3). Soit Γ ∈ {Γ1, . . . ,Γλ}. Direction : “⊆”.
On a que VΓ ⊆ X . Donc,MΓ \ X ⊆MΓ \ VΓ.
Ainsi, par (2), on obtient que |∼(Γ) = T (MΓ \ VΓ) ⊆ T (MΓ \ X ).
Direction : “⊇”.
Comme A est infini, on a que |A| = |Fc|. Ainsi, λ ≤ |A|. Donc, |X | ≤ |A|2 = |A|.
Donc, X ∈ V. Ainsi, par (2), on a que T (MΓ \ X ) ⊆ T (MΓ \ VΓ) = |∼(Γ).
Preuve de (4). µ est clairement une fonction de se´lection. On montre que µ est FC. Soient V,W ⊆ V .
Alors, µ(W ) ∩ V = (W \ X ) ∩ V = (W ∩ V ) \ X ⊆ V \ X = µ(V ).
Preuve de (5). Par (3), on a que ∀ Γ ∈ {Γ1, . . . ,Γλ}, |∼′(Γ) = T (µ(MΓ)) = T (MΓ \ X ) = |∼(Γ).
Or, (Γ1, . . . ,Γλ, |∼(Γ1), . . . , |∼(Γλ)) ∈ Φ. Ainsi, (Γ1, . . . ,Γλ, |∼′(Γ1), . . . , |∼′(Γλ)) ∈ Φ.
En conse´quence, comme (λ,Φ) est une caracte´risation normale, |∼′ n’est pas une relation de conse´quence
pivotante.
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Chapitre 6
Un lien avec les X-logiques
Dans ce chapitre, on e´tudiera un lien (qui a e´te´ publie´ dans [BN05a]) entre les relations de
conse´quence pivotantes et les relations de conse´quence a` base de pertinence (alias X-logiques),
lesquelles ont e´te´ introduites par Forget, Risch et Siegel [FRS01]. Pre´sentons les. Supposons que
certaines formules sont conside´re´es comme e´tant les seules pertinentes et regroupons les dans un
ensemble E . Alors, il est naturel de conclure une formule α d’un ensemble de formules Γ ssi toutes
les conse´quences basiques et pertinentes de Γ∪{α} sont des conse´quences basiques de Γ (i.e. l’ajout
de α a` Γ n’apporte pas davantage de conse´quences pertinentes qu’avec Γ seul). Ceci constitue une
relation de conse´quence a` base de pertinence. Plus formellement,
De´finition 63 Soient (F ,V, |=) une structure se´mantique et |∼ une relation de P(F) ×F .
On dit que |∼ est une relation de conse´quence a` base de pertinence (alias X-logique) ssi il existe
E ⊆ F tel que ∀ Γ ⊆ F , ∀ α ∈ F ,
Γ |∼ α ssi (Γ, α) ∩ E ⊆ (Γ).
De plus, si (E) = E , on dit que |∼ est ferme´e.
On introduit maintenant une nouvelle hypothe`se sur les structures se´mantiques (en fait, simplement
une version affaiblie de (A3)) :
De´finition 64 Supposons que L est un langage, ∨ un connecteur binaire de L, F l’ensemble de
toutes les fbfs de L et (F ,V, |=) une structure se´mantique. Alors, de´finissons l’hypothe`se suivante :
(A4) ∀ α, β ∈ F ,Mα∨β = Mα ∪Mβ .
On montrera que sous (A4), les relations de conse´quence pivotantes UC sont identiques aux relations
de conse´quence a` base de pertinence ferme´es. Pour cela, on introduit d’abord la notation 65 et la
proposition 66 (tre`s facile a` montrer) que l’on utilisera implicitement dans la suite.
Notation 65 Supposons que L est un langage, ∨ un connecteur binaire de L,F l’ensemble de toutes
les fbfs de L, Γ ⊆ F et ∆ ⊆ F . Alors :
Γ ∨∆ := {α ∨ β : α ∈ Γ et β ∈ ∆}.
Proposition 66 Supposons que L est un langage, ∨ un connecteur binaire de L, F l’ensemble de
toutes les fbfs de L, (F ,V, |=) une structure se´mantique satisfaisant (A4), Γ ⊆ F et ∆ ⊆ F .
Alors,MΓ ∪M∆ = MΓ∨∆.
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Preuve Direction : “⊆”.
Supposons le contraire, i.e. ∃ v ∈MΓ ∪M∆, v ∈MΓ∨∆.
Alors, ∃ α ∈ Γ, ∃ β ∈ ∆, v ∈Mα∨β .
Or, par (A4), v ∈MΓ ∪M∆ ⊆Mα ∪Mβ = Mα∨β , ce qui est impossible.
Direction : “⊇”.
Supposons le contraire, i.e. ∃ v ∈MΓ∨∆, v ∈MΓ ∪M∆.
Alors, ∃ α ∈ Γ, v ∈Mα et ∃ β ∈ ∆, v ∈Mβ .
Ainsi, par (A4), on a que v ∈Mα ∪Mβ = Mα∨β .
Cependant, α ∨ β ∈ Γ ∨∆. Donc, v ∈MΓ∨∆, ce qui est impossible.
Proposition 67 Supposons que L est un langage, ∨ un connecteur binaire de L, F l’ensemble de
toutes les fbfs de L et (F ,V, |=) une structure se´mantique satisfaisant (A4).
Alors, les relations de conse´quence pivotantes UC sont identiques aux relations de conse´quence a`
base de pertinence ferme´es.
Preuve Direction : “⊆”.
Soit |∼ une relation de conse´quence pivotante UC.
Alors, il existe une fonction de se´lection UC FC µ deD dans P(V) telle que :
∀ Γ ⊆ F , |∼(Γ) = T (µ(MΓ)).
Donc, par la proposition 22, il existe I ⊆ V tel que V \ I ∈ D et ∀ Γ ⊆ F , |∼(Γ) = T (MΓ ∩ I).
De´finissons : E := T (V \ I).
Alors, (E) = T (ME) = T (MT (V\I)) = T (V \ I) = E .
De plus, comme V \ I ∈ D, on a queME = MT (V\I) = V \ I .
On montre que :
(0) ∀ Γ ⊆ F , ∀ α ∈ F , Γ |∼ α ssi (Γ, α) ∩ E ⊆ (Γ).
En conse´quence, |∼ est une relation de conse´quence a` base de pertinence ferme´e.
Direction : “⊇”.
Soit |∼ une relation de conse´quence a` base de pertinence ferme´e.
Alors, il existe E ⊆ F tel que E = (E) et ∀ Γ ⊆ F , ∀ α ∈ F , Γ |∼ α ssi (Γ, α) ∩ E ⊆ (Γ).
De´finissons : I := V \ME .
Alors, V \ I = ME ∈ D.
On montrera que :
(1) ∀ Γ ⊆ F , |∼(Γ) = T (MΓ ∩ I).
Soit µ la fonction de se´lection deD dans P(V) telle que ∀ V ∈ D, µ(V ) = V ∩ I .
Alors, ∀ Γ ⊆ F , |∼(Γ) = T (µ(MΓ)).
De plus, par la proposition 22, µ est une fonction de se´lection UC et FC.
En conse´quence, |∼ est une relation de conse´quence pivotante UC.
Preuve de (0). Soient Γ ⊆ F et α ∈ F . Alors :
Γ |∼ α ssi
MΓ ∩ I ⊆Mα ssi
MΓ ⊆Mα ∪ (V \ I) ssi
MΓ ⊆Mα ∪ME ssi
MΓ ⊆MΓ∪{α} ∪ME ssi
MΓ ⊆M(Γ∪{α})∨E ssi
T (M(Γ∪{α})∨E ) ⊆ T (MΓ) ssi
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T (MΓ∪{α} ∪ME ) ⊆ T (MΓ) ssi
T (MΓ∪{α}) ∩ T (ME) ⊆ T (MΓ) ssi
(Γ, α) ∩ (E) ⊆ (Γ) ssi
(Γ, α) ∩ E ⊆ (Γ).
Preuve de (1). Soient Γ ⊆ F et α ∈ F . Alors :
Γ |∼ α ssi
(Γ, α) ∩ E ⊆ (Γ) ssi
(Γ, α) ∩ (E) ⊆ (Γ) ssi
T (MΓ∪{α}) ∩ T (ME) ⊆ T (MΓ) ssi
T (MΓ∪{α} ∪ME ) ⊆ T (MΓ) ssi
T (M(Γ∪{α})∨E)) ⊆ T (MΓ) ssi
MΓ ⊆M(Γ∪{α})∨E) ssi
MΓ ⊆MΓ∪{α} ∪ME ssi
MΓ ⊆Mα ∪ME ssi
MΓ ∩ (V \ME) ⊆Mα ssi
MΓ ∩ I ⊆Mα.
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Deuxie`me partie
Manque de Caracte´risations Finies pour
la Re´vision a` base de Distances
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Chapitre 7
L’approche AGM
7.1 Ope´rateurs basiques
La re´vision des croyances se pose la question de savoir comment un agent intelligent peut rem-
placer son e´tat e´piste´mique courant par un autre qui est non-trivial et prend en compte une nouvelle
information. Dans, [AGM85], Alchourro´n, Ga¨rdenfors et Makinson ont propose´ une approche bien
connue maintenant sous le nom d’AGM. On la pre´sentera dans un cadre classique tre`s simple.
Supposons que L est un langage propositionnel classique contenant les connecteurs usuels ¬,
∧, ∨,→ et↔, F est l’ensemble de toutes les fbfs de L,  est la relation de conse´quence classique
sur P(F) × F et T est l’ensemble de tous les K ⊆ F tels que K est -ferme´ (c’est a` dire que
K = {α ∈ F : K  α}). Intuitivement, chaque e´le´ment de T repre´sente un e´tat e´piste´mique et
chaque e´le´ment de F une nouvelle information. Trois ope´rations fondamentales ont e´te´ introduites :
l’expansion, la contraction et la revision.
Un ope´rateur d’expansion + est une fonction de T × F dans P(F). Intuitivement, K + α est
le re´sultat obtenu apre`s avoir ajoute´ α a` K sans ve´rifier la non-trivialite´ de K + α. Alchourro´n et
al. ont propose´ les postulats de rationalite´ suivants pour les ope´rateurs d’expansion : ∀K,K′ ∈ T,
∀ α ∈ F ,
(K+1) K + α ∈ T ;
(K+2) α ∈ K + α ;
(K+3) K ⊆ K + α ;
(K+4) si α ∈ K, alors K + α = K ;
(K+5) siK ⊆ K ′, alors K + α ⊆ K′ + α ;
(K+6) si +′ est un ope´rateur d’expansion satisfaisant (K+1)–(K+5), alors K + α ⊆ K +′ α.
Les justifications intuitives de (K+1)–(K+4) sont e´videntes. (K+5) assure la monotonie. (K+6)
assure que l’ajout d’information est minimal. En fait, ces postulats sont tre`s contraignants. En effet,
le seul ope´rateur qui les satisfait est celui tel que K + α est la -fermeture deK ∪ α. Ainsi, a` partir
de maintenant, + de´notera cet ope´rateur.
Un ope´rateur de contraction ÷ est une fonction de T × F dans P(F). Intuitivement, K ÷ α
est le re´sultat obtenu apre`s avoir retire´ α de K. Les postulats suivants ont e´te´ propose´s : ∀K ∈ T,
∀ α, β ∈ F ,
(K÷1) K ÷ α ∈ T ;
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(K÷2) K ÷ α ⊆ K ;
(K÷3) si α ∈ K, alors K ÷ α = K ;
(K÷4) si  α, alors α ∈ K ÷ α ;
(K÷5) si α ∈ K, alors K ⊆ (K ÷ α) + α ;
(K÷6) si  α ↔ β, alors K ÷ α = K ÷ β ;
(K÷7) (K ÷ α) ∩ (K ÷ β) ⊆ K ÷ (α ∧ β) ;
(K÷8) si α ∈ K ÷ (α ∧ β), alors K ÷ (α ∧ β) ⊆ K ÷ α.
Les justifications intuitives de (K÷1)–(K÷4) sont e´videntes. (K÷5) a e´te´ beaucoup critique´ dans
e.g. [Han91, Fuh91, Nie91, LR91] et est aussi connu sous le nom de “Principle of Recovery”. (K÷6)
rend la contraction inde´pendante de la forme syntaxique des formules. (K÷7) et (K÷8) imposent
des restrictions naturelles sur la contraction par une conjonction.
Enfin, un ope´rateur de re´vision  est une fonction deT×F dans P(F). Intuitivement,K α est
le re´sultat obtenu apre`s avoir ajoute´ α a`K tout en pre´servant la non-trivialite´ deK α. Les postulats
AGM bien connus sont les suivants : ∀K ∈ T, ∀ α, β ∈ F
(K1) K  α ∈ T ;
(K2) α ∈ K  α ;
(K3) K  α ⊆ K + α ;
(K4) si ¬α ∈ K, alors K + α ⊆ K  α ;
(K5) K  α = F ssi  ¬α ;
(K6) si  α ↔ β, alors K  α = K  β ;
(K7) K  (α ∧ β) ⊆ (K  α) + β ;
(K8) si ¬β ∈ K  α, alors (K  α) + β ⊆ K  (α ∧ β).
Les motivations sont e´videntes pour (K1)–(K4). Concernant (K5), il assure que l’ensemble
re´vise´ de formules est non-trivial. (K6) rend la re´vision inde´pendante de la forme syntaxique des
formules. (K7) et (K8) font que la perte d’information est minimale. Katsuno et Mendelzon ont
reformule´ ces postulats dans un cadre ou` L est un langage propositionnel fini (voir [KM91] pour les
de´tails).
On peut de´finir naturellement la re´vision a` partir de la contraction et vice versa (voir e.g. [G¨88]).
En effet, supposons que ÷ est un ope´rateur de contraction satisfaisant (K÷1)–(K÷4) et (K÷6)
(pas force´ment le controverse´ (K÷5)). Alors, l’ope´rateur de re´vision  de´fini par l’identit´e de Levi :
K  α = (K ÷ ¬α) + α
satisfait (K1)–(K6). De plus, si ÷ satisfait (K÷7) (resp. (K÷8)), alors  satisfait (K7) (resp.
(K8)).
Re´ciproquement, supposons que  est un ope´rateur de re´vision satisfaisant (K1)–(K6), alors
l’ope´rateur de contraction ÷ de´fini par l’identit´e de Harper :
K ÷ α = K ∩ (K  ¬α)
satisfait (K÷1)–(K÷6). De plus, if  satisfait (K7) (resp. (K8)), alors ÷ satisfait (K÷7) (resp.
(K÷8)).
76
7.2 Enracinement e´piste´mique
Plusieurs the´ore`mes de repre´sentation en relation avec l’approche AGM peuvent eˆtre trouve´s
dans la litte´rature. On en pre´sente un premier. Supposons qu’on peut de´cider pour toutes formules α
et β, si β est au moins aussi “enracine´e e´piste´miquement” que α. Dans [GM88], ceci est repre´sente´
par une relation d’enracinement e´piste´mique, i.e. une relation  sur F × F . Les postulats suivants
ont e´te´ propose´s pour unK donne´ : ∀ α, β, γ ∈ F ,
(EE1) si α  β et β  γ, alors α  γ ;
(EE2) si  α → β, alors α  β ;
(EE3) α  α ∧ β ou β  α ∧ β ;
(EE4) si K = F , alors α ∈ K ssi ∀ β ∈ F , α  β ;
(EE5) si ∀ β ∈ F , β  α, alors  α.
Des de´tails sur les justifications de ces postulats peuvent eˆtre trouve´s dans [GM88] de meˆme que
le the´ore`me de repre´sentation suivant : un ope´rateur de contraction ÷ satisfait (K÷1)–(K÷8) ssi
∀K ∈ T, il existe une relation d’enracinement e´piste´mique  (satisfaisant (EE1)–(EE5) pourK)
telle que ∀ α ∈ F ,K ÷ α = {β ∈ K : α ≺ α ∨ β ou  α}.
Des re´sultats de ce genre mettent en avant l’importance de l’approche AGM. Cependant, une
“faiblesse” est qu’il n’y a pas ne´cessairement de connexion entre les diffe´rentes relations d’enraci-
nement e´piste´mique. Cela aurait e´te´ meilleur si les contractions des diffe´rents K’s avaient toutes e´te´
de´finies par le meˆme objet.
7.3 Syste`mes de sphe`res
Dans [Gro88], Grove a fourni une caracte´risation importante utilisant des syst`emes de sphe`res.
Ensuite, Boutilier, Katsuno et Mendelzon l’ont modifie´ le´ge`rement [Bou94, KM91] en utilisant des
“rankings” a` la place des syste`mes de sphe`res. Pre´sentons cette version modifie´e. Supposons que V
est l’ensemble de toutes les interpre´tations classiques de L, α ∈ F et V ⊆ V . Alors, Mα de´note
l’ensemble de tous les mode`les de α et T (V ) l’ensemble de toutes les formules satisfaites dans V .
A pre´sent, supposons que  est un ranking sur V , i.e. une relation sur V × V totale, re´flexive et
transitive. Intuitivement, v  w signifie : “v est au moins aussi importante que w”. Alors,  de´fini
les e´le´ments les plus importants de V de la manie`re suivante :
min	(V ) := {v ∈ V : ∀ w ∈ V , w ≺ v}.
Voici le the´ore`me de repre´sentation en question : un ope´rateur de re´vision  satisfait (K1)–
(K8) ssi ∀ K ∈ T \ {F}, il existe un ranking  sur V tel que K = T (min	(V)) et ∀ α ∈ F ,
K  α = T (min	(Mα)). 1
Ce the´ore`me constitue un second indicateur de l’importance de l’approche AGM. Cependant,
il n’existe pas ne´cessairement de “colle” entre les diffe´rents rankings. Ce n’est pas surprenant car
les postulats AGM ne demandent jamais a` un ope´rateur de mettre un peu de cohe´rence entre les
re´visions de deux ensembles de formules diffe´rents K et K′. En conse´quence, certains ope´rateurs
sont accepte´s alors qu’ils ne se comportent pas correctement quand ils sont ite´re´s. Pour pallier ce
proble`me, il existe au moins deux sortes (compatibles) de solutions.
1On a omit le cas ou`K = F , lequel doit recevoir un traitement spe´cial (voir [Bou94, KM91] pour les de´tails).
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Premie`rement, on peut repre´senter un e´tat e´piste´mique avec quelque chose de plus riche que sim-
plement un ensemble de formules, par exemple, un ranking ou une fonction conditionnelle ordinale
[Spo88]. Approximativement, l’ide´e est de repre´senter non seulement les croyances courantes, mais
aussi la strate´gie de re´vision, et cela dans le but de les contraindre tous les deux pour obtenir des
proprie´te´s de re´vision ite´re´e. Des approches bien connues de ce genre sont : la r´evision naturelle de
Boutilier [Bou93, Bou96] ; l’approche de Freund et Lehmann [FL94] ; l’approche de Darwiche et
Pearl [DP94, DP97] ; l’approche re´vise´e de Lehmann [Leh95]. On ne rentrera pas dans les de´tails.
En fait, la partie II est essentiellement lie´e au second type de solution.
Deuxie`mement, on peut imaginer qu’un objet unique de´finit toutes les re´visions des diffe´rents
K’s, ce qui entraıˆnera une grande cohe´rence entre elles. Ainsi, des proprie´te´s de re´vision ite´re´e
e´mergeront naturellement (sans ne´cessairement enrichir la repre´sentation d’un e´tat e´piste´mique).
Schlechta a propose´ une approche de ce genre base´e sur des mesures [Sch91, Sch04]. Approxima-
tivement, l’ide´e est d’associer (de manie`re inde´pendante) a` chaque atome un sous-ensemble mesu-
rable de l’intervalle re´el [0, 1], et donc une probabilite´. Cette mesure de probabilite´ peut ensuite eˆtre
e´tendue aux formules compose´es, ce qui donnera un “poids” a` chaque formule. Ceci re´sultera en une
relation “pre-EE” (voir la de´finition 7.4.1 de [Sch91]) qui ne mentionne aucun K en particulier, et
qui ge´ne`re une relation d’enracinement e´piste´mique pour toutK (voir la de´finition 7.4.2 et la propo-
sition 7.4.2 de [Sch91]). En fin de compte, on obtient ainsi un ope´rateur de re´vision qui se comporte
raisonnablement en cas d’ite´ration.
Une approche alternative de ce second genre est la re´vision a` base de distances que l’on e´tudie
en de´tail dans le chapitre 8.
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Chapitre 8
Re´vision a` base de distances
Dans ce chapitre on introduit les de´finitions fondamentales de la partie II.
8.1 Les pseudo-distances
Dans de nombreuses circonstances, un agent peut e´valuer pour deux interpre´tations v et w quel-
conques, jusqu’ou` la situation de´crite par w est e´loigne´e (ou proche) de la situation de´crite par v.
De meˆme, l’agent peut e´valuer la difficulte´ pour passer de v a` w, ou encore les chances que cette
transition a de se produire. Dans [LMS01], cela est repre´sente´ par des pseudo-distances :
De´finition 68 Soit V un ensemble.
On dit que D est une pseudo-distance sur V ssi D = (C,≺, d), ou` C est un ensemble non-vide, ≺
est une relation d’ordre stricte et totale sur C et d est une fonction de V × V dans C .
Intuitivement, V est un ensemble d’interpre´tations. Chaque e´le´ment de C repre´sente un “couˆt”. En-
suite, c ≺ c′ signifie que le couˆt c est strictement plus petit que le couˆt c′. Et d(v,w) est le couˆt pour
aller de v a` w. Naturellement, des proprie´te´s qui viennent a` l’esprit sont celles des distances usuelles.
Avant de les pre´senter, on a besoin des notations suivantes :
Notation 69 Soit r ∈ R. Alors, abs(r) de´note la valeur absolue de r.
Soient n,m ∈ N. Alors, [n,m] de´note l’ensemble de tous les k dans N (pas dans R) tels que
n ≤ k ≤ m.
De´finition 70 Soit D = (C,≺, d) une pseudo-distance sur un ensemble V .
D est syme´trique ssi ∀ v,w ∈ V , d(v,w) = d(w, v).
D respecte l’identite´ (RI) ssi
(1) C = R ;
(2) ≺ est la relation d’ordre stricte totale usuelle sur R ;
(3) ∀ v,w ∈ V , d(v,w) = 0 ssi v = w.
D est positive ssi (1), (2) et
(4) ∀ v,w ∈ V , 0  d(v,w).
D respecte l’ine´galite´ triangulaire (RIT) ssi (1), (2) et
(5) ∀ v,w, x ∈ V , d(v, x)  d(v,w) + d(w, x).
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Ces proprie´te´s n’ont pas e´te´ impose´es de`s le de´but car des situations naturelles n’auraient alors pas
pues eˆtre repre´sente´es. Par exemple, il se peut que le couˆt pour se de´placer de v a` w soit plus cher
que celui pour se de´placer de w a` v. Les pseudo-distances non-syme´triques seront alors utiles. Il se
peut aussi que certaines situations demandent un couˆt pour rester en place, ce qui rend inte´ressantes
les pseudo-distances non-RI. Un dernier exemple : on peut imaginer des sce´narios ou` certains couˆts
peuvent eˆtre vus comme des “be´ne´fices”, on aura alors besoin des pseudo-distances non-positives.
De plus, on n’impose pas que les couˆts soient exactement les nombres re´els. Cela a des avan-
tages. En effet, on peut avoir besoin de |N| pour repre´senter un “couˆt infini” utile quand une transition
est impossible ou extreˆmement difficile. Si on ajoute |N| aux re´els, alors on peut de´finir naturelle-
ment des versions “libe´rales” du respect de l’identite´, de la positivite´ et du respect de l’ine´galite´
triangulaire :
De´finition 71 Soit D = (C,≺, d) une pseudo-distance sur un ensemble V .
D est libe´ralement RI ssi
(1) C = R ∪ {|N|} ;
(2) ∀ c, c′ ∈ C , c ≺ c′ ssi (c, c′ ∈ R et c < c′) ou (c ∈ R et c′ = |N|) ;
(3) ∀ v,w ∈ V , d(v,w) = 0 ssi v = w.
D est libe´ralement positive ssi (1), (2) et
(4) ∀ v,w ∈ V , 0  d(v,w).
D est libe´ralement RIT ssi (1), (2) et
(5) ∀ v,w, x ∈ V : si d(v, x), d(v,w), d(w, x) ∈ R, alors d(v, x)  d(v,w) + d(w, x) ;
si d(v, x) = |N|, alors d(v,w) = |N| ou d(w, x) = |N|.
La distance de Hamming a e´te´ e´tudie´e par de nombreux chercheurs dont e.g. Dalal [Dal88]. Le
respect de cette distance est une proprie´te´ importante. On a d’abord besoin de pre´senter les matrices
d’un langage propositionnel [Urq01] :
De´finition 72 Soient L = (A, C) un langage propositionnel (A de´note les atomes et C les connec-
teurs), F l’ensemble de toutes les fbfs de L et ∀  ∈ C, soit n() l’arite´ de .
On dit queM est une matrice sur L ssiM = (T,D, f), ou` T est un ensemble, D est un sous-
ensemble strict et non-vide de T et f est une fonction (dont le domaine est C) telle que ∀  ∈ C, f

(i.e. f()) est une fonction de Tn(
) dans T .
On dit que v est uneM-interpre´tation ssi v est une fonction de F dans T telle que :
∀  ∈ C, ∀ α1, . . . , αn(
) ∈ F , on a v((α1, . . . , αn(
))) = f
(v(α1), . . . , v(αn(
))).
Intuitivement, T est un ensemble de valeurs de ve´rite´ et D contient toutes les valeurs de´signe´es.
De´finition 73 Soient L = (A, C) un langage propositionnel,M une matrice sur L, V l’ensemble de
toutes lesM-interpre´tations et D = (C,≺, d) une pseudo-distance sur V .
On utilisera la notation suivante : ∀ v,w ∈ V , h(v,w) := {p ∈ A : v(p) = w(p)}.
On dit que D respecte l’ine´galite´ de Hamming (RIH) ssi ∀ v,w, x ∈ V ,
si |h(v,w)| < |h(v, x)|, alors d(v,w) ≺ d(v, x).
Rappelons que h(v,w) peut eˆtre infini et donc que < doit eˆtre vue comme la relation d’ordre usuelle
sur les nombres cardinaux. On se penche a` pre´sent sur des ope´rateurs cruciaux introduits dans
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[LMS01]. Ils sont centraux dans la de´finition de la re´vision a` base de distances. Ils transforment
tous ensembles d’interpre´tations V et W en l’ensemble de tous les e´le´ments w de W tels qu’un
de´placement global de V vers w est de couˆt minimal. Notons que sur ce point, [LMS01] prend ses
racines dans [KM92] et surtout dans [Lew73].
De´finition 74 Soit D = (C,≺, d) une pseudo-distance sur un ensemble V .
On de´note par |D l’ope´rateur binaire sur P(V) tel que ∀ V,W ⊆ V ,
V |DW = {w ∈W : ∃ v ∈ V,∀ v′ ∈ V,∀ w′ ∈W,d(v,w)  d(v′, w′)}.
8.2 Ope´rateurs de re´vision base´s sur une distance
Les choix ontologiques adopte´s dans [LMS01] sont proches de ceux de l’approche AGM : un
langage propositionnel classique est conside´re´ et un e´tat e´piste´mique ainsi qu’une nouvelle informa-
tion sont tous deux repre´sente´s par une ensemble consistants de formules (pas ne´cessairement clos
sous la de´duction classique).
Notation 75 On note Lc un langage propositionnel classique et c, Vc, |=c et Fc respectivement la
relation de conse´quence, les interpre´tations, la relation de satisfaction et les fbfs (tous classiques) de
Lc. Soient Γ,∆ ⊆ Fc et V ⊆ Vc, alors :
Γ ∨∆ := {α ∨ β : α ∈ Γ, β ∈ ∆} ;
c(Γ) := {α ∈ Fc : Γ c α} ;
MΓ := {v ∈ Vc : ∀ α ∈ Γ, v |=c α} ;
T (V ) := {α ∈ Fc : V ⊆Mα} ;
C := {Γ ⊆ Fc : c(Γ) = Fc} ;
D := {V ⊆ Vc : ∃ Γ ⊆ Fc, V = MΓ}.
Remarque 76 Certaines notations de la partie II “e´crasent” celles de la partie I (de nouvelles nota-
tions auraient e´te´ trop encombrantes).
Dans ce cadre classique, deux nouvelles proprie´te´s pour les pseudo-distances peuvent eˆtre de´finies.
Chacune ve´hicule un sens clair. Leur importance a e´te´ mise en e´vidence dans [LMS01].
De´finition 77 Soit D = (C,≺, d) une pseudo-distance sur Vc.
D pre´serve la de´finissabilite´ (PrD) ssi ∀ V,W ∈ D, V |DW ∈ D.
D pre´serve la cohe´rence (PrC) ssi ∀ V,W ∈ P(Vc) \ {∅}, V |DW = ∅.
A pre´sent, supposons qu’on dispose d’une pseudo-distance D sur Vc. Alors, la re´vision d’un en-
semble de formules Γ par un second ∆ peut eˆtre de´finie naturellement comme l’ensemble de toutes
les formules satisfaites dans MΓ|DM∆ (i.e. l’ensemble de tous les mode`les de ∆ les plus proches
des mode`les de Γ).
De´finition 78 Soit  un ope´rateur de C×C dans P(Fc).
On dit que  est un ope´rateur de re´vision base´ sur une distance ssi il existe une pseudo-distance D
sur Vc telle que ∀ Γ,∆ ∈ C,
Γ  ∆ = T (MΓ|DM∆).
De plus, si D est syme´trique, RIH, PrD etc., alors  l’est aussi.
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Les auteurs de [LMS01] reformule´ les postulats AGM de la manie`re qui suit.
Soit  un ope´rateur de C×C dans P(Fc) et Γ,Γ′,∆,∆′ ∈ C. Alors, de´finissons :
(0) si c(Γ) = c(Γ′) et c(∆) = c(∆′), alors Γ  ∆ = Γ′  ∆′ ;
(1) Γ  ∆ ∈ C et Γ  ∆ = c(Γ  ∆) ;
(2) ∆ ⊆ Γ  ∆ ;
(3) si Γ ∪∆ ∈ C, alors Γ  ∆ = c(Γ ∪∆) ;
(4) si (Γ  ∆) ∪∆′ ∈ C, alors Γ  (∆ ∪∆′) = c((Γ  ∆) ∪∆′).
On peut alors ve´rifier que tout ope´rateur de re´vision base´ sur une distance RI, PrC et PrD  satis-
fait (0)-(4), i.e.les postulats AGM. Mais, plus important,  satisfait aussi certaines proprie´te´s de
re´vision ite´re´e. Ce n’est pas surprenant car les re´visions des diffe´rents Γ’s sont toutes de´finies par
une pseudo-distance unique, ce qui assure une grande cohe´rence entre elles. Par exemple,  satisfait
les deux proprie´te´s suivantes : ∀ Γ,∆, {α}, {β} ∈ C,
– si γ ∈ (Γ  {α})  ∆ et γ ∈ (Γ  {β})  ∆, alors γ ∈ (Γ  {α ∨ β})  ∆ ;
– si γ ∈ (Γ  {α ∨ β})  ∆, alors γ ∈ (Γ  {α})  ∆ ou γ ∈ (Γ  {β})  ∆.
Ces proprie´te´s ne sont pas entraıˆne´es par les postulats AGM, un contre-exemple peut eˆtre trouve´ dans
[LMS01]. Pourtant, elles sont intuitivement justifie´es. En effet, prenons trois se´quences de re´vision
qui ne diffe`rent qu’a` une certaine e´tape i ou` la nouvelle information est α dans la premie`re se´quence,
β dans la seconde et α∨β dans la troisie`me. A pre´sent, supposons que γ est conclue apre`s la premie`re
et la seconde se´quence. Alors, γ doit naturellement eˆtre aussi conclue apre`s la troisie`me se´quence.
Des arguments similaires peuvent eˆtre donne´s pour la seconde proprie´te´. Maintenant, pour ca-
racte´riser la re´vision a` base de distance il en faut plus. On discute de cela en de´tail dans la section 8.3.
8.3 Caracte´risations avec des conditions arbitrairement grandes
Les auteurs de [LMS01] ont fourni des caracte´risations d’ope´rateurs de re´vision base´s sur une
distance. Ils ont proce´de´ en deux e´tapes. D’abord, ils ont de´fini les ope´rateurs de distance, dans un
cadre tre`s ge´ne´ral :
De´finition 79 Soient V un ensemble, V,W,X ⊆ P(V) et | un ope´rateur deV ×W dans X.
On dit que | est un ope´rateur de distance ssi il existe une pseudo-distance D sur V telle que
∀ V ∈ V, ∀W ∈W, V |W = V |DW .
De plus, si D est syme´trique, RIH, PrD, etc., alors | l’est aussi.
Ensuite, ils ont caracte´rise´ des familles d’ope´rateurs de distance (avec le moins possible d’hypothe`ses
sur V,W etX). En fait, c’est la` l’essence de leur travail. Voici un exemple :
Proposition 80 [LMS01] Soient V un ensemble non-vide, V ⊆ P(V) et | un ope´rateur deV ×V
dans V. Supposons que ∅ ∈ V et que ∀ V,W ∈ V, on a V ∪W ∈ V et si V ∩W = ∅, alors on a
aussi V ∩W ∈ V.
Alors, | est un ope´rateur de distance syme´trique ssi ∀ k ∈ N+, ∀ V0, V1, . . . , Vk ∈ V, on a
V0|V1 ⊆ V1 et
(|loop) si


(V1|(V0 ∪ V2)) ∩ V0 = ∅,
(V2|(V1 ∪ V3)) ∩ V1 = ∅,
. . . ,
(Vk|(Vk−1 ∪ V0)) ∩ Vk−1 = ∅,
alors (V0|(Vk ∪ V1)) ∩ V1 = ∅.
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Dans une seconde e´tape seulement, ils ont applique´ ces re´sultats pour caracte´riser des familles
d’ope´rateurs de re´vision base´s sur une distance. Par exemple, ils ont applique´ la proposition 80
pour obtenir la proposition 81 ci-dessous. Notons qu’ils ont choisi un cadre classique pour de´finir
la re´vision a` base de distance. Mais, si on choisit maintenant un nouveau cadre, il y a de bonnes
chances pour que la proposition 80 puisse toujours eˆtre applique´e, graˆce a` sa nature alge´brique.
Proposition 81 [LMS01] Soit  un ope´rateur de C×C dans P(Fc).
Alors,  est un ope´rateur de re´vision base´ sur une distance syme´trique, PrC et PrD ssi  satisfait (0),
(1), (2) et
∀ k ∈ N+, ∀ Γ0,Γ1, . . . ,Γk ∈ C,
(loop) si


Γ0 ∪ (Γ1  (Γ0 ∨ Γ2)) ∈ C,
Γ1 ∪ (Γ2  (Γ1 ∨ Γ3)) ∈ C,
. . . ,
Γk−1 ∪ (Γk  (Γk−1 ∨ Γ0)) ∈ C,
alors Γ1 ∪ (Γ0  (Γk ∨ Γ1)) ∈ C.
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Chapitre 9
Inexistence de caracte´risations normales
9.1 De´finition
Soient V un ensemble, O un ensemble d’ope´rateurs binaires sur P(V) et | un ope´rateur binaire
sur P(V). Approximativement, une caracte´risation de O est dite “S-normale” (i.e. appele´e normale
dans [Sch04]) ssi elle ne contient que des conditions quantifie´es universellement, “appliquant” | un
nombre fini de fois et utilisant seulement des ope´rations e´le´mentaires (comme e.g. ∪, ∩, \), voir la
section 1.6.2.1 de [Sch04] pour les de´tails. Voici un exemple d’une telle condition :
(C1) ∀ V,W ∈ U ⊆ P(V), V |((V ∪W )|W ) = ∅.
A pre´sent, on introduit une nouvelle de´finition, plus ge´ne´rale, de la normalite´. On a pour but bien
suˆr d’obtenir ainsi des re´sultats d’impossibilite´ plus ge´ne´raux. Approximativement, dans cette the`se,
une caracte´risation de O est dite normale ssi elle ne contient que des conditions quantifie´es univer-
sellement et appliquant | seulement un nombre fini de fois. Ensuite, les conditions peuvent utiliser
des structures ou fonctions complexes, etc., on est pas limite´ a` des ope´rations e´le´mentaires. Plus
formellement :
De´finition 82 Soient V un ensemble et O un ensemble d’ope´rateurs binaires sur P(V).
On dit que C est une caracte´risation normale de O ssi C = (n,Φ), ou` n ∈ N+ et Φ est une relation
de P(V)3n telle que pour tout ope´rateur binaire | sur P(V),
| ∈ O ssi ∀ V1, . . . , Vn,W1, . . . ,Wn ⊆ V, (V1, . . . , Vn,W1, . . . ,Wn, V1|W1, . . . , Vn|Wn) ∈ Φ.
Remarque 83 Une notion de caracte´risation normale a de´ja` e´te´ introduite dans la de´finition 60.
Bien que les de´finitions 60 et 82 sont dans le meˆme esprit, elles sont le´ge`rement diffe´rentes. En
particulier, la premie`re couvre des caracte´risations finies et infinies, tandis que la seconde ne couvre
que des caracte´risations finies. Le lecteur ne devrait pas les confondre car la de´finition 60 porte sur
des relations de conse´quence, alors que la de´finition 82 porte sur des ope´rateurs binaires.
A pre´sent, supposons qu’il n’y a pas de caracte´risations normales deO. Voici des exemples (i.e. (C1),
(C2) et (C3) ci-dessous) qui devraient donner au lecteur (on l’espe`re) une bonne ide´e des condi-
tions qui ne peuvent pas caracte´riser O. Cela permettra de mieux cerner les limites des re´sultats
d’impossibilite´ a` venir (les propositions 84 et 85 plus bas).
Pour commencer, (C1) ne peut pas caracte´riser O. En effet, supposons le contraire, i.e. suppo-
sons que | ∈ O ssi ∀ V,W ∈ U, V |((V ∪W )|W ) = ∅.
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Alors, prenons n = 4 et Φ tel que (V1, . . . , V4,W1, . . . ,W4,X1, . . . ,X4) ∈ Φ ssi

V1, V2 ∈ U,
V3 = V1 ∪ V2,
W3 = V2,
V4 = V1,
W4 = X3,
impliquent X4 = ∅.
Alors, (4,Φ) est une caracte´risation normale de O. On donne la preuve rapide de cela, comme c¸a
le lecteur peut ve´rifier qu’une bonne relation Φ peut eˆtre trouve´e imme´diatement pour toutes les
relations simples comme (C1).
Preuve Direction : “→”.
Supposons que | ∈ O.
Alors, ∀ V,W ∈ U, V |((V ∪W )|W ) = ∅.
Soient V1, . . . , V4,W1, . . . ,W4 ⊆ V .
On montre que (V1, . . . , V4,W1, . . . ,W4, V1|W1, . . . , V4|W4) ∈ Φ.
Supposons que V1, V2 ∈ U, V3 = V1 ∪ V2,W3 = V2, V4 = V1 etW4 = V3|W3.
Alors, comme V1, V2 ∈ U, on obtient que V1|((V1 ∪ V2)|V2) = ∅.
Or, V1|((V1 ∪ V2)|V2) = V1|(V3|W3) = V4|W4. Ainsi, V4|W4 = ∅.
Direction : “←”.
Supposons que ∀ V1, . . . , V4,W1, . . . ,W4 ⊆ V, (V1, . . . , V4,W1, . . . ,W4, V1|W1, . . . , V4|W4) ∈ Φ.
On montre que | ∈ O. Soient V,W ∈ U.
Alors, prenons V1 = V , V2 = W , V3 = V1 ∪ V2,W3 = V2, V4 = V1,W4 = V3|W3.
Prenons des valeurs arbitraires pourW1 etW2.
Alors, V1 ∈ U, V2 ∈ U, V3 = V1 ∪ V2,W3 = V2, V4 = V1 etW4 = V3|W3.
Or, on a que (V1, . . . , V4,W1, . . . ,W4, V1|W1, . . . , V4|W4) ∈ Φ.
Donc, par de´finition de Φ, on obtient que V4|W4 = ∅.
Mais, V4|W4 = V1|(V3|W3) = V1|((V1 ∪ V2)|V2) = V |((V ∪W )|W ).
Ainsi, on a exclu toutes les conditions qui sont exclues par l’inexistence d’une caracte´risation S-
normale de O, i.e. toutes les conditions comme (C1). En fait, des conditions plus complexes sont
aussi exclues. Par exemple, supposons que f est une fonction quelconque de P(V) dans P(V) et
conside´rons la condition suivante :
(C2) ∀ V,W ∈ U, f(V )|((V ∪W )|W ) = ∅.
Alors, (C2) ne peut pas caracte´riser O. En effet, supposons qu’elle caracte´rise O.
Alors, prenons n = 4 et Φ tel que (V1, . . . , V4,W1, . . . ,W4,X1, . . . ,X4) ∈ Φ ssi

V1, V2 ∈ U,
V3 = V1 ∪ V2,
W3 = V2,
V4 = f(V1),
W4 = X3,
impliquent X4 = ∅.
Alors, de nouveau (4,Φ) est une caracte´risation normale de O. On laisse la preuve facile de cela au
lecteur. En revanche, (C2) n’est pas exclue par Schlechta si f ne peut pas eˆtre construite a` partir
d’ope´rations e´le´mentaires. Mais, meˆme s’il existe une telle construction, montrer que c’est bien le
cas pourrait bien eˆtre un proble`me difficile.
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On peut meˆme aller plus loin en combinant des quantificateurs universels (pas existentiels) et des
fonctions comme f . Par exemple, soit G un ensemble de fonctions de P(V) dans P(V). Conside´rons
la condition suivante :
(C3) ∀ f ∈ G, ∀ V,W ∈ U, f(V )|((V ∪W )|W ) = ∅.
Alors, (C3) ne peut pas caracte´riser O. En effet, supposons que (C3) caracte´rise O.
Alors, prenons n = 4 et Φ tel que (V1, . . . , V4,W1, . . . ,W4,X1, . . . ,X4) ∈ Φ ssi
∀ f ∈ G, si


V1, V2 ∈ U,
V3 = V1 ∪ V2,
W3 = V2,
V4 = f(V1),
W4 = X3,
alors X4 = ∅.
Et bien on peut ve´rifier que (4,Φ) est une caracte´risation normale de O. La preuve facile de cela est
de nouveau laisse´e au lecteur. En revanche, (C3) n’est pas exclue par Schlechta.
Enfin, un bon exemple de condition qui n’est pas exclue (ni par moi, ni par Schlechta) est bien
suˆr la condition de boucle arbitrairement grande (|loop) de la section 8.3.
9.2 Re´sultats d’impossibilite´
Etant donne´ les caracte´risations de la section 8.3, une question inte´ressante est de savoir si on
peut remplacer (loop) par une condition finie. Clairement, la pre´sence de (loop) est duˆe a` la
pre´sence de (|loop). Ainsi, pour re´soudre le proble`me on pourrait attaquer sa source, i.e. essayer de
remplacer (|loop) par une condition finie. Mais, dans ce chapitre, on montrera que pour plusieurs
familles d’ope´rateurs de distance, il n’y a pas de caracte´risations normales (ces re´sultats ont e´te´
publie´s dans [BN06]). La famille syme´trique est concerne´e par cela et donc (|loop) ne peut pas eˆtre
remplace´e par une condition finie et quantifie´e universellement.
Maintenant, on peut aller plus loin. En effet, il existe une connexion tre`s forte entre les ope´rateurs
de distance et les ope´rateurs de re´vision base´s sur une distance. Lehmann et al. ont utilise´ cette
connexion pour obtenir leurs re´sultats sur les seconds a` partir de leurs re´sultats sur les premiers. Il
est raisonnable de penser qu’on peut faire la meˆme chose avec nos re´sultats ne´gatifs, i.e cette the`se
peut probablement eˆtre continue´e dans le futur pour montrer que plusieurs familles d’ope´rateurs de
re´vision base´s sur une distance n’admettent pas non plus de caracte´risations normales. Par exemple,
la famille qui est syme´trique, PrC et PrD pourrait bien eˆtre concerne´e par c¸a, ce qui sugge`re que
(loop) ne peut pas eˆtre remplace´e par une condition finie et quantifie´e universellement.
On fournit le premier re´sultat d’impossibilite´. Il ge´ne´ralise la proposition 4.2.11 de [Sch04].
Notre preuve est base´e sur une le´ge`re adaptation d’une pseudo-distance particulie`re invente´e par
Schlechta, appele´e “Hamster Wheel”.
Proposition 84 Soient V un ensemble infini, N l’ensemble de tous les ope´rateurs de distance de
P(V)2 dans P(V) qui sont syme´triques, RI, positifs et RIT, et O un ensemble d’ope´rateurs de dis-
tance de P(V)2 dans P(V) tel que N ⊆ O.
Alors, il n’existe pas de caracte´risation normale de O.
Preuve Supposons le contraire, i.e. il existe n ∈ N+ et une relation Φ sur P(V)3n tels que :
(0) pour tout ope´rateur binaire | sur P(V), on a | ∈ O ssi
∀ V1, . . . , Vn,W1, . . . ,Wn ⊆ V , (V1, . . . , Vn,W1, . . . ,Wn, V1|W1, . . . , Vn|Wn) ∈ Φ.
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Comme V est infini, il existe v1, . . . , vm, w1, . . . , wm distincts dans V , avec m = n + 3.
Soit X = {v1, . . . , vm, w1, . . . , wm}.
Soit D la pseudo-distance sur V telle que D = (R, <, d), ou` < la relation d’ordre usuelle sur R et d
est la fonction de´finie comme suit. Soient v,w ∈ V . Conside´rons les cas qui suivent :
Cas 1 : v = w.
Cas 2 : v = w.
Cas 2.1 : {v,w} ⊆ X.
Cas 2.2 : {v,w} ⊆ X.
Cas 2.2.1 : {v,w} ⊆ {v1, . . . , vm}.
Cas 2.2.2 : {v,w} ⊆ {w1, . . . , wm}.
Cas 2.2.3 : ∃ i, j ∈ [1,m], {v,w} = {vi, wj}.
Cas 2.2.3.1 : i = j.
Cas 2.2.3.2 : abs(i− j) ∈ {1,m − 1}.
Cas 2.2.3.3 : 1 < abs(i− j) < m− 1.
Alors,
d(v,w) =


0 si le cas 1 est satisfait ;
1 si le cas 2.1 est satisfait ;
1.1 si le cas 2.2.1 est satisfait ;
1.1 si le cas 2.2.2 est satisfait ;
1.4 si le cas 2.2.3.1 est satisfait ;
2 si le cas 2.2.3.2 est satisfait ;
1.2 si le cas 2.2.3.3 est satisfait.
Notons queD est essentiellement, mais pas exactement, le Hamster Wheel de [Sch04]. La principale
diffe´rence est le cas 2.1 qui n’est pas traite´ par Schlechta. Le lecteur pourra trouver un dessin de D
dans la figure 1.
Figure 1 : une adaptation le´ge`re du Hamster Wheel.
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Soit | l’ope´rateur binaire sur P(V) tel que ∀ V,W ⊆ V ,
V |W =


{wm} si V = {vm, v1} et W = {wm, w1};
{vm} si V = {wm, w1} et W = {vm, v1};
V |DW sinon.
La diffe´rence entre | et |D est suffisamment importante pour que :
(1) | n’est pas un ope´rateur de distance.
On le montrera plus tard. Donc, | ∈ O. Donc, par (0), on obtient que :
(2) ∃ V1, . . . , Vn,W1, . . . ,Wn ⊆ V , (V1, . . . , Vn,W1, . . . ,Wn, V1|W1, . . . , Vn|Wn) ∈ Φ.
De plus, on a pris m suffisamment grand pour que :
(3) ∃ r ∈ [1,m− 1], ∀ i ∈ [1, n], {Vi,Wi} = {{vr, vr+1}, {wr, wr+1}}.
De nouveau, on donnera la preuve de cela plus tard, pour une plus grande lisibilite´.
Soit |′ l’ope´rateur binaire sur P(V) tel que ∀ V,W ⊆ V ,
V |′W =


{wr+1} si V = {vr, vr+1} etW = {wr, wr+1};
{vr+1} si V = {wr, wr+1} et W = {vr, vr+1};
V |W sinon.
La diffe´rence entre |′ et | est “invisible” pour Φ.
Plus formellement, par (3), on a que : ∀ i ∈ [1, n], Vi|′Wi = Vi|Wi.
Ainsi, par (2), on obtient que (V1, . . . , Vn,W1, . . . ,Wn, V1|′W1, . . . , Vn|′Wn) ∈ Φ.
Donc, par (0), on a que
(4) |′ ∈ O.
Mais, dans le meˆme temps, il existe une bonne pseudo-distance qui repre´sente |′.
En effet, soit D′ la pseudo-distance sur V telle que D′ = (R, <, d′), ou` d′ est la fonction telle que
∀ v,w ∈ V ,
d′(v,w) =
{
1.3 si ∃ i ∈ [r + 1,m], {v,w} = {vi, wi};
d(v,w) sinon.
Alors, on montrera que :
(5) |′ = |D′ .
Maintenant, D′ est clairement syme´trique, RI et positive.
De plus, D′ est RIT, parce que D′ est RI et ∀ v,w ∈ V , d′(v,w) = 0 ou 1 ≤ d′(v,w) ≤ 2.
Ainsi, |′ est un ope´rateur de distance syme´trique, RI, positif et RIT.
En conse´quence, |′ ∈ N et donc
(6) |′ ∈ O.
Ainsi, on obtient une contradiction finale par (4) et (6).
Preuve de (1). Supposons le contraire, i.e.
supposons qu’il existe une pseudo-distance S = (C,≺, g) sur V telle que | = |S .
Alors, d’une part :
(1.1) ∀ i ∈ [1,m− 1], g(vi, wi) = g(vi+1, wi+1).
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Et d’autre part :
(1.2) g(vm, wm) ≺ g(v1, w1).
Mais, par (1.1) et (1.2), on obtient une contradiction e´vidente.
Preuve de (1.1). Soit i ∈ [1,m− 1].
Alors, {vi, vi+1}|S{wi, wi+1} = {vi, vi+1}|D{wi, wi+1} = {wi, wi+1}.
Cas 1 : g(vi, wi) ≺ g(vi+1, wi+1).
Comme {vi}|S{wi, wi+1} = {vi}|D{wi, wi+1} = {wi}  wi+1, on obtient que :
g(vi, wi) ≺ g(vi, wi+1).
Donc, wi+1 ∈ {vi, vi+1}|S{wi, wi+1}, ce qui est impossible.
Cas 2 : g(vi+1, wi+1) ≺ g(vi, wi).
Comme {vi+1}|S{wi, wi+1} = {vi+1}|D{wi, wi+1} = {wi+1}  wi, on obtient que :
g(vi+1, wi+1) ≺ g(vi+1, wi).
Ainsi, wi ∈ {vi, vi+1}|S{wi, wi+1}, ce qui est impossible.
Cas 3 : g(vi, wi) ≺ g(vi+1, wi+1) et g(vi+1, wi+1) ≺ g(vi, wi).
Alors, comme ≺ est totale, on a que g(vi, wi) = g(vi+1, wi+1).
Preuve de (1.2). Comme {vm, v1}|S{wm, w1} = {vm, v1}|{wm, w1} = {wm}  w1, on a que :
∃ v ∈ {vm, v1}, ∃ w ∈ {wm, w1}, g(v,w) ≺ g(v1, w1).
Cas 1 : g(vm, wm) ≺ g(v1, w1). Dans ce cas, on a rien a` montrer.
Cas 2 : g(vm, w1) ≺ g(v1, w1).
Comme {vm}|S{wm, w1} = {vm}|D{wm, w1} = {wm}  w1, on obtient que :
g(vm, wm) ≺ g(vm, w1).
Donc, par transitivite´ de ≺, on a que g(vm, wm) ≺ g(v1, w1).
Cas 3 : g(v1, wm) ≺ g(v1, w1).
Alors, {v1}|S{wm, w1} = {wm}.
Cependant, {v1}|S{wm, w1} = {v1}|D{wm, w1} = {w1}, ce qui est impossible.
Cas 4 : g(v1, w1) ≺ g(v1, w1). Impossible par irre´flexivite´ de ≺.
Preuve de (3). Pour tout s ∈ [1,m− 1], on de´finit :
Is := {i ∈ [1, n] : {Vi,Wi} = {{vs, vs+1}, {ws, ws+1}}}.
Supposons le contraire de ce que l’on veut montrer, i.e. ∀ s ∈ [1,m− 1], Is = ∅.
Comme v1, . . . , vm, w1, . . . , wm sont distincts, on a ∀ s, t ∈ [1,m− 1], si s = t, alors Is ∩ It = ∅.
Ainsi,m− 1 ≤ |I1 ∪ . . . ∪ Im−1|.
D’autre part, ∀ s ∈ [1,m− 1], Is ⊆ [1, n]. Donc, |I1 ∪ . . . ∪ Im−1| ≤ n.
Donc,m− 1 ≤ n, ce qui est impossible carm = n + 3.
Preuve de (5). Soient V,W ⊆ V .
Cas 1 : V = {vr, vr+1} etW = {wr, wr+1}.
Alors, V |′W = {wr+1} = V |D′W .
Cas 2 : V = {wr, wr+1} etW = {vr, vr+1}.
Alors, V |′W = {vr+1} = V |D′W .
Cas 3 : V = {vm, v1} etW = {wm, w1}.
Alors, V |′W = V |W = {wm} = V |D′W .
Cas 4 : V = {wm, w1} etW = {vm, v1}.
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Alors, V |′W = V |W = {vm} = V |D′W .
Cas 5 : {V,W} ∈ {{{vr , vr+1}, {wr, wr+1}}, {{vm, v1}, {wm, w1}}}.
Alors, V |′W = V |W = V |DW .
Cas 5.1 : V = ∅ ouW = ∅.
Alors, V |DW = ∅ = V |D′W .
Cas 5.2 : V ∩W = ∅.
Alors, V |DW = V ∩W = V |D′W .
Cas 5.3 : V = ∅,W = ∅ et V ∩W = ∅.
Cas 5.3.1 : V ⊆ X.
Alors, V |DW = W = V |D′W .
Cas 5.3.2 : V ⊆ X.
Cas 5.3.2.1 :W ⊆ X.
Alors, V |DW = W \X = V |D′W .
Cas 5.3.2.2 :W ⊆ X.
Cas 5.3.2.2.1 : V ⊆ {v1, . . . , vm} et V ⊆ {w1, . . . , wm}.
Alors, V |DW = W = V |D′W .
Cas 5.3.2.2.2 : V ⊆ {v1, . . . , vm} etW ⊆ {w1, . . . , wm}.
Alors, V |DW = W ∩ {v1, . . . , vm} = V |D′W .
Cas 5.3.2.2.3 : V ⊆ {v1, . . . , vm} etW ⊆ {w1, . . . , wm}.
Cas 5.3.2.2.3.1 : ∃ vi ∈ V , ∃ wj ∈W , 1 < abs(i− j) < m− 1.
Alors, V |DW = {wj ∈W : ∃ vi ∈ V , 1 < abs(i− j) < m− 1} = V |D′W .
Cas 5.3.2.2.3.2 : ∀ vi ∈ V , ∀ wj ∈W , abs(i− j) ∈ {0, 1,m − 1}.
Cas 5.3.2.2.3.2.1 : |V ∪W | ≥ 5.
Commem ≥ 4, on obtient que ∃ vi ∈ V , ∃wj ∈W , 1 < abs(i− j) < m−1, ce qui est impossible.
Cas 5.3.2.2.3.2.2 : |V ∪W | ∈ {2, 3, 4}.
Cas 5.3.2.2.3.2.2.1 : {k ∈ [1,m] : vk ∈ V et wk ∈W} = ∅.
Alors, V |DW = W = V |D′W .
Cas 5.3.2.2.3.2.2.2 : ∃ i ∈ [1,m], {k ∈ [1,m] : vk ∈ V et wk ∈W} = {i}.
Alors, V |DW = {wi} = V |D′W .
Cas 5.3.2.2.3.2.2.3 : ∃ i, j ∈ [1,m], i < j, {k ∈ [1,m] : vk ∈ V et wk ∈W} = {i, j}.
Alors, V = {vi, vj} etW = {wi, wj}.
Cas 5.3.2.2.3.2.2.3.1 : r < i ou j ≤ r.
Alors, V |DW = {wi, wj} = V |D′W .
Cas 5.3.2.2.3.2.2.3.2 : i ≤ r < j.
Comme abs(i−j) ∈ {1,m−1}, on a que (V,W ) ∈ {({vr, vr+1}, {wr, wr+1}), ({v1, vm}, {w1, wm})},
ce qui est impossible.
Cas 5.3.2.2.3.2.2.4 : |{k ∈ [1,m] : vk ∈ V et wk ∈W}| ≥ 3.
Alors, |V ∪W | ≥ 6, ce qui n’est pas possible.
Cas 5.3.2.2.4 : V ⊆ {w1, . . . , wm} etW ⊆ {v1, . . . , vm}.
Alors, V |DW = W ∩ {w1, . . . , wm} = V |D′W .
Cas 5.3.2.2.5 : V ⊆ {w1, . . . , wm} etW ⊆ {v1, . . . , vm}.
Similaire au cas 5.3.2.2.3.
On e´tend maintenant les re´sultats ne´gatifs aux proprie´te´s “libe´rales” et au respect de Hamming.
Notre preuve sera base´e sur une nouvelle adaptation du Hamster Wheel. Notons que la distance
de Hamming est une distance re´aliste qui a e´te´ e´tudie´e par de nombreux chercheurs. Cela renforce
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l’importance de la proposition 85 dans le sens ou` elle montre que des cas concrets n’admettent pas
de caracte´risations normales.
Proposition 85 Soient L = (A, C) un langage propositionnel avec A infini et de´nombrable,M une
matrice sur L, V l’ensemble de toutes lesM-interpre´tations, N l’ensemble de tous les ope´rateurs de
distance de P(V)2 dans P(V) qui sont syme´triques, RIH, libe´ralement RI, libe´ralement positifs et
libe´ralement RIT, et O un ensemble d’ope´rateurs de distance de P(V)2 dans P(V) tel que N ⊆ O.
Alors, il n’existe pas de caracte´risations normales de O.
Preuve Supposons le contraire, i.e. il existe n ∈ N+ et une relation Φ sur P(V)3n tels que
(0) pour tout ope´rateur binaire | sur P(V), on a | ∈ O ssi
∀ V1, . . . , Vn,W1, . . . ,Wn ⊆ V , (V1, . . . , Vn,W1, . . . ,Wn, V1|W1, . . . , Vn|Wn) ∈ Φ.
Comme A est infini, il existe p1, . . . , pm, q1, . . . , qm distincts dans A, avec m = n + 3.
PosonsM = (T,D, f).
Comme D = ∅ et T \D = ∅, il existe 0 et 1 distincts dans T .
A pre´sent, ∀ i ∈ [1,m], soit vi laM-interpre´tation qui associe 1 a` pi et 0 a` chaque autre atome de A.
De meˆme, ∀ i ∈ [1,m], soit wi laM-interpre´tation qui associe 1 a` qi et 0 a` tout autre atome de A.
Soit X = {v1, . . . , vm, w1 . . . , wm}.
Notons que ∀ v,w ∈ X, avec v = w, on a que |h(v,w)| = 2.
Enfin, soitD la pseudo-distance sur V telle queD = (R∪{|N|},≺, d), ou`≺ et d sont de´finis comme
suit. Soient c, c′ ∈ R ∪ {|N|}.
Alors, c ≺ c′ ssi (c, c′ ∈ R et c < c′) ou (c ∈ R et c′ = |N|).
Soient v,w ∈ V . Conside´rons les cas suivants :
Cas 1 : v = w.
Cas 2 : v = w.
Cas 2.1 : {v,w} ⊆ X.
Cas 2.1.1 : |h(v,w)| = 1.
Cas 2.1.2 : |h(v,w)| ≥ 2.
Cas 2.2 : {v,w} ⊆ X.
Cas 2.2.1 : {v,w} ⊆ {v1, . . . , vm}.
Cas 2.2.2 : {v,w} ⊆ {w1, . . . , wm}.
Cas 2.2.3 : ∃ i, j ∈ [1,m], {v,w} = {vi, wj}.
Cas 2.2.3.1 : i = j.
Cas 2.2.3.2 : abs(i− j) ∈ {1,m − 1}.
Cas 2.2.3.3 : 1 < abs(i− j) < m− 1.
Alors,
d(v,w) =


0 si le cas 1 est satisfait ;
1.4 si le cas 2.1.1 est satisfait ;
|h(v,w)| si le cas 2.1.2 est satisfait ;
2.1 si le cas 2.2.1 est satisfait ;
2.1 si le cas 2.2.2 est satisfait ;
2.4 si le cas 2.2.3.1 est satisfait ;
2.5 si le cas 2.2.3.2 est satisfait ;
2.2 si le cas 2.2.3.3 est satisfait.
Notons que D est une adaptation du Hamster Wheel de [Sch04].
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Le lecteur peut trouver un dessin de D dans la figure 2.
Figure 2 : une adaptation du Hamster Wheel.
Soit | l’ope´rateur binaire sur P(V) de´fini comme suit.
Soient V,W ⊆ V et conside´rons les cas suivants :
Cas 1 : ∀v ∈ V , ∀w ∈W , {v,w} ⊆ X ou 3 ≤ |h(v,w)|.
Cas 1.1 : V ∩X = {vm, v1} etW ∩X = {wm, w1}.
Cas 1.2 : V ∩X = {wm, w1} etW ∩X = {vm, v1}.
Cas 1.3 : {V ∩X,W ∩X} = {{vm, v1}, {wm, w1}}.
Cas 2 : ∃ v ∈ V , ∃ w ∈W , {v,w} ⊆ X et |h(v,w)| < 3.
Alors,
V |W =


{wm} si le cas 1.1 est satisfait ;
{vm} si le cas 1.2 est satisfait ;
V |DW si le cas 1.3 ou le cas 2 est satisfait.
La diffe´rence entre | et |D est suffisamment grande pour que | ne soit pas un ope´rateur de distance.
La preuve de c¸a est verbatim la meˆme que pour le (1) dans la preuve de la proposition 84.
En conse´quence, | ∈ O. Donc, par (0), on obtient que
(1) ∃ V1, . . . , Vn,W1, . . . ,Wn ⊆ V , (V1, . . . , Vn,W1, . . . ,Wn, V1|W1, . . . , Vn|Wn) ∈ Φ.
D’autre part, on a choisi m suffisamment grand pour que :
(2) ∃ r ∈ [1,m− 1], ∀ i ∈ [1, n], {Vi ∩X,Wi ∩X} = {{vr, vr+1}, {wr, wr+1}}.
La preuve de c¸a est la meˆme (verbatim) que pour le (3) dans la preuve de la proposition 84, sauf que
Vi etWi sont remplace´s par Vi ∩X etWi ∩X.
Maintenant, soit |′ l’ope´rateur binaire sur P(V) de´fini comme suit.
Soient V,W ⊆ V et conside´rons les cas suivants :
Cas 1 : ∀v ∈ V , ∀w ∈W , {v,w} ⊆ X ou 3 ≤ |h(v,w)|.
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Cas 1.1 : V ∩X = {vr, vr+1} etW ∩X = {wr, wr+1}.
Cas 1.2 : V ∩X = {wr, wr+1} etW ∩X = {vr, vr+1}.
Cas 1.3 : {V ∩X,W ∩X} = {{vr, vr+1}, {wr, wr+1}}.
Cas 2 : ∃ v ∈ V , ∃ w ∈W , {v,w} ⊆ X et |h(v,w)| < 3.
Alors,
V |′W =


{wr+1} si le cas 1.1 est satisfait ;
{vr+1} si le cas 1.2 est satisfait ;
V |W si le cas 1.3 ou le cas 2 est satisfait.
La diffe´rence entre |′ et | est “invisible” pour Φ.
Plus formellement, par (2), on a que ∀ i ∈ [1, n], Vi|′Wi = Vi|Wi.
Ainsi, par (1), on obtient que (V1, . . . , Vn,W1, . . . ,Wn, V1|′W1, . . . , Vn|′Wn) ∈ Φ. Donc, par (0) :
(3) |′ ∈ O.
Seulement, au meˆme moment, il existe une bonne pseudo-distance qui repre´sente |′.
En effet, soit D′ la pseudo-distance sur V telle que D′ = (R ∪ {|N|},≺, d′), ou` d′ est la fonction
telle que ∀ v,w ∈ V ,
d′(v,w) =
{
2.3 si ∃ i ∈ [r + 1,m], {v,w} = {vi, wi};
d(v,w) sinon.
Notons que ∀ v,w ∈ V , |h(v,w)| ∈ N ssi d(v,w) ∈ R ssi d′(v,w) ∈ R.
Ainsi, |h(v,w)| = |N| ssi d(v,w) = |N| ssi d′(v,w) = |N|.
Notons aussi que ∀v,w ∈ V , avec |h(v,w)| ∈ N, |h(v,w)| ≤ d′(v,w) ≤ d(v,w) ≤ |h(v,w)|+0.5.
On montrera que :
(4) |′ = |D′ .
Mais, D′ est syme´trique, libe´ralement RI et libe´ralement positive.
De plus, on montrera que :
(5) D′ est RIH ;
(6) D′ est libe´ralement RIT.
Ainsi, |′ est un ope´rateur de distance syme´trique, libe´ralement RI, libe´ralement positif, libe´ralement
RIT et enfin RIH.
Ainsi, |′ ∈ N . Donc :
(7) |′ ∈ O.
Enfin, on obtient une contradiction avec (3) et (7), ce qui termine la preuve.
Preuve de (4). Soient V,W ⊆ V .
Cas 1 : ∀v ∈ V , ∀w ∈W , {v,w} ⊆ X ou 3 ≤ |h(v,w)|.
Cas 1.1 : V ∩X = {vr, vr+1} etW ∩X = {wr, wr+1}.
Alors, V |′W = {wr+1} = V |D′W .
Cas 1.2 : V ∩X = {wr, wr+1} etW ∩X = {vr, vr+1}.
Alors, V |′W = {vr+1} = V |D′W .
Cas 1.3 : V ∩X = {vm, v1} etW ∩X = {wm, w1}.
Alors, V |′W = {wm} = V |D′W .
Cas 1.4 : V ∩X = {wm, w1} etW ∩X = {vm, v1}.
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Alors, V |′W = {vm} = V |D′W .
Cas 1.5 : {V ∩X,W ∩X} ∈ {{{vm, v1}, {wm, w1}}, {{vr, vr+1}, {wr, wr+1}}}.
Alors, V |′W = V |W = V |DW .
Cas 1.5.1 : V ∩W = ∅.
Alors, V |DW = V ∩W = V |D′W .
Cas 1.5.2 : V ∩W = ∅.
Cas 1.5.2.1 : V ∩X = ∅ ouW ∩X = ∅.
Alors, ∀ v ∈ V , ∀ w ∈W , d′(v,w) = d(v,w). Donc, V |DW = V |D′W .
Cas 1.5.2.2 : V ∩X = ∅ etW ∩X = ∅.
Alors, on montrera que :
(4.1) V |DW = V ∩X|DW ∩X ;
(4.2) V |D′W = V ∩X|D′W ∩X.
Or, on a que V ∩X|DW ∩X = V ∩X|D′W ∩X.
La preuve de c¸a est la meˆme (verbatim) que pour le cas 5.3.2.2 du (5), dans la preuve de la proposi-
tion 84, sauf que V etW sont remplace´s par V ∩X etW ∩X.
Cas 2 : ∃ v ∈ V , ∃ w ∈W , ({v,w} ⊆ X et |h(v,w)| ≤ 2).
Alors, V |′W = V |W = V |DW .
Cas 2.1. V ∩W = ∅.
Alors, V |DW = V ∩W = V |D′W .
Cas 2.2. V ∩W = ∅.
Cas 2.2.1. ∃ v′ ∈ V , ∃ w′ ∈W , |h(v,w)| = 1.
Alors, V |DW = {w ∈W : ∃ v ∈ V, |h(v,w)| = 1} = V |D′W .
Cas 2.2.2. ∀ v′ ∈ V , ∀ w′ ∈W , |h(v,w)| ≥ 2.
Alors, V |DW = {w ∈W : ∃ v ∈ V, {v,w} ⊆ X et |h(v,w)| = 2} = V |D′W .
Preuve de (4.1). Direction : “⊆”.
Soit w ∈ V |DW . Alors, ∃ v ∈ V , ∀ v′ ∈ V , ∀ w′ ∈W , d(v,w)  d(v′, w′).
Cas 1 : {v,w} ⊆ X.
Alors, w ∈ V ∩X|DW ∩X.
Cas 2 : {v,w} ⊆ X.
On a que ∃ v′ ∈ V ∩X et ∃ w′ ∈W ∩X. De plus, d(v′, w′) ∈ R et d(v′, w′) ≤ 2.5.
Cas 2.1 : |h(v,w)| = |N|.
Alors, d(v,w) = |N|. Ainsi, d(v′, w′) ≺ d(v,w), ce qui est impossible.
Cas 2.2 : |h(v,w)| ∈ N.
Alors, d(v,w) ∈ R et 3 ≤ |h(v,w)| ≤ d(v,w). Donc, d(v′, w′) < d(v,w).
Donc, d(v′, w′) ≺ d(v,w), ce qui est impossible.
Direction : “⊇”.
Soit w ∈ V ∩X|DW ∩X.
Alors, ∃ v ∈ V ∩X, ∀ v′ ∈ V ∩X, ∀ w′ ∈W ∩X, d(v,w)  d(v′, w′).
Soient v′ ∈ V , w′ ∈W .
Cas 1 : {v′, w′} ⊆ X.
Alors, d(v,w)  d(v′, w′).
Cas 2 : {v′, w′} ⊆ X.
Comme v,w ∈ X, on a que d(v,w) ∈ R et d(v,w) ≤ 2.5.
Cas 2.1 : |h(v′, w′)| = |N|.
95
Alors, d(v′, w′) = |N|, donc d(v,w) ≺ d(v′, w′).
Cas 2.2 : |h(v′, w′)| ∈ N.
Alors, d(v′, w′) ∈ R et 3 ≤ |h(v′, w′)| ≤ d(v′, w′). Donc, d(v,w) < d(v′, w′).
Donc, d(v,w) ≺ d(v′, w′).
En conse´quence, dans tous les cas on a que d(v,w)  d(v′, w′). Donc, w ∈ V |DW .
Preuve de (4.2). Meˆme preuve que pour (4.1), sauf que |D et d sont remplace´s par |D′ et d′.
Preuve de (5). Soient v,w, x ∈ V tels que |h(v,w)| < |h(v, x)|.
Cas 1 : |h(v, x)| = |N|.
Alors, |h(v,w)| ∈ N. Donc, d′(v,w) ∈ R et d′(v, x) = |N|. Ainsi, d′(v,w) ≺ d′(v, x).
Cas 2 : |h(v, x)| ∈ N.
Alors, |h(v,w)| ∈ N. Ainsi, d′(v, x) ∈ R, d′(v,w) ∈ R et
d′(v,w) ≤ |h(v,w)| + 0.5 < |h(v,w)| + 1 ≤ |h(v, x)| ≤ d′(v, x). Donc, d′(v,w) ≺ d′(v, x).
Preuve de (6). Soient v,w, x ∈ V .
D’abord, notons que h(v, x) ⊆ h(v,w) ∪ h(w, x), donc |h(v, x)| ≤ |h(v,w) ∪ h(w, x)|.
Cas 1 : d′(v, x) = |N|.
Alors, |h(v, x)| = |N|. Maintenant, supposons que d′(v,w) ∈ R et d′(w, x) ∈ R.
Alors, |h(v,w)|, |h(w, x)| ∈ N. Donc, |h(v,w) ∪ h(w, x)| ∈ N.
Ainsi, |h(v, x)| ∈ N, ce qui est impossible.
Donc, d′(v,w) = |N| ou d′(w, x) = |N|.
Cas 2 : d′(v, x), d′(v,w), d′(w, x) ∈ R.
Cas 2.1 : |h(v,w)| = 0 ou |h(w, x)| = 0. Trivial.
Cas 2.2 : |h(v,w)| ≥ 1 et |h(w, x)| ≥ 1.
Cas 2.2.1 : |h(v,w)| ≥ 2 ou |h(w, x)| ≥ 2.
Cas 2.2.1.1 : |h(v, x)| ∈ {0, 1, 2}.
Alors, d′(v, x) ≤ |h(v, x)| + 0.5 ≤ 2.5 < 3 ≤ |h(v,w)| + |h(w, x)| ≤ d′(v,w) + d′(w, x).
Cas 2.2.1.2 : |h(v, x)| ≥ 3.
Alors, d′(v, x) = |h(v, x)| ≤ |h(v,w)| + |h(w, x)| ≤ d′(v,w) + d′(w, x).
Cas 2.2.2 : |h(v,w)| = 1 et |h(w, x)| = 1.
Cas 2.2.2.1 : |h(v, x)| ∈ {0, 1, 2}.
Alors, d′(v, x) ≤ |h(v, x)| + 0.5 ≤ 2.5 < 1.4 + 1.4 = d′(v,w) + d′(w, x).
Cas 2.2.2.2 : |h(v, x)| ≥ 3.
Alors, |h(v, x)| > |h(v,w)| + |h(w, x)|, ce qui n’est pas possible.
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Conclusion
Re´sumons tout d’abord ce qui a e´te´ fait dans la partie I. On a fourni dans un cadre ge´ne´ral, des
caracte´risations pour des relations de conse´quence pre´fe´rentielles(-discriminantes) et pivotantes(-
discriminantes). On a montre´ dans un cadre classique infini que la famille de toutes les relations
pivotantes n’admet pas de caracte´risations contenant seulement des conditions quantifie´es univer-
sellement et de taille limite´e. Enfin, on a montre´ que les relations pivotantes univers-code´finissables
sont identiques auxX-logiques pour lesquelles X est de´ductivement clos. En ce qui concerne la par-
tie II, les contributions sont les suivantes : e´tendant les re´sultats de Schlechta, on a montre´ dans un
cadre ge´ne´ral que pour plusieurs familles d’ope´rateurs de distance, il n’existe pas de caracte´risations
contenant seulement des conditions finies et quantifie´es universellement.
A pre´sent, on se tourne vers les perspectives. L’ide´e ge´ne´rale est de reconduire diffe´rentes sortes
de raisonnements de sens commun dans des cadres paraconsistants (de la meˆme manie`re que nous
avons reconduit l’e´tude de logiques pre´fe´rentielles et pivotantes dans des cadres multi-value´s). Un
premier candidat de choix est la re´vision des croyances.
En effet, la plupart des approches a` la re´vision des croyances traitent de manie`re triviale les
ensembles de croyances incohe´rents (si encore ils sont traite´s). Pourtant, il est tout a` fait rationnel
d’avoir des croyances incohe´rentes. En effet, il peut y avoir des raisons de croire une chose et en
meˆme temps des raisons de croire son contraire. Il y a aussi des incohe´rences en principe impossible
a` re´soudre comme e.g. le “paradoxe de la pre´face” [Mak65]. Ce dernier dit qu’un auteur conscien-
cieux a des raisons de croire que chaque chose e´crite dans son livre est vraie. Mais, a` cause de
l’imperfection humaine, il croit aussi que son livre contient des erreurs et donc que quelque chose
doit eˆtre faux. En conse´quence, il a dans l’absolu a` la fois des raisons de croire que tout est vrai et
des raisons de croire que quelque chose est faux. Ainsi, les principes de la re´vision des croyances
doivent marcher aussi sur des ensembles de croyances incohe´rents. Les approches standards (e.g.
AGM) e´chouent a` faire cela car elles sont base´es sur la logique classique. Des logiques paraconsis-
tantes (e.g. FOUR) peuvent eˆtre la base d’approches plus ade´quates.
Un autre avantage de ces approches paraconsistantes est qu’elles ne seront pas force´es a` e´liminer
une contradiction meˆme quand il n’y a pas de bonne manie`re de le faire. Les contradictions pourront
eˆtre naturellement tole´re´es jusqu’a` ce qu’une nouvelle information vienne e´ventuellement justifier un
proce´de´ d’e´limination plutoˆt qu’un autre. Enfin, ces approches profiteront d’un champ d’application
plus large qui comprendra des syste`mes multi-agents ou` les agents peuvent avoir individuellement
des croyances incohe´rentes.
Plus largement, on peut envisager de reconduire dans des cadres paraconsistants d’autre formes
de raisonnement, par exemple : la mise a` jour, la fusion, les conditionnels irre´els, ou simplement
d’autres logiques plausibles.
De nombreux sous-re´sultats de la partie I peuvent eˆtre utiles pour obtenir de nouvelles ca-
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racte´risations (en particulier, pour de nouvelles logiques plausibles). En effet, dans les cas les plus
ge´ne´raux, c’est a` dire ou` les fonctions de se´lection ne pre´servent pas force´ment la de´finissabilite´, on
a obtenu des re´sultats graˆce aux lemmes 34 et 35 (pour les relations pre´fe´rentielles) et aux lemmes 52
et 53 (pour les relations pivotantes). Une chose inte´ressante et qu’on a utilise´ les meˆmes lemmes a` la
fois dans la version simple et dans la version discriminante. Cela sugge`re qu’ils peuvent eˆtre utilise´s
dans d’autres versions encore.
De plus, quand les fonctions de se´lection sous conside´ration pre´servaient la de´finissabilite´, on
a applique´ les lemmes 44 et 45 a` la fois dans le cas pre´fe´rentiel-discriminant et le cas pivotant-
discriminant, pour obtenir des caracte´risations. Ces lemmes peuvent probablement eˆtre applique´s
a` nouveau pour caracte´riser d’autres familles de relations de conse´quence de´finies de manie`re dis-
criminante par des fonctions de se´lection pre´servant la de´finissabilite´ (pas force´ment cohe´rentes ou
fortement cohe´rentes comme toutes les familles e´tudie´es ici).
La partie II pre´sente aussi des potentialite´s. Tout d’abord, rappelons que les re´sultats ne´gatifs
sur les ope´rateurs de distance peuvent probablement eˆtre mis a` profit pour montrer des re´sultats
d’impossibilite´ similaires pour des ope´rateurs de re´vision base´s sur une distance.
D’autre part, cette direction de recherche future peut toujours eˆtre poursuivie si on rede´finit la
re´vision a` base de distances dans un cadre non-classique (comme on le sugge`re dans l’ide´e ge´ne´rale
des perspectives). En effet, comme Lehmann et al., on a travaille´ dans un cadre ge´ne´ral. Ainsi, si
on rede´finit la re´vision par exemple dans le cadre de la logique FOUR, alors on peut certainement
appliquer les re´sultats de [LMS01] et nos re´sultats pour montrer respectivement des caracte´risations
d’ope´rateurs de re´vision et montrer qu’elles ne peuvent pas eˆtre re´ellement ame´liore´es.
Enfin, certains ope´rateurs de mise a` jour, comme celui dit de Winslett [Win88] (ou encore celui
dit de Forbus), sont base´s sur la distance de Hamming. Il serait inte´ressant de voir si les re´sultats
d’impossibilite´ de la partie II se re´percutent sur ces ope´rateurs.
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Autour de la Caracte´risation de Raisonnements de Sens Commun en
Pre´sence d’Informations Incertaines
Re´sume´ : L’essence de cette the`se est de produire des caracte´risations (ou montrer l’inexistence
de caracte´risations) pour des familles de relations de conse´quence et d’ope´rateurs de re´vision. Dans
un premier temps, on s’inte´ressera a` des relations de conse´quence pre´fe´rentielles (au sens de Kraus,
Lehmann et Magidor) et pivotantes (au sens de Makinson). Ce sont des relations plausibles (les
premie`res ne sont pas monotones, les secondes si) conc¸ues pour traiter des informations incomple`tes.
On les e´tudiera dans des cadres paraconsistants tels que celui de la logique de Belnap, ce qui les ren-
dra aussi utiles pour traiter des informations incohe´rentes. En seconde partie, on s’inte´ressera a` une
approche a` la re´vision des croyances introduite par Lehmann, Magidor et Schlechta. Elle est base´e
sur des distances entre interpre´tations et pre´sente l’avantage de de´finir des ope´rateurs de re´vision qui
se comportent bien en cas d’ite´ration.
Mots clefs : raisonnement de sens commun, logiques non-monotones, logiques pre´fe´rentielles, lo-
giques pivotantes, logiques paraconsistantes, logiques multi-value´es, re´vision des croyances, re´vision
base´e sur une distance.
On the Characterization of Common Sense Reasoning in the Presence
of Uncertain Information
Abstract: The essence of the present thesis is to provide characterizations (or show the nonexis-
tence of characterizations) for families of consequence relations and revision operators. First, we
will investigate preferential consequence relations (in the sense of Kraus, Lehmann, and Magidor)
and pivotal consequence relations (in the sense of Makinson). These are plausible relations (the for-
mer are non-monotonic, the latter are monotonic) conceived to deal with incomplete information.
We will study them in paraconsistent frameworks such as the one of the logic of Belnap. This will
render them useful to treat also inconsistent information. Second, we will investigate an approach
to belief revision introduced by Lehmann, Magidor, and Schlechta. It is based on distances between
valuations and has the advantage to define well-behaved iterated revision operators.
Keywords: common sense reasoning, non-monotonic logics, preferential logics, pivotal logics, para-
consistent logics, many-valued logics, iterated belief revision, distance-based revision.
