Motivation: Recent studies have found many proteins containing regions that do not form well-defined three-dimensional structures in their native states. The study and detection of such disordered regions is important both for understanding protein function and for facilitating structural analysis since disordered regions may affect solubility and/or crystallizability. Results: We have developed the regional order neural network (RONN) software as an application of our recently developed 'biobasis function neural network' pattern recognition algorithm to the detection of natively disordered regions in proteins. The results of blind-testing a panel of nine disorder prediction tools (including RONN) against 80 protein sequences derived from the Protein Data Bank shows that, based on the probability excess measure, RONN performed the best. Availability: RONN is available at http://www.strubi.ox.ac.uk/RONN. Requests for the RONN software and the database of disorder (XML format) can be directed to the corresponding author. Contact: robert@strubi.ox.ac.uk Supplementary information: Details of all predictions made during blind testing, also available at http://www.strubi.ox.ac.uk/RONN3_ Supplementary.pdf
INTRODUCTION
It has been widely accepted that a protein's primary sequence determines its three-dimensional structure, which in turn determines its function (Anfinsen, 1973) . However, the subtle interplay of atomic forces, solvent, environment and protein-folding machinery renders the ab initio determination of structure from primary sequence alone a remote possibility. Nevertheless, comparative studies of amino acid sequences have been widely and successfully used for analyzing biological data, for instance in the detection of homologous proteins and the recognition of functional sites (Bartlett et al., 2002) .
Recent studies have added complication by focusing attention on amino acid sequences that show no propensity to form specific three-dimensional structures, yet may still be functionally significant. Many proteins contain local regions of such disorder, and some appear to be totally unfolded in their native states (Dunker et al. , * To whom correspondence should be addressed.
2000)
. These studies have further found that many natively unfolded proteins or protein regions are involved in molecular recognition, depending on disorder-to-order transitions, to enable the natively unfolded proteins to form complexes with their cognate partners (Alber et al., 1983; Weinreb et al., 1996) . Such molecular interactions can be enzyme-substrate, receptor-ligand, protein-protein, protein-RNA or protein-DNA (Huber, 1979) . The transition upon binding can give rise to an interaction having the biologically desirable property of combining high specificity with modest binding affinity (Schulz, 1979) , thereby avoiding irreversible binding, which is neither suitable nor acceptable for most biological processes. For example, it has been found that disordered regions play an important role in cell signaling pathways (Frankel and Kim, 1991; Weinreb et al., 1996) .
Accurate recognition of disordered regions in proteins is important in molecular biology for enzyme specificity studies, function recognition and drug design. The detection of such regions is also crucial in structural biology since structure determination by X-ray crystallography and NMR relies on ensembles of (near) identical structures to amplify the experimental signal. At best, disordered regions are invisible to these techniques, at worst they can disrupt the whole experiment by affecting solubility and/or crystallizability (Oldfield et al., 2005) .
One of the most direct ways of identifying disordered regions experimentally is by looking for the amino acids for which there is no electron density in the maps obtained by X-ray crystallography. However, a relatively small fraction of known proteins have had their structures determined and this method has some bias since only partly structured proteins that have been crystallized can be included. Furthermore, consider a terminal domain of a protein that is believed to be in an expression construct but is not observed in electron-density maps: (1) this whole domain may be disordered, (2) a short disordered linker may lead into an ordered domain having no fixed orientation relative to the rest of the protein rendering it invisible in the electron density or (3) the protein may have been unexpectedly proteolyzed and the domain may be absent from the crystallized entity. In this respect, structures determined by NMR have the advantage since independent domain structures may be still determined for domains connected by an 'invisible' flexible linker region. Classification of disordered regions in entries in the Protein Data Bank (PDB) (Berman et al., 2000) is incomplete, although since 1998 it has been possible to annotate unobserved residues using REMARK 465 records. However, even for some recent PDB entries such remarks have been found to be incomplete and/or inconsistent. Garner et al. (1998) have shown that disordered regions comprise a sequence-dependent category distinct from that of ordered protein structure, i.e. certain amino acids have a higher frequency of occurrence in disordered regions than in ordered regions and vice versa. The aromatic amino acids (Trp, Tyr and Phe) are less likely to appear in long disordered regions (Kissinger et al., 1995) , the biological interpretation being that aromatic amino acids have a strong interaction capability that can develop structure and hence inhibit disorder (Burley and Petsko, 1985) . Additionally, Cys and His are less common in disordered regions. On the other hand, Glu, Asp and Lys are more likely to appear in disordered regions since they are charged and charge imbalance tends to favor disorder. Another residue associated with disorder, Ser, increases solubility and provides a flexible locus, two properties inherent to disordered regions.
The best-known, and most intensively developed, method for disorder detection is PONDR ® , which employs pattern recognition algorithms using a set of features based on biological knowledge (Romero et al., 1997 (Romero et al., , 2000 Garner et al., 1998 Garner et al., , 1999 Xie et al., 1998; Li et al., 1999 Li et al., , 2000 Vucetic et al., 2001; Radivojac et al., 2003 Radivojac et al., , 2004 . The first predictions analyzed the frequency measurements of eight amino acids (His, Glu, Lys, Ser, Asp, Cys, Trp and Tyr) and two average attributes (hydropathy and flexibility) from which a feed-forward neural network model with six hidden units was constructed (Romero et al., 1997) . Neural networks have also been trained using the disorder data derived from X-ray crystallographic and NMR methods separately (Garner et al., 1998) . Several pattern recognition models have been compared using different combinations selected from 51 possible features, and disorder has been predicted separately for N-terminal, C-terminal and internal regions (Li et al., 1999) . All the above methods are generally heuristic with rules derived from prior biological knowledge and therefore rely on the proper determination of an optimized subset of features for the characterization of disorder.
The prediction of disorder is now the focus of intensive research and disorder prediction assessment recently formed part of the CASP6 trial (http://predictioncenter.llnl.gov/casp6/Casp6.html), where 20 methods were compared in blind tests. Despite this effort, the accurate prediction of protein disorder remains problematic and we developed a novel approach to the problem based on an extension of our bio-basis function neural network method, a sequence alignment technique originally developed for the detection of protease cleavage sites (Thomson et al., 2003; Yang and Thomson, 2005 ). An initial implementation demonstrated potential for detecting regions of disorder, but prediction accuracies per residue were low (Thomson and Esnouf, 2004) . We have now substantially improved on this original method, which we term the regional order neural network (RONN), and here describe its underlying principles, and its training and validation based on a large set of disorder data derived from the PDB. Finally, we report the results of blind tests on nine disorder prediction methods (including RONN) against additional data derived from the PDB and show that based on our favored measure of accuracy, the probability excess, the current version of RONN (version 3) gives the best performance overall.
SYSTEMS AND METHODS

Bio-basis function neural networks
If two proteins have similar biological functions then the primary sequences usually demonstrate a significant similarity, which can be detected by sequence alignment techniques, usually using a mutation matrix to score the similarity. Conversely, the biological function of a query sequence is expected to be the same as that of a protein sequence of known function if the alignment score is high enough, with tools like BLAST and its variations commonly used for detecting this similarity (Altschul et al., 1990 (Altschul et al., , 1994 (Altschul et al., , 1997 . We apply this expectation to the detection of disordered regions: sequences are compared with a series of sequences of known folding state (ordered, disordered or a mixture of both) and the alignment scores against these sequences are used to classify each sequence as ordered or disordered using a suitably trained neural network.
To be more general, the decision about the likelihood of disorder is based on alignments to an ensemble of sequences of known folding state. Consider a database consisting of sequences corresponding to M ordered and N disordered regions of proteins. How can a decision on the folding state of an unknown protein be based on these M + N alignment scores? Finding the best alignment among the ensemble is one option, but this might not be the best way if some sequences are wrongly labeled or if none of the scores is above a threshold value. A natural generalization is to regard each known sequence as a prototype as in the prototype theory (Dasarathy, 1991 (Dasarathy, , 1994 . The recognition of a property is then based on the statistical relationships between a query and the prototypes, and an obvious method of implementation uses neural networks. We originally applied this idea to a sequence-based biological problem, the analysis of protease cleavage rates of specific subsequences, naming it the bio-basis function neural network (BBFNN) method (Thomson et al., 2003; Yang and Thomson, 2005) . A distinguishing feature of this approach is that individual amino acids and sequences are not represented in some arbitrary feature space (such as hydrophobicity and charge) according to known properties. Rather, 'distances' (determined by sequence alignment) from a subset of well-characterized prototype sequences are calculated and training of the neural network is performed in this 'distance' space.
The original BBFNN was developed for analyzing sub-sequences of fixed length, transforming a series of alignment scores to a similarity value in a monotonically decreasing way. However, since the length of disordered/ordered regions varies, for this implementation, the BBFNN had to be revised by using the concept of non-gapped homology alignment to maximize the alignment score between pairs of sequences (Thomson and Esnouf, 2004) . In the version of RONN described here (version 3), the prototype sequences can have different lengths, although they must be at least as long as a pre-defined window size, and sub-sequences for a query sequence (of this window size and centered on each residue in turn) are then aligned to all the prototypes. The resulting homology scores are used for statistical pattern recognition to give a probability of disorder for each query sequence window, and these scores are averaged to give a probability of disorder for each residue in the query sequence.
The dataset of disordered proteins and regions
To develop disorder prediction techniques, it is essential to use a large and reliable dataset of ordered and disordered sequences for training, validation and testing. Annotation of disorder is fraught with problems for the reasons described above, and we have devoted significant effort to the compilation of a comprehensive dataset based on a complete analysis of entries in the Molecular Structure Database (MSD) (Boutselakis et al., 2003; April 29, 2004 release) hosted at the European Bioinformatics Institute.
For each entry in the MSD, the sequence of observed residues (derived from ATOM coordinate records in the PDB entry) is aligned both against the complete protein sequence as shown by the SEQRES records and against the sequence in the corresponding UniProt entry. These two alignments are merged to give the complete residue-level mapping between the sequence of the polypeptide used in the experiment and its UniProt counterpart, thereby The training set provides prototypes and is used for training and validation. Proteins in the main blind set contain at least one region of disorder of at least 21 consecutive residues. Proteins in the secondary blind set contain at least one region of disorder of at least five consecutive residues.
detecting errors, avoiding any dependence on the REMARK 465 records and allowing entries pre-dating 1998 to be included. The analysis was performed on all the 25 931 entries in the MSD and it found 7327 entries for which there were unobserved regions of at least five consecutive residues. These entries were divided into two sets: those with at least one disordered region of >20 consecutive residues (long set; 1573 entries) and the rest (short set; 5754 entries). Further filters were applied to each set:
• Only structures obtained by X-ray crystallography or NMR were included (i.e. excluding theoretical models and structures determined by electron diffraction, electron microscopy or unspecified methods).
• Multi-component complexes were excluded as disordered regions may have undergone disorder-to-order transitions in these structures.
• Only the entry with the highest number was included for entries with the same 3-letter code (e.g. 1MOB and 2MOB) since, in general, this entry is the most recent. (Although not always true, this acts as a useful filter for very similar sequences.)
• For entries containing multiple chains (of identical sequence), only residues that were not observed in all the chains were used.
After filtering, the long set contained 872 entries from which 105 entries were randomly selected to form the main blind test set. A secondary test set was created by adding randomly selected members of the filtered short set to the main blind set. From the remainder of the long set, sequences for 1691 ordered regions and 983 disordered regions were extracted for training and validation of RONN.
At this point, each of the four datasets (ordered training set, disordered training set, main blind set and secondary blind set) was filtered using CdHit to remove the similar sequences (Li et al., 2001 (Li et al., , 2002 . For a sequence identity cut-off of 90% many sequences were removed. But as this cut-off was reduced to ∼60%, relatively few additional sequences were excluded. Below ∼60%, the rate of removal increased again as matches were found between quite distantly related sequences. Thus, a 70% sequence identity cut-off was selected as the best compromise between maximizing the number of sequences included and minimizing the redundancy in the data. The sizes and compositions of these different datasets are summarized in Table 1 .
Training and validation of RONN
Step 1. The 1421 training sequences are partitioned into 10 'folds'. For each run of 10-fold cross-validation, nine folds are used as prototypes (in some cases only disordered sequences are used as prototypes) and the remaining fold is randomly divided into two parts: one for training to estimate model parameters and one for validation to estimate the probability density functions for both ordered and disordered classes, to allow Bayes' rule to be used for decision making.
Step 2. The BBFNN is trained using the training sequences. A window of pre-determined size is used to scan through the training sequences to generate training sub-sequences, which are then aligned with each prototype in turn to maximize the non-gapped homology alignment score. The bio-basis function is then used to transform this score into a normalized similarity measurement. Each prototype is considered to be an independent variable and the relationship between these independent variables and the class labels (ordered or disordered) of sub-sequences is assumed to be simple, allowing a linear classifier to be constructed. Parameters weighting the similarity measurements are determined using a pseudo-inverse method (Thomson et al., 2003; Yang and Thomson, 2005) .
Step 3. The discrimination threshold between ordered and disordered sequences is optimized using the validation sequences. These sequences are divided into validation sub-sequences in the same way as for training subsequences. After the input into the model constructed in Step 2, the probability density functions of the outputs are assumed to follow two Gaussian distributions, one for ordered and the other for disordered sequences. A parametric method is used to approximate these two functions. Based on the approximated probability density functions, an optimum threshold for discrimination can be determined using Bayes' rule (Duda et al., 2002) . Cost functions are used for the final decision making. Let the probabilities of order and disorder generated by the trained model be P o and P d , respectively, with associated cost functions C o and C d defined such that C o +C d = 1. The final probability of disorder is then
and is assigned to all the residues within the current window.
Step 4. For each position of the sliding window, all residues within the window are assigned the same probability of disorder. When the window is moved on one residue, another probability of disorder is generated. Thus, for a window size of W residues, every residue will have up to W probabilities of disorder assigned. To arrive at a single estimate for each residue these estimates are simply averaged and the residue is predicted to be disordered if the averaged probability of disorder is >0.5.
Step 5. The training and validation process (Steps 2-4) is repeated 10 times using the non-overlapping folds created in Step 1.
Blind testing of disorder prediction methods
Nine methods for predicting protein disorder were tested against the 80 proteins forming the smaller blind test set, each of which contains at least one significant region of disorder. (Since there was no way of identifying the sequences that were used for training each method, the random selection procedure described above was the most appropriate.) The methods tested were RONN, PONDR ® (VL-XT method), FoldIndex (http://bioportal.weizmann. ac.il/fldbin/findex), all three variants of DisEMBL 1.4 (coils/loops, hot loops and REMARK 465) (Linding et al., 2003a) , GlobPlot 2 (Linding et al., 2003b) , DISOPRED2 (Ward et al., 2004) and PreLink (Coeytaux and Poupon, 2005) . Except for PONDR ® , which was licensed and installed locally, all predictions were made by submitting sequences to the public web servers. For each prediction, only the binary classification of each residue as either ordered or disordered was recorded and analyzed (rather than the probability of disorder) since this most closely reflects the use of these tools by structural biologists.
A final blind test set was compiled from two external sources to test whether the common selection process used for both training and testing sequences affected the results. A set of disordered sequences where the disorder had been established experimentally by methods other than X-ray crystallography was obtained from Uversky et al. (2000) . Of the 91 disordered regions described it was possible to identify precise sequences for 79, which formed the disordered part of the test set. To balance these, a set of 80 protein sequences that was annotated as being ordered on the PONDR ® website (retrieved in February 2003) was added. This final blind test set comprised 16 568 ordered residues and 14 462 disordered residues (see Supplementary information).
RESULTS AND DISCUSSION
Measuring the accuracy of prediction
Quantifying the accuracy of binary classification procedures (such as the prediction of order or disorder for a residue) is a common problem in computer science and many different measures have been devised. In each case the most appropriate measure will depend, among other things, on the relative frequencies of the two classes in the dataset and the relative importance of incorrect classification either way. For comparisons against the reference data the results can be described by four integers:
(1) TN: true negatives, e.g. the number of correctly classified ordered residues.
(2) FN: false negatives, e.g. the number of disordered residues incorrectly classified as ordered.
(3) FP: false positives, e.g. the number of ordered residues incorrectly classified as disordered.
(4) TP: true positives, e.g. the number of correctly classified disordered residues.
Further measures are derived from these values, for example the sensitivity, also referred to as the recall, is TP/(TP + FN); the specificity is TN/(TN + FP) and the precision is TP/(TP + FP). However, none of these measures is adequate in isolation (e.g. predicting all residues to be disordered would give sensitivity = 1, but specificity = 0 and precision = fraction of disordered residues in the test set) and more complex measures are required. An ROC curve is obtained by plotting sensitivity against (1−specificity) for a classifier as a function of decision cut-off (e.g. probability of disorder required for a residue to be classified as disordered). The area under this curve is particularly useful as an indicator of algorithm robustness rather than for the comparison of different algorithms. Three further measures are defined: the accuracy is (TN + TP)/(TN + FN + FP + TP); the Matthews' correlation coefficient is ( (Matthews, 1975) and the probability excess is (TN · TP − FN · FP)/[(FN + TP)(TN + FP)]. The accuracy is heavily affected by the relative frequencies of the two classes (e.g. if 90% of residues are ordered then randomly classifying 90% of residues as ordered will give an accuracy of 0.82 for an algorithm that only identifies 10% of disordered residues). The Matthews' correlation coefficient is a better measure since all random algorithms have a coefficient of 0 while a perfect algorithm has a coefficient of 1, but it is still strongly influenced by the relative class frequency in the test set. The probability excess also varies between 0 (for random picking) and 1 (perfect prediction) and in addition is formally independent of the relative class frequency in the test set. This value is also conveniently measured from a plot of sensitivity against specificity, it being the distance of a point from the diagonal line corresponding to random algorithms. Indeed, the probability excess can be shown to be simply sensitivity + specificity − 1. These properties make the probability excess our favored measure of performance and the one we use for ranking different algorithms.
CASP6 used a weighted score, S, defined as 100 (w TP TP + w FP FP + w TN TN + w FN FN)/(TP + FP + TN + FN), where w TP is the number of ordered residues divided by the total number of residues; w TN is the number of disordered residues divided by the total number of residues; w FN = − w TP and w FP = − w TN .
For comparisons based on the same test set, S is directly proportional to the probability excess and is reported here for convenience.
Optimizing, training and testing RONN
Within the framework of the RONN algorithm outlined above, several choices remain such as (1) The mutation matrix is central to RONN in that it determines how similar a window of a query sequence is to each of the prototype sequences. In sequence alignment tools like BLAST, the mutation matrix measures the effective likelihood of any given mutation occurring by chance during evolution, such matrices include the Dayhoff and Blosum62 matrices (Dayhoff et al., 1978; Henikoff and Henikoff, 1992) . For disorder prediction the criterion of similarity might be considered to be the physical similarity between residues, which in turn determines the relative propensities for being in ordered/disordered regions. RONN was tested using the Dayhoff matrix, the Blosum62 matrix and a matrix devised to encode size, charge and hydrophobicity differences. In all cases, the Blosum62 matrix was found to perform the best (data not shown) and so was used for all subsequent testings.
The number of prototype sequences used is obviously critical to the success of the algorithm and also affects its execution speed significantly. In general, the more sequences the better the chance of finding a significant match to any given query sequence, but redundancy in prototypes should also be avoided since it could lead to inappropriate weighting. The second question is whether to use just one class of prototypes or a mixture (ordered and disordered). It was found that including ordered prototype sequences did not improve the accuracy of the method (data not shown) and all subsequent testing solely used disordered prototype sequences, which also resulted in significantly faster predictions.
Blind tests for cost functions of 0.5 and 0.6 and for window sizes from 11 to 41 residues were explored systematically (Fig. 1) . They showed that better predictions were consistently obtained with a cost function of 0.6, the optimum window size being ∼15-21 residues with a window size of 19 residues giving the best prediction overall. Based on these blind tests, this version of RONN has a sensitivity of 0.603, a specificity of 0.878, an accuracy of 0.849, a Matthews' correlation coefficient of 0.395, a CASP S-score of 9.33 and a probability excess of 0.481.
In common with other disorder prediction methods, the result of submitting a protein sequence to the RONN web server is a graph of the predicted disorder probability per residue (Fig. 2) . RONN has been trained and validated to optimize performance based on a probability cut-off of 0.5. However, in some situations it is useful to consider the raw probability predictions when analyzing a sequence, particularly when looking for short regions of disorder such as loops and linkers. Using a 19-residue sliding window the final prediction for each residue is an average of (up to) 19 predictions. Thus, the sensitivity to short disordered regions (<10 residues) forming loops and linkers is somewhat compromised. A different manifestation of the same effect is that RONN has some difficulty in precisely defining the first and last residues of disordered regions, as shown in the plot for the PDB entry 1GJJ (Fig. 2) . Tests with the secondary blind set (Table 1) containing proportionately more short regions showed that Fig. 1 . Effect of varying the cost function, C d , and the window size on RONN predictions for the main blind test set. The plot shows specificity versus sensitivity, but is rotated anticlockwise by 45 • to get a plot of probability excess, our favored performance measure, against the ratio of ordered to disordered residues in our prediction. Thus, the best prediction is highest up the plot. Predictions are marked either by open squares (C d = 0.5) or by closed squares (C d = 0.6) with labels showing the size of the window in residues. Fig. 2 . RONN plot of disorder probability per residue for two proteins from the main blind test set (PDB accession codes 1GJJ and 1Q1Q). The horizontal dashed lines mark the threshold for disorder prediction and the shaded regions show the disorder identified from the PDB entries. the problem is not too severe. Nevertheless, if RONN is being used specifically to search for short regions of disorder then inspection of the probability plot may be necessary. The plot for the PDB entry 1Q1Q (Fig. 2) gives an example of this for a disordered loop from residues 96 to 102, where, although the predicted probabilities are high for the loop region, they never quite reach the threshold required for the prediction of a disorder.
The window size giving the best performance might have been affected by the average size of disordered regions in the main blind test set. This was investigated by further trials using the secondary blind test set (Table 1) that was both substantially larger and contained proportionately many more short regions of disorder. With this dataset the best results were again obtained with a cost function of 0.6 and a 19 residue window, giving a similar result overall, although the sensitivity, in particular, was somewhat lower (0.562 compared with 0.603). Thus, this combination of options performed the best overall and is the one used in our comparisons with other disorder prediction methods given below and is also used for the RONN server (http://www.strubi.ox.ac.uk/RONN).
Blind testing of disorder prediction methods
Publicly available web servers for a panel of disorder prediction methods were used to make predictions. The methods tested were RONN, PONDR ® , FoldIndex, DisEMBL, GlobPlot, DISOPRED2 and PreLink. The server for DisEMBL provides three choices for prediction based on the source of the disorder data. All three were tested independently and these methods are referred to below as Dis-EMBL (coils) for the definitions based on coils and loops; DisEMBL (hot) for the definitions based on loops with high B factors and Dis-EMBL (465) for the definitions based on the residues annotated in the REMARK 465 records. Thus, nine disorder prediction methods were separately analyzed using all the 80 proteins in the main blind test dataset. (The DISOPRED2 server has a limit of 1000 residues per protein, so in this case the results were based on 77 proteins.) A list of the PDB entries that form the main blind test set and a complete, compact graphical representation of the predictions (indicating both correct and erroneous predictions) are given in the Supplementary information. The results can be conveniently summarized by the number of residues in each prediction class (Table 2) .
From the raw prediction data in Table 2 it is possible to derive all the different performance measures discussed above (Table 3) . The order of the algorithms in these tables is determined by the probability excess, our favored performance measure. The sensitivity and specificity are further used to create a plot of probability excess against the balance of prediction outcomes (Fig. 3) .
The blind tests show that the algorithms perform very differently, roughly dividing into three groups based on specificity. DisEMBL (coils) has an extremely low specificity revealing a significant overprediction of disordered residues (59% of all residues in the test set are predicted disordered, whereas only 11% are actually annotated as such), shown by its position toward the right-hand The performance measures, defined and discussed in Section 3.1, are sensitivity (Sens.), specificity (Spec.), accuracy (Acc.), Matthews' correlation coefficient (MCC), CASP S-score and our favored measure, probability excess (Prob. excess). a Prediction based on 77 proteins (comprising 30 160 residues). Fig. 3 . Plot comparing the outcome of the blind testing of nine different disorder prediction algorithms. The detailed form of the plot is described in the legend to Figure 1 , but prediction quality increases vertically up the plot. Predictions are marked by closed circles with a label giving the method by which that prediction was produced.
side of Figure 3 . This translates directly into a very low accuracy for this algorithm, although the more sophisticated measures suggest an overall performance nearly comparable to some of the other algorithms. DISOPRED2, DisEMBL (465) and PreLink form a group of methods with very high specificities, in other words they predict relatively few ordered residues to be disordered. Given the preponderance of ordered residues in the main blind test set, these methods achieve very high accuracy and indeed they all score higher than any of the other algorithms based on this measure (Table 3) . However, they achieve this at the expense of missing a significant number of disordered residues (these methods predict 7, 5 and 7%, respectively, of residues to be disordered rather than 11%; shown by their position toward the left-hand edge of Fig. 3) , and in terms of sensitivity these methods perform moderately (in the case of DISOPRED2) to poorly. As discussed above, the Matthews' correlation coefficient is also strongly dependent on relative class frequencies, and based on The performance measures are the same as for Table 3 . a Predictions for DISOPRED2 not done.
this measure DISOPRED2 and DisEMBL (465) are the best performing algorithms. Despite its underprediction of disorder DISOPRED2 does give some very good predictions and is ranked second overall based on probability excess (and the CASP S-score), while Dis-EMBL (465) is ranked fifth due to it missing such a high proportion of disordered residues. The final group of algorithms is characterized by a better balance between order and disorder prediction (to the left of center in Fig. 3 ) and the ranking of performance within the group is RONN (first), PONDR ® , DisEMBL (hot), FoldIndex and GlobPlot. Although the balance of these prediction algorithms appears to be better than those of the other methods studied, the error rate is still quite high: a disordered residue has a 37% chance of being predicted disordered with GlobPlot, while even with RONN the chance is only 60%. Based on either probability excess or CASP S-score, RONN is ranked first among all the nine methods examined while PONDR ® is ranked third.
Our main blind test set is more than twice the size of the one used in the CASP6 trial (which comprised a total of 14 490 residues, of which 13 422 were ordered and 1068 were disordered). Furthermore, it contains a higher proportion of disordered residues, thereby reducing the distortion of some performance estimates that arises from the relative class frequencies. Thus, to our knowledge, the results presented here form the largest and most balanced blind test of disorder prediction algorithms in the literature.
Nevertheless, to demonstrate the independence of our training and testing tests, the disorder prediction methods were also evaluated against a final test set of sequences compiled from other workers in the field. Many sequences in this set correspond to fully disordered proteins that, by definition, could not be found by analysis of the PDB. Against this panel of 159 sequences, RONN again gave the best predictions (Table 4 and Supplementary information). Several methods showed significantly improved performance compared to tests with the main blind set, with rules-based methods showing the largest gains. For example, FoldIndex gave predictions second only to those of RONN. The improved performance against these test data can be ascribed to the presence of a significant number of low-complexity disordered sequences that are relatively easy to detect. We believe that our main blind test set offers a more demanding and realistic test of disorder prediction ability for the important 'real world' application of disorder prediction as an aid to rational construct design for structural analysis.
As well as providing a stern test for the different algorithms, these blind tests also highlight the inadequacies of the performance measures. Sensitivity and specificity can only properly be considered in combination. Accuracy can be very misleading where the relative class frequencies are very different, and this is also a problem for the Matthews' correlation coefficient as shown by the results for . For a given test set, the CASP S-score is directly proportional to the probability excess and the proportionality constant is 200 f (1 − f), where f is the fraction of disordered residues. This constant is the limiting value of this score and so the CASP S-score for a perfect prediction is determined by the proportion of disordered residues in the test set.
CONCLUDING REMARKS
The demand for accurate prediction of natively disordered regions in proteins is being driven by structural genomics initiatives worldwide in an effort to increase the success rate, particularly for studies on eukaryotic proteins. Incorporating accurate disorder prediction into the construct design process can reduce the amount of time and resources devoted to non-crystallizable or otherwise badly behaved proteins (Oldfield et al., 2005) , allowing researchers in the wet lab to tackle the real technological challenges posed by high-throughput studies. In the current state of the art, no single disorder prediction technique is so accurate that it can be entirely trusted, and a strategy of using several well-performing methods and looking for common prediction features may be the best way to attempt the reliable identification of regions of disorder in unknown protein sequences.
The RONN algorithm presented here is an application of our revised BBFNN technique to the prediction of natively disordered regions. We have also described the collation of large datasets of protein disorder from the PDB data and their use for training RONN and for blind testing a panel of freely available disorder prediction techniques. These blind tests show that, based on either probability excess or the CASP S-score, RONN is ranked as the best algorithm for disorder prediction with DISOPRED2 and PONDR ® also performing well (Table 3 and Fig. 3) .
Nevertheless, RONN still has weaknesses, particularly in the detection of short regions of disorder and in defining the first and last residues of disordered regions (Fig. 2) . The use of a shorter window improves the sensitivity, but also increases the noisiness of the prediction and the overall performance is degraded (Fig. 1) . A more complex scheme might involve the use of two (or more) window sizes, effectively making multiple predictions and then combining them to return a single overall prediction for the sequence. While such algorithms are necessarily more complex, they could also potentially cope with any dependence of the amino acid composition of disordered regions on their lengths. The potential of such algorithms is currently being investigated.
