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from Fluid Surfaces
X-ray intensity correlation spectroscopy (XICS) is a coherent X-ray scattering
technique, which enables the investigation of dynamic properties of matter by
analyzing the temporal correlations among intensities scattered by the studied
material. This novel technique has been intensively applied in the last decade
in order to examine the temporal and lateral correlation properties of fluid
surfaces.
Although, intensity correlation experiments are qualitatively well under-
stood, present theoretical interpretations fail to explain XICS data from some
well known fluid surfaces, such as water and glycerol. We believe that the
discrepancies, between the theoretical predictions for the intensity correlation
function and the experimental results, are due to some idealized assumptions
with regard to the coherence of the X-ray beam, as well as the instrumental
resolution.
This thesis is mainly concerned with the derivation of the intensity cor-
relation function for surface sensitive X-ray intensity correlation experiments
including the effects of partial coherence and instrumental resolution. In order
to derive the intensity correlation function the theoretical approach is based
in this work on the statistical properties of the fluid surface and the scattered
electric field. A scalar wave equation for the electric X-ray field is derived to
determine the field expressions from time fluctuating and inhomogeneous me-
dia. The therefrom obtained field formulas are used to derive systematically
field correlation functions and intensity correlation functions. The accuracy
of the field expressions and the deduced correlation functions are restricted to
the first Born approximation. Within this accuracy, we have provided inten-
sity correlation functions that are applicable to charge scattering from fluid
surfaces under the conditions of arbitrary spatial coherence and instrumental
resolution. In addition, far and near field scattering conditions, i.e. Fraunhofer
and Fresnel conditions, are rigorously incorporated in the theoretical intensity
correlation functions.
The experimental part in thesis is dedicated to the analysis of XICS mea-
surements from hexane and water surfaces. The data analysis is based in parts
on the intensity correlation function which is derived in the theoretical part
II
of this work. We have convincingly illustrated that the conventionally used
intensity correlation function is generally not suitable to analyze XICS exper-
iments. In contrast to the conventionally used intensity correlation formula,
we have obtained very good agreement between our theoretical intensity cor-
relation function and the experimental results from hexane. This work may
therefore be of general interest to scientists who make use of XICS or other
scattering techniques using partially coherent X-ray beams.
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Chapter 1
Introduction
X-ray scattering has a long history of significant contributions to widely vary-
ing fields of scientific study. The scientific progress and outcome from X-ray
scattering experiments has always been closely related to the availability and
improvements of high brilliance synchrotron sources. Since the insertion of
undulators and wigglers in synchrotron facilities so-called 3rd generation syn-
chrotron sources are available, which produce a partially coherent X-ray beam.
This significant improvement of synchrotron sources has substantially enriched
conventional X-ray scattering experiments by many new types of coherent X-
ray scattering techniques. For instance, a number of laser light experiments,
such as holography, intensity correlation spectroscopy, phase contrast imaging
etc., can nowadays be implemented with partially coherent X-rays for opti-
cally opaque materials and, in principle, with even higher spatial resolution.
Due to these promising advantages much effort has been put into the design
of scattering experiments using coherent X-rays in the last few years [65].
This thesis concerns exploiting the partial coherence of synchrotron radi-
ation in order to carry out X-ray intensity correlation spectroscopy (XICS)
experiments from fluid surfaces. Such experiments, which are also known as
X-ray photon correlation spectroscopy (XPCS), promise exciting new insights
into dynamical phenomena in condensed matter, occurring on shorter length
scales than can be reached in dynamical light scattering (DLS). Specifically, the
partially coherent illumination of a random surface height distribution yields
a random interference pattern, which is referred to as a speckle pattern. This
speckle pattern changes in time, if the surface height distribution undergoes
different states in time. The intensity correlation spectroscopy method reveals
the characteristic times of the sample via time correlation of the scattered
intensity in the speckle pattern. The basic ideas of XICS experiments from
dynamic surfaces are schematically illustrated in Fig. 1.1. It is conventionally
assumed that the time dependent part of the resultant intensity correlation
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signal G2(τ) is essentially related to the surface height correlation function
C˜zz(τ) of the sample via
G2(τ) ∝ |C˜zz(τ)|2 , (1.1)
where τ represents the correlation time. The measurement of the intensity cor-
relation signal at different wave vector transfers eventually yields the dynamic
properties of the surface at different length scales. The intensity correlation
signal is, in a broader sense, also related to the intermediate scattering function
[96, 66]. (A detailed discussion is given in chapter 5.)
Although, the above concepts appear plausible for surface sensitive XICS
experiments, some experiments from relatively well understood fluid surfaces
could not be interpreted by formulas that are essentially of the same form
as eq. (1.1) [36, 85]. The most obvious discrepancy between eq. (1.1) and the
experimental results in Ref.[36, 85] is the observation of a heterodyne intensity
correlation signal, which refers to a linear relation between G2(τ) and C˜zz(τ).
This thesis shows that the consideration of partial coherence and finite in-
strumental resolution are of central importance for the interpretation of XICS
experiments from fluid surfaces. It is demonstrated that the influences of par-
tial coherence and finite instrumental resolution can, for instance, lead to the
observation of heterodyne intensity correlation signals. In the experimental
part of this work we present XICS experiments on hexane and water surfaces.
The interpretation of the intensity correlation signal from both liquids depend
vitally on the consideration of coherence and resolution effects. In order to
account for these effects we have derived a formula for the intensity correla-
tion function, which allows, in contrast to conventional formulas, a reasonable
interpretation of our XICS experiments.
The structure of the thesis and a short description of the content in each
chapter is given below.
Chapter 2 summarizes the statistical properties of fluctuating fluid surfaces.
Some central predictions from the capillary wave model and the density func-
tional theory for fluid surfaces are in detail discussed. Static and dynamic
surface height correlation functions are derived for low and high viscosity flu-
ids. The provided surface height correlation functions are continuously used
throughout this thesis to interpret the surface scattering experiments.
Chapter 3 presents the established description of elastic X-ray scattering from
rough surfaces. Some approximation methods for constructing the specularly
scattered X-ray intensity and the diffusely scattered counterpart are discussed
in detail. A number of relations between the scattered X-ray intensity and the
3Figure 1.1: Schematic illustration of XICS experiments from dynamic sur-
faces. A coherent or at least partially coherent X-ray beam is scattered from
a temporally fluctuating surface. The scattered intensity distribution yields a
speckle-like interference pattern, which equally changes in time. The detec-
tion and time correlation of the scattered intensity reveals dynamic properties
of the sample surface under study. The probed length scale from the sample
surface depends on the detection position of the intensity correlation signal.
static surface height correlation function are provided. Furthermore, we have
eliminated an unphysical singularity in the conventional intensity formulas for
surface scattering. The conditions for Fraunhofer and Fresnel scattering situ-
ations are finally explored.
Chapter 4 is concerned with conditions of partial coherence in X-ray scatter-
ing experiments from static media. The propagation, diffraction and scattering
of partial coherent X-rays are discussed in terms of mutual coherence functions.
The diffraction of partially coherent X-rays from a square slit is explained in
detail. This demonstration example is used as a guidance to develop scatter-
ing formulas from more complicated systems. The mutual coherence function
for surface scattering conditions is constructed and examined for a variety of
experimental situations. Surface sensitive scattering conditions are discussed
in particular.
4 Chapter 1. Introduction
Chapter 5 presents a theoretical description of surface sensitive XICS ex-
periments from fluid surfaces. The proposed intensity correlation function
is based on statistical properties of the fluid surface, as well as the scattered
fields. The conditions of partial coherence, instrumental resolution, and Fresnel
scattering are accounted for in the discussion. The predictions of this intensity
correlation function are finally compared with the conventionally used formula.
Chapter 6 presents surface sensitive XICS measurements from hexane and
water. The data analysis was performed with the conventionally used intensity
correlation function, as well as with the formula which is proposed in chapter 5.
By using the latter formula for hexane, we have obtained reasonable results for
the surface tension and the kinetic viscosity. In contrast to these results, the
data analysis with the commonly used intensity correlation function yielded
values for kinetic viscosities which are several times larger for both liquids.
Chapter 7 summarizes the main findings of this thesis. A discussion on
future research based on this work is given as conclusion.
Chapter 2
Structure of Liquid-Vapor
Interfaces
The challenging problem in equilibrium theories of liquid-vapor interfaces is
to explain the density profile in the interfacial region, and to incorporate the
role of surface tension, as well as the viscosity from a molecular point of view.
The first approach to this problem was developed for ideal liquids (viscosity
free) by Van der Waals, almost one century ago. The mean-field, or Van der
Waals theory of interfaces, introduces a laterally flat intrinsic density profile
that changes gradually from the mass density of the liquid %
l
(z) into the vapor
density %v(z). Here, the z-direction is taken normal to the interfacial zone.
The intrinsic interfacial width σi between the phases is related to the bulk
density fluctuations and deduced from the bulk correlation length `b. Within
this theory, long-range fluctuations in the liquid-vapor interface occur only if
the temperature T approaches the critical temperature Tc, at which the bulk
correlation length and intrinsic interfacial width diverges as `b, σi ∼ (Tc−T )−ν¯ ,
with the critical exponent ν¯ [80, 43, 105].
A second model for liquid-vapor interfaces takes long-range interfacial fluc-
tuation into account for temperatures far below Tc. This model was proposed
by Buff, Lovett, and Stillinger [14]. Based on the theory of classical hydrody-
namic Buff et al. introduced a sharp liquid-vapor interface, which is displaced
from its equilibrium position due to the thermal excitations of capillary waves.
In this so-called capillary wave model, bulk fluctuations are entirely ignored
and the interfacial width is obtained from the integral over all thermally ex-
cited capillary waves. The excited capillary wavelengths span from `b to the
surface correlation length `s, which is apart from a factor of
√
2, identical to
the so-called capillary length ac =
√
2γ/(g4%) = √2`s, hence `s is typically
a macroscopic length [31, 27, 80]. Here γ is the macroscopic surface tension,
g the gravitational constant, and 4% = %
l
− %v is the difference in the (bulk)
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mass densities between the liquid and vapor phases. The picture, which has
emerged from numerous theoretical and experiment efforts, is that short-range
bulk fluctuations give rise to the formation of an intrinsic interface profile which
experiences long-range capillary wave fluctuations at a scale larger than `b. In
more recent theoretical works, using microscopic density functional theory for
inhomogeneous ideal liquids, both types of fluctuations has been incorporated
into a theory for liquid-vapor interfaces [63, 70].
In the following sections, some particular properties of liquid-vapor inter-
faces are briefly recapitulated, which are predicted from classical hydrodynamic
and the density functional theory. The emphasis will be on the static and dy-
namic surface height correlation function, which plays a central role in the
calculation of X-ray scattering cross-sections from liquid surfaces.
2.1 Hamiltonian Formalism for Liquid-Vapor
Interfaces
The interfacial profile predicted by the phenomenological capillary wave model
can be obtained from the hydrodynamic theory of incompressible ideal liquids,
in combination with the theory of classical statistical mechanics. To summarize
the main assumptions and predictions made in this model, the Hamiltonian
formalism for liquid surfaces is used in the following section, which has been
chiefly developed by V. E. Zakharov [110], J. M. Miles [64] and L. J. F. Broer
[12]. The benefit of the Hamiltonian formalism is that it naturally fits in
the more rigorous analysis of K. R. Mecke, M. Napiorkowski and S. Dietrich
[63, 70], which is based on the density functional theory.
2.1.1 Capillary Wave Model
The central assumption in the capillary wave model is the incompressibility
condition of the fluid. This requirement states - in contrast to the Van der
Waals model - that bulk density fluctuations are negligible in the formation of
the interfacial profile. If in addition to the requirement of incompressibility, the
liquid is free from rotational flows and ideally friction free, then one can readily
deduce the predictions of the capillary wave model from a hydrodynamical
standpoint.
The hydrodynamical treatment of surface waves for an ideal homogeneous
liquid that fills a square basin of finite depth d, is here recapitulated. WE
assume that the only forces acting on the liquid are gravitational and capillary
forces. The coordinate system is chosen such that the undisturbed surface
coincides with a (x, y)−plane, see Fig.2.1. The z−axis is pointing away from
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Figure 2.1: Schematic illustration of the local surface displacement h(x, y, t)
and the coordinate system.
the undisturbed surface, and perturbations from the equilibrium height z = 0
are described by the height displacement function h = h(r, t), where r = (x, y).
Furthermore, the surface is considered to be almost flat, in the sense that the
wave amplitudes are small compared to their wavelength, i.e. qh  1, where
q = (q2x+ q
2
y)
1/2 is the modulus of the surface in-plane wave vector q = (qx, qy).
With these conditions, the equations of motion for a stream in an ideal liquid
of finite depth can be expressed in the following form [67, 47]
∆Φ = 0 , h(r, t) ≥ z ≥ −d (2.1a)
∂Φ
∂z
= 0 , z = −d (2.1b)
∂h
∂t
=
1
%
l
∂Φ
∂z
, z = h(r, t) (2.1c)
∂Φ
∂t
= −%
l
gh+ γ∆‖h , z = h(r, t) (2.1d)
where Φ = %
l
φ(r, z, t) with %
l
being the liquid mass density and φ(r, z, t)
the velocity potential. γ is the surface tension and ∆‖ is the 2-dimensional
Laplace operator with respect to the (x, y)-directions. A solution for streams
inside the fluid volume can be obtained from Laplace’s eq. (2.1a) under the
restrictions from the surface boundary conditions (2.1c) and (2.1d), as well as
the ground boundary condition (2.1b). Eq. (2.1c) describes the kinetic surface
boundary condition, and describes (2.1d) the dynamic surface condition, in
which the vapor mass density has been neglected. Laterally periodic boundary
conditions are demanded at a distance L, i.e. h(x, y, t) = h(x+L, y+L, t) and
Φ(x, y, z, t) = Φ(x + L, y + L, z, t), with L = A1/2 being the linear dimension
of the square interface of area A.
As it has been shown in Ref.[64, 12, 110], the surface boundary conditions
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(2.1c,d) are equivalent to the canonical equations
∂h(r, t)
∂t
=
δH
δΨ(r, t)
,
∂Ψ(r, t)
∂t
= − δH
δh(r, t)
, (2.2)
whereas the height displacement function h(r, t) refers to the generalized co-
ordinate and
Ψ(r, t) = Φ(r, z, t)|z=h(r,t). (2.3)
defines the generalized momentum. δH/δh and δH/δΨ are functional deriva-
tives of the Hamiltonian density H. In an ideal fluid, the total energy of
the system is conserved and, accordingly, the Hamiltonian density can be con-
structed from the sum of the kinetic energy density T and the potential density
V of the system, viz.
H =
∫
A
H d2r =
∫
A
(T + V) d2r , (2.4a)
T = 1
2%
l
∫ h
−d
(∇Φ)2dz = 1
2%
l
Ψ
∂Φ
∂z
∣∣∣∣
z=h
, (2.4b)
V = 1
2
%
l
gh2 +
1
2
γ|∇‖h|2. (2.4c)
In eq. (2.4a) H denoted the Hamiltonian function, which is identical to the
total energy of the system. The two terms in the potential density describe
the energy needed to disturb the surface from its equilibrium height. For a
disturbed surface the first term corresponds to the energy gain in the grav-
itational field, and the second term results from capillary forces which work
against an extension in surface area. By solving the boundary value problem
for the Laplace equation (2.1a), one can eliminate the Φ dependence in the
kinetic energy and express with eq. (2.3) the Hamiltonian by h and Ψ only. In
that sense h and Ψ fully define the fluid dynamics at the surface.
Next, it will be useful to introduce the Fourier series for h, Ψ and Φ by the
relations
h(r, t) =
∑
q
h˜(q, t) eiq·r , h˜(0, t) = 0 (2.5a)
Ψ(r, t) =
∑
q
Ψ˜(q, t) eiq·r , Ψ˜(0, t) = 0 (2.5b)
Φ(r, z, t) =
∑
q
Φ˜(q, z, t) eiq·r , Φ˜(0, z, t) = 0 (2.5c)
where the Fourier coefficients satisfy the conditions h˜∗(q, t)= h˜(−q, t), Ψ˜∗(q, t)
= Ψ˜(−q, t) and Φ˜∗(q, z, t) = Φ˜(−q, z, t), since h(r, t), Ψ(r, t) and Φ(r, z, t)
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are real quantities. From the boundary value problem for Laplace’s equation
(2.1a) one then finds the relation Φ˜(q, z, t) = (cosh q(z+ d)/ cosh qd)Ψ˜(q, t) at
z = h(r, t). By using this relation in eq. (2.5c), the surface conditions (2.1c,d)
yield
∂h˜(q, t)
∂t
=
1
%
l
q tanh qd Ψ˜(q, t) , (2.6a)
∂Ψ˜(q, t)
∂t
= − (%
l
g + γq2
)
h˜(q, t) , (2.6b)
for qh(r, t)  1 and h  d. The dispersion relation for capillary-gravity
waves can next be obtained by decoupling the above two equation into two
linear differential equations, which respectively have the solutions
h˜(q, t) = h˜(q) e−iω(q)t , Ψ˜(q, t) = Ψ˜(q) e−iω(q)t , (2.7)
The explicit form for ω(q) is nothing else than the dispersion relation for
capillary-gravity waves in shallow waters:
ω(q) = ωs(q)
√
tanh qd , (2.8)
with
ωs(q) =
√
gq +
γq3
%
l
, (2.9)
being the dispersion relation for an infinitely deep liquid. In most practi-
cal situations eq. (2.9) sufficiently describes the dispersion relation for surface
wavelengths that are small compared to a finite depth d. The gravitational and
capillary contribution to the dispersion relation (2.9) are of equal magnitude
at the characteristic wave vector value
qg =
√
%
l
g
γ
=
1
`s
, (2.10)
For wave vector numbers above the so-called gravitational cutoff qg the dis-
persion properties are essentially caused by capillary forces, see Fig.2.2. Also
important is the inverse relation between the gravitational cutoff and the sur-
face correlation length `s [31, 27].
Another quantity of interest is the Hamiltonian function H in terms of h˜
and Ψ˜. By using the Fourier representation for Φ and the above mentioned
expression for Φ˜, one finds the approximation
∂Φ
∂z
∣∣∣∣
z=h
≈
∑
q
(q tanh qd) Ψ˜(q, t) eiq·r , (2.11)
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Figure 2.2: Dispersion relation of capillary gravity waves on a water surface
at room temperature. For a surface tension of γ = 0.0727 Nm−1 and mass
density of %l = 1000 kg/m
3 the gravitational cutoff for water yields qg = 367
m−1.
which partially contributes to the kinetic energy density (2.4b). With (2.11)
and the equations (2.5a), (2.5b) and (2.7), the Hamiltonian function (2.4a)
yields
H =
1
2
∑
q
∑
q′
(
1
%
l
q tanh qd Ψ˜(q, t)Ψ˜(q′, t) + (%
l
g + γq ·q′) h˜(q, t)h˜(q′, t)
)
×
∫
A
d2rei(q+q
′)·r. (2.12)
Due to the laterally periodic boundary conditions the allowed values for q
and q′ are multiples of ±2pi/L. Accordingly, the integral in (2.12) fulfills the
orthogonality relation
1
A
∫
A
d2r ei(q+q
′)·r = δ2(q + q′) , (2.13)
where δ2(q+q′) = δ(qx+ q′x)δ(qy+ q
′
y) is a 2-dimensional delta function. With
(2.13), one finally obtains the Hamiltonian for a system of decoupled harmonic
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oscillators in the following form
H˜ =
∑
q
H˜
[
Ψ˜(q), h˜(q)
]
=
1
2
A
∑
q
(
1
%
l
q tanh qd
∣∣Ψ˜(q)∣∣2 + (%
l
g + γq2
) ∣∣h˜(q)∣∣2) . (2.14)
In order to obtain the interfacial roughness σcw due to thermally excited
capillary wave, h(q, t) is next treated as a random variable, which obeys the
statistical requirements of ergodicity, spatial homogeneity and isotropy [32, 58].
In the statistical sense, the surface roughness can then be defined as the mean-
squared deviation
σ2cw = 〈h(r, t)h(r, t)〉 =
∑
q
∑
q′
〈h˜(q, t)h˜(q′, t)〉 ei(q+q′)·r , (2.15)
where the brackets denote an ensemble or time average, and the mean equi-
librium height is located at 〈h(r, t)〉 = 0. According to the above statistical
requirements for h(r, t), it follows that σcw is independent of time and space,
which implies the following conditions for the right-hand side of eq. (2.15) [58]
〈h˜(q, t)h˜(q′, t)〉 = 〈h˜(−q, t)h˜(−q′, t)〉 = 0 (2.16)
〈h˜(q, t)h˜(−q′, t)〉 = 〈h˜(−q, t)h˜(q′, t)〉 = 〈∣∣h˜(q′)∣∣2〉δ2(q − q′) . (2.17)
Hence, the surface roughness, or correspondingly the interfacial width σcw, can
be evaluated from
σ2cw =
∑
q
〈∣∣h˜(q)∣∣2〉 . (2.18)
The average values 〈∣∣h˜(q)∣∣2〉 per q−mode yield with eq. (2.14), (2.10) and the
Maxwell-Boltzmann statistic the roughness expression per q−mode
〈∣∣h˜(q)∣∣2〉 = ∫∫ dh˜(q)dΨ˜(q) |h˜(q)|2 e−H˜(Ψ˜(q),h˜(q))/kBT∫∫
dh˜(q)dΨ˜(q) e−H˜(Ψ˜(q),h˜(q))/kBT
=
∫∞
0
dh˜(q) h˜2(q) e
− A
2kBT
(q2g+q
2)h˜2(q)∫∞
0
dh˜(q) e
− A
2kBT
(q2g+q
2)h˜2(q)
=
kBT
Aγ
1
q2g + q
2
, (2.19)
where kB is the Boltzmann constant. With (2.18), the capillary wave roughness
can be expressed as a double sum over all q = (qx, qy) modes or alternatively
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as a single sum over q = |q|, viz.
σ2cw =
∑
q>0
kBT
Aγ
1
q2g + q
2
. (2.20)
In (2.20) the summation starts from the lowest value q = 2pi/L to the up-
per cutoff qmax, which serves as truncation of the continuous (hydrodynamic
model) medium. The upper cutoff is customarily estimated to be inversely
proportional to the bulk correlation length [80], but it has also been taken to
be inversely proportional to the intermolecular spacings [22, 99]. In the limit
A→∞ expression (2.20) yields the key formula of the capillary wave model:
σ2cw =
kBT
2piγ
∫ qmax
0
dq
q
q2g + q
2
=
kBT
4piγ
ln
(
1 +
q2max
q2g
)
. (2.21)
Eq. (2.21) can be derived from (2.20) by using the limit relation
∑
q>0 →
A/(2pi)2
∫
d2q. Due to the requirement of statistical isotropy, one can fur-
thermore transform the integral into polar coordinates, which eventually leads
to expression (2.21). The fraction qmax/qg may alternatively be replaced by
2pi`s/`b, which describes the ratio between the short-range bulk and long-range
surface correlation length. For temperatures far below Tc, a rough estimate
for the bulk correlation length `b ≈ dm is commonly deduced from the mean
molecular diameter dm [27, 22, 99]. Note that eq. (2.21) would lead to a log-
arithmical singularity for the surface width, if the upper wave vector cutoff is
not being introduced.
2.1.2 Effective Interface Hamiltonian
It may be readily seen that the interfacial roughness can effectively be de-
termined by the potential energy of the Hamiltonian function eq. (2.4a). Ac-
cordingly, one may derive the interfacial roughness at once by constructing
an effective interface Hamiltonian H[h(r)], which describes the cost in en-
ergy to deform the flat interface into a given rippled configuration. From this
standpoint, one obtains the result of the previous section by constructing the
so-called ”drumhead” Hamiltonian [39, 43]
Hdh[h(r)] =
1
2
∫
A
d2r 4% gh2(r) + γ
∫
A
d2r
(√
1 + |∇‖h(r)|2 − 1
)
, (2.22)
which eventually yields with the following gradient expansion√
1 + |∇‖h(r)|2 = 1 + 1
2
|∇‖h(r)|2 +O
(|∇‖h(r)|4) . (2.23)
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the ”capillary wave” effective Hamiltonian of Buff et al. [14, 8, 27, 80]
Hcw[h(r)] =
1
2
∫
A
d2r 4% gh2(r) + γ
2
∫
A
d2r |∇‖h(r)|2. (2.24)
Evidently, eq. (2.24) yields (regardless of the small difference 4% = %
l
− %v)
the same statistical properties for liquid surfaces as eq. (2.4). By using the
above formal approach, one can conveniently study a variety of surfaces by
constructing the effective interfacial Hamiltonian of the system.
Effective interface Hamiltonians that yield in their normal coordinates a
Gaussian form for the Maxwell-Boltzmann weighting factor, i.e. e−H˜[h˜(q)]/kBT ,
represent the class of Hamiltonians in the so-called Gaussian approximation.
Due to their simplicity and structural similarity with the capillary wave Hamil-
tonian, these types of effective interface Hamiltonians play an important role
in the statistical analysis of liquid surfaces. Among the most important phe-
nomenological Hamiltonians in the Gaussian approximation is the Helfrich
Hamiltonian, which is of the form [38, 24, 62]
HH [h(r)] =
1
2
∫
A
d2r4% gh2+1
2
∫
A
d2r
{
γ|∇‖h(r)|2 + κ
(
∆‖h(r)
)2}
, (2.25)
where κ is the bending rigidity modulus. Helfrich’s Hamiltonian takes into
account the curvature dependence of the surface energy, whereas the capillary
wave Hamiltonian assigns the same surface energy to all configurations which
have equal total area. In the normal mode representation eq. (2.25) can be
arranged such that it resembles the effective capillary wave Hamiltonian, hence
H˜H
[
h˜(q)
]
=
1
(2pi)2
∫
d2q
1
2
(4% g + γ(q)q2) ∣∣h˜(q)∣∣2, (2.26)
where now γ(q) denotes a q-dependent surface tension
γ(q) = γ + κq2 , (2.27)
which reduces at large length scales, i.e. q → 0, to the macroscopic surface
tension γ. Although the surface tension γ and the bending rigidity κ remain
phenomenological constants, the Helfrich Hamiltonian makes the important
prediction that the effectively measured surface tension is a function of length
scales, i.e. 1/q.
Despite the fact that the phenomenological effective Hamiltonians uncover
important properties of liquid vapor interfaces, such as long-range surface cor-
relations below Tc, they fail to include bulk fluctuations or to provide a micro-
scopic picture of the surface tension. In order to incorporate the predictions
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Figure 2.3: Surface tension as a function of q. Left: Comparison of Mecke-
Dietrich’s model of surface tension (solid curve) with the phenomenological
capillary wave theory (dotted curve) and the Helfrich theory (dashed curve).
The phenomenological Helfrich theory does not yield a specific value for κ/γ.
Here, it is chosen such that this ratio has the value of the one predicted by
Mecke-Dietrich’s theory for large q, i.e. κ/γ = 0.74C2H`
2
b
(1/2+ (`
b
/dm)
2). The
parameters are CH = 0.1, dm = 2A˚ and `b = 5dm. Right: Experimental
confirmation of the reduction of surface tension on a water surface at room
temperature [30]. The solid curve has been obtained from Mecke-Dietrich’s
theory for the parameters: CH = 0.35, dm = 10A˚ and `b = dm/3 [23].
of the capillary wave model into the traditional Van der Waals model of in-
terfaces, R. Evans formulated a density functional theory for inhomogeneous
simple (mono molecular) liquids. The theory describes short-range density-
density fluctuation in the bulk, as well as long-range surface fluctuation at a
liquid-vapor interface [27, 28]. This approach was first adopted by M. Napi-
orkowski & S. Dietrich [70] to construct an effective surface Hamiltonian which
is based on a microscopic picture of the liquid. In a further improved version
of the density functional approach, K. R. Mecke & S. Dietrich [63] derived an
effective Hamiltonian that contains the capillary wave Hamiltonian as a limit
result. Furthermore, it yields a q−dependent surface tension, which is essen-
tially determined by the molecule diameter dm and the bulk correlation length
`b. After a subtle calculation, these authors obtain, in the Gaussian approxi-
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mation, the following effective Hamiltonian in its normal mode representation
H˜MD
[
h˜(q)
]
=
1
(2pi)2
∫
d2q
1
2
{
4% g (1− 2CH(q`b)2)+ γ(q)q2}∣∣h˜(q)∣∣2,
(2.28)
where the parameter CH is a weight for the curvature corrections of the density
profile for thermally exited capillary waves. CH is limited between 0 < CH <
0.5, but it is not further specified in this theory. The surface tension γ(q) in
eq. (2.28) decreases from its macroscopic value at q = 0 due to the effect of
attractive long-range forces, reaches a minimum, and then increases ∝ q2 at
large q, due to the distortion of the density profile when the surface is bent
[62]. An approximate formula for the surface tension takes the form [63]
γ(q)
γ
=
(
2− CH(q`b)2
) w˜(qdm)
(qdm)2
+ 0.74C2H
(
1
2
+
(
`b
dm
)2
w˜(qdm)
)
(q`b)
2
+ O ((qdm)4) , (2.29)
with w˜(x) = 1 − (1 + x)e−x. In the limit q → ∞, Mecke & Dietrich’s theory
predicted the following limiting expression for the surface tension [63]
γ(q →∞) = κ q2 . (2.30)
Eq. (2.29) holds in the so-called product approximation, which comprises the
condition `b  dm. However, it is argued that the maximum error in the
product approximation is less than 10% even for `b ' dm [63, 69]. Expres-
sion (2.29) yields the same limit result as the effective Helfrich surface tension
(2.27), and eq. (2.29) reduces for (q`b)
2  1 to the capillary wave result. A
comparison between the three surface tension models is shown in Fig.2.3 (left).
The formation of a minimum in the surface tension appear to has been experi-
mentally confirmed by surface sensitive X-ray scattering techniques for several
liquids [30, 69, 50]. The experimental result for a water surface at room tem-
perature is given in Fig.2.3 (right). It should be noted that the theoretically
predicted and experimentally observed reduction in surface tension appears
for relatively large q = (qx, qy) values (of the order 10
9m−1). Hence, if the
maximum experimental q values are smaller than ca. 1/`b, one may readily
use the capillary wave model. This will be in particular the case for X-ray
reflectively experiments, where q is experimentally set to be zero. The same
conclusion may be drawn from the effective Mecke-Dietrich Hamiltonian (2.28)
for (q`b)
2  1. In summary, the Mecke-Dietrich theory of surfaces appears to
reveal some fundamentally new properties of fluid surfaces at atomic length
scales, which is, however, up to now controversially debated in the scientific
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community. With respect to time dependent surface properties, it should ac-
knowledged that a time dependent density fluctuation theory for surfaces is
not developed at the present time. Hence, the understanding of dynamic sur-
face properties is ordinarily deduced from linear response theories of classical
hydrodynamic [10, 53, 40, 41].
2.2 Surface Height Correlation Function
In comparison to surface microscopy techniques, such as Scanning Tunneling
Microscope (STM) and Atomic Force Microscopy (AFM), surface sensitive
X-ray scattering techniques provide statistical information from a relatively
large surface area which can extend to several hundreds of square microns
[99]. The statistical characterization of surface structures, in terms of height
correlation functions, allow a relatively direct and systematic analysis of X-ray
scattering data and play, therefore, a central role in the theoretical calculation
of scattering cross sections from rough surfaces. In this section the static
and dynamic height correlation functions are derived for some specific liquid
surfaces, which are of interest for this work.
2.2.1 Static Height Correlation Function
The static height correlation function Czz(r, r
′) describes the lateral correla-
tion between two spatially separated height displacements on a surface. In
analogy to the mean-squared roughness definition (2.15) one finds for the
height correlation function
Czz(r, r
′) = 〈h(r, t)h(r′, t)〉 =
∑
q
∑
q′
〈h˜(q, t)h˜(q′, t)〉 ei(q·r+q′·r′) , (2.31)
Based on the demanded statistical properties for the random height displace-
ments h(r, t) (see section 2.1.1) it follows with eq. (2.16) and (2.17) that the
height correlation function is spatially only a function of the separation r′−r.
Hence, eq. (2.31) becomes
Czz(r
′ − r) =
∑
q
〈|h˜(q)|2〉 eiq·(r′−r) . (2.32)
In addition to the spatial dependence, eq. (2.31) and (2.15) require the follow-
ing two general properties
Czz(r
′ − r) = Czz(r − r′) , (2.33)
σ2 = Czz(r
′ − r)∣∣
r′−r=0 , (2.34)
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Figure 2.4: Normalized static height correlation function Czz(R)/σ
2
cw as a func-
tion of R. Left: Normalized height correlation for a water surface at room tem-
perature (solid line); the correlations lengths are `s = 2.7mm and `b ≈ 2rm,
with the mean molecular radius rm(H2O) = 1.92A˚ [11]. The qmax cutoff, in-
herent to the capillary wave model, is taken to be qmax = 2pi/`b. The height
correlation decays as the surface correlation length decreases; three arbitrary
cases are illustrated: qg = qmax/100 (dash-dotted line), qg = qmax/10 (dashed
line) and qg = qmax (dotted line). Right: Illustration of the normalized height-
difference correlation function for the same values used in the left plot.
where the condition (2.34) defines the maximum value for height correlation
function. In the continuous limit, expression (2.32) transforms into the integral
expression
Czz(R) =
1
(2pi)2
∫
d2q C˜zz(q) e
iq·R , (2.35)
whereR = r′−r and C˜zz(q) is the reciprocal space height correlation function,
which takes for the capillary wave model the following form
C˜zz(q) =
kBT
γ
1
q2 + q2g
. (2.36)
The real space expression for the height correlation function can be evaluated
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by transforming integral (2.35) into polar coordinates, which yields
Czz(R) =
kBT
2piγ
∫ qmax
0
dq
q
q2 + q2g
J0(qR) , (2.37)
=
kBT
4piγ
(
qmax
qg
)2
×
∞∑
k=0
(−1)k
Γ[1 + k]
2F1
[
1, 1 + k; 2 + k;−q2max/q2g
](qmaxR
2
)2k
, (2.38)
where R = (x2 + y2)1/2, and J0(qR) represents the Bessel function of the
first kind. By performing the integral (2.37), with the sum representation for
the Bessel function [33], one finds the result (2.38), where 2F1[1, 1 + k; 2 +
k;−q2max/q2g ] is the regularized hypergeometric function and Γ[1 + k] is the
Gamma function. Eq. (2.38) does satisfy the symmetry condition (2.33) as
well as
σ2cw = Czz(R)
∣∣
R=0
. (2.39)
Note that the sharp cutoff in (2.37) leads to oscillation in the height correlation
function, see Fig.2.4. Another quantity, that is of interest in the calculation of
scattering cross sections from surfaces is the static height-difference correlation
function gzz(R) [90]:
gzz(r
′ − r) =
〈(
h(r′, t)− h(r, t))2〉 , (2.40)
which can easily be reduced to the radial height-difference correlation function
for liquid surfaces
gzz(R) = 2
(
σ2cw − Czz(R)
)
. (2.41)
The spatial behavior of the radial height correlation function (2.38) and the
height-difference correlation function (2.41) are illustrated in Fig.2.4.
It is worth mentioning that the commonly used height correlation function
is derived from (2.37) for the limit qmax →∞ [81, 6, 22, 99]. In that case one
finds [33]
Czz(R) =
kBT
2piγ
∫ ∞
0
dq
q
q2 + q2g
J0(qR) , (2.42)
=
kBT
2piγ
K0(qgR) , (2.43)
where K0(qgR) is the modified Bessel function of the second kind. The rela-
tively simple result of eq. (2.43) has some useful properties with regard to the
calculation of scattering functions, see section 3.2. However, due to the limit
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Figure 2.5: Normalized static height correlation function Czz(R)/σ
2
cw as a
function of R. Comparison between eq. (2.43) (continuous line) and eq. (2.38)
(dash-dotted line). The normalized height correlation functions are obtained
by using the material constants for water at room temperature. qmax is taken
to be qmax = pi/rm, where rm = 1.92A˚. Left: For short distances, the main
difference appears at R = 0. Right: In the limit R  `b, eq. (2.43) is in good
agreement with the exact solution for the height correlation function (2.38).
limR→0K0(qgR)→∞ the condition (2.39) is obviously not satisfied and, cor-
respondingly, the theoretical scattering functions that are derived from (2.43)
contain singularities in reciprocal space. A comparison between eq .(2.38) and
(2.43) is shown in Fig.2.5.
2.2.2 Dynamic Height Correlation Function
The static height correlation functions of the previous section are only applica-
ble to static scattering experiments from liquid surface. In time resolved (sur-
face sensitive) experiments such as dynamical light scattering (DLS), or X-ray
intensity correlation spectroscopy (XICS), the measured quantity is, however,
related to the dynamic height correlation function, which is in general defined
as
Czz(r, r
′, t, t′) = 〈h(r, t)h(r′, t′)〉 . (2.44)
With the statistical properties of the height displacement function h(r, t), see
section 2.1.1, the autocorrelation function Czz(r, r
′, t, t′) reduces to a function
which depends only on spatial and time differences [58, 32]. Accordingly, the
dynamic height correlation function can, henceforth, be written as
Czz(r
′ − r, t′ − t) = 〈h(r, t)h(r′, t′)〉 , (2.45)
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and, moreover, it obeys the following conditions
Czz(r
′ − r, t′ − t) = Czz(r − r′, t− t′) , (2.46)
Czz(r
′ − r) = Czz(r′ − r, t′ − t)
∣∣
t′−t=0 , (2.47)
σ2 = Czz(r
′ − r, t′ − t)∣∣
r′−r=0,t′−t=0 . (2.48)
In order to obtain a specific expression for the dynamic height correlation
function, it will be useful to use the Wiener-Khintchine theorem, which relates
the autocorrelation function of stationary random processes and the power
spectrum of these fluctuations, by a conventional Fourier transform [58]. Using
the Wiener-Khintchine theorem in combination with eq (2.35), one can derive
the dynamic height correlation function from
Czz(R, τ) =
1
(2pi)3
∫∫
dω d2q Szz(q, ω) e
i(q·R−ωτ) , (2.49)
where R = r′ − r, τ = t′ − t and Szz(q, ω) represents the power spectrum of
thermal surface displacements.
Explicit expressions for the surface spectrum Szz(q, ω) have been deduced
from linear response theory by several authors [10, 53, 40, 41]. In the limiting
case of deep liquids, as considered in this work, the surface spectrum Szz(q, ω)
for an incompressible fluid with arbitrary viscosity is given by
Szz(q, ω) =
2kBT
ω
Im
[
q/%
l
ω2s(q)− (ω + i2νq2)2 − 4ν2q4(1− ω/νq2)1/2
]
, (2.50)
where ν is the kinematic viscosity. The depth dependance is in The Fourier
transform of eq. (2.50) is a nontrivial task and, therefore, it is only solved below
for special cases. For a highly viscous liquid eq. (2.50) can be approximated by
a Lorentzian curve, which peaks at ω = 0 with a half width at half maximum
(HWHM) of Γh(q) = γq/(2ν%l). In the low viscosity case the surface spectrum
yields two equally spaced sharp peaks at ω = ±ωs(q) with a HWHM of Γl(q) =
2νq2. Here the subscribes h and l denote the limits for high and low viscosity
liquids, respectively.
A. Height correlation function for low viscosity liquids
In the low viscosity limit the general surface spectrum eq. (2.50) simplifies to
[41]
Szz(q, ω) = 2kBT
q
%
l
2Γl(q)
(ω2 − ω2s(q))2 + (2ωΓl(q))2
, (2.51)
with
Γl(q) = 2νq
2 . (2.52)
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The above expression can be used to derive the height correlation function of
propagating capillary waves. By performing the Fourier transform with respect
to ω we find [33]
C˜zz(q, τ) =
kBT
γ
1
q2 + q2g
e−Γl(q)τ
[
cos
(
ωs(q)τ
√
1− (Γl(q)/ωs(q))2
)
+
Γl(q)
ωs(q)
√
1− (Γl(q)/ωs(q))2
sin
(
ωs(q)τ
√
1− (Γl(q)/ωs(q))2
)]
,
(2.53)
where we used the trigonometric relations sin(arccosα) = (1 − α2)1/2 and
sin 2α = 2 sinα cosα. A useful approximation is obtained, if the condition
Γl(q)/ωs(q) 1 is satisfied in the range of experimental wave vector transfers.
Eq. (2.53) then simplifies to
C˜zz(q, τ) ≈ kBT
γ
1
q2 + q2g
cos (ωs(q)τ) e
−Γl(q)τ , for Γl(q)/ωs(q) 1 . (2.54)
For the discussion of surface sensitive XICS the reciprocal space expression
(2.54) is in fact sufficient enough, as will be shown later. Note that the solutions
(2.53) and (2.54) hold only for τ ≥ 0. The corresponding real-space expression
to (2.54) can be expressed in a series form; however, its usability is questionable
and, therefore, it is left out of the discussion.
B. Height correlation function for high viscosity liquids
For a liquid with high viscosity the surface spectrum Szz(q, ω) takes the form
of a Lorentzian curve, viz.
Szz(q, ω) = 2kBT
1
γq2
Γh(q)
ω2 + Γ2h(q)
(
1 + q2g/q
2
)2 , (2.55)
where
Γh(q) =
γ
2ν%
l
q . (2.56)
The half width at half maximum is essentially determined by Γh(q) and addi-
tionally broadened by a term that contains the gravitational cutoff. For typical
experimental q−values, the contribution of qg gives a negligible correction to
the width of Szz(q, ω) and is, therefore, often omitted [41]. With the surface
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spectrum (2.55) one can easily calculate the height correlation function for
high viscosity liquids, which yields [33]
C˜zz(q, τ) =
kBT
γ
1
q2 + q2g
e−Γh(q)τ(1+q
2
g/q
2) , for τ ≥ 0 . (2.57)
It is worth noting that eq. (2.54) and (2.57) reduce to the static height corre-
lation function for τ = 0, i.e. they obey the condition (2.47).
Chapter 3
Elastic X-Ray Scattering From
Rough Surfaces
The interaction of electromagnetic waves with material interfaces is a classical
discipline in scattering theory. Among the first descriptions one may count
Snell’s law of refraction and the Fresnel formulas of reflection and transmission,
which apply to the interaction of electromagnetic waves at a perfectly smooth
surface [9]. Since these classical works of Snell and Fresnel, the analysis of
surface scattering from smooth, structured and rough surface has been the
object of theoretical and experimental studies of a large body of work, which
contains the description of surface scattering of long wavelength radar waves,
visible light, down to X-ray wavelengths [7, 5, 104, 99, 22].
With the growing number of X-ray synchrotron radiation sources, surface
scattering has been rediscovered as a powerful experimental tool and increas-
ingly used to investigate surface properties, down to the atomic-scale. For
X-ray wavelengths, the interaction of electromagnetic wave with matter is
mainly determined by the electron charges in the scatterer. Although there
are many phenomena associated with the interaction, here we will only con-
sider those related to elastic Thompson scattering. Since we are not concerned
with absorption and emission processes, the quantum theory of photon-electron
scattering will not be needed and, hence, the scattered intensity expressions
can be readily obtained from Maxwell’s field equations.
In this section, we will relate the statistical properties of rough surface
to the scattered X-ray intensity. The scattering process will henceforth be
describe within the scalar theory of electromagnetic wave scattering. In view
of the discussion on quasi-elastic scattering, some of the derivations and results
in this chapter will later serve us as a reference.
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3.1 Basic Principles
According to the classic description of scattering, one can determine the scat-
tered intensity from the modulus square of the scattered electric field. In order
to derive the explicit expression for the scattered electric field, we will consider
throughout this work a nonmagnetic, isotropic and homogenous scatterer. In
that case, the propagation of the electric field can be described by the (scalar)
Helmholtz equation [9], namely
∆U˜(r, ω0) + k
2
0n
2(r, ω0)U˜(r, ω0) = 0 . (3.1)
where k0 is the free-space wave number and ω0 is the frequency of the field at
the observation point r = (r, z) with r = (x, y). U˜(r, ω0) is a complex scalar
representation for the electric field and n(r, ω) is the refractive index, which
characterizes the optical properties of scatterer in the occupied volume V as
well as the exterior volume VR, such as n(r, ω0) = 1 takes the vacuum value
for r ∈ VR. To specify the response characteristics of the index of refraction
in the hard X-ray limit, it is sufficient to use the classical formulas, viz.
n2(r, ω0) = 1 + 4piχ(r, ω0) , for r ∈ V (3.2)
where, in the Drude model [42], the dielectric susceptibility χ(r, ω0) is described
as
χ(r, ω0) = rec
2N
∑
j
fj
ω2j − ω20 − iγjω0
. (3.3)
In eq. (3.3) the constants re and c represent the classical electron radius and
the speed of light, respectively. N is the number of molecules per unit volume
with Z electrons per molecule. The resonance frequencies ωj of the electrons
are weighted by the oscillation strength fj, which gives the number of electrons
per resonance frequency and, thus, fj obeys the sum rule Σjfj = Z. γj is a
phenomenological damping constant [42]. For X-ray frequencies far beyond
any resonance frequency one finds for (3.2)
n2(r, ω0) = 1− 4pireρ(r) c
2
ω20
, (3.4)
which simplifies, with the expansion
√
1− x ≈ 1− x/2, to the form
n(r, ω0) = 1− δ(r, ω0) , (3.5)
with
δ(r, ω0) = 2pireρ(r)
c2
ω20
. (3.6)
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Here ρ(r) is the number of electrons per unit volume. The dispersion term
δ(r, ω0) is zero in vacuum and is, otherwise, a small positive quantity of the
order of 10−6 (for X-ray wavelengths). Due to the negative sign in (3.5), the
index of refraction in matter is always smaller than in vacuum. Hence, at
grazing incident angles below the critical angle αc ≈
√
2δ(r, ω0), the nega-
tive sign leads to the phenomenon of external total reflection in contrast to
the analogous phenomenon of total internal reflection for visible light [99].
Corrections to expression (3.5) contain an addition absorption term β(r, ω0),
and the proper atomic scattering factor fp = f
0
p + f
′
p(ω0) + if
′′
p (ω0) of each
component p of the scattering material, so that in general, n(r, ω0) yields the
expression [99]
n(r, ω0) = 1− δ(r, ω0) + iβ(r, ω0) , (3.7)
with the dispersion and absorption terms
δ(r, ω0) = 2pireρ(r)
c2
w20
∑
p
f 0p + f
′
p(ω0)
Z
, (3.8a)
β(r, ω0) = 2pireρ(r)
c2
w20
∑
p
f ′′p (ω0)
Z
=
c
2ω0
µ(r) , (3.8b)
where µ(r) represents the linear absorption length.
Next we will give the formal solution for the electric field in a scattering
experiment. The finding of a rigorous solutions for the Helmholtz equation
including the proper boundary conditions is a classic problem in diffraction
optics and, generally, a difficult mathematical task [93]. A simpler and widely
accepted approach to the solution of (3.1) is based on integral equations for
U˜(r, ω). In order to derive the needed integral equations it will be useful to
express eq. (3.1) in form of Schro¨dinger’s equation
∆U˜(r, ω0) + k
2
0U˜(r, ω0) = −4piF˜ (r, ω0)U˜(r, ω0) , (3.9)
where
F˜ (r, ω0) =
ω20
c2
χ(r, ω0) , (3.10)
is called the optical potential of the medium. The wave number k0 is repre-
sented in (3.10) by ω0/c = k0. For values r ∈ VR the optical potential obeys
the condition F˜ (r, ω0) = 0, which is in accordance with the demanded vacuum
value for the index of refraction outside of V , see Fig.3.1. The Green’s func-
tion G(r, r′, ω0) associated with the Helmholtz operator (∆ + k20) satisfies the
equation
(∆ + k20)G(r, r
′, ω0) = −4piδ3(r− r′) . (3.11)
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Figure 3.1: Illustration of the notation for potential scattering expressions and
surface scattering expressions (Kirchhoff integral formulation). The exterior
volume VR is for simplicity definition by a sphere SR of radius R (note, that
V * VR). The arbitrary volume V can coincide either with the volume V or
with VR. The volumes V , V and VR are respectively bounded by the surfaces
S, S and SR. The normal unit vectors n, nS and nR point outwards to the
surfaces S, S and SR, respectively.
By using Green’s integral theorem and eqs. (3.9) and (3.11) one finds the fol-
lowing integral equation [103]∫
V
U˜(r′, ω0)δ3(r− r′)d3r′ =
∫
V
G(r, r′, ω0)F˜ (r′, ω0)U˜(r′, ω0)d3r′
− 1
4pi
∫
S
[
U˜(r′, ω0)
∂G(r, r′, ω0)
∂nS
−G(r, r′, ω0)∂U˜(r
′, ω0)
∂nS
]
dS ,
(3.12)
where the volume V coincides either with the volume V or with VR. The
derivatives ∂/∂nS denote differentiations along the outward normal to the
surface S, which bounds the domain V . Depending on the choice of domain V
and position of the observation point r one obtains four possible solutions for
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the integral equation (3.12) [71]:
1. V = V and r ∈ V (in that case r is denoted by r<)
U˜(r<, ω0) =
∫
V
G(r<, r
′, ω0)F˜ (r′, ω0)U˜(r′, ω0)d3r′
− 1
4pi
∫
S
[
U˜(r′, ω0)
∂G(r<, r, ω0)
∂n
−G(r<, r′, ω0)∂U˜(r
′, ω0)
∂n
]
dS ,
(3.13)
2. V = V and r ∈ VR (in that case r is denoted by r>)
0 =
∫
V
G(r>, r
′, ω0)F˜ (r′, ω0)U˜(r′, ω0)d3r′
− 1
4pi
∫
S
[
U˜(r′, ω0)
∂G(r>, r
′, ω0)
∂n
−G(r>, r′, ω0)∂U˜(r
′, ω0)
∂n
]
dS ,
(3.14)
3. V = VR and r ∈ V
0 =
1
4pi
∫
S
[
U˜(r′, ω0)
∂G(r<, r
′, ω0)
∂n
−G(r<, r′, ω0)∂U˜(r
′, ω0)
∂n
]
dS
− lim
R→∞
1
4pi
∫
SR
[
U˜(r′, ω0)
∂G(r<, r
′, ω0)
∂n
R
−G(r<, r′, ω0)∂U˜(r
′, ω0)
∂n
R
]
dS ,
(3.15)
4. V = VR and r ∈ VR
U˜(r>, ω0) =
1
4pi
∫
S
[
U˜(r′, ω0)
∂G(r>, r
′, ω0)
∂n
−G(r>, r′, ω0)∂U˜(r
′, ω0)
∂n
]
dS
− lim
R→∞
1
4pi
∫
SR
[
U˜(r′, ω0)
∂G(r>, r
′, ω0)
∂n
R
−G(r>, r′, ω0)∂U˜(r
′, ω0)
∂n
R
]
dS .
(3.16)
Next, let the field U˜(r, ω0) be expressed as the sum of the incident field U˜i(r, ω0)
and the scattered field U˜s(r, ω0), namely
U˜(r, ω0) = U˜i(r, ω0) + U˜s(r, ω0) . (3.17)
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By using the above field representation (3.17) and also Sommerfeld’s radiation
condition, one obtains in the limit R→∞ the following result for the surface
integral over SR [75, 76]:
U˜i(r, ω0) = − lim
R→∞
1
4pi
∫
SR
[
U˜(r′, ω0)
∂G(r, r′, ω0)
∂n
R
−G(r, r′, ω0)∂U˜(r
′, ω0)
∂n
R
]
dS.
(3.18)
With eq. (3.18) the four possible integral solutions can be reformulated as
[76, 106]
1. V = V and r ∈ V
U˜(r<, ω0) = U˜i(r<, ω0) +
∫
V
G(r<, r
′, ω0)F˜ (r′, ω)U˜(r′, ω0)d3r′ , (3.19)
2. V = V and r ∈ VR
U˜(r>, ω0) = U˜i(r>, ω0) +
∫
V
G(r>, r
′, ω0)F˜ (r′, ω0)U˜(r′, ω0)d3r′ , (3.20)
3. V = VR and r ∈ V
U˜i(r<, ω0) = − 1
4pi
∫
S
[
U˜(r′, ω0)
∂G(r<, r
′, ω0)
∂n
−G(r<, r′, ω0)∂U˜(r
′, ω0)
∂n
]
dS,
(3.21)
4. V = VR and r ∈ VR
U˜(r>, ω0) = U˜i(r>, ω0)
+
1
4pi
∫
S
[
U˜(r′, ω0)
∂G(r>, r
′, ω0)
∂n
−G(r>, r′, ω0)∂U˜(r
′, ω0)
∂n
]
dS.
(3.22)
The first two relations (3.19) and (3.20) are the usual integral equations for po-
tential scattering. Eq. (3.21) represents an extinction theorem, which expresses
the cancelation of the incident field at every point inside the optical potential.
A detail discussion on the physical meaning of the extinction theorem can be
found in Refs.[71, 106]. The last integral equation (3.22) is a Kirchhoff integral
formulation of scattering. In order to evaluate the exterior field U˜(r>, ω0), one
can use (3.20) or (3.22). In eq. (3.20) the mathematical and physical prob-
lem lies in finding the adequate optical potential of the scatterer, while the
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Kirchhoff integral formulation (3.22) requires the determination of the bound-
ary values of the field at the scattering surface. For historical reasons, the
Kirchhoff integral formulation is used in the description of radar and light
scattering from surfaces. The conventionally used field boundary conditions
are described within the Beckmann-Kirchhoff theory of surface scattering. For
further readings on this approach see the classical work of P. Beckmann and A.
Spizzichino [7] or also Refs.[5, 104, 71]. Although both eqs. (3.20) and (3.22)
are equivalent approaches to describe the scattering process, it is customary
in the field of surface X-ray scattering to use the integral equation for poten-
tial scattering. A comprehensive description based on the potential scattering
formulation is given by S. K. Sinha et al. [90]. In the following sections we
will use integral equation (3.20) to derive the scattered field or, respectively,
the scattered intensity.
3.2 Surface Scattering in First Born Approxi-
mation
In this section we will use the integral equation for potential scattering (3.20)
to describe surface scattering from statistical rough surfaces in the first Born
approximation. Most results in this section follow to a great extent S. K.
Sinha’s work on X-ray and neutron scattering from rough surfaces [89, 90].
In order to derive the scattered intensity, one can first substitute eq. (3.17)
into (3.20), which gives the following result for a weakly scattering medium
U˜s(r, ω0) =
∫
V
G(r, r′, ω0)F˜ (r′, ω0)U˜i(r′, ω0)d3r′ . (3.23)
The above field equation gives the first Born approximation for the scattered
field. The assumption of a weak scatterer is based on the fact that the X-
ray index of refraction is, for most materials, very close to the vacuum value.
Conclusively, the optical potential F˜ (r′, ω0) itself takes in the X-ray limit values
very close to zero. However, the omitted field term U˜s(r, ω0) in the integrant
of (3.23) takes significant value for incident angles close to the critical angle
αc, or below αc. In this regime close to total external reflection the first Born
approximation will consequently breakdown. We will address corrections to
formula (3.23) at a later stage.
Next, one can use the outgoing free-space Green’s function of the Helmholtz
operator (∆ + k20), namely [9, 42]
G(r, r′, ω0) =
eik0|r−r
′|
|r− r′| , with k0 = ω0/c . (3.24)
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Figure 3.2: Schematic illustration of the scattering geometry for surface scat-
tering. ki and αi represents the mean incident wave vector and angle, respec-
tively. Similarly, kf and αf stand for the mean outgoing wave vector and angle.
The transmitted wave into medium 1 is not considered here. The interface is
defined by the interfacial zone of medium 0 (vapor atmosphere) and medium
1 (liquid phase).
If the detection point r is placed far from the scattering position r′, we can
approximate |r− r′| by
|r− r′| =
√
r2 − 2r · r′ + r′2 = r
√
1− 2rˆ ·
(
r′
r
)
+
(
r′
r
)2
,
≈ r− rˆ · r′ +O ((r′/r)2) , (3.25)
and hence
G(r, r′, ω0) ≈ e
ik0r
r
e−ikf ·r
′
, where kf = k0rˆ , (3.26)
denotes the outgoing wave vector. If, furthermore, the radiating (point) source
is far away from the scattering volume, one can describe the incident field by
a plane wave
U˜i(r
′, ω0) = U˜0i eiki·r
′
, (3.27)
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where the incident amplitude U˜0i =
√
I0 is proportional to the square-root
of the incident intensity I0, and ki is the incident wave vector, see Fig.3.2.
Note, that the far-zone condition for the source is only required for diver-
gently emitting sources. Thus, for some source type one may use the plane
wave representation (3.23) regardless of source-sample distance, e.g. laser-type
sources.
With the far-zone Green’s function (3.26) and the incident plane wave
representation (3.27) one finally obtains the scattered field in the so-called
plane wave first Born approximation (PWBA):
U˜s(r, ω0) = U˜0s(q)
eik0r
r
, (3.28)
where U˜0s(q) defines the scattering amplitude of the outgoing spherical wave,
namely
U˜0s(q) = U˜0i
∫
V
F˜ (r′, ω0) e−iq·r
′
d3r′, (3.29)
with
q = kf − ki , (3.30)
being the wave vector transfer. Eq. (3.29) can finally be used to express the
scattered intensity as
Is(r, ω0) =
∣∣U˜s(r, ω0)∣∣2, (3.31)
=
I0
r2
∣∣∣∣∫
V
F˜ (r′, ω0) e−iq·r
′
d3r′
∣∣∣∣2 , (3.32)
=
I0
r2
r2e
∣∣∣∣∫
V
ρ(r′) e−iq·r
′
d3r′
∣∣∣∣2 , (3.33)
where the representation (3.33) follows from eq. (3.10) in combination with
(3.2) and (3.4). Alternatively, one may define the intensity of the spherical
wave as Is(q) ≡
∣∣U˜0s(q)∣∣2. To exhibit the connection of expression (3.33) to
other formal description of elastic scattering we give here the relations to the
differential scattering cross section dσ/dΩ [3]
dσ
dΩ
=
r2
∣∣U˜s(r, ω0)∣∣2∣∣U˜i(r, ω0)∣∣2 =
∣∣∣∣∣ U˜0s(q)U˜0i
∣∣∣∣∣
2
= r2e
∣∣∣∣∫
V
ρ(r′) e−iq·r
′
d3r′
∣∣∣∣2 . (3.34)
Although, the analysis in this work will be mainly based on intensity expres-
sions one can equally find analog formulas in terms of the differential scattering
cross section.
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In order to arrive at the formal description of scattering from rough sur-
faces, we will next specify the functional form and the statistical properties
of the electron density ρ(r). For this purpose we first rewrite (3.33) in the
following form
〈Is(r, ω0)〉 =
〈
U˜∗s (r, ω0)U˜s(r, ω0)
〉
(3.35)
=
I0
r2
r2e
∫∫
V
〈ρ(r′1)ρ(r′2)〉 e−iq·(r
′
2−r′1) d3r′1d
3r′2 , (3.36)
where the bracket denote an ensemble average over the intensity measured by
the detector. By taking the ensemble average, we take into account, that the
spatial fluctuations of the electron density and, consequently, the scattered
intensity is averaged out in scattering experiments. The averaging can experi-
mentally result from a large illuminated scattering volume, finite detector area,
partial coherence of the incident electric field, etc.. It is worth mentioning that
the averaging mechanism due to a large illuminated sample volume comprises
a valuable advantage, since it reveals useful statistical information over a large
segment of the scatterer. Unfortunately, the statistical information are always
folded with instrumental resolution and effects of partial coherence [91].
The model that we propose here is based on some statistical conditions
for the electron density fluctuations, as well as its spatial distribution. The
distribution of the liquid is, for simplicity, considered to be of infinite depth
but truncated in the positive z-direction at the height h, where h = h(r′) is
a randomly changing function of the surface position r′. The electron density
distribution along the r′ = (x′, y′) coordinates are considered to be of finite
extent in both directions, which will be denoted below by a limited integration
over the surface area A, see expression (3.43). On top of the liquid surface
we will think of a vapor atmosphere, which is similarly extended to an infinite
height. The influences of the vapor atmosphere on the height displacements
h(r′) is assumed to be negligible, so that the spatial properties of the height
function are essentially determined by the liquid.
For a convenient formulation of the electron density ρ(r′, z′), in terms of
its mean equilibrium value ρ¯ plus the deviation 4ρ(r′, z′) from it, we will
consider ρ(r′, z′) as the electron density function of the entire z-space. Then
ρ¯ represents the arithmetical average of the mean equilibrium values from
the liquid and the vapor atmosphere, which are represented by ρ¯l and ρ¯v,
respectively. The deviation of the electron density 4ρ(r′, z′) from its mean
value ρ¯ is assumed to be maximal at the liquid-vapor interface region. In
other words, the inherent bulk electron density fluctuations in the liquid and
vapor atmosphere are neglected in this model. The mathematical formulation
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for the electron density distribution is then
ρ(r′, z′) = ρ¯+4ρ(r′, z′) (3.37)
= ρ¯+4ρ¯
[
1
2
− H(z′ − h(r′))
]
, (3.38)
= ρ¯l
[
1− H(z′ − h(r′))] , for ρ¯l  ρ¯v , (3.39)
where ρ¯ = (ρ¯l+ ρ¯v)/2, 4ρ¯ = ρ¯l− ρ¯v and H(z′−h(r′)) is the Heaviside function.
Eq. (3.38) states that the deviations from the mean electron density appear at
the height position h(r′) with a magnitude of ±4ρ¯/2. In the approximated
model (3.39), we have replaced the electron density ρ¯v by zero, which cor-
respondingly yields the vacuum index of refraction n(r′, z′ > h(r′), ω0) ≈ 1.
1
By using the electron density model (3.39) for the entire z-space, which
yet comprises the finite distribution of the liquid, one can readily extent the
z-integrations in expression (3.36) from minus to plus infinity. With eq. (3.39)
the z-integrations in expression (3.36) yield∫∫ ∞
−∞
dz′1dz
′
2 〈ρ(r′1, z′1)ρ(r′2, z′2)〉 e−iqz(z
′
2−z′1) =
ρ¯2l
q2z
〈
e−iqz(h2−h1)
〉
, (3.40)
where h1 = h(r
′
1) and h2 = h(r
′
2).
Next, we demand that the random realizations of the height displacements
are, in the ensemble average, symmetrically distributed above and below the
mean equilibrium h¯ at the origin z = 0. This symmetrical distribution of
the height displacements is explicitly characterized by a Gaussian probability
function. In addition, we assume that h1 and h2 are statistically dependent
from each other for arbitrary spatial differences. Conclusively, the ensemble
average on the right hand side of eq. (3.40) can be evaluated with the bivariate
1In order to model a liquid with finite depth d, one may add the term ρ¯l
[
H(z′ + d)− 1]
to the right hand side of eq. (3.39). The z-integration for this second term yields
ρ¯l
∫ ∞
−∞
dz′
[
H(z′ + d)− 1]eiqzz′ = ρ¯l i
qz
eiqzd .
The above integral determines an addition contribution to the scattered field from the bot-
tom interface at z = −d. The scattering from that interface is ignored in this work. A
justification for omitting this term, is often based on the X-ray absorption inside the scat-
tered [3, 89]. If the depth is sufficiently large and qz is treated as a weakly imaginary
quantity, then the intensity of the X-ray beam reduces effectively to zero as it penetrates to
the bottom interface. Based on these physical arguments, we will use eq. (3.39) to describe
surface scattering.
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Gaussian probability function, which leads to the relations〈
e−iqz(h2−h1)
〉
= e−q
2
zgzz(r
′
2−r′1)/2 (3.41)
= e−q
2
z(σ2−Czz(r′2−r′1)) . (3.42)
A prove for the above relations is given in Appendix A. After substituting
the relation (3.41) into (3.40) one finds the following expression for the mean
intensity
〈Is(r, ω0)〉 = I0
r2
(
reρ¯l
qz
)2
e−q
2
zσ
2
∫∫
A
eq
2
zCzz(r
′
2−r′1) e−iq·(r
′
2−r′1) d2r′1d
2r′2 , (3.43)
=
I0
r2
(
reρ¯l
qz
)2
e−q
2
zσ
2
A
∫
A
eq
2
zCzz(R) e−iq·R d2R , (3.44)
=
I0
r2
(reρ¯l)
2AS(q) , (3.45)
where R = r′2 − r′1 and the function S(q) in eq. (3.45) is defined as [90]
S(q) ≡ e
−q2zσ2
q2z
∫
A
eq
2
zCzz(R) e−iq·R d2R . (3.46)
With eq. (3.46) we can eventually relate the statistical properties of rough sur-
faces with the elastically scattered intensity in X-ray surface scattering exper-
iments. The mathematical problems of determining the scattered intensity is
essentially constrained to the evaluation of S(q). Since the function S(q) plays
a central role, we will address it in the following discussions as the (surface)
scattering function.
Following the analysis of Ref.[90], we can next breakup the scattering func-
tion into a specular reflected part Sspec(q) and a diffusely Sdiff(q) scattered
component, viz.
S(q) = Sspec(q) + Sdiff(q) , (3.47)
where
Sspec(q) =
e−q
2
zσ
2
q2z
∫
A
e−iq·R d2R , (3.48)
and
Sdiff(q) =
e−q
2
zσ
2
q2z
∫
A
(
eq
2
zCzz(R) − 1
)
e−iq·R d2R . (3.49)
By using eqs. (3.48) and (3.49) one obtains some useful, decoupled formulas
for specular and diffuse scattering.
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A. Reflectivity from Rough Surfaces
The specular scattered contribution to the scattering function yields
Sspec(q) =
e−q
2
zσ
2
q2z
∫ ∞
−∞
G(R) e−iq·R d2R ,
=
e−q
2
zσ
2
q2z
G˜(q) , (3.50)
here G(R) stands for a truncation function which takes the finite sample area A
into account, and G˜(q) denotes its Fourier transformed form. For a sufficiently
large surface area A one may approximately describe G˜(q) by a Dirac delta
function, viz.
Sspec(q) ' e
−q2zσ2
q2z
4pi2δ2(q) =
1
(reρ¯l)2A
(
dσ
dΩ
)
spec
, (3.51)
where we have demanded, that the plane wave condition, i.e.
√
A r, is still
fulfilled. With eq. (3.51) one can finally determine the reflectivity R from a
rough surface as [90]
R (qz) =
1
A sinαi
∫
dΩ
(
dσ
dΩ
)
spec
, with dΩ =
dqxdqy
k20 sinαf
, (3.52)
=
(reρ¯l)
2
k20 sin
2 αi
∫∫
dqxdqy Sspec(qx, qy, qz) , for αf = αi , (3.53)
=
(4pireρ¯l)
2
q4z
e−q
2
zσ
2
, with qz = 2k0 sinαi . (3.54)
The integration over dΩ or respectively dqxdqy takes the finite detection area
into account. It is worth noting, that eq. (3.54) can equally be derived from
(3.50), if we consider a point detector, and thereby ignore the resolution effect
of the detector. After some simple modifications of (3.54) in combination with
(3.2) one further finds the following reflectivity expression [3]
R (qz) =
(
qc
2qz
)4
e−q
2
zσ
2
, (3.55)
where
qc = 2k
2
0 sinαc , (3.56)
is the critical wave vector transfer. The critical angle can be determined from
the mean dispersion constant δ¯(ω0) by using the relation
αc ≈
√
2δ¯(ω0) =
√
4pireρ¯l
c2
ω20
. (3.57)
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Figure 3.3: Left: Theoretical reflectivity curves for water at T = 20◦C. The
solid curve is the Fresnel reflectivity R
F
(qz), see eq. (3.59). The dotted curve
represents the reflectivity formula (3.55) with σ = 0A˚. Eq. (3.55) diverges for
qz → 0. The dash curve is reflectivity eq. (3.58) with σ = 3A˚. Right: The right
figure shows reflectivity data from a water surface at T = 20◦C [11]. A surface
roughness of 3.3A˚ has been determined from a fit with eq. (3.58).
Eqs. (3.54) and (3.55) represent reflectivity formulas in the first Born approx-
imation. Evidently, the first term in (3.55) (and (3.54)) holds only in the large
qz limit, due to the divergence at qz = 0. The first term is known as Porod’s
law of reflection from smooth surfaces, which is in agreement with the Fresnel
theory of reflection for large incident angles [90]. In order to correct eq. (3.55)
in the region qz → 0, it is customary to replace the Porod’s law by Fresnel’s
reflectivity formula R
F
(qz), hence
R (qz) = RF (qz) e
−q2zσ2 , (3.58)
with the Fresnel reflectivity [6]
R
F
(qz) =
∣∣∣∣∣qz −
√
q2z − q2c
qz +
√
q2z − q2c
∣∣∣∣∣
2
. (3.59)
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In order to include absorption effects, one can evaluate the critical wave vector
transfer in eq. (3.59) with the following expression for the critical angle
αc ≈
√
2δ¯(ω0) + 2β¯(ω0) =
√
4pireρ¯l
c2
ω20
+
c
ω0
µ¯l , (3.60)
where µ¯l represents the mean linear absorption length in the liquid.
The second term in (3.58) (and (3.55)) takes the surface roughness σ into
account. The modification of the Fresnel reflectivity by this term is similar
to the Debye-Waller factor encountered in calculating the intensity of Bragg
reflections from crystal in which the atoms are vibrating about their mean po-
sitions [89]. A comparison between eqs. (3.58), (3.55) and the Fresnel formula
(3.59) is shown in Fig.3.3. The right side in Fig.3.3 shows an experimental
reflectivity curve from a water surface. A surface roughness of 3.3A˚ has been
determined from a fit with eq. (3.58). For more details see Ref.[11].
In the derivation of the reflectivity formula (3.58) it was demanded that the
height function be a Gaussian random variable. If this assumption is avoided,
one finds the following reflectivity formula [89, 3]
R (qz) = RF (qz)
∣∣∣∣ 1ρ¯l
∫
dz′
∂ρ(z′)
∂z′
eiqzz
′
∣∣∣∣2 . (3.61)
Eq. (3.61) is preferably used for the analysis of reflectivity data from multi-
layer films. Besides this, eq. (3.61) can be used to reconstruct the electron
density profile along the z-direction. A systematic investigation of eq. (3.61)
and other reflectivity formulas, such as the Paratt formula, can be found in
Ref.[49, 99, 3].
B. Diffuse Scattering from Rough Surfaces
Reflectivity experiments allow one to probe surface roughness and, in princi-
ple, to reconstruct the electron density profile in the z-direction. Additional
sample information can be obtained by performing off-specular measurements
of the diffusely scattered intensity. Such experiments can reveal the surface
morphology, as well as the correlation length in the surface plane, i.e. in the
(x, y)-directions. Some straightforward conclusions can be drawn from the dif-
fuse part of the scattering function (3.49), if the product q2zCzz(R) is small
compared to one. In this limit, eq. (3.49) may be replaced by
Sdiff(q) = e
−q2zσ2
∫ ∞
−∞
Czz(R)G(R) e−iq·R d2R , for q2zCzz(R) 1, (3.62)
= e−q
2
zσ
2
∫ ∞
−∞
C˜zz(q
′)G˜(q − q′) d2q′ , (3.63)
38 Chapter 3. Elastic X-Ray Scattering From Rough Surfaces
In eq. (3.63) we have made use of the convolution theorem for Fourier trans-
formation. If next G˜(q) is approximated by a delta function, one finds
Sdiff(q, qz) = e
−q2zσ2C˜zz(q) . (3.64)
According to expression (3.64), the off-specular part of the scattered intensity
is simply determined by the functional form of the surface height correlation
function in q-space. In the idealized case of a perfectly smooth surface, i.e.
σ2 = C˜zz(q) = 0, the diffusely scattered intensity becomes zero. Another
simple, but conceptually interesting conclusion can be drawn from expression
(3.64) for surfaces with nonzero roughness and long-range surface correlations.
Under these circumstances the surface height correlation function Czz(R) can
essentially be described by a constant over a large range in R. Evidently, such
real-space behavior leads to a height correlation function in q-space, which is
similar to a delta function. Hence, in the strict limit
lim
`s→∞
Sdiff(q, qz) ∝ e−q2zσ2δ2(q) , (3.65)
the entire diffuse intensity it squeezed into the specular direction. For that rea-
son, it is customary in the analysis of reflectivity data, to distinguish between
a true-reflectivity and a diffuse-reflectivity, which is in particular encountered
for liquid surfaces [22].
C. Closed-Form Solution for Specular and Diffuse Scattering, with-
out cutoff
In order to obtain closed-form expression for the specular and diffuse part of
the scattering function, we turn to formula (3.46), which we rewrite as
S(q) =
e−q
2
zσ
2
q2z
∫ ∞
−∞
Ge(R) eq2zCzz(R) e−iq·R d2R , (3.66)
where Ge(R) represents an effective truncation function. Depending on the ex-
perimental conditions, Ge(R) may take into account the finite sample surface,
the finite illuminated sample area (beam footprint on the sample) or the finite
coherence length of the X-ray beam. To evaluate expression (3.66) we turn to
polar-coordinates
S(q) =
2pi
q2z
e−q
2
zσ
2
∫ ∞
0
Ge(R) eq2zCzz(R)RJ0(qR) dR , (3.67)
and represent Ge(R) by a Gaussian function
Ge(R) = e−R2/24R2 , (3.68)
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where the physical meaning of the Gaussian width4R depends on the effective
experimental cutoff. The solution of eq. (3.67) for liquid surfaces requires in the
capillary wave model to use the height correlation function (2.38). However,
the use of eq. (2.38) is practically not feasible, we therefore make use of an
approximated form of eq. (2.43), namely [90, 81, 6]
Czz(R) =
kBT
2piγ
K0(qgR) ,
≈ −B
2
[
γE + ln
(
qgR
2
)]
, for qgR . 1 , (3.69)
where γE ≈ 0.5772 is the Euler constant and B = kBT/piγ. Approximation
(3.69) holds for most liquids (with qg ∼ 300− 1000m−1), if the integral (3.67)
over R is effectively truncated by 4R at values around a few millimeters or
less. Using the approximation (3.69) in (3.67) yields the following scattering
function [33]
S(q) =
2pi
q2z
e−q
2
z(σ
2+BγE/2)
∫ ∞
0
e−R
2/24R2e−η ln(qgR/2)RJ0(qR) dR ,
=
2pi
q2z
(
2
qg
)η
e−q
2
z(σ
2+BγE/2)
∫ ∞
0
e−R
2/24R2R1−η J0(qR) dR ,
=
2pi
q2z
4R2
( √
2
qg4R
)η
e−q
2
z(σ
2+BγE/2)
× Γ [1− η/2] 1F1
[
1− η/2; 1;−q24R2/2
]
,
=
2pi
q2z
e−q
2
zσ
2
eff
4q2 Γ [1− η/2] 1F1
[
1− η/2; 1;−q2/24q2
]
, (3.70)
with
η = q2zB/2 , (3.71)
4q = 1/4R , (3.72)
σ2eff = σ
2 +
1
2
BγE − 1
2
B ln
(√
24q/qg
)
. (3.73)
Eq. (3.73) defines an effective roughness, which takes experimental resolution
effects into account. The function 1F1[1 − η/2; 1;−q2/24q2] is the Kummer
function [33]. Closed-form solutions, such as eq. (3.70), were first derived by
Sinha et al. [90] and are widely used to analyze scattering data from liquid
surfaces.
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D. Closed-Form Solution for Specular and Diffuse Scattering, with
cutoff
Although, expression (3.70) describes the resolution dependent specular and
diffuse scattering function from liquid surfaces, it holds only for η < 2. As
η = q2zkBT/2piγ reaches values close to 2, the Gamma function in (3.70) be-
comes singular. For instance, reflectivity formulas that were deduced from the
specular part of the above scattering function, namely
Sspec(0, qz) =
2pi
q2z
e−q
2
zσ
2
eff
4q2 Γ [1− η/2] . (3.74)
equally contain the Gamma function term and, hence, a singularity [81, 86, 99].
We believe that the appearance of this singularity is due to the choice of the
height correlation function (3.69), which itself contains a singularity at R = 0.
An alternative solution to eq. (3.70) can be found, if we introduce the integral
limit rmin = 2pi/qmax to truncate the singularity in the integration over R.
Hence, we seek a solution for the following scattering function
S(q) =
2pi
q2z
(
2
qg
)η
e−q
2
z(σ
2+BγE/2)
∫ ∞
rmin
e−R
2/24R2R1−η J0(qR) dR . (3.75)
The above integral can be solved by using the sum expression for the Bessel
function J0(qR), one then finds [33]
S(q) =
2pi
q2z
(
2
qg
)η
e−q
2
z(σ
2+BγE/2)
∞∑
j=0
(−1)j
j!Γ[1 + j]
(q
2
)2j∫ ∞
rmin
R1−η+2je−R
2/24R2dR,
=
2pi
q2z
(
2
qg
)η
e−q
2
z(σ
2+BγE/2)
×
∞∑
j=0
(−1)j
j!Γ[1 + j]
(q
2
)2j (
4R2
(
1√
24R
)η−2j
Γ
[
1− η
2
+ j;
r2min
24R2
])
,
=
2pi
q2z
e−q
2
zσ
2
eff
4q2
∞∑
j=0
(−1)j
j!Γ[1 + j]
Γ
[
1− η
2
+ j; 2pi2
4q2
q2max
](
q2
24q2
)j
, (3.76)
where Γ[1 − η/2 + j;4q2/2q2max] is the incomplete Gamma function, which
reduces to the complete Gamma function for qmax → ∞. To arrive at a scat-
tering formula, which is formally similar to eq. (3.70), we replace the incomplete
Gamma function by
Γ[a, x] = Γ[a] +
(
Γ[a, z]− Γ[a]) , (3.77)
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which leads to
S(q) =
2pi
q2z
e−q
2
zσ
2
eff
4q2
{ ∞∑
j=0
Γ[1− η/2 + j]
j!Γ[1 + j]
(
− q
2
24q2
)j
+
∞∑
j=0
1
j!Γ[1 + j]
×
(
Γ
[
1− η
2
+ j; 2pi2
4q2
q2max
]
− Γ
[
1− η
2
+ j
])}
. (3.78)
On using the definition for the Pochhammer symbol [33]
(a)n = a(a+ 1) · · · (a+ n− 1) = Γ[a+ n]
Γ[a]
, (3.79)
one finds the following representation for the two Gamma functions in the first
sum of eq. (3.78), viz.
Γ[1− η/2 + j]
Γ[1 + j]
= Γ[1− η/2](1− η/2)j
(1)j
. (3.80)
With (3.80) and the definition for the Kummer function [33]
1F1
[
a; b; z] =
∞∑
j=0
(a)jz
j
(b)jj!
(3.81)
one eventually finds
S(q) =
2pi
q2z
e−q
2
zσ
2
eff
4q2
{
Γ[1− η/2] 1F1
[
1− η/2; 1;−q2/24q2]+ ∞∑
j=0
1
j!Γ[1 + j]
×
(
Γ
[
1− η
2
+ j; 2pi2
4q2
q2max
]
− Γ
[
1− η
2
+ j
])(
− q
2
24q2
)j }
. (3.82)
Eq. (3.82) differs from the previous result (3.70) by the sum term. As qmax →
∞ the difference between the incomplete and complete Gamma function in
(3.82) becomes zero, and eq. (3.82) reduces to (3.70). Next we separate the
j = 0 sum term and rewrite eq. (3.82) as
S(q) =
2pi
q2z
e−q
2
zσ
2
eff
4q2 Γ[1− η/2]
(
1F1
[
1− η/2; 1;−q2/24q2]− 1)
+
2pi
q2z
e−q
2
zσ
2
eff
4q2 Γ
[
1− η/2; 2pi24q2/q2max
]
+ f(q, qz) , (3.83)
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where
f(q, qz) =
2pi
q2z
e−q
2
zσ
2
eff
4q2
∞∑
j=1
1
j!Γ[1 + j]
×
(
Γ
[
1− η
2
+ j;
2pi24q2
q2max
]
− Γ
[
1− η
2
+ j
])(
− q
2
24q2
)j
. (3.84)
Using eq. (3.83) and 1F1[a; b; 0] = 1, one easily finds for q = 0 the following
expression for the specular part of the scattering function
Sspec(0, qz) =
2pi
q2z
e−q
2
zσ
2
eff
4q2 Γ
[
1− η/2; 2pi24q2/q2max
]
, (3.85)
which is nonsingular at η = 2.
Without going into the details of the calculation, see Ref.[81, 6, 99, 72],
we give here a reflectivity formula, which can be deduced from the scattering
function Sspec(0, qz) without the rmin cutoff, namely
R (qz) = RF (qz) e
−q2zσ2eff 1√
pi
Γ [(1− η)/2] , (3.86)
where σ2eff can be expressed as
σ2eff = σ
2
i +
B
2
ln
(
2qmax
qz4αf
)
. (3.87)
In eq. (3.87), an intrinsic roughness has been taken into account by σi. The
capillary wave roughness σcw as well as resolution corrections to it are given
by the second term in (3.87). Evidently, eq. (3.86) contains a singularity at
η = 1, which makes its application impossible for large qz-values, due to the
qz-dependents of η = q
2
zB/2. If B/2 reaches values around B/2 ≈ 4A˚2, the
Gamma function becomes singular at qz ≈ 0.5A˚−1. This problem was first
noticed in an reflectivity experiment on normal alkanes CH3− [CH2]18−CH3,
performed by B. M. Ocko et al. [72]. The actual B/2-value in this experiment
is 4.4A˚2, which leads to a singularity at qz ≈ 4.75A˚−1. To avoid problems,
due to the Gamma function, the term Γ[(1 − η)/2]/√pi was omitted in the
data analysis [72], see Fig.3.4. It is worth recognizing, that in a number of
other reflectivity experiments the Gamma singularity appeared far beyond
the experimental qz-range and, for that reason, the application of the full
reflectivity expression (3.86) has not led to any difficulties in the analysis [81,
86].
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Figure 3.4: Left: Theoretical reflectivity curves for CH3 − [CH2]18 − CH3 at
T = 130◦C. The solid curve is the Fresnel reflectivity R
F
(qz), see eq. (3.59).
The dash-dotted curve represents the cutoff free reflectivity formula (3.86),
which becomes singular at qz ≈ 4.75A˚−1. The dash curve is obtained from
eq. (3.86) without the term Γ[(1 − η)/2]/√pi; which is the formula used in
Ref.[72]. The dotted curve results from eq. (3.88), which contains a cutoff.
Right: The right figure shows actual reflectivity data from CH3−[CH2]18−CH3
at T = 40, 70, 100 and 130◦C [72].
In Fig.3.4 we give a comparison between the reflectivity formula used in
Ref.[72], the cutoff free formula (3.86), and the following expression
R (qz) = RF (qz) e
−q2zσ2eff 1√
pi
Γ
[
(1− η)/2; 2pi2(qz4αf/2)2/q2max
]
, (3.88)
which takes the rmin = 2pi/qmax cutoff into account. The reflectivity curves
in Fig.3.4 are plotted with the experimental parameters used in Ref.[72], i.e
T = 130◦C, σ = 1.1A˚, qmax ≈ 4.4A˚−1, γ ≈ 0.0205 Nm−1, λ0 = 1.53A˚ and
αf = 3.3 mrad. Eq.(˙3.88) overlaps with the reflectivity formula used by Ocko
et al., if qmax ≈ 4.4A˚−1 is replaced by qmax ≈ 1.57A˚−1, which corresponds to a
molecular radius of approximately 2A˚.
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3.3 Distorted Wave Born Approximation
The first Born approximation gives a fairly accurate description of surface
scattering experiments with scattering angles αi  αc and αf  αc. However,
for grazing-angle scattering experiments close to the critical αc, the accuracy
of the first Born approximation is not sufficient to explain the phenomenon of
total external reflection or the appearance of the so-called Yoneda peak [109].
In order to overcome the shortcoming of the first Born approximation one
can apply improved approximation techniques, such as the Wentzel-Kramers-
Brillouin method (WKB), [49, 113, 112, 111] or the distorted wave Born ap-
proximation (DWBA) [90, 94, 102, 95, 78, 83, 25, 26]. In the following we
will briefly discuss the approximation technique, which is given by the more
popular DWBA method. To arrive at the distorted wave approximation, the
optical potential F˜ (r′, ω0) is written as
F˜ (r′, ω0) = F˜1(r′, ω0) + F˜2(r′, ω0) , (3.89)
where F˜1(r
′, ω0) is, at this moment, an arbitrary part of the optical potential,
and F˜2(r
′, ω0) is a small perturbation. After substituting (3.89) into eq. (3.20)
one finds
U˜(r, ω0) = U˜i(r, ω0) +
∫
V
d3r′ G(r, r′, ω0)F˜1(r′, ω0)U˜(r′, ω0)
+
∫
V
d3r′ G(r, r′, ω0)F˜2(r′, ω0)U˜(r′, ω0) . (3.90)
The DWBA method now consists in replacing the field U˜(r′, ω0) in both inte-
grals on the right-hand side of (3.90) by the distorted wave U˜1(r, ω0), which
satisfies [102]
U˜1(r, ω0) = U˜i(r, ω0) +
∫
V
d3r′ G(r, r′, ω0)F˜1(r′, ω0)U˜1(r′, ω0) . (3.91)
Hence, eq. (3.90) becomes
U˜(r, ω0) = U˜i(r, ω0)+
∫
V
d3r′G(r, r′, ω0)F˜ (r′, ω0)U˜i(r′, ω0)
+
∫
V
d3r′G(r, r′, ω0)F˜ (r′, ω0)
∫
V
d3r′′G(r′, r′′, ω0)F˜1(r′′, ω0)U˜1(r′′, ω0).
(3.92)
Eq. (3.92) reveals, that the DWBA approach is a simplified version of the
second order Born approximation, which however still takes multiple scattering
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events into account. By making, once more, use of expression (3.91) one can
easily reduce (3.92) to
U˜(r, ω0) = U˜1(r, ω0) +
∫
V
d3r′ G(r, r′, ω0)F˜2(r′, ω0)U˜1(r′, ω0) , (3.93)
which represents the field solution in the so-called first-order distorted wave
Born approximation [102, 25]. In order to evaluate eq. (3.93), the optical poten-
tial F˜1(r
′, ω0) is chosen such that it describes a surface in absence of roughness,
i.e.
F˜1(r
′, ω0) =
{
0 , if z′ > 0 ,
k20(1− n2(r′, ω0)) , if z′ < 0 .
(3.94)
The field U˜1(r
′, ω0) then yields the unperturbed solution consisting of the in-
cident, reflected and refracted wave, viz. [90, 89]
U˜1(r
′, ω0) = U˜0i eiki·r
′
{
e−iki,zz
′
+ r (αi) eiki,zz
′
, if z′ > 0,
t (αi) e−ik
t
i,zz
′
, if z′ < 0 ,
(3.95)
where ki and r
′ are the in-plane components of ki and r′, respectively. ki,z =
k0 sinαi is the z-component of the wave vector outside the medium, and k
t
i,z =
n(r, ω0)k0 sinαt,i = k0(n
2(r, ω0)− cos2 αi)1/2 inside the medium, where αt,i the
refraction angle. The coefficients r (αi) and t (αi) are the Fresnel reflection and
transmission coefficients, respectively
r (αi) =
sinαi −
√
n2(r′, ω0)− cos2 αi
sinαi +
√
n2(r′, ω0)− cos2 αi
, (3.96a)
t (αi) =
2 sinαi
sinαi +
√
n2(r′, ω0)− cos2 αi
. (3.96b)
Eq. (3.96a) can easily be expressed as a function of qz and related to the Fresnel
reflectivity by RF (qz) = |r (qz)|2, see eq. (3.59). Similarly, one can formulate
the Fresnel transmissivity as T (qz) = |t (qz)|2 = |2qz/(qz + (q2z − q2c )1/2)|2.
Next one needs to solve the remaining integral term in eq. (3.93), which
takes the actual surface roughness into account. The optical potential F˜2(r
′, ω0)
may then be defined as [90]
F˜2(r
′, ω0) =

k20(1− n2(r′, ω0)) , if 0 < z′ < h(r′) and 0 < h(r′) ,
−k20(1− n2(r′, ω0)) , if 0 > z′ > h(r′) and 0 > h(r′) ,
0 , elsewhere .
(3.97)
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The perturbation F˜2(r
′, ω0) describes a thin surface layer of partly positive
thickness h(r′) for h(r′) > 0, and negative thickness for h(r′) < 0. Due to the
choice of F˜1(r
′, ω0) and F˜2(r′, ω0), it follows that the integral term in eq. (3.93)
accounts for a randomly scattered field U˜2(r, ω0) from the rough surface, hence
U˜2(r, ω0) = U˜(r, ω0)− U˜1(r, ω0) ,
=
∫
V
d3r′ G(r, r′, ω0)F˜2(r′, ω0)U˜1(r′, ω0) . (3.98)
The Green’s function in (3.98) can be determined from eq. (3.11), where the
vacuum wave number k0 has to be replaced by n(r
′, ω0)k0. As it has been
shown in Ref.[94], the Green’s function yields
G(r, r′, ω0) ≈ e−ikf ·r′ e
ik0r
r

e−ikf,zz
′
+ r (αf) eikf,zz
′
, if z′ > 0.
t (αf) e−ik
t
f,zz
′
, if z′ < 0 ,
(3.99)
Since G(r, r′, ω0) and U˜1(r′, ω0), as well as their first derivatives must all be
continuous at the surface, one may approximate for even z′ > 0 the Green’s
function and the distorted wave by their expressions for z′ < 0. By using the
analytic continuations of G(r, r′, ω0) and U˜1(r′, ω0) in region z′ < 0, one finds
the following compact result for (3.98):
U˜2(r, ω0) = U˜0i
eik0r
r
t (αi)t (αf)k20(1− n2(r, ω0))
∫∫
A
d2r′ e−iq·r
′
∫ h(r′)
0
dz′ e−iq
t
zz
′
,
= U˜0i
eik0r
r
t (αi)t (αf)k20(1− n2(r, ω0))
i
qtz
×
∫∫
A
d2r′ e−iq·r
′
(
e−iq
t
zh(r
′) − 1
)
, (3.100)
where qtz = k
t
i,z + k
t
f,z is the z-component of the wave vector transfer in the
medium. On using expression (3.100), one finds the same scattering amplitude
which was derived by Sinha et al., compare with eq. (4.38) in Ref.[90]. The
scattering amplitude in Ref.[90] is, however, deduced from a ”time reversed”
field , which is similar to the Green’ function eq. (3.99). (The equivalence
between the two different DWBA approaches has been discussed in Ref.[95].)
With the eqs. (3.95) and (3.100), one can eventually derive the scattering
function in the distorted wave Born approximation. The details are omitted
here, and we give only a key formula, which reveals a fruitful relation between
the scattering function in the DWBA and PWBA, namely [89, 90]
SDWBA(q) = |t (αi)|2|t (αf)|2SPWBA(q) , where q = (q, qtz) . (3.101)
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Figure 3.5: Specular and diffuse intensity from a water surface. Simulation of
〈I(qy, qz)〉/I0 with the material constant of water; see eq. (3.103). At qy = 0,
〈I(0, qz)〉/I0 describes the behavior of a reflectivity curve. In fact, it reduces to
the reflectivity eq. (3.86) [81]. For fixed qz = 0.05, 0.125, 0.2, 0.275 and 0.35A˚
−1
the qy-dependence yields a maximum at the specular position qy = 0, whereas
its width is determined by 4qx resolution. Outside the resolution of the spec-
ular peak, eq. (3.103) decays as power law: 〈I(qy, qz = fixed)〉 ∝ qη−1y [99].
The power law behavior ends into the two side peak at αi = αc and αf = αc,
respectively. These peaks are referred to as the Yoneda-Peaks [109].
Here SPWBA(q) represents the scattering function in the plane-wave first Born
approximation. Hence, one can essentially use the scattering function given in
the previous section by replacing qz with q
t
z. For instant, the diffuse part of
the scattering function transforms to [90]
SPWBAdiff (q, q
t
z) =
e−|q
t
z |2σ2
|qtz|2
∫
A
(
e|q
t
z |2Czz(R) − 1
)
e−iq·R d2R , (3.102)
which then determines the SDWBAdiff (q) by multiplying eq. (3.102) with the trans-
mission function |t (αi)|2 and |t (αf)|2. Since qtz ' qz, if only αi or αf is large
compared to the critical angle αc, we can even replace eq. (3.102) to a good
48 Chapter 3. Elastic X-Ray Scattering From Rough Surfaces
approximation by (3.49). Based on this approximation, one finds the following
in-plane intensity expression (i.e. qx = 0), viz. [81, 99, 6]
〈I(qy, qz)〉 ∝ I0|t (αi)|2|t (αf)|2
∣∣∣∣ qc2qz
∣∣∣∣4 e−q2zσ2eff
× 1√
pi
Γ
[
1− η
2
]
1F1
[
1− η
2
;
1
2
;− q
2
y
24q2y
]
, (3.103)
where qc = 2k0(1 − n2(r, ω0))1/2 is here a complex quantity. Eq. (3.103) can
be derived from the scattering function eq. (3.66), see for details Ref.[6, 81]. In
Fig.3.5, a simulation of (3.103) is shown for a variate of qy and qz values. The
plots are generated with the material constant of water at T = 20◦C.
3.4 Fresnel Effects
The discussion in the previous sections was based on the far field approxima-
tion, which is also referred to the Fraunhofer limit, or Fraunhofer condition.
The Fraunhofer limit is, generally speaking, achieved if the wavelength λ0 of
the radiated field is much larger compared to the ratio between sample di-
mensions and source-sample distance, as well as the detector-sample distance
[9]. According to this limits, one can approximate a spherical outgoing wave
from a points source by a plane wave at the sample position. Similarly, one
may describe the scattered field at the detector position as well by a plane
wave. Although the plane wave approximation is an appealing concept, it is
questionable whether the approximations are satisfied for X-ray scattering ex-
periments. In a number of theoretical papers by Sinha et al. [91] and M. Tolan
et al. [100, 101, 99] it has been argued, that Fraunhofer conditions and the
assumption of perfect coherence are not fulfilled in current X-ray scattering
experiments. In order to find field expressions that go beyond the plane wave
approximation, we will next sketch the derivation of the field in the so-called
Fresnel limit, also known as the near field approximation.
In actual X-ray scattering experiments the wavelength λ0 is most likely a
fixed parameter, and a plane wave condition may, therefore, only be realized by
increasing the distances between the sample and the source, and the detector.
With regard to the pre-sample far field condition, we will consider below an
incident plane wave, regardless of the source-sample distance. This treatment
may be readily justified for X-ray beams with negligible divergence, which are,
for instance, generated by synchrotron sources.
To model the scattered field beyond the Fraunhofer limit, we will expanded
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expression (3.25) to the second order, so that
k0|r− r′| = k0r− kf · r′ + k0
2r
[
r′2 − (rˆ · r′)2
]
+O (k0(r′/r)3)
= k0r− kf · r′ + 1
2k0r
(kf × r′)2 +O
(
k0(r
′/r)3
)
, (3.104)
where the quadratic term in (3.104) takes near field condition into account.
In this so-called Fresnel limit, one easily finds the following expression for the
scattered field in the first Born approximation:
U˜s(r, ω0) = −re
√
I0
eik0r
r
∫
V
d3r′ ρ(r′) ei(kf×r
′)2/(2k0r) e−iq·r
′
. (3.105)
which reduces to the Fraunhofer limit, if∣∣∣∣ 12k0r (kf × r′)2
∣∣∣∣
max
 1 . (3.106)
In reflectively experiments the outgoing wave vector kf can be written
as kf = k0(0, cosαi, sinαi), and thus the above condition reduces to
λ0  pi
∣∣∣∣1r (x′2 + (z′ cosαi − y′ sinαi)2)
∣∣∣∣
max
,
 pi
∣∣∣∣1r (x′2 + y′2 + z′2)
∣∣∣∣
max
, (3.107)
where we have used the Cauchy-Schwarz inequality in the second line.
Eq. (3.107) reveals that the Fraunhofer limit can hardly be obtained for X-
ray wave length. For example, if λ = 1A˚ and the sample-detector distance r is
about two meters (which may be the case for most X-ray laboratories), then
the Fraunhofer limit is only fulfilled for a relatively small scattering volume,
with a maximum linear dimension of several microns. To evaluate eq. (3.105)
for the specular reflected field, we will consider absorption inside the liquid (see
discussion in section 3.2), and a perfectly smooth surface, i.e. h(r) = 0. The
maximum surface area shall be determined by a Gaussian truncation function,
where the full width 4L at 1/e defines the linear dimensions of the surface
area, i.e. 4L ≈ √A/8. Hence, the specularly scattered field in the Fresnel
limit may be obtained from
U˜s(r, ω0) = −reρ¯l
√
I0
eik0r
r
∫ ∞
−∞
dx′ e−
x′2
24L2 ei
k0
2r
x′2 e−iqxx
′
×
∫ ∞
−∞
dy′ e−
y′2
24L2 e
i
q2z
8k0r
y′2
e
−i qz
2r
√
1− q2z
4k20
z′y′
e−iqyy
′
×
∫ ∞
−∞
dz′ (1−H(z′)) ei
k0
2r
(
1− q
2
z
4k20
)
z′2
e−iqzz
′
, (3.108)
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where we have eliminated trigonometric functions by their relations to qz =
2k0 sinαi. The solution for (3.108) can be written as
U˜s(r, ω0) = reρ¯l
√
I0
eik0r
r
(2pi)3/2 e
− q
2
x
24q2x e
− q
2
y
24q2y e
−i Q
2
z
24q2z
4qx4qy4qz
×
{
e−i3pi/4
2
+
1√
2
F
[
Qz√
pi4qz
]}
, (3.109)
with
4qx = 14L
√
1− ik04L
2
r
, (3.110)
4qy = 14L
√
1− i q
2
z
4k0
4L2
r
, (3.111)
4qz =
√
k0
r
(
1− q
2
z
4k20
)(
1 + i
q2z
4k0
1
r4q2y
)
, (3.112)
Qz = qz
(
1− i qy
2 r4q2y
√
1− q
2
z
4k20
)
. (3.113)
The function F [x] = C(x) + iS(x) represents the Fresnel function, which can
be decomposed in the Fresnel cosine integral C(x) and Fresnel sine integral
S(x) [33]. Eq. (3.109) can next be used to evaluate a reflectivity formula for
an perfectly smooth surface in the Fresnel limit. According to the discussion
in section 3.2, one finds in the case of point detection
R (qz) ∝ (4pireρ¯l)
2
q2z
∣∣∣∣∣∣ e
−i q
2
z
24q2z
4qx4qy4qz
{
e−i3pi/4
2
+
1√
2
F
[
qz√
pi4qz
]}∣∣∣∣∣∣
2
. (3.114)
In Fig.3.6 a comparison between (3.114) and (3.59) is shown for a fixed sample
area of A = 0.01mm2 and sample-detector distances of r = 0.1, 1 and 10m. The
plot illustrates that the reflectivity formula (3.114) decays faster than (3.59)
as qz increases and r decreases. However, for small qz Fresnel effects appear to
have no influence on the reflectivity curve.
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Figure 3.6: Theoretical reflectivity curves under near field conditions. Left:
Theoretical reflectivity curves from a perfectly smooth surface with the ma-
terial constants of water at T = 20◦C. The solid curve is the Fresnel reflec-
tivity R
F
(qz), see eq. (3.59). The dash curve is obtained from eq. (3.114) with
r = 0.1m, A = 0.01mm2 and λ = 1A˚. The dotted curve denotes the case
r = 1m. The reflectivity curve for r = 10m reduces to (qc/2qz)
4, which over-
laps with eq. (3.59) for qz  qc.

Chapter 4
Effects of Partial Coherence
With the advent of third-generation synchrotron sources, a partially coherent
X-ray beam is provided, which has made it possible to preform many new types
of coherent scattering experiments. Although, most coherent X-ray scattering
techniques has been adopted from laser light techniques, it is worthwhile em-
phasizing that the response of matter at X-ray wavelength can be fundamen-
tally different from optical wavelength. For instance, a number of innovative
laser experiments, such as holography, photon correlation spectroscopy, phase
contrast imaging etc., can be implemented with X-rays for optically opaque
materials and, in principle, with even higher spatial resolution. Due to these
promising advantages much effort has been put into the design of coherent
X-ray experiments in the last few years. However, the data analysis is custom-
arily based on laser light scattering theories. It is, for example, prevalently
assumed that the Fraunhofer limit is fulfilled and the conditions of partial
coherence are ignored.
In order to understand the influence of partial coherence in X-ray inten-
sity correlation spectroscopy experiments from liquid surfaces (see chapter 5)
we will provide in the following chapter a formal analysis on effects of partial
coherence in scattering experiments. We will, in particular, discuss the propa-
gation of a partially coherent X-ray beam and its diffraction from a square slit,
as well as the scattering from an arbitrary static scatterer in the Fresnel limit.
Furthermore, we will address the question, whether effects of partial coherence
can be taken into account by means of convolution formulas, as is customary in
the theoretical description of instrumental resolution effects [99]. For a general
and extensive analysis on partial coherence see the book by Mandel and Wolf
[58], and Goodman [32]. A comprehensive analysis on partial coherence and
Fresnel effect in X-ray experiments from deterministic media can be found in a
work by Sinha, Tolan and Gibaud [91]. Theoretical studies on scattering from
spatially random media with partially coherent fields are also discussed in a
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series of papers by Wolf, Foley and Gori [107, 29, 108].
4.1 Temporal and Spatial Coherence
The emitted electromagnetic field of any optical source is associated with ir-
regular fluctuations in space and time. In its broadest sense, optical coherence
theory is concerned with the statistical description of the fluctuations, and
optical coherence phenomena may be said to be manifestations of correlations
between them [57]. The degree of correlation between the field fluctuations, at
two space-time points, can be theoretically characterized in terms of mutual
coherence functions and experimentally determined from interference experi-
ments [9, 58, 57]. The classical experiments to observe the spatial and temporal
coherence of optical fields are Young’s double pinhole interference experiment
and Michelson interferometer experiment, respectively [32]. In both interfer-
ence experiments the essential influences of partial coherence are revealed in
the reduced visibility of the fringe patterns formed in these experiments.
The term temporal coherence addresses the degree of self-correlation of an
optical beam after a given time delay 4t. In interferometer experiments the
time delay is realized by first dividing a beam in two beams. In a second
step the beams are reuniting after a path delay 4l = c4t has been introduced
between them. If the path difference is sufficiently small, so that the time delay
between the two beam is smaller than the coherence time τc, one observes a
fringe pattern as the beams superimpose. The visibility of the fringe pattern
decreases if the time delay 4t = 4l/c increases beyond the coherence time ξt.
In general, interference fringes will only be observed if
4t ≤ τc ∼ 1/4ν , (4.1)
where the coherence time is inversely related to the bandwidth 4ν of the
field [9]. Corresponding to the coherence time τc, one can also estimate the
formation of fringes from the longitudinal coherence length ξl, which is defined
as [9]
ξl = c τc ∼ c/4ν = λ20/4λ, (4.2)
where 4λ represents the wavelength spread of the field. The longitudinal
coherence length for synchrotron X-ray beams is enhanced by monochromator
crystals, which yield in most cases a coherence length of several microns [99].
To characterize the degree of spatial correlation at two points in space, one
speaks of the transverse coherence length ξt of a field, which may be simplest
measured from the fringe visibility in Young’s double pinhole interference ex-
periment. Remarkably, the transverse coherence length of a field can increase
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as the field propagates away from the radiating source. For an incoherent
source the transverse coherence length increase as
ξt ∼ λ0L/s, (4.3)
where L denotes the distance to the incoherent source of linear spatial ex-
tent s. Eq. (4.3) can be used to estimate the minimum transverse coherence
length at the sample position (placed at a distances L away from the radiating
source). In the theory of optical coherence, the alterations of field correlation
at a given distance from the source position are comprehensively described
by propagation laws of correlation, e.g. by the van Cittert-Zernike theorem
[9, 58].
4.2 Diffraction of Partially Coherent X-rays
from a Plane Aperture
In this section we will examine the theoretical diffraction pattern from a square
aperture including the effects of partially coherence and the conditions of the
Fresnel approximation. The results may be of practical use, since in most
coherent X-ray experiments square aperture are used to control the coherence
of the beam. The intensity pattern will be determined from the van Cittert-
Zernike theorem, and the source will be described by a Gaussian Schell-model
source. Due to the simplicity of the experimental arrangement, slit interference
experiments may be easily used to determine the transverse coherence length
from the visibility of the fringe pattern. By taking the partial coherence of
the synchrotron source into account, we believe that the analysis of diffraction
patterns could provide a better estimate for the transverse coherence length,
than given by eq. (4.3).
4.2.1 The van Cittert-Zernike Propagation Law
We consider here a finite and planar source area. The propagation of field cor-
relations from the source plane towards a detection plane can then be described
by the van Cittert-Zernike propagation law [58]
Jo(η1, ζ1; η2, ζ2) =
∫∫∫∫
S
Js(u1, v1;u2, v2)
eik¯0(S2−S1)
S1S2
Λ¯∗s1Λ¯s2 du1dv1du2dv2 ,
(4.4)
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Figure 4.1: Illustration of the notation for radiating partially coherent source.
where
Js(u1, v1;u2, v2) = 〈U∗(u1, v1, t)U(u2, v2, t)〉 , (4.5)
Jo(η1, ζ1; η2, ζ2) = 〈U∗(η1, ζ1, t)U(η2, ζ2, t)〉 , (4.6)
are mutual intensity functions on the source S and the detection domain O,
respectively. k¯0 denotes the mean wave number in free space and the distances
S1, S2 are illustrated in Fig.4.1. The van Cittert-Zernike propagation law
holds for strictly monochromatic sources, as well as for quasi-monochromatic
conditions, i.e. the time delay 4t between the fields on the detection do-
main must be smaller than one over the bandwidth of the source. Note that
quasi-monochromatic conditions are, in general, best fulfilled for field distri-
butions close to the optical axis. The mean inclination terms are given by
Λ¯∗s1 = −i(k¯0/2pi) cos θ1 and Λ¯s2 = i(k¯0/2pi) cos θ2. If the angles of radiation θ1
and θ2 are sufficiently small, one can use the approximation
Λ¯∗s1Λ¯s2
S1S2
≈
(
k¯0
2piL1
)2
, (4.7)
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and hence eq. (4.4) yields
Jo(η1, ζ1; η2, ζ2) ≈
(
k¯0
2piL1
)2 ∫∫∫∫
S
Js(u1, v1;u2, v2) e
ik¯0(S2−S1) du1dv1du2dv2 .
(4.8)
Eq. (4.8) describes the propagation of mutual coherence from a source plane
towards an image plane. The transverse coherence length on the image plane
can be probed by placing a slit at the position of the image plane. The resulting
interference pattern can eventually be analyzed to extract the transverse co-
herence length. The intensity function Id(x, y) = Jd(x, y;x, y) on the detection
plane may be determined from the mutual intensity function Jo(ζ1, η1; ζ2, η2)
by applying again the van Cittert-Zernike propagation law, hence
Id(x, y) =
∫∫∫∫
O
Jo(η1, ζ1; η2, ζ2)
eik¯0(R2−R1)
R1R2
Λ¯∗r1Λ¯r2 dη1dζ1dη2dζ2 , (4.9)
or approximately
Id(x, y) ≈
(
k¯0
2piL2
)2 ∫∫∫∫
O
Jo(η1, ζ1; η2, ζ2) e
ik¯0(R2−R1) dη1dζ1dη2dζ2 , (4.10)
where Jo(η1, ζ1; η2, ζ2) can be obtained from eq. (4.8). Expression (4.10) yields
the diffracted intensity pattern at the image plane, which depends with (4.8)
on the coherence properties and spatial dilatation of the source. The entire
diffraction geometry and notation is illustrated in Fig.4.2.
4.2.2 Gaussian Schell-Model Source
To model a partially coherent source we will consider a Gaussian Schell-model
source. A source of this kind can generate a partially coherent field, whose
radiant intensity has appreciable values only within a cone of narrow solid
angle, i.e. it can generate a beam, which is referred to as a Gaussian Schell-
model beam. The explicit mathematical form of the source mutual intensity
function Js(u1, v1;u2, v2) is defined as [82, 58]
Js(u1, v1;u2, v2) =
√
Is(u1, v1)
√
Is(u2, v2)js(u2 − u1; v2 − v1) , (4.11)
where the source intensity distributions Is(u1, v1), Is(u2, v2) and their mutual
correlations js(u2−u1; v2−v1) are all described by Gaussian functions. Hence,√
Is(u1, v1) =
√
I0 e
−u21/4s2x e−v
2
1/4s
2
y , (4.12a)√
Is(u2, v2) =
√
I0 e
−u22/4s2x e−v
2
2/4s
2
y , (4.12b)
js(u2 − u1; v2 − v1) = e−(u2−u1)2/2ξ2tx e−(v2−v1)2/2ξ2ty , (4.12c)
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Figure 4.2: Diffraction of partially coherent X-rays from a plane aperture.
Illustration of the diffraction geometry and notation.
here ξtx and ξty are the vertical and horizontal transverse coherence lengths,
and sx and sy define the vertical and horizontal source size, respectively. With
the substitutions
ax = 1/4s
2
x + 1/2ξ
2
tx , ay = 1/4s
2
y + 1/2ξ
2
ty , (4.13a)
bx = 1/2ξ
2
tx , by = 1/2ξ
2
ty , (4.13b)
eq. (4.11) takes the form
Js(u1, v1;u2, v2) = I0 e
−(axu21+axu22−2bxu1u2)e−(ayv
2
1+ayv
2
2−2byv1v2). (4.14)
Next, we approximated the distances S1 and S2 by expanding them in u1,2/L1,
v1,2/L1, ζ1,2/L1 and η1,2/L1, one then finds in second order (Fresnel limit)
S1 =
√
(η1 − u1)2 + (ζ1 − v1)2 + L21 ≈ L1 +
1
2L1
[
(η1 − u1)2 + (ζ1 − v1)2
]
,
(4.15a)
S2 =
√
(η2 − u2)2 + (ζ2 − v2)2 + L21 ≈ L1 +
1
2L1
[
(η2 − u2)2 + (ζ2 − v2)2
]
.
(4.15b)
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Substituting (4.15a,b) and (4.14) into (4.8) yields
Jo(η1, ζ1; η2, ζ2) = I0
(κ1
pi
)2
eiκ1[(η
2
2−η21)+(ζ22−ζ21 )]
×
∫∫ ∞
−∞
(
e−(ax+iκ1)u
2
1e−i(i2bxu2−2κ1η1)u1
)
×
(
e−(ax−iκ1)u
2
2e−i2κ1η2u2
)
du1du2
×
∫∫ ∞
−∞
(
e−(ay+iκ1)v
2
1e−i(i2byv2−2κ1ζ1)v1
)
×
(
e−(ay−iκ1)v
2
2e−i2κ1ζ2v2
)
dv1dv2 , (4.16)
where we have made use of the substitution
κ1 =
k¯0
2L1
. (4.17)
In eq. (4.16) the integral limits has been extended over all space, since the
source domain S is implicitly included in the Gaussian Schell-model source.
Eq. (4.16) can be solved with the help of the following integral solution [33]∫ ∞
−∞
dx e−c
2x2e−iqx =
√
pi
c
e−q
2/4c2 , Re[c] > 0 . (4.18)
On using (4.18) in eq. (4.16) one finds, after a long but straightforward simpli-
fication, the following mutual intensity function on the object plane
Jo(η1, ζ1; η2, ζ2) =
√
Io(η1, ζ1)
√
Io(η2, ζ2) jo(η2 − η1; ζ2 − ζ1) φ(η1, η2; ζ1, ζ2).
(4.19)
Evidently, the solution of the van Cittert-Zernike propagation law yields again
a Gaussian Schell-model source, which is however modified by a phase term
φ(η1, η2; ζ1, ζ2). The explicit expressions for the right hand side of eq. (4.19)
are: √
Io(ζ1, η1) =
√
I0
sxsy
ΣxΣy
e−η
2
1/4Σ
2
x e−ζ
2
1/4Σ
2
y , (4.20a)
√
Io(ζ2, η2) =
√
I0
sxsy
ΣxΣy
e−η
2
2/4Σ
2
x e−ζ
2
2/4Σ
2
y , (4.20b)
go(ζ2 − ζ1; η2 − η1) = e−(η2−η1)2/2Ξ2tx e−(ζ2−ζ1)2/2Ξ2ty , (4.20c)
φ(ζ1, ζ2; η1, η2) = e
iκ1(1−s2x/Σ2x)(η22−η21) eiκ1(1−s
2
y/Σ
2
y)(ζ
2
2−ζ21 ). (4.20d)
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Figure 4.3: Properties of a Gaussian Schell-model beam. Left: Simulation of
the Gaussian Schell-model beam waist Σx for an X-ray energy of E = 8keV.
The solid curves illustrate the divergence of the beam for ξtx/sx = 2. The
beam divergence increases with distance L1 and decreasing source coherence
ξtx, which is for ξtx/sx = 1 (dotted curve), and for ξtx/sx = 0.5 (dashed curve).
Right: The transverse coherence length Ξtx at a distance L1 = 1m increases
with the source coherence ξtx. However, for a completely incoherent source
the minimum value of Ξtx is proportional to L1/k¯0sx ≈ 2.5µm, for sx = 10µm,
E = 8keV and L1 = 1m.
The transverse coherence length Ξtx,ty and the width Σx,y on the object plane
are
Σx =
√
1 +
(
a2x − b2x
)
/κ21
4(ax − bx) =
√
s2x +
(
L1
k¯0
)2(
1
4s2x
+
1
ξ2tx
)
, (4.21a)
Σy =
√
1 +
(
a2y − b2y
)
/κ21
4(ay − by) =
√
s2y +
(
L1
k¯0
)2(
1
4s2y
+
1
ξ2ty
)
, (4.21b)
Ξtx =
√
1 +
(
a2x − b2x
)
/κ21
2bx
=
√√√√ξ2tx
[
1 +
(
L1
2k¯0s2x
)2]
+
(
L1
k¯0sx
)2
, (4.21c)
Ξty =
√
1 +
(
a2y − b2y
)
/κ21
2by
=
√√√√√ξ2ty
1 +( L1
2k¯0s2y
)2+ ( L1
k¯0sy
)2
, (4.21d)
The intensity distribution Io(ζ, η) = Jo(η, ζ; η, ζ) on the object plane is de-
scribed by a Gaussian function. The width Σx,y of this Gaussian function
increases with the distance L1 from the source, furthermore it depends on the
transverse coherence length ξtx,ty on the source plane. The quantity Σx,y can be
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interpreted as the beam waist. The transverse coherence properties on the ob-
ject plane is as well describe by a Gaussian function, i.e. by go(ζ2−ζ1; η2−η1).
It is worth noting, that for ξtx,ty → 0 the transverse coherence length Ξtx,ty
at z = L1 reduces to the transverse coherence formula (4.3), which refers to
the coherence formula for incoherent sources. In Fig.4.3 we illustrated the
functional behavior of Ξtx as a function of ξtx, and Σx as a function of ξtx, L1.
A comprehensive discussion on Gaussian Schell-model sources and beams is
given in Ref.[58, 71, 32].
4.2.3 The Diffraction Solution
With solution (4.19) we can next solve integral (4.10). We consider again
Fresnel conditions, i.e. the distances R1 and R2 become
R1 ≈ L2 + 1
2L2
[
(x− η1)2 + (y − ζ1)2
]
, (4.22a)
R2 ≈ L2 + 1
2L2
[
(x− η2)2 + (y − ζ2)2
]
. (4.22b)
With (4.22a,b) and the substitution
κ2 =
k¯0
2L2
, (4.23)
one finds the following representation for integral (4.10):
Id(x, y) =
(κ2
pi
)2 ∫∫∫∫
O
dη1dζ1dη2dζ2 Jo(η1, ζ1; η2, ζ2)
×eiκ2[(η22−η21)−2(η2−η1)x] eiκ2[(ζ22−ζ21 )−2(ζ2−ζ1)y] . (4.24)
The above integral can be simplest solved by expressing Jo(η1, ζ1; η2, ζ2) as
Jo(η1, ζ1; η2, ζ2) = J1(η1, η2)J2(ζ1, ζ2) , (4.25a)
where
J1(η1, η2) =
√
I0
sx
Σx
e−(η
2
1+η
2
2)/4Σ
2
x e−(η2−η1)
2/2Ξ2tx eiκ1(1−s
2
x/Σ
2
x)(η
2
2−η21) , (4.25b)
J2(ζ1, ζ2) =
√
I0
sy
Σy
e−(ζ
2
1+ζ
2
2 )/4Σ
2
y e−(ζ2−ζ1)
2/2Ξ2ty eiκ1(1−s
2
y/Σ
2
y)(ζ
2
2−ζ21 ) . (4.25c)
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Since Jo(η1, ζ1; η2, ζ2) decouples into a (η1, η2) and (ζ1, ζ2) depending term, we
can rewrite integral (4.24) itself in a decoupled form, hence
Id(x, y) = Id(x)Id(y) , (4.26a)
where
Id(x) = κ2
pi
∫∫
Ox
J1(η1, η2) eiκ2[(η22−η21)−2(η2−η1)x] dη1dη2 , (4.26b)
Id(y) = κ2
pi
∫∫
Oy
J2(ζ1, ζ2) eiκ2[(ζ22−ζ21 )−2(ζ2−ζ1)y] dζ1dζ2 . (4.26c)
If the object area O has a square shape, we can consider Id(x) and Id(y) as
independent slit solutions for the diffraction pattern in the x and y direction,
respectively. Since, the integrals (4.26b) and (4.26b) are of the same math-
ematical form, we can confine the ongoing discussion to eq.(4.26b). In order
to solve integral (4.26b) in combination with (4.25b), let us first introduce
explicit integral limits, hence
Id(x) =
√
I0
κ2sx
piΣx
×
∫ wx/2
−wx/2
dη1 e
−[1/4Σ2x+1/2Ξ2tx+i(κ1(1−s2x/Σ2x)+κ2)]η21 ei2κ2xη1
×
∫ wx/2
−wx/2
dη2 e
−[1/4Σ2x+1/2Ξ2tx−i(κ1(1−s2x/Σ2x)+κ2)]η22 e−i(2κ2x+iη1/Ξ
2
tx)η2 ,
(4.27)
where wx represents the total width of the slit opening. At next, it will be
useful to introduce the following set of substitutions
Ax = 1/4Σ
2
x + 1/2Ξ
2
tx , (4.28a)
Bx = 1/2Ξ
2
tx , (4.28b)
C2x = Ax + i
(
κ1(1− s2x/Σ2x) + κ2
)
, (4.28c)
We can then express (4.27) as
Id(x) =
√
I0
κ2sx
piΣx
∫ wx/2
−wx/2
dη1 e
−C2xη21 ei2κ2xη1
×
∫ wx/2
−wx/2
dη2 e
−(C∗x)2η22 e−i(2κ2x+i2Bxη1)η2 , (4.29)
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where the asterisk denotes the complex conjugate of C2x. The integration over
η2 can be solved with [33]∫ b
a
dx e−c
2x2 e−iqx =
√
pi
2c
e−q
2/4c2
[
erf
(
bc+ i
q
2c
)
− erf
(
ac+ i
q
2c
)]
, (4.30)
where erf(x) is the error function. Using the above integral result in (4.29)
gives
Id(x) =
√
I0
4pi
κ2sx
C∗xΣx
e−(κ2x/C
∗
x)
2
×
∫ wx/2
−wx/2
dη1 e
−(C2x−(Bx/C∗x)2)η21 ei[2κ2x(1−Bx/(C
∗
x)
2)]η1
×
[
erf
(
wx
2
C∗x + i
κ2x
C∗x
− Bx
C∗x
η1
)
− erf
(
−wx
2
C∗x + i
κ2x
C∗x
− Bx
C∗x
η1
)]
.
(4.31)
To express eq. (4.31) in a mathematically uncomplicated form, we introduce a
final set of substitutions, namely
I0(x) =
√
I0
4pi
κ2sx
C∗xΣx
e−(κ2x/C
∗
x)
2
, (4.32a)
α+(x) =
wx
2
C∗x + i
κ2x
C∗x
, (4.32b)
α−(x) = −wx
2
C∗x + i
κ2x
C∗x
, (4.32c)
β = −Bx/C∗x (4.32d)
γ2 = C2x − (Bx/C∗x)2 , (4.32e)
Q(x) = 2xκ2
(
1−Bx/(C∗x)2
)
, (4.32f)
and
K(x, η1) = [erf(α+(x) + βη1)− erf(α−(x) + βη1)] e−γ2η21 . (4.32g)
Integral (4.31) then simplifies to
Id(x) = I0(x)
∫ wx/2
−wx/2
K(x, η1) e
iQ(x)η1 dη1 . (4.33)
The above integral can be used for numerical simulation. An analytical solution
can be found by evaluating (4.33) with the Taylor series of K(x, η1), viz.
K(x, η1) =
∞∑
n=0
an(x)η
n
1 , (4.34)
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where the coefficients an(x) can be determined from the n
′s derivative of
K(n)(x, η1) at η1 = 0. With the Taylor series of K(x, η1) eq. (4.33) yields
Id(x) = I0(x)
∞∑
n=0
an(x)
∫ wx/2
−wx/2
ηn1 e
iQ(x)η1 dη1 , (4.35)
where the simplified integral on the right hand side of (4.35) has an analytical
solution of the form [33]∫ a
−a
dx xneiqx =
Γ[1 + n, iaq]− Γ[1 + n,−iaq]
(−iq)1+n . (4.36)
With the above equation and the identity Γ[α, x] = Γ[α] − (xα/α)1F1[α;α +
1;−x], one finds for Id(x) the following sum solution
Id(x) = I0(x)
∞∑
n=0
an(x)
Γ[1 + n, iwxQ(x)/2]− Γ[1 + n,−iwxQ(x)/2]
(−iQ(x))1+n
= I0(x)
∞∑
n=0
an(x)(wx/2)
1+n
1 + n
[
1F1[1 + n; 2 + n; iwxQ(x)/2]
−(−1)1+n1F1[1 + n; 2 + n;−iwxQ(x)/2]
]
, (4.37)
with
an(x) =
K(n)(x, η1)
n!
∣∣∣∣
η2=0
=
1
n!
([
erf(α+(x) + βη1)− erf(α−(x) + βη1)
]
e−γ
2η21
)(n) ∣∣∣∣
η1=0
. (4.38)
The partial derivatives in eq. (4.38) can be evaluated by rewrite an(x) in the
form
an(x) =
1
n!
[(
erf(α+(x) + βη1)e
−γ2η21
)(n)
−
(
erf(α−(x) + βη1)e−γ
2η21
)(n)]
η1=0
=
n∑
m=0
1
(n−m)!m!
∂me−γ
2η21
∂ηm1
∣∣∣∣
η1=0
×
(
∂n−merf(α+(x) + βη1)
∂ηn−m1
− ∂
n−merf(α−(x) + βη1)
∂ηn−m1
) ∣∣∣∣
η1=0
, (4.39)
where we have made use of the binomial formula [13]. For the partial deriva-
tives in (4.39) one finds the following representations
∂me−γ
2η21
∂ηm1
∣∣∣∣
η1=0
=
(1 + (−1)m)
2
m!
(m/2)!
(iγ)m , (4.40a)
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Figure 4.4: Simulations of slit diffraction patterns with the parameters: E =
8keV, L1 = 2m, L2 = 2m, wx = 10µm, sx = 10µm and ξtx = 10µm. The solid
curve represents the numerical solution of integral (4.35). The other curves are
obtained from eq. (4.37). Dotted curve: A convergence range of xmax = 100µm
requires Nmin = 10, i.e. beyond 100µm the Taylor solution disagrees with
integral (4.35). Dash-Dotted curve: A convergence range of xmax = 200µm
requires Nmin = 20. Dashed curve: A convergence range of xmax = 300µm
requires Nmin = 30. Nmin has been determined from the inequality (4.42).
and [1]
∂n−merf(α±(x) + βη1)
∂ηn−m1
∣∣∣∣
η1=0
= (2β)n−m(α±(x))1−(n−m)
×2F2
[
1
2
, 1; 1−n−m
2
,
3−(n−m)
2
;−(α±(x))2
]
,
(4.40b)
where 2F2[α1, α2; β1, β2; z] is the regularized hypergeometric function. Using
the fact, that only even values of m contribute in (4.40a) leads eventually to
the following expression for the coefficients
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an(x) =
n∑
m=0
(iγ)2m(2β)n−2m
(n− 2m)!m!
×
{
(α+(x))
1+2m−n
2F2
[
1
2
, 1; 1 +m− n
2
,m+
3− n
2
;−(α+(x))2
]
−(α−(x))1+2m−n2F2
[
1
2
, 1; 1 +m− n
2
,m+
3− n
2
;−(α−(x))2
]}
.
(4.41)
For practical use of solution (4.37) it is necessary to exscind the sum after the
nth order of the Taylor series. The smallest sub-sum, with Nmin order, may
be numerically found from the following inequality:
lim sup
N→Nmin
∣∣∣∣∣1−
∑N
n=0 an(x)(wx/2)
n
K(x,wx/2)
∣∣∣∣∣
x=xmax
≤ 1, for ∞ > N > Nmin .
(4.42)
Here xmax defines the maximum range of convergence on the image plane and
lim sup denotes the supremum limit. With inequality (4.42) one obtains, for
a demanded convergence range up to xmax, the minimum order in the Taylor
series, which is denoted by Nmin. An example for the convergence range is
illustrated in Fig.4.4
In Fig.4.5 a simulation of the far-field diffraction pattern from a slit is shown
for four conditions of coherence. The corresponding square slit diffraction
patterns are given in Fig.4.6. The near-field diffraction pattern from a slit is
shown in Fig.4.7. Note that in the Fresnel limit the intensity is reduced around
x = 0µm. Near-field effects of this kind are further discussed in Ref.[93, 37], see
e.g. the discussion on the Poisson’s Spot. The square slit diffraction patterns
under Fresnel conditions are shown in Fig.4.8.
Figure 4.5: Theoretical diffraction pattern from a slit in the Fraunhofer
limit. The parameters in the simulation are: E = 8keV, L1 = 2m, L2 = 2m,
wx = 10µm, sx = 20µm and ξtx = 1, 5, 10µm and 40µm. The solid curve
shows the solution for ξtx = 40µm. The visibility of the diffraction pattern
decreases as the source coherence decreases. The dotted curve represents the
case ξtx = 10µm, the dash-dotted refers to ξtx = 5µm and the dashed curve
refers to ξtx = 1µm.
Figure 4.6: Illustration of the effect of decreasing transverse coherence length
on the diffraction pattern from a square slit (from left to right, and from top
to bottom). The parameter of the simulation are the same as in Fig.4.5.
Figure 4.7: Theoretical diffraction pattern from a slit in the Fresnel limit.
The parameters in the simulation are: E = 8keV, L1 = 2m, L2 = 0.25m,
wx = 15µm, sx = 20µm and ξtx = 1, 5, 10µm and 40µm. The solid curve
shows the solution for ξtx = 40µm. The visibility of the diffraction pattern
decreases as the source coherence decreases. The dotted curve represents the
case ξtx = 10µm, the dash-dotted refers to ξtx = 5µm and the dashed curve
refers to ξtx = 1µm.
Figure 4.8: Illustration of the effect of decreasing transverse coherence length
on the diffraction pattern from a square slit (from left to right, and from top
to bottom). The parameter of the simulation are the same as in Fig.4.7.
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In summary, the effect of partial coherence leads to a reduced visibility of
the fringe pattern from a plane aperture. The contrast reduction affects the
Fraunhofer diffraction pattern, as well as the Fresnel diffraction pattern in a
qualitatively same manner. Note that for sufficiently poor source coherence,
it is nearly impossible to distinguish the Fraunhofer diffraction pattern from
the Fresnel pattern. It seems plausible, that the effects of partial coherence
may be simplest describes by means of the convolution theorem for Fourier
transformations. For instance, one may express the intensity distribution Id(x)
in the Fraunhofer limit as
Id(x) ∝
∫ ∞
−∞
dX S(X − x) T˜ 2(X) , (4.43)
where T˜ (X) ∼ sin(Xwx)/(Xwx) is the Fourier transform of the pupil function
from a simple slit [9], and S(X) is some at this moment arbitrary function,
which however takes into account the resolution and coherence effects of the
source. Since the slit diffraction pattern from an ideal point source yields the
intensity distribution which is proportional to (sin(Xwx)/(Xwx))
2, we may
readily rewrite eq. (4.43) as [32, 52]
Id(x) ∝
∫ ∞
−∞
dX S(X − x) Icoh(X) , (4.44)
where the coherent intensity distribution Icoh(X) ∝ T˜ 2(X) refers to the so-
lution form a point source, which is in fact the simplest realization of a fully
coherent source. Eventually, eq. (4.44) describes the diffracted intensity dis-
tribution in terms of convoluting the coherent point source solution Icoh(X)
with a source function S(X), which accounts for the actual source size and co-
herence length. Similarly, we may obtain the Fresnel diffraction pattern from
[45, 46]
Id(x) ∝
∫ ∞
−∞
dX S(X − x) IFrescoh (X) , (4.45)
where the coherent intensity distribution in the Fresnel limit is IFrescoh (X) ∝
|T˜ Fres(X)|2 with T˜ Fres(X)∼ [erf(X−wx−i(X−wx))−erf(X+wx−i(X+wx))].
Evidently, eqs. (4.44) and (4.45) allow a relatively simple formulation and,
moreover, interpretation of the diffraction pattern form a partially coher-
ent beam. A justification for the convolution formulas (4.44) and (4.45)
can however only be obtained, if the radiating source is completely incoher-
ent, i.e. Js(u1, v1;u2, v2) =
√
Is(u1, v1)
√
Is(u2, v2)δ
2(u2 − u1; v2 − v1) where
δ2(u2 − u1; v2 − v1) is a two dimensional delta function. For that reason, one
can not take it for granted, that effects of partial coherence can be, in gen-
eral, incorporated into the diffraction solution by means of simple convolution
formulas like (4.44) and (4.45).
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We like to show next, that a convolution formula can in deed be found for
even partially coherent conditions. For this purpose, we rewrite eq. (4.26b) as
Id(x) =
∫∫ ∞
−∞
T (η1)T (η2)JF (η1, η2) e−i2κ2x(η2−η1) dη1dη2 , (4.46)
where T (η) represents the pupil function (truncation function)
T (η) = H(wx/2− |η|) , (4.47)
and let
JF (η1, η2) = κ2
pi
J1(η1, η2) eiκ2(η22−η21) (4.48)
defines a general resolution function, which takes Fresnel and partial coherence
effects into account. Next, we replace the pupil functions in eq. (4.46) by their
Fourier transformation, which we represent as
T (η1) =
∫ ∞
−∞
T˜ ∗(η˜1)e−iη1η˜1dη˜1 , (4.49)
T (η2) =
∫ ∞
−∞
T˜ (η˜2)e
iη2η˜2dη˜2 . (4.50)
Substituting the above formulas in (4.46) yields
Id(x) =
∫∫ ∞
−∞
dη˜1dη˜2 T˜
∗(η˜1)T˜ (η˜2)
×
∫∫ ∞
−∞
dη1dη2 JF (η1, η2) e−i(η˜1−2κ2x)η1 ei(η˜2−2κ2x)η2 . (4.51)
The integration over η1, η2 leads, after a straightforward calculation to, a Gaus-
sian Schell-model with the new arguments η˜1 and η˜2. Hence, eq. (4.51) becomes
Id(x) =
∫∫ ∞
−∞
dη˜1dη˜2 T˜
∗(η˜1)T˜ (η˜2)J˜F (η˜1 − 2κ2x, η˜2 − 2κ2x) , (4.52)
with
J˜F (η˜1 − 2κ2x, η˜2 − 2κ2x) = J˜0 e−(η˜1−2κ2x)2/24η˜21 e−(η˜2−2κ2x)2/24η˜22
×e−[(η˜2−2κ2x)−(η˜1−2κ2x)]2/24η˜21,2 , (4.53)
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and
J˜0 =
√
I0
κ2sx
Σx
√
(CxC∗x)2 −Bx
, (4.54a)
4η˜1 =
√
2
(CxC∗x)2 −B2x
(C∗x)2 −Bx
, (4.54b)
4η˜2 =
√
2
(CxC∗x)2 −B2x
C2x −Bx
, (4.54c)
4η˜1,2 =
√
2((CxC∗x)2 −B2x)/Bx . (4.54d)
Eq. (4.52) presents a convolution integral under the conditions of partial coher-
ence. Simplifications of (4.52) obviously depend on the approximations that
are made for the generalized resolution function J˜F (η˜1, η˜2). It should be noted,
that the two convolution integrals in (4.52) are coupled due to the third ex-
ponential function in (4.51), or in other words due to the bivariate Gaussian
structure of eq. (4.53). The coupling part in J˜F (η˜1, η˜2) vanishes in the coher-
ent limit, i.e. Bx = 1/2Ξ
2
tx → 0, and eq. (4.52) then simplifies to the modulus
squared of a single convolution integral, which resembles the conventional in-
tensity expression for diffraction solutions at a slit [9].
4.3 Scattering of Partially Coherent X-rays
from Arbitrary Media
The scattering of partially coherent X-rays from matter is in a general man-
ner comparable to the previous discussion on diffraction from apertures. In
principle, any interference pattern produced by arbitrary structures, such as
optical gratings or rough surfaces, yield an intensity distribution that contains
information from the static structure of the scatterer, as well as the integrated
coherence properties of the electromagnetic source. In the previous section we
have presupposed, that the shape of the aperture is known, which therefore
enabled us to focus on the effects on partial coherence and Fresnel conditions.
In scattering experiments the situation is however more complicated, in the
sense that the structure of the scatterer is the subject of investigation, thus it is
usually unknown. Due to this addition lack of knowledge, the interpretation of
the interference pattern is evidently more complicated, e.g. a random electron
density distribution yields a complicated random interference pattern, which
is referred to as a speckle pattern. In order to extract the structural properties
of the scatterer from such a random interference pattern, some foreknowledge
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is required with regard to the coherence and resolution characteristic of the
electromagnetic source.
In this section we will discuss the scattering of X-rays from matter in-
cluding the effects of resolution and partial coherence of the radiating source.
In analogy to the van Cittert-Zernike theorem, we will provide propagation
formulas for field correlation, which undergo a scattering process within the
accuracy of the first Born approximation.
4.3.1 Generalized van Cittert-Zernike Propagation Law
The van Cittert-Zernike propagation law (4.4) holds for quasi-monochromatic
conditions. If the experimental conditions are such, that the radiating source
can not be treated as a quasi-monochromatic source, then one has to con-
sider the actual spectral distribution of the source fields, as well as their cor-
relations. A convenient description of propagating field correlations for non-
quasi-monochromatic conditions can be obtained with the help of the Huygens-
Fresnel principle [58]. Using this principle yields for the radiating field from a
source [9]
U˜(r, ω0) =
∫
A
U˜(a, ω0)
eik0Ra
Ra
Λ(ω0) d
2a , (4.55)
where a represents the position vector on the source area A, Ra is the distance
between a source and a detection point at r. Λ(ω0) is the inclination factor
at the source plane. Next, we assume that the frequency dependence of the
inclination factor can be ignored and essentially be replaced by Λ¯ = Λ(ω¯0),
where ω¯0 shall be the mean frequency of outgoing field U˜(a, ω0). Under these
circumstance we can easily formulated eq.(4.55) in the time domain by taking
the Fourier transform on both sides of (4.55), hence
U(r, t) =
∫
A
U(a, t−Ra/c)
Ra
Λ¯ d2a , (4.56)
where U(a, t−Ra/c) results from
U(a, t−Ra/c) = 2
∫ ∞
0
U(a, ω0) e
−iω0(t−Ra/c) dω0 . (4.57)
The negative frequency part in the Fourier transformations are omitted, i.e.
the fields in the time domain refer to the complex analytic representation of the
(real) fields [32, 9, 58]. Such modified Fourier transformations are customarily
used in optical coherence theory to represent a real non-monochromatic field
U (r)(r, t) by a complex analytic signal U(r, t) = [U (r)(r, t) + iU (i)(r, t)]/2 [91,
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59]. Let us now take the complex conjugate of eq.(4.56), viz.
U∗(r1, t1) =
∫
A
U∗(a1, t−Ra1/c)
Ra1
Λ¯∗1 d
2a1 , (4.58)
where the subscribed was introduced to distinguish the field U∗(r1, t1) from a
second field
U(r2, t2) =
∫
A
U(a2, t−Ra2/c)
Ra2
Λ¯2 d
2a2 . (4.59)
By multiplying the eqs. (4.58) and (4.59) and taking the time average, one
finds
Γ (r1, r2, t1, t2) =
∫∫
A
Γa (a1,a2, t1 −Ra1/c, t2 −Ra2/c)
Ra1Ra2
Λ¯∗1Λ¯2 d
2a1d
2a2 ,
(4.60)
where
Γ(r1, r2, t1, t2) = 〈U∗(r1, t1)U(r2, t2)〉 , (4.61)
Γa (a1,a2, t1 −Ra1/c, t2 −Ra2/c) = 〈U∗(a1, t1 −Ra1/c)U(a2, t2 −Ra2/c)〉 ,
(4.62)
represent mutual coherence functions one the detection and source plane, re-
spectively. (The mutual coherence function reduces to the mutual intensity
function for t1 = t2, i.e Γ(r1, r2, t1, t1) = J(r1, r2).) If the fields at source
plane are stationary fluctuation quantities, it follows that the correlation func-
tion Γa (a1,a2, t1 −Ra1/c, t2 −Ra2/c) depends on its two time arguments only
through the time difference τ = t2 − t1 [58]. Since the relationship between
the field U(r, t) and the U(a, t−Ra/c) is linear, the same is true for the field
correlation function Γ(r1, r2, t1, t2). Under these conditions one can replace
eq.(4.60) by
Γ (r1, r2, τ) =
∫∫
A
Γa (a1,a2, τ − (Ra2 −Ra1)/c)
Ra1Ra2
Λ¯∗1Λ¯2 d
2a1d
2a2 . (4.63)
The above propagation formula is a generalization of the van Cittert-Zernike
propagation law [58]. Eq. (4.63) can easily be reduced to the Cittert-Zernike
propagation law, if τ is set to be zero and the fields at the source plane are
represented by a quasi-monochromatic field, i.e U(a, t) = U0(a)e
−iω¯0t, where
U0(a) represents the field amplitude.
A more general propagation law than eq. (4.63) can be directly deduced
from (4.56), namely [58]
W (r1, r2, ω0) =
∫∫
A
Wa(a1,a2, ω0)
eik0(Ra2−Ra1 )
Ra1Ra2
Λ∗1(ω0)Λ2(ω0) d
2a1d
2a2 ,
(4.64)
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where the cross-spectral density functions
〈U˜∗(r1, ω0)U˜(r2, ω′0)〉 = W (r1, r2, ω0)δ(ω0 − ω′0) , (4.65)
〈U˜∗(a1, ω0)U˜(a2, ω′0)〉 = Wa(a1,a2, ω0)δ(ω0 − ω′0) , (4.66)
define the correlations between the spectral amplitudes of any particular fre-
quency component ω0 of the field vibrations at the two points on the detector
plane and source plane, respectively. A relation between the mutual coherence
functions and the cross-spectral density function can be established on the
Wiener-Khintchine theorem, which states that the time correlation function
and the spectral density function form a Fourier transform pair [58]:
Γ(r1, r2, τ) =
1
2pi
∫ ∞
0
W (r1, r2, ω0) e
−iω0τ dω0 , (4.67)
W (r1, r2, ω0) =
∫ ∞
−∞
Γ(r1, r2, τ) e
iω0τ dτ. (4.68)
Note, that with eq. (4.67) and (4.64) one can readily derive the propagation
law (4.63) for mutual coherence, if the inclination factors in eq. (4.64) are ap-
proximated by their mean values Λ¯1 and Λ¯2. The propagation laws (4.63) and
(4.64) are both of central importance in the description of partially coherent
sources and beams. In the continuing discussion, we will use the above prop-
agation laws to describe the incident partially coherence beam in scattering
experiments.
4.3.2 Propagation of Field Correlations from a Scat-
terer
Next, we discuss a propagation formula for field correlation, that undergo a
scattering process from an arbitrary media. In analogy to the previous section,
we will first derive a propagation formula for mutual coherence function, which
is essentially based on a scattered field express in its first Born approximation,
viz.
U˜s(r, ω0) = −re
∫
V
ρ(r′)U˜i(r′, ω0)
eik0R
R
d3r′ , (4.69)
where R = |r− r′| denotes the distance between a position in the scatterer r′
and a detection point r, the notation is illustrated in Fig. 4.9. Eq. (4.69) can be
obtained by solving the inhomogeneous Helmholtz equation (3.9) in the first
Born approximation, see section 3. From eq. (4.69) we can next deduce a field
equation in the time domain, which may take the form
Us(r, t) = −re
∫
V
ρ(r′)
Ui(r
′, t−R/c)
R
d3r′ . (4.70)
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The fields in the time domain are again considered as complex analytical rep-
resentations of the real fields. If furthermore, the incident field Ui(r
′, t−R/c)
is a stationary fluctuating quantity, one can readily deduce the following prop-
agation formula
Γs(r1, r2, τ) = r
2
e
∫∫
V
ρ(r′1)ρ(r
′
2)
Γi (r
′
1, r
′
2, τ − (R2 −R1)/c)
R1R2
d3r′1d
3r′2 , (4.71)
where
Γs(r1, r2, τ) = 〈U∗s (r1, t1)Us(r2, t2)〉 , (4.72)
Γi (r
′
1, r
′
2, τ − (R2 −R1)/c) = 〈U∗i (r′1, t1 −R1/c)Ui(r′2, t2 −R2/c)〉 . (4.73)
Here Γi (r
′
1, r
′
2, τ − (R2 −R1)/c) is the retarded incident mutual coherence
function at the scatterer and Γs(r1, r2, τ) represents the resulting fields cor-
relations after the scattering process.
Up to now we have assumed that the scattering medium was determin-
istic, in the sense, that the spatial distribution of the electron density is, in
principle, strictly known. Let us now assume, instead, that the electron den-
sity distribution of the scatterer are only characterized by random functions
of position. An example of such media would be a rough surface, amorphous
glass, or stochastic fractal structures. A meaningful measure for the observ-
able intensity Is(r) = Γs(r, r, 0) in an X-ray scattering experiment may then
be obtained, by taking an ensemble average over the different realizations of
the electron density, i.e. eq. (4.71) may be replaced by
Γs(r1, r2, τ) = r
2
e
∫∫
V
Cρρ(r
′
1, r
′
2)
Γi (r
′
1, r
′
2, τ − (R2 −R1)/c)
R1R2
d3r′1d
3r′2 , (4.74)
where
Cρρ(r
′
1, r
′
2) = 〈ρ(r′1)ρ(r′2)〉 , (4.75)
represents the (static) electron density correlation function.
The propagation formula (4.71) was implicitly used by S. K. Sinha and
M. Tolan to investigate the theoretical effects of partial coherence in X-ray
diffraction experiments from crystals, periodic surface structures, as well as
rough surfaces [91, 100]. Eq. (4.74) resembles a propagation formula, which
was introduced by Wolf et al. [108]. In their original work, a slightly more
general formula, than eq. (4.74), was given in the frequency-space domain, i.e
in terms of cross-spectral density function. Both propagation formulas (4.71)
and (4.74) provide useful starting points to determine the scattered intensity
Is(r) = Γs(r, r, 0) within the accuracy of the first Born approximation.
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Figure 4.9: Schematic illustrating of the scattering geometry. Q1(r
′) represents
a point inside the scattering volume V and Q2(r) denotes a the detection point
of the scattered field.
A. Remarks on Coherent, Incoherent and Partially Coherent Scat-
tering Conditions
Whether equation (4.71) or (4.74) can be expressed in form of a convolution
integral in reciprocal space, depends evidently on the choice for the incident
mutual coherence function. We will briefly examine this question by consider-
ing a quasi-monochromatic incident plane wave of the form
Ui(r
′, t) = U0i(r′) ei(ki·r
′−ω¯0t) , (4.76)
where the exponential function describes a plane wave with a mean incident
direction ki = k¯0kˆi and an average frequency of ω¯0 = ck¯0. The fluctuating
amplitude U0i(r
′) of the field refers to a relatively slow changing envelope
function in space. With eq. (4.76) one arrives at the following representation
for the incident mutual coherence function:
Γi(r
′
1, r
′
2, τ − (R2 −R1)/c) = Ji(r′1, r′2)eiki·(r
′
2−r′1)e−iω¯0(τ−(R2−R1)/c) , (4.77)
where Ji(r
′
1, r
′
2) represents the mutual intensity function of the incident field
amplitudes. In order to specify the path distances R1 = |r − r′1| and R2 =
|r− r′2|, we consider the Fresnel limit. Hence, with eq. (3.104) and (3.30) one
finds
Γi(r
′
1, r
′
2, τ − (R2 −R1)/c) = Ji(r′1, r′2)f∗b (r′1)fb(r′2)e−iω¯0τe−iq·(r
′
2−r′1) , (4.78)
4.3. Scattering of Partially Coherent X-rays from Arbitrary Media 77
where the (after-sample) Fresnel corrections are incorporated by the function
fb(r
′), viz.
fb(r
′) = ei(kf×r
′)2/(2k¯0r) . (4.79)
The intensity expression Is(r) = Γs(r, r, 0) can be found by substituting
eq. (4.78) into (4.71), hence
Is(r) =
(re
r
)2 ∫∫
V
ρ(r′1)ρ(r
′
2) Ji(r
′
1, r
′
2)f
∗
b (r
′
1)fb(r
′
2) e
−iq·(r′2−r′1) d3r′1d
3r′2 ,
(4.80)
where we have approximated the path lengths R1 and R2 in the denominate
by r. Eq. (4.80) can be written in a more compact form, if we make use of the
definition ρ
F
(r) ≡ ρ(r)fb(r), which is refereed to as the Fresnel electron density
[91]. With this definition, eq. (4.80) finally yields
Is(r) =
(re
r
)2 ∫∫
V
ρ∗
F
(r′1)ρF (r
′
2)Ji(r
′
1, r
′
2) e
−iq·(r′2−r′1) d3r′1d
3r′2 . (4.81)
Although we have assumed quasi-monochromatic incident fields, we have ob-
tained with eq. (4.81) a relatively simply formula, which can be used to examine
the effects of spatial coherence. In order to discuss different spatial coherence
conditions, we will consider in the following a Gaussian-Schell model for the
incident mutual intensity function, i.e. Ji(r
′
1, r
′
2) =
√
Ii(r′1)
√
Ii(r′2)ji(r
′
2 − r′1).
In the incoherent limit, the coherence factor j(r′2− r′1) may be modeled by
a 3-dimensional delta function. Eq. (4.81) then reduces to
Is(r) ∝
(re
r
)2 ∫
V
ρ2(r′)Ii(r′) d3r′ . (4.82)
The above equation reveals, that the observable scattered intensity Is(r) is
proportional to a continuous summation over that faction of the incident in-
tensity, which falls within the sample volume V. The electron density players
only the role of a weighting function and is independent from Fresnel correla-
tions. The scattered intensity Is(r = rkˆf) in not enhanced in any particular
direction, but symmetrically decreases in strength with 1/r2, i.e as an outgoing
spherical wave. On using the Parseval theorem for Fourier transformations,
one can alternatively express eq. (4.82) as [13]
Is(r) ∝
(re
r
)2 ∫ ∞
−∞
∣∣ρ˜(q)G˜(q)∣∣2 d3q , (4.83)
where G˜(q) represents here the Fourier transform of the field truncation func-
tion
√
Ii(r′).
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To arrive at an intensity expression in the coherent limit, we may replace
the coherence factor ji(r
′
2− r′1) by one. If furthermore the integral in (4.81) is
effectively truncated by the illuminated sample volume (i.e. by
√
Ii(r′)), we
can readily extend the integration limits in (4.81) to infinity, and write
Is(r) =
(re
r
)2 ∣∣∣∣∫ ∞−∞ ρF (r′)√Ii(r′) e−iq·r′d3r′
∣∣∣∣2 . (4.84)
The above integral can be expressed as a convolution integral, viz.
Is(r) =
(re
r
)2 ∣∣∣∣∫ ∞−∞ ρ˜F (q′) G˜(q− q′) d3q′
∣∣∣∣2 . (4.85)
The above two integrals will give rise to interference phenomena, due to the
modulus squared outside the integral. The convolution integral (4.85) simply
states a blurring of the Fresnel electron density distribution in q-space, which
results from the truncation of the real-space Fourier integral.
In the partially coherent case, one may arrive at a convolution integral of
the form
Is(r) =
(re
r
)2 ∫∫ ∞
−∞
ρ˜∗
F
(q1)ρ˜F (q2) J˜(q− q1,q− q2) d3q1d3q2 , (4.86)
where J˜(q1, q2) is the Fourier transform of the incident mutual intensity. With
a Gaussian-Schell model one can show, that J˜(q1,q2) takes the form of a
bivariate Gaussian function, see chapter 4.2.3. Hence, the double convolutions
in eq. (4.86) are coupled, and can therefore not be simplified to expressions like
(4.85).
B. Remarks on Speckle Patterns
It is worth noting that the propagation formula (4.71) can be used to sim-
ulate the formation of speckle patterns from inhomogeneous media, whereas
eq. (4.74) yields only the mean intensity distribution. An interesting theoreti-
cal analysis of random speckle patterns from rough surfaces was, for instance,
given by M. Tolan et al. [100, 99]. In this study, the theoretical intensity
distribution was derived from eq. (4.71) for different random surface morpholo-
gies with, however, identical statistical properties of the surface height distri-
bution. After a subtle calculation, these authors provide several theoretical
curves of the specularly scattered intensity distribution from a nearly coherent
Gaussian-Schell beam under Fresnel conditions, see Fig.4.10. The calculated
distributions illustrate qy-scans of the reflected intensity for a smooth surface
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Figure 4.10: Calculations of the transverse qy-scans of the specularly diffracted
intensity distribution from a surface. The topmost curve is calculated for a
smooth surface. The curve below show the speckle-like intensity distributions
for different random surface morphologies. All four curves were obtained for an
X-ray wavelength of λ = 1A˚ and the same source/sample and sample/detector
distance of 0.5m. The linear dimensions of the source size is s = 50µm and
the transverse coherence length ξ is considered to be much larger than the
source size [100, 99].
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(top curve) and for three random surface structures. The surface morpholo-
gies are shown in the insets of each plot. All four curves were obtained for an
X-ray wavelength of λ = 1A˚ and the same source/sample and sample/detector
distance of 0.5m. The linear dimensions of the source is s = 50µm and the
transverse coherence length ξ is considered to be much larger than the source
extent. Furthermore, the finite monochromaticity of source and the finite de-
tector resolution are ignored in the simulation.
The curves in Fig.4.10 provide two useful information. First, a smooth
surface yields an intensity distribution which essentially shows a reduction of
the intensity at qy = 0A˚
−1. The reduction at the diffractions center resembles
the well-known formation of the Poisson Spot in near field diffraction experi-
ments from slits. By analogy we may conclude that a qualitative indication for
Fresnel conditions in surface scattering experiments could be found from the
verification of a reduced intensity distribution at the diffraction center. How-
ever, this useful and intuitive criterium appears to fail for diffraction patterns
from rough surfaces, as shown in Fig.4.10. It is therefore worth noting that
a far field (Fraunhofer) and near field (Fresnel) random speckle pattern may
not reveal any characteristic differences. Secondly, the simulation indicates
that different surface morphologies with identical statistical properties yield
quite different speckle patterns. Conclusively, the example demonstrates that
a qualitative interpretation or a precise calculation of speckle patterns is very
difficult, which, therefore, makes it very unlikely to reconstruct the surface
morphology from a measured speckle pattern [99].
4.3.3 Surface Scattering with Partially Coherent X-rays
In this section we will apply the propagation formulas (4.63) and (4.71) to
derive an intensity for surface scattering experiments including the conditions
of partially spatial and temporal source coherent. We discuss this matter in
two steps. First, we will specify the source model and evaluate the general form
of the incident mutual coherent function by making use of (4.63). The resulting
incident mutual coherent will then be substituted into eq. (4.71), which leads
to a coordinate-free representation of a propagation formula for scattering.
The scattering situation and notation for this formal approach is illustrated
in Fig.4.11. In a second step, we will specify the coordinate system and X-ray
path length differences, which may apply to surface scattering experiments.
In section 4.3.4 will further discuss the X-ray path length differences for the
particular case of surface sensitive scattering conditions, i.e. for incident angles
below the critical angle of the scattering medium. The coordinate system and
notation for surface scattering is shown Fig.4.12.
The incident mutual coherence function may simplest be specified with
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propagation formula (4.63) in combination with the Wiener-Khintchine theo-
rem (4.67). Hence, eq. (4.73) can be written as
Γi (r
′
1, r
′
2, τ − (Rb2 −Rb1)/c) =
∫∫
A
d2a1d
2a2
Γa (a1,a2, τ −4l/c)
Ra1Ra2
Λ¯∗1Λ¯2 ,
=
1
2pi
∫∫
A
d2a1d
2a2
Λ¯∗1Λ¯2
Ra1Ra2
×
∫ ∞
0
dω0 Wa(a1,a2, ω0) e
−iω0(τ−4l/c), (4.87)
with
4l = (Ra2 −Ra1) + (Rb2 −Rb1) = (Ra2 +Rb2)− (Ra1 +Rb1) (4.88)
being the total path length difference between two X-rays, which radiate from
a finite source area A, and propagate after a scattering process towards a de-
tection point. To clarify the differences between the X-ray paths the subscribe
a is used for pre-sample path lengths Ra1 , Ra2 and distances from the scat-
terer to the detection position are denoted by Rb1 , Rb2 in place of R1, R2, see
Fig.4.11.
If the outgoing fields at the source plane A have for all frequencies ω0
approximately the same spatial coherence properties, then one may write the
cross-spectral density function as
Wa(a1,a2, ω0) = Ja(a1,a2)S(ω0) , (4.89)
where Ja(a1,a2) is the mutual intensity function and S(ω0) represents the
spectral density function of the source [58]. The separation ansatz (4.89) states,
that the transverse and longitudinal coherence properties of the source are
independent from each other. Next, we assume a Gaussian distribution for
the spectral density function, which shall has a HWFM of 4ω = c/ξl, and
be centered at the mean frequency ω¯0. With the above source model one
finds, after evaluating the integration over ω0, the following expression for the
incident mutual coherence function
Γi(r
′
1, r
′
2, τ − (Rb2 −Rb1)/c) =
4ω√
2pi
∫∫
A
d2a1d
2a2 Ja(a1,a2)
× e
−iω¯0(τ−4l/c) e−4ω
2(τ−4l/c)2/2
Ra1Ra2
Λ¯∗1Λ¯2 . (4.90)
Eq. (4.90) holds for k¯0ξl  1 and 4l/(k¯0ξ2l )  1. An expression for the
intensity Is(r) = Γs(r, r, 0) can finally be found by substituting eq. (4.90) into
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Figure 4.11: Illustration of the propagating mutual coherence function and the
used notation. A radiating point on the source area A is defined by the position
vector a. The angular spread at each source position is describes by θ, where θ
is the angle between the normal vector on the source plane and the propagation
direction of the outgoing field at a. The distance from source to scatterer is
given by Ra1 and Ra2 . The optical axis for a bunch of X-rays is represented
by the mean source/sample distance La and sample/detector distance Lb. To
avoid confusion between the path lengths, we use the notation Ra for pre-
sample distances and Rb for after-sample path lengths. The detection position
r = Lbkˆf is specified by the distance Lb and the mean normal wave vector kˆf .
(4.71), hence
Is(r) = Γs(r, r, 0)
=
c√
2piξl
∫∫
V
d3r′1d
3r′2 ρ(r
′
1)ρ(r
′
2)
×
∫∫
A
d2a1d
2a2 Ja(a1,a2)
eik¯04l e−(4l/ξl)
2/2
Ra1Ra2Rb1Rb2
Λ¯∗1Λ¯2 . (4.91)
A further uncritical simplified of eq. (4.91) and (4.71) can be obtained by re-
placing the path lengths in the denominates by their mean distances La and
Lb, respectively. In combination with the small angle approximation for the
inclination factor (i.e. Λ ≈ i/λ¯0) and the representation r = Lbkˆf , one arrives
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at the following expression for eq. (4.91):
Is
(
Lbkˆf
)
=
c√
2piξl
(
re
λ¯0LaLb
)2 ∫∫
V
d3r′1d
3r′2 ρ(r
′
1)ρ(r
′
2)
×
∫∫
A
d2a1d
2a2 Ja(a1,a2) e
ik¯04l e−(4l/ξl)
2/2 . (4.92)
Up to this stage we have not defined the path length difference 4l and the
coordinate system in eq. (4.92). In the ongoing discussion we will remove these
ambiguity, and specify first the path length difference. The choice for 4l will
obviously determine the complexity of computing the above formula, it is there-
fore worth recognizing, that one arrives at a greatly simplified expression in
the quasi-monochromatic limit, i.e. if path length difference is small compared
to the longitudinal coherence length (4l/ξl  1). In the quasi-monochromatic
limit we can remove the second exponential function in (4.92) independently
from the Fraunhofer or the Fresnel path length approximation. In the fol-
lowing we will, however, assume that quasi-monochromatic conditions are not
necessarily fulfilled. Instead, we will seek for less restricting approximation,
which can be based on the explicit form for the path length difference.
To account for Fresnel conditions in the path length difference, we expand
4l to the second order in r′1/La, r′2/La, r′1/Lb and r′2/Lb. With the definitions
La = Lakˆi and Lb = Lbkˆf (= r), we obtain from
4l = (Ra2 −Ra1) + (Rb2 −Rb1)
= (|La + r′2 − a2| − |La + r′1 − a1|) + (|Lb − r′2| − |Lb − r′1|) , (4.93)
the approximation [91]
4l ≈ −(kˆf − kˆi) · (r′2 − r′1)
− 1
La
(a2 · r′2 − a1 · r′1) +
1
2La
(
a22 − a21
)
+
1
2La
[(
kˆi × r′2
)2 − (kˆi × r′1)2]
+
1
2Lb
[(
kˆf × r′2
)2 − (kˆf × r′1)2] , (4.94)
where we have, additionally, neglected third order terms of a1/La and a2/La
in the derivation of (4.94). The first line on the ride hand side of (4.94) refers
to Fraunhofer point-source terms, which are customarily address as Fraun-
hofer terms. The first two lines may then be addressed as Fraunhofer finite-
source terms. The last two lines define pre- and after-sample Fresnel terms,
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respectively. To avoid confusion, with regard to the terminology, we will hence-
forth distinguish the Fraunhofer/Fresnel (point-source) conditions from Fraun-
hofer/Fresnel finite-source conditions.
In the sample coordinate system, one finds the below representation for the
unit wave vectors
kˆi =
 0cosαi
− sinαi
 and kˆf =
 cosαf sinϕcosαf cosϕ
sinαf
 . (4.95)
kˆi and kˆf point along the mean direction of the optical axis. There angular
dependence is illustrated in Fig. 4.12. The source vectors a1 = ax1aˆx + az1aˆz
and a2 = ax2aˆx + az2aˆz are as well described in the sample coordinate system
through their unit stretch vectors
aˆx =
 10
0
 and aˆz =
 0sinαi
cosαi
 , (4.96)
Note that in the sample coordinate system the 2-dimensional integrals over
the source plane refer to integrals over the coefficients of the vectors a1 and
a2, i.e. d
2a1 = dax1daz1 and d
2a2 = dax2daz2 .
Next, we use the substitutions
κa =
k¯0
2La
and κb =
k¯0
2Lb
, (4.97)
and the definition for the mean nominal wave vector transfer
q = k¯0qˆ with qˆ = kˆf − kˆi . (4.98)
With the substitutions (4.97) and (4.98), one finds at once the following
representations for the exponential terms in eq (4.92):
k¯04l = −q · (r′2 − r′1) + κa
[
a22 − a21 − 2(a2 · r′2 − a1 · r′1)
]
+κa
[(
kˆi × r′2
)2 − (kˆi × r′1)2]+ κb[(kˆf × r′2)2 − (kˆf × r′1)2] ,
(4.99)
and the quadratic term (4l/ξl)2/2 reduces to
4l2
2ξ2l
=
[qˆ · (r′2 − r′1)]2
2ξ2l
. (4.100)
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Figure 4.12: Illustration of the propagating mutual coherence function and the
used notation in surface scattering geometry. The notation and the scattering
geometry is for sakes of clarity illustrated for only one ray. The propagation
path is described through the mean directional vectors of the optical axis, i.e.
ki and kf . The normalized wave vectors kˆi and kˆf are here identical with
Lˆa = La/La and Lˆb = Lb/Lb, respectively. The source vector a1 and the
sample vector r′1 are both defined in the sample coordinate system (x, y, z).
The z direction is chosen to be perpendicular to the mean sample surface, x
and y are the surface in-plane components. The mean incident direction of the
X-rays is describe by the angle αi, and the scattering direction is defined by
the angle αf and the out of incident plane angle ϕ.
According to (4.100) the longitudinal coherence affects essentially the Fraun-
hofer terms of the path length difference. In other words, second order cor-
rection to the path length difference 4l, namely Fresnel and finite source size
corrections, are negligible. After substituting eq. (4.99) and (4.100) into for-
mula (4.92), we obtain the following solution
Is(q) = r
2
e
∫∫
V
d3r′1d
3r′2 ρ(r
′
1)ρ(r
′
2) G(r′1, r′2) e−iq·(r
′
2−r′1) , (4.101)
with
G(r′1, r′2) =
1
L2b
fa(r
′
1, r
′
2)fb(r
′
1, r
′
2)Gl(r′2 − r′1)Ji(r′1, r′2) , (4.102)
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where fa(r
′
1, r
′
2) and fb(r
′
1, r
′
2) respectively represent the pre- and after-sample
Fresnel terms
fa(r
′
1, r
′
2) = e
iκa
[
(kˆi×r′2)
2−(kˆi×r′1)
2
]
(4.103)
fb(r
′
1, r
′
2) = e
iκb
[
(kˆf×r′2)
2−(kˆf×r′1)
2
]
. (4.104)
The function Gl(r′2 − r′1) and the incident mutual intensity function Ji(r′1, r′2)
account for the longitudinal and spatial coherence properties at the sample
position, respectively. They are of the form:
Gl(r′2 − r′1) =
c√
2piξl
e−[qˆ·(r
′
2−r′1)]2/2ξ2l (4.105)
Ji(r
′
1, r
′
2) =
1
λ¯20L
2
a
∫∫
A
d2a1d
2a2 Ja(a1,a2) e
iκa[a22−a21−2(a2·r′2−a1·r′1)] . (4.106)
Note that the scattered intensity in eq. (4.101) is formally expressed as a
function of the (mean) wave vector transfer. The function G(r′1, r′2) represents
a generalized resolution function, which takes into account Fresnel corrections,
as well as the coherence and resolution properties of the source. The above
result for intensity is formally equal to eq. (4.81), however, eq. (4.101) includes
the non-monochromatic - but nonetheless narrow-band - power spectrum of the
source. Furthermore, we have avoided using the concept of Fresnel electron
densities. 1
To arrive at an intensity formula in form of a convolution integral, one can
systematically evaluate eq. (4.102) for different conditions of spatial coherence,
see discussion in section 4.3.2. In the case of a random electron density distri-
bution, which obeys the statistical condition of spatial homogeneity, we finds
at once
Is(q) = r
2
e
∫ ∞
−∞
d3R Cρρ(R)G ′(R) e−iq·R , with R = r′2 − r′1 , (4.107)
= r2e
∫ ∞
−∞
d3Q C˜ρρ(Q) G˜ ′(q−Q) , (4.108)
where
G ′(R) =
∫ ∞
−∞
d3r′1 G(r′1, r′1 +R) . (4.109)
1The concept of Fresnel electron densities is only beneficial, if the electron density dis-
tribution ρ(r) is fully known, i.e. not the subject of experimental investigation. Whether
the Fresnel terms should be combined with the resolution function or the electron density,
is eventually a question of the experimental purpose.
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The tilde is used to denote the Fourier transform of the corresponding function
without the tilde. In eq. (4.107) we have extended the integral limits to infin-
ity. This treatment is always justified, if the scattering volume is effectively
truncated by the incident X-ray field, i.e. eventually by G ′(R). The actual
sample size should, however, be incorporated if a spatially unlimited plane
wave is incident on the sample, i.e. in the quasi-monochromatic Fraunhofer
point source limit.
Eq. (4.108) resembles a convolution formula which is conventionally used
to incorporate only resolution effects in scattering experiments [91, 99]. It is
worth recognizing that the structure of the convolution integral (4.108) holds
independently from Fresnel corrections, as well as the partial coherence and
finite resolution of the source.
4.3.4 Surface Sensitive Scattering Conditions
In the previous section we have derived intensity expressions, which can be
used to describe the scattering of partially coherent X-rays from deterministic
and random surfaces structures. We will next specify the function G(r′1, r′2) for
a particular case, which is of interest in this work.
In the case of surface sensitive scattering geometries the incident angle
αi is set to be below the critical angle αc of the scattering material, which
leads to the phenomenon of total external reflection. Furthermore, the X-ray
penetration depth into the medium is then restricted to only a few tens of
A˚ngstroms in the z′-direction [99]. Within this surface sensitive experimental
arrangement, the maximum path length difference 4l between the X-rays is
substantially limited by the extent of the illuminated sample surface and the
source size. Conclusively, the quadratic z′-terms of the sample vectors yield
a negligible contribution in eq. (4.94) and can, therefore, be ignored. If we
require, in addition, that the maximum source size is only few tens of microns,
then the z′-components of the vector products a1 · r′1 and a2 · r′2 give equally
an insignificant contribution to the path length difference in (4.94). Under
these conditions, we may consider a reduced surface restricted path length
difference, which is in great parts independent from the z′-components. Since
this approximation will not affect the Fraunhofer point source term in 4l, we
can restrict the following discussion on finding an approximated expression for
G(r′1, r′2).
The approximated formula for G(r′1, r′2) can be simplest expressed by using
the following set of two-dimensional vector representations:
kˆi =
(
0
cosαi
)
and kˆf =
(
cosαf sinϕ
cosαf cosϕ
)
. (4.110)
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For notational convenience, we will equally use cursive letters for the surface in-
plane components of r′ = (r′, z′) and q = (q, qz) where q = k¯0qˆ = k¯0(kˆf − kˆi).
Two-dimensional source vectors are represented as a1 = ax1 aˆx + az1 aˆz and
a2 = ax2 aˆx + az2 aˆz, where
aˆx =
(
1
0
)
and aˆz =
(
0
sinαi
)
. (4.111)
With the above vector definitions, we can write the incident mutual intensity
function as
Ji(r
′
1, r
′
2)=
1
λ¯20L
2
a
∫∫
A
d2a1d
2a2 Ja(a1,a2)e
iκa[a22−a21−2(a2·r′2−a1·r′1)],
=
1
λ¯20L
2
a
∫∫ ∞
−∞
d2a1d
2a2A(a1)A(a2)Ja(a1,a2)eiκa[a22−a21−2(a2·r′2−a1·r′1)],
(4.112)
where A(a) represents an aperture function. The above approximation holds
for ∣∣∣∣ k¯02Laazz′ cosαi
∣∣∣∣
max
 1 . (4.113)
Note that the maximum value for z′ is tens of A˚ngstroms and the maxi-
mum extend for az is determined by the linear extent the source. Let us
next consider a homogenous intensity distribution across the aperture A, and
a Gaussian shaped aperture opening, i.e. A(a) = e−a2x1/24a2xe−a2z1/24a2z . If,
furthermore, the spatial correlation properties are also characterized by a
Gaussian function, one obtains essentially a Gaussian-Schell model source for
A(a1)A(a2)Ja(a1,a2). Hence, the integrand in eq. (4.112) yields
A(a1)A(a2)Ja(a1,a2) = I0
(
e−a
2
x1
/24a2xe−a
2
z1
/24a2z
)(
e−a
2
x2
/24a2xe−a
2
z2
/24a2z
)
×
(
e−(ax2−ax1 )
2/2ξ2txe−(az2−az1 )
2/2ξ2tz
)
, (4.114)
where the width4az defines |az|max and, similarly,4ax determines |ax|max. ξtx
and ξtz represent the transverse coherence lengths in the aˆx and aˆz direction,
respectively. After evaluating the above Gaussian-Schell model source, one
finds for eq. (4.112):
Ji(r
′
1, r
′
2) = Ai(r′1)Ai(r′2) ji(r′2 − r′1) φ(r′1, r′2). (4.115)
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with
Ai(r′1) =
√
I0
4ax4ay
sinαi ΣxΣy
e−x
′2
1 /2Σ
2
x e−y
′2
1 /2Σ
2
y , (4.116a)
Ai(r′2) =
√
I0
4ax4ay
sinαi ΣxΣy
e−x
′2
2 /2Σ
2
x e−y
′2
2 /2Σ
2
y , (4.116b)
ji(r
′
2 − r′1) = e−(x
′
2−x′1)2/2Ξ2tx e−(y
′
2−y′1)2/2Ξ2ty , (4.116c)
φ(r′1, r
′
2) = e
−iκa4a
2
x
Σ2x
(x′22 −x′21 ) e
−iκa4a
2
y
Σ2y
(y′22 −y′21 )
. (4.116d)
The transverse coherence length Ξtx,ty and the width Σx,y on the sample surface
plane are
Σx =
√
4a2x + 2
(
La
k¯0
)2(
1
24a2x
+
1
ξ2tx
)
, (4.117a)
Σy =
1
sinαi
√
4a2z + 2
(
La
k¯0
)2(
1
24a2z
+
1
ξ2tz
)
, (4.117b)
Ξtx =
√√√√ξ2tx
[
1 +
(
La
k¯04a2x
)2]
+ 2
(
La
k¯04ax
)2
, (4.117c)
Ξty =
1
sinαi
√√√√ξ2tz
[
1 +
(
La
k¯04a2z
)2]
+ 2
(
La
k¯04az
)2
, (4.117d)
The solution for the incident mutual intensity function may be interpreted
as a partially coherence beam footprint on the sample surface. This beam
footprint is only stretch in the y′ direction as αi decreases, thus the (sinαi)-
term in (4.117b) and (4.117d) appears only in the y′ direction. Next, we give
the surface sensitive approximated expression for the longitudinal resolution
function, namely
Gl(r′2 − r′1) =
c√
2piξl
e−[qˆ·(r
′
2−r′1)]2/2ξ2l , (4.118)
which holds for∣∣∣∣x′z′ξ2l cosαf sinϕ(sinαi + sinαf)
∣∣∣∣
max
 1 , (4.119a)∣∣∣∣y′z′ξ2l (cosαi − cosαf cosϕ)(sinαi + sinαf)
∣∣∣∣
max
 1, (4.119b)∣∣∣∣ z′22ξ2l (sinαi + sinαf)2
∣∣∣∣
max
 1 . (4.119c)
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The maximum values for x′ and y′ can be estimated with help of the Gaussian-
Schell source model. For instance, the maximum illuminated sample area can
be estimated by Σx and Σy, which therefore also define the maximum values for
the surface in-plane coordinates. A reasonable estimate may be obtained from
the half width of the Gaussian function Ai(r′) at 1/e, hence |x′|max ≈
√
2Σx
and |y′|max ≈
√
2Σy.
Finally, one finds for the surface sensitive pre-sample Fresnel factor:
fa(r
′
1, r
′
2) = e
iκa
[(
r′22 −(r′2·kˆi)2
)
−
(
r′21 −(r′1·kˆi)2
)]
, (4.120)
for ∣∣∣∣ k¯0Lay′z′ sinαi cosαi
∣∣∣∣
max
 1 , (4.121a)∣∣∣∣ k¯02La z′2 cos2 αi
∣∣∣∣
max
 1 , (4.121b)
and the after-sample Fresnel factor can be reduced to
fb(r
′
1, r
′
2) = e
iκb
[(
r′22 −(r′2·kˆf)2
)
−
(
r′21 −(r′1·kˆf)2
)]
, (4.122)
for ∣∣∣∣ k¯0Lbx′z′ sinαf cosαf sinϕ
∣∣∣∣
max
 1 , (4.123a)∣∣∣∣ k¯0Lby′z′ sinαf cosαf cosϕ
∣∣∣∣
max
 1 , (4.123b)∣∣∣∣ k¯02Lb z′2 cos2 αf
∣∣∣∣
max
 1 . (4.123c)
With the above approximations we can replace eq. (4.102) by the following
reduces resolution function
G(r′1, r′2) =
1
L2b
fa(r
′
1, r
′
2)fb(r
′
1, r
′
2)Gl(r′2 − r′1)Ji(r′1, r′2) , (4.124)
which affects only the surface in-plane coordinates, i.e. r′ = (x′, y′).
We will finally illustrate the above approximations with experimental pa-
rameters which are relatively common in XICS measurements, see Tab.4.1. To
evaluate the validity of the above inequalities, we will consider a maximum
z′-value of 100A˚. The maximum values for ax and az are based on the rela-
tions |ax|max ≈
√
24ax ≈
√
2(wx/
√
8) and |az|max ≈
√
24az ≈
√
2(wz/
√
8),
where wx = wz = 20µm defines the width of a square slit with a symmetri-
cal opening of 20µm. The maximum surface in-plane coordinates are deduced
from|x′|max ≈
√
2Σx and |y′|max ≈
√
2Σy.
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Table 4.1: Verification of the surface sensitive approximations with an
ordinary set of experimental parameters.
(secondary) source incident beam inequalities
parameters & conditions & numerical results
scattering geometry
λ¯0=1.55A˚
−1 (4.113) 4.05 · 10−3
ξl = (0.01− 1)µm
ξtx = 10µm Ξtx ≈ 10.6µm (4.119a) 0
ξtz = 100µm Ξty ≈ 59.0mm (4.119b) (253.− 2.53) · 10−15
4ax ≈ wx/
√
8 ≈ 7.1µm Σx ≈ 7.5µm (4.119c) (13707.− 1.37) · 10−9
4az ≈ wz/
√
8 ≈ 7.1µm Σy ≈ 4.2mm
(4.121a) 8.35 · 10−3
La = 0.5m (4.121b) 4.05 · 10−6
Lb = 1.5m
αi = 0.1
◦ (4.123a) 0
αf = 0.2
◦ (4.123b) 5.57 · 10−3
ϕ = 0◦ (4.123c) 1.35 · 10−6

Chapter 5
X-ray Intensity Correlation
Spectroscopy from Fluid
Surfaces
In the previous chapters we have discussed the diffraction of partially coher-
ent X-rays from arbitrary static structures. The resulting interference pattern
from static objects is evidently also static and can, in general, reveal infor-
mation about the static properties of the scatterer. We will next consider
dynamic scatterers such as fluctuating charge distributions. In analogy to a
static diffraction experiment, one obtains again an interference pattern, which
will, however, vary in time as the sample undergoes different states in time. An
example for such a diffraction pattern would be a fluctuating random speckle
pattern, which is considered in the following discussion. The analysis of such
time dependent diffraction patterns can reveal dynamic properties of the scat-
tering medium, provided the irregular fluctuations of the optical field play a
minor role, or if they are properly taken into account in the analysis.
The theoretical understanding of such random interference patterns is
based on statistical methods, that consider the coherence of the X-ray field,
as well as the fluctuations associated with the scatterer. In general, the obser-
vation and analysis of random speckle-like interference pattern, from a rough
surface or an inhomogeneous medium, belongs to the subject of photon cor-
relation spectroscopy (PCS). With the 3rd generation of synchrotron sources
a sufficiently coherent X-ray beam is produced, that enriches this technique
with X-ray intensity correlation spectroscopy (XICS) which is also known as
X-ray photon correlation spectroscopy (XPCS). Since the first observations of
speckle pattern, obtained with X-ray beams [97, 51, 16], XICS has become
a field of growing interest. The principal idea of these experiments is, that
a sample is illuminated with coherent X-rays which yield a dynamic speckle-
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like interference pattern. It is then assumed, that the time autocorrelation of
the scattered intensity at points in the fluctuating speckle pattern refers to
the characteristic time scale of the sample. In comparison to a well stabilized
laser, synchrotron sources generate poorly coherent beams [74, 96] and it may,
therefore, be expected that this speckle pattern is somehow affected by the
coherence properties of the X-ray beam.
However, the interesting advantage of X-ray intensity correlation spec-
troscopy lies in the possibility of observing slow dynamic properties of the
scattering medium on sub-micron length scales [79]. The accessible experimen-
tal length and time scales in XICS experiments is illustrated and compared to
other scattering methods in Fig.5.1. By combining XICS with grazing incident
scattering geometries, such as grazing incident diffraction (GID), one of the
most advanced technique is available to investigate fluctuating soft-matter sur-
faces, which provides an enhanced sensitivity to the surface fluctuations rather
than to the bulk dynamics [68]. Due to these promising advantages, surface
sensitive XICS has become an increasingly used technique in soft-matter sur-
face science [85, 44, 88, 36, 55].
At this stage, it is worth recapitulating the commonly observable quantity
in X-ray intensity correlation experiments, which is the correlation of the X-
ray intensity I(r1, t1) at time t1 and position r1 with the intensity I(r2, t2) at
a later time t2 and different position r2. The positions r1 and r2 represent two
detection points in the speckle pattern. Hence, the measured quantity is the
intensity correlation function
G2(r1, r2, τ) = 〈I(r1, t1)I(r2, t2)〉 , (5.1)
integrated over all possible positions r1 and r2 within the finite detector area.
Here τ = t2 − t1 is the time delay between the observations and the angular
brackets denote a time average over the measured intensities. Alternatively,
one can represent the intensity correlation function G2(r1, r2, τ) with the aid
of the scattered fields, as
G2(r1, r2, τ) = 〈U∗(r1, t1)U(r1, t1)U∗(r2, t2)U(r2, t2)〉 , (5.2)
in which U(r, t) is a complex scalar representation of the electric field and
the asterisk symbol denotes the complex conjugated field. In expression (5.1)
and (5.2) it has been implicity assumed that the fluctuations of the fields are
statistically stationary in time, hence the G2(r1, r2, τ) function depends only
on time differences.
In the following sections we will discuss the theoretical description of surface
sensitive X-ray intensity correlation spectroscopy from gaussian fluctuating liq-
uid surfaces. The rigorous incorporation of the fluctuating surface properties
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Figure 5.1: The accessible experimental length and time scales in XICS experi-
ments is illustrated in comparison to other inelastic and quasi-elastic scattering
methods (figure taken from G. Gru¨bel [35]). The methods distinguish from an-
other in energy and wave vector transfers and, therefore, in the detectable time
and length scales of the sample under study. Due to the short wave length of
X-rays, XICS yields naturally a larger wave vector transfer than DLS, hence it
allows the study on shorter length scales. The small energy transfer in XICS
and DLS results from quasi-elastic scattering, thus the detectable time scales
are typically larger compared to inelastic scattering methods.
and the influences due to the partial coherence of the synchrotron source are
the main subject of this chapter. To avoid further complications in this chap-
ter, we will discuss this matter in the first Born approximation and consider
the Siegert relation, in form of eq. (5.25), to be a priori true. At a later stage
we will provide an intensity correlation function which will not be based on
Siegert’s relation. In section 5.1 we will first derive the scattered X-ray field
from inhomogeneous media, which enables us to construct the intensity or field
correlation function. The derivation of the field expression will be based on
field equations obtained from Maxwell’s equations. In section 5.2.1 we will
derive a general form for the field correlation function that includes the spatial
coherence of the X-ray source and instrumental resolution. These effects are
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taken into account within the second-order coherence theory of classical scalar
wave fields [58]. The subsection 5.2.2 to 5.2.4 are dedicated to surface sensi-
tive XICS experiments, where we will specify the field correlation function from
Gaussian fluctuating surfaces. In subsection 5.2.5 we illustrate the numerical
results for the intensity correlation function from liquid surfaces (water and
glycerol) for different spatial coherence and resolution conditions. Although,
the discussions in the subsections of 5.2 are entirely based on Siegert’s relation,
we will find an intensity correlation expression, which provides a constructive
physical interpretation for surface sensitive XICS experiments from fluid sur-
faces. The last section ?? eventually deals in detail with the derivation of
intensity correlation functions, which will not be based the Siegert relation.
5.1 Scattering from Non-Static Media
The theoretical problem of determining intensity or field correlation functions
lies, at the first stage, in the specifications of the fluctuating scattered electric
field. For this purpose, one relies on the appropriate macroscopic Maxwell
equations, which can provide a solution for the deterministic scattered electric
field. At a later stage, one may still incorporate the statistical nature of the
field into the deterministic formulas and consider adapted scalar expressions.
In the following proceeding we will largely make use of the analysis that is
given by Wolf and Foley [107] and also Carter [17].
Let us recall the source-free macroscopic Maxwell equations for nonmag-
netic media. The deterministic (real) electric field E(r, t) and magnetic field
H(r, t) then satisfy the following equations
∇×E(r, t) = −1
c
∂H(r, t)
∂t
, (5.3a)
∇×H(r, t) = 1
c
∂E(r, t)
∂t
+
4pi
c
∂P(r, t)
∂t
, (5.3b)
∇·E(r, t) = −4pi∇·P(r, t) , (5.3c)
∇·H(r, t) = 0 , (5.3d)
where P(r, t) is the induced polarization of the medium. In order to obtain a
familiar wave equation from the Maxwell equations (5.3a-d), with respect to
the electric field, one can proceed to apply the curl of (5.3a) and substitute
its result in (5.3b). After eliminating the field H(r, t) in (5.3b) and using the
vector identity ∇×(∇×E) = ∇·(∇·E)−∆E including (5.3c), one obtains the
following inhomogeneous wave equation
∆E(r, t)− 1
c2
∂2E(r, t)
∂t2
= −4pi
[
∇·(∇·P(r, t))− 1
c2
∂2P(r, t)
∂t2
]
. (5.4)
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If the total strength of the electric field E(r, t) is expressed as the sum of the
incident field Ei(r, t) plus the scattered field Es(r, t) and if, furthermore, the
scattering from the medium is sufficiently weak, then eq. (5.4) becomes [17]
∆Es(r, t)− 1
c2
∂2Es(r, t)
∂t2
= −4pi
[
∇·(∇·P1(r, t))− 1
c2
∂2P1(r, t)
∂t2
]
. (5.5)
where P1(r, t) refers to the induced polarization with respect to the incident
field Ei(r, t). Solutions of eq. (5.5) provide a scattered field which is of the
accuracy of the well-know first Born approximation. The explicit form of
the polarization vector, for a causally responding isotropic media, is given as
[107, 58]
P1(r, t) =
1
2pi
∫ ∞
0
χ(r, t; t0)Ei(r, t− t0) dt0 , (5.6)
where χ(r, t; t0) is, with regard to the time dependence, a two-parameter di-
electric susceptibility function. The first time argument t of the generalized
dielectric susceptibility refers to deterministic or random changes of the lo-
cal macroscopic properties, such as the electron density distribution. While
the second time variable t0 is related to the optical transition times between
atomic states, hence t0 depends on the frequency ω0 of the incident field. It
should be borne in mind, that the response of χ(r, t; t0) to the incident field
will be, in general, on a much shorter time-scale for the second time variable
in comparison to the first one. By taking advantage of the Fourier relation
between χ(r, t; t0) and χ̂(r, t;ω0) with regard to the second time variable
χ̂(r, t;ω0) =
1
2pi
∫ ∞
0
χ(r, t; t0) e
iω0t0 dt0 , (5.7)
we can express eq. (5.6) in a practicable alternative form, which is
P1(r, t) =
∫ ∞
−∞
χ̂(r, t;ω0)E˜i(r, ω0) e
−iω0t dω0 . (5.8)
Let us next use (5.8) to simplify the right-hand side of eq. (5.5), one then finds
for the first term
∇· (∇·P1(r, t)) = ∇·
∫ ∞
−∞
dω0 e
−iω0t
×
[
∇χ̂(r, t;ω0) · E˜i(r, ω0) + χ̂(r, t;ω0)∇· E˜i(r, ω0)
]
. (5.9)
Since the incident field is source free, i.e. ∇·Ei(r, t) = 0, the second term in the
integrand of eq. (5.9) vanishes. For the two times derivative of the polarization
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vector, we obtain
∂2P1(r, t)
∂t2
=
∫ ∞
−∞
dω0 e
−iω0t E˜i(r, ω0)
×
[
∂2χ̂(r, t;ω0)
∂t2
− i2ω0∂χ̂(r, t;ω0)
∂t
− ω20χ̂(r, t;ω0)
]
. (5.10)
At next we consider in (5.10) an incident field with a restricted bandwidth
of high frequencies. If, within this frequency band, the local properties of
the dielectric susceptibility change slowly in time, then the third term, i.e.
ω20χ̂(r, t;ω0), will increasingly dominate in the integrant of eq. (5.11) for high
frequencies of the incident field [17]. This quasi-static condition for the scat-
tering medium, requirement only that the frequencies ω of the (fluctuating)
medium are small relatively to the electric field frequencies ω0. By substituting
(5.9) and (5.10) into eq. (5.5) and making use of the source free and quasi-static
requirements, we find the following wave equation
∆Es(r, t)− 1
c2
∂2Es(r, t)
∂t2
= −4pi
∫ ∞
−∞
dω0 e
−iω0t E˜i(r, ω0)
×
[
∆χ̂(r, t;ω0) +
ω20
c2
χ̂(r, t;ω0)
]
, (5.11)
If we assume, in addition, that the spatial properties of the dielectric suscepti-
bility change also slowly in space, then the dominating term in the integrant of
eq. (5.11) will conclusively be again ω20χ̂(r, t;ω0). We address the above require-
ments with regard to incident field spectrum and scatterer as the quasi-static
and quasi-homogeneous conditions. It is worth noting that for a narrow band
X-ray field the above requirements are for all practical purposes sufficiently well
realized. With the above arguments we may eventually approximate eq. (5.5)
by
∆Es(r, t)− 1
c2
∂2Es(r, t)
∂t2
= −4pif(r, t) , (5.12a)
where
f(r, t) =
∫ ∞
−∞
dω0
ω20
c2
χ̂(r, t;ω0)E˜i(r, ω0) e
−iω0t . (5.12b)
Alternatively, one can express eq. (5.12a,b) in the frequency-time domain by
taking its Fourier transform, hence
∆E˜s(r, ω) + k
2E˜s(r, ω) = −4pif˜(r, ω) , (5.13a)
with
f˜(r, ω) =
∫ ∞
−∞
dω0
ω20
c2
χ˜(r, ω − ω0;ω0)E˜i(r, ω0) , (5.13b)
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and
k = ω/c . (5.14)
The wave equations (5.12a) and (5.13a) hold for narrow-band incident elec-
tric fields, that are scattered weakly by a nonmagnetic, isotopical, quasi-
homogenous and quasi-static medium. The conditions of weak scattering are
incorporated in terms of the first order Born approximation. Due to the as-
sumption of an isotopic and quasi-homogenous dielectric susceptibility we may
further ignore the vectorial character of the electric field and use the scalar
representation U˜(r, ω) in place of the electric fields E˜(r, ω) [34]. By using
the scalar field representation U˜(r, ω), we finally obtain from eq. (5.13a,b) the
following scalar wave equation
∆U˜s(r, ω) + k
2U˜s(r, ω) = −4pi
∫ ∞
−∞
dω0 F˜ (r, ω − ω0;ω0) U˜i(r, ω0) , (5.15)
where
F˜ (r, ω − ω0;ω0) = ω
2
0
c2
χ˜(r, ω − ω0;ω0) , (5.16)
is a generalized optical potential. The above wave equation (5.15) comprises,
in comparison to the well-know Helmholtz equation, the time dependent local
properties of the scatterer. In the following analysis, we will use equation (5.15)
to determine the time depending scattered field from deterministic fluctuating
media in the first Born approximation. 1
5.1.1 The Scattered Field in the First Born Approxi-
mation
To provide a solution for the scattered field U˜s(r, ω) one can apply the Green’s
method for inhomogeneous differential equations and use, in the case of
eq. (5.15), the outgoing free-space Green’s function of the Helmholtz opera-
tor [9]. By using this method, the solution in the space-frequency domain can
be expressed in the following integral form
U˜s(r, ω) =
∫
V
d3r′
eikR
R
∫ ∞
−∞
dω0 F˜ (r
′, ω − ω0;ω0) U˜i(r′, ω0) , (5.17)
where the distance R = |r − r′| is illustrated in Fig. 4.9. The solution for the
scattered field in the space-time domain may be readily obtained, by taking the
1One can easily derive a wave equation which is structural wise of the same form as
(5.15), but in dependent from the assumption of weak scattering.
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Fourier transform of eq. (5.17) with respect to ω and using the shift theorem
for Fourier transforms [13], this yields
Us(r, t) =
∫
V
d3r′
1
R
∫ ∞
−∞
dω0 e
−iω0(t−R/c) F̂ (r′, t−R/c;ω0) U˜i(r′, ω0) . (5.18)
In order to obtain the scattered field for X-ray wavelengths it is necessary to
specify the optical potential in eq. (5.18). For this purpose, it will be useful
to recall the static relation between the index of refraction n̂(r′, 0;ω0) and the
dielectric susceptibility, namely
χ̂(r′, 0;ω0) = [n̂2(r′, 0;ω0)− 1]/4pi . (5.19)
The static index of refraction, for X-ray frequencies far above the highest
resonance frequencies of the scattering medium, takes the form [42]
n̂2(r′, 0;ω0) = 1− 4pireρ(r′) c
2
ω20
, (5.20)
where re represents the classical electron radius and ρ(r) the electron density
of the scatterer. In case of a time depending electron density we may simple
re-write relation (5.20) as
n̂2(r′, t;ω0) = 1− 4pireρ(r′, t) c
2
ω20
, (5.21)
where ρ(r′, t) = ρ¯+4ρ(r′, t) is essentially determined by its mean equilibrium
value ρ¯ and the deviation4ρ(r′, t) from it. On substituting from eq. (5.21) into
eq. (5.19) and using the relation (5.16), one can deduce the following expression
for the generalized optical potential
F̂ (r′, t;ω0) = −re ρ(r′, t) , (5.22)
which becomes independent of the X-ray frequency. With eq. (5.22) and (5.18)
we finally find the time depending scattered field for X-ray wavelengths, which
is
Us(r, t) = −re
∫
V
d3r′
1
R
ρ(r′, t−R/c)
∫ ∞
−∞
dω0 U˜i(r
′, ω0) e−iω0(t−R/c) , (5.23)
or equally
Us(r, t) = −re
∫
V
d3r′ ρ(r′, t−R/c) Ui(r
′, t−R/c)
R
. (5.24)
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As a result of eq. (5.22) the scattered field in (5.24) is temporally determined by
an unfolded product of the electron density and the magnitude of the incident
field at the retarded time t−R/c. The above equation is the main results in this
section. It provides an explicit form for the time depending scattered field and
enables one to formulate field or intensity correlation functions in the X-ray
region. Although we have consider up to now real fields, it can readily be shown
that a complex analytic representation of the real scalar electric field also obeys
the above expression (5.24). Hence, we will treat in the following sections the
incident and the scattered fields as complex analytical representations of the
real fields.
5.2 Intensity Correlation Function Based on
Siegert’s Relation
The rigorous evaluation of eq. (5.2) in combination with the field expression
(5.24) is, in general, a nontrivial task. One way to approach a solution for the
intensity autocorrelation function eq. (5.2) is based on the statistical properties
of the scattered electric field U(r, t). Within this popular approach one finds
a relatively simple expressions for eq. (5.2). In the following sections, we will
make use of this theoretical approach in order to describe surface sensitive
XICS experiments.
The central assumption is here that the scattered electric fields are of zero
mean and obey Gaussian statistics. Hence, one can apply the Gaussian mo-
ment theorem and describe the intensity correlation by field correlations [58].
Conclusively, eq. (5.2) transforms to
G2(r1, r2, τ) = 〈I(r1, t1)〉〈I(r2, t2)〉+ |G1(r1, r2, τ)|2 , (5.25)
where
G1(r1, r2, τ) = 〈U∗(r1, t1)U(r2, t2)〉 , (5.26)
represents the field correlation function. Due to the assumption of statistical
stationarity, the average value of the intensity 〈I(r, t)〉 = 〈U∗(r, t)U(r, t)〉 is
obviously independent of time and, therefore, identical with the static intensity.
The above relation reduces, in the limit situation of a point detector, i.e r1 ≈
r2 = r, to the widely used (homodyne) Siegert relation [21, 18]
G2(r, τ) = 〈I(r, t)〉2 + |G1(r, τ)|2 . (5.27)
It should be noted that the validity of eq. (5.25) and (5.27) is based only on the
Gaussian statistical properties of the scattered field. This assumption might
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be justified, if the scatterer itself undergoes Gaussian fluctuations, however, in
general it cannot be taken for granted that the scattered field is a Gaussian
fluctuating quantity [56, 98, 21].
5.2.1 Propagation of Scattered Field Correlations From
Fluctuating Media
In the following section we will discuss the scattering of partially coherent X-
rays from media, whose physical properties are randomly fluctuating in space
and time. For this purpose the electron density ρ(r′, t) and the incident field
Ui(r
′, t) in eq. (5.24) will be treated as two statistically independent and sta-
tionary fluctuating quantities of time. Since it is known, that the effects of
partial coherence and instrumental resolution play a significant role in XICS
measurements [36], we will primarily discuss below a formal generalization of
the intensity correlation function, in order to take these effects into account.
For sakes of simplicity, we will discuss this matter in terms of field correlation
functions and demand here that the Siegert relation is fulfilled. However, the
utilization of Siegert’s relation yields only meaningful intensity correlation ex-
pression, if the incident field is treated as an ideal monochromatic field [56].
For that reason we will constraint the following discussion to the influences of
spatial coherence and resolution effects on the intensity correlation function. A
rigorous treatment of eq. (5.2) including the finite monochromaticity of X-ray
beam will be discussed later.
Based on the requirement of statistical stationarity for the electron den-
sity and the incident field it can be deduced that the random fluctuations of
the scattered field are equally stationary and, moreover, the scattered mutual
coherence function, defined as
Γs(r1, r2, τ) = 〈U∗s (r1, t1)Us(r2, t2)〉 , (5.28)
will consequently depend only on the time difference τ = t2− t1. Furthermore,
the angular brackets can now denote either a time average or an ensemble
average. If we make use of the right hand side of eq. (5.24) and the definition
of the scattered mutual coherence function eq. (5.28), we find the following
formula
Γs(r1, r2, τ) = r
2
e
∫∫
V
d3r′1d
3r′2 Cρρ(r
′
2, r
′
1, τ − (R2 −R1)/c)
× Γi(r
′
1, r
′
2, τ − (R2 −R1)/c)
R1R2
, (5.29)
where
Cρρ(r
′
2, r
′
1, τ − (R2 −R1)/c) = 〈ρ(r′1, t1 −R1/c)ρ(r′2, t2 −R2/c)〉 , (5.30)
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is the correlation function of the electron densities and Γi(r
′
1, r
′
2, τ−(R2−R1)/c)
represents the retarded mutual coherence function of the incident fields. For-
mula (5.29) expresses the propagation of scattered field correlations in the
space-time domain within the framework of the first Born approximation. The
time behavior of the scattered field correlations depends, in comparison to the
static propagation formula (4.74), on the temporal electron density fluctua-
tions, as well as the incident field fluctuations. It should be clear that the
scattered mutual coherence function can only reveal the sample dynamics,
if the correlation time of the electron density fluctuations is much larger in
comparison to the incident field correlation time. Since this condition is prac-
tically not fulfilled, we will consider below the idealized situation of a strictly
monochromatic beam. (A useful discussion on the Siegert relation and the
intrinsic difficulty of including the finite coherence time of the incident electric
field can be found in Ref.[56].) Hence, eq. (5.29) reduces to [58, 9]
Γs(r1, r2, τ) = r
2
e
∫∫
V
d3r′1d
3r′2 Cρρ(r
′
2, r
′
1, τ − (R2 −R1)/c)
× Ji(r
′
1, r
′
2)
R1R2
e−iω0(τ−(R2−R1)/c) , (5.31)
where Ji(r
′
1, r
′
2) is the incident mutual intensity function. Note that eq. (5.31)
still takes the the spatial coherence properties of the incident field into account.
In order to specify the incident field properties at the sample, it will be useful
to deduced their coherence characteristics from the field conditions at a pre-
sample slit, which may be considered as a (secondary) radiation source.
Let the function Ji(r
′
1, r
′
2), itself, be the resulting mutual intensity function
of two fields, which radiate from a finite aperture A towards the scatterer. To
describe the field correlations on the planar aperture area A, one may equally
introduce a mutual intensity function Ja(a1,a2), where a1 and a2 are the
position vectors on the aperture plane A. The relation between the mutual
intensity functions at the aperture and sample position can then be deduced
from the Cittert-Zernike propagation law [58], viz.
Ji(r
′
1, r
′
2) =
∫∫
A
d2a1d
2a2 Ja(a1,a2)
eik0(R2−R1)
R1R2
Λ∗1Λ2 , (5.32)
where the inclination factors Λ1,2 are of the form
Λ1,2 = i
k0
2pi
cos θ1,2 , (5.33)
and k0 = ω0/c denotes the magnitude of the wave vector. On substituting
104Chapter 5. X-ray Intensity Correlation Spectroscopy from Fluid Surfaces
Figure 5.2: Illustration of the scattering geometry for a single ray. Q0(a1)
represents a point on the planar aperture area A from where radiation spreads
out under an angle θ1, with regard to normal vector of the aperture plane.
The distance from aperture to scatterer is given by Ra1 . The optical axis
for a bunch of X-rays is represented by the mean incoming distance La and
outgoing distance Lb. To emphasize the differences between pre-sample and
after-sample paths, we use the notation Ra1 and Rb1 , respectively.
next the propagation law (5.32) into eq. (5.31) we obtain
Γs(r1, r2, τ) = r
2
e e
−iω0τ
∫∫
V
d3r′1d
3r′2 Cρρ(r
′
2, r
′
1, τ − (Rb2 −Rb1)/c)
eik0(Rb2−Rb1 )
Rb1Rb2
×
∫∫
A
d2a1d
2a2 Ja(a1,a2)
eik0(Ra2−Ra1 )
Ra1Ra2
Λ∗1Λ2 . (5.34)
To clarify the difference between the paths we have introduced the subscribe
a for pre-sample path lengths Ra1 , Ra2 and distances from the scatterer to the
detection positions are denoted by Rb1 , Rb2 in place of R1, R2. The exit angle
θ1 and the notation for one X-ray path is illustrated in Fig. 5.2.
We will next examine eq. (5.34) for some simplified considerations. Let us
first replace the path lengths in the denominates of eq. (5.34) by their mean
distances La and Lb, respectively. Furthermore, we neglect the short retar-
dation times, i.e (R2b − R1b)/c, in the electron density correlation function.
To emphasize the connection to the Siegert relation we will, from now on, ex-
press the mutual coherence function Γs(r1, r2, τ) with the corresponding field
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correlation function G1(r1, r2, τ), hence eq. (5.34) yields
G1(r1, r2, τ)) =
(
re
LaLb
)2
e−iω0τ
∫∫
V
d3r′1d
3r′2Cρρ(r
′
2, r
′
1, τ)
×
∫∫
A
d2a1d
2a2 Ja(a1,a2)Λ
∗
1Λ2e
ik04l, (5.35)
with
4l = (Ra2 −Ra1) + (Rb2 −Rb1) (5.36)
being the total path difference between two X-rays, which are propagating
from a finite slit area A via a scattering process towards different points on
the detection plane B. With the field correlation function eq. (5.35) and the
Siegert relation (5.25) we have finally obtained a formula for the intensity
correlation function, which comprises the spatial coherency of the incident
field and resolution effect due to the pre-sample aperture. It should be noted
that the static intensity term in Siegert’s relation (5.25) is nothing else than
the field correlation function for identical detection points r1 = r2 = r and zero
delay time τ = 0. Accordingly 〈I(r, t)〉 = G1(r, r, 0) and eq. (5.25) can be fully
determined from expression (5.35). Additional instrumental resolution effects
due to a finite detector area B will be discussed at a later stage.
In the following sections we will specify the general form of eq. (5.35) and
apply in particular the surface sensitive approximations of section 4.3.4.
5.2.2 Surface Sensitive XICS in first Born Approxima-
tion
Next, we will specify the scattering geometry and the electron density cor-
relation function to describe XICS experiments from fluctuating surfaces, as
it is schematically illustrated in Fig. 5.3. For a feasible use of eq. (5.35) one
has to consider the X-ray path differences (5.36) in the Fraunhofer or Fresnel
limit. Due to the short wavelength of X-rays the Fraunhofer requirements are
experimentally difficult to accomplish and, for that reason, present XICS ex-
periments are performed under Fresnel conditions. To account for the Fresnel
limit we expand the total path length difference 4l to the second order in
r′1/La, r
′
2/La, r
′
1/Lb and r
′
2/Lb, we then obtain from
4l = (Ra2 −Ra1) + (Rb2 −Rb1)
= (|La + r′2 − a2| − |La + r′1 − a1|) + (|Lb + b2 − r′2| − |Lb + b1 − r′1|) ,
(5.37)
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the approximation [91]
4l ≈ −(kˆf − kˆi) · (r′2 − r′1)
− 1
La
(a2 · r′2 − a1 · r′1) +
1
2La
(
a22 − a21
)
− 1
Lb
(b2 · r′2 − b1 · r′1) +
1
2Lb
(
b22 − b21
)
+
1
2La
[(
r′22 − (r′2 · kˆi)2
)− (r′21 − (r′1 · kˆi)2)]
+
1
2Lb
[(
r′22 − (r′2 · kˆf)2
)− (r′21 − (r′1 · kˆf)2)] , (5.38)
where we have neglected third order terms of a1/La, a2/La, b1/Lb and b2/Lb.
The notation and the explicit representations for the vectors are given in sec-
tion 4.3.3. The path difference (5.38) is in comparison to expression (4.94)
slightly generalized by the detector vector b. To describe the detector vector
b1 (and equally b2) in the sample coordinate system, we will use the following
vector representation
b1 = bx1 bˆx + bz1 bˆz , (5.39)
where
bˆx =
 cosϕ− sinϕ
0
 and bˆz =
 sinαf sinϕ− sinαf cosϕ
cosαf
 (5.40)
are unit stretch vectors. The vectorial relations between the vectors a1, b1
and sample vector r′1 are explicitly clarified in Fig. 5.3. On using the relation
between the frequency and the magnitude of the wave vector and also the
nominal wave vector transfer q = k0(kˆf − kˆi), one readily finds
k04l = −q · (r′2 − r′1)
−2κa(a2 · r′2 − a1 · r′1) + κa
(
a22 − a21
)
−2κb(b2 · r′2 − b1 · r′1) + κb
(
b22 − b21
)
+κa
[(
r′22 − (r′2 · kˆi)2
)− (r′21 − (r′1 · kˆi)2)]
+κb
[(
r′22 − (r′2 · kˆf)2
)− (r′21 − (r′1 · kˆf)2)] , (5.41)
where we have used the definitions
κa =
k0
2La
and κb =
k0
2Lb
. (5.42)
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Figure 5.3: Illustration of the surface scattering geometry and notation for a
single ray. The propagation path is described through the mean directional
vectors ki and kf . The aperture vectors a1, b1 and sample vector r
′
1 are all
defined in the sample coordinate system (x, y, z). The z direction is chosen to
be perpendicular to the mean sample surface, x and y are the surface in-plane
components. The mean incident direction of the X-rays is describe by the
angle αi and the scattering direction is given by the angle αf and the out of
incident plane angle ϕ.
In the case of surface sensitive scattering geometries (see section 4.3.4) one
may consider a surface restricted path length difference 4l, which is to a great
extant independent from z′-components. According to the discussion in section
4.3.4, one may neglect the z′-components of the vector products a1 · r′1 and
a2 · r′2 if the pre-sample aperture vectors are sufficiently small. Similarly, we
may neglect the z′-components of the vector products b1 · r′1 and b2 · r′2, if the
following condition holds
∣∣∣∣ k02Lb bzz′ cosαf
∣∣∣∣
max
 1 . (5.43)
108Chapter 5. X-ray Intensity Correlation Spectroscopy from Fluid Surfaces
Since the above requirements describe sufficiently the conditions for present
surface sensitive XICS experiments, we can replace eq. (5.41) by
k04l = −q · (r′2 − r′1)− qz(z′2 − z′1)
− 2κa(a2 · r′2 − a1 · r′1) + κa
(
a22 − a21
)
− 2κb(b2 · r′2 − b1 · r′1) + κb
(
b22 − b21
)
+κa
[(
r′22 − (r′2 · kˆi)2
)− (r′21 − (r′1 · kˆi)2)]
+κb
[(
r′22 − (r′2 · kˆf)2
)− (r′21 − (r′1 · kˆf)2)] , (5.44)
where b1 = bx1bˆx+bz1bˆz and b2 = bx2bˆx+bz2bˆz denote two-dimensional vector
representation. The two-dimensional unit vectors bˆx and bˆz are defined as
bˆx =
(
cosϕ
− sinϕ
)
and bˆz =
(
sinαf sinϕ
− sinαf cosϕ
)
. (5.45)
By substituting (5.44) into eq. (5.35) and using the the relations r = Lb+b, we
can express the surface sensitive field correlation function for Fresnel conditions
in the following form
G1(Lb + b1,Lb + b2, τ) =
(
re
LaLb
)2
e−iωτeiκb(b
2
2−b21)
×
∫∫
V
d2r′1d
2r′2dz
′
1dz
′
2 Cρρ(r
′
2, r
′
1, z
′
2, z
′
1, τ) e
−iq·(r′2−r′1)e−iqz(z
′
2−z′1)
×
∫∫
A
d2a1d
2a2 Ja(a1,a2)Λ
∗
1Λ2 e
iκa[a22−a21−2(a2·r′2−a1·r′1)]
× eiκa[(r′22 −(r′2·kˆi)2)−(r′21 −(r′1·kˆi)2)]eiκb[(r′22 −(r′2·kˆf)2)−(r′21 −(r′1·kˆf)2)]
× e−i2κb(b2·r′2−b1·r′1). (5.46)
Note, that the phase terms exp(−iωτ) and exp (iκb (b22 − b21)) in eq. (5.46)
vanish after utilizing the Siegert relation (5.25), hence we can ignored it in the
following. For the continuing discussion it will useful to introduce a general
resolution function, which incorporates all optical effects, namely the pre- and
after-sample Fresnel corrections and spatial coherence, as well as resolution
effects. If, in addition, the (mean) detector position Lb = Lbkˆf is fixed in
space, we can drop the formal Lb-dependence in G1(Lb + b1,Lb + b2, τ) and
express eq. (5.46) as
G1(q,b1,b2, τ) = r
2
e
∫∫
V
d2r′1d
2r′2dz
′
1dz
′
2 Cρρ(r
′
2, r
′
1, z
′
2, z
′
1, τ) e
−iqz(z′2−z′1)
×G(r′1, r′2,b1,b2) e−iq·(r
′
2−r′1) , (5.47)
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where q formally denotes the q-dependence of the field correlation function.
Here the function G(r′1, r′2,b1,b2) represents a general resolution function.
From formula (5.47) it becomes evident, that the z-dependence appears only
in the electron density correlation function and linearly in an exponential func-
tion, which leads us to the conclusion, that the qz-dependence of the correlation
function may, even under Fresnel conditions, not be influenced by resolution
and spatial coherence effects. The qx- and qy-dependence of the correlation
signal is, however, convoluted with the function G(r′1, r′2,b1,b2). On a second
note it may be recognized, that the mathematical treatment of eq. (5.47) is
substantially simplified as a consequence of the surface limited conditions for
the X-ray paths. This is in particular the case for the z-integrations over the
electron density correlation function. We will from now address the function
G(r′1, r′2,b1,b2) as the generalized resolution function. Its explicit functional
form is defined as
G(r′1, r′2,b1,b2) = e
iκa
[(
r′22 −(r′2·kˆi)2
)
−
(
r′21 −(r′1·kˆi)2
)]
× 1
L2a
∫∫
A
d2a1d
2a2 Ja(a1,a2) Λ
∗
1Λ2 e
iκa[a22−a21−2(a2·r′2−a1·r′1)]
× eiκb
[(
r′22 −(r′2·kˆb)2
)
−
(
r′21 −(r′1·kˆb)2
)]
× 1
L2b
e−i2κb(b2·r
′
2−b1·r′1) . (5.48)
Next, we will discuss some specific representations for the generalized resolu-
tion function.
5.2.3 The General Resolution Function
The physical meaning of the general resolution function might be best exam-
ined in terms of pre-sample and after-sample conditions. For this purpose we
will arrange eq. (5.48) as
G(r′1, r′2,b1,b2) = Ga(r′1, r′2)Gb(r′1, r′2,b1,b2) , (5.49)
where Ga(r′1, r′2) represents the first two lines on the right hand side of eq. (5.48)
and Gb(r′1, r′2,b1,b2) the last two lines.
With the use of (5.49) and (5.48) we can now represent the pre-sample gen-
eral resolution function Ga(r′1, r′2) by essentially two characterizing functions
as
Ga(r′1, r′2) = fa(r′1, r′2)Ji(r′1, r′2), (5.50)
where the functions on the right hand side of (5.50) regard to different scatter-
ing situation and source properties. We will next discuss a variate of pre-sample
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conditions by specifying the representation of these functions. The first term
in eq. (5.50) refers to the Fresnel correction to the X-ray path length. Depend-
ing on the near or far field conditions one may use one of the following two
cases
fa(r
′
1, r
′
2) =
eiκa
[(
r′22 −(r′2·kˆi)2
)
−
(
r′21 −(r′1·kˆi)2
)]
, in the Fresnel limit ,
1 , in the Fraunhofer limit.
(5.51)
The Fraunhofer limit for fa(r
′
1, r
′
2) holds if∣∣∣∣(x′22 − x′21 ) + (y′22 − y′21 ) sin2 αi2La
∣∣∣∣
max
 λ0 , (5.52)
where the subscribe max denotes the maximum value for the numerator. In
order to satisfy the condition (5.52) for X-ray wavelength with 1A˚ and a dis-
tance La = 1m the linear dimensions of the sample surface need to be of the
order of 10µm or smaller. Another way to satisfy Fraunhofer limit can be
achieved, if the incident beam is highly directional, so that the maximum val-
ues of the numerator in eq. (5.52) are effectively restricted by the illuminated
sample area.
The remaining function in (5.50) is determined by the field properties at
the aperture plane A, which is henceforth treated as a secondary planar source.
The function Ji(r
′
1, r
′
2) defines the term
Ji(r
′
1, r
′
2) =
1
L2a
∫∫
A
d2a1d
2a2 Ja(a1,a2) Λ
∗
1Λ2 e
iκa[a22−a21−2(a2·r′2−a1·r′1)] , (5.53)
which is nothing else than a specific representation of the van Cittert-Zernike
theorem [58]. The solution for eq. (5.53) yields the incident mutual intensity
function Ji(r
′
1, r
′
2) at the sample position for a particular. For sufficiently large
samples we may interpret Ji(r
′
1, r
′
2) as a partially coherent intensity footprint
on the sample surface, which depends on the source-sample distance, the source
divergence θ, the spatial coherence and the extent of the secondary source
plane. For a convenient characterization of the spatial properties at the source
plane A it will be useful to extend the integration limits in (5.53) from −∞
to +∞ and introduce a pupil function A(a) which defines the aperture shape.
If, in addition, the exit angles θ1 and θ2 have for all positions on the source
plane the same angular divergence θ, we find with
Λ1 = Λ2 =
i
λ0
cos θ , (5.54)
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the following form for (5.53)
Ji(r
′
1, r
′
2,Ω) =
(
cos θ
λ0La
)2 ∫∫ ∞
−∞
d2a1d
2a2 A(a1)A(a2)
×Ja(a1,a2) eiκa[a22−a21−2(a2·r′2−a1·r′1)] . (5.55)
At next we will consider secondary sources with a constant intensity I0 across
the aperture opening. Furthermore, the spatial coherence of the intensities
shall be characterized by a Gaussian function, so that
Ja(a1,a2) = I0ja(a2 − a1) , (5.56)
with
ja(a2 − a1) = e−(ax2−ax1 )2/2ξ2tx e−(az2−az1 )2/2ξ2tz , (5.57)
where ξtx and ξtz represent the transverse coherence length along the aˆx and
aˆz direction of the aperture. With the aid of the aperture function A(a) and
the mutual intensity function Ja(a1,a2) we can next model different source
types by using the following mathematical representations
A(a1)A(a2)Ja(a1,a2) = I0

δ2(a1)δ
2(a2)ja(a2 − a1), point source
model ,
A(a1)A(a2), fully coherent
source model ,
A(a1)A(a2)ja(a2 − a1), partially coherent
source model ,
A(a1)A(a2)δ2(a2 − a1), fully incoherent
source model .
(5.58)
where δ2(a) = δ(ax)δ(az) and δ
2(a2 − a1) = δ(ax2 − ax1)δ(az2 − az1) represent
two dimensional delta functions. With the functional representations (5.51),
(5.55) and eq. (5.58) we are eventually able to construct systematical the pre-
sample general resolution function.
A similar treatment for the after-sample general resolution function can be
used by representing Gb(r′1, r′2,b1,b2) as
Gb(r′1, r′2,b1,b2) = fb(r′1, r′2)D(r′1, r′2,b1,b2) , (5.59)
where fb(r
′
1, r
′
2) is the after-sample Fresnel correlation term. In analogy to
eq. (5.51) we define fb(r
′
1, r
′
2) as
fb(r
′
1, r
′
2) = e
iκb
[(
r′22 −(r′2·kˆf)2
)
−
(
r′21 −(r′1·kˆf)2
)]
, (5.60)
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in the Fresnel limit. In the Fraunhofer limit one can replace the after-sample
Fresnel term by one, if the following condition is satisfied∣∣∣∣(x′22 − x′21 ) + (y′22 − y′21 ) sin2 αf2Lb
∣∣∣∣
max
 λ0 . (5.61)
The second term in (5.59) defines the detection scheme
D(r′1, r
′
2,b1,b2) =
1
L2b
{
e−i2κb(b2·r
′
2−b1·r′1) two point detection,
e−i2κbb·(r
′
2−r′1) single point detection.
(5.62)
The vector b stands for the vectors b1 or b2 if the single point detection scheme
is fulfilled.
By using the above definitions one may construct a general resolution func-
tion which adequately describes the pre and after scattering conditions in sur-
face sensitive XICS experiments. The incorporation of detector resolution
effects is separately discussed in the next paragraph.
A. Finite Detector Resolution
In order to consider detector resolution effects in the intensity correlation
function G2(r1, r2, τ), we make use of the Siegert relation in its representation
eq. (5.25). The finite detector opening can then be taken into account by
integrating both sides of eq. (5.25) over all detection points r1 = Lb + b1 and
r2 = Lb + b2 on the plane B. For a fixed (mean) detector position Lb = Lbkˆb,
we can reduces the integration over the detector plane to integrals over the
vectors b1 = bx1 bˆx + bz1 bˆz and b2 = bx2 bˆx + bz2 bˆz, i.e. in practice over the
coefficients d2b1d
2b2 = dbx1dbz1dbx2dbz2 . Hence, after interchanging the order
of averaging and detector integration, we find (for surface sensitive conditions)
G2(q, τ) =
∫∫
B
d2b1d
2b2 G2(r1, r2, τ)
=
∫∫
B
d2b1d
2b2 〈I(q,b1, t1)〉〈I(q,b2, t2)〉
+
∫∫
B
d2b1d
2b2 |G1(q,b1,b2, τ)|2 , (5.63)
where we have formally expressed the averaged intensity correlation function
G2(q, τ) on the detector plane as a function of the (mean) wave vector transfer.
The second term in (5.63) can be evaluated with the general field correlation
formula (5.47). The first term in (5.63) can be calculated by making use of
the conditions b1 = b2 and τ = 0. The explicit forms for the intensity term
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〈I(q,b1, t1)〉 and its integrated value I¯(q), over the detector area, are given
here for clarity
I¯(q) =
∫
B
d2b1 〈I(q,b1, t1)〉 , (5.64)
with
〈I(q,b1, t1)〉 = G1(q,b1,b1, 0)
= r2e
∫∫
V
d2r′1d
2r′2dz
′
1dz
′
2 Cρρ(r
′
2, r
′
1, z
′
2, z
′
1, 0) e
−iqz(z′2−z′1)
×G(r′1, r′2,b1,b1) e−iq·(r
′
2−r′1) , (5.65)
where the b1-dependence of G(r′1, r′2,b1,b1) is determined by the single point
detector function eq. (5.62). A mathematically identical expression can be
obtained for 〈I(q,b2, t2)〉, if b1 is replacing by b2 in eq. (5.65). Conclusively,
we can replace the first term in eq. (5.63) by the static intensity I¯2(q) and
express eq. (5.63) as
G2(q, τ) = I¯
2(q) +
∫∫
B
d2b1d
2b2 |G1(q,b1,b2, τ)|2 . (5.66)
The above formula represents the Siegert relation including the effects of finite
detector resolution.
5.2.4 The Field Correlation Function for Gaussian Fluc-
tuating Surfaces
We will next specify the electron density correlation function Cρρ(r
′
2, r
′
1, τ) for a
rather simple liquid model and evaluate the integration over the z-coordinates
in eq. (5.47). By means of this liquid model we will later on examine the
influences of the detector resolution and the general resolution function on the
field correlation function. The model, that we propose here is based on some
statistical conditions for the electron density fluctuations, as well as its spatial
distribution. In according with our previews assumptions, see section 2, we
demand that the time fluctuations of the liquid are statistically stationary. The
distribution of the liquid is, for simplicity, considered to be of infinite depth
but truncated in the positive z-direction at the height h, where h = h(r′, t) is a
randomly changing function of the surface position r′ and time t. The electron
density distribution along the r′ = (x′, y′) coordinates are considered to be of
finite extent in both directions, which will be denoted in the following by a
limited integration over the surface area S, see expression (5.72). In addition
to the condition of statistical stationarity we demand that the electron density
fluctuations are statistically homogeneous in the r′-plane.
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On top of the liquid surface we will think of a vapor atmosphere, which is
similarly extended to a infinite height. The influences of the vapor atmosphere
on the height displacements h(r′, t) is assumed to be negligible, so that the spa-
tial and temporal properties of the height function are essentially determined
by the liquid, i.e. the statistical conditions of homogeneity and stationarity
are equally applied to h(r′, t).
For a convenient formulation of the electron density ρ(r′, z′, t), in terms of
its mean equilibrium value ρ¯ plus the deviation 4ρ(r′, z′, t) from it, we will
treat ρ(r′, z′, t) as the electron density function of the entire z-space. Hence,
ρ¯ represents the arithmetical average of the mean equilibrium values from
the liquid and the vapor atmosphere, which are represented by ρ¯l and ρ¯v,
respectively. The deviation of the electron density 4ρ(r′, z′, t) from its mean
value ρ¯ is assumed to be maximal at the liquid-vapor interface region. In other
words, the inherent bulk electron density fluctuations in the liquid and vapor
atmosphere are neglected in this model. The mathematical formulation for the
electron density distribution is then
ρ(r′, z′, t) = ρ¯+4ρ(r′, z′, t),
= ρ¯+4ρ¯
[
1
2
− H(z′ − h(r′, t))
]
,
= ρ¯l
[
1− H(z − h(r′, t))] , for ρ¯l  ρ¯v , (5.67)
where ρ¯ = (ρ¯l + ρ¯v)/2, 4ρ¯ = ρ¯l − ρ¯v and H(z′ − h(r′, t)) stands for the Heav-
iside function. Eq. (5.67) states that the deviations from the mean electron
density appear at the height position h(r′, t) with a magnitude of ±4ρ¯/2 or
approximately ρ¯l.
By using the electron density model (5.67) for the entire z-space, which
yet comprises the finite distribution of the liquid, one can readily extent the
z-integrations in expression (5.47) from minus to plus infinity. With eq. (5.67)
and (5.30) the z-integrations in expression (5.47) yield∫∫ ∞
−∞
dz′1dz
′
2 Cρρ(r
′
2 − r′1, z′2, z′1, τ) e−iqz(z
′
2−z′1) =
ρ¯2l
q2z
〈
e−iqz(h2−h1)
〉
, (5.68)
where h1 = h(r
′
1, t1) and h2 = h(r
′
2, t2). Eq. (5.68) has been evaluated by
interchanging the order of integration with the averaging.
Next, we demand that the random realizations of the height displacements
are, in the ensemble average, symmetrically distributed above and below the
mean equilibrium h¯, which shall be located at the origin z = 0. This sym-
metrical distribution of the height displacements is explicitly characterized by
a Gaussian probability function. In addition, we assume that h1 = h(r
′
1, t1)
5.2. Intensity Correlation Function Based on Siegert’s Relation 115
and h2 = h(r
′
2, t2) are statistically dependent from each other for arbitrary
spatial and temporal differences. Conclusively, the ensemble average on right
hand side of eq. (5.68) can be evaluated with the bivariate Gaussian probability
function [58], which leads to the relation (see Appendix A1)〈
e−iqz(h2−h1)
〉
= e−q
2
z
(
〈h21〉+〈h22〉−〈h1h2〉−〈h2h1〉
)
/2
= e−q
2
z
(
σ2−Czz(r′2−r′1,τ)
)
(5.69)
In the second line of (5.69) we have made use of statistical properties of
the height function, viz. spatial homogeneity and temporal stationary, which
states that 〈h2(r′1, t1)〉 = 〈h2(r′2, t2)〉 = σ2, where the constant σ is root-mean-
squared roughness of the interface. Similarly, we have used the equality of
〈h(r′1, t1)h(r′2, t2)〉 = 〈h(r′2, t2)h(r′1, t1)〉 and expressed both terms through the
height correlation function Czz(r
′
2 − r′1, τ). It is important to note that the
maximum value of the height correlation function is equal to σ2. This neces-
sary condition has been often ignored in the analysis of correlation functions
for liquid surfaces. A detail discussion on this matter is given in section 2 and
3.
A useful approximation for eq. (5.69) is obtained, if we restrict the outgoing
angle αf to values which satisfy the condition 1 q2zσ2. We can then replace
(5.69) by 〈
e−iqz(h2−h1)
〉 ≈ e−q2zσ2 (1 + q2zCzz(r′2 − r′1, τ)) (5.70)
for
q2zσ
2  1 and αi < αc , (5.71)
where the second relation just recalls the surface sensitive condition. By using
the approximation (5.70) at ϕ = 0 including the limitation in αi and αf we have
effectively restricts all components of the wave vector transfer q = (qx, qy, qz)
and, therefore, the applicable range of therefrom derived field autocorrelation
function. However, the accessibly q-range is still sufficiently large to describe
present surface sensitive XICS experiments from numerous liquids with low
surface roughness.
Combining the equations (5.70) and (5.68) gives after substitution into
(5.47) the field autocorrelation function for a Gaussian fluctuating surface in
the following form
G1(q,b1,b2, τ) = (ρ¯l re)
2 e−q
2
zσ
2
[
1
q2z
∫∫
S
d2r′1d
2r′2 G(r′1, r′2,b1,b2) e−iq·(r
′
2−r′1)
+
∫∫
S
d2r′1d
2r′2 Czz(r
′
2 − r′1, τ)G(r′1, r′2,b1,b2) e−iq·(r
′
2−r′1)
]
.
(5.72)
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The integration limit S denotes the finite surface area of the scatterer.
Eq. (5.72) is for a static smooth surface, where σ = Czz(r
′
2−r′1, τ) = 0, de-
termined by the first term in the rectangular parenthesis, which refers to the
static specular component of the scattered beam. For a fluctuating rough sur-
face, we may then interpret the second term in the parenthesis as the field
autocorrelation part due to the diffusely scattered beam. It be should noted
that the above interpretation is in agreement with the treatment of the static
scattering function from rough surfaces [90].
By introducing in eq. (5.72) a truncation function T (r) for the sample size,
we can extend the real space integration limits from minus to plus infinity.
This leads to the representation
G1(q,b1,b2, τ) = (ρ¯l re)
2e−q
2
zσ
2
×
[
1
q2z
∫∫ ∞
−∞
d2r′1d
2r′2 T (r′1)T (r′2)G(r′1, r′2,b1,b2)e−iq·(r
′
2−r′1)
+
∫∫ ∞
−∞
d2r′1d
2r′2Czz(r
′
2 − r′1, τ)T (r′1)T (r′2)G(r′1, r′2,b1,b2)e−iq·(r
′
2−r′1)
]
,
(5.73)
which is more preferable, since it enables us to treat the integrals in terms
of conventional Fourier transformations. For a practical use of eq. (5.73) one
needs to construct the general resolution function of the experimental condi-
tions including the sample truncation function.
The height correlation function in the space-time domain may finally be
modeled based on the hydrodynamical theory of liquid surfaces. Alternatively,
we can apply the convolution theorem in (5.73) and specify the height correla-
tion function of the reciprocal space-time domain, i.e. the function C˜zz(q, τ).
Both approaches eventually yield to the same result for the field autocorrela-
tion function and distinguish from another only in the mathematical effort. In
the following proceeding we will demonstrate the latter treatment.
A. Reciprocal Space Discussion
In order to apply the convolution theorem in eq. (5.73) we make use of the
spatial homogeneity of the height correlation function and by introducing the
relative coordinates R = r′2−r′1, as well as the substitution
Gt(R,b1,b2) =
∫ ∞
−∞
d2r′1 T (r′1)T (r′2)G(r′1, r′2,b1,b2)
=
∫ ∞
−∞
d2r′1 T (r′1)T (r′1 +R)G(r′1, r′1 +R,b1,b2). (5.74)
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The new function Gt(R,b1,b2) takes additional resolution effects into account,
which result from the finite sample size. For actual XICS measurements from
liquids the finite surface area may often be larger than the illuminated sample
surface, under these conditions the sample truncation functions can be re-
place by one and Gt(R,b1,b2) is essentially defined by the general resolution
function. With the above definition eq. (5.73) can be rewritten as
G1(q,b1,b2, τ) = (ρ¯l re)
2 e−q
2
zσ
2
[
1
q2z
∫ ∞
−∞
d2R Gt(R,b1,b2) e−iq·R
+
∫ ∞
−∞
d2R Czz(R, τ)Gt(R,b1,b2) e−iq·R
]
, (5.75)
which then yields with the convolution theorem in the reciprocal space repre-
sentation of equation (5.73). Hence,
G1(q,b1,b2, τ) = (ρ¯l re)
2 e−q
2
zσ
2
×
[
1
q2z
G˜t(q,b1,b2) +
∫ ∞
−∞
d2q′ C˜zz(q′, τ)G˜t(q − q′,b1,b2)
]
,
(5.76)
where the tilde symbol denotes the Fourier transformation of each function.
The height correlation function given in the reciprocal space-time domain
can next be determined from the surface spectrum Szz(q, ω) of thermal excited
capillary waves. By preforming the inverse Fourier transform of the surface
spectrum we find the following expression for the height correlation function
(see section 2.2.2)
C˜zz(q, τ) =
kBT
γ
c˜zz(q, τ) , (5.77)
where c˜zz(q, τ) is in the high viscosity limit equal to
c˜zz(q, τ) =
1
q2 + q2g
e−Γh(q)τ(1+q
2
g/q
2) , (5.78)
and for low viscous liquids
c˜zz(q, τ) ≈ 1
q2 + q2g
cos (ωs(q)τ) e
−Γl(q)τ . (5.79)
Let us finally substituting (5.77) into eq. (5.76) and us the following represen-
tation for the field correlation function
G1(q,b1,b2, τ) = GS(q,b1,b2) +
kBT
γ
GD(q,b1,b2, τ) , (5.80)
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where
GS(q,b1,b2) = (ρ¯l re)
2e−q
2
zσ
2 1
q2z
G˜t(q,b1,b2) , (5.81)
and
GD(q,b1,b2, τ) = (ρ¯l re)
2e−q
2
zσ
2
∫ ∞
−∞
d2q′ c˜zz(q′, τ)G˜t(q − q′,b1,b2). (5.82)
Here eq. (5.81) regards to the specular reflected field correlation function and
(5.82) refers to the diffusely scattered component of the field correlation func-
tion.
5.2.5 Examples
In the following section we will illustrate the application of (5.80) in combi-
nation with eq. (5.78) and (5.79). Eq. (5.78) and (5.79) will be respectively
specified with the material constants of glycerol and water at room tempera-
ture. To simulate the effects of resolution and spatial coherence on the intensity
autocorrelation function we will first discuss the Fraunhofer and then Fresnel
limit. The intensity autocorrelation function G2(r1, r2, τ), which was presented
in the introduction will be replaced here by the representation G2(q, τ), which
explicitly includes the integration over the finite detection area B, see section
5.2.3. The Siegert relation is then given by eq. (5.66). However, for the ex-
amples given in this section, we will use a further modified Siegert relation
by dividing both of sides of eq. (5.63) by I¯2(q). This leads to the following
normalized representation of Siegert’s relation
g2(q, τ) =
G2(q, τ)
I¯2(q)
= 1 +
1
I¯2(q)
∫∫
B
d2b1d
2b2 |G1(q,b1,b2, τ)|2 . (5.83)
If, we next substitute (5.80) into (5.83) and express the mean static intensity
I¯(q) as the sum of the specular intensity I¯S(q) and diffuse component I¯D(q),
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then eq. (5.83) yields
g2(q, τ) = 1 +
1
[I¯S(q) + I¯D(q)]2
∫∫
B
d2b1d
2b2
×
∣∣∣∣GS(q,b1,b2) + kBTγ GD(q,b1,b2, τ)
∣∣∣∣2 ,
= 1 +
1
[I¯S(q) + I¯D(q)]2
∫∫
B
d2b1d
2b2
×
[
|GS(q,b1,b2)|2 + 2kBT
γ
Re[G∗S(q,b1,b2)GD(q,b1,b2, τ)]
+
(
kBT
γ
)2
|GD(q,b1,b2, τ)|2
]
, (5.84)
where the mean static intensity terms are given by
I¯S(q) =
∫
B
d2b GS(q,b,b) , (5.85a)
I¯D(q) =
kBT
γ
∫
B
d2b GD(q,b,b, 0) . (5.85b)
The Fraunhofer and Fresnel examples presented in this section will be based
on formula (5.84). Independent from these to limit cases, we can conclude
from the general form of eq. (5.84) that the dynamic properties of the surface
fluctuations are integrated in the g2(q, τ) function by a linear and quadratic
term of GD(q,b1,b2, τ). The linear term and quadratic terms refer, in the
contents of photon correlation spectroscopy, to the heterodyne and homodyne
correlation signal. With eq. (5.84) one can expect, that the observation of a
strong heterodyne or homodyne signal depends, regardless of Fraunhofer or
Fresnel conditions, on the following inequality
kBT
2γ
∣∣∣GD(q,b1,b2,τ)GS(q,b,b) ∣∣∣2
Re
[
GD(q,b1,b2,τ)
GS(q,b,b)
] { 1 strong heterodyne signal , 1 strong homodyne signal . (5.86)
With the explicit form of the time dependent height correlation function,
see section 2, the only remaining unknown quantity in eq. (5.84) is the function
G˜t(q−q′,b1,b2), which is apart from the sample truncation function essential
determined by the general resolution function G(r′1, r′2,b1,b2). For the mod-
eling of the truncation function T (r′) we will consider, for simplicity sakes, a
Gaussian function
T (r′) = exp
(
− r
′2
24r2
)
, (5.87)
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where r′2 = x′2 + y′2 and the full width of the Gaussian functions at 1/ exp
defines the extend of the sample surface, i.e. S ' 84r2. With the above model
(5.87), we will next discuss the evaluation of eq. (5.84) for numerous conditions
in surface sensitive XICS experimental from liquids surface.
A. Fraunhofer point-source/point-detector conditions
In order to derive the function G˜t(q−q′,b1,b2) in the Fraunhofer limit, we start
with the construction of the general resolution function G(r′1, r′2,b1,b2). On
using the Fraunhofer representations for fa(r
′
1, r
′
2) and fb(r
′
1, r
′
2) (see section
5.2.3), one finds for the far-field general resolution function:
G(r′1, r′2,b1,b2) = Ji(r′1, r′2)D(r′1, r′2,b1,b2) . (5.88)
Note that the incident and scattered field are regarded as plane waves in this
example. Hence, the maximum value for r′ is only determined by the trunca-
tion function (5.87) and the Fraunhofer conditions (5.52) and (5.61) refer here
to the inequalities∣∣∣∣4r2(1 + sinαi)2La
∣∣∣∣
max
,
∣∣∣∣4r2(1 + sinαf)2Lb
∣∣∣∣
max
 λ0 . (5.89)
On using the point source presentation in eq. (5.58), one finds for eq. (5.88)
G(r′1, r′2,b1,b2) = I0
(
cos θ
λ0La
)2
D(r′1, r
′
2,b1,b2) . (5.90)
In order to derive next the function G˜t(q − q′,b1,b2), we will first recall the
real-space representation eq. (5.74) in combination with (5.90), hence
Gt(R,b1,b2) = I0
(
cos θ
λ0La
)2 ∫ ∞
−∞
d2r′1 T (r′1)T (r′1+R)D(r′1, r′1+R,b1,b2) .
(5.91)
With the definition for the detector function (5.62) and the truncation function
(5.87), one finds the expression
Gt(R,b1,b2) = I0pi
(4r cos θ
λ0LaLb
)2
e−(4rκb)
2(b2−b1)2e−R
2/44r2e−iκbR·(b1+b2) .
(5.92)
After performing the 2-dimensional Fourier transformation of eq. (5.92) we
obtain the following reciprocal-space representation
G˜t(q,b1,b2) = I0
(
cos θ
λ0LaLb
)2
T˜ 2(q)e−2κb[q·(b1+b2)+κb(b21+b22)]/4q2 , (5.93)
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where the reciprocal-space sample truncation function T˜ (q) is
T˜ (q) = 2pi4q2 exp
(
− q
2
24q2
)
, (5.94)
and 4q = 1/4r defines the spread in the wave vector transfer q. After sub-
stituting (5.93) into eq. (5.81) one finds the specular field correlation function
for the above experimental situation, namely
GS(q,b1,b2) = I0
(
ρ¯l re cos θ
λ0LaLb
)2
e−q
2
zσ
2
e−2κb[q·(b1+b2)+κb(b
2
1+b
2
2)]/4q2 T˜ 2(q)
q2z
,
(5.95)
and similarly, one finds for the diffuse counterpart
GD(q,b1,b2, τ) = I0
(
ρ¯l re cos θ
λ0LaLb
)2
e−q
2
zσ
2
e−2κ
2
b(b
2
1+b
2
2)/4q2
×
∫ ∞
−∞
d2q′ c˜zz(q′, τ)T˜ 2(q − q′) e−2κb(q+q′)·(b1+b2)/4q2 .
(5.96)
The above representations can be used to evaluate eq. (5.84). To perform
the integration over the detector area we will first consider a point detector
plane. The point detection scheme can be modeled by extending the inte-
gration limits in (5.84) from −∞ to ∞ and by introducing a pupil function,
which is defined by the 2-dimensional delta functions δ2(b1) = δ(bx1)δ(bz1) and
δ2(b2) = δ(bx2)δ(bz2). It is then straight forward to show that the integration
over d2b1d
2b2 yields a solution, which can simply be constructed from expres-
sion (5.95) and (5.96) at b1 = b2 = 0. Hence, for a point detector one finds,
after integrating over d2b1d
2b2, the following identities
|GS(q, 0, 0)| = I¯S(q) , (5.97a)
Re[G∗S(q, 0, 0)GD(q, 0, 0, τ)] = I¯S(q)GD(q, τ) , (5.97b)
where
GD(q, τ) ≡ GD(q, 0, 0, τ) . (5.97c)
With the above relations we can finally express eq. (5.84) as
g2(q, τ) = 1+
1
[1 + I¯D(q)/I¯S(q)]2
[
1 +
2kBT
γ
GD(q, τ)
I¯S(q)
+
(
kBT
γ
|GD(q, τ)|
I¯S(q)
)2]
,
(5.98)
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or explicitly as
g2(q, τ) = 1 +
1[
1 +
(
2piη/I¯S(q, qz)
) ∫∞
−∞ d
2q′ c˜zz(q′)I¯S(q − q′, qz)
]2
×
[
1 +
4piη
I¯S(q, qz)
∫ ∞
−∞
d2q′ c˜zz(q′, τ)I¯S(q − q′, qz)
+
(
2piη
I¯S(q, qz)
∣∣∣∣∫ ∞−∞ d2q′ c˜zz(q′, τ)I¯S(q − q′, qz)
∣∣∣∣ )2
]
, (5.99)
= 1 +
1[
1 +
(
2piη/T˜ 2(q)
) ∫∞
−∞ d
2q′ c˜zz(q′)T˜ 2(q − q′)
]2
×
[
1 +
4piη
T˜ 2(q)
∫ ∞
−∞
d2q′ c˜zz(q′, τ)T˜ 2(q − q′)
+
(
2piη
T˜ 2(q)
∣∣∣∣∫ ∞−∞ d2q′ c˜zz(q′, τ)T˜ 2(q − q′)
∣∣∣∣
)2 ]
, (5.100)
where η = (kBT/2piγ)q
2
z . Let us next examine the results eq. (5.98) and (5.99),
which already reveal some constitutive properties of the intensity correlation
function for surface sensitive XICS conditions.
If the specular intensity term I¯S(q, qz) has a sufficiently small the wave
vector spread 4q, then I¯S(q, qz) tends to have a q = (qx, qy) dependence
which acts as delta function. Hence, in that case eq. (5.98) may readily be
approximated by
g2(q, τ) ≈ 1 +
(
kBT
γ
|GD(q, τ)|
I¯D(q)
)2
(5.101a)
= 1 +
( |c˜zz(q, τ)|
c˜zz(q)
)2
(5.101b)
= 1 +
{
e−2Γh(q)τ(1+q
2
g/q
2), with eq. (5.78),
cos2(ωs(q)τ) e
−2Γl(q)τ , with eq. (5.79),
(5.101c)
for all q 6= 0. Note that the above normalized intensity correlation function
is fully determined by the normalized height correlation function c˜zz(q, τ).
Eqs. (5.101b,c) are, apart from a contrast factor β in front the second term,
the conventional formulas to interpret PCS and XICS data from simple fluid
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surfaces. The principle idea in such experiments is to record intensity corre-
lation function at different q-values and, consequentially, probe the dispersion
and damping of surface fluctuation at different q-values or respectively differ-
ent length scales.
Due to eq. (5.101c), one expects for high viscosity liquids an intensity cor-
relation function which decays as the correlation time τ increases. The data
analysis is mainly focus on determining the damping constant Γh(q) and its
dependence on the kinetic liquid viscosity ν and surface tension γ. If the term
(qg/q)
2 is negligible in the investigated experimental q-range, one can readily
omit it in eq. (5.101c). It is worth recognizing that the regular ansatz for the
normalized intensity correlation function from high viscous liquids is
g2(qx, qy) = 1 + β exp(−2Γ(qx, qy)τ) . (5.102)
Hence, it is apart from the contrast factor β equal with eq. (5.101c). In this
naive approach, it is believed that all optical effects - such as partial coher-
ence, finite instrumental resolution and near field conditions - are sufficiently
described by the pre-factor β (see section 5.3 for details discussion of eq. 5.102).
Even though the standard ansatz (5.102) appears to has provided a reasonable
understanding of XICS experiments from complex fluids, such as polymers [66],
it has however failed to explain intensity correlation data from a relatively well
understood glycerol sample [85]. It is worth recognizing that the XICS data
analysis in Ref.[85] did only provide resealable fluid constants, i.e. values for
the ratio γ/(ν%l), if the factor 2 was omitted in the exponential function of
eq. (5.102).
In the low viscosity case of eq. (5.101c), one expects an oscillating intensity
correlation function, which decays as the correlation time τ increases. The
data analysis of g2(q, τ) from low viscous liquids can, in general, be used to
study the dispersion relation ωs(q) of propagating capillary wave. Similarly, to
the high viscosity liquid case one can, for instances, deduce from such intensity
correlation experiments the kinetic viscosity and surface tension. The simula-
tion of eq. (5.101c) is shown for a set of qy-values in Fig. 5.4. The qx-component
is set to be zero in the simulation. The normalized intensity correlation for
low viscous liquids is illustrated with the material constants of water at room
temperature. The high viscosity case is generated with the liquids constants
of glycerol at room temperature.
Note that according to (5.101c), the intensity correlation function g2(q, τ)
oscillates twice as fast as the actual surface frequency ωs(q) of propagating
capillary waves. Furthermore, the time decay of g2(q, τ) is twice as fast com-
pared to the normalized surface correlation function c˜zz(q, τ). This feature is
obviously due the exponent of 2 in eq. (5.101c), which is, in general, a char-
acteristic feature for homodyne detection schemes [21, 20]. If, however, the
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Figure 5.4: Simulations of intensity correlation functions for water and glyc-
erol. Left side plots: Normalized intensity correlation function (5.101c) for low
viscous liquids with the material constants of water at temperature T = 20◦C
(%l = 1000 kg/m
3, γ = 0.073N/m and ν = 1.0055 · 10−6m2 s). Right side plots:
Normalized intensity correlation function (5.101c) for high viscous liquids with
the material constants of glycerol at temperature T = 20◦C (%l = 1261 kg/m3,
γ = 0.062Nm−1 and ν = 0.0117m2 s). The qx-component of the wave vector
transfer is set to be zero and the qy-dependence is illustrated for both liquids
at qy = 2.0, 4.0, 8.0, 16.0 and 32.0 · 10−5nm.
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scattered field is correlated with a reference beam at the detector plane, then
one observes a so-called heterodyne g2(q, τ) signal, which essentially refers to
eq. (5.101c) with an exponent of one. Note that in Ref.[85], a heterodyne signal
was observed in the XICS experiment on glycerol. Moreover, a similar corre-
lation experiment on water provided as well a heterodyne signal [36]. These
two experimental result can obviously not be explained by the simple structure
of eq. (5.101c). However, eq. (5.98) is able to generate a homodyne as well as
heterodyne correlation signal. The origin for the heterodyne signal can be rec-
ognized from eq. (5.99), which accounts for an optical mixing between of the
static specular intensity and the dynamical diffuse field correlation function,
in terms of convoluting I¯S(q, qz) with c˜zz(q, τ). The heterodyne term becomes
significant for small wave vector transfers q or for broad specular beams, i.e.
large wave vector spread 4q. The transition from a homodyne to a hetero-
dyne intensity correlation function is illustrated for different ratios of 4q/q in
Fig. 5.5 and Fig. 5.6 for water and glycerol at room temperature, respectively.
The transition comes along with an addition damping of g2(q, τ), which is due
to resolution effects. Another condition which could case the observation of a
heterodyne signal for water and glycerol might be the relatively high surface
tension or, in principle, a small η = (kBT/2piγ)q
2
z value (see condition (5.86)
or eq. (5.99)). This interpretation is also in agreement with the observation of
homodyne intensity correlation signals from liquids with low surface tension
(i.e. γ = (0.02− 0.04)Nm−1), such as hexane and polystyrene [44].
Next, we will define a measure for the visibility of the normalized intensity
correlation function as
V(q) ≡ g2(q, 0)− lim
τ→∞
g2(q, τ) . (5.103)
In the Fraunhofer point-source/detector condition, one easily obtains finds
with eq. (5.103) and (5.98) the visibility
V(q) = 1− 1[
1 + I¯D(q)/I¯S(q)
]2 . (5.104)
According to (5.104), the visibility yields one for 4q/q → 0 and tends to zero
in the limit 4q/q → ∞. It is worth noting, that the g2(q, τ) function is a
constant at τ = 0, which therefore explains why the origin of g2(q, τ = 0) is
independent from 4q/q ratios, see Fig. 5.5 and Fig. 5.6.
B. Fraunhofer finite-source/point-detector conditions
The resolution effect in the previous example was based on the finite sample
area and therefore on the sample truncation function T˜ (q). A more realistic
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Figure 5.5: The transition from a homodyne to a heterodyne signal is illus-
trated for water. The resolution dependent normalized intensity correlation
function g2(q, τ) is plotted for water at room temperature. The scattering
angles are αi = 0.1
◦, αf ≈ 0.128◦ and ϕ = 0◦. The corresponding wave vector
transfer is q = (qx = 0, qy = 4 · 10−5nm−1, 16160 · 10−5nm−1). The solid
line represent the case with no uncertainty in the wave vector transfer (see
eq. (5.101c)). The transition from a homodyne to a heterodyne signal occurs
as 4q increases. This transition comes along with an addition damping of
g2(q, τ), which is due to resolution effects (see the convolution integrals in
eq. (5.99) or (5.100)).
Figure 5.6: The transition from a homodyne to a heterodyne signal is illus-
trated for glycerol at room temperature. The wave vector transfer q is the
same as in Fig. 5.5.
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truncation effect occurs, however, due to the finite beam footprint on the
sample surface, which is ordinarily smaller than the sample surface and thus
it is the effective truncation of the scattering area in conventional surface
sensitive XICS experiments. To illustrate this situation, we will consider here
a finite source with symmetrical linear dimensions in the ax and az directions,
hence 4ax = 4az = 4a. Furthermore, we will assume that the source is
partially coherence with asymmetric spatial coherence conditions across the
source plane, i.e ξtx 6= ξtz. The above source conditions will be modeled here
with the Gaussian-Schell source model. Hence, if the actual sample size is
irrelevant in an XICS experiment, one can express eq. (5.91) as
Gt(R,b1,b2) =
∫ ∞
−∞
d2r′1 Ji(r
′
1, r
′
1 +R)D(r
′
1, r
′
1 +R,b1,b2) , (5.105)
where the incident mutual intensity function Ji(r
′
1, r
′
1+R) is given by (4.115).
The evaluation of eq. (5.105) is relatively simple and therefore omitted. In the
point detection scheme, one finds the following g2(q, τ) expression
g2(q, τ) = 1 +
1[
1 +
(
2piη/T˜ 2B (q)
) ∫∞
−∞ d
2q′ c˜zz(q′)T˜ 2B (q − q′)
]2
×
[
1 +
4piη
T˜ 2B (q)
∫ ∞
−∞
d2q′ c˜zz(q′, τ)T˜ 2B (q − q′)
+
(
2piη
T˜ 2B (q)
∣∣∣∣∫ ∞−∞ d2q′ c˜zz(q′, τ)T˜ 2B (q − q′)
∣∣∣∣
)2 ]
, (5.106)
where
T˜B(q) =
(√
2pi
4qx e
−q2x/24q2x
)(√
2pi
4qy e
−q2y/24q2y
)
. (5.107)
The above formula (5.106) is structural wise identical with our previous so-
lution eq. (5.100). However, the new beam truncation function T˜B(q) results
from the finite beam footprint on the sample, and the wave vector spreads
4qx and 4qy are determined by the source size and spatial coherence. Their
explicit representations are
4qx =
√
2
Ξ2tx
+
1
Σ2x
(
1 + (k04a2/La)2
)
, (5.108a)
4qy =
√
2
Ξ2ty
+
1
Σ2y
(
1 + (k04a2/La)2
)
, (5.108b)
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where Ξtx and Ξty are the incident transverse coherence lengths on the sample
surface, see eq. (4.117c) and (4.117d). The size of beam footprint is determined
by the beam waists Σx and Σy, which are defined in eq. (4.117a) and (4.117b).
In order to justify the above Fraunhofer approximation, the following two
conditions should be satisfied
∣∣∣∣∣Σ2x + Σ2y sin2 αiLa
∣∣∣∣∣
max
,
∣∣∣∣∣Σ2x + Σ2y sin2 αfLb
∣∣∣∣∣
max
 λ0 . (5.109)
For symmetrical transverse source coherence, i.e. ξtz = ξtx = ξt, one finds
the relation 4qy = 4qx sinαi, which clearly reveals the asymmetric resolution
effects of the beam footprint.
C. Fraunhofer point-source/finite-detector conditions
To illustrated the effect of finite detector resolution, we will model the detection
plane with a Gaussian function, which shall have a symmetric width 4b in the
bx and bz direction. We consider again an in-plane scattering geometry with
ϕ = 0, hence qx = 0. The g2(q, τ) function takes then the form
g2(q, τ) = 1 +
1
(1 + I¯D(q)/I¯S(q))2
∫∫ ∞
−∞
d2b1d
2b2 e
−(b21+b22)/24b2
×
[
|GS(q,b1,b2)|2
I¯2S(q)
+
(
2kBT
γ
)
Re[G∗S(q,b1,b2)GD(q,b1,b2, τ)]
I¯2S(q)
+
(
kBT
γ
)2 |GD(q,b1,b2, τ)|2
I¯2S(q)
]
, (5.110)
where b2 = b2x+b
2
z, b
2 = b2x+b
2
z sin
2 αf and q ·b = −qybz sinαf . On using these
relations and expressions (5.95) and (5.96), we obtain after a straight forward
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calculation the following g2(q, τ) formula
g2(q, τ) = 1 +
1[
1 + 2piηT˜ 2(q)T˜D(q)
∫∞
−∞ d
2q′ c˜zz(q′)T˜ 2(q − q′)T˜D(q − q′)
]2
×
[
1 +
4piη
T˜ 2(q)T˜ 2D(q)
∫ ∞
−∞
d2q′ c˜zz(q′, τ)T˜ 2(q − q′)T˜ 2D(q − q′/2)
+
(
2piη
T˜ 2(q)T˜ 2D(q)
)2
×
∫∫ ∞
−∞
d2q′1d
2q′2 c˜zz(q
′
1, τ)c˜zz(q
′
2, τ)T˜ 2(q−q′1)T˜ 2(q−q′2)T˜ 2D(q−(q′1+q′2)/2)
]
,
(5.111)
where
T˜D(q − q′) = exp
 q
′2
x
24q2
(
k04b
Lb4q
)2
1/2 +
(
k04b
Lb4q
)2

× exp
(qy − q
′
y)
2
24q2
(
sinαf
k04b
Lb4q
)2
1/2 +
(
sinαf
k04b
Lb4q
)2
 . (5.112)
The structural form of the above formula holds also for Fraunhofer finite-
source/detector conditions, if the sample truncation function is replaced by a
beam truncation function, see previous section. An interesting consequence
of the finite detector plane is that the contrast of the normalized intensity
correlation function is reduced at τ = 0. This contrast reduction is shown in
Fig. 5.7 and Fig. 5.8 for a homodyne dominated correlation signal of water and
glycerol, respectively. It appears, that the effect of finite detector resolution on
g2(q, τ) could be taken into account by simply introducing a weighting factor
in eq. (5.106) or eq. (5.100). Such simplified treatments may only be useful in
the analysis of XICS data if the relatively small frequency shift, which can be
seen in Fig. 5.7, is negligible.
D. Fresnel finite-source/point-detector conditions
The calculation of Fresnel case is to a large extent identical to the Fraunhofer
examples and will therefore be omitted. If ϕ = 0 and 4a = 4ax = 4az,
one finds in the Fresnel finite-source/point-detector case an identical formula
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Figure 5.7: The effect of finite detector resolution is illustrated for a homodyne
dominated g2(q, τ) function for water at room temperature. The solid line
represent the case with no uncertainty in the wave vector transfer and
detector resolution (see eq. (5.101c)). The parameter for the other curves are
4q/q = 0.2 and different ratios of 4b/Lb. All other parameters are the same
as in Fig. 5.5. The simulation yields with increasing detector opening 4b a
reduces visibility of the g2(q, τ) function.
Figure 5.8: The effect of finite detector resolution is illustrated for a homodyne
dominated g2(q, τ) function for glycerol at room temperature. The solid line
represent the case with no uncertainty in the wave vector transfer and detector
resolution (see eq. (5.101c)). The scattering parameters are the same as in
Fig. 5.7.
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as eq. (5.106). However, the wave vector spreads in eq. (5.108a) and (5.108b)
transform in Fresnel limit to
4qx =
√√√√ 2
Ξ2tx
+
1
Σ2x
(
1 + (k04a2/La)2
(
1− Σ
2
x
4a2
La + Lb
Lb
)2)
, (5.113a)
4qy =
√√√√ 2
Ξ2ty
+
1
Σ2y
(
1 + (k04a2/La)2
(
1− Σ
2
y
4a2
La sin
2 αf + Lb sin
2 αi
Lb
)2)
,
(5.113b)
where the incident transverse coherence lengths and the beam widths are de-
fined in subsection 4.3.4. In comparison to eq. (5.108b) and (5.108b), we find
a reduced uncertainty in the wave spread. Furthermore, 4qy depends here on
the scattering angle αf .
D. Fresnel finite-source/detector conditions
We consider again in-plane scattering conditions, i.e. ϕ = 0, and a symmetric
source and detector shape, hence 4a = 4ax = 4az and 4b = 4bx = 4bz.
The calculation of this Fresnel case yields the following g2(q, τ) formula
g2(q, τ) = 1 +
1[
1 + 2piηT˜ 2B(q)T˜D(q)
∫∞
−∞ d
2q′ c˜zz(q′)T˜ 2B (q − q′)T˜D(q − q′)
]2
×
[
1 +
4piη
T˜ 2B (q)T˜ 2D(q)
∫ ∞
−∞
d2q′ c˜zz(q′, τ)T˜ 2B (q − q′)T˜ 2D(q − q′/2)
+
(
2piη
T˜ 2B (q)T˜ 2D(q)
)2
×
∫∫ ∞
−∞
d2q′1d
2q′2 c˜zz(q
′
1, τ)c˜zz(q
′
2, τ)T˜ 2B (q−q′1)T˜ 2B (q−q′2)T˜ 2D(q−(q′1+q′2)/2)
]
,
(5.114)
where
T˜B(q − q′) =
(√
2pi
4qx e
−q′2x /24q2x
)(√
2pi
4qy e
−(qy−q′y)2/24q2y
)
, (5.115)
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T˜D(q − q′) = exp
 q
′2
x
24q2x
(
k04b
Lb4qx
)2
1/2 +
(
k04b
Lb4qx
)2
(1 +4q2xΣ2x)

× exp
(qy − q
′
y)
2
24q2y
(
sinαf
k04b
Lb4qy
)2
1/2 +
(
sinαf
k04b
Lb4qy
)2
(1 +4q2yΣ2y)
 . (5.116)
The wave vector spreads 4qx and 4qy are respectively defined in eq. (5.113a)
and (5.113b). The above solution for g2(q, τ) is closely related to the Fraun-
hofer result. The only difference between the Fraunhofer and the Fresnel limit
yields to be the different definitions of the wave vector spreads.
5.3 Pusey’s Formulation of the Intensity Cor-
relation Function
The intensity correlation function in the previous sections was based on the
Siegert relation, hence on the Gaussian statistics of the scattered fields. The
main problem of this approach is that the finite longitudinal coherence length
of the X-ray beam can not be included [56].
An alternative approach to derive the intensity correlation function was
provided by P. N. Pusey [77]. Pusey’s derivation of the intensity correlation
function is essentially based on the statistical properties of the electron density
rather than the scattered fields. Although, this approach appears to be more
reasonable it is mainly based on assumptions which only hold for XICS mea-
surements that are sensitive to short range density fluctuations. Furthermore,
it should be realized that Pusey’s derivation is entirely funded on conditions
which are met in laser light scattering experiments, e.g. Fraunhofer conditions
and excellent coherence properties of the light beam.
We will briefly illustrate the central assumption and approximation made
in Pusey’s calculation. For this purpose we will first construct the G2-function
by making use of the right-hand side of eq. (5.24), hence
G2(r1, r2, τ) =
(
re
Lb
)4 ∫∫∫∫
V
d3r′1d
3r′2d
3r′3d
3r′4
×〈ρ(r′1, t1 −R1/c)ρ(r′2, t1 −R2/c)ρ(r′3, t2 −R3/c)ρ(r′4, t2 −R4/c)〉
×〈U∗i (r′1, t1 −R1/c)Ui(r′2, t1 −R2/c)U∗i (r′3, t2 −R3/c)Ui(r′4, t2 −R4/c)〉 .
(5.117)
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If the incident fields are Gaussian random variable and obey the condition of
statistical stationary, we can use the below statistical identity [58]
〈U∗i (r1, t1)Ui(r2, t1)U∗i (r3, t2)Ui(r4, t2)〉 = Γi(r1, r2, 0)Γi(r3, r4, 0)
+Γ∗i (r2, r3, τ)Γi(r1, r4, τ) , (5.118)
where τ = t2 − t1. Since the correlation time of the incident fields is typically
of the order of 10−14s, we will neglect the time dependent mutual coherence
functions in (5.118). These terms contribute only on extremely short time
scales at which the sample typically relies no dynamics. Hence, the incident
field correlations in eq. (5.117) may be approximated by
〈U∗i (r′1, t1−R1/c)Ui(r′2, t1−R2/c)U∗i (r′3, t2−R3/c)Ui(r′4, t2−R4/c)〉
≈ Γi(r′1, r′2, (R2−R1)/c)Γi(r′3, r′4, (R4−R3)/c) .
(5.119)
If we next use (5.119) in eq. (5.117) and ignore the retardation term R/c in
the electron density, we find
G2(r1, r2, τ) =
(
re
Lb
)4 ∫∫∫∫
V
d3r′1d
3r′2d
3r′3d
3r′4
×〈ρ(r′1, t1)ρ(r′2, t1)ρ(r′3, t2)ρ(r′4, t2)〉
×Γi(r′1, r′2, (R2−R1)/c)Γi(r′3, r′4, (R4−R3)/c) . (5.120)
On using the envelop representation for the incident fields, i.e. Ui(r
′, t) =
U(r′, t)ei(ki·r
′−ω0t), one readily finds in the Fraunhofer limit the below repre-
sentation for (5.120):
G2(r1, r2, τ) =
(
re
Lb
)4 ∫∫∫∫
V
d3r′1d
3r′2d
3r′3d
3r′4
×〈ρ(r′1, t1)ρ(r′2, t1)ρ(r′3, t2)ρ(r′4, t2)〉
×Γ(r′1, r′2, (R2−R1)/c)Γ(r′3, r′4, (R4−R3)/c) e−iq·(r
′
1−r′2+r′3−r′4) ,
(5.121)
where the above mutual coherence function refer to incident field amplitudes.
Next, let the electron density be a Gaussian random variable. We can then
use the Gaussian moment theorem to reduce the fourth-order correlation term
into a sum of second-order correlations terms [58], hence
〈ρ(r′1, t1)ρ(r′2, t1)ρ(r′3, t2)ρ(r′4, t2)〉 = 〈ρ(r′1, t1)ρ(r′2, t1)〉〈ρ(r′3, t2)ρ(r′4, t2)〉
+〈ρ(r′1, t1)ρ(r′3, t2)〉〈ρ(r′2, t1)ρ(r′4, t2)〉
+〈ρ(r′1, t1)ρ(r′4, t2)〉〈ρ(r′2, t1)ρ(r′3, t2)〉 .
(5.122)
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Introducing this expansion into eq. (5.121) yields a sum of three correlation
terms, which can be expressed as G2(r1, r2, τ) = G
(1)
2 (r1, r2) +G
(2)
2 (r1, r2, τ) +
G
(3)
2 (r1, r2, τ). If the electron density fluctuations are statistically stationary,
then the first term G
(1)
2 (r1, r2) simply refers to the mean static intensity at
the positions r1 and r2, i.e 〈I(r1, t1)〉〈I(r2, t2)〉. The second term G(2)2 (r1, r2, τ)
depends on the correlation terms 〈ρ(r′1, t1)ρ(r′3, t1)〉 and 〈ρ(r′2, t2)ρ(r′4, t2)〉.
These terms are ignored in Pusey’s derivation, based on the argument that
their contribution is only significant for small vector differences r′3 − r′1 and
r′4 − r′2, which only occurs if the scattering angle is zero [77, 96]. With the
condition of statistical homogeneity for electron density fluctuations, as well
as the above approximations, one can reduce eq. (5.121) to
G2(r1, r2, τ) = 〈I(r1, t1)〉〈I(r2, t2)〉+
(
re
Lb
)4 ∫∫∫∫
V
d3r′1d
3r′2d
3r′3d
3r′4
×〈ρ(0, 0)ρ(r′4 − r′1, τ)〉〈ρ(0, 0)ρ(r′3 − r′2, τ)〉
×Γ(r′1, r′2, (R2−R1)/c)Γ(r′3, r′4, (R4−R3)/c) e−iq·(r
′
1−r′2+r′3−r′4) .
(5.123)
The above formula can be substantially simplified by assuming that the inci-
dent fields have a large longitudinal and transverse coherence length compared
to the bulk correlation length of the scatterer, i.e. ξl, ξt  `b. If this condi-
tion, as well as V  `b, is satisfied within the scattering volume V , then
one can treat the mutual coherence functions as constant factors in the inte-
grand of eq. (5.123), thus they can be pulled out of the integral and evaluated
separately. Conclusively, one finds after some algebra the below normalized
intensity correlation function
g2(r1, r2, τ) =
G2(r1, r2, τ)
〈I(r1, t1)〉〈I(r2, t2)〉
= 1 + β(r1, r2)
∣∣∣∣∫
V
d3r′ 〈ρ(0, 0)ρ(r′, τ)〉 eiq·r′
∣∣∣∣2 , (5.124)
where β(r1, r2) depends on the static intensity terms, as well as the mutual
coherence functions. Note that a formally equivalent expression can be found
even if the finite detector resolution is considers. Hence, even with detector
resolution one may arrive at the below result
g2(q, τ) = 1 + β
∣∣∣∣∫
V
d3r′ 〈ρ(0, 0)ρ(r′, τ)〉 eiq·r′
∣∣∣∣2 , (5.125)
where the normalized intensity correlation function is formally expressed as
a function of the wave vector transfer. Eq. (5.125) is essentially the g2(q, τ)
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representation which was first derived by Pusey [77]. Alternatively, one can
represent Pusey’s g2(q, τ) function in terms of the intermediate scattering func-
tion S(q, τ) [54], hence
g2(q, τ) = 1 + β
∣∣∣∣S(q, τ)S(q)
∣∣∣∣2 , (5.126)
with
S(q, τ) =
∫
V
d3r′Cρρ(r′, τ) eiq·r
′
. (5.127)
and Cρρ(r
′, τ) = 〈ρ(0, 0)ρ(r′, τ)〉 denotes the density correlation function. The
normalization with static intermediate scattering function S(q) = S(q, 0) re-
sults form the normalization with the static intensity terms, see eq. (5.124).
Hence, in the above formulation of g2(q, τ), the optical contrast factor β ac-
count only for effects of partial coherence and detector resolution. A further
approximation of eq. (5.126) can be obtained if the scattering volume is the
sufficiently large. With this approximation one finally finds the g2(q, τ) expres-
sion which is conventionally used to interpret DLS experiments from density
fluctuations, viz.
g2(q, τ) ≈ 1 + β
∣∣∣∣∣C˜ρρ(q, τ)C˜ρρ(q)
∣∣∣∣∣
2
. (5.128)
Based on the above formula, it is customarily assumed that the g2(q, τ) ex-
pression for surface sensitive XICS experiments is of a similar form, namely
g2(q, τ) = 1 + β
∣∣∣∣∣C˜zz(q, τ)C˜zz(q)
∣∣∣∣∣
2
, (5.129)
where C˜zz(q, τ) is the time dependent surface height correlation function in
reciprocal space, see chapter 2.
It is important to realize that the ordinarily used g2(q, τ) expression for
surface sensitive XICS experiments is only based on plausibility arguments.
Eq. (5.129) can not be derived from (5.128). Note that the most fruitful as-
sumption in Pusey’s derivation is based on the comparison between the co-
herence length of the incident light beam and the bulk correlation length of
the sample, i.e. ξl, ξt  `b. It is obvious that the condition ξl, ξt  `b is
allows fulfilled for DLS experiments from inhomogeneous media, however for
surface sensitive XICS experiments the condition ξl, ξt  `s has to be satisfied,
where `s is the surface correlation length. Since, `b  `s ∼ (1 − 4)mm and
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ξl, ξt ∼ (1 − 100)µm the condition ξl, ξt  `s is clearly not fulfilled in surface
sensitive XICS experiments. Accordingly, one can not describe the influences
of the partially coherent X-ray beam by a trivial contrast factor β. In sum-
mary, the conventionally used g2(q, τ) expression (5.129) for surface sensitive
XICS experiments has no theoretical foundation and it has clearly failed to
provide a reasonable explanation for surface sensitive XICS data from water
and glycerol [36, 85].
Chapter 6
Experimental Part
In the chapters we will present and analyze XICS experiments from water and
hexane surfaces. Both measurements were carried out with partially coherent
X-rays at beamline ID10A (Tro¨ıka) at the European Synchrotron Radiation
Facility (ESRF) in Grenoble (France). Detailed descriptions of this beamline
devices including the used diffractometer can be found in the published de-
scriptions of this institution. Here we will only discuss briefly the experimental
conditions.
6.1 ID10A Beamline Description
The experimental requirements for successful XICS measurements are very
specialized with respect to X-ray source, beam optics, and detection. Sev-
eral technological advances made in the last two decades have made scattering
experiments with (partially) coherent X-ray beams possible. The most im-
portant technical improvement is the insertion of undulators in synchrotrons
radiation facilities. Beamlines that are equipped with undulator provide the
small source size and high brilliance which is necessary to produce a usable
partially coherence X-ray beam. Developed alongside such sources have been
high-precision slits and pinhole apertures of only a few micrometers. These
optical elements are necessary for achieving spatial coherence in X-ray beam
incident on the sample. Temporal coherence is obtained by monochromator
crystals in the beamline. Finally, fast avalanche photodiodes have become
available and convenient to use.
At beamline ID10A the X-ray radiation arises from three undulators placed
in series in the storage ring, giving an effective source with full width at
half maximum (FWHM) dimensions of 928× 23µm2 (H×V). Preliminary col-
limation is done by a set of preliminary apertures of 300 × 300µm2 and
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200× 200µm2 at 33m and 43m from the source, respectively. A single-bounce
Si(111) monochromator operating in a horizontal scattering geometry selects
energies of 8 or 13.4 keV, corresponding to the third and fifth harmonic of the
undulator radiation, leading to a wavelength λ of 1.55 or 9.25 A˚, respectively.
Subsequently, the beam is reflected by a Si mirror to suppress higher order
harmonics. The sample position is at a distance of 45 m from the source. The
transverse coherence length at this beamline is estimated with λR/s, in which
R is the source/sample distance and s the source size. The relation yields for
≈ 10µm in the horizontal direction and ≈ 100µm in the vertical direction. A
compound refractive beryllium lens is used to increase the incident intensity
by focusing the beam in the vertical direction. Focusing reduces the vertical
coherence length, matching it to the coherence length in the horizontal direc-
tion. The longitudinal coherence length ξl of about 1.5µm is determined by the
bandpass of the monochromator 4λ/λµ ≈ 10−4 (pink beam conditions yield
ξl ≈ 10nm). We used 10µm and 20µm pinholes in front of the sample to select
the spatially coherent part of the beam. The beam incident on the sample
was observed to be structured. These distortions are attributed to speckles
occurring from imperfections in the windows and other optical elements in the
beam path, and cause some uncertainty in the spatial coherence lengths of the
beam. Guard slits were placed after the pinhole to remove parasitic scattering.
A fast avalanche photodiode (Perkin Elmer C30703) [4] with an intrinsic time
resolution ≤ 4ns was used as detector at a distance of (1.2 − 1.4)m from the
sample, with pre-detector slit gaps varying from 0.01 to 0.2 mm. The intensity
correlation function was measured in real time using a hardware multiple-tau
digital auto-correlator FLEX01-8D (correlator.com, sampling time down to 8
ns) [87, 85].
6.2 Measurement and Analysis of XICS data
from Hexane
In this section we will discuss a surface sensitive XICS experiment in which the
surface dynamics from a low viscosity liquid were measured. The fluid of study
was liquid hexane. For liquid surfaces the roughness is caused by thermally
excited capillary waves, and the changes in the related speckle distribution is
on the same time scale as the surface fluctuations. The measurement of the
temporal correlation function of the intensity gives access to information about
the dynamic surface properties. For highly viscous liquids the thermally ex-
cited waves are over-damped and the corresponding intensity correlation signal
shows a steady decay with increasing time [85, 44]. The situation is different
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for liquids with low viscosity, such as hexane. The capillary waves propagate
and thus the intensity correlation signal shows an oscillatory behavior [36, 55].
This characteristic feature was clearly revealed in the XICS measurement on
hexane surface, see Fig.6.1. Furthermore, the data exhibits intensity oscilla-
tions on the top of a baseline which is refers to a homodyne detection scheme.
In previous (DLS) experiments, it was observed that the experimentally
obtained intensity correlation signal suggested an unreasonable large liquid
viscosity constant [61, 15, 19]. The discrepancies were in particular signifi-
cant for liquids with low viscous. This issue, which was first addressed by D.
Langevin [48], can be related to the finite instrumental resolution of the exper-
imental setup. Hence, the necessary to consider resolution effects in the data
analysis is even required in DLS experiments and, moreover, it is vital for the
interpretation of the intensity correlation signal. Similar corrections can be
expected to be required for all XICS experiments on low viscosity materials.
We will show in following that such corrections are in deed required in analysis
of the XICS data from hexane.
In order to analyze the intensity correlation data we have applied the con-
ventionally used g2-function eq. (5.129), as well as eq. (5.114). Both formulas
were modified by two fitting parameters, which account for the efficiency of
the experimental setup. Hence, we rewrite eq. (5.129) as
g2(q, τ) = A+B
′β
∣∣∣∣∣C˜zz(q, τ)C˜zz(q)
∣∣∣∣∣
2
, (6.1)
where A and B′ respectively account for an arbitrary shift and contrast reduc-
tion. On substituting eq. (2.54) into (6.1) and using the trivial substitution
B = B′β, one finds
g2(q, τ) = A+B
∣∣cos (ωs(q)τ) e−Γl(q)τ ∣∣2 (6.2)
where Γl(q) defines the damping of capillary waves and ωs(q) the frequency (for
details see chapter 2). Formula (6.2) was used to fit the intensity correlation
data from hexane.
The second fit formula was deduced from eq. (5.114). On using similar
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arguments as above and some trivial substitutions, we obtain
g2(q, qz, τ) = A+B
[
×
(
kBT
γ
q2z
T˜ 2B (q)T˜ 2D(q)
)∫ ∞
−∞
d2q′ c˜zz(q′, τ)T˜ 2B (q − q′)T˜ 2D(q − q′/2)
+
1
2
(
kBT
γ
q2z
T˜ 2B (q)T˜ 2D(q)
)2
×
∫∫ ∞
−∞
d2q′1d
2q′2 c˜zz(q
′
1, τ)c˜zz(q
′
2, τ)T˜ 2B (q−q′1)T˜ 2B (q−q′2)T˜ 2D(q−(q′1+q′2)/2)
]
,
(6.3)
where are A and B are addition fitting parameters. The fit formulas (6.2)
and (6.3) are used to analyze experimentally measured intensity correlation
functions arising from propagating capillary waves. The fit results for both
formulas are compared in section 6.2.2.
6.2.1 Experimental Setup
The double chamber sample environment used in the experiment has been de-
scribed in detail elsewhere [84]. Liquid hexane was filled in a reservoir, which
was connected to the evacuated inner cell. The hexane was then condensed
from the vapor phase into an aluminum trough of approximately 0.2mm depth
and 100mm diameter. The outer cell was evacuated and used to isolate the in-
ner cell from thermal fluctuations of the environment. The temperature of the
inner cell was cooled by a gas flow from evaporating liquid nitrogen. Within
these surroundings the hexane sample was cooled down to T = (2± 0.05)◦C.
At this temperature the mass density is % = 675.64 kg/m3 and the kinetic vis-
cosity of hexane is ν = 5.661× 10−7m2/s [73], which is in comparison to water
nearly four times smaller. The surface tension is γ = 0.021N/m [92].
The XICS measurements were performed at the ID10A station of the
TROIKA beamline at the European Synchrotron Radiation Facility (ESRF)
with an incident X-ray beam of energy 8.53 keV (λ = 1.45 A˚). The measure-
ments were carried out in the uniform filling mode of the storage ring (992
electron bunches are equally distributed around the whole circumference of
the storage ring). A pinhole aperture with a diameter of 20µm was situated
at La = 380mm upstream of the sample and was used to obtain a collimated
and partially coherent beam with an angular divergence of ∆α = 2× 10−5 rad
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in the vertical direction. Irregular scattering from the pinhole were suppressed
by a guard slit behind the pinhole. In order to increase the intensity the ex-
periment was performed using the so-called ”pink beam mode”, where the full
3rd harmonic of the undulator source is used. This yields a coherent intensity
of 1× 1011 ph/sec through the 20µm pinhole at a distance of ∼ 60m from the
source. To suppress higher order harmonics of the undulator the beam was
deflected in the vertical direction by a double bounce reflection from two Sili-
con mirrors separated by 1m. The double mirror assembly is located ∼ 36m
downstream from the source in an UHV-vessel mounted on a hexapode table
in the optics hutch of the beamline. The first mirror deflects the beam up-
wards by 0.366◦ and the second mirror makes the beam path horizontal by a
similar deflection downwards. The critical energy of total external reflection
for Si is around 9.7 keV for an incidence angle of 0.183◦. This means that the
3rd order harmonic at 8.53 keV is almost 100% reflected by the mirrors while
the 4th (11.37 keV) and 5th (14.22 keV) orders are suppressed by factors of
1× 10−2 and 6× 10−4 respectively. In addition to the harmonic rejection the
double mirror can also be used to focus the beam in the vertical direction.
This is achieved by cooling the top part of the first mirror and by heating the
bottom part, thus creating a thermal gradient ∆T that will curve the mirror
[60]. In this way the beam can be focussed down to a vertical size of ap-
proximately 30µm at the position of the pinholes, 24m from the mirror and
during our experiment ∆T was kept constantly at 2.25◦. The bandwidth of
the 3rd harmonic is ∆E/E ≈ 1.3% yielding a longitudinal coherence length of
approximately 11 nm. Right before the pinhole the pink beam was deflected
downwards by a smaller steering mirror to obtain a grazing angle of incidence
αi = 0.10
◦ of incoming radiation onto the sample surface. This angle is below
the critical angle of total external reflection which is αc = 0.122
◦ for liquid hex-
ane at 8.53 keV. The grazing incident angle provided highly surface sensitive
conditions since the penetration depth X-ray radiation was only ca. 110 A˚.
By detecting the in-plane scattered intensity (i.e ϕ = 0) for different exit
angles αf , the investigated wave vector transfers qy parallel to the surface varies
according to qy = k(cosαf − cosαi), where k = 2pi/λ. Within a range of wave
vectors, spanning from 4× 10−5 nm−1 to 1.6× 10−4 nm−1 the analyzed length
scales rx = 2pi/qx on the surface ranged from 158µm to 40µm. The scattered
intensity was detected at the distance Lb = 1280mm behind the sample by a
fast avalanche photo diode (APD) and a digital correlator [2], which calculated
the time correlation function signal at a given q value. In front of the APD
an adjustable slit was used with 50× 50µm2 opening to define the solid angle
of detection.
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Figure 6.1: Measured autocorrelation data (circles) at an in-plane wave vector
transfers of qy = 3.96× 10−5 nm−1 from a liquid hexane surface at temperature
T = (2± 0.05)◦C. The dotted curve presents a fit with a homodyne correlation
function eq. (6.2). The solid line shows the best fit result for eq. (6.4).
6.2.2 Results and Discussion
In a first attempt we tried to fit the experimental data with the fit formula
(6.2). This equation is, with regard to the used height correlation function,
valid within the range of our measured wave vector transfers, since the neces-
sary condition Γl/ωs  1 is completely satisfied with Γl/ωs values from 0.04
up to 0.08. (For more details on this approximation see chapter 2.) A typical
result of these fits is shown in Fig.6.1. Obviously, it is not possible to describe
the data with this g2-function. In a second attempt to analyze the data the
cosine term in eq. (6.2) was generalized by a phase term φ, namely
g2(q, τ) = A+B
∣∣cos (ωs(q)τ + φ) e−Γl(q)τ ∣∣2 . (6.4)
Such modifications were used in DLS in order to account for deviations from
a Lorentzian shape of the surface spectrum Szz(q, ω) [19]. The solid line in
Fig.6.1 represents a fit with eq. (6.4), which provided a better description of the
data compared to the fit with eq. (6.2). The fit results for ωs(q) are reasonable
as can be seen in Fig.6.3. However, the results for the damping constant Γl(q)
yield values considerably larger than expected. This exhibits that even devi-
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Table 6.1: Theoretical values for frequency and damping of capillary waves on
hexane surface are compared to fit results from equation (6.4).
experimental theoretical fit
wave vector values values
transfer
qy ω Γ ω Γ ϕ
[10−5nm−1] [103s−1] [103s−1] [103s−1] [103s−1] [rad]
3.96 43.90 1.77 47.08 20.71 0.49
5.49 71.69 3.41 81.23 24.51 0.28
7.11 105.90 5.73 103.00 36.94 0.39
9.72 169.94 10.77 201.50 48.04 0.14
11.64 221.58 15.34 249.50 54.09 0.12
15.72 347.88 27.98 358.40 79.20 0.16
ations from the surface spectrum in eq. (2.51) do not fully explain the experi-
mental data (see Table 6.1 and Fig.6.4). Additionally, the q-dependence also
deviated significantly from the expected behavior Γl(q) = 2νq
2. In Table 6.1
the fit results are summarized and compared with the theoretical values1.
These above discrepancies are similar to the ones encountered in DLS ex-
periments and indicate the influence of limited resolution, which should be
especially important for small wave vector transfers [19, 36]. In order to take
such effects into account, we considered an experimental uncertainty for the
wave vector transfer ∆qx and ∆qy. Next we will present fit results which are
based on formula (6.3). In this formula the wave vector spread is implicitly
considered by the truncation function TB(q) and TB(q). The explicit expres-
sion for ∆qx and ∆qy has been derived in chapter 5, hence
4qx =
√√√√ 2
Ξ2tx
+
1
Σ2x
(
1 + (k4a2/La)2
(
1− Σ
2
x
4a2
La + Lb
Lb
)2)
, (6.5a)
4qy =
√√√√ 2
Ξ2ty
+
1
Σ2y
(
1 + (k4a2/La)2
(
1− Σ
2
y
4a2
La sin
2 αf + Lb sin
2 αi
Lb
)2)
.
(6.5b)
In order to fit the XICS data with the relatively complicated formula (6.3),
we have used the following fitting strategy: 1. The number of fitting pa-
rameters were reduced by using the given experimental values for La, Lb, αi,
1The theoretical values are calculated from literature values of the material constants of
hexane at T = 2◦C.
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αf and k (see section 6.2.1). Furthermore, we have used the approximation
4a ≈ (pinhole opening)/√8 and 4b ≈ (detector opening)/√8. Hence, the
only fitting parameters in eq. (6.3) are A, B, Σx, Σy, Ξx, Ξy, γ, ν and %. For
the mass density of hexane we used the the literature value at T = 2 ◦ C
[73]. 2. Since the discrepancies in the previous fits (see Tab. 6.1)) are stronger
pronounced at small wave vector transfers, we have therefore fitted all fitting
parameters only at qx = 3.96× 10−5 nm−1. The obtained fitting parameters
for Σx = 6µm, Σy = 12.5mm, Ξx = 13µm and Ξy = 50mm were reused for all
other fits. Note that the strong asymmetry between the x and the y-direction
is predicted by the gracing incidence scattering geometry (see for more details
chapter 4). 3. On using the above fitting results from the correlation data
at qy = 3.96× 10−5 nm−1, we have calculated with (6.5a,b) the wave vector
spreads for all other curve. The results for the calculated uncertainties 4qx
and 4qy were finally used to fit the remanding data, see Tab. 6.2). Hence,
apart from the correlation data at qx = 3.96× 10−5 nm−1, we have reduced
the set of fitting parameters to A, B, γ and ν. The fitting results for γ, ν, 4qx
and4qy are summarized in Tab. 6.2). Representative fits are shown in Fig.6.2.
Table 6.2: The fluid constants γ and ν of a hexane surface are fitted by
equation (6.3). Known table values at T = 2◦C are γ = 0.021N/m and
ν = 5.661× 10−7m2/s.
experimental fit
wave vector values
transfer
qy ∆qx ∆qy γ ν
[10−5nm−1] [10−6nm−1] [10−6nm−1] [10−2N/m] [10−7m2/s]
3.96 20.94 5.91 2.69 5.74
5.49 20.94 6.21 2.21 5.78
7.11 20.94 6.52 1.99 5.76
9.75 20.94 7.04 2.25 5.81
11.64 20.94 7.39 2.15 5.31
15.72 20.94 8.18 2.03 5.72
It should be noted that the data are well described by eq. (6.3) in combina-
tion with the calculated uncertainties eq. (6.5a,b). Furthermore, no arbitrary
phase φ term was needed, which is in good agreement with the fact that the
surface spectrum in eq. (2.51) takes a Lorentzian form for liquids with low
viscosity.
The resulting frequencies ωs(q) and damping constants Γl(q) for capillary
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Figure 6.2: Measured autocorrelation data (circles) obtained at four different
in-plane wave vector transfers from a liquid hexane surface at temperature
T = (2 ± 0.05)◦C. The solid line represents a fit with a correlation function
eq. (6.3).
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Figure 6.3: Theoretical dispersion relation (solid line) of propagating capillary
waves on a liquid hexane surface at T = 2 ◦C, compared to the fitting results
(squares) from eq. (6.3) and eq. (6.4) (triangle). The displayed dispersion
curve given by ωs(qx = 0, qy) = (q
3
yγ/%)
1/2 is calculated with the known mass
density % and surface tension γ of liquid hexane.
Figure 6.4: The fitted damping constants, with (squares) and without (tri-
angle) considering a wave vector spread. The solid line shows the predicted
capillary wave damping according to Γl(qx = 0, qy) = 2νq
2
y , where the bulk
viscosity value ν = 5.661× 10−7m2/s has been used.
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waves on a hexane surface are calculated from the fitting results for γ and
ν. A good agreement of experiment and theory is obtained (see Fig. 6.4 and
Fig. 6.3). The need to account for the an uncertainties in 4q is especially
obvious in Fig. 6.4.
In summary, temporal intensity autocorrelation data from a hexane surface
have been measured using pink beam XICS. We have shown that for low
viscosity liquids the effects due to the uncertainties in 4q need to be included
in the data analysis. It is worth recognizing that the conventionally used g2-
function (5.129) does account for partial coherence, finite detector resolution
and thus for the uncertainty in 4q, see chapter 5. However, eq.(5.129) clearly
failed to explain the hexane data and yielded systematic errors. These errors
appear in a considerable larger damping constant Γl(q) and a small shift in the
capillary wave frequency. Both effects become less pronounced with increasing
wave vector transfer. In order to resolve these errors we have considered the
uncertainty in the experimental wave vector transfers ∆qx and ∆qy, which
we have related to the spatial coherence properties of the X-ray beam and
the finite detector resolution. It was only possible to reach a good agreement
between the experimentally and theoretically determined damping constants
and frequencies after including the uncertainties in ∆qx and ∆qy.
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6.3 Measurement and Analysis of XICS data
from Water
We discuss next the measurement of propagating capillary waves on a liq-
uid water surface at T = (5± 0.05)◦C with XICS. The experiment has been
performed under grazing incidence conditions with an incoming X-ray beam
below the critical angle of total external reflection. The experimental condi-
tions were quite similar to the hexane experiment. However, the measured
intensity correlation functions of the liquid water surface were found to be
heterodyne signals, i.e. in contrast to previous XICS experiments we observed
intensity oscillations around a baseline, see Fig.6.5.
Due to this circumstance one can obviously not apply fit formula (6.4),
which can only yield an oscillations on top of a baseline. In order to account
for the heterodyne feature, we will further modified eq. (6.4). The proposed fit
formula is
g2(q, τ) = A+B
(
cos (ωs(q)τ + φ) e
−Γl(q)τ)+ C ∣∣cos (ωs(q)τ + φ) e−Γl(q)τ ∣∣2
(6.6)
whereA, B, C and φ are fitting parameter. A similar equation is conventionally
used in DLS experiments, if the experimental conditions are setup for the
heterodyne detection scheme [18, 21, 20].
It is worth recognizing that the first term in the square bracket of eq. (6.3)
does account for a heterodyne signals of the g2-function. From expression
(6.3) we can propose to possible origins for the observation of the heterodyne
signal: 1. The surface tension of water is, with γ = 0.075N/m, approximately
3.6 times larger compared to hexane. Since the heterodyne term is weighted
by 1/γ and the homodyne by 1/γ2, it appears reasonable to assume, that the
larger surface tension of water has caused the dominantly heterodyne signal.
2. An addition enhancement of the heterodyne term may have been caused by
the smaller q values in the water experiment. Accordingly, the measurements
were performed closer to specularly reflected beam which could have caused
an optical mixing with the diffuse counterpart of the scattered beam [36]. This
effect is accounted for in (6.3) by the weighting factor 1/(T˜ 2B (q)T 2D(q)), which
is essentially proportional to one over the specularly reflected beam, see the
more detailed discussion in chapter 5.
6.3.1 Experimental Setup
For the sample environment a setup very similar to the one described in Ref.[84]
was used. The water sample was filled into an aluminum trough with approx-
imately 0.5mm depth and 100mm diameter, which itself was placed inside
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an inner sample cell. The outer cell was evacuated and used to isolate the
inner cell from thermal fluctuations of the environment. Within this setup
the temperature of the inner cell was electronically stabilized by high power
Peltier elements at the temperature T = (5± 0.05)◦C. Under these conditions
the mass density is % = 999 kg/m3 and the kinetic viscosity of water becomes
ν = 1.519× 10−6m2/s [73]. The surface tension is γ = 0.075N/m [73]. In
comparison to the hexane experiment, water has a surface tension which is
larger by a factor of 3.6.
The XICS measurements were performed at the ID10A station of the
TROIKA beamline at the European Synchrotron Radiation Facility (ESRF)
with an incident X-ray beam of energy 8.03 keV (λ = 1.54 A˚). The measure-
ments were carried out in the 2 × 1/3 filling mode of the storage ring (330
electron bunches spaced by a gap of 1/6th of the ring). The incident X-ray
beam of energy 8.03 keV was selected by a Si(111) crystal monochromator,
which provided a bandpass of 4λ/λ ≈ 10−4. This yields a longitudinal co-
herence length of approximately 1µm. A pinhole aperture with a diameter
of 12µm was situated at La = 380mm upstream of the sample and was used
to obtain a collimated and partially coherent beam. A guard slit in front of
the sample was used to suppress the parasitic scattering from the first pin-
hole. Right before the pinhole the beam was deflected downwards by a smaller
steering mirror to obtain a grazing angle of αi = 0.10
◦ of incoming radiation
onto the sample surface. This angle is below the critical angle of water, which
is for 8.03 keV at αc = 0.153
◦. The penetration depth of the radiation was
approximatively 100 A˚, thus the experiment was highly surface sensitive.
The scattered radiation was detected under different exit angles αf in the
scattering plane, i.e. ϕ = 0. From the incident and exit angles we have
obtained the wave vector transfer parallel to the surface, hence qx = 0 and
qy = k(cosαf − cosαi). Within a range of wave vectors, spanning from
2.2× 10−5 nm−1 to 6.1× 10−4 nm−1 the analyzed length scales rx = 2pi/qx
on the surface ranged from 285µm to 103µm. The scattered intensity was
detected at the distance Lb = 1403mm behind the sample by a fast avalanche
photo diode (APD) and a digital correlator [2], which calculated the time cor-
relation function signal at a given q value. In front of the detector a slit with
a 50× 50µm2 opening was used in order define the solid angle of detection.
6.3.2 Results and Discussion
In order to analyze the experimental data it is essential to know whether op-
tical mixing with a reference beam is performed or not in the experiment. In
contrast to previous XICS experiments we observed a g2-function which oscil-
lated around a baseline. A representative experimental correlation functions
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is shown in Fig.6.5. This finding points towards a detection scheme without a
beam interference, i.e. the intensity autocorrelation function is dominated by
the heterodyne signal rather than by homodyne signal.
Table 6.3: Theoretical values for frequency and damping of capillary waves on
water surface are compared to fit results from equation (6.4).
experimental theoretical fit
wave vector values values
transfer
qy ω Γ ω Γ ϕ
[10−5nm−1] [103s−1] [103s−1] [103s−1] [103s−1] [rad]
2.2 28.23 1.47 22.16 7.51 0.47
2.8 40.53 2.38 31.68 9.29 0.47
3.4 54.73 3.55 43.65 12.92 0.48
4.1 70.82 5.01 60.48 16.59 0.38
4.7 88.82 6.77 76.69 20.32 0.38
Due to this circumstance fits with eq. (6.4) failed to describe the water
data. Better fit were obtained by using eq. (6.6). In Fig.6.5 a representative
fit with eq. (6.4) and eq. (6.6) is illustrated. Better description of the data are
obtained by eq. (6.6). With eq. (6.6) the fit results for ωs(q) are systematically
shifted to smaller values, but still within a reasonable range, as can be seen in
Fig. 6.6. The results for the damping constant Γl(q) yield values substantially
larger than expected. In analogy to the hexane result, we have found a much
larger discrepancies with the theory for Γl(q) than for ωs(q). In Table 6.3 the
fit results are summarized and compared with the theoretical values2.
In conclusion, we measured capillary waves on a liquid water surface with
XPCS under grazing incidence. From the oscillating character of the corre-
lation functions and from the measured wave frequencies we conclude that
heterodyne mixing was observed in the experiment. We have shown that the
conventionally used g2-function (5.129) clearly failed to explain the water data
or at least the heterodyne character of the correlation signal. Similarly to the
hexane data, we have obtained from eq. (5.129) (and modifications of this for-
mula) systematic errors, appearing in a considerable larger damping constant
Γl(q) and a small shift in the capillary wave frequency. We showed by including
the coherence properties of the X-ray radiation into the scattering function,
as well as the surface tension, that heterodyne mixing can be explained as
an interference effect between the static specularly reflected beam and the
2The theoretical values are calculated from literature values of the material constants of
water at T = 5◦C.
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Figure 6.5: Measured autocorrelation data (circles) at an in-plane wave vector
transfers of qx = 3.96× 10−5 nm−1 from a liquid water surface at temperature
T = (5± 0.05)◦C. The dotted curve presents a fit with a homodyne correlation
function eq. (6.4). The solid line shows the best fit result for eq. (6.6).
diffusely scattered signal containing the dynamic information, see section 6.3
and chapter 5. The observation of heterodyne mixing in an XICS signal is
fundamental for all future applications of this technique since the scattering
signal is in general very weak for large in-plane momentum transfers. Thus,
the possibility of heterodyne mixing with a strong reference beam may open
in the future the way to the observation of surface dynamics down to lateral
length scales in the nanometer range [36].
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Figure 6.6: Theoretical dispersion relation (solid line) of propagating capillary
waves on a liquid water surface at T = 5 ◦C, compared to the fitting
results (squares) from eq. (6.6). The displayed dispersion curve given by
ωs(qx = 0, qy) = (q
3
yγ/%)
1/2 is calculated with the known mass density % and
surface tension γ of liquid water.
Figure 6.7: The fitted damping constants (squares) are compared with the
predicted capillary wave damping (solid line).
Chapter 7
Conclusions and Future
Research
7.1 Conclusions
The main contributions of this thesis are numerous theoretical approaches that
provide better interpretations of surface sensitive X-ray scattering experiments
from fluid surfaces.
One of the important contributions of this thesis is a detailed mathematical
discussion on surface height correlation functions from high and low viscous
liquids. It was shown conclusively that present representations of the static
height correlation function contain a non-physical singularity. We have fur-
ther demonstrated that, due to this singularity, present theoretical intensity
formulas for surface X-ray scattering equally contain a singularity, which re-
sult from a Gamma function term. In chapter 3, we have provided a number
of original calculations on elastic X-ray scattering from rough surfaces. It is
shown, in particular, how the singularity can be removed from the present
theory of elastic surface X-ray scattering. The given derivation and arguments
are independent from the first Born approximation and thus hold in the first
order distorted wave Born approximation.
In chapter 4, we have generalized our theoretical analysis on elastic X-ray
scattering from static media by considering effects of partial coherence, instru-
mental resolution and Fresnel conditions. The necessary of considering these
effects in X-ray scattering experiments was initiated and chiefly discussed by S.
K. Sinha and M. Tolan [91, 100, 101, 99]. We contributed to this subject by de-
scribing the scattering process in terms of propagation formulas for the mutual
coherence function. The main achievement consist here in the comprehensible
formulation of pre-sample mutual coherence function and scattered mutual co-
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herence function, which were related by propagation formulas. Based on these
propagation formulas, we have provided an analysis on surface scattering with
partially coherent X-rays under Fresnel condition. Within this discussion, we
have demonstrated that Fresnel corrections can be neglected to some extent,
if the angle of the incident X-ray beam is smaller than the critical angle of the
sample surface under study. Furthermore, a details study is given on propa-
gating partially coherent X-rays, as well as their Fresnel diffraction by a square
slit.
In chapter 5, the considerations of partial coherence, instrumental reso-
lution and Fresnel conditions are introduced in the theoretical treatment of
surface sensitive X-ray scattering from temporally fluctuation media. We have
given a detailed theoretical description of surface sensitive X-ray intensity cor-
relation spectroscopy experiments. Based on the statistical properties of the
fluid surface and the scattered fields, we have derived an intensity correlation
formula which accounts for finite spatial coherence, instrumental resolution
and Fresnel conditions. The predictions of this intensity correlation function
are compared with the conventionally used formula in XICS, which is deduced
from bulk sensitive DLS theories. One of the more general contributions in
this chapter is the formulation of a wave equation for the scalar field. The
wave equation applies to quasi-elastic X-ray scattering and is formally similar
to the Helmholtz equation. The usefulness of such field equations may become
apparent if one attempt to use the distorted wave Born approximation for the
theoretical description of XICS.
We contributed to the understanding of surface sensitive XICS experiments
by theoretical analyses, as well as experiments on hexane surface and water
surface. These measurements are some of the first experiments using surface
sensitive XICS techniques on low viscous fluids. The analysis of the XICS
experiments has clearly revealed that the conventionally used intensity cor-
relation formula can not explain our experimental data. A reasonable un-
derstanding of the data was only possible, if the above mentioned resolution
effects were considered.
7.2 Future Research
There are several areas where future research may be directed in the field of
XICS. On the experimental side more principle experiments may be needed in
order to understand and specify the conditions of partial coherence in XICS
experiments. For instance, relatively simple slit experiments could be per-
formed in order to analysis and, eventually, specify the coherence properties
of the X-ray at a beam line.
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On the theoretical side, one should consider the use of the distorted wave
Born approximation for the interpretation of surface sensitive XICS experi-
ments. Independent from this point, present theories on XICS are founded
on some questionable assumptions referring to the statistical properties of the
sample and the electric field. In particular, the statistical assumptions regard-
ing the scattered fields (based on Siegert) and the bulk electron density (based
on Pusey) should be avoided in the theoretical treatment of surface sensitive
XICS. Hence, statistical assumption should be restricted to the sample surface
and the X-ray source, in other words the incident fields. We have briefly out-
lined a calculation in appendix B, which is based only the Gaussian statistical
properties of the sample surface and incident field fluctuations.

Appendix A
Gaussian Statistics
The following definitions and statistical theorems are frequently used in this
work. For a comprehensive introduction on probability theory see Ref[58, 32].
A.1 Definitions
Expectation value for random variables
Let 〈x〉 be the mean or average or expectation value of the random vari-
able x. The mean is obtained by weighting each value of x by the associ-
ated probability p(x) dx for that value and integrating over the allowed
range of x. Thus
〈x〉 =
∫
x p(x) dx , (A.1)
provided that the integral exists.
Expectation value for functions of random variables
More generally, if x is a random variable, any function f(x) of x is itself
a random variable, and its mean or expectation, if it exists, is given by
〈f(x)〉 =
∫
f(x)p(x) dx . (A.2)
Note that the probability density p(f(x)) of a function depending of a
random variable can differ from the probability density p(x) of its random
variable.
Gaussian distribution
Let x be a continuous random variable defined on the infinite interval
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from −∞ to∞. The variable x is known as a Gaussian random variable
if its probability density p(x) is of the form
p(x) =
1√
2piσ
e−∆x
2/2σ2 , (A.3)
where σ =
√〈(x− 〈x〉)2〉 is called the root-mean-squared deviation or
standard deviation and ∆x = x− 〈x〉 is the deviation.
Multivariate Gaussian distribution
Let us consider two Gaussian variates A and B with standard deviations
σA and σB, respectively. Then each variate has a probability distribu-
tion of the form (A.3). If the variates are statistically dependent the
joint probability distribution p(A,B) takes the form
p(A,B) =
1
2piσ
A
σ
B
√
1− ρ2
AB
× exp
[
− 1
2
(
1− ρ2
AB
) (∆A2
σ2
A
− 2ρAB∆A∆B
σ
A
σ
B
+
∆B2
σ2
B
)]
,
(A.4)
where ∆A = A− 〈A〉, ∆B = B − 〈B〉 and
ρ
AB
=
〈∆A∆B〉
σ
A
σ
B
(A.5)
is the so-called correlation coefficient. The expectation value for a func-
tion f(A,B) takes the form
〈f(A,B)〉 =
∫∫
f(A,B)p(A,B) dAdB . (A.6)
Gaussian moment theorem
Gaussian variates have the property that all higher-order correlations
among them are expressible in terms of second-order correlations be-
tween pairs of variates. Let x1, x2, ... be a set of Gaussian variates. Then
for any set of N indices i1, i2, ..., iN ,
〈∆xi1∆xi2 ...∆xiN 〉
=
{
0, if N is odd,∑
(N−1)!!〈∆xi1∆xi2〉〈∆xi3∆xi4〉...〈∆xiN−1∆xiN 〉, if N is even,
(A.7)
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where
∑
denotes the summation over all (N − 1)!! pair combinations
and ∆xiN = xiN − 〈xiN 〉 represents the deviation.
The Gaussian moment theorem for complex variables z1, z2, ... states the
below conditions
〈∆z∗i1 ...∆z∗iN∆zj1 ...∆zjM 〉
=
{
0, if N 6=M,∑
N !〈∆z∗i1∆zj1〉〈∆z∗i2∆zj2〉...〈∆z∗iN∆zjN 〉, if N =M,
(A.8)
We will next use the above definitions to provide some statistical relations,
which are frequently used in this work.
A.2 Bloch Theorem
Let a function of random variable x be definite by
f(x) = eiqx . (A.9)
And let the mean value 〈x〉 be at the origin, so that 〈x〉 = 0 and σ =√〈x2〉.
Including (A.9) in (A.2) gives
〈
eiqx
〉
=
1√
2piσ
∫ ∞
−∞
e−x
2/2σ2eiqx = e−q
2σ2/2
which yields with σ =
√〈x2〉
〈
eiqx
〉
= e−q
2〈x2〉/2 . (A.10)
A.3 Classical Baker-Hausdorff Theorem
Let a function of the random variables A and B be definite by
f(A,B) = eiq(A+B) . (A.11)
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And let the mean values be 〈A〉 = 〈B〉 = 0, so that σA =
√〈A2〉 and σA =√〈B2〉, respectively. With (A.6) and (A.4) the expectation value for (A.11) is〈
eiq(A+B)
〉
=
1
2piσ
A
σ
B
√
1− ρ2
AB
×
∫∫ ∞
−∞
dAdB e
− 1
2(1−ρ2AB)
(
A2
σ2
A
− 2ρABAB
σ
A
σ
B
+ B
2
σ2
B
)
eiq(A+B)
=
1
2piσ
A
σ
B
√
1− ρ2
AB
∫ ∞
−∞
dB e
− 1
2(1−ρ2AB)
B2
σ2
B eiqB
×
∫ ∞
−∞
dA e
− 1
2(1−ρ2AB)
(
A2
σ2
A
− 2ρABAB
σ
A
σ
B
)
eiqA . (A.12)
Preforming the integration over A yields∫ ∞
−∞
dA e
− 1
2(1−ρ2AB)
(
A2
σ2
A
− 2ρABAB
σ
A
σ
B
)
eiqA =
√
2pi
(
1− ρ2
AB
)
σ
A
e−
1
2
q2(1−ρ2
AB
)σ2
A
× e
ρ2
AB
2(1−ρ2AB)σ2B
B2
e
iqBρ
AB
σ
A
σ
B . (A.13)
Including (A.13) in (A.12) gives
〈
eiq(A+B)
〉
=
e−
1
2
q2(1−ρ2
AB
)σ2
A√
2piσ
B
∫ ∞
−∞
dB e
ρ2
AB
−1
2(1−ρ2AB)
B2
σ2
B e
iqB
(
1+ρ
AB
σ
A
σ
B
)
× e
− 1
2
q2(1−ρ2
AB
)σ2
A√
2piσ
B
√
2piσ
B
e
− 1
2
q2
(
1+ρ
AB
σ
A
σ
B
)2
σ2
B
= exp
[
−1
2
q2
{(
1− ρ2
AB
)
σ2
A
+
(
1 + ρ
AB
σ
A
σ
B
)2
σ2
B
}]
= e−
1
2
q2[σ2
A
+σ2
B
+2ρ
AB
σ
A
σ
B ] (A.14)
With σA =
√〈A2〉, σA = √〈B2〉 and (A.5) we finally obtain the classical
Baker-Hausdorff theorem〈
eiq(A+B)
〉
= e−q
2[〈A2〉+〈B2〉+2〈AB〉]/2 . (A.15)
By generalizing the multivariate Gaussian distribution (A.4) for x1, x2, ..., xN
Gaussian variates one can proof the following general relation [58]〈
exp
(
i
N∑
j=1
ξjxj
)〉
= exp
(
i
N∑
j=1
ξj〈xj〉
)
exp
(
−1
2
N∑
j=1
N∑
k=1
ξjξk〈∆xj∆xk〉
)
,
(A.16)
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and with 〈xj〉 = 0〈
exp
(
i
N∑
j=1
ξjxj
)〉
= exp
(
−1
2
N∑
j=1
N∑
k=1
ξjξk〈xjxk〉
)
. (A.17)
A.4 Siegert’s Relation for (real) random vari-
ables
Let a function of the random variables A and B be definite by
f(A,B) = A2B2 . (A.18)
And let the mean values be 〈A〉 = 〈B〉 = 0, so that σA =
√〈A2〉 and σA =√〈B2〉, respectively. With (A.6) and (A.4) the expectation value for (A.18) is
〈
A2B2
〉
=
1
2piσ
A
σ
B
√
1− ρ2
AB
∫∫ ∞
−∞
dAdB A2B2 e
− 1
2(1−ρ2AB)
(
A2
σ2
A
− 2ρABAB
σ
A
σ
B
+ B
2
σ2
B
)
,
=
1
2piσ
A
σ
B
√
1− ρ2
AB
∫ ∞
−∞
dB e
− 1
2(1−ρ2AB)
B2
σ2
B B2
×
∫ ∞
−∞
dA e
− 1
2(1−ρ2AB)
(
A2
σ2
A
− 2ρABAB
σ
A
σ
B
)
A2 ,
=
1
2piσ
A
σ
B
√
1− ρ2
AB
∫ ∞
−∞
dB e
− 1
2(1−ρ2AB)
B2
σ2
B B2
×
√
2pi
(
1− ρ2
AB
)3
σ3
A
(
1 +
ρ2
AB
1− ρ2
AB
B2
σ2
B
)
e
ρ2
AB
2(1−ρ2AB)
B2
σ2
B ,
=
(
1− ρ2
AB
)
σ2
A√
2piσ
B
∫ ∞
−∞
dB
(
1 +
ρ2
AB
1− ρ2
AB
B2
σ2
B
)
B2 e
ρ2
AB
−1
2(1−ρ2AB)σ2B
B2
. (A.19)
Preforming the integration over B yields
∫ ∞
−∞
dB
(
1 +
ρ2
AB
1− ρ2
AB
B2
σ2
B
)
B2 e
ρ2
AB
−1
2(1−ρ2AB)σ2B
B2
=
√
2pi σ3
B
1 + 2ρ2
AB
1− ρ2
AB
. (A.20)
Including (A.20) in (A.19) gives〈
A2B2
〉
= σ2
A
σ2
B
(
1 + 2ρ2
AB
)
. (A.21)
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With σA =
√〈A2〉, σA = √〈B2〉 and ρAB = 〈AB〉/σAσB we finally proofed
the relation
〈A2B2〉 = 〈A2〉〈B2〉+ 〈AB〉2 . (A.22)
Normalizing (A.22) by 〈A2〉〈B2〉 yields Siegert’s relation for (real) Gaussian
variables
〈A2B2〉
〈A2〉〈B2〉 = 1 +
〈AB〉2
〈A2〉〈B2〉 . (A.23)
Similarly one can proof the Siegert relation for complex Gaussian variables Z1
and Z2
〈|Z1|2|Z2|2〉
〈|Z1|2〉〈|Z2|2〉 = 1 +
|〈Z1Z∗2〉|2
〈|Z1|2〉〈|Z2|2〉 . (A.24)
Result (A.22) can be obtained at once from the Gaussian moment theorem.
A.5 Applications to Surface Fluctuations
Let h1 = h(x1, y1) and h2 = h(x2, y2) be surface height functions located at
the lateral positions (x1, y1) and (x2, y2), respectively. The Expectation value
of interest is definition by 〈
e−iqz(h1−h2)
〉
, (A.25)
and can easily be solve with the assumption that the surface height functions
are Gaussian variates. If furthermore, h1 and h2 are correlated and their
expectation values are 〈h1〉 = 〈h2〉 = 0, one can use (A.17), which leads to
〈
e−iqz(h1−h2)
〉
= exp
(
−1
2
2∑
j=1
2∑
k=1
ξjξk〈hjhk〉
)
, (A.26)
with ξ1 = −qz and ξ2 = qz. Evaluating the sum yields〈
e−iqz(h1−h2)
〉
= e−[(−q)
2〈h1h1〉+(−q)q〈h1h2〉+q(−q)〈h2h1〉+q2〈h2h2〉]/2
= e−q
2
z [〈h21〉+〈h21〉−2〈h1h2〉]/2 , (A.27)
where the equality of 〈h2h1〉 = 〈h1h2〉 was used. The above relation is fre-
quently used to describe the statistical properties of rough surfaces.
Appendix B
Alternative Calculation of the
Intensity Correlation Function
The intensity correlation formulas in chapter 5.2 were based on the Gaus-
sian statistical properties of the scattered fields (Siegert relation) and the sur-
face fluctuations. In chapter 5.3 an intensity correlation formula was derived
founded on the assumptions that the incident fields and the electron density
obeys Gaussian statistics (Pusey’s approach). Both approaches could be com-
bined to arrive at more justified description of surface sensitive XICS. The
following calculation makes use of the conditions that the incident fields and
the sample surface obey Gaussian statistical. The notation is the same as in
chapter 4 and 5. The below formula can be deduced from eq. (5.120):
G(q, τ) = 〈I(q, 0)I(q, τ)〉
= r4e
∫∫∫∫
V
d3r1d
3r2d
3r3d
3r′4 〈ρ(r1, 0)ρ(r2, 0)ρ(r3, τ)ρ(r4, τ)〉
×G(r1, r2)G(r3, r4)e−iqz(z2−z1+z4−z3)e−iq·(r2−r1+r4−r3), (B.1)
with
G(r1, r2) = fa(r1, r2)fb(r1, r2)Gl(r2 − r1)Ji(r1, r2)D(r2 − r1) , (B.2)
where (holds for in-plane scattering geometry i.e. ϕ = 0)
fa(r1, r2)fb(r1, r2) = e
iκa[(r22−(r2·kˆi)2)−(r21−(r1·kˆi)2)]eiκb[(r
2
2−(r2·kˆf)2)−(r21−(r1·kˆf)2)]
=
(
ei(κa+κb)(x
2
2−x21)
)(
ei(κa sin
2 αi+κb sin
2 αf)(y
2
2−y21)
)
(B.3)
Gl(r2 − r1) = c√
2piξl
e−[qˆ·(r2−r1)]
2/2ξ2l
=
(
c√
2piξl
e−(cosαi−cosαf)
2(y2−y1)2/2ξ2l
)
(B.4)
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Ji(r1, r2) =
√
Ii(r1)
√
Ii(r2)ji(r2 − r1)φ(r1, r2)
=
(√
I0
4a2
sinαiΣxΣy
e−(x
2
1+x
2
2)/2Σ
2
x e−(x2−x1)
2/2Ξ2tx e
−iκa4a
2
Σ2x
(x22−x21)
)
×
(√
I0
4a2
sinαiΣxΣy
e−(y
2
1+y
2
2)/2Σ
2
y e−(y2−y1)
2/2Ξ2ty e
−iκa4a
2
Σ2y
(y22−y21)
)
,
(B.5)
D(r2 − r1) =
(√
2pi4b
Lb
)2
e−2κ
2
b4b2[bˆ·(r2−r1)]2
=
(√
2pi4b
Lb
e−2κ
2
b4b2(x2−x1)2
)(√
2pi4b
Lb
e−2κ
2
b4b2 sin2 αf(y2−y1)2
)
.
(B.6)
We finally find for G(r1, r2) a bivariate Gaussian representation:
G(r1, r2) = I0
√
2pic4a24b2
sinαiL2bΣxΣyξl
×
(
e
−x
2
1
2
[
1
Ξ2tx
+(2κb4b)2+ 1
Σ2x
+i(2κb+2κa(1−(4a/Σx)2))
]
e
x1x2
[
1
Ξ2tx
+(2κb4b)2
]
×e−
x22
2
[
1
Ξ2tx
+(2κb4b)2+ 1
Σ2x
−i(2κb+2κa(1−(4a/Σx)2))
])
×
(
e
− y
2
1
2
[
1
Ξ2ty
+(2κb4b sinαf)2+(cosαi−cosαf)2/ξ2l
]
×e−
y21
2
[
1
Σ2y
+i(2κb sin
2 αf+2κa(sin
2 αi−(4a/Σy)2))
]
×ey1y2
[
1
Ξ2ty
+(2κb4b sinαf)2+(cosαi−cosαf)2/ξ2l
]
×e−
y22
2
[
1
Ξ2ty
+(2κb4b sinαf)2+(cosαi−cosαf)2/ξ2l
]
×e−
y22
2
[
1
Σ2y
−i(2κb sin2 αf+2κa(sin2 αi−(4a/Σy)2))
])
. (B.7)
After evaluating the z-integrations in eq. (B.2), one finds
G(q, τ) =
(
ρl re
qz
)4 ∫∫∫∫
S
d2r1d
2r2d
2r3d
2r4
〈
e−iqz(h2−h1+h4−h3)
〉
×G(r1, r2)G(r3, r4) e−iq·(r2−r1+r4−r3) , (B.8)
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where h1 = h(r1, 0), h2 = h(r2, 0), h3 = h(r3, τ) and h4 = h(r4, τ) represent
the surface height displacement functions.
EVALUATING THE AVERAGE TERM
If the height functions are gaussian random variables the average term can be
evaluated as follows:〈
exp
(
i
4∑
j=1
cjhj
)〉
= exp
(
− 1
2
4∑
j=1
4∑
k=1
cjck〈hjhk〉
)
, (B.9)
where the coefficients cj = (qz,−qz, qz2,−qz2) for j = 1, 2, 3, 4. Relation (B.9)
yields〈
exp
(
i
4∑
j=1
cjhj
)〉
= e−q
2
z[〈h21〉+〈h22〉−2〈h1h2〉]/2 e−q
2
z[〈h23〉+〈h24〉−2〈h3h4〉]/2
×e−q2z [〈h1h3〉−〈h1h4〉−〈h2h3〉+〈h2h4〉] . (B.10)
With the substitutions 〈h(r, 0)h(r′, τ)〉 = C(r− r′, τ) and 〈h(r, τ)h(r, τ)〉 =
σ2, one finds for eq. (B.10)〈
exp
(
i
4∑
j=1
cjhj
)〉
= e−2q
2
zσ
2
eq
2
zC(r2−r1)eq
2
zC(r4−r3)
×e−q2z [C(r1−r3,τ)+C(r2−r4,τ)−C(r1−r4,τ)−C(r2−r3,τ)] .
(B.11)
After expansion up to the second order, one finds〈
exp
(
i
4∑
j=1
cjhj
)〉
= e−2q
2
zσ
2
{
1 +
+q2z
[
C(r2−r1)+C(r4−r3)+C(r2−r3, τ)
+C(r1−r4, τ)−C(r2−r4, τ)−C(r1−r3, τ)
]
+
q4z
2
[
C(r2−r1)+C(r4−r3)+C(r2−r3, τ)
+C(r1−r4, τ)−C(r2−r4, τ)−C(r1−r3, τ)
]2}
.
(B.12)
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Using (B.12) in (B.8) yields
G(q, τ) =
(
ρl re
qz
)4∫∫∫∫
S
d2r1d
2r2d
2r3d
2r4 G(r1, r2)G(r3, r4) e−iq·(r2−r1+r4−r3)
×e−2q2zσ2
{
1 + q2z [C(r2−r1)+C(r4−r3)]
+
q4z
2
[C(r2−r1)+C(r4−r3)]2
+q2z [C(r2−r3, τ)+C(r1−r4, τ)−C(r2−r4, τ)−C(r1−r3, τ)]
+
q4z
2
[
C(r2−r3, τ)+C(r1−r4, τ)−C(r2−r4, τ)−C(r1−r3, τ)
]2
+q4z
[
C(r2−r1)+C(r4−r3)
]
×[C(r2−r3, τ)+C(r1−r4, τ)−C(r2−r4, τ)−C(r1−r3, τ)]}.
(B.13)
The normalized intensity correlation function is finally
g(q, τ) =
〈I(q, 0)I(q, τ)〉
〈I(q, 0)〉2 =
〈I(q, 0)I(q, τ)〉
(I¯S(q) + I¯D(q))2
= 1 +
q2z e
−2q2zσ2
(I¯S(q) + I¯D(q))2
(
ρl re
qz
)4
×
∫∫∫∫
S
d2r1d
2r2d
2r3d
2r4 G(r1, r2)G(r3, r4) e−iq·(r2−r1+r4−r3)
×
{[
1 + q2z(C(r2−r1)+C(r4−r3))
]
×[C(r2−r3, τ)+C(r1−r4, τ)−C(r2−r4, τ)−C(r1−r3, τ)]
+
q2z
2
[
C(r2−r3, τ)+C(r1−r4, τ)−C(r2−r4, τ)−C(r1−r3, τ)
]2}
.
(B.14)
where
I¯S(q) =
(
ρl re
qz
)2
e−q
2
zσ
2
∫∫
S
d2r1d
2r2 G(r′1, r′2) e−iq·(r
′
2−r′1) , (B.15)
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refers to the static specular intensify and
I¯D(q) =
(
ρl re
qz
)2
e−q
2
zσ
2
∫∫
S
d2r1d
2r2 G(r′1, r′2) e−iq·(r
′
2−r′1)
×
[
q2zC(r2 − r1) +
q4z
2
C(r2 − r1)2
]
, (B.16)
represents the static diffuse intensify. Eq. (B.14) is next written as
g(q, τ) = 1 + (T23 + T14 − T24 − T13) + (T21,23 + T21,14 − T21,24 − T21,13)
+(T43,23 + T43,14 − T43,24 − T43,13)
+(T23 + T14 − T24 − T13)2
= 1 + (T23 + T14 − T24 − T13) + (T21,23 + T21,14 − T21,24 − T21,13)
+(T43,23 + T43,14 − T43,24 − T43,13) + (T23,23 + T14,14 + T24,24
+T13,13)− 2(T23,24 + T23,13 + T14,24 + T14,13) + 2(T14,23 + T13,24)
(B.17)
where q
2
z e
−2q2zσ2
(I¯S(q)+I¯D(q))2
(
ρl re
qz
)4
is disregarded in the following. Ti,j defines hetero-
dyne terms depending on C(ri−rj, τ) in eq. (B.14). Similarly Tij,kl defines the
semi-heterodyne terms C(ri−rj)C(rk−rl, τ), as well as the homodyne terms
C(ri− rj, τ)C(rk − rl, τ). Eq. (B.17) can be evaluated term-wise by using the
Fourier representation
C(r − r′, τ) =
∫
d2q C˜(q, τ)eiq·(r−r
′) . (B.18)
The bivariate Gaussian function G(r, r′) can be treated similarly. After a long
but straight forward calculation one finds essentially three terms:
g2(q, τ) = 1 + g
(heterto)
2 (q, τ) + g
(semi−heterto)
2 (q, τ) + g
(homo)
2 (q, τ) , (B.19)
which consist of convolution integrals between the height correlation function
and the bivariate Gaussian resolution functions.
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