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Abstract
A new problem is studied, the concept of exactness of a second order nonlinear ordinary
differential equations is established. A method is constructed to reduce this class into a
first order equations. If the second order equation is not exact we introduce, under certain
conditions, an integrating factor that transform it to an exact one.
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1 Introduction
The concept of exactness for a class of a first order nonlinear differential equations was presented
[5] with a well-defined method of solution. The notion of integrating factor were introduced to
convert differential equation that is not exact into an exact one.
Second order nonlinear differential equations play an important role in Applied Mathematics,
Physics, and Engineering [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. To find the general solution of a nonlinear
second order differential equation is not an easy problem in the general case. In fact, a very
specific class of nonlinear second order differential equations can be solved by using special
transformations. Another approach to study the solution of nonlinear second order differential
equations is the dynamical systems approach. Using this approach a qualitative solution is given
instead of the particular solution of the equation. A class of these equations will be solved in
this paper.
The outline of the paper: we give mathematical formulation for the exactness of a class of
second order nonlinear equations based on transforming them into a first order equations. Also,
we will introduce the idea of integrating factor to convert some differential equations into exact
equations, and we will prove some related results.
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2 Exact Second Order Differential Equations
Consider the following nonlinear second order differential equation
a2(x, y, y
′)y′′ + a1(x, y, y
′)y′ + a0(x, y, y
′) = 0. (2.1)
If a function Ψ(x, y, y′) exists with the properties that
∂Ψ(x, y, y′)
∂x
= a0(x, y, y
′),
∂Ψ(x, y, y′)
∂y
= a1(x, y, y
′), and
∂Ψ(x, y, y′)
∂y′
= a2(x, y, y
′), (2.2)
then we have
∂Ψ(x, y, y′)
∂y′
y′′ +
∂Ψ(x, y, y′)
∂y
y′ +
∂Ψ(x, y, y′)
∂x
= 0.
So, by the chain rule, we get
dΨ(x, y, y′)
dx
= 0.
Hence,
Ψ(x, y, y′) = c
reduces Eq. (2.1) into a first order differential equation.
Definition 2.1. The nonlinear second order differential equation (2.1) is called exact equation
if there exists a function Ψ(x, y, y′) such that (2.2) holds.
Theorem 2.1. Let the functions a2(x, y, y
′), a1(x, y, y
′), a0(x, y, y
′),
∂a2
∂y
,
∂a2
∂x
,
∂a1
∂x
,
∂a1
∂y′
,
∂a0
∂y′
,
and
∂a0
∂y
be continuous functions in a simply connected region R ⊆ R3. Then Eq. (2.1) is exact
if and only if
∂a2
∂y
=
∂a1
∂y′
,
∂a2
∂x
=
∂a0
∂y′
, and
∂a1
∂x
=
∂a0
∂y
. (2.3)
Proof. Assume that (2.3) hold. We are going to construct a function Ψ(x, y, y′) such that
∂Ψ(x, y, y′)
∂x
= a0(x, y, y
′).
Then by integrating this equation with respect to x, we get
Ψ(x, y, y′) =
∫ x
x0
a0(α, y, y
′)dα+Φ(y, y′). (2.4)
Therefore, by differentiating the above equation with respect to y and using the assumption, we
get
∂Φ(y, y′)
∂y
= a1(x0, y, y
′).
Hence,
Φ(y, y′) =
∫ y
y0
a1(x0, β, y
′)dβ + ξ(y′).
To find ξ(y′), we substitute Φ(y, y′) in Eq. (2.4) to get
Ψ(x, y, y′) =
∫ x
x0
a0(α, y, y
′)dα+
∫ y
y0
a1(x0, β, y
′)dβ + ξ(y′).
Differentiate this equation with respect to y′ and again use the assumptions, to get
ξ′(y′) = a2(x0, y0, y
′).
Therefore,
ξ(y′) =
∫ y′
y′
0
a2(x0, y0, γ)dγ.
Hence,
Ψ(x, y, y′) =
∫ x
x0
a0(α, y, y
′)dα+
∫ y
y0
a1(x0, β, y
′)dβ +
∫ y′
y′
0
a2(x0, y0, γ)dγ.
The proof of the other direction is obvious. In fact, it comes from the assumption that a2(x, y, y
′),
a1(x, y, y
′), and a0(x, y, y
′) are continuous with their first partial derivatives.
Remark 2.1. From the above theorem, we conclude that the nonlinear second order differential
equation (2.1) is exact equation if the conditions
∂a2
∂y
=
∂a1
∂y′
,
∂a2
∂x
=
∂a0
∂y′
, and
∂a1
∂x
=
∂a0
∂y
(2.5)
hold.
Example 2.1. (The Plane Hydrodynamic Jet) Consider the second order nonlinear differential
equation
3ǫy′′ + yy′ = 0.
This is exact. By using the result in the above theorem, we have
Ψ(x, y, y′) =
∫ y
0
βdβ + 3ǫ
∫ y′
0
dγ (2.6)
=
y2
2
+ 3ǫy′. (2.7)
Hence, the equation is reduced to Ψ(x, y, y′) = c2, which is equivalent to
3ǫy′ +
y2
2
= c2.
Remark 2.2. Consider the following nonlinear second order differential equation
y′′ + a1(x, y)y
′ + a0(x, y) = 0, (2.8)
where a1(x, y) and a0(x, y) satisfy the condition (2.2). Note that a2(x, y, y
′) = 1, a1(x, y, y
′) =
a1(x, y), and a0(x, y, y
′) = a0(x, y), and so, it is obvious to see that the conditions (2.5) hold.
Therefore, (2.8) is exact.
Example 2.2. The second order nonlinear initial value problem{
y′′ + 12xy3y′ +
(
3y4 − 1
)
= 0
y(0) = 2, y′(0) = 0,
(2.9)
is exact. Therefore, there exists a function Ψ(x, y, y′) which reduces the above equation into a
first order differential equation. By applying the above theorem, we have
Ψ(x, y, y′) =
∫ x
x0
a0(α, y, y
′)dα+
∫ y
y0
a1(x0, β, y
′)dβ +
∫ y′
y′
0
a2(x0, y0, γ)dγ,
and since x0 = 0, y0 = 2, and y
′
0 = 0, we have
Ψ(x, y, y′) =
∫ x
0
a0(α, y, y
′)dα+
∫ y
2
a1(0, β, y
′)dβ +
∫ y′
0
a2(0, 2, γ)dγ,
=
∫ x
0
(3y4 − 1)dα +
∫ y′
0
dγ,
= y′ + (3y4 − 1)x.
Hence, Ψ(x, y, y′) = c reduces Eq. (2.9) to
y′ + (3y4 − 1)x = c.
By applying the initial data, we get c = 0. Hence, Eq. (2.9) is reduced to the following first order
differential equation
y′ + 3xy4 − x = 0.
For which an implicit solution can be obtained by separating the variable.
3 Non-exact Second Order Differential Equations and Integrating
Factors
In this section, we introduce the notion of the integrating factor for the second order differential
equation (2.1). Also, we deduce some conditions for the existence of such integrating factor.
First, we start by the following definition for the integrating factor:
Definition 3.1. An integrating factor of Eq. (2.1) is a non zero function µ(x, y, y′), such that
the equation
µ(x, y, y′)a2(x, y, y
′)y′′ + µ(x, y, y′)a1(x, y, y
′)y′ + µ(x, y, y′)a0(x, y, y
′) = 0 (3.1)
is exact. i.e.,
∂A2
∂y
=
∂A1
∂y′
,
∂A2
∂x
=
∂A0
∂y′
, and
∂A1
∂x
=
∂A0
∂y
, (3.2)
where
A2(x, y, y
′) = µ(x, y, y′)a2(x, y, y
′),
A1(x, y, y
′) = µ(x, y, y′)a1(x, y, y
′),
and
A0(x, y, y
′) = µ(x, y, y′)a0(x, y, y
′).
Theorem 3.1. Assume that Eq. (2.1) is not an exact equation. Then, it has no integrating
factor of one of the forms µ(x, y, y′), µ(x, y), µ(x, y′), or µ(y, y′) if and only if(
∂a0
∂y
−
∂a1
∂x
)
a2 +
(
∂a2
∂x
−
∂a0
∂y′
)
a1 +
(
∂a1
∂y′
−
∂a2
∂y
)
a0 6= 0. (3.3)
Proof. If such an integrating factor exists, then the conditions in Eq. (3.2) should be hold. A
simple calculations shows that the following equations:
a2
∂µ
∂y
+ µ
∂a2
∂y
= a1
∂µ
∂y′
+ µ
∂a1
∂y′
,
a2
∂µ
∂x
+ µ
∂a2
∂x
= a0
∂µ
∂y′
+ µ
∂a0
∂y′
,
and
a1
∂µ
∂x
+ µ
∂a1
∂x
= a0
∂µ
∂y
+ µ
∂a0
∂y
,
must be hold. By solving the above three algebraic equations, simultaneously, we get[(
∂a0
∂y
−
∂a1
∂x
)
a2 +
(
∂a2
∂x
−
∂a0
∂y′
)
a1 +
(
∂a1
∂y′
−
∂a2
∂y
)
a0
]
µ(x, y, z) = 0.
Clearly, if [(
∂a0
∂y
−
∂a1
∂x
)
a2 +
(
∂a2
∂x
−
∂a0
∂y′
)
a1 +
(
∂a1
∂y′
−
∂a2
∂y
)
a0
]
6= 0,
then
µ(x, y, y′) = 0.
Similarly, for Eq. (2.1), we can show that there is no integrating factor of one of the forms
µ(x, y), µ(x, y′), or µ(y, y′) if (3.3) holds. 
Example 3.1. Consider the second order nonlinear equation
xy(2x+ y)y′′ + (x2 + xy)y′ + (3xy + y2) = 0. (3.4)
Theorem 3.1 shows that the above equation has an integrating factor. In fact, the integrating
factor is given by µ(x, y) = 1
xy(2x+y) . This integrating factor transforms Eq. (3.4) into an exact
equation, which can be reduced into a first order differential equation. In fact, it is reduced into
the following equation:
dy
dx
+ ln
(
xy
√
y + 2x
)
= c.
The following result gives necessary conditions for the integrating factor to be a function of
x only.
Remark 3.1. Through out this paper, we use the notation ∂ηf :=
∂f
∂η
.
Lemma 3.1. Assume that Eq. (2.1) is not an exact equation. Then, it has an integrating factor
µ(x) = exp
{∫ x ∂ya0 − ∂xa1
a1
dx
}
= exp
{∫ x ∂y′a0 − ∂xa2
a2
dx
}
if and only if
∂ya0 − ∂xa1
a1
and
∂y′a0 − ∂xa2
a2
depend only on x,
∂ya0 − ∂xa1
a1
=
∂y′a0 − ∂xa2
a2
,
and
∂ya2 = ∂y′a1.
Proof. Assume that Eq. (2.1) has an integrating factor µ(x). Therefore, conditions (3.2) hold.
Hence, we get the following algebraic equations:
µ
∂a2
∂y
= µ
∂a1
∂y′
,
a2µ
′ + µ
∂a2
∂x
= µ
∂a0
∂y′
,
and
a1µ
′ + µ
∂a1
∂x
= µ
∂a0
∂y
.
Using the first equation, we have a non zero integrating factor, if ∂a2
∂y
= ∂a1
∂y′
. The last two
equations implies that
µ′
µ
=
∂a0
∂y′
− ∂a2
∂x
a2
=
∂a0
∂y
− ∂a1
∂x
a1
.
By integrating the above equation with respect to x, we get
µ(x) = exp
{∫ x ∂ya0 − ∂xa1
a1
dx
}
= exp
{∫ x ∂y′a0 − ∂xa2
a2
dx
}
.
Lemma 3.2. The integrating factor of Eq. (2.1) in terms of y is given by
µ(y) = exp
{∫ y ∂y′a1 − ∂ya2
a2
dy
}
= exp
{∫ y ∂xa1 − ∂ya0
a0
dy
}
,
provided that
∂y′a1 − ∂ya2
a2
and
∂xa1 − ∂ya0
a0
depend only on y,
∂y′a1 − ∂ya2
a2
=
∂xa1 − ∂ya0
a0
,
and
∂xa2 = ∂y′a0.
Lemma 3.3. The integrating factor of Eq. (2.1) in terms of y′ is given by
µ(y′) = exp
{∫ y′ ∂ya2 − ∂y′a1
a1
dy′
}
= exp
{∫ y′ ∂xa2 − ∂y′a0
a0
dy′
}
,
provided that
∂ya2 − ∂y′a1
a1
and
∂xa2 − ∂y′a0
a0
depend only on y′,
∂ya2 − ∂y′a1
a1
=
∂xa2 − ∂y′a0
a0
,
and
∂xa1 = ∂ya0.
Example 3.2. Consider the nonlinear second order differential equation
(1 + y2)yy′′ + g(y)y′ + (1 + y2)y = 0,
where g(y) is an arbitrary function in y. This equation is not exact. In fact, it has an integrating
factor µ(y) = 1
y(1+y2)
which transforms this equation into the exact second order differential
equation
y′′ +
g(y)
y(1 + y2)
y′ + 1 = 0.
Since the condition (3.3) can not be held easily. i.e., to have an integrating factor of the
form µ(x, y, y′), we are looking for an integrating factor of the form µ(α(x)β(y)γ(y′)), where
α(x), β(y) and γ(y′) are arbitrary functions in x, y, and y′, respectively. For such an integrating
factor to exist, we have the following theorem:
Theorem 3.2. Assume that Eq. (2.1) is not an exact equation. Then, an integrating factor
µ(α(x)β(y)γ(y′)) of Eq. (2.1) exists and is given by
µ(ξ) = µ(α(x)β(y)γ(y′)) = exp
{∫ ξ ∂y′a1 − ∂ya2
α(x) [β′(y)γ(y′)a2 − β(y)γ′(y′)a1]
dξ
}
= exp
{∫ ξ ∂ya0 − ∂xa1
γ(y′) [α(x)β′(y)a1 − α′(x)β(y)a0]
dξ
}
= exp
{∫ ξ ∂xa2 − ∂y′a0
β(y) [α(x)γ′(y′)a0 − α′(x)γ(y′)a2]
dξ
}
,
if and only if
∂y′a1 − ∂ya2
α(x) [β′(y)γ(y′)a2 − β(y)γ′(y′)a1]
=
∂ya0 − ∂xa1
γ(y′) [α(x)β′(y)a1 − α′(x)β(y)a0]
=
∂xa2 − ∂y′a0
β(y) [α(x)γ′(y′)a0 − α′(x)γ(y′)a2]
,
and they depend on ξ(x, y, y′) := α(x)β(y)γ(y′).
Proof. The proof is a direct consequence of conditions (3.2).
Using the above theorem, and by either assuming γ(y′) = 1, β(y) = 1, or α(x) = 1, we can
deduce that the integrating factors are µ(α(x)β(y)), µ(α(x)γ(y′)) and µ(β(y)γ(y′)), respectively.
The results are listed in the following corollaries:
Corollary 3.1. An integrating factor, µ(α(x)β(y)), of Eq. (2.1) exists and is given by
µ(α(x)β(y)) = exp
{∫ ξ ∂y′a1 − ∂ya2
α(x)β′(y)a2
dξ
}
= exp
{∫ ξ ∂y′a0 − ∂xa2
α′(x)β(y)a2
dξ
}
= exp
{∫ ξ ∂ya0 − ∂xa1
α(x)β′(y)a1 − α′(x)β(y)a0
dξ
}
,
if and only if
∂y′a1 − ∂ya2
α(x)β′(y)a2
=
∂y′a0 − ∂xa2
α′(x)β(y)a2
=
∂ya0 − ∂xa1
α(x)β′(y)a1 − α′(x)β(y)a0
,
and they depend on ξ(x, y) := α(x)β(y)
Corollary 3.2. An integrating factor, µ(α(x)γ(y′)), of Eq. (2.1) exists and is given by
µ(ξ) = µ(α(x)γ(y′))
= exp
{∫ ξ ∂ya2 − ∂y′a1
α(x)γ′(y′)a0
dξ
}
= exp
{∫ ξ ∂xa1 − ∂ya0
α′(x)γ(y′)a1
dξ
}
= exp
{∫ ξ ∂y′a0 − ∂xa2
α′(x)γ(y′)a2 − α(x)γ′(y′)a0
dξ
}
,
provided that
∂ya2 − ∂y′a1
α(x)γ′(y′)a0
=
∂xa1 − ∂ya0
α′(x)γ(y′)a1
=
∂y′a0 − ∂xa2
α′(x)γ(y′)a2 − α(x)γ′(y′)a0
,
and they depend on ξ(x, y′) := α(x)γ(y′).
Corollary 3.3. An integrating factor, µ(β(y)γ(y′)), of Eq. (2.1) exists and is given by
µ(ξ) = µ(β(y)γ(y′))
= exp
{∫ ξ ∂ya0 − ∂xa1
β′(y)γ(y′)a1
dξ
}
= exp
{∫ ξ ∂xa2 − ∂y′a0
β(y)γ′(y′)a0
dξ
}
= exp
{∫ ξ ∂y′a1 − ∂ya2
β′(y)γ(y′)a2 − β(y)γ′(y′)a1
dξ
}
,
provided that
∂ya0 − ∂xa1
α′(y)β(y′)a1
=
∂xa2 − ∂y′a0
α(y)β′(y′)a0
=
∂y′a1 − ∂ya2
α′(y)β(y′)a2 − α(y)β′(y′)a1
,
and they depend on ξ(y, y′) := β(y)γ(y′).
4 Conclusions and Remarks
In this paper, we imposed conditions on the equation
a2(x, y, y
′)y′′ + a1(x, y, y
′)y′ + a0(x, y, y
′) = 0,
so that it is exact. In addition, we introduced an integrating factor in case where the equation
is not an exact differential equation. Moreover, we presented some examples showing that this
method is powerful in solving a class of second order nonlinear differential equations. For further
studies, it is reasonable to improve this definition and this technique to a more complicated
class of differential equations. For example, if we consider the general form of the second order
nonlinear differential equation f(x, y, y′, y′′) = 0. Also, it is reasonable to improve this method
to work for higher order nonlinear differential equations.
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