The standard model for direct reciprocity is the repeated Prisoner's Dilemma, where in each round players choose between cooperation and defection. Here we extend the standard framework to include costly punishment. Now players have a choice between cooperation, defection and costly punishment. We study the set of all reactive strategies, where the behavior depends on what the other player has done in the previous round. We find all cooperative strategies that are Nash equilibria. If the cost of cooperation is greater than the cost of punishment, then the only cooperative Nash equilibrium is generous-tit-for-tat (GTFT), which does not use costly punishment. If the cost of cooperation is less than the cost of punishment, then there are infinitely many cooperative Nash equilibria and the response to defection can include costly punishment. We also perform computer simulations of evolutionary dynamics in populations of finite size. These simulations show that in the context of direct reciprocity, (i) natural selection prefers generous tit-for-tat over strategies that use costly punishment, and (ii) that costly punishment does not promote the evolution of cooperation. We find quantitative agreement between our simulation results and data from experimental observations.
Introduction
Two key mechanisms for the evolution of any cooperative (or 'pro-social' or 'other-regarding') behavior in humans are direct and indirect reciprocity. Direct reciprocity means there are repeated encounters between the same two individuals, and my behavior towards you depends on what you have done to me. Indirect reciprocity means there are repeated encounters in a group of individuals, and my behavior towards you also depends on what you have done to others. Our social instincts are shaped by situations of direct and indirect reciprocity. All of our interactions have possible consequences for the future. Either I might meet the same person again or others might find out what I have done and adjust their behavior towards me. Direct reciprocity has been studied by many authors (Trivers, 1971; Axelrod and Hamilton, 1981; Axelrod, 1984; Selten and Hammerstein, 1984; Nowak and Sigmund, 1989 , 1992 , 1993 Kraines and Kraines, 1989; Fudenberg and Maskin, 1990; Imhof et al., 2005 Imhof et al., , 2007 . For indirect reciprocity, see (Sugden, 1986; Alexander, 1987; Kandori, 1992; Sigmund, 1998, 2005; Lotem et al., 1999; Iwasa, 2004, 2005; Panchanathan and Boyd, 2005; Brandt and Sigmund, 2006; Pacheco et al., 2006a) .
Much of human history was spent in small groups, where people knew each other. In such a setting direct and indirect reciprocity must occur. Therefore, even if we think of group selection as a mechanism for the evolution of cooperation among humans (Wynne-Edwards, 1962; Wilson, 1975; Boyd and Richerson, 1990; Wilson and Sober, 1994; Bowles, 2001; Nowak, 2006; this could only occur in combination with direct and indirect reciprocity. Reciprocity is an unavoidable consequence of small group size, given the cognitive abilities of humans. Yamagishi (1986 Yamagishi ( , 1988 introduced experimental studies of costly punishment among humans. Axelrod (1986) suggested that costly punishment can stabilize social norms. Gä chter (2000, 2002) suggested that costly punishment is an alternative mechanism for the evolution of human cooperation that can work independently of direct or indirect reciprocity. While it is interesting to study the effect of costly punishment on human (or animal) behavior (Ostrom et al., 1994; Clutton-Brock and Parker, 1995; Burnham and Johnson, 2005; Gü rerk et al., 2006; Rockenbach and Milinski, 2006; Dreber et al., 2008; Herrmann et al., 2008; Sigmund, 2008) , it is not possible to consider costly punishment as an independent mechanism. If I punish you because you have defected with me, then I use direct reciprocity.
If I punish you because you have defected with others, then indirect reciprocity is at work. Therefore most models of costly punishment that have been studied so far (Boyd and Richerson, 1992; Sigmund et al., 2001; Boyd et al., 2003; Brandt et al., 2003; Fowler, 2005; Nakamaru and Iwasa, 2006; Hauert et al., 2007) tacitly use direct or indirect reciprocity.
Costly punishment is sometimes called 'altruistic punishment', because some people use it in the second and last round of a game where they cannot directly benefit from this action in the context of the experiment (Fehr and Gä chter, 2002; Boyd et al., 2003) . We find the term 'altruistic punishment' misleading, because typically the motives of the punishers are not 'altruistic' and the strategic instincts of people are mostly formed by situations of repeated games, where they could benefit from their action. It is more likely that punishers are motivated by internal anger (Kahneman et al., 1998; Carlsmith et al., 2002; Sanfey et al., 2003) rather than by the noble incentive to do what is best for the community. Thus, 'costly punishment' is a more precise term than 'altruistic punishment'. Costly punishment makes no assumptions about the motive behind the action.
Since costly punishment is a form of direct or indirect reciprocity, the suggestion that costly punishment might promote human cooperation must be studied in the framework of direct or indirect reciprocity. Here we attempt to do this for direct reciprocity.
One form of direct reciprocity is described by the repeated Prisoner's Dilemma. In each round of the game, two players can choose between cooperation, C, and defection, D. The payoff matrix is given by
The game is a Prisoner's Dilemma if a 1 4a 2 4a 3 4a 4 . We can also say that cooperation means paying a cost, c, for the other person to receive a benefit b. Defection means either 'doing nothing' or gaining payoff d at the cost e for the other person. In this formulation, the payoff matrix is given by
We have b4c40 and d; eX0. This payoff matrix is a subset of all possible Prisoner's Dilemmas. Not every Prisoner's Dilemma can be written in this form, only those that have the property of 'equal gains from switching', a 1 À a 2 ¼ a 3 À a 4 (Nowak and Sigmund, 1990) . Including costly punishment means that we have to consider a third strategy, P, which has a cost a for the actor and a cost b for the recipient. The 3 Â 3 payoff matrix is of the form
Note that the idea of 'punishment' is not new in the world of the Prisoner's Dilemma. The classical 'punishment' for defection is defection. Tit-for-tat punishes defection with defection. The new proposal, however, is that there is another form of punishment which is costly for the punisher. Two questions then present themselves. Is it advantageous to use costly punishment, P, instead of defection, D, in response to a co-player's defection? And furthermore, does costly punishment allow cooperation to succeed in situations where tit-for-tat does not? We will explore these questions in the present paper.
Section 2 contains an analysis of Nash equilibria among reactive strategies. Section 3 presents the results of computer simulations. Section 4 compares our theoretical findings with experimental data. Section 5 concludes.
Nash-equilibrium analysis
We are interested in Nash equilibria of the repeated game given by the payoff matrix (3). We assume b; c; a; b40 and d; eX0 throughout the paper. We refer to one game interaction as a 'round'. With probability w ð0owo1Þ, the game continues for another round. With probability 1 À w, the game terminates. The number of rounds follows a geometrical distribution with mean 1=ð1 À wÞ. The parameter w can also be interpreted as discounting future payoffs.
A 'strategy' of a player is a behavioral rule that prescribes an action in each round. We assume that each player has a probabilistic strategy as follows. In the first round, a player chooses an action (either C, D, or P) with probability p 0 , q 0 and r 0 , respectively. From the second round on, a player chooses an action depending on the opponent's action in the previous round. The probability that a player chooses C, D, or P, is given by p i , q i , and r i , for each possible previous action (i ¼ 1; 2; 3 for C; D; P) of the opponent. Thus a strategy is described by 12 values as
Since p i ; q i ; r i are probabilities, our strategy space is
This is the product of four simplexes, S 3 . Note that we are considering the set of reactive strategies (Nowak, 1990) : a player's move only depends on the co-player's move in the previous round. This strategy space includes not only reciprocal strategies, but also non-reciprocal unconditional strategies (p i ¼ p, q i ¼ q; r i ¼ r), and paradoxical ones that cooperate less with cooperators than with defectors or punishers (Herrmann et al., 2008) . For example, the strategy 'always defect' (ALLD) is given by
Its action does not depend on the opponent's behavior. We introduce errors in execution. It is well-known that errors play an important role in the analysis of repeated games (Molander, 1985; May, 1987; Nowak and Sigmund, 1989 , 1992 , 1993 Fudenberg and Maskin, 1990; Fudenberg and Tirole, 1991; Lindgren, 1991; Lindgren and Nordahl, 1994; Boerlijst et al., 1997; Wahl and Nowak, 1999a, b) . In our model, a player fails to execute his intended action with probability 2. When this occurs, he does one of the other two unintended actions randomly, each with probability . We assume 0oo 1 3 .
We will now calculate all Nash equilibria of the repeated game. Let uðs 1 ; s 2 Þ represent the expected total payoff of an s 1 -strategist against an s 2 -strategist. Strategy s is a Nash equilibrium of the repeated game if the following inequality holds for any s 0 2 S 4 3 :
uðs; sÞXuðs 0 ; sÞ.
This condition implies that no strategy s 0 can do better than strategy s against s. In Appendix A, we show a complete list of Nash equilibria.
Since we are interested in the evolution of cooperation, we will restrict our attention to 'cooperative' Nash equilibria. We define
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a Nash-equilibrium strategy, s, as cooperative if and only if two sstrategists always cooperate in the absence of errors (i.e. ! 0).
It is easy to show that the criterion above means that we search for Nash equilibria of the form 
According to the results in Appendix A, there are three types of cooperative Nash equilibria as follows.
2.1. Cooperative Nash equilibria 2.1.1. Cooperative Nash equilibria without defection Let w 0 ¼ wð1 À 3Þ. If
then there exist cooperative Nash equilibria where defection is never used. These strategies are of the form s ¼
Initial move
Response to C
Response to D
Response to P 1 0 0
The probabilities r 2 and r 3 must satisfy
and
2.1.2. Cooperative Nash equilibria without punishment If
then there exist cooperative Nash equilibria where punishment is never used. These strategies are of the form s ¼
Initial move
Response to D
The probabilities q 2 and q 3 must satisfy
Note that while q 2 must be a specific value, q 3 must only be greater than a certain threshold. 
The probabilities p i ; q i , and r i ði ¼ 2; 3Þ must satisfy
2.1.4. Does punishment promote cooperation?
We can now ask if costly punishment allows cooperation to succeed when classical direct reciprocity alone does not. From Eqs. (8), (12), (16), we see that if the conditions
and apc
hold, there exist cooperative Nash equilibria that use punishment, but none that use only cooperation and defection. Therefore costly punishment can create cooperative Nash equilibria in parameter regions where there would have been none with only tit-for-tat style strategies.
In a classical setting where d ¼ e ¼ 0 and ! 0, there exist Nash equilibria that use only cooperation and defection if wXc=b.
However, the condition is loosened to wXc=ðb þ bÞ by introducing costly punishment if apc. In this case, costly punishment can allow cooperative Nash equilibria even when cooperation is not beneficial (boc). When a4c, on the other hand, there are no such cooperative Nash equilibria and punishment does not promote cooperation.
Equilibrium selection and the best cooperative Nash equilibrium
We will now characterize the strategy that has the highest payoff against itself and is a cooperative Nash equilibrium.
Punishment is cheaper than cooperation: apc
For apc, there is at least one cooperative Nash equilibrium if
We now ask at which cooperative Nash equilibrium is the payoff, uðs; sÞ, maximized, given that Eq. (25) is satisfied. Since each cooperative Nash equilibrium achieves mutual cooperation in the absence of errors, the payoff uðs; sÞ is always of the form Here OðÞ represents a term of order of or higher. We now compare the magnitude of this error term among our cooperative Nash equilibria. Our calculation shows that all strategies given by Eqs. (17)- (19) are co-maximizers of the payoff. The maximum payoff is given by
Figs. 1A and B are graphical representations of these 'best'
cooperative Nash equilibria. Therefore, if apc holds, then both defection and punishment can be used as a response to noncooperative behavior.
Punishment is more expensive than cooperation: a4c
If a4c, then punishment-free strategies are the only candidates for cooperative Nash equilibria. The condition under which there is at least one cooperative Nash equilibrium is
When Eq. (25) is satisfied, we obtain cooperative Nash equilibria in the form of Eqs. (12) and (13). Calculation shows that the payoff, uðs; sÞ, is maximized for s ¼
Initial move
Response to D
where
It is noteworthy that the strategy (26) corresponds to 'generous tit-for-tat' (Nowak, 1990; Nowak and Sigmund, 1992) . Fig. 1C shows this 'best' cooperative Nash equilibrium. The maximum payoff is given by
Therefore, if a4c holds, then the 'best' strategy is to defect against a defector with probability (27) and to always cooperate otherwise. Using punishment either reduces the payoff or destabilizes this strategy. Tables 1 and 2 summarize our search for the best cooperative Nash equilibria. Fig. 1 . The best (highest payoff) cooperative Nash equilibria can use costly punishment only if punishment is not more expensive than cooperation, apc. The strategy space of our model, S 4 3 is shown. From left to right, each simplex represents the initial action, reaction to cooperation, reaction to defection and reaction to punishment, respectively. Each corner (labeled C, D, P) represents a pure reaction. A point in the simplex represents a probabilistic reaction. (A) The best cooperative Nash equilibria when punishment is cheaper than cooperation can use punishment in response to defection and/or punishment. Any pair of points from the line in the D-simplex and the line in the P-simplex is a payoff maximizing cooperative Nash equilibrium. (B) The best cooperative Nash equilibria when punishment is equal in cost to cooperation can use punishment in response to defection, but always cooperates in response to punishment. (C) The best cooperative Nash equilibrium when punishment is more expensive than cooperation is generous tit-for-tat. Only defection and cooperation are used in reaction to defection. Punishment is never used.
Summary of equilibrium selection
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Individual based simulations
Our analysis in the previous section indicates that there are infinitely many Nash equilibria in this system, some of which are cooperative, and some of which may or may not use costly punishment. We would like to know which strategies are selected by evolutionary dynamics in finite populations. In order to do this, we turn to computer simulations.
Simulation methods
We consider a well-mixed population of fixed size, N. Again we consider the set of all 'reactive strategies'. For mathematical simplicity, we begin by assuming that games are infinitely repeated, w ¼ 1. We later investigate the case wo1. We only examine stochastic strategies, where 0op i ; q i ; r i o1 for all i. Therefore, it is not necessary to specify the probabilities p 0 ; q 0 ; and r 0 for the initial move if w ¼ 1. For wo1, we will assume that a strategy's initial move is the same as its response to cooperation,
A game between two players s 1 and s 2 can be described by a Markov process. For w ¼ 1, the average payoff per round, uðs 1 ; s 2 Þ, is calculated from the stationary distribution of actions (Nowak and Sigmund, 1990) . For wo1, the total payoff is approximated by truncating the series after the first 50 terms.
In our simulations, each player s i plays a repeated Prisoner's Dilemma with punishment against all other players. The average payoff of player s i is given by
We randomly sample two distinct players s ðTÞ (Teacher) and s ðLÞ (Learner) from the population, and calculate the average payoffs for each. The learner then switches to the teacher's strategy with probability (Pacheco et al., 2006b; Traulsen et al., , 2007 . The parameter t40 in (30) is called the 'temperature of selection'. It is a measure of the intensity of selection. For very large t we have weak selection (Nowak et al., 2004) .
In learning, we introduce a chance of 'mutation' (or 'exploration'). When the learner switches his strategy, then with probability m he adopts a completely new strategy. In this case, the probabilities p i , q i , and r i for each i are randomly generated using a U-shaped probability density distribution as in Nowak and Initial move C C
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Response to C C C
Response to D C or D or P C or D Any (p 2 ; q 2 ; r 2 ) that satisfies
Response to P C or D or P C Any (p 3 ; q 3 ; r 3 ) that satisfies
Such strategies are optimal in that each receives the highest payoff against itself. If apc, optimal cooperative Nash equilibria exist which use costly punishment in response to defection and/or punishment. If a4c, the unique optimal cooperative Nash equilibrium is generous tit-for-tat, which never uses costly punishment. It is interesting that as punishment becomes more expensive, the optimal response to an opponent's punishment becomes more generous. If aXc, punishment use is always responded to with full cooperation.
Table 2
The best (highest payoff) cooperative Nash equilibria derived in Section 2.2 when ! 0 and
Punishment is less costly than cooperation, apc
Punishment is more costly than cooperation, a4c
Initial move
Again, costly punishment is only used if apc, and otherwise the optimal strategy is generous tit-for-tat. You can also see that if apc, strategies which respond to D using only C and P (q 2 ¼ 0) are more forgiving than strategies which respond to D using only C and D (r 2 ¼ 0). Sigmund (1992 Sigmund ( , 1993 Our analysis in Section 2 found that for certain parameter values cooperative Nash equilibria exist, and that the best cooperative Nash equilibria may use punishment only if apc. If a4c, punishment is never used and the response to (an occasional) P is C. We now examine whether similar results are found in our finite population simulations. We use the payoff These simulation results are consistent with the Nash equilibrium analysis. The high level of cooperation observed in the simulations agrees with the presence of cooperative Nash equilibria for the chosen payoff values. The a4c simulation contained more C, less D, and less P than the aoc simulation. This also agrees with the Nash equilibrium analysis. If a4c, the Nash equilibrium response to punishment is full cooperation, and ARTICLE IN PRESS analysis, there is a high level of cooperation in both cases, and the a4c simulation contains slightly more C, less D, and less P than the aoc simulation. , and average payoff (C). The most time is spent in strategies near tit-for-tat (p 1 % 1; q 2 % 1; r 2 % 0). Sometimes a cooperative strategy using punishment arises (p 1 % 1; q 2 or 2 ), or cooperation breaks down and a strategy near ALLD (p 1 % 0; q 2 % 1; r 2 % 0) becomes most common. Average payoff for tit-for-tat strategies is approximately equal to that of cooperative strategies that use punishment. This is a result of there being very little defection to respond to in both cases. Thus, here the response to defection does not greatly effect average payoffs of cooperative strategies.
punishment is never used in response to defection. Therefore, you would expect to find more C, less D, and less P if a4c than if aoc.
The magnitude of these differences in move frequencies is small, which is also in agreement with the Nash equilibrium analysis: most of the time is spent in mutual cooperation, which is unaffected by the cost of punishment. The time average strategies for both simulations are shown in Fig. 4 . In Fig. 4A , we see little difference in the response to cooperation between a values. Cooperation is the overwhelming response to cooperation (a ¼ 0:1 : p 1 ¼ 0:83; a ¼ 10 :
This is consistent with the Nash equilibrium analysis for both values of a. The background level of P in response to C that exists when aoc decreases when a4c (a ¼ 0:1 : r 1 ¼ 0:06; a ¼ 10 : r 1 ¼ 0:02). It is intuitive that such illogical punishment is less favorable when punishment is very costly.
In Fig. 4B , we see some differences between the two simulations in their response to defection. When aoc, D is most often responded to with D (a ¼ 0:1 : q 2 ¼ 0:63), but D is also sometimes responded to with P (a ¼ 0:1 : r 2 ¼ 0:24). When a4c,
D is responded to with P much less often (a ¼ 10 : r 2 ¼ 0:04), and D in response to D is much more common (a ¼ 10 : q 2 ¼ 0:85).
The lack of P in response to D when a4c is consistent with the Nash equilibrium analysis. The significant preference for D over P when aoc, however, is somewhat surprising. The Nash equilibrium results suggest that D and P can both be used when aoc, and so we would not expect that q 2 is necessarily much greater than r 2 . Additionally, we see much less forgiveness (C in response to D) in both simulations than predicted by the Nash equilibrium analysis (a ¼ 0:1 : p 2 ¼ 0:13; a ¼ 10 : p 2 ¼ 0:11). Presumably this is a consequence of increased randomness in small (finite) populations. A very small increase in generosity, p 2 , destabilizes GTFT by allowing the invasion of ALLD. Thus in finite populations, stable cooperative strategies must stay far from the GTFT generosity threshold, and therefore forgive defection less often than GTFT.
In Fig. 4C , we see major differences between the two simulations in their response to punishment. In both simulations, the most frequent response to P is D (a ¼ 0:1 : q 3 ¼ 0:52; a ¼ 10 : q 3 ¼ 0:61). However, the use of C and P are starkly different depending on the value of a. When aoc, C is much less common than P (a ¼ 0:1 : p 3 ¼ 0:18; r 3 ¼ 0:30). When a4c, the opposite is true: C is common (a ¼ 10 : p 3 ¼ 0:32) whilst P is rare (a ¼ 10 : r 3 ¼ 0:06). This preference for C in response to P instead of P in response to P when a4c is consistent with the Nash equilibrium analysis. The mix of D and P in response to P when aoc is also consistent with the Nash equilibrium analysis. Again, however, we see less forgiveness in both simulations than predicted by the Nash equilibrium analysis.
In summary, we find agreement between the Nash equilibrium analysis and the computer simulations on the high level of mutual cooperation regardless of the value of a, and the low level of punishment when a4c. However, the computer simulations find that even when aoc, the response to defection is much more likely to be defection than punishment. This suggests that of the infinitely many possible cooperative Nash equilibria, those that use tit-for-tat style defection in response to defection are favored by evolutionary dynamics in finite populations over those that use costly punishment in response to defection.
Does punishment promote the evolution of cooperation?
Our analysis in Section 2 found that if Eqs. (20) and (21) are satisfied, then costly punishment allows for cooperative Nash equilibria even if none would exist using only cooperation and defection. We now ask what strategies are selected in our finite population simulations as cooperation becomes less beneficial. regardless of the value of a, and the low level of punishment when a4c. However, the computer simulations find that even when aoc, the response to noncooperation is much more likely to be defection than punishment. This suggests that of the infinitely many possible cooperative Nash equilibria, those that use titfor-tat style defection in response to defection are favored by evolution over those that use costly punishment in response to defection.
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As shown in Fig. 5 , cooperation is the prevailing outcome when b41, whereas cooperation is rare ðo5%Þ when bp1. In the case that b41, cooperative Nash equilibria exist regardless of whether costly punishment is used. Thus it is not surprising to find a high level of cooperation in this parameter region. However, our Nash equilibrium analysis suggests that costly punishment could stabilize cooperation if bo1. This does not seem to be the case in the finite population simulations. Contrary to the predictions of the Nash equilibrium analysis, costly punishment does not allow cooperation to evolve unless direct reciprocity alone would also be sufficient. Thus, in the context of direct reciprocity, punishment does not promote the evolution of cooperation.
Robustness to parameter variation
Our simulations suggest that for both aoc and a4c, costly punishment is used less often than defection as a response to defection. Now we test how robust this finding is to variation in the payoff and simulation parameters. We choose the following baseline parameter values: (for a total of 2 Â 10 7 generations). The value of all strategy parameters p i ; q r ; r i for each player are time averaged over the entire simulation time. As we are interested in the response to defection of essentially cooperative strategies (i.e. strategies that usually cooperate when playing against themselves), we only examine players with p 1 40:75. Among these cooperative players, we then examine the time average probabilities to defect in response to defection, q 2 , and to punish in response to defection, r 2 . Fig. 6 shows the results of varying payoffs b; a; d; and b, as well as simulation parameters t; m, and w on the time average values of q 2 and r 2 among cooperative players.
In Fig. 6A , we see that increasing b decreases defection use relative to punishment use. As punishment becomes more costly for the player who is punished, it becomes more effective to use P. Yet even with a 25 : 1 punishment technology, we find that q 2 4r 2 .
In Fig. 6B , we see that increasing d (and e, as we assume that d ¼ e) increases defection use relative to punishment use. As defection becomes more effective, it makes even less sense to punish. For d44, defection is more damaging to the recipient than punishment, while at the same time it is not costly to use to defect. Therefore, the probability to use defection in response to defection q 2 approaches 1. On the other extreme, even when defection is passive, d ¼ e ¼ 0, it is still true that q 2 4r 2 .
In Fig. 6C , we see that increasing a increases defection use relative to punishment use. As punishment gets more expensive for the punisher, it becomes less effective to punish. Yet even if a ¼ 0, defection is still used more than punishment.
In Fig. 6D , we see that increasing b increases punishment use relative to defection. However, the probability to punish in response to defection r 2 never rises above 1 3 . As b increases, cooperation becomes increasingly prevalent and so there is less defection to respond to. When b ¼ 2, we find that 28% of moves are D, as opposed to 4% D when b ¼ 25. This reduces the selection pressure on players' response to defection, and both q 2 and r 2 approach chance, 1 3 . This has the effect of decreasing q 2 and increasing r 2 , but still it is always true that q 2 4r 2 .
In Fig. 6E , we see that increasing the temperature of selection t reduces selection intensity, and all move probabilities approach However, for all values of t, it is never true that q 2 or 2 .
Punishment is never favored over defection as a response to an opponent's defection.
In Fig. 6F , we see a similar pattern for increasing the mutation rate m. As m approaches 1, mutation dominates selection and all move probabilities approach 1 3 . But for all values mo1, it is true that q 2 4r 2 . Again, an opponent's D is always more often responded to with defection than with punishment.
In Fig. 6G , we relax the assumption that games are infinitely repeated. To make direct comparisons between w ¼ 1 and wo1 simulations possible, t is increased by a factor of 1=ð1 À wÞ when wo1. This compensates for w ¼ 1 payoffs reflecting average payoff per round, whereas wo1 payoffs reflect total payoff. We see that for values wo1, it is still true that q 2 4r 2 . Thus the observation that defection is favored over punishment as a response to the opponent's defection applies to finite as well as infinitely repeated games.
The most striking aspect of Fig. 6 is that in all cases, q 2 4r 2 holds. The evolutionary preference for 'D in response to D' over 'P in response to D' is stable against variation in all parameter values. Hence we conclude that for reasonable parameter values, defection is always used more often than costly punishment as a response to defection. Evolution in finite populations disfavors strategies that use costly punishment in repeated games.
Comparison with experimental results
Many behavioral experiments have investigated the effect of costly punishment on human cooperation (Yamagishi, 1986; Ostrom et al., 1992; Gä chter, 2000, 2002; Page et al., 2005; Bochet et al., 2006; Gü rerk et al., 2006; Rockenbach and Milinski, 2006; Denant-Boemont et al., 2007; Dreber et al., 2008; Herrmann et al., 2008) . We would like to compare our model predictions with the observed behavior in such experiments. However, the experimental setup used in most previous punishment studies differs from the situation described in this paper. The option to punish is offered as a separate stage following the decision to cooperate or defect. Only the design used by Dreber et al. (2008) is directly comparable with our model. Subjects generations. Cooperation is high when b41, and very low (o5%) when bp1. This is the same pattern as would be seen in finite population simulations of classical direct reciprocity. Cooperation only succeeds where it would have in classical direct reciprocity. So we see that contrary the Nash equilibrium analysis, costly punishment does not promote the evolution of cooperation in the framework of direct reciprocity.
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played a repeated 3-option Prisoner's Dilemma, with payoff structure as in Eq. (3). The payoff values
a ¼ 1, and b ¼ 4 were used, and interactions had a continuation probability of w ¼ 0:75. Given the similarity between this experimental setup and the analysis presented here, we focus on the data from this experiment and make comparisons with predictions from (i) the Nash-equilibrium analysis and (ii) individual based simulations. 
as the best cooperative strategy in the limit of w ! 1 and ! 0 (see Fig. 1B ). Against a defector, this strategy uses defection with probability 0.5 and no punishment, or uses punishment with probability 0.286 and no defection, or a linear combination of these values. Therefore, the possibility of using costly punishment is consistent with a cooperative Nash equilibrium. However, the experimental data suggest that the use of costly punishment is disadvantageous. More specifically, Dreber et al. (2008) found a strong negative correlation between total payoff and the probability to use P in response to an opponent's D. In this experimental situation, winners use a tit-for-tat like strategy while losers use costly punishment. Hence, Nash equilibrium analysis does not provide a good explanation of the observed experimental data.
Computer simulations
Consistent with the idea that humans evolved in settings where future encounters were likely, we find quantitative agreement between the experimental data and finite population simulations using w ¼ 1 (Fig. 7) . The optimal value of t ¼ 0:8 was determined by minimizing the sum of squared differences between model predictions and observed data. As shown in Fig. 7 , this fit is robust to variation in the mutation rate m.
In both the computer simulations and the Nash equilibrium analysis, defection is used much more often than punishment after the opponent defects or punishes. We also see a similar use of cooperation: cooperation is reciprocated, but unlike in the Nash equilibrium analysis, the computer simulations find that it is uncommon to cooperate after the opponent has defected or punished. The agreement between computer simulations and experimental data demonstrates the power of finite population size analysis (Nowak et al., 2004; Imhof and Nowak, 2006) for characterizing human behavior, as does the robustness of the fit to variation in the mutation rate m. With this method, ad hoc assumptions about other-regarding preferences are not needed to recover human behavior in the repeated Prisoner's Dilemma with costly punishment.
Discussion
It is important to study the effect of punishment on human behavior. Costly punishment is always a form of direct or indirect reciprocity. If I punish you because you have defected with me, then it is direct reciprocity. If I punish you because you have defected with others, then it is indirect reciprocity. Therefore, the precise approach for the study of costly punishment is to extend cooperation games from two possible moves, C and D, to three possible moves, C, D, and P and then study the consequences. In order to understand whether costly punishment can really promote cooperation, we must examine the interaction between costly punishment and direct or indirect reciprocity.
There are two essential questions to ask about such extended cooperation games. Should costly punishment be the response to a co-player's defection, instead of defection for defection as in ARTICLE IN PRESS classical direct reciprocity? And does the addition of costly punishment allow cooperation to succeed in situations where direct or indirect reciprocity without costly punishment do not? Here we have explored these questions for the set of reactive strategies in the framework of direct reciprocity.
We have calculated all Nash equilibria among these reactive strategies. A subset of those Nash equilibria are cooperative, which means that these strategies would always cooperate with each other in the absence of errors. We find that if the cost of cooperation, c, is less than the cost of punishment, a, then the only cooperative Nash equilibrium is generous-tit-for-tat, which does not use costly punishment. However if the cost of cooperation, c, is greater than the cost of punishment, a, then there are infinitely many cooperative Nash equilibria and the response to a coplayer's defection can be a mixture of C, D and P. We also find that the option for costly punishment allows such cooperative Nash equilibria to exist in parameter regions where there would have been no cooperation in classical direct reciprocity (including the case where the cost of cooperation, c, is greater than the benefit of cooperation, b, making cooperation unprofitable). Therefore if aoc, it is possible for a cooperative Nash equilibrium to use costly punishment.
We have also performed computer simulations to study how evolutionary dynamics in finite sized population choose among all strategies in our strategy space. We find that for all parameter choices that we have investigated, costly punishment, P, is used less often than defection, D, in response to a co-player's defection. In these simulations, we also find that costly punishment fails to stabilize cooperation when cost of cooperation, c, is greater than the benefit of cooperation, b. Therefore, in the context of repeated interactions (1) natural selection opposes the use of costly punishment, and (2) costly punishment does not promote the evolution of cooperation. Winning strategies tend to stick with generous-tit-for-tat and ignore costly punishment, even if the cost of punishment, a, is less than the cost of cooperation, c.
The results of our computer simulations are in quantitative agreement with data from an experimental study (Dreber et al., 2008) . In this game, people behave as predicted from the calculations of evolutionary dynamics, as opposed to the Nash equilibrium analysis. This agreement supports the validity of the idea that analysis of evolutionary dynamics in populations of finite size helps to understand human behavior.
Perhaps the existence of cooperative Nash equilibria that use costly punishment lies behind some people's intuition about costly punishment promoting cooperation. But our evolutionary simulations indicate that these strategies are not selected in repeated games.
In summary, we conclude that in the framework of direct reciprocity, selection does not favor strategies that use costly punishment, and costly punishment does not promote the evolution of cooperation.
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Appendix A
In this appendix we will analytically derive all Nash equilibria of the repeated game.
We notice that saying strategy s is a Nash equilibrium is equivalent to saying that s is a best response to s. In other words, s is a Nash equilibrium if it is a strategy that maximizes the payoff function uðÁ; sÞ.
(A.1) For each strategy s, we ask what strategy s Ã is the best response to s. If s Ã happens to be the same as s, then s is a Nash equilibrium. For that purpose, we shall use a technique in dynamic optimization (Bellman, 1957) . Let us define the 'value' of cooperation, defection, and punishment when the opponent uses strategy s. The value of each action is defined as the sum of its immediate effect and its future effect. For example, if you cooperate with an s-opponent, you immediately lose the cost of cooperation payoff, c. In the next round (which exists with probability w), however, the s-opponent reacts to your cooperation with cooperation, defection, or punishment, with probabilities p 1 ; q 1 and r 1 , respectively. Because we consider reactive strategies, your cooperation in round t has no effects on your payoff in round t þ 2 or later. Thus the value of cooperation, v C , is given by
in the absence of errors. When the effect of errors is incorporated, the value of each action is given by
Given Eq. (A.3), the best response to strategy s is surprisingly simple: it is 'always take the action whose value is the largest'. If there is more than one best action, then any combination of such best actions is a best responses. Depending on the relative magnitudes of v C ; v D and v P , we obtain seven different cases. 
(A.5) (note that we will neglect the common term wðb À e À bÞ in v's in the following). We see that v C can never be the largest of the three. Contradiction. Therefore, there are no Nash equilibria in this case.
The best response to s is 'always defect'; 
Hence v D is always the largest, which is consistent with our previous assumption. Therefore, Eq. (A.6) is always a Nash-equilibrium strategy.
The best response to s is 'always punish'; 
(A.14)
The strategies described by Eq. (A.13) are Nash equilibria if the condition v P ¼ v C 4v D holds, which is equivalent to c þ dowð1 À 3Þðb þ bÞðr 2 À r 1 Þ, c À a ¼ wð1 À 3Þðb þ bÞðr 3 À r 1 Þ. Let us assume that s Ã ¼ s holds. For the three values of action, Eq. (A.3), to be the same, we need À c þ wð1 À 3Þðbp 1 À eq 1 À br 1 Þ ¼ þd þ wð1 À 3Þðbp 2 À eq 2 À br 2 Þ ¼ Àa þ wð1 À 3Þðbp 3 À eq 3 À br 3 Þ. 
Appendix B
B.1. Mutation kernel
When a learner switches strategies, with probability m he experiments with a new strategy as opposed to adopting the strategy of the teacher. In this case, the probabilities p i , q i , and r i for each i (i ¼ 1; 2; 3 for C; D; P) are randomly assigned as follows. Two random numbers X 1 and X 2 are drawn from a U-shaped beta distribution described by the probability density function The simulations presented here use g ¼ 0:1. Varying g affects the total level of cooperation (p 1 ), but it is still the case that q 2 4r 2 . Without loss of generality, let X 1 oX 2 . Three random numbers between 0 and 1, X 0 1 ; X 0 2 , and X 0 3 are then generated using X 1 and X 2 : . This order randomization is necessary to preserve p i þ q i þ r i ¼ 1 while still maintaining the same probability distribution for each variable. The resulting distribution is U-shaped, with the probability density near 0 twice as large as that near 1.
