An idea which has been around in general relativity for more than forty years is that in the approach to a big bang singularity solutions of the Einstein equations can be approximated by the Kasner map, which describes a succession of Kasner epochs. This is already a highly non-trivial statement in the spatially homogeneous case. There the Einstein equations reduce to ordinary differential equations and it becomes a statement that the solutions of the Einstein equations can be approximated by heteroclinic chains of the corresponding dynamical system. For a long time progress on proving a statement of this kind rigorously was very slow but recently there has been new progress in this area, particularly in the case of the vacuum Einstein equations. In this paper we generalize some of these results to the Einstein-Maxwell equations. It turns out that this requires new techniques since certain eigenvalues are in a less favourable configuration in the case with a magnetic field. The difficulties which arise in that case are overcome by using the fact that the dynamical system of interest is of geometrical origin and thus has useful invariant manifolds.
Introduction
The fundamental equations of general relativity are the Einstein equations, possibly coupled to other equations describing the dynamics of the matter which generates the gravitational field. With a suitable choice of physical units the equations are
The unknowns in these equations are the spacetime metric g αβ and the matter fields.
R αβ is the Ricci tensor of the Lorentzian metric g αβ and R its trace. T αβ is the energymomentum tensor. In this paper we are mainly concerned with the Einstein vacuum equations, where T αβ = 0, and the Einstein-Maxwell equations. In the latter case the source of the gravitational field is an electromagnetic field F αβ and the energy-momentum tensor is given by
The electromagnetic field tensor is antisymmetric (F αβ = −F βα ) and satisfies the sourcefree Maxwell equations
It is well known that solutions of the Einstein equations generally develop singularities. In particular, there are solutions relevant to cosmology in which the singularity corresponds to the big bang. Belinskii, Khalatnikov and Lifshitz (hereafter abbreviated to BKL) developed a heuristic picture of the singularities in cosmological solutions of the Einstein equations. In this context they introduced a map of the circle to itself which we refer to as the Kasner map. It will be defined precisely below. They suggested that it provides a model for oscillations of the geometry in the approach to the singularity. For the original work see [BKL70] and [BKL82] . A modern discussion of these ideas can be found in [HU09] . An important idea in the BKL work is that spatially inhomogeneous solutions of the Einstein equations can be approximated by spatially homogeneous solutions near the singularity. Since from a mathematical point of view the dynamics of spatially homogeneous solutions is still far from understood it is natural at the present time to concentrate on understanding classes of spatially homogeneous solutions. This is the strategy we adopt in what follows.
A long-standing question in mathematical cosmology is to relate the Kasner map to the dynamics of actual solutions of the Einstein equations, possibly with matter. An important recent advance in this field is the paper [LHWG11] where a relation of this kind was established in a special case. These results concern solutions of the vacuum Einstein equations of Bianchi types VIII and IX. They complement earlier results of Ringström [Rin00] , [Rin01] by providing a more detailed description of the dynamics of the approach to the singularity in certain cases. The work of Ringström on vacuum spacetimes was preceded by results of Weaver [Wea00] on solutions of the Einstein-Maxwell equations of Bianchi type VI 0 using a dynamical system introduced in [LKW95] . The aim of this paper is to extend the results of [LHWG11] to this case of the Einstein-Maxwell equations. There is other recent work on this question in the vacuum case [Bég10] , [RT10] but these papers use very different techniques from those which we will apply to the Einstein-Maxwell case and for this reason they will not be discussed further here.
In the next section the necessary background and the fundamental equations needed in the paper are introduced. The most important similarities and differences between the models with magnetic fields considered in what follows and the vacuum models which had previously been analysed are explained. The third section contains the main theorem and an exposition of the strategy of its proof. The central result is the existence of unstable manifolds of codimension one for some heteroclinic chains. To prove this it is necessary to obtain estimates for a solution during its passages close to the Kasner circle and for its behaviour between passages. This is done in sections 4 and 5, respectively. A central idea of the paper and one which is a major step beyond what was achieved in the vacuum case is the use of a specially constructed Riemannian metric to measure the distance between the heteroclinic chains and the approximating smooth solutions. The last section discusses future extensions of this research and interesting open problems.
The basic set-up
Spatially homogeneous spacetimes are those solutions of the Einstein-matter equations where there is an action of a Lie group G by isometries of g αβ with three-dimensional spacelike orbits which leaves the matter fields invariant. The cases where the isotropy group is discrete can be classified according to the Lie algebra of G. It is common in general relativity to use the terminology due to Bianchi, who introduced types I to IX. It is also common to distinguish between two subsets of these types known as Class A and Class B. In what follows we will only be concerned with Class A models. More information on this subject can be found in [WE97] or [Ren08] .
The analyses of vacuum spacetimes mentioned above are based on the well-known
Wainwright-Hsu system [WH89] . This is a system of ordinary differential equations for five variables (Σ + , Σ − , N 1 , N 2 , N 3 ) which are subject to one constraint. It includes all the Bianchi models of Class A (i.e. types I, II, VI 0 , VII 0 ,VIII and IX). The system is defined on a smooth hypersurface in R 5 . An analogous system for Bianchi spacetimes of type VI 0 with a magnetic field was introduced in [LKW95] . It is also defined on a smooth hypersurface (N 2 + N 3 ) and
The variable H corresponds to the magnetic field.
The dynamical system is
The prime denotes a derivative with respect to a time variable τ which tends to −∞ as the singularity is approached. These equations are taken from [Wea00] . They arise as a special case of the equations for models with a magnetic field and a perfect fluid derived in [LKW95] by setting the fluid density to zero. (Here a magnetic field means an electromagnetic field satisfying the condition that F αβ n β = 0, where n α is the unit normal vector to the group orbits.) Solutions are considered which satisfy the condition
This condition follows from the Einstein equations and is preserved by the evolution which also appear in the Bianchi system with perfect fluid. In fact the invariant subspaces {N 2 = 0}, {N 3 = 0}, {H = 0} will play a crucial role in our analysis, see (3.4).
The circle defined by Σ 2 + + Σ 2 − = 1 consists of stationary points. Each one of them corresponds to a Kasner solution and so this set is called the Kasner circle. There are three families of heteroclinic orbits between points on the Kasner circle whose projections to the (Σ + , Σ − )-plane are straight lines. Two of these families correspond to vacuum solutions of Bianchi type II and occur in both the vacuum case and the case with magnetic field. In the vacuum case there is a third family related to these two by symmetries of the system.
In the case where a magnetic field is included the two sets of Bianchi type II vacuum solutions are complemented by a family of Bianchi type I solutions with magnetic field.
The projections of the latter to the (Σ + , Σ − )-plane are identical to those of the third family of Bianchi type II solutions in the vacuum case. There is thus a natural correspondence between heteroclinic chains consisting of Bianchi type II solutions in the vacuum case and heteroclinic chains in the case with a magnetic field which include orbits corresponding to both solutions of the vacuum Einstein equations of Bianchi type II and solutions of the Einstein-Maxwell equations of Bianchi type I. In the vacuum case there is a heteroclinic cycle consisting of three orbits and it is the central example considered in [LHWG11] .
The projections of the orbits making up this cycle to the (Σ + , Σ − )-plane are related by rotations by multiples of . By what has already been said, there is a corresponding heteroclinic cycle in the system of [LKW95] . See also figure 2.1.
The Kasner solutions can be written in the explicit form
With a suitable choice of ordering the Kasner exponents p 1 , p 2 , p 3 are related to the (1 − 2Σ + ), 
Then the Kasner exponents arranged in ascending order are given bỹ
(2.6) Note thatp 2 ≥ −p 1 with equality only when u = ∞. On the other handp (1 + √ 5).
The values of the Kasner exponents at the vertex of this cycle where p 1 < p 2 < p 3 are
(1 + √ 5).
(2.7)
For each value of the Kasner parameter u in the interval (1, ∞) there are six points on the Kasner circle where u takes that value. Removing the Taub points T i and their antipodal points Q i from the Kasner circle leaves a union of six intervals K i , 1 ≤ i ≤ 6.
They will be numbered as follows. Let K 1 be the region where p 1 < 0 and p 2 > p 3 . Then number the others consecutively while moving anticlockwise along the Kasner circle, see figure 2.1.
In order to assess the stability of a heteroclinic cycle it is important to examine the eigenvalues of the linearisation of the system at the vertices. In both the vacuum case and the case with magnetic field there is one negative eigenvalue −µ 1 and two positive eigenvalues µ 2 , µ 3 . Without loss of generality the labelling can be chosen so that µ 2 ≤ µ 3 .
Then from what has been stated above it can be seen that in the vacuum case the inequalities −µ 1 < µ 2 < µ 3 hold at any point of the Kasner circle except T i and Q i . What is common to the first and second linearisation conditions is that the eigenvalue corresponding to the heteroclinic orbit incoming towards the past is larger in modulus that that corresponding to the heteroclinic orbit outgoing towards the past. In the example of the 3-cycle at least one of the two linearisation conditions just introduced holds at each of the the vertices. See figure 2.1, the second eigenvalue condition holds in the intervals K 2 and K 5 , whereas the first eigenvalue condition holds in the remaining intervals.
The linearisation conditions are not in themselves enough to make the theorems in this paper work. Additional geometrical information is required. This is the existence of a certain invariant manifold. It is tangent to the space spanned by the vectors tangent to the stable manifold and the centre manifold and the eigenvector corresponding to the largest eigenvalue. For a general dynamical system there is no reason why a manifold of this kind should exist. In the example of a Bianchi model of type VI 0 with magnetic field a manifold of this kind is defined by the vacuum solutions of type VI 0 or the solutions of type II with magnetic field.
Main result and sketch of proof
We shall prove the following result on the dynamics of the Bianchi model of type VI 0 (2.1, 2.2) with magnetic field. The proof will only use certain properties of the particular structure of the Bianchi system (2.1) and can be sketched as follows.
Step 1: local passage, section 4. In a neighbourhood of the equilibria of the heteroclinic cycle, i.e. close to the Kasner circle, the Bianchi system (2.1, 2.2) with reversed time direction can be smoothly transformed to a vector fielḋ
that satisfies the following properties:
Conditions 3.2 (loc-i) There is a straight line of equilibria,
(loc-ii) The heteroclinic orbits of the original system correspond to the x ss -and x u -axes.
(loc-iii) The linearisation at the origin has the almost diagonal form
with µ u , µ ss , µ s1 , . . . , µ sN > 0.
(loc-iv) The eigenvalue corresponding to the incoming direction is stronger than the eigenvalue corresponding to the outgoing direction, µ u /µ ss < 1. Step 2: global excursion, section 5. Close to the heteroclinic chain, by smooth dependence on initial conditions, the trajectories follow the heteroclinic orbit from the out-section of a local passage to the in-section of the next local passage. This map, Ψ
, is a uniformly bounded diffeomorphism. In particular, any deformation imposed by Ψ glob in directions transverse to x c will turn out to be dominated by the strong contraction of the local passage map Ψ loc . In x c -direction, however, we gain an expansion given by the Kasner map. Thus, the global excursion Ψ
given by the Bianchi system (2.1, 2.2) with reversed time direction satisfies onto {x u = 0}, {x s1 = 0}, . . . , {x sN = 0} (in arbitrary order). −1 has Lipschitz constant less than L < 1, independent of k.
Step 3: graph transform, section 5. Combining local passage and global excursion yields maps from each in-section to the next, Ψ = Ψ
, with uniform cone conditions. A standard graph-transform technique now yields the claimed invariant manifold as a fixed point in the space of Lipschitz-continuous graphs
For completeness of presentation, we will give the necessary arguments in section 5.
In fact, steps 1-3 prove a much more general theorem than 3.1, that is:
4 vector field and a chain of heteroclinic orbits h k (t),
be given. Assume that locally near p k assumptions (loc-i)-(loc-v) hold and that along each
Then there exists a local codimension-one stable manifold to the heteroclinic chain, Consider a C k vector field, k ≥ 4,
that satisfies conditions 3.2 in a neighbourhood of the origin. Due to the invariant subspaces (3.4), the form of the linearisation (3.2) holds locally all along the line of equilibria,
The stable and unstable manifolds as well as the strong stable foliation of the stable manifold are C k and can be flattened, see e.g. [SSTC98] , Theorem 5.8. By a C k change of coordinates the stable / strong stable / unstable manifolds to the equilibria locally coincide with the respective eigenspaces. In particular, and in addition to (3.4), the following stable and unstable fibres become invariant:
Note that in the Bianchi system, W u (x c ) coincides with the outgoing heteroclinic orbit attached to the equilibrium (0, 0, 0, x c ).
Due to (4.3), the linearisation becomes diagonal,
Our aim is to study a local map from an in-section Σ in = {x ss = ε} to an out-section We rescale the system toẋ
with ε arbitrarily fixed and g at least quadratic in (x u , x ss , x s ). Due to the invariant subspaces (3.4) and (4.3), the vector field takes the forṁ
with C k−1 -functions g u , g ss , g s , vanishing along the line of equilibria, and C k−2 -functions g css , g cs . In particular
for some constant C > 0 independent of ε and x ∈ U, where U is some local neighbourhood of the origin. Similarly, all derivatives of g u , g ss , g s , g css , g cs are bounded by C for x ∈ U.
We choose
All further estimates will use this rescaled system (4.5) with flattened invariant manifolds (4.3) in the local neighbourhood U. They will be valid for all ε < ε 0 and suitably chosen ε 0 . In the original system (4.1), ε 0 bounds the size of the neighbourhood of the origin in which this local analysis is valid.
Proposition 4.1 Let
be the eigenvalues of (4.4) at the origin. Then for all 0 < α < 1 there exists an ε 0 > 0 such that for all ε < ε 0 in (4.5) and
Proof. Due to the invariant subspaces (3.4, 4.3), the linearisation of the system at eigenvalues close to the origin remains diagonal, and the eigenvalues depend differentiably on x c , For the rescaled system (4.5) with small ε 0 this provides bounds in U: Indeed, there exists a constant C > 0 independent of ε 0 , ε, such that
(4.10)
The scalar function θ(x) := µ u (µ u (x c ) + εg u (x)) −1 is therefore C k−1 and close to 1.
The vector field
has the same trajectories as the original vector field and all previous considerations remain valid. Thus we can assume, without loss of generality, that θ(x) ≡ 1 in U, i.e.
At this step we have made use of the fact that the origin possesses exactly one unstable eigenvalue. The vector field to consider then has the forṁ
(4.12)
Lemma 4.2 For all 0 < α < 1 there exists an ε 0 > 0 such that for all ε < ε 0 , x(0) ∈ U and t ≥ 0, as long as x(t) remains in U under the flow to the vector field (4.12), we can estimate:
x ss (t) ∈ exp − 1 α µ ss t , exp (−αµ ss t) x ss (0), (4.14)
Here, C is the uniform (in x and ε) bound from (4.7).
Proof. The unstable component (4.13) is given directly by the vector field. The estimates of the stable components (4.14, 4.15) follow from the vector field and the uniform bounds (4.9, 4.7). Indeed for arbitrary 0 <α < 1 and ε < ε 0 small enough, we havė
Thus for arbitrary 0 < α < 1 we find suitable α <α < 1 and ε 0 small enough such thaṫ
Integration yields the claim. Bounds on x s are obtained analogously. The centre component (4.16) is then estimated by plugging (4.13, 4.14, 4.15) into the vector field (4.12) and integrating:
The last inequality needs a slight adjustment ofα α and uses the eigenvalue condition (3.3). Indeed, for all 0 < α < 1, we find a suitable 0 <α < 1 with 0
is given by the first intersection of the solution of (4.12) to the initial value (x Note that there is no drift in x c at the boundary due to the invariant fibres (4.3). 
and thus induces the same topology. The origin can be included. In fact the distance of any point to the origin is bounded by In particular, the new metric is uniformly equivalent to the Euclidean metric in any closed cone that has finite, nonzero angle to the boundaries, i.e.
Thus Lipschitz estimates with respect to the new metric carry over to the Euclidean metric.
We denote the in-and out-sections without the singular boundaries but with the origin by 
First, we project δ in along the vector field f into the hyperplane {δ u = 0}, as this remains invariant under the linearised flow and corresponds to the out-section. The projected
thus represents our initial condition to the linearised floẇ
Here we already dropped the u-component. 
with a constant C independent of x in , δ in , and ε < ε 0 , provided ε 0 is chosen small enough.
Proof. Apply (4.27) to (4.26) and use the bounds (4.7) on the nonlinear terms of the vector field (4.12).
Indeed, we find
Immediately, we have δ in u (0) = 0. For the other components we again use the uniform bounds (4.7) on the nonlinearity g, the bounds (4.9) on the eigenvalues, and the bounds (4.26) on the components of δ in . We obtain for arbitrary 0 < α < 1, if ε < ε 0 is chosen small enough:
, for the component transverse to the in-section,
for each of the remaining N stable components, and
for the centre component. An obvious choice of a new constant C yields all claimed estimates.
Lemma 4.6 For all 0 < α < 1 there exists an ε 0 > 0 such that for all ε < ε 0 , the linearised flow (4.28) can be estimated:
Here C is a constant independent of x in , δ in , and ε < ε 0 .
Proof. Use the bounds (4.7) on the nonlinear terms of the vector field (4.12) and the bounds (4.10) on the derivatives of the eigenvalues. Note that x ∈ U = [−2, 2] N +3 . This immediately yields the claimed estimates.
Lemma 4.7 For all 0 < α < 1 there exists an ε 0 > 0 such that for all ε < ε 0 the following statement holds: Let a trajectory x(t) of local passage, x(0) = x in ∈ Σ in * , x in u,s = 0 be given. Let a unit tangent vector δ in to x in ∈ Σ in with respect to the metric (4.21), and its projection δ(0) be given. Then the evolution of δ under the linearised flow is estimated
The constant C is independent of x in , δ in , t, and
Proof. Assume Then we can integrate 1 the above estimates to obtain |δ ss (t)| ≤ exp(−αµ ss t)(|δ ss (0)| + εCt)
For small enough ε 0 this yields |δ ss (t)| ≤ exp(−α 2 µ ss t)(|δ ss (0)| + 1)
In particular, assumptions (4.29) and the first two claims hold as long as |δ c (τ )| ≤ 2, if the original constant was chosen larger than 1.
We use the new estimates of δ ss , δ s , the assumption on δ c , and the bound on the trajectory given by lemma 4.2 to estimate the centre component: There exist β > 0, ε 0 > 0 and C > 0 such that for all ε < ε 0 the following estimates hold for all x in ,x in with 0 ≤x
The domain Σ in * , as defined in (4.25), is given by the local section without the invariant singular boundaries but including the line (0, x c ) representing the cap of heteroclinic orbits.
The drift in the centre direction can be made arbitrarily small by choosing a sufficiently small local neighbourhood. The contraction in the transverse directions is arbitrarily strong by restricting the in-section to the part close to the primary object, i.e. the stable manifold of the origin.
Proof. This is a corollary of lemma 4.7 by applying the passage time Indeed, in the out-section, the estimates of lemma 4.7, read
With respect to the modified metric (4.22) we find using the estimates of lemma 4.2:
In the second inequality, we introduced a parameter ξ. The last inequality then needs
For α close to 1, a suitable ξ exists. In fact we can obtain arbitrary 0 < β < min{ µ ss /µ u − 1, µ s /µ u }.
Similarly we find for 1 ≤ ≤ N ,
This time we need for the last inequality
Again, for α close to 1, a suitable ξ exist. In fact, we can again obtain arbitrary 0 <β < min{ µ ss /µ u − 1, µ s /µ u }. Now, take a geodesic curve in Σ in that defines dist * (x in , x in ). The image of this curve under the passage Ψ loc provides an upper bound on dist * (x out , x out ). In both sections the x c -component can be separated. Therefore the above estimates on the evolution of the tangent vectors immediately yield the claims of the theorem.
Remark 4.9 In theorem 4.8, the constant C only depends on the C 1 bounds on the nonlinear part of the vector field and the derivatives of the eigenvalues of the linearisation along the line of equilibria. The exponent β only depends on the spectral gaps. In fact, it can be taken arbitrarily in the interval
by choosing ε 0 small enough.
The last remark provides uniform Lipschitz estimates for the local passages near the Kasner circle in Bianchi models, provided they keep a uniform distance from the Taub points at which the spectral gap shrinks to zero. 
Return map and graph transform
In this section we define a global excursion map for trajectories near a primary heteroclinic orbit to the Kasner circle, that is from the out section of a local passage to the in section of another local passage, both local passages as discussed in the previous section. Combining local passage and global excursion we obtain a return map from one in-section to the next, We prove uniform Lipschitz-and cone properties of the return map, independently of the given heteroclinic orbit, as long as the orbit keeps a uniform distance from the Taub points. In fact, we prove uniform Lipschitz-and cone properties of the return map under the conditions 3.3 on the global excursion.
This yields a sequence of return maps, with uniform estimates, to every sequence of heteroclinic orbits to the Kasner circle that does not accumulate to any Taub point and satisfies the local conditions 3.2 at every equilibrium.
Due to their cone properties, the return maps induce a contracting map on a suitable space of sequences of Lipschitz curves. The fixed point provided by the contraction mapping theorem then yields the stable manifold of the heteroclinic sequence as claimed in theorems 3.1, 3.4.
Take a sequence p k , k ∈ N of equilibria on the Kasner circle, not accumulating at any Taub point and connected by heteroclinic orbits h
, as in theorem 3.4. Assume that the local conditions 3.2 hold uniformly at all p k , in particular sup k∈N µ u (p k )/µ ss (p k ) < 1 and inf k∈N µ s (p k ) > 0. In the Bianchi VI 0 system (2.1) with magnetic field, these conditions are satisfied exactly for a chain of heteroclinic orbits not accumulating at Taub points and not containing heteroclinic orbits of the magnetic family to equilibria in the intervals K 2 , K 5 , see figure 2.1. In particular, the conditions hold for the period 3 cycle.
The previous section then applies to all p k and the coefficients ε 0 , β, C of the local estimates of theorem 4.8 can be taken independent of k, see remark 4.9.
Note the order of fixing the rescaling parameters: First ε 0 resp. ε is fixed small enough to yield our estimates of the local passages Ψ Due to the non-Euclidean metric used in theorem 4.8, we have to restrict our local 
This makes the contraction of the local passage as strong as we like without changing Then the return maps (5.1) are Lipschitz continuous with respect to the metric (4.21).
Furthermore, there exist ε > 0, δ > 0, 0 < σ < 1, K u,s > 1, and
such that the following cone conditions hold for
Here Σ in k are the in-sections (5.2) corresponding to the choice of ε, andΣ in k are suitable subsets of the form (5.3).
Contraction of x u,s The cones are defined for x ∈Σ in (omitting the index k) as
The cone conditions are
(ii) Contraction & Expansion: For allx ∈ C c x we have expansion in the centre direction:
Ψx we have contraction in the transverse directions:
They hold for all, x,x, Ψx, Ψx ∈Σ in . See also figure 5.2.
The coefficients σ, δ only depend on ε 0 and the uniform expansion (glob-iii), that is the distance to the Taub point in the Bianchi system. To simplify notation, we drop the index k from now on. All estimates will be uniform in k.
The cone conditions require the expansion in x c -direction given by (glob-iii), cor- 
with a smooth matrixΨ glob (x ss , x s , x c ) and vector x ss,s = (x ss , x s ).
Consider now two pointsx, x ∈ Σ out . Choose geodesic paths γ 1 from 0 to x ss,s and γ 2 from x ss,s tox ss,s , both with respect to the new metric (4.22). Then
and we obtain the following Lipschitz estimate
with C glob only depending on the uniform bounds on DΨ glob , D 2 Ψ glob with respect to the new metric provided by lemma 5.1. The last inequality used the trivial upper bound (4.24) on the distance from the origin in the new metric.
Using Ψ loc (x) and Ψ loc (x) instead ofx and x we get a similar estimate for the return 
The constant C return is uniform in x,x in the in-section, and the omitted number k of the section along the heteroclinic chain. Because 0 < β < min{µ ss /µ u − 1, µ s /µ u }, we have an arbitrarily strong contraction for x u < δ, if we choose δ small enough.
The map Φ given by (5.5), i.e. the Kasner map in the original Bianchi system, is expanding, see condition (glob-iii):
for some uniform constant L < 1.
Now choose K c with 1 < K c < L −1 , and σ with 0 < σ < 1 such that K c (1 − σ 2 ) > 1.
(The last relation is needed to obtain a contraction in theorem 5.3.)
Consider the cone in centre direction with opening ϑ > 0, i.e. dist * (x u,s , x u,s ) ≤ ϑ|x c − x c |. Then (5.6) using the local Lipschitz estimate of theorem 4.8 yields
(5.7)
For ε and δ chosen small enough, using |x u | ≤ δ, we can achieve
yielding the expansion not only in the cone C c x , with ϑ = σ < 1, but also outside the cone C u,s x , with ϑ = 1/σ. Furthermore, using again (5.6), we see the invariance of the cones. Indeed, assume again dist * (x u,s , x u,s ) ≤ ϑ|x c − x c |, then we have
The last inequality uses the expansion in x c , thus it is valid for ϑ ≤ 1/σ. We choose δ small enough such that
Due to the monotone increase of
Thus we obtain the cone invariance
The choice ϑ = σ yields (forward) invariance of the cone C 
This is the claimed contraction,
Theorem 5.3 Assume conditions 3.2 on the local passages and conditions 3.3 on the global excursions.
The (local) stable set of the origin under the sequence of return maps Ψ k is given by
The functions x Proof. The idea of the proof is to define a graph transformation on the space of sequences of Lipschitz-continuous graphs {x u,s → x c = ζ k (x u,s )) | k ∈ N} by the inverse return maps Ψ −1 k . The uniform cone invariance provided by the previous lemma will ensure that the Lipschitz property of the graphs is preserved. Due to the expansion/contraction conditions of the previous lemma, the graph transformation turns out to be a contraction on the space of sequences of Lipschitz-continuous graphs. The fixed point of this contraction then yields the claim.
To make this idea precise, consider the Banach space of Lipschitz-continuous func-
such that Lip(ζ) ≤ σ and ζ(0) = 0 } with sup-norm. The parameters δ, σ < 1 correspond to those of lemma 5.2. Lipschitz continuity is considered with respect to the metric dist * given by (4.21). Consider also the space of sequences
with sup-norm.
k graph(ζ k+1 ), i.e. as the transformations of the graphs of the functions in X. More precisely
The first equation implicitly assumes that (x u,s , ζ(x u,s )) has a pre-image under Ψ and that it lies in the domain. The second equation just gives the pre-image of the origin under Ψ.
Note the restriction to non-negative x u , x s1 , x sN consistent with the invariant boundaries (loc-v), (glob-i).
We will prove the following claims, uniformly in the index k, (which is dropped from now on to simplify notation) (i) domain of definition: for all ζ ∈ X and x u,s ∈ (0, δ]
(ii) well-definedness: for all ζ ∈ X and x u,s ,x u,s ∈ (0, δ] N +1 the following holds. If
Conditions (i) and (ii) yield a well defined function Gζ with (Gζ)(0) = 0 for every ζ ∈ X.
(iii) Lipschitz property: for all ζ ∈ X the function Gζ is again Lipschitz continuous with Lipschitz constant Lip(Gζ) ≤ σ. Note that the Lipschitz property is again considered with respect to the metric dist * .
(iv) contraction: The exists a constant 0 < κ < 1 such that for all ζ,ζ ∈ X the estimate
Conditions ( (ii) Let ζ ∈ X and x u,s ,x u,s ∈ (0, δ] N +1 be given with (
Ψ −1 (xu,s,ζ(xu,s)) , and by cone invariance (x u,s , ζ(x u,s )) ∈ C c (xu,s,ζ(xu,s)) . The Lipschitz-bound on ζ ∈ X on the other hand implies (x u,s , ζ(x u,s )) ∈ C u,s (xu,s,ζ(xu,s)) , thus (x u,s , ζ(x u,s )) = (x u,s , ζ(x u,s )).
(iii) Again, the Lipschitz-bound on ζ ∈ X translates to (x u,s , ζ(x u,s )) ∈ C u,s (xu,s,ζ(xu,s))
for all x,x. Cone invariance and lemma 5.2, immediately yield the Lipschitz bound on Gζ.
(iv) The origin is fixed by construction, thus we only have to estimate the distance of the nonsingular part. Let ζ,ζ ∈ X and x u,s ,x u,s ∈ (0, δ] N +1 be given with
Again, this implies Ψ −1 (x u,s ,ζ(x u,s )) ∈ C c Ψ −1 (xu,s,ζ(xu,s)) , and by cone invariance we have (x u,s ,ζ(x u,s )) ∈ C c (xu,s,ζ(xu,s)) . Thus we can estimate
The first inequality uses the Lipschitz bound on ζ ∈ X whereas the second one uses the aforementioned cone C c (xu,s,ζ(xu,s)) . We obtain
On the other hand, the expansion of It is possible to formulate the Bianchi type II models with a magnetic field as a five-dimensional dynamical system [LeB97] . In this approach the magnetic field has only one non-zero component in the frame used but the metric has a non-zero off-diagonal component in that frame. where oscillatory solutions are expected to exist. One obstacle is the existence of stable manifolds of dimension greater than one as in the examples with magnetic field above. Another is that invariant manifolds of the type which played such an important role in the proofs of this paper do not appear to exist for models of Bianchi class B.
In the case of Bianchi type IX vacuum models it has been proved that the α-limit set of each solution belongs to the union of points of type I and type II [Rin01] . Interestingly it is not known if the corresponding statement holds for the superficially similar type VIII.
This contrasts with the fact that the results for type IX in [LHWG11] extend almost without change to type VIII. It is easy to formulate an analogue of the result of [Rin01] for solutions of type VI 0 with magnetic field and it would be interesting to investigate whether it holds, especially since this might throw some new light on the unsolved Bianchi VIII problem.
To sum up, it is clear that the above complex of problems represents a promising opportunity to learn about the related questions of the BKL conjecture, the dynamics of Bianchi models near the initial singularity and the stability of heteroclinic cycles in more general dynamical systems. 
