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Abstract
In mathematical epidemiology, epidemic control often aims at driv-
ing the number of infected individuals to zero, asymptotically. How-
ever, during the transitory phase, the number of infected can peak
at high values. In this paper, we consider mosquito vector control
in the Ross-Macdonald epidemiological model, with the goal of cap-
ping the proportion of infected by dengue at the peak. We formulate
this problem as one of control of a dynamical system under state con-
straint. We allow for time-dependent fumigation rates to reduce the
population of mosquito vector, in order to maintain the proportion of
infected individuals by dengue below a threshold for all times. The
so-called viability kernel is the set of initial states (mosquitoes and
infected individuals) for which such a fumigation control trajectory
exists. Depending on whether the cap on the proportion of infected is
low, high or medium, we provide different expressions of the viability
kernel. We also characterize so-called viable policies that produce, at
each time, a fumigation rate as a function of current proportions of
infected humans and mosquitoes, such that the proportion of infected
humans remains below a threshold for all times. We provide a numer-
ical application in the case of control of a dengue outbreak in 2013 in
Cali, Colombia.
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1 Introduction
We consider vector control of the spread of an epidemic transmitted by vector
in a Ross-Macdonald model. Our approach aims at controlling the number
infected at the peak: we look for a trajectory of time-dependent vector mor-
tality rates that is able to maintain the number of infected individuals below
a threshold for all times. This approach differs from the widespread sta-
tionary control strategies, based upon having control reproductive number
stricly less than one to ensure convergence, and also from cost minimization
optimal control ones.
Indeed, many studies on mathematical modeling of infectious diseases
consist of analyzing the stability of the equilibria of a differential system (be-
havioral models such as SIR, SIS, SEIR [9]). Those studies focus on asymp-
totic behavior and stability, generally leaving aside the transient behavior
of the system, where the infection can reach high levels. In many epidemi-
ological models, a significant quantity is the “basic reproductive number”
R0 which depends on parameters such as the transmission rate, the death
and birth rate, etc. Numerous works (see references in [19, 14]) exhibit con-
ditions on R0 such that the number of infected individuals tends towards
zero. With this tool, different (time-stationary) management strategies of
the propagation of the infection – quarantine, vaccination, etc. – are com-
pared with respect to how they modify R0. Thus, strategies are compared
as to their capacity to drive the number of infected towards zero, focusing on
asymptotics. However, during the transitory phase, the number of infected
can peak at high values.
Other works deal with the whole trajectory, as in dynamic optimization
where strategies are compared with respect to intertemporal costs and ben-
efits [20], [23], [18], [22], [12], etc. More recently, [17] studies controls that
minimize the outbreak size (or infectious burden) under the assumption that
there are limited control resources.
Our approach focuses both on transitories and asymptotics, in a robust
way. Instead of aiming at an equilibrium or optimizing, we look for policies
able to maintain the infected individuals below a threshold for all times.
To our knowledge, this approach is new in mathematical epidemiology. We
have only found it mentioned in passing in [20] as a constraint – bounding
above the maximum number infected at the peak – in a dynamic optimization
problem, solved numerically.
In this paper, we formulate the problem as one of viability. In a nutshell,
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viability theory examines when and how can the state of a control system
can be maintained within a given region for all times [2]. Such problems of
dynamic control under constraints also refer to invariance issues [10]. In the
control theory literature, problems of constrained control lead to the study
of positively invariant sets, particularly ellipsoidal and polyhedral ones for
linear systems (see[5], [15], [16] and the survey paper [6]); reachability of
target sets or tubes for nonlinear discrete time dynamics is examined in [4].
In continuous time, such a viability approach has been applied to models
related to the sustainable management of fisheries [3], to viable strategies to
ensure survival of some species [8], to secure the prey predator system [7],
etc. In discrete-time, different examples can be found in [13] for sustainable
management applications of viability.
The paper is organized as follows. In Section 2, we state the viability
problem for the Ross-Macdonald model with control on the mosquito popu-
lation by requiring to keep the proportion of infected humans below a given
threshold. The viability kernel is the set of initial states such that there
exists at least one fumigation control trajectory such that the resulting pro-
portion of infected humans remains below a given threshold for all times.
In Section 3, we provide a characterization of the viability kernel depending
on whether the cap for the proportion of infected humans is low, high or
medium. We also discuss viable controls. We apply our theoretical results
to the case of the dengue outbreak in 2013 in Cali, Colombia. Thanks to
numerical data provided by the Municipal Secretariat of Public Health of
Cali, we provide figures of viability kernels and of viable trajectories.
2 The viability problem
First, we present the Ross-MacDonald model. Second, we formulate the via-
bility problem, which consists in capping the proportion of infected humans
using the dynamics described by the Ross-MacDonald model. Then, we in-
troduce the viability kernel and viability domains. Finally, we describe viable
equilibria, that are part of the viability kernel.
2.1 The Ross-MacDonald model
Different types of Ross-MacDonald models have been published [28]. We
choose the one in [1], where both total populations (humans, mosquitoes)
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are normalized to 1 and divided between susceptibles and infected. The
basic assumptions of the model are the following.
i) The human population (Nh) and the mosquito population (Nm) are
closed and remain stationary.
ii) Humans and mosquitoes are homogeneous in terms of susceptibility,
exposure and contact.
iii) The incubation period is ignored, in humans as in mosquitoes.
iv) Death induced by the disease is ignored, in humans as in mosquitoes.
v) Once infected, mosquitoes never recover.
vi) Only susceptibles get infected, in humans as in mosquitoes.
vii) Gradual immunity in humans is ignored.
Let m(t) denote the proportion of infected mosquitoes at time t, and h(t) the
proportion of infected humans at time t. Therefore, 1 − m(t) and 1 − h(t)
are the respective proportions of susceptibles. The Ross-MacDonald model
is the following differential system
dm
dt
= α pm h(1−m)− δ m , (1a)
dh
dt
= α ph
Nm
Nh
m(1− h)− γ h , (1b)
where the parameters α, pm, ph, ξ =
Nm
Nh
, δ and γ are given in Table 1.
2.2 Capping the proportion of infected humans
We turn the dynamical system (1) into a control system by replacing the
natural death rate δ for mosquitoes in (1a) by a piecewise continuous func-
tion u(·) : t → u(t) ∈ [u, u], with u = δ. The function u(·) is the control on
mosquito population that affects the mortality rate by fumigation of insec-
ticides. The upper bound u is the maximal fumigation mortality rate. For
notational simplicity, we put
Am = αpm , Ah = αph
M
H
. (2)
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Parameter Description
α ≥ 0 biting rate per time unit
ξ = Nm/Nh ≥ 0 number of female mosquitoes per human
1 ≥ ph ≥ 0 probability of infection of a susceptible human
by infected mosquito biting
1 ≥ pm ≥ 0 probability of infection of a susceptible mosquito
when biting an infected human
γ ≥ 0 recovery rate for humans
δ ≥ 0 (natural) death rate for mosquitoes
Table 1: Parameters of the Ross-MacDonald model (1)
Thinking about public health policies set by governmental entities, we
impose the following constraint: the proportion h(t) of infected humans must
always remain below a threshold H, where
0 < H < 1 , (3)
represents the maximum tolerated proportion of infected humans.
Therefore, the viability problem for the Ross-Macdonald model with con-
trol on the mosquito population is as follows. Given the control system
dm
dt
=Amh(t)(1−m(t))− u(t)m(t) , (4a)
dh
dt
=Ahm(t)(1− h(t))− γh(t) , (4b)
determine if there exists a piecewise continuous control trajectory u(·) such
that
u(·) : t 7→ u(t) , u ≤ u(t) ≤ u , ∀t ≥ 0 , (5)
and such that the state trajectory given by (4) satisfies the viability constraint
h(t) ≤ H , ∀t ≥ 0 . (6)
2.3 Viability kernel and viability domains
The solution to problem (2.2) relies mainly on identifying the initial condi-
tions, (m(0), h(0)), for the mosquitoes and infected humans, for which there
6
exists a mortality rate due to fumigation, u(·) like (5), such that the solu-
tion (4) starting from (m(0), h(0)) satisfies (6). Such set of initial conditions
is called the viability kernel.
Definition 1. The set of initial conditions (m0, h0) for which there exists at
least one fumigation policy (5) such that the solution to the system (4), with
initial state (m(0), h(0)) = (m0, h0), satisfies the constraint (6) is called the
viability kernel. We denote the viability kernel by V(H), that is,
V(H) =
(m0, h0)
∣∣∣∣∣∣∣∣
there is u(·)as in (5)
such that the solution to (4)
which starts from (m0, h0)
satisfies the constraint (6)
 . (7)
The viability kernel is a subset of the constraint set
V0(H) = {(m,h)|0 ≤ m ≤ 1, 0 ≤ h ≤ H} = [0, 1]× [0, H] , (8)
that is,
V(H) ⊂ V0(H) . (9)
We define and present a geometric characterization of so-called viability
domains of system (4), as they will be an important step to characterize the
viability kernel.
Definition 2. A subset V of the set of states [0, 1] × [0, 1] is said to be a
viability domain for the system (4)–(5) if there exists a control trajectory u(·)
as in (5) such that the solution to (4), which starts from (m(0), h(0)) ∈ V,
remains within V for every t ≥ 0.
Viability domains are related to the viability kernel as follows.
Theorem 3 ([2]). The viability kernel is the largest viability domain within
the constraint set.
With system (4), we associate the vector field (gm, gh) given by the two
components
gm(m,h, u) = Amh(1−m)− um , (10a)
gh(m,h) = Ahm(1− h)− γh . (10b)
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The system (4) is equivalent to
dm
dt
= gm
(
m(t), h(t), u(t)
)
, (11a)
dh
dt
= gh
(
m(t), h(t)
)
. (11b)
We now provide a geometric characterization of the viability domains of
the system (11) with control constraints (5) using the vector field (gm, gh).
For this purpose, we first note that the system (11) is Marchaud [2] because:
• the constraint (5) on the controls is written as u ∈ [u, u], where [u, u]
is closed;
• the components of the vector field (gm, gh) in (10) are continuous;
• the vector field (gm, gh) and the set [u, u] have linear growth (because
the partial derivatives of (gm, gh) are smooth and defined over the com-
pact [0, 1]× [0, 1]);
• the set {(gm, gh)(m,h, u) | u ∈ [u, u]} is convex, for all (m,h), because
gm(m,h, u) is linearly dependent on the control u.
Second, we will use the following result to be found in [2] (Theorem 6.1.4,
p. 203 and the remark p. 200).
Proposition 4. For a Marchaud controlled system, a closed subset V is viable
if the tangent cone at any point in V contains at least one of the vectors in
the family generated by the vector field at this point when the control varies.
In our case, we obtain the following geometric characterization of viability
domains.
Proposition 5. Consider a closed subset V of [0, 1]× [0, 1]. The set V is a
viability domain for the system (4), if, whenever (m,h) varies along the fron-
tier ∂V of the set V, there is a control u ∈ [u, u] such that (gm(m,h, u), gh(m,h))
is an inward-pointing vector, with respect to the set V.
If the closed subset V has a piecewise smooth frontier ∂V, it suffices — for
the set V to be a viability domain for the system (4) — that the scalar product
between the vector (gm, gh) and a normal (non zero) outward-pointing vector
(with respect to the set V) be lower than or equal to zero.
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2.4 Viable equilibria
Control systems display a family of equilibria, indexed by stationary deci-
sions. Within them, the equilibria which satisfy the constraints are part of
the viability kernel: they are said to be viable equilibria.
Stationary control: mortality rate due to constant fumigation
Consider stationary mosquito control, that is, constant mortality rate due to
fumigation:
u(t) = um , ∀t ≥ 0 , with u ≤ um ≤ u . (12)
The system (4) has the disease free equilibrium (0, 0) and, possibly, the en-
demic equilibrium point:
E∗um = (m
∗, h∗) =
(
Am − γum/Ah
Am + um
,
Ah − γum/Am
Ah + γ
)
. (13)
Such point E∗um exists in [0, 1]
2 and has global asymptotic stability when
0 < AmAh − γum . (14)
The proof relies on the Poincare´-Bendixson theorem, excluding periodic or-
bits thanks to the Bendixson-Dulac criterion [30].
The viable equilibrium points (m∗, h∗) are those for which h∗ ≤ H.
With (14), we deduce that the viable equilibrium points are the points (13)
for which:
0 <
Ah − γum/Am
Ah + γ
≤ H . (15)
Monotonicity properties
The system (4) has monotonicity properties which will be practical for char-
acterizing of the viability kernel.
Proposition 6. Let
(
m(t), h(t)
)
be the solution to (4) when u(t) = u. If
m(0) ≤ m(0) , h(0) ≤ h(0) , (16)
we have that
m(t) ≤ m(t) , h(t) ≤ h(t) , ∀t > 0 . (17)
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Proof. Note that the components of vector field (gm, gh) in (10) are smooth,
and that, when (m,h) ∈ [0, 1]2,
∂gm
∂h
= Am(1−m) ≥ 0 , ∂gh
∂m
= Ah(1− h) ≥ 0 . (18)
By Definition 15 of Appendix A.1, (gm, gh) is quasi monotonous in (m,h) for
any control t 7→ u(t).
Denote by (gm, gh) the vector fields when u = u and u, respectively,
in (10). Since gm ≤ gm and gh ≤ gh, through the comparison Theorem 17,
we obtain the following the result: if m(0) ≤ m(0) and h(0) ≤ h(0), then
m(t) ≤ m(t) and h(t) ≤ h(t), for every t ≥ 0.
3 Characterization of the viability kernel
We will show that the characterization of the viability kernel (7) depends on
whether the upper limit H for the proportion of infected humans in (6) is
low, high or medium.
L) When H is low in (6), a strong constraint is put on the proportion of
infected humans, and we will prove in §3.1 that the viability kernel (7)
reduces to the origin {(0, 0)}.
H) When H is high in (6), hence allowing the proportion of infected humans
to be large, the viability kernel is the entire constraint set V0(H) in (8),
as we will show in §3.2.
M) Finally, when H is medium in (6), which is a more interesting case, the
viability kernel (7) is a strict subset of the constraint set V0(H) in (8),
whose upper right frontier is a smooth curve that we characterize. The
proof of this result will be given in §3.3.
3.1 When the infected humans upper bound is low
When the imposed constraint (6) is strong, meaning that the upper bound H
for the proportion of infected humans is low, the viability kernel (7) reduces
to the origin {(0, 0)} as follows.
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Proposition 7. If
H <
Ah − γu/Am
Ah + γ
, (19)
the viability kernel (7) only consists of the origin:
V(H) = {(0, 0)} . (20)
Proof. First, note that the state (0, 0) is a viable equilibrium, as seen in §2.4.
Second, if the initial conditions (m(0), h(0)) are taken outside {(0, 0)}, let us
show that, for any u(·) as in (5), the solution to (4) violates the constraint (6).
Indeed, let m(t) and h(t) be solutions to (4) when u(t) = u and with
initial state (m(0), h(0)). The assumption (19) implies the condition (14)
that makes the endemic equilibrium point
E∗u = (m
∗
u, h
∗
u) =
(
Am − γum/Ah
Am + um
,
Ah − γum/Am
Ah + γ
)
(21)
exist and display global asymptotic stability, as seen in §2.4. Hence, h(t)
approaches h∗u with H < h
∗
u. So, by (19) and (21), we have h(t) > H for all
t large enough.
From Proposition 6, we have that h(t) ≤ h(t), for every t ≥ 0, so, for a
significantly large t, we have that H < h(t) ≤ h(t).
Therefore, for any initial condition outside {(0, 0)}, for any u(·) as in (5),
the solution to (4) violates the constraint (6) for times t large enough, hence
at least for one time.
3.2 When the infected humans upper bound is high
When the imposed constraint (6) is weak, meaning that the upper bound H
for the proportion of infected humans is high, the viability kernel is the entire
constraint set V0(H) in (8) as follows.
Proposition 8. If
Ah
Ah + γ
≤ H , (22)
the constraint set V0(H) in (8) is strongly invariant and is, therefore, the
viability kernel:
V(H) = V0(H) = [0, 1]× [0, H] . (23)
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Proof. Consider the vector field (gm, gh) described in (10), which corresponds
to the system (4). We will study the vector (gm, gh) along the four faces of the
rectangle V0(H) and we will prove that, for any control, (gm, gh) is an inward-
pointing vector, with respect to the set V0(H) (that is, the vector (gm, gh)
belongs to the tangent cone, which is closed). Thanks to Proposition 4 (in
fact, a time-varying extension), this suffices to prove that V0(H) is strongly
invariant.
• For any state (m,h) on the vertical half-line m = 0 and h ≥ 0, we have
that:
gm(0, h, u) = Amh ≥ 0 , gh(0, h) = −γh ≤ 0 . (24)
m
h
H
Figure 1: Vector field (gm, gh) on the frontier of the constraint set V0(H)
Therefore, for any control u ∈ [u, u], the vector (gm, gh) always points
towards the inside of V0(H) (see the left part of Figure 1).
• For any state (m,h) on the horizontal half-line h = 0 and m ≥ 0, we
have that:
gm(0, h, u) = −um ≤ 0 , gh(0, h) = Ahm ≥ 0 . (25)
Therefore, for any control u ∈ [u, u], the vector (gm, gh) always points
towards the inside of V0(H) (see the bottom part of Figure 1).
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• For any state (m,h) on the vertical line m = 1, we have that
gm(1, h, u) = −u ≤ −u ≤ 0 . (26)
Therefore, for any control u ∈ [u, u], the vector (gm, gh) always points
to the left of the line m = 1. Hence, the vector (gm, gh) always points
towards the inside of V0(H) (see the right part of Figure 1).
• Finally, for any state (m,h) on the horizontal half-line h = H and
m ≤ 1, we have that
gh(m,H) = Ahm(1−H)− γH ≤ Ah(1−H)− γH ≤ 0 , (27)
by (22) (which is equivalent to Ah(1 − H) ≤ γH). Therefore, for
any control u ∈ [u, u], the vector (gm, gh) always points below the
line h = H. Hence, the vector (gm, gh) always points towards the
inside of V0(H) (see the top part of Figure 1).
Therefore, the constraint set V0(H) is strongly invariant. So, the viabil-
ity kernel is V0(H) because every trajectory starting from V0(H) remains
in V0(H), hence satisfies the constraint (6).
3.3 When the infected humans upper bound is medium
When the constraint is medium, that is, not too weak or too strong, then
the upper bound for the proportion of infected humans is medium, and the
viability kernel is in-between the origin {(0, 0)} and the entire constraint
set V0(H) in (8). We introduce
M =
γH
Ah(1−H)
, (28)
the value m on the line h = H where the component gh(m,h) in (10b) is
zero, that is,
gh(M,H) = M(1−H)− γH = 0 . (29)
Proposition 9. If the upper bound for the proportion of infected humans is
medium, that is, if
Ah − γu/Am
Ah + γ
< H <
Ah
Ah + γ
, (30a)
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where
0 <
Ah − γu/Am
Ah + γ
, (30b)
we have that M , as defined in (28) is such that M < 1, and the differential
equation
−gm(m,H(m), u)H′(m) + gh(m,H(m)) = 0 , (31a)
with initial condition
H(M) = H , (31b)
has a unique nonnegative solution, and this solution is of the form
H : [M,M∞]→ [0, H] with
{
either M < M∞ < 1 and H(M∞) = 0 ,
or M∞ = 1 .
(32)
The viability kernel (7) is V(H) =(
[0,M ]× [0, H])⋃{(m,h)∣∣∣M ≤ m ≤M∞ , 0 ≤ h ≤ H(m)} . (33)
On the Figure 2, we display three viability kernels when the constraint is
medium (corresponding to three values for the maximum tolerated propor-
tion H of infected humans).
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Figure 2: Three viability kernels for the Ross-MacDonald model (1), when
the constraint is medium (corresponding to three values for the maximum
tolerated proportion H of infected humans). Parameters are adjusted to the
2013 dengue outbreak in Cali, Colombia.
The proof consists of four lemmas. In Lemma 10, we describe the solu-
tion to (31a)–(31b) (Lemma 11 provides additional information, that will be
useful). Lemma 12 shows that the set
V =
(
[0,M ]× [0, H])⋃{(m,h)∣∣∣M ≤ m ≤M∞ , 0 ≤ h ≤ H(m)} (34)
is a viability domain. Finally, in Lemma 13 we prove that the set V, defined
in (34), is the largest viability domain within the constraint set (8), hence is
the viability kernel by Theorem 3.
Lemma 10. When the inequalities (30) are fulfilled, there exists a func-
tion H, solution to the differential equation (31a) which satisfies the ini-
tial condition (31b) and has the form (32). The function H : [M,M∞] →
[H(M∞), H] is a strictly decreasing one-to-one mapping.
Proof. We conduct the proof in five steps.
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1. First, we note that
gm(M,H, u) = AmH(1−M)− uM by (10a)
= AmH − (AmH + u)M
= AmH − (AmH + u) γH
Ah(1−H)
by definition (28) of M
=
H
Ah(1−H)
[AmAh(1−H)− γ(AmH + u)]
=
H
Ah(1−H)
[AmAh − γu− (AmAh + γAm)H]
< 0 by (30b).
We easily deduce the following property, that will be useful later:
m ≥M , h ≤ H ⇒ gm(M,H, u) ≤ gm(M,H, u) < 0 . (35)
2. Second, we show that there is a local solution to the differential equa-
tion (31a)–(31b). Indeed, in the neighborhood of (M,H(M)) = (M,H),
the coefficient gm(m,h, u) of H
′(m) in (31a) is negative, as we just saw
it in the previous item 1. Hence, in a neighborhood of M , we can
write (31a) as
H′(m) =
gh(m,H(m))
gm(m,H(m), u)
=
Ahm(1−H(m))− γH(m)
AmH(m)(1−m)− um . (36)
Applying the Cauchy-Lipschitz theorem to (36)–(31b), we know that
there exists a unique local C1 solution H defined on an interval I
around M . We put
I+ = I ∩ [M,+∞[ . (37)
3. Third, we show that the local solution H : I+ → R is strictly decreasing
in the neighborhood of M . For this purpose, we will study the sign of
gh(m,H(m)) for m ≈M . We have that
gh(m,H(m)) = gh(m,H(m))− gh(M,H) by (29)
= Ahm(1−H(m))− γH(m)− AhM(1−H) + γH
= Ah(m−M)(1−H) + (Ahm+ γ)(H −H(m)) .
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We have that H(m) − H = o(m − M) when m → M . Indeed, the
function H is C1 and such that H′(M) = 0, by (36) since gh(M,H) = 0
by (29). Therefore, we deduce that
gh(m,H(m)) = Ah(m−M)(1−H) + o(m−M) . (38)
Hence, when m > M and m ≈ M , we have that gh(m,H(m)) > 0.
Therefore, by (36) and item 1, the function H : I+ → R is strictly
decreasing in a neighborhood of M .
4. Fourth, we show that the local solution H : I+ → R is strictly decreas-
ing. Indeed, let us suppose the contrary: there exists m ∈ I+, m > M ,
such that H′(m) = 0. We denote by m˜ the smallest of such m. By
item 3, we know that H′(m) < 0 in the neighborhood of M (except at
M), so that m˜ > M . By definition of m˜, we have that H′(m) < 0 for
m ∈]M, m˜[. Hence, H(m˜) < H(M) = H, so that
gh(m˜,H(m˜)) = Ahm˜(1−H(m˜))− γH(m˜) by (10)
> AhM(1−H)− γH
= gh(M,H) = 0 by (29).
As a consequence, by the differential equation (36) and item 1, we
obtain that H′(m˜) > 0. We arrive at a contradiction, since H′(m˜) = 0
by definition of m˜. Therefore, m˜ does not exist and the local solution
H : I+ → R is strictly decreasing.
5. Finally, we show that the local solution H : I+ → R is such that (32)
holds true. For this purpose, we consider two cases.
• If, for every m ∈ I+, 0 < H(m), we show that I+ = [M,+∞[.
Indeed, as H decreases, we have m ∈ I+ ⇒ 0 < H(m) ≤ H(M) =
H. Hence, we deduce that the solutionH(m) to the equation (31a)
exists over m ∈ [M,+∞[. We denote M∞ = 1.
• If there exists an m ∈ I+ such that H(m) = 0, we denote by m˜
the smallest of such m. We have that H(m˜) = 0 and, since H
decreases, we have that H(m˜) = 0 ≤ H(m) ≤ H(M) = H for
every m ∈ [M, m˜].
We consider two subcases, as illustrated in Figures 3 and 4.
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– If m˜ < 1, we have that H(m˜) = 0 and that 0 ≤ H(m) ≤ H
for all m ∈ [M, m˜]. We denote M∞ = m˜ < 1.
Figure 3: Case M∞ < 1. Solution graph for the differential equation (31a)–
(31b), with parameters Ah =0.31066, Am =0.02906, γ = 0.1, u =0.03733 and
H = 0.4
– if m˜ ≥ 1, we deduce that 0 ≤ H(m) ≤ H for every m ∈ [M, 1].
We denote M∞ = 1.
Figure 4: Case M∞ = 1. Solution graph for the differential equation (31a)–
(31b), with parameters Ah =0.31066, Am =0.02906, γ = 0.1, u =0.03733 and
H = 0.5
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Hence, we conclude that the solution to the differential equation (31a),
which satisfies the initial condition (31b), is unique, has the form (32) and is
strictly decreasing. AsH(M) = H, the functionH : [M,M∞]→ [H(M∞), H]
is a strictly decreasing one-to-one mapping.
We know show that the curve generated by the solution H is an orbit.
Lemma 11. The curve
{(m,H(m)) | m ∈ [M,M∞]} (39)
is an orbit of the vector field the vector (gm, gh), for the control u. Indeed,
for all
m0 ∈ [M,M∞] and h0 = H(m0) ∈ [H(M∞), H] , (40)
there exists T ≥ 0 such that the orbit of the trajectory t ∈ [0, T ] 7→ (m(t), h(t))
— the solution to (4) when u(t) = u and when the starting point is
(
m(0), h(0)
)
=
(m0, h0) — is included in the curve (39). In addition,
m(T ) = M and h(T ) = M . (41)
Proof. When m0 = M , then H(m0) = H(M) = H by (31b), and the point(
m0, h0
)
= (M,H) indeed belongs to the curve (31b). Therefore T = 0.
Now, we suppose that m0 > M , so that H(m0) < H because H is strictly
decreasing by Lemma 10. We define
T = inf{t ≥ 0 | m(t) < M or h(t) > H} , (42)
which is such that T > 0, since m(0) = m0 > M and h(0) = H(m0) < H.
We prove that T < +∞. Since the inequality (30b) is fulfilled by as-
sumption, the condition (14) is satisfied, so that the endemic equilibrium
point (m∗u, h
∗
u) in (21) exists. By definition of an equilibrium point, we have
that gm(m
∗
u, h
∗
u, u) = 0. Therefore, as the left hand side of inequality (30a)
can be restated as h∗u < H, we deduce that m
∗
u < M , by (35). As seen
in §2.4, the endemic equilibrium point (21) displays global asymptotic sta-
bility. Therefore, m(t) → m∗u when t → +∞. As m∗u < M , we deduce that
there is a time t such that m(t) < M . As a consequence, T as defined in (42)
is finite: T < +∞.
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We now study the trajectory t ∈ [0, T ] 7→ (m(t), h(t)). By definition (42)
of T , we have that
m(T ) = M or h(T ) = M (43a)
and that
m(t) ≥M and h(t) ≤ H , ∀t ∈ [0, T ] . (43b)
By (35) and (43b), we deduce that
dm(t)
dt
= gm(m(t), h(t), u) < 0 , ∀t ∈ [0, T ] .
As m0 ≤ M∞ by (40), we deduce that m(t) ≤ m0 ≤ M∞, for all t ∈ [0, T ].
Together with m(t) ≥ M , we obtain that m(t) ∈ [M,M∞], for all t ∈
[0, T ]. Therefore, H(m(t)) is well defined since H : [M,M∞]→ [H(M∞), H]
by (32). We have, for all t ∈ [0, T ],
d
dt
[h(t)−H(m(t))] =gm(m(t), h(t), u)−H′(m(t))gh(m(t), h(t))
by (4) and (10)
=0 by (31a).
Therefore, for all t ∈ [0, T ],
h(t)−H(m(t)) = h(0)−H(m(0)) = 0 by (40), (44)
so that the trajectory t ∈ [0, T ] 7→ (m(t), h(t)) is included in the curve (39).
As a particular case, we have that h(T )−H(m(T )) = 0. As m(T ) = M
or h(T ) = M by (43a), we conclude that
m(T ) = M and h(T ) = M ,
since the function H : [M,M∞] → [H(M∞), H] is a strictly decreasing one-
to-one mapping. We have proven (41).
Lemma 12. When the inequalities (30) are fulfilled, the set V, defined
in (34), is a viability domain for the system (4)–(5).
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Proof. Let the Hamiltonian L be defined, for every vector (nm, nh), every
state (m,h) and control u, by
L(m,h, nm, nh, u) = gm(m,h, u)nm + gh(m,h)nh . (45)
The Hamiltonian is the scalar product between the vectors (gm, gh) and (nm, nh).
We will check that, for any given point along the piecewise-smooth frontier
of the set V, defined in (34), there is at least one control u ∈ [u, u] such that
the value (45) of the Hamiltonian is lower than or equal to zero when (nm, nh)
is a normal outward-pointing vector (with respect to the set V). For kink
points between two smooth parts, we will do the same but with the cone
generated by two normal outward-pointing vectors, corresponding to each of
the smooth parts.
We will divide the frontier of the set V, defined in (34), in five or seven
parts (see Figures 3 and 4) as follows.
(a) On the horizontal segment {(m, 0)|0 < m < M∞}, on the vertical seg-
ment {(0, h)|0 < h < H} and at the points (0, 0) and (0, H), all vec-
tors (gm, gh) point towards the inside of the set V, defined in (34). Indeed,
it suffices to copy the proof of Proposition 8.
(b) Along the segment {(m,H)|0 < m < M}, a normal outward-pointing
vector is (
nm
nh
)
=
(
0
1
)
.
Therefore, for any control u ∈ [u, u], the value (45) of the Hamiltonian
is
L(m,H, nm, nh, u) = gh(m,H)× 1 < 0 ,
by (29) and because m < M .
(c) Along the curve {(m,H(m))|M < m < M∞}, a normal outward-pointing
vector is (
nm
nh
)
=
( −H′(m)
1
)
.
Therefore, for the control u, the value (45) of the Hamiltonian is
L(m,H, nm, nh, u) = −gm(m,H(m), u)H′(m) + gh(m,H(m))× 1 = 0 ,
because the function H is the solution to the differential equation (31a).
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(d) The point (M,H) is a kink, to which is attached a cone of normal vectors
generated by the two following normal outward-pointing vectors.
• A normal outward-pointing vector to the horizontal segment {(m,H)|0 ≤
m ≤M} at the kink point (M,H) is(
nm
nh
)
=
(
0
1
)
.
Therefore, for any control u ∈ [u, u], the value (45) of the Hamilto-
nian is
L(M,H, nm, nh, u) = gh(M,H)× 1 = 0 by (29).
• A normal outward-pointing vector to the curve {(m,H(m))|M ≤
m ≤M∞} at the kink point (M,H) is(
nm
nh
)
=
( −H′(M)
1
)
=
(
0
1
)
by (36) and (29).
Therefore, for any control u ∈ [u, u], the value (45) of the Hamilto-
nian is
L(M,H, nm, nh, u) = gh(M,H)× 1 = 0 by (29).
We conclude that, for any control u ∈ [u, u], the value (45) of the Hamil-
tonian is zero for any combination of the two normal outward-pointing
vectors above. As a consequence, all vectors (gm, gh) point towards the
inside of the set V, defined in (34), at the kink point (M,H).
(e) When M∞ < 1 in (32) (see Figure 3), there only remains to consider the
kink point (M∞, 0).
• A normal outward-pointing vector to the horizontal segment {(m, 0)|0 ≤
m ≤M∞} at the kink point (M∞, 0) is(
nm
nh
)
=
(
1
0
)
.
Therefore, for any control u ∈ [u, u], the value (45) of the Hamilto-
nian is
L(M∞, 0, nm, nh, u) = gm(M∞, 0, u)× 1 = −uM∞ ≤ −uM∞ ≤ 0 .
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• A normal outward-pointing vector to the curve {(m,H(m))|M ≤
m ≤M∞} at the kink point (M∞, 0) is(
nm
nh
)
=
( −H′(M∞)
1
)
.
Therefore, for the control u, the value (45) of the Hamiltonian is
L(M∞, 0, nm, nh, u) = −gm(M∞, 0, u)H′(M∞) + gh(M∞, 0)× 1
= 0 by (31a).
We conclude that, for the control u, the value (45) of the Hamiltonian
is zero for any combination of the two normal outward-pointing vectors
above. As a consequence, the vector (gm, gh), for the control u, points
towards the inside of the set V, defined in (34), at the kink point (M∞, 0).
(f) When M∞ = 1 in (32) (see Figure 4), we have to consider the vertical
segment {(1, h)|0 ≤ h < H(1)}. A normal outward-pointing vector to
the vertical segment {(1, h)|0 ≤ h < H(1)} has the form(
nm
nh
)
=
(
1
0
)
.
Therefore, for any control u ∈ [u, u], the value (45) of the Hamiltonian
is
L(1, h, nm, nh, u) = gm(1, h, u)× 1 = −u ≤ −u ≤ 0 .
As a consequence, all vectors (gm, gh) point towards the inside of the
set V, defined in (34), along the vertical segment {(1, h)|0 ≤ h < H(1)}.
(g) When M∞ = 1 in (32) (see Figure 4), there remains to consider the kink
point (1,H(1)).
• A normal outward-pointing vector to the vertical segment {(1, h)|0 ≤
h ≤ H(1)} at the kink point (1,H(1)) is(
nm
nh
)
=
(
1
0
)
.
Therefore, for any control u ∈ [u, u], the value (45) of the Hamilto-
nian is
L(1,H(1), nm, nh, u) = gm(1,H(1), u)× 1 = −u ≤ −u < 0 .
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• A normal outward-pointing vector to the curve {(m,H(m))|M <
m < M∞} at the kink point (1,H(1)) is(
nm
nh
)
=
( −H′(1)
1
)
.
Therefore, for the control u, the value (45) of the Hamiltonian is
L(1,H(1), nm, nh, u) = −gm(1,H(1), u)H′(1) + gh(1,H(1))× 1
= 0 by (31a).
We conclude that, for the control u, the value (45) of the Hamiltonian
is zero for any combination of the two normal outward-pointing vectors
above. As a consequence, the vector (gm, gh), for the control u, points to-
wards the inside of the set V, defined in (34), at the kink point (1,H(1)).
From Proposition 5, we can conclude that V, defined in (34), is a viability
domain.
Lemma 13. When the inequalities (30) are fulfilled, the set V, defined
in (34), is the largest viability domain for the system (4), within the con-
straint set (8).
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Figure 5: The shaded portion of the graph corresponds to the complement
of the viability kernel V(H) with respect to the constraint set V0(H), when
M∞ < 1
Proof. We prove that, for any control trajectory u(·) as in (5), the trajectory
t 7→ (m(t), h(t)) solution of (4) and that starts from a point(
m(0), h(0)
)
= (m0, h0) ∈ V0(H)\V (46)
does not satisfy the constraint (6) for at least one t > 0. In Figure 5, the
set V0(H)\V is represented by the shaded part (in the case when M∞ < 1).
First, we examine the point (m0, h0) ∈ V0(H)\V. On the one hand, as
(m0, h0) ∈ V0(H), we have that 0 ≤ h0 ≤ H. On the other hand, since
(m0, h0) /∈ V, where the set V is defined in (34), we deduce from Lemma 10,
and especially from (32), that
(m0, h0) ∈ V0(H)\V ⇐⇒ M < m0 ≤ 1 , 0 ≤ h0 ≤ H (47)
and
{
either m0 > M∞ ,
or m0 ≤M∞ and H(m0) < h0 .
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Notice that, if h0 = H, then
dh(t)
dt |t=0
=gh(m0, H) by (4) and (10)
>gh(M,H) by (10) and M < m0
=0 by (29).
Therefore, h(t) > H, for t > 0 small enough. As a consequence, we will
concentrate on the case h0 < H.
Second, we show that there exists a point (m0, h0) such that
m0 < m0 and m0 ∈ [M,M∞] and h0 = h0 = H(m0) ≤ H . (48)
Of course, we take h0 = h0. To prove the existence of m0 ∈ [M,M∞], it
suffices to show that h0 ∈ [H(M∞), H]. Indeed, we know from Lemma 10,
and especially (32) that the function H : [M,M∞]→ [H(M∞), H] is C1 and
strictly decreasing. Now, from (47), we deduce that
• if M∞ = 1, then m0 ≤ M∞ = 1 and H(m0) < h0 ≤ H; as the
function H is strictly decreasing, we conclude that H(M∞) ≤ H(m0) <
h0 ≤ H, hence that h0 ∈ [H(M∞), H];
• if M∞ < 1, then H(M∞) = 0 by (32); as 0 ≤ h0 ≤ H, we conclude
that 0 = H(M∞) < h0 ≤ H, hence that h0 ∈ [H(M∞), H].
Notice in passing that, as the function H is strictly decreasing, we have that
m0 = M ⇐⇒ h0 = h0 = H . (49)
We have proved that m0 exists and that m0 ∈ [M,M∞]. There remains to
show that m0 < m0. Now, from m0 ∈ [M,M∞] and h0 = h0 = H(m0), we
deduce that (m0, h0) = (m0, h0) ∈ V, defined in (34). By definition (34) of V,
using the property that the function H is strictly decreasing, we have that
(m0, h0) = (m0, h0) ∈ V⇒ (m,h0) ∈ V , ∀m ≤ m0 .
As (m0, h0) 6∈ V by assumption (46), we conclude that m0 < m0.
From now on, we suppose that h0 < H, so that, summing up the proper-
ties shown above, the point (m0, h0) is such that
m0 < m0 and m0 ∈]M,M∞] and h0 = h0 = H(m0) < H . (50)
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Now, in addition to the trajectory t 7→ (m(t), h(t)) that is the solution
to (4) for the control trajectory u(·) when (m(0), h(0)) = (m0, h0), we study
the trajectories
• t 7→ (m(t), h(t)), the solution to (4) when u(t) = u and when the
starting point is
(
m(0), h(0)
)
= (m0, h0) = (m0, h0) as in (50), that is,
on the right of the frontier of V (the bottom frontier of the shaded part
in Figure 5);
• t 7→ (m(t), h(t)), the solution to (4) when u(t) = u and when the
starting point is
(
m(0), h(0)
)
= (m0, h0).
We have the following inequalities between initial conditions:(
m(0), h(0)
)
= (m0, h0) ≤ (m0, h0) =
(
m(0), h(0)
)
=
(
m(0), h(0)
)
.
By Proposition 6, we deduce that(
m(t), h(t)
) ≤ (m(t), h(t)) ≤ (m(t), h(t)) , ∀t ≥ 0 .
By Lemma 11, we obtain in particular that there exists T > 0 such that
H = h(T ) ≤ h(T ) ≤ h(T ) .
Here, T > 0 because (as can be seen in the proof of Lemma 11),
m(0) = m0 > M and h(0) = h0 < H .
We prove that h(T ) < h(T ).
Suppose, by contradiction, that h(T ) = h(T ). Therefore, the function
t ≥ 0 7→ h(t)− h(t) is nonnegative with a minimum at T > 0, so that
dh(t)
dt |t=T
− dh(t)
dt |t=T
= 0 .
From (4), we deduce that
Ahm(T )(1− h(T ))− γh(T ) = Ahm(T )(1− h(T ))− γh(T ) .
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As h(T ) = h(T ) < 1, we obtain that m(T ) = m(T ). Therefore, we have(
m(T ), h(T )
)
=
(
m(T ), h(T )
)
.
This is impossible because the two trajectories t 7→ (m(t), h(t)), and t 7→(
m(t), h(t)
)
are generated by the same vector fields, so that they must be
equal. However, we have m(0) = m0 < m0 = m(0).
To conclude, we have proven that, for any control trajectory u(·) as in (5),
the state trajectory starting from any point of the set V0(H)\V does not
satisfy the constraint (6) for a time T < +∞.
3.4 Epidemiological interpretation
The following theorem summarizes the description of the viability kernel de-
pending on whether the upper limit H for the proportion of infected humans
in (6) is low, high or medium.
Theorem 14. The viability kernel V(H) in (7) is as follows.
L) High constraint, that is, a low threshold of infected humans. If
H <
Ah − γu/Am
Ah + γ
, (51)
the viability kernel consists only of the origin:
V(H) = {(0, 0)} . (52)
H) Weak constraint, that is, a high threshold of infected humans. If
Ah
Ah + γ
< H , (53)
the viability kernel V(H) is the whole constraint set, that is,
V(H) = V0(H) = {(m,h)|0 ≤ m ≤ 1, 0 ≤ h ≤ H} = [0, 1]× [0, H] .
(54)
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M) Medium constraint, that is, a medium threshold of infected humans. If
0 <
Ah − γu/Am
Ah + γ
< H <
Ah
Ah + γ
, (55)
the viability kernel V(H) is a strict subset of the constraint set V0(H)
whose upper right frontier is a smooth and decreasing curve,
V(H) =
(
[0,M ]× [0, H])⋃{(m,h)∣∣∣M ≤ m ≤M∞ , h ≤ H(m)} ,
(56a)
where H : m 7→ H(m) is the solution to
− gm(m,H(m), u)H′(m) + gh(m,H(m)) = 0 , (56b)
H(M) = H . (56c)
The results of Theorem 14 make sense from an epidemiological point of
view.
L) One extreme situation is when the maximum proportion H of infected
humans is low. In that case, the imposed constraint not to overshoot H
can only be satisfied when there are no infected humans nor infected
mosquitoes at the start.
H) The other extreme situation is when the maximum proportion H of in-
fected humans is high. In that case, we are allowing a large fraction
of the population to get infected. For any trajectory starting in the
so-called constraint set (that is, such that the value with which the
proportion of people starts is located below the maximum proportion),
any mortality rate due to fumigation will make the proportion of in-
fected humans always below H for all times.
M) The most interesting case is when the maximum proportionH of infected
humans is medium (satisfying the condition (55)). Here, the viability
kernel is the strict subset of the constraint set whose upper frontier
matches the state orbit associated with the maximum mortality rate
due to fumigation (by Lemma 11).
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Focusing more on this last case, the condition (55) of Theorem 14 can be
rewritten as follows:
0 <
Ah
γ + Ah
− γ
Am(γ + Ah)
u < H <
Ah
γ + Ah
. (57)
This new form (57) taken by the inequalities (55) allows us to visualize
the relation between the maximum proportion H of infected humans and the
maximum u mortality fumigation rate. Figure 6 displays the graph of H
versus u.
Figure 6: Viability kernel for the Ross-MacDonald model (1), in function
of the cap H on the proportion of infected humans and of the maximum
mortality rate u of mosquitoes
Equalities in the inequalities on both sides of (57) correspond to the two
dashed straight lines on Figure 6.
L) When the couple (u,H) belongs to the unshaded bottom triangle (cor-
responding to a low upper bound H), the viability kernel consists only
of the origin.
H) When the couple (u,H) belongs to the upper rectangle shaded with lines
(corresponding to a high upper bound H), the viability kernel is the
whole constraint set V0(H) = [0, 1]× [0, H].
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H) When the couple (u,H) belongs to the the gray shaded region (corre-
sponding to a medium upper bound H), the viability kernel is a strict
subset of the constraint set V0(H) = [0, 1] × [0, H], whose top right
frontier is the smooth curve given in (56b).
3.5 Viable controls
After having characterized the viability kernel, we turn to discussing so-
called viable controls. In viability theory [2], it is proven that any control
u ∈ [u, u], such that the vector (gm, gh) points towards the inside of the
viability kernel V(H) is viable in the following sense: a trajectory of viable
controls and an initial state in V(H) produce a state trajectory in V(H).
L) With a strong constraint as in (51), it is impossible to keep the proportion
of infected humans below H for all times, for whatever admissible con-
trol trajectory (5) (except if there are no infected humans or mosquitoes
at the start), by Proposition 7.
H) With a weak constraint as in (53), the constraint set V0(H) = [0, 1] ×
[0, H] is strongly invariant, by Proposition 8. Therefore, any admissible
control trajectory (5) makes it possible that the proportion of infected
humans remains below H for all times. For instance, the minimum con-
trol u = δ, corresponding to natural death rate (hence to no control),
is a viable control.
M) With a medium constraint as in (55), a viable control is the stationary
control u(·) = u, corresponding to maximal fumigation. However, other
controls might be viable: it suffices that, on the frontier of the viability
kernel V(H), a control yields a vector (gm, gh) that points towards the
inside of V(H). For instance, we could opt for a control which is low
when far from the frontier of the viability kernel V(H), but reaches u
when close to the frontier. Letting d(m,h) be the distance between
point (m,h) and the upper frontier of the viability kernel V(H), we
propose the following viable control for problem (2.2):
u(t) =
(
1− exp
(
−d(m(t), h(t))))u+ exp(−d(m(t), h(t)))u . (58)
Figures 7 and 8 display examples of viable control and state (infected
humans) trajectories for the Ross-MacDonald model (1) with a propor-
tion of 1% infected humans not to be exceeded (H = 0.01).
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Figure 7: Viable control trajectories for the Ross-MacDonald model (1) with
H = 0.01
Figure 8: Viable state (infected humans) trajectories for the Ross-MacDonald
model (1) with H = 0.01
4 Conclusion
As said in the introduction, the approach we have developed is (to our
best knowledge) new in mathematical epidemiology. Instead of aiming at
an equilibrium or optimizing, we have looked for policies able to maintain
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the infected individuals below a threshold for all times. More precisely, we
have allowed for time-dependent fumigation rates to reduce the population of
mosquito vector, in order to maintain the proportion of infected individuals
by dengue below a threshold for all times. By definition, the viability kernel
is the set of initial states (mosquitoes and infected individuals) for which
such a fumigation control trajectory exists.
Our theoretical results are the following. For the Ross-Macdonald model
with vector mortality control, we have been able to characterize the viability
kernel associated with the viability constraint that consists in capping the
proportion of infected humans for all times. Depending on whether the cap on
the proportion of infected is low, high or medium, we have provided different
expressions of the viability kernel. We have also characterized so-called viable
policies that produce, at each time, a fumigation rate as a function of current
proportions of infected humans and mosquitoes, such that the proportion of
infected humans remains below a threshold for all times.
Regarding the use of our theoretical results, we have provided a numerical
application in the case of the control of a dengue outbreak in 2013 in Cali,
Colombia. Indeed, thanks to numerical data yielded by the Municipal Secre-
tariat of Public Health of Cali, we have produced figures of viability kernels
and of viable trajectories. What our analysis suggests is that, to cap the
proportion of infected humans at the peak, you need to measure the propor-
tion of infected mosquitoes, at least when it is larger than the characteristic
proportion M , defined in (28). Measuring mosquito abundance is a difficult
task, whereas measuring a proportion of infected mosquitoes might be done
by proper sampling. Naturally, the weaker the control, the more you need to
estimate the proportion of infected mosquitoes, as illustrated in Figure 9.
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Figure 9: Dependence of the viability kernel on the maximal fumigation
mortality rate u
A Appendix
A.1 Recalls on comparison theorems for differential
systems
Definition 15. The function g : Rn → Rn is said to be quasi monotonous if
g is C1 and that
∂gi
∂xj
≥ 0 , ∀i 6= j .
In what follows, all inequalities between vectors have to be understood
componentwise.
Theorem 16. Let f and g be two vector fields on D ⊂ Rn, with f or g quasi
monotonous and f ≤ g. Suppose that the differential systems
x˙ = f(x) , y˙ = g(y) ,
have solutions t 7→ xt and t 7→ yt defined for all t ≥ 0. Then, if x0 ≤ y0, we
have that xt ≤ yt for all t ≥ 0.
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Proof. We consider two cases.
(a) Suppose that f < g — that is, f i < gi for all i = 1, . . . , n — and that
x0 < y0. We define
τ = inf{t ≥ 0 | ∃i = 1, . . . , n , xit > yit} .
We show that τ = +∞, that is, xt ≤ yt for all t ≥ 0. Indeed, let
us suppose the contrary. If τ < +∞, then there exists at least one
i = 1, . . . , n such that
xiτ = y
i
τ , x
j
τ ≤ yjτ , ∀j 6= i .
Supposing that g is quasi monotonous (the proof is similar when f is
quasi monotonous), we deduce that gi(xτ ) ≤ gi(yτ ).
Moreover, as xit > y
i
t, for all t ∈]τ, τ+[ (for  small enough) and xiτ = yiτ ,
we have that
f i(xτ ) =
dxit
dt |t=τ
≥ dy
i
t
dt |t=τ
= gi(yτ ) .
From gi(xτ ) ≤ gi(yτ ), gi(yτ ) ≤ f i(xτ ) and f i < gi, we deduce that
gi(xτ ) ≤ gi(yτ ) ≤ f i(xτ ) < gi(xτ ) .
This is contradictory. As a consequence, x0 < y0 implies that xt ≤ yt
for all t ≥ 0.
(b) Suppose that f ≤ g and x0 ≤ y0. For any  > 0, denote by yt the
solution of
y˙ = g(y) +  , y0 = y0 +  .
We have that
x0 < y

0 , f < g +  .
Therefore, we can conclude from the previous item that xt ≤ yt for all
t ≥ 0. It is well known that, for fixed t, when  ↓ 0, we have that yt → yt.
As a consequence, x0 ≤ y0 implies that xt ≤ yt for all t ≥ 0.
The following extension is immediate.
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Theorem 17. Let (ft)t≥0 and (gt)t≥0 be two families of vector fields on D ⊂
Rn, with ft or gt quasi monotonous and ft ≤ gt, for all t ≥ 0. Suppose that
the differential systems
x˙ = ft(x) , y˙ = gt(y) ,
have solutions t 7→ xt and t 7→ yt defined for all t ≥ 0. Then, if x0 ≤ y0, we
have that xt ≤ yt for all t ≥ 0.
A.2 Epidemic model adjusted to 2013 dengue outbreak
in Cali, Colombia
The city of Cali, in Colombia, has witnessed several episodes of dengue, as
displayed in Figure 10.
Figure 10: Number of infected by dengue, revealing several episodes of dengue
in the city of Cali, in Colombia
The Municipal Secretariat of Public Health of Cali provided us with data
corresponding to the dengue outbreak registered in 2013. Here, we present
how we have estimated the parameters in the Ross-Macdonal model (1) —
using the information of daily reports for new registered cases of dengue in
Cali — to obtain different figures of viability kernels and of viable trajectories.
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Definition of parameters
We introduce the state vector
z(t) =
(
m(t), h(t)
) ∈ [0, 1]2 , (59)
and the vector of parameters
θ =
(
α, ph, pm, ξ, δ
) ∈ Θ ⊂ R5+ , (60)
consisting of the five parameters previously defined in Table 1. The parame-
ter set Θ ⊂ R5+ is given by the Cartesian product of the five intervals in the
third column of Table 2.
With these notations, the Ross-Macdonal model (1) now writes
d
dt
z(t; θ) = f
(
z(t; θ), θ
)
t > 0
z(0; θ) = z0 z0 = (m0, h0)
′
(61)
where
f(z, θ) =
(
f1(z, θ)
f2(z, θ)
)
=
(
α pm h(1−m)− δ m
α ph ξ m(1− h)− γ h
)
, γ = 0.1 . (62)
Daily data deduced from health reports
Notice that the rate γ of human recovery does not appear in the parameter
vector θ in (60). Indeed, in the data we only have new cases of dengue
registered per day; there is no information regarding how many people recover
daily. We chose an infectiousness period of 10 days, that is, a rate of human
recovery fixed at γ = 0.1. Under this assumption, the daily incidence data
(i.e., numbers of newly registered cases reported on daily basis) provided by
the Municipal Secretariat of Public Health (Cali, Colombia) can be converted
into the daily prevalence data (i.e., numbers of infected people on a given
day, be they new or not). With this, we deduce values of daily proportion of
infected people in the form of the set
O =
{(
tj, ĥj
)
, j = 0, 1, . . . ,D
}
, (63)
where tj refers to j-th day, within the observation period of (D+1) days, and
where ĥj stands for the fraction of infected people at the day tj. Naturally,
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Parameter Initial value Range Reference Estimated value
α 1 [0, 5] [11, 26] 0,3365
pm 0.5 [0, 1] 0,1532
ph 0.5 [0, 1] 0,2287
ξ 1 [1, 5] [24, 27] 1,0359
δ 0.035
[
1
30
, 1
15
]
[11, 27] 0.0333
Table 2: Initial values, admissible ranges, respective source references, and
estimated values of parameters (numerical solution of optimization problem
(64)).
the first couple in the set (63) defines the initial condition h(t0) = ĥ0 with
t0 = 0 (initial observation day). Unfortunately, there is no available data for
the fraction of infected mosquitoes. As mosquito abundance is strongly corre-
lated with dengue outbreaks [21], we have chosen a linear relation m(0) = 3ĥ0
at the beginning of an epidemic outburst (other choices gave similar numer-
ical results).
Parameter estimation procedure
To estimate a parameter vector θ ∈ Θ that suits with the data, we have
applied the curve-fitting approach based on least-square method. More pre-
cisely, we look for an optimal solution to the problem of constrained opti-
mization
min
θ∈Θ
ϕ(θ) =
1
2
D∑
j=1
(
h(tj, θ)− ĥj
)2
, D = 60 days , (64)
subject to the differential constraint (61). Regarding numerics, we have
solved this optimization problem with the lsqcurvefit routine (MATLAB
Optimization Toolbox), starting with an admissible θ0 ∈ Θ (see its ex-
act value in Table 2, second column). The routine generates a sequence
{θ1, θ2, . . .} that we stop once it is stationary, up to numerical precision. For
a better result, we have combined two particular methods (Trust-Region-
Reflective Least Squares Algorithm [29] and Levenberg-Marquardt Algorithm
[25]) in the implementation of the lsqcurvefit MATLAB routine.
The last column of Table 2 provides estimated values for the parameters
θ =
(
α, ph, pm, ξ, δ
)
, and Figure 11 displays the curve-fitting results.
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Figure 11: Fraction of people infected with dengue obtained by adjustment
of the Ross-Macdonal model (1) (smooth solid curve) versus registered daily
prevalence cases (star isolated points) during the 2013 dengue outbreak in
Cali, Colombia
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