Abstract. Let Xn, n ∈ N be a sequence of non-empty sets, ψn :
Introduction
A topological space is called a Polish space if it is separable and completely metrizable. Let X, Y be Polish spaces and E, F equivalence relations on X, Y respectively. A Borel reduction of E to F is a Borel function θ : X → Y such that (x, y) ∈ E iff (θ(x), θ(y)) ∈ F , for all x, y ∈ X. We say that E is Borel reducible to F , denoted E ≤ B F , if there is a Borel reduction of E to F . If E ≤ B F and F ≤ B E, we say that E and F are Borel bireducible and denote E ∼ B F . We refer to [4] and [8] for background on Borel reducibility.
There are several famous dichotomy theorems on Borel reducibility. The first one is the Silver's dichotomy theorem [13] . Theorem 1.1 (Silver) . Let E be a Π 1 1 equivalence relation. Then E has either at most countably many or perfectly many equivalence classes, i.e. E ≤ B id(N) or id(R) ≤ B E.
There are three dichotomy theorems concerning E 0 . Before introducing these theorems, we recall definitions of equivalence relations E 0 , E 1 , E ω 0 . (a) For x, y ∈ 2 N , (x, y) ∈ E 0 ⇔ ∃m∀n ≥ m(x(n) = y(n)). (b) For x, y ∈ 2 N×N , (x, y) ∈ E 1 ⇔ ∃m∀n ≥ m∀k(x(n, k) = y(n, k)). (c) For x, y ∈ 2 N×N , (x, y) ∈ E ω 0 ⇔ ∀k∃m∀n ≥ m(x(n, k) = y(n, k)). Theorem 1.2. Let E be a Borel equivalence relation. Then (a) (Harrington-Kechris-Louveau [5] ) either E ≤ B id(R) or E 0 ≤ B E; (b) (Kechris-Louveau [9] ) if E ≤ B E 1 , then E ≤ B E 0 or E ∼ B E 1 ; (c) (Hjorth-Kechris [7] ) if E ≤ B E ω 0 , then E ≤ B E 0 or E ∼ B E ω 0 . Another class of interesting Borel equivalence relations come from classical Banach sequence spaces. Let p ≥ 1. For x, y ∈ R N , (x, y) ∈ R N /ℓ p ⇔ x − y ∈ ℓ p . It was shown by G. Hjorth [6] that every Borel equivalence relation E ≤ B R N /ℓ 1 is either essentially countable or satisfies E ∼ B R N /ℓ 1 . Kanovei asked whether the position of R N /ℓ 1 in the ≤ B -structure is similar with E 1 and E ω 0 (see [8] , Question 5.7.5). Question 1.3 (Kanovei) . Does every Borel equivalence relation
Two kinds of ℓ p -like equivalence relations were introduced by T. Mátrai [11] and the author [1] .
In this paper, we introduce a notion surpassing both (1) and (2) . Let X n , n ∈ N be a sequence of non-empty sets, ψ n :
Though we did not find a natural necessary and sufficient condition that E((X n , ψ n ) n∈N ) be an equivalence relation, we establish the following trichotomy.
From this trichotomy, we can see that Kanovei's problem is valid within equivalence relations of the form E((X n , ψ n ) n∈N ).
It was shown by R. Dougherty and G. Hjorth [2] that, for p, q ≥ 1,
Via a process of metrization, we prove that, for a rather general case, equivalence relations E((X n , ψ n ) n∈N ) coincide with ℓ p -like equivalence relations E((X n , d n ) n∈N ; p).
A trichotomy for sum-like equivalence relations
We denote the set of all non-negative real numbers by R + . Definition 2.1. Let X n , n ∈ N be a sequence of non-empty sets, ψ n :
If (X n , ψ n ) = (X, ψ) for every n ∈ N, we write E(X, ψ) = E((X n , ψ n ) n∈N ) for the sake of brevity.
It is hard to find a natural necessary and sufficient condition to determine when E((X n , ψ n ) n∈N ) is an equivalence relation. We need the following definition:
is an equivalence relation, we call it a sum-like equivalence relation. Furthermore, if X n , n ∈ N is a sequence of Polish spaces and every ψ n is Borel function, it is called a sum-like Borel equivalence relation.
The following easy lemma is very useful for the study of sum-like equivalence relations.
Lemma 2.3. Let E = E((X n , ψ n ) n∈N ) be a sum-like equivalence relation. For x, y ∈ n∈N X n , we have
Proof. Since E is an equivalence relation, (x, x) ∈ E. It follows that
Then the lemma follows.
for the sake of brevity.
Proof. We can see that following d ′ n 's meet the requirements.
Proof. For i ∈ N, let E i be a Borel equivalence relation on a Polish space
where a k ∈ Y k is independent of u. Clearly θ i is a Borel reduction of E i to E.
Now suppose that E = E((X n , ψ n ) n∈N ) is a sum-like Borel equivalence relation. Its position in the ≤ B -structure of Borel equivalence relations is determined by the following condition:
(ℓ1) ∀c > 0∃x, y ∈ n∈N X n such that ∃m∀n > m(ψ n (x(n), y(n)) < c) and
Proof. Firstly, we show a well known fact:
Fix an element a n ∈ X n for every n ∈ N.
Note that, for z, w ∈ [0, 1] N and l ∈ N, we have
Therefore, by Lemma 2.3,
If (ℓ1) fails, then there exists c > 0 such that
(2) there exists N 0 such that, for n > N 0 , F n is a Borel equivalence relation on X n .
Proof. Since (ℓ1) fails, clause (1) is trivial.
(2) Firstly, assume for contradiction that, there exist a strictly increasing sequence of natural numbers (n k ) k∈N and
Then we have n∈N ψ n (x(n), x(n)) = +∞. This is impossible, since E is an equivalence relation. So there exists N 1 such that, for n > N 1 , u ∈ X n , we have
Secondly, assume for contradiction that, there exist a strictly increasing sequence of natural numbers (n k ) k∈N and
for k ∈ N and x(n) = y(n) for other n. We have ψ n (x(n), y(n)) < c for n > N 1 . Since (ℓ1) fails, n∈N ψ n (x(n), y(n)) < +∞, i.e. (x, y) ∈ E. Clearly n∈N ψ n (y(n), x(n)) = +∞, so (y, x) / ∈ E. A contradiction! Hence there exists N 2 such that, for n > N 2 , u, v ∈ X n , we have
With a similar argument, we can prove that there exists N 3 such that, for n > N 3 , u, v, r ∈ X n , we have (u, v), (v, r) ∈ F n ⇒ (u, r) ∈ F n . In summary, for n > N 0 = max{N 1 , N 2 , N 3 }, F n is an equivalence relation. Since ψ n is Borel, so is F n .
Recall that E 0 (N) is an equivalence relation on N N similar to E 0 on 2 N . For
Lemma 2.9. For any equivalence relation E on n∈N X n , if there is a sequence F n ⊆ X 2 n , n ∈ N such that (1) and (2) of Lemma 2.8 hold, then either E 1 ≤ B E, E ∼ B E 0 , or E is trivial, i.e. all elements in n∈N X n are equivalent.
Proof. For n > N 0 , since F n is a Borel equivalence relation on X n , from the Silver dichotomy theorem [13] , either there are at most countably many F n -equivalence classes or there are perfectly many F n -equivalence classes. Case 1. There exists a strictly increasing sequence of natural numbers (n k ) k∈N such that there are perfectly many F n k -equivalence classes. Then there is a continuous embedding
where a n ∈ X n is independent of x. By Lemma 2.8. (1), it is straightforward to check that θ is a reduction of E 1 to E. Case 2. There exists N such that, for n > N , F n has only one equivalence class. From Lemma 2.8. (1), we see that E is trivial.
Case 3. If case 1 fails, then there exists N ′ such that, for n > N ′ , F n has at most countably many equivalence classes. So E ≤ B E 0 (N). If case 2 fails, then there exists a strictly increasing sequence of natural numbers (n k ) k∈N such that F n k has more than one equivalence class. Thus E 0 ≤ B E. Since E 0 ∼ B E 0 (N), we have E ∼ B E 0 . Now we have already completed the proof of the following trichotomy.
Proof. It is well known that E 1 ≤ B R N /ℓ 1 (see [9] Theorem 4.2), so if E ≤ B R N /ℓ 1 , then E 1 ≤ B E. Hence the corollary follows.
The following corollary shows that, for p ≤ 1, the situation is different.
Proof. Note that R N /ℓ p = E(R, ψ) where ψ(u, v) = |u − v| p for u, v ∈ R. It is easy to see that (ℓ1) holds for E(R, ψ), so R N /ℓ 1 ≤ B R N /ℓ p . For the other direction, we claim that R N /ℓ p ≤ B R N /ℓ q for 0 < p < q ≤ 1. We sketch the proof for Theorem 1.1 of [2] , that R N /ℓ p ≤ B R N /ℓ q for 1 ≤ p < q, and check that it is also valid for 0 < p < q ≤ 1.
It will suffice to prove for the case 0 < q 2 < p < q ≤ 1. We denote ρ = p q and r = 4 −ρ . Then 
Define a mapping θ : R N → R N such that, for x ∈ R N and k ∈ N,
For w = (s, t) ∈ R 2 , denote w q = (|s| q + |t| q )
For x, y ∈ R N , we have
Thus, θ is a reduction of R N /ℓ p to R N /ℓ q .
Metrization
In this section, we show that a sum-like equivalence relation E((X n , ψ n ) n∈N ) coincides with an ℓ p -like equivalence relation if the following conditions hold.
(m1) Denote X = n∈N X n . There is a unique function ψ : X 2 → R + such that ψ n = ψ ↾ X 2 n and ψ(u, v) = 1 if no X n contains both u, v. (m2) For any u, v, r ∈ X, if u, v, r ∈ X n , then there exists m > n such that u, v, r ∈ X m .
Let ψ n = min{ψ n , 1}. We can see that E((X n , ψ n ) n∈N ) = E((X n , ψ n ) n∈N ). Therefore, we may assume ψ n ≤ 1 if needed.
Lemma 3.1. Let (X n , ψ n ) n∈N satisfy (m1) and (m2). If ψ n ≤ 1, then E((X n , ψ n ) n∈N ) is an equivalence relation iff the following conditions hold:
(i) ψ(u, u) = 0 for u ∈ X; (ii) there is a C ≥ 1 such that for u, v, r ∈ X,
Proof. If conditions (i) and (ii) hold, it is trivial that E((X n , ψ n ) n∈N ) is an equivalence relation. We only need to prove the other direction. Now assume that E((X n , ψ n ) n∈N ) is an equivalence relation. Firstly, for any u ∈ X, by (m2), there is an infinite set I ⊆ N such that u ∈ X n for n ∈ I. Let x ∈ n∈N X n with x(n) = u for n ∈ I. Since (x, x) ∈ E((X n , ψ n ) n∈N ), we have ψ(u, u) = 0.
Secondly, for u, v ∈ X, if ψ(u, v) = 0, we claim that ψ(v, u) = 0. By (m2), there is an infinite set I ⊆ N such that u, v ∈ X n for n ∈ I. Therefore, for any x, y ∈ n∈N X n , if x(n) = u, y(n) = v for n ∈ I and x(n) = y(n) for n / ∈ I, we have (x, y) ∈ E((X n , ψ n ) n∈N ). Hence (y, x) ∈ E((X n , ψ n ) n∈N ). It follows that n∈I ψ(v, u) = n∈I ψ(y(n), x(n)) < +∞. Thus ψ(v, u) = 0. Now assume for contradiction that, for every k ∈ N there are
Select a finite set I k ⊆ N for every k satisfying that
Now we define x, y ∈ n∈N X n by
where a n ∈ X n is independent of x and y. Then we have
On the other hand, we have
With a similar argument, we can prove that there is
be two sum-like equivalence relations, both satisfying (m1) and (m2). If ϕ n ≤ 1, then
Proof. "⇐" is trivial. "⇒" follows similarly as the proof of Lemma 3.1.
Corollary 3.3. Let E((X n , ψ n ) n∈N ), E((X n , ϕ n ) n∈N ) be two sum-like equivalence relations, both satisfying (m1) and (m2). If ψ n , ϕ n ≤ 1, then
Before introducing the Metrization lemma, we recall several basic notions on relations. Let X be a non-empty set, we denote ∆(X) = {(u, u) :
Lemma 3.4 (Metrization lemma [10] , p. 185). Let U n , n ∈ N be a sequence of subsets of X 2 such that (i) U 0 = X 2 ;
(ii) each U n is symmetric and ∆(X) ⊆ U n ; (iii) U n+1 • U n+1 • U n+1 ⊆ U n for each n. Then there is a pseudo-metric d on X satisfying that
Theorem 3.5. Let (X n , ψ n ) n∈N satisfy (m1) and (m2). Then E((X n , ψ n ) n∈N ) is an equivalence relation iff it is an ℓ p -like equivalence relation.
Proof. Assume that E((X n , ψ n ) n∈N ) is an equivalence relation. Without loss of generality, we may assume that ψ n ≤ 1. From Lemma 3.1, there is C ≥ 1 such that, for u, v, r ∈ X, ψ(v, u) ≤ Cψ(u, v) and ψ(u, r) ≤ C(ψ(u, v) + ψ(v, r)).
Now denote B = 2C 2 + C. We define U 0 = X 2 and
It follows that, for each n, U n is symmetric and
Corollary 3.6. Let (X n , ψ n ) n∈N satisfy that, for n < m, X n ⊆ X m and ψ n = ψ m ↾ X 2 n . Then E((X n , ψ n ) n∈N ) is an equivalence relation iff it is an ℓ p -like equivalence relation.
In particular, E(X, ψ) is an equivalence relation iff there are pseudometric d on X and p ≥ 1 such that E(X, ψ) = E(X, d; p).
Further remarks
Let us consider a special case of sum-like equivalence relation. Let ψ f (u, v) = f (|u − v|) where f : R + → R + . Then conditions (i) and (ii) for E(R, ψ f ) in Lemma 3.1 read as (see also [11] , Proposition 2).
(i) f (0) = 0; (ii) there is a C ≥ 1 such that for s, t ∈ R + ,
Denote N f = {x ∈ R N : n∈N f (|x(n)|) < +∞}. Then E(R, ψ f ) is an equivalence relation iff N f is a subgroup of (R N , +). Furthermore, another interesting problem is to determine when N f is a linear subspace of R N . This problem was studied by S. Mazur and W. Orlicz (see [12] , 1.7). It was also considered in [12] that when N f 's are Banach spaces. Theorem 4.1 (Mazur-Orlicz). Let f : R + → R + satisfy that, as n → ∞, f (t n ) → 0 iff t n → 0. The necessary and sufficient condition for N f to be a linear space is that (a) there exist constants C > 0, ε > 0 such that f (s + t) ≤ C(f (s)+ f (t)) for s, t < ε; (b) for every ρ > 0 there are constants D > 0, δ > 0 such that f (s) ≤ Df (t) for t < δ, s < ρt.
Note that for t n ≥ min{ε, δ} > 0, n ∈ N, we have f (t n ) → 0. Thus there is c > 0 such that f (t) ≥ c for t ≥ min{ε, δ}. If we assume that f ≤ 1, then conditions (a) and (b) in this theorem turn to (a)' there exists a constant C ′ > 0 such that f (2s) ≤ C ′ f (s) for s ∈ R + ; (b)' there exists a constant D ′ > 0 such that f (s) ≤ D ′ f (t) for s < t.
For almost all known examples of sum-like equivalence relations E(R, ψ f ), N f 's are linear spaces. In the end, we present an example in which N f is not linear as follows.
Example 4.2. Let g : R + → R + be an increasing function with g(0) = 0, such that g ′ (t) is decreasing with lim t→0 g ′ (t) = +∞. For example, g(x) = √ x is such a function. Let (a n ) n∈N be a strictly decreasing sequence of positive numbers with lim n→∞ a n = 0.
Denote k n = g(an)
an . Then k n < k n+1 . We consider equations y = k n x and y − g(a n+1 ) = −k n+1 (x − a n+1 ). Their solution is (b n , k n b n ) where b n = 2k n+1 a n+1 kn+k n+1
. We can see that a n+1 < b n < a n . Now define f : R + → R + by f (t) =        0, t = 0, −k n+1 (t − a n+1 ) + g(a n+1 ), a n+1 ≤ t < b n , k n t, b n ≤ t < a n , g(a 0 ), a 0 ≤ t.
It is easy to check that, for s, t ∈ R + , f (s + t) ≤ f (s) + f (t), f (s) ≤ f (s + t) + f (t).
Note that
. Since lim t→0 g(t) t = lim t→0 g ′ (t) = +∞, we can find a sequence (a n ) n∈N such that 
