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Abstract
We present a pair of adjoint optimal control problems characterizing a class of time-
symmetric stochastic processes defined on random time intervals. The associated PDEs
are of free-boundary type. The particularity of our approach is that it involves two ad-
joint optimal stopping times adapted to a pair of filtrations, the traditional increasing
one and another, decreasing. They are the keys of the time symmetry of the construc-
tion, which can be regarded as a generalization of ”Schro¨dinger’s problem ” (1931-32)
to space-time domains. The relation with the notion of ”Hidden diffusions” is also
described.
Keywords. Bernstein processes on random time intervals; stochastic optimal control;
hidden diffusions; free boundary PDEs.
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1 Introduction
The notion of Bernstein stochastic processes dates back to 1932 (see Bernstein [2]) and
followed from a probabilistic interpretation of a suggestion made by E. Schro¨dinger, one year
before (Schrodinger [23]). During decades this line of ideas attracted very little attention.
In 1986 it was shown (Zambrini [25] and references therein) that, behind it, there is a
quantum-like regularization method for classical dynamical systems but, in contrast with
quantum theory, using well defined probability measures and appropriate path spaces.
More recently, the community of mass transportation theory adopted part of the result-
ing framework under the logo of “Schro¨dinger’s problem” [17]. It allows, in particular, to
construct very efficient regularizations in numerical approaches to optimal transport prob-
lems of interest in imaging, natural sciences and Economics (Cf., for instance Benamou et
al. [1], Carlier and Laborde [6], Di Marino and Gerolin [10] and Galichon [12]).
Schro¨dinger’s original (one dimensional) problem was to construct random processes
interpolating in an optimal way between two “arbitrary” probability densities, associated
with the heat equation, but given at the boundaries of a fixed time interval I. This means in
particular that the given future probability had, a priori, nothing to do with the traditional
probabilistic interpretation of this parabolic equation.
The answer to this problem, suggested by Schro¨dinger himself, is a class of (“Bernstein”)
diffusions, generally time inhomogeneous but enjoying a time reversibility property more
general than the one known by most probabilists. The probability density of those optimal
diffusions has an (integrable) product form of a positive solution of the heat equation and
a positive solution of a backward heat equation, both defined on the fixed time interval I,
respectively with (positive) initial and final boundary conditions.
If we adopt the traditional terminology of Mathematical Physics calling “Euclidean” any
approach of quantum physics where Schro¨dinger’s type of equations are replaced by parabolic
ones, the probability density of Bernstein diffusions expresses nothing but the Euclidean
version of Born’s fundamental interpretation of the wave function or, more precisely, of the
L2-scalar product of the two wave functions. After [25], the program inspired by Schro¨dinger
was developed in various directions, illustrating the generality of its starting idea, in no way
limited to the elementary situation considered initially (Zambrini [26]).
The fact that the time interval of Bernstein processes existence was fixed, in Schro¨dinger’s
problem, is not a necessary or even natural restriction of the method. A natural construction
would be to define Bernstein processes in space-time domains. This is the aim of this paper,
whose organization is the following.
Section 2 summarizes the original construction of a large class of Bernstein diffusions, on
a given (deterministic) time interval. Their particularity is to solve simultaneously two Itoˆ’s
stochastic differential equations, one with an initial boundary condition, the other with a
final one. Their relation with the notion of ”hidden diffusions” is also indicated.
Section 3 provides a characterization of Bernstein diffusions defined on random time
intervals as solutions of two adjoint optimal control problems where pairs of random times
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and drifts should be optimalized. In terms of partial differential equations these problems
are of free-boundary type. In Section 4 viscosity solutions of the adjoint Hamilton-Jacobi-
Bellman underlying our construction are described. Section 5 shows that the solutions of
these two boundary value problems are unique. In addition, their relation with Schro¨dinger’s
original problem and the associated dynamics of Bernstein optimal drifts are given. The
characterization of the distributions of the two adjoint optimal stopping times used in the
construction is the subject of Section 6. It amounts to the construction of a forward and a
backward martingale of the process. Section 7 is devoted to a one dimensional example and
its discussion.
2 Bernstein and hidden diffusions stochastic processes
Let Z ≡ {Zt ∈ Rn : t ∈ I ≡ [−T/2, T/2]} be a stochastic process defined on a filtered
probability space (Ω,ΣI , {Pt}t∈I , {Ft}t∈I , P ), where {Pt}t∈I and {Ft}t∈I are, respectively,
an increasing and a decreasing filtration for the process Zt.
We say that Z is a Bernstein stochastic process [2] if, for any bounded measurable function
f ,
E [f(Zt)|Ps ∪ Fu] = E [f(Zt)|Zs, Zu] , for all s ≤ t ≤ u, [s, u] ⊂ I. (1)
This is known today as the local or “two-sided” Markov property and represents a “reci-
procity” property of the process Z in time. We stress that (1) is weaker than the Markov
property. The construction of a Bernstein process relies on the definition of its transition
probability Q ≡ Q(s, x, t, B, u, z) that verifies:
(i) for all x, z ∈ Rn and s < t < u in I, B → Q(s, x, t, B, u, z) is a probability measure
in the Borel σ−algebra Bn of Rn;
(ii) for a fixed B ∈ Bn and s < t < u in I, (x, z) → Q(s, x, t, B, u, z) is measurable
function;
(iii) for all B1, B2 ∈ Bn, and s < t < u < r in I,
∫
B2
Q(s, x, t, B1, u, w) Q(s, x, u, dw, r, z) =
∫
B1
Q(s, x, t, dy, r, z) Q(t, y, u, B2, r, z).
Additionally, it can be found in Jamison [13] a proof of the following theorem:
Theorem 2.1. Let Q be a Bernstein transition probability and m a probability measure on
Bn × Bn. Then, there is a unique probability measure P = Pm, such that
(1) the local Markov property defined in (1) is satisfied;
(2) Pm(Z−T/2 ∈ B−T/2, ZT/2 ∈ BT/2) = m(B−T/2 ×BT/2), for all B−T/2, BT/2 ∈ Bn;
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(3) Pm(Zt ∈ B |Zs, Zu) = Q(s, Zs, t, B, u, Zu), for all −T/2 < s ≤ t ≤ u < T/2 and
B ∈ Bn;
(4) Pm(Z−T/2 ∈ B−T/2, Zt1 ∈ Bt1 , · · · , Ztn ∈ Btn , ZT/2 ∈ BT/2)
=
∫
B−T/2×BT/2
dm(x, z)
∫
Bt1
Q(−T/2, x, t1, dy1, T/2, z)
∫
Bt2
· · ·
· · ·
∫
Btn
Q(tn−1, yn−1, tn, dyn, T/2, z).
Let V : R3 → R be a bounded below potential and ~ be a positive constant such that
the integral kernel h(s, x, t, y) =
(
e−
H
~
(t−s)
)
(x, y), defined on L2(Rn), is positive and jointly
continuous in x, y ∈ Rn, where H is a parabolic operator of the form H = −~2
2
∆+ V . Then
an appropriate density of Bernstein transition probability can take the form (Cf. [25]),
Q(s, x, t, dy, u, z) =
h(s, x, t, y)h(t, y, u, z)
h(s, x, u, z)
.
According to Jamison [13], there exists a single joint probability measure m that turns Z
into a Markov process, given by
m(B−T/2 ×BT/2) =
∫
B−T/2×BT/2
η∗−T/2(x)h(−T/2, x, T/2, y)ηT/2(y)dxdy,
where η∗−T/2, ηT/2 : R
n → R are two arbitrary integrable measurable positive functions.
These functions are the unique solutions of a system of integral equations{
η∗−T/2(x)
∫
Rn
h(−T/2, x, T/2, z)ηT/2(z)dz = p−T/2(x)
ηT/2(z)
∫
Rn
η∗−T/2(x)h(−T/2, x, T/2, z)dx = pT/2(z),
for p−T/2 and pT/2 a given pair of (strictly positive) boundary probability densities. The
unique solvability of the above non-linear system was shown in Beurling [3]. Finally, if
ρ(t, x)is the density of the process at time t, the probability of the process Zt being in
B ∈ Bn is of the form
P (Zt ∈ B) =
∫
B
ρ(t, x)dx =
∫
B
η∗(t, x)η(t, x)dx
where
η(t, x) =
∫
h(t, x, T/2, z)ηT/2(z)dz , η
∗(t, x) =
∫
η∗−T/2(y)h
∗(−T/2, y,−t, x)dy
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and h∗ is, more generally, the integral kernel of e−(t+T/2)H
∗
. For H as before H∗ = H . One
can prove that, in this case, the functions η∗t and ηt are two positive solutions of the initial
and terminal problems on [−T
2
, T
2
],{
−h∂η∗
∂t
= Hη∗
η∗(−T/2, x) = η∗−T/2(x)
and
{
h∂η
∂t
= Hη
η(T/2, x) = ηT/2(x)
. (2)
This construction was done initially in Zambrini [25]. For a more rigorous version cf. [9].
Afterwards we are going to focus on this Markovian framework. Let us stress, however,
that there are interesting non-Markovian Bernstein processes (Vuillermot and Zambrini [24]).
Let BZ and CZ (resp. BZ∗ and C
Z
∗ ) be the forward drift and diffusion coefficient or
“volatility” (resp., backward drift and coefficient) associated with the Bernstein process Z
and defined by
BZ(s, x) = lim
t↓s
1
t− s
∫
R3
(y − x)Q(s, x, t, dy, u, z), (3)
BZ∗ (u, z) = lim
t↑u
1
u− t
∫
R3
(z − y)Q(s, x, t, dy, u, z) (4)
and
CZ(s, x) = lim
t↓s
1
t− s
∫
R3
|y − x|2Q(s, x, t, dy, u, z), (5)
CZ∗ (u, z) = lim
t↑u
1
u− t
∫
R3
|z − y|2Q(s, x, t, dy, u, z). (6)
For a Markov 3-d, for instance, Bernstein process with H defined as before, these functions
take the form
BZ(s, x) = ~∇ log η(s, x), BZ∗ (s, x) = −~∇ log η∗(s, x)
CZ(s, x) = CZ∗ (s, x) = ~I3×3,
where I3×3 is the identity matrix of dimension 3. For smooth drifts, the Markov Bernstein
process solve the forward and backward SDE’s:
dZt = B
Z(t, Zt)dt+ ~
1/2dWt and d∗Zt = BZ∗ (t, Zt)d∗t+ ~
1/2d∗W ∗t , (7)
where W represents a Brownian motion adapted to the past filtration and W ∗ denotes a
Brownian motion adapted to the future filtration. Additionally, it is straightforward to
observe that
BZ∗ (t, x) = B
Z(t, x)− ~∇ log ρ(t, x). (8)
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For sufficiently smooth functions the operators L and L∗, defined by
L = ∂t +BZ · ∇ + ~
2
∆ and L∗ = ∂t +BZ∗ · ∇ −
~
2
∆,
coincide, respectively, with the forward and backward infinitesimal generators of the process
Z:
(Lv)(t, x) = lim
△t↓0
Et,x
[
v(t+△t, Z(t+△t))− v(t, Z(t))
△t
]
(L∗v)(t, x) = lim
△t↓0
Et,x
[
v(t, Z(t))− v(t−△t, Z(t−△t))
△t
]
,
where Et,x[·] represents the expected value conditioned on the information that Zt = x.
Let us stress that L and L∗ involve indeed the same forward and backward increments
as in SDEs (7).
In a quantum-like context, Bernstein processes are usually seen as critical points of
forward and backward action functionals, cf. Cruzeiro and Zambrini [9] or Zambrini [26],
among others. In fact, one may see that η(t, x) = e−
1
h
F (t,x) and η∗(t, x) = e−
1
h
F ∗(t,x) where F
and F ∗ can be obtained as solutions (or “value functions”) of an optimal control problem.
In light of the results derived by Fleming and Soner [11], one may state the following result:
Proposition 2.1. Let F (t, x) and F ∗(t, x) be classical solutions of Hamilton-Jacobi-Bellman
equations {
∂F
∂t
− 1
2
|∇F |2 + ~
2
∆F + V (x) = 0,
F
(
T
2
, x
)
= FT/2(x),
t < T/2 and x ∈ Rn
{
∂F ∗
∂t
+ 1
2
|∇F ∗|2 − ~
2
∆F ∗ − V (x) = 0
F ∗
(−T
2
, x
)
= F ∗−T/2(x),
t > −T/2 and x ∈ Rn.
Then, if Z solves eqs.(7), it holds that
F (t, x) = Et,x
[∫ T/2
t
(
1
2
|BZ(s, Zs)|2 + V (Zs)
)
ds+ FT/2(ZT/2)
]
F ∗(t, x) = Et,x
[∫ t
−T/2
(
1
2
|BZ∗ (s, Zs)|2 + V (Zs)
)
ds+ F ∗−T/2(Z−T/2)
]
.
Following this approach, originated in Schro¨dinger [23], the Bernstein process Z is, by
construction, well-defined in the domain [−T/2, T/2]×Rn. But, can we construct a stochastic
process satisfying the above time reversibility property, which is not necessarily defined in
[−T/2, T/2] × Rn, but in a time varying domain contained in [−T/2, T/2] × Rn? Indeed,
one may generalize the concept of Bernstein stochastic processes by using results derived for
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“Hidden diffusions” (Cf. Choy and Nam [7]). In the context of filtering methods for hidden
diffusions, time reversal of the underlying stochastic processes plays an import role as shown
in Kim [14]. In our case the time reversibility is given by the construction of the Bernstein
processes itself.
Without taking into account the preceding construction, let us only assume that Z satis-
fies the forward and backward SDEs (7) where BZ(t, x) is bounded and uniformly Lipschitz
continuous for (t, x) ∈ [−T/2, T/2]× Rn, BZ∗ (t, x) satisfies (8) and ρ(t, x) is the solution of
the forward Kolmogorov equation for the process Zt. An auxiliary process Yt taking values
in Rn ∪ ”hidden” is defined as
Yt =
{
Zt, if Zt /∈ A
”hidden”, if Zt ∈ A
where A is a Borel set in [−T/2, T/2] × Rn. If Y[−T/2,T/2] represents the σ−algebra σ{Yt :
−T/2 ≤ t ≤ T/2}, τA = inf{u > t : (u, Zu) /∈ A} and τ ∗A = sup{s < t : (s, Zs) /∈ A}1 then it
is straightforward to see that
E
[
f(Zt) |Y[−T/2,T/2]
]
= Et,x
[
f(Zt) |PτA ∪ Fτ∗A
]
.
Combining the decomposition
E
[
Zt |PτA ∪ Fτ∗A
]
= E
[
Zt1Zt /∈A |PτA ∪ Fτ∗A
]
+ E
[
Zt1Zt∈A |PτA ∪ Fτ∗A
]
with the strong Markov property and Theorem 4 in Choy and Nam [7], one may state the
following result:
Theorem 2.2. For any bounded Borel function f , we have
E
[
f(Zt) |Y[−T/2,T/2]
]
= E
[
f(Zt) |PτA ∪ Fτ∗A
]
= E[f(Zt) |τA, ZτA, τ ∗A, Zτ∗A ].
This property generalizes indeed the local Markov property (1) since one may consider
the particular domain
A = ((s, u)× Rn) ∪ (]−∞, s] ∪ [u,+∞[×{∞}).
For this particular case, it is straightforward to recover equality (1):
E [f(Zt) |Ps ∪ Fu] = E[f(Zt) |Zs, Zu].
Let B be a Borel set contained in A and Q˜ be the transition probability of Z on the
event {Zt ∈ A} that is defined as
Q˜(τA, ZτA, t, B, τ
∗
A, Zτ∗A) = P (Zt ∈ B |τA, ZτA, τ ∗A, Zτ∗A).
1
τA is a Pt-stopping time and τ∗A is a Ft-stopping time.
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According to Choy and Nam [7], the conditional density is given by
Q˜(s, x, t, dy, u, z) =
h˜(s, x, t, y, u, z)∫
A
h˜(s, x, t, y, u, z)dy
,
where h˜(s, x, t, y, u, z) represents the joint density of (τA, ZτA, Zt, τ
∗
A, Zτ∗A). Additionally,
h˜(s, x, t, y, u, z) admits the following decomposition
h˜(s, x, t, y, u, z) = Lτ (s, x, t, y)ρ(t, y)Lτ∗(t, y, u, z),
where LτA (resp., Lτ∗A) is the joint density of (τA, ZτA, Zt) (resp., (τ
∗
A, Zτ∗A, Zt)). Furthermore,
in light of Lemma 2, in Choy and Nam [7], and Lemma 3.2, in Kim and Nam [15], the density
functions Ψs,x ≡ Ψs,x(t, y) = LτA(s, x, t, y) and Ψ∗(t, y) ≡ Ψ∗u,z(t, y) = Lτ∗A(t, y, u, z)) are the
solutions to the boundary problems:

∂Ψs,x
∂t
+BZ · ∇Ψs,x + ~2∆Ψs,x = 0, (t, y) ∈ A
Ψ(t, y) = δ(s,x)(t, y), (t, y) ∈ ∂A
Ψ(T/2, y) = 0, (T/2, y) ∈ A
and 

∂Ψ∗
∂t
+ BZ∗ · ∇Ψ∗ − ~2∆Ψ∗ = 0, (t, y) ∈ A
Ψ∗(t, y) = δ(u,z)(t, y), (t, y) ∈ ∂A
Ψ∗(−T/2, y) = 0, (−T/2, y) ∈ A
.
3 Stochastic optimal control problems
In this section, we will argue that Bernstein stochastic processes may be introduced in light
of stochastic control and optimal stopping theories. To do this, one has to introduce the
corresponding action functionals and the control diffusions.
Let U (resp., U∗) be the set of functions b (resp. b∗) such that the processes b(s, Zs)
(resp. b∗(s, Zs)) are progressively measurable processes valued in a compact metric separable
space M (resp., M∗), with respect to the increasing filtration {Pt}t∈I (resp., decreasing
{Ft}t∈I) and Tt (resp., T ∗t ) be the set of all stopping times adapted to the filtration {Pt}t∈I
(resp.,{Ft}t∈I) that are greater (resp., less) then or equal to t.
Consider the action functionals Jt,x and J
∗
t,x defined by
Jt,x(Z; τ, b) = Et,x
[∫ τ∧T/2
t
(
1
2
|b(s, Zs)|2 + V (Zs)
)
ds+ S(Zτ∧T/2)
]
, (9)
dZu = b(u,Xu)du+ ~
1/2dWu, Zt = x and − T
2
≤ t ≤ u ≤ T
2
(10)
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and
J∗t,x(Z; τ
∗, b∗) = Et,x
[∫ t
−T/2∨τ∗
(
1
2
|b∗(s, Zs)|2 + V (Zs)
)
ds+ S∗(Z−T/2∨τ∗)
]
, (11)
d∗Zs = b∗(s, Zs)d∗s+ ~1/2d∗W ∗s , Zt = x and −
T
2
≤ s ≤ t ≤ T
2
(12)
where τ ∈ Tt, τ ∗ ∈ T ∗t , S is the terminal boundary condition in the functional Jt,x and
S∗ is the initial boundary condition in the functional J∗t,x. In this context, d∗ should be
understood as the backward differential used above in L∗. J is usually called the forward
action function with terminal condition and J∗ the backward action functional with initial
condition. The stochastic optimal control problems consist in finding τˆ and bˆ (resp., τˆ ∗
and bˆ∗) that minimize the function J (resp., J∗). Equivalently, we can look for the “value
functions” U and U∗ given by
U(t, x) = inf
(b,τ)∈U×Tt
Jt,x(Z; τ, b) = Jt,x(Z; τˆ, bˆ) (13)
U∗(t, x) = inf
(b∗,τ∗)∈U∗×T ∗t
J∗t,x(Z; τ
∗, b∗) = J∗t,x(Z; τˆ
∗, bˆ∗). (14)
Throughout the paper, we will refer to the set
C = {(t, x) ∈ [−T/2, T/2)× Rn : U(t, x) < S(x)}
as forward continuation region and as forward stopping region, the set
S = {(t, x) ∈ [−T/2, T/2]× Rn : (t, x) /∈ C}.
Additionally, the backward continuation and stopping regions will be denoted, respectively,
by
C∗ = {(t, x) ∈ (−T/2, T/2]× Rn : U∗(t, x) < S∗(x)} and
S∗ = {(t, x) ∈ [−T/2, T/2]× Rn : (t, x) /∈ C∗}.
Henceforward, we assume that the functions V, S and S∗ satisfy the next assumption.
Assumption 3.1. Let the potential V , the terminal condition S and the initial condition
S∗ be such that
1) V , S and S∗ are Lipschitz continuous;
2) V is a lower-bounded function and S and S∗ are such that {S(Xτ )}τ∈Tt and {S∗(Xτ )}τ∈T ∗t
are two uniformly integrable families of random variables.
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Taking into account Assumption 3.1, one can easily prove that the functions (x, t) →
U(x, t) and (x, t) → U∗(x, t) are continuous. A proof of the next result, for the forward
version U , can be found in Pham [21]. Additionally, the continuity of U∗ can be obtained
by using the same type of arguments.
Proposition 3.1. Consider the value functions U and U∗ defined as in (13) and (14). Then,
U∗ ∈ C0([−T/2, T/2]× Rn) and U ∈ C0([−T/2, T/2]× Rn). Additionally, x→ U(t, x) and
x→ U∗(t, x) are Lipschitz continuous, uniformly in t.
In the next section, we will need to notice that, in light of 2) in Assumption 3.1, U and
U∗ satisfy the following property
{U(τ, Zτ )}τ∈Tt and {U∗(τ ∗, Zτ∗)}τ∗∈T ∗t are two uniformly integrable (15)
families of random variables.
To prove this, one should observe that for a single random variable uniformly integrability
means that its expected value is finite. Additionally, taking into account that
−∞ < U(t, x) ≤ S(x) and −∞ < U∗(t, x) ≤ S∗(x),
the first inequality following from Assumption 3.1, we deduce that∫ τˆ
t
1
2
|b(s, Zs)|2 + V (Zs)ds+ S(Zτˆ )∫ t
τˆ∗
1
2
|b∗(s, Zs)|2 + V (Zs)ds+ S∗(Zτˆ∗)
are two uniformly integrable random variables. In addition, this is equivalent to say that
there is a uniformly integrable test function f : [0,∞) → [0,∞), (see Definition C.2 and
Theorem C.3 in Øksendal [19]) such that
Et,x
[
f
(∣∣∣∣
∫ τˆ
t
1
2
|b(s, Zs)|2 + V (Zs)ds+ S(Zτˆ )
∣∣∣∣
)]
<∞
Et,x
[
f
(∣∣∣∣
∫ t
τˆ∗
1
2
|b∗(s, Zs)|2 + V (Zs)ds+ S∗(Zτˆ∗)
∣∣∣∣
)]
<∞
Proposition 3.2. Let U and U∗ be defined as in equation (13) and (14). Then U and U∗
satisfy property (15).
Proof. Pick a uniform integrability test function f : [0,∞) → [0,∞), which is increasing
and convex, and notice that
Et,x [f (|U(τ, Zτ )|)] ≤ Et,x
[
f
(∣∣∣∣
∫ τˆ
t
1
2
|b(s, Zs)|2 + V (Zs)ds+ S(Zτˆ)
∣∣∣∣
)]
<∞,
for any τ ∈ Tt, where the first inequality follows from the strong Markov property and
Jensen’s inequality, while the second inequality follows from the comments above.
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In this paper, our main goal is to show that stochastic processes obtained as solutions of
such stochastic control problems will be Bernstein diffusions. To do this, in the next sections
we will show that the value functions U and U∗ are viscosity solutions for the correspondent
HJB equations.
4 Dynamic programming principle and viscosity solu-
tions
The relationship between stochastic control problems and PDE’s is well known: usually the
value function can be recovered as a solution to a suitable HJB equation (see, for instance
Fleming and Soner [11]). As, often, the value function associated with the control problem
is not C2, we will prove in this section that the value functions U and U∗ are, respectively,
viscosity solutions to the HJB equations
max{Hb(t, x, v, ∂tv,∇v,∆v), v − S(x)} = 0, in [−T/2, T/2)× Rn
max{Hb∗∗ (t, x, v∗, ∂tv∗,∇v∗,∆v∗), v∗ − S∗(x)} = 0, in (−T/2, T/2]× Rn,
where “generalized Hamiltonians” can be defined here by
Hb(t, x, v, ∂t,∇v,∆v) = max
b∈U
{
−∂v
∂t
− b · ∇v − ~
2
∆v − 1
2
|b|2 − V (x)
}
= −∂v
∂t
+
1
2
|∇v|2 − ~
2
∆v − V (x)
Hb∗∗ (t, x, v∗, ∂t,∇v∗,∆v∗) = max
b∈U∗
{
∂v∗
∂t
+b∗ · ∇v∗ − ~
2
∆v∗ − 1
2
|b∗|2 − V (x)
}
=
∂v∗
∂t
+
1
2
|∇v∗|2 − ~
2
∆v∗ − V (x)
In this case, the minimizing controls would be given by
bˆ(t, x) = −∇U(t, x) and bˆ∗(t, x) = ∇U∗(t, x), (16)
and the HJB equations reduce to
max
{
−∂v
∂t
+
1
2
|∇v|2 − ~
2
∆v − V (x), v − S(x)
}
= 0 (17)
max
{
∂v∗
∂t
+
1
2
|∇v∗|2 − ~
2
∆v∗ − V (x), v∗ − S∗(x)
}
= 0. (18)
Additionally, v and v∗ satisfy terminal and initial conditions
v
(
T
2
, x
)
= S(x) and v∗
(
−T
2
, x
)
= S∗(x), ∀x ∈ Rn. (19)
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Definition 4.1. Consider a locally bounded function v : [−T/2, T/2)×Rn → R. Then, v is
a
(a) viscosity subsolution to (17) if whenever ψ ∈ C2([−T/2, T/2) × Rn) and v − ψ has a
local maximum at (t, x) ∈ [−T/2, T/2)× Rn, such that v(t, x) = ψ(t, x), then
max
{
−∂ψ
∂t
+
1
2
|∇ψ|2 − ~
2
∆ψ − V (x), v − S(x)
}
≤ 0;
(b) viscosity supersolution to (17) if whenever ψ ∈ C2([−T/2, T/2)×Rn) and v−ψ has a
local minimum at (t, x) ∈ [−T/2, T/2)× Rn, such that v(t, x) = ψ(t, x), then
max
{
−∂ψ
∂t
+
1
2
|∇ψ|2 − ~
2
∆ψ − V (x), v − S(x)
}
≥ 0;
(c) viscosity solution to (17) if it is simultaneously a viscosity subsolution and a viscosity
supersolution to (17).
A viscosity solution for the HJB equation (18) can be defined in the same way.
To reach the main result of this section, one needs to state a suitable Bellman principle
for the control problems (13) and (14). For further details about Bellman’s principle for
these control problems, we can refer to Krylov [16] (see also Pham [21]).
Fixing ǫ > 0, b ∈ U and b∗ ∈ U∗, one can define the following two stopping times:
τt,x,b,ǫ = inf{t ≤ s ≤ T/2 : U(s, Zs) ≥ S(Zs)− ǫ} (a Pt − stopping time) (20)
τ ∗t,x,b∗,ǫ = sup{t ≤ s ≤ T/2 : U∗(s, Zs) ≥ S∗(Zs)− ǫ} (a Ft − stopping time). (21)
Proposition 4.1. Let (t, x) ∈ [−T/2, T/2] × Rn and ǫ > 0. Then, if τb ≤ τt,x,b,ǫ, for all
b ∈ U ,
U(t, x) = inf
b∈U
Et,x
[∫ τb
t
1
2
|b(s, Zs)|2 + V (Zs)ds+ U(τb, Zτb)
]
.
Similarly, if (t, x) ∈ [−T/2, T/2]× Rn, ǫ > 0 and τ ∗b∗ ≥ τ ∗t,x,b∗,ǫ, then
U∗(t, x) = inf
b∗∈U∗
Et,x
[∫ t
τ∗
b∗
1
2
|b∗(s, Zs)|2 + V (Zs)ds+ U∗(τ ∗b∗ , Zτ∗b∗ )
]
.
It is now possible to state the existence of solution for the adjoint boundary problems
defined above.
Proposition 4.2. Consider the forward and backward stochastic optimal control problems
defined respectively by (9)-(10)-(13) and (11)-(12)-(14) and Assumption 3.1. Then U and U∗
are, respectively, viscosity solutions to equations (17) and (18). Additionally, the following
conditions are satisfied
U
(
T
2
, x
)
= S(x) and U∗
(
−T
2
, x
)
= S∗(x), ∀x ∈ Rn.
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Proof. The proof of the result for the forward and backward cases is similar. Therefore, we
will focus our attention on the backward case which is less common.
To prove that U∗ is a viscosity solution to the HJB equation (18) and satisfies the
boundary condition U∗(−T/2, x) = S∗(x), we will split the proof in three steps.
(i) Supersolution property:
Let (t, x) ∈ [−T/2, T/2)× R and ψ ∈ C2([−T/2, T/2)× R) be such that (x, t) is a local
minimizer of U∗ − ψ and U∗(t, x) = ψ(t, x). We start by noticing that for every (t, x) ∈ S,
the forward stopping region of Section 3, we have U∗(t, x) = S∗(x). Fix (t, x) ∈ C, the
forward continuation region, and let θ∗b∗ ∈ (τ ∗t,x,b∗,ǫ, t) be such that Zs starts at x and stays in
a neighborhood N(x) for θ∗b∗ ≤ s ≤ t. Therefore, from the dynamical programming principle,
we have
U∗(t, x) = inf
b∗∈U∗
Et,x
[∫ t
θ∗
b∗
1
2
|b∗(s, Zs)|2 + V (Zs)ds+ U∗(θu, Zθu)
]
≥ inf
b∗∈U∗
Et,x
[∫ t
u
1
2
|b∗(s, Zs)|2 + V (Zs)ds+ ψ∗(u, Zu)
]
. (22)
Applying Dynkin’s formula in Et,x
[
ψ(θ∗b∗ , Zθ∗b∗ )
]
, we get
U∗(t, x)− Et,x
[
ψ(θ∗b∗ , Zθ∗b∗ )
]
= Et,x
[∫ t
θ∗
b∗
∂ψ
∂t
(s, Zs) + b
∗(s, Zs) · ∇ψ − ~
2
∆ψ(s, Zs)ds
]
.
(23)
Consequently, combining (22) and (23), it follows that
0 ≤ inf
b∗∈U∗
Et,x
[∫ t
θu
∂ψ
∂t
(s, Zs) + b
∗(s, Zs) · ∇ψ − ~
2
∆ψ(s, Zs)− 1
2
|b∗(s, Zs)|2 − V (Zs)ds
]
.
By letting θ∗b∗ ր t and dividing by E[θ∗b∗ ], we get
0 ≤ inf
b∗∈U∗
{
∂ψ
∂t
(t, x) + b∗(t, x) · ∇ψ − ~
2
∆ψ(t, x)− 1
2
|b∗(t, x)|2 − V (x)
}
and, consequently,
∂ψ∗
∂t
+
1
2
|∇ψ∗|2 − ~
2
∆ψ∗ − V (x) ≥ 0 for all (t, x) ∈ (−T/2, T/2]× Rn.
(ii) Subsolution property:
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Let (t, x) ∈ [−T/2, T/2)× R and ψ ∈ C2([−T/2, T/2)× R) be such that (x, t) is a local
maximizer of U∗ − ψ and U∗(x, t) = ψ(x, t). From the dynamical programming principle,
we have that, for any s ≤ t
U∗(t, x) ≤ Et,x
[∫ t
s
1
2
|b∗(u, Zu)|2 + V (Zu)du+ U∗(s, Zs)
]
≤ Et,x
[∫ t
s
1
2
|b∗(u, Zu)|2 + V (Zu)du+ ψ(s, Zs)
]
. (24)
Consequently, combining (23) and (24) and using a similar argument to the one used in the
proof of the supersolution property, it follows that
0 ≥ 1
s
Et,x
[∫ t
s
∂ψ
∂t
(u, Zu) + b
∗(u, Zu) · ∇ψ − ~
2
∆ψ(u, Zu)− 1
2
|b∗(u, Zu)|2 − V (Zu)du
]
.
Therefore, letting sր t and using the dominated convergence theorem, we get that
0 ≥ ∂ψ
∂t
(t, x) + b∗(t, x) · ∇ψ − ~
2
∆ψ(t, x)− 1
2
|b∗(t, x)|2 − V (x). (25)
Since b∗ is an arbitrary control, we have the required result:
0 ≥ ∂ψ
∗
∂t
+
1
2
|∇ψ∗|2 − ~
2
∆ψ∗ − V (x). (26)
Combining (26) with the fact that U∗(t, x) ≤ J∗t,x(Z; t, b) = S∗(x), this naturally implies
that
max
{
∂ψ∗
∂t
+
1
2
|∇ψ∗|2 − ~
2
∆ψ∗ − V (x), ψ∗ − S∗(x)
}
≤ 0.
(iii) Boundary condition:
By construction, J∗−T/2,x(Z, τ
∗, b) = S∗(x) for all τ ∗ ∈ T−T/2 (a P−T
2
- stopping time).
Therefore, one can trivially conclude that U∗(−T/2, x) = S∗(x).
Until the next section we will state some auxiliary results that will be useful to prove
an uniqueness result. To present these results we let S˜ : [−T/2, T/2] × Rn → R and
S˜∗ : [−T/2, T/2]× Rn → R be two continuous functions, A ⊂ [−T/2, T/2]× Rn be an open
bounded set, τA = inf{u > t : (u, Zu) /∈ A} and τ ∗A = sup{s < t : (s, Zs) /∈ A}.
Lemma 4.1. Consider the two modified optimal stopping problems
U˜(x, t) = inf
(b,τ)∈U×Tt
Et,x
[∫ τ∧τA
t
(
1
2
|b(s, Zs)|2 + V (Zs)
)
ds+ S˜(τ ∧ τA, Zτ∧τA)
]
,
U˜∗(x, t) = inf
(b∗,τ∗)∈U∗×T ∗t
Et,x
[∫ t
τ∗A∨τ∗
(
1
2
|b∗(s, Zs)|2 + V (Zs)
)
ds+ S˜∗(τ ∗A ∨ δ, Zτ∗A∨δ)
]
.
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Then, the value functions U˜ : A→ R and U˜∗ : A→ R are respectively viscosity solutions of
the adjoint boundary problems{
max
{
−∂v
∂t
+ 1
2
|∇v|2 − ~
2
∆v − V (x), v − S˜(t, x)
}
= 0, (t, x) ∈ A
v(t, x) = S˜(t, x), (t, x) ∈ ∂A
, (27)
and {
max
{
∂v∗
∂t
+ 1
2
|∇v∗|2 − ~
2
∆v∗ − V (x), v∗ − S˜∗(t, x)
}
= 0, (t, x) ∈ A
v∗(t, x) = S˜∗(t, x), (t, x) ∈ ∂A
. (28)
This result can be proven by similar arguments to the ones of Proposition 4.2. In the
next lemma, we prove that solutions v and v∗ of (27) and (28) are also solutions to the
boundary problems{
−∂v
∂t
+ 1
2
|∇v|2 − ~
2
∆v − V (x) = 0, (t, x) ∈ Av
v(t, x) = S˜(t, x), (t, x) ∈ ∂Av
, (29)
and {
∂v∗
∂t
+ 1
2
|∇v∗|2 − ~
2
∆v∗ − V (x) = 0, (t, x) ∈ A∗v∗
v∗(t, x) = S˜∗(t, x), (t, x) ∈ ∂A∗v∗
, (30)
where
Av =
{
(t, x) : v(t, x) < S˜(t, x)
}
and A∗v∗ =
{
(t, x) : v∗(t, x) < S˜∗(t, x)
}
.
Lemma 4.2. Let v : A → R and v∗ : A → R be viscosity solutions to (27) and (28).
Then, v and v∗ are, respectively, viscosity solutions of the boundary problems (29) and (30).
Additionally, v(t, x) ≤ S˜(t, x) and v∗(t, x) ≤ S˜∗(t, x).
Proof. Since the function v is continuous, then for any ball Bǫ(t, x) with radius ǫ > 0 and
center (x, t), there exists (t0, x0) such that
v(t0, x0) = max
(t′,x′)∈Bǫ(t,x)
v(t′, x′).
By choosing ψ(t, x) = v(t0, x0), we have that ψ(t0, x0) = v(t0, x0) and (t0, x0) is a local
minimum for the function v − ψ. Since the function v is a subsolution to (27), we have
v(t0, x0) = ψ(t0, x0) ≤ S˜(t0, x0). Letting ǫ go to 0, we obtain v(t, x) ≤ S˜(t, x) for all
(t, x) ∈ A. In particular v(t, x) < S˜(t, x) when (t, x) ∈ Av and v(t, x) = S˜(t, x) when
(t, x) /∈ Av.
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Since v(t, x) < S˜(t, x) when (t, x) ∈ Av and v is a viscosity solution to (27), we deduce
that: (i) if ψ ∈ C2([−T/2, T/2)×Rn) and (t, x) ∈ [−T/2, T/2)×Rn are such that v−ψ has
a local maximum at (t, x) and v(t, x) = ψ(t, x), then
− ∂ψ
∂t
+
1
2
|∇ψ|2 − ~
2
∆ψ − V (x) ≤ 0;
(ii) if ψ ∈ C2([−T/2, T/2) × Rn) and (t, x) ∈ [−T/2, T/2) × Rn are such that v − ψ has a
local minimum at (t, x) and v(t, x) = ψ(t, x), then
− ∂ψ
∂t
+
1
2
|∇ψ|2 − ~
2
∆ψ − V (x) ≥ 0;
which means that v is a viscosity solution (29). A similar argument can be used to prove
the statements for v∗.
From this result, it is clear that U (resp., U∗) is a viscosity solution to the boundary
problem (29) (resp., (30)), if one replaces S˜ by S and Av by C (resp., S˜∗ by S∗ and A∗v by
C∗). Since the continuation regions C and C∗ are unknown, initially, the boundary problems
described above are known as free-boundary problems (see for instance Caffarelli and Salsa
[4]).
To finalize this section, we notice that, in light of the stochastic optimal control theory,
(see, for instance Fleming and Soner [11]), we observe that the value functions SτA and S
∗
τ∗
A∗
,
defined by
SτA(t, x) = inf
b∈U
Et,x
[∫ τA
t
{1
2
|b(u, Zu)|2 + V (Zu)}du+ S(ZτA)
]
(31)
S∗τ∗
A∗
(t, x) = inf
b∗∈U∗
Et,x
[∫ t
τ∗
A∗
{1
2
|b∗(s, Zs)|2 + V (Zs)}ds+ S∗(Zτ∗
A∗
)
]
(32)
satisfy, respectively, the boundary problems (29) and (30), but now assuming that Av = A
and Av = A
∗. In addition the optimal strategy is given by b˜ = −∇SτA and b˜∗ = ∇S∗τ∗
A∗
.
5 A uniqueness result
We now present a uniqueness result. We prove that our value functions are, indeed, the
unique solutions for the boundary problems presented in (17)-(18)-(19). Additionally, in
light of the Lemma 4.2, we deduce that U and U∗ are solutions to the boundary problems
(29) and (30), when we replace, respectively, Av and A
∗
v∗ by C and C∗. Similar results in the
field of optimal stopping can be found in Øksendal and Reikvam [20].
Theorem 5.1. Consider the forward and backward stochastic optimal control problems de-
fined respectively by (9)-(10)-(13) and (11)-(12)-(14). Then:
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1) the value function U is the unique viscosity solution to the HJB equation (17) that
satisfies both the left boundary condition in (19) and the condition
{U(τ,Xτ )}τ∈Pt is a uniformly integrable family of random variables. (33)
Additionally the optimal strategy is given by
τˆ = inf{−T/2 ≤ t ≤ u ≤ T/2 : U(u, Zu) ≥ S(Zu)} and bˆ(t, x) = −∇U(t, x).
2) the value function U∗ is the unique viscosity solution to the HJB equation (18) that
satisfies both the right-hand side right boundary condition in (19) and the condition
{U∗(τ,Xτ )}τ∈Ft is a uniformly integrable family of random variables. (34)
Additionally the optimal strategy is given by
τˆ ∗ = sup{−T/2 ≤ s ≤ t ≤ T/2 : U∗(s, Zs) ≥ S∗(Zs)} and bˆ∗(t, x) = ∇U∗(t, x).
Proof. Consider an open bounded set AN ⊂ [−T/2, T/2]×Rn such that AN ր [−T/2, T/2]×
R
n, as N → ∞, and the function v∗N that verifies v∗N (t, x) = v∗(t, x), for all (t, x) ∈ AN ,
where v∗ is a viscosity solution to (18) such that the right hand-side of (19) is satisfied
and {v∗(Xτ )}τ∈Ft is a uniformly integrable family of random variables. By construction, we
know that v∗N is a viscosity solution of (28), when one fixes S˜
∗ = v∗N that is, in fact, unique
according to the comparison principle for bounded domains, presented by Crandall, Ishii
and Lions [8]. Therefore, from Proposition 4.2 and Lemma 4.1, we have
v∗N(t, x) = inf
(b∗,τ∗)∈U∗×T ∗t
Et,x
[∫ t
τ∗N∨τ∗
1
2
|b∗(s, Zs)|2 + V (Zs)ds+ v∗N
(
τ ∨ τ ∗N , Zτ∨τ∗N
)]
,
where, τ ∗N = sup{−T/2 ≤ s ≤ t ≤ T/2 : (s, Zs) /∈ AN}. By construction, b∗ is already
chosen (as one can see in (16)), i.e b∗ = b˜∗ ≡ −∇v∗. Therefore,
v∗N(t, x) = inf
τ∗∈T ∗t
Et,x
[∫ t
τ∗N∨τ∗
1
2
|b˜∗(s, Zs)|2 + V (Zs)ds+ v∗N
(
τ ∨ τ ∗N , Zτ∨τ∗N
)]
≤ inf
τ∗∈T ∗t
Et,x
[∫ t
τ∗N∨τ∗
1
2
|b˜∗(s, Zs)|2 + V (Zs)ds+ S∗
(
Zτ∨τ∗N
)]
the last inequality being a consequence of Lemma 4.2. Since AN ր I × [0,∞) as N → ∞,
then τ ∗N ∨ τ ∗ ց −T/2 ∨ τ ∗. Additionally,
0 ≤
∫ t
τ∗N∨τ∗
(
1
2
|b˜∗(s, Zs)|2 + V (Zs)
)±
dsր
∫ t
τ∗N∨τ∗
(
1
2
|b˜∗(s, Zs)|2 + V (Zs)
)±
ds
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where
(
1
2
|b˜∗(s, Zs)|2 + V (Zs)
)+
= max
(
0, 1
2
|b˜∗(s, Zs)|2 + V (Zs)
)
and
(
1
2
|b˜∗(s, Zs)|2 + V (Zs)
)−
=
max
(
0,−
(
1
2
|b˜∗(s, Zs)|2 + V (Zs)
))
. From the monotone convergence theorem, we obtain
lim
n→∞
Et,x
[∫ t
τ∗N∨τ∗
1
2
|b˜∗(s, Zs)|2 + V (Zs)ds
]
= Et,x
[∫ t
−T/2∨τ∗
1
2
|b˜∗(s, Zs)|2 + V (Zs)ds
]
Furthermore, {S∗(Zτ∗)}τ∗ is a uniformly integrable family of random variables, which implies
that
lim
N→∞
Et,x
[
S∗(Zτ∗N∨τ∗)
]
= Et,x
[
S∗(Z−T/2∨τ∗)
]
.
Since this holds true for every τ ∗ ∈ T ∗t , we have
v∗(t, x) = lim
N→+∞
v∗N (t, x) ≤ lim
N→+∞
U∗N (t, x) = U
∗(t, x).
To prove the result, one still needs to show that v∗(t, x) ≥ U∗(t, x). Let ANv∗ = {(t, x) ∈
AN : v
∗(t, x) < S∗(x)} and τ˜ ∗N = sup{−T/2 ≤ s ≤ t ≤ T/2 : (s, Zs) /∈ ANv∗}. Combining the
first part of this proof with the results in Lemma 4.2 it follows that v∗N is the unique viscosity
solution of (30). Additionally, in light of our discussion regarding the representation of the
value function for the control problems (31) and (32), we obtain
v∗N(t, x) = Et,x
[∫ t
τ˜∗N
1
2
|b˜∗(s, Zs)|2 + V (Zs)ds+ v∗N
(
τ˜ ∗N , Zτ˜∗N
)]
.
Noticing that AN ր {(t, x) ∈ [−T/2, T/2] × Rn : v∗(t, x) < S∗(x)} as N → ∞, then
τ˜ ∗N = τ
∗
v ∨ τ ∗N ց −T/2 ∨ τ ∗v , where τ ∗v = sup{s < t : (s, Zs) /∈ [−T/2, T/2]×Rn}. Therefore,
using a similar argument to the previous one, we get v(t, x) = limN→+∞ vN(t, x), and,
consequently,
v(t, x) = Et,x
[∫ t
−T/2∨τ∗v
1
2
|b˜∗(s, Zs)|2 + V (Zs)ds+ v∗N
(−T/2 ∨ τ ∗v , Z−T/2∨τ∗v )
]
= Et,x
[∫ t
−T/2∨τ∗v
1
2
|b˜∗(s, Zs)|2 + V (Zs)ds+ S∗
(
Z−T/2∨τ∗v
)] ≥ U∗(t, x).
From this argument, it follows that U∗ = v∗, that is unique, τˆ ∗ = τ ∗v and bˆ = ∇v∗ = ∇U∗.
The argument to prove the result for U would be very similar to the one presented here.
The usual construction of Bernstein stochastic processes relies on the solution of a forward
and backward heat equations with respective positive (not necessarily integrable) final and
initial conditions. In our case, we can also construct this class of diffusion processes following
a similar strategy.
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Let η and η∗ be two functions defined as follows: η(t, x) = e−
1
~
U(t,x) and η∗(t, x) =
e−
1
~
U∗(t,x). One can check that η and η∗ satisfy, respectively, the following boundary problems{
min
{
−~∂η
∂t
− ~2
2
∆η+V (t, x)η, η − e− 1~S(x)
}
= 0
η
(
T
2
, x
)
= e−
1
~
S(x),{
min
{
~
∂η∗
∂t
− ~2
2
∆η∗ + V (t, x)η∗, η∗ − e− 1~S∗(x)
}
= 0
η∗
(−T
2
, x
)
= e−
1
~
S∗(x).
The reverse is also true in the sense that if η and η∗ are positive functions then v(t, x) =
−~(log η)(t, x) and v∗(t, x) = −~(log η∗)(t, x) solve Eqs (17) and (18). Furthermore, as a
consequence of Lemma 4.2, we also know that η and η∗ satisfy, respectively, the following
boundary problems:{
−~∂η
∂t
− ~2
2
∆η+V (t, x)η = 0, (t, x) ∈ C
η (t, x) = e−
1
~
S(x), (t, x) ∈ ∂C
{
~
∂η∗
∂t
− ~2
2
∆η∗ + V (t, x)η∗ = 0, (t, x) ∈ C∗
η∗ (t, x) = e−
1
~
S∗(x), (t, x) ∈ ∂C∗.
To end this section, we note that when U and U∗ are smooth enough then the controlled drifts
are, respectively, bˆ(t, x) = ~∇ log(η(t, x)) and bˆ∗(t, x) = −~∇ log(η∗(t, x)). Additionally, bˆ
and bˆ∗ solve the boundary problems:{
∂bˆ
∂t
+ (bˆ.∇)bˆ+ ~2
2
∆bˆ−∇V (t, x) = 0, (t, x) ∈ C
bˆ (t, x) = −∇S(x), (t, x) ∈ ∂C{
∂bˆ∗
∂t
+ (bˆ∗.∇)bˆ∗ − ~2
2
∆bˆ∗ −∇V (t, x) = 0, (t, x) ∈ C∗
bˆ∗ (t, x) = ∇S∗(x), (t, x) ∈ ∂C∗ .
6 Characterization of the optimal times
In this section, we are interested in obtaining a full characterization of the optimal stopping
times τˆ and τˆ ∗ used in the previous section.
To characterize the distribution of these stopping times, one has to provide a character-
izations of the following functions:
q(t, x) = Pt,x(τˆ > T˜ ), with (t, x) ∈ [−T/2, T/2]× Rn and − T/2 ≤ T˜ ≤ T/2, (35)
q∗(t, x) = Pt,x(τˆ ∗ < T˜ ), with (t, x) ∈ [−T/2, T/2]× Rn and − T/2 ≤ T˜ ≤ T/2. (36)
One may notice that functions q and q∗ can be written in the following way:
q(t, x) = Et,x
[
g(τˆ ∧ T˜ , Zτˆ∧T˜ )
]
, with − T/2 ≤ t ≤ T˜ < T/2 and (t, x) ∈ C, (37)
q∗(t, x) = Et,x
[
g∗(τˆ ∗ ∧ T˜, Zτˆ∗∧T˜ )
]
, with − T/2 < T˜ ≤ t ≤ T/2 and (t, x) ∈ C∗, (38)
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where the function g and g∗ are defined by:
g(s, x) = 1{U(s,x)<S(x)} and g∗(s, x) = 1{U∗(s,x)<S∗(x)}.
This follows from the fact that
{τ˜ > T˜} =
{
ω ∈ Ω : U(s, Zs(ω)) < S(Zs(ω)), ∀s ∈ [t, T˜ ]
}
, (39)
{τ˜ ∗ < T˜} =
{
ω ∈ Ω : U∗(s, Zs(ω)) < S∗(Zs(ω)), ∀s ∈ [T˜, t]
}
, (40)
which is obvious by the definitions of {τ˜ > T˜} and {τ˜ ∗ < T˜}.
The results derived below require to assume some regularity on the controls.
Assumption 6.1. The function U : [−T/2, T/2]×Rn → R and U∗ : [−T/2, T/2]×Rn → R,
defined in (13) and (14), are such that the following stochastic differential equations have a
unique strong solution
dZu = −∇U(u, Zu)du+ ~1/2dWu, Zt = x and − T
2
≤ t ≤ u ≤ T
2
(41)
d∗Zs = ∇U∗(s, Zs)d∗s+ ~1/2d∗W ∗s , Zt = x and −
T
2
≤ s ≤ t ≤ T
2
. (42)
Additionally, there are constants K > 0 and K∗ > 0 such that
|∇U(s, x)−∇U(s, y)| ≤ K|x− y|, for all (s, x) and (s, y) ∈ C
|∇U∗(s, x)−∇U∗(s, y)| ≤ K∗|x− y|, for all (s, x) and (s, y) ∈ C∗
In some cases the distribution probabilities above are easy to evaluate, as one may see in
the next lemma, stated without proof. It will be useful to introduce the following notation
t = sup
t
{t ∈ [−T/2, T/2] : (t, x) ∈ C} and t = inf
t
{t ∈ [−T/2, T/2] : (t, x) ∈ C∗}.
for some x ∈ Rn.
Lemma 6.1. Let (t, x) ∈ [−T/2, T/2]×Rn and −T/2 ≤ T˜ ≤ T/2. Then function q verifies
i) q(t, x) = 1 if
(
(t, x) ∈ S and t > T˜
)
or
(
(t, x) ∈ C and t ≥ T˜
)
;
ii) q(t, x) = 0 if
(
(t, x) ∈ S and t ≤ T˜
)
or
(
(t, x) ∈ C and T˜ ≥ t
)
.
Regarding function q∗ symmetric statements can be obtained:
iii) q∗(t, x) = 1 if
(
(t, x) ∈ S∗ and t < T˜
)
or
(
(t, x) ∈ C∗ and t ≤ T˜
)
iv) q∗(t, x) = 0 if
(
(t, x) ∈ S∗ and t ≥ T˜
)
or
(
(t, x) ∈ C∗ and T˜ ≤ t
)
.
In the remaining cases, we will show that, under additional conditions, functions q and
q∗ are the unique continuous viscosity solutions of the following boundary problems:

∂q
∂t
−∇U(t, x) · ∇q + h
2
∆q = 0, with − T/2 ≤ t < T˜ < t and (t, x) ∈ C
q(T˜, x) = 1, for (T˜ , x) ∈ C
q(t˜, x˜) = 0, for (t˜, x˜) ∈ {(t, x) : U(t, x) = S(x) ∧ −T/2 ≤ t < T˜ < t}
, (43)
and 

∂q∗
∂t
+∇U∗(t, x) · ∇q∗ − h
2
∆q∗ = 0, with t < T˜ < t ≤ T/2 and (t, x) ∈ C∗
q∗(T˜, x) = 1, for (T˜, x) ∈ C∗
q∗(t˜, x˜) = 0, for (t˜, x˜) ∈ {(t, x) : U∗(t, x) = S∗(x) ∧ t < T˜ < t ≤ T/2}
. (44)
Note that there is an implicit relationship between q and q∗ since∇U∗(t, x) = −∇U(t, x)−
~∇ log ρ(t, x), where ρ represents the density of the process.
Let us observe that, by definition of the optimal drifts b and bˆ in (16), q and q∗ are
respectively a Pt - martingale and a Ft - martingale of the process Z.
Proposition 6.1. Let q and q∗ be the functions defined in (35) and (36). Then, q is
continuous in the domain (t, x) ∈ C and −T/2 ≤ t < T˜ < t and q∗ in (t, x) ∈ C∗ and
t < T˜ < t ≤ T/2.
To prove this proposition, we will first state some auxiliary results.
In the next result we present some estimates on the moments of the process Z. This
allow us prove the continuity of the application (s, t, x) → Zt,xs (ω). The result’s proof will
use standard arguments and, consequently, we will simply draft the proof highlighting the
more relevant steps.
Lemma 6.2. Let Z be the Bernstein process satisfying the forward and backward stochastic
differential equations (41) and (42). Then, for each fixed ω ∈ Ω, the application (s, t, x) →
Zt,xs (ω) is continuous for each (t, x) ∈ C and t ≤ s < τˆ .
Proof. We start the proof by noticing that
E
[∣∣∣Zt,xs − Zt′,x′s′ ∣∣∣p] ≤ 3p−1 (E [∣∣Zt,xs − Zt,xs′ ∣∣p]+ E [∣∣∣Zt,xs′ − Zt,x′s′ ∣∣∣p]+ E [∣∣∣Zt,x′s′ − Zt′,x′s′ ∣∣∣p]) .
Firstly we will prove that
E
[∣∣Zt,xs − Zt,xs′ ∣∣p] ≤ 2p−1(s′ − s) p2
(
KpT
p
2 +
(
p(p− 1)
2
) p
2
~
p
)
.
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To prove this estimate, one can notice that
E
[∣∣Zt,xs − Zt,xs′ ∣∣p] ≤ 2p−1E
[∣∣∣∣∣
∫ s′
s
∇U(u, Zt,xu )du
∣∣∣∣∣
p
+
∣∣∣∣∣
∫ s′
s
~dWu
∣∣∣∣∣
p]
≤ 2p−1
(
Lp(s′ − s)p +
(
p(p− 1)
2
) p
2
~
p(s′ − s) p2
)
≤ 2p−1(s′ − s) p2
(
LpT
p
2 +
(
p(p− 1)
2
) p
2
~
p
)
,
the first inequality following from Ho¨lder’s inequality, Theorem 1.7.1 in Mao [18] and the
fact that U is Lipschitz in x uniformly in t, which implies that |∇U(s, x)| is bounded by a
constant L > 0, for every (s, t) ∈ C.
To find the estimate
E
[∣∣∣Zt,xs′ − Zt,x′s′ ∣∣∣p] ≤ 2p−1(x− x′)peKp(t−s′)p ≤ 2p−1(x− x′)pe (2KT )p2 (45)
one may notice that
E
[∣∣∣Zt,xs′ − Zt,x′s′ ∣∣∣p] ≤ 2p−1
(
(x− x′)p + E
[∣∣∣∣
∫ t
s′
∇U(u, Zt,xu )−∇U(u, Zt,x
′
u )du
∣∣∣∣
p])
≤ 2p−1
(
(x− x′)p +Kp(t− s′)p−1E
[∫ t
s′
∣∣∣Zt,xu − Zt,x′u ∣∣∣p du
])
,
where Ho¨lder’s inequality has been used as well as Theorem 1.7.1 in Mao [18] and Assumption
6.1. By Gronwall’s inequality, this shows estimate (45).
Finally, along the same lines of the previous estimates, we may prove that
E
[∣∣∣Zt,x′s′ − Zt′,x′s′ ∣∣∣p] ≤ 2p−1Lp(t′ − t)e (2TK)p2 . (46)
The result follows from Kolmogorov’s Lemma (see, for instance Theorem 72, Chapter IV
in Protter [22]).
Lemma 6.3. Let τˆ and τˆ ∗ be the stopping times defined in Theorem 5.1. Then, for fixed
ω ∈ Ω, (t, x)→ τt,x(ω) is a continuous application in the domain (t, x) ∈ C and −T/2 ≤ t <
T˜ < t and (t, x)→ τ ∗t,x(ω) is a continuous application in (t, x) ∈ C∗ and t < T˜ < t ≤ T/2.
Proof. To prove that the application (t, x)→ τt,x(ω) is continuous for a fixed ω ∈ Ω, we notice
that, due to the continuity of x→ U(s, x)−S(x) and (t, x)→ X t,xs , for any s ∈ [−T/2, T/2],
we get that for all ǫ > 0 there exists δ > 0 such that
|t− t′|+ |x− x′| < δ ⇒ |U(s,X t,xs )− S(X t,xs )− U(s,X t
′,x′
s ) + S(X
t′,x′
s )| < ǫ. (47)
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According to the definition of τˆ , we get that for all γ > 0 there is ζ > 0 such that
U(s,X t,xs )− S(X t,xs ) < −ζ, for all s ∈ [t, τˆt,x − γ] (48)
U(s,X t
′,x′
s )− S(X t
′,x′
s ) < −ζ, for all s ∈ [t, τˆt′,x′ − γ]. (49)
Thus, combining (47) with (48) and choosing ǫ = ζ
2
, we have
U(s,X t
′,x′
s )− S(X t
′,x′
s )−
ζ
2
< U(s,X t,xs )− S(X t,xs ) < −ζ.
Therefore, U(s,X t
′,x′
s ) − S(X t′,x′s ) < − ζ2 for all s ∈ [t′, τˆ t,x − γ] which implies that τ t,x −
γ < τ t
′,x′. By combining (47) with (49) and using a similar argument, we conclude that
τ t
′,x′ − γ < τ t,x. Therefore, we have proved that for all γ > 0 there is δ > 0 such that
|t− t′|+ |x− x′| < δ ⇒ |τt,x − τt′,x′| < γ,
as required.
Proof of Proposition 6.1. In what follows, we prove that (t, x) → q(t, x) is a continuous
function in the domain −T/2 ≤ t < T˜ < t and (t, x) ∈ C. A similar argument may be
established for the remaining case.
Fix ω ∈ Ω such that τˆ(t′,x′) > T˜ or τˆ(t′,x′) < T˜ . Due to the continuity of the functions
(t, x)→ τˆt,x and (s, t, x)→ Zt,xs , one has for g of Equation (37),
lim
(t,x)→(t′,x′)
g(τˆt,x ∧ T˜, Zt,xτˆt,x∧T˜ ) = g(τˆt′,x′ ∧ T˜, Z
t′,x′
τˆt′,x′∧T˜
).
Additionally, since the drifts of the process Z are bounded, as noticed in the proof of Lemma
6.3, Girsanov theorem holds true, and consequently the law of Z is absolutely continuous with
respect to law of the Brownian motion. Therefore, combining this fact with the continuity
of U and S, we get that
P (τˆ(t′,x′) = T˜ ) ≤ P (U(T˜, ZT˜ ) = S(ZT˜ )) = 0.
Since by definition 0 ≤ g(t, x) ≤ 1 for all (t, x) ∈ [−T/2, T/2]× Rn,
lim
(t,x)→(t′,x′)
E
[
g(τˆt,x ∧ T˜, Zt,xτˆt,x∧T˜ )
]
= E
[
g(τˆt′,x′ ∧ T˜, Zt
′,x′
τˆt′,x′∧T˜
)
]
,
follows from the dominated convergence theorem.
Theorem 6.1. Let q and q∗ be the functions defined in (35) and (36). Then, q is the
unique continuous viscosity solution of the boundary problem (43) in the domain (t, x) ∈ C
with −T/2 ≤ t < T˜ < t and q∗ is the unique continuous viscosity solution to the boundary
problem (44) in (t, x) ∈ C∗ with t < T˜ ∗ < t ≤ T/2. Outside of this domain domain, function
q and q∗ are characterized according to Lemma 6.1.
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Although the proof of Theorem 6.1 relies on the same type of arguments used through
out Sections 4 and 5, we will shortly prove the result.
Proof. We will only consider the function q; regarding q∗, the statement can be proved along
the same lines. We split the proof in two steps: (i) existence of solution to (43) and (ii)
uniqueness of solution to (43).
Proof of (i): Let (t, x) ∈ C and −T/2 ≤ t < T˜ < t and ψ ∈ C2([−T/2, T/2] × Rn) be
such that (t, x) is a local maximizer of q − ψ and q(t, x) − ψ(t, x) = 0. Let τ ∈ Tt be a
stopping time satisfying τ ≤ τˆ , then, by the strong Markov property and (37) we get
ψ(t, x) = q(t, x) = Et,x
[
Eτ,Xτ
[
g(τˆ ∧ T˜ , Zτˆ∧T˜ )
]]
= Et,x [q(τ,Xτ )] (50)
≤ Et,x [ψ(τ,Xτ )] = ψ(t, x) + Et,x
[∫ τ
t
Lψ(s,Xs)ds
]
. (51)
Dividing the inequality 0 ≤ Et,x
[∫ τ
t
Lψ(s,Xs)ds
]
by Et,x[τ ] and letting τ ց t we obtain
that
Lψ(t, x) ≥ 0,
that allows us to conclude that u is a viscosity subsolution to the PDE (43). To prove the
viscosity supersolution a similar argument may be used, namely, pic ψ ∈ C2([−T/2, T/2]×
R
n) and (t, x) ∈ C with −T/2 ≤ t < T˜ < t such that (t, x) is a local minimizer of u− ψ and
q(t, x)− ψ(t, x) = 0. Then,
0 ≥ Et,x
[∫ τ
t
Lψ(s,Xs)ds
]
, (52)
for τ ∈ Tt with τ ≤ τˆ . Dividing the last expression by Et,x[τ ] and letting τ ց t we obtain
that
Lψ(t, x) ≤ 0.
Therefore, q is a viscosity supersolution to the PDE (43).
Finally, to prove that q is a viscosity solution of the boundary problem (43), one can see
that, in light of Lemma 6.1, q(T˜, x) = 1 for all (T, x) ∈ C. Additionally, it is straightforward
that, if (t˜, x˜) ∈ {(t, x) : U(t, x) = S(x) ∧ −T/2 ≤ t < T˜ < t}, then q(t˜, x˜) = P (τˆ > T˜ ) = 0.
Proof of (ii): Let AN be an open bounded set such that
AN ⊂ {(t, x) ∈ C : −T/2 ≤ t < T˜ < t} and AN ր {(t, x) ∈ C : −T/2 ≤ t < T˜ < t}
and τN = inf{−T/2 ≤ t ≤ u : Zu /∈ AN}. Additionally, let qN be given by the function
qN(t, x) = q(t, x) for all (t, x) ∈ AN , where q is a viscosity solution to (43). By construction,
qN is a viscosity solution of the boundary problem
Lv = 0 with v = qN . (53)
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Additionally, by using the comparison principle for bounded domains, presented by Crandall,
Ishii and Lions [8], one may conclude that qN is the unique viscosity solution of (53).
Along the same lines as the first part of this proof, we have
qN(t, x) = E
[
qN
(
τN ∧ T˜, Zt,xτN∧T˜
)]
.
Since 0 ≤ qN (t, x) ≤ 1 for all (t, x) ∈ {(t, x) ∈ C : −T/2 ≤ t < T˜ < T/2}, the dominated
convergence theorem allows us to conclude that
q(t, x) = lim
N→+∞
qN(t, x) = lim
N→+∞
E
[
qN
(
τˆN ∧ T˜, Zt,xτˆN∧T˜
)]
= E
[
q
(
τˆt,x ∧ T˜, Zt,xτˆt,x∧T˜
)]
,
the last equality following from the continuity of q and the fact that τN ր τˆt,x. Therefore,
it is straightforward that q is given by (35).
7 Example
In this section, we intend to solve the stochastic control problems (13) and (14) when n = 1,
V (x) = 0, S(x) = |x| and S∗(x) = log(|x|+ 1), for all x ∈ R. Additionally, we will compare
the value functions and the Bernstein process obtained with our procedure with the ones we
would obtain solving the simpler (deterministic time interval) problem
H˜(t, x) = inf
b∈U
Et,x
[∫ T/2
t
(b(s, Zs))
2ds+ |Zτ∧T/2|
]
(54)
where the process Z solves the Pt - SDE :
dZt = b(t, Zt)dt+ h
1/2dWt. (55)
and
H˜∗(t, x) = inf
b∗∈U∗
Et,x
[∫ t
−T/2
(b∗(s, Zs))2ds+ log(|Z−T/2∨δ|+ 1)
]
(56)
where the process Z solves the Pt - SDE :
d∗Zt = b∗(t, Zt)d∗t+ h1/2d∗W ∗t .
The existence and uniqueness of solution for the free boundary problems below is shown
for instance in Cannon [5].
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7.1 The forward stochastic control problem
As seen in the previous sections, to find the value function U associated with the forward
control problem, one has to solve the free-boundary problem

−∂U
∂t
(t, x) + 1
2
(
∂U
∂x
(t, x)
)2 − ~
2
∂2U
∂x2
(t, x) = 0, (t, x) ∈ C
U(t, x) = |x|, (t, x) ∈ S
U(T/2, x) = |x|, x ∈ R
.
Therefore, one of the first steps to solve the control problem is to guess the shape of the
continuation and stopping regions. For this particular case, given the shape of the terminal
cost S(x) = |x| and the fact that V (x) = 0, it follows from Jt,x(Z, τ, b) ≥ 0, for all τ ∈ Tt
and b ∈ U , that the forward stopping region S ⊃ {0} and U(t, 0) = 0 for all t ∈ [−T/2, T/2].
Additionally, one can check that, for x ∈ R \ {0},
−∂S
∂t
(x) +
1
2
(
∂S
∂x
(x)
)2
− h
2
∂2S
∂x2
(x) =
1
2
> 0,
meaning that U(t, x) 6= S(x) for all x 6= 0. In other words, the value function U can be
described as follows:
(i) for x < 0, U is the unique classical solution to the boundary problem

−∂U
∂t
(t, x) + 1
2
(
∂U
∂x
(t, x)
)2 − ~
2
∂2U
∂x2
(t, x) = 0, (t, x) ∈ [−T/2, T/2)× (−∞, 0)
U(t, 0) = 0, t ∈ [−T/2, T/2)
U(T/2, x) = −x, x ∈ (−∞, 0)
.
(ii) for x > 0, U the unique classical solution to the boundary problem

−∂U
∂t
(t, x) + 1
2
(
∂U
∂x
(t, x)
)2 − ~
2
∂2U
∂x2
(t, x) = 0, (t, x) ∈ [−T/2, T/2)× (0,∞)
U(t, 0) = 0, t ∈ [−T/2, T/2)
U(T/2, x) = x, x ∈ (0,∞)
.
An analytic expression for U can be found by using the change of variable presented at the
end of Section 5. Indeed, if U(t, x) = −~ log(η(t, x)), then, for x < 0, η is unique solution of
the boundary and final problem

∂η
∂t
(t, x) + ~
2
∂2η
∂x2
(t, x) = 0, (t, x) ∈ [−T/2, T/2)× (−∞, 0)
η(t, 0) = 1, t ∈ [−T/2, T/2)
η(T/2, x) = e
1
~
x, x ∈ (−∞, 0)
.
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and, when x > 0, η is the unique solution of

∂η
∂t
(t, x) + ~
2
∂2η
∂x2
(t, x) = 0, (t, x) ∈ [−T/2, T/2)× (0,∞)
η(t, 0) = 1, t ∈ [−T/2, T/2)
η(T/2, x) = e−
1
~
x, x ∈ (0,∞)
.
It is a matter of calculations to see that, for t ∈ [−T/2, T/2]
η(t, x) =


1 + 1√
2π~(T/2−t)
∫ 0
−∞
(
e−
(x−y)2
2~(T/2−t) − e− (x+y)
2
2~(T/2−t)
)(
e
y
~ − 1) dy, x < 0
1 + 1√
2π~(T/2−t)
∫∞
0
(
e−
(x−y)2
2~(T/2−t) − e− (x+y)
2
2~(T/2−t)
)(
e−
y
~ − 1) dy, x > 0 . (57)
In this case, the optimal strategy, (bˆ, τˆ), is the following
bˆ(t, x) =


e
T/2−t
2h
η(t,x)
√
2πh(T/2−t)
(
e
x
h
∫ −x
−∞ e
− (y−(T/2−t))2
2h(T/2−t) dy + e−
x
h
∫ x
−∞ e
− (y−(T/2−t))2
2h(T/2−t) dy
)
, x < 0
−e
T/2−t
2h
η(t,x)
√
2πh(T/2−t)
(
e
x
h
∫ −x
−∞ e
− (y−(T/2−t))2
2h(T/2−t) dy + e−
x
h
∫ x
−∞ e
− (y−(T/2−t))2
2h(T/2−t) dy
)
x > 0
and
τˆ = inf{u ≥ t : Zu = 0}.
Since the process is optimally stopped once it reaches the level 0, and the terminal condi-
tion is the absolute value of the current state of the process, we are, indeed, constructing
two “symmetric” versions of the same stochastic process: one when the initial condition is
negative and a second one when the initial condition is positive.
7.2 The backward stochastic control problem
The value function U∗ can be obtained as a solution to the free-boundary problem

∂U∗
∂t
(t, x) + 1
2
(
∂U∗
∂x
(t, x)
)2 − ~
2
∂2U∗
∂x2
(t, x) = 0, (t, x) ∈ C∗
U∗(t, x) = log(|x|+ 1), (t, x) ∈ S∗
U∗(−T/2, x) = log(|x|+ 1), x ∈ R
.
A similar argument to the one used in the previous case allows us to get that S∗ ⊃ {0} and
U∗(t, 0) = 0 for all t ∈ [−T/2, T/2]. Moreover, it is a matter of calculations to see that,
when x ∈ R \ {0},
∂S∗
∂t
(x) +
1
2
(
∂S∗
∂x
(x)
)2
− ~
2
∂2S∗
∂x2
(x) =
~+ 1
2(1 + |x|)2 > 0.
Therefore, the backward stopping region is S∗ = {0}, which means that the following state-
ments are true:
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(i) for x < 0, U∗ is the unique solution to the boundary problem

∂U∗
∂t
(t, x) + 1
2
(
∂U∗
∂x
(t, x)
)2 − ~
2
∂2U∗
∂x2
(t, x) = 0, (t, x) ∈ (−T/2, T/2]× (−∞, 0)
U∗(t, 0) = 0, t ∈ (−T/2, T/2]
U∗(−T/2, x) = log(−x+ 1), x ∈ (−∞, 0)
,
(ii) when x > 0, U∗ is the unique solution to the boundary problem

∂U∗
∂t
(t, x) + 1
2
(
∂U∗
∂x
(t, x)
)2 − ~
2
∂2U∗
∂x2
(t, x) = 0, (t, x) ∈ (−T/2, T/2]× (0,∞)
U(t, 0) = 0, t ∈ (−T/2, T/2]
U(−T/2, x) = log(x+ 1), x ∈ (0,∞)
.
Using the transformation η∗(t, x) = e−
1
h
U∗(t,x), one can obtain two equivalent boundary
problems. If x < 0, then η is the unique solution to

∂η∗
∂t
(t, x)− ~
2
∂2η∗
∂x2
(t, x) = 0, (t, x) ∈ (−T/2, T/2]× (−∞, 0)
η∗(t, 0) = 1, t ∈ (−T/2, T/2]
η∗(−T/2, x) = (1− x)− 1~ , x ∈ (−∞, 0)
, (58)
and, when x > 0, η is the unique solution to

∂η∗
∂t
(t, x)− ~
2
∂2η∗
∂x2
(t, x) = 0, (t, x) ∈ (−T/2, T/2]× (0,∞)
η∗(t, 0) = 1, t ∈ (−T/2, T/2]
η∗(−T/2, x) = (1 + x)− 1~ , x ∈ (0,∞)
. (59)
Therefore, one obtains
η∗(t, x) =


1 + 1√
2π~(t+T/2)
∫ 0
−∞
(
e−
(x−y)2
2~(t+T/2) − e− (x+y)
2
2~(t+T/2)
)(
(1− y)− 1~ − 1
)
dy, x < 0
1 + 1√
2π~(t+T/2)
∫∞
0
(
e−
(x−y)2
2~(t+T/2) − e− (x+y)
2
2~(t+T/2)
)(
(y + 1)−
1
~ − 1
)
dy, x > 0
.
(60)
The optimal strategy for the backward control problem is given by
bˆ∗(t, x) =


∫ 0
−∞

(x−y)e−
(x−y)2
2~(t+T/2)−(x+y)e−
(x+y)2
2~(t+T/2)

((1−y)−1/~−1) dy
η∗(t,x)(t+T/2)
3
2
√
2π~
, x < 0
∫∞
0

(x−y)e−
(x−y)2
2~(t+T )−(x+y)e−
(x+y)2
2~(t+T )

((y+1)−1/~−1) dy
η∗(t,x)(t+T/2)
3
2
√
2π~
, x > 0
τˆ ∗ = sup{−T/2 ≤ s ≤ t : Zs = 0}.
Given the structure of the terminal cost, the process is stopped once it attains the level zero.
Therefore, the process is well defined in the space-time domain R \ {0} × [τˆ ∗, τˆ ].
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7.3 Classical control problems
In this section, we will construct a Bernstein stochastic process by solving the control prob-
lems (54) and (56) and we will compare it with the optimal process Z constructed above.
To solve the optimal control problems (54) and (56), one may use the standard theory
(see for instance Fleming and Soner [11])). This means that the value function of stochastic
control problems (54) and (54) are the unique classical solutions of the final and initial
boundary problems
−
∂H˜
∂t
(t, x) + 1
2
(
∂H˜
∂x
(t, x)
)2
− ~
2
∂2H˜
∂x2
(t, x) = 0, (t, x) ∈ [−T/2, T/2)× R
H˜(T/2, x) = |x|, x ∈ R
. (61)
and 

∂H˜∗
∂t
(t, x) + 1
2
(
∂H˜∗
∂x
(t, x)
)2
− ~
2
∂2H˜∗
∂x2
(t, x) = 0, (t, x) ∈ (−T/2, T/2]× R
H˜∗(−T/2, x) = log(−x+ 1), x ∈ R
, (62)
Noticing that there is a unique positive solution of the adjoint boundary problems{
∂η
∂t
(t, x) + ~
2
∂2η
∂x2
(t, x) = 0, (t, x) ∈ [−T/2, T/2)× R
η(T/2, x) = e−
1
~
|x|, x ∈ R , (63)
and {
∂η∗
∂t
(t, x)− ~
2
∂2η∗
∂x2
(t, x) = 0, (t, x) ∈ (−T/2, T/2]× R
η∗(−T/2, x) = (1 + |x|)− 1~ , x ∈ R , (64)
namely,
η(t, x) =
1√
2π~(T/2− t)
∫ ∞
−∞
e
− (x−y)2
2~(T/2−t) e−
|y|
~ dy, (65)
η∗(t, x) =
1√
2π~(t+ T/2)
∫ ∞
−∞
e−
(x−y)2
2~(t+T/2) (1 + |y|)− 1~dy (66)
the solution to (61) and (62), can be found by using the change of variable H˜(t, x) =
−~ log(η(t, x)) and H˜∗(t, x) = −~ log(η∗(t, x)).
The forward and backward optimal strategies are, in this case, given by the control
functions
bˆ(t, x) = 2e
T/2−t−2x
2~
∫ x
−∞ e
− 1
2
(y−(T/2−t))2
~(T/2−t) dy
η(t, x)
√
2π~(T/2− t) − 1
bˆ∗(t, x) = −
∫∞
−∞ (x− y)e−
1
2
(x−y)2
~(t+T/2)
(
(1− y)−1/~ − 1) dy
η∗(t, x)(t+ T/2)
3
2
√
2π~
,
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for every (t, x) ∈ (−T/2, T/2)×R\{0}. They are different from the ones obtained in Sections
7.1 and 7.2.
By comparing the process Z constructed at Sections 7.1 and 7.2 with the one obtained in
the present section, we conclude that the presence of random times in the action functionals
changes effectively the optimal stochastic process. Indeed, the Bernstein process constructed
in a random interval of time is different from the one constructed in a deterministic interval
of time, although they maximize the same action functionals.
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