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Abstract
The duality for linear constant coefficient partial differential equations between behaviours
and finitely generated modules over the operator ring is a very powerful tool linking equation
structure to dynamic behaviour. This duality is critically dependent on the choice of signal
space. In this paper we discuss two key algebraic problems which form an obstacle to the
extension of this theory to general signal spaces. The first of these is the so-called Willems
closure problem, which limits the ability of system equations to directly describe the sys-
tem. The second is the elimination problem, the general solution of which depends upon an
algebraic property (injectivity) of the signal space. We demonstrate the importance of these
problems in the module-behaviour framework, and some of the useful consequences of a full
or partial solution. The issues here are of particular relevance to the extension of the current
duality theory for behaviours defined by linear partial differential equations from the case of
constant to non-constant coefficients. © 2002 Elsevier Science Inc. All rights reserved.
Keywords: Linear systems; Multidimensional systems; Behaviors; Module theory; Willems closure; Elim-
ination problem; Image representations
1. Introduction
In most branches of systems theory, we inevitably describe a system by some
set of equations. The question as to what constitutes a solution of those equations
then becomes paramount for any detailed analysis of the system and its dynamical
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properties. This question becomes particularly sharp when the notion of a solution is
formalized and used as a central object of study, as in the behavioural approach due
to Willems [39,40].
The behaviour of a system given by some (say, differential) equations is the solu-
tion set of those equations with respect to some given signal space (which is where
the individual components of the solution are taken to lie). This is a natural model of
the physical or dynamical phenomena which can be exhibited by the system. Basic
systems theory then proceeds by elucidating the relationship between the properties
of the equations and the properties of the behaviour, which cannot be represented
directly. This relationship can be formalized as a correspondence (not necessarily
one-to-one) between behaviours and finitely generated modules over the ring of op-
erators. The finitely generated module corresponding to a given behaviour is the
same as the module used as a model of the system by Fliess and co-authors [1,6] and
by Pommaret and Quadrat [29,31], and is interpretable as the set of distinct single-
valued differential operators on the behaviour [41]. Conversely, given a module, the
corresponding behaviour is the solution set of any set of equations (re)presenting
the module in a certain sense. Thus the module-behaviour correspondence is not an
artificial construct but a natural relationship.
However, the extent to which the structure of the module reflects the structure of
the corresponding behaviour, and vice versa, depends crucially upon the choice of
signal space. In the case of systems defined by linear ordinary or partial differential
equations (PDEs) with constant coefficients, we find that the signal spaces of smooth
functions and of distributions are “injective cogenerators” (these terms are explained
later). This result is due to Oberst [24], and essentially entails that the module-
behaviour correspondence becomes a very powerful categorical duality. Using this
duality, it has been shown for linear constant coefficient PDEs that controllability
corresponds to torsionfreeness, autonomy to torsion, exponential modes to the points
of the characteristic variety of the module, and much more (e.g. [24,27,41,44]).
Moreover, from the duality we obtain constructive techniques in the form of alge-
braic computations, generally using Gröbner bases.
For other choices of signal space, the module-behaviour relationship is not so
strong or is unknown. For a given signal space, a weak relationship between modules
and behaviours means that the ability of system equations and symbolic manipulation
to capture the system dynamics is considerably limited. Thus the problems discus-
sed here, though formulated in the behavioural framework, are not confined to that
framework but are intrinsic to the use of algebraic/symbolic tools in systems theory.
One main arena where an extension of the module-behaviour duality would be
very useful is that of linear differential equations with variable coefficients. In the
case of ordinary differential equations, Fröhler and Oberst [10] have shown that a
suitable choice of signal space is given by the hyperfunctions. For PDEs, the situation
is unknown, and consequently results linking the structure of an arbitrary system of
such equations to the structure of the behaviour they define are to the best of our
knowledge entirely lacking to date.
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In this paper, we aim firstly to identify the key problems which currently form
an obstacle to the extension of this duality theory, and secondly to fully or partially
solve these problems in terms of algebraic conditions on the signal space. There are
two “key problems”. The first is the so-called Willems closure problem, which is
concerned with whether a given system of equations defining a behaviour generates
all the equations satisfied by that behaviour. When this is not the case, the ability of
the equations (or the module they generate) to describe the system is very limited.
The Willems closure problem is related to the cogenerator property of the signal
space. The second of the problems is the elimination problem, i.e. given a system of
equations involving two sets of variables, w, l, can we find some equations which
give the conditions on w for a solution to exist? This problem is clearly of great
importance in systems modelling, and is related to the injectivity property of the
signal space.
The paper is arranged as follows. In Section 2 we set up the formalism required
throughout the paper, i.e. the language of behaviours and modules. We also pro-
vide a collection of background definitions and results from module theory. Then
in Section 3 we look at the Willems closure problem for a given signal space. We
present the problem and discuss its importance, giving some useful consequences
of using a Willems closed module. We also demonstrate that this problem disap-
pears when the signal space is a cogenerator. Finally in this section we provide some
partial results for general signal spaces satisfying certain weak conditions, and for
completeness a general solution for the constant coefficients case which holds under
certain algebraic assumptions on the signal space.
Section 4 studies the elimination problem. We show that, under very minor as-
sumptions, the elimination problem is solvable in full generality precisely when the
signal space is injective, and moreover we can then apply the algorithm already given
by Oberst [24] and Komorník et al. [17]. By use of the Ext functor, which more
accurately describes the ability to eliminate, we are able to give a variety of weaker
conditions on the signal space under which various elimination problems can be
solved. We conclude in Section 5 with some further consequences of having a Wil-
lems closed equation module and/or an injective signal space. These consequences
include some characterizations of when a given behaviour has an image representa-
tion.
2. The formal setting
A system is a triple (A, q,B), where A is a function space called the signal
space, q is the number of components (dependent system variables), and B, the be-
haviour, is a subset of Aq . The elements of B, or more generally of Aq , are called
trajectories.
In this paper our interest centres on systems described by linear partial differential
equations, not necessarily with constant coefficients. However, our results also apply
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when the ring of linear partial differential operators is replaced by some arbitrary
Noetherian domain. Thus let D be a left and right Noetherian domain, 2 which is
not necessarily commutative; this covers the majority of operator rings of interest in
systems theory. The examples in which we are particularly interested are those of the
following form:
• D = k[z1, . . . , zn], the (commutative) ring of polynomials in n indeterminates
over a field k. By identifying zi with the partial derivative operator /ti , we can
regard this as the ring of linear partial derivative operators k[/t1, . . . , /tn]
with coefficients in k (normally k = R, or perhaps C).
Of particular interest in this context are the classical spaces from the theory of
PDEs: the spaces of smooth functions C∞(Rn,R), of distributions D′(Rn,R),
of compactly supported smooth functions C∞0 (Rn,R), of compactly supported
distributions E′(Rn,R), of rapidly decreasing functions S(Rn,R) and of tem-
pered distributions S′(Rn,R). The problems described in this paper have been
fully resolved for these spaces over the ring of linear constant coefficient partial
differential operators [20,24,26,27,35,36], as we will indicate throughout.
• D = k[z1, . . . , zn], where this time zi is interpreted as a unit shift operator acting
on some function w defined on Rn or a sublattice (often Nn or Zn)
(ziw)(t1, . . . , tn) := w(t1, . . . , ti−1, ti + 1, ti+1, . . . , tn). (1)
Thus we can treat multidimensional difference equations in an analogous way to
PDEs.
• D = k[s, z], where s is the derivative operator d/dt , and z is a shift t → (t + 1)
as in (1). This enables us to formally model delay-differential systems, and can
be generalized to multiple non-commensurate delays in the obvious way.
• D = K[z1, . . . , zn], where K is a differential field with n derivative operators, i.e.
for any f ∈ K , f/t1, . . . , f/tn are defined as elements of K. For example,
K might be the field R(t1, . . . , tn) of rational functions, or the ring R[t1, . . . , tn].
Another example, used in [10] and perhaps the most appropriate operator ring
for linear variable coefficient differential equations is the ring R(t1, . . . , tn) ∩
C(U,R), where C(U,R) denotes analytic functions on some open set U ⊆
Rn, i.e. R(t1, . . . , tn) ∩ C(U,R) is the ring of rational functions with no poles
in U. The indeterminates zi again represent partial derivative operators, and the
multiplication for elements ofD is defined by the commutator law for an element
of K and a derivative operator
∀f ∈ K, i = 1, . . . , n, zif := f zi + fti . (2)
Except in the case where f/ti = 0 for all f ∈ K , we see that these rings are
non-commutative. However, the Weyl algebra R[t1, . . . , tn, z1, . . . , zn] is well
known to be left and right Noetherian, and since the rings K[z1, . . . , zn] for the
2 It is possible to generalize most if not all of our results from domains to semiprime rings.
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fields K specified above are rings of fractions of the Weyl algebra, they are all left
and right Noetherian as well (see, e.g. [14, Corollary 9.18]), and also domains.
Note that we can describe linear multidimensional difference equations with vari-
able coefficients in an analogous way.
We assume that our signal space A is a left D-module, i.e. that for any p ∈ D
and w ∈A, the operator p can be applied to w to give some other element pw ∈A.
We will be particularly interested in behaviours B which are defined by a system
of equations over the ring D. In other words, we have a matrix R ∈ Dg,q , and B is
defined by
B :={w ∈Aq |Rw = 0}
=

w ∈Aq
∣∣∣∣∣∣
q∑
j=1
Ri,jwj = 0 for i = 1, . . . , g

 . (3)
ThusB is the set of solutions of the given operator R within the signal space A. We
say that R is a kernel representation of B, and we write B = kerAR.
Example 2.1.
1. The real solutions of the 2D difference equations
w1(t1 + 1, t2 + 1)− w1(t1, t2 + 1)− w2(t1 + 1, t2) = 0,
2w1(t1, t2)− w2(t1 + 2, t2) = 0
on N2 can be encoded by the kernel representation
B = kerAR, R =
(
z1z2 − z2 −z1
2 −z21
)
,
where A = RN2 .
2. The time-varying ordinary differential equation
d2w1
dt2
(t)+ (t2 − 1)dw1
dt
(t)− tw2(t) = 0
on the open interval (0, 1) can be represented by the D-matrix
R = (z2 + (t2 − 1)z −t),
whereD = (R(t) ∩ C((0, 1),R))[z], and the smooth solutions are given byB =
kerAR with A = C∞((0, 1),R).
We will also say that a behaviourB ⊆Aq has an image representation, and write
B = imAM , if there exists a matrix M ∈ Dq,c for some c with
B = {w ∈Aq | ∃ l ∈Ac with w = Ml}. (4)
Returning to the case of a kernel representation B = kerAR, consider the row
span over D of the matrix R ∈ Dg,q , i.e. the set D1,gR, which we will sometimes
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write this as ImDR. This is a submodule of the leftD-moduleD1,q , and we will refer
to it as an equation module; however, it must be distinguished from the module of all
system equations defined in Section 3.1.
The factorD1,q/D1,gR, which we denote by CokerDR, is also a finitely generated
leftD-module. The elements of CokerDR can be interpreted as mappings fromB to
A; for any x ∈ D1,q and any w ∈ B, we have
(x + ImDR)w := xw ∈ A, (5)
where xw denotes the operator x applied to the trajectory w in the obvious way.
Notice that, since the elements of ImDR are all system equations, this is indeed
well defined, i.e. if x + ImDR = x′ + ImDR then (x + ImDR)w = (x′ + ImDR)w
for any w ∈ B. We therefore introduce the obvious notation xB or xB (where x =
x + ImDR) for the set of all elements of form (5), where w ranges over B.
The module CokerDR is used by some authors as a model for the system itself;
Fliess refers to it as the “system dynamics” [6] (note however that it is not always
uniquely defined given the system behaviour, as we will see in Section 3). See
[1,6,7,29] for examples of work which use this module as the main tool in describing
the system.
Malgrange [21] observed that CokerDR and B = kerAR are formally related
kerAR = HomD(CokerDR,A). (6)
Thus the behaviour is (as an additive Abelian group) equal to the set of all D-linear
maps from the left D-module CokerDR to the left D-module A. This is seen as
follows: for any w ∈ kerAR and x ∈ D1,q , define
w(x + ImDR) := xw.
Conversely, any D-linear map from CokerDR to A can be identified with a system
trajectory, the components of which are the values of the map on the generators
e1 + ImDR, . . . , eq + ImDR, where e1, . . . , eq are the natural basis vectors ofD1,q .
Notice however that B = HomD(CokerDR,A) is not in general a D-module.
Consider for example the behaviour defined in C∞(R,R) by
dw
dt
− 2tw = 0.
A solution of this is w = et2 ; however the derivative of this w is not a solution. This
can also be viewed as a consequence of the fact that ImDR is a left D-module but
generally not a right D-module. Of course, in the case where D is commutative (i.e.
constant coefficient equations), B does have a D-module structure.
2.1. Modules over non-commutative Noetherian rings
As elsewhere in the paper, we take D here to be a left and right Noetherian do-
main. Where specific references or proofs are not given for a definition or a result,
the material is completely standard (a good reference is [18]).
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Definition 2.2. We say that a left D-module M is:
• free if it has a basis over D.
• projective if for any surjection of left D-modules φ :L →N, and any map ψ :
M →N, there is a map τ :M →L with ψ = φ ◦ τ . Equivalently, M is a di-
rect summand of some free module.
• injective if for any injection of left D-modules φ :L →N, and any map ψ :
L →M, there is an extension of ψ to a map τ :N →M, i.e. with ψ = τ ◦ φ.
• torsion if for each x ∈M there is some non-zero element p ∈ D with px = 0.
• torsionfree if for each x ∈M, x /= 0, there is no non-zero element p ∈ D with
px = 0.
Any finitely generated free module is isomorphic to D1,q for some q. Free mod-
ules are projective, and projective modules are torsionfree. The following charac-
terization of torsionfree modules is due to Gentile/Levy; see, e.g. [14, Proposition
6.19].
Lemma 2.3. Any finitely generated torsionfree left D-module can be embedded in
a finitely generated free D-module.
Given a left D-module M, we can define the torsion submodule, denoted t (M),
which is the left submodule of all elements x with px = 0 for some non-zero p ∈ D.
Furthermore, M/t (M) is torsionfree.
Definition 2.4. Given a matrix M ∈ Dg,h, another matrix C ∈ Dc,g is called a uni-
versal left annihilator of M if the rows of C generate all the relations (syzygies) on
the rows of M, i.e. if the sequence
D1,c
C−→D1,g M−→D1,h
is exact. Similarly, if the columns of M generate the syzygies on the columns of C,
i.e. if the sequence
Dh
M−→Dg C−→Dc
is exact (where now the maps denote natural action on column vectors), M is said to
be a universal right annihilator of C.
Universal left and right annihilators have formally been called minimal left and
right annihilators. It follows from the Noetherian property ofD that everyD-matrix
admits a universal left annihilator and a universal right annihilator. The following
result is elementary:
Corollary 2.5. Let M = CokerDR be a finitely generated left D-module. Then M
is torsionfree if and only if R is a universal left annihilator (of some matrix).
768 J. Wood / Linear Algebra and its Applications 351–352 (2002) 761–798
Proof. Suppose that R ∈ Dg,q , so that there is a projection from D1,q to M. Then
M is torsionfree if and only if M can be embedded in D1,c for some c (by Lem-
ma 2.3), i.e. if and only if there is a mapD1,q → D1,c (which can be represented by
a D-matrix) with kernel ImDR. Equivalently, R is a universal left annihilator. 
We now define the well-known Ext and Tor modules.
Definition 2.6. Let M be a finitely generated left D-module with M = CokerDM
for some matrix M ∈ Dg,h, and let A be an arbitrary left D-module.
Further, let C ∈ Dc,g be a universal left annihilator of M so that
D1,c
C−→D1,g M−→D1,h −→M −→ 0
is an exact sequence. Then we have a complex
0−→Ah M−→Ag C−→Ac.
The homology of this complex depends only upon M and A. The homolo-
gy at Ah is denoted by Ext0D(M,A), and the homology at A
g is denoted by
Ext1D(M,A). That is,
Ext0D(M,A) :=kerAM = HomD(M,A), (7)
Ext1D(M,A) :=
kerAC
imAM
. (8)
Ext is defined analogously for rightD-modules. Now letL be a finitely generated
right D-module of the form L = Dg/RDq , where R ∈ Dg,q . Further, let C ∈ Dq,c
be a universal right annihilator of R so that
Dc
C−→Dq R−→Dg −→L −→ 0
is an exact sequence of right D-modules, where the matrices act on column vectors.
Then we have a complex
Ac
C−→Aq R−→Ag −→ 0,
given formally by right tensoring with A. The homology of this complex at Aq
depends only on L and A, and is denoted by TorD1 (L,A). In other words,
TorD1 (L,A) :=
kerAR
imAC
. (9)
Lemma 2.7. A leftD-moduleA is injective if and only if Ext1D(M,A) vanishes for
all finitely generatedM. A leftD-moduleM is projective if and only if Ext1D(M,A)
vanishes for all A.
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Injectivity of A is also equivalent to exactness of the contravariant functor
HomD(−,A). The following result proved in [31] (see also [45]) will be useful
later:
Lemma 2.8. LetR ∈ Dg,q be arbitrary, and setM = D1,q/D1,gR,L = Dg/RDq .
Then
t (M) ∼= Ext1D(L,D), (10)
where ∼= denotes isomorphism of left D-modules.
Definition 2.9. A left D-module A is called flat if the functor −⊗A is exact, or
equivalently if TorD1 (L,A) vanishes for all finitely generated right D-modules L.
Note that flat modules have nothing to do with the class of “flat systems” as stud-
ied for example in [9]. A projective module is flat, and a flat module is torsionfree.
Definition 2.10. The injective dimension of a left D-module A, written as id(A),
is the minimum length l of an exact sequence of the form
0−→A−→ I0 −→ I1 −→ I2 −→ · · · −→ Il −→ 0
with I0, I1, . . . , Il injective left D-modules.
We will not need the full definition of projective dimension, but only the follow-
ing:
Definition 2.11. A finitely generated left module M over a left Noetherian ring D
has projective dimension  1 if there exists a matrix M ∈ Dg,h for some g, h such
that
0−→D1,g M−→D1,h −→M −→ 0
is an exact sequence.
In the case where the ring D is a commutative domain, the matrix M in Defini-
tion 2.11 will have full row rank (over the quotient field of D).
We now introduce the concept of torsionfree degree, which has not previously
been formalized although it is implicit in papers by Pommaret and Quadrat [29,31].
Definition 2.12. Let D be a left Noetherian domain with left global dimension 3
n, and let M be a finitely generated left D-module. Then the torsionfree degree of
M, denoted tf(M), is the maximum value of d ∈ 0, 1, . . . , n such that there exists a
sequence ofD-matrices C1, C2, . . . , Cd−1, and a sequence of finitely generated free
left D-modules D1,h1 ,D1,h2 , . . . ,D1,hd giving us an exact sequence
3 In a polynomial ring, this is the number of indeterminates.
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0−→M−→D1,h1 C1−→D1,h2 C2−→· · · Cd−1−→D1,hd .
By Lemma 2.3, a finitely generated left D-module M is torsionfree if and only
if tf(M)  1. As shown in [29], the condition tf(M)  2 is captured by the con-
cept of reflexivity. It follows in fact from Lemma 2.7 that M is projective precisely
when it has torsionfree degree n. Thus the torsionfree degree captures some generally
interesting algebraic properties.
Next, given a subset S of a left D-module A, we define the annihilator of S by
ann S := {p ∈ D |px = 0 for all x ∈ S}. (11)
This is a left ideal or a two-sided ideal when S is a left submodule of A. When S is
a singleton set, S = {x}, we just write ann x for the annihilator.
For any ideal J we use the notation
(0 : J )A :=
{
w ∈A |pw = 0 for all p ∈ J},
(0 : J∞)A :=
∞⋃
i=1
(0 : J i)A.
Finally, in the case where D is a commutative domain, recall that a prime ideal P
is one for which D\P is multiplicatively closed. Given a module M, the associated
primes of M are the prime ideals P such that P = ann x for some x ∈M.
3. The Willems closure problem
Systems theory rests on the principle that the structure of a system (i.e. of its
trajectories) is reflected in the structure of the defining equations. However this re-
lationship may be very limited, since it is possible that the system satisfies more
equations than those generated by the defining set! Consequently, even the algebraic
structure of the system behaviour may not be adequately described by the algebraic
structure of the equations and the module they generate. The problem of finding a
generating set for the module of all equations satisfied by the system is the Willems
closure problem.
In systems modelling, the Willems closure problem arises in two main contexts:
identification of a system from trajectories, and interconnection of two known sys-
tems. In each of these contexts, it is important that the resulting model of the system,
i.e. the resulting set of system equations, satisfies the property of Willems closure;
otherwise, little information on the dynamical behaviour can be obtained from the
equational model. However here we are concerned not with modelling issues but
with the more fundamental problems of computing the Willems closure and of char-
acterizing Willems closed submodules.
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This section is divided as follows. We begin in Section 3.1 by formalizing the
problem and presenting some examples to demonstrate that it is non-trivial. In Sec-
tion 3.2 we show that Willems closure is captured by the standard algebraic property
ofA-torsionlessness, and also that all submodules ofD1,q are Willems closed when
the signal space is a cogenerator. In Section 3.3 we present some results characteriz-
ing Willems closed modules.
3.1. The Willems closure of a module
Given a behaviourB = kerAR, we define the module of all system equationsB⊥,
also called the orthogonal module, by
B⊥ := {v ∈ D1,q | vw = 0 for all w ∈ B}, (12)
where vw is interpreted in the usual way as the action of the operator v on w. Since
D is Noetherian, B⊥ is a finitely generated left D-submodule of D1,q , and so there
exists some matrix Rcl ∈ Dg′,q for some g′ such that B⊥ = ImDRcl.
Clearly ImDR ⊆ B⊥, i.e. any D-linear combination of the original equations is
actually a system equation. The problem is that the reverse inclusion may not hold,
i.e. there may exist system equations which cannot be obtained algebraically from
the defining set of equations. Such equations can only be derived through analysis of
the properties of the signal space and the operators acting on it.
Example 3.1.
1. This example is well known in the delay-differential systems literature (e.g. [13,
Example 2.3] and [15]): let D = R[s, z], where s denotes the derivative operator
d/dt , and z the unit shift operator; let A = C∞(R,R). Consider the behaviour
defined by
B = kerAR, R = (s).
Now B consists of all constant functions, and so the module of system equations
is
B⊥ = ImD
(
s
z− 1
)
/= ImDR.
This particular example can be explained by arguing that the operators s and z are
not independent, and indeed the delay-differential case can be properly rectified
by considering a different ring of operators (see, e.g. [13,15]); nevertheless, this
example illustrates the dangers in the naïve approach.
2. The following example is given in [10, Example 6]. Take A = D′(R,R) and
D = R(t)[z] with z representing the derivative operator or any subring containing
the element t3z+ 1, and consider
B = kerA(t3z+ 1).
It can be shown that the equation t3dw/dt + w = 0 has no non-zero distributional
solution [34, Vol. 6:15] so that B = 0 and B⊥ = D.
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3. The following example demonstrates the possible existence of “hidden constraints”
on derived quantities xB.
Take D = R[z1, . . . , zn] treated as the ring of linear partial differential opera-
tors with real coefficients, and A =S′(Rn,R), the space of rapidly decreasing
functions. Consider the behaviour B given by
B = kerAR, R =

z1 z1 − 1z2 z1 − 1
0 z11 − z22

 .
Let x = (0 1) ∈ D1,2, and consider the quantity xw = w2, w ∈ B. Computing
the annihilator of the formal element x + ImDR, we obtain
ann (x + ImDR)=
(
(z1 − 1)(z1 − z2), (z1 + z2)(z1 − z2)
)
=((z1 − 1)(z1 − z2), (z2 + 1)(z1 − z2)).
However these are not the only constraints on xB = {w2 ∈A |w ∈ B}. We also
find that if (z1 − 1)(z1 − z2)w = 0 and (z2 + 1)(z1 − z2)w = 0, then (z1 − z2)w
is killed by both (z1 − 1) and (z2 − 1), so is therefore of the form α exp(t1 − t2).
Since (z1 − z2)w is a rapidly decreasing function, α = 0 and so (z1 − z2)w must
also vanish. Thus (z1 − z2) kills xB, although it does not kill the module element
x + ImDR, i.e. (z1 − z2)x ∈ ImDR.
In the third example above, we see that the annihilator of the formal quantity
x + ImDR is distinct from the annihilator of the corresponding signal set xB (the set
of values which this quantity can take). This is due to a phenomenon common to all
three examples above: the module of system equations is not generated by the given
equations.
We now need some further notation. For any left D-submodule N of D1,q (nec-
essarily finitely generated), denote byN⊥ the behaviour which is the set of solutions
of the equations of N (with respect to a given signal space)
N⊥ := {w ∈Aq | vw = 0 for all v ∈ N}. (13)
For an arbitrary behaviour (set of trajectories) B ⊆Aq , we do not necessari-
ly have (B⊥)⊥ = B. Indeed, this equation implies that B has a kernel represen-
tation, since B =N⊥ for N = B⊥. Conversely, if B has a kernel representation
B = kerAR, then B =N⊥ for the module N = ImDR, and it is easy to show that
N⊥⊥⊥ =N⊥ for any N, so B⊥⊥ = B. Thus the solution set of the module of
system equations is equal to the original behaviour if and only if that behaviour has
a kernel representation.
The following definition is due to Pillai and Shankar [27]:
Definition 3.2. Let N be a left D-submodule of D1,q . Then the submodule N⊥⊥
is called the Willems closure of N (with respect to A). If N =N⊥⊥, then N is
said to be Willems closed (with respect to A).
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Thus the Willems closure of N is the module of all system equations B⊥ sat-
isfied by the solution set B =N⊥ of N. Clearly N ⊆N⊥⊥. One also sees that
(N⊥⊥)⊥⊥ = (N⊥⊥⊥)⊥ =N⊥⊥, so that the Willems closure of a submodule is
always itself Willems closed.
We can also introduce the moduleD1,q/B⊥, which as before can be interpreted as
a set of mappings fromB toA. However, unlike in the case of the modulesD1,q/N
for arbitrary submodulesN, we see that the mappings corresponding to elements of
D1,q/B⊥ must be non-zero. This will be formalized in Section 3.2. The modules
B⊥ and D1,q/B⊥ reflect the system structure far more tightly than do ImDR and
CokerDR for an arbitrary kernel representation R.
We now demonstrate that, when we start with a Willems closed equation mod-
ule, the constraints on elements of the module M (formal quantities) agree with the
constraints on the corresponding sets of signals. In the case when N is not Willems
closed, as in Example 3.1.3, without consideration of the analytic properties of the
signal space we cannot deduce the constraints on the system variables or derived
quantities.
Lemma 3.3. Let N be an arbitrary left D-submodule of D1,q which defines the
behaviour B =N⊥. Let x1, . . . , xl ∈ D1,q be arbitrary operators which project,
respectively, onto x1, . . . , xl ∈ D1,q/N. We have that
(p1 · · ·pl) ∈ D1,l
∣∣∣∣∣∣∣ (p1 · · ·pl)


x1
...
xl

 = 0


⊆

(p1 · · ·pl) ∈ D1,l
∣∣∣∣∣∣∣ (p1 · · ·pl)


x1w
...
xlw

 = 0 for all w ∈ B

 . (14)
In particular, for any x ∈ D1,q projecting onto x ∈ D1,q/N, we have
ann (x) ⊆ ann xB (15)
and
annD1,q/N ⊆ annB. (16)
When N is Willems closed with respect to A, inclusions (14)–(16) become equali-
ties.
Proof. It is sufficient to prove (14), since (15) follows by taking l = 1, and then (16)
follows from (15) by intersecting over all x (or a generating set).
Observe that the left-hand side of (14) is given by{
(p1 · · ·pl) ∈ D1,l
∣∣∣∣∣
l∑
i=1
pixi ∈N
}
,
774 J. Wood / Linear Algebra and its Applications 351–352 (2002) 761–798
whereas the right-hand side is given by{
(p1 · · ·pl) ∈ D1,l
∣∣∣∣∣
l∑
i=1
pixi ∈ B⊥
}
.
Since N ⊆N⊥⊥ = B⊥, we have the desired inclusions, with equality when N is
Willems closed with respect to A. 
In Section 5 we will see some further advantages of using a Willems closed equa-
tion module. It turns out that the condition of Willems closure is precisely what is
needed in order to test for inclusion of the behaviour in other behaviours. Also, when
A satisfies the property of injectivity (and is not a torsion module) and ImDR is Wil-
lems closed we obtain an algebraic test for the existence of an image representation
for kerAR.
3.2. Willems closure and cogenerators
In this section we demonstrate that the idea of Willems closure is in fact tied up
with some standard concepts in algebra. To begin with, we need the endomorphism
ring of A:
E := HomD(A,A). (17)
A is a right E-module and therefore a (D,E)-bimodule. It follows that a behaviour
B given byB = HomD(M,A), forM a finitely generated leftD-module, becomes
a right E-module; for any w ∈ B = HomD(M,A) and e ∈ E we define we ∈ B by
composition: we := e ◦ w ∈ HomD(M,A).
We now define a map, sometimes called the Gel’fand map, which for a given left
D-module M is given by [18, Section 19D]:
θM : M −→ HomE(HomD(M,A),A),
θM : x −→ (w → w(x)).
This map sends a module element x ∈M to the ‘evaluation map’ which is the inter-
pretation of x as an (e.g. differential) operator sending B to A.
The kernel of θM is of particular interest. Notice that this consists of all elements
x ∈M such that w(x) = xw = 0 for all w ∈ B. These are the elements ofM which
are identified with the zero operator on B.
Definition 3.4 (e.g. [18, (19.5), (19.36)]). A left module M is said to be A-torsion
less if θM is injective. It is said to be A-torsion if the kernel of θM is the whole of
M. A is said to be a cogenerator if all left modules M are A-torsionless.
We soon conclude the following (in which the equivalence of conditions 2 and 3
is standard, e.g. [18, (19.37)]):
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Lemma 3.5. Let M = D1,q/N for some left D-submodule N of D1,q , and let A
be arbitrary. The following are equivalent:
1. N is Willems closed with respect to A.
2. M is A-torsionless.
3. M can be embedded in a direct product of copies of A.
More generally,
ker θM =N⊥⊥/N, M/ker θM = D1,q/N⊥⊥. (18)
If A is a cogenerator, then all submodules of D1,q are Willems closed with respect
to A.
Proof. From the preceding remarks, ker θM is the set of all elements of M which
vanish as operators on B. Writing a given element as x +N, we see that it van-
ishes on B precisely when x ∈N⊥⊥. This establishes Eq. (18), and so the equiv-
alence of conditions 1 and 2. Now if M is A-torsionless then M can be embed-
ded into AHomD(M,A) via the Gel’fand map. Conversely, suppose there is an in-
jection ι :M →AX for some set X. Then for any y ∈M there is some α ∈ X
with (ι(y))(α) /= 0. Composing ι with the projection AX →A given by evaluat-
ing at α, we have a map w ∈ HomD(M,A) with w(y) /= 0. Thus θM(y) /= 0, and
y ∈ ker θM. As this holds for all y ∈M, M is A-torsionless. This establishes the
equivalence of 1–3. The final claim is immediate. 
The ideal solution to the Willems closure problem is to use a signal space which
is a cogenerator or at least with respect to which all submodules of D1,q (for all q)
are Willems closed. This is the case for linear PDEs with constant coefficients (D =
R[z1, . . . , zn]) whenA = C∞(Rn,R) orA = D′(Rn,R), as shown by Oberst [24].
In the case D = K[d/dt], where K = R(t) ∩ C(U,R), Fröhler and Oberst [10]
have shown that the signal space of hyperfunctions is a cogenerator. Thus for these
operator rings and signal spaces, the problem is fully solved.
In fact, in order for all submodules of D1,q to be Willems closed, it is not nec-
essary that A be a cogenerator. The following demonstration of this is due to Ob-
erst [23]: take D to be a commutative Noetherian domain but not a field, Q(D) to
be its quotient field and A to be the direct product of all finite length modules.
Then it can be shown that HomD(Q(D),M) = 0 for all finitely generatedM so that
HomD(Q,A) = 0 also. It follows that A is not a cogenerator. However any finitely
generatedM can be embedded in a direct product of modules of the formM/J kM,
J a maximal ideal, and therefore in a power of A.
For practical purposes it is not strictly necessary even that all submodules ofD1,q
be Willems closed, but only that we have an algorithm (preferably a reasonably ef-
ficient and numerically stable one) for computing the Willems closure of a given
submodule. Equivalently, we want to be able to compute the kernel of the Gel’fand
map θM for a given finitely generated module M. Furthermore, it may be sufficient,
at least in principle, to have an explicit description of the Willems closed submodules
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(or the A-torsionless modules), since the Willems closure of some N ⊆ D1,q is
always the smallest Willems closed module containing N. This follows since if
N ⊆L ⊆N⊥⊥ and L is Willems closed, then (N)⊥⊥ ⊆ (L)⊥⊥ =L so that
L =N⊥⊥.
The following result will prove useful later:
Corollary 3.6. Let A be a left D-module, and M be a finitely generated left D-
module. Then for any M1 ⊆ ker θM, we have
HomD(M/M1,A) = HomD(M,A).
In particular, the module M/ker θM defines the same behaviour as M, and is itself
A-torsionless. If L ⊆M, then
ker θL ⊆ ker θM.
Proof. Without loss of generality, suppose that M = D1,q/N for some q,N. If
M1 ⊆ ker θM, then we can write M1 =N1/N for some N1 with N ⊆N1, and
by (18) we also have N1 ⊆N⊥⊥. Hence N⊥1 =N⊥, and we have
HomD(M/M1,A)= HomD(D1,q/N1,A) =N⊥1
=N⊥ = HomD(M,A).
Next, since M/ker θM = D1,q/N⊥⊥ and N⊥⊥ is Willems closed with respect to
A, M/ker θM must be A-torsionless.
Finally, suppose L ⊆M. There is a map  : HomD(M,A) → HomD(L,A),
given by restricting a homomorphism from M to L. Thus if x ∈ ker θL and w ∈
HomD(M,A), then the value of w at x equals the value of (w) at x, which is 0,
proving that x ∈ ker θM. 
In the following section we present some results which characterize Willems clo-
sure under certain conditions. First, notice that, if we have one cogenerator A, then
any signal space A′ containing A must also be a cogenerator. More generally, if a
module M is A-torsionless, then it is also A′-torsionless. These results follow from
condition 3 in Lemma 3.5.
3.3. Some results on Willems closure
We begin with a new result which, under a minor assumption, identifies a large
class of A-torsionless modules.
Lemma 3.7. SupposeA is not torsion. Then ker θM ⊆ t (M), and in particular any
finitely generated torsionfree left D-module is A-torsionless. Thus if N′/N is the
torsion submodule of D1,q/N, then N⊥⊥ ⊆N′, and N′ is Willems closed with
respect to A.
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Proof. We need only prove the first claim, since the second is just a translation of
this into terms of the modules N and N⊥⊥. If A is not torsion, so contains a non-
torsion elementw′, thenD can be embedded as a leftD-module intoA, by r → rw′.
Hence any finitely generated free left D-module, and therefore (by Lemma 2.3) any
finitely generated torsionfree left D-module, can be embedded in a direct product of
copies of A, i.e. such modules are A-torsionless. Now, HomD(−,A) is left exact,
from which there is an embedding HomD(M/t (M),A) → HomD(M,A) given
for any w ∈ HomR(M/t (M),A) and any x ∈M by w → (x → w(x + t (M))).
Hence we have a map x → x + t (M) from ker θM to ker θM/t (M). In the case where
A is not torsion, ker θM/t (M) = 0 by the preceding argument, and so x ∈ t (M) for
any x ∈ ker θM. 
Note that few signal spaces used in practice are torsion modules (an exception is
the space of finitely supported signals on Nn under the ring of shift operators).
Example 3.8. Take A = D′(Rn,R), and consider systems defined by linear ordi-
nary differential equations with coefficients in R[t], i.e. D = R[t, z], where z is the
derivative operator. We look at the behaviour
B = kerAR, R =
(
z −tz
z t4z2 − 1
)
.
Then the element (z − 1) is in B⊥, since (z − 1)w satisfies the equation
(t3z+ 1)(z − 1)w = (t3z2 + z −t3z− 1)w = (t3z 1)Rw = 0, (19)
which implies that (z − 1)w ∈ kerA(t3z+ 1), so (z − 1)w = 0 as discussed in
Example 3.1.2. So, denotingM := CokerDR, we see that (z − 1)+ ImDR ∈M is
in ker θM. Clearly the signal space is not a torsion module, so we can apply Lem-
ma 3.7. Indeed, (z − 1) is a torsion element, since (t3z+ 1)(z − 1) ∈ ImDR as
shown by Eq. (19). However it is not hard to show that (z − 1) is not in ImDR.
For the same signal space and operator ring, the module
M = CokerDR, R = (z −tz)
can easily be shown to be torsionfree. By Lemma 3.7, this module is therefore A-
torsionless, and so the row span of R is Willems closed.
In the remainder of this section, we are forced to restrict ourselves to the case
where D is a commutative domain (so in the case of PDEs we assume constant
coefficients).
The following new result is inspired by the characterization of [35, Theorem 2.3]
of the Willems submodules with respect to the classical space S′(Rn,R) over the
ring of linear constant coefficient partial differential operators. For a description of
primary decomposition, see for example [4].
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Theorem 3.9. Let D be a commutative Noetherian domain, A an arbitrary D-
module, and N a submodule of D1,q for some q. Suppose that N =⋂ti=1Ni is
an irredundant primary decomposition of N in D1,q , where Ni is a Pi-prima-
ry submodule of D1,q for some prime ideals P1, . . . , Pt . Assume the components
to be ordered so that for some r ∈ 0, . . . , t, (0 : P1)A /= 0, . . . , (0 : Pr)A /= 0 but
(0 : Pr+1)A = · · · = (0 : Pt)A = 0. Then
r⋂
i=1
Ni ⊆N⊥⊥. (20)
In the case where (0 : P∞1 )A, . . . , (0 : P∞r )A are injective modules, we moreover
have
r⋂
i=1
Ni =N⊥⊥. (21)
In particular, if N is Willems closed with respect to A then (0 : Pi)A /= 0 for all
associated primes Pi of D1,q/N, and conversely when the injectivity conditions
hold.
Proof. Note first that the last sentence follows from the earlier claims. Let N,
N1, . . . ,Nt be as specified, and writeM = D1,q/N,Mi =Ni/N, i = 1, . . . , t ,
so that D1,q/Mi is Pi-coprimary. Then 0 =⋂ti=1Mi is an irredundant primary
decomposition of 0 in M, and by Eq. (18) we must show that
r⋂
i=1
Mi ⊆ ker θM (22)
with equality when the given injectivity conditions hold.
Thus let L :=⋂ri=1Mi ⊆M. Suppose x ∈L; we must show that x ∈ ker θM.
As M/Mr+1 is Pr+1-coprimary, there must exist a power of Pr+1 which takes x to
some x′ ∈Mr+1 [4, Proposition 3.9], and similarly a power of Pr+2 which takes
x′ into Mr+2, and so on. Putting this together, there is some product S of pow-
ers of Pr+1, . . . , Pt with Sx = 0. Now for every w ∈ HomD(M,A), writing vw =
w(x) ∈A we find Svw = 0. Since none of the primes Pr+1, . . . , Pt annihilate any
element ofA, we must have vw = 0 for all such w. Hence x ∈ ker θM, which estab-
lishes (20).
Now suppose that (0 : P∞1 )A, . . . , (0 : P∞r )A are injective. Pick x ∈M\L; we
have to show that x ∈ ker θM, i.e. that there exists w ∈ HomD(M,A) with w(x) /=
0. Now for some j ∈ 1, . . . , r , we have x ∈Mj , so x +Mj ∈M/Mj is non-zero.
Hence D(x +Mj ) is a non-zero submodule of the Pj -coprimary module M/Mj ,
so that some submodule ofD(x +Mj ) must be isomorphic toD/Pj . So there exists
a ∈ D with ann (ax +Mj ) = Pj .
Since (0 : P∞j )A is injective and non-zero (because (0 : Pj )A is non-zero), it can
be written as a direct sum of indecomposable injectives of the form E(D/Q), where
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E(·) denotes the injective hull and Q is prime [4, Example A3.2]. For each such Q,
D/Q is embedded in (0 : P∞j )A, so Pdj (D/Q) = 0 for some d, i.e. Pdj ⊆ Q. As both
Pj and Q are prime, we have Pj ⊆ Q. Hence there is a projection ρ : D/Pj → D/Q
with kernel Q/Pj . Now we have a map w1 : D(ax +Mj ) → (0 : P∞j )A, given by
composition
D(ax +Mj )
∼=→ D/Pj ρ→ D/Q → E(D/Q) → (0 : P∞j )A.
Now if w1(ax +Mj ) = 0 then ρ(1 + Pj ) = 0 ∈ D/Q, which is impossible as it
means that 1 ∈ Q. Hence w1(ax +Mj ) /= 0. By injectivity of (0 : P∞j )A there is
an extension of w1 to a map w2 :M/Mj → (0 : P∞j )A. This map is non-zero as
an extension of a non-zero map, and since w2(ax +Mj ) /= 0 we also have w2(x +
Mj ) /= 0. Next, define a map
w3 :
t⊕
i=1
M/Mi → (0 : P∞j )A
by w3|M/Mj = w2, w3|M/Mi = 0 for i /= j . Clearly w3 is a non-zero map.
Finally,M is embedded in
⊕t
i=1M/Mi under the map x → ⊕(x +Mi ). Com-
posing this embedding with w3 and with the natural injection of (0 : P∞j )A into A,
we obtain a map w :M →A which is non-zero at x. This completes the proof. 
In the case where (0 : P∞1 )A, . . . , (0 : P∞r )A are known to be injective, Theo-
rem 3.9 gives a constructive description of the Willems closure of N as the inter-
section of primary components, which can be calculated, e.g. using Gröbner bases
[5,12].
The injectivity condition of Theorem 3.9 is restrictive, but will be met in particular
when A itself is injective, since in this case (0 : J∞)A is injective for any ideal J
(see [25, Theorem (1.14)(i)], following the work of Matlis [22]). In this case, the only
analysis we need to do to compute Willems closures is to identify once and for all the
primes for which (0 : P)A = 0. The condition of Theorem 3.9 can also be weakened
to: each prime Pj , j = 1, . . . , r , is contained in a primeQj with (0 : Q∞j )A injective
and non-zero.
Example 3.10. Take D = R[z] and A to be the set of all piecewise polynomi-
al functions from R to R, treated as a subspace of D′(R,R) with the ring action
given by differentiation. Then (0 : P∞)A = 0 for all non-zero primes except P =
(z), and for P = (z) is equal to the subspace of polynomial functions, which is in-
jective as it is equal to (0 : P∞)A1 for A1 the space of smooth functions. Thus
(0 : P∞)A is injective for all non-zero primes P, and Eq. (21) holds; the Willems
closure of any N ⊆ D1,q is equal to the intersection of its 0-primary and (z)-primary
components.
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We can also use Theorem 3.9 to strengthen Lemma 3.7 in the commutative case:
Corollary 3.11. LetD be a commutative Noetherian domain. ThenA is torsionfree
and non-zero if and only if the finitely generatedA-torsionless modules are precisely
the finitely generated torsionfree modules.
Proof. Suppose thatA is torsionfree and non-zero. By Lemma 3.7 all finitely gener-
ated torsionfree modules areA-torsionless. If on the other handM isA-torsionless,
then by the last claim of Theorem 3.9, (0 : P)A /= 0 for all associated primes P of
M. Since A is torsionfree this implies that the set of associated primes of M is
either {0} or { }, and so M is torsionfree.
Conversely, suppose that the finitely generated A-torsionless modules are pre-
cisely the finitely generated torsionfree modules. Now for M = D/J , J a non-zero
ideal, M/ker θM must be A-torsionless, so torsionfree, and therefore ker θM =M.
So J⊥ = HomD(D/J,A) = 0 for any non-zero J. Hence A contains no non-ze-
ro torsion elements. Since however D is A-torsionless, HomD(D,A) /= 0 and so
A /= 0. 
Corollary 3.11 applies in particular to the spaces of compactly supported distri-
butions, compactly supported smooth functions, and rapidly decreasing functions
over the ring D = R[z1, . . . , zn]; these are torsionfree D-modules. Thus over such
a signal space, a module N ⊆ D1,q is Willems closed if and only if D1,q/N is
torsionfree. Moreover, the Willems closure of N is the smallest Willems closed
submodule containing N, which must be the N′ ⊆ D1,q such that N′/N =
t (D1,q/N). Thus we obtain a reconfirmation of the results of [27,35] for these signal
spaces.
Corollary 3.12. Let D be a commutative Noetherian domain. If all finitely gener-
ated modules areA-torsionless, then every maximal ideal is an associated prime of
A. The converse holds when (0 : P∞)A is injective for all prime ideals P.
Proof. If all finitely generated modules are A-torsionless, then by the last claim
of Theorem 3.9 (0 : P)A /= 0 for all primes P. For maximal ideals P this requires
that P be an associated prime of A. Conversely if all maximal ideals are associated
primes of A then (0 : P)A /= 0 for all maximal ideals, and therefore for all primes.
The last claim of Theorem 3.9 again completes the proof. 
This completes the description of Willems closed modules over a commutative
domain when the signal spaceA satisfies certain conditions as discussed above. Un-
fortunately we cannot expect to be able to extend Theorem 3.9 to the case whereD is
non-commutative. The first difficulty in such an extension is that a primary decompo-
sition does not generally exist (a “tertiary decomposition” does [38, Chapter VII.1],
but the tertiary components do not have certain properties which seem essential
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to the proof of Theorem 3.9). More importantly, the non-commutative rings of
principal interest are the Weyl algebra R[t1, . . . , tn, z1, . . . , zn] (where zi = /ti),
and certain quotient rings as mentioned in Section 2. The Weyl algebra is well known
to be simple, i.e. it has no non-zero prime ideals, and the same property must hold
for any quotient ring. Prime ideals are therefore of no use in describing the algebraic
structure of these rings and their modules.
4. The elimination problem
The elimination problem is as follows. Given a behaviour with two sets of vari-
ables w, l described by the equations
Bw,l = kerA(−R M) =
{(
w
l
)
∈Aq+h
∣∣∣∣ Rw = Ml
}
, (23)
where R ∈ Dg,q and M ∈ Dg,h, does there exist a kernel representation for the be-
haviour
Bw =
{
w ∈Aq
∣∣∣∣ ∃ l ∈Ah with
(
w
l
)
∈ Bw,l
}
, (24)
and if so, how do we construct one? We term this the general elimination problem,
and we say that it is solvable for (−R M) if Bw in (24) has a kernel representation.
The special elimination problem is the same, but for the case R = I ; that is, given a
behaviour with an image representation
Bw =
{
w ∈Aq |w = Ml for some l ∈Ah}, (25)
does Bw have a kernel representation, and if so, how do we find one? If Bw does
have a kernel representation, then we say that the special elimination problem is
solvable for M. Note that we are not concerned here with the “formal elimination
problem” discussed for example in [30], but rather with the problem of eliminating
variables which take values in some given function space.
4.1. Elimination and injectivity
We begin with the following elementary result, which states that if the special
elimination problem is solvable for M, then the general elimination problem is solv-
able for (−R M).
Lemma 4.1. LetBw,l andBw be as specified in (23) and (24). If imAM = kerAC
for some D-matrix C, then Bw = kerACR.
Proof. Let C be as specified. Then Bw =
{
w ∈Aq |Rw ∈ imAM
} = {w ∈
Aq |CRw = 0}. 
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Let us therefore restrict our attention to the special elimination problem
Bw = imAM =
{
w ∈Aq |w = Ml for some l ∈Ah}.
What are the conditions on w to be in Bw? Clearly any relation (“syzygy”) on the
rows of M gives us a condition on such a w, i.e.
w ∈ Bw ⇒ vw = 0 for any v ∈ D1,q with vM = 0. (26)
The fundamental principle of Ehrenpreis–Palamodov [3,26] states that this condition
becomes necessary and sufficient when A = C∞(Rn,R) or D′(Rn,R) for linear
PDEs with real coefficients. Thus in this case to test whether w = Ml for some l it
is sufficient to test that w ∈ kerAC, where C is a universal left annihilator of M. So
we obtain the solution to the special elimination problem: imAM = kerAC, where
C is any universal left annihilator of M for these signal spaces.
By combining the fundamental principle with Lemma 4.1, we obtain the general
elimination algorithm reported in [24, Corollary 2.38] and [17].
It may be instructive to express the relationships between modules above using
exact sequences. The condition that C ∈ Dc,q is a universal left annihilator of M ∈
Dq,h is expressed by exactness of the sequence
D1,c
C−→D1,g M−→D1,h −→M −→ 0. (27)
Now by applying the functor HomD(−,A) to this exact sequence, we obtain a com-
plex
Ah
M−→Ag C−→Ac (28)
(stating only that imAM ⊆ kerAC). However, when the module A is injective, the
functor HomD(−,A) becomes exact, so that exactness of (27) guarantees exactness
of (28), and therefore the fundamental principle and elimination algorithm. Con-
versely, if the fundamental principle holds, then in particular it holds when h = 1
and the entries of M generate an ideal J. In this case, the statement of the fundamen-
tal principle can easily be seen to be equivalent to the well-known Baer’s criterion
for injectivity (e.g. [18, (3.7)]). Thus we obtain the following simple result, already
implicit in [24]:
Lemma 4.2. The following are equivalent:
1. A is an injective D-module.
2. The special elimination algorithm is solvable for any M, and furthermore the
solution is imAM = kerAC, where C is any universal left annihilator of M.
3. The general elimination algorithm is solvable for any (−R M), and furthermore
the solution is Bw = kerACR, where C is any universal left annihilator of M.
Example 4.3.
1. Take the case of linear PDEs with constant (real) coefficients, i.e.D = R[z1, . . . ,
zn], where zi = /ti . As already discussed, the fundamental principle due to
Ehrenpreis/Palamodov [3,26] shows that the spaces A = C∞(Rn,R) and A =
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D′(Rn,R) are injective D-modules, and so the general and special elimination
problems are always solvable over these A. More generally, Ref. [26, Corol-
lary VII.8.4] shows that C∞(U,R) and D′(U,R) are injective for any open set
U ⊆ Rn whose connected components are convex.
2. For linear ordinary differential equations with variable coefficients, Fröhler and
Oberst [10] have shown that neither C∞(U,R) norA = D′(U,R) is an injective
module over any of the rings R[t, z], R(t)[z], or (R(t) ∩ C(U,R))[z], where z
is the derivative operator and U ⊆ Rn is an open set. However, the module of
hyperfunctions is injective, and so elimination can be done in this space [10]. The
situation for linear PDEs with variable coefficients is to the best of our knowledge
still unknown.
3. The delay-differential signal space A = C∞(R,R) is not injective when the op-
erator ring is taken to be D = R[s, z] (s = derivative operator, z = unit shift).
Consider for example the problem of eliminating the variable l from the behaviour
defined by the equation(
1
0
)
w =
(
z− 1
s
)
l.
Application of the usual elimination algorithm (constructing an appropriate uni-
versal left annihilator and applying Lemma 4.1) gives us the answer
Bw = kerA(s),
which is wrong. It is easy to see that the correct answer is Bw = kerA(1) = 0.
Thus the general elimination algorithm does not apply, and by Lemma 4.2 A
cannot be an injective D-module. As we will soon see, this implies that there
exist general and special elimination problems which are not solvable over this
signal space.
Notice that Lemma 4.2 does not claim that if we can always solve the special
elimination problem by some method then A is injective. However this is in fact the
case, as shown by the following simple new result.
Lemma 4.4. Suppose that annA = 0, and that R1 and R2 are D-matrices with
imAR1 = kerAR2. Let R′1 be a universal right annihilator of R2, and R′2 a univer-
sal left annihilator of R1. Then we also have that imAR1 = kerAR′2 and imAR′1 =
kerAR2. Thus if the special elimination problem is solvable for M, then a solution is
imAM = kerAC, where C is any universal left annihilator of M.
Proof. Let A, R1, R2, R′1 and R′2 be as stated. Let g be the number of columns
of R1 and h the number of rows of R2. Then R2R1 :Ag →Ah is the zero map,
which means that every entry of R2R1 must be in annA = 0. Hence R2R1 is the
zero matrix. This implies that the rows of R2 are syzygies on the rows of R1, and the
columns of R1 are syzygies on the columns of R2. Therefore there exist matrices L
and Q with R2 = LR′2 and R1 = R′1Q. We now find
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kerAR2 = imAR1 ⊆ imAR′1
and
kerAR′2 ⊆ kerAR2 = imAR1.
The reverse inclusions hold since R2R′1 = 0 and R′2R1 = 0. 
Lemma 4.4 establishes that, provided annA = 0, injectivity of A is not only
sufficient, but also necessary for the special elimination problem to be solvable for
all M.
The condition annA = 0 in Lemma 4.4 is a minor one; it states that there should
be no single operator in the ring which kills every element of the signal space. This
condition will be fulfilled for the vast majority of signal spaces of interest in systems
theory (an exception being signals on a cylinder-shaped lattice, under shift opera-
tors). Furthermore, if J := annA /= 0, then the signal space is a left module over
Dˆ := D/J , and we can do our systems theory over this ring instead. The defini-
tions of universal left/right annihilators over Dˆ can easily be expressed in terms of
the original ring D, thus giving us a mechanism which does not require explicit
consideration of Dˆ, but for brevity we will omit further details.
The following result says that we have the same situation for the general elimina-
tion problem as for the special elimination problem; that is, if a kernel representation
exists, then one can be found by the algorithm outlined earlier. The only caveat here
is that, before applying that algorithm, it is first necessary to compute the Willems
closure of the given equation module, as defined in Section 3.
Lemma 4.5. Let A be a signal space with annA = 0, and (−R M) ∈ Dg,q+h.
Suppose that ImD(−R M) is Willems closed with respect toA. Then the behaviour
Bw =
{
w ∈Aq |Rw = Ml for some l ∈Ah}
has a kernel representation if and only ifBw = kerACR, where C is a universal left
annihilator of M.
Proof. Since ImD(−R M) is Willems closed, it contains all equations on Bw,l =
kerA(−R M), including all those which involve w only. Such equations must there-
fore be of the form xR with xM = 0. So, with C a universal left annihilator of M, we
find
B⊥w=
{
v = xR for some x ∈ D1,g with xM = 0}
={v = xR for some x ∈ D1,g with x = yC for some c}
= ImDCR.
Now if Bw has a kernel representation, then B⊥⊥w = Bw, so we have
Bw = (ImDCR)⊥ = kerACR
as required. The converse is obvious. 
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The Willems closure condition in Lemma 4.5 is essential, as it guarantees that
the module of system equations of Bw is embedded in the row span of (−R M).
Moreover, we see from the proof that the Willems closure condition guarantees that
B⊥⊥w = (ImDCR)⊥ = kerACR, in other words that the smallest behaviour with a
kernel representation and containing Bw is kerACR. This must hold for any signal
space A.
Notice that, unlike in Lemma 4.5, the Willems closure condition does not ap-
pear in the statement of Lemma 4.4 (the special elimination case). This is because
ImD(−I M) is always Willems closed when annA = 0.
4.2. Elimination without injectivity
We know from Lemmas 4.2 and 4.4 that, except in the unlikely event that annA /=
0, when adjustments to the results have to be made, injectivity is not only sufficient
but also necessary to a general solution of the general elimination problem. However,
injectivity is a strong condition on the signal space (although it is met in many cases
of practical interest, as mentioned in the last section), and for any given elimination
problem, injectivity is not necessary.
Example 4.6. Consider A = C∞(U,R), where U is R3 with the t3 axis removed,
and the ring of linear partial differential operators with real coefficients, D = R
[z1, . . . , zn]. Look at the two behaviours B1 = imAR1, B2 = imAR2 defined by
the images of the grad and curl operators on R3:
R1 =

z1z2
z3

, R2 =

 0 −z3 z2z3 0 −z1
−z2 z1 0

 .
We can identify B1 and B2 with the spaces of smooth closed 1-forms and smooth
closed 2-forms on U, respectively. Since the fundamental group of U is non-trivial,
the image of R1 is not equal to the kernel of the universal left annihilator R2. Further,
as annA = 0, elimination of the variables l from w = R1l is not possible. That is,
there exists no set of linear PDEs with real coefficients, the smooth solutions to which
are the smooth closed 1-forms. However, by standard algebraic topology theory, the
image of R2 is equal to the kernel of the div operator, which is R3 = (z1 z2 z3),
a universal left annihilator of R2. In the case where U = R3\{0}, the opposite situ-
ation occurs. Thus for neither of these open sets is C∞(U,R) injective (if it were,
elimination would be solvable in both cases).
We can express the ability to eliminate in a given case through the algebraic con-
cept of the extension functor Ext (see Definition 2.6). This functor has appeared
before in the nD systems literature; see [29,31,45], and also [19] for extensive use of
Ext1D in a 1D systems context.
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From the definition of Ext1D together with Eqs. (27)–(28) we have the following
corollary to Lemma 4.4:
Corollary 4.7. Let A be a signal space with annA = 0, and M a D-matrix with
M := CokerDM. Then the following are equivalent:
1. The special elimination problem is solvable for M.
2. Ext1D(M,A) = 0.
In particular, the existence of a solution to the special elimination problem for a
given M depends only upon CokerDM and on A.
Of course, we can generalize Corollary 4.7 to the case where annA /= 0 by re-
placingD by the ringD/(annA). Also, the solution of the special elimination prob-
lem, when it exists, is given by constructing a universal left annihilator as shown
in Lemma 4.4. Injectivity of A is clearly an unnecessarily strong condition for a
given elimination problem. Using the condition of the vanishing of Ext1D(M,A),
we are able to identify some weaker conditions on A under which certain classes of
elimination problems can be solved.
The first such condition involves the torsionfree degree of the module M =
CokerDM (recall Definition 2.12). Note that this quantity is interesting from a sys-
tems-theoretical point of view, as explained in [29]. The following new result states
that the special elimination problem is solvable when the torsionfree degree of A is
at least as high as the injective dimension of A.
Theorem 4.8. LetA be a leftD-module andM a finitely generated leftD-module.
If
tf(M)  id(A), (29)
then Ext1D(M,A) = 0 and so the special elimination problem is solvable for M,
where M = CokerDM.
Proof. Let l = id(A) and d = tf(M). Suppose that d  l, and choose exact se-
quences of left D-modules having the form
0−→A φ0−→ I0 φ1−→ I1 φ2−→ I2 −→ · · · φl−→ Il −→ 0,
0−→M ψ1−→P1 ψ2−→P2 −→ · · · ψd−→Pd
with I0, . . . , Il injective and P1, . . . , Pd projective (free). Define Ai := im φi , i =
0, . . . , l, and Mj := coker ψj , j = 1, . . . , d , with M0 :=M. Now for two exact
sequences of left D-modules
0 −→ A−→B −→C −→ 0, 0 −→ A′ −→B ′ −→C′ −→ 0
with B projective and B ′ injective, ExtD1 (A,A′) = 0 if and only if Ext1D(C,C′) = 0;
see [18, Theorem 5.50]. Therefore we find
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Ext1D(M0,A0) = 0 ⇔ Ext1D(M1,A1) = 0
⇔ · · · ⇔ Ext1D(Ml ,Al ) = 0.
Note that the module Ml exists as l  d . Since Al = Il is injective, we have Ext1D
(Ml ,Al ) = 0. Therefore Ext1D(M,A) = Ext1D(M0,A0) = 0 as required. 
Example 4.9. Take D to be the ring of linear partial differential operators with
real coefficients, and A to be the set of smooth functions vanishing on some closed
convex set T ⊆ Rn. Then we have an exact sequence
0 −→A−→C∞(Rn,R)−→C∞(T ,R) −→ 0.
Now C∞(T ,R) is the direct limit of the family of sets C∞(Ui,R), for Ui open,
convex and containing T. Each of these is injective, and therefore so is their direct
limit (e.g. [18, Theorem (3.46)]). Thus the exact sequence above establishes that A
has injective dimension at most 1. Elimination overA is therefore possible whenever
M is at least torsionfree.
The conditions onA in Theorem 4.8 are in fact unnecessarily strong; they guaran-
tee not only that Ext1D(M,A) = 0 for M with sufficiently high torsionfree degree,
but also ExtiD(M,A) = 0 for i  2 (see e.g. [2,33] for a definition of these). It
is shown in [26, Theorem VII.10.3] that for linear PDEs with constant coefficients
(D = R[z1, . . . , zn], where zi = /ti), if tf(M) = l and if U ⊆ Rn is an open set
with a locally finite convex covering consisting of regions having no more than (l +
1)-fold mutual intersections, then for A = C∞(U,R) or A = D′(U,R) we have
ExtiD(M,A) = 0, i  1.
Corollary 4.10. Let M be a D-matrix and M = CokerDM. If M is torsionfree and
A has injective dimension at most 1, then the special elimination problem is solvable
for M. Also, if M is projective then the special elimination problem is solvable for
M, regardless of A.
Proof. This is immediate from Theorem 4.8, though it is instructive to prove the
second claim directly. Assume therefore that M is projective, so that there is an
exact sequence
D1,g
M−→D1,h φ−→M −→ 0,
where Dg,h and φ is the natural projection. Since M is projective, the map φ splits,
and it follows that the map M does also. It is now easy to construct a mapQ : D1,h →
D1,g , necessarily representable by a D-matrix such that MQM = M . Therefore for
any w = imAM , say w = Ml for some l ∈Ah, we have
M(Qw) = MQMl = Ml = w. (30)
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Thus imAM ⊆ kerA(I −MQ). Conversely, if (I −MQ)w = 0 then w = M
(Qw) ∈ imAM . So (I −MQ) is a kernel representation of imAM . 
The result for torsionfreeM is likely to be of some systems-theoretic significance,
since torsionfree modules appear to be heavily tied up with controllability in the
behavioural sense (e.g. [8,27,28,42]).
The discussion of Section 4 should be in particular demonstrate that elimination is
not a purely formal algebraic problem, in the sense that we cannot eliminate variables
from a system of equations without consideration of the signal space and its analytic
properties. The only exception to this occurs when the module M = CokerDM is
projective. The result, reported in Corollary 4.10, that projectivity implies that spe-
cial elimination (and therefore general elimination) is solvable independently of A,
is elementary. The proof of Corollary 4.10 demonstrates that, when M is projec-
tive, given a w ∈ imAM we can always reconstruct a possible value of l such that
w = Ml. The converse result, that if M is such that the special elimination prob-
lem is solvable for M independently of A then M must be projective, follows from
Lemma 2.7 together with Corollary 4.7.
Example 4.11. Again take D = R[z1, z2], treated as a ring of partial differential
operators, but let the signal space be any vector space of functions on R2 closed
under differentiation. Consider the system of equations
w1= lt1 − l, (31)
w2= lt2 − l, (32)
w3= lt1 +
l
t2
. (33)
By constructing a universal left annihilator of the corresponding D-matrix (i.e. by
formal elimination in the usual manner), we obtain
w1
t1
+ w1 + w2t1 − w2 −
w3
t1
+ w3=0,
w1
t2
− w1 + w2t2 + w2 −
w3
t2
+ w3=0.
Furthermore, to any w1, w2, w3 satisfying these equations there corresponds an l
such that (31)–(33) are satisfied: we can reconstruct such an l as
l = 1
2
(w3 − w1 − w2).
The reason why we are able to find such a reconstruction rule is that the module
M = CokerDR = D/(z1 − 1, z2 − 1, z1 + z2) is projective. In this particular
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example, M = 0, which implies that l is uniquely determined by w in (31)–(33).
These relationships are entirely independent of the signal space, due to the strong
properties of the algebraic structure of the equations.
We can produce different classifications of M and A for which Ext1D(M,A)
vanishes, by considering different module-theoretic properties of M and A, though
the properties considered may not be so natural and interesting from a systems theory
point of view. However, we will present two more new results which may be of
interest.
Lemma 4.12. Suppose that D is a commutative Noetherian domain, and let A be
a D-module with annA = 0. Then the following are equivalent:
1. A is a divisible module, i.e. the equation rw = w′ for w′ ∈A, r ∈ D, r /= 0,
always has a solution for w ∈A.
2. For any full row rank matrix M ∈ Dg,h, the map M :Ah →Ag is surjective,
and so the special elimination problem is solvable for M.
3. The special elimination problem is solvable for any M such thatM := CokerDM
has projective dimension  1.
Proof. (1)⇒ (2). Suppose thatA is divisible, and let M ∈ Dg,h be a full row rank
D-matrix. Then by taking a right inverse over the quotient field we see that there
exists a Y ∈ Dh,g with MY = rI for some r ∈ D, r /= 0. Now for any w ∈Ag , by
divisibility we have that there exists w′ ∈Ag with w = (rI )w′ = M(Yw′), proving
that M :Ah →Ag is surjective.
(2)⇒ (3). Suppose that condition 2 holds, and let M be such thatM = CokerDM
has projective dimension at most 1. Then M = CokerDM ′ for some M ′ with full
row rank, and by condition 2 the special elimination problem is solvable for M ′.
By Corollary 4.7, Ext1D(M,A) = 0, and applying that result again we have that the
special elimination problem is solvable for M.
(3)⇒ (1). Suppose that condition 3 holds, and let r ∈ D, r /= 0 be arbitrary.
Then the ideal J = Dr is principal, and so the module D/J has projective di-
mension at most 1. By supposition, the special elimination problem is solvable for
M = (r), and by Lemma 4.4 the solution is imAM = kerA(0) =A. In other words,
w is unconstrained in w = (r)w′. Since this holds for all r ∈ D\0, A is
divisible. 
Divisibility is generally significantly weaker than injectivity, though over a prin-
cipal left ideal ring the two are equivalent (e.g. [18, Corollary (3.17)′]).
Example 4.13. Consider the space A = C∞(R,R) over the delay-differential
operator ring R[s, z], where s = d/dt and z is the unit shift operator. This space
is known to be divisible [13,15], but is not injective (see Example 4.3.3). Consider
the problem of eliminating the variable l from the equations
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w = Rl, R =

s(z− 1)s2
s(s − z)


over this signal space. Since CokerDR ∼=D/(s), it has projective dimension 1 and so
in fact by Lemma 4.12 we can solve this in the usual way; we obtain the necessary
and sufficient conditions(−z z− 1 −z+ 1
−s s − 1 −s
)
w = 0.
The last class of signal spaces which we will consider in this section is the
class of signal spaces which are flat D-modules (see Definition 2.9). This con-
dition is satisfied for linear PDEs with constant coefficients (D = R[z1, . . . , zn])
by the spaces C∞0 (Rn,R), E′(Rn,R) [26, Corollary VII.8.4], [36] and S(Rn,R)
[36].
Lemma 4.14. Suppose that A is flat. Then the special elimination problem is solv-
able for a D-matrix M ∈ Dg,h if M is a universal right annihilator of some other
D-matrix, or equivalently if the right D-module Dg/MDh is torsionfree.
Proof. Suppose that A is flat. Let M ∈ Dg,h, and suppose that Dg/MDh is tor-
sionfree. By Lemma 2.8, an equivalent condition is that Ext1D(CokerDM,D) = 0.
Thus by Corollary 4.7, the special elimination problem can be solved for M over the
module D, and by Lemma 4.4, the solution is{
Mv | v ∈ Dh} = {u ∈ Dg |Cu = 0},
where C is a universal left annihilator of M. By flatness ofA, we can have left tensor
with A to obtain
imAM = kerAC
as required. The equivalence of the universal right annihilator condition is from Cor-
ollary 2.5. 
The conditions for elimination in Lemma 4.14 have been shown in [36] to be both
necessary and sufficient for the classical spaces listed above.
5. Further consequences of injectivity and Willems closure
In this section we will give a new selection of systems-theoretic consequences of
using an injective signal space and/or a Willems closed equation module.
The first result shows that, when we use Willems closed equation modules, we
can test for the inclusion of one behaviour in another.
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Lemma 5.1. Let B1 = kerAR1 and B2 = kerAR2 be two behaviours contained in
Aq . If there exists aD-matrix L with LR1 = R2, thenB1 ⊆ B2. The converse holds
when ImDR1 is Willems closed with respect to A.
Moreover, if for a given R1 we have for any R2 that kerAR1 ⊆ kerAR2 if and
only if there exists L with LR1 = R2, it follows that ImDR1 is Willems closed with
respect to A.
Proof. To prove the first claim, letB1 andB2 be as specified, and suppose that L ex-
ists with LR1 = R2. Then ImDR2 ⊆ ImDR1, from which we deduce that
(ImDR1)⊥ ⊆ (ImDR2)⊥, i.e.B1 ⊆ B2. Conversely, suppose that ImDR1 is Willems
closed, and that B1 ⊆ B2. Then
ImDR2 ⊆ (ImDR2)⊥⊥ = B⊥2 ⊆ B⊥1 = (ImDR1)⊥⊥ = ImDR1,
which ensures the existence of L.
To prove the second claim, suppose that R1 is such that the given “if and only if”
condition holds for all R2. In particular, it holds when ImDR2 is the Willems closure
of ImDR1. Thus kerAR1 = kerAR2, and so by supposition L exists, proving that
(ImDR1)⊥⊥ = ImDR2 ⊆ ImDR1,
so that ImDR1 must be Willems closed. 
Example 5.2.
1. In the case of delay-differential systems, we have the following classic example
[13, Example 2.3]: let D = R[s, z] with s = d/dt and z the unit shift operator,
and set A = C∞(R,R). Define R1 = (s) and R2 = (z − 1). Then kerAR1 ⊆
kerAR2, although there exists no L with LR1 = R2. This phenomenon is due to
the fact that ImDR1 is not Willems closed.
2. TakeD = R[z1, z2] with the usual PDE interpretation, andA = C∞0 (R2,R), the
space of compactly supported smooth functions. Consider the behaviours
B1 = kerAR1, B2 = kerAR2, R1 =
(
z21 − 1 z2
1 z2 − 1
)
, R2 = (z1 z2).
Then it is clear that there cannot exist a matrix L with LR1 = R2. Nevertheless,
since R1 is square and non-singular, kerAR1 = 0 (no non-zero compactly sup-
ported function can be annihilated by the determinant of R1), so B1 is contained
in B2.
Combining Lemma 5.1 with Lemma 3.5, we see that if the signal space is a cogen-
erator then the given test for inclusion of behaviours can always be applied. Contrary
to [24, (2.62)], the conditions of injectivity and “large”ness are not needed for this.
The second claim of Lemma 5.1 demonstrates that Willems closure is not only
sufficient but also necessary in order to detect whether a behaviour is contained in
other behaviours.
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The following results in this section deal with the characterization of free vari-
ables over a general signal space. Recall that, for a behaviour B ⊆Aq with system
variables denoted by w1, . . . , wq , a subset of variables {w1, . . . , wm} is said to be
a set of free variables if the mapping B →Am, w → (w1, . . . , wm), is surjective.
This is clearly related to the elimination problem, and is a precursor to the study of
input/output structures and transfer function matrices.
Let m(B) denote the maximum set of a set of free variables, called the number
of free variables, and let χ(M), for a finitely generated D-module M, denote the
maximum size of a D-linearly independent subset of M.
Lemma 5.3. Suppose that annA = 0. Let B be a behaviour with kernel represen-
tation R, and define M = CokerDR. If {w1, . . . , wm} is a set of free variables of B,
then the elements e1 + ImDR, . . . , em + ImDR areD-linearly independent in M. If
A is injective, then the converse also holds.
Proof. For a given submodule N of D1,q , we can find the subset of equations on
the first m variables by intersecting with ImD(Im 0). Now if {w1, . . . , wm} is free,
then the set of equations which they satisfy is equal to (Am)⊥, which is zero as
annA = 0. Thus
B⊥ ∩ ImD(Im 0) = 0. (34)
Since ImDR ⊆ B⊥, we have
ImDR ∩ ImD(Im 0) = 0, (35)
which is precisely the condition for e1 + ImDR, . . . , em + ImDR to be D-linearly
independent. Conversely, suppose thatA is injective, and that e1 + ImDR, . . . , em +
ImDR are D-linearly independent. Let F ⊆M denote the span of these elements,
which is a free submodule of M, and consider the embedding map φ :F →M.
Now for any map ψ :F →A, by the definition of injectivity we have that there
is an extension τ :M →A to M, with τ ◦ φ = ψ , so that τ must agree with ψ
on e1 + ImDR, . . . , em + ImDR. However, as F is free, ψ can take any combi-
nation of values on these elements, so τ is similarly unconstrained. Since any map
τ :M →A corresponds to a trajectoryw ∈ B as described in Section 2, there exists
a trajectory w ∈ B with w1, . . . , wm arbitrarily chosen within A. So {w1, . . . , wm}
is a set of free variables. 
Notice that the injectivity condition in Lemma 5.3 is unnecessarily strong. It is
enough that Ext1D(M/F,A) = 0, where F is the submodule of M introduced
in the proof of the lemma (this can be seen from the well-known long exact se-
quence in Ext). Equivalently, if we write the original kernel representation R as
R = (−Q P), with the Q submatrix corresponding to the variables w1, . . . , wm,
we need that Ext1D(CokerDP,A) = 0. Even these conditions are stronger than those
strictly required.
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Corollary 5.4. With notation as in Lemma 5.3,
m(B)  χ(M) (36)
with equality when A is injective.
Example 5.5. Consider the curl or rot operator
R =

 0 −z3 z2z3 0 −z1
−z2 z1 0


over the ringD = R[z1, . . . , zn], treated as a ring of linear partial differential opera-
tors. Over the injective spacesA = C∞(R3,R) orA = D′(R3,R), it is known that
the number of free variables in the behaviourB = kerAR is the number of variables
minus the rank of R [24, Theorem 2.69], that is, 1, and by symmetry we see that any
one of the variables of the system can be chosen freely. Now consider the situation for
A = C∞0 (R3,R), which is a flat D-module ([26, Corollary VII.8.4] and [36]) and
satisfies the condition annA = 0. By Lemmas 4.14 and 4.4, B = kerAR admits
the image representation B = imAC, where C is the (universal right annihilator)
matrix representing the grad operator. Thus B has a free variable only if one of
the equations w = z1l, w = z2l, w = z3l is solvable for any compactly supported
smooth w. However we can see by setting w to be a non-negative compactly support-
ed smooth function that in this case none of these equations is solvable for compactly
supported l, and so B = imAC has no free variable. Thus over C∞0 (R3,R) we have
0 = m(B) /= χ(M) = 1.
We next present a general condition for a behaviour to have an image representa-
tion. Here we use the Tor functor from Definition 2.6.
Lemma 5.6. Assume that annA = 0, and let B be a behaviour with kernel repre-
sentation R ∈ Dg,q . Then B has an image representation if and only if TorD1 (Dg/
RDq,A) = 0.
Proof. Write L = Dg/RDq . By Lemma 4.4, if B has an image representation at
all then B = imAC, where C is a universal right annihilator of R. Thus B has an
image representation if and only if kerAR/imAC = 0, which from the definition of
TorD1 gives us the desired condition. 
When B = kerAR has an image representation, Lemma 4.4 immediately
enables us to identify one: B = imAC, where C is a universal right annihilator
of R. The comments in Section 4.1 on the case where annA /= 0 apply equally
here.
It is immediate from Lemma 5.6 that when A is flat (which guarantees the con-
dition annA = 0), any behaviour with a kernel representation also has an image
794 J. Wood / Linear Algebra and its Applications 351–352 (2002) 761–798
representation. This is also shown and discussed for the classical spaces A = C∞0
(Rn,R), E′(Rn,R),S(Rn,R) in the context of linear PDEs with real coefficients in
[36].
Of course, for general A the condition of Lemma 5.6 is not directly testable, as
the Tor module will be infinitely generated. However in the case whereA is injective
it is possible to derive from this an explicit and algorithmically testable condition. We
make the additional minor assumption that A is not a torsion module (this includes
the condition annA = 0).
Theorem 5.7. Suppose that A is injective and not torsion, and let M = D1,q/N
be some finitely generated left D-module and B = HomD(M,A) the associated
behaviour. The following are equivalent:
1. B has an image representation.
2. Some module M′ with B = HomD(M′,A) is torsionfree.
3. The module D1,q/N⊥⊥ is torsionfree.
4. If N′ ⊆ D1,q is such that N′/N = t (M), then (N′)⊥ =N⊥, i.e. the module
M/t (M) defines the same behaviour as M.
Proof. (1)⇒ (4). If B has an image representation, then by Lemma 5.6 we have
TorD1 (L,A) = 0, whereL = Dg/RDq . Now TorD1 (L,A) is the homology atAq
of the complex obtained by right tensoring a finite free resolution of L by A. We
obtain the same complex by applying the functor HomD(−,D) and then the functor
HomD(−,A) to this finite free resolution. Denote by S the complex obtained by ap-
plying HomD(−,D) to the resolution. SinceA is injective, HomD(−,A) is an exact
(contravariant) functor, and such a functor commutes with taking homology (e.g. [33,
Exercise 6.4]). Thus TorD1 (L,A) equals HomD(H,A), where H is the homology
of S at D1,q . Thus H = Ext1D(L,D), and we have derived the isomorphism (of
Abelian groups)
TorD1 (L,A) ∼= HomD(Ext1D(L,D),A) (37)
(which is very similar to [33, Theorem 9.51], but with left/right modules changed).
Thus TorD1 (L,A) vanishes precisely when Ext
1
D(L,D) isA-torsion. However, by
Lemma 2.8, Ext1D(L,D) ∼= t (M), so t (M) = ker θt(M) ⊆ ker θM by Corollary 3.6.
Therefore HomD(M/t (M),A) = HomD(M/ker θM,A), which equals HomD
(M,A) by Corollary 3.6.
(4)⇒ (3). Suppose that condition 4 holds. Then N′ ⊆ (N′)⊥⊥ =N⊥⊥, so
t (M) =N′/N ⊆N⊥⊥/N, which equals ker θM by Lemma 3.5. So t (M) ⊆
ker θM. However the reverse inclusion also holds by Lemma 3.7. Hence
D1,q/N⊥⊥ =M/ker θM =M/t (M) is torsionfree.
(3)⇒ (2). Take M′ = D1,q/N⊥⊥.
(2)⇒ (1). If M′ is torsionfree with B = HomD(M′,A), then by Corollary 2.5
B = kerAR′ for some R′ which is a universal right annihilator of some matrix C.
Since A is injective, imAC = kerAR = B as required. 
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Theorem 5.7 in particular proves that (when A is injective and not torsion) for
a Willems closed equation module N ⊆ D1,q , the behaviour N⊥ has an image
representation if and only if D1,q/N is torsionfree. If the given equation module
N is arbitrary, then to test for the existence of an image representation it is first
necessary to compute the Willems closure. Of course, ifD1,q/N is itself torsionfree
then we know that an image representation exists, but in this case by Lemma 3.7 we
see that in fact we already have a Willems closed N! The use of a Willems closed
equation module is therefore essential for this test.
An interesting special case of Theorem 5.7 is for the classical spaceS′(Rn,R) in
the context of linear PDEs with real coefficients (which is injective and non-torsion).
In this case, the condition for the existence of an image representation is given by
Shankar [36] and matches that in the theorem.
Aside from their intrinsic interest, image representations are also very significant
due to their connection with controllability. The existence of an image representation
will guarantee controllability in the behavioural sense over any signal space suffi-
ciently rich to satisfy the controllability property itself. The reason for this is that to
concatenate or “patch” trajectories of the formw = Ml we need only concatenate the
corresponding freely chosen trajectories l. The converse is open for linear variable
coefficient ordinary/partial differential equations, but has been well-established in
the constant coefficient case [8,27,32,43]. Thus for a suitable signal space, the al-
gebraic condition of torsionfreeness is sufficient for behavioural controllability, and
may well turn out also to be necessary.
In the special case where D is commutative, we can derive further conditions on
the existence of an image representation by combining Lemma 5.6 with Theorem 3.9.
The advantage of this further test is that it does not require explicit computation of
the Willems closure.
Corollary 5.8. Let D be a commutative Noetherian domain, M a finitely gener-
ated left D-module and A an injective left D-module with annA = 0. Then B =
HomD(M,A) has an image representation if and only if no associated prime of
t (M) annihilates any non-zero element of A.
Proof. Let R ∈ Dg,q be a kernel representation of B, so that M = CokerDR, and
define L = Dg/RDq as in the proof of Theorem 5.7. By Lemma 5.6 and Eq. (37)
(which requires that A be injective), a necessary and sufficient condition for B to
have an image representation is that Ext1D(L,D) is A-torsion. However by Lemma
2.8 Ext1D(L,D) = t (M), so the condition is that t (M) be A-torsion, i.e. that
ker θt(M) = t (M). The result now follows on applying Theorem 3.9 to t (M). 
6. Conclusions
We have discussed what we consider to be the two most important fundamental
problems in extending the current duality between finitely generated modules and
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behaviours to other signal spaces, and in particular to the case of systems defined
by linear PDEs with variable coefficients. The first problem, that of constructing
the Willems closure of an equation module, is crucial in order to be able to directly
describe the algebraic structure of the system. The second problem of elimination
is also of central importance. We have also demonstrated some of the consequent
results of a solution of one or both of these problems, including a characterization of
when a given behaviour admits an image representation.
We have also been able to provide full or partial solutions to these problems in
terms of certain algebraic conditions on the signal space. For example, the full state-
ment of Theorem 3.9, which characterizes Willems closure in the case of commuta-
tive D, holds when (0 : P∞)A is injective for certain primes P. Theorem 4.8 iden-
tifies a large class of combinations of signal space and equation module for which
elimination is possible, but requires knowledge of the injective dimension of A.
A major open problem in any new context such as the case of linear variable
coefficient PDEs is to identify some specific signal spaces for which the algebraic
conditions appearing in the paper hold (for example, injectivity, divisibility, or low
injective dimension). We anticipate that this will be a difficult problem, requiring
some heavy analytic tools. It also remains to develop algorithms for the construc-
tive solution of these problems, for example using the methods of Janet/Spencer
[11,16,29,37].
The majority of the results in this paper apply to arbitrary non-commutative left
and right Noetherian domains. They may therefore have applications to systems de-
fined by equations of a different type than partial differential equations or difference
equations.
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