In this paper we replace the Gaussian errors in the standard Gaussian, linear state space model with stochastic volatility processes. This is called a GSSF-SV model. We show that conventional MCMC algorithms for this type of model are ineffective, but that this problem can be removed by reparameterising the model. We illustrate our results on an example from financial economics and one from the nonparametric regression model. We also develop an effective particle filter for this model which is useful to assess the fit of the model.
Introduction

The model
This paper shows how to statistically handle a class of conditionally Gaussian unobserved component time series models whose disturbances follow stochastic volatility (SV) processes. Unconditionally, this delivers a potentially highly non-linear model whose forecasts are adaptive through time, changing the level of optimal smoothing to locally match the properties of the data.
We will claim that standard methods for carrying out the computations required for this model class, which are based on a Markov chain Monte Carlo (MCMC), are extremely poor and show that a simple reparameterisation overcomes this difficulty delivering reliable methods for inference. This is the main contribution of this paper. We will illustrate the methods by two examples, one from financial econometrics and one from spline based non-parametric regression.
Write σ 2 t as a vector of non-negative processes and σ 2 = (σ 2 1 , . . . , σ 2 n ), the corresponding matrix. Then we will assume that the observable process y = (y 1 , . . . , y n ) follows a conditionally Gaussian state space form (GSSF) with
where Z t , T t and R t are non-stochastic matrices. Throughout, to simplify the exposition, we will assume that
so the errors in the transition and measurement are conditionally independent. When σ 2 t is an unobserved exogenous Markov chain then this is a special case of the conditionally Gaussian state space form introduced independently and concurrently by Carter and Kohn (1994) and Shephard (1994b) . We will denote this class a GSSF-SV to show that y|σ 2 can be written as a Gaussian state space model and that unconditionally
follows a Harvey, Ruiz, and Shephard (1994) type multivariate SV model. In particular we will assume that
where is a Hadamard product. Reviews of the literature on state space models are given in Harvey (1989) , Kitagawa and Gersch (1996) , West and Harrison (1997) , Durbin and Koopman (2001) , while the corresponding literature on SV processes is discussed in Ghysels, Harvey, and Renault (1996) and Shephard (1996) .
The main model we will work with is where h it = log σ 2 it follows a short memory Gaussian process. The most important example of this, which we will focus on, is where h t follows a vector autoregression
In many models it will be convenient to assume that φ and Ω are diagonal matrices. When the aim is solely to smooth the data, rather than predict future values, it often makes sense to simplify the model by setting φ to the identity and µ to a vector of zeros so that h t+1 = h t + ω t , ω t ∼ N ID(0, Ω).
Throughout we will write α = (α 1 , . . . , α n ), h = (h 1 , . . . , h n ) and ω = (ω 1 , . . . , ω n ).
Example 1 A traditional Gaussian local level model (e.g. Muth (1961) , Harvey (1989) and West and Harrison (1997) ) has y t |α t ∼ N α t , σ 2 1 , α t+1 |α t ∼ N α t , σ 2 2 .
The adaptive local level model generalises this to y t |α t , σ 2 t ∼ N α t , σ 2 1t , α t+1 |α t , σ 2 t ∼ N α t , σ 2 2t .
In a static model, where σ 2 t is constant through time, then E (α n+s |y 1 , . . . , y n ) for, s > 0, only depends upon the signal-to-noise ratio q = σ 2 2 /σ 2 1 . Hence the amount of discounting of past data we use to produce forecasts is constant through time. When σ 2 t changes through time, the degree of discounting changes through time, adapting to the data.
Example 2 The cubic smoothing spline (e.g. Wahba (1978) and Green and Silverman (1994)) for some data y 1 , . . . , y n finds the function f with two continuous derivatives which minimise n t=1
Here the penalty function is indexed solely by λ. We write the value of the function at this minimum as f (x t ). It is well known (e.g. Wecker and Ansley (1983) ) that this function can be found as the posterior mean of the signal
The posterior mean (but not the posterior variance) of the signal s t given y 1 , . . . , y n is invariant with respect to transformations of the parameters which leave λ unchanged. A natural generalisation of this is to an adaptive cubic spline model
In the adaptive case the optimal estimator of the signal α 1t , the posterior mean f (x t ), will have different degrees of smoothness as the variance processes change through time. For these spline models it makes sense to impose a random walk log-volatility model (2) for irregularly spaced data
where Ω is diagonal.
The literature
The idea of allowing the variance of components in state space models to change through time is not new. Ameen and Harrison (1984) , Shephard (1994a) , West and Harrison (1997) and Bos and Koopman (2002) consider the special case where σ 2 t is a scalar. This allows all the variances of the components to inflate and deflate through time. This added flexibility is potentially very useful, but it does not allow the signal-to-noise ratios to change much through time and so will have a limited impact on mean forecasts. Shephard (1994b, p. 122 ) mentioned the possibility of allowing the variance of the transition model to change through time and use a non-stationary volatility model to deal with it. However, he did not implement his strategy for this class of models. Highly related work includes Uhlig (1997) and West and Harrison (1997, Ch. ?) . There is quite some work on large dimensional factor SV models. Leading references include Aguilar and West (2000) , Pitt and Shephard (1999c) , Chib, Nardari, and Shephard (1999) . These can be regarded as special cases of the above framework for in these models the α t process does not have any memory. Harvey, Ruiz, and Sentana (1992) wrote about state space models with ARCH errors terms, however they were not able to prove any properties about their proposed filter and estimation strategies. Carter and Kohn (1994) and Shephard (1994b) independently and concurrently introduced conditionally Gaussian state space models where one could condition on Markov indicator variables, which allowed the σ 2 t to have a finite range of values at each time period. This type of model was additionally studied in Kim and Nelson (1999) .
Structure of the paper
The organisation of the paper is as follows. In Section 2 we discuss a standard approach to designing MCMC algorithms for this type of problem. We will show this method is rather ineffective, delivering algorithms which need enormous computational resources in order to deliver correct inferences. In Section 3 we introduce a reparameterisation of the model which vastly improves the algorithm. Section 4 discusses various simulated examples to compare the two algorithms, while Section 5 shows how to effectively implement a particle filter for this method.
Section 5 illustrates the method on two real examples, while Section 6 concludes.
Standard parameterisation
In this paper we will write θ as the unknown parameter vector. We often partition θ into ψ and λ, where ψ indexes parameters in the T t , Z t and G t matrices, while λ denotes the parameters of the σ 2 process.
Conventional block sampling in GSSF-SV models
The GSSF-SV model is a special case of the conditionally Gaussian state space form introduced by Carter and Kohn (1994) and Shephard (1994b) . This class has a convenient blocking structure which considerably aids the implementation of MCMC techniques. In particular their methods suggest the following standard algorithm.
1. Initialise σ 2 , θ.
2. Update draw from ψ, α|y, σ 2 , λ by (a) Sampling from ψ|y, σ 2 , λ (b) Sampling from the multivariate normal distribution α|y, σ 2 , θ using the generic GSSF simulation smoother (Fruhwirth-Schnatter (1994) , Carter and Kohn (1994) , de Jong and Shephard (1995) and Durbin and Koopman (2002) ).
3. Sampling from σ 2 , λ|α, y, ψ by (a) Sampling from σ 2 |α, y, θ (b) Sampling from λ|σ 2 , α, y, ψ ≡ λ|σ 2 4. Goto 2.
The only non-standard parts of this sampling is the step 3. When σ 2 t is Markovian and discrete then we can sample from σ 2 |α, y, θ in a single block, as creatively emphasised by Carter and Kohn (1994) . Outside that case we have to resort to more bruit force MCMC (e.g. in this type of context Carlin, Polson, and Stoffer (1992) ) by replacing 3a by 3'. (a) Sampling from, for t = 1, 2, . . . , n,
Sampling from this density can be carried out in a number of ways. We use a method based on the sampler discussed in detail by Kim, Shephard, and Chib (1998) , although other methods such as those highlighted by Jacquier, Polson, and Rossi (1994) and Geweke (1994) could be used. This works with the h t parameterisation and notes that
which is relatively simple for
Proposals can be made from this density, either using many univariate draws (which seems always a good idea if Ω and φ are diagonal) or all at once. Then they can be accepted using a
Hastings-Metropolis step in the usual way.
Finally Fruhwirth-Schnatter (1994) has argued that we should replace step 2 in the sampler by working with 2'. Update draw from ψ, α|y, σ 2 , λ by (a) Sampling from ψ|y, σ 2 , α, λ (b) Sampling from α|y, σ 2 , θ using the generic GSSF simulation smoother This sampler will increase the dependence in the MCMC output, but is likely to be faster to compute as step 2'a is generally much easier to carry out.
Performance of standard parameterisation
2.2.1 Simulation design: problem 1
Model setup
The performance of the standard formulation can be evaluated using the local level model (3).
In some practical situations, the signal-to-noise ratio is smaller than one, which we mimic in the simulation design by choosing the unconditional expectation of the volatility process of the state equation to be µ 2 = −1, compared to µ 1 = 1 for the volatility process of the observation disturbance. The correlations in the volatility processes are put at φ = diag(.95, .9).
Note that these correlations are modest as compared to values which appear in many applications. For higher correlations, the effects of the SV components will be even more pronounced than what we model here.
For the disturbances of the SV processes, we fix the unconditional standard deviations σ if of both processes at 0.25, with no cross-correlation. This implies a covariance matrix of Ω = diag(.078 2 , .109 2 )
Prior choice
For µ and σ if , conjugate priors are chosen which have the correct mean, and a standard deviation which is little informative. For φ, a Beta prior is used to ensure that 0 < φ < 1, with most mass at large values of φ. Table 1 summarises the parameters and their priors densities. Note that the prior of σ iω |φ i is derived from the priors for σ if and φ, applying the appropriate Jacobian. 
Note that all parameters in this model refer to the volatility processes; the division of the
Sampler choices
In the conventional block sampling algorithm of section 2.1 the method of sampling λ|σ 2 remains to be operationalised.
The most common choice is to use a Hastings-Metropolis-within-Gibbs step, using a Random Walk Metropolis algorithm to sample a new λ (i) |σ 2 . The candidate covariance matrix of the RW is constructed from the Hessian around the posterior mode of the conditional density P (λ|y, α, σ 2 , ψ), with α and σ 2 the values used in the DGP.
Alternatively, a Gibbs sampler can be implemented Kim, Shephard, and Chib (1998 
sampling each of the elements of λ from the full conditionals. In case of the parameters φ i the full conditionals are not available precisely, as the prior is not conjugate. Therefore, sampling φ i from the full conditionals is done through a Hastings-Metropolis step again, using the approximate full conditional as the candidate.
A third possibility, given the fact that the posterior kernel is available in closed form, is to use the ARMS sampler of Gilks, Best, and Tan (1995) and Gilks, Neal, Best, and Tan (1997) .
This sampler automatically construct approximating densities for all full conditionals, and uses a Metropolis step to draw from these.
Size of the samples
The simulated data set contains 5, 000 observations, to mimic roughly the amount of data which can be expected in financial econometrics when using daily observations for 20 years.
The simulations are carried on to collect a total of 100,000 parameter vectors, after allowing the algorithms a burn-in period of 10,000 iterations. For the Hastings-Metropolis and Gibbs samplers, where the sampling of λ|σ 2 , α, y, ψ is relatively cheap, this step is repeated 5 times before series of µ and h are sampled.
The Hastings-Metropolis sampler needs to draw from λ|σ 2 , α, y, ψ and can do this in one step. However it can be advisable to split the sampler into two, sampling parameters for the first SV process λ 1 |σ 2 , α, y, ψ and for the second,1 λ 2 |σ 2 , α, y, ψ, separately. This alternative sampler is indicated by the label 'H-M/Split'.
With the Gibbs sampler in general it is advisable to sample parameters with little crosscorrelation. In the model at hand, it seems better to sample from σ f , the unconditional standard deviation of the SV process, then from σ ξ , the conditional standard deviation. All main samplers use σ f , only the sampling results indicated by 'Gibbs-ξ' give alternative results for the Gibbs sampler using the parameterisation in terms of σ ξ .
The ARMS algorithm constructs a proposal density over a grid, and then performs rejection sampling. Here we use an initial grid of 10 points, refined as necessary by the algorithm. Due to its comparative expense, the ARMS step is not repeated multiple times within one iteration of the full sampler as we do with the other samplers.
Performance of the samplers
A major obstacle to using Bayesian methods for models including stochastic volatility is the slow mixing that is generally found in the posterior sample. If the mixing is too slow, the sampler might only very slowly get to the stage of sampling from the true posterior density. As a first impression, the left panel of Figure 1 depicts the posterior density of the parameter φ 1 , based of the 100,000 drawings from the H-M, H-M/Split, Gibbs, ARMS and Gibbs-σ ξ samplers using the standard parameterisation. This graph already indicates that the samplers did not converge; continuing the samplers for 10,000,000 iterations (results not reported in the paper) does not change these results.
The problem with these samplers indeed lies in the mixing within the chains: Autocorrelation between successive drawings is high. Table 2 reports the 30th autocorrelations of the parameters using each of the samplers. The message of these correlations is consistent with the previous density plot: Correlation remains high, even after 30 iterations. Note that only with the Gibbs samplers, correlation seems to be decreasing slightly quicker than with the other samplers.
The table also reports the estimated integrated autocorrelation times or inefficiency factors.
These were highlighted in in Shephard and Pitt (1997) and Kim, Shephard, and Chib (1998) .
Note that Geweke (1989) prefers to report the inverse of this number. The measure compares the variance of the sample mean, adapted for correlation in the chain, to the variance of the mean when the correlation is not accounted for, aŝ
with K(j) the Parzen kernel and B m the bandwidth. A low value of R is preferable, while a value of one indicates that the sampler delivers an uncorrelated set of draws. Table  2 into account. Only the Gibbs algorithms seem to deliver (slowly) diminishing correlations.
Accounting for the computational effort only changes the ranking of the ARMS algorithm as compared to the others.
Reformulation
We have seen that even if the sampling from σ 2 |α, y, θ is carried out in a very effective way the performance of the overall sample is very poor. The reason for this is that, especially for longer data series, the information contained in the variances σ 2 t , t = 1, . . . , T on the parameters in the SV process is precise. Conditional on the variances σ 2 t , the density of λ|σ 2 , y, α, ψ allows for little movement between successive draws of λ, leading to slow mixing of the chain.
Here we reparameterise the problem in terms of the errors in the SV component of the model.
Disturbance based block sampling in GSSF-SV models
In (1) the volatility process was defined in terms of
Note that there is a one-to-one relation between the volatility process σ t (and hence h t ) and the N ID(0, I) disturbances u t . Therefore, the conditioning in the block sampler can also be done on u t , which by construction contains little or no information on the value of the parameters.
The sampling algorithm now becomes:
1. Initialise u, θ, and compute σ 2 = f (u, θ) as a function of u 2. Update draw from θ, alpha|y, u by (a) Sampling from θ|y, u.
(b) Sampling from α|y, σ 2 (u, θ), θ using the generic GSSF simulation smoother (Fruhwirth-Schnatter (1994), Carter and Kohn (1994) , de Jong and Shephard (1995) and Durbin and Koopman (2002)).
3. Recompute σ 2 from u and θ. 4. Sample from σ 2 |α, y, θ.
5.
Recompute u from σ 2 and θ.
Goto 2.
Notice that step 2 is subtly different from in the previous section for now sampling from θ|y, σ 2 , u updates all of the parameters in the model. The split into θ = (ψ, λ) makes less sense here as the full conditional λ|y, u, φ does not simplify any further as it did before.
Each of these steps is relatively easy to carry through. The important point here is that step 2a has considerably changed, for we are no longer conditioning on the time-changing variances.
Instead we are conditioning on the standardised disturbances for the log-variances and so as the parameters change so do the conditional variances.
There has been very little research into the effect of reparameterisation on the convergence of MCMC algorithms. The only two papers we know of are Pitt and Shephard (1999a) and the excellent Frühwirth-Schnatter (2003) . The latter paper is relevant here as the author has a section on designing samplers based on the errors of the process rather than the states. This work was carried out in the case of the GSSF.
Performance of reformulation
The same simulation design as described in section 2.2.1 was used, where the reformulation of the model in terms of the disturbances was used.
The reparameterisation of the sampler has several effect. First of all, the conditional densities of the Gibbs sampler are no longer readily available. The densities now would have to comprise both the likelihood function of the SV model (1), the prior of the parameter, and also the transformation from u to σ 2 and the likelihood of the GSSF model. This last likelihood is only available in closed form if we follow Fruhwirth-Schnatter (1994) conditioning on the state again.
Even so, the densities are of a highly nonlinear functional form, from which no simple sampling scheme is known.
The alternative is to use the ARMS sampler. This sampler uses a higher number of function evaluations of the posterior kernel in to reconstruct an approximation to the full conditional densities. As each function evaluation requires a filter to construct σ 2 from u and λ, the computational effort of this sampler also increases considerably as compared to the situation in the standard formulation of the model.
The other option investigated before was using the Hastings-Metropolis sampler. As this sampler uses no more than 2 function evaluations per iteration, the computational load does not increase too much by having to filter back and forth between u and σ 2 . Therefore, this is the most practical method to use on the model at hand. Again, also a Hastings-Metropolis algorithm is used where the sampling of λ is split between the parameters of the two SV processes.
The first results using these samplers are found in the second panel of Figure 1 above. The three samplers correspond closely in their estimate of the posterior density of φ 1 , which is already a clear sign of better behaviour of the samplers. Table 3 for a description of the entries in the table. Table 3 displays 
Particle filtering
An important feature of MCMC is that it produces samples from α, σ 2 , θ|y and so samples from α, σ 2 |y. Of course this is very useful in terms of summarising important features of the model and the data. MCMC methods do not, on the other hand, produce effective methods for sequentially sampling from α t , σ 2 t |F t , θ, t = 1, 2, . . . , n.
Such quantities are very important in practise for the use of sequential forecasting and model checking. A standard way of carrying this out is via a particle filter (e.g. Gordon, Salmond, and Smith (1993) , Pitt and Shephard (1999b) and Doucet, de Freitas, and Gordon (2001) ). In this case the model has a lot of structure which allows us to carry out particle filtering in a very fast way. This work follows the ideas discussed in, for example, Pitt and Shephard (1999b) and Chen and Liu (2000) .
We will argue by induction. Consider a collections of particles, which are used to approximate
This implies, in particular, that the particle approximation to α t , σ 2 t |F t is
a mixture of normals. This implies that
We treat this approximation as if it is true, which implies straightforwardly that
We propagate the volatility process forward using simulation. For each σ 2(i) t we generate R daughters by simulating forward
This produces the approximation to the density of f α t+1 , σ 2 t+1 |F t of
The most important step is that we now calculate
Straightforward calculations show that
We need to sample from this density to produce the new set of particles, in order to complete the algorithm. This is straightforward, we sample with replacement from the discrete distribution With multiple exchange rates, the correlation structure between the disturbance terms can be intricate, as the exchange rates together form a system, with possible correlations between all cross rates.
To simplify the model and the correlation structure, Mahieu and Schotman (1994) propose a factor structure for the log-exchange rate s ij,t between countries i and j as
where the assumption is made that e i,t ⊥ e j,t , if i = j.
Using country 0 as a numeraire, a model for multiple exchange rates between n + 1 countries could be    y 10,t . . .
where H t is a diagonal matrix with typical element
The values of the SV processes h i,t=0 at the start of the process should be initialised diffusely, such that the process can choose it's level of variance by itself.
Alternatively, the model can be estimated without stochastic volatility by fixing all σ i,ξ ≡ 0.
Data and estimability
The proposed model contains, for k exchange rates of length T , k + 1 unobserved factor components of length T , plus the k + 1 volatilaties which are second order unobserved processes.
Essentially the SV processes serve to estimate the k + 1 parameters σ i,ξ , which can be expected to be considerably hard given the little degree of information available on these parameters.
With k = 1 exchange rate, the model is not identifiable as it is not possible to distinguish between the two factors. With k > 1, theoretically the numeraire factor can be identified as a driving force within all exchange rates; for larger values of k more information on e 0,t is available.
In Mahieu and Schotman (1994) the model on exchange rates is estimated in a classical framework. The estimation procedure applied in their article however does not allow to estimate jointly all unobserved processes, and can serve only as an approximation. To keep the estimations tractable, we concentrate on the three exchange rates of the US Dollar against the British Pound, the Japanese Yen, and the German DMark (quietly switched for the Euro at the start of 1999), with data over the period 1993/01/04-2003/04/29, 1 . This period contains 2610 daily observations and is depicted in Figure 4 . In the model we use the transformation s ij,t = 100 ln S ij,t , with S ij,t the exchange rate between countries i and j.
Results
The model as presented above was estimated using the simulation techniques described earlier.
After a burn-in period of 10,000 iterations a million sampled parameters were collected. The priors of the standard deviations in the SV processes were Inverted Gamma-1 densities, with expectation and standard deviation equal to 0.2. The results are summarised in Table 4 and figures 5-7, with posterior moments, densities, autocorrelations and the underlying SV factors.
Concerning the posteriors, we can conclude that the data is indeed informative on the parameters in the SV process, as the posterior shifts away from the prior. This is quite an accomplishment, as the estimation is very indirect: From the exchange rates, through the unobserved factors the unobserved SV processes are estimated, from which in turn the disturbances are extracted to estimated their standard deviations σ ξ . as should be the case. Note however that here the sampler with the transformation displays stronger correlation; in more extensive research not reported here it is found that this can occur for longer data series with integrated SV processes. Additional methods for breaking the correlation can be applied.
The SV factors as displayed in Figure 7 can lead to further research as to the correlation in the volatility processes between the regions. At the moment, the model assumes independent SV processes, but further a more elaborate model can be improve estimation results. The model at hand is easily generalised to even higher more exchange rates. Multivariate modelling of correlations in levels and variance processes can lead to a deeper understanding of the driving forces in the currency markets.
Regression spline
Estimation
In this section we reanalyse the classic Silverman (1985) nonparametric regression analysis of the Schmidt, Mattern, and Schueler (1981) motorcycle dataset. The dataset consists of observations on the acceleration of the head in simulated motorcycle crash experiments, where the efficacy of a helmet in preventing serious head injury is investigated. The dataset is non-equally spaced, with multiple observations for some time periods. Also, the variability of the series is rather different between pre-, in-and post-crash periods.
Both Silverman (1985) and Harvey and Koopman (2000) fitted a cubic spline to the data.
Observing the difference in variability between time periods, they adapt the weights of the observations to allow for varying variance, through a rather ad-hoc procedure. With the setup presented in this article, the analysis can however be done in a Bayesian manner, with the stochastic volatility being a fully integrated part of the model.
In Example 2 the model was presented. We denote the standard Gaussian spline model by 0 SV, the version with stochastic volatility on the observation variance σ 2 1t as 1 SV and with stochastic volatility in both the observation and transition equation as 2 SV. Prior densities are data-based, to simplify matters, in the sense that they were chosen with classical estimation results in mind. Table 5 gives the parameters of the Inverted Gamma-1 prior densities on the standard deviations in the model. Using the transformation of the model and the Gibbs sampler, as explained in section 3, the posterior density of the parameters was derived. Table 6 reports the posterior means for the parameters, for the three specifications of the variance processes. For each model the sampler was run for 1,000,000 iterations. A burn-in period of 10,000 iterations was sufficient, even though the starting point for the sampler was far away from the posterior mode.
For the model with fixed variance, a high observation standard deviation σ 1 is estimated, as at least some periods have a higher variation. This is seen in Figure 8 , where the estimates for 0.353 0.09 0.89 Posterior mean and standard deviation of the parameters, and the 30-th order autocorrelation, in the models with 0, 1 and 2 SV components. The first panel presents results not using the transformation, the second panel applies the transformation from the SV process to the disturbances. Values in italics are average values for the standard deviations of the observation and transition equation as implied by the respective SV processes.
the 5, 50, and 95% quantiles of the posterior of the spline and the spline growth are depicted.
In order to allow for the high variability in the middle part of the series, the interquantile range is large throughout the sample.
This figure mimics similar results in Silverman (1985) and Harvey and Koopman (2000) for the Gaussian case, with clear indication that the variance should be allowed to take lower values especially in the earlier and later parts of the data series.
Allowing for stochastic variance on the observation equation, in model 1 SV in the second pair of columns of Table 6 , the average standard deviation σ 1 as implied by the SV model is estimated at 18.6 (in italics), only slightly lower that in the model without SV. However, Figure   9 plots the effective standard deviation for the observation in the second panel, and it is seen that the variability is concentrated in the middle part of the sample. The figure replicates roughly results of the aforementioned authors where they applied an adapted weighting scheme for the observations. The difference with the results presented here, is that here the construction of the results is based entirely on a probabilistic model, and hence these results are less ad-hoc. Adapting the variances throughout the sample leads to a large improvement in the distribution of the residuals of the model. Figure 11 displays the average smoothed standardised residuals. Without SV, in panel (i), the residuals clearly display heteroskedasticity, which has disappeared from panels (ii) and (iii) for models 1 SV and 2 SV. Loglikelihood at the posterior mean, logarithm of the marginal likelihood, and the Box-Ljung statistic (with p-values) testing for autocorrelation in the u and v statistics.
algorithm. Another comparison of models is given by the marginal likelihood, given in logarithmic form in Table 7 , together with the loglikelihood of the models in the posterior mean. These measures can be derived using the particle filter technique as described earlier.
According to both measures, the Gaussian model indeed fits considerably worse than the models with one or two SV components. The log-marginal likelihood of the SV 2 model is 2.95 points better than for the SV 1 model; according to Kass and Raftery (1995) , values between 1 and 3 indicate 'positive' evidence for the alternative model, and a value of 3 would give 'strong evidence'. Clearly there is something to say for the extra SV component in the model, though the data set is not strongly informative on this point. The second panel of the table is concerned with statistics u and v defined as
where the probability is calculated integrating out the parameters of the model. These statistics would ideally be distributed i.i.d. U (0, 1). Figure 12 displays the values of u t and v t plotted against the index, and it is obvious that there is some correlation in both series when the stochastic volatility is not modelled. With either one or two SV components, the correlation diminishes. The Box-Ljung statistics for u and v are calculated using √ T ≈ 10 lags for the data set with multiple observations at the same time period replaced by their average, with a higher weight. The number of degrees-of-freedom is 10 − k, where k = 2 is the number of parameters in the model. For the model without SV, the hypothesis that v is uncorrelated is strongly rejected.
With either one or two SV components, both tests do not reject the null of uncorrelated u or v.
Conclusion
In this paper we have focused on the GSSF-SV class of adaptive time series models. We have shown that standard MCMC methods can be ineffective in this context and so we have designed a reparameterisation of the sampler. This delivers a method which allows us to routinely carry out likelihood based inference using a palette of parameterisations, in order to choose the one with best characteristics for the problem at hand. We back this up with an effective particle filter which allows us to carry out on-line forecasting and diagnostic checking for this model.
We illustrated the methods on simulated and real data.
