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Summary 
New words such as names, technical terms, etc appear frequently. As such, the bilingual 
lexicon of a machine translation system has to be constantly updated with these new word 
translations. Comparable corpora such as news documents of the same period from 
different news agencies are readily available. In this thesis, we present a new approach to 
mining new word translations from comparable corpora, by using context information to 
complement transliteration information. We evaluated our approach on six months of 











1.1 Machine translation 
Machine translation (MT) is the task of translating one human natural language to 
another automatically, e.g., translating a Chinese news article to English. Machine 
translation becomes more and more important nowadays when there is more and more 
interaction between people speaking different languages.  
The area of machine translation dated back to 40’s when modern computer just came 
to the world. There are many approaches to solve this problem such as the traditional 
rule-based and knowledge-based machine translation. Nagao (1984) and Sato (1991) 
proposed example-based machine translation. This approach relies on existing translation. 
Brown et al. (1990) and Brown et al. (1993) proposed statistical machine translation. This 
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method requires large amount of aligned parallel corpora. Language model and 
translation model are learned from the corpora and are used to generate new translations. 
This became an area of active research in machine translation. Och and Ney (2002) 
proposed the maximum entropy models for statistical machine translation. Yamada and 
Knight (2001) and Yamada and Knight (2002) proposed syntax-based statistical 
translation model. 
1.2 Bilingual Lexicon Acquisition 
Many MT systems can produce usable output now. However, these systems encounter 
problems when new words occur. New words appear everyday, including new technical 
terms, new person names, new organization names, etc. The capability of an MT system 
is limited if it is not able to enlarge its bilingual lexicon to include the translations of new 
words.  
    As such, it is important to build a separate lexicon learning subsystem as part of a 
whole MT system. While the rest of the MT system remains the same, the lexicon 
learning subsystem keeps learning translation of new words. Then the MT system is able 
to handle new words. 
Much research has been done on using parallel corpora to learn bilingual lexicons or to 
align sentences (Dagan and Church, 1997; Melamed, 1997; Moore, 2003; Xu and Tan, 
1999). Although these methods achieved very good result, parallel corpora are not the 
most suitable for learning new bilingual lexicons. Parallel corpora are scarce resources, 
especially for uncommon language pairs. And even for common language pairs, parallel 
corpora are limited and are expensive to gather. If a new name appears in one language, 
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the MT system can learn the translation only after parallel corpora containing this name 
are available. 
As such, we believe comparable corpora are more suitable for the task of learning 
translations of new words. Comparable corpora are texts about the same subject topic but 
are not direct translations. Example of comparable corpora includes news articles from 
the same period, etc. Comparable corpora are more readily available with the rapid 
growth of the World Wide Web. For example, if there is an important event happening in 
the world, many news agencies are likely to report it in different languages. All these 
news documents are not translation of each other, but they can be considered as 
comparable corpora. 
Past research of (Fung and McKeown, 1997; Fung and Yee, 1998; Rapp, 1995; Rapp, 
1999) dealt with learning word translations from comparable corpora. They used the 
context of a word to find its translation in another language. Also, there has been some 
research on finding translations using machine transliteration (Knight and Graehl, 1998; 
Al-Onaizan and Knight 2002a; Al-Onaizan and Knight 2002b). But these two methods 
are not satisfactory for language pairs that are not closely related, such as Chinese-
English. 
1.3 Our Contribution 
Our goal is to learn learning the translations of new words. Imagine that we have a 
complete MT system now. And we also have a subsystem to learn the translation of new 
words. The subsystem can fetch comparable corpora from the Web every day. Some 
good candidates for comparable corpora are the news articles on the Web. They are 
updated every day. They contain many new words. The MT system determines the new 
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words in the source language text. New words refer to those words w such that the MT 
system does not know the translation of w. It is important for an MT system to be able to 
translate a new word that appears frequently. Our subsystem tries to learn the translation 
of such new words from the target language text. 
In this thesis, we propose a new approach for the task of mining new word translations, 
by combining both context and transliteration information. Since we use comparable 
corpora, there is no guarantee that we are able to find the correct translation in the target 
language text. Our method outputs only those translations that it is confident of and 
ignores those words that it believes no translation exists in the target corpus. 
We use the context of a word to retrieve a list of words in the target language that are 
likely to be the translation of the word. We use a different method from (Fung and Yee, 
1998) and (Rapp, 1999). They both use the vector space model, whereas we use a 
language modeling approach, which is a recently proposed approach that has proven to be 
effective in the information retrieval (IR) community. Then we use a method similar to 
(Al-Onaizan and Knight 2002a) to retrieve another list of possible translations of the 
word by machine transliteration. Words appearing in one of the two lists may not be the 
correct translations, but if a word appears in both lists, it is more likely to be the correct 
translation. 
We implemented our method and tested it on Chinese-English comparable corpora. We 
translated Chinese words into English. That is Chinese is the source language and English 
is the target language. We achieved promising results. 
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A paper based on this research has been published in the 20th International Conference 
on Computational Linguistics (COLING 2004) (Shao and Ng 2004). 
1.4 Organization of the Thesis 
Chapter 2 describes the related work. Chapter 3 introduces the general idea of our 
approach. Chapter 4 describes in detail how we use the context of a word to learn its 
translation. Chapter 5 describes machine transliteration in detail. Chapter 6 describes the 
resources we use for this thesis. Chapter 7 presents the experiments carried out. The 
result is presented and analysis is given. Chapter 8 concludes this thesis and gives 











Our method basically combines two knowledge sources to get better results. The two 
knowledge sources are context information and transliteration information. We will 
describe some important results from previous work. In our method, we use language 
modeling to deal with the context information. We will also give an introduction to the 
use of language modeling in information retrieval. 
2.1 Research on Learning New Words Using Context Information 
Rapp (1995) proposed that the correlation between the patterns of word co-occurrence is 
preserved in any language. Rapp (1999) devised an algorithm based on this observation. 
The vector space model is used. It was assumed that a small dictionary is available at the 
beginning. For each source word, a co-occurrence vector for this word was computed. 
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Then, all the known words in this vector were translated to the target language. For all the 
words in the target language, this vector was also computed. Then they could perform a 
similarity computation on each pair of vectors. The vector with the highest similarity was 
considered to be the correct translation. He tested this method on German-English 
corpora and achieved reasonable result. 
Fung and McKeown (1997) made similar observations. Fung and Yee (1998) showed 
that the associations between a word and its context are preserved in comparable texts of 
different languages and they developed an algorithm using the vector space model to 
translate new words from English-Chinese comparable corpora.  
 Both Fung and Yee (1998) and Rapp (1999) used the vector space model to compute 
context similarity. Their work differed on how they counted co-occurrence and how they 
computed vector similarity. Rapp (1999) considered word order when he counted co-
occurrence while Fung and Yee (1998) did not. Rapp (1999) computed the similarity 
between two vectors as the sum of the absolute differences of corresponding vector 
positions. Fung and Yee (1998) suggested a few formulas to compute the similarity.  
Cao and Li (2002) used web data to collect candidates and then used EM algorithm to 
construct EM-based Naïve Bayesian Classifiers to select the best one. 
2.2 Research on Machine Transliteration 
Knight and Graehl (1998) described and evaluated a general method for machine 
transliteration. This model assumed that there were five steps for an English word to be 
transliterated to a Japanese word. An English word was written and pronounced in 
English. The pronunciation was modified to fit the Japanese sound inventory and 
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converted into katakana. And katakana was written at last. Each of these steps was done 
according to some probability distribution. 
Al-Onaizan and Knight (2002a) suggested that a foreign word could be generated from 
an English word spelling as an alternative to the sound mappings mentioned above. They 
used finite state machines to build a system using both pronunciation and spelling. 
Al-Onaizan and Knight (2002b) presented some important improvements. They first 
generated a ranked list of translation candidates using the method mentioned in (Al-
Onaizan and Knight 2002a). Then they rescored the list of candidates using monolingual 
resources such as straight web counts, co-reference, and contextual web counts.  
2.3 Research on Language Modeling 
The vector space model and similarity measures based on TF/IDF for ranking have been 
heavily studied in the IR community. Recently, a new approach for document retrieval 
based on language modeling has been proposed.  
    Ponte and Croft (1998) proposed that in IR, each document could be viewed as a 
language sample. A language model was induced for each document and the probability 
of generating the query according to each of the models was computed. Motivated by this, 
Song and Croft (1999) combined document model and corpus model. They also used 
smoothing method and bigram model. Lavrenko and Croft (2001) proposed a way of 
estimating the probability of observing a word in a relevant document. Ng (2000) 
proposed the use of relative change in document likelihoods as a ranking criterion. Berger 
and Lafferty (1999) used statistical translation model for information retrieval. Miller et 
al. (1999) used hidden Markov models for information retrieval. Jin et al. (2002) focus on 
the title of documents. 
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2.4 Research on Combining Multiple Knowledge Sources 
Koehn and Knight (2002) attempted to combine multiple clues, including identical words, 
similar context and spelling, word similarity and word frequency. But their similar 
spelling clue used the longest common subsequence ratio and worked only for cognates 
(words with a very similar spelling). 
Huang et al. (2004) is the most similar to our work. They attempted to improve named 
entity translation by combining phonetic and semantic information. They used dynamic 
programming based string alignment for surface string transliteration model. They made 
use of part-of-speech tag information and a modified IBM translation model (Brown et al. 











3.1 Objective and motivation 
MT technology has advanced very much since the appearance of modern computers. 
Nowadays, the computer can generate usable translation in a reasonable amount of time. 
However, there is one problem with the current MT system. Most of the systems need to 
learn from parallel corpora. The syntax learned from parallel corpora can be used on new 
text. But these systems encounter problem when they process new words. Unfortunately, 
new words emerge every day in this information explosion era. New words can be person 
names, organization names, location names, technology terminologies, etc. An MT 
system must be able to learn new words. 
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Most of today’s MT systems keep a separate probability table for word translation. The 
new word translation learning subsystem can just keep on learning translation of new 
words from new documents and update the word translation table. The rest of the MT 
system is not affected. Koehn and Knight (2003) practised this and showed that a perfect 
noun phrase translation subsystem can double the BLEU score (Papineni et al. 2002). 
Much research has been done on using parallel corpora to learn bilingual lexicons 
(Dagan and Church, 1997; Melamed, 1997; Moore, 2003). Although these methods 
achieve good results, parallel corpora are expensive and rare. Thus it is not the most 
suitable for our task. We need cheap and easily available corpora to provide enough 
training material. And these corpora must be new and constantly updated so that we can 
learn translation of new words. 
Thus we decide to use comparable corpora. Comparable corpora are unrelated corpora. 
In general sentences in comparable corpora are not translations of each other. Many clues, 
such as the position of words, used in processing parallel corpora cannot be used on 
comparable corpora. So learning translations from comparable corpora is far more 
difficult than from parallel corpora.  
But comparable corpora are readily available. We use news articles as our evaluation 
data. News articles appear daily and can be downloaded from the Web, covering many 
domains. Using news articles, the system can learn new words from many domains. In 
addition, news agencies around the world are likely to report the same events if they are 
really important. We will seldom miss any important names if we use news articles. If we 
cannot find a translation in the comparable corpora, probably it means that the name is 
not important enough and we can afford to miss it. Moreover, if the user wants the system 
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to translate texts from a particular area, he can train the system with articles from that 
area.  
Thus our task is to learn translation of new words from comparable corpora. 
3.2 Our Approach 
When we are translating a word , we can look at two sources to decide on the 
translation. One is the word w  itself. The other is the surrounding words in the 
neighborhood of . We then combine the result of using the two sources of information 
and pick the best candidate as the translation. 
w
w
3.2.1 Translation by Context 
    We call the surrounding words of a word w the context of . The work of (Fung and 
Yee, 1998; Rapp, 1995; Rapp, 1999) noted that if an English word is the translation of a 
Chinese word c , then the contexts of the two words are similar.  
w
e
We could view this as a document retrieval problem. The context (i.e., the surrounding 
words) of c is viewed as a query. The context of each candidate translation is viewed 
as a document. Since the context of the correct translation e  is similar to the context of c , 
we are likely to retrieve the context of e  when we use the context of c  as the query and 
try to retrieve the most similar document.  
'e
While most of the previous work (Fung and Yee, 1998; Rapp, 1995; Rapp, 1999) used 
the vector space model to solve the problem, we employ the language modeling approach 
(Ng, 2000; Ponte and Croft, 1998) for this retrieval problem. We choose the language 
modeling approach because it is theoretically well-founded and gives very competitive 
accuracy when compared to the traditional vector space model used in the IR community.  
More details are given in Chapter 4. 
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3.2.2 Translation by Transliteration 
When we look at the word itself, we rely on the pronunciation and spelling of the word 
to locate its translation. We use a variant of the machine transliteration method proposed 
by (Knight and Graehl, 1998). More details are given in Chapter 5. 
3.2.3 Combining the Two Sources 
Each of the two individual methods provides a ranked list of candidate words, 
associating with each candidate a score estimated by the individual method. If a word e  
in English is indeed the translation of a word c  in Chinese, then we would expect e  to be 
ranked very high in both lists in general. Specifically, our combination method is as 
follows: we examine the top M  words in both lists and find that appear in top keee ,...,, 21
M positions in both lists. We then rank these words  according to the average 
of their rank positions in the two lists. The candidate e
keee ,...,, 21
i that is ranked the highest 
according to the average rank is taken to be the correct translation and is output. If no 
words appear within the top M positions in both lists, then no translation is output.  
Since we are using comparable corpora, it is possible that the translation of a new word 
does not exist in the target corpus. In particular, our experiment was conducted on 
comparable corpora that are not very closely related and as such, most of the Chinese 





Chapter 4  
 
Translation by Context 
 
 
Both Fung and Yee (1998) and Rapp (1999) perform translation by context. In their work, 
the context of a word in the source language and the context of a candidate word in the 
target language are extracted. The similarity of the two contexts is computed. The 
candidate target word whose context is the most similar to the context of the source word 
is selected as the correct translation. Our approach is similar to their work. But instead of 
using the vector model that they used, we adopt a language modeling approach. 
4.1 Motivation 
Fung and Yee (1998) and Rapp (1999) show that the association between two words in 
one language is preserved in a comparable corpus of another language. Fung and Yee 
(1998) gave the following example: 流感 and “flu” have similar contexts. If a Chinese 
word occurs frequently in the context of 流感 , then its English translation occurs 
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frequently in the context of “flu”. On the other hand, the context of 流感 and “Africa” are 
different. For those words occurring frequently in the context of 流感, few have high 
frequency in the context of “Africa”. They chose the English newspaper Hong Kong 
Standard and the Chinese newspaper Mingpao, from Dec.12, 1997 to Dec.31, 1997 as 
their corpora. 
This means that the translation of a source word has a similar context as the source 
word. And the problem of locating the correct translation becomes the problem of 
locating the word with the most similar context. For the source word, we already know its 
context. So for all the candidate target words, we extract their contexts and compare them 
with the context of the source word. If they are similar, then the candidate is probably a 
translation.  
The task is very much like the information retrieval (IR) problem. IR is the problem of 
retrieving the best matching document to a query. The document must be similar to the 
query. If we take the context of a source word as the query and the set of contexts of all 
the candidate words as the set of documents to be retrieved, then determining the correct 
translation becomes an IR problem. 
IR has been studied for many years. We adopt the language modeling approach.  The 
term “language modeling” is used by the speech recognition community to refer to a 
probability distribution that captures the statistical regularities of the generation of 
language. The term is adopted by (Ponte and Croft 1998) to refer to a random process to 
generate the query according to some probability distribution model of the document. 
The language modeling approach to IR is easily understood theoretically and has proven 
to be very effective empirically. 
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4.2 IR Approach for Mining Translation of New Words 
In a typical information retrieval problem, a query is given and a ranked list of documents 
most relevant to the query is returned from a document collection.  
In our problem, we have a source word to be translated and a list of candidate target 
words, one of them is supposed to be the correct translation. Associated with the source 
word and all the candidate words, there is a context. And we assume that the context of 
the source word and the context of its correct translation are similar. So if we view the 
context of the list of candidate words as the collection of documents and the context of 
the source word as the query, the goal is then to retrieve the context of the correct 
translation.  
Formally, for our task, the query is , the context of a Chinese word c . Each , 
the context of an English word e , is considered as a document in IR. If an English word 
 is the translation of a Chinese wordc , they will have similar contexts. So we use the 
query  to retrieve a document  that best matches the query. The English word 





4.3 Derivation of the Language Modeling Formula 
Within the IR community, there is a new approach to document retrieval called the 
language modeling approach (Ponte & Croft 98). In this approach, a language model is 
derived from each document . Then the probability of generating the query Q  
according to that language model, , is estimated. The document with the highest 
 is the one that best matches the query. The language modeling approach to IR 





compared with the traditional vector space model, and we adopt this approach in our 
current work. 
To estimate , we use the approach of (Ng, 2000). We view the document as 










where t  is a term in the corpus,  is the number of times term t  occurs in the query Q ,  
is the total number of terms in query . 
tc
∑= t ctn Q
In our translation problem,  is viewed as the query and  is viewed as a 
document. So our task is to compute for each English word e  and find the 














Term is a Chinese word.  is the number of occurrences of  in .  
is the bag of Chinese words obtained by translating the English words in , as 
determined by a bilingual dictionary. If an English word is ambiguous and has K 
translated Chinese words listed in the bilingual dictionary, then each of the K translated 
Chinese words is counted as occurring 1/K times in  for the purpose of 
probability estimation. 
ct )( ctq ct )(cC ))(( eCTc
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where  is the number of occurrences of the term  in . The above 
formula is basically the number of occurrences of  divided by the total number of 
tokens in . 
)())(( ceCT td c ct ))(( eCTc
ct
))(( eCTc
If an English word e  occurs frequently, then will be quite large and the estimated 
is quite good. However, many e  occur only a few times and thus 
is likely to be poorly estimated. And more seriously, if  does not 
occur in , then  becomes 0, which is the situation we definitely 
want to avoid. There are many approaches to deal with this problem. A standard way is to 
use linear interpolation: 
)(eC
)))((|( eCTtP ccml
)))((|( eCTtP ccml ct
))(( eCTc )))((|( eCTtP ccml
)()1()))((|()))((|( cmlccmlcc tPeCTtPeCTtP ⋅−+⋅= αα  
)( cml tP  is estimated by counting the occurrences of in the Chinese translation of the 
whole English corpus. 
ct






Chapter 5  
 
Translation by Transliteration 
 
 
Transliteration is the translation of a word of one language into the corresponding 
characters of another language typically based on how the word is pronounced. Knight 
and Graehl (1998) and Al-Onaizan and Knight (2002b) attempted to do machine 
transliteration based on phonetic information and spelling. We will use a modified model 
in this thesis. 
5.1 Motivation 
Most of the names are transliterated in natural language texts. When a word is 
transliterated, it is pronounced in the original language first. The pronunciation is then 
spelled out in the foreign language. For example, the word “Apollo” is first pronounced 
as a sequence of phonemes AH P AA L OW, according to the CMU Pronouncing 
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Dictionary1. To translate it to Chinese, it is spelled out using pinyin as “a b o l uo”. 
Pinyin is the phonetic standard Romanization system of Chinese characters. The pinyin is 
then converted to Chinese characters as 阿波罗.  
We can view the process of spelling out “a b o l uo” as a mapping process. The 
pronunciation AH is converted to “a” in pinyin. P is converted to “b”, AA to “o”, L to “l” 
and OW to “uo”. To map an English word to a sequence of phonemes, we can use the 
CMU Pronouncing Dictionary. But this dictionary has limited entries. It fails when we 
encounter new words. However we can view this as a mapping from English letters to 
phonemes as well. In the above example, we can see that “a” is pronounced as AH, “p” as 
P, “o” as AA, “ll” as L and “o” as OW. This is shown in Figure 5.1. One such mapping is 
called an alignment. 
A  AH  a 
 
p  P  b 
 
o  AA  o 
 
l  L  l 
 




Figure 5.1 An alignment between an English word, its phonemes and pinyin 
 
One should noticed that “p” is pronounced as P quite often such as in “past”, ”post”, 
etc. The pronunciation of P is similar to “b” in pinyin. The mapping of P to “b” is not 
                                                 
1 The CMU Pronouncing Dictionary is available at http://www.speech.cs.cmu.edu/cgi-bin/cmudict.  
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unusual. For example, Poland’s pronunciation is “P OW1 L AH0 N D” and its Chinese 
translation is 波兰. The pinyin form is “b o l an”.  
This forms the basis for the transliteration method. We can estimate the probability of 
the above alignment. Then we can calculate the probability that an English word is 
transliterated into a particular pinyin form. For one Chinese word, we calculate this 
probability for all the English candidates, and the one with the highest probability is 
taken as the correct translation.  
In the above process, the pronunciation or phoneme layer can be skipped. The 
alignment then is shown in Figure 5.2. 
A  a 
 
p  b 
 
o  o 
 
l  l 
 




Figure 5.2 Alignment between an English word and its pinyin 
 
One should also notice that all the above mappings are not rare. So we can estimate the 
probability of mappings between English letter sequences and pinyin syllables and 
calculate the transliteration probability based on that. 
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5.2 Background 
Knight and Graehl (1998) proposed a probabilistic model for machine transliteration. In 
this model, a word in the target language (i.e., English in our task) is written and 
pronounced. This pronunciation is converted to its source language pronunciation and 
then to the source language word (i.e., Chinese in our task). They used the CMU 
Pronouncing Dictionary to help build a weighted finite-state transducer (WFST) to model 
the probability that an English word is mapped to its English pronunciation. The EM 
algorithm is used to learn the probability of source language phonemes mapping to target 
language phonemes. 
Al-Onaizan and Knight (2002a) suggested that pronunciation can be skipped and the 
target language letters can be mapped directly to source language letters. The EM 
algorithm is used to learn the probability of source language letter sequence mapping to 
target language letter sequence. 
However, Knight and Graehl (1998) worked on Japanese-English translation and Al-
Onaizan and Knight (2002a) translated Arabic to English, whereas we are working on 
Chinese-English translation. We examined the problem and believe that some 
modification to their model would work better. 
5.3 Modification of Previous Work 
Pinyin is the standard Romanization system of Chinese characters. It is phonetics-based. 
Since most Chinese characters have only one pronunciation and hence one pinyin form, 
we assume that Chinese character-to-pinyin mapping is a one-to-one mapping to simplify 
the problem. 
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Following directly Knight and Graehl (1998), we have the following model. The 




ePephonePphonepinyinPpinyinePceP ⋅⋅==  
where phone is the pronunciation of e. For a Chinese word c, the pinyin form is fixed and 
thus is fixed. So we are to look for the e that 
maximizes
)( pinyinP
)()|()|( ePephonePphonepinyinP ⋅⋅ . 





ePepinyinPpinyinePceP ⋅==  
And we look for the e that maximizes )()|( ePepinyinP ⋅  
 
We observe that it is more common for an English word to be longer than the pinyin of 
its corresponding Chinese word. As such, we should allow a pinyin syllable to map to 2 
or more English letters. But in the current EM algorithm, if we are 
calculating , we allow one English letter to be mapped to more than one 
pinyin syllables but not vice versa. As such, we computed  directly. We also 
experimented with the following two models: one model finds e that 
maximizes , and the other finds e that 
maximizes . Our experiment reveals that the latter model gives better 








5.4 Our Method 


















First, each Chinese character in a Chinese word c is converted to pinyin form. Then we 
sum over all the alignments that this pinyin form of c can map to an English word e. For 
each possible alignment, we calculate the probability by taking the product of each 
mapping.  is the ith syllable of pinyin,   is the English letter sequence that the ith 




We use the expectation maximization (EM) algorithm to generate mapping 
probabilities from pinyin syllables to English letter sequences. To reduce the search space, 
we limit the number of English letters that each pinyin syllable can map to as 0, 1, or 2. 
Also we do not allow cross mappings. That is, if an English letter sequence   precedes 
another English letter sequence  in an English word, then the pinyin syllable mapped to  




    Our work differs from (Knight and Graehl, 1998) and (Al-Onaizan and Knight, 2002b) 
in two aspects. First, as stated in Section 5.3, we estimate directly, instead of 
 and . Second, our method does not generate candidates but only estimates 
for candidates e appearing in the English corpus. Knight and Graehl (1998) and 













Our task is to learn translation of new words from comparable corpora. We perform 
translation from Chinese to English. So we need a Chinese corpus and an English corpus. 
To perform translation by context, we need a bilingual lexicon. We also need some 
Chinese-English name pairs to train our transliteration model. This chapter describes the 
resources we used. 
6.1 Chinese Corpus 
For the Chinese corpus, we used the Linguistic Data Consortium (LDC) Chinese 
Gigaword Corpus from Jan 1995 to Dec 1995. The corpus of the period Jul to Dec 1995 
was used to come up with new Chinese words c for translation into English. The period 
Jan to Jun 1995 was just used to determine if a Chinese word c from Jul to Dec 1995 was 
new, i.e., not occurring from Jan to Jun 1995. The Chinese Gigaword corpus consists of 
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news from two agencies: Xinhua News Agency of Beijing (XIN) and Central News 
Agency of Taiwan (CNA).  
The original data archives received by the LDC from XIN were encoded in GB-2312, 
whereas those from CNA were encoded in Big-5.  To avoid the problems and confusion 
that could result from differences in character-set specifications, all text files in this 
corpus have been converted to UTF-8 character encoding.  
All text data are presented in SGML form, using a very simple minimal markup 
structure. The structure shows the document boundaries, paragraph boundaries and 
headlines.  
All the documents are categorized into four types, namely story, multi, advis and other. 
Story is the most frequent type and it represents the most typical newswire item. Multi 
contains a series of unrelated "blurbs", each of which briefly describes a particular topic 
or event. Advis is short for advisory and are documents that news service addresses to 
news editors. Others are documents that do not fall into any of the above types. 
The size of the Chinese corpus from Jul to Dec 1995 was about 120M bytes. A detailed 
break-down is in Table 6.1 
6.2 English Corpus 
As for English corpus, we used the LDC English Gigaword Corpus from Jul to Dec 
1995. The English Gigaword corpus consists of news from four newswire services: 
Agence France Press English Service (AFP), Associated Press Worldstream English 
Service (APW), New York Times Newswire Service (NYT), and Xinhua News Agency 
English Service (XIN). To avoid accidentally using parallel texts, we did not use the texts 
of Xinhua News Agency English Service. 
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All the files are in SGML form. The SGML structure is similar to that of the Chinese 
corpus. All the documents are in four types, which are also the same as those of the 
Chinese corpus. 
The size of the English corpus from Jul to Dec 1995 was about 730M bytes. A detailed 
break-down is in Table 6.1 
6.3 Other Resources 
We used a Chinese-English dictionary which contained about 10,000 entries for 
translating the words in the context. The dictionary is also provided by LDC. 
For the training of the transliteration model, we required a Chinese-English name list. 
We used a list of 1,580 Chinese-English name pairs as training data for the EM algorithm. 
This list is obtained from a dictionary by selecting entries with capitalized English words 
followed by manually selecting those transliterated words. 
6.4 Preprocessing of Chinese Corpus 
1. The original Chinese corpus was encoded in UTF-8. We converted it to GB2312. 
The conversion was done by a toolkit downloaded from 
http://www.mandarintools.com/ 
2. We removed all the SGML tags in the original corpus. Also we added the date 
boundary and document boundary.  
3. Unlike English, Chinese text is composed of Chinese characters with no 
demarcation for words. So we segmented Chinese text with a Chinese word 
segmentor that was based on maximum entropy modeling (Ng and Low, 2004). 
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We then divided the Chinese corpus from Jul to Dec 1995 into 12 periods, each 
containing text from a half-month period. Then we determined the new Chinese words in 
each half-month period p. By new Chinese words, we refer to those words that appeared 
in this period p but not from Jan to Jun 1995 or any other periods that preceded p. Among 
all these new words, we selected those occurring at least 5 times, as we believe that a 
word occurring infrequently is not important and is not worth our effort to determine its 
translation. These words made up our test set. We call these words Chinese source words. 
They were the words that we were supposed to find translations from the English corpus. 
6.5 Preprocessing of English Corpus 
1. We removed all the SGML tags in the original corpus. Also we added the date 
boundary and document boundary. 
2. We used Ratnaparkhi’s MXTERMINATOR to perform sentence segmentation. 
The program can be downloaded from 
http://www.cis.upenn.edu/adwait/statnlp.html 
3. We tokenized the corpus. The program used is http://www.cis.upenn.edu/tree-
bank/tokenizer.sed 
4. We used our own program to convert each word to its morphological root. 
We also divided the English corpus into 12 periods, each containing text from a half-
month period. For each period, we selected those English words occurring at least 10 
times and were not present in the 10,000-word Chinese-English dictionary we used and 
were not stop words. We considered these English words as potential translations of the 
Chinese source words. We call them English translation candidate words. For a Chinese 
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source word occurring within a half-month period p, we looked for its English translation 
candidate words occurring in news documents in the same period p. 
The detailed break-down of the number of Chinese source words and English 
translation candidate words are shown in Table 6.1 
 







Jul01-Jul15 59.5M 11.2M 9.8M 2.2M 420 15505 
Jul16-Jul31 63.9M 12.1M 9.9M 2.2M 419 15863 
Aug01-Aug15 63.1M 12.0M 9.1M 2.1M 417 16434 
Aug16-Aug31 66.5M 12.6M 10.5M 2.4M 382 17237 
Sep01-Sep15 61.4M 11.6M 9.3M 2.1M 301 16106 
Sep16-Sep30 58.8M 11.1M 9.4M 2.1M 295 15905 
Oct01-Oct15 55.5M 10.5M 9.6M 2.2M 513 15315 
Oct16-Oct31 67.0M 12.7M 11.0M 2.5M 465 17121 
Nov01-Nov15 62.2M 11.8M 10.0M 2.3M 392 16075 
Nov16-Nov30 60.0M 11.4M 10.5M 2.4M 361 15970 
Dec01-Dec15 61.3M 11.6M 10.0M 2.3M 329 15924 
Dec16-Dec31 53.6M 10.2M 9.6M 2.2M 205 15066 
Overall 732.8M 138.8M 118.7M 27M 4499 192521 
Table 6.1 Statistics on corpus 
In table 6.1, E-size is the size of English texts measured in bytes. E-token records the 
number of English tokens. C-size is the size of Chinese texts measured in bytes. C-token 
is the number of Chinese words. C-source is the number of Chinese source words in this 
period. E-candidate is the number of English candidates in this period. 
6.6 Analysis of the Source Words 
After the preprocessing, we manually determined the translation of all the Chinese source 
words. During this process, all the resources that were available to a human being were 
used, including the comparable corpus, all kinds of dictionary, Internet, etc. Then we 
classified the Chinese source words into 4 categories: 
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• Segmentation Error: This category includes words that are not correctly 
segmented. For example, 汉尼希岛 (an island) is segmented as汉 尼希岛 for all 
the occurrences and尼希岛 is reported as a source word. But it is not a Chinese 
word at all. Our system still attempted to find the English translation of these 
words as it did not know they were not words. But no translation exists for this 
type of words. 
• Not Found: This category contains words where we know their correct 
translations but the correct translations do not appear in the English text of the 
same period. For example, 吴青霞 is a person name. The correct translation 
should be Wu Qingxia. But it never occurs in the English corpus. Most of these 
words are Chinese names. These names are in the report of some local news. This 
kind of news is not likely to be reported by a foreign news agency. So the name 
never appears in the English corpus. 吴青霞 is an artist and held a drawing 
exhibition. This was reported in CNA news as the exhibition was held in Taiwan. 
But foreign news agencies are not interested in such news as she is not well-
known outside Taiwan and few people outside Taiwan will read the news about 
her. 
• Unknown: There are some words where we cannot find their translations. We 
believe that for most of them, the translations do not exist in the English corpus. 
Most of them are non-Chinese foreign names, which we do not know how to 
translate. The reason that these names do not appear in the English corpus is 
similar to the words in the “Not Found” category. 
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• Found: This category contains words whose translation can be found in the 
English corpus. 
A detailed break-down of the four categories is shown is Table 6.2. 
Period Total Seg NF Unknown Found 
Jul01-Jul15 420 59 263 77 21 
Jul16-Jul31 419 53 268 76 22 
Aug01-Aug15 417 52 230 97 38 
Aug16-Aug31 382 56 215 73 38 
Sep01-Sep15 301 31 175 61 34 
Sep16-Sep30 295 41 153 69 32 
Oct01-Oct15 513 133 257 88 35 
Oct16-Oct31 465 56 281 94 34 
Nov01-Nov15 392 54 225 83 30 
Nov16-Nov30 361 38 197 96 30 
Dec01-Dec15 329 35 211 65 18 
Dec16-Dec31 205 32 118 30 25 
Total 4499 640 2593 909 357 
% of Total 100 14.2 57.6 20.2 7.9 
                                  Table 6.2 Detail of source word 
In Table 6.2, Total is the total number of Chinese source words in the period. Seg is the 
number of source words belonging to the category “Segmentation Error”. NF is the 
number of source words belonging to the category “Not Found”. Unknown is the number 
of source words belonging to the category “Unknown”. Found is the number of source 
words belonging to the category “Found”. % of Total shows the percentage of words in 
each category. It is calculated by dividing the total number of words in each category by 
the total number of words in all categories (4499). 
We can see that unfortunately, Found comprises only 7.9% of all the source words. 
14.2% of the words encounter segmentation error. A segmentor with 85% accuracy on 
unknown words is reasonably good. But for 77% of the source words, their translations 
are not found in the English corpus. This is due to the difference of the two corpora. The 
Chinese Gigaword Corpus contains many news articles reporting local news in China. 
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Such news are never reported in the English Gigaword Corpus. So names occurring in 
these articles never appear in the English corpus. 
The fact that the correct translations of most words do not exist in the English corpus 
makes our task very challenging. In all the previous work, the correct translation is 
always present. So they can simply select the candidate with the highest score. But we 
cannot do that. We must have a good way to decide whether the best candidate for a 
source word is indeed a valid translation. 
6.7 Analysis of the Found Words 
After we manually found the translations of all the source words, we again divided all the 
words in Found into four categories:  
• Phrase: Translations under this category are English phrases, where a phrase 
contains 2 or more words. Currently, our method does not deal with this category 
of words since we only work on unigram English words. But it is not difficult to 
extend our method to handle this problem. We can first use a named entity 
recognizer and a noun phrase chunker to extract English names and noun phrases. 
Then a similar or modified method of ours can be used to find the translations. 
• Common: They are English words in the bilingual dictionary or stop words.  
• Insufficient: These are words occurring less than 10 times in the English corpus. It 
is difficult to translate these words by context because our context formula 
requires sufficient data to estimate the various probabilities. But since these words 
occur infrequently, they are less important words.  
• Good: These are the translations that do not belong to any of the above categories. 
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A detailed break down is shown in Table 6.3 
Period Found Phrase Comm Insuff Good 
Jul01-Jul15 21 6 1 6 8 
Jul16-Jul31 22 4 3 1 14 
Aug01-Aug15 38 6 1 2 29 
Aug16-Aug31 38 7 2 6 23 
Sep01-Sep15 34 9 5 4 16 
Sep16-Sep30 32 4 1 4 23 
Oct01-Oct15 35 10 2 2 21 
Oct16-Oct31 34 4 1 1 28 
Nov01-Nov15 30 8 0 3 19 
Nov16-Nov30 30 3 1 6 20 
Dec01-Dec15 18 2 3 1 12 
Dec16-Dec31 25 6 3 3 13 
Total 357 69 23 39 226 
% of Found 100 19.3 6.4 10.9 63.3 
                        Table 6.3 Details of words in the Found category 
In Table 6.3, Found is the number of words with their translation present in the English 
corpus. Phrase is the number of words belonging to the “Phrase” category. Comm is the 
number of words belonging to “Common” category. Insuff is the number of words 
belonging to the “Insufficient” category. Good is the number of words belongs to “Good” 
category. % of Found shows the percentage of words in each category. It is calculated by 











Using the resources described in Chapter 6, we conducted a set of experiments. In this 
chapter, we show the results of our experiments. We first perform translation by a single 
method (context or transliteration) and show the performance. Then we show how we 
combine the results of both context and transliteration, followed by our analysis of the 
results. 
7.1 Translation by Context 
The context   of a Chinese word c was collected as follows: For each occurrence of 
c, we set a window of size 50 characters centered at c. We discarded all the Chinese 
words in the context that were not in the dictionary we used. The contexts of all 




an English translation candidate word e,  , was similarly collected. The window size 
of English context was 100 words. 
)(eC
After all the counts were collected, we estimated  as described in 
Chapter 4, for each pair of Chinese source word and English translation candidate word. 
For each Chinese source word, we ranked all its English translation candidate words 
according to the estimated . 
))(|)(( eCcCP
))(|)(( eCcCP
Table 7.1 shows the performance. 
Period Good Top1 Top3 Top10 
Jul01-Jul15 8 4 7 7 
Jul16-Jul31 14 4 9 9 
Aug01-Aug15 29 10 14 21 
Aug16-Aug31 23 6 7 10 
Sep01-Sep15 16 0 4 8 
Sep16-Sep30 23 7 13 17 
Oct01-Oct15 21 7 13 14 
Oct16-Oct31 28 7 13 19 
Nov01-Nov15 19 5 10 14 
Nov16-Nov30 20 7 12 14 
Dec01-Dec15 12 4 6 10 
Dec16-Dec31 13 6 7 9 
Total 226 67 115 152 
Accuracy  29.6% 50.9% 67.3% 
           Table 7.1 Performance of Translation by Context 
In Table 7.1, Good is the number of words belonging to the Good category introduced 
in Section 6.7. Top1 is the number of source words with the correct English translation in 
the top 1 position. The numbers in the Top3 column are computed as follows. For each 
source word, we check the top 3 English candidates. If the correct English translation is 
among one of top 3, we consider the source word as translated correctly. Top 10 is 
computed similarly. 
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Rapp (1995, 1999) worked on German-English translation which is easier than 
translating Chinese to English. Fung and McKeown (1997) worked on Japanese-English 
translation. They reported an accuracy of 30%. Fung and Yee (1998) did not report an 
overall accuracy figure. Their method was tested on 15 words. If we count only the top 
translation for each Chinese word, we can see that using the method of Fung and Yee 
(1998) 7 were correct, 5 were incorrect, and 3 were not mentioned. So ignoring the 3 
unmentioned words, we estimate that the accuracy of their method is about 58% 
( ) ). Our task is more difficult than that of (Fung and McKeown 1997) and 
(Fung and Yee 1998) for the following reasons. First, we consider more English 
candidates. In (Fung and McKeown 1997), each Japanese word has 402 candidates. In 
(Fung and Yee 1998), each Chinese word has 118 English candidates. But in our work, 
each Chinese word has more than 15,000 English candidates. Second, we consider a 
wider choice of words in our test. Fung and McKeown (1997) did not report how they 
chose Japanese source words in their test. They simply chose some words that they 
believe they can find translations in the English corpus. Fung and Yee (1998) required 
both the Chinese words and English words to be frequently occurring words. Though the 
required frequency is not reported in the paper, from the figures they gave, we can infer 
that all the Chinese words occurred more than 50 times and all the English words 
occurred more than 30 times. In our work, we require all the Chinese words to occur at 




The above discussion is based on the set of words in Good. This is a typical way to 
analyze the performance of a method. But in our task, we have a much more difficult 
issue to address, which is how to tell whether a translation exists.  
One may think that if a source word has its translation in the English corpus, then its 
score is higher than those without translation in the English corpus. But this is not the 
case. For all the source words, we pick the English candidate with the highest score, i.e. 
the English candidate at rank 1. We sort these candidates within each half month period. 
We then examine the top 10 words in this sorted list for each period. Only 5 words 
among the 120 words are correct translations. In many periods, there is no correct 
translation within the top 10 positions. So we have to abandon this approach.  
7.2 Translation by Transliteration 
For each Chinese source word c   and an English translation candidate word e  , we 
calculated the probability   as described in Chapter 5. This probability was used to 
rank the English candidate words based on transliteration. 
)|( ceP
If we follow exactly the formula in Section 5.4, we need to sum over all the alignments, 
which is computationally prohibitive. As such we only consider mappings with 
probability  greater than a threshold. For the other mappings, we simply 
set . In our experiment, the threshold we used is 0.0001. We checked the 
output and found that most of the correct translations have average mapping probability 
greater than 0.1. So discarding mappings with probability below 0.0001 has little effect 






Table 7.2 shows the performance, in the same format as Table 7.1. Our evaluation 
indicates that based solely on transliteration, 41.6% of the English translations at rank 1 
position is the correct translation, among the Chinese source words in the Good category. 
 
Period Good Top1 Top3 Top10 
Jul01-Jul15 8 2 4 5 
Jul16-Jul31 14 6 12 14 
Aug01-Aug15 29 16 24 26 
Aug16-Aug31 23 10 12 15 
Sep01-Sep15 16 5 6 7 
Sep16-Sep30 23 8 11 14 
Oct01-Oct15 21 9 11 12 
Oct16-Oct31 28 15 18 18 
Nov01-Nov15 19 6 8 13 
Nov16-Nov30 20 6 11 12 
Dec01-Dec15 12 4 7 8 
Dec16-Dec31 13 7 10 10 
Total 226 94 134 154 
Accuracy  41.6% 59.3% 68.1% 
          Table 7.2 Performance of Translation by Transliteration 
 
Just as in Section 7.1, if we were to sort the rank 1 English candidates according to the 
transliteration probability within each half-month period, then only 27 out of the 120 
English candidates are correct. Thus it is difficult to decide if an English candidate is 
indeed a translation based on the transliteration probability alone. 
7.3 Combining the Two Methods 
After translation by context and transliteration, we have two ranked lists for each source 
word. One list is sorted by the context score and the other by the transliteration score. The 
English candidate word with the lowest average rank position and that appears within the 
top M positions of both ranked lists is the chosen English translation to be output (as 
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described in Chapter 3). If no words appear within the top M positions in both ranked 
lists, then no translation is output. 
Note that for many Chinese words, only one English word e  appeared within the top 
M  positions for both lists. And among those cases where more than one English word 
appeared within the top M  positions for both lists, many were multiple translations of a 
Chinese word. This happened for example when a Chinese word was a non-English 
person name. The name could have multiple translations in English. For example, 米洛西
娜 was a Russian name. Mirochina and Miroshina both appeared in top 10 positions of 
both lists. Both were correct. 
We evaluated our method on each of the 12 half-month periods. The results when we 
set M  = 10 are shown in Table 7.3 
Period C-
source 
Found Output Correct Precision. 
(%) 
Recall (%) 
Jul01-Jul15 420 21 7 5 71.4 23.8 
Jul16-Jul31 419 22 15 9 60.0 40.9 
Aug01-Aug15 417 38 25 19 76.0 50.0 
Aug16-Aug31 382 38 11 8 72.7 21.1 
Sep01-Sep15 301 34 8 5 62.5 14.7 
Sep16-Sep30 295 32 10 9 90.0 28.1 
Oct01-Oct15 513 35 13 8 61.5 22.9 
Oct16-Oct31 465 34 17 14 82.4 41.2 
Nov01-Nov15 392 30 13 11 84.6 36.7 
Nov16-Nov30 361 30 10 9 90.0 30.0 
Dec01-Dec15 329 18 9 8 88.9 44.4 
Dec16-Dec31 205 25 9 7 77.8 28.0 
Overall 4499 357 147 112 76.2 31.4 
Table 7.3 Accuracy of our system in each period (M=10) 
In Table 7.3, c-source is the total number of new Chinese source words in each period. 
Found is the number of Chinese source words with English translation present in the 
English corpus. We manually found all the English translations. Because we use 
comparable corpora that are not closely related, less than 10% of the Chinese source 
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words have their translation present in the English corpus. Output is the total number of 
output English translations. Correct is the number of correct English translations output. 
Precision is calculated as 
output
correct . The correctness of the English translations was 
manually checked. Recall is calculated based on the words with translation present in the 
English corpus. It is calculated as  
found
correct . 
We also investigated the effect of varying M . The results are shown in Table 7.4. 








∞  4499 162 3.6 45.4 
30 378 140 37.0 39.2 
20 246 129 52.4 36.1 
10 147 112 76.2 31.4 
5 93 87 93.5 24.4 
3 77 72 93.5 20.2 
1 35 33 94.3 9.2 
      Table 7.4 Precision and recall for different values of M 
In Table 7.4, Precision is calculated as 
tputNumberofOu
putCorrectout , Recall is calculated as 
found
putCorrectOut .  
For ∞=M , the English translation output is just the candidate with the lowest average 
rank.  
Note that when M = 1, only two outputs are incorrect. But both of these outputs are 
about a source word in the Segmentation Error category. They are 拉宾为 and 佩雷斯为. 
The correct segmentation should be 拉宾 为 and 佩雷斯 为. The English translation 
 40
output for 拉宾为 is Rabin, which is the translation of 拉宾. The English translation 
output for佩雷斯为 is Peres, which is the translation of佩雷斯.  
From Table 7.4, we can see that with decreasing M, the precision increases and the 
recall drops. When M = 1, the output is almost always correct. But only 9% of the 
translations are found. When M = 30, recall and precision are about the same, at around 
40%. 
In Table 7.5, we show that the combined method is better than any each individual 
method 
Combined method Period Found Good Context
(top 1) 
Trans 
(top 1) M=1 M=10 M=30 M=∞  
Jul01-Jul15 21 8 4 2 1 5 5 5 
Jul16-Jul31 22 14 4 6 2 9 12 13 
Aug01-Aug15 38 29 10 16 5 19 21 25 
Aug16-Aug31 38 23 6 10 2 8 12 15 
Sep01-Sep15 34 16 0 5 0 5 8 9 
Sep16-Sep30 32 23 7 8 1 9 12 14 
Oct01-Oct15 35 21 7 9 6 8 11 12 
Oct16-Oct31 34 28 7 15 5 14 20 22 
Nov01-Nov15 30 19 5 6 3 11 15 17 
Nov16-Nov30 30 20 7 6 3 9 9 11 
Dec01-Dec15 18 12 4 4 1 8 8 8 
Dec16-Dec31 25 13 6 7 4 7 7 11 
Total 357 226 67 94 33 112 140 162 
% found 100 63.3 18.8 26.3 9.2 31.4 39.2 45.4 
Table 7.5 Comparison of different methods 
In Table 7.5, context is the number of correct translation output at rank 1 using 
translation by context. Trans is the number of correct translation output at rank 1 using 
translation by transliteration. The last four columns show the number of correct 
translation output for different M, using the combined method. 
Table 7.5 indicates that when M is 10 or larger, the combined method can find more 
correct translations than each individual method. In addition, while there is no good way 
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for each individual method to decide whether the candidate at rank 1 position is a 
translation, with the combined method, we can control our output so that the desired level 
of precision can be achieved. 
Table 7.6 shows the rank for all the correct translations for the combined period of 
Dec01-Dec15 and Dec16-Dec31, based on each individual method and the combined 
method with M= . ∞






鲍克 Bork 1 1 1 
达布瓦利镇 Dabwali 1 1 1 
卡斯布拉托夫 Khasbulatov 1 1 1 
纳萨尔 Nazal 1 1 1 
奥斯兰德 Ousland 1 1 1 
杜亚拉 Douala 1 2 1 
艾巴肯 Erbakan 1 2 1 
叶玛斯 Yilmaz 1 120 1 
巴佐亚 Bazelya 1 NA  
坩埚 crucible 1 NA  
法塔赫 Fatah 2 1 1 
卡达诺夫 Kardanov 2 1 1 
米洛西娜 Mirochina 3 2 1 
 Miroshina 6 1 2 
马特欧利 Matteoli 4 2 1 
杜卡姆 Tulkarm 8 7 1 
普利法 Preval 8 NA  
苏活 Soho 9 1 1 
拉马苏尔 Lamassoure 9 3 1 
卡敏斯基 Kaminski 10 1 1 
莫伦 Muallem 19 52 1 
柴卡斯基 Cherkassky 46 2 1 
 Cherkassy 289 1 3 
艾巴甘 Erbakan 49 2 1 
雷蒂嫩 Laitinen 317 2 4 
库利埃 Courier 328 21 5 
豹式 leopard 1157 NA  
纳乌莫夫 Naumov Insuff   
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商州市 Shangzhou Insuff   
沃勒尔 Voeller Insuff   
瓦森纳尔 Wassenaar Insuff   
秃发 bald Comm   
碱基 base Comm   
耶诞季 Christmas Comm   
损减 decrease Comm   
恤金 pension Comm   






Phrase   
圣诞卡 Christmas 
Card 
Phrase   
展售馆 exhibition 
hall 
Phrase   
孵蛋 hatch egg Phrase   
川崎制铁 Kawasaki 
Steel Co. 
Phrase   
圣荷西山 Mount San 
Jose 
Phrase   
家邦党 Our Home 
Be Russia 
Phrase   
联选 Union 
Election 
Phrase   
Table 7.6 Rank for correct translations in the combined period of Dec01-Dec15 and Dec16-Dec31 
Cont. (Trans.) rank is the rank position of the correct English translation in the ranked 
list determined based on context (transliteration) alone. M=∞  rank is the rank position of 
the correct English translation in the combined ranked list based on both context and 
transliteration. ‘Insuff’ means the correct translation appears less than 10 times in the 
English part of the comparable corpus. ‘Comm’ means the correct translation is a word 
appearing in the dictionary we used or is a stop word. ‘Phrase’ means the correct 
translation contains multiple English words. ‘NA’ means the word cannot be 
transliterated. This is due to the use of a cutoff threshold (0.0001) so that some pinyin 
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MT systems are useful commercial applications. But a good MT system must be able to 
constantly acquire the translations of new words. In this thesis, we propose a new method 
to mine new word translation from comparable corpora, by combining context and 
transliteration information.  
For context information, we propose to view translation as an IR problem. The key 
observation is that the context of the translated target word is similar to the context of the 
source word. We propose to use the language modeling approach to tackle the retrieval 
problem. 
For transliteration information, we use a variant of the machine transliteration method 
proposed by (Knight and Graehl, 1998). However, we skip the pronunciation 
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representation and build the model in the forward direction. Also, our method focuses on 
scoring the candidates instead of generating new candidates. 
We then combine the two sources of information and select translations that we are 
confident of. 
We implemented the method and evaluated it on 6 months of Chinese and English 
Gigaword corpora. We achieve encouraging results. 
8.2 Future Work 
Table 6.3 shows that our method is not able to handle words with phrases as translations. 
One way to solve this problem is to use a named entity recognizer to identify all the 
named entities in the corpus and treat each named entity as just a single word.  
Table 6.3 also shows that English words in the dictionary and English words that do 
not occur frequently are not candidates. They comprised 17% of the Found set. 
Translation of these words could potentially be found by enlarging our search space to 
include such candidates.  
It may also be possible to improve the combination method. Currently, we simply use 
the rank information. The score of the candidates could potentially be used for 
combination.   
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