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Introduction
In this work we will consider the limit behaviour of an interactive particle
system. The movement of each particle is described through a stochastic
process; these processes solve a system of stochastic differential equations.
Our interest is focused on what happens when the number of particles N
goes to infinity. We will see that the limit distribution of the particles
satisfies a partial differential equation and we will give results on existence
and uniqueness of this equation.
SupposeN identical particles to move in the space Rd in a non-indipendent
way; their movement can be described with the system of stochastic differ-
ential equation presented below.
We consider as space of events the space Ω = (Rd × C0(R+,Rd))N. For a
fixed probability measure µ0 on Rd with the Borel set B(Rd) we can define
on Ω the measure (µ0 ⊗W )⊗N, where W is the standard Rd Wiener mea-
sure. On this space one can define the X i,N , with i = 1, ..., N, solutions of
the following system of equations
dX i,N(t) = σ dW i(t) +
1
N
N∑
j=1
b(X i,N(t)−Xj,N(t)) dt,
X i,N(0) = xi.
Here the xi, with i ∈ N, are the canonical coordinates of an element x =
(xi)i∈N ∈ (Rd)N, and W i(t) with i ∈ N is the canonical Wiener process on
the i-th Wiener space (C(R+,Rd),W ).
The solutions of this system will be described by the following mean
SNt =
1
N
N∑
i=1
δXi,N (t),
where δXi,N (t), for i ∈ N, is a Dirac measure on the space Rd centered on
X i,N(t). Note that SNt so defined is a family of probability measures on Rd
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which depends on a time parameter t (and also a stochastic parameter when
σ 6= 0).
This model depends on the coefficients σ and b. Depending on this two
coefficients, the equations will describe a different behaviour of the particles.
In our discussion the coefficient σ will always be considered to be either 1
or 0, describing respectively the stochastic or the deterministic case. The
function b : Rd → Rd will represent the main object in our studies, indeed,
depending on its regularity, the theory can present considerable differences.
In the first part of our work we suppose b to be bounded and Lipschitz,
and give general result of existence and uniqueness for the weak solution of
the limit equation
dt〈µt, h〉 = σ
2
2
〈µt,∆h〉+ 〈µt, vt · ∇h〉
vt(x) = (b ∗ µt)(x)
µ0 = µ
0.
(1)
The solution µt to this equation is a time dependent measure, and h is a
smooth compact support test function. This equation is a non-linear Fokker-
Planck equation: its drift v depends on the solution µt.
In the deterministic case the sequence SNt goes, as N → ∞, to the
solution of this equation with σ = 0. This is a Vlasov-like equation, and we
present here the results of Dobrushin (see [3]) about existence and uniqueness
of the solutions and also some limiting theorems. The main idea is to fix first
the coefficient vt and show uniqueness and existence in this case; then one
defines an operator S on the space of probability measures, endowed with
a Wasserstein metric, and shows that this operator is a contraction with
this metric. From the contraction principle it is possible to deduce that S
has a unique fixed point and, by the definition of S, this fixed point will be
the unique solution of equation (1). For the limiting results Dobrushin uses
that the measure SNt , which does not have any stochastic dependence, solves
equation (1) with σ = 0 and initial condition SN0 ; so he can prove and apply
a theorem which relates the Wasserstein distance between two solutions of
equation (1) to the distance of the respective initial conditions.
In the stochastic case we have adapted the results of Dobrushin to show
the existence and uniqueness of the solutions of the limit equation, using the
fact that equation (1), with σ = 1, is solved by the marginals of the process
X(t) defined as the solution of the stochastic differential equation
dX(t) = σ dWt + vt(Xt) dt,
vt(x) = (b ∗ µt)(x) µt = law(Xt).
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In this case, however, it is no longer possible to apply the Dobrushin result
about the limit because SNt is no more a solution of equation (1). Therefore
we follow the theory presented in [1] by Snitman and, from this, we obtain a
quantitative estimation for the distance between SNt and µt, solution of (1),
depending on the Lipschitz constant of b, estimation which is also useful for
the non-Lipschitz case.
If the coefficient b is non-Lipschitz, there are a lot of different and inter-
esting cases finding applications in physics and biology, the study of which
presents many differences depending on the properties of the function b. In
this work we are going to consider the Navier-Stokes equation for a vis-
cous and incompressible fluid in R2, that is, equation (1) with coefficient
b(x) = ∇⊥g(x), where ∇⊥ = ( ∂
∂x2
,− ∂
∂x1
) and g(r) = − 1
2pi
log r is a funda-
mental solution of the Poisson equation. When σ = 0, i.e. in the deter-
ministic case, this equation is called Euler equation. In this last section we
will follow a paper of Marchioro and Pulvirenti: they prove existence and
uniqueness for the Navier-Stokes equation and state a limiting theorem. To
prove existence and uniqueness, the main idea is to approximate the func-
tion g with a family of functions (g)∈R+, which are equal to g outside a ball
of radius  and are extended to a smooth function with bounded derivatives
inside the ball. Thus, we can apply the theorems in the previous two chapter
to the approximating functions, and use the approximation to prove exis-
tence and uniqueness. The structure of b as an orthogonal gradient allows
us to reduce equation (1) to the Kolmogorov equation:
∂tut(x) + vt · ∇ut(x) = σ
2
2
∆ut,
vt(x) = (b ∗ ut)(x),
This equation has twice continuously differentiable solutions; moreover, the
solution is uniformly bounded in t, on both L1(R2) and L∞(R2). This prop-
erty will be useful to prove the convergence of the approximating sequence
and hence the existence of the solution of the non regular problem.
We conclude the work showing that there exists a sequence of solutions of
the approximate particle system going to the solution of the Navier-Stokes
equation. We prove a convergence result in Wasserstein metric which is
slightly stronger than the one proved by Marchioro and Pulvirenti. We
obtain this result by means of a quantitative form of the converge results
of Sznitman which takes care of the dependence of the estimates on the
Lipschitz constant of the approximations of b.
Chapter 1
Notations
In this first chapter, we will introduce the common notations used during
our discussion.
First, let Rd be the Euclidean space of dimension d, with d ∈ N; we always
consider it endowed with the Euclidean topology and the Borel σ-algebra
B(Rd).
Given on the space Rd the functions F taking values in R and f in Rd,
we can define the standard operators:
∇F =
(
∂F
∂x1
, ...,
∂F
∂xd
)
,
divf =
d∑
i=1
∂f
∂xi
,
∆F =
d∑
i=1
∂2F
∂x2i
.
Again on Rd we consider the following sets of measures:
• Md is the space of measures with bounded total mass;
• Md(R), with R ∈ R+, is the space of measures with total mass equal
to x;
• P(Rd) is the space Md(1), i.e, the space of probability measures on
Rd.
On the Euclidean space Rd we define the following spaces of functions:
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• C(Rd) be the space of continuous functions from Rd to R, on which
we will consider the norm ‖ · ‖∞ defined as ‖f‖∞ = supx∈Rd |f(x)|;
• Ckb (Rd,Rn) (resp. Ckb (Rd)), k ∈ N, be the space of continuous functions
from Rd to Rn (resp. R) having bounded continuous partial derivatives
of order j = 1, ..., k;
• Ck0 (Rd,Rn) (resp. Ck0 (Rd)), k ∈ N, be the space of functions in
Ckb (Rd,Rn) (resp. Ckb (Rd)) having compact support;
Definition 1. • For a fixed function b : Rd → Rd bounded and Lipschitz
continuous, and a time interval I ∈ R, we define the setMI of families
of measures M = {µt}t∈I on Rd such that
(i) there exists C > 0 such that supt∈I′ |µt(Rd)| ≤ C, for every I ′ ⊆ I
bounded interval;
(ii) for every x ∈ Rd the function vt(x) =
∫
Rd b(x − y)µt( dy) is con-
tinuous as a function of t.
• Let µ0 be a bounded measure on Rd; we define MI(µ0) the set of
M ∈MI such that µ0 = µ0 and, for every t ∈ I, µt(Rd) = µ0(Rd).
Whenever we have a function f defined on Rd and a measure µ defined
on (Rd,B(Rd)) we write
〈µ, f〉 =
∫
Rd
f(x)µ( dx),
and, for the convolution of f and µ,
(f ∗ µ)(x) =
∫
Rd
f(x− y)µ( dy).
1.1 The Wasserstein metric
In this section we want to define a distance on the space M of measures.
We start giving a definition for a metric on Rd which is equivalent to the
Euclidean metric. Let x, x′ ∈ Rd; the standard limitation of the Euclidean
metric is a metric defined as
ρ(x, x′) = min(|x− x′|, 1).
The convenience of this distance, and the reason why we will use it, is due
to its boundedness.
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Definition 2. For any two probability measures µ, µ′, we denote by N(µ, µ′)
the set of probability measures m over R2d such that
m(B × Rd) = µ(B), m(Rd ×B) = µ′(B), B ∈ B(Rd).
We define the Wasserstein metric ρ¯ on the space P(Rd) by
ρ¯(µ, µ′) = inf
m∈N(µ,µ′)
∫
R2d
ρ(x1, x2)m( dx).
Let µ0 be a probability measure on Rd and let I ⊂ R be a time interval,
we can use the Wasserstein metric to define another distance ρˆ on MI :
ρˆ(M,M ′) =
∫
I
ρ¯(µt, µ
′
t) dt, M = {µt}, M ′ = {µ′t}
The most interesting result about Wasserstein metric, for our work, is the
following that states equivalence of convergence in the Wasserstein metric
and usual weak convergence.
Theorem 1. Let {µn}n∈N be a sequence of finite measures on Rd and let µ
be another finite measure on Rd. The following are equivalent:
(i) ρ¯(µn, µ)→ 0;
(ii) sup
{∫
Rd f(x)(µn − µ)( dx) : f ∈ C1b (Rd), ‖∇f‖∞ ≤ 1
}→ 0;
(iii) µn ⇀ µ.
The proof of this theorem can be found in [6].
Remark 1. Equivalence i) ⇐⇒ ii) is well know in optimal transportation
theory as Kantorovich-Rubinstein theorem.
Remark 2. In ii) it is the same to consider the supremum over f , where f
is also bounded by 1.
Chapter 2
Stochastic model with regular
coefficients
In this chapter we study the theory presented by Sznitman in [1]. Following
his work, we present the main theorem of this chapter about the convergence
of the solution of the particle system to the solution of the limit equation.
Changing slightly this theorem, we deduce a quantitative estimation for this
convergence useful in the last chapter to prove the convergence of the non
regular system.
To show existence and uniqueness of solutions of the limit theorem we adapt
here the result of Dobrushin (see [3]) for the deterministic case, presented
in the next chapter.
We recall first the notation introduced in the introduction.
We suppose b : Rd → Rd bounded Lipschitz, and costruct on (Rd×C0(R+,Rd))N ,
with product measure (µ0 ⊗W )⊗N , (µ0 probability on Rd, W standard Rd-
Wiener measure) the X i,N· ,i = 1, ..., N , satisfying
dX i,N(t) = dW it +
1
N
N∑
j=1
b(X i,Nt −Xj,Nt ) dt,
X i,N0 = x
i
0.
(2.1)
Here xi0, (W
i
. ), i ≥ 1, are the canonical coordinates on the product space
(Rd × C0)N.
By standard results on stochastic differential equation, (2.1) has a strong
adapted solution adapted to the standard Brownian filtration. We are going
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to show that when N goes to infinity, the random measure
SNt =
1
N
N∑
i=0
δXi,Nt
converges to the distribution of X
i
. Each X
i
will be an independent copy
of a new object called ”the non linear process”.
2.1 Non linear process
On a filtered probability space (Ω, F, Ft, (Bt)t≥0, X0), endowed with an Rd-
valued Brownian motion (Bt)t≥0, and a µ0-distributed, F0 measurable Rd-
valued random variable X0, we want to study the equation:
dXt = dBt + vt(Xt) dt
Xt=0 = X0,
(2.2)
where vt = (b ∗ µt)(x) =
∫
b(x− y)µt( dy) and µt( dy) is the law of Xt.
We also consider the following partial differential equation on Rd,
∂tut =
1
2
∆ut − div(vt · ut),
vt(x) =
∫
b(x− y)ut( dy).
(2.3)
We are interested here in the weak solution of this equation, i.e.
Definition 3. Let µ ∈ Md and I ∈ R, we say that equation (2.3) has a
weak solution if there exists a family of measures M = {µt}t∈I ∈ MI(µ0)
satisfying the following
〈µt, h〉 = 〈µ0, h〉+
∫ t
0
[
1
2
〈µs,∆h〉+ 〈µs, vs · ∇h〉
]
ds,
vt(x) = (b ∗ µt)(x),
(2.4)
for every h ∈ C∞0 (Rd).
Remark 3. We will always refer to equation (2.4) using the differential no-
tation
dt〈µt, h〉 = 1
2
〈µt,∆h〉+ 〈µt, vt · ∇h〉,
vt(x) = (b ∗ µt)(x),
µ0 = µ
0.
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The next proposition shows how the non linear process is related to
solution of equation (2.4).
Proposition 1. The nonlinear process has time marginals which satisfy
equation (2.4).
Proof. This can be easy seen using Itoˆ’s formula for a fixed h ∈ C∞0 (Rd)
h(Xt) = h(X0) +
∫ t
0
∇h(Xs) dXs + 1
2
∫ t
0
∆h(Xs) ds
We know that Xt solves equation (2.2), and hence we can insert in the
previous equation his differential, and we obtain
h(Xt) =h(X0) +
∫ t
0
∇h(Xs) dBt +
∫ t
0
1
2
∆h(Xs) ds
+
∫ t
0
∇h(Xs)
(∫
b(Xs − y)µs( dy)
)
ds.
We can now take the expected value on both sides of the previous equation
E [h(Xt)] =E [h(X0)] + E
[∫ t
0
∇h(Xs) dBt
]
+ E
[∫ t
0
1
2
∆h(Xs) ds
]
+ E
[∫ t
0
∇h(Xs)
(∫
b(Xs − y)µs( dy)
)
ds
]
.
Since the Itoˆ integral of a bounded function with respect to a Brownian
motion is a martingale, we have that E
∫ t
0
∇h(Xs) dBt = 0. Again because h
and its derivatives are bounded and the product measure λ[0, t]⊗P is finite,
we can apply the Fubini-Tonelli theorem and we get
E [h(Xt)] =E [h(X0)] +
∫ t
0
E
[
1
2
∆h(Xs)
]
ds
+
∫ t
0
E
[
∇h(Xs)
(∫
b(Xs − y)µs( dy)
)]
ds.
We can now rewrite the previous equation as follows:∫
h(x)µt( dx) =
∫
h(x)µ0( dx) +
∫∫ t
0
1
2
∆h(x) ds µt( dx)
+
∫∫ t
0
∇h(x)
(∫
b(x, y)µs( dy)
)
ds µt( dx)
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that is
dt〈µt, f〉 = 1
2
〈µt,∆f〉 − 〈µt, (b ∗ µt) · ∇f〉.
We now want to prove existence and uniqueness for the solutions of both
(2.2) and (2.4). We suppose first the coefficient vt to be fixed, i.e. non de-
pendent from the solution µt, thus existence and uniqueness of the solution
of (2.2) will follow from classical theorems of stochastic analysis.
Using this, we can define an operator that associates to each family of mea-
sures the marginals of the process solution of (2.2) with coefficient depending
on that measures. This will be proved to be a contraction and thus admits
a unique fixed point. The solution related to this fixed point is the unique
solution of equation (2.2).
Existence of solution of (2.4) will follow from Proposition [?] and existence
of solution of (2.2). We will prove uniqueness again for a fixed coefficient
vt, and we will show that this together with uniqueness of (2.2) is enough
to prove uniqueness of (2.4) with the coefficient depending on the solution.
For a fixed family of measures M = (µt)t ≥ 0, we can consider equation
(2.2) with coefficient
vMt = (b ∗ µt)(x) =
∫
b(x− y)µt( dy),
which is Lipschitz since b is Lipschitz. From Theorem 13 and Theorem 14
of Appendix A this equation admits a unique solution, which we will refer
to as XMt .
For a fixed time interval I = [0, T ] we can define an operator S from the space
of families of probability measures MI(µ0), endowed with the Wasserstein
metric ρˆ, onto itself, as follows
S : M → SM = (law(XMt ))t∈I .
Notice that the image of S is in MI , indeed
• supt∈I |µt(Rd)| = 1, because the marginals of the process are probabil-
ity measure;
• vSMt (x) = E [b(x−Xt)] is continuous in t because so is the solution
of a stochastic differential equation, and b is bounded and Lipschitz
continuous.
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Moreover, SM is clearly in MI(µ0), since µ0 = µ0.
If we can prove that S is a contraction, it will follow that it admits a unique
fixed point M¯ . From this will follow uniqueness in law of the solution of
(2.2), but the coefficient vt of the equation is determined by the law of the
solution. Thus if X1t and X
2
t are solutions of equation (2.2), they are also
solution of the same equation with fixed coefficient vM¯t and, from standard
results about existence and uniqueness of the solutions of the stochastic
differential equations (see theorem 1 of appendix A), this admits XM¯t as
unique solution. It follows X1t = X
2
t = X
M¯
t .
Theorem 2. Let T > 0. There exists a constant γ(T ) such that γ(T ) → 0
as T → 0 and
ρˆ(SM,SM ′) ≤ γ(T )ρˆ(M,M ′),
for every M = {µt}t∈[0.T ],M ′ = {µ′t}t∈[0,T ] ∈MI(µ0).
Proof. Let µ and µ′ be bounded measure on Rd; recall that we have defined
in the section of the Wasserstein metric the set N(µ, µ′) to be the set of all
measures on the product space Rd × Rd with marginals equal to µ and µ′
respectively. If we consider two random variables X and Y with values on
Rd, the law of [X, Y ], considered as a random variable on Rd × Rd, will be
in N(µ, µ′); applying this and the definition of Wasserstein metric ρˆ we get
ρˆ(SM,SM ′) =
∫ T
0
inf
m∈N(SMt,SM ′t)
∫
R2d
ρ(x, x′)m( dx, dx′) dt (2.5)
≤
∫ T
0
E
[
ρ(XMt , X
M ′
t )
]
dt (2.6)
≤
∫ T
0
E
[
|XMt −XM
′
t |
]
dt. (2.7)
We must now give an estimation of the last integral in term of ρˆ(M,M ′).
E
[
|XMt −XM
′
t |
]
=E
[∣∣∣∣∫ t
0
(b ∗ µs)(XMs )− (b ∗ µ′s)(XM
′
s ) ds
∣∣∣∣] (2.8)
≤
∫ t
0
E[|(b ∗ µs)(XMs )− (b ∗ µ′s)(XMs )| (2.9)
+ |(b ∗ µ′s)(XMs )− (b ∗ µ′s)(XM
′
s )|] ds. (2.10)
To estimate the first term of the right-hand side, we use that b is Lipschitz
continuous, and we suppose two probability measures µ, µ′ and m ∈ N(µ, µ′)
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to be fixed.
|(b ∗ µ)(x)− (b ∗ µ′)(x)| =
∣∣∣∣∫
Rd
b(x− y)µ( dy)−
∫
Rd
b(x− y′)µ′( dy′)
∣∣∣∣
=
∣∣∣∣∫
R2d
b(x− y)m( dy, dy′)
−
∫
R2d
b(x− y′)m( dy, dy′)
∣∣∣∣
≤
∫
R2d
|b(x− y)− b(x− y′)|m( dy, dy′) (2.11)
Notice that, since b is bounded and Lipschitz continuous, we have that
there exist two constants M,K > 0 such that |b(x) − b(x′)| ≤ 2M and
|b(x)− b(x′)| ≤ K|x− x′| and hence
|b(x)− b(x′)| ≤ 2M ∧K|x− x′| ≤ max{2M,K}(|x− x′| ∧ 1).
Applying this to (2.11) we get
|(b ∗ µ)(x)− (b ∗ µ′)(x)| ≤ K1
∫
R2d
ρ(y, y′)m( dy, dy′), (2.12)
where K1 = max{2M,K}.
Since [?] holds for every m ∈ N(µ, µ′) by the definition of the metric ρ¯
|(b ∗ µ)(x)− (b ∗ µ′)(x)| ≤ K1ρ¯(µ, µ′).
The second term becomes
|(b ∗ µ)(x)− (b ∗ µ)(x′)| ≤
∫
Rd
|b(x− y)− b(x′ − y)|µ( dy) (2.13)
≤K2
∫
Rd
|x− x′|µ( dy) (2.14)
≤K2|x− x′|. (2.15)
Thus
E
[
|XMt −XM
′
t |
]
≤ K2
∫ t
0
E
[
|XMs −XM
′
s |
]
ds+K1
∫ t
0
ρ¯(µs, µ
′
s) ds.
If we define the function f(t) = E
[|XMt −XM ′t |], it satisfies
f(t) = K2
∫ t
0
f(s) ds+K1g(t),
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with g(t) =
∫ t
0
ρ¯(µs, µ
′
s) ds, which is not decreasing. Hence, applying Gron-
wall’s inequality to f(t) we have
f(t) ≤ eK2K1g(t).
This means by the definitions of g and f
E
[
|XMt −XM
′
t |
]
≤ K3
∫ t
0
ρ¯(µs, µ
′
s) ds ≤ K3
∫ T
0
ρ¯(µs, µ
′
s) ds ≤ K3ρˆ(M,M ′).
where K3 = K1e
K2 .
Finally, we can see that, for every T ≥ 0,
ρˆ(SM,SM ′) ≤ TK3ρˆ(M,M ′).
And this is what we wanted to prove.
So, if T is such that γ(T ) < 1, the operator S is a contraction. We have
thus proved existence and uniqueness for the solution of the SDE (2.2) up to
a certain time T . Therefore, by Proposition [?], there is also a weak solution
of the PDE (2.4). If we fix a family of measures M = {µt}t≤T , and hence
the coefficient vMt = b ∗ µt, we can prove that the weak solution of the PDE
(2.4) with this coefficient is unique. Existence and uniqueness of the weak
solution for this equation is defined as in Definition 3.
Theorem 3. Let µ0 be a probability measure on Rd, and v : R × Rd → Rd
Lipschitz continuous then there is at most one weak solution for the following
PDE
dt〈µt, h〉 = 1
2
〈µt,∆h〉+ 〈µt, vt · ∇h〉, (2.16)
where h ∈ C∞0 (Rd).
Proof. Let T > 0 and consider the backward equation
∂tft(x) +
1
2
∆ft(x) + vt(x) · ∇ft(x) = 0, (2.17)
fT (x) ∈ C2b (Rd).
This equation admits a uniformly bounded solution that is twice continu-
ously differentiable with respect to x, and differentiable with respect to t.
(for a proof of this see [2]). Let µt be a solution of the equation (2.16), this
will be identified by the values that it takes on the functions h ∈ C∞0 (Rd).
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We consider equation (??) with initial condition h and solution ft and do
the following formal derivation
dt〈µt, ft〉 = ds〈µs, ft〉|s=t + 〈µt, ∂tft〉 (2.18)
=
1
2
〈µt,∆ft〉+ 〈µt, v · ∇ft〉 − 1
2
〈µt,∆ft〉 − 〈µt, v · ∇ft〉 = 0.
that means 〈µT , h〉 = 〈µ0, ft〉, thus for every T the solution µT is in one way
defined.
Hence if we can justify the formal derivation in (2.18) the proof is done.
Lemma 1 shows that equation (2.4) holds true with h ∈ C2b (Rd), and hence
also for h = ft with t fixed. Moreover, since the coefficients are bounded
and Lipschitz continuous, the function 〈µt, h〉 is Lipschitz continuous in t,
when h ∈ C2b (Rd), indeed,
|〈µt, h〉 − 〈µt, h〉| =
∣∣∣∣∫ t
s
(
1
2
〈µr,∆h〉+ 〈µr, vr · ∇h〉
)
dr
∣∣∣∣
≤
∫ t
s
|B1 +MB2| dr
≤ (B1 +MB2)|t− s|
where B1, B2 and M are the bounds of ∆h, ∇h and v respectively. If we take
now a function f ∈ Cb(Rd), we can approximate it uniformly with a sequence
fn ∈ C2b (Rd); if we define the functions g(t) = 〈µt, h〉 and gn(t)〈µt, h〉 we
have that
sup
t∈I
|g(t)− gn(t)| = sup
t∈I
|〈µt, f〉 − 〈µt, fn〉|
≤ sup
t∈I
|〈µt, f − fn〉|
≤ sup
t∈I
‖f(x)− fn(x)‖∞µt(Rd) ≤ ‖f(x)− fn(x)‖∞.
Hence, g is the uniform limit of a family of continuous functions gn; it is
thus continuous. We have seen that 〈µt, f〉 is a continuous function of the
time t when f ∈ Cb(Rd). Notice that ∆ft, ∇ft and vt, at a fixed time t are
continuous and bounded functions on Rd, hence by the fundamental theorem
of calculus the function∫ s
0
(
1
2
〈µr,∆ft〉+ 〈µr, vr · ∇ft〉
)
dr
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is differentiable in s.
Thus ds〈µs, ft〉|s=t is well defined and a simply calculation leads to
1
h
〈µt+h, ft+h〉 − 〈µt, ft〉 = 1
h
(〈µt+h, ft+h〉 − 〈µt, ft+h〉) + 1
h
〈µt, ft − ft+h〉
=
1
h
(〈µsfs〉 − 〈µs−h, fs〉) + 1
h
〈µt, ft − ft+h〉
and this is exactly the equality (2.18) when h→ 0.
Lemma 1. If µt is a weak solution for equation (2.4) then it solves the same
equation for h ∈ C2b (Rd).
Proof. First, we show that if µt satisfies equation (2.4) for every h ∈ C∞0 (Rd)
then it satisfies the same equation for h ∈ C∞b (Rd). Hence, suppose h ∈
C∞b (Rd), and take the sequence (ξn)n∈N defined
ξn(x) =
{
1, if x ∈ Bn(0),
0, if x ∈ Bcn+1(0),
and extended on Bcn+1(0)\Bn(0) to a smooth function.
With this sequence we define hn as
hn(x) = h(x)ξn(x).
We now want to prove that, as n→∞ and for every t ∈ [0, T ]:
(i) 〈µt, hn〉 → 〈µt, h〉;
(ii)
∫ t
0
1
2
〈µs,∆hn〉 ds→
∫ t
0
1
2
〈µs,∆h〉 ds ;
(iii)
∫ t
0
〈µs, vs · ∇hn〉 ds→
∫ t
0
〈µs, vs · ∇h〉 ds;
(i) is true for the Lebesgue theorem on dominated convergence, indeed, for
every n ∈ N, |hn| ≤ |h| which is integrable with respect to µt.
To show (ii) we do the derivation of a product function:∫ t
0
1
2
〈µs,∆hn〉 ds = 1
2
∫ t
0
[〈µs,∆h · ξn〉+ 〈µs,∇h · ∇ξn〉+ 〈µs, h ·∆ξn〉] ds
(2.19)
Again, thanks to the Lebesgue theorem on dominated convergence, we can
just study the behaviour at the limit of the integrands on the right hand
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side of (2.19), the last two terms of which goes to 0 as n → ∞ because ξn
is constant outside the set Bcn+1(0)\Bn(0). The first term on the right hand
side of (2.19) goes exactly to
∫ t
0
1
2
〈µs,∆h〉 ds.
(iii) can be proved using the same arguments as (ii).
If we now consider f ∈ C2b (Rd), we can approximate it with a sequence
fn ∈ C∞b (Rd) as follows. We take ξn ∈ C∞0 (Rd) and define fn trough the
convolution
fn =
∫
Rd
f(y)ξn(x− y) dy.
¿From this definition it follows that
∇fn(x) =
∫
Rd
∇xf(x− y)ξ(y) dy,
∆fn(x) =
∫
Rd
∆xf(x− y)ξ(y) dy.
Hence, ∇fn(x) → ∇f(x) and ∆fn(x) → ∆f(x), as n → ∞. ¿From this,
using the same argument as before, comes (i)-(iii) with h = f and hn = fn.
And this concludes the proof.
Now, it remains to show that the weak solution of (2.4) is unique, and
this comes immediately from the results obtained so far.
Theorem 4. Let b : Rd → Rd be bounded Lipschitz, and µ0 a probability
measure on Rd, then equation (2.4) has at most one weak solution up to a
fixed time T > 0.
Proof. Let T > 0 such that the operator S is a contraction. Suppose M =
{µt}t≤T to be a solution of (2.4); if we fix the coefficient vM , then equation
(2.2) has a unique solution and the law of this solution satisfies the PDE
(2.16) with fixed coefficient vM so by Theorem 3 it must be equal to M .
Thus, by the definition, M must be a fixed point for the operator S and
hence it is unique.
We have proved existence and uniqueness for the solution of both (2.2)
and (2.4) up to a fixed time T > 0 small enough. In the general case
it is necessary to express R+ as a countable sum of subintervals In, with
n ∈ N. Notice that, by the estimations of Theorem 2, we can suppose that
|In| ≤ Kemax{2M,K}, for all n ∈ N, where M and K are the bound and
the Lipschitz constant of b respectively; this quantity does not depend on
time, hence the length of intervals can be supposed constant. Existence and
uniqueness in the small intervals imply it also in the large one.
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2.2 Convergence result
Using what we have proved on the non linear process we now introduce
on (Rd × C0)N∗ , where we have constructed our interacting diffusion X i,N ,
i = 1, ..., N , the processes X
i
· , i ≥ 1, solution of:
X
i
t = x
i
0 +W
i
t +
∫ t
0
vs(X
i
s) ds,
vt(X
i
s) =
∫
b(X
i
s − y)µs( dy)
µs = law(X
i
s).
The main result of this chapter is the following theorem from Szintman
that states convergence of the solutions of (2.1) to X solution of (3.32).
Theorem 5. For any i ≥ 1, T > 0:
sup
N
√
NE
[
sup
t≤T
|X i,Nt −X it|
]
< C(T,K),
where K is the Lipschitz constant of b.
Proof. Dropping for notational simplicity the susperscript N, we have:
X it −X it =
∫ t
0
(
1
N
N∑
j=1
b(X is −Xjs )−
∫
b(X
i
s, y)µs( dy)
)
ds
=
∫ t
0
ds
1
N
N∑
j=1
{
(b(X is −Xjs )− b(X is −Xjs )) + (b(X is −Xjs )− b(X is −Xjs))
+(b(X
i
s −Xjs)−
∫
b(X
i
s − y)µs( dy))
}
.
Writing bs(x, x
′) = b(x− x′)− ∫ b(x− y)µs( dy), we see that:
E
[
|X i −X i|T
]
≤ K
∫ T
0
ds
(
E
∣∣∣X is −X is∣∣∣+ 1N
N∑
1
E
∣∣∣Xjs −Xjs∣∣∣+ E
∣∣∣∣∣ 1N
N∑
j=1
bs(X
i
s, X
j
s)
∣∣∣∣∣
)
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where K is the Lipschitz constant of b. Summing the previous inequality
over i, and using symmetry, we find:
NE
[
|X1 −X1|T
]
=
N∑
i=1
E
[
|X i −X i|T
]
≤ K ′
∫ T
0
N∑
i=1
(
E
[
|X is −X is|
]
+ E
[∣∣∣∣∣ 1N
N∑
j=1
bs(X
i
s, X
j
s)
∣∣∣∣∣
])
ds.
Applying Gronwall’s lemma, and symmetry, we find:
E
[
|X i −X i|T
]
≤ K(T )
∫ T
0
E
[
| 1
N
N∑
j=1
bs(X
i
s −Xjs)|
]
ds.
Our claim will follow provided we can show that:
E
[∣∣∣∣∣ 1N
N∑
j=1
bs(X
i
s, X
j
s)
∣∣∣∣∣
]
≤ C(T )√
N
.
But
E
( 1
N
N∑
j=1
bs(X
i
s, X
j
s)
)2 = 1
N2
E
[∑
j,k
bs(X
i
s, X
j
s)bs(X
i
s, X
k
s)
]
.
Next we want to show that, when j 6= k,
E
[
bs(X
i
s, X
j
s)bs(X
i
s, X
k
s)
]
= 0.
Recalling that X
i
s is independent of X
j
s, when i 6= j, and they are identically
distributed with law µs, we obtain
E
[∫
b(X
i
s − y)us( dy)
]
= E
[
b(X
i
s −Xjs)
]
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and hence
E
[
bs(X
i
s, X
j
s)bs(X
i
s, X
k
s)
]
=E
[
b(X
i
s −Xjs)b(X is −Xks)
]
+ E
[(∫
b(X
i
s − y)us( dy)
)2]
− E
[
(
∫
b(X
i
s − y)us( dy))(b(X is −Xjs) + b(X is −Xks))
]
=2E
[
b(X
i
s −Xjs)b(X is −Xks)
]
− 2E
[
b(X
i
s −Xjs)b(X is −Xks)
]
= 0
Then we have
E
[
|X i,Nt −X it|
]
≤ C(T,K)√
N
.
Using this theorem we can prove the following
Lemma 2. Let T > 0 and f ∈ C(Rd) such that
f(x) ≤Mf and |f(x)− f(y)| ≤ Kf |x− y|
for every x, y ∈ Rd, then
|E
[
f(X i,Nt )
]
− E
[
f(X
i
t)
]
| ≤ Kf C(T,K)√
N
(2.20)
and ∣∣∣E [f(X i,Nt )f(Xj,Nt )]− E [f(X t)]2∣∣∣ ≤MfKf C(T,K)√
N
, (2.21)
where K is the Lipscthiz constant of b.
Proof. The first estimation follows from f Lipschitz:∣∣∣E [f(X i,Nt )]− E [f(X it)]∣∣∣ ≤E ∣∣∣f(X i,Nt )− f(X it)∣∣∣
≤KfE|X i,Nt −X it|
≤Kf C(T,K)√
N
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For the second we must use the simmetry of X i,Nt and that X
i
t are indepen-
dent and identically distributed
|E[f(X i,Nt )f(Xj,Nt )]− E[f(X t)]2|
=|E[f(X i,Nt )f(Xj,Nt )]− E[f(X it)]E[f(Xjt)]|
=|E[f(X i,Nt )f(Xj,Nt )]− E[f(X it)f(Xjt)]|
≤E|f(X i,Nt )f(Xj,Nt )− f(X it)f(Xjt)|
≤E[|f(X i,Nt )||f(Xj,Nt )− f(Xjt)|] + E[|f(Xjt)||f(X i,Nt )− f(X it)|]
≤MfE[|f(Xj,Nt )− f(Xjt)|] + E[|f(X i,Nt )− f(X it)|]
≤MfKfE|X it −X it|
≤MfKf C(K,T )√
N
.
Theorem 6. Let SNt =
1
N
∑N
i=1 δXi,Nt
be the interacting particle system and
let µt be the law of X t, then for every f ∈ C1b (Rd),
E
[〈SNt − µt, f〉2] ≤ 3MfKf C(T,K)√
N
,
where Mf and Kf are respectively the bound and the Lipschitz constant of
f .
Proof.
E
[〈SNt − µt, f〉2] =E [〈SNt , f〉2]+ E [〈µt, f〉2]− 2E [〈SNt , f〉] 〈µt, f〉 =
=
1
N2
N∑
i,j=1
E
[
f(X i,Nt )f(X
j,N
t )
]
+ E
[
f(X t)
]2
− 2
N
N∑
i=1
E
[
f(X i,Nt )
]
E
[
f(X t)
]
=
=
1
N
E
[
f(XN,1t )
2
]
+
N − 1
N
E
[
f(XN,1t )f(X
N,2
t )
]
+ E
[
f(X t)
]2 − 2E [f(XN,1t )]E [f(X t)] .
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now, adding and subtracting E
[
f(X t)
]2
, we obtain
E
[〈SNt − µt, f〉2] ≤ 1N ∣∣∣E [f(XN,1t )2]− E [f(X t)]2∣∣∣ (2.22)
+
N − 1
N
∣∣∣E [f(XN,1t )f(XN,2t )]− E [f(X t)]2∣∣∣ (2.23)
+ 2
∣∣E [f(X t)]∣∣ ∣∣∣E [f(X t)]− E [f(XN,1t )]∣∣∣ . (2.24)
For the first two terms of the right hand side we use (2.21) and for the last
one we apply (2.20) and we get
E
[〈SNt − µt, f〉2] ≤( 1N + N − 1N
)
MfKf
C(T,K)√
N
+ 2MfKf
C(T,K)√
N
=3MfKf
C(T,K)√
N
.
With the following theorem we can see how the convergence just obtained
imply in some sense a weak convergence in probability.
Theorem 7. Let νn : B(Rd)× Ω→ R a sequence of random measures with
total mass νn(Rd) ≤ c, and let C = {f ∈ C1b (Rd) : ‖f‖∞ + ‖∇f‖∞ ≤ 1}. If
E[〈νn, f〉2]→ 0, as n→∞, for every f ∈ C then
P− lim
n→∞
sup
f∈C
|〈νn, f〉| → 0. (2.25)
Proof. First note that if d1 and d2 are equivalent metric on the space of
bounded measures M(Rd), then d1(νn, 0) → 0 in probability if and only
if d2(νn, 0) → 0 in probability. To show this, we recall that probability
convergence of random variables can be characterized with the almost sure
convergence on every subsequence, namely a sequence converge in probabil-
ity if and only if every sub sequence admits a a subsequence almost surely
convergent. Thus, let {νnk}k∈N ⊂ {νn} be a subsequence, if we suppose
d1(νn, 0) → 0 in probability, then there exists a subsequence {νnki}i∈N of{νnk}k∈N such that d1(νnki , 0) converges almost surely to 0, but then also
d2(νnki , 0) converges almost surely to 0. Since this is true for a generic
subsequence we have that d2(νn, 0)→ 0 in probability.
Let C0 = {fi}i∈N ⊂ C be a countable dense subset; we can define the
following
d(νn, 0) =
∑
i∈N
1
2i
|〈νn, fi〉|.
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By the last theorem of appendix B this metric is equivalent to weak conver-
gence which is equivalent to the convergence of (4.28) by the last theorem
on the Wasserstein metric section.
Thus it is enough to prove that
P− lim
n→∞
d(νn, 0)→ 0.
For every i ∈ N we can consider the sequence of random variables {|〈νn, fi〉|}n∈N,
this sequence is L2(P) convergent to 0, hence it goes to 0 also in probability,
i.e.
∀, δ ∈ R+ ∃Ni s.th ∀n ≥ Ni P{|〈νn, fi〉| ≥ } < δ. (2.26)
Let now , δ ∈ R+ be fixed. The following holds true
P {d(νn, 0) ≥ } ≤ P
{
j∑
i=1
1
2i
|〈νn, fi〉| > 
2
}
+ P
{ ∞∑
i=j
1
2i
|〈νn, fi〉| > 
2
}
.
(2.27)
Recall that, for every n, i ∈ N, it holds |〈νn, fi〉| ≤ νn(Rd)‖fi‖∞ ≤ c ·1. Then
the last term on (2.27) is such that P{∑∞i=j 12i |〈νn, fi〉| > 2} ≤ P{c∑∞i=j 12i >

2
}, and hence if we take j great enough we get that this last probability is
0. Thus it only remains to estimate the first term on the right hand side of
(2.27)
P
{
j∑
i=1
1
2i
|〈νn, fi〉| > 
2
}
≤
j∑
i=1
P
{
|〈νn, fi〉| > 2
i
2j
}
.
If we now take in (2.26)  = 2
i
2j
and δ = δ
j
, for i = 1, ..., j, we get N1, ...Nj
and thus we can choose N = maxi=1,...j N1.
This N depends only on  and δ, and it holds, ∀n ≥ N , P {d(νn, 0) ≥ } ≤ δ.
This concludes the proof of step 1.
Chapter 3
Deterministic model with
regular coefficient:
Vlasov Equations
The Vlasov equations are among the most frequently used kinetic equations
in statistical mechanics; they describe the limiting situation of weakly inter-
acting particles with a large radius of interaction. In this chapter we follow
the work of Dobrushin (see [3]) that proves existence and uniqueness for the
solutions of the Vlasov equations using the Wasserstein metric on the space
of probability measures.
As we said in the introduction, we will consider the following system of
interacting particles moving in a deterministic way, thus the white noise will
no longer appear in this equations
dX i,N(t) =
1
N
N∑
j=1
b(X i,Nt −Xj,Nt ) dt,
X i,N0 = x
i
0,
where b ∈ C1b (Rd) and X1,N(t), ..., XN,N(t) are functions in Rd with bounded
continuous first derivatives. As usual we describe the solution of this system
as follow
SNt =
1
N
N∑
i=0
δXi,Nt
.
We want to show that the measure SNt goes to a mesure that satisfies in a
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weak sense the following partial differential equation
∂tut = −div(vtut),
vt(x) = (b ∗ ut)(x).
(3.1)
This means that SNt goes to a family of measures M = {µt}t≥0 such that
dt〈µt, h〉 = 〈µt, vt · ∇h〉,
vt(x) = (b ∗ µt)(x),
(3.2)
for every h ∈ C∞0 (Rd). The differential equations just defined are called
strong and weak Vlasov equation.
We recall the definition given in the Chapter 1 of the classMI : a family
of measures M = {µt}t∈I is in this class if:
- for every bounded subinterval I ′ ⊂ I
sup
t∈I′
µt(Rd) <∞; (3.3)
- for every x ∈ Rd the function
vt = (b ∗ µt)(x) (3.4)
is continuous as a function of t ∈ R+.
For a fixed bounded measure µ0 we have also denoted byMI(µ0) the set of
families of measures in MI such that µ(Rd) = µ0(Rd) and µ0 = µ0.
Let I = [0, T ], we said that equation (3.2) has a solution M = {µt}t∈I ,
if M ∈MI and the integral equation is satisfied
〈µt, h〉 = 〈µ0, h〉+
∫ t
0
〈µs, vs · ∇h〉 ds,
vt = (b ∗ µt)(x);
for every h ∈ C∞0 (Rd).
Remark 4. Condition (3.3) certainly holds if the µt are probability measures,
but condition (3.4) is a supplementary restriction even in this case. It is not
hard to verify that both these conditions will be satisfied if the measures
µt are defined by continuously differentiable densities ut(x) such that the
condition of uniform integrability
lim
r→∞
∫
|x|>r
|ut(x)| dx = 0
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holds uniformly for t ∈ I, bounded interval. Therefore, by the following
theorem, the class of such functions will contain a unique strong solution of
the Vlasov equation (3.2).
The main result of this chapter will be the following theorem:
Theorem 8. (i) Let I = [0, T ] ⊂ R+, for every µ0 bounded measure on
Rd there exists a unique solution M = {µt}t∈I of the equation (3.2)
with initial condition µ0, which belongs to the class MI . In addition
µ0 = µ
0 and µt(Rd) = µ0(Rd).
(ii) If the measure µ0 is defined by a continuous differentiable density u0,
and b ∈ C2b (Rd), then the solution µt has continuously differentiable
densities satisfying the equation (3.1).
(iii) The family of measures SN is a weak solution of the equation (3.2) with
initial condition SN0 . If, as N →∞, the sequence SN0 converges weakly
to some probability measure µ0 then for every t ≥ 0 the measures SNt
converge weakly to a measure µt such that M = {µt}t∈I is a weak
solution of the equation (3.2) with initial condition µ0.
3.1 Liouville Equations
The Vlasov equations are essentially certain modification of the Liouville
equation, and we are therefore going to first prove some simple facts con-
cerning solutions of the Liouville equation. We consider here the general
form of the Liuoville Equation
dY (t)
dt
= v(t, Y (t)), (3.5)
where I ⊂ R and v ∈ C1(I × Rd,Rd) with bounded derivatives. We write
Yt(x), x ∈ Rd, for the solution of equation (3.5) with initial condition Y0(x) =
x. In the case considered, the usual existence and uniqueness theorems
are applicable to equation (3.5). From the continuous dependence of the
solutions of a Cauchy problem from the initial values we know that Y (t, x) ∈
C1(Rd,Rd) for every t ∈ I.
We will say that a family of measuresM = {µt}t≥0 such that supt∈I′ µt(Rd) <
∞ for every bounded interval I ′ ⊂ I is a weak solution of the Liouville
equation, with initial contidion µ0 = µ
0, µ0 bounded measure, if for every
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h ∈ C∞0 (Rd) the function 〈µt, h〉 is differentiable with respect to t and
d〈µt, h〉
dt
= 〈µt, v(t, .)∇h〉 (3.6)
If the measurs µt are defined by continuously differentiable densities ut(x)
with respect to Lebegue measure in Rd, then the family M forms a weak
solution of the Liouville equation if and only if ut(x) is a strong solution of
the Liouville equation, i.e.,
∂ut(x)
∂t
= −div(ut(x)v(t, x)) (3.7)
Proposition 2. (i) For every µ0 bounded measure there exists a unique
weak solution M = {µt}t∈I of equation (3.6) with initial condition µ0.
This solution is given by
µt = µ
0(Y (t, .)). (3.8)
(ii) If the measure µ0 is defined by a continuously differentiable density
u0(x), x ∈ Rd, and the function v has second order partial derivatives
with respect to x which are uniformly bounded in every final interval
I ′ ⊂ I, then the function
ut(x) = u0(Y
−1(t, x))Jt(x),
where Y −1(t, .) is the inverse of Y (t, .) and Jt(x) is the Jacobian of the
function Y −1(t, .), satisfies the strong Liouville equation (3.7).
Proof. Assume the family M to be defined as in (3.8), then
dt〈µt, h〉 = dt
∫
hdµt
= dt
∫
h(Y (t, .))dµ0
=
∫
∇h(Y (t, .))v(t, Y (t, .))dµ0
= 〈µt,∇hv(t, .)〉
So (3.8) gives a weak solution for the Liouville equation. Since C∞0 (Rd)
functions are dense in C10(Rd), we can suppose h in equation (3.6) to be in
C10(Rd). We now put
ht(x) = h(Y
−1(t, x)) with h ∈ C10(Rd).
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By classical theorems on the differentiability of solutions for differential
equations with respect the initial conditions, the maps x → Y −1(t, x) have
continuous derivatives, and so ht ∈ C10(Rd). If we now prove that 〈µt, ht〉 =
〈µ0, h〉, uniqueness of the solution will follow from the fact that h→ ht is a
bijection, to do so we calculate the following
dt〈µt, ht〉 = ds〈µs, ht〉|s=t + 〈µt, ∂tht〉
= 〈µt, v(t, .) · ∇ht〉+ 〈µt,∇ht · dtY −1〉
= 〈µt, v(t, .) · ∇ht〉 − 〈µt,∇ht · v(t, .)〉 = 0;
thus 〈µt, ht〉 is constant in the time t, and 〈µt, ht〉 = 〈µ0, h〉 follows.
3.2 The contraction operator
Assume that the family M = {µt}t∈I ∈MI . Setting
vM(t, x) = (b ∗ µt)(x)
we consider the differential equation
dtx(t) = v
M(t, x(t)). (3.9)
The function vM is continuous with uniformly bounded derivatives with
respect to t since it is defined as a convolution and µt is continuous with
respect to t. Hence (3.9) defines a Liouville equation. In what follows, we
will write Y M(t, x) for the solution of this equation with initial condition
Y M(0, x) = x. For a fixed µ0 we now consider the operator S = Sµ0 which
associates the family of measures M ∈MI to the family of measures
SM = {µ0(Y M(t, x))}t≥0
Proposition 3. The operator S maps the family of measures M ∈MI into
a family of measures SM ∈ MI(µ0). The family M is a fixed point for S,
i.e.
SM = M
if and only if it is a weak solution of equation (3.2) with the initial condition
µ0. If M ∈ MI is a weak solution of equation (3.2) with initial condition
µ0 then M ∈M(µ0).
3. Deterministic model with regular coefficient:
Vlasov Equations 30
Proof. It is clear from the definition that, if µ0 is a finite measure, then the
(SM)t are finite measures and
(SM)y(Rd) = µ0(Rd).
Therefore, condition (3.3) holds for SM . It follows again from the definition
of SM and vM that
v(SM)(t, x) =
∫
Rd
b(x− Y M(t, x))µ0( dx).
Hence, the continuity with respect to t of the function Y M(t, x) and the
boundedness of the function b imply that condition (3.4) holds for SM .
Thus SM ∈ MI if M ∈ MI . By Proposition 2 the family of measures SM
is a weak solution for the following equation
dt〈SMt, h〉 = 〈SMt, vM(t, .) · ∇h〉.
Thus, if SM = M , then M is a weak solution of the Vlasov equation (3.2).
On the other hand, if the family M satisfies the equation (3.2), then it is a
weak solution of the Liouville equation for vM . Consequently, the assertion
of Proposition 2 concerning the uniqueness of such a solution shows that
M = SM .
By this proposition, in order to prove the existence and uniqueness of a
solution of the Vlasov equation, it is sufficient to verify that the operator S is
a contraction operator in the space of families of measuresMI(µ0) endowed
with the Wasserstein metric . This will be done in the following proposition.
Proposition 4. There exists a function γ(δ) = γ(δ, µ0) of δ ∈ (0,∞) such
that γ(δ)→ 0 as δ → 0 and
ρˆ(SM,SM ′) ≤ γ(|I|)ρˆ(M,M ′), M,M ′ ∈MI(µ0).
Here ρˆ is the Wasserstein metric on the space MI(Rd).
Proof. If follows from b Lipschitz and ρ topologically equivalent to the Eu-
clidean metric that there exists a constant C1 such that
|b(x)− b(x′)| ≤ C1ρ(x, x), x, x′ ∈ Rd
Using this, we find that for all µ, µ′ ∈M(µ0), m ∈ N(µ, µ′), and x¯ ∈ Rd
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|vM(t, x¯)− vM ′(t, x¯)| =
∣∣∣∣∫
Rd
b(x¯− x1)µ( dx1)−
∫
Rd
b(x¯− x2)µ′( dx2)
∣∣∣∣
=
∣∣∣∣∫
R2d
b(x¯− x1)m( dx)−
∫
R2d
b(x¯− x2)m( dx)
∣∣∣∣
≤
∫
R2d
|b(x¯− x1)− b(x¯− x2)|m( dx)
≤C1
∫
R2d
ρ(x1, x2)m( dx).
And so by definition of ρ¯ we obtain
|vM(x¯)− vM ′(x¯)| ≤ C1ρ¯(µ, µ′).
Using again that b is Lipschitz and µ0 bounded, we get that there exists a
constant C2 such that
|vM(t, x)− vM(t, x′)| ≤ C2|x− x′| x, x′ ∈ Rd. (3.10)
We now put
a(M,M ′, x) = sup
t∈I
|Y M(t, x)− Y M ′(t, x)|, x ∈ Rd.
Hence, it follows from equation (4.11) and previous inequalities that
a(M,M ′, x) ≤
∫
I
|vM(t, Y M(t, x))− vM ′(t, Y M ′(t, x))| dt
≤
∫
I
|vM(t, Y M(t, x))− vM ′(t, Y M(t, x))| dt
−
∫
I
|vM ′(t, Y M(t, x))− vM ′(t, Y M ′(t, x))| dt
≤C1
∫
I
ρ¯(µt, µ
′
t) dt+ C2
∫
I
a(M,M ′, u) dt.
Now, by definition of ρˆ, we find
a(M,M ′, x) ≤ C1
1− C2|I| ρˆ(M,M
′), if C2|I| ≤ 1.
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We consider the measures mt = µ
0(Y M(t, .)×Y M ′(t, .)), and we can see that∫
R2d
ρ(x1, x2)mt( dx) =
∫
Rd
ρ(Y M(t, x), Y M
′
(t, x))µ0( dx)
≤
∫
Rd
a(M,M ′, x)µ0( dx)
≤C1µ
0(Rd)
1− C2|I| ρˆ(M,M
′), if C2|I| ≤ 1.
So, from the definition of ρ¯ we deduce that
ρ¯(SMt, SMt) ≤ C1µ
0(Rd)
1− C2|I| ρˆ(M,M
′) if C2|I| ≤ 1. (3.11)
Finally,
ρˆ(SM,SM ′) ≤ C1|I|µ
0(Rd)
1− C2|I| ρˆ(M,M
′) if C2|I| ≤ 1.
The assertion follows from this and the boundedness of ρ.
3.3 Convergence result
Turning to the proof of the main theorem, Theorem 8, we remark that
it follows from Proposition 4 that the operator S is a contraction in the
subspace MI(µ0) ⊂ MI if |I| < δ0, where δ0 > 0 is sufficiently small. This
immediately implies the existence of a solution of equation (3.2) belonging to
the spaceMI(µ0) defined by limn→∞ SnM , where M ∈MI(µ0) is arbitrary,
and that this solution is unique. In the general case, it is necessary to express
the interval I as a countable sum of intervals Ii such that |Ii| < δ0. The
existence and uniqueness of the solution on each of the intervals Ii implies
the existence and uniqueness of a weak solution of the Vlasov equation in
the large, and assertion 1 of theorem 8 is proved.
Assertion 2 of the theorem follows from assertion 2 of proposition 4.
To prove assertion 3 we must first observe that the family of measures SNt
is a weak solution of the Vlasov equation and then we will use the following
Proposition 5. Let M = {µt}t≥0 and Mˆ = {µˆt}t≥0 be weak solutions of
the Vlasov equation with initial conditions µ0 and µˆ0, respectively, where
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||µ0|| = ||µˆ0|| and the interval I is finite. Then, there exists a C(|I|, K) > 0
such that
ρ¯(µt, µˆt) ≤ C(|I|, K)ρ¯(µ0, µˆ0).
Proof. By proposition 4, Sµ0M = M and Sµˆ0Mˆ = Mˆ , and therefore
ρˆ(M, Mˆ) = ρˆ(S0µM,Sµˆ0Mˆ) ≤ ρˆ(Sµ0M,Sµˆ0M) + ρˆ(Sµˆ0M,Sµˆ0Mˆ). (3.12)
It follows by Proposition 4 that
ρˆ(S
µˆ0
M,Sµˆ0Mˆ) ≤ γρ(M, Mˆ).
Note that the constant γ in Proposition 4 also depends on K.
In order to estimate the first term in (3.12), we set
β(M,x, x′) = sup
t∈I
|xM(t, x)− xM(t, x′)|.
We have, by equation (3.9) and relation (3.10), that
β(M,x, x′) ≤|x− x′|+
∫
I
|vM(xM(t, x))− vM(xM(t, x′))| dt
≤|x− x′|+ C2(K)|I|β(M,x, x′).
It follows from this that
β(M,x, x′) ≤ |x− x
′|
1− C2(K)|I| .
Taking into account that ρ(x, x′) ≤ 1 we derive from this that for some
C3(K) > 0
ρ(xM(t, x), xM(t, x′)) ≤ C3(K)ρ(x, x′).
Fix  > 0 and consider the measure m0 ∈ N(µ0, µˆ0) such that∫
R2d
ρ(x1, x2)m
0( dx) ≤ ρ¯(µ0, µˆ0) + .
Defining the measures
mt = m
0(XM(t, x1), X
M(t, x2)),
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one can see that mt ∈ N((Sµ0M)t, (Sµˆ0M)t). It follows that∫
R2d
ρ(x1, x2)mt( dx) =
∫
R2d
ρ(XM(t, x1), X
M(t, x2))m
0( dx)
≤C3(K)
∫
R2d
ρ(x1, x2)m
0( dx).
Now, from the definiton of ρ¯ together with the previous relation, it holds
ρ¯((Sµ0M)t, (Sµˆ0M)t) ≤ C3ρ¯(µ0, µˆ0). (3.13)
Therefore, by the definiton of ρˆ
ρˆ(Sµ0M,Sµˆ0M) ≤ C3(K)|I|ρ¯(µ0, µˆ0),
and then
ρˆ(M, Mˆ) ≤ C3|I|ρ¯(µ0, ρˆ0)/1− γ(|I|). (3.14)
In addition,
ρ¯(µt, µˆt) =ρ¯((Sµ0M)t, (Sµˆ0Mˆ)t)
≤ρ¯((Sµˆ0Mˆ)t, (Sµ0M)t) + ρ¯((Sµ0M)t, (Sµˆ0M)t).
Using (3.14) and (3.11) to estimate the first term in the right-hand side of
this inequality, and (3.13) to estimate the second term, we derive the asser-
tion of the proposition under the assumption that γ(|I|) < 1 and C2|I| < 1.
In order to obtain the assertion fon an arbitrary interval I, it is necessary
to decompose this interval into intervals of smaller length, as above.
As was already remarked in section 2, weak convergence of a sequence of
measures is equivalent to weak convergence in the Wasserstein metric, and
therefore under the hypotheses of the theorem ρ¯(µN0 , µ
0) → 0 as N → ∞.
It therefore follows from Porposition 5 that ρ¯(µNt , µt) → 0 and thus µNt
converges weakly to µt.
Chapter 4
A non-Lipschitz Model
In this chapter we deal with the model, explainded by Marchioro end Pul-
virenti in [4], describing an incompressible, viscid or inviscid, fluid in two
dimensions, and study the connection between the equations governing the
motion of such a fluid and the vortex theory. It is well known that an incom-
pressible and viscous two dimensional fluid, under the action of an external
conservative field, is described by the following evolution equations
∂tu =
σ2
2
∆u− div
(∫
b(· − y)ut( dy)u
)
. (4.1)
We consider the fluid to have a rotational movement which is described by
the orthogonal gradient, i.e. the operator ∇⊥ = ( ∂
∂x2
,− ∂
∂x1
). Using this
operator we set
b(x) = ∇⊥g(|x|),
where
g(r) = − 1
2pi
log r
is the foundamental solution of the Poisson equation. Notice that the sin-
gularity of the function b is of the form 1/|x|.
This equation is called Navier Stokes equation when σ 6= 0 and Euler equa-
tion otherwise (σ will be considered from now on to be either 1 or 0).
Let us now consider a system of N particles, that will be called vortices;
denoting by Xi, for i = 1, ..., N , the position in R2 of the ith vortex, we
consider the following problem
dX i,Nt = σ dW
i
t +
∑
i 6=j
b(X i,Nt −Xj,Nt ) dt,
Xt=0 = x
i
0,
(4.2)
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where x0 ∈ (R2)N.
As done until now, we will investigate the existence and uniqueness of
weak solution µt of equation 4.2, however this time we want it to be abso-
lutely continuous with respect the Lebesgue measure on R2. Thus, we want
a function ut ∈ L1(R2) such that
dt
∫
R2
h(x)ut(x) dx =
σ2
2
∫
R2
∆h(x)ut(x) dx+
∫
Rd
(vt · ∇h)(x)ut(x) dx
vt =
∫
R2
b(x− y)ut(x) dx,
u0 = u ∈ C2(R2) ∪ L∞(R2) ∪ L1(R2),
where h ∈ C∞0 (R2).
Note that we will suppose the initial condition to be twice continuously
differentiable, but this assumption is not necessary to obtain the final result
(see e.g. [4]); this will simply allow us to apply standard result on the partial
differential equations.
The first problem now is to show existence and uniqueness for the solution
of equation (4.2), since usual theorems are true only for the Lipschitz case.
To do so, we need to approximate g with a family of Lipschitz functions
(g)>0. For every  > 0 we define g(r) = g(r), if r ≥ , and arbitrarily
extended on the set B to an even function in C
2(R) such that |g′(r)| ≤
|g′(r)| and |g′′ (r)| ≤ |g′′(r)|. Defining b(x) = ∇⊥g(|x|), we can consider the
following stochastic differential equation
dXt = σ dWt +
∫
b(X

t − y)µt( dy) dt
Xt=0 = X0, µt( dy) is the law of X

t
(4.3)
and the related partial differential equation
dt〈µt, h〉 =
σ2
2
〈µt,∆h〉+ 〈µt,∇h ·
∫
b(.− y)µt( dy)〉,
µ0( dx) = u0(x) dx.
(4.4)
Using results in chapters 2 and 3 about the approximating problem, we will
construct a unique solution for the non-regular problem, in both the cases
of Navier-Stokes and Euler equations.
We now want to show that the solution of 4.4 has an essentially bounded
density ut, and we want to find an estimation for the two norms ‖ut‖1 and
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‖ut‖∞. For a fixed , we have existence and uniqueness of the solution of
equation 4.4. From now on we will omit the superscript , but we will always
talk about the regularized problem until the next section. Notice that the
condition b(x) = ∇⊥g(x) implies
div vt = 0.
With this, equation 4.4 is equivalent to the weak form of the following
∂tut(x) + vt · ∇ut(x) = σ
2
2
∆ut,
vt(x) = (b ∗ ut)(x),
u0 = u.
(4.5)
Since the solution of equation 4.4 is unique, we suppose the coefficient vt =
b ∗ µt to be fixed.
Let T > 0; we rewrite on the interval [0, T ] equation 4.5 as a backward
equation. Let
u˜(t, x) = u(T − t, x)
v˜(t, x) = v(T − t, x)
and note that, if u(t, x) and v(t, x) are, respectively, the solution and the
coefficient of equation 4.5, the following holds true
∂tu˜(t, x) +
σ2
2
∆u˜(t, x)− v˜(t, x) · ∇u˜(t, x) = 0,
u˜(T, x) = u(x).
In the book of Gihman and Skorohod ([2]) it is shown that this equation
admits a solution given by
u˜(t, x) = E [u(ξx,t(T ))] ,
where ξx,t(s) is a stochastic process solution of the stochastic differential
equation defined for s ≥ t
dξ(s) = v˜(s, ξ(s)) dt+ dBs,
ξ(t) = x.
It is hence clear that ‖ut‖∞ = ‖u˜(t, .)‖∞ ≤ ‖u‖∞, and the same holds true
for the L1-norm of ut.
In the next section we show that the solution of the approximating problem
converges as  → 0, and that the limit is a solution of the non-regular
equation.
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4.1 Existence and uniqueness
Theorem 9. Let u ∈ L1 ∩ L∞ ∩ C2(R2), u(x) dx = µ( dx) finite measure.
There exists a unique solution ut ∈ L1 ∩ L∞(Rd), ut(s) dx = µt( dx) finite
measure, of the weak equation 4.2 with initial condition u. Moreover,
〈µt, h〉 = lim
→0
〈µt, h〉
for every h ∈ C∞0 (R2).
To prove this theorem we need a preliminary lemma that gives us an
estimate for the derivatives of the function vt that turns out to be useful in
the proof of the theorem.
Lemma 3. Let t 7→ ut(x) be a family of L1 ∩ L∞(Rd) functions such that
sup
t∈[0,T ]
‖ut‖∞ ≤ A1
sup
t∈[0,T ]
‖ut‖1 ≤ A2
Then, for all  ≥ 0 and t ∈ [0, T ],∫
|ut(y)||b(x− y)| dy ≤ c1(A1 + A2) (4.6)∫
|ut(y)||b(x− y)− b(x′ − y)| dy ≤ 2c2(A1 + A2)φ(x, x′) (4.7)
Where φ(x, x′) = φ˜(|x− x′|) defined as
φ˜(r) =
{
r(1− lnr) if 0 < r < 1,
1 otherwise.
Proof. We first give an estimation for the derivatives of the function g, we
can see by its definition that∣∣∣∣∂g∂xi (|x|)
∣∣∣∣ = ∣∣∣∣g′(|x|)∂|x|∂xi
∣∣∣∣ ≤ |g′(|x|)| |xi||x| ≤ c|x| · 1
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If we consider the second derivative, we obtain∣∣∣∣ ∂2g∂xi∂xj (|x|)
∣∣∣∣ = ∣∣∣∣ ∂∂xi (g′(|x|)∂|x|∂xj )
∣∣∣∣
=
∣∣∣∣ ∂∂xi (g′(|x|) xj|x|)
∣∣∣∣
=|g′′ (|x|)
xi
|x|
xj
|x| − g
′
(|x|)
xj
|x|2
xi
|x| |
≤|g′′ (|x|)|+ |g′(|x|)
1
|x|
≤ c
′
|x|2 +
c′′
|x|
1
|x| ≤
c
|x|2
We can now proceed with the first estimation∫
R2
|ut(y)||b(x− y)| dy =
∫
R2
|ut(y)||∇⊥g(|x− y|)| dy
≤2c
∫
R2
|ut(y)
|x− y| dy
=2c
∫
|x−y|≤1
|ut|
|x− y| + 2c
∫
|x−y|>1
|ut|
|x− y|
≤cost(A1 + A2)
To prove the second estimate it is necessary to set |x − x′| = r, and to
consider two different cases for r being either greater or smaller then 1.
If r > 1, it follows from the previous calculation, that∫
R2
|ut(y)||b(x− y)− b(x′ − y)| dy =
∫
R2
|ut(y)||∇g(|x− y|)−∇g(|x′ − y|)| dy
≤
∫
R2
|ut(y)||∇g(|x− y|)| dy
+
∫
R2
|ut(y)||∇g(|x′ − y|) dy
≤2cost(A1 + A2).
On the other hand, if r ≤ 1, for A = {y||x− y| ≤ 2r}∫
|ut(y)||b(x− y)− b(x′ − y)| dy ≤
∫
A
|ut(y)||b(x− y)− b(x′ − y)| dy
+
∫
R2\A
|ut(y)||b(x− y)− b(x′ − y)| dy.
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The first term on the right hand side can be estimated as follows∫
A
|ut(y)||b(x− y)− b(x′ − y)| dy ≤c‖ut‖∞
[∫
A
dy
|x− y| +
∫
A
dy
|x′ − y|
]
≤c‖ut‖∞
[∫
A
dy
|x− y| +
∫
|x′−y|≤3r
dy
|x′ − y|
]
≤cost‖ut‖∞r.
On the other hand, for all x′′ in the segment from x to x′ one has |x′′− y| >
1
2
|x− y|, and hence∫
R2\A
|ut(y)||b(x− y)− b(x′ − y)| dy ≤2cr
∫
R2\A
|ut(y)|
|y − x|2 dy
=2cr
∫
2r<|x−y|<2
|ut(y)|
|y − x|2 dy
+ 2cr
∫
|x−y|>2
|ut(y)|
|y − x|2 dy.
The last integral is bounded by a constant times r‖ut‖1, and finally∫
2r<|x−y|<2
|ut(y)|
|y − x|2 dy ≤ const‖ut‖∞
∫ 2
2r
dρ
ρ
.
We can now proceed with the proof of Theorem 9.
Proof. We first observe, by what we have said in the beginning of this chap-
ter, that ut ∈ L1 ∩ L∞(Rd), ‖ut‖∞ ≤ ‖u‖∞, and ‖ut‖1 ≤ ‖u‖1. Let X(t),
X
′
(t) be two processes solutions of the equation (4.3) starting almost surely
at x ∈ Rd, with  > ′ > 0. We know from the first chapter that such
processes exist and they have marginal distributions equals to ut and u
′
t
respectively. We now want to prove that the Euclidean distance between
this two processes goes to 0 in mean, indeed
E
[
d(X(t), X
′
(t))
]
≤
∫ t
0
|v(X(s), s)− v′(X′(s), s)| ds
≤E
[∫ t
0
(|v(X(s), s)− v(X′(s), s)|
+|v(X′(s), s)− v′(X′(s), s)|) ds
]
.
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By (4.7) we can estimate the following
E
[∫ t
0
|v(X(s), s)− v(X′(s), s)| ds
]
≤ c(u)E
[∫ t
0
φ(X(s), X
′
(s)) ds
]
,
(4.8)
where c(u) is a constant depending on u, and φ is defined in lemma 3. To
estimate the last term of , we do the following
|v(X′(s), s)− v′(X′(s), s)| ds =
∣∣∣∣∫ b(X′(s)− y)us(y) dy
−
∫
b′(X
′(s)− y)u′s (y) dy
∣∣∣∣
≤
∣∣∣∣∫ b(X′(s)− y)(us(y)− u′s ) dy∣∣∣∣
+
∣∣∣∣∫ (b(X′(s)− y)− b′(X′ − y))ut(y) dy∣∣∣∣ .
Now, integrating in ds and taking the expectation, we obtain
E
[∫ t
0
∣∣∣∣∫ (b(X′(s)− y)− b′(X′ − y))us(y) dy∣∣∣∣ ds]
=
∫ t
0
E
[∣∣∣∣∫ (b(X′(s)− y)− b′(X′ − y))us(y) dy∣∣∣∣] ds
=
∫ t
0
[∫ ∣∣∣∣∫ (b(x− y)− b′(x− y))us(y) dy∣∣∣∣u′s (x) dx] ds.
Recalling that, by definition, g = g′ on B(0)
c, we get
=
∫ t
0
[∫ ∣∣∣∣∫|x−y|<(b(x− y)− b′(x− y))us(y) dy
∣∣∣∣u′s (x) dx] ds
≤
∫ t
0
[∫∫
|x−y|<
|b(x− y)− b′(x− y)||us(y)|u
′
s (x) dy dx
]
ds
≤c(u)
∫ t
0
[∫∫
|x−y|<
u
′
s (x)
|x− y| dy dx
]
ds
≤c(u, )
∫ t
0
[∫
u
′
s (x) dx
]
ds
≤c(u, )t‖u‖1 = c(u, )t, (4.9)
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where c(u, )→ 0 as → 0.
It only remains to estimate the following
E
∫ t
0
∣∣∣∣∫ b(X′(s)− y)(us(y)− u′s ) dy∣∣∣∣
=
∫ t
0
E
∣∣∣∣∫ b(X′(s)− y)us(y) dy − ∫ b(X′(s)− y)u′s ∣∣∣∣ ds
=
∫ t
0
[∫
u
′
s (x)
∣∣∣∣∫ b(x− y)us(y) dy − ∫ b(x− y)u′s ∣∣∣∣ dx] ds
=
∫ t
0
[∫
u
′
s (x)
∣∣∣E [b(x− Y s )]− E [b(x− Y ′s )]∣∣∣ dx] ds
≤
∫ t
0
[∫
u
′
s (x)E
[
|b(x− Y s )− b(x− Y 
′
s )|
]
dx
]
ds
=
∫ t
0
E
[∫
u
′
s (x)|b(x− Y s )− b(x− Y 
′
s )| dx
]
ds
≤
∫ t
0
E
[∫
|u′s (x)||b(x− Y s )− b(x− Y 
′
s )| dx
]
ds
≤c(u)
∫ t
0
E
[
φ(Y s , Y
′
s )
]
ds, (4.10)
where c(u) is a constant depending on u through ‖u‖1 and ‖u‖∞.
Putting together (4.8), (4.9), and (4.8), we have
E
[
d(Xt , X
′
t )
]
≤ c(u)
∫ t
0
E
[
φ(Xs, X
′
s )
]
ds+ tc(u, ). (4.11)
Since the function φ˜, defined in lemma 3 is convex, using Jensen inequality,
we obtain the following
E
[
d(Xt , X
′
t )
]
≤ c(u)
∫ t
0
φ˜
(
E
[
d(Xs, X
′
s
)]
) ds+ tc(u, ). (4.12)
Consider now the following differential equation on R
z˙(t) = c(u)φ˜(z(t))
z(0) = xo > 0,
and let h(x0, t) be its solution. Then, if x0 < 1 and h < 1
h(x0, t) = x
exp(−c(u)t)
0 exp(1− e−c(u)t).
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Thus, if x0 → 0, h(x0, t)→ 0. By (4.12) the following holds true
E
[
d(Xt , X
′
t )
]
≤ h(c(u, ), t),
and hence E
[
d(Xt , X
′
t )
] → 0, as  → 0. Then the distance between
ut(x) dx = µ

t( dx) and u
′
t (x) dx = µ
′
t ( dx) goes to zero in the Wasserstein
metric, indeed
ρ¯(µt, µ
′
t ) = inf
m∈N(µ,µ′ )
∫
R2d
ρ(x, x′)dm ≤ E
[
d(Xt , X
′
t )
]
.
Thus, there exists a family of measures µt such that u

t(x) dx→ µt. By the
estimate ‖ut‖∞ ≤ ‖u‖∞ and ‖ut‖1 ≤ ‖u‖1 we conclude that µt is absolutely
continuous with respect to the Lebesgue measure, and denoting by ut its
density,
‖ut‖∞ ≤ ‖u‖∞, ‖ut‖1 ≤ ‖u‖1. (4.13)
We claim that the map u 7→ ut is a weak solution of the equation (4.4). We
first observe that v(x, t) =
∫
b(x − y)ut(y) dy exists because of (4.13) and
lemma 3. Furthermore,
v(x, t) = lim
→∞
v(x, t) (4.14)
Indeed,
|v(x, t)− v(x, t)| =
∣∣∣∣∫ [b(x− y)ut(y)− b(x− y)ut(y)] dy∣∣∣∣
≤
∣∣∣∣∫ [b(x− y)(ut(y)− ut(y))] dy∣∣∣∣
+
∣∣∣∣∫ [(b(x− y)− b(x− y))ut(y)] dy∣∣∣∣
≤
∣∣∣∣∫|x−y|<η [b(x− y)(ut(y)− ut(y))] dy
∣∣∣∣ (4.15)
+
∣∣∣∣∫|x−y|>η [b(x− y)(ut(y)− ut(y))] dy
∣∣∣∣ (4.16)
+
∣∣∣∣∫|x−y|< [(b(x− y)− b(x− y))ut(y)] dy
∣∣∣∣ (4.17)
+
∣∣∣∣∫|x−y|> [(b(x− y)− b(x− y))ut(y)] dy
∣∣∣∣ (4.18)
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By the definition of b it follows that (4.18) is equal to 0. Since b(x− y) ≤
b(x− y) ≤ c|x−y| it follows
(4.15) ≤ 2dc(η)‖u‖∞,
(4.17) ≤ 2dc()‖u‖∞.
¿From the weak convergence of ut to ut as  → ∞, it follows that (4.16)
goes to 0. Thus, (4.14) follows since η is arbitrary. Moreover,∫
(v · ∇h)(x)ut(x) dx = lim
→∞
∫
(v · ∇h)(x)ut(x) dx (4.19)
for all h ∈ C∞0 (Rd). Indeed,∣∣∣∣∫ (v · ∇h)(x)ut(x) dx− ∫ (v · ∇h)(x)ut(x) dx∣∣∣∣
≤
∣∣∣∣∫ (v · ∇h)(x)ut(x) dx− ∫ (v · ∇h)(x)ut(x) dx∣∣∣∣ (4.20)
+
∣∣∣∣∫ (v · ∇h)(x)ut(x) dx− ∫ (v · ∇h)(x)ut(x) dx∣∣∣∣ . (4.21)
The term (4.20) goes to 0 as → 0 with the same arguments of (4.16).
(4.21) ≤‖∇h‖∞
∫
|ut||v(x, t)− v(x, t)| dx
≤‖∇h‖∞‖u‖∞
∫
|x|<r
|v(x, t)− v(x, t)| dx (4.22)
+ ‖∇h‖∞c(u)
∫
|x|≥r
|ut(x)| dx. (4.23)
Where (4.23) follows from Lemma 3. Now, (4.22) goes to 0 as → 0 because
of (4.14), and the Lebesgue theorem on dominated convergence. Hence, since
ut goes to ut,
lim sup
→0
(4.23) ≤ ‖∇h‖∞c(u)
∫
|x|≥r
|ut(x)| dx,
and this goes to 0 as r →∞ because ut ∈ L1(Rd). This proves (4.19).
By uniform boundness (in  and t on compact sets) of
∫
(b · ∇h)(x)ut(x) dx
and
∫
∆h(x)ut(x) dx, we obtain that ut is a solution for the equation (4.4).
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To prove the uniqueness of the solution, we suppose that ut is a solution,
and same arguments as before leads to
E[d(ut, ut)]→ 0
as → 0.
We have thus proved existence and uniqueness of the weak solution of the
partial differential equation 4.4; the solution is also absolutely continuous
with respect to the Lebesgue measure.
Theorem 10. If ut is a weakly continuous family of L1 ∩L∞(Rd) functions
such that ‖ut‖1 ≤ ‖u0‖1, ‖ut‖∞ ≤ ‖u0‖∞, then there is a unique solution for
the stochastic differential equation
dX(t) = v(t,X(t)) dt+ σdB(t), (4.24)
where v(t, x) =
∫
b(x− y)ut(y) dy.
Proof. Let us introduce the Banach space B of all processes ξ defined for
t ∈ [0, T ], such that ‖ξ‖ <∞ where
‖ξ‖ = sup
t∈[0,T ]
E [d(ξt, 0)] , d(x) = d(x, 0).
The processes starting almost surely from x at time zero and satisfying
dX(t) = v¯(t,X
(t)) dt+ σdB(t),
where
v¯(t, x) =
∫
b(x− y)ut(y) dy,
are a Cauchy sequence in B. We have already estimate the distance between
two solutions in the proof of Theorem 9, indeed estimations in the previous
proof state
E
[
d(Xt , X
′
t )
]
≤ tc(u, )exp(c(u)), (4.25)
and hence, for  > ′,
‖Xt −X
′
t ‖ ≤ Tc(u, )exp(c(u)), (4.26)
Thus, there exists a limit process Xt; to show that this process is a solution
of the stochastic differential equation (4.24), and that solution is unique one
can use the same arguments used in the previous theorem.
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4.2 Convergence result
In this last section we will show that there exists a sequence (N) such that
the sequence of solutions SN, =
∑N
i=1 δXi,N,(N)t
of the approximate particle
system
dX i,N,t = σ dW
i
t +
1
N
N∑
j=1
b(X i,N,t −Xj,N,t ) dt,
X i,N,t=0 = x
i
0
(4.27)
converges to the solution of the limiting equation 4.2. The convergence of
the solutions of the non approximate particle system (4.2) is not an easy
problem and has, so far, not been solved in the stochastic case (i.e. for
σ 6= 0). The solution of the problem in the deterministic case has been
solved by S.Schochet in [5].
Theorem 11. Let σ = 0, and let SN,t be a solution of the vortices equation
(4.27) with initial condition SN0 =
1
N
∑N
i=1 δxi0, and let ut be a solution of the
limiting equation (4.2) with initial condition µ( dx) = u(x) dx. If
lim
N→∞
ρ¯(SN0 , µ)→ 0 as N →∞
then there exists a sequence (N) such that (N)→ 0, and, for all t ∈ [0, T ],
ρ¯(S
N,(N)
t , ut)→ 0 as N →∞
Proof. By triangle inequality
d(S
N,(N)
t , ut) ≤ d(ut, u(N)t ) + d(u(N)t , SN,(N)t ).
The first term on the right hand side goes to zero by Theorem 9. Since both
u
(N)
t and S
N,(N)
t are solutions of the weak equation (4.4) we have by the
last theorem of Chapter 3 that their distance is less or equal than a constant
C(T,K), dependent on the Lipschitz constant of b
, times the initial values.
If we choose a sequence (N) such that
lim
N→∞
C(T,K(N))ρ¯(S
N
0 , µ)→ 0 as N →∞
the assertion is proved.
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Theorem 12. Let SN,t =
1
N
∑N
i=1 δXi,t
be the approximated interacting par-
ticle system. Let µt( dx) = ut(x) dx be the weak solution of equation 4.2.
Then, there exists a sequence (N) such that, as N →∞, (N)→ 0 and
E
[
〈SN,(N)t − µt, f〉2
]
→ 0 (4.28)
for every f ∈ C1b (Rd).
Proof. We fix f and T > 0. We can split (4.28) as
E
[
〈SN,(N)t − µt, f〉2
]
≤ 2E
[
〈SN,(N)t − µt, f〉2
]
+ 2E
[〈µt − µt, f〉2] .
By the last theorem in Chapter 2 we have that
E
[
〈SN,(N)t − µt, f〉2
]
≤ c(f)C(T,K)√
N
.
It follows from Theorem of this chapter that
〈µt − µt, f〉 → 0
as → 0, and hence
E
[〈µt − µt, f〉2]→ 0.
Thus, we can choose a sequence (N) such that C(T,K)√
N
→ 0 and (N) → 0
as N →∞.
Appendix A
Basic notions in stochastic
analysis
We sample here some basic results, useful in reading the previous chapters.
We give proofs only for some of them and we remind for the others to classic
texts like, for example, [7] or [2].
On a standard probability space (Ω,F , (Ft)t∈[0,T ],P) let (Wt)t∈[0,T ] be a
Brownian motion. Consider the following equation
dXt = b(t,Xt) dt+ σ(t,Xt) dWt,
X0 = ξ,
where b : R+ × Rd → Rd and σ : R+ × Rd → Rd×d are Borel-measurable
functions.
Definition 4. The previous equation is called Stochastic Differential Equa-
tion (SDE) with initial condition ξ; b is called drift coefficient, σ is the
diffusion coefficient.
Definition 5. A continuous stochastic process X = (Xt)t∈R+ is a strong
solution of the SDE with initial condition ξ if:
• X is adapted to {Ft}
• X0 = ξ, P-a.s.
• ∫ t
0
[|b(s,Xs)|+ |σ(s,Xs)|2] ds <∞
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• the integral equation is satisfied:
Xt = ξ +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dBs.
Theorem 13. If b and σ are locally Lipschitz i.e., ∀n ∈ N ∃Kn ∈ R+ such
that
|σ(t, x)− σ(t, y)|+ |b(t, x)− b(t, y)| ≤ Kn|x− y| ∀x, y ∈ [−n, n] (A.1)
Then there exists at most one solution of the SDE up to indistinguishability.
(Xt,Yt indistinguishable if and only if P{Xt(ω) = Yt(ω),∀t ∈ R+} = 1).
Proof. Let X, Y be two solutions of the SDE. Let τn = inf{t ≥ 0 : |Xt| ≥
n} ∨ inf{t ≥ 0 : |Yt| ≥ n}, τn is a stopping time and τn ↑ ∞, P-a.s.
We have
Xτnt − Y τnt =
∫ t∧τn
0
(b(s,Xs)− b(s, Ys)) ds+
∫ t∧τn
0
(σ(s,Xs)− σ(s, Ys)) dBs
Now, if we use that (a+ b)2 ≤ 2(a2 + b2), we obtain
E
[|Xτnt − Y τnt |2] ≤E
[∣∣∣∣∫ t∧τn
0
(b(s,Xs)− b(s, Ys)) ds
∣∣∣∣2
]
+ E
[∣∣∣∣∫ t∧τn
0
(σ(s,Xs)− σ(s, Ys)) dBs
∣∣∣∣2
]
≤2E
[∫ t
0
1
]
E
[∫ t∧τn
0
(b(s,Xs)− b(s, Ys))2 ds
]
+ E
[∣∣∣∣∫ t∧τn
0
(σ(s,Xs)− σ(s, Ys)) dBs
∣∣∣∣2
]
≤(tK2n +K2n)E
[∫ t∧τn
0
|Xs − Ys|2 ds
]
=2(t+ 1)K2nE
[∫ t∧τn
0
|Xs − Ys|2 ds
]
By Gronwall’s inequality it results E [|Xτnt − Y τnt |2] = 0, then P{Xτnt =
Y τnt ,∀t ∈ R+} = 1. If we let n→∞ we have the result.
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Theorem 14. Suppose that there is K ≥ 0 such that ∀x, y ∈ R and t ∈ R+
|b(t, x)− b(t, y)|2 + |σ(t, x)− σ(t, x)|2 ≤ K|x− y|2
and
|b(t, x)|2 + |σ(t, x)|2 ≤ K(1 + |x|2).
Suppose further that E(ξ)2 < +∞, then there exists a solution X of the
SDE. Moreover, the solution X, which is unique by the previous theorem, is
L2 bounded up to any T ∈ R+, i.e.,
sup
t∈[0,T ]
E
[
X2t
]
<∞.
Proof. We fix a time T > 0, we show existence up to a time T . Define a
sequence of approximating solutions:
X0t =ξ
X1t =ξ +
∫ t
0
σ(s,X0s ) dBs +
∫ t
0
b(s,X0s ) ds
. . .
Xn+1t =ξ +
∫ t
0
σ(s,Xns ) dBs +
∫ t
0
b(s,Xns ) ds
We first show that each Xn is indeed defined on [0, T ].
Lemma 4. ∀n ∈ N we have
sup
0≤t≤T
E|Xnt |2 <∞
and
E
∫ T
0
[b2(s,Xns ) + σ
2(s,Xns )] ds <∞.
Proof. Suppose that c = sup0≤t≤T E|Xnt |2 <∞. Then,
E
∫ T
0
|σ(t,Xnt )|2 dt ≤ E
∫ T
0
K(1 + |Xnt |2) dt ≤ K(T + Tc) <∞.
Similary, E
∫ T
0
|b(t,Xnt )|2 dt <∞.
We now prove the first statement via induction on n. If n = 0 it is trivial,
suppose it to be true for n. Let again C = supt E|Xnt |2 < ∞, then by
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(a+ b+ c)2 ≤ g(a2 + b2 + c2), Cauchy-Schwarz and Itoˆ isometry, we get for
t ∈ [0, T ]
E|Xn+1t |2 =E
∣∣∣∣ξ + ∫ t
0
σ(s,Xns ) dBs +
∫ t
0
b(s,Xns ) ds
∣∣∣∣2 ≤
≤g
{
E[|ξ|2] + E
∫ t
0
|σ(s,Xns )|2 ds+ tE
∫ t
0
|b(s,Xns )|2 ds
}
≤g
{
E[|ξ|2] + E
∫ t
0
K(1 + |Xns |2) ds+ tE
∫ t
0
K(1 + |Xns |2) ds
}
≤g {E[|ξ|2] +Kt(1 + c) +Kt(1 + c)} <∞.
Notice that the previous lemma implies that the stochastic integrals
Mnt =
∫ t
0
σ(s,Xns ) dBs are square integrable martingale on [0, T ].
Lemma 5. There exists a c > 0, depending only on K and T , such that
∀t ∈ [0, T ] and n ∈ N
E
[
sup
0≤t≤T
|Xn+1s −Xns |2
]
≤ cE
∫ t
0
|Xns −Xn−1s |2 ds.
Proof. For n ∈ N and t ∈ [0, T ] we have
Xn+1t −Xnt = Mnt −Mn−1t +Dnt −Dn−1t
where Dnt =
∫ t
0
b(s,Xns ) ds. Thus,
E
[
sup
0≤s≤t
|Mns −Mn−1s |2
]
≤ 2
(
E
[
sup
0≤s≤t
|Mns −Mn−1s |2
]
+ E
[
sup
0≤s≤t
|Dns −Dn−1s |2
])
.
Doobs L2-inequality and the Itoˆ isometry imply
E
[
sup
0≤s≤t
|Mns −Mn−1s |2
]
≤4E [|Mnt −Mn−1t |2]
≤4E
[∫ t
0
|σ(s,Xns )− σ(s,Xn−1s )|2 ds
]
≤4KE
[∫ t
0
|Xns −Xn−1s |2 ds
]
.
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Besides,
E
[
sup
0≤s≤t
|Dns −Dn−1s |2
]
≤E
[
sup
0≤s≤t
s
∫ s
0
|b(r,Xnr )− b(r,Xn−1r )|2 dr
]
(A.2)
≤tKE
[∫ t
0
|Xns −Xn−1s |2 ds
]
. (A.3)
To sum up,
E
[
sup
0≤s≤t
|Xns −Xn−1s |2
]
≤ (8 + 2T )KE
[∫ t
0
|Xns −Xn−1s |2 ds
]
. (A.4)
We next show convergence of (Xn)n≥1.
Let gn(t) = E
[
sup0≤s≤t |Xn+1s −Xns |2
]
. By lemma 5, for n ∈ N and t ∈ [0, T ]
gn(t) ≤ c
∫ t
0
gn−1(s) ds. (A.5)
Note that
g0(t)E
[
sup
0≤s≤t
|X1s − ξ|2
]
=E
[
sup
0≤s≤t
∣∣∣∣∫ s
0
σ(r, ξ) dBr +
∫ s
0
b(s, ξ) dr
∣∣∣∣2
]
≤2E
[
sup
0≤s≤t
∣∣∣∣∫ s
0
σ(r, ξ) dBr
∣∣∣∣2 + ∣∣∣∣∫ s
0
b(r, ξ) dr
∣∣∣∣2
]
.
Linear growth condition implies that there exists M ∈ R+ such that
g0(t) ≤M ∀t ∈ [0, T ].
Inequality (A.13) implies
g1(t) ≤ c
∫ t
0
M ds = cMt,
g2 ≤ c2
∫ t
0
Ms ds =
1
2
c2Mt2.
By induction we get gn(t) ≤ cnM tnn! .
Let An = {sup0≤t≤T |Xn+1t −Xnt | > 12n}, Tschebycev’s inequality implies
P(An) ≤ 22nE
[
sup
0≤t≤T
|Xn+1t −Xnt |2
]
≤ 22ncnMT
n
n!
.
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Therefore,
∑
P(An) ≤
∑
22ncnM T
n
n!
< ∞ and hence the Borel-Cantelli
lemma yields
P(lim sup
n
An).
This means that there exists a P-null set N such that ∀ω ∈ N c, ∃n0 ∈ N,
∀n ≥ n0 sup0≤t≤T |Xn+1t (ω) − Xnt (ω)| < 12n . For ω ∈ N c let Xt(ω) be the
continuous limit of (Xnt (ω))n≥1, and for ω ∈ N define Xt(ω) = 0, 0 ≤ t ≤ T .
Xnt converges to X also in L
2, indeed, by Fatou’s lemma(
E
[
sup
0≤t≤T
|Xt −Xnt |2
]) 1
2
≤ lim inf
m→∞
(
E
[
sup
0≤t≤T
|Xmt −Xnt |2
]) 1
2
≤
∑
lim inf
n→∞
m∑
k=n
(
E
[
sup
0≤t≤T
|Xk+1t −Xkt |2
]) 1
2
≤
∑
(cnM
tn
n!
)
1
2 → 0.
In particular we have Xnt → Xt in L2, 0 ≤ t ≤ T . Moreover, there is a
uniform L2 bound on [0, T ]. Namely
‖Xt‖L2 =‖ξ‖L2 + ‖Xt −X0t ‖L2
≤‖ξ‖L2 +
∑
k>0
‖Xk+1t −X0t ‖L2
≤‖ξ‖L2 +
∑
k>0
(gk(T ))
1
2
≤‖ξ‖L2 +
∑
k>0
(CkM
T k
K!
)
1
2 .
We now show that X is a solution of the SDE on [0, T ]. To this end note
that
E
∫ T
0
|σ(s,Xs)− σ(s,Xns )|2 ds ≤KE
∫ T
0
|Xs −Xns |2 ds
≤K
∫ T
0
E
[
sup
0≤s≤T
|Xs −Xns |2
]
ds
≤KTE
[
sup
0≤s≤T
|Xs −Xns |2
]
→ 0.
Therefore ∫ ·∧T
0
σ(s,Xns ) dBs →
∫ ·∧T
0
σ(s,Xs) dBs.
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With a similar argument we obtain for t ∈ [0, T ]∫ t
0
b(s,Xns ) ds→
∫ t
0
b(s,Xs) ds.
Letting n→∞ in the approximating solution
Xt = ξ +
∫ t
0
σ(s,Xs) dBs +
∫ t
0
b(s,Xs) ds,
which yields that X is a solution of the SDE.
Appendix B
Weak convergence
B.1 Compact spaces
We consider the general set up on a compact Hausdorff space, J . We denote
by C(J) the Banach space of bounded, continuous real-valued functions
equipped with the supremum norm. We denote by M1(J) the space of
probability measures on J . We denote by C(J)∗ the space of bounded linear
functionals C(J) → R on C(J). We need this basic facts form functional
analysis:
Theorem 15 (Stone-Weiestrass). Let A be a sub-algebra of C(J) that con-
tains constant functions and separates points of J , i.e. for any x ∈ J there
exists f, g ∈ A such that f(x) 6= g(x). Then A is dense in C(J).
Theorem 16 (Riesz representation theorem). Let φ be a linear increasing
functional φ : C(J) → R with φ(1) = 1. Then, there exists a unique inner
regular probability measure, µ ∈M1(J), such that
φ(f) = µ(f) =
∫
J
fdµ. (B.1)
Recall that a measure is inner regular if, for any Borel set B, µ(B) =
sup{µ(K), K ⊂ Bcompact}. If J is a compact metrizable space, then any
probability measure on it is inner regular. The weak∗-topology on the space
C(J)∗ is obtained by choosing sets of the form
Bf1,...,fn,(φ0) = {φ ∈ C(J)∗ : ∀1 ≤ i ≤ n|φ(fi)− φ0(fi)| < }, (B.2)
with n
∫
N,  > 0, fi ∈ C(J), as a basis of neighborhoods. The ensuing
space is an Hausdorff space.
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Lemma 6. A sequence φn in C(J)
∗ converges in the weak∗-topology to some
element φ, if and only if, for all f ∈ C(J), φn(f)→ φ(f).
One of the most important facts about the weak∗-topology is Alaoglu’s
theorem. The space C(J)∗ is in fact a Banach space equipped with the norm
‖φ‖ = supf∈C(J) φ(f)‖f‖∞ .
Theorem 17. The unit ball
{φ ∈ C(J)∗ : ‖φ‖ ≤ 1} (B.3)
is compact in the weak∗-topology.
Corollary 1. The set of inner regular probability measures on a compact
Hausdorff space is compact in the weak∗-topology.
Corollary 2. The set of probability measures on a compact metrizable space
is compact in the weak∗-topology.
Theorem 18. Let J be a compact metrizable space. Then C(J) is separable,
and M1(J) equipped with the weak∗-topology is compact metrizable.
B.2 Polish spaces
It is not enough to have these results on compact spaces since we need it in
more generale cases. When dealing with stochastic processes, for example,
an obviously important space is that of continuous, real valued functions on
R+ ,i.e.
Ω = C([0,∞],R). (B.4)
This space is not compact but it is a Polish space.
Definition 6. A topological space X is said to be Polish if it is completely
metrizable and separable.
Theorem 19. A topological space is Polish, if and only if it is homeomorphic
to a countable intersection of open subsets of a compact metric space.
Now we can define on a Polish space what is usually called in probability
weak convergence that is not what weak convergence would be in functional
analysis.
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Definition 7. Let S be a Polish space. Let Cb(S) be the space of bounded,
continuous functions on S, and let M1(S) be the space of probability mea-
sures on S. Then a sequence µn ∈ M1 converges weakly to µ ∈ M1, if and
only if, for all f ∈ Cb(S),
〈µn, f〉 → 〈µ, f〉. (B.5)
Lemma 7. Assume that Xn is a sequence of random variables with values
in a Polish space such that Xn → X in probability, where X is a random
variable on the same probability space. Let µn, µ denote their distributions.
Then µn → µ weakly.
We can characterize the weak convergence in the following way:
Theorem 20. Let µn be a sequence in M1(S) where S is a Polish space.
Then the following conditions are equivalent:
• µn → µ weakly;
• for every closed F ⊂ S, lim supµn(F ) ≤ µ(F );
• for every open G ⊂ S, lim inf µn(G) ≥ µ(G);
Thus, if B ∈ B(S) with µ(∂B) = 0, then, if µn → µ, µn(B)→ µ(B).
Theorem 21. Let S be a Polish space and let J be the compact metrizable
space such that S is homeomorphic to one of its Borel subsets, B. Let µˆ be
the extension of the measure µ, defined on B, to J such that µˆ(J\B) = 0.
The map µ 7→ µˆ is a homeomorphisms fromM1(S) to the set {ν ∈M1(S) :
ν(B) = 1} in the weak topologies. Therefore, the weak topology on M1(S)
is metrizable.
Theorem 22. The following metric is equivalent to weak topology on the
space of bounded measuresM(S). Let {fi}i∈N be a dense subset of the set of
bounded uniformly continuous functions on S, and let µ, ν bounded measures
d(µ, ν) =
∑
i∈N
1
2i
∫
S
fi dµ−
∫
S
fi dν
‖fi‖ ; (B.6)
A proof of this can be found in [7].
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