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for constructing point sets and sequences and we prove some necessary conditions for the parameters of digital (t, m, s)-nets and digital (t, s)-sequences. Section 4 serves to establish some basic notation and terminology for algebraic function fields. Our new construction of (t, s)-sequences by the digital method is described in detail in Section 5, and the main results pertaining to this construction are proved in Section 6. The arguments make heavy use of the theory of algebraic function fields. In Section 7 we present an example of an elliptic function field over F 2 which demonstrates that with its use we can, for a wide range of dimensions s, obtain better (t, s)-sequences in base 2 than with the construction in [8] operating in the rational function field over F 2 . An analogous example of an elliptic function field over F 3 , yielding better (t, s)-sequences in base 3 for many dimensions s, is given in Section 8.
(t, m, s)-nets and (t, s)-sequences.
With regard to low-discrepancy point sets and sequences we follow the terminology in the book of Niederreiter [10] , to which we refer also for a general background on these topics. 
where the implied constant in the Landau symbol depends only on b and s. Here
It is clear from this discrepancy bound, and also from the definition of a (t, s)-sequence in base b, that small values of t are preferable if one wants sequences with strong uniformity properties. Therefore, the aim in the construction of (t, s)-sequences in base b is to make the value of t as small as possible for given b and s. The number t in a (t, m, s)-net or a (t, s)-sequence is sometimes referred to as the "quality parameter".
3.
The digital method for constructing point sets and sequences. A general principle for the construction of (t, m, s)-nets and (t, s)-sequences in base b was introduced in [7, Section 6] and it is referred to as the digital method . This method can be applied with any base b, but for the purposes of the present paper it suffices to consider prime-power bases. To conform with standard notation, we write q for a prime-power base.
Let F q be the finite field of order q and let m ≥ 1 and s ≥ 1 be integers. We write Z q = {0, 1, . . . , q − 1} for the least residue system mod q. Now we choose the following:
with all a r (n) ∈ Z q be the digit expansion of n in base q. We put
and define the point set
If this point set is a (t, m, s)-net in base q, then it is called a digital (t, m, s)-net in base q. For the construction of sequences one proceeds in an analogous fashion. Let the prime power q and the dimension s ≥ 1 be given. Then we choose the following: (S1) bijections ψ r : Z q → F q for r ≥ 0, with ψ r (0) = 0 for all sufficiently large r; (S2) bijections η i,j : F q → Z q for 1 ≤ i ≤ s and j ≥ 1, with η i,j (0) = 0 for 1 ≤ i ≤ s and all sufficiently large j; (S3) elements c (i) j,r ∈ F q for 1 ≤ i ≤ s, j ≥ 1, and r ≥ 0, where for fixed i and r we have c (i) j,r = 0 for all sufficiently large j.
a r (n)q r be the digit expansion of n in base q, where a r (n) ∈ Z q for r ≥ 0 and a r (n) = 0 for all sufficiently large r. We put
Note that the sum over r is a finite sum since ψ r (0) = 0 and a r (n) = 0 for all sufficiently large r. From the conditions (S2) and (S3) it follows that each x (i) n is given by an expansion with finitely many terms. We now define the sequence (2) x n = (x
If this sequence is a (t, s)-sequence in base q, then it is called a digital (t, s)-sequence in base q. A recent survey of (t, m, s)-net and (t, s)-sequence constructions, most of which use the digital method, is given in [6] .
R e m a r k 1. In the terminology of Larcher, Niederreiter, and Schmid [3] we would have to speak of digital (t, m, s)-nets and digital (t, s)-sequences "constructed over the finite field F q ", but since for each prime power q there is exactly one finite field of order q (up to field isomorphisms), our shorter terminology will cause no confusion.
The quality parameter t arising from the construction of nets by the digital method is determined by Lemma 1 below. The following definition is a special case of [10, Definition 4 .27]. Definition 1. For a two-parameter system C = {c
, where F is an arbitrary field, let (C) be the largest integer d such that any subsystem {c
is linearly independent over F (here the empty system is viewed as linearly independent). P r o o f. This follows by combining Theorems 6.10 and 6.14 in [7] . Observe that the quantity (C) used in [7, Section 6] exceeds the quantity (C) given by Definition 1 above by 1.
To get an analogous result for sequences, we let F ∞ q be the sequence space over F q and we consider the two-parameter system
j,1 , . . .) for 1 ≤ i ≤ s and j ≥ 1 and where the elements c
q , and we put
. With the notation above, the sequence in (2) is a digital (t, s)-sequence in base q if and only if
P r o o f. This follows by combining Theorems 6.23 and 6.25 in [7] and using the observation in the proof of Lemma 1. R e m a r k 2. It follows from Lemmas 1 and 2 that the quality parameter t in digital (t, m, s)-nets and digital (t, s)-sequences in base q depends only on the elements c (i) j,r ∈ F q in (N3) and (S3), respectively, and not on the bijections chosen in the digital method.
The best general construction of digital (t, s)-sequences in a prime-power base q that was available so far is the construction in Niederreiter [8, Section 3] . This construction yields, for every prime power q and every dimen-
is defined as follows. We list all monic irreducible polynomials over F q by nondecreasing degrees in a sequence k 1 , k 2 , . . . , and then with
A software implementation of these sequences was carried out by Bratley, Fox, and Niederreiter [1] . The numerical experiments in [1] indicate that among these sequences, those in base q = 2 perform best in the important task of multidimensional numerical integration. The case q = 2 is also the most convenient one for computer implementation. For these reasons, and also for the sake of comparison with our new construction, we tabulate some values of T q (s) for q = 2. Table 1 is extracted from [8, Table II ]. Further values of T 2 (s) can be found in Table 2 . The following lemma is a variant of [7, Lemma 5 .15].
Lemma 3. If there exists a digital (t, s)-sequence in base q, then for every m ≥ t there exists a digital (t, m, s + 1)-net in base q.
P r o o f. Let
be a digital (t, s)-sequence in base q. In view of Remark 2 we can assume that the bijections ψ r in (S1) are chosen in such a way that ψ r (0) = 0 for all r ≥ 0. For fixed m ≥ t the points
form a (t, m, s + 1)-net in base q by [7, Lemma 5.15] . It remains to prove that the y n (with appropriate truncations of the q-adic expansions of the coordinates x (i) n ) are obtained by the digital method for the construction of nets, and it clearly suffices to show this for the last coordinates of these points. In (N2) we choose η s+1,j to be the inverse map of ψ m−j for 1 ≤ j ≤ m, and in (N3) we choose
where on the right-hand side we have the Kronecker symbol viewed as an element of F q . Then the digital method yields x
The following result is based on an idea of Larcher and Schmid [4] . We present a slightly different proof that allows us to use a well-known bound from coding theory (the connection between digital nets and coding theory was already pointed out in [7, Remark 7.13] 
P r o o f. We can assume u ≥ 2 and m := t + u < s, for otherwise the bound is trivial. Let C = {c 
and this implies the desired result. 
and so
R e m a r k 3. Corollary 2 shows that, for fixed q, the least value d q (s)
Notation and terminology for algebraic function fields.
For the theory of algebraic function fields we mostly follow the notation and terminology in the book of Stichtenoth [14] . For an arbitrary field F , let K be an algebraic function field with F as its full constant field. We express this fact by simply saying that K/F is an algebraic function field. The genus of K/F is denoted by g.
We write ν P for the normalized discrete valuation corresponding to the place P of K/F . Let x ∈ K\{0} and denote by Z(x), respectively N (x), the set of zeros, respectively poles, of x. Then we define the zero divisor of x by
Furthermore, the principal divisor of x is given by
Then L(D) is a finite-dimensional vector space over F , and we denote its dimension by l(D).
If P ∞ is a place of K/F of degree 1 and z is a local uniformizing parameter at P ∞ , then every x ∈ K has an expansion
where ν P ∞ (x) ≥ v and all a r ∈ F . The following definition is crucial.
Definition 2. A positive integer n is called a pole number of P ∞ if there exists an element x ∈ K with (x) ∞ = nP ∞ . Otherwise, n is called a gap number of P ∞ .
By the Weierstrass gap theorem [14, Theorem I.6.7] , there are exactly g gap numbers of P ∞ , and 1 is a gap number of P ∞ whenever g > 0.
In particular, if n 1 < n 2 < . . . are the pole numbers of P ∞ arranged in increasing order, then (5) n r ≤ g + r for r = 1, 2, . . .
R e m
a r k 4. If K/F is a rational function field, then g = 0 and we have n r = r for all r ≥ 1. R e m a r k 5. If K/F is an elliptic function field, then g = 1 and we have n r = r + 1 for all r ≥ 1.
The new construction of sequences.
The notation in Section 4 will remain operative. For the purpose of constructing digital (t, s)-sequences in base q, it suffices to consider algebraic function fields K/F q , but the arguments leading to Theorem 1 in Section 6 are valid for general algebraic function fields K/F .
We fix a place P ∞ of K/F of degree 1 and let R be the ring
Given an integer s ≥ 1, we choose k 1 , . . . , k s ∈ R satisfying the following two conditions:
Since n r is a pole number of P ∞ , we can find w r ∈ R such that (w r ) ∞ = n r P ∞ for r ≥ 1. Note that each e i , 1 ≤ i ≤ s, is a pole number of P ∞ since (k i ) ∞ = e i P ∞ . Thus, for each 1 ≤ i ≤ s there exists a uniquely determined positive integer f i with n f i = e i , and it is trivial that f i ≤ e i . For each 1 ≤ i ≤ s we define the set P r o o f. For n ≥ 1 we have l(nP ∞ ) − l((n − 1)P ∞ ) = 0 or 1, and the latter case happens if and only if n is a pole number of P ∞ . Also w r ∈ L(n r P ∞ )\L((n r − 1)P ∞ ) for r ≥ 1, and so {1,
with a 0 , a 1 , . . . , a f i ∈ F , and it is easy to see that a f i = 0 since ν P ∞ (k i ) = −e i = ν P ∞ (w f i ). On the other hand, the elements 1, w 1 , . . . , w e i are linearly independent over F , and so k i is not an F -linear combination of the elements of {1, w 1 , . . . , w e i }\{w f i }.
We can now define the elements c (i) j,r ∈ F which in the case F = F q serve as the elements in (S3) in the construction of sequences described in Section 3. For 1 ≤ i ≤ s and j ≥ 1 we write
with integers Q(i, j) and u (i, j) , where 0 ≤ u(i, j) ≤ e i − 1. Then
where we used (5) in the last step. Hence we have the following expansion at P ∞ :
For fixed i it is clear that Q(i, j) → ∞ as j → ∞, and so for fixed i and r we have c (i)
j,r = 0 for all sufficiently large j. Thus, in the case F = F q the condition in (S3) in Section 3 is satisfied. R e m a r k 6. The condition (ii) above is clearly satisfied if the set of gap numbers of P ∞ is {1, . . . , g}. Properties equivalent to the latter property are: (a) n 1 = g + 1; (b) n r = g + r for all r ≥ 1; (c) l(nP ∞ ) = n + 1 − g for all n ≥ g. In particular, the condition (ii) is satisfied if K/F is a rational function field or an elliptic function field (compare with Remarks 4 and 5).
The main results. Let the elements c (i)
j,r ∈ F be defined by (6) . In analogy with the definition of the two-parameter system C (∞) in Section 3 we put
and
we define
Then for the numbers (C (m)
) given by Definition 1 we have the following result. Theorem 1. With the notation above, and under the conditions in Section 5, we have
where g is the genus of K/F and 
are linearly independent over F . Suppose that we have
for some a (i) j ∈ F , where we can assume without loss of generality that all
From (7) we get ν P ∞ (k) ≥ m − g. By collecting equal powers of k i , we can write k in the form
where
Then kb ∈ R and
It follows that k = 0, hence
Now we fix an i with 1 ≤ i ≤ s. From (8) and condition (i) in Section 5 we obtain
and so (x) ∞ ≤ (n e i − e i )P ∞ < n 1 P ∞ by condition (ii) in Section 5. But n 1 is the least pole number of P ∞ , hence we must have x ∈ F . It follows that
, which is a contradiction to Lemma 4. Thus we have proved that p i,Q i +1 = 0. Now we return to (8) and, using the same arguments, we can show that p i,h = 0 for all i and h, that is, a 
and so obvious modifications in the proof of Theorem 1 yield the result
Now we specialize F to be the finite field F q . We choose bijections ψ r and η i,j as in (S1) and (S2), respectively, in Section 3. Furthermore, we determine the elements c (i) j,r ∈ F q by (6), where we work with an algebraic function field K/F q in Section 5. These c (i) j,r serve as the elements in (S3) in Section 3. If we now follow the digital method for the construction of sequences described in Section 3, then we obtain the sequence x 0 , x 1 , . . . of points in I s . Theorem 2. Let q be a prime power and s ≥ 1. Then, under the conditions in Section 5 relating to the algebraic function field K/F q , the sequence
above is a digital (t, s)-sequence in base q with
where g is the genus of K/F q and
P r o o f. This follows from Lemma 2 and the case F = F q of Theorem 1. R e m a r k 8. Let F q (z) be the rational function field over F q . In the construction described in Section 5, we choose P ∞ to be the pole of z and we let k 1 , . . . , k s be s distinct monic irreducible polynomials over F q of least degrees. Then condition (i) in Section 5 holds trivially and condition (ii) in Section 5 holds in view of Remark 6, and we note that
If we also take into account Remark 7, then the construction in Section 5 yields a digital (T q (s), s)-sequence in base q, where T q (s) is as in (3) . Therefore the present construction, when applied to F q (z), yields the same quality parameters as the construction in [8, Section 3] . R e m a r k 9. The result of Theorem 1 with F = F q is also of relevance in the combinatorial problem for vector spaces over finite fields discussed by Niederreiter [9] , [12, Section 5].
7. An example for q = 2. We show by way of an example that our new construction yields (t, s)-sequences in base 2 which, for a wide range of dimensions s of practical interest (e.g. for 16 ≤ s ≤ 126), have the currently smallest quality parameters t. In particular, this example demonstrates that certain algebraic function fields K/F 2 of positive genus produce better sequences than the rational function field over F 2 (see Remark 8 for the latter). We recall from Section 3 that (t, s)-sequences in base 2 tend to be the most useful ones from the practical point of view. For this and the following section, we refer to [14, Chapters V and VI] for the necessary background.
Let K/F 2 be the function field of the elliptic curve
This curve has exactly one F 2 -rational point, namely the point (0 : 1 : 0) at infinity. Therefore, the elliptic function field K/F 2 has a unique place P ∞ of degree 1, and the class number of K/F 2 is 1, where by the class number we mean the index of the subgroup of principal divisors in the group of divisors of degree 0. We list all places = P ∞ of K/F 2 by nondecreasing degrees in a sequence P 1 , P 2 , . . . Since K/F 2 has class number 1, the divisor
Each k i is in R, and the condition (i) in Section 5 is clearly satisfied. In view of Remark 6, the condition (ii) in Section 5 is also satisfied, and by (9) we have
Then we can deduce the following results from Theorem 2 and Corollary 3. 
where the sum is over all positive integers d dividing r and µ is the Möbius function. Together with (10) this allows the straightforward calculation of E 2 (s). We tabulate some values of E 2 (s) in Table 2 . Since the tables of quality parameters in [6] extend to dimension s = 50, we go up to this value of s as well. When we compare the values of E 2 (s) with those of T 2 (s) from (3) in this range, we find that E 2 (s) > T 2 (s) for 1 ≤ s ≤ 14, E 2 (15) = T 2 (15), and E 2 (s) < T 2 (s) for 16 ≤ s ≤ 50. For the purpose of getting (t, s)-sequences in base 2 with smaller quality parameters t, it is thus the last range which is of interest. The following values of B r are needed for this range:
In Table 2 we include the values of T 2 (s) for 16 ≤ s ≤ 50 for the sake of comparison. 
We conjecture that the oscillating behavior of the differences E 2 (s) − T 2 (s) continues indefinitely. An asymptotic upper bound for E 2 (s) can be obtained in a straightforward manner. First of all, (10) implies
Next, for n ≥ 1 we have
By using the formula (2.23) on p. 178 of [14] and the Hasse-Weil bound, we get
Thus, the definition of n(s) yields n(s) = O(log s), and so
By (4) 8. An example for q = 3. We proceed in analogy with Section 7 to obtain (t, s)-sequences in base 3 with the currently smallest quality parameters t for certain dimensions s.
Let K/F 3 be the function field of the elliptic curve
This curve has exactly one F 3 -rational point, namely the point (0 : 1 : 0) at infinity. Therefore, the elliptic function field K/F 3 has a unique place P ∞ of degree 1, and the class number of K/F 3 is 1. We continue in complete analogy with Section 7. In particular, for given s ≥ 1 we choose k 1 , . . . , k s ∈ R such that (9) The actual calculation of the values of E 3 (s) and the comparison with the values of T 3 (s) from (3) shows that the least dimension s for which E 3 (s) < T 3 (s) is s = 199. We tabulate some selected values of E 3 (s) and the corresponding values of T 3 (s) in Table 3 . The following values of B r are needed to get the values of E 3 (s) in Table 3 : Furthermore, the analog of Remark 10 holds for bases b ≡ 3 or 6 mod 9.
