The resistance distance between two vertices of a connected graph G is computed as the effective resistance in the corresponding network constructed from G by replacing each edge of G with an unit resistor. Generally, an edge of G may not represent an unit resistor but a resistor of a real number. In this case, the graph is called a weighted graph. Building on the rule of random walks in a connected weighted graph, we give a formula on the new index K f , which was introduced by Chen and Zhang [3] , and discussed the relations between its Kirchhoff index and K f . Some properties of the Kirchhoff index of a connected weighted graph are also discussed.
Introduction
The concept of resistance distance was introduced by Klein and Randić [6] . Let G be a connected graph with vertices labeled as 1, 2, . . . , n. If we view G as an electrical network and replace each edge of G by an unit resistor, then let r ij denote the effective resistance between nodes i and j in G. The Kirchhoff index of G, denoted by Kf (G), is defined as:
, where d i is the degree of node i for i = 1, 2, . . . , n. The adjacency matrix A of G is an n × n matrix (a ij ) n×n such that a ij = 1 if the nodes i and j are adjacent and 0 otherwise. The Laplacian matrix [11] of G is L = D − A. The normalized Laplacian matrix [3] Recently, Chen and Zhang [3] defined K f (G) as follows:
and showed that K f (G) = 2m
where m is the number of edges of G. Generally, an edge of G may not represent a unit resistor. In this case, each edge of G is labeled by a number which is the resistance of what the edge stands for. Such a graph is called a weighted graph and the expression (1.1) is also valid in weighted graphs [9] .
In this paper, we will use the intimate relations between random walks on connected weighted graphs and electrical network to study the Kirchhoff index in weighted graph. The relations between random walks and the Laplacian Spectrum have been extensively studied in the literatures, see [10, 15, 13, 7, 14] for reference. In section 2, some notions and facts about weighted graphs and matrixes are introduced. In section 3, the resistance distance (Corollary 3.4) and K f (Theorem 3.6) of weighted graphs are given. A relation between the two indexes K f and Kf of weighted graphs is given (Theorem 4.1) in Section 4; Both an upper bound and a lower bound of the Kirchhoff index of a connected weighted graph are proved (Theorem 5.3) in Section 5.
Basic notions and facts
Only simple (without multiple edges and loops) graphs are considered in this work. For the definitions and the notations in graphs, see e.g., [1] . Let G = (V, E) be a connected weighted graph with n nodes and m edges. The vertices of G are labeled 1, 2, . . . , n and the edge joining vertices i and j is denoted by e ij . Given the resistance w ij on the edge e ij , then the conductance is defined as c ij = The rule of the walk can be expressed by the equation: π t+1 = π t P , where π t is the state at time t which is a row vector in R n and, hence, π t = π 0 P t . It follows that the probability that starts from node i and reaches node j in t steps is given by the ij-entry of the matrix 
Let X T denote the transpose matrix of X. It follows that the matrix P has the largest eigenvalue 1 according to Lemma 2.1 with corresponding left eigenvector π and 1 = (1, 1, . . . , 1)
T as a right eigenvector. In fact, πP = π implies that π is the stationary distribution, while P 1 = 1 states that exactly one step is made from each node.
Generally speaking, the transition probability matrix
Apparently, Ψ is symmetric and similar to I − P . Assume the eigenvalues of
are the corresponding orthonormal eigenvectors of unit length. Let Q be the orthogonal matrix which is comprised of q i , 0 ≤ i ≤ n − 1. It follows that
And, hence,
As a result, the eigenvalues of P are 1 − μ i with q i as the corresponding eigenvector for 0
. . , n − 1, and from Lemma 2.1 that
, . . . ,
Therefore, x and y are eigenvectors of Ψ corresponding to μ 0 = 0.
1/2 and as a result
where the ij-entry of P * is c j 2c
, then, the ij-entry of P t is p (t −→ +∞). In other words, P * is the limit of P t .
Resistance distance and the index K f in weighted graphs
Let the hitting time h ij denote the expected number of steps before node j is visited starting from node i. Let H ∈ R n×n denote the matrix whose ij-entry is h ij . In a connected weighted graph, we have
since the first step from word i is to reach a neighbor of i and then reach j from there. Note that h ii = 0 for 1 ≤ i ≤ n. Equation (3.1) can be expressed in a matrical form and then, the matrix, say, F = J + P H − H is diagonal, where J denotes the square matrix of order n with all entries equal to 1. Moreover,
which means that the diagonal entries of F are
For solving this "matrix equation" for H, we should point out that for every X satisfying equation (3.2) (in place of H), it requires that every matrix X + 1α also satisfies it for any row vector α. Considering that the diagonal entries of H are h ii = 0, 1 ≤ i ≤ n, one can choose a proper vector α to get H from X.
Lemma 3.1. [8] (1) The matrix I − P + P * is reversible;
According to Lemma 3.1, the matrix X = (
. Assume the diagonal entries of X are x ii , 1 ≤ i ≤ n and take α = (−x 11 , −x 22 , . . . , −x nn ), then H = X + 1α.
Theorem 3.2. In a connected weighted graph, the hitting time can be expressed
Proof:
Therefore, the ij-entry of X is −2c
) and
Let k ij = h ij + h ji be the commute time, then the following results are in order.
Corollary 3.3. In a connected weighted graph, the commute time can be expressed
Corollary 3.4. For any weighted connected graph, the resistance distance can be expressed
Proof: A fundamental identity for the expected hitting time, proved by [2] states that h ij + h ji = 2cr ij . It follows that r ij = n−1 k=1
Corollary 3.5. For any weighted connected graph, the resistance distance satisfies: Proof: According to Corollary 3.4,
Similarly,
Therefore,
Theorem 3.6. In a connected weighted graph, the index can be expressed
K f = i<j c i r ij c j = 2c n−1 k=1 1 μ k . (3.8) Proof: i<j c i r ij c j = 1 2 n i=1 n j=1 c i r ij c j = 1 2 n i=1 c i n−1 j=1 c j r ij = 1 2 n i=1 c i n−1 k=1 1 μ k n j=1 [c j ( q 2 ki c i − 2 q ki q kj √ c i c j + q 2 kj c j )] = 1 2 n i=1 c i n−1 k=1 1 μ k n j=1 q 2 kj + 1 2 n i=1 c i n−1 k=1 1 μ k n j=1 c j c i q 2 ki − 1 2 n i=1 n−1 k=1 1 μ k n j=1 2q ki q kj √ c i √ c j = 2c n−1 k=1 1 μ k − n−1 k=1 1 μ k ( √ c 1 q k1 + √ c 2 q k2 + · · · + √ c n q kn ) 2 = 2c n−1 k=1 1 μ k .
A relation between the indexes K f and Kf in weighted graphs Theorem 4.1. For any weighted connected graph G = (V, E), the indexes K f and Kf satisfies the relationship
The equality holds if and only if c 1 = c 2 = . . . = c n .
where R = (r ij ) n×n . And, on the other hand, 
and similarly if α < 1,
This proves equation ( 
are linearly dependent (n + 1 vectors in a dimension n vector space) and then there are real numbers
and, then,
If 
