Abstract-Automated classification of citation function in scientific text is a new emerging research topic inspired by traditional citation analysis in applied linguistic and scientometric fields. The aim is to classify citations in scholarly publication in order to identify author's purpose or motivation for quoting or citing a particular paper. Several citation schemes have been proposed to classify the citations into different functions. However, it is extremely challenging to find standard scheme to classify citations, and some of the proposed schemes have similar functions. Moreover, most of previous studies mainly used classical machine learning methods such as support vector machine and neural networks with a number of manually created features. These features are incomplete and suffer from time-consuming and error prone weakness. To address these problems, we present a new citation scheme with less functions and propose a deep learning model for classification. The citation sentences and author's information were fed to convolutional neural networks to build citation and author representations. A corpus was built using the proposed scheme and a number of experiments were carried out to assess the model. Experimental results have shown that the proposed approach outperforms the existing methods in term of accuracy, precision and recall.
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I. INTRODUCTION
In the previous published research works the citation is categorized as a tool to calculate impact factor with an objective to know how the citation is used [1] , [2] . Citation function classification is defined as the reason or motivation that why the authors cite others works in their literature, and the field of research concerned with classifying citations into classes based on the purpose behind the citations. Classification of citations could provide precise representation of the influence or the impact of a publication. For example, by considering only citations that are important to the citing paper and discarding citations that are perfunctory. The first step in citation function classification includes selecting a number of functions that citations can be categorized into, which is called a citation function classification scheme. When a scheme has been selected, a classification method is used to carry out the classification of citations.
Several citation function classification schemes have been created with a different number of functions and levels of granularity [3] . For example, [4] established a citation scheme containing four dimensions with two functions in each dimension. Each dimension groups two related classes together; a citation can belong to one class only from one or more dimensions. Different names are used in the literature to represent specific purposes for citations such as "category","class","type","reason" and "facet". We refer to the different names throughout the paper by the word "function".
Manual citation function classification has been proposed, but subsequently automated classification became inevitable due to the large number of publications produced on a daily basis [3] . Automated citation function classification has been carried in the literature into two ways; the first way is the use of rule based methods where domain experts developed rules that were coded into computer programs to perform citation function classification [5] . The rules were created based on a set of human labeled citations where each citation was labeled with a function or label revealing the related purpose. The second way involves applying supervised machine learning techniques [6] where a set of citations were labeled by human annotators to build the training phase.
Previous studies on automated citation function classification commonly used rule-based and supervised machine learning methods [5] , [7] . However, the rule-based techniques do not generalize well for citations that have never been seen by the domain experts. Therefore, multiple schemes have been proposed with different granularity varies from 35 to 3 functions [8] . However, there is no standard scheme established for citation function. Therefore, there is no way that a scheme can allow authors to frame their citations and how this framing can influence the use by future citers. [7] proposed a citation scheme for classifying citation function into six functions namely based on/supply, useful, weakness, contrast, acknowledge, hedges. [9] proposed a new scheme to annotate the citations which has seven functions: background, motivation, uses, extension, continuation, comparison, and future. Regarding these proposed schemes, there is no defined standard for citation classification schemes. However, the majority of functions like based on/useful and uses/extension have the same purpose; and similarities exist between functions could be difficult for an annotator to differentiate them for the future use. Moreover the usability of the functions proposed is limited and cannot be adopted for all the annotators from different domains. Therefore, in this context we unify the functional common roles in several classifications and grouped together all similar functions in some categories which reflect the particular reason or motivation a citation is serving in the discourse. By focusing on the dimension of organic or perfunctory citations following [4] scheme, we divide the citations into five general functions. For this initial study, we have limited to use only the top level functions. We propose these functions mainly due to the following reasons: first of all, these proposed functions cover the most general and mutually exclusive citation functions for different domains; one could facilitate the annotation because it will be easy for annotators to have these functions separated and easily to use them later on. Secondly, it is easy to depict a typical scientific publication based on citations from these functions. Thus, our proposed strategy is valuable for the construction of further detailed citation function classification models with more refined functions. The proposed functions are: Useful, Correct/Weakness, Contrast, Mathematical and Neutral. The proposed approach can solve the limitations of supervised learning approaches such as the incomparable citation schemes used to label the training sets provided to the supervised algorithms and the high cost of annotating the training sets by humans.
Regarding the success of neural network methods in document classification models, [10] proposed a model for designing features from words representation in neural network. The citation function classification has recently become an active field to design new features for citation function classification based on neural network methods by identifying author's reasons for citing the literature. A deep learning approach based on convolutional neural network (CNN) algorithm with a specific layer for author information is proposed in our case to learn author's information (including author-id and name) for embedding word vector in the input layer. We will demonstrate that the proposed approach using CNN is able to solve the feature selection and representation issues automatically and achieve better results compared to other existing methods in citation function classification task. The model is tested on our corpus based on the proposed scheme and the output vector is classified into the proposed five functions.
The paper is structured as follows: section II responds to the state of the art on citation function classification. In section III, the proposed methodology is presented. In section IV and V, experiments and results are discussed. Finally, a conclusion and future work are drown in section VI.
II. STATE OF THE ART ON CITATION FUNCTION

CLASSIFICATION
Citation function classification has been defined as the process of identifying the functions or purpose of quoting from other works [11] . In other words, it means the process of detecting the relationship between citing paper and cited paper. Many authors formulate this relationship as a citation schemes and reported several schemes to identify the influence of cited papers on citing papers. For example, the citation scheme proposed in [12] , where fifteen reasons were suggested to justify the quoting from previous work. Another citation function classification contains four dimensions which include conceptual or operational use, evolutionary, organic or perfunctory and confirmative or negation [4] . [13] reported seven argumentative zones as another classification scheme, namely: background, other, own, aim, textual, contrast, and basis according to the citation role in the author's argument. However, this scheme has some limitations, due to the large number of functions used which is time-consuming for citation annotation and cannot process a large data set of documents.
The automatic classification of citation functions can handle the schemes limitations. [14] used rule-based approach with cue words to reduce the citation functions into three categories: reference type B, C, and O. Another classification of the citation was proposed by [3] where they chose 116 articles in a random way from the Computation and Language EPrint Archive and classified twelve citation functions into four categories. In [8] , authors used a semi-supervised learning method and the Naive Bayes (NB) as the main technique with features such as negation and cue words.
In [15] , based on the implementation of the hybrid method algorithm, authors used discourse as their tree model and analyzed part of speech to find out citation relations regarding contrast and corroboration. [16] proposed an unsupervised bootstrapping algorithm, which led to the categorization of two concepts: application and technique. [8] used the Support Vector Machine (SVM) algorithm with linear kernel method and established a faceted classification of citation links in networks that are functional, perfunctory, and ambiguous cases. In [11] , authors classified the purpose and polarity of a citation using the SVM algorithm, along with the trained classification model and linear kernel to the ACL Anthology.
Recently, citation function scheme has been created using clustering techniques found to be useful to address the annotation difficulty in previous schemes. [17] proposed an approach based on contains semantic and syntactic-based models. Their models employed multiple similarity methods to calculate the similarity between citations sentences, each cluster of similar sentences considered as a citation function.
Moreover, authors in [18] explored these issues by selecting the relevant verb in a citation sentence. They labeled each citation sentence by using semantic role labeling and then proposed six rules to extract and select the best verb that represents the citation sentence. Their rules were evaluated using four test sets and their results are reasonable. To this end, we propose here a different concept based on the deep neural networks model to address citation function classification task.
III. METHOD
In this section, we first introduce our methodology for dataset creation and then describe the CNN based model for citation function classification. Each step will be presented below.
A. Dataset selection
The citation corpus was built from ACL Anthology network 1 (ANN). ACL Anthology is an academic repository that contains full-text articles with associated meta-data. Hundred papers were chosen as a corpus size for citation sentences extraction. Our choice of these papers follows a number of previous works [6] , [7] . We have used parsing rules to extract citation sentences followed by regular expressions for data cleaning, and non-citation sentences were excluded. After this step, 8700 sentences were obtained and passed as inputs for citation annotation process. As expected from previous works [7] , [9] , we found some citation functions were infrequent. Therefore, we attempted to build frequent functions mathematical, correct, follow and neutral, by basing on keywords used towards extracting citing citations. For example, the word statistical for the mathematical function. In the citation annotation process, three PhD students worked separately as annotators to manually annotate the citation sentences using the proposed scheme. The annotators not only focused on labeling word in the citation sentence, but also read the entire sentence and the whole context where the sentence is located. Then made a decision on the function of the citation and determine function of each citation by choosing from the five functions described in Table I . To test annotation reliability, we measured inter-annotator agreement between three annotators, we used κ coefficient as proposed in [19] . We used a small section of the corpus about 800 citations to analyze them according to their function. Inter-annotator agreement was κ = 0.76 with parameter n = 5 and N = 800. The results is quite high given the fact that Kappa value of 0.76 is considered as stable [3] . Table II illustrates the distribution of the dataset. vectors gets a real-valued vector known as word embedding. The word embedding is a powerful technique to capture the semantic and syntactic of words and also it could be useful to extract features from the sentence. Therefore, following [10] , [20] strategy of word vectors representation, we used word2vec to build our CF matrix as depicted in Fig.1 . In addition, we proposed to exploit author's information such as personal demographic data (id-author, name) to build a matrix A. The model takes as inputs the citation sentences and the author that cites the paper with relative information. Then we link all the authors with their citation sentences, which have the same function from our functions.
B. Model architecture
In our model, Author Citation Function (ACF) is a matrix that combines the representation of citation sentences and the author's information as presented in equation (1) .
Finally, the ACF is passed to the CNN method to classify citation into our proposed functions.
In the CNN, the convolutional process consists of applying filters W ∈ R h * d in a window of h words in the sentence of length n {w 1:h , w 2:h+1 ,... w n−h+1:n }. We have chosen multiple convolutional filters with varying filters window size from 3 to 5, and applying these filters using non-linear activation function (In our model we used wide Rectified Linear Unit (Relu) as the activation function, [21] ) for each window of words within the citation sentence to produce a new feature pi of size n − h + 1. A feature p i is generated from a window of words w i:i+h−1 . Let consider the following example illustrating the non-linear activation function operation given as:
where b ∈ R is the bias, f is the non-linear activation function. The max-pooling operation, [22] is then applied. We used max-pooling because it is widely used, and the idea is to take the maximum value p max from the feature map as the most important feature among one map P .
C. Function classification
To perform citation function classification, our classifier used citations with functions. The performance of the classifier can be affected by over-fitting problem, which could come from the weakness of the neural net. We have employed the dropout regularization to prevent over-fitting problem of the hidden units in the classifier. In the classification stage, we feed the final feature map to the softmax layer. We chose the softmax because it is commonly used for classification problem, which gives a probability of the sample belongs to each label (class). The outputs of softmax layer can be interpreted as conditional probabilities. Equation (4) shows the softmax function formula.
where L is number of labels (we have five functions as labelling (classes)) and x j is the weight vector of the L th label.
IV. EXPERIMENTS
Experiments were carried out using the dataset described in section III.A in order to test our approach by applying it into classification of citation function. The results from the experiments were then compared.
A. Experimental Setting
First, let address some hyper-parameters used. For each filter size as a window, we chose 3, 4, 5 respectively. We enable the dropout in training and disable it in evaluating the model and set 0.5 as a dropout rate. We used 10-fold cross validation for training and evaluating our model. We also apply the loss function classifier to correct and minimize errors that our network makes [23] . For evaluating the model, we calculate the accuracy using the standard accuracy formula described in [24] .
B. Baseline methods
We compared the proposed ACFNN model with the following state of the art methods for citation function classification:
• N-gram+SVM: this method uses n-gram and train classifier with SVM [7] .
• Word2vec+SVM: this method considers each function as a separate feature and train classifier with SVM [9] . • Word2vec +Naive Bayes: this method uses vector and train classifier with Naive Bayes [9] . • Cue phrases or meta-discourse: this method uses cue phrases and train classifier with IBK algorithm [3] .
• CNN (no A): in this method, we remove matrix based representations (A) from ACF and train the model with CNN.
C. Results and discussion
In this sub-section, we report the details of the experimental results as presented in the following.
1) Accuracy measure:
The results of the experiments are presented in Table III . As output, the final vector is a fine grained classification into five functions: useful, contrast, mathematical, correct and neutral.
Comparing the results of the proposed model tested along with the baseline methods, the results indicate the performance calculated in accuracy (Acc) by incorporating different feature sets with the batch size of 25, obtaining 62.7% as a best performance achieved using the proposed (ACFNN) model. Comparing (ACFNN) with CNN (no A), we can clearly observe that our model achieves the highest accuracy (62.7%), followed by the CNN (no A), which has an accuracy of 58.2%. The results show that the proposed model improves the classification accuracy by 4.5%, and this illustrates that author's information can improve the impact of the importance of their integration in the citation function process to handle the problem of citation function classification task.
The baseline's approaches n-gram features (SVM), word vector features (SVM, Naive Bayes), and cue phrases (IBK algorithm) suggest that word2vec features with deep neural networks models (word2vec+CNN) dual an improvement to oriented methods for a better classifier for citation function. Furthermore, the capacity in exploiting information is proven by the CNN workflow by scanning the combination of words sequentially and retaining the sequential information to attract a pool operation, which can bridge the information space at both ends of the citation sentence. Thus, it is evident that the CNN can handle the problem of manual features extraction.
2) Performance evaluation: Experiments were conducted to evaluate the performance of the proposed ACFNN. In comparing the performance of the proposed ACFNN approach against the baseline methods, we used precision, recall and f-measure metrics. In using precision and recall evaluation metrics, labels are mapped into a binary scale (relevant versus not relevant). We also considered learning elements as "not relevant/not classified" and "relevant/classified". The description of precision and recall metrics is shown in Table IV . Precision is the ratio of relevant instances selected by the classifier to the number of instances selected. A learning element is considered non-relevant if the classifier ignores it.
Recall is the ratio of relevant instances selected to the number of relevant instances.
Recall = Correctly classif ied instances Relevant instances = tp tp + f n (6) where relevant instances is the number of learning elements classified as relevant by the classifier. F-measure is the harmonic mean of precision and recall, Fmeasure uses both precision and recall to correctly assess the efficacy of the classification.
precision.recall precision + recall
The results of citation functions classification in 10-fold crossvalidation are given in Table V . The results are conducted in three overall measures: Precision, Recall and F-measure of five functions. Precision for all the functions is above 0.58. To test the contribution and success of the proposed functions, we used Macro-F which is the mean average of F-measure of all five functions. In the case of Macro-F, regarding the reported result; we can see that the classification yield higher values in the functions such as useful and mathematical than other functions. The distribution of the citations functions as shown in Table II are: 24.81% useful, 20.68% contrast, 21.21% mathematical, 19.54% correct and 13.73% neutral. We found that total number of useful and mathematical citations is higher than the other citations, this empirically confirm that the authors are likely to use, follow or extend (useful) works from the cited works (p=0.59) as well as they are more focusing on mathematical concept (mathematical) such as methods, statistical tables, results from the citing work (p=0.59). In the contrast function, as we know that the authors start the state of the art with an objective (compare) the previous works. In addition to this, in the correct, the authors address the errors and weakness of previous works and suggest solutions to correct them, as shown in the citations which do not belong to any of the above citations are tag as not useful description (neutral). The analysis of the functions indicates that there is higher negative correlation between all functions, this leads to a conclusion that these proposed functions outperform the state-of-art citation schemes described in section I (no similarities between them). Thus, it is evident that the proposed five functions can cover the most general functions and increase the performance of the classification task. Fig.2 illustrates the performance of the proposed model in terms of precision into batch size of 25 in comparison with the baseline methods. The experiment was repeated in different number of iterations.
Comparing results from Fig.2 , it is observed that the proposed model provides best performance in terms of precision than the other methods with batch size of 25 regardless of the number of iterations.
It is evident that as shown in Fig.3 the proposed model outperforms the baseline methods in terms of recall. The experiment was repeated for the different number of iterations.
V. DISCUSSION
The results conducted using our corpus have shown the effectiveness of the proposed model. We can see that our model (ACFNN) significantly outperforms existing methods such as SVM, Naive Bayes and traditional CNN in terms of accuracy, precision and recall. The reason is that since the CNN can absolutely capture the semantic content of citations and select number of features needed automatically. In addition, using the concept of word embedding, we can acquire richer features automatically. Our results suggest that word2vec+CNN concentrate on weakness of prior works and had the largest impact on the performance. With the help of the authors information in concatenation with the citations and feed them to CNN, making our model more efficient and outperforms the baseline CNN by 4.5% in accuracy. As we stated the limitations of previous works in section II, there is no standard scheme up to date and it is difficult to distinguish between the functions with close similarities. Regarding the high frequency of usage frequent functions shown in Table II , we belief that our proposed scheme can handle the problem of annotation for citation function. In addition, these functions can cover the most general and mutually exclusive citation functions for different domains. Moreover, these functions remain an important line for the future use since will be easy for the annotators to separate them later.
VI. CONCLUSION
In this paper, we have presented an approach that uses the CNN based model combined with author's information to classify citation sentences into five functions. Experimental results show that the proposed method is able to identify authors' reasons semantically. Moreover, combining citations with authors' information achieves best performance in our corpus. Therefore, our proposed scheme is able to handle the weakness of the citations annotation and can be used in different domains. The proposed model reveals that CNN can outperform the shallow classification for citation function classification task. Valuable information can be extracted using the data citation function, which will have a real interest to help in the search of high-quality papers. Our future work is to explore other deep learning approaches such as Long ShortTerm Memory Networks (LSTM) which is a type of recurrent neural network (RNN).
