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شرف را فدای نان و هدف را فدای آنان که  پاسبه
ابند. ی    جا نکردند. جان دادند تا از بند استحمار رهایی دهند و رهایی
 آزادی خون دادند. سوختند اما نساختند. درراه
 
 شیدند.آنان که برای تعالی انسان کو پاسبه
 ج
 م ایمان داشت و حمایتم کرد. را  به نفستاآخرینپدربزرگم که  پاسبه
 که مرا پرورش داده و همرا م بودند. امخانواده پاسبه
 دکتر قلی زاده که در کسوت استادی مرا برادر بود. پاسبه
 ایشانم. حضوردکتر رضوی که اهداف و مسیر زندگی را مدیون   پاسبه
 و همرا م بودند. ه، دوست داشت خودمتمامی دوستان و آشنایانی که مرا به خاطر  پاسبه
 دمیدند. و راهنمایانی که عاشقانه و دلسوزانه از جوهره وجود خود در وجودم اساتید پاسبه درنهایتو 
  
 د
 چكیده
ن ایمو ضوعات مطرح در علوم کامپیوتر، ت شخیص گفتار هو شمند ا ست. در  ترینمهمبه طور حتم یکی از 
یرند را گشان قرار می بتوانند گفتارهایی که مخاطب ها،نسان کامپیوترها نیز همانند ا تا شود سعی می  هاسامانه 
سعی شده تا با استفاده از ترکیب پردازش سیگنال و  پژوهشدر این العمل نشان دهند. تشخیص داده و عکس
زبان فارسییی توسییش هوش مییینوعی  هایواجروشییی مناسییب برای تشییخیص بندی، کلاس هایالگوریتم
و همچنین برای  TFTSصییوتی، از الگوریتم  ی این منظور برای پردازش سیییگنالکامپیوتری ارائه شییود. برا
ا ستفاده  شده ا ست. ابتدا  ژرف از  شبکه ع یبی م ینوعی  شده پردازشهای بندی  سیگنال ت شخیص و کلاس 
تهیه  شده و  سپس عملیات پردازش  سیگنال بر  های گفتار زبان فار سی دو واج صورت بههای آموز شی نمونه
 .اندشده داده ژرف ها به شبکه عیبی مینوعی صورت گرفته است. سپس نتایج جهت آموزش داده  اهآنروی 
 است.ر روی اصوات جدید صورت گرفته ب آزمایشدر مرحله نهایی نیز عملیات 
 
 تشخیص واج، تشخیص گفتار، یادگیری ژرف های کلیدی:واژه
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 مقدمه 
 مقدمه -1-1
ای از ت. سیپس تاریخچهدر این فییل به بررسیی چیسیتی مسیئله و موضیود پژوهش پرداخته شیده اسی
 هایتدرنذکر شده است.  نیزدانشگاه و تجاری تشخیص گفتار  هایسامانه های پیشین مرتبش در مورد پژوهش
 ساختار کلی گزارش مورد بررسی قرار گرفته است.
 
 مسئلهشرح  -2-1
 یهاگنالیس کارها در ت شخیص هر  سیگنال  صوتی، پردازش  سیگنال و  سپس ت شخیص  ساختار  ترینمهماز 
تشخیص  ساختارهای جزئی موجود در  سیگنال به جهت  باهدفا ست. پردازش  سیگنال همواره  شده پردازش
مختلف اعم از  یهاحوزه، ابتدا در شود یم. زمانی که  سیگنال پردازش گیردمیسادگی در ت شخیص  صورت 
مهم و موردنیاز در  یهایژگیوتا عملیاتی مانند حذف نویز یا اسیتخراج  شیودیمزمان و فرکانس و... بررسیی 
 ازشپردشیپصییورت پذیرد. پس از اینکه بر روی سیییگنال عملیات  هاآناطلاعات  یبندبسییتهسیییگنال و یا 
و  یبندکلاس یهاتمیالگورو تشییخیص وارد  یبنددسییته انجام شیید، آماده اسییت تا اطلاعات آن به جهت 
 شود. دهندهصیتشخ
ر لایه را د هاگنالیس طرح هستند که در مرحله ابتدایی همگی مختلفی م یهاتمیالگوردر بخش تشخیص نیز 
 یتهدس که هرکدام متعلق به کدام  دهندمیسیگنال تشخیص  یهایژگیوورودی دریافت کرده و متناسب با 
 یهاگنالیسی، هایژگیوالگوریتم آموخت که متناسیب با  نکهیازاپس. خروجی هسیتند یشیدهنییتعاز پیش 
مشخص  هاآن یبندد سته که  ییهاگنالیس  توانمیمنا سب خروجی قرار دهد،  یهایبندد سته ورودی را در 
 .خواستآن را از الگوریتم  یهایژگیورا به الگوریتم داده و کلاس خروجی متناسب با  نیست
شنا سایی ا صوات، در  لهیوس بههمواره قید دا شته تا  بر روی زمین، وی ب شر  از ابتدای زندگی هوشمندانه 
ایی محیش اطراف خود کو شا با شد. هرچند این تلاش تنها محدود به  شنا سایی ا صوات محیش تو سش شنا س 
همواره تشخیص در این مسیر انسان نیز همواره مطرح بوده است. محیش به صدای  العملعکسانسان نبوده و 
 هاان سان چه در میان صوت (همانند آن  لهیو س به وترهایکامپارائه ورودی موردنظر ان سان به گفتار در را ستای 
ش بسیار افزای  توانست می هاانهیراسرعت انتقال اطلاعات به  چراکه ؛همیت بوده است رایج است.) بسیار حائز ا 
 یابد.
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 مقدمه 
 تاریخچه -3-1
فراوانی  صورت گرفت و ابزارهای مکانیکی ب سیاری نیز، قبل از  شرود  یهاتلاش زمینه ت شخیص گفتار در 
ی اما شاید اولین محیول تولیدی در این زمینه که انقلاب؛ تاریخ بشر، تولید شد به کار ابزارآلات الکترونیکی در
اتی وسش توماس ادیسون اطلاع یهاسکیدشگرف به وجود آورد، گرامافون باشد که برای تولید اصوات از روی 
 ]0[ اختراد شد.
یک زمینه پژوهشی فعال، در حال پیشرفت  صورت بهکه تشخیص خودکار گفتار به مدت پنجاه سال است 
است که همواره پلی برای ارتباط بهتر انسان با انسان و ماشین با انسان بوده است. البته در گذشته، تشخیص 
گفتار زمینه پژوهشی مهمی در ارتباط میان انسان و رایانه نبوده است و این موضود به سه دلیل نبود کاربرد، 
ی اخیر فناوری تشخیص هاسال در   [2]بوده است.  هاسامانه استفاده و همچنین دقت پایین این  محدودیت در
سیییرعت پردازش  لحاظ  از، کامپیوترها erooMگفتار شیییرود به ترییر روش زندگی ما نمود. بر طبق قانون 
فتار ی را برای تشخیص گ تردهیچیپی هادلمپیشرفت کردند که باعث شد متخییان پردازش گفتار بتوانند 
ی حاصیییل از ها دادهبرای ذخیره  اسیییتفاده قابل ی بزرگ ها حافظه نکته دوم مربوط به ]3[ پیاده و اجرا کنند. 
ر . نکته دیگ شیییدیمی ابری این امر نیز برای ما ممکن ها حافظه پردازش گفتار بود که با توجه به پیشیییرفت 
یاز به ، نهاآندر  گراشاره و  دیکلصفحه ی همراه بود که با توجه به سختی امکان استفاده از هادستگاه گسترش 
 یشازپبیش، هاانسیانبا توجه به ماهیت گفتاری ارتباط میان  هاآناسیتفاده از گفتار برای ارائه دسیتوارت به 
 .شدیمدیده 
دا یک یم ص دانی از صداست. می ریگنمونهفتار، مسئله اولین مسئله بر روی پردازش صدا جهت تشخیص گ 
 هایامانهس سیگنال صوتی یک سیگنال آنالوگ است. تشخیص سیگنال آنالوگ نیازمند موج مکانیکی بوده و 
های بسیاری است. برای همین منظور استفاده از سیگنال گسسته با توجه به آنالوگ است که دارای پیچیدگی 
. ر سد یمهای مختلف  سیگنال ب سیار منطقی به نظر ا ضی منا سب برای برر سی ویژگی های ریوجود الگوریتم
گیری ا ستفاده از نمونه گسسته برای تبدیل سیگنال آنالوگ که یک سیگنال مطلقا ًپیوسته است به سیگنال 
 cilcyc، cidoirep هایروشبه  توانمیاز سیییگنال صییوتی  گیریهای مختلف برای نمونهشییود. از روشمی
ها، معمولاً از روش ن این روشکرد. از میا اشییاره detaludom htdiw eslup  و modnar ، etaritlum  ،etar
 ]2[ گیرد.گیری ثابت در نظر میگیری را در طول نمونهشود که درواقع نرخ نمونهاستفاده می cidoirep
برای اینکه  اسییت. یاطلاعات محدود یحوزه زمان حاو حاصییل در یصییدا گنالیسیی ،یریپس از نمونه گ
های ترییرات صییدا را بررسییی کنیم با اسییتفاده از تبدیلات ریاضییی آن را به حوزه ارتعاشییات صییدا و ویژگی
های موردنیاز جهت بخش ترینمهمدهیم. از های فرکانسییی را مورد بررسییی قرار میفرکانسییی برده و ویژگی
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 مقدمه 
صورت خطوط پررنگ دیده فرکانس به-ها که در نمودار زماننس هستند. این سازنده های فرکاسازنده  ،بررسی 
. برای به د ست آوردن دهندمیرا ن شان خاص  یزمان یصدا در بازه ها  یفرکانس هاشوند، درواقع  شدت می
ده های متفاوتی وجود دارد که معموًلا از روش تبدیل فوریه زمان کوتاه اسیییتفا فرکانس روش -نمودار زمان 
 آید.های زمانی کوتاه از  صدا به د ست می شود. تبدیل فوریه زمان کوتاه از اعمال تبدیل فوریه بر روی بازه می
 ]1[
شده و های مختلف پرداختههای مختلف به اعمال الگوریتمپس از به دست آوردن  شکل  سیگنال در حوزه 
 شود.تشخیص گفتار بیان میتاریخچه بررسی سیگنال صوتی جهت 
تحقیقات بر روی  rehctelF yevraHتحقیقاتی بل، محققانی همچون  یهاشییگاهیآزمادر  2390در سییال 
 یبه سیاخت سیامانه امحققان این آزمایشیگاه موفق  2190در سیال  ]6[ مفاهیم علمی گفتار را آغاز کردند.
م میلادی، اه 1190دهه خاص را تشییخیص دهد. در  یندهیگوتوسییش یک  شییدهانیبکه بتواند اعداد شییدند
 ]1[ .شدمیبه تشخیص ده کلمه خلاصه  هاتلاش
سرگشاده منتشر کرده و مدعی شد  یانامهشخیی به نام جان رابینسون پیرس  9690در سال  متأسفانه 
مپیوترها غیرممکن است، بنابراین تشخیص گفتار برای کامپیوترها زبان انگلیسی برای کا  یهاواجکه تشخیص 
بل برای تشخیص گفتار قطع گردید.  یهاشگاه یآزماپژوهشی در  یهاکمکغیرممکن است. از همین رو تمام 
ای بلکه بر وترهایکامپبرای  تنهانه. تشییخیص واج به واج گفتار گفتیمدر اصییل جان رابینسییون راسیت  ]8[
 هاواج کتتکان سان نیز غیرممکن بود ولی جان رابین سون به این م سئله توجه نکرد که نیازی به ت شخیص 
را به خاطر افزایش  سرعت  سخن گفتن  هاواج ازبرخی  کندمیزمانی که ان سان  صحبت  درواقعوجود ندارد و 
که  شود یمر صد زیادی متوجه  سخنان وی هم با د وجودنیبااطرف مقابل  کهدرحالی آوردینمبر زبان  ا صلاً 
 داده خواهد شد.در ادامه توضیح 
 ایسامانه موفق شد  yddeR jaRالاصل دانشگاه ا ستنفورد، میلادی دانشجوی هندی  1690خر دهه در اوا
جهت تشخیص گفتار پیوسته ارائه دهد. تفاوت تشخیص گفتار پیوسته با گسسته در این بود که در تشخیص 
 در ت شخیص گفتار گسسته تنها کلمات  کهدرحالیتار پیو سته کامپیوتر قادر بود جملات را ت شخیص دهد گف
 لیدان شمند به دل  نیسال بعد، ا  12 ]9[ .شد میت شخیص داده  ،با مکث تلفظ  شوند  کهیطوربهجدا از هم 
جایزه  ،جهان علوم کامپیوتر سیییالانه جایزه  ترینمهم در علم هوش میییینوعی موفق به دریافت  شیها تلاش
 تورینگ شد.
محققان اتحاد جماهیر  شوروی موفق  شدند با ا ستفاده از الگوریتم ک شش پویای زمان،  هاسال در همین 
 یاهیثانیلیم 10 یهابازهپیو سته ارائه دهند. در این روش گفتار به  صورت بهرو شی جهت ت شخیص جملات 
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 مقدمه 
دیگر از روش ک شش پویای زمان  بعدها. هرچند شد میجداگانه پردازش  صورت بهبازه هر و  شد میتق سیم 
 ]10[ .گرفتیمقرار  مورداستفادههای کوتاه همچنان هاستفاده نشد اما روش تقسیم گفتار به باز
تشخیص  باهدفساله  1 یاپروژه ی مالیموسسه تحقیقات دفاعی آمریکا، شرود به ترذیه  0190در سال 
 eigenraC، دان شگاه MBI،  شرکت NBBمحققانی از  شرکت در نتیجه کرد. کلمه انگلی سی  1110ار با گفت
 ]20[ ]00[ روی این پروژه کردند. بر کارشرود به  drofnatSو پژوهشگاه دانشگاه  nolleM
بخش مدل ریاضییی مدل  muaB .E dranoeLمیلادی در موسییسییه آنالیز دفاعی،  1690دهه در اواخر 
 یهانامبه  yddeR jaRدانشیجویان  nolleM eigenraCزنجیره مارکوف را توسیعه داد. سیپس در دانشیگاه 
 . مدلکارکردندپنهان مارکوف در تشخیص گفتار  یهامدلبر روی استفاده از  rekaB tenaJو  rekaB semaJ
مختلف اصیوات و زبان را مخلوط کرده و مدل احتمالی  یهامدلپنهان مارکوف به پژوهشیگران کمک کرد تا 
 ]30[ برای تشخیص گفتار ارائه دهند.
بسازد که بتواند بیش از  ایسامانه ، توانست MBIدر شرکت  kenileJ derFمیلادی  1890در اواسش دهه 
را تشیخیص داده و تای  کند. این سییسیتم بیش از آنکه بر روی نحوه تشیخیص گفتار توسیش  هزار لرت 12
 ]20[ تشخیص گفتار حاصل از مدل پنهان مارکوف تمرکز داشت. یهامدلانسان تمرکز داشته باشد، بر روی 
، موفق شیید H gnoD eXgnuه نام ب، yddeR jaRمیلادی یکی دیگر از دانشییجویان  1990در اوایل دهه 
تشخیص  هایسامانه موفق شد بهترین کارکرد را در بین تمامی  2990را توسعه دهد که در سال  2 xnihps
الا، به دایره لرات ب توانمیمهم این سیستم  یهاتیمزگفتار موسسه تحقیقات دفاعی آمریکا دا شته باشد. از 
شرکت نیز میلادی  6990در سال  ات در جملات اشاره کرد.حذف نویز مناسب و همچنین حدس مناسب کلم
 د.را ارائه دا kaepSdeMپیوسته به نام تشخیص گفتار  افزارنرماولین  MBI
متعدد تجاری برای ت شخیص گفتار منت شر  شد و ا ستفاده از  شبکه  هایسامانه میلادی  02با  شرود قرن 
 یافت.زایش عیبی در انواد مختلف آن برای تشخیص گفتار اف
 6112در سییال  ]10[ اضییافه کرد. eciffOمایکروسییافت تشییخیص گفتار را به مجموعه  2112در سییال 
 ]60[ استفاده نمود.  گفتگوهامیلادی سازمان امنیت ملی آمریکا از تشخیص گفتار برای استخراج کلمات مهم 
ارائه  شد که در آن برای اولین بار از ت شخیص گفتار  atsiV swodniW عاملسی ستم میلادی  1112در  سال 
برای اولین بار سیستم تشخیص  elgooGمیلادی  8112بود. در سال  شده استفاده صوتی  هافرمانبرای ارائه 
 iriSاولین د ستیار  صوتی به نام  0012) ا ضافه نمود. در  سال enohpIگفتار را به اولین گو شی هو شمند ( 
از دستیار  tfosorciMشرکت  2012هوشمند این شرکت استفاده شد. در سال  یهایدرگوش  elppAتوسش 
 فناوریاعلام نمود با ا ستفاده از  elgooGمیلادی  1012رونمایی کرد و در  سال  anatroCصوتی خود به نام 
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 مقدمه 
 ]10[ عرصه ایجاد کند. در این یفراوانبلند مدت، توانسته بهبود -حافظه کوتاه ژرفعیبی  یهاشبکه
 
 ساختار گزارش -4-1
مو ضود  ف یل دوم این گزارش، مفاهیم مبنایی موردنیاز برای تفهیم مطالب موجود در تو ضیحات حوزه در 
ا ست. در ف یل  گذ شته  در نامهپایاندر حوزه  شده انجامکارهای  . ف یل  سوم  شامل شوند یمارائه  نامهپایان
در فیل پنجم نتایج پژوهش  درنهایتشود و وش پیشنهادی برای حل مسئله، ارائه و توضیح داده می چهارم ر
شوند.اعلام شده و با نتایج سایر کارها مقایسه می
  
 
 
 
 
 : 2 فصل
 تعاريف و مفاهیم مبنايی
  
   
  8
  
 
 
 
 تعاريف و مفاهیم مبنايی
 مقدمه -1-2
 ،شینی پردازش سیگنال و همچنین یادگیری ما  یهاحوزههدف از این فیل ارائه برخی مفاهیم مبنایی از 
 مفاهیم پردازش صوت و گفتار است.جهت آشنایی خواننده و آمادگی وی جهت بررسی 
 
 پردازش سیگنال -2-2
 دیجیتالی به یهاگنالیسید. اطلاعاتی در شیکل امواج آنان باشی که حاوی دشیویمگفته  سییگنال به موجی
ان برای در این می. شوند یمذخیره یا به نمایش گذا شته  یتالیجید صورت بهکه  شوند یمگفته  ییهاگنالیس 
 امواج صوتی یا تیویری به نمایش درآوریم. صورتبهرا  هاآن توانیممینمایش اطلاعاتی مانند صوت یا تیویر 
 . برایهاآنت شخیص خ یو صیات وجودی  باهدفپردازش  سیگنال دیجیتال یعنی برر سی دیجیتالی امواج 
را برجسته کرده  هاگنالیس مهم و خاص  یهایژگیوه متفاوتی موجود است ک  یهاتمیالگورپردازش سیگنال 
یک سییگنال از سیایر  زکنندهیمتما یهایژگیوخواهیم توانسیت  لهیوسینیبدو  سیازدیم را آشیکار هاآنو 
 را بررسی کنیم. هاگنالیس
ن همواره دارای فرکانس یا ارتعا شات در واحد زما  ،  سیگنال حا صل از ترییرات موج که بیان  شد  گونههمان
است. به جهت پی بردن به ماهیت فرکانسی سیگنال باید ترییرات آن در حوزه فرکانسی نیز بررسی شود. به 
 ]80[ قرار گرفته است که در ادامه توضیح داده خواهد شد. بحث موردهمین جهت تبدیلات ریاضی مختلفی 
 
 تبدیلات ریاضی مطرح در پردازش سیگنال -3-2
 ل موجکتبدی -1-3-2
 .بردیمفرکانس -تبدیل موجک نیز یک تبدیل ریاضی است که سیگنال را از حوزه زمانی به حوزه زمان
 
 موجک هار -9-2شكل 
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 تعاريف و مفاهیم مبنايی
 ]90[ .شدمی)، شکل این موجک دیده 0-2نود آن موجک هار است که در شکل ( نیترساده 
 
 تبدیل فوریه -2-3-2
 شده ا ست. این  یگذارناماین تبدیل  دهندهارائهبه ا سم ریا ضیدان فران سوی ژوزف فوریه، تبدیل فوریه 
 و رابطه آن به شرح زیر است: کندمیمنعکس  )f(Xرا به تابع  )t(xتبدیل یک تابع انتگرالی است که هر تابع 
𝑡𝑓𝜋2𝑗−𝑒 )𝑡(𝑥 ∫  =  )𝑓(𝑋
∞+
∞−
 𝑡𝑑
هر سیییگنال را به حوزه فرکانسییی برد. مقادیر  ،تبدیل فوریهبا اعمال  توانمیه پردازش سیییگنال در حوز
 ]12[ تبدیل فوریه، مقادیر سیگنال در حوزه فرکانسی هستند.
 
 تبدیل فوریه زمان کوتاه -1-2-3-2
وریه سیگنال تبدیل ف زمانی متفاوت از  یهابازهدر تبدیل فوریه زمان کوتاه نوعی از تبدیل فوریه است که 
 یهاالگنیسیشیده و سیپس از  یبندمیتقسیزمانی کوتاه  یهابازه. در این تبدیل ابتدا سییگنال به گیردمی
سیگنال  یاهفرکانستبدیل فوریه زمان کوتاه برای ا ستخراج  .شود یمشده تبدیل فوریه گرفته  یبندمیتقس 
که  دهدمیاین تبدیل یک ماتریس با مقادیر زمانی و فرکان سی  .شود یمفاوت ا ستفاده زمانی مت یهابازهدر 
 ]02[ زمانی مختلف را به دست آورد. یهابازهشدت هر فرکانس در  آناز   توانمی
tω𝑗−𝑒)𝜏 − 𝑡(𝑤)𝑡(𝑥 ∫  = )𝜔 ,𝜏(𝑋 ≡ )ω ,τ(})t(x{𝐓𝐅𝐓𝐒 
∞+
∞−
 td
 
 TFTS نمودار نمونه -2-2شكل 
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  مفاهیم مبنايی تعاريف و
 بازه زمانی است. 𝜏بازه زمانی و  ωسیگنال مورد بررسی،  xتابع پنجره،  Wدر فرمول بالا، 
 murtspeC ycneuqerf-leM -3-3-2
-انزم  که حا صل آن،  سیگنال را در حوزه  نوسیک س تبدیلی ا ست حا صل از ترکیب دو تبدیل فوریه و 
 . مراحل انجام عملیات مربوط به آن به شرح زیر است:دهدمینمایش  فرکانس
 اعمال تبدیل فوریه -0
 متداخل مثلثی یهاپنجره لهیوسبه، leMبه مقیاس  murtcepSموجود در نمودار  یهاتوانتبدیل  -2
 فرکانسی leMموجود در مقیاس  یهاتواناز  هرکدامگرفتن لگاریتم از  -3
 3مورد  یجهینتبر  نوسیکساعمال تبدیل  -2
 از آن برای توانمیکه  دیآیمبه دسیت  یبعدسیهنموداری  جهیدرنتماتریس و  ،این تبدیلبا اسیتفاده از 
 ]22[ صوت استفاده کرد. یهایژگیواستخراج 
 
 CCF Mنمونه نمودار  -3-2شكل 
 
 تشخیص اصوات -4-2
 
 تفاوت در اصوات -1-4-2
در  ظاهرشده یهافرکانسدر اصل تفاوت در اصوات به تفاوت در ترییرات شدت صدا و همچنین تفاوت 
صدا و فرکانس آن میزان ارتعاشات امواج صوتی  کوتاهیمیزان بلندی و  درواقعآن است. شدت صدا  سیگنال
 مختلف صوت یاری رساند. یهایژگیوبه ما در تشخیص  نتوامی هایژگیواز این  هرکدام در واحد زمان است.
 ]32[
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 حوزه زمانی -2-4-2
در  .صوتی است سیگنالشدت یا همان بلندی و کوتاهی بررسی  به معنایحوزه زمانی بررسی سیگنال در 
یگنال را س دیلات ریاضی با استفاده از تب  توانمیدر دست نیست، اما این حوزه اطلاعاتی مستقیم از فرکانس 
 توانمیاطلاعاتی از صوت وجود دارد که  هاحوزهدر اصل در تمام  از حوزه زمان به حوزه فرکانسی انتقال داد. 
به هم نه چیزی به  سیگنال  هاحوزهبه یکدیگر آن اطلاعات را ا ستخراج کرد. عملیات تبدیل  هاحوزهبا تبدیل 
به یکدیگر و برجسیته کردن برخی  هاحوزه کنندهتبدیل صیرفاًین کار . اکندمیاضیافه و نه چیزی از آن کم 
 ]32[ در حوزه مورد بررسی است. هاویژگی
 
 حوزه فرکانسی -3-4-2
و  فرکانس صورت به. در حوزه فرکانسی نمودارها شود میدر این حوزه اطلاعات فرکانسی سیگنال بررسی 
 ]32[ .شوندمیر سیگنال بررسی تعداد دفعات ظهور فرکانس د
 
 سختی تشخیص اصوات -4-4-2
اما در حوزه ؛ غیرممکن اسیت قطعاًامری تشیخیص حتمی اصیوات، از آن روی که باید بدون خطا باشید، 
متمایز کردن اصوات  درنتیجهی آنان و هاویژگییافتن جزئیات اصوات برای استخراج  ،تشخیص اصوات هدف 
است. جزئیات صوت شدت صوت و فرکانس آن است اما با کمی ترییر در شدت و فرکانس، ممکن  کدیگریاز 
 ترسخت برای متمایز کردن ا صوات ب سیار کم  شود و این ترییرات ت شخیص را  گیریت یمیم ا ست قدرت 
 ]22[ .کندمی
 
 تشخیص گفتار -5-2
 
 سختی تشخیص گفتار -1-5-2
اما همین راحتی ؛ راحتی اسیت کار ،هاواجلیه یک زبان، همواره معیار مشیخص کردن در زمان سیاخت او
مایز ت هازباننزدیک به هم بوده و در اکثر  هاواج چراکه شود میتلفظ در زبان باعث  سختی ت شخیص گفتار 
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اده اسیتفاز نظر تلفظ بسییار نزدیک به هم هسیتند. » پ«و » ب«برای مثال حروف  زیادی با یکدیگر ندارند.
یار تشخیص گفتار ب س  هایسامانه برای  اندنزدیکهم که از نظر تلفظ ب سیار به هم  جایبهترکیب این دو واج 
و معدود معیارهای  اندهمهم از نظر نود تلفظ و هم از نظر فرکانس بسیییار نزدیک به  چراکهمحتمل اسییت 
 .اندازدمی به اشتباهتشخیص گفتار را 
گفتار،  ی مشییابههاواج شییدت صییدا در تشییخیص معیار بودن  تأثیربیس و شییباهت در فرکانهمچنین 
 .کندمی ترسختتشخیص را 
 
 مشكلات تشخیص -2-5-2
عت با سر هاواجو همچنین سرعت تلفظ است. زمانی که  هاواجسختی تشخیص گفتار در شباهت فرکانس 
رای ب هاتلفظزمان و شیدت  یا شیوندمیتلفظ ن کلیبهبرخی از آن  بعضیاً، شیوندمیبالا پشیت سیرهم تلفظ 
 مشکلاتی هستند که در تشخیص گفتار باید در نظر داشت. هااینی مختلف با هم متفاوت است و هاواج
از میزان شباهت بخش تلفظ شده کلمه با دیکشنری زبان  توانمیی افتاده در گفتار هاواجبرای تشخیص 
 یبا شد که در مرز ان سان رخ  م  یامر م شابه آن چه م  نیا ]12[ برای ت شخیص کامل کلمه تلفظ  شده ا ست. 
پردازش هر چه برای ریز فرکانسی  هایتفاوتبرای تشخیص  هابهترین روش به عنوان یکی از . همچنیندهد
 .توان استفاده کردمیبهتر سیگنال صوتی 
ی اساسی زبان و همچنین نحوه تلفظ هاواج باعث ترییر چراکهباشد،  ساز مشکل  تواندمی هازبانتفاوت در 
هر  چراکه نمایدمی ترسیختتشیخیص اصیوات گفتار را  درنتیجه ،و این تمایز میان اصیوات شیودمی هاواج
و همچنین با استفاده از دیکشنری زبان خاصی  شودمیسیستم تشخیص گفتار برای زبان خاصی تمرین داده 
 ]12[ .کندمیکار 
 
 عصبی مصنوعی هایشبكه -6-2
 
 ایده اصلی و موارد استفاده -1-6-2
مرزی  عیبی  هایسلول ارتباط بین  یوسیله بهعیبی مینوعی از یادگیری ان سان  هایشبکه ایده ا صلی 
 بر عهدهرا  هادادهاجرایی  سازی ذخیرهم ستقل عملیات پردازش و  صورت بها ست. در مرز ان سان هر نورون 
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 تعاريف و مفاهیم مبنايی
را دریافت کرده و  هادادهی قرار دارند که هاینورونشبکه،  هایلایهعیبی مینوعی نیز در  هایشبکه دارد. در 
 .پردازندمیجهت شناسایی ساختارشان  هاآنبه پردازش 
جهت ت شخیص نود  هاآنپردازش اطلاعات جهت ت شخیص الگوهایی در  ،عیبی  هایشبکه موارد میرف 
ع یبی جهت ت شخیص اینکه یک  سیگنال  صدا دارای چه  هایشبکه از  توانمیست. برای مثال هادادهآن 
در چه نوعی از  هاویژگیبا توجه به این را اسییتخراج کرد و  هاویژگیاین  توانمی، چگونه هایی اسییتویژگی
 ]62[ استفاده کرد. توانمی شودمی بندیدستهصداها 
 یادگیری ژرف -2-6-2
 منظوربه یخط لاتیمتعدد تبد یهاهیاسییت که از لا ینیماشیی یریادگیاز  یاهرشییاخیز ژرف یریادگی
ا به ر دهیچیروش هر مفهوم پ نیدر ا نی. ماش کندمیاستفاده  ریمانند صدا و تیو  یحس  یهاگنالیپردازش س 
 یبرا یریگمیکه قادر به تیم  رسد یم یاهیپا میروند به مفاه نایو با ادامه  کندمی میتقس  یترساده  میمفاه
در هر  نیمشییخص کردن اطلاعات لازم ماشیی یبه نظارت کامل انسییان برا یازین بیترت نیاسییت و بد هاآن
 اطلاعات دادن ارائه. است اطلاعات ارائهدارد، نحوه  یادیز تیاهم ژرف یریادگیکه در  ی. موضوعستیلحظه ن
 هانآبا ا ستناد به  تواندیرا که م یدیزمان اطلاعات کل نیدر کمتر نیبا شد که ما ش  یبه نحو دیبا نما شی  به
که  1یبه عوامل دگرگون ست یبایم ژرف یریادگی یهاتمیالگور یکند. هنگام طراح افتیرا در ردیبگ میت یم 
ه بلک ستند ین یاقابل مشاهده  املعوامل معمولا ًعو نیا .میتوجه کن دهندمی حیشده را توض اطلاعات مشاهده 
تر ساده  یان سان برا  یذهن ساختارهای  هزاد ایبوده  رگذارتأثی م شاهده  قابله دست  یهستند که بر رو  یعوامل
 ای سین نده،گویلهجه  توانندیم یعوامل دگرگون ،مثال در هنگام پردازش گفتار یکردن مسیائل هسیتند. برا
ت. اس  یعامل دگرگون کی دیدرخشش خورش  زانیم ن،یماش  کی ریتیو او باشند. در هنگام پردازش  تیجنس 
مثال  یاسییت. برا یافتیاطلاعات در یبر رو یعوامل دگرگون ادیز تأثیر یاز مشییکلات هوش مییینوع یکی
 نیحل ا یب شوند. برا  دهید اهیقرمز در  شب ممکن ا ست  س  نیما ش  کیاز  یافتیدر یهاک سل یاز پ یاریب س 
 مناسییبحوه ن افتنی یگاه درواقعو  میازمندیاطلاعات (در حدود انسییان) ن یبالا به درک بعضییاًمشییکلات 
های میینوعی ژرف انواد شیبکه ترینمهماز  .اسیت برزمان و سیخت مسیئله خوداطلاعات به اندازه  شنمای
 اشاره کرد. 3های رکارنتو انواد شبکه 2های کانولوشنبه شبکه توانمی
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 تعاريف و مفاهیم مبنايی
 2تیلو تعدادی لایه تمام م 1های کانولوشن متشکل از تعدادی لایه کانولوشن، تعدادی لایه پولینگشبکه
اده ها از ت یاویر ا ستف بندی ت یاویر و یا به طور کلی ا ستخراج ویژگی ها معمولا در دسته هستند. از این  شبکه 
نود  تیاویر بلکه قادر هستند هر  تنهانههای کانولوشن ها نیست. شبکه اما این تنها کاربرد این شبکه ؛ شود می
را با سیییرعت بالا یافته و  ها آنهای موجود در و ویژگیهایی را در ابعاد مختلف مورد بررسیییی قرار داده داده
ها بدون در نظر گرفتن محل وقود ویژگی بسییییار مناسیییب ها برای یافتن ویژگیپردازش کنند. این شیییبکه
های در اسییتخراج ویژگی هاآنبه توانایی  توانمیها های این شییبکهویژگی ترینمهمهسییتند. همچنین از 
 یرخطی اشاره کرد.چندبعدی و به عبارتی غ
ها را با در نظر ها قادرند ویژگیهای ریکارنت قرار دارند. این شیبکههای کانولوشین شیبکهدر کنار شیبکه
، هاآنهای رخ داده در نزدیکی محل وقود و همچنین احتساب سایر ویژگی  هاآنگرفتن و بررسی محل وقود 
شییوند که احتمال وقود یک ویژگی در زمانی مهم میها عملیات اسییتخراج ویژگی را انجام دهند. این ویژگی
های ریکارنت  ساختاری حضور یک ویژگی دیگر در آن داده ا ست.  شبکه  احتمالبهواب سته  کاملاًداده ورودی 
های ها  با ید از نود داده های ورودی  به این شیییبکه و  به عبارتی خطی دارند  بدین معنا که داده  بعدی یک 
 له باشند.دنبا صورتبهو  بعدییک
 
 ]72[ معماری شبكه عصبی کانولوشن -4-2شكل 
های روند که دارای ویژگی هایی به کار می های ریکارنت برای اسیییتخراج ویژگی در عمل معمولا شیییبکه 
گر در وسیش جمله یک جای خالی برای حضیور یک کلمه مرتبش در حوزه سیری زمانی باشیند. برای مثال ا
واب سته به  سایر کلمات موجود در جمله  کاملاًایجاد کنیم، پر کردن آن جای خالی با توجه به اطلاعات زبانی 
های خطی بسیار مناسب عمل های زمانی یا دنبالهها در استخراج ویژگی از سری است. از همین رو این شبکه 
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 تعاريف و مفاهیم مبنايی
ای هها در دادههای کانولوشن یک دید کلی از وجود یا عدم وجود ویژگیها، شبکهاین شبکه کنند. در کنارمی
گفت با توجه به  توانمیگیرد. در کل که این عملیات بدون توجه به ابعاد داده صیییورت می  دهند میورودی 
هم نباشد، استفاده ها مها در دادههای کانولوشن، در صورتی که ترتیب حضور ویژگی سرعت و جامعیت شبکه 
 .گردد یم یبهتر جیمنجر به نتا، بسیار احتمالبههای کانولوشن از شبکه
 
 
 
  
 
 
 
 
 : 3 فصل
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 مروري بر كارهاي گذشته
 مقدمه -1-3
و نقاط قوت و  ضعف  نامهپایانمو ضود هدف از این ف یل برر سی کارهای گذ شته انجام پذیرفته در حوزه 
ردازش صوت و به طور خاص پردازش گفتار خواهیم پرداخت پ هایسامانه . در این فیل به بررسی هاست آن
 را بررسی خواهیم کرد. هاسامانهموجود در این  هایکاستیو  هاپیشرفتو 
 
 پردازش سیگنال -2-3
 پردازش سیگنال دیجیتال به شكل امروزی -1-2-3
شد.  هاهایانربه شکل امروزی (دیجیتالی) پردازش سیگنال نیز وارد دنیای  هارایانهترش گس  از آغاز تقریباً
 مرزی و... مورد هایسیگنال مکانیکی و الکترومرناطی سی اعم از  صوت، ت یویر،  هایسیگنال این زمینه در 
 .اندقرارگرفتهبررسی 
و  televruCمانند  متنوعی مانند فوریه، موجک،از تبدیلات ریاضی  هاسیگنال ی هاویژگیجهت تشخیص 
اعم از زمانی و  هاسیییگنالی مختلف هاویژگیتا  کنندمیک . این تبدیلات کمشییودمیاسییتفاده  telgdiR
 ]82[ فرکانسی و... مورد بررسی قرار گیرند.
 
 پردازش سیگنال در پردازش صوت -2-2-3
ش توس  تواندمیاطلاعات مهم و استخراج ویژگی  سازی برجسته نوعی از سیگنال، به جهت  عنوانبهصوت 
پردازش  ازمندینبودن صوت در واحد زمان، پردازش صوت  بعدیتک با توجهپردازش قرار گیرد. مورد  هارایانه
اصیییوات و موجود بودن تنها یک پارامتر  های تفاوت اما با توجه به ریز بودن  .خواهد بود  یسیییبک تر  یها 
ی گذ شته از این جهت در کارها کرده ا ست.  ترسخت ( شدت) برای تمایز ا صوات، ت شخیص ا صوات را ب سیار 
ی هاویژگیمختلف پردازش سییگنال، حداکثر  هایالگوریتمهمواره سیعی بر این بوده اسیت تا با اسیتفاده از 
 ]80[ برای راحتی تشخیص از اصوات استخراج شوند. هاحوزهممکن در تمامی 
 
 شبكه عصبی مصنوعی -3-3
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 مروري بر كارهاي گذشته
 چندلایه 1پرسپترونشبكه عصبی  -1-3-3
 1190ع یبی م ینوعی ا ست که در  سال  هایشبکه نود  ترینساده نوعی پر سپترون شبکه ع یبی م ی 
مت به س کنندهمنحرفو با یک بایاس ( شدمیضرب  هاوزنرسمی ارائه شد. در این شبکه متریر در  صورتبه
از صیفر بود در مکانی که متریر ورودی قرار  تربزرگ کهدرصیورتیو مقدار آن  شیدهترکیبتعادل سییسیتم) 
. کردندمیکه خطای گرادیان را کاهش دهند حرکت  یصورت به هاوزن. در مرحله بعدی گرفتمیدا شت قرار 
پرسیپترون چندلایه نیز  هایشیبکهتعداد تکرارها بسیتگی به خطای گرادیان موردنظر داشیت. پس از مدتی 
 پیش رفتن شیدمیباعث  و این شیدمیعملیات تحلیل متریرها انجام  چند بارمعرفی شیدند که در هر تکرار 
 ]92[ با دقت بیشتری انجام شود. دهندمییی که خطای گرادیان را کاهش هاوزن سویبه
 
 ژرفیادگیری  -2-3-3
نیز متولد شد. در این سال دانشمندی  ژرفعیبی چندلایه، یادگیری  هایشبکه با بررسی  0190 در سال 
لایه پرداخته و از آن استفاده کرده بود.  8 ایشبکه ساخت که در آن، به بررسی منتشر  ایمقالهبه نام الکسی 
عیبی  هایشبکه بسیار آن نسبت به  هایلایهبا استفاده از  چراکهنامید  ژرفوی این شبکه را شبکه عیبی 
ت را عجزئیات بیشتری را از تیویر ورودی بررسی کند. در اصل افزایش تعداد هرچند سر  توانست میگذشته، 
از سیییگنال ورودی  تریدقیق صییورتبه، اما جزئیات را دادمیآن دقت را نیز کاهش  تبعبهو  آوردمیپایین 
 .کردمیبررسی 
رسمی اولین محیول رسمی تشخیص گوینده با استفاده از شبکه عیبی منتشر  صورت به 0112در سال 
 تتوان س مییص دهد. همچنین این  شبکه ت شخ  یکدیگرمختلف را از  هایگویندهصدای  توان ست میشد که 
 تشخیص گفتار بود. هایسامانه سازیتجاریتعدادی از لرات تلفظ شده را نیز متوجه شود و این شروعی به 
در میان پژوهشییگران این عرصییه و همچنین ارائه  ژرفاخیر، با گسییترش مفاهیم یادگیری  هایسیالدر 
ار تشیخیص گفت ریکارنت، کانولوشین وعییبی  هایشیبکهانند ، مژرفیادگیری  یبر پایهنوین  هایمعماری
مختلفی در این زمینه مطرح است که رسیدن به  هایچالششده است، اما هنوز  ترآسان نسبت به قبل بسیار 
اوم و بهبود مد هاماشینیادگیری  باوجودتشخییی همانند تشخیص انسان را سخت کرده است. امید است تا 
 ]62[ آتی را نیز شاهد باشیم. هایسالدر تشخیص گفتار در  فراوانید ، بهبوهاآنعملکرد 
و  یریادگی ستم یکردند  س  یسع  هاست یژولویزینروف ییاما جداگانه از  سو  زمانهماز قرن نوزدهم به طور 
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 مروري بر كارهاي گذشته
 تیب سازند که قابل  یا ض یتلاش کردند مدل ر دانانیا ض یر گرید یو از  سو  مرز را ک شف کنند  وتحلیلتجزیه
مدل  کیبا ا ستفاده از  یساز هیها در  شب کوشش  نیم سائل را دارا با شد. اول  یعموم وتحلیلتجزیهو  یریفراگ
سازنده  یانجام  شد که امروزه بلوک ا صل  2تزپی والتر و 1کالکمک وارن تو سش  1290دهه  لیدر اوا یمنطق
ه با استفاد  یخروج جادیو ا هایبر جمع ورود یبتنمدل م نیاست. عملکرد ا  یمینوع  یعیب  یهااکثر شبکه 
 3باشید، اصیطلاحا ًنورون شیتریاز مقدار آسیتانه ب هایودها اسیت. اگر حاصیل جمع وراز نورون یااز شیبکه
قانون  4دونالد هب 9290در سییال  بود. یاز توابع منطق یبیترک یمدل اجرا نیا جهی. نتشییودیم ختهیبرانگ
 یمعرف 5شبکه پر سپترون تو سش روزنبلات  8190در  سال  کرد. یطراح یع یب  یاهشبکه  یرا برا یریادگی
 ،یودور هیاست که شامل لا  هیسه لا  یبود. پرسپترون دارا  یمدل شده قبل  یواحدها ریشبکه نظ  نی. ادیگرد
 ایگونههبها را تکرارشونده وزن یکه با روش ردیبگ ادی تواندیم ستمیس نی. اشودیم یانیم هیو لا یخروج هیلا
 یمدل خط گر،یروش د .داشییته باشییدرا  یو خروج یورود یهاجفت دیکند که شییبکه توان بازتول میتنظ
در دانشگاه استنفورد به وجود  7هاف انیو مارس  6درویتوسش برنارد و  1690نورون است که در سال  یقیتطب
 یکیدستگاه الکترون  کی 8نیدالابودند. آ یبه کار گرفته  شده در م سائل واقع  یعیب  یهاشبکه  نیآمد که اول
ق با پرسپترون فر شدیاستفاده م موزشآ یبراکه در آن  یو روش و ه بودشد لیتشک یاساده یبود که از اجزا
 هیلالایه و چندیک هایسامانه  یهاتینوشتند که محدود  یکتاب 01و پاپرت 9یسک نیم 9690داشت. در سال 
 نهیدر زم قاتیتحق یبرا یگذارهیو قطع سییرما داوریپیشاب کت نیا جهیکردند. نت حیپرسییپترون را تشییر
 ،نیست  یمسئله جالب  چیطرح پرسپترون قادر به حل ه  نکهیابا طرح  هاآنبود.  یعیب  یهاشبکه  یساز هیشب 
و  یعموم اقی اشیییت باوجوداین که سیییال متوقف کرد ند.  نیمدت چ ند  یرا برا نه یزم نیدر ا قات یتحق
سیییاخت  یخود را برا قات یمحققان تحق  یبود، برخ دهی حداقل خود رسییی  موجود به  یها یگذار هی سیییرما 
 11گگرا سب  ازجملهالگو را دا شته با شند، ادامه دادند.  صیت شخ  لیاز قب یحل م سائل  ییکه توانا ییهانیما ش 
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 مروري بر كارهاي گذشته
 نیو کنترل دست ربات مطرح کرد. همچن وستهیصحبت پ صیتشخ یرا برا 1آوالانچتحت عنوان  یاکه شبکه
تفاوت داشیت.  یعیطب یهاکه با مدل بنا نهادندرا  یانطباق دیتشید هینظر یهاشیبکه 2کارپنتر یاو با همکار
 2190در سال  5کردند. ورباس جادیا یریادگی یبرا هاییفنبودند که  یاز اشخاص  زین 4و کوهونن 3اندرسون 
 ندتررومین نیوانالبته با ق هیشییبکه پرسییپترون چندلا  کیکرد که  جادیآموزش پس انتشییار خطا را ا وهیشیی
 یع یب  یهاهبه  شبک  توجهجلب یآمد برا به د ست  1890تا  1190که در  سال  ییهاشرفت یبود. پ یآموز ش 
 وریآنف در یادیتحولات ز زیمسئله دخالت داشتند. امروز ن نیا دیدر تشد زیفاکتورها ن یمهم بود. برخ اریبس
مینوعی سعی کردند تا با دانشمندان هوش  میلادی 19. در دهه ایجادشده است  های عیبی مینوعی شبکه 
ه ب توانمیها های عیبی را توسعه دهند. از انواد این  شبکه های عیبی، انواد  شبکه ا ستفاده از مفهوم  شبکه 
اشیاره کرد که در زمان خود کمک شیایانی به بهبود شیرایش و پیشیبرد  ژرفعییبی میینوعی های شیبکه
 اند.تههای مختلف داشها در زمینهالگوریتم
ها به بی شتر از  سه ای به خود گرفتند. تعداد لایههای ع یبی  شکل تازه شبکه  tenxelAبا  2012از  سال 
های مختلفی ها معماریهای عیییبی ژرف ایجاد شییدند. این شییبکه لایه افزایش پیدا کرده و مفهوم شییبکه
 ن بود.داشتند که حاصل از کاربرد و یا بهینه بودن نتایج در انواد مختلف آنا
به  توانمیاند که از آن جمله های مختلفی دا شته معماری تنهانهها های اخیر این  شبکه همچنین در  سال 
ا شاره کرد، بلکه  ساختارهای مختلفی برای کاربردهای مختلف نیز ارائه  شدند.  tensaNو  tensneD، tenseR
ای هت یاویر مانند ت شخیص چهره، تفاوت های  ساختاری بین ها برای ت شخیص تفاوت برای مثال از این  شبکه 
 هانآ ترینمهمت یاویر، ت شخیص ا شیا و  بندیقطعهمعنایی در متون مانند ا ستخراج معنا، ترجمه ما شینی، 
 بندی تیاویر، متون و... استفاده کرد.یعنی کلاس
 
 علل بهبود تشخیص -3-3-3
 روازاینم شکل بوده ا ست.  ه دلیل وجود جزئیات ب سیار و اطلاعات کم همواره ب سیار ت شخیص ا صوات ب 
 شبکه عیبی  هاآزمایشدر بسیاری از  برای این منظور در نظر گرفته شود.  هاروشهمواره سعی شده بهترین 
 بهینه و مناسب، همواره بهترین هایالگوریتممینوعی با توجه به ساختار شبیه به ساختار مرز آن و همچنین 
                                                 
 hcnalavA 1
 liaG retnepraC 2
 semaJ  nosrednA 3
 ovueT nenohoK 4
 esobreV 5
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 مروري بر كارهاي گذشته
 نتیجه را ارائه داده است.
 
 پردازش گفتار -4-3
 
 ی گفتارهاویژگی -1-4-3
حا صل ارتعا شات حنجره، میزان ف شار به  که گویش ان سان همانند  سایر ا صوات موجی مکانیکی ا ست 
جهت ترییر شیییکل ادای  ها دندان حنجره جهت خروج صیییدا و همچنین ترییرات شیییکل دهان و زبان و 
اعث ب هادندانبان و که کمی ترییر زاویه در شکل ز  شود میسختی تشخیص گفتار زمانی روشن  ست. هاواج
، هم در اهسیگنال که یافتن این ترییرات در  شکل  اندکوچک قدریبه. این ترییرات شوند میترییر ا صوات 
 ]13[ بسیار مشکل است. هاحوزهحوزه زمانی، هم در حوزه فرکانسی و هم در سایر 
 
 آناتومی گفتار انسان -9-3شكل 
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 مروري بر كارهاي گذشته
 تاریخچه شنواسازی کامپیوترها -2-4-3
را ذخیره و پخش کند.  هاانسان شاید اولین بار توماس ادیسون بود که توانست با اختراد گرامافون صدای 
آینده این حرفه با اختراد  هایسال این اولین تلاش ان سان برای  ضبش، پخش و پردازش  صدا بود.  سپس در 
وارد  هاتلاشاین  هاان سان گسترش یافت تا با ورود کامپیوترها به عرصه زندگی  هاسامانه و دیگر  صوت ضبش 
 ]03[ رسمی آغاز گشت. صورتبهصوتی  هایداده رویحوزه باینری کامپیوترها شد و پردازش بر 
 
 بنیانتشخیص گفتار واج تاریخچه -3-4-3
جزئی و در حد واج)  صورت بهلین بار ت شخیص واج بنیان گفتار (ت شخیص گفتار برای او 9890در  سال 
با اسییتفاده از شییبکه عیییبی پرسییپترون و با اسییتفاده از پردازش سیییگنال ابتدایی،  جاآنمعرفی شیید. در 
 ]23[ واج در زبان انگلیسی را شناسایی کنند. 2پژوهشگران توانسته بودند 
اخیر با پی شرفت  هایسال اما در ؛ زبان برای تبدیل گفتار به متن ارائه  شدند  هایمدلنیز  1990سال  در
در  توجهیقابل هایپیشییرفت، شییاهد آن هسییتیم که در مرزهای دانش، هاآنکامپیوترها و افزایش سییرعت 
لف برای تبدیل گفتار به متن ی مختهازبانزبان در  های مدل پردازش گفتار واج بنیان و همچنین ارائه  زمینه 
 ]33[ .شوندمیارائه 
 
 یریگجهینت -5-3
 هارایانهپردازش و تشیخیص اصیوات گفتار توسیش  یهنیدرزمدر این فییل به بررسیی کارهای گذشیته 
 هایالگنسی عملیات بر روی  ترینابتدایی، پردازش سیگنال صوتی از مشاهده شد که  طورهمانپرداخته شد. 
 هایالگوریتماسییتفاده از  نحوه اسییتخراج گردد. در مرحله بعدی تا جزئیات سیییگنال اسییت صییوتی گفتار
 هایالس . در بیان گردید ،کارهای گذشته  در مورداستفاده عیبی  هایشبکه الگوریتم  خیوص به یبندکلاس
ص ا ست تا م شکلات ت شخی  شده دها ستفا زبان بر پایه ت شخیص گفتار و تبدیل آن به متن نیز  هایمدلاخیر 
 .کاهش یابدی مختلف هازبانگفتار بر پایه مدل زبان در 
 .مورد استفاده در آن پرداخته خواهد شدهای نامه و الگوریتمدر فیل آینده به بررسی مراحل انجام پایان
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 مقدمه -1-4
تشخیص گفتار خواهیم  خیوص بهمبحث تشخیص اصوات  پیش رو در هایچالشدر این بخش به بررسی 
 ادی خود را نیز مطرح خواهیم کرد.پیشنه حلراهپرداخت و 
 
 تشخیص گفتار -2-4
 
 هاچالش -1-2-4
ه ب توانمیمطرح در پردازش گفتار  هایچالش ترینمهماز در فیل گذشته،  شده مطرحبا توجه به مباحث 
 موارد زیر اشاره کرد:
 هر نشدن واج در بیان گفتارظا گاهیکوچک بودن و یا  -0
 در حوزه زمانی یا فرکانسی هاواجتداخل سیگنال صوتی  -2
 برای تشخیص مناسب هاالگوریتمو  هاپردازندهعدم وجود قدرت کافی در  -3
 عدم وجود مدل کامل زبان در تشخیص کلمات و جملات -2
 به هم ریختن معنا و مفهوم کلی در صورت وقود خطایی کوچک -1
 
 هاحلراه -2-2-4
به رفع حد امکان  و تاته را پوشش داده  گذش  هایچالشی ارائه خواهد شد تا تمامی حلراه ن مبحث،در ای
 بپردازد. هاچالشمشکلات حاصل از 
 به درنهایتو  شده شرود ت شخیص گفتار در  سی ستم گفتاری و  شنوایی ان سان از خروج  صدا از حنجره 
نفسی است که از  صورتبهدر حال خروج است، ابتدا . زمانی که صدا  از حنجره شودمیتشخیص در مرز ختم 
ر د هاواج. عمل تفاوت صیوتی شیودمی. سیپس با برخورد با تارهای صیوتی به صیدا تبدیل آیدمیریه بیرون 
ف شاری که نفس بر تارهای  صوتی وارد  بنا بر. در حنجره تنها  شدت ا صوات با یکدیگر افتدنمیحنجره اتفاق 
، تارهای صوتی گشوده هستند و زمانی که رسند میزمانی که هوا به تارهای صوتی . شود میمشخص  آوردمی
 گیرندمیو در فاصله کوتاهی از هم قرار  شوندمیرهای صوتی به هم نزدیک صدا انتشار دهد، تا خواهدمیفرد 
این تارها  از زنان اسیت. طول ترطویلو  ترنازک. طول تارهای صیوتی در مردان شیودمیکه باعث تولید صیدا 
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 سانتیمتر  1270این طول برای زنان  کهدرحالیاست،  مترسانتی 172تا  مترسانتی 1170برای مردان در حدود 
 بازه کنندهمشیخصصیدای مردان بم و صیدای زنان زیر اسیت و این  درنتیجهاسیت.  مترسیانتی 1170تا 
 ارتعاش در ثانیه ا ست.  122تا  200ین میزان ارتعاش تارهای  صوتی ب  ا ست.  وزنانفرکان سی  صدای مردان 
زمانی که  صدا از عمق  .گیردمیصورت  هادندانو  هالبدر  شکل قرار گرفتن زبان و  هاواجتفاوت تلفظ  ]23[
و آن را  بخشد می. این  شکل دهان ا ست که به آن محتوا محتوا ست بی صدای یک تنها شود میحنجره خارج 
و  دهایجاد ش تولید  صدا  یبازه، ترییرات فرکان سی در شود می. این تفاوت باعث کندمیل به واج خا صی تبدی
شود. در ت شخیص گفتار  هاواجمتفاوتی در بازه فرکان سی  شخص  صورت گیرد که باعث تولید  هایفرکانس
 فرکانسی است. هاینمونهکامپیوتر هدف تشخیص این ترییرات در 
 
صدا به  لیمرحله تبدشود،  سازی شبیه تار ما شینی همانند ت شخیص گفتار ان سانی حال اگر ت شخیص گف 
، همان مرحله رسییییدن اطلاعات شییینوایی به مرز اسیییت و تا این بخش، تمامی مراحل یا انه ی را یداده ها 
 هایبخشو  شدهتحلیل شدت و فرکانس صدا در مرز تجزیه  و ،اما در مرحله اول تشخیص؛ است افزاریسخت
 .شودمیلف آن از هم تفکیک مخت
م واحد زبانی (واج) تقسی ترینکوچکگفتار تا حد  ،این پژوهشپیشنهادی  حلدر راهبا توجه به این مسئله 
 هم بتوان. برای اینکه شییودمیی ممکن از گفتار هاویژگی ترینجزئیاین عملیات باعث اسییتخراج  .شییودمی
در گفتار م شکل چندانی برای ت شخیص به وجود  هاواجدن را ت شخیص داد و هم در  صورت مفقود  ش  هاواج
 تارهای صوتی به حالت باز و نیمه باز -9-4شكل 
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ورد م هاواج. البته در این حالت باز ت شخیص دهیممیتعمیم  هاسیلاب را به ت شخیص  هاواجنیاید، ت شخیص 
سپس عملیات  .کنیممیهدف ا ست، اما در میان تعمیم دادن واج به کلمه، از تعمیم واج به  سیلاب ا ستفاده 
به  هاشدت و  هافرکانسو  شده بررسی موجود در صدا  هایفرکانسهت تشخیص شدت و پردازش سیگنال ج 
و  ازیمتمایزس گفتار، الگوریتم  هایدادهرویملیات مرز بر همانند عشدند. در مرحله بعدی  بندیطبقهترتیب 
مجزا  ورتصیییبه هاواجاز  هرکدام صیییورتبدین .پذیردمیصیییوتی گفتار انجام  هایدادهرویبر  بندی کلاس
 .شودمیکلمات انجام و عملیات تشکیل سیلاب جهت تشخیص  شدهدادهتشخیص 
انسانی به میان  هایآموخته، بحث تجربیات و هاآنمختلف داده صوتی و تشخیص  هایبخشپس از تمایز 
ینده که به طور کامل وابسییته به زبان گو شییودمیی طبیعی اسییتفاده هازبانآمده و از مدل زبان و پردازش 
اما این به آن معنا نی ست که عملیات ت شخیص  رودمیبا ا ستفاده از مدل زبان در صد ت شخیص بالاتر  ا ست. 
پشت سر هم قرار دادن این مراحل و همچنین کاستن از  واحد زبانی (واج) آغاز شود.  ترینکوچکاز  تواندنمی
 باشییید.  مؤثرش سیییرعت تشیییخیص نیز در افزای تواند میدر عین زیاد بودن تعداد مراحل  ها آنپیچیدگی 
دام مخیوص ک  شده دادهحدس بزنیم که سیلاب تشخیص  توانیممیاز مدل زبان استفاده کنیم  کهدرصورتی 
در کجای جمله جای دا شته ا ست و اینکه با چه احتمالی که کلمه  دهیممیکلمه بوده و همچنین ت شخیص 
 ظاهر شود. ایجملهممکن است در چنین 
 
 طرح مراحل انجام -3-4
 برای رینظکم یادهیا یافتن برای هایبرر س  شد،  گرفته گفتار پردازش برای شرود  به ت یمیم  که ابتدا در
 یهادستگاه  تشخیص  گوینده، تشخیص  همچون متفاوتی یهانهی. زمشد  آغاز زمینه این در آن شرایش  بهبود
. بود سابقه بی فارسی  زبان در که در سی  ذهن به ایایده تحقیقات میانه در. بود مطرح گفتار ت شخیص  و صوتی 
 پیشرفت  و بررسی  حال در دنیا مطرح هایپژوهشگاه  برخی توسش  هرچند بنیان واج رویکرد با گفتار تشخیص 
 نتایج نبودن مشخص  علت. است  نرسیده  انجام به هنوز که است  دست  در شواهدی  فارسی  زبان در اما است 
 درزمینه پژوهش همانند ،هاپژوهش برخی که. ازآنجاییاست  هشپژو این بالای اهمیت دلیل به هاپژوهش این
 خروجی صورت به تنها هاپژوهش این نتایج دارند، بالایی اهمیت هاشرکت  شرایش  بهبود در جستجو،  موتورهای
 ب سیار  هایالگوریتم از ا ستفاده  زمینه تنها این در شده انجام یهاپژوهش رو همین ازشود. می منت شر  اجرایی
 شرود  برای را ستا  این در شرایش . هستند  گفتار تشخیص  یدرزمینه کاربردی هایالگوریتم ساخت  برای یهاول
 کاربردی هایبرنامه ساخت  برای زمینه این در موجود هایالگوریتم به توجه با اما بود سخت  ب سیار  پژوهش
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سه نمونه  ابتدا. شد  شرود  ابتدایی بسیار  ایپایه هایالگوریتم از پژوهش ابتدا درنمود. می ممکن نتیجه مناسب، 
 افزارنرم در شده طراحی برنامه تو سش  های ممکن  شامل م یوت و  صامت، صوتی  شامل تلفظ تمام دو واجی 
 ظاهر، در. کند هاآن زمان-شدت  نمودار نمایش و ا صوات  ضبش  به اقدام مداوم صورت به تا گردید تهیه متلب
 باطن در نمودارها این اگر. بود آن افتادن اتفاق زمان و صدا  شدت  از حاصل  موجود اطلاعات تنها، نمودارها این
 حاصل  هایشدن  پایین و بالا با صاف  خطی صورت به آن نمودار باید بود زمان و صدا  شدت  از اطلاعاتی تنها نیز
 شدت بر علاوه که است  متناوب صورت به نمودار زمان،-شدت  نمودار در اما ؛بود زمان واحد در شدن  وزیادکم از
 فرکانس با شد  کمتر هاموجطول که مقدار هر بهخورد. می چ شم  به نیز موجطول نام به دیگری واحد زمان و
 لازم هایویژگی و است  فرکانس و شدت  زمان، ویژگی سه  هر دارای نمودارها این اصل  در بنابراین ؛است  بالاتر
 اولیه نمودار در اطلاعات این یافتن البته. نده ست  ویژگی سه  همین صوت،  ت شخیص  و گفتار ت شخیص  برای
 به مربوط اطلاعات هرچند مثال برای. اسیت دشیوار بسییار اسیت، زمانی حوزه نمودار به معروف که صیوتی
 پیچیده ا ست  موجود صدا  در هاییفرکانس چه که م سئله  این یافتن ولی دارد وجود زمانی حوزه در موجطول
 مشیاهده را هاآن مقدار نمودار، مختییاتی محورهای روی از تواننمی و دارد یفراوان محاسیبات به نیاز بوده،
 ،هاالگوریتم این ترینمحبوب از یکی. دارند یهایالگوریتم چه محاسیبات این که اینجاسیت سیؤال اما ؛نمود
 .بود فوریه تبدیل الگوریتم
 
 تبدیل فوریه -1-3-4
 از پس. گردد تبدیل فرکانسی  حوزه به تا شد  اعمال یزمان حوزه نمودار روی بر فوریه تبدیل دوم، مرحله در
 برای نمودارها هایتفاوت تا شد  سعی  فرکان سی  مقادیر م شاهده  و فرکان سی  حوزه نمودارهای آمدن دست  به
 شوند  بررسی  دیداری صورت به هاتفاوت تا شد می سعی  مرحله این در که. ازآنجاییگردد مشخص  بندیکلاس
 اما شدمی مشاهده دیداری صورتبه هاتفاوت برخی اولیه مراحل درشد. می انجام آنی ریگینمونه با هاآزمایش
این امکان وجود نداشت که به  همچنین و نبود محسوس  تفاوت آزمایش موارد در ریز بسیار  به جزئیات توجه با
 هانمونه این تا یابد یشافزا هانمونه تعداد که شد  آن بر ت یمیم  رو همین از. کرد اعتماد ریز هایتفاوت نای
 .شود مشاهده بهتر و بیشتر
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 "آ" و "چ" واج دو بیترک از هیفور لیتبد از اینمونه -2-4شكل 
 هاایجاد نمونه -2-3-4
 دهیشکل  برای گیریتیمیم  مرحله این در. شد  گرفته آزمایشی  یهانمونه ایجاد به تیمیم  سوم  مرحله در
 سخت  ب سیار  کرد ا ستفاده  آن از بتوان نیز ترییر بدون بعدی مراحل تمام در بتوان که آزمای شی  یهانمونه به
 وجود بدون نیز هازبان دیگر یهانمونه و بوده سییابقهبی فارسییی زبان در بنیان واج رویکرد چراکهنمود. می
 م یوت  هایواج وجود بدون صامت  هایواج چون مرحله این در. بود واج حد در ایداده هایپایگاه و اطلاعات
 در بنیان واج رویکرد از استفاده نمود. می لازم صامت  هایواج کنار در میوت  هایواج وجود نبودند تلفظ قابل
 روش بهترین و ا ست  آغاز شده  زمینه این در پژوه شی  بزرگ یهاشرکت  تو سش  اکنونهم گفتار ت شخیص 
 صامت  هایواج منفرد ت شخیص  درزمینه همچنین. کرد تلفظ بتوان که ا ست  جوا هایترکیب حداقل ترکیب
 در میوتی  باز ،شوند می تکرار سرهم  پشت  صامت  حروف که چک زبان در حتی. مثال زد توانمی را چک زبان
 در "کارد " کلمه مثال زد مورد این در توانمی که هاییمثال ترینواضح از یکیشوند. می حاضر هاصامت  میان
 که دلیل این به فارسی  تلفظ دراند. ظاهرشده  سرهم  پشت  "د " و "ر "حروف  کلمه این در. است  فارسی  زبان
 اح ساس  واج دو این میان در صامت  واجی وجود ا ست،  هم سر  پ شت  صامت  واج دو شامل  تنها کلمه این
 تقریباً واجی که دید واهیمخ کنیم کم را تلفظ سرعت  و کرده ضبش  را گوینده صدای  کهدرصورتی  اما شود نمی
 کنار و م سائل  این گرفتن نظر در با. دارد وجود واج دو این میان در انگلی سی  زبان در "شعاد "  واج م شابه 
 هایواج ترکیب با تا شد  آن بر ت یمیم  فار سی  در "کادر "  یا "کارد " کلمه مانند نادر ا ستثنائاتی  گذا شتن 
 شش  شامل  تنها هامیوت  کهطوریبه باشند  میوت  و صامت  ترتیب به واج دو دارای هانمونه صامت  و میوت 
. نشود  ا ستفاده  آن در "شعاد " میوت  از و) .باشند  بلند میوت  سه  و کوتاه میوت  سه ( فارسی  ا صلی  میوت 
 تلفظ دارای "ظ " و "ض " ،"ذ " ،"ز " حرف چهار هر فار سی  در که مورد این گرفتن نظر در با نیز هاصامت 
 تعداد این. بود مقدار این از کمتر و نبوده "الف " جزبه فارسی  حروف تعداد به هاصامت  تعداد ند،هست  یکسانی 
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 استفاده  الفبایی از عربی الفبای از استفاده  جایبه فارسی  الفبای اگر درواقعت. اس  واج 32 برابر فارسی  زبان در
 6 بعلاوه 32 برابر فارسی  حروف درنتیجه و هاواج تعداد شود،  خوانده شود می نوشته  که طورهمان که کردمی
 شد.می نمونه 830 برابر آموزشی عبارات ترکیب رو همین از و شدمی
 
 هاتبدیل فوریه روی نمونه -3-3-4
 مشیییاهده  از . پسمورد آزمایش قرار گرفت  آزمایشیییی  های نمونه  روی بر فوریه  تبدیل  بعد  مرحله  در
 نیز موجک تبدیل فوریه، تبدیل کنار در که شد  آن بر تیمیم  تربیش  هاینمونه روی بر فوریه تبدیل هایتفاوت
 تبدیل دو این ترکیب با تبدیلات این تفاوت همچنین و تبدیلات این هایتفاوت و شود  اعمال هانمونه روی بر
 صدا،  هاینمونه روی بر موجک و فوریه تبدیل دو هر همچنین و موجک تبدیل اعمال از شود. پس  سنجیده 
 و فوریه نمودارهای از برخی در هاییشباهت  مقایسه  این گرفت. در صورت  هانمونه روی بر دوباره همقایس  عمل
 ت شخیص  برای مدنظر هایشباهت  همان هاشباهت  این که بود این بر حدس ابتدا که شد می دیده موجک
 که شد  مشاهده  گرفت، ورتص  هانمونه و نمودارها بین که هاییانطباق و هاآزمایش با اما است،  یکسان  هایواج
 هاشباهت  این و بوده گوینده صدای  نود خاطر به مشابه،  میوت  هایواج برخی نمودارهای میان هاشباهت  این
 است.  گوینده یک توسش میوت واج بلند تلفظ نمودارهای میان شباهت درواقع
 یهانمونه در هاتفاوت یزانم و هاتفاوت هانمونه آماری تحلیل با که شید آن بر تییمیم بعدی مرحله در
 وسییله. بدینشیوند تفکیک هم از مختلف یهانمونه در هاتفاوت میزان تا شیود سینجیده یکدیگر با مختلف
 شد.می مشخص حدودی تا متفاوت هایواج تمایز و مشابه هایواج تشخیص امکان
 
 شبكه عصبی مصنوعی -4-3-4
 از استفاده  برای نیاز ندادند ارائه را هانمونه شخیص ت جهت مناسب  دقت آماری هایتحلیل اینکه به توجه با
 این شد. در می حس ازپیشبیش صوتی  هاینمونه روی از هاواج بهتر هرچه ت شخیص  جهت نوین الگوریتمی
 این بود. در (MVS1 )پشتیبان  بردار ماشین  روش ها،شرو این از داشت. یکی  وجود مختلفی هایروش زمینه
 داده قرار متمایز هایبندید سته  در و شده  پ شتیبان  بردار ما شین  وارد برداری ورتص به ایداده هر روش
 دلیل به شد، می استفاده  پشتیبان  بردار ماشین  از که زمانی هانمونه میان هایتفاوت تشخیص  براید. شدن می
 روش از دها ستفا  دلیل به شد. همچنین می کمرنگ صوتی  هایویژگی از برخی بعدی،تک و برداری ساختار 
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 ح ساس،  هاینمونه برای بالا دقت با ت شخیص  توانایی الگوریتم این هاکلاس محدوده برای ثابت مقدار تعیین
 بندیکلاس هایالگوریتم روی بر تحقیق از پس بنابراین نداشت؛  را صوتی  هاینمونه مانند متراکمی و پیچیده
 هاسیگنال  دیگر از بی شتر  ب سیار  صوتی  هایالسیگن  که شد  م شاهده  صوتی  هاینمونه هایویژگی برر سی  و
 ماشین  آموزش از پس MVS تشخیص  الگوریتم در مثال گیرد. برایمی قرار هاکلاس مرزبندی نود تأثیر تحت
 مانند الگوریتمی در کهدرحالی شیدند، می جدا یکدیگر از ثابت مرزبندی با هاکلاس محدوده پشیتیبان،  بردار
 میزان که بود هاباکلاس آزمای شی  نمونه ت شابه  در صد  تنها و دا شتند  همپو شانی  مباه هاکلاس ع یبی،  شبکه 
 در متنود هایمؤلفه وجود به توجه با ]13[ کرد.می م شخص  را هاکلاس از هرکدام با آزمای شی  نمونه تطابق
پاسخگوی بهتری  درصدی  و همپوشانی  صورت به هاکلاس این بندیدسته  زمان، و شدت  فرکانس، مانند صدا 
 از پنهان لایهیک با پرسپترون  مینوعی  عیبی  شبکه  از اولیه تست  برای بود. سپس  هاداده بندیکلاسبرای 
 به صوتی نمودارهای تیاویر از هاییداده باید منظور این شد. برای  استفاده  افزار متلبمدر نر الگو تشخیص  نود
 به مربوط هایکلاس در به را نهایی نتیجه و کرده پردازش را هاداده توان ست می شبکه  شد تا می داده شبکه 
 دهد. ارائه مختلف هایواج
 
 تست نمودارها بر روی شبكه عصبی -5-3-4
 فوریه، تبدیل نمودارهای شیبکه ورودی اول مرحله در شید، ذکر نیز گذشیته هایبخش در که طورهمان
 یکدیگر به ن سبت  م یوت  هایواج آوایی زیاد فا صله  به توجه با. بودند نمودار دو این ترکیب و موجک تبدیل
. شدند  داده آموزش مینوعی  عیبی  شبکه  به و شده بندیدسته  متفاوت یهامیوت  با کلاس 6 در هانمونه ابتدا
 آموزش از پس. شید داده عییبی شیبکه به ورودی عنوانبه هاآن فوریه تبدیل نمودارهای منظور این برای
 جهت برنامه به و شده ضبش  زنده صورت به تشخیص  برای ییهانمونه ،شده داده آموزش شبکه  ذخیره و هانمونه
 افزاریسخت  مشکلات  تا شد می رعایت سیستم  با کاربر فاصله  کهدرصورتی  آزمایش این در. شد  داده تشخیص 
 درصد  19 احتمال با ایشی آزم یهانمونه. بود آموزشی  یهانمونه با هماهنگ صدا،  ضبش  از حاصل  نویز مانندِ
 ساخت  از ا ستفاده  با هاواج در صدی  19 ت شخیص  که مو ضود  این گرفتن نظر در با. شدند می داده ت شخیص 
 بالاتری ب سیار  در صد  آن را ستای  در و کلمه ت شخیص  برای بالایی ب سیار  در صد  توان ست می نامهتلر با کلمه
 مشکل  دو میان این در اما ؛بود آلایده ب سیار  خیصتش  درصد  این د.باش  دا شته  پی در را جمله تشخیص  برای
 و بود م یوت  هایواج ت شخیص  از د شوارتر  ب سیار  که بود صامت  هایواج ت شخیص  اول م شکل . دا شت  وجود
 توانستند نمی بودند، موجک و فوریه تبدیل نود از که نمودارها این. بودند شبکه  ورودی نمودارهای دوم مشکل 
 عدم. شوند  عیبی  شبکه  توسش  ترساده  تشخیص  باعث و کرده برجسته  را صدا  در موجود پارامترهای تمامی
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 ان جام  رو همین از. بود نیز اول مشییی کل  ای جاد  عا مل  ترینمهم درواقع نمودار ها  این در کافی  اطلا عات 
 عیبی  شبکه  که مسئله  همین و نمودمی لازم عیبی  شبکه  به ورود برای صدا  یهانمونه روی بر پردازشپیش
 پیچیدگی از نشییان  کند، اسییتخراج  را مختلف نمودارهای در موجود اطلاعات خودخودیبه توانسییت ینم
 .بود هاسیگنال انواد سایر به نسبت صدا هایسیگنال یهانمونه
 
 هاافزایش دقت مصوت -6-3-4
 عیییبی، شییبکه ورودی عنوانبه موجک و فوریه تبدیل نمودارهای از مناسییب دقت دریافت عدم از پس
 میان این شییید. در آغاز ویژگی اسیییتخراج هایالگوریتم از تریمناسیییب هاینمونه یافتن  برای تتحقیقا 
 CCFM الگوریتم از ا ستفاده  به نیاز شرود  بودند. برای مطرح TFTS و CCFM همانند مختلفی هایالگوریتم
 CCFM الگوریتم منظور نهمی گیرد. برای قرار مورداستفاده  آموزشی  هایداده روی بر تا بود ایآماده و بهینه
 هایویژگی اسیتخراج  امکان تییویر  به صیوت  تبدیل با که صیدا  فرکانسیی  حوزه هایویژگی اسیتخراج  برای
 مانند محیطی ا صوات  ت شخیص  برای الگوریتم شد. این  دریافت کرد،می فراهم ت یویر  صورت به را فرکان سی 
 با محیطی ا صوات  ت شخیص  برای ایگونهبه یتمالگور این رو همین شد. از می ا ستفاده  شهری  ترافیک ا صوات 
 دلیل به CCFM الگوریتم بود. همچنین شیدهبهینه زیاد شیدتی گاه و فرکانسیی تفاوت و بلند زمانی طول
 و زمانی ازنظر طولانی ا صوات  منا سب  ت شخیص  به قادر فرکان سی  حوزه جزئی ب سیار  هایویژگی ا ستخراج 
 CCFM الگوریتم آزمایش اولین در رو همین نبود. از م یوت  هایواج میان تفاوت مانندِ پر جزئیاتی همچنین
 تنها شک ست  ازاینپس. شد  مواجه شک ست  با م یوت،  هاینمونه روی بر ،1لوون دان شگاه  تو سش  شده بهینه
 TFTS الگوریتم فرکانس،-زمان و فرکانسی  حوزه در اصوات  تشخیص  هایالگوریتم سری  از ماندهباقی الگوریتم
 شیدت و فرکانس زمان، بعدیسیه نمودار یک در صیدا را در موجود اتفاقات تمامی درواقع الگوریتم بود. این
 هایبرچسیب اسیاس بر مشیخص کاملاً مقادیر با اتفاقات تمامی TFTS در CCFM داد. برخلافمی نشیان
 برای نمودارها الگوریتم، این تو سش  صدا  هایویژگی ا ستخراج  از بود. پس مرتب کاملاً صورت به و نمودارها
 آمدهدست به نتایج نمودارها، این توسش  آموزش و تمرین انجام از شدند. پس  واگذار عیبی  شبکه  به تشخیص 
 برای امیدواری ایجاد باعث که بود میوت  هایواج تشخیص  برای آمدهدست به نتایج محسوس  بهبود از ن شان 
 شد.می الگوریتم این توسش صامت هایواج تشخیص
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 بنیانهینگی تشخیص واجبررسی ب -7-3-4
 نحوه شدند،  داده ت شخیص  قبولی قابل دقت با TFTS الگوریتم تو سش  م یوت  هایواج که بعدی در مرحله
 قرار مجدد موردبرر سی  باید هم کنار هاواج این ت شخیص  نحوه همچنین و م یوت  و صامت  هایواج ارتباط
 بزرگ یهاشییرکت کار دسییتور در اکنونهم بنیان واج تشییخیص کهدریافتیم  مرحله، این درگرفت. می
 معمولاً تحقیقاتی مراکز در بنیان واج تشخیص  همچنین. است  قرارگرفته گفتار تشخیص  روی بر گذارسرمایه 
 با بنیان واج رویکرد درگیرد. می صورت  هاواج از جملات و کلمات متوالی ساخت  صورت به خطی رویکرد با
 و گیرندمی قرار تشخیص  و پردازشپیش و موردبررسی  تکبهتک هاواج تدااب معمولاً خطی، رویکرد از استفاده 
 تا گیردمی صورت ... و هاواجی سه  سپس  و هاواجی دو روی بر ت شخیص  و پردازشپیش عمل همین سپس 
 اکنونهم تحقیقاتی مراکز در هرچند. آورد وجود به جمله سپس  و کلمه صورت به ساختاری  بتوان که زمانی
 رویکرد در اما ؛ا ست  ت شخیص  و بندیکلاس هایالگوریتم از ا ستفاده  با جمله ساختار  کل بر ساخت  اولویت
 واجی تک ساختار  با همین کلمات ساخت  سپس  و واجی تک ت شخیص  رویکرد از پژوهش، این در انتخابی
 گرفتندمی رارق واج تشخیص  و صوت  پردازش مورد تکبهتک هاواج تمامی ابتدا که صورت  این به. شد  استفاده 
 هایواج ت شخیص  اهمیت جهت از رویکرد اینگرفت. می قرار برر سی  مورد  ممکن هایگزینه تمامی سپس  و
 رویکرد همان این اما بود، چند واجی سییاختارهای دادن قرار موردبررسییی از دشییوارتر بسیییار کاری منفرد
 ت شخیص  به تبدیل ت شخیص  سختی  یلدل به بعدها که بود ان سان  شنوایی  ساختار  و مرز در موردا ستفاده 
 ساختار  به بازگشت  کند اعلام که بود ا ساس  این بر پژوهش این رویکرد . درواقعبود شده  کلمات و هاسیلاب 
 ولی سخت  هرچند رویکرد این. نیست  واقعیت از دور عملی مینوعی  هوش در ان سان  هوش شنوایی  آفرینش
 از بالاتر ب سیار  حتی و گفتار تشخیص  برای ان سان  دقت به را ما تواندمی یکردرو این از ا ستفاده  و است  ممکن
 واقعیت به آن تبدیل در خودشان  اعلام طبق فناوری بزرگ یهاشرکت  هاست سال  که دقتی. برساند  دقت این
 نیز است  انسانی  فراوان خطاهای از حاصل  که انسان  تشخیص  دقتبه یافتن دست  حتی و اندخورده مشکل  به
 .نیست ممکن
 
 TFTSهای ویژگی -8-3-4
 اسیییتخراج که  اسیییت ایفوریه  تبدیل  درواقع کوتاه،  زمانی  بازه  با  فوریه  تبدیل  همان  یا  TFTS روش
 بازه کل در تبدیل عمل معمولی، فوریه تبدیل درگیرد. می صورت  زمانی کوتاه هایبازه در صدا  هایفرکانس
 از مشخیی  بازه در ظاهرشده  هایفرکانس ات شود می باعث مسئله  این و گیردمی صورت  صدا  دادن رخ زمانی
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 زمانی هایبازه در که شود می فراهم امکان این کوتاه، زمان فوریه تبدیل در اما ؛باشیم  نداشته  دست  در را صدا 
 . باشیم داشته را فرکانس هر دادن رخ صدای شدت دلخواه و کوتاه
 صحیح  تطبیق عدم یا صدا  در سنگین  نویزهای وجود مانند یافزارنرم و افزاریسخت  م شکلات  باوجود
 TFTS ت شخیص  خطای که بود نیاز مختلف، هایواج تلفظ در افراد صدای  تفاوت همچنین و صدا  هایکانال
. با با شد  نویز موقعیت یا صدا  هایکانال یا گوینده به غیر واب سته  کاملاً همچنین و آمده پایین بی شتر  هرچه
 دسته،  سه  همین در حتی و کودک چه و زن چه مرد، چه مختلف هایگوینده صدای  که موضود  این به توجه
 و بررسی اگر بودند، مختلف هایواج در مختلف فرکانسی  موقعیت دارای صداها،  انواد و مختلف هایدسته  تمام
 به ن سبت  هانمونه تمامی قطعاً ،گرفتمی صورت  آماری مقای سه  صورت به TFTS نمودار یهانمونه ت شخیص 
 MVS مانند خطی بندیکلاس هایالگوریتم با هانمونه بررسی  صورت  در همچنین. بودند متمایز ملاًکا یکدیگر
 هایالگوریتم سایر  ساختار  به توجه با همچنین. بود دقتکم و م شکل  ب سیار  خطی بردارهای در الگوها یافتن
 این دقیق سنجی  ت شابه  امکان ندکردمی بندیدسته  هم از مجزا کاملاً هایدسته  در را هاداده که بندیکلاس
 . نداشت وجود صدا مختلف هایبخش سنجی تشابه برای هانمونه
 هامیوت و همچنین توجه به این موضود که  فرکانس و شدت  زمان، به وابستگی  به با توجه TFTS درروش
 ،شوند یمک شیده و در یک بازه فرکان سی خاص با ترییرات کوتاه ظاهر  صورت بهدر  صدای  شخ یی خاص 
در ابتدا و انتهای آنان  هاییخمیدگیصاف با  تقریباًخطوطی  صورت به TFTSصداهای م یوت بر روی نمودار 
برای تشخیص صدا از  شدند. درواقع میکه حاصل از ترییرات شدت و فرکانسی صدا در بازه زمانی بود ظاهر 
در ا صطلاح پردازش  صوت به کردند. میا همین نمودارها بودند که نقش ا صلی را ایف  ،TFTSطریق نمودارهای 
معیارهای ت شخیص ا صوات بلند  ترینمهمها یکی از فرمنت. میگویند tnamroF، TFTSاین خطوط در نمودار 
 dewob و edib کلمه دو یهافرمنت تفاوت -3-4شكل 
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و همچنین میزان خمیدگی  هافرمنتمحل قرار گرفتن این . مانند اصوات میوت در تشخیص اصوات هستند 
 . ای بلند استنود صد کنندهمشخص هافرمنتو تعداد این 
مربوط به صیداهای مییوت) و  پررنگ هایبخشمهم نمودار (مانند  هایبخشبا برش نمودار و اسیتخراج 
برای افزایش سییرعت و دقت پردازش تیییاویر، درصیید  وسییفیدسیییاههمچنین تبدیل نمودارها به نمودارهای 
دقیق بود و در تمامی  ریباًتق افزاریسیخت و  ایسیامانه تشیخیص صیداهای مییوت، با در نظر گرفتن خطای 
 گرفت. میصورت  درستیبهموارد عمل تشخیص 
 هاییژگیوالگوریتم تبدیل فوریه زمان کوتاه استفاده از این الگوریتم برای استخراج  هایویژگیبا توجه به 
برای تشیخیص مناسیب  هاتلاشاز همین رو دوباره نمود. میریز فرکانسیی صیداهای صیامت بسییار سیخت 
در  هاصامت اما هنوز  ؛اندکارکرده هاصامت برخی مقالات بر روی ت شخیص منفرد . ای  صامت آغاز  شد صداه 
، آموزش  سی ستم خود بر هاصامت بهترین روش برای ت شخیص شوند. میبهتر ت شخیص داده  هام یوت کنار 
ظاهر  تنهاییبه هاصییامتالبته در هیچ زبانی . اسییت هاصییامت هایترکیبی زیاد و متفاوتی از هانمونهروی 
 هاآن، یک میوت در میان شوند میحتی در زبان چک که حروف صامت بیشتر در کنار هم ظاهر شوند. نمی
نیز در داخل کلمه  هاصامتتوسش آموزش سیستم بر روی هزاران کلمه بود که  هاصامتتشخیص . وجود دارد
ا بدون ر هاواجکه  شد میژوهش باید روشی استفاده اما با توجه به رویکرد واج بنیان این پ ؛شدند میشناسایی 
 .کناری در عبارات تشخیص دهد هایواجدر نظر گرفتن 
 
 CCFMبازگشت دوباره به روش  -9-3-4
، ونتاکنی قبلی، از ابتدا هاپژوهشمتفاوت، مشاهده شد که در اکثر  هایالگوریتمبر روی  هابررسی پس از 
نوین تکیه بر  هایدر روشهرچند . بوده اسییت هاامتصییپرتکرارترین روش برای تشییخیص  CCFMروش 
بودند و تکیه کمتری بر  قرارگرفته مورداسییتفادهی خام بیشییتر هادادهتشییخیص  هایروشو  ژرفیادگیری 
با توجه به گرفت. میقرار  مورداسییتفادهگسییترده  طوربهشییده بود، اما این الگوریتم هنوز  CCFMالگوریتم 
ا بگوریتم در مراحل ابتدایی در استفاده دوباره از این الگوریتم شک وجود داشت اما شکست استفاده از این ال 
این الگوریتم زمانی که در مرحله اول با ن سخه . قرار گرفت موردا ستفاده دوباره  هاپژوهشبه نتایج  سایر  توجه
در  متفاوت این الگوریتمقرار گرفت، اما با توجه به وظیفه  موردا ستفاده شده توسش دان شگاه لوون  سازی پیاده
برخلاف  درواقع سییازیپیادهاین . قرار گرفت مورداسییتفادهدیگری  سییازیپیادهاین پژوهش، در مرحله دوم 
و جزئیات بیشیییتری را در اختیار  کردمیفرکانسیییی را بدون محدودیت اسیییتخراج  هایبازهمرحله اول تمام 
 وجه. با تی  صوتی انجام  شد هادادهبر روی  هاییپردازشپیشقبل از ا ستفاده از این الگوریتم نیز گذا شت. می
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 هاادهدبرر سی  شوند، ابتدا الگوریتم حذف نویز بر روی این  تردقیقی ا صوات  صامت هادادهبه اینکه نیاز بود 
قبل از شرود ا صوات صامت نویز وجود داشت و ا صوات . اما مشکلی در این میان وجود داشت  ؛صورت گرفت 
ه نویز شباهت بسیاری ب  " س"برای مثال در تلفظ واج . شرود تلفظ بسیار شبیه به نویز بودند صامت در زمان 
برای این منظور از ویژگی تارهای  صوتی و . بود " س"نویز مانند تلفظ مداوم واج  چراکهاطراف وجود دا شت 
ت که از یی نویز نیس در سیستم شنوایی انسان، صدا . استفاده شد  هاواجدستگاه شنوایی انسان برای تشخیص 
پرسروصدا دارند در حال صحبت  هایدستگاه که  ایکارخانهبرای مثال فرض کنید در . صدای نویز بالاتر باشد 
باز  دا شته با شد،  هاد ستگاه که  صدای  شما تفاوت فرکان سی بی شتری ن سبت به  صدای  . هرقدرکردن ه ستید 
را در گوش  هاد ستگاه د  صدایی بلندتر از  صدای بنابراین مجبور خواهید بو ؛صدای  شما  شنیده نخواهد  شد 
صدای  شما را به گوش  تواندمیاین تفاوت  شدت  صدا هر میزان هم که جزئی با شد، . مخاطب خود القا کنید
ا توجه ب. بنابراین برای حذف نویز از تفاوت شدت صدای نویز و صدای صامت استفاده شد  ؛برساند  مخاطبتان
و  شده احیطرهای مختلف متفاوت بود الگوریتم پویایی برای ت شخیص این تفاوت به اینکه این تفاوت در  صدا 
 .نویز حذف شد
 
 
 "آ" و "پ" واج دو تلفظ CCFM نمودار -4-4شكل 
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شد و ادر مرحله بعدی صدای میوت بعد از صامت کوتاه شد تا صدای صامت برجستگی بیشتری داشته ب 
 شدهتحلیل CCFMابتدا صدا توسش الگوریتم . ورودی وارد سیستم تشخیص شد صورتبهدر مرحله آخر صدا 
پس از آموزش  سی ستم با نتایج ت یویری . ت یویری وارد  شبکه ع یبی پردازش الگو  شد  صورت بهو نتایج 
 فرارسید.، مرحله نهایی CCFMالگوریتم 
از آموزش سییسیتم برای تشیخیص در شیبکه عییبی ذخیره  پس CCFMدر این مرحله نتایج الگوریتم 
 شدند تا در مراحل بعدی مورد آزمایش قرار گیرند.می
 
 هاآزمایش نمونه -4-4
 صورت بهی م یوت، هانمونه، ت شخیص TFTSدر مراحل قبلی توضیح داده  شد که با ا ستفاده از الگوریتم 
ل شبکه عیبی به میزان قاب  درنتیجهه شدند و به شبکه عیبی داد  هانمونهدر مرحله نهایی . کامل ممکن شد 
 یگزینهاولین  عنوانبه، واج  صامت هانمونهدر صد  16در بیش از . را ت شخیص دهید  هانمونهقبولی توان ست 
ی توسش  شبکه ع یب  شده دادهت شخیص  هایگزینهپی شنهادی  شبکه ع یبی و در  سایر موارد نیز جزو اولین 
 بود.
 
 هاواج اصوات صیتشخ یعصب شبكه -5-4شكل 
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 ایاندازهبهبا در نظر گرفتن استفاده از پردازش متن برای تشخیص بهتر کلمات و جملات، میزان تشخیص 
با  صیخت ش  یامکان برابری، افزارنرمو  افزاریسخت بالا بود که با در نظر گرفتن بهبود  شرایش همانند  شرایش 
قاطع و ب سیار  طوربههرچند هدف این پژوهش ت شخیص عبارات گفتاری . ان سان وجود دا شت  صیت شخ دقت 
بالاتر از میزان ت شخیص ان سان بود، اما در ابتدای پژوهش ر سیدن به میزان ت شخیص ان سان نیز هدفی دست 
 .رسیدمینیافتی به نظر 
 
 حذف نویز -5-4
های گفتاری، نیاز به های  صامت بر روی نمونه یص واجدر این مرحله با توجه به کافی نبودن در صد ت شخ 
خیص تش هایسامانهحس شد. همچنین به دلیل بهبود عملکرد  ازپیشبیش ژرفهای عیبی استفاده از شبکه
های  صامت، عملیات حذف نویز بر بر روی ت شخیص واج  ژرفهای ع یبی م ینوعی گفتار و همچنین  شبکه 
 های گفتاری صورت گرفت.روی داده
 esioN evitpadAالگوریتم  وسییییلیهبیهو حیذف نویز  noitduA ebodAافزار برای این منظور از نرم
افزار ابتدا محلی که دارای کمترین نمونه گفتاری و بیشترین استفاده شد. در این روش توسش نرم  noitcudeR
 تو سش الگوریتم مذکور حذف  افزار معرفی  شد.  سپس اثرانگ شت نویز به نرم  عنوانبهنویز بود انتخاب  شده و 
نویز بر روی کل نمونه صیدا بر اسیاس نویز معرفی شیده صیورت گرفته و با تکرار این عمل نویز موجود تا حد 
و همچنین تشخیص را برای شبکه عیبی  TFTSبسیار زیادی حذف شد که کار را برای استفاده از الگوریتم 
  کرد.می ترآسان
 
 گفتار قبل از حذف نویز TFTS نمونه -1-4شكل 
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 گفتار پس از حذف نویز TFTSنمونه  -7-4شكل 
 ژرف مصنوعی شبكه عصبی -6-4
های ج، اب تدا وا فنها در این معماری و و نحوه تشیییخیص واج ژرفقبل از پرداختن  به مبحث  یادگیری 
 شوند.موجود در مجموعه داده می
 mrof hsilgnE mrof naisreP
 naisreP
 elpmaxE
 آل A آ
 ایل I ای
 او ʊ او
 اول æ اَ
 اسم e اِ
 اردو o اُ
 پا P پ
 با B ب
 تا T ت
 دارو D د
 چاقو ʃt چ
 جارو ʒd ج
 کاری K ک
 گاری G گ
 فاطمه F ف
 واهمه V و
 خاطره hK خ
 ساز S س
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 زار Z ز
 شار ʃ ش
 ژاکت ʒ ژ
 ماکت M م
 نادی N ن
 هادی H ه
 لابه L ل
 راهبه R ر
 قاری Q ق
 یاری j ی
 جدول واج ها -9-4جدول 
ا ستفاده  شده ا ست. این  ژرفها از  شبکه  ع یبی م ینوعی کانولو شن در این پژوهش برای ت شخیص واج 
های مختلف اعم از لایه کانولو شن، لایه پولینگ، که در بالا نیز ذکر  شد حا صل تجمیع لایه  طورهمانکه شب 
 است. 2نرمالایزیشنو بچ 1آوتدراپهای کمکی مثل متیل و لایه تماماًلایه 
های اخیر در زمینه ت شخیص گفتار و همچنین ت شخیص ت یاویر، این روش با همچنین با برر سی پژوهش 
روش بهتر انتخاب  شده و نتایج نهایی نیز  عنوانبهها ک سب کرده بود هایی که در این زمینهبه موفقیتتوجه 
 گویای این مهم بودند.
ها را مشاهده طراحی شده برای تشخیص واج  ژرفدر زیر معماری کلی شبکه عیبی مینوعی کانولوشن 
 نمایید.می
                                                 
 tuoporD 1
 oitazilamroNhctaBn 2
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 ژرفمعماری شبكه عصبی مصنوعی کانولوشن  -8-4شكل 
طراحی  شده ا ست  1ترتیبی صورت بهنیز قابل م شاهده ا ست، نود مدل  شبکه  بالاکه در  شکل  طورهمان
 ها جهت تشخیص اهداف نیاز بود.پشت سر هم قرار گرفتن لایه صرفاًدر این مدل  چراکه
شکل  ،گرفته است. این لایه به دلیل اولین لایه بودن در شبکه  سپس اولین لایه از نود لایه کانولوشن قرار 
های ورودی به ترتیب تعداد ورودی دریافت کرده اسییت. علاوه بر شییکل داده عنوانبهورودی شییبکه را نیز 
مچنین و ه سیازفعالفیلترهای کانولوشین، اندازه فیلترهای کانولوشین، گام حرکت فیلترها روی تییویر، تابع 
که در شکل بالا نیز قابل  طورهمان. اندشده ورودی جهت ساخت لایه معرفی  عنوانبهنیز  2ه نگاریحاشی تابع 
، گام حرکت 3*3فیلتر، اندازه فیلترها  23مشاهده است، برای اولین لایه کانولوشن تعداد فیلترهای کانولوشن 
 0از بالا به پایین نیز با گام پیکسیییل و همچنین  0(به این معنا که از چ  به راسیییت با گام  0*0فیلترها 
استفاده  emasنیز از روش  حاشیه نگاری همچنین برای  تعریف شده است.  3از نود رلو ساز فعالپیکسل)، تابع 
 .کندمینگاری، عدد خانه نزدیک را تکرار شده که برای حاشیه
 سازفعالتابع  -1-6-4
 سییازفعالکه اعلام شیید، توابع  گونههماناند. ین شییبکه مورد اسییتفاده قرار گرفته در ا سییازفعالدو تابع 
 هایلایهه ورودی ب عنوانبهی ه ستند که ه ضم شان هایدادهخروجی  شبکه به  هایدادهعملگری برای تبدیل 
گیرد، در  صورتی ا که میتابعی ا ست که هر ورودی ر  uleRتر با شد. برای مثال تابع بعدی  شبکه ب سیار راحت 
دی منفی با شد را به  صفر تبدیل صورت باقی گذا شته و در  صورتی که عد  که عددی غیرمنفی با شد به همان 
دهد تا از اعدادی که ارزش منفی و کمی عدد صییفر به شییبکه این امکان را می. تبدیل اعداد منفی به کندمی
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 جبیشیتری بر روی نتای تأثیرکرده و تمرکز خود را بر روی اعداد مثبت و دارای ارزش بالا که  نظرصیرفدارند 
 بگذارد. ،شبکه دارند
اسییت که اعداد غیرمنفی را به همان  uleR ykaeLشییود، تابع مشییتق می uleRیکی از توابعی که از تابع 
ل با ضرب که این عم کندمیصفر بلکه به نزدیکی صفر تبدیل صورت باقی گذاشته و اعداد منفی را نه به خود 
 گیرد.ت میصور 0و  1یب بسیار کوچک بین اعداد منفی در یک ضر
نیز به آن ا شاره  شد. در  قبلاًا ست که  1مکسسافت  ساز فعالدر این  شبکه، تابع تابع دیگر ا ستفاده  شده 
مکس تابع سافت  درواقع شود. احتمالی میان صفر و یک تبدیل می  این تابع ورودی ارائه شده به تابع به عددی 
 ها ا ست. این به تعداد کلاس هاآنکه تعداد  کندیمتبدیل  هاکلاسهر خروجی  شبکه را به مقادیری به تعداد 
به ازای هر  درواقعشود و می 0 هاآناحتمالی برای هر کلاس بوده و بنابراین مجمود مقادیر  صورت بهمقادیر 
 دهد.شبکه چه خروجی را به ما ارائه میکه  کندمیورودی مشخص 
ه برازش قرار دادجهت جلوگیری از بیش صرفاًبوده و  است. این لایه بدون پارامتر آوتدراپلایه بعدی لایه 
 هایدادهبه دلیل وجود هر  سه مورد کم بودن  برازشکه پیش از این نیز ا شاره  شد، بیش  طورهمان. شود می
 ایهو همچنین نبود ویژگی ژرفم ینوعی آموز شی، ب سیار بودن تعداد پارامترهای پرداز شگر  شبکه ع یبی 
های بسیار میان دقت شبکه بر روی داده دهد و ویژگی آن فاصله ای آموزشی رخ می هکافی و مناسب در داده 
ی دقت ب سیار های آموزش شبکه عیبی مینوعی بر روی داده  کهطوریبههای آزمایشی است آموزشی و داده 
 .دهد یارائه م یشیآزما یرا نسبت به داده هابیشتری 
اسییت. این لایه با صییفر  آوتدراپهای ، اسییتفاده از لایهبرازشقابله با بیشهای مروش ترینمهمیکی از 
ها را به طور ت یادفی شبکه تعدادی از داده  هر بارشود باعث می های ع یبی سلول ردن مقادیر در صدی از ک
ها ارائه دهد. در این  صورت در صد ت شخیص  شبکه بر ندیده و بتواند جامعیت بی شتری بر روی یادگیری داده 
گیرد و در صد ت شخیص بر روی صورت می  خوبیبهولی آموزش  شبکه  ز شی کاهش یافته های آموروی داده
برازش د شد که این باعث جلوگیری از بیش نهای آزمایشی بسیار به هم نزدیک خواه های آموزشی و داده داده
 شود.می
ی رودرصیید تشییخیص بر  توانمیبرازش مقابله کرد، که بتوان در هر شییبکه عیییبی با بیش در صییورتی 
م شکل پیش روی  ترینمهمهای بی شتری یاد گرفت. بیش برازش آزمای شی را افزایش داده و ویژگی  هایداده
 هستند. هادادهپژوهشگران در مقابله با این نود 
لایه  ها آن ترینمهمهای پولینگ انواد مختلفی دارند که شیییا ید پولینگ اسیییت. لایه  بعدی لایه  لایه 
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پولینگ در مقایسییه با سییایر انواد پولینگ، انتخاب اسییتفاده بیشییتر از لایه مکس باشیید. علت 1پولینگمکس
پولینگ برای انتقال به مرحله بعدی اسییت که همانند انتقال ترین و بیشییترین مقدار در لایه مکسبرجسییته
ندازه فیلتر ، ا. در این لایه نیز همانند شکل بالا کندمیها به نسل بعدی در الگوریتم ژنتیک عمل بهترین نمونه
 در نظر گرفته شده است.  3*3 صورتبهلایه پولینگ 
 تماماً ایهلایهمت یل ا ست.  تماماًا ست که یک لایه  بندیکلاسلایه نهایی  شبکه لایه : بندیکلاسلایه 
ها یا به عبارتی  3نورون تکتکهستند که  2شبکه عیبی مینوعی بسیار معمولی پرسپترون  هایلایهمتیل 
نورون های لایه قبلی متیل است و هر نورون، ورودی خود را از مقادیر  تکتکی پردازشی آن ها به واحد ها
 .گیردمیتمامی نتایج لایه قبلی 
 هادادهپردازش  وسیله به توانمیاستفاده شود،  4مکسسافت از تابع  بندیکلاسدر صورتی که در این لایه 
اما هدف این ؛ داده شیید حیبالا توضییدر  سییازفعالوه کار این تابع را انجام داد. نح بندیکلاسدر آن عملیات 
ند هست  هاکلاسپیشین است. این اعداد که به تعداد  هایلایهعملیات به دست آوردن اعدادی حاصل از نتایج 
 اطلاعات احتمال تعلق هر داده به هر کلاس را ارائه خواهند داد. ارائه این احتمال کمک خواهد کرد تا علاوه 
 هایدادههدف تا حد امکان، امکان آزمایش  عنوانبهبر آموزش شییبکه جهت رسیییدن به اعداد مطرح شییده 
 آزمایشی و همچنین استفاده از شبکه در کاربردهای محیش های واقعی نیز فراهم گردد.
یبی عو مقادیر پارامترهای شبکه  هاداده، به نسبت مقادیر ژرفدر هر شبکه عیبی مینوعی تابع هزینه: 
برای تعیین میزان خوب بودن شبکه عیبی مینوعی ا ستفاده کرد.  مختلف نهیتوان از توابع هزیممینوعی، 
هزینه هر شبکه عیبی  بندیکلاسمیزان تفاوت میان برچسب هدف با برچسب های اعلام شده توسش لایه 
یر . این تریکندمید  شد ترییر م ینوعی ا ست که با ا ستفاده از توابع بهینه  ساز که در ادامه  شرح داده خواه 
هزینه تو سش تابع بهینه  ساز به جهت ترییر وزن های  شبکه با ا ستفاده از م شتق گیری از وزن ها ن سبت به 
در تمامی لایه ها  ژرفوزن های شیبکه عییبی میینوعی  درواقع. شیودمیورودی توسیش تابع هزینه اعمال 
آموزشی را به درستی شناسایی کنند. با توجه به  هایدادهدیر طوری ترییر پیدا می کنند تا بتوانند تمامی مقا
 هایدادهآموز شی دارای ویژگی م شابه هستند، کاهش هزینه بر روی  هایدادهآزمای شی نیز با  هایدادهاینکه 
آزمای شی ا ست تا زمانی که بیش برازش رخ داده و  هایدادهآموز شی تقریبا همان کاهش هزینه  شبکه برای 
 هایدادهآموزشییی به دلیل بیش برازش بیشییتر از کاهش هزینه برای  هایدادهش هزینه برای سییرعت کاه
                                                 
 gnilooPxaM 1
 nortpecreP 2
 norueN 3
 xamtfoS 4
   
   32
  
 
 
  يشنهادیارائه راه حل پ
 
 آزمایشی باشد.
اسیتفاده شید که یکی از بهترین انواد  1انتروپیاز تابع هزینه کراس ژرفدر این شیبکه عییبی میینوعی 
دارد. با توجه به اینکه  محاسییبه تابع هزینه بر اسییاس انتروپی شییبکه اسییت که در این نود شییبکه ها کاربرد 
ا ستفاده  شد تا بتواند  yportnE ssorC lacirogetaCکد  شده بودند، از تابع  tohenO صورت بهبرچ سب ها 
 تخمین هزینه مناسبی انجام دهد.
ان ترییر وزن ها برحسب میز باهدف ژرفتوابع بهینه ساز در شبکه های عیبی مینوعی تابع بهینه ساز: 
سش تابع هزینه برای رسیدن به بهینه ترین حالت دیده  شده توسش  شبکه عیبی ا ست. هزینه اعلام  شده تو 
توابع هزینه مختلف نود پیمایش مختلف در میان بردارهای وزن های شبکه برای رسیدن به دقت صد در صد 
مختلف و انواد  هادادهبر روی انواد مختلف  هرکدامیا همان مقدار تابع هزینه صییفر دارند که سییرعت و دقت 
د بسییار در افزایش دقت توانمیبنابراین یکی از پارامترهایی که ؛ متفاوت اسیت کاملاًمعماری های شیبکه ها 
شبکه موثر با شد قطعا همین مقادیر منا سب برای پیمایش تابع بهینه  ساز وزن ها در میان بردارهای مختلف 
که  ژرفعداد وزن ها در  شبکه های م ینوعی وزن برای یافتن بهترین حالت ا ست. با توجه به فروانی ب سیار ت 
گاها تا میلیون ها پارامتر متفاوت نیز می ر سد، بهینه  سازی این وزن ها برای  شبکه د شوار ا ست و هر مقدار 
 نتایج بسیار مناسب تری را دریافت کرد. توانمیپارامترهای مناسب تری برای بهینه سازی تعیین شود، 
بوده که یکی از بهترین و پرکاربردترین انواد توابع  atleDadAین  شبکه تابع تابع هزینه ا ستفاده  شده در ا 
و  10نیز استفاده شدند که در شبکه مذکور به ترتیب  madAو  DGSبهینه ساز است. البته توابع بهینه ساز 
 درصد کاهش دقت دیده شد. 1
بوط به شبکه و مرتبش کردن آنان به تابع تجمع تمامی پارامترهای مر درواقعتابع کامپایل : 2تابع کامپایل
همدیگر ا ست. در این تابع هزینه، تابع بهینه  ساز، مدل و واحد اندازه گیری میزان خوب بودن  شبکه (معمولا 
 ورودی گرفته شده و با هم ترکیب می شوند تا سپس شبکه بتواند اجرا شود. صورتبهدقت بر اساس درصد) 
ع آموزش شییبکه با توانایی تسییت هر دو مجموعه داده آموزشییی و تابع فیت، تاب): 3فیتآموزش (تابع 
آموز شی،  هایدادهبا آموزش در هر تکرار ا ست. ورودی های این تابع، خود مدل،  زمانهم صورت بهآموز شی 
ورودی به شبکه و در صورت نیاز  هایدادهآموزشی، تعداد تکرارهای شبکه، سایز بسته های  هایدادهبرچسب 
 زمایشی جهت انجام آزمایش در هر تکرار است.آ هایداده
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تمامی عملیات  شرود، آموز شی و آزمای شی  شبکه در این تابع و عملکردهایی که به آن معرفی می کنیم 
تمام کدها را  توانمیو با رهگیری این تابع و اطلاعات موجود در آن به راحتی  رو انجام می پذیرند از همین 
 تحلیل کرد.
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 مقدمه -1-5
اطلاد  رمنظوبهررسی نتایج  سیستم تشخیص واج طراحی  شده و همچنین تحلیل نتایج در این فیل به ب 
 .طراحی شده پرداخته خواهد شد هایسامانهاز کیفیت سیستم و همچنین مقایسه با سایر 
 ژرفنتایج نهایی شبكه عصبی مصنوعی  -2-5
های ارائه  شده به  شبکه های واجشود تعداد کلاس میهای فیل قبل مشاهده که در جدول واج طورهمان
واج رایج  22واج  صامت فار سی (  32واج م یوت کوتاه و بلند فار سی،  6واج ا ست که  شامل  13کانولو شن 
ها معمول ا ست.) و یک واج  سکوت بوده ا ست. برا ساس جدول ف یل قبل، که در برخی لهجه» غ«بعلاوه واج 
 ر است:نتایج به دست آمده به شرح زی
 emenohP noisicerP llaceR erocs-0F troppuS
 rebmuN
 0 8171 8171 1671 20
 2 1171 8171 2671 20
 3 8171 2671 1171 00
 2 9171 3871 9671 20
 1 2171 2671 8171 00
 6 8171 2971 0171 20
 1 1171 9671 2171 30
 8 1871 3171 6171 00
 9 0971 1671 1171 10
 10 1671 11.1 1171 60
 00 2671 1871 1171 10
 20 9671 9671 9671 30
 30 9171 9671 3171 60
 20 8171 8171 1671 9
 10 2171 8871 1871 60
 60 1671 1171 1171 20
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 10 2671 6171 9171 9
 80 1171 1171 1171 30
 90 2171 1171 2171 20
 12 1171 1671 0171 9
 02 1171 1971 2871 10
 22 3171 1671 11.1 20
 32 8171 8171 8171 9
 22 1971 1170 1971 9
 12 1170 1170 1170 20
 62 1170 1170 1170 30
 12 1170 2971 1971 60
 82 1170 1170 1170 9
 92 1170 1170 1170 30
 13 1170 1170 1170 9
 latoT / gvA 1171 6171 6171 163
 واج صیتشخ جینتا جدول -9-5جدول 
  
درصد  110) به طور قطع 13آید، درصد تشخیص سکوت (واج شماره که از جدول بالا نیز برمی طورهمان
 اما در؛ اندهای مربوط به  سکوت بدون ا ستثنا در ست ت شخیص داده  شده دهد تمامی نمونهبوده که ن شان می 
) نیز در صد ت شخیص ب سیار بالا بوده ا ست. باتوجه به تراکم 92تا  22شماره های های م یوت (واج مورد واج
ها که در ف یل گذ شته نیز به آن ا شاره  شد، های م یوت و همچنین وجود فرمنت بالای فرکان سی در نمونه 
. در این میان کمترین درصد تشخیص مربوط به اندشده دادههای میوت با دقت بسیار بالایی تشخیص نمونه
اند. تام درسیت تشیخیص داده شیده صیورتبههای مییوت بقیه واج» َ-«درصید و به جز واج  19با » آ« واج
و » س«های اصطکاکی همچون شود واج که مشاهده می  طورهمانهای صامت نیز همچنین در تشخیص واج 
تری درسیت ای تلفظ نشیده و در طول بازه زمانی دارای الگو هسیتند، با دقت بیشیضیربه صیورتبهکه » خ«
 اند.تشخیص داده شده
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در صد بوده  61برابر  2در صد، با معیار ریکال  11برابر  1ها با معیار پرزی شن میانگین ت شخیص واج  درنهایت
 درصد محاسبه شده است. 61نیز مقدار  0Fکه معیار 
 معیار پرزیشن و ریكال -1-2-5
تشخیص مورد استفاده قرار  ها جهت تشخیص میزان درستی بندی دادههر دو این معیارها در بحث کلاس
های یک کلاس که در ست که در  شکل زیر مشخص ا ست معیار پرزی شن به تعداد نمونه  طورهمانگیرند. می
ار اند. همچنین معیهایی است که از آن کلاس تشخیص داده شده اند تقسیم بر کل تعداد نمونه تشخیص داده 
ایی هاند بر کل تعداد نمونهس در ست ت شخیص داده  شده هایی ا ست که از یک کلا ریکال نیز تعداد کل نمونه
 نیز به این صورت است: 0Fاند. همچنین فرمول معیار که واقعا از آن کلاس بوده
 2 = 𝐹
𝑙𝑙𝑎𝑐𝑒𝑅 . 𝑛𝑜𝑖𝑠𝑖𝑐𝑒𝑟𝑃
𝑙𝑙𝑎𝑐𝑒𝑅 + 𝑛𝑜𝑖𝑠𝑖𝑐𝑒𝑟𝑃
 
 
 كالیر و شنیپرز یارهایمع یریتصو فیتعار -9-5شكل 
 بهترین 3 معیار -2-2-5
بهترین  3خییوص در زمینه تشیخیص گفتار و واج اسیتفاده از معیار یکی دیگر از معیارهای تشیخیص به
 3نتیجه بازگرداند،  عنوانبها ست. در این معیار به جای اینکه  شبکه تنها برترین واج ت شخیص داده  شده را 
 گرداند.نتیجه باز می عنوانبهترتیب های تشخیص داده شده را بهاز برترین گزینهگزینه 
حدس زد که  توانمیتواند موثر با شد چرا که از روی این معیار ها ب سیار می این معیار برای ت شخیص واج 
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  يریگ جهینت
 
اس ها براسدر تشخیص گفتار چه بوده و در صورت اشتباه در یک، دو و یا تعداد بیشتری از واج  موردنظرکلمه 
ها انتخاب شوند احتمال در صورتی که تعداد بیشتری از بهترین کلمه درست را حدس زد.  توانمیحتمالات ا
ها انتخاب شییوند دقت پایین آید و در صییورتی که تعداد کمتری از این واجانتخاب کلمه درسییت پایین می
برای انتخاب برترین  3قدار های پیشین مآید، بنابراین براساس تجربه و پژوهشتشخیص واج درست پایین می
 شود.ها پیشنهاد میگزینه
 انتخاب شد که میانگین درصد تشخیص  برای این منظور این معیار نیز در کنار معیار تشخیص برترین واج 
های رسییید که بالاترین درصیید گزارش شییده برای تشییخیص واج  3739به  در یکی از تکرارها بهترین واج، 3
 است. CVCPکوت و میوت و صامت ذکر شده در مجموعه داده فارسی با رعایت نسبت س
 هامقایسه با سایر روش -3-5
های مختلف و مقای سه آنها با پژوهش مذکور در جدول زیر جهت ها در پژوهشت شخیص انواد واج در صد 
 مشاهده بهبود ذکر شده است:
 CVCPهای بی شتری ن سبت به مجموعه مجموعه داده ا ستفاده  شده در این جدول، دارای م یوت ا ضمن 
 است.
 توضیحات درصد تشخیص این پژوهش درصد تشخیص مقاله روش
 میوتتشخیص  89 29 ]63[
 میوتتشخیص  89 01 ]13[
 واجتشخیص  61 96 ]83[
 مقایسه روش ها -2-5جدول 
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 مقدمه -1-6
های آینده در راسییتای این پژوهش پرداخته شییده و در این فیییل به بررسییی پیشیینهاداتی برای پژوهش 
ادی که جهت به ثمر رسیییدن این پژوهش کمک شییایانی کرده اند و به فکر پیشییبرد اهداف همچنین از افر
 شود.گزاری میاند سپاسپژوهش بوده
 کارهای آینده -2-6
توان هر گونه ترییرات در هر بخش پژوهش انجام گرفته یک پژوهش کامًلا باز اسیییت به این معنا که می 
زش های آمورات شییاید بتوان به تبدیل این سیییسییتم به سییامانه ترین این ترییبرای بهبود ایجاد کرد. از مهم
 اشاره کرد. redocnEotuAهای وسیله شبکهبه 1صورت پایانه به پایانههای عیبی مینوعی ژرف بهشبکه
ای هوسیله افزایش داده استفاده از شبکهاما روش پیشنهادی پژوهشگران این پژوهش برای بهبود سامانه به
شاره نظارتی اهای قبلی باهدف بهبود  سی ستم و یادگیری نیمه های بهتر بر ا ساس داده داده برای تولید NAG
های های جدید براسیییاس ویژگیهای دادهتوان به ازای هرکدام از کلاسمی NAG CAهای کرد. در شیییبکه 
 افزایی باشد.های دادهتوان یکی از روشهای یاد گرفته شده اشاره کرد که میداده
 و سیله ترکیب این ترین روش پی شنهادی پژوه شگران جهت ایجاد  سامانه کامل ت شخیص گفتار به ماما مه
های یادگیری پایانه به پایانه است. در روش پیشنهادی که درحال توسعه توسش تیم پژوهشی روش با سامانه 
وی نمودار حوزه ای به اندازه پنجره ورودی این شییبکه در نظر گرفته شییده و بر ر این پژوهش اسییت، پنجره
ها) ها (واجصییورت بردار احتمالی از کلاسشییود و در هر تطبیق نتایج بهفرکانس صییدا لرزش داده می-زمان
د توانشییود. این شییبکه ریکارنت میصییورت یک بردار به شییبکه ریکارنت داده میذخیره و تجمیع شییده و به
های صیدا نیز اعمال کند. این بر روی نمونه های موجود در متن که در آن ترتیب کلمات مهم اسیت راویژگی
ها تکامل و روش دقیقا همان روشییی اسییت که در طول چند میلیون سییال طبیعت در هوش طبیعی انسییان 
شود صدا در صورتی که ها زمان شنیده شدن صدا، ابتدا سعی می توسعه داده است. در هوش طبیعی انسان 
این  ها بیافتد کهلبته ممکن اسیت در گفتار سیریع برخی از واجها تفکیک شیود. اشیبیه گفتار باشید، به واج
شود. دقیقا همین حل شدن در هوش مینوعی موضود توسش پردازش زبان طبیعی در هوش طبیعی حل می 
 شود. پس از های آموزش داده شده حل می نیز توسش یادگیری پایانه به پایانه توسش الگوهای موجود در متن 
صورت واج به واج فرکانس برده  شده و  سپس به -ش طبیعی ابتدا  صدا به حوزه زمان دریافت  صدا تو سش هو 
شود چرا که در حوزه های امروزی فراموش میشود و این دقیقا همان بخشی ا ست که در  سامانه تفکیک می
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مورد  ها راهای ریکارنت آنفرکانس کاملا ًالگوهای دو بعدی وجود دارند و نمیتوان  صرفا ًتو سش  شبکه -زمان
 تحلیل دقیق قرار داد.
ها همچون فار سی و م شکل وجود همچنین به دلیل یک سان نبود خواندن و نو شتن در الفبای برخی زبان 
های دیگر اسییت. ای به اسییم املا، در این نود الفباها (که تمامی این الفباها قرض گرفته شییده از زبانمسییئله
 های پایانه به پایانه بسییار حسدر انگلیسیی) نیاز به سیامانههمچون الفبای عربی در فارسیی و الفبای لاتین 
هایی مانند فارسی ای حاضر کرد که در آن زبانتوان مجموعه دادههای آینده همچنین میشود. در پژوهشمی
دارای الفبای مسییتقل شییوند که در آن گفتار و نوشییتار دقیقا همانند هم باشیید. برای مثال زمانی که کلمه 
به کار رفته در سیستم نباشد. همچنین در کلماتی » س«شود سامانه به دنبال یافتن نود تلفظ می» صابون «
شود به میان کلمه نبا شد. در این  صورت که در گفتار تلفظ نمی» و«سامانه به دنبال افزودن » خواهر«مانند 
یم و توانند کاملا ًمستق ها میسامانه های پایانه به پایانه نیز به طور کامل رفع شده و مسئله ا ستفاده از سامانه 
 ای نباشد.ای یا حتی جملهصورت کلمهواج به واج کار کنند و دیگر نیازی به ترجمه گفتار به متن به
 هاگزاریسپاس -3-6
گران ا صلی برای پی شبرد اهداف و به ثمر ر سیدن آن با ت شکر از تمامی افرادی که خارج از دایره پژوهش 
 تلاش شایانی کردند.
کتر همایون بیگی ا ستاد بازن ش سته دان شگاه کلمبیای نیویورک که وقت ب سیار ارز شمند خود را جهت د
 راهنمایی وقف پیشبرد اهداف این پژوهش کرده و به سوالاتی در این زمینه پاسخ دادند.
، یلیهمچنین افرادی که ما را در  ساخت تنها مجوعه داده واج بنیان زبان فار سی یاری کردند. فریده جبرئ 
پور، سیاحل زاده، طاهره سیالاری، علیرضیا آقایی، پریسیا سییفزاده، حامد افژولند، محمد عطاییهدایت ملک
 سلطانی و مینا بیارش.
 و سایر افرادی که هر چند کوچک به پیشبرد اهداف پژوهش یاری رساندند.
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Abstract 
Undoubtedly, one of the most important issues in computer science is intelligent speech 
recognition. In these systems, computers try to detect and respond to the speeches they are 
listening to, like humans. In this research, presenting of a suitable method for the diagnosis of 
Persian phonemes by AI using the signal processing and classification algorithms have tried. 
For this purpose, the STFT algorithm has been used to process the audio signals, as well as to 
detect and classify the signals processed by the deep artificial neural network. At first, 
educational samples were provided as two phonological phrases in Persian language and then 
signal processing operations were performed on them. Then the results for the data training 
have been given to the artificial deep neural network. At the final stage, the experiment was 
conducted on new sounds. 
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