Abstract. A system of PDOs(=Partial Differential Operators) has two non-commutativities, (i) one from [∂q, q] = 1 (Heisenberg relation), (ii) the other from [A, B] = 0 for A, B being matrices in general. Non-commutativity from Heisenberg relation is nicely controlled by using Fourier transformations (i.e. the theory of ΨDOs=pseudo-differential operators).
by q(t) = q(t, t; q) = (q 1 (t), · · ·, q m (t)) ∈ R m , we get Proposition 1.1. Let a j ∈ C 1 (Ω : R) and b, f ∈ C(Ω : R). For any point (t, q) ∈ Ω, we assume that u is C 1 in a neighbourhood of q.
Then, in a neighbourhood of (t, q), there exists uniquely a solution u(t, q). More precisely, putting U (t, q) = e where B(t, q) = b(t, q(t, t; q)), F (t, q) = f (t, q(t, t; q)) and q = y(t, t;q) is a inverse function derived from q = q(t, t; q).
Problem: Is it possible to extend the method of characteristics to the system of PDOs?
Weyl equation.
We take the Weyl equation as the simplest representative of a system of PDOs and we give an answer of the following problem.
Problem: Find if possible, an explicit representation of ψ(t, q) : R × R 3 → C 2 satisfying    i ∂ ∂t ψ(t, q) = H(t)ψ(t, q),
where, t is an arbitrarily fixed initial time and
cσ k i ∂ ∂q k − ε c A k (t, q) + εA 0 (t, q).
(1.1)
In the above, the Pauli matrices {σ j } is represented by
Remark. Though the meaning of explicit representation is not so clear, but it's meaning will be clarified in the sequel.
Claim: We define a good parametrix for the initial value problem for the Weyl equation with a given external time-dependent electro-magnetic field (A 0 (t, q), A 1 (t, q), A 2 (t, q), A 3 (t, q)) by Super
Hamiltonian Path-Integral Method. Here, essential is to introduce "the Hamiltonian mechanics corresponding to the Weyl equation", and to define Fourier Integral Operators using quantities based on the Hamilton-Jacobi equation.
1.3. Important Remark. In general, if one wants to study the precise properties of the solution of PDO, one uses the properties of corresponding classical mechanics defined by the symbol of PDO to mention the fine structure of the solution of PDOs. But this theory of ΨDOs isn't applicable directly to a system of PDOs. For example, one doesn't know how one defines the Hamilton flow for a system of PDOs. Therefore, one needs to apply the technique of ΨDOs after diagonalizing the given system.
In this paper, we treat the aforementioned two non-commutativities on equal footing by introducing odd variables, therefore, we treat matrices as they are.
Our object of this paper is not to prove the well-posedness of (W) as a symmetric hyperbolic system. Rather, we treat a system of PDOs as it is, in other word, we never concern with the properties of characteristic roots of the given system, but we define the Hamilton flow for that system after reformulating it on the superspace. (As is well-known, we may apply the so-called energy methods to a symmetric hyperbolic system without regarding characteristic roots.)
1.4. Superspace setting and Result. By introducing odd variables to decompose the matrix structure, we first reduce the usual matrix valued Weyl equation (W) on the Euclidian space R × R 3 to the one on the superspace R × R 3|2 , called the super Weyl equation (SW) on the superspace R × R 3|2 :    i ∂ ∂t u(t, x, θ) = H t, x, i ∂ ∂x , θ, ∂ ∂θ u(t, x, θ), u(t, x, θ) = u(x, θ).
(SW)
Remark : The most important thing here is that every quantities appeared above (SW) are like scalars though non-commutative! Claim: There exists the classical mechanics corresponding to the (super) Weyl equation and that a parametrix of it is constructed as a Fourier integral operator using phase and amplitude functions defined by that classical mechanics. (We call this a good parametrix because not only it gives a parametrix but also its dependence on the quantities from classical mechanics is explicit.)
Therefore, the (super) Weyl equation is regarded as to be obtained by quantizing that classical mechanics after Feynman's procedure. Because that (super) Weyl equation is "of first order" both in "even and odd variables", we need to modify Feynman's argument from Lagrangian to Hamiltonian formulated "path-integral" (compare arguments between Fujiwara [7] and Inoue [15] for the Schrödinger equation and see also Inoue and Maeda [19] for the heat equation with the scalar curvature term).
The precise meaning of the above claim is formulated as follows: Remark. The assumption (1.2) garantees the suitable estimates for phase and amplitude functions.
Using the identification maps
we get Remarks. (0) The result of this paper is announced in Inoue [18] . Though the notion of superanalysis on Fréchet-Grassmann algebra seems not so familiar even today, we have no space to present a part of elements of superanalysis in this paper. If the reader is strange to the notion such as even and odd variables, elementary and real analysis on super-smooth functions, please consult, [10, 13, 14, 18, 22] .
We hope the procedure employed here will help to study the propagation of singularities of a system of PDOs and others, after developping theories of ΨDOs and FIOs to those on superspaces.
(1) The problem how to regard the spin system following the Feynman's principle, is posed in p.355 of the book of Feynman & Hibbs [6] . J.L. Martin [30, 31] gave an idea of how to make the correspondence from the Fermi oscillator to the classical objects on a non-commutative algebra. On the other hand, without knowing Martin's results, Berezin & Marinov [2] tried to construct the classical mechanics which produces both boson and fermion equally by "quantization".
We answer a part of the problem of Feynman using superanalysis, by taking the Weyl equation
as the typical and the simplest example of the spin system. Feynman-Hibbs [6] posed a question whether this derivation of quantum mechanics from classical quantities is applicable to spin systems, such as Dirac and Pauli equations.
Since there exists no non-trivial Feynman measure [d F γ] on P t,q,q ′ , we try to give a mathematical meaning to the above expression. Under certain condition on V , Fujiwara [7] defines and he proves that F (t, 0) gives a good parametrix. Moreover, Fujiwara [8] gives a kernel representation of the fundamental solution.
Since the above procedure is based on the Lagrangian formulation, we need to reformulate it in the Hamiltonian setting as Inoue [15] , called Hamiltonian path-integral method. After reformulating a certain first order system of PDOs in the superspace, we claim to apply the above Hamiltonian path-integral procedure to that first order system of PDOs. But this paper gives a partial answer to the Feynman's problem, because we
have not yet constructed an "explicit integral representation" of the fundametal solution itself. To do this, we need to prepare more elaborated composition formulas of FIOs as in [8] .
(2) We may extend our procedure to the case where the electro-magnetic potentials are valued in 2 × 2-matrices, if the quantityÃ 0 defined below is real valued and the condition (1.2) is satisfied for all {A
In fact, by decomposing
(3) Even if the electro-magnetic field is time-independent, that is, H(t) = H, and the existence of a self-adjoint realization of H in L 2 (R 3 : C 2 ) is assured, our result above is new in the following sense. It is well-known that e −i −1 tH ψ gives a solution of (W) by Stone's theorem. Moreover, by the kernel theorem of Schwartz, there exists a distribution E(t, q, q ′ ) such that e (4) Especially, in case ε = 0, U(t, 0) gives an explicit solution of (SW) with
It is worth remarking that "classical quantities" above contain the parameter . This means in a sense that "a spinning particle has no classical counter-part" as Pauli claimed one day.
(5) We use Einstein's convention to summing up repeated indeces unless there occurs confusion.
Outline of Proof

2.1.
Interpretation of the method of characteristics. To explain the meaning of "explicit representation", we reconsider the method of characteristics by taking the simplest example:
From the right-hand side of above, we define a Hamiltonian as follows (more precisely, the Weyl symbol should be derived):
The classical mechanics (or bicharacteristic) associated to this Hamiltonian is given by
which is readily solved as q(s) = q + as, p(s) = p − bs.
From above Proposition, putting t = 0, we get readily that
As the inverse function of q = q(t, q) is given by q = y(t,q) =q − at, we get
We remark that there is no flavor of classical mechanics of this expression because we use only a part q(·)
Another point of view from Hamiltonian path-integral method: Put
Then, the classical action S(t,q, p) satisfies the Hamilton-Jacobi equation.
On the other hand, the van Vleck determinant (though scalar in this case) is calculated as
This quantity satisfies the continuity equation:
As an interpretation of Feynman's idea, we regard that the transition from classical to quantum mechanics is to study the following quantity or the one represented by this procedure (the term "quantization" is not so well-defined mathematically):
That is, in our case at hand, we should study the quantity defined by
R dp e
Therefore, we may say that this second construction (2.3) gives the explicit connection between the solution (2.1) and the classical mechanics given by (2.2). We feel the above expression "good" because there appear two classical quantities S(t, q, p) and D(t, q, p) explicitly and we regard this procedure as an honest follower of Feynman's spirit.
Claim: Applying superanalysis, we may extend the second argument above to a system of PDOs e.g. quantum mechanical equations with spin such as Dirac, Weyl or Pauli equations, (and if possible, any other system of PDOs), after interpreting these equations as those on superspaces.
2.2. Our procedure. (I) We identify a "spinor" ψ(t, q) = t (ψ 1 (t, q), ψ 2 (t, q)) : R×R 3 → C 2 with an even
Here, R 3|2 is the superspace and u 0 (t, x), u 1 (t, x) are the Grassmann continuation of ψ 1 (t, q), ψ 2 (t, q), respectively. (The reason why we don't identify ψ(t, q) with u(t, x, θ) = u 0 (t, x) + u 1 (t, x)θ for one odd variable θ, is clarified in [13] .) (II) We represent matrices {σ j } as (even) operators acting on u(t, x, θ) such that
(2.4) (III) Therefore, we may introduce the differential operator which corresponds to H(t, q, −i ∂ q ):
It yields the superspace version of the Weyl equation represented by
(2.6) (IV) Using the Fourier transformation on superspace R m|n , we have the "complete Weyl symbol" of (2.5) as ordinary case. In our case, we putk = , n = 2 and v(θ)
Therefore, the Weyl symbols of σ j (θ, ∂ θ ) are given by
Moreover, we put
As H is even, we may consider the classical mechanics corresponding to H(t, x, ξ, θ, π):
(2.6) od
In the above, we put 10) and at time t = t, the initial data are given by
Then, we have the following existence theorem.
(0) For any T > 0 and any initial data (x, ξ, θ, π) ∈ R 6|4 = T * R 3|2 , there exists a unique solution
(1) The solution (x(t), ξ(t), θ(t), π(t)) of (2.6) ev and (2.6)
That is, smooth in t for fixed (x, ξ, θ, π) and supersmooth in (x, ξ, θ, π) for fixed t.
(2) Assume, moreover, that {A j (t, q)} 3 j=0 satisfy (1.2).
(i) Then, we have, for t, t ∈ [−T, T ], and k = |α
(with
Remark.
In the following, we denote the solution x(t) = (x j (t)) by x(t, t) = (x j (t, t)) with
On the other hand, we have
For x(t, t ; x, ξ, θ, π), θ(t, t ; x, ξ, θ, π), ξ(t, t ; x, ξ, θ, π), π(t, t ; x, ξ, θ, π) solutions of (2.6) ev and (2.6) od obtained in Theorem 2.1, there exists a constant 0 < δ ≤ 1 such that the followings hold:
(i) For any fixed (t, t ; ξ, π), |t − t| < δ, the mapping
gives a supersmooth diffeomorphism. We denote the inverse mapping defined by 18) which is supersmooth in (x, ξ,θ, π) for fixed (t, t).
such that
(VI) Now, we put 24) and S(t, t ;x, ξ,θ, π) = x|ξ + θ|π + S 0 (t, t ; x, ξ, θ, π) x=y(t,t ;x,ξ,θ,π) θ=ω(t,t ;x,ξ,θ,π)
. (2.25) Theorem 2.3. S(t, t ;x, ξ,θ, π) satisfies the following Hamilton-Jacobi equation:
Moreover, decomposing
28)
we get the following estimates: For any α, β, there exist constants C αβ > 0 such that
Defining (sdet denotes the super-determinant)
we get Theorem 2.4. D(t, t ;x, ξ,θ, π) or A(t, t ;x, ξ,θ, π) satisfies the following continuity equation:
Here, the argument of D or A is (t, t ;x, ξ,θ, π), those of ∂ ξ H and ∂ π H are (x, ∂xS,θ, ∂θS), respectively.
Decomposing 
In the following argument of this section, we change the order of variables and rewrite them from (t, t ;x, ξ,θ, π) to (t, t ;x,θ, ξ, π), and then to (t, s ; x, θ, ξ, π).
On the other hand, we show readily
whereĤ(t) is a (Weyl type) pseudo-differential operator with symbol H(t, x, θ, ξ, π), that is,
Claim: The operator (2.35) is a good parametrix for (2.6).
[good parametrix]: We call (2.35) as a good parametrix because it has the following properties:
(a) This (2.35) gives a parametrix of the probelm (2.6), which has the explicit dependence on the classical quantities. That is, the Bohr correspondence is examplified even with spin structure.
(b) As the infinitesimal generator of that parametrix, we have an operatorĤ(t) which corresponds to the the Weyl quantization for the symbol H(t, x, ξ, θ, π), that is, a certain symmetry is preserved naturally.
(c) By Trotter-Kato's time-slicing method, products of (2.35) yield a fundamental solution as is presented in the following theorem.
(1) There exists a positive number δ such that if |t − s| < δ then 
) is continuous and satisfies E(t, r)E(r, s) = E(t, s).
(2.40)
Remark: The reason for preparing complicated estimates in Theorems 2.1-2.4, is to apply the known L 2 -bounded theorem to our FIO.
On the other hand, remarking that 41) and putting that
we have
) is continuous and satisfies E(t, r)E(r, s) =
E(t, s).
(
(2.45)
Problem: Construct a kernel representation of E(t, s) (i.e. a fundamental solution). If we could do so properly, then we would give an answer of the problem posed by Feynman in p.355 of [6] . To do so, we need to develop the theory of FIO on superspace more precisely. For example, we must extend the #-product formula for two FIP with different phaases which is done for FIO on ordinary Euclidian space.
3. Classical Mechanics: Proofs of Theorems 2.1-2.5.
3.1. Hamiltonian flows.
Proof of Theorem 2.1(Existence).
We rewrite (2.6) od as
where
Moreover, defining σ j (t) = σ j (θ(t), π(t)), we have, by simple calculations,
Now, we start our existence proof. We decompose variables, using degree, as follow:
are the degree of 2ℓ parts of X(t), Y(t), σ(t), respectively:
3 )
[2ℓ3]
and
[0] From (3.6) with m = 0, we get
j (t) = 0 and
Therefore, for any t ∈ R,
[1] We put these into (3.7) with m = 0, to have
Here, X [0] (t) is a 4 × 4-matrix whose arguments depend on (t, t,
with values in C. Or more precisely, X [0] (t) has components given by
As (3.9) is the linear ODE in (R 0|1 ) 4 with smooth coefficients in t, there exists a unique global (in time)
solution, which has the following dependence.
[2] For (3.6) with m = 1, we have
Then, using (3.8) with m = 1 and (3.10), we have, for j = 1, 2, 3,
2 ), σ
k .
Therefore, we have, for j = 1, 2, 3,
[3] For (3.7) with m = 1, we get
Here, X [2] (t) is a 4 × 4-matrix whose arguments depend on (t,
[4] Proceeding inductively, we get,
. This gives the existence proof (Proof of Theorem 2.1). Remarking that at each degree, the solution of (3.6) and (3.7) is defined uniquely, we have the uniqueness of the solution of (2.6) ev and (2.6) od .
Moreover, we have easily
Using (2.10) and putting
There exists a unique solution
Moreover, they are related to (x(t), ξ(t), θ(t), π(t)) as
Smoothness: Proof of Theorem 2.1 continued.
For notational simplicity, we represent x(t, t ; x, ξ, θ, π) as x(t) or x, etc. We investigate the smoothness of (x(t), ξ(t), θ(t), π(t)) with respect to the initial data (x, ξ, θ, π). In the following, we put (
s-smoothness: In oder to prove the smoothness w.r.t. the initial data, we differentiate (2.6) ev and (2.6) od formally w.r.t. (x, ξ, θ, π), which gives us the following differential equation:
with arguments (t, t ; x, ξ, θ, π) and
with arguments (t, x(t), ξ(t), θ(t), π(t)). Remarking that each component of H 2 (t) is differentiable w.r.t.
t for fixed (x, ξ, θ, π) and proceeding as in the proof of the first part of Theorem 2.1, we get the unique global (in time) solution of (3.12). On the other hand, taking the difference quotient of (2.6) ev and (2.6) od w.r.t. the small perturbation of the initial data, making that perturbation tends to 0 and remarking that each component of H 2 (t) is continuous w.r.t. (x, ξ, θ, π), we may prove that the solution of (2.6) ev and (2.6) od is in fact differentiable w.r.t. (x, ξ, θ, π) and satisfies (3.12) . (This process is well-known for proving the continuity of the solution of ODE w.r.t. the initial data.)
Furthermore, for each positive integer k ≥ 1 and ℓ ≥ 2, putting
respectively, we have the following differential equation for k ≥ 2:
Here, c p,k are suitable constants. It is inductively proved that the each component of R (k) (t) is continuous w.r.t. (x, ξ, θ, π) and differentiable w.r.t. t. As above, this equation has the unique solution and therefore the solution of (2.6) ev and (2.6) od is in fact k-times differentiable w.r.t. (x, ξ, θ, π).
Therefore, we get the s-smoothness of the solution of (2.6) ev and (2.6) od w.r.t. (t, t ; x, ξ, θ, π);
Estimates: We remark, by the structure of H(t, x, ξ, θ, π), the following:
for any i, j = 1, 2, 3 and k, l = 1, 2.
On the other hand, by (3.17), we must estimate, for any α, β, 27) and
Since it is obvious that body parts of other terms are 0.
The case |a + b| = 0: From (2.12), we have π Bẋj = π B cσ j (θ, π) = 0, which implies π B (x j − x j ) = 0.
By (2.12), we have, for |α + β| ≥ 1,
with argument of H x k ξj , etc, being (x(t), ξ(t), θ(t), π(t)). On the other hand, as H x k ξj = 0 = H ξ k ξj and
Analogously, as we get
These give (2)-(i) of Theorem 2.1.
The case |a + b| = 1: For notational simplicity, we denote by
which is the abbreviation of
From above, we have,
More explicitly, a part of (3.30) with the argument (t, t ; x [0] , ξ [0] , 0, 0) abbreviated, is rewritten as
to both sides of (3.31) and taking the body parts, we have
We prepare the following simple lemma:
Lemma 3.3. Let H be a Hilbert space over C with scalar product and norm denoted by (·, ·) and · ,
then, we have
Moreover, we get
Now, applying this lemma to (3.32) with
Analogously, as
By the same fashion, we have
This gives the proof of (ii) with |a + b| = 1, k = |α + β| = 0 (here, we abbused the subscript k).
We put
, 0, 0) with |a + b| = 1 and |α + β| = k,
For example, when k = 1, we have
where terms * * represent whose body parts vanish. Therefore, a part of (3.37) is rewritten as
Using above estimate, we have
|Y
Calculating analogously, we get
for |t − t| ≤ 1.
By induction w.r.t. k, because of the first term of the rightest hand of (3.38) having the bounded body part, there exists constantC
(3.40)
Therefore, using Lemma 3.4, we have,
In the above, constantsC
are independent of (t, ξ, θ) (this saying will be abbreviated if it is no need to stress this).
We proved (ii) with |a + b| = 1.
The case |a + b| = 2: As before, using H xξ = 0 = H ξξ , we get
Moreover,
As we have
2 , etc., using estimates already obtained, we get
Analogously,
which implies
2 |t − t|.
For k ≥ 1, putting
, ξ [0] , 0, 0) with |a + b| = 2 and |α + β| = k,
which yields
The case |a + b| = 3:
, ξ [0] , 0, 0) with |a + b| = 3 and |α + β| = k
with
For example, when k = 0, we have
where { * * } has no body part, because
Then, the body part of a part of F Using Lemma 3.4 and the inequality above, we have
Moreover, when k ≥ 1, we have
The case |a + b| = 4: Let k = 0. From (3.41), we have
. By the same talk, we get
Finally, we have
Proceeding as before, we get
Therefore, Theorem 2.1 has been proved. Existence of the inverse map. For notational simplicity, we put
and we consider (t, t ; ξ, π) as parameters which will not be represented explicitly.
For any fixed (t, t ; ξ, π) and any given (x,θ), we want to find (x, θ) such that
Denoting this (x, θ) as (Y (x, θ), Ω(x, θ)), then we should have
By the supersmoothness proved in (1) of Theorem 2.1, we have
We assume (and prove by construction) that we may put also
Claim I: From the first equation of (3.46), we construct Y i, * (X B ) for each degree.
(I-0) Restricting (x, θ) to (x, 0) in (3.46), we have
Or more precisely, putting
(3.47) (I-1) Differentiating (3.46) w.r.t. θ 1 or θ 2 and restricting as above, we have for each i = 1, 2, 3,
Or, we have 
Therefore, we have
(X). (1) For any fixedx B , we consider the map
which satisfies
is the contraction map, therefore, there exists a unique x B such that
We denote this as
, and therefore, Y [0] (X) is defined, which satisfies (3.47) with p = 0.
(2) From (3.48) with p = 1, we have, for each i = 1, 2, 3,
As ∂x j Y [0] i (X,Θ) = ∂x j Y [0] i,0 (X B ), the right-hand side above is given by the step (1) above. On the other hand, when |t − t| < δ, t, t ∈ [−T, T ], for any (ξ, π), we have det Θ
Solving (3.50), we get the degree 1 part of Y [1] i, * (X B ), that is, Y [1] i, * (X) for i = 1, 2, 3, * = 0, 1, 2, 3.
(3) Putting p = 0 in (3.49), we have
Therefore, we get Y [0] i,3 (X).
Returning back to (1) with p = 1 in (3.47) and then (2) with p = 2 in (3.48) and lastly (3) with p = 2 in (3.49). This process determines Y [2] i,0 (X), Y [3] i,1 (X), Y [3] i,2 (X) and Y [2] i,3 (X). Proceeding recursively, we determine Y i, * (X).
Claim II: Analogously as above, we determine Ω ℓ, * (X) as follows.
(II-0) Restricting (x, θ) to (x, 0) in the second equation of (3.46), we have
In other word, we have
(3.51) (II-1) Differentiating (3.46) w.r.t. θ 1 , we have,
(II-2) Differentiating (3.46) w.r.t. θ 1 and θ 2 , we have, for ℓ = 1, 2,
Rewriting above, we have, for each p = 0, 1, 2, · · · ,
(X). By the same procedure which we employed to determine Y i, * (X), we may define Ω ℓ, * (X).
Therefore, there exist a constant δ > 0 and functions y(t, t ;x, ξ,θ, π), ω(t, t ;x, ξ,θ, π) such that for |t − t| < δ x = y(t, t ; x(t, t ; x, ξ, θ, π), ξ, θ(t, t ; x, ξ, θ, π), π), θ = ω(t, t ; x(t, t ; x, ξ, θ, π), ξ, θ(t, t ; x, ξ, θ, π), π), (3.55) and thereforex = x(t, t ; y(t, t ;x, ξ,θ, π), ξ, ω(t, t ;x, ξ,θ, π), π), θ = θ(t, t ; y(t, t ;x, ξ,θ, π), ξ, ω(t, t ;x, ξ,θ, π), π).
(3.56)
Estimates of the inverse mapping: When |a + b| = 0, differentiating once the first equation of (3.56) w.r.t.x or ξ, we get
Taking the body part and remarking (2.12), we get
Here, we used the fact
which follows from (2.12). Analogously, we have
By the same procedure, we have
The case when |a + b| = 1, we have
Taking the body part and using (2.13), we get
if we take |t − t| ≤ δ ≤ (4C
1 ) −1 , then we have, as operators
Therefore, using (X − I)Y = I − Y , we have, as operators
that is,
From the second equality of (3.58) combined with (2.13),
Analogously, we get, when |a + b| = 1,
Proceeding analogously as we did in proving Theorem 2.1, we have the desired results for |a + b| ≥ 2, which are abbreviated here. The second inequality in (2.19) is given in the next subsection.
Analogously, we have Proposition 3.4. (i) For any fixed (t, t ; x, θ), |t − t| < δ, the mapping
is supersmooth. The inverse mapping defined by
is supersmooth in (x,ξ, θ,π) for fixed (t, t).
(ii) Let |a + b| = 0. We have
3.1.4. Time reversing. As the Hamilton equation (2.6) ev and (2.6) od may be solved backward in time, we denote, for t ≤ t ≤t, that x(t,t ;x,θ,ξ,π), ξ(t,t ;x,θ,ξ,π), θ(t,t ;x,θ,ξ,π), π(t,t ;x,θ,ξ,π) are solutions at time t of (2.6) ev and (2.6) od with the initial time t =t and the initial data (x,θ,ξ,π).
Proceeding as in previous sections, we have the following:
x = x(t,t ;x,θ,ξ,π),x = x(t,t ;x,θ,ξ,π), θ = θ(t,t ;x,θ,ξ,π),θ = θ(t,t ;x,θ,ξ,π), ξ = ξ(t,t ;x,θ,ξ,π),ξ = ξ(t,t ;x,θ,ξ,π), π = π(t,t ;x,θ,ξ,π),π = π(t,t ;x,θ,ξ,π) (3.67)
For the inverse mappings, we have, if |t − t| < δ,
= y(t,t ; x,ξ, θ,π), x = y(t,t ; x,ξ, θ,π), θ = ω(t,t ; x,ξ, θ,π), θ = ω(t,t ; x,ξ, θ,π), ξ = η(t,t ; x,ξ, θ,π), ξ = η(t,t ; x,ξ, θ,π), π = ρ(t,t ; x,ξ, θ,π), π = ρ(t,t ; x,ξ, θ,π).
(3.68) Therefore, we get for |t − t| < δ,              y(t,t ; x,ξ, θ,π) = x(t, t ; x, η(t, t ; x,ξ, θ,π), θ, ρ(t, t ; x,ξ, θ,π)), ω(t,t ; x,ξ, θ,π) = θ(t, t ; x, η(t, t ; x,ξ, θ,π), θ, ρ(t, t ; x,ξ, θ,π)), η(t,t ;x, ξ,θ, π) = ξ(t, t ; y(t, t ;x, ξ,θ, π), ξ, ω(t, t ;x, ξ,θ, π), π), ρ(t,t ;x, ξ,θ, π) = π(t, t ; y(t, t ;x, ξ,θ, π), ξ, ω(t, t ;x, ξ,θ, π), π). In fact, from above and the first inequality in (2.19), we have
Replacing (t, t) in the first equality of (3.69) by (t,t) and using (2.14), we have
since η [0] (t,t ; 0, 0) is continuous in t,t. Combining these, we get the desired inequality.
Action integral.
We prepare the following lemma in a slightly general situation:
Lemma 3.5. Let (x(x, θ), θ(x, θ), u(x, θ), ξ(x, θ), π(x, θ)) be supersmooth functions of (x, θ) ∈ R m|n sat-
Assuming that
we have: (i) There exist inverse functions y(x,θ), ω(x,θ) such that x(y(x,θ), ω(x,θ)) =x, θ(y(x,θ), ω(x,θ)) =θ.
(ii) Moreover, putting w(x,θ) = u(y(x,θ), ω(x,θ)), we have, for j = 1, 2, · · · , m and ℓ = 1, 2, · · · , n,
Proof. By the inverse function theorem, we get (i). From this, we have
Using these, we get readily that
Analogously, we get the second equality in (ii).
Proof of Theorem 2.3. For fixed (ξ, π), we put S(t, t ; x, ξ, θ, π) = x|ξ + θ|π + S 0 (t, t ; x, ξ, θ, π).
Then, we have, using integration by parts w.r.t. s in (2.25),
Analogously, we get
As we have already proved that if |t − t| ≤ δ, we have
we may apply the above lemma. Therefore, putting S(t, t ;x, ξ,θ, π) =S(t, t ; y(t, t ;x, ξ,θ, π), ξ, ω(t, t ;x, ξ,θ, π), π),
we have, by (3.70), ∂S ∂x j = ξ j (t, t ; y(t, t ;x, ξ,θ, π), ξ, ω(t, t ;x, ξ,θ, π), π), On the other hand, ∂ ∂tS (t, t ; x, ξ, θ, π) = ẋ(t)|ξ(t) + θ (t)|π(t) − H(t, x(t), θ(t), ξ(t), π(t)).
Combining these with simple calculations, we get the desired Hamilton-Jacobi equation.
Moreover, using (3.71) and (3.69), we have ∂x j S(t, t ;x, ξ,θ, π) = η j (t,t ;x, ξ,θ, π), ∂θ ℓ S(t, t ;x, ξ,θ, π) = ρ ℓ (t,t ;x, ξ,θ, π), ∂ ξ k S(t, t ;x, ξ,θ, π) = y k (t, t ;x, ξ,θ, π), ∂ π m S(t, t ;x, ξ,θ, π) = ω m (t, t ;x, ξ,θ, π).
(3.72)
From here on, we change the notation:
(t, t ;x, ξ,θ, π) → (t, s ; x, ξ, θ, π).
from the Hamilton-Jacobi equation and S(s, s ; x, ξ, θ, π) = x|ξ + θ|π , we get Lemma 3.6. Using the decomposition (2.28), we get S00 ,t +H = 0 with S00(s, s ; x, ξ) = x|ξ , (3.73) S10 ,t +H π2π1 S 2 10 + (H π1θ1 +H π2θ2 )S10 +H θ2θ1 = 0 with S10(s, s ; x, ξ) = 0, (3.74)
Proof. (3.73) is obtained by restricting (H-J) to θ = π = 0. Integrating (H-J) w.r.t. dθ 1 dθ 2 , we get (3.74). In fact, as we have
, and restricting ∂ θ2 ∂ θ1 H to θ = π = 0, we get the desired equality. Other equalities are obtained in the same manner. SinceH = εA 0 (t, x), we get readily
we get Lemma 3.7. For |t − s| ≤ δ,
dr w0(r,s ;x,ξ) = S c2d2 (t, s ; x, ξ), (3.81)
Remarking (3.82), we have Lemma 3.8.
S01
,t + S c1d1 S c2d2Hπ2π1 = 0 with S01(s, s ; x, ξ) = 0, (3.83) S11 ,t + 2w 0 S11 + w 1 = 0 with S11(s, s ; x, ξ) = 0, (3.84)
where we put w 1 (t, s ; x, ξ) = (S10S01 ,xj − S c1d1 S c2d2,xj )H ξj π1θ1 + (S10S01 ,xj − S c1d1,xj S c2d2 )H ξj π2θ2
Proof. To get (3.83), we used (3.82). Remarking
and (3.81), we have (3.84).
Therefore, we get the representation 
Proof. As S10(t, s ; x, ξ) = S θ2θ1 (t, s ; x, ξ, 0, 0) = ∂ θ2 ρ 1 (−t, s ; x, ξ, 0, 0), we have the desired one from Proposition 3.4 and (3.72). Other terms are calculated similarly.
Continuity equation.
Defining D as in (2.30), we get Theorem 2.4 as in [13] .
Using the notation introduced in Theorem 2.3, we may decompose
From the continuity equation (2.31), we have
As
and we get D00(t, s ; x, ξ) = e Instead of D, we should study the properties of a function A = D 1/2 : Putting
More precisely, we define A00(t, s ; q, p) = D00(t, s ; q, p) such that A00(s, s ; q, p) = 1 and A cd (t, s ; q, p) are defined from above, and then they are Grassmann continued to R 3|0 .
Using the continuity equation (2.31), we have the (2.32).
Remarking also
we haveH ξj = 0 and ∂ xj H ξj = 0, from which we have
That is, as is desired, we have A00(t, s ; x, ξ) = e On the other hand, for {· · · } in (2.32), as
Therefore, we get
Simple but lengthy calculation yields Proposition 3.10. Analogously, we have Proposition 3.11.
Proposition 3.12.
where w 4 (t, s ; x, ξ) = A01 ,xjHξj θ2θ1 + S10A01 ,xj (H ξj π1θ1 +H ξj π2θ2 + S10H ξj π2π1 ) + S11A00 ,xj (H ξj π1θ1 +H ξj π2θ2 + 2S10H ξj π2π1 ) + S c1d1 S c2d2 A10 ,xjHξj π2π1
Therefore, we get the estimates in (2.34). 
for u ∈ / C SS,0 (R 3|2 ). Here, we use the abbreviation
Remark. We may give the definite meaning to above expression (4.1) as oscillatory integrals: As the right-hand side of (4.1) is not necessarily 'absolutely integrable' with respect to dΞdY = dξdπdydθ, that is, after integrating with respect to dπdθ, the integrated function is not necessarily absolutely integrable with respect to dξdy. Therefore, it is necessary to give the definite meaning to the right hand side of (4.1). Let {χ ε (q, p)} ε>0 be any bounded sequence of functions in B(R 6 ) such that for each ε > 0,
. Instead of (4.1), we consider
As is easily seen thatĤ
where (Ĥ ε u) a (x) = ∂ a θ (Ĥ ε u)(x, 0). So, applying the proof of bosonic case to (Ĥ ε u) a as in [26] , we get Hu(X) = s − limĤ ε u(X) in a suitable sense.
Moreover, all integrals which appear hereafter should be considered in the above sense (called, super oscillatory integral) if the integrand is not absolutely integrable. Moreover, if the calculas under the integral sign is permitted using the above argument combined with Lax' technique (of using integrations by parts repeatedly with ∂ ξj e iφ(x,ξ) = i∂ ξj φ(x, ξ)e iφ(x,ξ) ), we do it without mentioning it.
By simple calculation, we have
we get
We have alsoĤ
4.2. Fourier Integral Operators associated with H(t, X, Ξ). After reordering (x, ξ,θ, π) as (x,θ, ξ, π) and denoting them by (x, θ, ξ, π), we consider an integral transformation U(t, s) on / C SS,0 (R 3|2 ) where S(t, s ; x, θ, ξ, π) and A(t, s ; x, θ, ξ, π) are defined in §2:
or simply, we write it as
Here, we remark by (2.28) that
(4.11)
After integrating (4.10) with respect to dπ, we have
(4.13)
In the above, arguments of B * * , A * * and S * * are (t, s ; x, ξ).
By using (3.86) and (2.34), we have that
we have v0(t, s ; x) = E00û0(ξ) + E01û1(ξ) 
which implies We get the desired results by the standard method applying to (4.16).
Remark. In the above, Theorem 4.3 and Proposition 4.4 are proved after integrating w.r.t. dπ and applying the standard method for pseudo-differential and Fourier integral operators on the Euclidian space R 3 . But, this suggests us to the neccesity of developping those operator theories on the superspace R m|n .
4.3.
Composition of FIOs with ΨDOs. As (t, s) is inessential in this subsection, we abbreviate it and denote A(X, Ξ) = A(t, s ; x, ξ, θ, π), S(X, Ξ) = S(t, s ; x, ξ, θ, π), H(X, Ξ) = H(t, X, Ξ) and 
Moreover, B L has the following expansion
Here, the argument of H is (X, ∂ X S) and that of S and R L is (X, Υ), and
Proof. By definition, we havê
Here, we put
(4.27) (I) Before giving the full proof, we calculate rather formally which yields (4.22). As
we introduce a change of variables by
As sdet
= 1, we may apply the formula of change of variables under integral sign, see, Theorem 3.8 of [22] or Theorem 1.14 of [10] , to (4.25) getting
By Taylor's formula w.r.t.Ξ, we have
In the above, we abbreviate summation sign and j = k because ∂
Now, we remark
From the first equality of (4.32), we get easily that
dỸ dΞ e
(4.34)
Using the first equalty of (4.33) and applying the first equalty of (4.32) after integration by parts, we have c 2 3,2
(4.35)
In the last line above, we put ( * ) = (X, Υ) and ( * * ) = (X, ∂ X S(X, Υ)),
respectively. Thus, we get the main terms of (4.22) formally.
The remainder term is derived from
Therefore,
where we put ( * * ) = X +Ỹ 2 , ∂ X S(X,Ỹ , Υ) and ( * ) = (X +Ỹ , Υ), respectively. Using (4.33) and integration by parts, we get
dỸ dΞ e Here, we used
(II) To make the above procedure rigorous, we need to justify the usages of the changing the order of integration and those of delta functions. But, these are readily justified by using oscillatory integrals (see, Kumano-go [27] ). Moreover, the estimate (4.23) is obtained easily. For example, we consider the first term of (4.39)
. By the structure of H, we have terms as
The derivatives ∂ α X ∂ β Υ of these terms have clearly bounded body terms by (3.86) and (2.34).
Remark. The main term is easily obtained from
The following theorem is given for the future use. Moreover, B R has the following expansion:
where arguments of B R , A and S are (X, Υ) and that of H is ((−1) p(Υ) ∂ Υ S(X, Υ), Υ). Furthermore, R R (X, Υ) has the following from:
Proof. As before, it is enough to calculate formally which yields (4.43).
(i) RemarkingĤ is represented as (4.5), we have
we define a change of variables as Ξ = Ξ − Υ,
Rewriting (4.45), we get
(ii) Using Taylor's expansion for H 0 (· · · ) w.r.t.Ỹ , we decompose
So, we put
50)
(iii) Using (4.32), we get readily
Remarking the second equality of (4.33), integration by parts and applying (4.32), we get
with arguments of A, S are (X, Υ) and that of H 0 is (∂ Υ S(X, Υ), Υ). Therefore, we have the main terms of (4.43) by adding I 1 + I 2 .
(iv) Using the second equality of (4.33) twice, we get
where in the last equality, the argument of A is (X,Ξ + Υ) and that of ∂ 2 X k Xj H 0 is (X,Ξ,Ỹ , Υ).
Remarking (4.32) once more, we have
(4.57) Therefore, we get
with R R (X, Υ) = I 31 + I 32 + I 33
(4.59)
Finally, we estimate R R (X, Υ) using the structure of H 0 . As
using (4.49), we get
By integration by parts, we get
and also
Therefore, applying the same procedures to I 32 and I 33 , we get
A ·S jk (X,Ξ, 0,Z, Υ) + I 312 + · · · .
5.
Proofs of Theorem 2.6 and Theorem 2.7.
5.1. The infinitesimal generator. Let u ∈ / C SS,0 (R 3|2 ). As
using the Hamilton-Jacobi equation, the continuity equation and the composition formula (4.22), we have
Moreover, we have
Proof. Using the estimates (3.86) and (2.34), we get
Therefore, we may proceed as we did in proving Theorem 3?.3 to have (5.2).
Evolutional property.
The following theorem gives one of the main estimate necessary to apply Theorem A.1 of [15] to our case.
. If |t − s| + |s − r| is sufficiently small, we have
By definition, we have
To prove Theorem 5.2, we follow the procedure of Taniguchi [45] . For the sake of notational simplicity, we use the following abbreviation:
First of all, we prepare Lemma 5.3. There exists a unique solution (X,Ξ),X = (x,θ),Ξ = (ξ,π) of
Moreover, we have, for a = (α, a), b = (β, b),
Proof. Putting
we rewrite (5.6) as
, we claim that there exists δ 0 , such that if λ ≤ δ 0 , then there exists a fixed point of the map T .
To prove this claim, we decompose, for α = 1, 2,
Existence: We consider the body part of (5.8).
   y
Moreover, the estimate is also established in Theorem 1.7 ′ of [28] .
Substituting these y [0] , η [0] into (5.8), we get
2 ),
Clearly, the components of the right-hand side above are the given data.
For the part of degree 2, we have
2 .
Here, ∂ ξj J 1,00 (x, ξ) [2] = m i=1 ∂ ξj ∂ xi J 1,00 (x [0] , ξ [0] )x [2] i +∂ ξj ∂ ξi J 1,00 (x [0] , ξ [0] )ξ Then, analogously we have, for ℓ ≥ 1,
Estimate: We proceed as we did in proving Proposition 3?.3.
Putting the #-product φ 1 #φ 2 of φ 1 and φ 2 by Same holds for ∂ Ξ φ(X, Ξ).
Lemma 5.5. Proof. Differentiate the first equation of (5.9) w.r.t. Ξ to have ∂ Ξ ∂ X φ(X, Ξ) = ∂ ΞΞ ∂ Ξ ∂ X φ 1 (X,Ξ).
On the other hand, from (5.6), we have
Substituting the first equation above into the second one, we get
Because of
We prove that there exists q 1 (X, Ξ) such that sdet (I − (−1) p(Ξ) ∂ Ξ ∂ Ξ φ 1 (X,Ξ)∂ X ∂ X φ 2 (X, Ξ)) = 1 + q 1 (X, Ξ).
Moreover, by the same argument of Proposition 1.5 of [28] , we have π B (1 + q 1 (X, Ξ)) ≥ (1 − δ 0 ) m > 0, which yields sdet ∂ Ξ ∂ X φ(X, Ξ) = sdet (∂ Ξ ∂ X φ 2 (X, Ξ)) · (1 + q 1 (X, Ξ)) −1 · sdet (∂ Ξ ∂ X φ 1 (X,Ξ)).
Taking the square root of both sides, and remarking the elements of the right-hand side are even, we have µ(X, Ξ) = µ 1 (X,Ξ)µ 2 (X, Ξ) + q 2 (X, Ξ) with q 2 (X, Ξ) = µ 1 (X,Ξ)µ 2 (X, Ξ)[(1 + q 1 (X, Ξ)) −1/2 − 1] = −µ 1 (X,Ξ)µ 2 (X, Ξ) q 1 (X, Ξ) 1 + q 1 (X, Ξ)(1 + 1 + q 1 (X, Ξ)) .
Then, we have readily that q 2 (X, Ξ) ∈ S Then, we get the first inequality of (5.14) from the last expression of (5.16) and the first inequality of (5.15) from the third expression of (5.16). Similar arguments work for other inequalities. Setting
We apply the Lax's technique. That is, we have Using the Taylor expansion, we may rewrite the first term of (5.17) as 
Concluding remarks
Though in this paper, we answer one of several problems in Inoue [13] , we give other problems which should be solved:
(i) Propagation of singularity: How one can extend Egorov's theorem to the system of PDE (see [4] )?
(ii) How does the Aharonov-Bohm effect and Berry's phase appear when Schrödinger equation is replaced by the Weyl equation (see [35] )? This should be studied by constructing the fundamental solution of (W) using #-product introduced in Kumano-go [26] .
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