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HILBERT SPACES BUILT ON A SIMILARITY AND ON
DYNAMICAL RENORMALIZATION
DORIN ERVIN DUTKAY AND PALLE E.T. JORGENSEN
Abstract. We develop a Hilbert-space framework for a number of general
multi-scale problems from dynamics. The aim is to identify a spectral theory
for a class of systems based on iterations of a non-invertible endomorphism.
We are motivated by the more familiar approach to wavelet theory which starts
with the two-to-one endomorphism r : z 7→ z2 in the one-torus T, a wavelet
filter, and an associated transfer operator. This leads to a scaling function
and a corresponding closed subspace V0 in the Hilbert space L2(R). Using
the dyadic scaling on the line R, one has a nested family of closed subspaces
Vn, n ∈ Z, with trivial intersection, and with dense union in L2(R). More
generally, we achieve the same outcome, but in different Hilbert spaces, for
a class of non-linear problems. In fact, we see that the geometry of scales of
subspaces in Hilbert space is ubiquitous in the analysis of multiscale problems,
e.g., martingales, complex iteration dynamical systems, graph-iterated func-
tion systems of affine type, and subshifts in symbolic dynamics. We develop a
general framework for these examples which starts with a fixed endomorphism
r (i.e., generalizing r(z) = z2 ) in a compact metric space X. It is assumed
that r : X → X is onto, and finite-to-one.
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1. Introduction
We study a class of endomorphisms r : X → X , where X is a metric space. The
endomorphism is assumed onto, and finite-to-one. We build a spectral theory on a
Hilbert space associated naturally with (X, r). Our focus is on the case when X is
assumed to carry a certain strongly invariant measure ρ, see (2.3).
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Continuing our earlier work [13] we consider basis constructions in a general
context of dynamical systems; the case of endomorphisms, i.e., non-reversible dy-
namics. Our framework will include wavelet bases, as well as algorithmic basis
constructions in Hilbert spaces built on fractals or on Julia sets of rational func-
tions in one complex variable. In fact, these examples motivated our results.
First recall that in the real variable case of standard wavelets (in one or several
variables, i.e., the d-dimensional Lebesgue measure), there is a separate generaliza-
tions of standard dyadic wavelets, again based on translation and scaling: See for
example [3] for such an approach to the construction of generalized wavelet bases in
the Hilbert space L2(Rd), i.e., of orthogonal bases in L2(Rd), or just frame wavelet
bases, but still in L2(Rd).
It is the purpose of this paper to develop a geometric context of this viewpoint
which applies to any kind of dynamics which is based on an iterated scale of self-
similarity. Hence our paper will offer a Hilbert-space framework which goes beyond
the setting of scale similarity, and our results will offer a new viewpoint even in the
case of the more familiar selfsimilarity which is based on a cascade of affine scales.
The best know instance of this is d = 1, and dyadic wavelets [10]. In that
case, the two operations on the real line R are translation by the group Z of the
integers, and scaling by powers of 2, i.e., x 7→ 2jx, as j runs over Z. This is
the approach to wavelet theory which is based on multiresolutions and filters from
signal processing. In higher dimensions d, the scaling is by a fixed matrix, and the
translations by the rank-d lattice Zd. Again we will need scaling by all integral
powers. We view points x in Rd as column vectors, and we then consider the group
of scaling transformations, x 7→ Ajx as j ranges over Z.
Suitable spectral conditions will be imposed on A. In particular we note that if A
is integral, i.e., the entries in A are in Z, then x 7→ Ax passes to the quotient Rd/Zd.
Since Rd/Zd is a copy of the compact d-torus Td via a familiar identification, we
see that A induces an endomorphism rA in T
d. If further A is invertible, then rA is
finite-to-one, and maps Td onto itself. In fact, for every x in Td, the inverse image
r−1A (x) has cardinality = | detA| =: N .
(1.1)
1√
detA
ϕ(A−1x) =
∑
k∈Zd
akϕ(x− k), (x ∈ Rd).
So our starting point is a given finite-to-one endomorphism r : X → X in a com-
pact space X . Our aim is three-fold: (1) to build an associated Hilbert space which
admits wavelet decompositions; (2) to show that the corresponding computations
can be done with a geometric algorithm; and finally (3) we offer concrete examples
from dynamics where our approach leads to new insight. So in addition to the en-
domorphism (X, r), our initial setup will include a scalar function m0; an analogue
of the function from wavelet theory which determines low-pass filters.
Details: Set W (x) := |m0|2/#r−1(x). We say that m0 satisfies a low-pass con-
dition if W (0) = 1. (In the special case of (1.1) above, the relationship between
the function m0 and the coefficients {ak} is that the ak numbers will be the d-
Fourier coefficients of m0 when m0 is viewed as a function on the compact quotient
X = Rd/Zd. This explains the summation over Zd in (1.1).)
Suppose for some p, and x ∈ X , that rp(x) = x. Then we say that the finite
set of points C = {x, r(x), . . . , rp−1(x)} is a cycle. A cycle C is called a W -cycle if
W (y) = 1 for all y ∈ C.
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We will extend to the context of endomorphisms the following general princi-
ple from wavelets in the Hilbert space L2(Rd): A generalized wavelet basis (also
called a Parseval-frame, see e.g., [3]) will have the stronger orthonormal basis
(ONB)property when the only one W -cycle is C = {0}. On the other hand, the
presence of non-trivialW -cycles is consistent with wavelet systems that form frame-
bases. The reader is referred to [6] for details regarding these more general wavelet
bases. It was proved in [6] that the presence of W -cycles is consistent with a class
of certain super-wavelets. This wavelet basis involves an additional cyclic structure
which we will develop in the paper.
This setup arose earlier for the familiar linear multiresolution analysis (MRA)
approach to wavelets: Recall [10] that dyadic wavelets represent a special basis for
the Hilbert space L2(R), but they are generated by a subspace V0 in L
2(R) which
is the closed linear span of a single function ϕ and its translates by the integers Z.
The function ϕ satisfies a certain scaling identity
(1.2)
1√
2
ϕ(x/2) =
∑
k∈Z
akϕ(x− k), (x ∈ R).
which implies that the scaling operator Uf(x) := 1/
√
2f(x/2) maps V0 into itself.
A solution ϕ is called a scaling function. Using a terminology from optics, we say
that functions on R represent signals or images, and that the subspace V0 initializes
a fixed resolution.
A special case: X = T = {z ∈ C | |z| = 1} = R/Z, r(z) = z2, and m0 is the func-
tion on T with Fourier coefficients equal to the masking coefficients ak from (1.2),
i.e., m0(z) =
∑
k∈Z akz
k. The function m0 is called a filter function because of an
analogy to a setting in signal processing. One of the axioms for m0 (the quadrature-
mirror-filter axiom) from wavelet theory amounts to the fact that the associated
linear operator, S0h(z) := m0(z)h(z
2) is isometric in L2(T, Haar measure); see
Figure 1.
U←− U←− U←−⋂
n
UnV0 ⊂ · · · ⊂ UnV0 ⊂ · · · ⊂ U2V0 ⊂ UV0 ⊂ V0 ⊂ L2(R)
↓ ↓ ↓ ↓ ↓ intertwining
H(U0) ⊂ · · · ⊂ Sn0L2(T) ⊂ · · · ⊂ S20L2(T) ⊂ S0L2(T) ⊂ L2(T)
←−
S0
←−
S0
←−
S0
Figure 1. Multiresolutions
In this paper, we state a version of the scaling identity (1.2), for the case of an
endomorphism r : X → X , and we show that it admits a solution in certain Hilbert
spaces built on (X, r). It turns out that the variant of (1.2) which arises by the
Fourier transform, i.e.,
(1.3)
√
2ϕˆ(t) = m0(e
it/2)ϕˆ(t/2), (t ∈ R),
is more suggestive of the generalization we have in mind; see Theorem 2.14 for
details.
While the standard MRA approach to wavelets (see [17]) restricts the functions
m0 in (1.3) by assuming that m0 is in some regularity class, e.g., is Lipschitz, we
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shall not do this here. Moreover, there is a rich class of wavelet systems where m0
is typically only known a priori to be L∞. This is the case, for example, for the
frequency localized wavelets studied in [3] and [21] (In this last case, m0 is in fact
matrix-valued.)
The scaling identity (1.2) implies that there is a natural intertwining of the
isometry S0 on L
2(T) with the restriction of U to the subspace V0 in L
2(R). A
second axiom for m0 from wavelet theory (called low-pass) implies that S0 is a pure
shift isometry, i.e., that the intersection Sn0 (L
2(T)), for n in N is {0}, see Figure
1. Because of the intertwining relation, this fact guarantees that the standard
functions that make up a wavelet basis really do form a basis for the whole Hilbert
space L2(R). See Figure 1. And the purity of S0 is also what yields a certain
martingale system, i.e., a nested family of spaces, or of sigma-algebras.
It is the purpose of this paper to generalize this setting to that of endomorphisms,
and to realize a natural scaling function, as a generating vector in a Hilbert space
which corresponds to L2(R) for the special case of wavelets. For this purpose we
introduce a solenoid X∞ built on X , and a family of repelling cycles for the system
(X, r,m0). Our Hilbert space is built as an L
2-space on certain infinite paths
starting at X . In Theorem 2.14, we solve the corresponding scaling identity, and
write the scaling function as an infinite product. As one should expect by analogy
to wavelets, a central theme in our present analysis is a characterization of those
filter functions m0 on X for which the scaling identity has non-trivial solutions in
a Hilbert space of functions of X∞.
A concrete example of this wavelet technique used on a particular graph dy-
namical system (The Golden mean shift) is presented in Proposition 2.18 below.
Our aim is to present this as a systematic tool for dynamics outside the traditional
context of wavelets in L2(R).
In recent papers [11, 13], the co-authors have adapted this MRA technique to a
related but different problem, the problem of creating a spectral theory for a class
of non-linear iterated function systems (IFS), but in those cases, there is not a
direct analogue to the scaling identity. Our construction here parallels the one we
outlined briefly for the standard dyadic MRA wavelet constructions [17]. (We have
sketched the standard wavelet construction only in the dyadic case, and only in one
dimension, i.e., for R, but it is known that this construction carries over mutatis
mutandis to Rd with d > 1, and when x 7→ 2x, is replaced with matrix scaling
x 7→ Ax in Rd where A is a d by d matrix over Z with eigenvalues λ such that
|λ| > 1. Moreover our results apply to the kind of multiwavelets studied recently
in [3].)
Our present paper is not about Rd-wavelets but instead about a class of non-
linear dynamics r : X → X . Specifically, now we start with r : X → X , and the
function m0 is defined on X . We will also call m0 a filter function because of
known analogy to subband filtering in signal processing. When m0 is given then
S0 given by S0h(x) := m0(x)h(r(x)) is isometric in L
2(X), subject to a technical
condition on m0. So by Wold’s theorem [31], it is then the orthogonal sum of a
shift operator S and a unitary operator U0; i.e., the Hilbert space L
2(X) on which
S0 acts is the direct sum of two Hilbert spaces H(S) and H(U0) such that (i) each
space invariant for S0, (ii) the restriction to H(S) is a shift S, and the restriction
to H(U0) a unitary operator. We say that S0 is pure if H(U0) = {0}. (See Figure
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1.) This will be equivalent to the fact that the intersection of the multiresolution
subspaces is trivial.
This means that S0 is itself a shift operator on L
2(X). Our theorem 3.9 gives a
simple condition for the isometry S0 to be pure.
The first step in our construction is an extension from the initial endomorphism
r : X → X , to a new invertible system rˆ : X∞ → X∞, i.e., with rˆ invertible on X∞.
When r is assumed finite-to-one, this can be done such that there is a quotient
X∞/X which becomes a Cantor space. The extension spaceX∞ is called a solenoid.
For the case when (X, r) is a one-sided subshift [24], we work out (in Section 2.4)
an explicit model for this solenoid.
In fact the notion of a solenoid (for the study of dynamics of an endomorphism
and extension to an automorphism) was used already in a pioneering paper by
Lawton [19] in 1973. Lawton considered groups with expansive automorphisms;
see also [20]. Motivated by applications, we note that our present analysis is not
restricted to groups.
The use of solenoids in the study of particular systems with scale similarity was
initiated in the paper [8], and was continued in [7]. The context of [8] is a class of
algebraic irrational numbers and an associated C∗-algebraic crossed product. In a
general context of non-linear dynamics, this work was continued in [11, 13].
2. Covariant representations
Let X be a compact metric space with a non-invertible endomorphism r : X → X
such that r is measurable, onto and finite to one, i.e., 0 < #r−1(x) < ∞ for all
x ∈ X .
We have shown in [12] and [13] that, for certain filter functions m0 on X , one
can construct multiresolutions and scaling functions in Hilbert spaces of functions
on X∞ (see (2.1)).
In [13] we proved that to get useful multiresolutions, the function m0 must have
certain extreme cycles (see Definition 2.10). In this case the measure on X∞ is
actually supported on a smaller set NC (see (2.4) below).
2.1. The ground space. An (infinite) path starting at x is a sequence (z1, z2, . . . )
of points in X such that r(z1) = x, r(zn+1) = zn for n ≥ 1. We denote by Ωx the
set of paths starting at x. We denote by X∞ the set of all paths,
(2.1) X∞ = ∪x∈XΩx.
Note that a path (z1, z2, . . . ) in Ωx can be identified with the doubly infinite
sequence (zn)n∈Z, where z0 := x and z−n = r
n(x) for n ≥ 0.
X∞ ⊂ XZ inherits the usual Tychonoff topology from XZ.
The maps θn : X∞ → X are defined for all n ∈ Z, by
θn((zk)k∈Z) = zn.
The endomorphism r can be extended to the automorphism rˆ defined on X∞ by
rˆ(zn)n∈Z = (zn−1)n∈Z.
These maps satisfy the following relations:
θn ◦ rˆ = θn−1, θ0 ◦ rˆ = r ◦ θ0.
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For a function g on X we define
(2.2) g(n)(x) := g(x)g(r(x)) · · · g(rn−1(x)), (n ≥ 1).
For a function ξ on X∞, we define ξ
(0) = 1,
ξ(n) := ξξ ◦ rˆ · · · ξ ◦ rˆn−1,
and if ξ is not vanishing on X∞, then
ξ(−n) =
1
ξ ◦ rˆ−1ξ ◦ rˆ−2 · · · ξ ◦ rˆ−n , (n ≥ 1).
We can identify functions g on X with functions on X∞ by g ↔ g ◦ θ0. (Note
that the two definitions for g(n) will coincide.)
Consider r : X → X and suppose ρ is a strongly invariant probability measure
on X , i.e.,
(2.3)
∫
X
f(x) dρ(x) =
∫
X
1
#r−1(x)
∑
y∈r−1(x)
f(y) dρ(x), (f ∈ L∞(ρ)).
Let C = {x0, x1, . . . , xp−1} ⊂ X be a cycle of length p, i.e., the points xi are
distinct and r(xi+1) = xi, r(x0) = xp−1.
We define the set
(2.4) NC(x) := {ω = (z1, z2, . . . ) ∈ Ωx | lim
n→∞
zpn ∈ C}.
For each x ∈ X and ω = (z1, z2, . . . ) ∈ NC(x), define i(ω) ∈ {0, . . . , p − 1} by
i(ω) := i if limk→∞ zkp = xi.
An inspection reveals that each NC(x) is countable.
Define the measure λC on X∞ by
(2.5)
∫
X∞
f dλC =
∫
X
∑
ω∈NC(x)
f(ω) dρ(x).
To simplify the notation we write c(x) = #r−1(r(x)).
Proposition 2.1. For all ξ ∈ L1(X∞, λC) and n ∈ Z, we have∫
X∞
c
(n)ξ ◦ rˆn dλC =
∫
X∞
ξ dλC .
Proof. It is enough to prove this for n = 1, the rest follows by induction.∫
X∞
cξ ◦ rˆ dλC =
∫
X
#r−1(r(x))
∑
ω∈NC (x)
ξ(rˆ(x, ω)) dρ(x) =
∫
X
1
#r−1(x)
∑
y∈r−1(x)
#r−1(r(y))
∑
ω∈NC (y)
ξ(rˆ(y, ω)) dρ(x) =
∫
X
∑
ω∈NC(x)
ξ(x, ω) dρ(x) =
∫
X∞
ξ dλC .

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2.2. The operators. In this subsection we show that when (X, r) is given as
above, there is a natural covariant representation (U, π) acting on the Hilbert space
L2(X∞, λC), i.e., with r inducing a unitary operator U , and π a representation
of L∞(X) by multiplication operators, such that the relation (2.8) is satisfied on
L2(X∞, λC). (The operators on L
2(X∞, λC) are equipped with the strong operator
topology (SOT).)
Let α0, . . . , αp−1 be a set of complex numbers of absolute value 1.
Let U be the operator on L2(X∞, λC) defined by
(2.6)
Uξ(x, ω) = αi(ω)
√
#r−1(r(x))ξ ◦ rˆ(x, ω), (ξ ∈ L2(X∞, λC), x ∈ X,ω ∈ Ωx).
For f ∈ L∞(X, ρ) define the operator π(f) on L2(X∞, λC) by
(2.7) π(f)ξ(x, ω) = f(x)ξ(x, ω), (ξ ∈ L2(X∞, λC), x ∈ X,ω ∈ Ωx).
Proposition 2.2. The operator U is unitary, π is a representation of the algebra
L∞(X, ρ) and the following covariance relation is satisfied:
(2.8) Uπ(f)U−1 = π(f ◦ r), (f ∈ L∞(X, ρ)).
For any function f ∈ L∞(X, ρ) and n ≥ 1, the operator U−nπ(f)Un is the
operator of multiplication by f ◦ θn. The union of the algebras {U−nπ(f)Un | f ∈
L∞(X, ρ)} is SOT-dense in the algebra L∞(X∞, λC) (seen as multiplication oper-
ators on L2(X∞, λC)). An operator S on L
2(X∞, λC) commutes with U and π(f)
for all f ∈ L∞(X, ρ) if and only if there exists a function F ∈ L∞(X∞, λC) such
that F = F ◦ rˆ and S is the operator of multiplication by F .
Proof. The fact that U is an isometry follows form Proposition 2.1.
The inverse of U is
U−1ξ(x, ω) = α−1i(rˆ(ω))
1√
#r−1(x)
ξ ◦ rˆ−1(x, ω).
Some simple computations prove the other relations.
Note that the algebra {U−nπ(f)Un f ∈ L∞(X, ρ)} is the algebra of operators of
multiplication by functions which depend only on the first n coordinates. Since any
function in L∞(X, ρ) can be pointwise and uniformly boundedly approximated by
such functions, it follows that the union of these algebras is dense in L∞(X∞, λC).
Since L∞(X∞, λC) is maximal abelian, if S commutes with U and π then S
commutes with the multiplication operators, so it is a multiplication operator itself,
S =MF . Since S commutes with U , it follows that F = F ◦ rˆ. 
Our formula for the measure λC in (2.5) shows that the Hilbert space L
2(X∞, λC)
fibers over functions onX as follows: for a dense space of functions ξ, η ∈ L2(X∞, λC),
the sum
〈ξ | η〉 (x) :=
∑
ω∈NC(x)
ξ(ω)η(ω)
defines a C(X)-valued inner product as in [28], [16] and∫
X
〈ξ | η〉 (x) dρ(x) = 〈ξ | η〉L2(X∞,λC) .
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2.3. A direct integral decomposition. We now resume our discussion of cycles
C for the endomorphism.
The cycle C = {x0, . . . , xp−1} generates p points in X∞:
ωC := (x0, x1, . . . , xp−1, x0, . . . ) and rˆ
k(ωC), k ∈ {1, . . . , p− 1},
i.e., ωC is the path that goes through the cycle infinitely many times. We may
write ωC := CC · · · = C∞.
Definition 2.3. A fixed point x0 for r is called repelling if there is 0 < c < 1 and
δ > 0 such that for all x ∈ X with d(x, x0) < δ, one has d(r(x), x0) > c−1d(x, x0).
A cycle C = {x0, . . . , xp−1} is called repelling if each point xi is repelling for rp.
Definition 2.4. A subset A of X∞ is called a cross section if for every path
ω ∈ ∪x∈XNC(x) \ {rˆk(ωC) | k ∈ {0, . . . , p− 1}}, the intersection A ∩ {rˆk(ω) k ∈ Z}
contains exactly one point.
Proposition 2.5. If C is repelling, and r is continuous at the points in C, then
there exists a cross section.
Proof. Using the continuity of r and the fact that the cycle is repelling, we can find a
small δ > 0 and 0 < c < 1 such that ri(B(x0, δ))∩B(x0, δ) = ∅, for i ∈ {1, . . . , p−1},
r−p(x0)∩B(x0, δ) = {x0}, and such that d(rp(x), x0) ≥ c−1d(x, x0) for x ∈ B(x, δ).
Define
A := {(zk)k∈Z ∈ X∞ | z0 ∈ rp(B(x0, δ)) \B(x0, δ), and zkp ∈ B(x0, δ) for k ≥ 1}.
It is enough to prove that, for every path (zk)k∈Z in NC(x), except the special
ones ωC and the others, there is a unique k0 ∈ Z such that
(2.9) zk0 ∈ rp(B(x0, δ)) \B(x0, δ), and zkp ∈ B(x0, δ) for k ≥ 1.
Since ω is in NC(x), the sequence {zkp} converges to one of the points xi. Then,
using the continuity of r, {zkp+p−i} converges to x0.
Take the first k0 ∈ Z such that zkp+k0 ∈ B(x0, δ), for all k ≥ 1. We still have to
justify why there is a first one.
If not, then z−kp+k0 ∈ B(x0, δ) for all k ≥ 0. Then, using the fact that x0 is
repelling for rp, there is a c such that 0 < c < 1, and for all k ≥ 0
δ > d(z−kp+k0 , x0) = d(r
kp(zk0), x0) ≥ c−kd(zk0 , x0).
But then let k → ∞, and obtain that zk0 = x0. So, zk0−l = rl(x0) = xl mod p for
all l ≥ 0. Also, since zk0+p ∈ B(x0, δ) ∩ r−p(x0), we get zk0+p = x0. By induction
we obtain then that ω is one of the special points in the orbit of ωC , which yields
the contradiction.
Since zk0+p ∈ B(x0, δ), zk0 = rp(zk0+p) is in rp(B(x0, δ)) but not in B(x0, δ).
Since zk0+kp ∈ B(x0, δ) for k ≥ 1, this proves that k0 + kp does not have the
property (2.9).
Since zk0 6∈ B(x0, δ), this proves that k0 − kp does not have the property (2.9)
for k ≥ 1.
Since for k ≥ 0, zk0+kp+p ∈ B(x0, δ), it follows that for i ∈ {1, . . . , p−1}, one has
zk0+kp+i ∈ rp−i(B(x0, δ)) so it is not in B(x0, δ), and therefore k does not satisfy
(2.9) when k 6≡ k0 mod p.
This proves that A is a cross section. 
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Our present notion of cross section, and our next theorem are motivated in part
by an earlier theorem of Lim, Packer, and Taylor [21] on direct integral decompo-
sitions of a class of wavelet representations: This is the class of wavelets for which
the Fourier transform ψˆ of the wavelet mother-function ψ is the indicator function
of a measurable subset in Rd. Both our present direct integral decomposition theo-
rem, and that in [21] are motivated by Mackey’s theory of unitary representations
of non-abelian groups. In fact, our representation of the covariant system (U, π)
may be viewed as a single representation of a certain non-abelian crossed product
Arˆ := C(X∞)⋉rˆ Z (see [8]), and our simultaneous direct integral decomposition of
U and π in Theorem 2.6 below, is also a direct integral decomposition of a single
representation of the crossed product group.
Assume now that A is a cross section. For each ω ∈ A, define the operators Uω
and πω(f), f ∈ L∞(X, ρ) on l2(Z) by
Uωξ(k) = αi(rk(ω))ξ(k + 1), (ξ ∈ l2(Z), k ∈ Z),
πω(f)ξ(k) = f(z−k)ξ(k), (ξ ∈ l2(Z), k ∈ Z).
The representation πω extends to a representation of C(X∞) defined by
πω(f)ξ(k) = f(rˆ
k(ω))ξ(k), (f ∈ C(X∞), ξ ∈ l2(Z), k ∈ Z).
The covariance relation is satisfied:
Uωπω(f)U
−1
ω = πω(f ◦ rˆ), (f ∈ C(X∞)).
Theorem 2.6. Let A be a cross section, and assume that ρ(C) = 0. The map
Φ: L2(X∞, λC)→ L2(A, λC)⊗ l2(Z) defined by
(Φ(f))(ω, k) =
√
c(k)(z0)f(rˆ
k(ω)), (f ∈ L2(X∞, λC), ω = (zk)k∈Z ∈ A, k ∈ Z),
is an isometric isomorphism which intertwines the operators U and
∫ ⊕
A Uω dλC(ω),
and also the representations π and
∫ ⊕
A πω dλC(ω). The representations (Uω, πω) on
l2(Z) are irreducible for all ω ∈ A.
Proof. The fact that Φ is isometric follows from Proposition 2.1. The inverse of Φ
is defined as follows: for each ω ∈ ∪xNC(x), (except the special ones which have
measure 0, so do not matter), there exists a unique k(ω) ∈ Z and η(ω) ∈ A such
that ω = rˆk(ω)(η(ω)). Then
Φ−1(f)(ω) =
1√
c(k(ω))(η(ω)0)
f(η(ω), k(ω)).
Everything follows by direct computation.
We prove now that the representation (Uω, πω) is irreducible for all ω = (zk)k∈Z ∈
A.
Note first that πω(f) is a diagonal operator F with entries Fkk = f(z−k), k ∈ Z.
We claim that for k 6= l big enough, we have zk 6= zl. Since ω is in NC(z0), it
follows that zkp converges to one of the points of the cycle. Also, for k big enough,
the points zk cannot be in C, because, this path ωC was removed from A. Suppose
now that for any m we can find k, l ≥ m, such that k > l and zk = zl. Then this
implies that zk is periodic, therefore also zk−1 = r(zk), zk−2, . . . , zl are periodic,
and since m is arbitrary, it follows that all the points zm are periodic. The orbit
of the two periodic points z0 and zk intersect, because r
k(zk) = z0, therefore the
two orbits must be the same. Thus the path (zk)k∈Z is an infinite repetition of the
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periodic orbit of z0: (z0, z1, . . . , zp0−1, z0, z1, . . . ). However, this cannot converge
to the cycle C.
Take now k 6= l small enough. Then z−k 6= z−l so we can pick a function
continuous function f such that Fkk = f(z−k) 6= f(z−l) = Fll. If T = (Tij)i,j∈Z
is an operator on l2(Z) that commutes with Uω and πω, then TklFll = FkkTkl. So
Tkl = 0 for k 6= l small enough.
Note that (U−1ω πω(f)Uωξ)(k) = f(z−k+1)ξ(k), so the conjugation with Uω shifts
the diagonal entries of πω(f). Therefore, with the previous argument, we obtain
that Tkl = 0 for all k 6= l. So T is a diagonal operator. Since, T commutes with Uω,
we obtain that Tkk = Tk+1,k+1. So T is a constant multiple of the identity. This
proves that the representation (Uω, πω) is irreducible. 
We show in Theorem 2.7 below that the harmonic analysis of covariant systems
(U, π) as in (2.8) is completely equivalent to that of single representations πˆ of a
certain C∗-algebraic crossed product Arˆ. With this identification (U, π) ↔ πˆ, we
note in particular that the operators in the commutant of the pair (U, π) coincide
with the commutant of the representation πˆ. Our main conclusion in Theorem 2.7
is that the representation πˆ of Arˆ is faithful, i.e., that the kernel of πˆ is trivial.
Theorem 2.7. Assume that for every x ∈ X, there exists a path (zi)i≥1 that starts
at x and with limi→∞ zpi ∈ C, (i.e., NC(x) is non-empty). Then the operators
U and Mf , (f ∈ C(X∞)) on L2(X∞, λC) form a faithful representation of the
crossed-product Arˆ := C(X∞)⋉rˆ Z.
Proof. The C∗-algebraic crossed product Arˆ [29] is the C
∗-algebraic completion of
formal symbols {(f, k) | f ∈ C(X∞), k ∈ Z} with product
(f, k) · (g, l) = (f g ◦ rˆk, k + l), (f, g ∈ C(X∞), k, l ∈ Z).
The representation is defined by
πˆ : (f, k) 7→ π(f)Uk.
We saw in Proposition 2.2 and its proof that the covariance relation is satisfied,
so we have to check only that this representation is faithful. If not, using a result
from [32], we see that there is a non-zero element in Arˆ of the form (
∑
k∈Z ck(f, k))
with
∑
k∈Z |ck| <∞, f ∈ C(X∞) such that this element is mapped to 0 under πˆ.
This means that π(f)
∑
k∈Z ckU
k = 0. With Theorem 2.6 it follows that for
almost all ω ∈ A and all ξ ∈ l2(Z), l ∈ Z, one has
f(rˆl(ω))
∑
k∈Z
ckξ(k + l) = 0.
Take ξ = δi and get f(rˆ
l(ω))ci−l = 0 which implies that either f(rˆ
l(ω)) = 0 for all
l, or cl = 0 for all l. But, if cl = 0 for all l then this contradict that the element in
the crossed-product in non-zero.
Thus, for almost all ω = (zi)i∈Z ∈ A, we have that f(rˆl(ω)) = 0 for all l.
This implies that f is 0 on almost all ∪xNC(x). We know that non-empty open
sets in X have positive ρ-measure (see [13]). Hence, since the measure on each
NC(x) is atomic, every non-empty open set in ∪xNC(x) has positive measure.
This implies that f has to be 0 on all ∪xNC(x) . We claim that this set is dense
in X∞.
Take ω := (z1, z2, . . . ) ∈ X∞ and n ≥ 1 fixed. Since NC(zn) is not empty, there
exists a path (y1, y2, . . . ) that starts at zn and is convergent to the cycle. Then,
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(z1, z2, . . . , zn, y1, y2, . . . ) is inNC(x) and coincides with the initial path on the first
n components. Thus, the path ω can be approximated with paths in NC(x).
Hence ∪xNC(x) is dense in X∞, and this implies that f = 0. The contradiction
yields the result.

Remark 2.8. [Iteration of rational functions]
Let r : S2 → S2 be a rational function viewed as an endomorphism of the Riemann
sphere S2, or C∞ = C ∪ {∞}; and suppose the degree of r is bigger than 2. Let
X = X(r) be the Julia set of r, i.e., X is the complement of the largest open subset
U such that {rn|U |n ≥ 1} is a normal family. It is known that X is non-empty,
compact, and that (X, r) carries a unique strongly invariant probability measure;
see [5] and [9].
Our present general result for cycles are motivated by the following specific
theorems for rational mappings:
Let r be a rational mapping of degree at least 2.
• Let C be a p-cycle for r. Then C is repelling if and only if |(rp)′(z)| > 1
for all z ∈ C. Moreover, (rp)′(z) = ∏w∈C r′(w), z ∈ C, so (rp)′ has the
same value for all points z on the cycle C.
• Every repelling cycle C lies in the Julia set X .
• The Julia set X is the closure of the repelling periodic points, see [25,
Theorem 3.1].
2.4. The scaling function. We now turn to a theorem which is analogous to the
existence theorem for the scaling function in the classical theory of wavelets. As
outlined in [10], the wavelet scaling function ϕ in L2(R) depends on a filter function
m0 with m0 defined on T = R/Z. In fact, in the wavelet theory, it is the Fourier
transform ϕˆ which is an infinite product of scaled versions of m0. As is well known,
this representation requires that the function m0 satisfies two conditions: one is
called the quadrature condition, and the second is called the low-pass condition.
Both of these conditions are motivated directly from the probabilistic interpretation
that |m0|2 enjoys in signal processing.
In our theorem below we identify the analogue of these two conditions for the
function m0 : X → C which is associated to an endomorphism r : X → X . The
quadrature condition takes the form (2.10), and the low-pass condition takes the
form (2.11). The reason for the name quadrature is that r(z) = z2 in the wavelet
case, and the reason for the name low-pass, is that points on T = R/Z correspond
to frequencies, and x = 0 is the lowest frequency.
In the general setting of the endomorphism r, the analogue of low frequencies
are points in cycles C for r, and in this setting low-pass means that |m0|2 attains
its maximum on C. This is exactly what condition (2.11) is saying.
In the case of endomorphism, we will therefore expect to represent a scaling
function as an infinite product built out of m0 and iterated shifts applied to m0.
The fact that this can be done is the main conclusion in the theorem.
Definition 2.9. A complex valued function f on a metric space X is called β-
Lipschitz at a point x0 if there is a non-decreasing function β : [0,∞) → [0,∞)
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such that for all A > 0 and c < 1,
∞∑
k=1
β(Ack) <∞,
and
|f(x)− f(x0)| ≤ β(d(x, x0)),
for all x in some neighborhood of x.
Definition 2.10. Let W : X → [0, 1] be a given function, and set
RW f(x) :=
∑
r(y)=x
W (y)f(y), (x ∈ X).
We say that RW is a transfer operator, or a Ruelle operator. A function h on X is
said to be harmonic with respect to RW if RWh = h. A cycle C for r is said to be
a W -cycle if W (x) = 1 for all x ∈ C.
The operator in Definition 2.10 plays a role in many areas of mathematics and
physics. Some of its recent uses are highlighted in Ref. [30], where it is key to
Ruelle’s thermodynamical formalism.
Lemma 2.11. There is a unique family of measures Px supported on Ωx, x ∈ X,
satisfying the following relation: for all measurable sets E ⊂ X∞ and all x ∈ X∑
r(y)=x
W (y)Py(Ωy ∩ rˆ−1(E)) = Px(Ωx ∩ E).
Proof. It is enough to define Px on cylinder sets: for a fixed (a1, a2, . . . , an, . . . ) ∈ Ωx
and n ≥ 2,
E := {(z1, z2, . . . ) ∈ Ωx | z1 = a1, . . . , zn = an}
Then Px(E ∩ Ωx) =
∏n
k=1W (ak).
The extension of Px to the sigma-algebra generated by the cylinder sets now
follows from Kolmogorov’s theorem. See [13] for more details.
Also, for y ∈ r−1(x), one has that rˆ−1(E) ∩Ωy is empty unless y = a1, in which
case Py(rˆ
−1(E) ∩ Ωy) =
∏n
k=2W (ak). The lemma follows. 
Lemma 2.12. The function hC(x) := Px(NC(x)) is harmonic with respect to RW .
Proof. We have the following disjoint union ∪r(y)=xNC(y) = rˆ−1(NC(x)). The
lemma follows then from Lemma 2.11. Indeed,
(RWhC)(x) =
∑
r(y)=x
W (y)hC(y) =
∑
r(y)=x
W (y)Py(Ωy ∩NC(y))
=
∑
r(y)=x
W (y)Py(Ωy ∩ rˆ−1NC(x)) = Px(Ωx ∩NC(x)) = hC(x).

Definition 2.13. We call hC(x) := Px(NC(x)) the harmonic function associated
to the cycle C. See also [13] for more details.
In our next theorem, we prove that each repelling cycle C generates a covariant
operator system on the corresponding Hilbert space L2(X∞, λC). Moreover, under
two conditions on a given filter function m0, we show that the corresponding scaling
equation has a natural solution ϕˆC in L
2(X∞, λC).
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Theorem 2.14. Assume now that the cycle C is repelling and the functions r and
x 7→ #r−1(x) are continuous at the points in C. Let m0 ∈ L∞(X, ρ) be a function
which is β-Lipschitz at the points in C and which satisfies the conditions
(2.10)
1
#r−1(x)
∑
y∈r−1(x)
|m0(y)|2 = 1, (x ∈ X),
and
(2.11) m0(xi) = αi
√
#r−1(r(xi)), (i ∈ {0, . . . , p− 1}).
Define the function ϕˆ by
(2.12) ϕˆ(x, (zk)k≥1) :=
∞∏
k=1
α−1i(ω)+km0(zk)√
#r−1(r(zk))
, (x ∈ X, (zk)k≥1 ∈ NC(x)).
Then ϕˆ is in L2(X∞, λC) and it satisfies the following relation:
(2.13) Uϕˆ = π(m0)ϕˆ.
If W (x) := |m0(x)|2/#r−1(r(x)), then C is a W -cycle, and if hC is the harmonic
function associated to this W -cycle, then
(2.14) 〈π(f)ϕˆ | ϕˆ〉 =
∫
X
fhC dρ.
Set V0 := {π(f)ϕˆ | f ∈ L∞(X, ρ)}L
2
, and Vn := U
−nV0, for n ∈ Z. Then Vn ⊂
Vn+1, ⋃
n∈Z
Vn = L
2(X∞, λC),
⋂
n∈Z
Vn = {0}.
Proof. First we check that the infinite product (2.12) is convergent. Take x ∈ X ,
ω = (z1, z2, . . . ) ∈ NC(x). Then the sequence {zkp} converges to one of the points
of the cycle C, namely xi(ω). Applying r, which is continuous at these points, we
obtain that, for all l, the sequence {zkp+l} is convergent to xi(ω)+l.
Now we use the fact that the cycle is repelling. For k large enough, the path
ω enters the neighborhood where the cycle is repelling (see Definition 2.3). There-
fore, there are constants 0 < cl < 1, 0 ≤ ml < ∞ such that for k large enough
d(zkp+l, xi(ω)+l) ≤ cklml, for all l ∈ {0, . . . , p− 1}. Take c = max{ p
√
cl} ∈ (0, 1) and
M := c−pmax{ml} . Then for k large enough
d(zk, xi(ω)+k) ≤ ckM.
Since the function #r−1(r(·)) is continuous at the points of the cycle, we get
that for k large, #r−1(r(zk)) = #r
−1(r(xi(ω)+k)) =: Ak ≥ 1.
Let β be the function given by the β-Lipschitz condition for m0 at all the points
of the cycle (Take the minimum of these functions over all the points of the cycle).
Using the condition (2.11), we have:∣∣∣∣∣
α−1i(ω)+km0(zk)√
#r−1(r(zk))
− 1
∣∣∣∣∣ =
1√
Ak
∣∣m0(zk)−m0(xi(ω)+k)∣∣
≤ β(d(zk, xi(ω)+k)) ≤ β(ckM).
This implies that the sum over the terms on the left-hand side of this inequality is
convergent, which in turn implies that the infinite product is absolutely convergent.
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Next we check (2.14). It is clear that C is a W -cycle. Also note that
|ϕˆ(x, (zk)k≥1)|2 =
∞∏
k=1
W (zk) = Px({(zk)k≥1}).
(See [13]). Then
(2.15) hC(x) = Px(NC(x)) =
∑
ω∈NC(x)
|ϕˆ(x, ω)|2,
and equation (2.14) follows. Since hC ≤ 1, this also implies that ϕˆ is in L2(X∞, λC).
We check the equation (2.13). For ω = (z1, z2, . . . ) ∈ NC(x),
Uϕˆ(x, ω) =
√
#r−1(r(x))αi(ω)
∞∏
k=1
α−1i(rˆ(ω))+km0(zk−1)√
#r−1(r(zk−1))
=
√
#r−1(r(x))αi(ω)
α−1i(ω)m0(x)√
#r−1(r(x))
∞∏
k=2
α−1i(ω)+k−1m0(zk−1)√
#r−1(r(zk−1))
= m0(x)ϕˆ(x, ω).
The scaling equation (2.13) and the covariance equation (2.8) imply that V−1 ⊂
V0. This implies that the sequence of subspaces {Vn} is increasing.
To check that their union is dense, we note that the closure of this union is
invariant for U and for π(f), f ∈ L∞(X, ρ). Therefore the projection P onto this
space is in the commutant {U, π}′. But, then, with Proposition 2.2, we obtain
a function F in L∞(X∞, λC) such that F = F ◦ rˆ and P = MF . In particular,
Fϕˆ = ϕˆ and F is the characteristic function of some set F which is invariant for rˆ.
However, the previous argument shows that, if ω = (z1, z2, . . . ) ∈ NC(x) has zi
close enough to the cycle C, for all i ≥ 1, then ϕˆ(x, ω) is close to 1. Now, take
ω = (z1, z2, . . . ) ∈ NC(x) \ F . Then rˆ−n(ω) is outside F . Because ω ∈ NC(x), for
n large enough, all the points zn+1, zn+2, . . . are close to the cycle, so ϕˆ(rˆ
−n(ω)) is
close to 1. But ϕˆ(rˆ−n(ω)) = ϕˆ(rˆ−n(ω))χF (rˆ
−n(ω)) = 0, a contradiction. It follows
that F has complement of measure 0 so P =MF is the identity, and therefore the
union of the multiresolution subspaces is dense.
It remains to check that the intersection ∩Vn is trivial. We use the following
lemma:
Lemma 2.15. Define J : L2(X,hC dρ)→ V0 by
J (f) = π(f)ϕˆ, (f ∈ L∞(X, ρ)).
Define the operator S0 on L
2(X,hC dρ) by S0f = m0 f ◦ r. Then J is an isometric
isomorphism such that UJ = J S0.
The proof of the lemma requires just some simple computations. The fact that
S0 is an isometry is proved in Theorem 3.9.
With this lemma, the assertion follows from Theorem 3.9. 
Let (X,B, ρ) be a measure space with ρ some fixed probability measure defined
on the sigma-algebra B on X . Let π be a representation of L∞(X,B) on a Hilbert
space H, and suppose that the measure f 7→ 〈π(f)ψ |ψ〉 is absolutely continu-
ous with respect to ρ for all ψ ∈ H, i.e., there exists hψ ∈ L1(X,B) such that
〈π(f)ψ |ψ〉 = ∫X fhψ dρ, f ∈ L∞(X,B).
By the spectral multiplicity theorem ([4], [15], [31]), there is a measurable func-
tion d : X → {1, 2, . . . ,∞} such that if Xk := {x ∈ X | d(x) ≥ k}, then the
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spectral representation of π takes the form of an isometric isomorphism J : H →∑⊕
k∈N L
2(Xk,B, ρ), such that Jkπ(f)ψ = fJkψ = MfJkψ for all f ∈ L∞(X,B)
and all ψ ∈ H.
We say that d is the multiplicity function of the representation π.
Corollary 2.16. Let V0 ⊂ L2(X∞, λC), be the subspace from Lemma 2.15 and
Theorem 2.14, and let πn, n ∈ N, be the restriction of the representation π of
L∞(X,B) to U−nV0. Then
dU−nV0(x) = #(r
−n(x) ∩ {z ∈ X |hC(z) 6= 0}), (x ∈ X).
Proof. Since 〈π(f)ϕˆ | ϕˆ〉 = ∫
X
fhC dρ, it follows that dV0(x) = χ{z∈X |hC(z) 6=0} =:
χEC .
From [12], we know that
dU−nV0(x) =
∑
rn(y)=x
dV0(y) =
∑
rn(y)=x
χEC (y) = #(r
−n(x) ∩ EC).

Example 2.17. Let A be a square matrix with 0−1 entries. Suppose every column
of A contains at least one entry 1. Then we show that the two systems (X∞, rˆ)
and (X, r) may be realized as two-sided, respectively one-sided subshifts.
Let I be the index set for the rows and columns of A. Let
X∞(A) := {(xi)i∈Z ∈ IZ |A(xi, xi+1) = 1}.
Let
rˆ((xi)i∈Z) = (xi+1)i∈Z.
Define θ0((xi)i∈Z) = (xi)i≥0, and set X(A) = θ0(X∞(A)).
Then there is an endomorphism r = rA : X(A)→ X(A) such that r ◦ θ0 = θ0 ◦ rˆ.
Specifically,
x = (xi)i∈Z = . . . x−2x−1x0x1x2 . . .
with xi ∈ I;
θ0((xi)i∈Z) = (xi)i≥0 = x0x1x2 . . . ;
and r(x0x1x2 . . . ) = (x1x2x3 . . . ) for x ∈ X(A).
For x, y ∈ X(A), let x ∧ y be the longest initial block in I × I × · · · common
to both x and y, and let |x ∧ y| be the length of this block. Let 0 < c < 1, and
set dc(x, y) = c
|x∧y|. Then dc is a metric, and (X(A), dc) is a compact metric
space whose open sets are generated by the cylinder sets in X(A). Moreover,
dc(r(x), r(y)) ≤ c−1dc(x, y) holds for all x, y ∈ X(A). If x ∈ X(A), then r−1(x) =
{(ix) |A(i, x0) = 1}, and for the transfer operator LA : C(X(A))→ C(X(A)),
(LAf)(x) = 1
#r−1(x)
∑
r(y)=x
f(y),
we have
(LAf)(x) = 1
#{i |A(i, x0) = 1}
∑
A(i,x0)=1
f(ix).
By [24, Chapter 2], there is a unique probability measure ρ = ρA on X(A) such that
ρ(LAf) = ρ(f) for all f ∈ C(X(A)); i.e., ρ = ρA is the unique strongly invariant
probability measure on X(A).
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It follows that all the results in this setting apply; in particular, if C ⊂ X(A) is
a cycle, then L2(X∞(A), λC) is defined by∫
X∞(A)
|f |2 dλC =
∫
X(A)
∑
ω∈NC(x)
|f(ω)|2 dρ(x) <∞.
Note also that NC(x) consists of doubly infinite words in X∞(A) that start with
an infinite repetition of the cycle C. Specifically, for x = (x0x1x2 . . . ) ∈ X(A),
NC(x) = {(ωi)i∈Z ∈ X∞(A) | ∃k ∈ N such that (ωI)i≤−k is C∞, (ωi)−k<i≤−1 is
some finite word, and ωi = xi for i ≥ 0}.
We now turn to a concrete example. Let the index set I be {1, 2} and let
A =
(
1 1
1 0
)
. This is called the golden mean shift (see [22, page 37]).
Proposition 2.18. Let m0 be the function on X(A) determined by
(2.16) m0(11 . . . ) =
√
2, m0(21 . . . ) = 0, m0(12 . . . ) = 1,
and C be the cycle {111 . . .}. Then m0 satisfies (2.10) and (2.11) and defines a
scaling vector ϕˆ ∈ L2(X∞, λC) with hC = 1.
Proof. It is easy to verify the two conditions (2.10) and (2.11). The scaling function
ϕˆ is defined by the infinite product (2.12). (We set αi = 1.) If ω is inNC(x0x1 . . . ),
then it has the form . . . 111x−nx−n+1 . . . x−1x0x1 . . . . Note that if one of the letters
x−k is 2 (k ≥ 1) then the next one has to be 1. Therefore, shifting the word to the
right will bring the 21 to the central position, and m0 is 0 on words that start with
21. Therefore the infinite product is non-zero only when x−k = 1 for all k ≥ 1.
Then, an analysis of the possibilities for x0 shows that ϕˆ is 1 in this case.
Therefore ϕˆ(ω) = 1, if x−k = 1 for all k ≥ 1, and ϕˆ(ω) = 0 otherwise.
Then by (2.15)
hC(x0x1 . . . ) =
∑
ω∈NC(x0x1... )
|ϕˆ(ω)|2 = 1.
An interesting consequence of (2.10) and (2.11) for this example is that an ad-
missible m0 cannot be of the form m0 =
√
2χE for a subset E of X(A) (because
|m0(21 . . .)|2 = 1). This contrasts a known wavelet, the Shannon wavelet, see [17]
and [3]. 
3. Ergodic properties and the Wold decomposition
In our analysis of the intersection of the multiresolution spaces Vn, we are forced
to study some convergence properties for the measure ρ and the filterm0. The main
tool in this study will be Doob’s convergence theorems for reversed martingales,
see e.g. [27].
Even though we are mainly interested in the strongly invariant measure ρ, our
analysis works in the following more general case.
Definition 3.1. Let V ≥ 0 be a measurable function on X such that∑
r(y)=x
V (y) = 1, (x ∈ X).
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A probability measure ν on X such that
(3.1)
∫
X
f dν =
∫
X
∑
r(y)=x
V (y)f(y) dν(x), (f ∈ L1(X, ν)).
is called a Perron-Frobenius measure for the corresponding Ruelle operator
(RV f)(x) :=
∑
r(y)=x
V (y)f(y), (x ∈ X).
For example, when V (x) = 1/#r−1(r(x)), then (3.1) is equivalent to the strong
invariance of ν.
Note that a Perron-Frobenius measure ν is also invariant for r, because∫
X
f ◦ r dν =
∫
X
∑
r(y)=x
V (y)f(r(y)) dν(x) =
∫
X
f(x)
∑
r(y)=x
V (y) dν(x) =
∫
X
f dν.
Let B be the sigma-algebra of measurable subsets of X .
Definition 3.2. Let B be a sigma-algebra on X and let ν be a probability measure
on (X,B). Let C ⊂ B be a sub-sigma-algebra. Then the C-conditional expectation
EC is defined by ∫
X
ECf g dν =
∫
X
fg dν,
for f ∈ L1(B, ν), g ∈ L∞(C); and ECL1(B, ν) = L1(C, ν).
Proposition 3.3. The operator EVn defined on L
1(X, ν) by
EVn (f)(x) =
∑
rn(y)=rn(x)
V (n)(y)f(y), (x ∈ X),
defines the conditional expectation of B with respect to r−n(B).
Proof. First note that if a function g on X is r−n(B)-measurable, then g(x) = g(y)
whenever rn(x) = rn(y). Take now g ∈ L2(r−n(B)) and f ∈ L1(B). Using the
invariance of ν and (3.1), we have∫
X
EVn (f)g dν =
∫
X
∑
rn(x)=rn(y)
V (n)(y)f(y)g(x) dν(x)
=
∫
X
∑
rn(y)=x
V (n)(y)f(y)g(y) dν(x) =
∫
X
fg dν.
This shows that EVn is the conditional expectation. 
We note the relation between the Ruelle operator RV and the conditional ex-
pectation EVn :
(3.2) EVn (f) = (R
n
V ) ◦ rn, (n ≥ 1, f ∈ L1(X, ν)).
The sigma-algebras r−n(B) form a decreasing sequence, and we denote their
intersection by B∞. Denote by E
V
∞ the conditional expectation of B with respect
to B∞. Doob’s theorems for reverse martingales can be applied now directly and
we obtain the following theorem:
Theorem 3.4. If f ∈ Lp(X, ν), (1 ≤ p < ∞), then EVn (f) converges pointwise
ν-a.e. and in Lp(X, ρ) to EV∞(f).
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Definition 3.5. We say that r is averaging (with respect to the measure ν), if
L1(B∞) contains only functions which are constant ν-a.e., (or, equivalently, the
sigma-algebra B∞ contains only sets of ν-measure 0 or 1).
Proposition 3.6. If r is averaging with respect to ν then it is also ergodic with
respect to ν.
Proof. If A is a completely invariant set for r then, for any two points x, y such
that rn(x) = rn(y) for some n ≥ 0 χA(x) = χA(rn(x)) = χA(rn(y)) = χA(y), so
χA ∈ L1(B∞), therefore ν(A) is 0 or 1. 
Corollary 3.7. If r is averaging with respect to ν, then for all f ∈ Lp(X, ν),
1 ≤ p < ∞, the sequence EVn (f) converges pointwise ν-a.e. and in Lp(X, ν) to∫
X f dν.
Next, we will derive an ergodic property for a function m0 satisfying (2.10).
Theorem 3.8. Assume that the strongly invariant measure ρ is ergodic with respect
to r. Let m0 ∈ L∞(X, ρ) be a function that satisfies (2.10) and such that |m0| 6= 1
on a set of positive measure. Then
A :=
∫
X
ln |m0(x)| dρ(x) ∈ [−∞, 0).
Then
lim
n→∞
|m0(x) · · ·m0(rn−1(x))| 1n = eA, for ρ-a.e. x ∈ X.
Proof. We have, using the strong invariance of ρ:∫
X
ln |m0(x)| dρ(x) = 1
2
∫
X
ln |m0(x)|2 dρ(x) =
∫
X
1
#r−1(x)
∑
r(y)=x
ln |m0(y)|2 dρ(x)
=
∫
X
ln

 ∏
r(y)=x
|m0(y)|2


1
#r−1(x)
dρ(x)
≤
∫
X
ln

 1
#r−1(x)
∑
r(y)=x
|m0(y)|2

 dρ(x) =
∫
X
ln(1) = 0.
If we have equality in this chain, then we get that for ρ-a.e., x ∈ X , |m0(y)| =
|m0(y′)| for all y, y′ ∈ r−1(x), which implies that
1 =
1
#r−1(r(x))
∑
r(y)=r(x)
|m0(y)|2 = |m0(x)|, for a.e. x.
This contradicts the hypothesis. Thus A ∈ [−∞, 0).
Assume now, that A > −∞. Then, using Birkhoff’s ergodic theorem, we obtain
that
lim
n→∞
ln
( |m0(x) · · ·m0(rn−1(x))|1/n
eA
)
= lim
n→∞
1
n
n−1∑
k=0
ln |m0(rk(x))| −A
=
∫
X
ln |m0(x)| dρ(x) −A = 0.
This yields the conclusion in the case A > −∞.
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When A = −∞, take 0 > B > −∞ arbitrary and choose a bounded measur-
able function f , with |f | ≥ |m0| and such that −∞ <
∫
X ln |f(x)| dρ(x) = B.
Then apply the previous argument to conclude that |f(x)f(r(x)) · · · f(rn−1(x))|1/n
converges a.e. to eB. Then
lim sup
n
|m0(x) · · ·m0(rn−1(x))|1/n ≤ eB
and, as B is arbitrary this implies that the limit is e−∞ = 0. 
With these results, we are now able to derive the result about the Wold decom-
position [31] of the isometry S0 associated to m0.
Theorem 3.9. Let ρ be a strongly invariant measure for r. Let m0 ∈ L∞(X, ρ)
be a function that satisfies (2.10). Let h ∈ L∞(X, ρ) be a function such that h ≥ 0
and
(3.3)
1
#r−1(x)
∑
r(y)=x
|m0(y)|2h(y) = h(x), (x ∈ X).
Then the operator S0 on L
2(X,h dρ) defined by
S0f = m0f ◦ r
is an isometry.
Assume in addition that r is averaging with respect to ρ, and that |m0| 6= 1 on a
set of positive measure ρ. Then
∩k≥1Sk0 (L2(X,h dρ)) = {0}.
Proof. The fact that S0 is an isometry follows from the fact that ρ is strongly
invariant and from the relation (3.3):
∫
X
|m0(x)|2|f(r(x))|2h(x) dρ(x) =
∫
X
1
#r−1(x)
∑
r(y)=x
|m0(y)|2|f(r(y))|2h(y) dρ(x)
=
∫
X
|f(y)|2 dρ(x).
Denote, by
c(x) :=
1
#r−1(r(x))
, (x ∈ X).
Note that
Rkm0f(x) =
∑
rk(y)=x
c(k)(y)|m(k)0 (y)|2f(y),
where Rm0 is the Ruelle operator associated to W (x) := |m0(x)|2/#r−1(r(x)).
In particular ∑
rk(y)=x
c(k)(y)|m(k)0 (y)|2 = 1.
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Take now ξ ∈ ∩kSk0 (L2(X,h dρ)). Then for all k ≥ 1, there exists fk ∈
L2(X,h dρ) such that ξ = m
(k)
0 fk ◦ rk. This implies that for all x ∈ X :
|ξ(x)|2 = |m(k)0 (x)|2|fk(rk(x))|2
∑
rk(y)=rk(x)
c(k)(y)|m(k)0 (y)|2
= |m(k)0 (x)|2
∑
rk(y)=rk(x)
c(k)(y)|m(k)0 (y)fk(rk(y))|2
= |m(k)0 (x)|2
∑
rk(y)=rk(x)
c(k)(y)|ξ(y)|2
= |m(k)0 (x)|2Eck(|ξ|2).
With Theorem 3.8 and Corollary 3.7, if we let k →∞, we can conclude that ξ = 0,
ρ-a.e. This proves the theorem. 
Remark 3.10. It is conceivable that the last conclusion in Theorem 3.9 above
may hold slightly more generally; possibly when only ergodicity is assumed for
(X, r, ρ). But for the applications we have in mind, our present assumption of
strong invariance is appropriate, i.e., the averaging assumption we place on the
system (X, r, ρ).
3.1. Some conditions for r to be averaging. We will give some necessary con-
ditions for r to averaging. For this we will relate the expectation EnV to the Ruelle
operator RV .
Just as before, assume V ≥ 0 is a measurable function such that∑
r(y)=x
V (y) = 1, (x ∈ X),
and let ν be a measure such that∫
X
RV f dν =
∫
X
f dν.
Proposition 3.11. Suppose there exists a family of functions F which is dense in
L1(X, ν) such that for all f ∈ F ,
lim
n→∞
‖RnV (f)−
∫
X
f dν‖1 = 0.
Then, for all f ∈ L1(X, ν).
lim
n→∞
RnV (f) =
∫
X
f dν = EV∞(f).
In particular r is averaging with respect to ν.
Proof. Take f ∈ L1(X, ν), and ǫ > 0. There exists g ∈ F , such that ‖f − g‖1 < ǫ.
Then, using the fact that ν is invariant for r, and also for RV , we have, with the
aid of (3.2):
‖EVn (f)−
∫
X
f dν‖1 = ‖RnV f −
∫
X
f dν‖1
≤ ‖RnV (f − g)‖1 + ‖RnV g −
∫
X
g dν‖1 + ‖
∫
X
(g − f) dν‖1
≤ 2‖f − g‖1 + ‖RnV g −
∫
X
g‖1 < 3ǫ,
HILBERT SPACES, SIMILARITY, DYNAMICS 21
for n large enough. This proves the first assertion. Since EV∞(f) is constant for
all f ∈ L1(X, ν), it follows that L1(B∞) contains only constant functions so r is
averaging. 
Remark 3.12. The conditions of Proposition 3.11 are satisfied in many cases of
interest. This is a consequence of Ruelle’s theorem (see [1], [14]). For example, if
r is locally expanding (i.e., there exists b > 0 and λ > 1 such that d(r(x), r(y)) ≥
λd(x, y) when d(x, y) < b), and mixing (i.e., for every open set U in X , there exists
n such that rn(U) = X), and if V > 0 and is Lipschitz, then F can be taken to be
the set of continuous functions, and RnV f converges uniformly to
∫
X f dν, where ν
is the unique probability measure invariant for RV .
In particular, this is satisfied, for subshifts of finite type.
Also, consider the case when r is a rational map on C and X is its Julia set.
Take V = 1/N where N is the degree of the map r. Then ν = ρ is the unique
strongly invariant measure and we may take again F to be the set of continuous
functions (see [23]).
Given our assumptions above, the existence and the uniqueness of the measure
ν follows from the conclusion in Ruelle’s theorem, applied to RV .
Acknowledgements. We thank Professors David Kribs, Kathy Merrill, Judy Packer,
and Paul Muhly for helpful discussions. Professor Paul Muhly enlightened us about
a number of places in the literature where variants of the general problem of exten-
sion from non-invertible dynamics to a bigger ambient system occur. In different
contexts, this comes up in for example the papers [2], [18] and [26]; as well as in
the papers cited there.
References
[1] Baladi, V., Positive Transfer Operators and Decay of Correlations (World Scientific, Singa-
pore, 2000).
[2] Barreto, S. D., B. V. Rajarama Bhat, V. Liebscher, and M. Skeide, “Type I product systems
of Hilbert modules,” J. Funct. Anal. 212, no. 1, 121–181 (2004).
[3] Baggett, L. W., P. E. T. Jorgensen, K. D. Merrill, and J. A. Packer, “Construction of Parseval
wavelets from redundant filter systems,” J. Math. Phys. 46, no. 8, 083502 (2005).
[4] Baggett, L. W., H. A. Medina, and K. D. Merrill, “Generalized multi-resolution analyses and
a construction procedure for all wavelet sets in Rn,” J. Fourier Anal. Appl. 5, 563–573 (1999).
[5] Beardon, A. F., Iteration of Rational Functions: Complex Analytic Dynamical Systems,
Graduate Texts in Mathematics, Vol. 132 (Springer-Verlag, New York, 1991).
[6] Bildea, S., D. E. Dutkay, and G. Picioroaga, “MRA super-wavelets,” New York J. Math. 11,
1–19 (2005).
[7] Brenken, B., “The local product structure of expansive automorphisms of solenoids and their
associated C∗-algebras,” Canad. J. Math. 48, 692–709 (1996).
[8] Brenken, B., and P. E. T. Jorgensen, “A family of dilation crossed product algebras,” J.
Operator Theory 25, 299–308 (1991).
[9] Bro¨lin, H., “Invariant sets under iteration of rational functions,” Ark. Mat. 6, 103–144 (1965).
[10] Daubechies, I., Ten Lectures on Wavelets, CBMS-NSF Regional Conf. Ser. in App. Math.,
Vol. 61 (SIAM, Philadelphia, PA, 1992).
[11] Dutkay, D. E., and P. E. T. Jorgensen, “Wavelets on fractals,” Rev. Mat. Iberoamericana, to
appear, arxiv math.CA/0305443.
[12] Dutkay, D. E., and P. E. T. Jorgensen, “Martingales, endomorphisms, and covariant systems
of operators in Hilbert space,” J. Operator Theory, to appear, arxiv math.CA/0407330.
[13] Dutkay, D. E., and P. E. T. Jorgensen, “Iterated function systems, Ruelle operators, and
invariant projective measures,” Math. Comp., to appear, arxiv math.DS/0501077.
[14] Fan, A., and Y. Jiang, “On Ruelle-Perron-Frobenius operators. I. Ruelle theorem,” Comm.
Math. Phys. 223, no. 1, 125–141 (2001).
22 DORIN ERVIN DUTKAY AND PALLE E.T. JORGENSEN
[15] Halmos, P. R., “Shifts on Hilbert spaces,” J. Reine Angew. Math. 208, 102–112 (1961).
[16] Han, D., D. R. Larson, M. Papadakis, and T. Stavropoulos, “Multiresolution analyses of
abstract Hilbert spaces and wandering subspaces,” The Functional and Harmonic Analysis
of Wavelets and Frames (San Antonio, TX, 1999), Contemp. Math., Vol. 247 (American
Mathematical Society, Providence, RI, 1999), pp. 259–284.
[17] Hernandez, E., and G. Weiss, A First Course on Wavelets (CRC Press, New York, Boca
Raton, FL, 1996).
[18] Katsoulis, E., and D. W. Kribs, “Applications of the Wold decomposition to the study of row
contractions associated with directed graphs,” Trans. Amer. Math. Soc. 357, no. 9, 3739–3755
(2005).
[19] Lawton, W., “The structure of compact connected groups which admit an expansive automor-
phism,” Recent Advances in Topological Dynamics (New Haven, Conn., 1972, conference in
honor of Gustav Arnold Hedlund), Lecture Notes in Math., Vol. 318 (Springer, Berlin, 1973),
pp. 182–196.
[20] Laxton, R. R., and W. Parry, “On the periodic points of certain automorphisms and a system
of polynomial identities,” J. Algebra 6, 388–393 (1967).
[21] Lim, L.-H., J. A. Packer, and K. F. Taylor, “A direct integral decomposition of the wavelet
representation,” Proc. Amer. Math. Soc. 129, 3057–3067 (2001).
[22] Lind, D., and B. Marcus, An Introduction to Symbolic Dynamics and Coding (Cambridge
University Press, Cambridge, 1995).
[23] Ljubich, M. Ju., “Entropy properties of rational endomorphisms of the Riemann sphere,”
Ergodic Theory Dynam. Systems 3, no. 3, 351–385 (1983).
[24] Mauldin, R. D., and M. Urbanski, Graph Directed Markov Systems: Geometry and Dynamics
of Limit Sets, Cambridge Tracts in Mathematics, Vol. 148 (Cambridge University Press,
Cambridge, 2003).
[25] McMullen, C. T., Complex Dynamics and Renormalization, Annals of Mathematics Studies,
Vol. 135 (Princeton University Press, Princeton, NJ, 1994).
[26] Muhly, P. S., and B. Solel, ‘A model for quantum Markov semigroups,” Advances in Quan-
tum Dynamics (South Hadley, MA, 2002), Contemp. Math., Vol. 335 (Amer. Math. Soc.,
Providence, RI, 2003), pp. 235–242.
[27] Neveu, J., Discrete-Parameter Martingales, translated from the French by T. P. Speed, re-
vised edition, North-Holland Mathematical Library, Vol. 10 (North-Holland Publishing Co.,
Amsterdam-Oxford, American Elsevier Publishing Co., Inc., New York, 1975).
[28] Packer, J. A., “Projective multiresolution analyses for dilations in higher dimensions,” J.
Operator Theory, to appear, arxiv math.FA/0502557.
[29] Pedersen, G. K., C∗-Algebras and Their Automorphism Groups, London Mathematical So-
ciety Monographs, Vol. 14 (Academic Press, Inc., Harcourt Brace Jovanovich, Publishers,
London-New York, 1979).
[30] Ruelle, D., “The thermodynamic formalism for expanding maps,” Comm. Math. Phys. 125,
239–262 (1989).
[31] Szo˝kefalvi-Nagy, B., and C. Foias, Harmonic Analysis of Operators on Hilbert Space (North-
Holland Publishing Co., Amsterdam-London, American Elsevier Publishing Co., Inc., New
York, Akade´miai Kiado´, Budapest, 1970).
[32] Takesaki, M., Theory of Operator Algebras, II, Encyclopaedia of Mathematical Sciences, Vol.
125, Operator Algebras and Non-Commutative Geometry, Vol. 6 (Springer-Verlag, Berlin,
2003).
(Dorin Ervin Dutkay) Department of Mathematics, Rutgers, The State University of
New Jersey, Hill Center-Busch Campus, 110 Frelinghuysen Road, Piscataway, NJ 08854
E-mail address: ddutkay@math.rutgers.edu
(Palle E.T. Jorgensen) Department of Mathematics, The University of Iowa, 14 MacLean
Hall, Iowa City, IA 52242
E-mail address: jorgen@math.uiowa.edu
