Polyakov type loops are responsible for the difference between quenched and unquenched nite size e ects on the QCD mass spectrum. With a numerical simulation, using appropriate sea quark spatial boundary conditions, we show that we can align the phases of spatial Polyakov loops in a prede ned direction. Starting from these results, we propose a procedure to minimize uctuations due to these e ects in meson propagators.
is the number of lattice points and a is the lattice spacing) in the hadronic lattice masses there are important extra power law corrections, besides the exponentially decaying asymptotic prefactor which is due to the emission of virtual pions from a point like hadron 4].
In the range La 0:7?2 fm the rst e ect is dominant over the second one and we can e ectively write for the lattice hadronic masses m L = m 1 + cL ? ; (1) where = 1 ? 2 in the quenched case and = 2 ? 3 in full QCD.
The reason for this di erence can be understood by looking, for example, at the valence quark hopping parameter expansion of the meson propagator that can be written in the form 2]: The averaged Polyakov loop hPi is di erent from zero in full QCD, while it is zero in the con ned phase of quenched QCD. This means that the second term in eq. (2) is absent in the quenched case. This may explain the di erences in the value of between quenched and full QCD. To obtain comparable L ? nite size e ects in the two cases one would like to remove or to reduce the Polyakov loop contributions in the unquenched case.
In this paper we want to show that this can be partially achieved by using suitable sea quarks spatial boundary conditions so as to force the 1 In general val = exp(in ) if we impose exp(i ) boundary conditions.
phase of the Polyakov loops to be one of the three elements of the center of the gauge group SU (3) 2 Z 3 = fz 0 ; z 1 ; z 2 g; z k = exp(i 2 k 3 ); k = 0; 1; 2 (3) Fixing the phase of the Polyakov loops reduces the statistical uctuations on the hadron propagator and, hence, on the computed hadron masses.
Of course, another possibility to kill the contribution from the second term in eq. (2) (also in the unquenched case) is to follow the prescription of 5], that is to say to compute successively the valence quark propagator on the same gauge con guration using for the fermionic elds the boundary conditions dictated by the three phases of Z 3 and then taking the average. This procedure is rather time consuming and we will not discuss it any further.
On a nite lattice with periodic boundary conditions on the gauge elds
there is a symmetry of the pure gauge sector consisting in multiplying all links stemming from the plane x =const and orthogonal to it, by an element z k of Z 3 .
Under this operation the Polyakov loops in the direction are not invariant, but they transform as P ! z k P (4) In full QCD the action consists of the gauge and the fermionic part. In the fermionic action We summarize the relevant features of the lowest part of the energy spectrum for the interesting choices of h in gs. 1a-1e. We see that with h = +jhj (periodic boundary conditions on sea quarks) the two states with = 1 and = 2 have the lowest energy and are degenerate, while with h = ?jhj (antiperiodic boundary conditions on sea quarks) the lowest energy state is the state = 0 . Moreover ( gs 1.d and 1.e) with the choices h = ?e ?i2 =3 and h = ?e i2 =3 , the states 1 and 2 respectively turn out to be the lowest lying energy states.
With an eye to the patterns of g. 1, we thus expect that with periodic boundary conditions on sea quarks the e i2 =3 and the e ?i2 =3 phases of the Polyakov loops will be present with equal probability and that with antiperiodic boundary conditions Polyakov loops are likely to be polarized in the 0 direction. Similarly we expect to be able to align the Polyakov loops along the e i2 =3 (or e ?i2 =3 ) in the Z 3 space, if we choose ?e ?i2 =3 (or ?e i2 =3 respectively) boundary conditions on the sea quarks.
To check the foregoing suggestions we performed on APE100 a full simulation of 2 avors lattice QCD with Wilson fermions at = 5:3 on a 8 3 32 lattice with k sea = 0:1670. We carried out two di erent runs, one with fully periodic boundary conditions on the sea quarks and the other < P x > < P y > < P z > P -0.0011(2)+i0.0003 (2) one with antiperiodic boundary conditions in the spatial directions and periodic in the temporal one. Gauge con gurations have been produced with APE100 with the Hybrid Monte Carlo Algorithm (HMCA) described in reference 6]. After a thermalization of 440 trajectories of HMCA we have created a set of 1350 thermalized trajectories. On these we have performed the measurement of the spatial loops, P x ; P y and P z , taking only one every 5 consecutive trajectories. To reduce the uctuations on the expectation value of the Polyakov loops, we used the smearing procedure of ref . 7] .
The results for the phases of the spatial Polyakov loops P x are reported in gs. 2 and 3. With antiperiodic spatial boundary condition, g. 2, the values of the phase are close to zero, while with periodic boundary conditions, g. 3, the phases are concentrated in two regions near e i2 =3 and e ?i2 =3 .
We have also veri ed in a quick simulation on a 4
ishing and \unpolarized". However by choosing antiperiodic (or ?e i2 =3 or ?e ?i2 =3 ) spatial boundary conditions, we may at least x correspondingly the phases of the Polyakov loops and reduce statistical uctuations on masses.
For instance in the simulation at = 5:3 on a 8 3 32 lattice with k sea = 0:1670 we obtain the results reported in Table 1 for the x, y and z components of the Polyakov loop, < P i >; i = x; y; z, for both periodic and antiperiodic sea quarks spatial boundary conditions. Statistical errors have been computed, separately for each spatial direction, by grouping the 270 measures in 10 bins of 27 numbers each. In the antiperiodic case the imaginary parts of P x ; P y and P z are compatible with zero, as expected, and the real parts are equal within errors. Also in the periodic case the real parts are equal within errors but the relative errors are about twice as large as before. Furthermore the imaginary parts are not compatible with zero. This fact is due to the ip-op's of the Polyakov loop phases between the two values e i2 =3 , e ?i2 =3 .
In simulations using periodic boundary conditions on sea quarks, this kind of uctuation could always be reduced by selecting a posteriori only the con gurations in which the phases of P x ; P y and P z all lie close to a given Z 3 element. One should observe that this procedure, besides reducing the statistics by a factor of 8, may introduce unnecessary biases. In our opinion the best way is to start ab initio with one well specify spatial boundary condition that aligns the Polyakov loops in a given Z 3 direction.
The numerical simulations of this work have been performed using 2 months of CPU time on a 128 nodes APE100 machine. 
