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An Expert Opinion 
W we try to assess how much progress we have 
made in computational modeling and simulation, recalling some 
history about the related approaches of experiment and theory 
can help keep things in perspective. For example, we can trace 
the systematic use of experiment back to Galileo in the early 
seventeenth century. Yet for all the incredible successes it 
enjoyed over its first three centuries, the experimental method 
arguably did not fully mature until the elements of good design 
and practice were finally analyzed and described in detail by R. 
A. Fisher and others in the first half of the twentieth century. In 
that light, it seems clear that while computational science has 
had many remarkable youthful successes, it is still at a very 
early stage in its growth. 
Many of us today who want to hasten that growth 
believe that the most progressive steps in that direction require 
much more community focus on the vital core of computational 
science: software and the mathematical models and algorithms 
it encodes. Of course the widespread obsession with hardware is 
understandable. No one who helps administer the TOP500 
Supercomputer Sites project, as I do, can claim to be immune to 
it. But when it comes to advancing the cause of computational 
modeling and simulation as a new part of the scientific method, 
there is no doubt that its complex software ecosystem must take 
center stage. 
At the application level the science has to be captured 
in mathematical models, which in turn are expressed algorithmi-
cally and ultimately encoded as software. Accordingly, on typical 
projects the majority of the funding goes to support this trans-
lation, which over its course requires intimate collaboration 
among domain scientists, computer scientists, and applied 
mathematicians. This process also relies on a large infrastructure 
of mathematical libraries, protocols, and system software that 
has taken years to build up and that must be maintained, port-
ed, and enhanced for many years to come if the value of the 
application codes that depend on it are to be preserved and 
extended. The software that encapsulates all this time, energy, 
and thought routinely outlasts (usually by years, sometimes by 
decades) the hardware it was originally designed to run on, as 
well as the individuals who designed and developed it. 
Thus the life of computational s~ience revolves around 
a multifaceted software ecosystem. But today there is (and 
should be) a real concern that this ecosystem, including all of 
its complexities, is not ready for the major challenges that will 
soon confront the field. Domain scientists now want to create 
much larger, multidimensional applications in which a variety of 
previously independent models are coupled together, or even 
fully integrated. They hope to be able to run these applications 
on petascale systems with tens of thousands of processors, to 
extract all performance that these platforms can deliver, to 
recover automatically from the processor failures that regularly 
occur at this scale, and to do all this without sacrificing good 
programmability. This vision of computational science contains 
numerous unsolved and exciting problems for the software 
research community. Unfortunately, it also highlights aspects of 
the current software environment that are either immature, 
underfunded, or both, as Douglass Post and Lawrence Votta 
recently pointed out in Physics Today. 
Advancing to the next stage of growth for computa-
tional simulation and modeling will require us to solve basic 
research problems in computer science and applied mathematics 
even as we create and promulgate a new paradigm for the 
development of scientific software. To make progress on both 
fronts simultaneously will require a level of sustained, interdisci-
plinary collaboration among the core research communities that, 
in the past, has only been achieved by forming and supporting 
research centers dedicated to such a common purpose. A 
stronger effort is needed by both government and the research 
community to embrace such a broad vision. 
I believe that the time has come for the leaders of the 
computational science movement to focus their energies on cre-
ating such software research centers to carry out this indispens-
able part of the mission. The NCSA community has always been 
in the vanguard of efforts to catalyze and organize precisely 
these kinds of interdisciplinary research partnerships that we 
now require to transform the future of scientific software. I 
have every confidence that this community stands ready to step 
up again to this momentous new effort. 
Jack Dongarra is university distinguished professor of computer 
science in the Computer Science Department at the University of 
Tennessee. He also holds the title of distinguished research staff 
in the Computer Science and Mathematics Division at Oak Ridge 
National Laboratory and is an adjunct professor in the Computer 
Science Department at Rice University. He specializes in numeri-
cal algorithms in linear algebra, parallel computing, use of 
advanced computer architectures, programming methodology, 
and tools for parallel computers. He is executive editor of the 
Cyberinfrastructure Technology Watch, a publication of the NSF-
funded Cyberinfrastructure Partnership. 
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I Questions& Answers I 
0: Before you came to NSF, you were a partner for several years. Can 
you tell us about that experience and why it was important to bring 
such a variety of disciplines together under the centers program? 
A: I consider the opportunities I had to partner with the national part-
nership at NCSA as one of the highlights of my career. One of the 
especially memorable activities happened during the period from 
1995 through '97 when I was partnered with Shankar Subramaniam 
[then at NCSA] in the computational biology team, and one of the 
things that we did-and at that time this was a revolutionary new 
idea-was use the power of the newly emerging cyberinfrastructure 
of the time, namely the World Wide Web and the Mosaic Web browser, 
to show that access to supercomputers didn't mean that you had to 
write a proposal for supercomputer time. 
We had this vision that biologists could use something called the 
Biology Workbench and have access to supercomputers in a seamless 
fashion through the front end of a Web browser. In many ways, those 
ideas have become very commonplace and are the standard cyberin-
frastructure models for today. 
0: Talk to us about cyberinfrastructure. What does NSF want to see as 
the end result of these efforts? 
A: I'm struck by the fact that through the revolution in information 
technology we are able to deliver terabytes of data per day. In fact, 
in the very near future it might even be petabytes of data per day. 
But the scientific end users frequently complain that we are only 
extracting kilobytes of knowledge per month. 
That paradox suggests that we still have a Long way to go in creating 
a cyberinfrastructure that can address that bottleneck. How do we 
generate useful knowledge and insights from the torrents of data 
that we are creating? I think that challenge will continue for the 
foreseeable future. And so the promise and importance of cyberinfra-
structure is predicated on the vision that we can create new tools 
and technologies so that the terabytes and petabytes of data that 
we generate can scale to the kind of knowledge that we know we 
can create. 
0: What do all these efforts-such as TeraGrid and cyberinfrastructure-
mean to the world at large and how will they impact people's Lives? 
A: What is especially exciting about cyberinfrastructure, and recent his-
tory shows this to be the case, is that the cyberinfrastructure that is 
created to enable science and engineering research has immediate 
applications in the everyday economy. That was true of the World 
Wide Web and the Internet, and I think it is also going to be true of 
the new and emerging cyberinfrastructure that we are creating to 
enable the new frontiers of science and engineering research. I 
would include in this high-speed networking technologies, new ideas 
in middleware, new ideas in data mining, data warehousing, and data 
storage. 
0: Do you want to go out on a Limb and say precisely what those 
impacts will be? 
A: I don't think it will be any one impact; it's going to be a broad range 
of impacts. But I think one could say that the digital revolution will 
continue and in many ways it will accelerate. Already we are starting 
to see intelligent cars and roads, intelligent manufacturing. I think 
one of the great frontiers in terms of our economy is going to be our 
ability to create exactly what we need, where we need it and when 
we need it, and thereby eliminate waste and inefficiencies. The 
United States has a $10 trillion economy, and it has inefficiencies in 
the supply chain and distribution. I see the next wave of the cyber-
infrastructure and IT revolution having a tremendous impact in elimi-
nating waste and ultimately fulfilling our vision of a greener econo-
my. 
0: What are NSFs goals for the next five to 10 years in terms of shared 
computational infrastructure? What would you personally Like to see 
happen? 
A: The overarching goal in shared cyberinfrastructure-and the key word 
is shared-is that we believe there are infrastructures that are com-
mon across all science and engineering, and it would be inefficient 
and wasteful to duplicate or have redundant resources or siloed 
resources across multiple branches of science and engineering. That's 
actually the primary thinking behind this shared cyberinfrastructure 
concept. I think that is an evergreen vision. 
0: NCSA has had a successful relationship with NSF for 20 years. How do 
we keep that going in the future? 
A: As an organization that delivers cyberinfrastructure, NCSA has a 
tremendous challenge to provide a balance between stability and 
innovation. Users of cyberinfrastructure expect stability and desire 
stability. At the same time, you are working in a world that is under-
going a very rapid sequence of technology disruptions, and therefore 
innovation continues to be important. 
NCSA has historically met that challenge, and the historical Lessons 
of how that innovation occurred while delivering stability is some-
thing that will be important. Perhaps a strategy for going forward 
can be gleaned from what worked well in the past. 
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by J. William Bell 
Comparative genomics research benefits from 
NCSA data analysis and visualization tools-
and lands a paper in Science. 
'' 
here's been about 94 
million years of evolu-
tion since cattle and 
primates diverged from 
a common ancestor, so 
it doesn't take a doctor 
HSA 11 Dare to compare 
to recognize the differ-
ence," says Harris Lewin, director of the 
University of Illinois at Urbana-
Champaign's Institute for Genomic 
Biology and a professor of immuno-
genetics. It does, however, take a Lot of 
work and specialized tools to relate 
species' genomes to one another and to 
uncover the finer points of distinction 
and similarity. 
Lewin's team at the U of I recently 
published the most extensive compari-
son of mammalian genomes ever creat-
ed-Looking at the chromosome organi-
zation of humans, cattle, rats, mice, 
cats, dogs, horses, and pigs, all at once. 
They collaborated with researchers at 
Texas A&M University, the Genome 
Institute of Singapore, the National 
Cancer Institute, the University of 
California at San Diego, and other insti-
tutions. Results, presented in a wide-
ranging Science article in July 2005, 
showed that the historical rate of chro-
mosome evolution in mammals was dif-
ferent than previously thought. They 
also revealed provocative new features 
25 
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To begin their work, the Lewin team col-
Lected genetic maps and sequences for 
each species. Research teams around the 
world provided data, including the Lewin 
team itself, which constructed the cattle 
map in collaboration with James 
Womack's group at Texas A&M. 
Maps and sequences both yield a 
rundown of what genes and other DNA 
sequences appear on which chromo-
somes. The differences come in the Level 
of detail. In a whole-genome sequence, 
all or nearly all base pairs, which number 
in the billions, are decoded. The posi-
tions of most genes are identified in the 
sequence. To construct a genetic map, 
particular genes and other DNA 
sequences are selected, isolated, and 
ordered on the chromosome using a vari-
ety of approaches. Mapping gives a Less 
precise but more easily gathered result. 
The resolutions of the gene maps 
of each species are improving, and new 
gene sequencing efforts are constantly 
under way. But the uneven distribution 
of genes over the genome and the unco-
ordinated way that far-flung groups 
select genes for mapping complicate 
comparisons of one mapped species to 
another, according to Denis Larkin, a vis-
iting assistant professor in the U of I's 
of chromosome breakpoints in evolution 
and cancer. 
Comparison across spedes for a section of animal sciences department. 
Instead, the Lewin team used an human chromosome 11. 
The comparisons relied on Evolution 
Highway, data visualization and analysis software built 
for the team by NCSA. It is based on NCSA's application-
development environment for data mining called D2K. 
algorithm called BLASTn to compare 
millions of DNA sequences from each species' genome to 
the complete human sequence. More than a thousand 
homologous synteny blocks were identified. These blocks are 
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segments with only minor differences, marked by tiny rearrange-
ments in the base pair order rather than prolonged inconsisten-
cies. "We find those areas that are most similar statistically, not 
necessarily exact matches," Annelie Everts-van der Wind, a PhD 
candidate on the team, points out. 
Frequently, homologous blocks shift about. The same gene 
might be found on chromosome 17 in humans and chromosome 
19 in cattle, for example. Or dozens of gene segments on a chro-
mosome might remain remarkably preserved across species with 
only their orders 
rearranged. To account 
for such shifts, the team 
used COMPASS, a soft-
ware package developed 
by the Lewin group in 
2000, to predict the 
positions of homologous 
blocks in a species when 
their positions in the 
human sequence were 
known. 
'Deep biological 
significance' 
The genes we have in 
common with other 
species are important. 
.,. Ancestor transparency. 
... VanishinG thr-
... Species orderMsibitity. 
HSA 1 
assume that those formed in a cattle-pig ancestor after diver-
gence from an ancestor they shared with cat and dog and before 
the cattle-pig split. So if that ancestor existed for 25 million 
years and accumulated 10 breakpoints, it evolved at a rate of .4 
breaks per million years." 
Early works on genome comparison held that evolution 
moved at a more rapid pace between 100 million and 65 million 
years ago and has since slowed. The team's study broke with the 
conventional wisdom, showing that evolution has been moving 
HSA 2 HSA3 
faster for the last 65 
million years than it 
did for the 35 or so 
million years before 
that. They're confi-
dent in their numbers 
because older studies 
relied on much more 
rough genome maps 
and comparisons 
among fewer species. 
The team looked 
at more than just the 
aggregate number of 
breakpoints, though. 
They also considered 
"reuse" breakpoints, 
which show up in the 
same place across 
multiple, disparate 
species and are 
They allow researchers to 
identify what's responsi-
ble for the basic regulatory 
functions that all biologi-
Screenshot of the Evolution Highway tool, showing a cross-spedes comparison of several chromosome sections. thought to mark fragile 
places in the genome 
where rearrangements are more likely to occur. cal systems share, among many other things. But places where 
deviation occurs-breakpoints in the compared maps that flag fis-
sion, inversion, or other changes in the code-also tell a story. 
"The core hypothesis is that breakpoints have deep biological 
significance," Lewin says. The Science article focused on those 
breakpoints and that hypothesis. 
First, the team's eight-species comparison allowed them to 
draw some general conclusions about the rate of mammalian evo-
lution. Looking at cross-species comparisons using the NCSA-built 
Evolution Highway software, they determined the number of 
breakpoints that appeared in a given species but not another par-
ticular species. They then divided this number of unique break-
points by the number of years since the two species diverged. 
Estimates on the number of years were based on other 
researchers' studies of the fossil record, as well as morphological 
and genetic studies. 
"For example, if there are 67 breakpoints specific for cattle 
but not found in pig, and [outside research tells us that] pig and 
cattle diverged about 60 million years ago, then the cattle 
genome evolved at a rate of 67 divided by 60 or 1.1 chromosomal 
breaks per million years on average," Larkin explains. Meanwhile, 
if "there are 10 breakpoints common for cattle and pig, we can 
Early genomic studies in the '80s and '90s typically ascribed 
to a random breakage theory. Recent research, including a com-
parison between the cattle and human genomes by Larkin, Everts-
van der Wind, Lewin, and their collaborators published in Genome 
Research in 2003, indicated that reuse breakpoints were more 
common than previously thought. Their Science paper took an 
even bigger crack at the random breakage theory. By comparing 
eight species instead of the standard two, it exposed a new, large 
set of reuse breakpoints. 
"We're seeing more than 20 percent of breakpoints being 
reused," Lewin says. "That's too high to be random, and it says 
something." Just what is unclear at this point, though he sus-
pects that these reuse breakpoints may be implicated in 
speciation, the process by which species diverge from a common 
ancestor. 
It is clear that these reuse breakpoints are also somehow 
related to cancer. The team's Science research compared other 
researchers' work on identifying cancer-related breakpoints to the 
breakpoints associated with evolution. They found a correlation. 
"The association between evolutionary breakpoints and breakpoints 
in cancer implies a common underlying mechanism," Lewin says. 
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Evolution Highway 
The final map used to make cross-species comparisons is typically 
a daunting undertaking. "This is totally manual," Larkin says. ''You 
have a table to describe the structure of the human chromosome. 
Another describes the homologous blocks [with the other 
species]. Drawing the comparisons can take a month, months." 
"There's been no other way of doing this other than grinding 
through those tables by hand or with simple [computer] scripts," 
Lewin says. Evolution 
Highway builds these maps 
automatically. 
"This type of research 
used to be 80 percent mov-
ing data and getting it 
ready, 20 percent analysis. 
We're reversing those num-
bers," says Michael Welge, 
who leads NCSA's 
Automated Learning Group. 
"Let's reduce this burden, 
which usually falls to a 
grad student somewhere, 
and use everyone's cogni-
tive skills on something 
more valuable than prepa-
ration and transformation." 
Evolution Highway 
also offers several simple, 
user-oriented features that 
make examining the com-
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parative maps easier. Users can look at multiple species at once, 
hide a given species with a click, and zoom in and out of the 
comparative maps, which can cover hundreds of millions of base 
pairs. The software's Web-services approach to delivering the 
tools also allows users to load the comparative analysis data in a 
matter of seconds and share maps easily. A custom track feature, 
meanwhile, allows them to incorporate new data and flag its 
location in an existing map. 
"Here we're looking at the whole chromosome at once-mul-
tiple chromosomes across multiple species. The insights wouldn't 
have come so quickly if we couldn't throw the data at this tool 
from NCSA," Lewin says. 
This work was supported by Singapore's Agency for Sdence, Technology, and 
Research, the American Kennel Club Canine Health Foundation, the 
National Institutes of Health, the U.S. Department of Agriculture's National 
Research Initiative, U.S. Department of Agriculture's Cooperative State 
Research, Education, and Extension Service, and the National Cancer 
Institute. 
Access Online: http:/ jaccess.ncsa.uiuc.edu/CoverStoriesjcomparative/ 
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Screens hot of the 
Evolution Highway 
tool, showing the cus-
tom track feature. 
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users can paste new 
sequence data into a 
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data highlighted on 
the existing compari-
son map. 
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Finding meaning in data 
I n addition to tapping NCSA supercomputing resources, atmospheric science researcher Donald 
Wuebbles also has worked closely with the center's scientific visualization team to explore techniques 
and technologies for analyzing the extremely large data sets generated by climate models, which he uses 
to study topics such as global warming and the ozone layer. 
"We have all these large data sets from computational simulation, and we also have large data sets 
[gathered by observation] that we're using for comparison," Wuebbles explains. "How can we analyze 
these large data sets?" 
Typically, he says, the multiple dimensions and myriad variables of these large, unwieldy data sets 
have been visualized only by simple contour plots and other two-dimensional graphics, limiting both the 
scientists' ability to interpret the data and their capacity to communicate their findings to the public and 
to policymakers. Wuebbles believes that more sophisticated data visualization will not only help 
researchers extract meaning from their data, it will help them convey the significance of their research to 
· ~  ·~r. non-scientific audiences. ~ ,~ . . . · . ·· · To that end, Wuebbles tapped the expertise of the NCSA 
J • .· . . Visualization Division, which uses state-of-the-art visualiza-
' 
J ·, :; "" _ tion t~ols and techniques to help scientists make the most 
of then data. 
·. · ~ -~ "· · "They have a lot of awareness of existing tools that we 
~ ~~1 weren't aware of," Wuebbles says. 
Il,-.~. ·· 1!1~,': ., _ One of those tools is NCSA's tiled display wall, a 12-foot by 9-foot high-resolution system that provides a 4,096-by-3,840-pixel display surface. The system is driven by a Linux cluster and uses 20 projectors, which rear-project onto a single screen. High-resolution images can be displayed 
~ ·\ ·I,\ across the full screen or the multiple projectors can project 
_J , ;.~~ separate smaller images in a matrix configuration. ~· . . J John Martirano and other members of NCSA's Visualization 
Division developed the code needed to create an interactive it ; · i 3D visualization of the multi-variable output of a global cli-
fi ~.b . .' mate model on a tiled display. The project relied on , ._·-~_'2_.-i ~ - __ :~·.··:_ PartiView, a 3D visualization tool developed at NCSA. fi .. Previously, Wuebbles' research group had used a Java-based 
tool, the Integrated Data Viewer, for analyzing and visualiz-
Global climate data ing data, but IDV couldn't handle the massive data sets generated by the global climate model. 
on the tiled display "IDV cannot load a full time-series of even a single layer of this model," Martirano explains, while 
wall. PartiView can not only handle the multiple gigabytes of data with ease, it is also robust enough to han-
dle the flood of data that will be generated as the resolution and complexity of climate models increase. 
Individual variables, such as surface temperature and solar flux, are shown on a single node as their 
changes play out over time and across the continents. The result is a grid of globes in kaleidoscopic 
color. The display is interactive and can be embedded in Virtual Director, the virtual reality interface 
developed at NCSA. Virtual Director provides remote virtual collaboration capabilities, allowing geographi-
cally separated collaborators to see results in real time. 
The display technology helps researchers extract more meaning from their data. "By using the wall, 
we can examine a lot of variables at once and more easily see correlations and connections," Wuebbles 
says. 
In fact, after seeing the climate model data on the tiled display wall, Wuebbles' group decided to 
reconfigure and enhance a 15-node display system housed in the Department of Atmospheric Sciences, 
creating an in-house system for high-resolution data display. 
Wuebbles work with the NCSA Visualization Division is supported by a University of Illinois/NCSA 
Faculty Fellowship, which was recently extended to a second year. 

Access I 19 I Summer 2005 
by Trish Barker 
A group at the University of lllinois at Urbana-Champaign offers 
planners, policymakers, interest groups, and citizens a glimpse of the 
future, u ing a computational model to simulate land-use change. 
f a new road is built, how will the flow of traffic in the city 
change? Will businesses and people be drawn to the new thor-
oughfare, and if so will this represent economic development 
or simply migration from other areas of the city? If the road 
sparks residential growth, how will city services meet the chal-
lenge? Will schools and fire stations need to be built in the 
area? How will growth affect water quality, wildlife habitat, 
and other environmental factors? 
These questions and many others like them whirl in the brains 
of government officials and urban planners as they try to make the 
best decisions for their communities. How can they possibly foresee 
the impact their choices will have a year, five years, 10 years, 20 
years, and even 50 years into the future? It's a challenge that would 
stump a crystal ball. 
A group at the University of Illinois at Urbana-Champaign is able 
to offer decision makers just such a glimpse of the future, however, 
not with a crystal ball but with a computational model that simulates 
land-use change across space and over time. Planners, policymakers, 
interest groups, and laypeople can use the Land-use Evolution and 
Impact Assessment Model (LEAM) to visualize and test the impact of 
policy decisions. 
The computationally intensive simulations have leveraged the 
power of NCSA's high-performance computing systems, and the LEAM 
group relies on NCSA's three-petabyte mass storage system to store the 
vast quantities of data gen- 1 
erated by the simulations. I Gateway New Blueprint Model 
Land Use Change with County Boost n;Q_,..,,.....,..-r 
Developing the model 
The LEAM project had its 
rather unlikely origins in the 
late 1990s with a paper on 
the spread of rabies in foxes 
that was co-authored by 
Brian Deal, a research pro-
fessor of urban and regional 
planning, and Bruce 
Hannon, a professor of 
R ........ IChlt'Qt t::lherl 
• Common:ill ""- • , .... 
• Urt>onOpon~ · -" 
. Oovtlof>od 
geography. As the two researchers collaborated on visualizing this 
complex, multivariate process, it occurred to them that a similar 
model could be created to simulate how environmental, social, and 
economic systems interact to drive the evolution of urban areas. As 
their work expanded, they were joined by experts from the University's 
landscape architecture, urban planning, geography, economics, and 
natural resources and environmental sciences departments, including 
co-principal investigator Varkki George Pallathucheril, an associate pro-
fessor of urban and regional planning. 
The model developed by the LEAM team assesses an area's 
"growth potential." The area of interest-a city, a county, a region-
is divided into smaller cells. The model draws on population, geogra-
phy, and land-use data; for each cell, information on economics, trans-
portation, utilities, and neighboring land uses is factored in. All of the 
factors are weighted to determine the probability that a particular cell 
will change and what type of change is most probable. 
The model allows decision makers to test scenarios, Deal says, 
helping them consider what their preferred outcome is and how they 
can get there. 
Assessing policy impacts 
The LEAM model got its first real-world test with Kane County, Illinois, 
a historically agricultural area that has begun to expand rapidly due to 
expansion from the 
Chicago metropolitan 
area. The county's 
leaders are struggling 
to manage the pressure 
for rapid development 
that threatens to con-
sume the area's agri-
cultural land and open 
spaces. 
Projected residential and commerdal growth for the St. Louis region in the year 2030. 
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ILLINOIS 
First, the LEAM group worked with Kane County's leaders and 
members of the community to understand what issues were impor-
tant to them and what factors were driving growth. Data were gath-
ered from sources such as state agencies, water and soil conserva-
tion districts, and even building permits. Then several simulations 
were run, analyzing how various policies (a fast-growth policy vs. a 
slow-growth policy, various open-space set-asides, etc.) would 
affect the area's development. 
A scenario that included a fast-growth policy with a low open-
space set-aside, for example, resulted in predictably explosive 
growth, shown on color-coded maps so the data can be readily 
understood and interpreted. The LEAM model further described what 
impacts this growth could have on diverse factors such as energy 
consumption (with gas and electric consumption soaring to a level 
that might outstrip what local utilities could provide) and raccoon 
and bird habitat (The Eastern Meadowlark population would fall 
with a loss of habitat, while the adaptable, scavenging raccoons 
would be abundant.). 
A boost from NCSA 
The Kane County simulations encompassed approximately one mil-
lion cells, and the dynamic model carries out multiple calculations 
for each cell, and the calculations are carried out over many time 
steps. Each simulation took hours to run, and if an error occurred in 
the simulation, it took hours to discover and correct course. 
That's when Jeff Terstriep, formerly associate director for com-
puting and communications at NCSA, stepped in to give the project 
a big boost. Terstriep parallelized the LEAM code and has bench-
marked it on as many as 1,024 processors, enabling the team to 
take advantage of the high-performance computing clusters at 
NCSA. Simulations that had taken hours can now be completed in 
under 30 minutes using NCSA's IBM p690 system. 
"The big boost for us was being able to get at the supercom-
puters and parallel process our work. We really wouldn't have made 
any advances without NCSA," Deal says. "That was a real necessity 
because it provided computing that we couldn't do here." 
Recently the LEAM lab acquired a small AMD Opteron cluster on 
which to crunch the number for many of its simulations, but as 
they experiment with calibrating the model with genetic algorithms, 
the team will again need to use a high-end system. 
"It's just not feasible to do on our own servers," Terstriep says. 
He has done some preliminary work on NCSA's Tungsten cluster. 
The importance of storage 
Of even greater significance for the LEAM team, however, is NCSA's 
three-petabyte mass storage system, DiskXtender, which is available 
to all the center's users for permanent data storage. DiskXtender is 
a boon for the data-intensive LEAM simulations, which require mas-
sive data inputs and generate 300 to 500 megabytes of data from 
each computational run. 
Terstriep says NCSA's mass storage system offers three key ben-
efits to the LEAM team: permanence (All of their data from all of 
their projects is stored; there's no need to weed out older files to 
make room for new ones.); a high access rate (meaning it takes just 
a short time to access data for a new simulation, or to call up his-
toric data); and bandwidth. 
"The mass storage system is one of the most important services 
we use at NCSA," Terstriep says. "It's a vital component that is 
impossible for research projects to duplicate." 
This project is supported by the National Science Foundation, the U.S. 
Department of Defense, and the State of Illinois. 
Access Online: http:/ j access.ncsa.uiuc.edu/ CoverStories/ LEAM/ 
For further information: http:/ j www.leam.uiuc.edu/ 
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Scenario 
Jefferson County, MO 
2050 
A LEAM projection of resi-
dential and commerdal 
development in Jefferson 
County, near St. Louis, given 
a proposed regional long-
range transportation plan. 
Lessons 
learn 
from 
Peoria area 
The LEAM group is collaborating with the Illinois Department of Natural 
Resources and the Tri-County Regional Planning Commission (encompass-
ing Peoria, Tazewell, and Woodford counties) on developing a strategic 
vision for balanced growth. LEAM helps the planners visualize and ana-
Lyze issues such as traffic congestion, Loss of open space and farmland, 
environmental degradation, crumbling urban infrastructure and the high 
cost of new suburban infrastructure, housing and the mismatch of jobs 
and workers, disinvested communities, and fragmentation of Local plan-
ning. 
While the project is ongoing, the LEAM simulations have dispelled 
one misperception frequently held by city planners. 
"The perception was that good schools attract growth," Deal says. 
"The reality was and is that good schools don't attract growth, bad 
schools repel it." 
Another scenario that was tested involved the construction of a ring 
road to effectively expand the four-Lane ring around the city. 
In the simulation, "the small towns along the bypass didn't miracu-
Lously start expanding," Deal explains. "The roads themselves don't pro-
vide growth. They provide access, but if there's no pressure for growth, it 
won't happen." 
St. Louis 
LEAM is working with the East-West Gateway Council of Governments and 
other St. Louis region planners on a project that involves 10 counties (in 
both Illinois and Missouri). The study area covers 6,000 square miles and 
is divided into about 30 million cells, making the simulations extremely 
complex. One topic of focus is economically depressed areas: Why are 
people Leaving the city center? What policies could the city adopt to 
affect this trend? What other unforeseen effects might those policies 
have? How can public spending on transportation and roadways best 
influence growth? 
Ft. Benning, Georgia 
Why is the U.S. Army concerned with modeling growth? Because as 
growth draws closer to military facilities, there can be complaints from 
the Army's neighbors. Before building a new training ground at Ft. 
Benning, the Army worked with LEAM to model how urban growth might 
encroach on the facility, and they shifted the site for the training ground 
to try to minimize conflict with neighbors. 
Other LEAM projects involve studying the sustainability of the Carolina 
and Georgia Sandhills region and examining Land-use futures for the 
Craw's Foot Conservation Area in Northern Illinois. 
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ncsA continu1 
m a ist 
niA EOS 
l he National Center for Supercomputing Applications will continue to help NASA manage the 
flood of data generated by the Earth Observing System thanks to a three-year $2.8 million grant 
from the national space agency. NASA has used NCSA's Hierarchical Data Format (HDF)-a package 
of software, libraries, and tools for analyzing, visualizing, and converting scientific data-as its 
standard for EOS data for more than a decade. 
The Earth Observing System aims to improve understanding of the Earth as an environmental 
system, an effort that could lead to improved weather forecasts, tools for managing agriculture 
and forests, and a better understanding of global warming. EOS is composed of multiple satellites 
and remote sensors that monitor our planet's land surface, biosphere, atmosphere, and oceans. 
This system generates a flood of data. Three terabytes of data must be collected, archived and dis-
tributed every day, and eventually EOS will include 15 petabytes of data. 
"EOS HDF data has been accessed worldwide by an estimated 1.6 million users, from scientists 
to farmers to schoolchildren," says Mike Folk, technical program manager of the HDF group at 
NCSA. "We are excited by the challenge of meeting the needs of such a large and diverse assort-
ment of people. We are especially gratified to be able to do our part to help understand global 
climate change." 
EPIC to build 
human capacHy 
I n Apri~ NSF launched a new collaboration to construct a human 
capacity-building infrastructure that extends the cyberinfrastructure 
community to include a much larger number of talented and 
diverse people. The collaboration, Engaging People in 
Cyberinfrastructure (EPIC), includes K-12 teachers, university 
researchers, leaders of organizations focused on diversity, and tool 
builders from across the country. They will focus on interlinked and 
coordinated projects that will significantly increase the diversity 
and number of people that are learning about and applying cyber-
infrastructure to address their research and educational needs. 
NCSA will be among an impressive list of almost 20 partners in 
the project. Together, these institutions will develop virtual insti-
tutes, workshops, summer programs, internships, and other activi-
ties designed to cross-breed their best practices, to engage a 
broader and more diverse community in cyberinfrastructure, and to 
create sustaining programs that will have an impact for years to 
come. 
EPIC will capitalize on the synergy created by NSF's EOT-PACI 
program, which ran from 1997 to 2004. 
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Watch tor 
atch 
T he CTWatch blog (http://www.ctwatch.org/blog/), a companion to 
CTWatch Quarterly (http:/ jwww.ctwatch. erg/quarterly/), recently came 
online. The blog provides the community of cyberinfrastructure developers 
and users with day-to-day intelligence, presenting information culled from 
news groups, news wires, the science and technology press, published 
research, and government documents. The CTWatch blog aims to be a source 
of news and a stimulus to discussion. 
Members of the national cyberinfrastruc-
ture community are invited to partici-
pate. A name and an email address are 
all that's required to join in. 
A new issue of CTWatch Quarterly 
was released in May. 
Both publications are produced by 
the Cyberinfrastructure Partnership, a 
joint NSF-funded effort of the San 
Diego Supercomputer Center and 
NCSA, in cooperation with the 
Innovative Computing Laboratory at 
the University of Tennessee. 
Globus 4.0 
includes NCSA 
contributions 
V.:sion 4.0 of the Globus Toolkit {GT4), developed by the Globus Alliance, is now 
available for download from http:/ jwww.globustoolkit.org/. This is the first Globus 
Toolkit release to include the MyProxy and GSI-OpenSSH software developed at NCSA. 
The MyProxy online credential repository provides secure and convenient storage 
for grid security credentials. MyProxy is mature, open-source software that has been 
used by the grid community for more than four years, in projects such as NEESgrid, 
TeraGrid, EU DataGrid, and the NASA Information Power Grid. GSI-OpenSSH can be 
used to log in to remote systems and transfer files between systems without entering 
a password, relying instead on a valid proxy credential for authentication. 
New Faculty 
Fellows 
named 
E leven NCSA Faculty Fellows for 2005-
2006 were introduced in May. The Faculty 
Fellows pro-
gram, now in 
its seventh 
year, extends 
opportunities in 
advanced com-
puting and 
information 
technology to 
faculty at the University of Illinois at 
Urbana-Champaign. In addition to financial 
support, Faculty Fellows from the University 
of Illinois at Urbana-Champaign have access 
to NCSA's technologies and high-performance 
computing resources, as well as opportuni-
ties to collaborate with NCSA staff. The pro-
gram is supported by NCSA and the UIUC 
Vice Chancellor for Research's office. 
For the first time, three fellowships 
were extended for a second year, allowing 
researchers to build on promising results. 
Among those receiving such a fellowship was 
Youssef Hashash, who is featured in the 
"Five in Focus" section of this issue 
of Access. 
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Giuing innouation 
a boost 
W hen a group of people aims to develop something new-
a product, a disaster-response plan, an advertising campaign-
they need to draw on data, share information and ideas, and dis-
cuss scenarios. For a small group at a single location working 
with a small amount of data, the collaboration should be 
straightforward, but often situations are more complex, involving 
many people at multiple sites with mountains of data to analyze. 
Researchers at NCSA and the Illinois Genetic Algorithms 
Laboratory (IlliGAL) have developed a tool, called DISCUS 
(Distributed Innovation and Scalable Collaboration in Uncertain 
Settings), to facilitate creativity, innovation, and collaborative 
work in such complex situations. The development of DISCUS is 
supported by the Technology Research, Education and 
Commercialization Center (TRECC) and the National Center for 
Advanced Secure Systems Resarch (NCASSR); both programs are 
funded by the Office of Naval Research and administered by 
NCSA. 
DISCUS provides an easy-to-use framework that combines 
IlliGALs genetic algorithm research; NCSA's data mining and text 
mining tools; the concept of chance discovery and the KeyGraph 
technique; and collaboration tools. The DISCUS interface allows 
users them to tap those powerful tools without needing to 
understand of the subtleties of how they work. 
This paper re\M~ed the Hnkage-leamlng genetic algorithm 
and showed that ~ time complexity Is almost Hnear for 
exponentially scaled problems. Aside n-om tha~ this work 
represents a smaH step towards a competent GA. The 
etnc:lent representation of the non<odlng material Is Hkely 
to be crucial for the solution of uniformly scaled problems 
wfthln the Hnkage learning GA ft"amework. Investigations 
In th is dlrectlon have already begun and wHI be reported 
soon. 
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In a recent experiment, the DISCUS prototype was success-
fully used to help the Hakuhodo Institute of Life and Living (the 
second largest marketing and publicity firm in Japan) gather and 
analyze information about consumers' cell phone preferences, 
providing insights that might help in the development of new 
products. DISCUS was used to develop and conduct focus groups 
in a fraction of the time and with fewer staff than are usually 
required; because the discussions were conducted online, the 
data also was easier to analyze and mine. 
Development of DISCUS continues, with the team planning 
to refine the interface and to make the tools compatible with 
Asian character sets. 
CSA1 OSC host r- ble 
coiTiputing institute 
N CSA and the Ohio Supercomputer Center brought together reconfigurable systems researchers from industry and academia for a 
three-day workshop. July's Reconfigurable Systems Summer Institute, on the campus of the University of Illinois at Urbana-Champaign, 
centered on the state-of-the-art in the use of field-programmable gate array co-processors to significantly speed algorithms and looked 
ahead at the potential of reconfigurable systems to radically alter high-performance computing. 
Duncan Buell of the University of South Carolina delivered a keynote on the history of reconfigurable computing with a particular 
focus on the barriers that have hampered its success. He also discussed changes in the field that suggest there is hope for much greater 
success in the future. Eric Stahlberg of the Ohio Supercomputer Center, meanwhile, emphasized the use of FPGA technology in non-tradi-
tional areas, the role of reconfigurable computing in delivering balanced systems, and efforts under way to accelerate the availability of 
applications for these systems. 
Abstracts and details on the conference can be found at: http:/ jwww.ncsa.uiuc.edu/Conferences/RSSI/. 
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CIP brings together 
computing, networking, 
and visualization 
-re universe is so vast and vastly old that it seems 
to defy explanation. Scientists can't put the uni-
verse under a microscope or create stars and 
galaxies in test tubes. Instead astrophysicists 
turn to simulation and visualization to 
answer fundamental questions about the 
history and evolution of the cosmos. 
Tackling these mammoth questions requires 
powerful supercomputers, high-performance 
networks, and state-of-the-art visualization 
tools. 
Researchers and technologists at the NCSA 
and the San Diego Supercomputer Center, 
through joint projects under the Cyberinfrastructure 
Partnership, recently collaborated to simulate and visual-
ize the evolution of the universe. A team of astrophysicists Led by 
Mike Norman of the University of California at San Diego completed 
the most highly defined spatial and temporal simulation of the uni-
verse using more than 10,000 CPU hours on SDSC's TeraGrid compu-
tational resources. The calculation involved 2,000 simulated snap-
shots of a wide expanse of the universe-approximately 250 million 
light years across. Each snapshot signifies the passage of 6.8 million 
years, to encompass the nearly 14 billion years from the Big Bang to 
the present. 
The 26 terabytes of data generated by the simula-
tion were mirrored to the TeraGrid system at NCSA. 
That's when NCSA's Visualization Division, led 
by Donna Cox, stepped up to the plate. The 
NCSA visualization experts used the flood of 
data to create a breathtaking visualization 
of the origin and evolution of the uni-
verse. The NCSA team created a plug-in 
for VISTA, the open-source volume render-
er developed at SDSC. The plug-in, called 
MVISTA, incorporated the capabilities of 
Maya into VISTA, adding color mapping, 
choreography capabilities, and the ability to mix 
geometry-rendering with volume-rendering. This has 
been integrated into a joint project between NCSA and 
SDSC as part of the Cyberinfrastructure Partnership to develop visual-
ization pipelines to make advanced visualization capabilities more 
accessible to researchers. 
The resulting visualization, "Evolution of the Universe: Galaxies 
Forming on a Filamentary Structure," was accepted for inclusion in 
DomeFest 2005, a juried exhibition of the cutting-edge in immersive 
dome visualization, and will also be shown at SIGGRAPH 2005, which 
has been called "the Academy Awards of computer animation." 
Record allocat ODS from DSF-supported centers 
I n 2005's first round of allocating supercomputing time, the first 
of four for the year, almost 570 million normalized units (NUs) were 
meted out on supercomputing systems around the country that are 
supported by the National Science Foundation. 
This is the most ever allocated in a single round. It represents 
more than three-quarters of the total NUs allocated in 2004's four 
allocation rounds combined. More than 270 million NUs were allocat-
ed on systems supported by the NSF's Extended Terascale Facility or 
TeraGrid. 
More than 310 million units were made available on systems 
at the National Center for Supercomputing Applications, with 120 
million of those on systems supported by the TeraGrid program. 
The Large and Medium Resource Allocation Committees (LRAC 
and MRAC) peer review proposals for time on these systems. They 
expect to award nearly 1.5 billion units over the course of 2005. 
As in past years, the allocation of supercomputing time shows 
the breadth of scientific and engineering fields represented by 
users. In 2004 (the last year for which compiled data is available) 
at NCSA, for example, 25 percent of the allocated NUs went to 
biology users, 20 percent to physics, 15 percent to chemistry, 13 
percent to engineering, and seven percent to astronomy. More 
than 1,300 users at 209 institutions in 43 states used NCSA's sys-
tems last year. 



