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RESTRICTION FORMULA FOR STABLE BASIS OF THE SPRINGER RESOLUTION
CHANGJIAN SU
Abstract. We give restriction formula for stable basis of the Springer resolution, and generalize it to
cotangent bundles of homogeneous spaces. By a limiting process, we get the restriction formula of Schubert
varieties.
1. Introduction
In [6], Maulik and Okounkov defined the stable basis for a wide class of varieties. In this paper, we apply
their general construction to the special case of the Springer resolution and study the restriction of the stable
basis to fixed points.
To state our main result, let us fix some notations. Let G be a complex semisimple algebraic group, B
be a Borel subgroup, and B be its associated flag variety. Let P be a parabolic subgroup containing B, and
P = G/P be the partial flag variety. Let R+ be those roots in B, and A be a maximal torus of G contained
in B. Let C∗ dilate the fiber of T ∗B by a nontrivial character −~, and T = A × C∗. It is well-known that
the fixed point set (T ∗B)A is in one-to-one correspondence with the Weyl group W of G. Let wB denote
the fixed point corresponding to w. The stable envelope stab±(y) ∈ H∗T (T
∗B) will be defined in Section 2.
Here, y means the unit in H∗T (yB), and + is some chamber in the cocharacter lattice. The main theorems
are
Theorem 1.1. Let y = σ1σ2 · · ·σl be a reduced expression for y ∈W . Then
(1) stab−(w)|y = (−1)
l(y)
∏
α∈R+\R(y)
(α− ~)
∑
1≤i1<i2<···<ik≤l
w=σi1σi2 ...σik
~l−k
k∏
j=1
βij ,
where σi is the simple reflection associated to a simple root αi, βi = σ1 · · ·σi−1αi, R(y) = {βi|1 ≤ i ≤ l},
and stab−(w)|y denotes the restriction of stab−(w) to the fixed point yB.
For the positive chamber, we have
Theorem 1.2. Let y = σ1σ2 · · ·σl be a reduced expression for y ∈W , and w ≤ y. Then
stab+(y)|w =
∑
1≤i1<i2<···<ik≤l
w=σi1σi2 ...σik
(−1)l
k∏
j=1
σi1σi2 . . . σijαij − ~
σi1σi2 . . . σijαij
~l−k
k∏
j=0
∏
ij<r<ij+1
σi1σi2 . . . σijαr
∏
α∈R+
α.
The stable basis is an interesting object. In our case, it is the characteristic cycles of Verma modules up
to a sign, see [5] and Remark 3.5.3 in [6]. In the case of Hilbert schemes of points on C2, it corresponds
to Schur functions if we identify the equivariant cohomology ring of Hilbert schemes with the symmetric
functions, while the fixed point basis corresponds to Jack symmetric functions, see e.g. [6], [7], [8]. The
transition matrix between these two bases was obtained in [10]. In [11], Smirnov defined generalized Jack
polynomials in the equivariant cohomology ring of instanton moduli space, and he used stable basis to derive
a combinatorial formula for the expansion of generalized Jack polynomials in the basis of Schur polynomials.
There is also a K-theoretic version of the stable basis. Negut defined some rational version of the Schur
polynomials with the help of this K-theoretic stable basis in Hilbert scheme of points on C2, and he proved
a rational version of the Pieri rule ([9]).
The paper is organized as follows. In Section 2, we apply results in [6] to define the stable basis of T ∗B
and T ∗P . In Section 3, we prove our main Theorems. We give the details for the proof of Theorem 1.1.
Theorem 1.2 can be proved similarly. In Section 4, we give some applications: firstly, we generalize our main
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theorems to T ∗P case; secondly, we get Billey’s restriction formula [2] for Schubert varieties from our main
result. A use of our method gives a simple proof of the restriction formula for Schubert variety of G/P (see
[14]), which can also be deduced from a limiting process. The restriction formulas for stable basis will also be
used in a future paper about equivariant quantum cohomology of cotangent bundles of homogeneous spaces
([13]).
Acknowledgments. I wish to express my deepest thanks to my advisor Prof. Andrei Okounkov for teaching
me stable basis and his patience and invaluable guidance. The author also thanks Chiu-Chu Liu, Michael
McBreen, Davesh Maulik, Andrei Negut, Andrey Smirnov, Zijun Zhou, Zhengyu Zong for many stimulating
conversations and emails. A lot of thanks also go to my friend Pak-Hin Lee for editing a previous version of
the paper.
2. Stable basis
In this section, we apply the construction in [6] to T ∗B and T ∗P .
Let us fix more notations. Let ∆ be the set of simple roots, and I be a subset of ∆. Let PI =
⋃
w∈WI
BwB
a parabolic subgroup containing B, WPI the subgroup generated by the simple reflections σα for α ∈ I, and
R±PI the roots in R
± spanned by I. It is well-known that every parabolic subgroup is conjugate to some
parabolic subgroup containing the fixed Borel subgroup B, which is of the form PI for some subset I in ∆,
and PI is not conjugate to PJ if the two subsets I and J are not equal (see [12]). For any cohomology classes
α and β, let
(α, β) :=
∫
X
α · β
denote the standard inner product on cohomology.
2.1. Stable basis for T ∗B.
2.1.1. Fixed point set. The A-fixed points of T ∗B is in one-to-one correspondence with the Weyl group W .
The fixed point corresponds to w ∈ W is denoted by wB. For any cohomology class α ∈ H∗T (T
∗B), let α|w
denote the restriction of α to the fixed point wB.
2.1.2. Chamber decomposition. The cocharacters
σ : C∗ → A
form a lattice. Let
aR = cochar(A)⊗Z R.
Define the torus roots to be the A-weights occurring in the normal bundle to (T ∗B)A. Then the root
hyperplanes partition aR into finitely many chambers
aR \
⋃
α⊥i =
∐
Ci.
It is easy to see in this case that the torus roots are just the roots for G. Let + denote the chamber such
that all roots in R+ are positive on it, and − the opposite chamber.
2.1.3. Stable leaves. Let C be a chamber. For any fixed point yB, define the stable leaf of yB by
LeafC(yB) =
{
x ∈ T ∗B
∣∣∣ lim
z→0
σ(z) · x = yB
}
where σ is any cocharacter in C; the limit is independent of the choice of σ ∈ C. In the T ∗B case, Leaf+(yB) =
T ∗ByB/BB, and Leaf−(yB) = T
∗
B−yB/BB, where B
− is the opposite Borel subgroup.
Define a partial order on the fixed points as follows:
wB C yB if LeafC(yB) ∩ wB 6= ∅.
By the description of Leaf+(yB), the order + is the same as the Bruhat order ≤, and − is the opposite
order. Define the slope of a fixed point yB by
Slope
C
(yB) =
⋃
wBCyB
LeafC(wB).
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2.1.4. Stable basis. For each y ∈ W , let T ∗yB and Ty(T
∗B) denote T ∗yBB and TyB(T
∗B) respectively, and
define ǫy = e
A(T ∗yB). Here, e
A denotes the A-equivariant Euler class. Let Ny denote the normal bundle of
T ∗B at the fixed point yB. The chamber C gives a decomposition of the normal bundle
Ny = Ny,+ ⊕Ny,−
into A-weights which are positive and negative on C respectively. The sign in ±e(Ny,−) is determined by
the condition
±e(Ny,−)|H∗
A
(pt) = ǫy.
The following theorem is Theorem 3.3.4 in [6] applied to T ∗B.
Theorem 2.1 ([6]). There exists a unique map of H∗T (pt)-modules
stabC : H
∗
T ((T
∗B)A)→ H∗T (T
∗B)
such that for any y ∈W , Γ = stabC(y) satisfies:
(1) suppΓ ⊂ SlopeC(yB),
(2) Γ|y = ±e(N−,y), with sign according to ǫy,
(3) Γ|w is divisible by ~, for any wB ≺C yB,
where y in stabC(y) is the unit in H
∗
T (yB).
Remark 2.2.
(1) The map is defined by a Lagrangian correspondence between (T ∗B)A × T ∗B, hence maps middle
degree to middle degree.
(2) From the characterization, the transition matrix from {stabC(y)|y ∈ W} to the fixed point basis is a
triangular matrix with nontrivial diagonal terms. Hence, after localization, {stabC(y)|y ∈ W} form
a basis for the cohomology, which we call the stable basis.
(3) Theorem 4.4.1 in [6] proves that {stabC(y)|y ∈ W} and {(−1)n stab−C(y)|y ∈ W} are dual bases,
i.e.,
(stabC(y), (−1)
n stab−C(w)) = δy,w.
Here n = dimC B.
2.2. Stable basis for T ∗P. A similar construction works for T ∗P . In this case, the fixed point set (T ∗P)A
corresponds to W/WP ([1]). Let yP denote the fixed point in T
∗P corresponding to the coset yWP . Let
T ∗y¯P and Ty¯(T
∗P) denote T ∗yPP and Ty¯(T
∗P), respectively. Define ǫy¯ = eA(T ∗y¯P). For any cohomology class
α ∈ H∗T (T
∗P), let α|y¯ denote the restriction of α to the fixed point yP . Then the theorem is
Theorem 2.3 ([6]). There exists a unique map of H∗T (pt)-modules
stabC : H
∗
T ((T
∗P)A)→ H∗T (T
∗P)
such that for any y¯ ∈W/WP , Γ = stabC(y¯) satisfies:
(1) suppΓ ⊂ SlopeC(yP ),
(2) Γ|y¯ = ±e(N−,y¯), with sign according to ǫy¯,
(3) Γ|w¯ is divisible by ~, for any w¯ ≺C y¯,
where y¯ in stabC(y¯) is the unit in H
∗
T (yP ).
Remark 2.4. The Bruhat order on W/WP is defined as follows:
yWP < wWP if ByP/P ⊂ BwP/P .
If the chamber C = +, then the order + is the Bruhat order on W/WP . If the chamber C = −, the order
is the opposite Bruhat order.
From now on, we use stabC(y) to denote the stable basis of T
∗B, and stabC(y¯) to denote the stable basis
of T ∗P .
3. Restriction formula of stable basis for T ∗B
In this section, we prove Theorem 1.1 and Theorem 1.2.
3
3.1. Proof of Theorem 1.1. Let Q be the quotient field of H∗T (pt), and F (W,Q) be the functions from
W to Q. Restriction to fixed points gives a map
H∗T (T
∗B)→ H∗T ((T
∗B)T ) =
⊕
w∈W
H∗T (wB)
and embeds H∗T (T
∗B) into F (W,Q).
It is well-known that the diagonal G-orbits on B×B are indexed by the Weyl group, see Chapter 3 in [3].
For each simple root α ∈ ∆, let Yα be the orbit corresponding to the reflection σα. Then
Yα = B ×Pα B
where Pα = G/Pα and Pα is the minimal parabolic subgroup corresponding to the simple root α. Let
T ∗
Yα
(B × B) be the conormal bundle to Yα. This is a Lagrangian correspondence in T ∗B × T ∗B, and defines
a map
Dα : H
∗
T (T
∗B)→ H∗T (T
∗B).
Define an operator A0 : F (W,Q)→ F (W,Q) by the formula
(A0ψ)(w) =
ψ(wσα)− ψ(w)
wα
(wα − ~).
A similar operator is defined in [1]. Then we have the following important commutative diagram.
Proposition 3.1. The diagram
H∗T (T
∗B) 

//
Dα

F (W,Q)
A0

H∗T (T
∗B) 

// F (W,Q)
commutes.
Proof. Since H∗T (T
∗B) has a fixed point basis after localization, it suffices to show that the two paths around
the diagram agree on elements of the form ιy∗(1), where ιy is the inclusion of the fixed point yB in T
∗B,
and 1 is the unit in H∗T (yB). Such an element gives to a function ψy ∈ F (W,Q) characterized by
ψy(y) = e(TyT
∗B)
and ψy(w) = 0 for w 6= y.
Then
A0(ψy)(y) = −
yα− ~
yα
ψy(y), A0(ψy)(yσα) =
yα+ ~
yα
ψy(y)
and
A0(ψy)(w) = 0, for w /∈ {y, yσα}.
Going along the other way of the diagram, we have
Dα(ιy∗(1)) =
∑
w∈W
(
T ∗
Yα
(B × B), ιy∗1⊗ ιw∗1
)
e(TwT ∗B)
ιw∗(1).
By the definition of Yα,
(
T ∗
Yα
(B × B), ιy∗1⊗ ιw∗1
)
is nonzero if and only if w ∈ {y, yσα}. By localization,
(
T ∗
Yα
(B × B), ιy∗1⊗ ιy∗1
)
= −
yα− ~
yα
e(TyT
∗B)
and (
T ∗
Yα
(B × B), ιy∗1⊗ ιyσα∗1
)
=
yα− ~
yα
e(TyσαT
∗B).
Hence
Dα(ιy∗1) = −
yα− ~
yα
ιy∗1 +
yα− ~
yα
ιyσα∗1.
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Therefore,
Dα(ιy∗1)(y) = −
yα− ~
yα
ψy(y)
and
Dα(ιy∗1)(yσα) =
yα− ~
yα
e(TyσαT
∗B)
Since α is a simple root,
e(TyσαT
∗B) =
∏
β∈R+
(yσαβ − ~)(−yσαβ)
=
∏
β∈R+\{α}
(yσαβ − ~)(−yσαβ) · (−yα− ~)yα
=
yα+ ~
yα− ~
e(TyT
∗B),
so we get
Dα(ιy∗(1))(yσα) =
yα+ ~
yα
ψy(y).
Since Dα(ιy∗(1)) and A0(ψy) take the same values on W ,
Dα(ιy∗(y)) = A0(ψy)
as desired. 
The image of the stable basis under the operator Dα is given by the following lemma.
Lemma 3.2.
Dα stab±(y) = − stab±(y)− stab±(yσα).
Proof. We only prove for the + case; the − case is almost the same.
By Remark 2.2(3), the lemma is equivalent to
(Dα stab+(y), (−1)
n stab−(w)) =
{
−1 w ∈ {y, yσα}
0 otherwise.
By the properties of stable basis,
(Dα stab+(y), (−1)
n stab−(w))
is a proper integral. Hence it lies in the nonlocalized coefficient ring H∗T (pt). A degree count shows it is
actually a constant. Therefore we can let ~ = 0. Then a simple localization calculation using properties (2)
and (3) of Theorem 2.1 yields the desired result. 
Applying Proposition 3.1 to the stable basis {stab−(w)|w ∈W}, we have
Corollary 3.3. The stable basis {stab−(w)|w ∈W} are uniquely characterized by the following properties:
(1) stab−(w)|y = 0, unless y ≥ w.
(2) stab−(w)|w =
∏
α∈R+,wα∈R+
(wα− ~)
∏
α∈R+,wα∈−R+
wα.
(3) For any simple root α, and l(yσα) = l(y) + 1,
stab−(w)|yσα = −
~
yα− ~
stab−(w)|y −
yα
yα− ~
stab−(wσα)|y .
Proof. It is easy to see that {stab−(w)|w ∈ W} satisfies these properties: (1) and (2) follow directly from
Theorem 2.1, and (3) follows from Proposition 3.1 and Lemma 3.2.
To show the uniqueness of the stable basis satisfying these properties is equivalent to show these properties
uniquely determine the values stab−(w)|y . We argue by ascending induction on the length l(y) of y. Note
that stab−(w)|1 is determined by (1) and (2). Assume that l(yσα) = l(y) + 1 for some simple root α. Then
stab−(w)|yσα is determined by stab−(w)|y and stab−(wσα)|y by (3), which are known by the induction
hypothesis. 
For the positive chamber, we have
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Corollary 3.4. The stable basis {stab+(y)|y ∈W} are uniquely characterized by the following properties:
(1) stab+(y)|w = 0, unless w ≤ y.
(2) stab+(y)|y =
∏
α∈R+,yα<0
(yα− ~)
∏
α∈R+,yα>0
yα.
(3) For any simple root α, and l(yσα) = l(y) + 1,
stab+(yσα)|w = −
~
wα
stab+(y)|w −
wα − ~
wα
stab+(y)|wσα .
The proof is almost the same as the proof of Corollary 3.3, so we omit it. We now prove Theorem 1.1. We
show that the formula given in Theorem 1.1 does not depend on the reduced expression of y and it satisfies
the properties in Corollary 3.3.
We first give a proof of independence of reduced expression.
Let Λ be the root lattice, and let A be the algebra over Q[Λ](~) generated by {uw|w ∈W}, with relations
uwuy = uwy, uwf = fuw,
where f ∈ Q[Λ](~). For a reduced word y = σ1 · · ·σl, define
Rα1,··· ,αl =
l∏
i=1
(
1 +
βi
~
uσi
)
,
where βi = σ1 · · ·σi−1αi. Expanding it, we have
(2) Rα1,··· ,αl =
l∏
i=1
(~− βi)
~l
∏
α∈R+
(α− ~)
∑
w
stab−(w)|σ1···σluw
where stab−(w)|σ1···σl is given by Theorem 1.1. Thus we only need to prove
Proposition 3.5. Rα1,··· ,αl does not depend on the reduced expression of y = σ1 · · ·σl.
Remark 3.6. In [2], Billey proves this case by case when the Weyl group is replaced by the nil-Coxeter group,
which is defined by adding the relations u2σα = 0 for any simple root α.
Proof. Let σ′1σ
′
2 · · ·σ
′
l be a different reduced expression for σ1 · · ·σl that only differs in positions p+1, . . . , p+
m, with
σp+1, · · · , σp+m = σα, σβ , σα, σβ , · · ·
and
σ′p+1, · · · , σ
′
p+m = σβ , σα, σβ , σα, · · ·
for some simple roots α, β, and m = m(α, β). It is well-known that every reduced expression can be obtained
from any other by a series of transformations of this type.
Since (1 + σiσu) = σi(1 + σu), we have
Rα1,··· ,αl = Rα1,··· ,αiσ1σ2 · · ·σiRαi+1,··· ,αl .
Hence,
Rα1,··· ,αl = Rα1,··· ,αpσ1 · · ·σpRα,β,α,···σ1 · · ·σpσασβσα · · ·Rαp+m+1,··· ,αl ,
so we only have to prove
Rα,β,α,··· = Rβ,α,β,···.
We show it case by case. We use letter αi for α, and αj for β.
(1) m = 2. Then σiαj = αj , σjαi = αi. Therefore,
Rαi,αj =
(
1 +
αi
~
uσi
)(
1 +
σiαj
~
uσj
)
= 1 +
αi
~
uσi +
αj
~
uσj +
αiαj
~2
uσiσj
= Rαj ,αi .
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(2) m = 3. Then
σiαj = σjαi = αi + αj .
Therefore,
Rαi,αj ,αi =
(
1 +
αi
~
uσi
)(
1 +
σiαj
~
uσj
)(
1 +
σiσjαi
~
uσi
)
=1 +
αiαj
~2
+
αi + αj
~
(uσi + uσj )
+
αi(αi + αj)
~2
uσiσj +
αj(αi + αj)
~2
uσjσi +
αiαj(αi + αj)
~3
uσiσjσj
=Rαj ,αi,αj .
(3) m = 4. Without loss of generality, assume αi is the short root. Then
σiσjσiαj = αj , σjσiσjαi = αi,
σiσjαi = σjαi = αi + αj , σjσiαj = σiαj = 2αi + αj .
Therefore,
Rαi,αj ,αi,αj =
(
1 +
αi
~
uσi
)(
1 +
σiαj
~
uσj
)(
1 +
σiσjαi
~
uσi
)(
1 +
σiσjσiαj
~
uσj
)
=
(
1 +
αi
~
uσi
)(
1 +
2αi + αj
~
uσj
)(
1 +
αi + αj
~
uσi
)(
1 +
αj
~
uσj
)
and
Rαj ,αi,αi,αj =
(
1 +
αj
~
uσj
)(
1 +
σjαi
~
uσi
)(
1 +
σjσiαj
~
uσj
)(
1 +
σjσiσjαi
~
uσi
)
=
(
1 +
αj
~
uσj
)(
1 +
αi + αj
~
uσi
)(
1 +
2αi + αj
~
uσj
)(
1 +
αi
~
uσi
)
.
Due to Billey’s calculation in [2], we only have to compare the coefficients of 1 = u2σi = u
2
σj , uσi =
u2σjuσi = uσiu
2
σj , and uσj = u
2
σiuσj = uσju
2
σi . It is easy to see this by a direct calculation.
(4) m = 6. Without loss of generality, assume αi is the short root. Then
σiσjσiσjσiαj = αj , σjσiσjσiσjαi = αi,
σiσjσiσjαi = σjαi = αi + αj , σjσiσjσiαj = σiαj = 3αi + αj ,
σiσjσiαj = σjσiαj = 3αi + 2αj , σjσiσjαi = σiσjαi = 2αi + αj .
Therefore,
Rαi,αj ,αi,αj ,αi,αj =
(
1 +
αi
~
uσi
)(
1 +
σiαj
~
uσj
)(
1 +
σiσjαi
~
uσi
)
(
1 +
σiσjσiαj
~
uσj
)(
1 +
σiσjσiσjαi
~
uσi
)(
1 +
σiσjσiσjσiαj
~
uσj
)
=
(
1 +
αi
~
uσi
)(
1 +
3αi + αj
~
uσj
)(
1 +
2αi + αj
~
uσi
)
(
1 +
3αi + 2αj
~
uσj
)(
1 +
αi + αj
~
uσi
)(
1 +
αj
~
uσj
)
and
Rαj ,αi,αj ,αi,αj ,αi =
(
1 +
αj
~
uσj
)(
1 +
αi + αj
~
uσi
)(
1 +
3αi + 2αj
~
uσj
)
(
1 +
2αi + αj
~
uσi
)(
1 +
3αi + αj
~
uσj
)(
1 +
αi
~
uσi
)
.
Similarly to Case (3), we can show the coefficients of the corresponding terms are the same.

Now we prove the other part.
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Proposition 3.7. The formula in Theorem 1.1 satisfies the properties in Corollary 3.3.
Proof.
(1) Property (a) follows from Theorem 2.1.
(2) Property (b) follows from the fact
{yα|yα ∈ −R+, α ∈ R+} = {−βi|1 ≤ i ≤ l}.
(3) Property (c) follows from Proposition 3.5 as follows. Suppose y = σ1 · · ·σl reduced and l(yσα) =
l(y) + 1. Then
Rα1,··· ,αl,α = Rα1,··· ,αlyRα.
Using Equation (2), we get
~− yα
~
stab−(w)|yσα = stab−(w)|y +
yα
~
stab−(wσα)|y,
which is precisely property (3) in corollary 3.3.

This finishes the proof of Theorem 1.1. We give a corollary of it.
Corollary 3.8.
stab−(w)|y ≡


(−1)l(y)+1
~
∏
α∈R+
α
yβ
(mod ~2) if w = yσβ < y for some β ∈ R+,
0 (mod ~2) otherwise.
Proof. Theorem 1.1 implies that stab−(w)|y (mod ~2) is nonzero if and only if w = σ1 · · · σˆi · · ·σl for some
i. Then w = yσβ with β = σl · · ·σi+1αi and βi = −yβ. And every element w = yσβ such that w < y is of
the form σ1 · · · σˆi · · ·σl for some i. Putting these into Equation (1) gives the desired result. 
3.2. Proof of Theorem 1.2. By Corollary 3.4, we only have to prove that the formula given by Theorem
1.2 satisfies those properties.
Let us consider the semidirect product Q⋊W , where Q is the quotient field of H∗T (pt). For any element
w ∈ W , let uw denote it. The action of W on Q is induced from the action of W on the Lie algebra of the
maximal torus A, and W acts trivially on ~. For example, for any root α, uw
~+α
α =
~+wα
wα uw.
For any reduced decomposition σα1 · · ·σαl of y, we define the following function on W
ξα1,α2,··· ,αl(w) =
∑
1≤i1<i2<···<ik≤l
w=σi1σi2 ...σik
k∏
j=1
σi1σi2 . . . σijαij − ~
σi1σi2 . . . σijαij
~l−k
k∏
j=0
∏
ij<r<ij+1
σi1σi2 . . . σijαr
.
Notice that the element
Rα1,α2,··· ,αl :=
l∏
i=1
(
~
αi
+
~+ αi
αi
uσi
)
of Q⋊W has the expansion
(3) Rα1,α2,··· ,αl =
∑
w∈W
ξα1,α2,··· ,αl(w)uw.
Similarly to Proposition 3.5, we have
Proposition 3.9. Rα1,α2,··· ,αl does not depend on the choice of the reduced expression for y.
This can be checked case by case as in Proposition 3.5. We leave the details to the interested reader.
Finally, we can prove the Theorem 1.2.
Proposition 3.10. The formula in Theorem 1.2 satisfies the properties in Corollary 3.4.
Proof.
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(1) Property (a) is clear due to Proposition 8.5.5 in [12].
(2) Let R(y) := {α ∈ R+|yα < 0}. Then Lemma 8.3.2 in [12] gives
R(y) = {αl, σlαl−1, · · · , σlσl−1 · · ·σ2α1}.
Therefore
{yα|α ∈ R+, yα < 0} = {σ1 · · ·σjαj |1 ≤ j ≤ l}.
This implies property (b).
(3) Since
Rα1,α2,··· ,αl,α = Rα1,α2,··· ,αl
(
~
α
+
~+ α
α
uσα
)
,
Equation (3) gives
∑
w
ξα1,α2,··· ,αl,α(w)uw =
∑
w′
ξα1,α2,··· ,αl(w
′)uw′
(
~
α
+
~+ α
α
uσα
)
=
∑
w
(
~
wα
ξα1,α2,··· ,αl(w) +
wα− ~
wα
ξα1,α2,··· ,αl(wσα)
)
uw.
Hence
ξα1,α2,··· ,αl,α(w) =
~
wα
ξα1,α2,··· ,αl +
wα − ~
wα
ξα1,α2,··· ,αl(wσα)
which is precisely property (c).

As in Corollary 3.8, modulo ~2, we get
Corollary 3.11.
stab+(y)|w ≡


(−1)l(y)+1
~
∏
α∈R+
α
yβ
(mod ~2) if w = yσβ < y for some β ∈ R+,
0 (mod ~2) otherwise.
The follows from the proof of Corollary 3.8 and Theorem 1.2.
4. Applications
4.1. Restriction of stables basis for T ∗P. In this subsection, we extend Theorems 1.1 and 1.2 to T ∗P
case. In type A, these formulas were also obtained in [10] via a process called Abelianization.
Before we state the theorem, we record a useful lemma from [1].
Lemma 4.1. Each coset W/WP contains exactly one element of minimal length, which is characterized by
the property that it maps I into R+.
Let π be the projection map from B to P , and Γpi be its graph. Then the conormal bundle to Γpi in B×P
is a Lagrangian submanifold of T ∗(B × P).
T ∗Γpi(B × P)
p1
//
p2

T ∗B
T ∗P
.
Let D1 = p2∗p
∗
1, D2 = p1∗p
∗
2 be the maps induced by the correspondence T
∗
Γpi
(B × P). Recall we have an
embedding of H∗T (T
∗B) into F (W,Q) by restricting every cohomology class to fixed points. Since the fixed
point set (T ∗P)T is in one-to-one correspondence with W/WP , we can embed H∗T (T
∗P) into F (W/WP , Q).
For any y ∈ W , let y¯ denote the coset yWP . Recall that for any cohomology class α ∈ H∗T (T
∗P), let α|y¯
denote the restriction of α to the fixed point yP .
Define a map
A1 : F (W,Q)→ F (W/WP , Q)
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as follows: for any ψ ∈ F (W,Q),
A1(ψ)(w¯) =
∑
z¯=w¯
ψ(z)∏
α∈R+
P
(−zα)
.
Then as Proposition 3.1, we have
Proposition 4.2. The diagram
H∗T (T
∗B) 

//
D1

F (W,Q)
A1

H∗T (T
∗P) 

// F (W/WP , Q)
commutes.
Proof. The proof is almost the same as that of Proposition 3.1. We show the two paths agree on the fixed
point basis.
By the definition of A1,
A1(ιy∗1)(w¯) = δy¯,w¯
e(TyT
∗B)∏
α∈R+P
(−yα)
= δy¯,w¯e(Ty¯T
∗P)
∏
α∈R+
P
(yα− ~).
By localization,
D1(ιy∗1) =
∑
w¯
(D1(ιy∗1), ιw¯∗1)
e(Tw¯T ∗P)
ιw¯∗1
=
∏
α∈R+
P
(yα− ~)ιy¯∗1,
where ιy¯ is the inclusion of the fixed point yP into T
∗P . Hence
D1(ιy∗1)|w¯ = δy¯,w¯e(Ty¯T
∗P)
∏
α∈R+P
(yα− ~)
= A1(ιy∗1)(w¯)
as desired. 
If we apply this proposition to the stable basis, we get the following important corollary.
Corollary 4.3. The restriction formula of the stable basis of T ∗P is given by
stab±(y¯)|w¯ =
∑
z¯=w¯
stab±(y)|z∏
α∈R+
P
zα
.
Proof. As in Lemma 3.2,
(D1(stab±(y)), stab∓(w¯))
is a constant, so we can let ~ = 0. Then stab+(y¯)|w¯ is nonzero if and only if y¯ = w¯. A simple localization
gives
D1(stab±(y)) = (−1)
k stab±(y¯),
where k = dimB − dimP = |R+ \R+P |. Applying Proposition 4.2 to stab±(y) yields the result. 
As in the T ∗B case, modulo ~2 we get
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Corollary 4.4. Let y be a minimal representative of the coset yWP . Then
stab+(y¯)|w¯ ≡


(−1)l(y)+1
~
∏
α∈R+
α
yβ
∏
α∈R+P
yσβα
(mod ~2) if w¯ = yσβ and yσβ < y for some β ∈ R
+,
0 (mod ~2) otherwise.
Proof. Assume y = σ1σ2 · · ·σl is a reduced decomposition. Because of Corollary 3.11 and Corollary 4.3, we
only have to show: if i < j, then
σ1 · · · σˆi · · ·σl 6= σ1 · · · σˆj · · ·σl.
Assume the contrary. Then there exists an element w ∈WP such that
σ1 · · · σˆi · · ·σl = σ1 · · · σˆj · · ·σlw.
Then
y = σ1 · · ·σi · · ·σl = σ1 · · · σˆi · · · σˆj · · ·σlw,
which is contradictory to the fact that y is minimal. 
Using the map D2, we can get another restriction formula for the stable basis of T
∗P . Define a map
A2 : F (W/WP , Q)→ F (W,Q)
as follows: for any ψ ∈ F (W/WP , Q),
A2(ψ)(z) = ψ(z¯)
∏
α∈R+
P
(zα− ~).
Then we have the following commutative diagram.
Proposition 4.5. The diagram
H∗T (T
∗P) 

//
D2

F (W/WP , Q)
A2

H∗T (T
∗B) 

// F (W,Q)
commutes.
Proof. The proof is almost the same as in Proposition 3.1. We show the two paths agree on the fixed point
basis.
By the definition of A2,
A2(ιy¯∗1)(w) = δy¯,w¯e(Ty¯T
∗P)
∏
α∈R+P
(wα − ~).
By localization,
D2(ιy¯∗1) =
∑
w
(D2(ιy¯∗1), ιw∗1)
e(TwT ∗B)
ιw∗1
=
∑
w¯=y¯
1∏
α∈R+
P
(−wα)
ιw∗1.
Hence
D2(ιy¯∗1)|w = δy¯,w¯
e(TwT
∗B)∏
α∈R+P
(−wα)
= A2(ιy¯∗1)(w)
as desired. 
If we apply this diagram to the stable basis, we get
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Corollary 4.6. We have the restriction formula for the stable basis of T ∗P
stab±(y¯)|z¯ =
∑
w¯=y¯ stab±(w)|z∏
α∈R+P
(zα− ~)
.
Proof. As in Lemma 3.2,
(D2(stab±(y¯)), stab∓(w))
is a constant, so we can let ~ = 0. A simple localization calculation gives
D2(stab±(y¯)) =
∑
w¯=y¯
stab±(w).
Applying Proposition 4.5 to stab±(y) yields the result. 
Modulo ~2, we get
Corollary 4.7. Let y be a minimal representative of the coset yWP . Then
stab−(w¯)|y¯ ≡


(−1)l(y)+1
~
∏
α∈R+
α
yβ
∏
α∈R+P
yα
(mod ~2) if w¯ = yσβ and yσβ < y for some β ∈ R
+,
0 (mod ~2) otherwise.
Proof. This follows directly from Corollary 3.8 and Corollary 4.6 and the proof of Corollary 4.4. 
4.2. Restriction of Schubert varieties. In [2], Billey gave a restriction formula for Schubert varieties
in G/B, and Tymoczko generalized it to G/P in [14]. In this section, we will show Billey’s formula from
Theorem 1.1 by a limiting process and generalize it to G/P case in two ways.
Let us recall Billey’s formula. Let B− be the opposite Borel subgroup to B. Then B−wB/B is the
Schubert variety in G/B of dimension dimG/B− l(w), and as w ∈W varies they form a basis of H∗A(G/B).
The formula is
Theorem 4.8 ([2]). Let y = σ1σ2 · · ·σl be a reduced decomposition. Then we have
[B−wB/B]|y =
∑
1≤i1<i2<···<ik≤l
w=σi1σi2 ...σik reduced
βi1 · · ·βik
where βi = σ1 · · ·σi−1αi.
Proof. By the construction of the stable basis, we have
[B−wB/B]|y = ± lim
~→∞
stab−(w)|y
(−~)dimB−wB/B
.
The sign only depends on w, and can be determined by substituting y = w as follows: the left hand side is
[B−wB/B]|w =
∏
α∈R+∩wR−
α,
whereas the limit on the right is
lim
~→∞
stab−(w)|w
(−~)n−l(w)
= lim
~→∞
∏
α∈R+,wα>0
(wα − ~)
∏
α∈R+,wα<0
wα
(−~)n−l(w)
=
∏
α∈R+,wα<0
wα
= (−1)l(w)[B−wB/B]|w.
Hence the sign is (−1)l(w). Now the formula follows from Theorem 1.1. 
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Remark 4.9. The proof of Theorems 1.2 and 1.1 is inspired by Billey’s proof of Theorem 4.8. Using Theorem
1.2 we can also get a restriction formula for [ByB/B]|w.
A similar limiting process for T ∗P yields the restriction formula for Schubert varieties in G/P . Recall
that if w is minimal, then B−w¯P/P is the Schubert variety in G/P of dimension dimG/P − l(w), and as w
runs through the minimal elements they form a basis of H∗A(G/P ).
Theorem 4.10 ([14]). Let y, w be minimal representatives of yWP , wWP respectively. Then we have
[B−w¯P/P ]|y¯ = [B−wB/B]|y.
Remark 4.11. Tymoczko’s generalization in [14] does not require y to be minimal. We will give two proofs
of it. The first proof only works for minimal y, while the second works for any y.
Proof. Similarly to the proof of Theorem 4.8, we have
[B−w¯P/P ]|y¯ = (−1)
l(w) lim
~→∞
stab−(w¯)|y¯
(−~)m−l(w)
,
where m = dimG/P . Then the formula follows from Corollary 4.6. 
We give another much simpler proof using a commutative diagram. Define a map
A3 : F (W/WP , Q)→ F (W,Q)
as follows: for any ψ ∈ F (W/WP , Q),
A3(ψ)(z) = ψ(z¯).
Then we have the following commutative diagram.
Proposition 4.12. The diagram
H∗A(G/P )


//
pi∗

F (W/WP , Q)
A3

H∗A(G/B)


// F (W,Q)
commutes, where π is the projection from G/B onto G/P .
Proof. We check on the fixed point basis.
π∗ιy¯∗1|w = ι
∗
wπ
∗ιy¯∗1 = (π ◦ ιw)
∗ιy¯∗1 = ι
∗
w¯ιy¯∗1 = δy¯,w¯e(Ty¯G/P ).
By definition of A3,
A3(ιy¯∗1)(w) = ιy¯∗1|w¯ = δy¯,w¯e(Ty¯G/P ),
as desired. 
Since π∗([B−w¯P/P ]) = [B−wB/B] if w is minimal (see [4]), Proposition 4.12 gives
A3([B−w¯P/P ])(y) = [B−w¯P/P ]|y¯ = π
∗([B−w¯P/P ])|y = [B−wB/B]|y,
which is just Theorem 4.10 without any restrictions on y.
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