Glasses and gels are the two dynamically arrested, disordered states of matter. Despite their importance, their similarities and differences remain elusive, especially at high density, where until now it has been impossible to distinguish them. We identify dynamical and structural signatures which distinguish the gel and glass transitions in a colloidal model system of hard and "sticky" spheres. It has been suggested that "spinodal" gelation is initiated by gas-liquid viscoelastic phase separation to a bicontinuous network and the resulting densification leads to vitrification of the colloid-rich phase, but whether this phase has sufficient density for arrest is unclear [M. A. Miller and D. Frenkel, Phys. Rev. Lett. 90, 135702 (2003) (2011)]. Here we resolve these outstanding questions, beginning by determining the phase diagram. This, along with demonstrating that percolation plays no role in controlling the dynamics of our system, enables us to confirm spinodal decomposition as the mechanism for gelation. We are then able to show that gels can be formed even at much higher densities than previously supposed, at least to a volume fraction of φ = 0.59. Far from being networks, these gels apparently resemble glasses but are still clearly distinguished by the "discontinuous" nature of the transition and the resulting rapid solidification, which leads to the formation of inhomogeneous (with small voids) and far-from-equilibrium local structures. This is markedly different from the glass transition, whose continuous nature leads to the formation of homogeneous and locally equilibrated structures. We further reveal that the onset of the attractive glass transition in the form of a supercooled liquid is in fact interrupted by gelation. Our findings provide a general thermodynamic, dynamic, and structural basis upon which we can distinguish gelation from vitrification. Published by AIP Publishing.
I. INTRODUCTION
Dynamical arrest remains one of the principal unsolved challenges in condensed matter. 1 In everyday soft materials, arrest takes two forms: vitrification, the process by which a fluid becomes a glass, 1 and gelation, a transition to the gel state. 2, 3 A glass is known to have spatially homogeneous density on length scales larger than a few particle diameters. 4 On the other hand, gelation corresponds to arrest via a number of routes: 3 Some gels are thermodynamically indistinguishable from glasses, [5] [6] [7] while in many materials, such as colloids, 2, 3, [8] [9] [10] [11] proteins, [12] [13] [14] and some polymers, 15 it has been suggested that gelation is induced by spinodal decomposition to two phases whose dynamics are very different 10, 16 and the resulting vitrification of the slower phase then drives arrest. However other mechanisms have been proposed, 17, 18 and discrepancies in the literature 11, 19 cast some doubt over dynamical behavior, rather than a sharp transition between arrested and non-arrested states. This is due to the emphasis on the interplay of caging (glass) and bonding (gel) behavior. Since the onset of vitrification is continuous, 1 the interplay between these effects is also continuous. We are thus left with a rather fuzzy notion of where the gel ends and the glass begins.
Here we aim for a clear, well-defined distinction between glasses and gels. To make progress in this direction, we consider thermodynamic properties. First we consider the mechanism of gelation. This enables us to identify a clear transition between gelation and vitrification which reveals fundamental differences between the two types of ergodic-nonergodic transitions. We can then address questions such as what physical factors allow us to distinguish these two non-ergodic states and whether the transition between them is continuous or discontinuous.
In the absence of attraction, colloidal "hard" spheres undergo a glass transition upon increasing volume fraction. 2, 24 The addition of polymers leads to an effective attraction between the colloids due to polymer depletion whose range and strength are set by the polymer size and concentration, respectively. The strength of this polymer-mediated colloid-colloid interaction sets an effective temperature. Upon increasing the polymer concentration, the effective temperature is reduced and systems with short-ranged (sticky) attractions undergo gelation at moderate colloid volume fractions. 2, 3, 25, 26 At high volume fraction, the hard sphere glass melts upon the introduction of attractions and the resulting (ergodic) fluid subsequently undergoes re-entrant dynamical arrest upon increasing the attraction strength. 2, [27] [28] [29] [30] [31] [32] A key question we pursue here is to ascertain the nature of this re-entrant dynamical arrest.
Important insights have been gained by exploiting the fact that demixing can be suppressed by the addition of a longranged repulsion. 18, 33 However full suppression of demixing is not always realized, 34 and in the absence of an equilibrium phase diagram, behavior such as microphase separation and long-lived metastable states 35, 36 can lead to phenomena hard to distinguish from the case without long-ranged repulsion that we consider here. Our standpoint is that at the present time, we are left with no clear picture of exactly how to distinguish a glass and a gel at high density.
We take the following approach to distinguish gels and glasses. A supercooled liquid becomes a glass when the structural relaxation time exceeds the experimental time scale. At higher densities (or lower temperatures), lack of equilibration makes it hard to determine the existence or otherwise any thermodynamic signature of the glass transition. 1 In the case of gels, it has been suggested that gelation is related to spinodal liquid-gas phase separation involving inhomogenization of the colloid density. [8] [9] [10] [11] 37, 38 However the literature appears somewhat divided on this matter. First, in simulations of the Baxter model of sticky spheres, the volume fraction of the colloidrich phase is found to be 0.5, 19 differing from that deduced in experiments. 11 We expect that a volume fraction around 0.5 is insufficient for dynamical arrest. This suggests that some other mechanism should be at play, i.e., spinodal demixing by itself is not enough to form an arrested network. Such a mechanism has been proposed in the form of percolation of the colloids, which occurs at much lower colloid volume fraction and attraction strength. 17 In short, different interpretations of the equilibrium phase diagram have been proposed and multiple mechanisms have been presented to explain gelation in sticky spheres.
Here we address these issues concerning the nature of gelation and distinguishing glasses and gels with a combination of experiments and computer simulations. By obtaining the phase diagram and percolation line, we confirm spinodal decomposition as the mechanism for gelation in sticky spheres. This enables us to distinguish gelation and vitrification. We show that gelation is quasi-discontinuous while the approach to vitrification is continuous as a function of (effective) temperature or density.
Following a discussion of our methodology which combines particle resolved studies 39 and event-driven molecular dynamics simulations 40 in Sec. II, our results are laid out in Sec. III: by confirming spinodal decomposition as the gelation mechanism, we can now provide clear physical measures that enable discrimination between gels and glasses unlike the dynamical approach considered previously. [20] [21] [22] This distinction is clearly shown in the relaxation time (Sec. III B), topological characteristics, local structural measures (Sec. III E), and (osmotic) pressure (Sec. III D). The former three show a quasi-discontinuous jump upon gelation and a continuous change upon the approach to vitrification, while the latter turns negative at gelation but rises approaching vitrification for hard spheres. This framework enables us to distinguish gelation and vitrification unambiguously. Remarkably, we find a signature of the attractive glass predicted by mode coupling theory (MCT) but that its onset is interrupted by gelation which we discuss in Sec. III C. In Sec. III F, we use our results from gels to identify signatures in local structure which reveal that the system is far from equilibrium in the case of "hyperquenched" glasses. Finally, we consider aging in gels in Sec. III G. Having established the nature of vitrification and gelation in sticky spheres, we then discuss the generality of our results for other systems in Sec. IV.
II. MATERIALS AND METHODS

A. Experimental
We carry out confocal microscopy experiments where we track the colloids at the single-particle level. We use fluorescently labeled density and refractive index matched colloids. We used two systems, both of sterically stabilized polymethyl methacrylate colloids. The first system used particles of diameter σ = 2.40 µm with size polydispersity 4%, determined with static light scattering. The polystyrene polymer had a molecular weight of M w = 3.1 × 10 7 , leading to a polymer-colloid size ratio of q = 0.18. 42 We used the first system for the path in the state diagram in Fig. 1 marked (ba) . Otherwise, we used a system with σ = 3.23 µm, as determined from the first peak of g(r) from confocal microscopy data, and 6% polydispersity, determined with SEM. For the weakly polydisperse systems of interest here, the two methods of determining polydispersity give similar results.
FIG. 1. Phase diagram of sticky spheres (3% square well), with mapped experimental data. ε is the well depth (inverse effective temperature), c p /c gel p is the polymer mass fraction c p relative to that required for gelation c gel p , and φ e is the (effective) colloid volume fraction. The turquoise circle is the critical point. 41 P denotes the sign of (osmotic) pressure. Crosses indicate the volume fraction of the dense phase estimated from fully phase separated simulations. These are used to construct the liquid-gas phase separation line which delimits the gel region. Percolation is indicated as grey squares with a dashed line to guide the eye. Shaded areas indicate the onset of slow dynamics. Arrows denote different paths considered, with green symbols denoting experimental data points. (bd) (circles) corresponds to the hard sphere glass transition, (ba) (up triangles) corresponds to gelation at moderate φ e , and (dc) (down triangles) corresponds to gelation at high φ e . The long dashed arrow marked "very dense" refers to a supercooled liquid-fluid-supercooled liquid-gel path at very high φ e = 0.59. The isobaric quench is shown as a dotted arrow. Confocal images of state points indicated in the phase diagram are as follows: (a) "normal gel" (φ e = 0.35, c p /c The polymer had M w = 8.06 × 10 6 (q = 0.079). We assume that the degrees of freedom of the polymers can be integrated out and the system can be treated as an effective one-component colloid system. For the size ratios we consider, this is expected to be accurate. 43 In both cases, the colloids and polymers were dispersed in a density-and refractive index-matching mixture of cis-decalin and cyclohexyl bromide. 4 mmol of tetrabutylammonium bromide salt was added to screen electrostatic interactions. Despite screening, the electrostatic interactions can lead to an increase in effective colloid volume fraction φ e compared to the absolute volume fraction φ. 44 Here we use φ e throughout. Brownian times to diffuse a radius were τ B = 3.11 s and 7.59 s for the σ = 2.40 µm and σ = 3.32 µm systems, respectively. We find gelation at c gel p = 1.0 ± 0.2 × 10 −3 and c gel p = 1.29 ± 0.08 × 10 −4 for the "gel" and "dense" paths in Fig. 1 , respectively.
We chose two strategies in preparing our samples. For the path (ba) in Fig. 1 , we mixed each sample from stock solutions of colloids in cis-decalin, polymers dissolved in cisdecalin, and cyclohexyl bromide in which the tetrabutylammonium bromide salt was dissolved. Additional cis-decalin or salt solution was added to ensure density matching.
For the high-density and hard sphere samples, we used a density-matched stock solution of "hard" spheres. This was centrifuged at 35 • C; the higher temperature removed the density matching, allowing a sediment to be produced. To this was added further the cis-decalin solvent, the cis-decalin polymer solution, and a saturated solution of tetrabutylammonium bromide in cyclohexyl bromide to produce high-volume fraction samples. Chemicals were purchased from Fluka and used as received. The colloids were synthesized following Bosma et al. 45 and Zerrouki et al. 46 for the σ = 2.40 µm and σ = 3.23 µm colloids, respectively.
The samples were imaged with a Leica SP5 confocal microscope fitted with a resonant scanner. Prior to imaging, the samples were loaded into borosilicate glass capillaries (obtained from Vitrocom, Inc.) and sealed with epoxy resin. We allowed the resin to set for 15 min prior to imaging and took data after letting the samples rest for further 15 min. Imaging was carried out with the temperature fixed at 27 • C with a temperature controlled stage and objective lens. During imaging, we saw no aging of the samples on the experimental time scale (up to three days). In another work, we have identified that initial remixing prior to arrest in gelation occurs on a time scale of less than 1 min. 47 The observed behavior is generic to systems with shortrange attraction such as those we consider. 48 The experiments are thus mapped to event-driven molecular dynamics (MD) simulations. Further details are given in Sec. II D.
B. Computer simulation
Event-driven molecular dynamics (MD) simulations were carried out with the DynamO package. 40 While other techniques, such as Gibbs ensemble Monte Carlo, are available for the determination of a phase diagram (see Sec. III A), here the dynamics are prohibitively slow for such techniques. Newer methods, such as particle swaps, are in principle attractive; however, here we seek to mimic the experimental system, whose polydispersity of 6% lies far below that currently accessible to this method. 49 We therefore elect to use MD here.
We used an equimolar five-component mixture whose polydispersity is 8%, interacting with a square well of width 0.03σ, where σ is the particle diameter and well depth ε. The latter is proportional to polymer mass fraction c p in the experimental system, so we express state points in volume fraction φ e and ε or c p . We selected a polydispersity of 8% for the simulations in order to suppress crystallisation, which we occasionally encountered with a lower polydispersity. Gelation accompanied by crystallization, i.e., crystal gel formation, is observed in a rather monodisperse colloidal suspension for a shallow quench. 47, [50] [51] [52] [53] [54] [55] [56] [57] Recently it was shown 57 that it is necessary for crystal gel formation to have a relaxation of the mechanical stress built up in a transient network and the resulting reorganization of the network to a more compact network. The increase in the number of bonds after network reorganization is a necessary condition for crystallization, as more compact environments become available to accommodate the critical nucleus size, while in its absence, the network forms low-density arrested states (gels). This condition is to be met only when bonds are weak enough-that is, at low polymer concentrations. In any case, our structural analysis (see Sec. II E) is sensitive to crystallisation, and we see only trace amounts of crystalline local environments here.
We equilibrated for at least 10 τ α and (unless otherwise indicated) sampled for at least a further 10 τ α , where τ α is the structural relaxation time. Simulation time was scaled to experimental data such that τ α for φ e ≈ 0.38 was matched between both, namely, τ α = 2.597 τ B which is then equivalent to the MD value of 0.404 simulation time units. Under this mapping of simulation, equilibration times are at least as large as those of the experiments. Percolation is determined by requiring that more than 50% of snapshots have a cluster spanning the system in at least one Cartesian axis for a system of N = 32 000 particles. For percolation, we take the bond length of 0.03σ and consider a monodisperse system. Our analysis reveals a clear percolation threshold and is relatively insensitive to the details of the size threshold we use, 58 and certainly for our purposes here, sufficient to show that percolation and gelation are independent phenomena. We elect to use a monodisperse system here for simplicity, noting that at the fluid state points we consider, monodisperse systems are almost indistinguishable from weakly polydisperse systems. 54 
C. Dynamical analysis
We estimate the structural relaxation time τ α from the intermediate scattering function
, where the sum runs over all particles in the system. This we determine from coordinate data in the case of both experiments and simulations. The length scale upon which mobility is probed is set by the wavevector k which here is taken to correspond to a particle diameter (k ∼ 2πσ 1 ). The long-time tail of the ISF is fitted with a stretched exponential whose time constant is τ α . The wavevector is taken close to the main peak in the static structure factor. 
D. Mapping state points between experiment and simulation
Despite screening the residual electrostatic charge with tetrabutylammonium bromide salt, some repulsion between the colloids can remain. Although in the system with smaller particles [gelation (ba) path in Fig. 1 ], the electrostatics are weak and neglected, 42 in the system with larger colloids which we use for the "hard" sphere (bd) and dense (dc) paths in Fig. 1 , we treat the electrostatic repulsions as a Yukawa interaction u Y (r) = ε Y exp[κσ(r/σ 1)]/(r/σ). We set ε Y = k B T and the Debye length κ 1 is taken as 100 nm, following Ref. 42 . We map the system to hard spheres, using the Barker-Henderson effective hard sphere diameter σ e = ∫ ∞ 0 dr[1 − exp(− βu(r))], where β = 1/k B T such that the effective packing fraction φ e = φ(σ e /σ) 3 . This increases φ e by around 8% relative to the absolute packing fraction φ (note that in the simulations, φ e = φ).
Previously, we have shown that the Asakura-Oosawa (AO) potential describes the polymer-induced attractions between the colloids rather well. 42 Furthermore we have obtained good agreement with the experiment by assuming simple addition of AO and strongly screened Yukawa interactions for similar conditions to those we employ here. 59 We therefore make the same assumption that the colloid-colloid interaction is described by the sum of the AO and Yukawa interactions (for details see Ref. 42 ) and map these to the square well model with well width 3% and depth ε, using the extended law of corresponding states. 60 This requires that the reduced second virial coefficient
] is matched between the assumed experimental potential and the square well. One expects this approach to work up to polymer concentrations even beyond the overlap concentration c * p . 61 The highest we encounter is 0.51c * p so we conclude that the mapping of state points should be accurate here.
The error in colloid volume fraction can be as large as 6% 44, 62 (which we assume in Fig. 1 ). However, we note here that the mapping to simulation [ Fig. 3(a) ] allows us to be rather more confident about the effective volume fraction. Figure 3(a) indicates that the errors in φ e are comparable to or smaller than the symbols. On the other hand, the error in polymer concentration is determined from the fluid-gel transition. For the error in mapping c p to ε, again we appeal to comparisons with simulation, Figs. 3(d) and 3(e). For gelation [path (ba) in Fig. 1] , the agreement is again very good. For the dense gel [path (dc)], there is some discrepancy for low values of c p . While the mapping of slightly charged colloids and weak polymer attractions to the attractive square well is an interesting problem, and similar behavior to that we observe has been encountered before in an almost identical experimental system, 63 this has no effect on our conclusions and we leave a detailed analysis for future work.
E. Topological cluster classification (TCC) analysis
For the topological cluster classification (TCC) analysis of the local structure, we use a simple bond criterion to define the bond network. 64, 65 Setting a bond length in this way is appropriate for dilute gels where particles in a network may have no close neighbors on one side [ Fig. 1(b) ]. 65 An appropriate bond length is the first minimum of g(r). However our polydisperse systems necessitate a further constraint, namely, that two large particles may touch. This is readily implemented in simulation where the particle size is known. We use the same . Green symbols are experimental data, and pink symbols are simulation data. "F" and "sc" denote fluid and supercooled liquid, respectively. τ B = πησ 3 /8k B T, the time taken for a particle to diffuse its own radius at infinite dilution in a solvent of viscosity η. Dotted lines denote quasi-discontinuous jumps in relaxation time at gelation. The error bars in the value for τ α are obtained from fitting the ISF data (see Fig. 2 ).
criterion for the experiments, noting that there the polydispersity is 2% less and that therefore, although the particle size distribution is continuous, the number of large-large bonds lost is very small. Moderate changes in the bond length criterion or indeed using a modified Voronoi construction with a maximum bond length 64 had no impact on our findings. We assign each particle to the largest cluster in which it is found. 65 Our analysis is sensitive to crystallisation, 54, 66 and this can be encountered in gels and glass-forming systems. 47, 54, 56, 67 Here we find only trace quantities of particles identified in crystalline environments and attribute this to the (weak) polydispersity. 54 
III. RESULTS AND DISCUSSION
A. Phase diagram
In order to tackle the dynamic arrest scenarios, we need the equilibrium phase diagram. As noted above, this is disputed. 11, 19 Therefore we begin by showing the phase diagram of our system that we have determined in Fig. 1 . Here we use the effective volume fraction of colloids φ e and the attraction strength ε (i.e., polymer concentration c p ) as the control parameters. The phase diagram is determined by allowing a system at φ e ≈ 0.3 to phase separate in simulation. We then directly determine the density in each phase by fitting a hyperbolic tangent function to the density across the simulation box. 68 We take the critical point from literature data. 41 Regarding the lifetimes of the states observed, the crucial point is that the characteristic time of the experimental protocol (∼30 min) is much longer than the time scale of demixing and the resulting dynamical arrest to form a gel, but much shorter than the gel lifetime. We return to the aging dynamics in Sec. III G. Therefore each state point is rather well defined and may be compared with simulations. In connection with thermodynamics, it is possible to draw a line which distinguishes gels and glasses, under the premise that gelation is driven by the spinodal decomposition above. This is the liquid-gas spinodal. But first, we need to address the suggestion that percolation drives gelation. 17 To do this, we estimate percolation and plot the percolation threshold in Fig. 1 . In Sec. III B, we examine the dynamics of the system in some detail, but for now, we observe that percolation has no discernible effect on the dynamics and we henceforth conclude that it is a necessary but not a sufficient condition for gelation in this system. We acknowledge that a finite size scaling study of percolation would yield a more accurate result, but we argue that the analysis we have performed is sufficient for our purposes and leave a more detailed investigation for the future.
Thus we identify gelation with spinodal phase separation provided the colloid-rich phase has sufficient density to drive dynamical arrest. We therefore plot the liquid-gas spinodal, noting that here it is indistinguishable from the binodal separating the thermodynamically stable and unstable regions. The critical point is determined from literature data, 41 and the phase boundary is determined from our simulations. We find that for very weak quenches below the critical point, on long time scales, the simulations do fully demix. That is to say, on the simulation time scale, the gel is metastable to full liquid-gas demixing. We emphasise that this only occurs for temperatures very close to criticality (less than 10%) and that we do not observe this behavior in the experiment. This demixing brings the volume fraction of the colloid-rich phase to higher values (φ e ≈ 0.59) than those obtained in previous simulations 19, 69 but in line with indications from some experiments. 11,37 Thus our results indicate that the demixed liquid is sufficiently dense for dynamical arrest. The proximity of the values of ε for the critical point and fully demixed liquid with φ e ≈ 0.59 indicates that the binodal must be almost flat in the φ e , ε representation. Our first result is to confirm spinodal decomposition rather than percolation as the mechanism for gelation.
This formation of a very dense colloid-rich phase is common to a wide range of colloid volume fractions because the phase separation line is almost flat. The important observation here is that across this range of colloid volume fractions, one expects to cross the phase separation line at almost the same effective temperature (criticality), which corresponds to ε * = 3.22 k B T for the 0.03σ square well. 41 In the experiments, we denote the polymer concentration required for gelation as c gel p which we take as the midpoint of the highest fluid c p and lowest gel c p as previously. 65 While "liquids" of spheres at φ e ≈ 0.59 are in principle metastable to crystallization, in our system, this is totally suppressed by polydispersity. Thus, having determined the state diagram and resolved discrepancies in the literature, 11, 17, 19, 37 we are in a position to tackle the dynamical behavior in this important model system.
To elucidate the different dynamical arrest scenarios, we consider the following paths through the state diagram indicated in Fig. 1 : (bd): increasing packing fraction along the "hard sphere" line (with no added polymers) leads to vitrification; (ba): at a relatively low colloid volume fraction (φ e = 0.35), addition of polymer results in gelation at a polymer concentration c gel p ; 65 (dc): addition of polymers at high colloid density leads to a transition between two states with slow dynamics, with an "ergodic pocket" in between reminiscent of that observed previously. 27 Thus glass [ Fig. 1(d) ] and gel [ Fig. 1(c) ] are found even at comparable volume fraction.
Our second main finding is that since the liquid-gas coexistence region of the phase diagram corresponds to gelation, far from being a low-density network, gels can be found at high volume fractions.
We shall see below that gels have local and topological structures distinct from supercooled liquids at the same volume fraction, although at a superficial level both have similar disordered structures with homogeneous density on a longer length scale.
B. Dynamics
Next we focus on the dynamical behavior associated with these paths. In Fig. 3 , we show the structural relaxation time τ α (see Sec. II C) along the paths in Fig. 1 . The hard sphere glass transition [path (bd)] exhibits a continuous increase in τ α as shown in Fig. 3(a) . Both experiment and simulation data are well described by the Vogel-Fulcher-Tammann (VFT) relation τ α = τ 0 exp[Dφ e /(φ 0 φ e )], where τ 0 is a relaxation time in the normal liquid, D is the "fragility index," and φ 0 ≈ 0.61 is the ideal glass transition volume fraction. 24 For φ e 0.59, structural relaxation does not occur on our time scales, so hard spheres at these high densities are glasses for our purposes.
This vitrification behavior contrasts strongly with paths which cross the liquid-gas phase separation line [see Figs. 3(d)-3(f) ]. All of these gelation paths exhibit a discontinuity in τ α as the line is crossed at c p /c gel p = 1. Although aging and the nature of the dynamics (Brownian) with hydrodynamic interactions for the experiments and Newtonian for the simulations lead to some variation in the value of τ α in non-ergodic gel states, the discontinuity of τ α upon gelation is robust (see Fig. 3 ). These results reflect the fact that gelation is a discontinuous transition between a fluid and a gel which occurs at the phase separation line for a wide range of colloid volume fractions. This is consistent with previous work [8] [9] [10] [11] 27 which identified gelation with (arrested) spinodal phase separation, but we would not expect this behavior if we assumed that gelation was driven by percolation. 17 Here we emphasize the dynamic manifestation of gelation-a quasidiscontinuous jump in the relaxation time from an ergodic fluid to a non-equilibrium state. This discontinuous nature of gelation forms our third finding and constitutes the basis of the dynamic distinction between gelation and vitrification. Below we go further to explore the consequences of this spinodal gelation at high particle volume fractions.
At φ e ≈ 0.54, upon increasing the attraction strength, the phase separation line is crossed and thus a gel rather than an attractive glass is formed. This is evidenced by a discontinuous jump of six orders of magnitude in relaxation time upon crossing the phase separation line [see Fig. 3(e) ]. On the other hand, for φ e greater than the dense side of the phase separation region, which we estimate as φ e 0.59, we expect an attractive glass rather than a gel, as the line is not crossed. In the border composition region, however, the distinction between gels and glasses is not always so clear. Thus it is possible that some work previously thought to pertain to a re-entrant glass transition in fact concerned gelation which may be preceded by a supercooled liquid. In other words, in the absence of the phase diagram which our work provides, it has not been possibleuntil now-to distinguish a gel (having crossed the spinodal) and an attractive glass.
C. The spinodal limit of the attractive glass
We now address the interplay between spinodal gelation and the attractive glass transition. The state diagram in Fig. 1 shows that gels can form at high volume fraction. Re-entrant dynamics along lines similar to path (dc) have previously been identified with an "attractive glass." 2, 27, 28 Now an attractive glass is predicted by mode-coupling theory (MCT) at high colloid volume fraction, 27, 70 but the predicted attraction strength at arrest varies considerably from that found in simulation; 28 moreover, distinguishing vitrification and (spinodal) gelation is not easy with MCT. Computer simulations indicate that at sufficiently high colloid volume fractions, systems with attractions fail to relax fully on accessible time scales. 22 As shown in Fig. 3(f) , our analysis reveals a new sequence of states upon increasing c p : a hard sphere supercooled liquid, fluid (attractive), supercooled liquid which is interrupted by gelation. One may, at this point, enquire as to what might have happened to the attractive glass. Our work suggests that it is not found at φ e = 0.59, which suggests that it may reside at higher volume fractions. We return to this issue in Sec. III D.
We summarize our findings of the relaxation time in the fluid-gel transition in Fig. 3(c) . At low densities, the system is mobile until (c p /c gel p ≈ 1), at which point it undergoes discontinuous dynamical arrest. Increasing colloid volume fraction leads to re-entrant dynamical behavior as a function of increasing attraction once φ e is sufficient that hard spheres exhibit slow dynamics. The fluid-gel transition remains abrupt. Upon increasing volume fraction further (φ e → 0.59), the gel transition is preceded by a supercooled liquid. Our fourth major finding is that we see hints of the attractive glass transition, 27 but this is ultimately superseded by gelation. We emphasize that both experiments and simulations show exactly the same behavior. Although equilibrium or metastable states might be reasonably well modeled by MD simulation, 71 the nature of the dynamics can be important in gelation. 72, 73 Nevertheless, in Figs. 3(d) and 3(e), we find good agreement between experiment and simulation.
D. Isobaric quenches avoid gelation
In the above, we have argued that gels should persist even up to colloid volume fractions φ e 0.59 and now give further weight to this claim. If indeed the phase separation line is crossed, quantities such as the (osmotic) pressure may feature a discontinuity. Note that here we are considering an effective one-component system of colloids. Contributions from the polymer are integrated out. 43 From our simulations, we compute the pressure for the paths in Fig. 1 . As expected, discontinuities are found upon crossing the phase separation line, up to φ e = 0.59 (pressure is shown in Fig. 4) . In fact, for φ e 0.54, the pressure turns negative. This provides evidence that the dense side of the phase-separation line lies at φ e 0.59. The consequences for the re-entrant glass transition are considerable: for φ e 0.59, gelation will intervene after the system passes through a supercooled liquid regime [see Figs. 3(e) and 3(f)]. In other words, for φ e 0.59, the re-entrant glassy state becomes a gel when c p c gel p . Furthermore, φ e = 0.59 is a lower bound for the high-density limit of gelation: in equilibrium, the high-density side of the phase separation line may be denser still .   FIG. 4 . Pressure upon quenching sticky spheres at various packing fractions. Up triangles are "gels," path (ba), down triangles are "dense gels," path (dc), and squares are "very dense" (dashed line) in Fig. 1 . Simulation data.
That the (osmotic) pressure exhibits such a discontinuity leads to the hypothesis that constant-pressure paths through the phase diagram cannot produce a gel. Therefore, dynamic arrest upon quenching should in this case correspond to the attractive glass. We therefore carried out simulations at fixed pressure (15.45 k B Tσ 3 ) which corresponds to the isobar indicated as a dotted line in Fig. 1 . Since such a path should not produce a gel, we expect no discontinuity; and in Fig. 3(b) , we indeed find a continuous increase in relaxation time as a function of attraction strength. The VFT fit in Fig. 3(b) indicates divergence at c p /c gel p = 0.709, in contrast to the quenches at constant volume, all of which show a sudden slowdown in dynamics at c p /c gel p ≈ 1. Moreover, the isobar in Fig. 1 shows a departure to very high densities, so the system avoids gelation and undergoes vitrification. Thus, at gelation (where the pressure tends to negative values) the system cannot support external stress (pressure). Gels are found exclusively in soft materials formed of a mixture whose components have large size disparity. 16 Although possible, 74 molecular systems have not so far undergone spinodal gelation. Soft matter experiments are typically carried out at constant volume, while in molecular systems, pressure is often fixed. The equivalent to isobaric quenching would be constant osmotic pressure of the effective one-component colloid system. Were such experiments to be performed, we expect no gelation.
Our fifth finding is that gelation and (osmotic) pressure are intimately coupled. Fixing the pressure prevents gelation, leaving vitrification to an attractive glass as the only route of arrest available.
E. Structure
The dynamics and phase behavior provide a means by which gelation and vitrification may be distinguished. We now show that local structural measures also support the idea of gelation as a discontinuous transition to a state far from equilibrium. While density-density correlations show little change upon vitrification, 1,4 here we find that gelation exhibits rather different behavior.
Since gels are associated with demixing, upon crossing the phase separation line, we expect the first minimum of the pair correlation function g(r) to move to a value close to contact (σ) reflecting condensation. 26 Indeed this behavior is found: in Figs. 5(a) and 5(b) , the first minimum of g(r) is indicated by arrows for the hard sphere glass transition and gelation, respectively. The latter case shows a distinct jump around the phase separation line c p /c gel p = 1, while for hard spheres, the minimum should and does decrease continuously upon increasing density. The resulting g(r) minima are plotted as a function of φ e and c p /c gel p in Figs. 5(c) and 5(d) , respectively, where they are labeled as min[g(r)]. Discontinuous behavior is seen at all φ e for the gels, while in hard spheres, both experiments and simulations show a continuous fall in min[g(r)] as a function of φ e . We believe the reason this was not observed before may be related to our analysis in real space rather than reciprocal space 75 and particle tracking in 3D rather than 2D. 29 The particle-level detail in our experiments also enables us to detect small voids inaccessible to other techniques. To reveal such voids, we apply a Gaussian blur of standard deviation 0.2σ to an image of spheres of diameter σ reconstructed from coordinate data. As shown in Fig. 6(b) , these are present in the gel, even though its high volume fraction (φ e = 0.54) prevents larger scale demixing, but are almost absent from hard spheres at the same density [ Fig. 6(a) ]. Similar behavior may be observed in Figs. 1(c) and 1(d) . This tells us there is a difference in the topology between supercooled liquids and gels: homogeneous vs. topology with largely negative Euler characteristics. Apart from voids much smaller than the particles, supercooled liquids are homogeneous whereas gels have a number of voids (or holes) larger than the particles.
To further probe the local structure, we use the topological cluster classification (TCC), which identifies structures whose bond network is equivalent to clusters that minimize the potential energy in isolation. 65 The TCC considers clusters of size 5 ≤ m ≤ 13, along with HCP and FCC crystalline configurations of 13 particles. In the case of "hard" spheres, the relevant parameter is volume and the same set of clusters is appropriate to minimize the free volume. 66 For all systems we consider here, we use the clusters shown in Figs. 6-8. Details are provided in Sec. II E.
In the experimental data rendered in Figs. 6(c) and 6(d), particles are colored according to their TCC structure. For the supercooled liquid [ Fig. 6(c) ], we see a considerable number of particles rendered in green associated with ten-membered defective icosahedra which are based on five-membered rings, while for the gel [ Fig. 6(d)] , we see predominantly fivemembered clusters formed from two tetrahedra (white). Thus the two states, supercooled liquids and gels, have distinct local structure, even though they are at the same volume fraction and appear similar. If we consider the response of the local structure to vitrification [ Fig. 7(a) ], we see a gradual, continuous change up to the hard sphere glass transition (φ e ≈ 0.59). The m = 10 defective icosahedron dominates the system just prior to vitrification. Simulations show similar behavior (see Fig. 8 ). Interestingly, quenching along the isobaric path also shows an increase in the same local structure, the defective icosahedron [ Fig. 7(b) ].
By contrast, in the case of gelation at moderate density [path (ba)], Fig. 7(c) shows a sharp rise in cluster population. Not only is the rise in population of local structures very sudden but also the structure involved is different: gels are dominated by five-membered bitetrahedra. The same holds for higher density in the case of path (dc) [ Fig. 7(d) ], although here the fluid is sufficiently dense that its own population of local structures is considerable. Data from simulations of the "gel" and "dense" paths show similar behavior (see Fig. 8 ). Thus upon gelation, the larger structures associated with denser fluids give way to m = 5 clusters as discussed above. Remarkably, at φ e = 0.59, Fig. 7 (e) shows behavior indicative of both vitrification and gelation consistent with our analysis above. In the supercooled liquid which precedes gelation, there is a strong rise in the m = 10 defective icosahedron associated with vitrification. However, for attractions greater than those required for gelation, the structure reverts immediately to the m = 5 triangular bipyramid. This mirrors Fig. 3(f) where we see a supercooled liquid prior to gelation.
F. Local structure far from equilibrium
What drives the system to select between the m = 5 bitetrahedron and m = 10 defective icosahedron? We offer the following explanation. Equilibrated hard sphere supercooled liquids exhibit high populations of defective icosahedra. 76 By contrast, due to rapid densification associated with phase separation, gels become arrested at times much shorter than the structural relaxation time. Thus the particles have no chance to organize into larger m = 10 defective icosahedra but remain in the structure formed immediately upon compression. We argue that local structure in highly non-equilibrium states should be based on tetrahedra. Tetrahedra, which are the basic rigid arrangement of spheres in 3D, are formed at short times. This also holds for the m = 5 bitetrahedra, whereas organization of the tetrahedra into larger clusters is suppressed due to dynamical arrest. Thus the system is unable to reach a locally equilibrated configuration, for which formation of larger clusters is expected.
We can test the hypothesis that highly non-equilibrium states unable even to relax locally are dominated by tetrahedra, by considering a hard sphere glass. We expect that these should also dominate the glass-unlike the supercooled fluid where relaxation occurs on the experimental time scale. This is precisely what we find, both in experiments [ Fig. 7(a) ] and simulation [ Fig. 8 ]. This situation is similar to hyperquenching of molecular glassformers. Thus we identify a structural motif to distinguish systems where local relaxation can occur and where it cannot. This can be used as a measure for how far from equilibrium the system is.
G. Aging in gels and the role of dynamics
Aging dynamics are shown in Fig. 9 expect a tendency towards the defective icosahedron structure upon aging. Indeed at very long times, in simulation gels show a tendency towards defective icosahedra and so in gels some reorganization can take place eventually.
We now consider the effect of the choice of dynamics on aging. In equilibrium, our MD data might be expected to provide a reasonable description of the experiments, on time scales where particles have undergone sufficient collisions that their momentum has become uncorrelated. Out of equilibrium, the situation changes, and the nature of the dynamics can strongly influence the behavior of the system. 72, 73 We see in the ISFs plotted in Fig. 9 (a) that longer waiting times indeed result in an increase in the structural decay time but that this increase is around a factor of three for an order of magnitude increase in the waiting time. This lies within the scatter in Figs. 2(d) and 2(e) where the experiment and simulation are compared. We saw no significant aging effects in our experiments. In Fig. 9(b) , we show a TCC analysis for the structural evolution of the gel. Only at time scales greater than 3 × 10 5 τ B is there a significant change in local structure which is around the limit of the experimental time scale. We believe that any difference in behavior between experiment and simulation is related either to the nature of the dynamics or to the effective interactions. The dynamics can lead to significant differences in structure between experiment and simulation. 72, 73 However details in the interactions may also be important. In particular, rotation of the particles around one another may be suppressed in the experiments relative to the simulations. 77 
IV. GENERALITY
We now consider the consequences of our work for other systems. It is known that polymer solutions, 15 clay suspensions, 78 and protein solutions 13, 14 show behavior compatible with spinodal gelation. All have strong dynamic asymmetry between the two components, and accordingly all exhibit viscoelastic phase separation similar to colloidal suspensions described here, 10,16,78 so we expect that our findings should also apply to these systems, which should take place if viscoelastic phase separation occurs. We further note that similar phenomenology is seen in active matter, where activity can play the role of attraction leading to two-body correlations reminiscent of Fig. 5(b) . 79 Finally, we remark that a system in which phase separation is formally absent (for example, patchy particles 80 or one with competing interactions 33 ) would be an interesting testing ground for the attractive glass transition without the influence of gelation. It is possible in principle to tune interactions continuously from the sticky spheres studied here, either to systems of competing interactions 33 or to patchy particles. [5] [6] [7] In the case of patchy particles in particular, dynamics are strongly coupled to percolation, unlike what we have found here. Given that the interactions can be tuned continuously, which leads to a continuous shift in phase boundaries, we expect that the coupling between spinodal decomposition and percolation will also shift continuously, with the former driving arrest for sticky spheres and the latter for patchy particles.
V. CONCLUSIONS
In conclusion, we have confirmed spinodal decomposition as the mechanism for gelation in sticky spheres. This enables us to show that gelation and vitrification in an important model system may be distinguished by the quasi-discontinuous nature of the former and the continuous nature of the latter as a function of density and attraction, which controls the dynamics. In order to do this, we have considered dynamical pathways and cleared up discrepancies in the literature concerning the phase diagram 11, 19, 37 and the role of percolation. 17 The discontinuity in gelation manifests itself both in dynamical and structural properties, namely, the relaxation time τ α , and local particle configuration. Underlying this behavior is that gelation involves a thermodynamic transition (phase separation), which leads to rapid densification and hyperquenching.
Thus, gelation and vitrification are readily distinguished in sticky spheres by measuring dynamical or structural quantities along paths in the (φ e , ε) plane. We reveal a previously unidentified path of fluid-supercooled liquid-gel for φ e = 0.59. Thus certain states identified as glasses previously 31 may in fact be gels which may explain some previously observed differences between experiment and simulation. 81 Moreover the topological cluster classification reveals a clear structural signature of systems which fail to relax. In the case of gels of sticky spheres and rapidly compressed hard sphere glasses, the structure is dominated by small tetrahedra, while supercooled liquids exhibit larger ten-membered defective icosahedra which form at times longer than the structural relaxation time. That the larger structures require structural relaxation to form means that the smaller structures based on tetrahedra are related to "hyperquenching" or states very far from equilibrium. Since this disorder is related to rapid densification upon (arrested) phase separation, colloidal gels should-and do-share local structures with rapidly compressed hard sphere glasses and poses a question as to the role of aging. In fact, by considering an aging system, we show the local structure approaches that are found in equilibrated supercooled liquids. We expect that this behavior may have some universality which could be explored in other glass-forming systems such as metallic glasses.
A significant question our work opens is to understand why some experiments do find very strong dynamic slowing upon percolation. 17 One possibility is that the model system used (of silica with grafted polymers in which the attractions are driven by the solubility of the polymer and not by depletion) is different from the sticky sphere behavior somehow. While the thermodynamic behavior of this system is well known, and closely reproduces that of sticky spheres, 82 it is possible that some dynamic effects of the breaking of "bonds" between neighboring particles differ from the experiments and simulations here. Another aspect is that at low volume fractions (φ 0.01), percolation takes some time to occur even in the demixing region of the phase diagram. 83, 84 Under these conditions, percolation does control gelation.
We observe phase separation with the unusually high "liquid" volume fraction of 0.59. This prompts further work to explore how dense the liquid can become and investigations of the attractive glass in systems where it is not influenced by demixing. We have highlighted the role of pressure in gelation and shown that quenching at constant volume is necessary for gelation and explains its prevalence in soft matter. This motivates experiments where osmotic pressure is fixed to test this prediction. Such experiments could be done by using a membrane through which polymer molecules pass.
Concerning the attractive glass, our work suggests that this is obtained upon constant pressure quenching. We find evidence of an attractive glass by using an isobaric path through the phase diagram that skirt around the edge of the gel at volume fractions φ 0.59.
