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A KINETIC AND THERMODYNAMIC MODEL OF ETHYLENE DICHLORIDE PYROLYSIS 
Travis Czechorski 
November 19th, 2019 
Ethylene dichloride (EDC) is a precursor for the production of vinyl chloride (VCM) which 
is subsequently polymerized to form polyvinyl chloride (PVC). To convert EDC to VCM, EDC 
undergoes a pyrolysis process in the absence of oxygen at temperatures exceeding 500C. 
However, process yields are limited by the uncontrolled production of side-products that can 
degrade the quality of PVC and poison the reactor. Thus, tight process controls and costly 
separations guided by heuristics and plant operator experience are used to optimize EDC 
pyrolysis. To improve the process, I have programed a kinetic model of EDC pyrolysis based 
upon estimations of kinetic and thermodynamic parameters for known products and side-
products. These parameters are activation energy over a range of 342.0 – 317.0 kJ/mol and 
temperature over a range of 450- 650 C.  With this model, I have predicted the effects of 
process temperature and feed composition. However, due to high process temperatures and 
the intense environment in which EDC is converted to VCM, model parameters cannot be 
measured experimentally in most cases and must instead be estimated by various theoretical 
means. To address possible weaknesses in the methods used to estimate model parameters, I 
have calculated the effects of their misestimation and characterized model sensitivity. I aim to 
guide future research toward improved methods for kinetic and thermodynamic property 
estimation. I plan to generalize our method to apply to any complex reaction network so that 
the scientific and engineering community can discover targets for catalysis research. 
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Polyvinyl chloride (PVC) is a ubiquitous plastic material used in construction, 
infrastructure and housing among many other applications. PVC is produced by the 
polymerization of vinyl chloride monomer (VCM), and there are three main methods to 
manufacture VCM. The three methods are pyrolysis of ethylene dichloride (EDC), direct 
chlorination of ethylene, and oxychlorination of ethylene. Of the three methods, pyrolysis 
of EDC is the most widely utilized in the industrial sector. This reaction is endothermic and 
most often takes place in a tubular plug flow reactor (PFR). However, if certain process 
variables are not kept under tight control, significant amounts of unwanted side products 
start to form. These side products are both expensive to remove from the process stream 
and dangerous to the environment and workers. Moreover, they can shorten equipment 
lifespan and increase maintenance costs. Due to these facts, the conversion of EDC to 
VCM is usually kept around 60% for a single pass in a reactor to minimize side product 
formation. This process constraint forces PVC producers to purify large volumes of 
process chemical to return unreacted EDC to the reactor, and controls must be rigorously 
implemented to maintain an efficient, profitable process. There is therefore great interest 
in discovering methods and procedures to increase EDC conversion without increasing 
side product formation.  
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Typically, EDC cracking is performed at temperatures ranging from 773.15 – 
923.15 K [1]. At these temperatures, there are a multitude of reactions taking place, with 
only a few leading to useful products. The kinetics of each reaction are difficult to measure 
experimentally due to high temperatures, short-lived intermediates, and coking of 
experimental equipment. Previously published studies have compiled sets of pre-
exponential Arrhenius constants and activation energies for the EDC cracking process 
based on experimental measurements and theoretical calculations. Because of the large 
reaction network and differences in several orders of magnitude in reaction rates, the 
EDC cracking process is difficult to model. When designing a model for this reaction 
process, there are two main parts taken into consideration, namely the mass balance and 
the energy balance. These two balances guide this study and can be used to predict the 
effects of changes to process variables, including flow rates, temperatures, and the 
addition of hypothetical catalysts or inhibitors. The model will be used to hypothesize 
methods or modifications to existing process to increase the conversion EDC to VCM 
without increasing the production of unwanted side products.  
EDC cracking is a multistep reaction that begins by the conversion of EDC to two 
radical species R1 (Cl-) and R2 (CH2ClCH2-). There is great interest in designing a catalyst to 
reduce the activation energy of this initiating reaction without increasing the rate of 
production for the by-products. However, efforts to produce a stable, long-lived catalyst 
for EDC cracking remain unfruitful. The value of a hypothetical catalyst depends heavily 
upon how far it can lower the activation energy of the initiating reaction, and the reaction 
will be modeled both without catalyst and with catalysts of varying strength.  
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Reaction kinetics are modeled with the Arrhenius equation which requires an 
activation energy and a pre-exponential frequency factor at a specific reactor 
temperature. Reaction order and stoichiometry also play a significant role in system 
behavior. Each of these variables can cause results to vary by orders of magnitude, 
especially with respect to the production of byproduct species. Moreover, as the modeled 
reaction network grows in terms of reactions and number of species, models become 
increasingly difficult to program and utilize. Eventually, an analytical solution to the 
reactor design equations becomes untenable, and numerical solutions remain the only 
viable method of solving these problems. Some of the main challenges faced when 
attempting to accurately model the EDC cracking process involve numerical methods and 
the amount of computer memory and speed needed to store and process numbers that 
have many significant digits, and values spanning several orders of magnitude. Even when 
using numerical techniques to find an approximate solution, numerical errors and 
convergence may become significant issues. In situations like this choice of numerical 
solving method can make a significant difference. If a system of ODEs slowly converges or 
simply does converge, the system is said to be “stiff”. A stiff system of ODEs is generally 
resistant to many methods of numerical integration, and special methods must be 
employed to receive an answer [2]. 
In total over 800 individual reactions and over 135 individual chemical species 
have been identified and studied in the EDC pyrolysis reaction network [3]. In order to 
produce a working model, simplifications have to be made to reduce the number of 
species modeled. Previous models developed by Schirmeister and coworkers [1] used 31 
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elementary reactions in total. Carbon tetrachloride (CCl4) is included among the 
Schirmeister’s reactants, because it can more readily produce the radicals needed to 
initiate the chain reaction, and it can significant effects on the system at very small 
initial concentrations. Carbon tetrachloride increases conversion significantly but also 
increases the production of unwanted side products. Carbon tetrachloride is often 
completely absent from the process, which further simplifies Schirmeister’s reaction 
network. Two reaction networks were built for the models presented herein. The first, 
the simple model, has 21 elementary reactions. The second, full model will has all of 
Schirmeister’s 31 elementary reaction equations. [1] These elementary reactions will 
coupled to a mass and energy balances to track the concentration of all species over the 
reactor’s length. Activation energies and frequency factors are taken from [1]. As is 
Table 1. All values are obtained from reference [1] 
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shown in the table below, the activation energy for the initial reaction is nearly an order 
of magnitude higher than all other reactions. One of the main uses of the developed 
models will be to simulate the effects of changing the activation energy of the initial 
reaction to computationally determine the effects a catalyst might have on process 
yields. Initial pressures are typically somewhere in the range of 12-20 bar [1] [4] with 
initial temperatures around 773.15 K. [1] An initial value of 12 bar was used for the 
entirety of this experiment. 
Once the initial reaction is initiated, it immediately forms 2 radicals (R1 & R2).  All 
subsequent reactions have a significantly higher reaction rate, and therefore the system 
quickly becomes complex. It is thought that the radical R1 could be artificially introduced 
to the system, process temperatures could be significantly reduced, thus reducing side 
product formation.  R1 is a necessary radical on the reaction path from EDC to VCM and 
HCl, however as radicals are very short lived and exist in small quantities, it is hard to 
accurately predict the effect of R1 without kinetic modelling. 
The most important process control parameter is temperature. In some cases, the 
conversion is directly proportional to temperature. [5] However, due to the complexities 
of heat and mass transfer equations in two and three dimensions, they are often difficult 
to accurately solve. Analytical solutions to the reactor design equations coupled with 
thermodynamics and kinetics in higher dimensionalities either rarely exist or depend on 
specific boundary conditions or assumptions that represent the real system. For the 
purpose of this paper, all differential questions will be steady-state and in 1-dimension 
(i.e. the length of the tubular reactor). While partial differential equations (PDE) solvers 
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do exist, in most cases, they tended to be too complex or to not fit the specific 
requirements demanded by the solvers. Mass and heat equations were coupled together 
in the ODE system and solved numerically to simulate an EDC cracking process. 
The model for this simulation was built using the Python programing language. 
Python is an open-source high-level programming language and is used extensively in 
data science and data engineering. Due to its extensive use, it has many open source 
libraries available for a wide variety of applications. Python is available on all major 
operating systems and it contains cross-language compilers for when extra speed or 
precision is required. Other languages such as C, C++, and FORTRAN have significantly 
higher computational speed, but lack many of the packages required to build and solve 
this reactor model. A goal of this project is to release and update the code to be freely 
used by any academic group, and therefore adopting a widely used and open source 
programming language makes sense to increase the impact of this work. Python is 
therefore an ideal choice for the EDC cracking reactor problem. Overall, I plan to 
accomplish the following objectives: 
1. Design system of ODEs that accurately represent the system 
2. Properly calculate all necessary coefficients and properly derive all energy 
and mass balance equations 
3. Numerically integrate the system over the specified range for both activation 







The following equations represent the zeroth, first, second, and third order 
reaction rate laws. [6] The constant specific reaction rate constant (k) has varying units 
depending on the order of the rate law of a chemical species (i). [6]  
Zeroth Order rate law:  −𝒓  =  𝑘    𝑘 =  𝑚𝑜𝑙/(𝑑𝑚3 ∗ 𝑠) 
First Order rate law:   −𝒓  =  𝑘 𝐶     𝑘 =  1/𝑠 
Second Order rate law:  −𝒓𝒊  =  𝑘 𝐶    𝑘 =  𝑑𝑚3/(𝑚𝑜𝑙 ∗ 𝑠) 
Third Order rate law:   −𝒓𝒊  =  𝑘 𝐶    𝑘 =  [(𝑑𝑚3/𝑚𝑜𝑙)2]/𝑠 
Rate order is determined by the number of reactants and their respective 
stoichiometry. If the exponents of the reactants in the rate law are identical to the 
stoichiometric coefficients of the reactants, the reaction is said to be elementary. [6] In 
terms of the pyrolysis of EDC, all considered reactions are assumed to be elementary. 
The reverse rate law is simply the opposite of the forward rate law, it is the 




     A ⇆ B + C 
The forward rate law for A would be:  
−𝒓𝑨,𝒇𝒐𝒓𝒘𝒂𝒓𝒅 =  𝑘  𝐶  
The reverse rate law for A would be:  
𝒓𝑨,𝒓𝒆𝒗𝒆𝒓𝒔𝒆 =  𝑘  𝐶 𝐶  
This would give the overall rate law for a as: 
𝒓𝑨 =  𝒓𝑨,𝒇𝒐𝒓𝒘𝒂𝒓𝒅 +  𝒓𝑨,𝒓𝒆𝒗𝒆𝒓𝒔𝒆 =  −𝑘  𝐶 +  𝑘𝑟𝑒𝑣𝑒𝑟𝑠𝑒 𝐶 𝐶  
These equations allow the full derivation of the rate law for each chemical species 
involved in the reaction network. If a chemical species is reacting it is given a negative 
rate, if a chemical species is being produced it is given a positive rate. All chemical 
reactions are parallel, meaning they occur simultaneously in the model. In order to get 
the full reaction rate law, all respective individual reaction rate laws were combined to 
form the overall reaction rate law. For an individual chemical species (i), this can be given 
from the following equation. [6] 
−𝑟  , =  𝑟 , + 𝑟 , =  𝑘 𝐶 … +  𝑘 𝐶 …  
The next factor to consider is the type of reactor in which the reaction is taking 
place. Different types of reactors have different expressions to solve for parameters such 
as conversion, volume, geometry. For the purpose of this model a plug flow reactor (PFR) 
or tubular flow reactor was chosen. A plug flow reactor is simply a long straight cylinder 
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in which the fluid is in plug flow as shown in Figure 1 [7]. An assumption of plug flow 
model used here is that there are no temperature, concentration, or reaction rate 
gradients in the radial dimension. [6] Another characteristic of plug flow is that there is 
assumed to be no backflow, or back mixing of the fluid. The fluid travels axially down the 
reactor and exits at the end. Due to the assumption of plug flow, the plug flow reactor 
can be considered analogous to a batch reactor on some small differential length, dz. This 
means that the flow traveling down the reactor is only reacting with the same volume of 
fluid that it entered with. This allows the use of the batch reactor equations to solve for 
the concentration down the length of the reactor. 
 
Figure 1. Schematic of a plug flow reactor [7] 
 
The equation for concentration of some chemical species (i) along the length of 
the reactor under the assumption of plug flow is given below with cross-sectional area 
(𝐴 ) and axial velocity (ν ). 
𝒅𝑪𝒂
𝒅𝒛
 =  𝒓𝒂 
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The resulting differential equation is a linear first order ordinary differential equation 
(ODE). [8] This equation was used to derive the mass balance equations for each species 
under the assumption of no diffusion. If one or more of the resulting equations contains 
a variable used in another equation, the equations are said to be coupled. The result is a 
system of 18 coupled ODEs for the mass balance of the reaction system. The system of 
ODEs can be represented as show in figure 2. In this matrix, yn represents the 
differential equation which is left hand side of the equation. The right side of the 
equation is the rate law is represented by fn(z , Ci  , Cn). 
 
Figure 2. System of ODEs in matrix form 
For most cases using the simple mass balance is acceptable due to the 
assumption of plug flow. However, there cases when a more complete mass balance can 
be useful. One such case is when diffusion plays a role in the overall system. To derive 
the more complex mass balance I turn to “The Equation of continuity for species (a) in 
































In order to properly use this equation reasonable assumptions, have to be made. 
The three following assumption were made to end up with the proper mass transfer 
equation. 
1. Incompressible fluid 
2. Steady State 
3. One dimensional transport (z-dimension) 














The resulting equation is the steady-state version of the well-known advection-diffusion 
equation. [10] This equation requires the calculation of the diffusion coefficient (Da), 
axial velocity (𝜈 ), and concentration (c). Most calculations involved in this project did 
not include the resulting advection-diffusion analog equation. However, a secondary 
model was eventually built to include the advection-diffusion for mass transport. 
Including this equation causes a significant increase in computational time. If plug flow 
and no diffusion are assumed the following equation is used for the mass balance. 
𝒅𝑪𝒂
𝒅𝒛
 =  𝒓𝒂 
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 The next section of the model is the energy equation and corresponding heat 
transfer equations. The general procedure is very similar to the process for the mass 
transport equations. The first difference between the two is that a simple equation like 
the first mass transport equation does not exist for a temperature calculation. Due to 
this it’s necessary to start with “The equation of energy for a pure Newtonian fluid” in 
cylindrical coordinates. [9] The necessary values to calculate are density (ρ ), heat 
capacity (C ), axial velocity (𝜈 ), thermal conductivity (k ), and overall heat 
generation/consumption term (q ). Assumptions must be made to derive the proper 
equation.  
𝝆𝒊 𝑪𝒑𝒊  𝝂𝒓
𝒅𝑻
𝒅𝒓
























 + 𝒒𝒗  




  =  ∑𝝆𝒊𝑪𝒑𝒊  𝝂𝒛
𝒅𝑻
𝒅𝒛
 −  𝒒𝒗  
While the resulting energy equation is similar to the advection-diffusion 
equation derived for the mass balance, the overall heat generation/consumption term 
must be derived itself. This term represents the overall amount of heat leaving and/or 
entering the system. For this calculation, the heat being generated/consumed by the gas 
feed, and heat entering or leaving the system were taken into account. Heat transfer 




To derive the equation for the heat entering the system, it is necessary to figure 
out how heat could be generated or consumed internally within a system. As previously 
mention, the EDC cracking process is an endothermic process, so it requires an amount 
of heat per mol reacted. Only the mass balance for EDC will affect the energy transfer, 
no other reaction produces or requires heat to execute. This will then be multiplied by 
the heat of reaction to get the total amount of heat consumed within the system, as is 
shown below. 
Internal heat consumption = Qcon = (∆H )(∑ r ) 
In order to obtain an expression for the amount of heat leaving/entering the 
system, certain parameters, geometries, and process assumptions must be made. The 
differences in the choices made can result in some significantly different expression for 
the heat leaving/entering the system. This model attempted to choose the most 
reasonable assumptions and process conditions for the overall reaction system. [11] In 
most industrial practices, there is some type of heating mechanism to heat the gas feed 
to designed operating conditions. For the purposes of this model, the temperature of 
the outside wall was assumed to be held constant, by an outside heating fluid. Due to 
the assumption of one-dimensional transport equations, heat conduction occurring in 
the radial direction through the pipe was ignored. This leaves only thermal convection 
as the method of transferring into the system. In terms of the heat transfer area (𝑎), the 
overall heat transfer coefficient (U ), and (Twall) the temperature of the outside of 
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the pipe, which is assumed to be constant. The general equation for thermal convection 
in a plug flow reactor is as follows: 
𝑄 = 𝑈 𝑎(𝑇 − 𝑇) 
It should be noted that while this process condition was chosen for this model, 
other methods such concurrent or counter-current cooling/heating jackets are often 
commonly used. [12] the equations for internal heat consumption and external heat loss 
can now be plugged into the simplified energy balance to obtain the final energy 
balance equation. 




= 𝜌 𝐶 𝜈
𝑑𝑇
𝑑𝑧
− U 𝑎(T − T) +  ∆H 𝑟  
Every necessary mass and balance equation have now been successfully derived. 
To successfully set up and evaluate the system of ODEs however, it is necessary to 
calculate many different constants for both the mass and energy balances. Under 
normal circumstances most of these parameters would be sufficiently easy to calculate 
and use. Unfortunately, the complexity of the ODE system and mixture of chemicals 
requires some more rigorous and challenging calculations. 
First are the parameters for the mass balance. In total there are three necessary 
parameters that need to be calculated, axial velocity (𝜈 ), concentration (c), and 
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diffusion coefficient (Da). To calculate axial velocity values for initial volumetric flow (?̇?), 
and inner radius of the pipe will need to be provided. Values of 1.5 m3/s and 0.225 m 
were used for volumetric flow and inner radius respectively. Concentration is simply the 
summation of all individual concentrations for each individual species in the gas 
mixture. 
𝑎 =  
2𝜋 𝑟 𝐿
𝜋 𝑟 𝐿




𝑐 =  𝐶  
The calculation of the diffusion coefficient is more complicated than the other 
mass balance parameters. In the process of calculating the diffusion coefficient, the 
Python library thermo [13] was used to calculate intermediary values needed. This was 
in part due to the complex nature of the calculations for large gas mixtures. [14] An 
approximate formula for a binary diffusion coefficient is give below [15], where (µa , 
µb) are the molecular masses, (P) is the pressure of the gas mixture, (T) is the 
temperature of the gas mixture, (σab) is the interaction parameter, and Ω is the 
collision integral [16]. 
𝐷  =  











    =  
/
, 𝜎   =  
      
Once every binary diffusion coefficient has been calculated, the effective diffusion 
coefficient of chemical a (Da) in the gas mixture can be calculated from the following 
relationship using the molar fractions (Ya) and binary diffusion coefficients (Dab) of the 
gas mixture. [15, 16] 
   
𝐷  =  
1 −  𝑌
𝑌
𝐷
 +  
𝑌
𝐷






In the process of calculating the individual diffusion coefficient, thermo was used to 
calculate the interaction parameters and the collision integral [17]. Once all necessary 
individual diffusion coefficients were calculated all required parameters for the mass 
balance have been calculated. 
 The last necessary parameters required before the completion of the model are 
the energy equation parameters. These parameters include, component density (𝜌 ), 
component heat capacity (𝐶 ), thermal conductivity of the gas mixture (𝑘 ), and 
axial velocity (𝑣 ). If individual component gas densities are not known they can be 
calculated using the following correlation:  






Calculating the values for 𝐶  involves using the Lastovka Shaw method [18], this 
property was calculated using the thermo package. The thermal conductivity of the gas 





















𝑆 = 0.733 𝑆 𝑆
.
 
𝑆 =  1.5𝑇   
Where Temperature (T), mole fraction (𝑦 ), and boiling temperature (𝑇 ) are the 
necessary inputs. The overall heat transfer coefficient can be calculated using the 
following correlation: [20] 




















The Nusselt number has many different correlations but since flow is almost always 
turbulent the following method is used most. [21] 
17 
 
𝑁  =  0.027𝑅
( / )
𝑃












Finally, the viscosity of the gas mixture (µ) and the viscosity of the gas mixture at the 









𝑆 𝐴  







𝑀   −  𝑀 .
2 1 + 𝑀   +  
1  +  𝑀 .  𝑚 .


















+ δ δ /4








Now that every necessary parameter has been determined both the energy and mass 
balances are ready to evaluate. However, the solver that this model used to numerical 
integrate the system of ODEs requires that every equation be a first order differential 
equation. This means that the energy and mass balance equations must be transformed 
into first order from second order. Any liner nth order differential equation can be 
reduced into a system of liner ODEs through the following method. 
a2 y″ + a1 y′ + a0y = 0 
𝑥  = y, 𝑥  = y′ = 𝑥 , 𝑥  = y″ 
x’1 = x2  
𝑥  = -  y′ - y = -  𝑥  - 𝑥  
 
Applying the process to the second order mass balance gives the following equation. 
𝑥  = C  
𝑥  =  = 𝑥   
𝑥 =  𝑥  
𝑥   = 
 







Once this has been complete for every single chemical species, there are a total of 36 
mass balance equations that must be put into the ODE system. Within each pair of mass 
balances, x'1 
Would be considered the solution for the desired chemical species i.e. (EDC, HCl, VCM) 
and x'2 would be directly coupled and required to solve to obtain an answer for the 
desired chemical species. This same procedure applied then to the energy equation 
would result in the following: 
𝑘  = T 
𝑘  =  = 𝑘   
𝑘 =  𝑘  






(T − 𝑘1) +
∆𝑯𝒓𝒙𝒏
𝒌𝒎𝒊𝒙
∑ 𝑹𝑬𝑫𝑪  
As the ODE system is fully computed and ready to go, it can now be organized 
into the matrix form displayed in Figure 2. The order doesn’t seem to make a difference 
as long as the correct equations and values are paired. When programming the ODE 
system, the model worked best when the equations for the Arrhenius equation is 
directly substituted for k, rather than calculating it before it is entered into the solver. 
k =  𝑘  𝑒  
This completes the ODE system and fully prepares it to be numerical integrated by the 
chosen solver. The final section regards the setup and evaluation of the complete ODE 
system in Python and the solutions to the problems that show up when trying to set it 
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up as the documentation suggests. While there are different methods to solve a given 
initial value problem in Python and its respective libraries, most were unable to handle 
the problem correctly. The SciPy method “solve_ivp” was the only available solver that 
could routinely solve the system it was presented with. While there where many times 
where it either failed to converge, crash, or experiences other numerical issues, it is the 
only reliable solver for a system this large and complex. 
 The solve_ivp method requires the following minimum arguments in order to 
correctly function. The first is “fun” or the function that returns the system of ODEs 
when being called. “fun” needs to have two input variables, “fun(t , y)” or more specific 
to our system “fun(z , C)”, args and kargs do not natively work with this method. 
Without any extra arguments, t/z can just be a Sympy symbol as it won’t be used at all 
during the entire process. Variable y/C should generally be a list of Sympy symbols of all 
the chemical reactants, temperature, and differential terms. When this function is called 
by solve_ivp it should return a list of all the equations on the right-hand side of the 
equation. In the absence or extra args, “fun” can just be called without input variables 
or parentheses i.e. “fun”. However, if it is necessary to include any extra arguments of 
any kind the “fun” input changes entirely. In this scenario fun would have to be called 
exactly like this in order to function properly, “lambda z, C: rhs(z, C,*args1)”. This also 
requires the ODE system to consist entirely of Sympy symbols including the left-hand 
variable. 
 The next parameter required is “t_span”. This is simply a tuple of starting and 
stopping points for the solver i.e. “(0,100)”. Next is the input variable “y0”, which is 
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simply a list of all the initial values for each respective variable in the ODE system. The 
last input parameter isn’t technically always required, but it is necessary for this system 
for function properly. The input parameter is the specific method the solver should use 
to solve the system of ODEs. There are five in total, “RK45”,” RK23”,” Radau”,” BDF”, 
and “LSODA”. The first two methods, “RK45” and” RK23”, are for simple systems that 
aren’t stiff. A stiff system of ODEs either takes too long or fails to converge to an 
answer. Since the system of ODEs that was built is stiff these two methods do not 
function correctly and will not reach an answer. [23] The next two solvers,” Radau” and” 
BDF”, are methods that are more likely to solve stiff sets of ODEs. For this model in 
particular, “Radau” was the solver used almost exclusively. The last method is “LSODA”, 
which is a method designed to switch between stiff and un-stiff solvers when it detects 
which behavior is happening at the current iteration. [24] 
 One last parameter to consider in the Jacobian, which is a matrix of every 
possible derivative on every equation on the system. The Jacobian is useful to improve 
the accuracy of the solve_ivp method. 
 
Figure 3. Jacobian of a given system in matrix form 
For the solver methods, “RK45” and” RK23”, calculating the Jacobian doesn’t help in any 
way as they not designed to accept a Jacobian as an input variable. The other three 
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methods can accept it and it is recommended by the documentation to provide one or it 
will be forced to use the  finite-difference approximation. “Radau” and “BDF” generally 
function the same way in terms of the Jacobian. “LSODA” requires that the returned 
values or function not be a sparse matrix, which often happens with larger systems.  
When symbolically calculating the Jacobian there are numerous ways to get a 
technically correct answer. It should also be noted that when taking the energy equation 
into account the symbolically generated exponent terms for the reaction constant does 
not allow anything except a Sympy symbol for the temperature term and cannot be 
numerically evaluated for the Jacobian. This can cause problems when attempting to 
use libraries that extend the numerical range of the program (Decimal, mpmath) etc. 
This can be solved by creating a separate RHS function for the function called by the 
method and the function called for the Jacobian. The following is the generic code that 
functions correctly with the solve_ivp method: 
 
Figure 4. Code used to symbolically calculate the Jacobian 
It should also be noted that due to the complex nature of the system, the solver 
will sometimes fail to converge or get an error saying, “rate was defined before it was 
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used”. This tends to happen when the numbers in the solver become too small or too 
large to handle. The only solution to this problem seems to be setting a “good” 
“first_step”. With setting “Ls” equal to the length in the z direction of each interval, the 
best first_step values were either “(Ls/100.0)” or “(Ls/1000.0)” or simply “1E-3”. 
Anything higher or lower than these numbers will cause the system to potentially fail. 
For the vast majority of calculations in the program, the module “Decimal” is being used 
to increase the accuracy beyond normal float values. However, the Decimal objects get 
internally converted into a normal float by the solve_ivp method. The two necessary 
arguments for the solver method, the absolute and relative tolerance, were each set to 
1E-7. At some point during the evaluation of the programs, one or more likely both 
solvers will return an overflow error. This is fixed by then changing both tolerances 
values to 1E-3. Setting the precision lower may cause the solver to fail. Future work 
could increase the number of intervals and decrease the amount of activation energy 
changed per iteration. Both the absolute and relative tolerance were set to 1E-7 and 
changed if an overflow error is returned. These parameters prevented the solving 
method from diverging towards unrealistic or impossible answers i.e. negative 
temperatures.  The precision for both solvers were set at 100 and had an iterative loop 








Results and Discussion 
 
Before the solver was run, the following initial conditions were set. Pressure was 
set to 12 bar or 11.84 atm. Pressure was assumed to be constant throughout the length 
of the pipe. Initial volumetric flow was set to 1.5 m3. The outer diameter of the pipe was 
set to 50 cm or 0.5 m. The thickness of the pipe was set to 2.5 cm making the inner 
diameter of the pipe 45 cm or 0.45 m. When iteratively changing the initial activation 
energy for the first reaction, initial temperature was set to 500 oC (773.15 oK). The 
reaction was to be carried out for a total of 30 seconds. Each iteration subtracted a 
value of 0.25 kJ/mol from the first reaction for a total range of (342.0 – 317.0) kJ/mol. 
When iteratively changing the initial temperature, the initial temperature was set to 650 
oC (923.15 oK). Each iteration subtracted a value of 1 oC (1 K) and was performed 200 
times for a total range of (650 – 450) oC.  
The length of the reactor was split into segments, with each iteration integrating 
over the length of the reactor segment. The segment number was set at 10 segments a 
second, for a total of 300 segments. Three variations of the solver were used. The first 
does not include either diffusion or a Jacobian. The second includes a Jacobian but does 
not include diffusion. The final variation includes both diffusion and the Jacobian. Unless 
otherwise specified, the results shown were obtained from the solver utilizing a 
Jacobian but ignoring diffusion. 
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At initial conditions for both activation energy and temperature, the overall 
conversion of EDC is shown below with a final conversion of approximately 52%.  The 
difference between this and the values obtained by other literature [3], by 8% given the 
same exact initial conditions. This is thought to be due to the exclusion of CCl4 as early 
solver builds obtained similar values as [3] with the inclusion of 0.5-2.0% CCl4 by 
composition. 
The first variable that was experimented with was activation energy (Ea). 
Activation energy plays a substantial role in determining reaction kinetics. The beginning 
reaction has a significantly higher activation energy (342.0 kJ/mol) that all other 
reactions. This results in the reaction being limiting as all other reactions depend upon it 
either directly or indirectly.  
 
Figure 5.  Concentration profile of EDC, HCl, and VCM at the initial operating conditions 
Decreasing the limiting reactions activation energy by small amounts over the 
selected range demonstrates its role in the process and its effect on the overall outcome 
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of the reaction process. However, if the activation energy was set too low, the solver 
would either fail or produce results to close to 99-100% to be considered stable. For this 
reason, an amount of 250 joules (0.25 kJ) per mol was reduced each iteration to prevent 
numerical failures and clearly demonstrate the effect of activation energy on the overall 
system. Since the overall process is endothermic, it requires heat input to convert the 
starting material. Lowering the activation energy directly lowers the required heat input 
and thus increases the reaction rate. Due to the complexity of the system, the effects of 
activation energy on the purity of the products had to be determined experimentally 
through the use of the model. Product purity is considered to be the ratio of the desired 
products (HCl and VCM) to the total amount of produced substances excluding EDC. 
Figure 6. Product Purity over a range of initial Ea Values 
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𝑪𝒑𝒓𝒐𝒅𝒖𝒄𝒕𝒔  =  𝐶  − 𝐶  
𝑪𝒅𝒆𝒔𝒊𝒓𝒆𝒅  =  𝐶  +  𝐶  
𝑷𝒖𝒓𝒊𝒕𝒚 =  
𝐶
𝐶  +  𝐶  
 =  
𝐶
𝐶  −  𝐶  
 
As shown in the figure above, the purity of the gas mixture is not significantly affected 
by decreasing the limiting reactions activation energy, maintain approximately 98% 
purity at 317.0 kJ/mol, its lowest value. The results demonstrate the retention of a very 
high purity which is a crucial condition of the operating conditions, over the entire range 
of tested values. 
 




Decreasing activation energy has a directly inversely proportional effect on 
conversion. The lower its decreased, the higher conversion is obtained. It was also 
shown that both solvers, without or without a Jacobian, obtained very similar values for 
their respective final conversion. A decrease of 10.0 – 15.0 kJ per mol reacted would 
increase the conversion of EDC to 75-80%. This offers a significant increase in conversion 
for a very reasonable decrease in activation energy, while also keeping product purity in 
the desired range. As the solver got closer to the final activation energy value, the 
system got increasingly unstable with respect to its numerical integration. The solvers 
repeatedly ran into numerical issues and failed shortly after a value of 317.0 kJ/mol, 
ending on a conversion of approximately 95%. However, since the conversion is 
Figure 8. Temperature profile of the gas mixture along the reactor 
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approaching 100% near this value, it is suspected that this is the source of the instability.  
 In  terms of the energy balance, the outside temperature of the wall was 
assumened to be constant. The energy consumend by the reaction is replaced with heat 
from the outer wall, since this energy input is constant the temperature of the gas 
changes axially. The temperature of the outer wall is set to be exactly the same as the 
temperature of the initial gas temperature. The rate of energy consumption rapidly 
increases as the limiting reaction rate grows exponentially. Once the majority of the EDC 
has reacted the temperature starts to regain stability and returns back to normal 
operating conditions. If the reaction were to continue on, the outer wall temperature 
would eventually return to its initial condition. The overall change in temperature is 7-9 
K, so appears to not be significant. 
Each increment of 5.0 kJ per mol produces significant increases in conversion 
while mainting product purity. This greatly incentivies research into a possible catalyst 
for this process as the improvement in the conversion by an amount of 10% or greater 
would save time, money, and reduce unwanted by-products. The conversion may vary 
depending on the choice of operating conditions and initial values, such as temperature, 
pressure, volumetric flow rate, and time. However, the proportion of increase by 







Figure 10. Concentration profile of EDC, HCl, and VCM with an initial Ea of 337.0 






Figure 12. Concentration profile of EDC, HCl, and VCM with an initial Ea of 332.0 
Figure 11. Conversion profile of EDC at an Ea value of 332.0 
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When run at the initial operating conditions, the conversion only reaches 41%. 
Under the same conditions, improvements in conversion were observed similar to those 
under the normal operating conditions. For every 5.0 kJ, the conversion increased by 
approximately 10%.  
 
In terms of the energy balance, there are three constants that are evaluated at 
each interval. Constant 1 is the differential term coefficient ( ), Constant 2 is the 
convection coefficient (𝑇  −  𝑇), and Constant 3 is the heat generation/loss 
coefficient. These values are normally considered to be constant, but through the use of 
many different thermo modules, they were iteratively calculated. These constants can 
vary significantly in some cases so attention to their variation can give insight into how 
Figure 13.  Conversion profile of EDC at an Ea value of 342.0 
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constant they actually turn out. For Constant 1 the terms in the equation are initial axial 
velocity v0 ( ), density of the gas mixture ρ0 , constant pressure heat capacity of 
the gas mixture 𝐶
 
, and thermal conductivity of the gas mixture k (
 
). As the 
composition of the gas mixture changes, the thermodynamic properties and transport 
Figure 14.  Constant 1 Profile, calculated using the equation shown in the above figure 
Figure 15. Constant 2 Profile, calculated using the equation shown in the above figure 
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coefficients will change with it. This in turn affects the constant coefficients. As shown 
above, this can sometimes be quite significant. Constant 2 has the following parameters, 
alpha  𝑎 ( ), overall heat transfer coefficient U (
∗  
), and thermal conductivity of the 
gas mixture k (
 
). Constant 3 has the following two parameters, heat of reaction 
Δ𝐻  ( ), and thermal conductivity of the gas mixture k (
 
). 
Constant 2 was much steadier overall compared to Constant 1 and Constant 3. 
The initial spike seen in the beginning is due to the very first calculated value being 
determined from the  first reaction products and EDC. This is likely due to the fact that 
temperature changes are small and will have less of an effect on the overall system. It 
also must be considered that half of the convection equation (Twall) is held constant. 
Both the graph of the overall heat transfer coefficient (U) and heat transfer coefficient 
(h) follow an extremely similar pattern to the graph of Constant 2. Constant 3 increases 




as reaction rate increases, the majority of the reaction is completed in the beginning 
and is fast enough to draw enough heat to lower the temperature of the gas. Once the 
reaction rate starts to decrease, so does Constant 3. The thermal conductivity of the gas 
mixture follows a nearly identical pattern.  
The other variable that was changed to observe the results on the system was 
initial temperature. Most literature states an initial temperature of 500.0 oC (773.15 K), 
which was the initial temperature for the activation energy tests. The initial 
temperature was changed while now keeping activation energy constant. Temperature 
would now range from 650 – 450 oC, changing 1 degree each iteration. Towards the 
higher end of the range the solver encounters difficulties and going above the selected 
range can result in numerical issues. The conversion at these temperatures almost 
immediately approaches 100% conversion so going higher than the selected range 
Figure 17. Product Concentration profile with an initial temperature of 923.15 K 
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either results in failure or the results are not significantly different to warrant  further 
modeling. 
 On the lower end of the range the conversion doesn’t exceed 20%, as this is only 
50 degrees below initial conditions, it is clear that temperature has a very important 
role in the reaction system. While increasing the temperature increases the conversion,  
also decreases the overall purity. The higher temperatures reduce the purity of the 
products down to approximately 93%. Temperature must be carefully selected in order 
to achieve a desired outcome. Throughout the process the temperature of the outside 
wall was always set to the initial temperature of the gas feed. The relationship between 
temperature and conversion is shown below. Temperature appears to be linearly 
related to conversion, while being inversely related to purity. 
Figure 18. Conversion profile of EDC at 923.15K 
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A large number of reactions in the system involve radicals of present species. 
One of the most dominant radicals is R1. R1 is a negatively charged chlorine atom that is 
necessary to complete the formation of VCM. However, it is consumed and produced by 
many different reactions making it difficult to predict. Like most radicals, all radicals 
involved with the process are shortly consumed by other reactions. This prevents a high 
concentration of radicals from forming in the mixture. Of the six total radicals present at 
any given time, only R3 accumulates significantly over the length of the reactor. All other 
radicals exist only in concentrations orders of magnitude less than R3. There is potential 
to manipulate the gas mixture to produce more radicals, such as R1, to catalyze the 
reaction. This could potentially increase conversion while keeping the desired level of 
product purity. 




Figure 20. Concentration profile of all radical species 




The faster the reaction occurs, the higher the concentration of radicals in the 
mixture. This has a significant effect on the selectivity and conversion. Both temperature 
and activation energy affect the consumption and production of R1. Since it is initially 
formed during the starting reaction, EDC’s activation energy is directly related to the 
production of R1. This can result in concentrations that are orders of magnitude apart, 
as shown below. Since lowering the activation energy doesn’t have a significant affect 
on product purity, an  increased concentration of R1 would likely assist in the conversion 
of EDC.  
In terms of unwanted side products, there are seven main species. These species 
are ethyl chloride, 1,1-dichloroethane, 1,1,2-trichloroethane, 1,1-/cis-/trans-
Figure 22. Concentration profile of R1 at an Ea value of 332.0 
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dichloroethylene, 1-/2-chloroprene, acetylene, benzene, and 3,4-dichlorobutene. While 
there is also a known “coke” material, very little information is available other than 
kinetic parameters. It is considered that the “Coke” material that covers the reactor as a 
solid cake or other places is made up of many different organic compounds making it 
difficult to characterize. [25] This makes calculating transport and thermodynamic 
properties especially difficult. [26] When this was necessary the material properties of 
other species in the mixture were used since no concrete value or information could be 
obtained. While it is ideal to avoid the production of these substances, it is generally not 
possible to completely prevent them. Only significant quantities of 3,4-dichlorobutene 
(C4H6Cl2) was observed throughout the reaction. While none of these chemicals were 
ever present in significant quantities, lowering the activation energy lowers their 
respective concentrations. The by products build up over time and can start to foul the 
equipment used to sustain these reactions. 
Lowering the production of the unwanted by-products can save large amounts of 
resources both financial and other wise. [3] A potential catalyst that is able to reduce 
the activation energy by 10-15 kJ/mol would be extremely useful in industrial 
applications. 
Once both solvers were completed and run, the activation energy solver took 
approximately 35 hours to complete, whereas the temperature solver took 
approximately 75 hours to complete. The biggest factor regarding computation time 
was the precision set by the “Decimal” package used. This could sometimes double or 
even triple the amount of time needed but was often necessary to allow the solver to 
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converge on to an answer. The number of iterations used effected the outcomes values 
and accuracy. For the purpose of this paper, 10 iterations per second were run to ensure 
Figure 24. Product concentration profile using 300 iterations 
Figure 23. Product concentration profile using 3000 iterations 
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the best possible accuracy without unreasonably long computation time. Some tests 
were run at 100 iterations per second. This increased the computation time up to 5 days 
for the activation energy solver. The results however, only differed by 1-3% from the 
results using 10 iterations per second.   
 In general, the solver with and without a Jacobian produced almost identical 
results most of the time. When differences appeared, they were always insignificant. At 
worst the difference between the two could be up to 0.5%. In most case the difference 
is not measurable in graphs. In a few cases, specifically the temperature profile long the 
reactor, the was a small but noticeable difference. According to the official 
documentation [27], providing the Jacobian is preferred and will significantly improve 
accuracy and lower computational time. While the Jacobian didn’t seem to have a 
significant effect on accuracy, it did save considerable time throughout this project.  
Figure 25. Temperature profile without a Jacobian 
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  The diffusion solving method frequently ran into numerical issues and flailed, so 
care must be taken when considering diffusion. This is due to the fact that a large 
system of 38 second-order linear differential equations became too complex for the 
solving method to converge on reasonable answers. Since the assumption of plug flow 
rules out diffusion almost entirely, diffusion should not play a measurable role in the 
reaction process. Future work could optimize the system to function properly with the 
solver. As there are many components in the mixture, analytically deriving expressions 
for individual mass transfer equations outside of the continuity equations becomes very 
difficult. The second order ODE was derived correctly for the given assumptions 
according to [28] but the solve was unable to solve it in any way. When this system is set 
Figure 26. Temperature profile with a Jacobian 
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up correctly, nearly halve of the equations will initially be set to zero. This cause 
problems for the solver when it tries to integrate the system of ODEs. [29]  
Figure 28. Product purity over the temperature range 




Using the specified initial condition, a overall conversion of EDC was determined 
to be within the range of 45 - 55% depending on the parameters chosen. One of the 
biggest changes to the system of equations given in [3] is the omission of CCl4. CCl4 is an 
extremely effective catalyst for the pyrolysis of EDC. Concentrations as low as 100 ppm 
[3] can resulted in increased conversion. This omission however, was determined to 
cause a lower conversion by 5 - 10%. Initial concentrations of CCl4 can make up as little 
as 0.1-1% [3]. When CCl4 is removed from the system, a number of dependent reactions 
disappear as well. This results in a system that is half the size of the one used in [3]. All 
side reactions created by the addition of CCl4 are almost exclusively undesired side-
products, by removing them from the system a higher purity is achieved. Before the 
energy equation was coupled with all the mass balances, a solver using all of the 
reactions listed in [3] was built. When these builds were run to completion with an 
initial concentration of 0.1%, the resulting values were very similar to the conversion 
and reaction time obtained primarily in [3]. The conversion was approximately 55-60% 
and the reaction time was held steady at 30 seconds. However, the effects of CCl4 was 
not of particular interest for this project so the simple solvers were used almost 
exclusively. The new solvers containing all of the aforementioned reactions are currently 
being built but are not yet operational. 
 The resulting system requires less computational time and is less likely to run 
into numerical issues or fail. Originally both systems were built, but after the simpler list 
was coupled with the energy balance, all experiments were run using the simpler 
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system. Even the system is shorter and gives a lesser conversion, the overall theories 
and concepts its meant to understand and experiment with stay the same. The same 
proportion of conversion increases and decreases with a respective change in either 
temperature or activation energy. This allows it to be used for the same purposes as the 







The roles, concepts, and evaluation of temperature and activation energy have 
been thoroughly investigated using the created solvers. Their effect on the outcome and 
performance of the overall system within the specific range has been established. How 
variables such as conversion, product purity, and operation parameters change in 
respect to a change in either of the two independent variables. Solver conditions have 
been optimized to run as efficiently and accurately as possible within the given bounds. 
It should be noted however that going out of the given range for either of the two 
variables may cause the solver to fail. 
In terms of activation energy, the given range was 342.0 – 317.0 . A total of 
100 iterations were performed over the entire range, lowering the activation energy by 
a value of 0.25  per iteration. For simple reactions it can generally be theorized that 
lowering the activation energy for an endothermic reaction will increase the conversion 
all else held constant. For much more complex systems, especially ones with indirect 
pathways to the desired product, it cannot always be assumed to be true. Through 
numerical integration, it was determined that the overall conversion does in fact 
increase by lowering the activation energy. 
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By lowering the initial activation energy by 10-15  the conversion is increased 
by approximately 15-20%, sometimes higher. While the conversion increases, the 
product purity is not significantly changed with respect to its initial values, generally 
maintaining a value of 97% or higher. This demonstrates great potential for a catalyst as 
it could potentially greatly improve the existing process without much of a drawback. 
Decreasing the activation energy by more than 15  will put the conversion 
higher, with the lowest value of 317.0  producing a conversion of around 92%. If the 
conversion gets too close to 100% conversion, the solver will run into numerical issues 
and fail.  
In terms on initial temperature of the gas feed.an increase in temperature cause 
an increase in conversion, while decreasing the temperature decreases the conversion. 
It was evaluated over 200 iterations over the range of 650 – 450 oC. Each iteration 
would lower the temperature by exactly 1 degree. The temperature of the outside wall 
was held constant at the initial temperature of the gas feed. Unlike activation energy, 
when the conversion increase is due to temperature, the purity of the products does 
decrease. The highest temperature value of 650 oC results in a product purity of less 
than 93% whereas the lowest 450 oC results in a product purity of above 99%. As 
temperature affects every species in the entire system unlike activation energy, the 
solver for temperature is much more susceptible to numerical issues than the activation 
energy solver. All of the presently used solvers assumed the omission of CCl4 and its 
respective reactions.  
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This project has demonstrated that the reduction in activation energy produces 
results desirable for improving the overall process to manufacture VCM. The results 
strongly indicate a catalyst capable of reducing the activation energy by 10-15   
would significantly improve conversion while maintaining the desired level of product 
purity. This catalyst could also decrease the temperature necessary to achieve 60% 
conversion, increasing the product purity even higher. Industrial size production of VCM 
could reduce cost, improve safety, and become more environmentally friendly.  
There are many things that could be considered for future work. The first thing is 
to build upon the simple model solver to incorporate all reactions listed in [3]. From 
experience with earlier attempts it seems best to make them different solvers and not 
incorporate them into the same program. Even if the amount of CCl4 is entered as zero, 
the solving methods use can still sometimes return values that should be exactly zero as 
numbers very close to zero, both positive and negative. For this reason, the” RHS” 
function for both solvers should be completely separate. Once it is completed the 
system parameters will have to be optimized for the larger system. Based on experience 
this shouldn’t be too difficult but will be somewhat time consuming. It will also be 
important to select a reasonable value for the initial CCl4. The new solvers could be used 
in conjunction with the simple solvers to measure the effect of CCl4 on the system 
directly. 
Once both systems are fully operational there may be interest in improving the 
model in one or both of the following way.  The first is adding the second order ODEs for 
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each respective mass component. Once properly executed the available solvers can not 
properly integrate the resulting system due to a numerical issue with the resulting 
system. This is further detailed in [29]. This would allow the solvers to function without 
the assumption of plug flow, expanding the scope and application of the solvers.  
Next is to transform the system of ODEs currently used to a system of PDEs to 
incorporate the radial dimension in the equation. This may prove difficult as the 
reaction term for the majority of the chemical species is to large to properly fit into 
most available PDE solvers. Due to the assumptions of turbulent flow and plug flow, 
both of these improvements may not have any significant effect on the results obtained 
from the solver. These improvements however, would allow these solvers to be used in 
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