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The Lieb-Schultz-Mattis (LSM) theorem and its descendants impose strong constraints on the low-
energy behavior of interacting quantum systems. In this paper, we formulate LSM-type constraints
for lattice translation invariant systems with generalized U(1) symmetries which have recently ap-
peared in the context of fracton phases: U(1) polynomial shift and subsystem symmetries. Starting
with a generic interacting system with conserved dipole moment, we examine the conditions under
which it supports a symmetric, gapped, and non-degenerate ground state, which we find requires
that both the filling fraction and the bulk charge polarization take integer-values. Similar constraints
are derived for systems with higher moment conservation laws or subsystem symmetries, in addition
to lower bounds on the ground state degeneracy when certain conditions are violated. Finally, we
discuss the mapping between LSM-type constraints for subsystem symmetries and the anomalous
symmetry action at boundaries of subsystem symmetric topological (SSPT) states.
I. INTRODUCTION
Determining the nature of the ground state of a quan-
tum many-body system, given its underlying microscopic
degrees of freedom and the Hamiltonian governing their
dynamics, is a problem of fundamental import but is typ-
ically rendered intractable by analytical or numerical ap-
proaches in the presence of interactions. Nevertheless, in
some cases it is possible to prove that the low-energy be-
havior of a (possibly interacting) system is strongly con-
strained by certain properties of the microscopic input—
specifically, by the manner in which symmetries act on
the many-body Hilbert space. In lieu of exact analytical
solutions, it is hence highly desirable to establish rigorous
results which place non-trivial constraints on the many-
body ground state(s) of generic interacting systems.
The celebrated Lieb-Schultz-Mattis (LSM) theorem1,
as well as its higher dimensional generalizations by Os-
hikawa2 and Hastings3, provides an archetypal exam-
ple of ultraviolet data non-trivially constraining the uni-
versal infrared behavior of lattice spin-systems. In the
thermodynamic limit, the theorem forbids a symmetric,
gapped, and unique ground state in any translation in-
variant spin system with an odd number of spin-1/2’s
per unit cell. Since a short-range-entangled (SRE) ground
state preserving both translation and SO(3) symmetries
is ruled out, either some symmetry is spontaneously bro-
ken, the ground state is gapless, or (in d ≥ 2 spatial
dimensions) the ground state has a non-trivial degener-
acy on the d-torus. The latter corresponds to a topo-
logically ordered phase (such as a topological quantum
spin liquid), which is gapped, symmetric, and hosts frac-
tionalized excitations with non-trivial mutual statistics.
LSM-type theorems thus harbor significant implications
for strongly correlated systems, including quantum spin
liquids4,5 and deconfined quantum critical points6–10.
Given the power of the LSM theorem, there has been
much progress in extending its scope to various other set-
tings and in establishing close relationships of these LSM-
type constraints with the theory of symmetry protected
topological (SPT) phases, as well as their implications for
symmetry enriched topological (SET) phases11–42. For
example, the LSM theorem has been generalized to other
symmetry groups, including internal symmetries besides
SO(3) spin-rotation and space group symmetries beyond
lattice translation14–27, as well as to higher-form U(1)
symmetries43.
Recently discovered fracton phases of matter44–48,
which are long-range-entangled states transcending the
conventional TQFT paradigm, have garnered significant
recent interest49–64 by virtue of their striking proper-
ties (see Ref. [65] for a review). Chief amongst these is
the restricted mobility of topological excitations, with
fundamental charges fully immobile while the dynam-
ics of composite multipole objects are constrained to
lie along lower-dimensional manifolds. Such strict con-
straints can arise from gauging certain global symme-
tries: polynomial shift symmetries and subsystem sym-
metries. The former are associated with higher moment
conservation laws (such as dipole moment) in systems
with a conserved U(1) charge and, when gauged, lead to
fractonic gauge theories66–80. Subsystem symmetries cor-
respond to conservation laws whose associated charges
are conserved along sub-manifolds (lines, planes, or frac-
tals) and can lead to new SPT states, dubbed subsystem
SPTs (SSPTs), many of which are dual to fracton phases
through a generalized gauging procedure48,49,81–88. By
now, both classes of symmetries have begun attracting at-
tention independent of their connection to fractons89–95.
In this work, we put forth LSM-type constraints for
lattice-translation invariant quantum many-body sys-
tems with generalized U(1) symmetries, namely polyno-
mial shift and subsystem symmetries. In particular, we
show that the interplay of dipole moment conservation
and lattice translation symmetry forbids a symmetric,
gapped, and non-degenerate state when either the charge
density is fractional or when the charge density is integer-
valued but the bulk displays a fractional charge polariza-
tion (equivalently, a fractional dipole moment per unit
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2length). We also briefly comment on the implications of
the latter constraint for topological dipole insulators95 as
well as its extension to systems with higher moment con-
servation laws, details of which are presented in the Ap-
pendix. We then generalize these arguments to systems
with U(1) subsystem symmetries and relate the resulting
constraints to boundaries of SSPT states. We expect that
our results will aid in the search and discovery of novel
spin liquids with emergent fractonic behavior.
II. CONSTRAINTS FOR DIPOLE MOMENT
CONSERVING SYSTEMS
As initially pointed out in Ref. [66], much of the
fractonic phenomenology can be captured by symmetric
tensor gauge theories with conserved higher moments,
such as dipole moment. Later, it was realized by Gro-
mov78 that the symmetries responsible for such higher
moment conservation laws are polynomial shift symme-
tries which, upon gauging, lead to fractonic gauge theo-
ries i.e., gauge theories whose fundamental charges and
composites thereof have restricted mobility. In this sec-
tion, we briefly review the usual LSM-Oshikawa-Hastings
(LSMOH) theorem for lattice translation invariant sys-
tems with a conserved U(1) global symmetry, following
which we discuss d = 2 systems which also conserve the
global dipole moment. This conservation law stems from
the simplest non-trivial polynomial shift symmetry: a lin-
ear shift symmetry. Generalizations to arbitrary polyno-
mial shift symmetries are also discussed briefly, with tech-
nical details relegated to the Appendix.
A. Brief review of the LSMOH theorem
The LSMOH theorem1–3 imposes non-trivial con-
straints on the ground state(s) of quantum many-body
systems based purely on their global symmetries and
commensurability (or lack thereof) with the underlying
lattice, an example of the ultraviolet dictating the in-
frared behavior. We illustrate this through the simple ex-
ample of a d = 2 quantum many-body system comprised
of a single particle species and invariant under both lat-
tice translation and a global U(1) symmetry, the latter of
which corresponds to particle number conservation. Since
the particles need not carry real electric charge, we assign
a fictitious charge e to each particle, which couples to a
fictitious externally specified field.
The system is defined on an Lx × Ly lattice, with the
length Lx measured in terms of a, the lattice spacing in
the x-direction. The boundary conditions are taken to
be periodic (open) in the x (y) direction, such that the
system is defined on a cylinder. Hence, the Hamiltonian
[Hˆ, Tˆx] = 0, where the operator Tˆx translates the system
by a along the x-direction. On the lattice, the generator
of the U(1) symmetry is given by
Dˆ(θ) = exp
(
iθ
∑
r
nˆr
)
, (1)
where θ denotes the global phase shift of the U(1) symme-
try and nˆr is the number operator on the r
th site, with
the summation taken over all sites. Now, the operator
Qˆ =
∑
r nˆr measures the total charge of the system, with
the charge density (equivalently, filling fraction) thus de-
fined as ν = Q/(LxLy). Note that ν = p/q is always a
rational number, with p and q coprime.
Since the Hamiltonian commutes with Tˆx, we can al-
ways choose the ground state |Ψ〉 such that it is also
an eigenstate of Tˆx with eigenvalue tx. Following Laugh-
lin’s flux threading argument96, we imagine starting in
a many-body ground state and adiabatically inserting a
unit flux quantum 2pi through the hole of the cylinder
(in units where e = ~ = c = 1). Since there is a trivial
Aharonov-Bohm effect during this procedure, the Hamil-
tonian gets mapped onto itself and the energy spectrum
remains unchanged. Hence, the Hamiltonian must com-
mute with the 2pi flux insertion operator; equivalently,
with the large gauge transformation
Dˆx = exp
(
2pii
Lx
∑
r
xrnˆr
)
, (2)
where xr is the coordinate of the r
th site in the x-
direction. This large gauge transformation maps the
Hamiltonian after the flux insertion back to the original
Hamiltonian.
Unlike the Hamiltonian, the ground state |Ψ〉 evolves
into some distinct state |Φ〉, which nevertheless has the
same eigenvalue tx as the original state |Ψ〉 since Hˆ com-
mutes with Tˆx throughout the adiabatic process. Under
the large gauge transformation Eq. 2, |Φ〉 is then mapped
onto Dˆx |Φ〉; in the presence of a finite gap above the
ground state, the adiabatic theorem ensures that the
ground state remains in the ground state manifold af-
ter the flux insertion96,97. Thus, Dˆx |Φ〉 is also a ground
state of Hˆ, albeit with a possibly different Tˆx eigenvalue
than tx. However, we note the non-trivial commutation
relation between Tˆx and Dˆx:
TˆxDˆxTˆ
−1
x =Dˆx exp
(
−2pii
Lx
∑
r
nˆr
)
. (3)
In terms of ν, the above commutation relation becomes
TˆxDˆx = exp (−2piiνLy) DˆxTˆx . (4)
We thus see that the state Dˆx |Φ〉 has a Tˆx eigenvalue
tx − 2piνLy, which implies that Dˆx |Φ〉 is orthogonal to
both |Ψ〉 and |Φ〉 when Ly and q are coprime. Thus, in
the presence of a finite excitation gap, a fractional charge
density (or fractional filling factor) ν = p/q implies that
3the ground state manifold is at least q-fold degenerate,
which forbids a symmetric, gapped, and non-degenerate
ground state. Conversely, if the gapped system has a
unique ground state and the ground state preserves both
U(1) and translation symmetries, then the charge density
ν is necessarily an integer. Note that picking a special
choice of Ly is reasonable since we are interested in the
thermodynamic limit in the preceding argument.
The above argument easily generalizes to arbitrary di-
mensions, with only the lattice details requiring modifi-
cation. Specifically, in d-dimensions, we consider a lat-
tice with periodic boundary conditions (PBC) in the x-
direction, with length Lx along x as above and with the
cross-sectional “area” A of the lattice defined such that
the total number of unit cells is ALx. The charge density
ν = Q/(ALx) remains a rational number, and the com-
mutation relation between the flux insertion operator Dˆx
and Tx is given by
TˆxDˆx = e
−2piiA pq DˆxTˆx . (5)
The rest of the argument follows in analogy with that in
d = 2 spatial dimensions. Note also that no assumptions
were made regarding particle statistics.
B. Dipole moment and translation
Before generalising the preceding discussion to systems
with linear shift symmetries, we observe that the flux in-
sertion operator in Eq. (2) is closely related to the oper-
ator measuring the dipole moment (or center of mass) in
the x-direction. In particular, the operator
ˆ˜Dx =
∑
r
xrnˆr , (6)
measures the dipole moment along x. However, ˆ˜Dx is
inconsistent with PBC since
ˆ˜Dx 7→
∑
i
(xi + Lx)nˆi =
ˆ˜Dx + LxQˆ, (7)
under a translation by Lx. Thus, the properly defined
dipole moment operator for PBC is
Dˆx = exp
(
2pii
Lx
ˆ˜Dx
)
, (8)
which exactly matches the U(1) flux insertion operator
Eq. (2) and whose commutation relation with Tˆx is thus
given by Eq. (5). In light of the above, the commuta-
tion relation Eq. (5) has a different interpretation: eigen-
states of a translation invariant system that conserves
both charge and dipole moment can carry both transla-
tion and dipole moment quantum numbers (in addition
to charge) only when the charge density is an integer.
FIG. 1: Lowest order dipole conserving processes in d = 2.
The motion of isolated charges is forbidden under these,
while composite dipolar objects are allowed to hop. For
subsytem symmetries, the only allowed process at this order
is given by A).
C. Constraints on linear shift symmetries
Consider an interacting quantum system of bosons on
a square lattice such that individual charged bosons98
do not exhibit any dynamics but inter-bond particle-hole
pairs, forming dipoles, are allowed to hop along the x or
y direction (see Fig. 1). The Hamiltonian is
Hˆ =
∑
r
[
φˆ†rφˆr+ex φˆ
†
r+ex+ey φˆr+ey + φˆ
†
r
(
φˆr+ex
)2
φˆ†r+2ex
+ φˆ†r(φˆr+ey)
2φˆ†r+2ey + h.c + . . .
]
, (9)
where ei is the unit vector in the i
th-direction. The dots
represent higher-order terms which also only allow dy-
namics for composite, dipolar objects.
Aside from a conventional global U(1) symmetry,
U(1) : φˆ(x, y)→ eiθφˆ(x, y) , (10)
the above Hamiltonian is also invariant under additional
U(1) symmetries, referred to as linear shift symmetries78:
Ux(1) : φˆ(x, y)→ eixθx/aφˆ(x, y) = eixθx φˆ(x, y) ,
Uy(1) : φˆ(x, y)→ eiyθy/aφˆ(x, y) = eiyθy φˆ(x, y) . (11)
Here, θ, θx, and θy are all arbitrary constants, and we
have set the lattice spacing a = 1. Note that a also sets
the minimal length scale for the composite dipolar ob-
jects, referred to henceforth simply as “dipoles.” While
the conventional U(1) symmetry enforces charge conser-
vation, the linear shift symmetries additionally enforce
4conservation of dipole moment75,78. On the lattice, the
generators of the two U(1) linear shift symmetries are:
Dˆx(θx) = exp
(
iθx
∑
r
xrnˆr
)
,
Dˆy(θy) = exp
(
iθy
∑
r
yrnˆr
)
,
(12)
where xr(yr) refers to the x(y) position of the r
th site.
For PBC in both directions, these symmetry genera-
tors identically match the flux insertion operators (see
Eq. (2)) for conventional U(1) symmetries and so also
match dipole moment operators along x and y respec-
tively (see Eq. (8)). Thus, we will continue using the same
notation as before.
The presence of these unconventional U(1) symmetries
forbids the presence of any single boson hopping terms in
the many-body Hamiltonian, rendering it a charge insu-
lator whose leading-order dynamics stem from the dipole
degrees of freedom. While these symmetries impart a spa-
tially dependent phase shift on the bosonic field φˆ(x, y),
they rotate each dipole with a global phase factor; for
instance, a dipole operator with a fixed displacement
r = (rx, ry) transforms as:
Ux(1) : φˆ(x, y)φˆ†(x+ rx, y + ry)
7→ e−irxθx φˆ(x, y)φˆ†(x+ rx, y + ry) ,
Uy(1) : φˆ(x, y)φˆ†(x+ rx, y + ry)
7→ e−iryθy φˆ(x, y)φˆ†(x+ rx, y + ry) .
(13)
Due to the above transformations, we see that the lin-
ear shift symmetries act as conventional U(1) symmetries
for dipolar objects, thereby generating the conservation
of global dipole moment. Nonetheless, these symmetries
cannot be regarded as internal symmetries, since they are
non-trivially intertwined with spatial degrees of freedom
(see Ref. [78] for more details on this point). In other
words, the dipole, which consists of at least two local
particles, is non-local in nature.
Besides imposing conservation of dipole moment,
which prohibits the motion of isolated charges, we will
make no further assumptions regarding the many-body
Hamiltonian. Eq. (9) can thus be regarded as the most
general dipole conserving Hamiltonian, where we have
only explicitly written down the lowest-order symmetry
allowed terms. Following our discussion of the conven-
tional LSMOH theorem in Sec. II A, we now discuss non-
trivial constraints imposed on the low energy behavior
of d = 2 translation invariant systems which additionally
conserve the global dipole moment.
We place the system on an Lx×Ly lattice with PBC in
both directions, with both lengths measured in terms of
the lattice spacing. Since the phase shifts are spatially de-
pendent, consistency with boundary conditions requires:
φˆ(x = 0, y) = eiLxθx φˆ(x = Lx, y) ,
φˆ(x, y = 0) = eiLyθy φˆ(x, y = Ly) . (14)
Hence, the phase shifts θx and θy can only be integer mul-
tiples of 2pi/Lx and 2pi/Ly respectively. In order for the
ground state of the system to preserve both linear shift
and translation symmetries, Dˆx(θx) and Dˆy(θy) must
commute with the translation operators Tˆx and Tˆy:
TˆxDˆx(θx)Tˆ
−1
x = exp
(
iθx
∑
r
(xr − 1)nˆr
)
=Dˆx(θ)e
−iθxLxLyν ,
TˆyDˆy(θy)Tˆ
−1
y = exp
(
iθy
∑
r
(yr − 1)nˆr
)
=Dˆy(θy)e
−iθyLxLyν ,
(15)
where ν = p/q is the charge density. Given the con-
straints imposed on θx, θy by PBC, we see that these
operators commute only when ν ∈ Z. Consequently, an
essential condition for a featureless ground state is an in-
teger charge filling. Since a fractional ν leads to q degen-
erate ground states due to the usual LSMOH argument,
we henceforth assume that ν ∈ Z in order to uncover the
new constraints imposed by dipole moment conservation.
To do this, we can adapt Laughlin’s flux-threading ar-
gument96 in the presence of U(1) linear shift symmetries.
Starting in a many-body ground state, we can implement
a large gauge transformation for these symmetries by in-
serting a unit flux quantum 2pi for the dipoles. This pro-
cedure leaves the Hamiltonian invariant, and in the pres-
ence of a finite excitation gap, the resultant state remains
in the ground state manifold. Explicitly, the large gauge
transformations (or global flux insertion operators) are
given by (see Appendix for details):
Dˆxx = exp
(
2pii
Lx
∑
r
x2rnˆr
2
)
, Dˆxy = exp
(
2pii
Lx
∑
r
xryrnˆr
)
,
Dˆyx = exp
(
2pii
Ly
∑
r
xryrnˆr
)
, Dˆyy = exp
(
2pii
Ly
∑
i
y2r nˆr
2
)
.
(16)
We also require that Lx and Ly be even so that the above
operators are consistent with PBC.
Physically, the flux insertion operator Dˆij creates a
global flux 2pi along the ith-direction for dipoles in the
jth-direction. These flux insertion operators are in turn
related to quadrupole operators which measure the many-
body quadrupole moments:
ˆ˜Dxx =
1
2
∑
r
x2rnˆr,
ˆ˜Dyy =
1
2
∑
r
y2r nˆr ,
ˆ˜Dxy =
ˆ˜Dyx =
∑
r
xryrnˆr .
(17)
Following the arguments presented in Sec. II A, we see
that the system hosts a unique, gapped, and symmetry
preserving ground state only if the translation operators
5commute with the large gauge transformations Eq. (16).
The commutation relations between these operators are:
TˆxDˆxx = exp
(
−2pii
Lx
∑
r
xrnˆr
)
DˆxxTˆx = e
− 2piiLx
ˆ˜DxDˆxxTˆx ,
TˆyDˆyy = exp
(
−2pii
Ly
∑
r
yrnˆr
)
DˆyyTˆy = e
− 2piiLy
ˆ˜DyDˆyyTˆy ,
TˆxDˆxy = exp
(
−2pii
Lx
∑
r
yrnˆr
)
DˆxyTˆx = e
− 2piiLx
ˆ˜DyDˆxyTˆx ,
TˆyDˆxy = exp
(
−2pii
Lx
∑
r
xrnˆr
)
DˆxyTˆy = e
− 2piiLx
ˆ˜DxDˆxyTˆy ,
TˆxDˆyx = exp
(
−2pii
Ly
∑
r
yrnˆr
)
DˆyxTˆx = e
− 2piiLy
ˆ˜DyDˆyxTˆx ,
TˆyDˆyx = exp
(
−2pii
Ly
∑
r
xrnˆr
)
DˆyxTˆy = e
− 2piiLy
ˆ˜DxDˆyxTˆy .
(18)
Consequently, an interacting bosonic system hosts a
unique gapped ground state which preserves both trans-
lation and linear shift symmetries (as well as the usual
U(1) symmetry), only if: a) the charge filling ν ∈ Z, and
b) the dipole moments per unit length(
D˜x
Lx
,
D˜x
Ly
,
D˜y
Lx
,
D˜y
Ly
)
are also integers.
In order to better understand the implications of the
above constraints, we observe that the dipole moment
operators ˆ˜Dj in Eq. (18) measure the bulk charge po-
larization of the many-body system2,11,12. The many-
body polarization Pj (j = x, y) is defined upto an in-
teger shift equivalency93 i.e., modulo Z and, in the pres-
ence of reflection symmetry, is further quantized to only
take values 0, 1/2. Since we have shown that a featureless
ground state with conserved dipole moment necessarily
has an integer-valued charge polarization, our constraint
excludes the possibility that the system is a topological
dipole insulator with non-zero net dipole moment95 as
that requires either Px = 1/2 or Py = 1/2 in the presence
of particle-hole or reflection. Thus, we find that the con-
servation of dipole moment enforces new constraints on
the ground state features of interacting lattice systems,
with implications for higher order topological insulators.
In the absence of linear shift symmetries, the conven-
tional LSMOH theorem shows that a fractional charge
density ν = p/q implies a degenerate ground state man-
ifold, while a unique symmetric gapped ground state
requires integer fillings. However, translation invariant
systems which additionally conserve dipole moment can
have a degenerate ground state manifold with a finite ex-
citation gap even for integer charge fillings. To see this,
let us consider ν ∈ Z but fractional charge polariza-
tion (equivalently, fractional dipole moment per length).
Then, Eq. (18) dictates that the ground state degeneracy
(GSD) is at least
GSD ≥ lcm
(
Lx
gcd(Lx, D˜x)
,
Lx
gcd(Lx, D˜y)
,
Ly
gcd(Ly, D˜y)
)
× lcm
(
Ly
gcd(Ly, D˜y)
,
Lx
gcd(Lx, D˜x)
,
Ly
gcd(Ly, D˜x)
)
,
(19)
where “lcm” refers to the least common multiple and the
“gcd” refers to the greatest common divisor. When the
charge polarization is constant over the lattice, i.e.,
νx =
D˜x
LxLy
=
px
qx
, νy =
D˜y
LxLy
=
py
qy
, (20)
with px and qx coprime and py and qy coprime, the above
simplifies to
GSD ≥ lcm (qx, qy)2 , (21)
where we have further assumed that Lx and Ly are co-
prime with qx and qy. Similarly to our discussion in
Sec. II A, this assumption is justified in the thermody-
namic limit. We also note that while we have discussed
interacting bosonic systems here, the above argument
readily generalizes to systems of interacting particles with
arbitrary statistics.
D. Generalization to polynomial shift symmetries
So far, we have only considered dipole moment con-
serving systems. In principle, one can also consider
systems which conserve even higher moments, such as
quadrupole or octupole. A systematic study of these sys-
tems was undertaken by Gromov78, who illustrated that
higher moment conservation laws naturally arise in sys-
tems with U(1) polynomial shift symmetries. Specifically,
when the independent symmetry generators are chosen
such that they include all monomials up to some fixed or-
derm, then multipoles of up to orderm will be conserved.
Large gauge transformations of these symmetries can be
derived and are given by multipoles of order m + 1; one
can then derive the commutation relations between these
operators and the translation operators Tˆj . The phase
factor which appears in these commutation relations is
a function of the system size as well as of multipoles of
order ≤ m. Finally, one can derive the constraints placed
on the “densities” of composite multipolar objects under
the assumption of a unique gapped ground state which
preserves both translation and all U(1) polynomial shift
symmetries up to order m.
The above procedure has been implemented for d = 2
systems invariant under arbitrary polynomial symme-
tries, with details presented in the Appendix so as not
to clutter the main text with technical details and also
since we do not find any results which are qualitatively
distinct from those described in the preceding section.
6III. CONSTRAINTS ON U(1) SUBSYSTEM
SYMMETRIES
A subsystem symmetry in d spatial dimensions con-
sists of independent symmetry operations acting on a set
of D-dimensional subsystems, with 0 < D < d. In d = 2,
these can be lines or fractals, while in d = 3, the subsys-
tems can be lines, planes, or fractals. Analogously to or-
dinary global symmetries, subsystem symmetries can be
spontaneously broken81 or can protect non-trivial topo-
logical phases, dubbed subsystem protected topological
(SSPT) phases82,83 which host gapless boundary modes.
In this section, we first establish constraints imposed
by the presence of both U(1) subsystem and translation
symmetries in d = 2, after which we discuss implications
of such LSM-type constraints for SSPT phases.
A. Constraints from subsystem and translation
symmetry
Consider a system of interacting charged bosons on
an Lx × Ly square lattice invariant under line-like U(1)
subsystem symmetries, so that the total charge on each
row and column is separately conserved. The net charge
on each row and column is given respectively by
Qˆx,j =
∑
r∈ jth row
nˆr, ∀ j = 1, 2, . . . , Ly.
Qˆy,j =
∑
r∈ jth col
nˆr, ∀ j = 1, 2, . . . , Lx.
(22)
These line-like U(1) symmetries are generated by
Uˆx,j(θ) = e
iθQˆx,j , Uˆy,j(θ) = e
iθQˆy,j , (23)
respectively, where θ is an arbitrary constant. A generic
Hamiltonian for an interacting system respecting such
symmetries is given by
Hˆ =
∑
r
[
φˆ†rφˆr+ex φˆ
†
r+ex+ey φˆr+ey + h.c + . . .
]
, (24)
where only the lowest order symmetry-preserving term
is written explicitly and the dots represent higher-order
symmetry respecting terms. In contrast with dipole con-
serving systems (see Sec. II C), which allow dipoles to hop
freely while constraining charge motion, subsystem sym-
metries additionally constrain the motion of dipoles, as
depicted in Fig. 1. In particular, a dipole is only allowed
to hop in the direction perpendicular to its orientation.
Suppose we now impose PBC in both the x and y-
directions. In order for the system to preserve both trans-
lation and U(1) subsystem symmetries, the total charge
in each row and column must be uniform i.e.,
Qˆx,j = Qˆx,j+1, ∀ j = 1, 2, . . . , Ly,
Qˆy,j = Qˆy,j+1, ∀ j = 1, 2, . . . , Lx.
(25)
Starting from the many-body system, we can further im-
plement a large gauge transformation by adiabatically
threading a 2pi flux for the charge on a specific row or
column, which is implemented by the operators
Uˆx,j = exp
2pii
Lx
∑
r∈ jth row
xrnˆr
 ,∀ j = 1, . . . , Ly ,
Uˆy,j = exp
2pii
Ly
∑
r∈ jth col
yrnˆr
 ,∀ j = 1, . . . , Lx ,
(26)
whose commutation relations with the translation oper-
ators Tˆx and Tˆy are
TˆxUˆx,j Tˆ
−1
x = Uˆx,j exp
(
−2pii
Lx
Qˆx,j
)
,
TˆyUˆx,j Tˆ
−1
y = Uˆx,j+1, ∀ j = 1, 2, . . . , Ly,
TˆyUˆy,jT
−1
y = Uˆy,ij exp
(
−2pii
Ly
Qˆy,j
)
,
TˆxUˆy,j Tˆ
−1
x = Uˆy,j+1, ∀ j = 1, 2, . . . , Lx .
(27)
In the presence of a finite excitation gap, the adiabatic
theorem guarantees that the state obtained after the flux-
threading procedure remains in the ground state mani-
fold. Following the arguments presented in Sec. II, we
then see that in order to obtain a unique gapped ground
state which preserves all symmetries, Tˆx and Tˆy must
commute with Uˆx,j and Uˆy,j . In turn, this implies that
the uniform charge densities on each row and column
νx =
Qx,j
Lx
, νy =
Qy,j
Ly
, (28)
are restricted to take integer values, and the dipole mo-
ments in each row and column must be uniform∑
r∈ jth row
xrnˆr =
∑
r∈(j+1)th row
xrnˆr, ∀ j = 1, . . . , Ly.
∑
r∈jth col
yrnˆr =
∑
r∈(j+1)th col
yrnˆr, ∀ j = 1, . . . , Lx.
(29)
Thus, the above argument eliminates the possibility of
a unique, symmetry-preserving gapped ground state if
either the net charge in each row/column is non-uniform
or if the net charge in each row/column is uniform but
has fractional filling νj /∈ Z (j = x, y).
Let us consider the latter scenario first, where the total
charge and dipole moment per row/column are uniform
(so Eqs. (25) and (29) are satisfied) while the charge den-
sities are fractional: νx = px/qx and νy = py/qy. Then,
we find that
Qx,iLy = Qy,jLx ⇐⇒ νx = Qx,i
Lx
=
Qy,j
Ly
= νy , (30)
7and secondly that the ground state manifold is necessar-
ily degenerate, with the degeneracy at least
GSD ≥ qxqy = q2x , (31)
provided that qx(qy) and px(py) are coprime. On the
other hand, if the net charge per row/column is not uni-
form, the GSD generated by the algebra in Eq. (27) is
upper bounded by LxLy because the maximally commut-
ing set of operators only contains Tˆx and Tˆy. Similarly, in
d ≥ 3 dimensions, the GSD generated by the above argu-
ment is upper bounded by the volume of the system. This
volume law degeneracy corresponds to a trivial integrable
model with all sites decoupled.
To enhance the precise lower-bound on the GSD pre-
dicted by the above argument, we need to introduce addi-
tional ingredients besides the translation and flux inser-
tion operators considered above. A natural extension is to
introduce fractional charges into the system: in Ref. [12],
it was shown that the existence of excitations carrying
fractional charge p/q (in units of e) in a d = 2 gapped
system indicates a q-fold degenerate ground state mani-
fold on the two-torus. The additional operator introduced
in this setting corresponds to one that drags a fraction-
alized excitation around a non-trivial cycle of the torus.
This argument can be straightforwardly adapted to the
case of U(1) subsystem symmetries. Specifically, we find
that line-like subsystem symmetries in both d = 2, 3 need
not give rise to a non-trivial GSD; however, planar sub-
system symmetries in a d = 3 gapped, translation in-
variant system with fractionalized charges p/q imply a
GSD which grows exponentially with the linear extent of
the system i.e., GSD ∼ qL. A detailed derivation of this
statement is presented in the Appendix.
B. Implications for SSPT phases
We now briefly comment on applications of the LSM-
type constraints explored here to the classification and
characterization of interacting SSPT phases82–87 via
boundary anomalies. First, we recall the relation between
LSM-type constraints and the surface anomalies of SPT
phases20–27,29–32, which has been established through the
bulk-boundary correspondence of crystalline SPT phases.
The generalized LSM theorem states that a d-
dimensional interacting quantum system invariant under
an internal symmetry G and some spatial symmetry S
(e.g., lattice translation Zd) cannot support a featureless
gapped phase with a unique ground state invariant under
G×S. In parallel with this no-go theorem, an SPT bound-
ary which is anomalous under G and an on-site symmetry
S˜ cannot host a featureless gapped surface state without
breaking G × S˜. The low energy effective theory of the
surface state of a (d + 1)-dimensional SPT with G × S˜
is thus found to be equivalent to that of a d-dimensional
lattice model with symmetry group G×S, where the lat-
tice symmetry S can be interpreted as an internal sym-
metry S˜ under ultraviolet regularization. This mapping
has led to fruitful results: since an SPT boundary with
G×S symmetry does not permit a trivial gapped bound-
ary, the corresponding lattice spin system cannot support
a featureless gapped phase. Analogously, if a generalized
LSM theorem implies the absence of a featureless gapped
ground state, one can extrapolate from this dual mapping
that the corresponding SPT surface theory is anomalous
and hence relies on a non-trivial bulk state.
Following the above perspective, one can propose a
general criterion for the existence of some specific SSPT
phase by relating its boundary anomaly to an LSM con-
straint. Specifically, consider a d-dimensional SSPT state
protected by both a subsystem symmetry Gsub and an
on-site global symmetry S, whose symmetric boundary
theory can be mapped onto a lower-dimensional lat-
tice model invariant under Gsub and a lattice symme-
try whose action is similar to that of S at the SSPT
boundary. This mapping between an on-site symmetry
at the boundary of a d-dimensional SSPT and a crys-
talline symmetry in a (d − 1)-dimensional lattice model
allows us to restrict the conditions under which an SSPT
may host a featureless gapped boundary. In particular,
the absence of a featureless gapped phase invariant under
Gsub and some lattice symmetry S˜ in 2d implies that a
3d SSPT phase does not admit a trivial gapped bound-
ary in the presence of Gsub and an on-site symmetry
S, which plays the role of S˜ at the boundary. Conse-
quently, the ungappable surface state is anomalous and
must be accompanied by a non-trivial bulk SSPT. Hence,
the constraints developed in the previous section for sys-
tems with line-like U(1) subsystem symmetries and lat-
tice translation symmetry imply constraints on the sur-
face states of generic interacting SSPT phases94 in d = 3.
IV. OUTLOOK
In this work, we have derived LSMOH constraints
for lattice translation invariant systems with general-
ized U(1) symmetries and discussed their implications for
the existence of featureless gapped phases with unique
symmetry preserving ground states. We expect that the
ideas developed here can be further generalized to sub-
system symmetries besides U(1) as well as to space group
symmetries beyond lattice translation, leading towards a
more complete theory of LSM-type constraints for sys-
tems with emergent fractonic behavior. Further research
in this direction is also likely to shed light on symmetry
enriched fracton phases83, which have yet to be studied
in much detail and which may potentially display fas-
cinating phenomenology. Moreover, conventional LSM-
type arguments have found applications in the study
of symmetry enriched quantum spin liquids as well as
deconfined quantum critical points; we hence anticipate
that our results will aid in the search for exotic quantum
spin liquids with emergent fractonic behavior as well as
subsystem invariant quantum criticality.
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APPENDIX
A. Large gauge transformations for U(1) linear shift symmetries
In this Appendix, we systematically derive the large gauge transformations, or flux insertion operators, for global
and linear shift U(1) symmetries. For simplicity, we restrict our discussion to the continuum, with generalizations to
arbitrary dimensions and lattices straightforward. Periodic boundary conditions (PBC) in all directions are assumed.
1. Conventional U(1) symmetry
In this section, we derive the flux insertion operators for a conventional U(1) global symmetry in two dimensions.
The U(1) transformation for a charged field is given by Eq. (10) in the main text. Without loss of generality, we only
discuss bosonic fields here. The kinetic energy, which is symmetric under the U(1) global symmetry, is given by
Hˆk =
1
2
∂j φˆ
†∂j φˆ , (S1)
where the repeated index j sums over x and y. In order to find the flux insertion operators, we first gauge the global
U(1) symmetry. By the usual minimal coupling procedure, the kinetic energy gets modified as
Hˆk 7→ 1
2
[
(i∂j + aˆj) φˆ
]† [
(i∂j + aˆj) φˆ
]
, (S2)
which is invariant under the following gauge transformations:
φˆ(x, y) 7→ eiθ(x,y)φˆ(x, y),
aˆj(x, y) 7→ aˆj(x, y) + ∂jθ(x, y), j = x, y.
(S3)
where θ(x, y) is an arbitrary function of the coordinates. The variable conjugate to aˆj(x, y) is the electric field operator
eˆj(x, y), with the canonical commutation relations
[aˆj(x, y), eˆk(x
′, y′)] = iδjkδ(x− x′)δ(y − y′) . (S4)
The Gauss’ law constraint is given by
∂j eˆj(x, y) = nˆ(x, y) , (S5)
where nˆ(x, y) is the density operator in the continuum.
The flux encircled by a closed loop γ is measured by the Wilson operator:
Wˆ (γ) =
∮
γ
aˆjdx
j . (S6)
In particular, the fluxes through the holes of the torus are measured by the operators
Wˆ (Cx) =
∮
Cx
aˆjdx
j , Wˆ (Cy) =
∮
Cy
aˆjdy
j , (S7)
where Cx and Cy are the non-trivial cycles in the two directions. To find the flux insertion operator, a useful observation
is that the operator
Dˆ(f(x, y)) = exp
(
i
∫∫
f(x, y)nˆ(x, y)dxdy
)
, (S8)
11
with f(x, y) arbitrary for now, has the following commutation relation with Wˆ (Cx):
Dˆ(f)Wˆ (Cx)
(
Dˆ(f)
)−1
=Wˆ (Cx) + [i
∫∫
f(x1, y1)nˆ(x1, y1)dx1dy1,
∮
Cx
aˆx(x2, y2)dx2]
=Wˆ (Cx) + [i
∫∫
f∂j eˆjdxdy,
∮
Cx
aˆxdx]
=Wˆ (Cx) + i
∫∫
dx1dy1
∮
Cx
dx2[f(x1, y1)∂j eˆj(x1, y1), aˆx(x2, y2)]
=Wˆ (Cx) +
∫∫
dx1dy1
∮
Cx
dx2f(x1, y1)∂x1δ(x1 − x2)δ(y1 − y2)
=Wˆ (Cx)− f(0, y2) + f(Lx, y2) ,
(S9)
where in the first equality, the Baker-Campbell-Hausdorff equality is applied. Therefore, we see that in order for Dˆ(f)
to be the operator which corresponds to threading a unit quantum flux 2pi, as measured by Wˆ (Cx), we necessarily
require that
− f(0, y2) + f(Lx, y2) = 2pi, ∀ y2, (S10)
Hence, without loss of generality, we can choose
f(x, y) =
2pi
Lx
x. (S11)
Therefore, we obtain the continuum limit of the flux insertion operator Eq. (2) used in the main text. Note that the
large gauge transformation is by no means unique. Any large gauge transformation followed by another “small” gauge
transformation is still a large gauge transformation.
2. Linear shift symmetry and flux insertion operators
In this section, we derive the flux insertion operators for the U(1) linear shift symmetry. To demonstrate the
generality of this approach, we work in d = 3 spatial dimensions here, with the d = 2 case following immediately. The
U(1) linear shift symmetry for a charged bosonic field is given by Eq. (11) in the main text. The kinetic energy which
is symmetric under this symmetry is
Hˆk =
1
8
m∂i∂jϕˆ∂i∂jϕˆ , (S12)
where the repeated indices i, j imply summation over x, y, and z. Importantly, the field ϕˆ represents only the phase
of φˆ.
Following the same logic as in the preceding section, we first gauge the U(1) linear shift symmetry. The minimal
coupling gives rise to75
Hˆk =
1
8
m [(∂i∂j − aˆij) ϕˆ] [(∂i∂j − aˆij) ϕˆ] , (S13)
which is invariant under the gauge transformation:
ϕˆ(x, y, z) 7→ ϕˆ(x, y, z) + θ(x, y, z),
aˆij(x, y, z) 7→ aˆij(x, y, z) + ∂i∂jθ(x, y, z), (S14)
where θ(x, y, z) is any function of the coordinates. The variables conjugate to the gauge fields aˆij are the generalized
electric fields eˆij . Their commutation relations are:
[eˆjk(x, y, z), aˆmn(x
′, y′, z′)] = iδjmδknδ(x− x′)δ(y − y′)δ(z − z′) , (S15)
with the following Gauss’ law constraint
∂i∂j eˆij = nˆ , (S16)
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where nˆ measures the charge density.
The flux encircled by a closed path γ is measured by Wilson operators:
Wˆi(γ) =
∮
γ
aˆijdx
j . (S17)
Note that this operator is gauge invariant under the gauge transformations given in Eq. (S14). When γ is chosen to
be one of the non-trivial cycles of the 3-torus, the flux measured by the Wilson operators is inserted through the holes
of the 3-torus, i.e.,
Wˆi(Cj) =
∫
Cj
aˆijdx
j , ∀ i, j = x, y, z. (S18)
To construct the flux insertion operators, we will look at the commutation relations between Wˆi(Cj) and the operator
Dˆ(f) = exp
(
i
∫∫∫
f(x, y, z)nˆ(x, y, z)dxdydz
)
, (S19)
with f any function of x, y, and z for now. The commutation relation between Dˆ(f) and Wˆx(Cx) is:
Dˆ (f) Wˆx(Cx)Dˆ (f)
†
=Wˆx(Cx) + [i
∫∫∫
f(x1, y1, z1)nˆ(x1, y1, z1)dx1dy1dz1,
∫
Cx
aˆxx(x2, y2, z2)dx2]
=Wˆx(Cx) + [i
∫∫∫
f(x1, y1, z1)∂m∂neˆmn(x1, y1, z1)dx1dy1dz1,
∫
Cx
aˆxx(x2, y2, z2)dx2]
=Wˆx(Cx)−
∫∫∫
dx1dy1dz1
∫
Cx
dx2f(x1, y1, z1)∂
2
x1δ(x1 − x2)δ(y1 − y2)δ(z1 − z2)
=Wˆx(Cx)−
∫
dx1
∫
Cx
dx2∂
2
x1f(x1, y2, z2)
=Wˆx(Cx)−
∫
dx1∂
2
x1f(x1, y2, z2)
=Wˆx(Cx) + ∂xf(0, y2, z2)− ∂xf(Lx, y2, z2) .
(S20)
In order for Dˆ(f) to insert a 2pi flux for Wˆx(Cx), we choose
f(x, y, z) =
pi
Lx
x2 . (S21)
Thus, we have obtained the continuum version of the first operator in Eq. (16) (see main text). The remaining
operators in Eq. (16) can be analogously constructed. Note again that Eq. (S21) is by no means unique.
B. Polynomial Shift Symmetry and Multipole Operators
In this Appendix, we generalize the results obtained for linear shift symmetries (obtained in the main text and
in the previous section) to arbitrary polynomial shift symmetries in two dimensions. Requiring a unique gapped
ground state which preserves translation as well as all polynomial shift symmetries up to a given order will constrain
the “densities” of multipoles. We consider an Lx × Ly lattice, with periodic boundary conditions in the x-direction.
Boundary conditions in the y-direction will be separately specified.
1. Polynomial Shift Symmetries and Translation Symmetry
To begin with, we note that a charged bosonic field transforms under a polynomial shift symmetry as78:
φˆ(x, y)→ exp
i ∑
a≥0,b≥0,m≥a+b
θabx
ayb
 φˆ(x, y) , (S22)
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where θab are all independent constants. The phase factors contain all monomials up to some fixed order m, such that
there exist (m+ 1)(m+ 2)/2 independent symmetry generators:
Dˆab(θab) = exp
(
iθab
∑
r
xary
b
rnˆr
)
, ∀ a ≥ 0, b ≥ 0,m ≥ a+ b . (S23)
where the summation is taken over all the lattice sites r. As first pointed out in Ref. [78], this unconventional symmetry
underlies the conservation multipole moments up to order m in a system with a global U(1) symmetry.
Suppose we now place the system on a cylinder i.e., open boundary conditions in the y-direction. The polynomial
shift symmetry is compatible with PBC in the x-direction when:
θab((x+ Lx)
a − xa)yb ∈ 2piZ, ∀ x = 0, 1, . . . , Lx − 1; y = 0, 1, . . . , Ly − 1; ∀ a ≥ 0, b ≥ 0,m ≥ a+ b . (S24)
Therefore, the constants θab are quantized as follows:
θab ∈ 2pi
Lax
Z, ∀ a ≥ 1, b ≥ 0,m ≥ a+ b, (S25)
while θ0b are not constrained. In order for the ground state manifold to preserve both polynomial shift as well as lattice
translation symmetry, the polynomial shift symmetry generators Dab must commute with the translation operator
Tx. This requires that
θab
∑
r
((xr + 1)
a − xar) ybrnˆr = θab
∑
r
a−1∑
s=0
(
a
s
)
xsry
b
rnˆr ∈ 2piZ, ∀ a ≥ 0, b ≥ 0,m ≥ a+ b , (S26)
which simplifies once we account for the quantization of θab in Eq. (S25):
2pi
Lax
∑
r
a−1∑
s=0
(
a
s
)
xsry
b
rnˆr ∈ 2piZ, ∀ a ≥ 1, b ≥ 0,m ≥ a+ b , (S27)
which constrains the multipoles.
2. Large Gauge Transformation
In order to derive the large gauge transformations, we now place the system on the two-torus (PBC in both
directions). The kinetic energy which is symmetric under the polynomial shift symmetry is
Hk =
m+1∑
l=0
[
cl
(
∂lx∂
m+1−l
y ϕˆ
) (
∂lx∂
m+1−l
y ϕˆ
)]
, (S28)
where ϕˆ represents the phase of the bosonic field φˆ and where the cl are constant parameters. Following standard
procedure, we gauge the polynomial shift symmetry so that kinetic energy minimally couples to the gauge fields:
Hk 7→
m+1∑
l=0
[
cl
[(
∂lx∂
m+1−l
y − aˆl
)
ϕˆ
] [(
∂lx∂
m+1−l
y − aˆl
)
ϕˆ
]]
, (S29)
invariant under the gauge transformation:
ϕˆ 7→ ϕˆ+ θ,
aˆm 7→ aˆm + ∂mx ∂n+1−my θ, ∀ m = 0, 1, . . . , n+ 1.
(S30)
where θ can be any function of the coordinates. The conjugate variables of the gauge fields are generalized electric
fields, with canonical commutation relations:
[eˆl(x, y), aˆl′(x
′, y′)] = iδll′δ(x− x′)δ(y − y′). (S31)
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The Gauss’ law constraint is also enforced:∑
l
∂lx∂
m+1−l
y eˆl(x, y) = nˆ(x, y) , (S32)
where the right hand side denotes the charge density operator.
The flux encircled by a closed path γ is measured by the operator:
Wˆl(γ) =
∮
γ
aˆldr, ∀ l = 0, 1, . . . ,m+ 1. (S33)
Note that this operator is gauge invariant under the small gauge transformation in Eq. (S30) and that when the closed
path γ is a non-trivial cycle of the torus, the flux measured by this operator is threaded through one of the holes of
the torus.
Following the same methodology as in the previous section, which led to Eqs. (S19) and (S20), we can identify the
flux insertion operators or the large gauge transformations for the polynomial shift symmetries Eq. (S22) as follows:
DˆL,a = exp
(
i
2pi
Lx
1
a!(m+ 1− a)!
∑
r
xary
m+1−a
r nˆr
)
, ∀ a = 1, . . . ,m+ 1. (S34)
where the subscript L in DˆL,a refers to “large” gauge transformation. Note that when m = 1, this set of operators
reduces to the two operators in the first column of Eq. (16) as expected. The commutation relations between Tˆx and
DˆL,a are:
TˆxDˆL,a (Tx)
−1
= DˆL,a exp
(
−i 2pi
Lx
1
a!(m+ 1− a)!
∑
r
((xr + 1)
a − xar)ym+1−ar nˆr
)
, ∀ a = 1, . . . ,m+ 1. (S35)
Hence, if there exists a unique gapped ground state which preserves both the polynomial shift symmetry and
translation symmetry, the large gauge transformations must commute with the translation operators. Hence, the
phase factor in Eq. (S35) should be trivial:
2pi
Lx
1
a!(m+ 1− a)!
∑
r
((xr + 1)
a − xar)ym+1−ar nˆr ∈ 2piZ, ∀ a = 1, . . . ,m+ 1.
⇐⇒ 2pi
Lx
1
a!(m+ 1− a)!
∑
r
a−1∑
s=0
(
a
s
)
xsry
m+1−a
r nˆr ∈ 2piZ, ∀ a = 1, . . . ,m+ 1.
(S36)
which constrains the densities of composite mulitpolar objects of order ≤ m.
In summary, Eqs. (S27) and (S36) impose constraints on the multipoles per unit length in order for an interacting
bosonic system to harbor a symmetry-preserving, gapped, and non-degenerate ground state.
C. GSD from fractionalization and planar subsystem symmetries in 3d
In this Appendix, we provide details regarding the ground state degeneracy (GSD) of a three-dimensional gapped
system with translation and U(1) planar symmetries, under the added assumption of charge fractionalization. We
impose PBC in all three directions and label the planes of the resulting Lx×Ly ×Lz three-torus as Cxy(z0), Cyz(x0)
and Czx(y0). For instance, Cxy(z0) refers to the xy plane whose z-coordinate is located at z0. Cyz(x0), Czx(y0) are
similarly defined. The intersection between Cxy(z0) and Cyz(x0) is denoted Cy(x0, z0), which is a line in the y-direction
with x and z coordinates located at (x0, z0). Intersections between other planes are analogously defined.
Under our assumption of fractionalization, the planar U(1) subsystem symmetry on each plane supports point-like
fractional excitations. Due to the additional assumption of translation invariance, we can assume that the fractional
charge on each plane is uniform and equals p/q (in units of e), with p and q coprime. Moreover, intersection lines such
as Cx(y0, z0) can support a composite charge which carries a p/q charge from the plane Cxy(z0) and a p/q charge
from the plane Czx(y0).
For d = 2 gapped systems with fractionalized excitations, Ref. [12] showed that the following procedure should
commute with the interacting Hamiltonian: (1) a fractionalized excitation and its anti-particle are created from the
ground state, (2) the fractionalized excitation is adiabatically transported around a non-trivial cycle of the two-torus,
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and (3) the pair of excitations annihilate each other, returning the system to the ground state manifold. We now
adapt this argument to the case under consideration i.e., a 3d gapped system with planar U(1) subsystem symmetries
and fractionalized charges.
Let us denote by Tˆ (Cx(y0, z0)) the operator which adiabatically moves a composite charge along the intersection
line Cx(y0, z0), thereby dragging the charge around a non-trivial cycle in the x-direction, anchored at y = y0, z = z0.
We can similarly define operators which move composite charges—pairs of charges coming from two intersecting
planes—along any intersection line. The number of such operators is LxLy + LyLz + LzLx. Besides moving the
fractionalized charges, we can also consider moving the 2pi flux on each plane along the non-trivial cycles on that
plane. The operators which implement the adiabatic transport of a unit flux quantum along a non-trivial cycle are
denoted:
Wˆx(Cxy(z)), Wˆy(Cxy(z)), Wˆy(Cyz(x)), Wˆz(Cyz(x)), Wˆz(Czx(y)), Wˆx(Czx(y)).
For instance, Wˆx(Cxy(z0)) here refers to the operator which moves a 2pi flux along a non-trivial cycle in the x-direction
on the xy plane with z = z0.
At the end of each of the adiabatic processes described above, the system remains in the ground state manifold and
only accumulates a trivial Aharanov-Bohm phase, such that Hamiltonian commutes with each of the operators Tˆ , Wˆ .
However, these sets of operators satisfy the following non-trivial commutation relations with each other:
Wˆx(Cxy(z0))Tˆ (Cy(x0, z0)) = e
− 2piipq Tˆ (Cy(x0, z0))Wˆx(Cxy(z0)),
Wˆy(Cxy(z0))Tˆ (Cx(y0, z0)) = e
− 2piipq Tˆ (Cx(y0, z0))Wˆy(Cxy(z0)),
Wˆy(Cyz(x0))Tˆ (Cz(x0, y0)) = e
− 2piipq Tˆ (Cz(x0, y0))Wˆy(Cyz(x0)),
Wˆz(Cyz(x0))Tˆ (Cy(z0, x0)) = e
− 2piipq Tˆ (Cy(z0, x0))Wˆz(Cyz(x0)),
Wˆz(Czx(x0))Tˆ (Cx(y0, z0)) = e
− 2piipq Tˆ (Cx(y0, z0))Wˆz(Czx(x0)),
Wˆx(Czx(x0))Tˆ (Cz(x0, y0)) = e
− 2piipq Tˆ (Cz(x0, y0))Wˆx(Czx(x0)),
∀ x0 = 1, 2, . . . , Lx, y0 = 1, 2, . . . , Ly, z0 = 1, 2, . . . , Lz.
(S37)
The GSD generated by this Zq algebra is
GSD = q2Lx+2Ly+2Lz−3 (S38)
which grows exponentially with the linear extent of the system.
