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BAB II  
LANDASAN TEORI 
2.1 Logika Fuzzy 
Logika fuzzy adalah sebuah peningkatan dari logika boolean yang membahas 
tentang kebenaran sebagian. logika klasik menyatakan bahwa pernyataan dapat 
dipresentasikan dengan istilah biner (0 atau 1, ya atau tidak, hitam atau putih) logika 
fuzzy mengubah kebenaran menjadi tingkat dari sebuah kebenaran (Dewi S. K., 
Analisa dan Desain Sistem Fuzzy, 2003). 
2.1.1 Sistem Inferensi Fuzzy 
Sistem inferensi fuzzy merupakan sebuah komputasi yang diadapatasi dari teori 
himpunan fuzzy, aturan IF-THEN dan logika penalaran fuzzy. Berikut merupakan 
garis besar diagram proses inferensi fuzzy pada gambar berikut (Dewi S. K., Analisa 
dan Desain Sistem Fuzzy, 2003). Proses sistem infernsi Fuzzy dapat dilihat pada 
Gambar 2.1 berikut: 
 
 Gambar 2.1 Proses Sistem Inferensi Fuzzy  
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Berdasarkan gambar proses diatas, terdapat sebuah proses awal yang 
merupakan input dalam bentuk nilai crisp. Input dikirim ke basis pengetahuan yang 
terdiri dari beberapa aturan dari atauran 1 sampai aturan ke-n. Aturan-aturan tersebut 
merupakan aturan dalam bentuk IF-THEN. Dari setiap aturan akan ditemukan nilai 
Fire Strength, jika terdapat lebih dari satu aturan maka proses agregasi akan 
dilakukan. Nilai dari agregasi tersebut akan didefuzzifikasi untuk mendapatkan nilai 
crisp sebagai hasil dari proses sistem inferensi fuzzy. Salah satu metode dari sistem 
inferensi fuzzy adalah metode fuzzy mamadani. 
2.1.2 Metode Fuzzy Mandani 
  Metode ini diperkenalkan oleh Ebrahim H. Mamdani pada tahun 1975. Dalam 
Metode ini diperkenalkan oleh Ebrahim H. Mamdani pada tahun 1975. Dalam proses 
untuk menentukan output (hasil), diperlukan 4 tahapan yaitu: 
1. Menentukan himpunan fuzzy 
 Menentukan semua variabel yang terkait dalam proses yang akan 
ditentukan. Untuk masing-masing variabel input, tentukan suatu fungsi 
fuzzifikasi yang sesuai. Pada metode Mamdani, baik variabel input 
maupun variabel output dibagi menjadi satu atau lebih himpunan fuzzy. 
2. Aplikasi fungsi implikasi 
    Mengaplikasikan fungsi aplikasi adalah dengan membuat sebuah basis 
aturan. Dimana aturan tersebut berisikan implikasi fuzzy yang 
mempresentasikan hubungan antar variabel input dan output. 
3. Komposisi Aturan 
    Apabila sistem terdiri dari beberapa aturan, maka inferensi diperoleh dari 
kumpulan dan kolerasi antar aturan. Berikut merupakan metode yang 
digunakan dalam melakukan infernsi fuzzy, ada 3 macam diantaranya: 
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a. Metode Max (Maximum) 
Metode Maximum dilakukan dengan cara memilih nilai maksimum dari 
aturan. Nilai tersebut berfungsi untuk modifikasi daerah fuzzy yang 
akan diaplikasikan dengan operator OR. Persamaan Metode Max 
dinotasikan pada persamaan 2.11 berikut: 
µ (xi) = max ( µsf (xi),µkf (xi) )                                             (2.12)                                                              
Dengan : 
µsf (xi) = nilai keanggotaan solusi fuzzy sampai aturan ke-i 
µkf (xi) = nilai keanggotaan konsekuen fuzzy aturan ke-i 
b. Metode Additive (Sum) 
Metode Additive atau metode penambahan merupakan teknik dengan 
menjumlahkan seluruh output daerah fuzzy (bounded-sum) notasi dari 
metode ini dituliskan sebagai berikut: 
μsf (xi) = min (1, μsf (xi) + μkf (xi))                           (2.13) 
Dengan: 
μsf (xi)= nilai keanggotaan solusi fuzzy sampai aturan ke-i; 
μkf (xi)= nilai keanggotaan konsekuen fuzzy aturan ke-i; 
c. Metode Probabilistik 
Pada metode ini dilakukan perkalian (product) untuk memperoleh 
solusi himpunan fuzzy. Notasi dari metode ini dituliskan sebagai 
berikut: 
μsf (xi) = ( μsf (xi) + μkf (xi)) − ( μsf (xi). μkf (xi))         (2.14) 
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Dengan μsf (xi) adalah nilai keanggotaan solusi fuzzy hingga aturan ke-
i dan μkf (xi) adalah nilai keanggotaan konsekuen fuzzy hingga aturan 
ke-i. 
4. Metode Defuzzifikasi 
Masukan dari proses defuzzyfikasi merupakan himpunan fuzzy yang 
didapatkan dari aturan-aturan fuzzy. Hasil dari defuzzyfikasi adalah 
bilangan pada domain himpunan fuzzy berkaitan. Maka jika diberikan 
himpunan fuzzy dengan range tertentu, harus diambil sebuah nilai crisp 
sebagai nilai output. metode centroid merupakan salah satu penegasan nilai 
fuzzy yang dapat digunakan. Pada metode ini, solusi tegas diperoleh 
dengan metode MOM (Mean Of Maximum) yaitu dengan mengambil nilai 
rata-rata dari domain yang memiliki nilai keanggotaan maximum. 
Penggunaan MOM untuk mempermudah dalam proses komputasi karena 
memiliki proses yang tidak rumit.  
2.2 Algoritma Particle Swarm Optimization (PSO) 
  Algoritma particle swarm optimization pertama kali dikenalkan oleh Dr. 
Eberhart dan Dr. Kennedy ditahun 1995 dalam sebuah konferensi jaringan syaraf di 
Perth, Australia (Rania Hasan, 2004). Particle Swarm Optimization (PSO) 
didasarkan pada perilaku sebuah kawanan burung atau ikan. Algoritma Particle 
Swarm Optimization (PSO) meniru perilaku sosial organisme ini. Perilaku sosial 
terdiri dari tindakan individu dan pengaruh dari individu-individu lain dalam suatu 
kelompok. Kata partikel menunjukan, misalnya seekor burung dalam kawanan 
burung. Setiap individu atau partikel berperilaku dengan menggunakan 
kecerdasannya (intelligence) sendiri dan juga dipengaruhi perilaku kelompok 
kolektifnya. Dengan demikian, jika satu partikel atau seekor burung menemukan 
jalan yang tepat atau pendek menuju ke sumber makanan, sisa kelompok yang lain 
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juga akan dapat segera mengikuti jalan tersebut meskipun lokasi mereka jauh di 
kelompok tersebut. (Sentosa & Willy, 2011) 
Pada algoritma Particle Swarm Optimization (PSO) ini, pencarian solusi 
dilakukan oleh suatu populasi yang terdiri dari beberapa partikel. Populasi 
dibangkitkan secara random dengan batasan nilai terkecil dan terbesar. Setiap partikel 
mempresentasikan posisi atau solusi dari permasalahan yang dihadapi. Setiap partikel 
melakukan pencarian solusi yang optimal dan melintasi ruang pencarian (serach 
space). Hal ini dilakukan dengan cara setiap partikel melakukan penyesuaian 
terhadap posisi terbaik dari partikel tersebut (local best) dan penyesuaian terhadap 
posisi partikel terbaik dari seluruh kawanan (global best) selama melintasi ruang 
pencarian. Jadi penyebaran pengalaman atau informasi terjadi di dalam partikel itu 
sendiri dan antara suatu partikel dengan partikel terbaik dari seluruh kawanan selama 
proses pencarian solusi. Setelah itu dilakukan proses pencarian untuk mencari posisi 
terbaik setiap partikel dalam sejumlah iterasi tertentu sampai didapatkan posisi yang 
relatif steady atau mencapai batas iterasi yang telah ditetapkan. Pada setiap iterasi, 
setiap solusi yang diprepresentasikan oleh posisi partikel, dievaluasi perfomansinya 
dengan cara memasukkan solusi tersebut kedalam fitness function. (Sentosa & Willy, 
2011). 
2.3 Tahap Algoritma Particle Swarm Optimization 
Adapun prosedur atau tahapan algoritma PSO dapat dijabarkan sebagai berikut 
(Rao, 2009) : 
1. Asumsikan bahwa ukuran kelompok atau kawanan (jumlah partikel) adalah 
N. Untuk mengurangi jumlah evaluasi fungsi yang diperlukan untuk 
menemukan solusi, sebaiknya ukuran N tidak terlalu besar, tetapi juga tidak 
terlalu kecil,agar adabanyak kemungkinan posisi menuju solusi terbaik atau 
optimal. Jika telalu kecil sedikit kemungkinan menemukan posisi partikel 
yang baik. Terlalu besar juga akan membuat perhitungan jadi panjang. 
Biasanya digunakan ukuran kawanan adalah 20 sampai 30 partikel. 
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2. Bangkitkan populasi awal x dengan rentang x(B) dan x(A) secara random 
sehingga didapat  x1,x2,...,xN. Partikel  j dan kecepatannya pada iterasi i  
dinotasikan sebagai  x(i)(j) dan v
(i)
(j), sehingga partikel-partikel awal ini 
dinotasikan.  
x1(0), x2(0),.....xN(0). 
Vektor 
  Uj(0), (j = 1,2,....,N) 
 
Disebut partikel atau vektor koordinat dari partikel (seperti kromosom 
dalam algoritma genetika). Selanjutnya lakukan evaluasi nilai fungsi tujuan 
untuk setiap partikel dan nyatakan dengan:  
f(x1(0)),f(x2(0)),....,f(Xn(0)). 
 
3. Hitung kecepatan dari semua partikel. Semua partikel bergerak menuju titik 
optimal dengan suatu kecepatan tertentu. Awalnya semua kecepatan dari 
partikel diasumsikan sama dengan nol. Set iterasi i = 1. 
4. Pada iterasi ke-i, tentukan 2 parameter penting untuk setiap partikel j yaitu: 
a. Nilai terbaik sejauh ini dari xj(i) (koordinat partikel j pada iterasi i ) dan 
menyatakan sebagai  Pbest,j,  dengan nilai fungsi tujuan paling rendah 
(kasus minimasi),  f[xj(i)], yang ditemui sebuh partikel  j  pada  semua 
iterasi sebelumnya. Nilai terbaik untuk semua partikel xj(i) yang 
ditemukan sampai  iterasi ke-i, Gbest,  dengan nilai fungsi tujuan paling 
kecil/minimum diantara semua partikel untuk semua iterasi sebelumnya,  
f[xj(i)]. 
b. Hitung kecepatan partikel j pada iterasi ke-i dengan rumus berikut: 
vj (i) = vj (i – 1) +c1r1 [Pbest,j – xj(i – 1)] + 
 
c2r2 [Gbest – xj (i – 1)], j = 1,2,..,N 
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dimana c1  dan c2 masing –masing adalah learning rates untuk 
kemampuan individu (cognitive) dan pengaruh sosial (kawanan), dan r1 
dan r2 bilangan random yang berdistribusi uniformal dalam interval 0 dan 
1. Jadi parameter c1 dan c2  menunjukkan bobot dari memory  (position) 
sebelum partikel terhadap memory (posisi) dari kelompok (swarm). Nilai 
dari c1 dan c2 biasanya adalah 2 sehingga perkalian c1r1 dan c2r2 
memastikan bahwa partikel-partikel akan mendekati target sekitar 
setengah selisihnnya. 
c. Hitung posisi atau koordinat partikel j  pada iterasi ke – i dengan cara : 
 
xj (i) = xj (i -1) + vj (i), j = 1,2,...,N 
 
Evaluasi nilai fungsi tujuan untuk setiap partikel dan menyatakan sebagai 
f[x1(i)], f[x2(i)],....,f[xN(i)] 
 
Cek apakah solusi yang sekarang sudah konvergen. Jika posisi semua 
partikel menuju ke satu nilai yang sama, maka ini disebut konvergen 
maka langkah 4 diulang dengan memperbarui iterasi i =i + 1, dengan 
cara menghitung nilai baru dari Pbest dan Gbest.  Proses iterasi ini 
dilanjutkan sampai semua partikel menuju ke satu titik solusi yang sama. 
Biasanya akan ditentukan dengan kriteria penghentian (stopping criteria), 
misalnya jumlah selisih solusi sekarang dengan solusi sebelumnya sudah 
sangat kecil. 
2.4 Parameter Algoritma Particle Swarm Optimization 
Adapun 2 langkah utama ketika menerapkan algoritma Particles Swarm 
Optimization (PSO)  pada masalah optimasi yaitu (Erny, 2013); 
1. Representasi partikel (solusi), dan 
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2. Fungsi fitness.  
Tidak terlalu banyak parameter yang dibutuhkan pada algoritma Particles Swarm 
Optimization (PSO), ini beberapa parameternya: 
1. Jumlah Partikel 
Jumlah partikel yang dipilih adalah tergantung pada persoalan yang 
dihadapi. Jumlah partikel yang umum digunakan berkisar antara 20 sampai 
40. 
2. Learnimg Rate atau Laju Belajar 
c1 dan c2 merupakan faktor belajar yang menyatakan seberapa besar partikel 
itu dihubungkan kearah solusi yang potensial dari ruang solusi. Pada 
umumnya nilai-nilai untuk koefisien akselarasi c1danc2=2.0. 
3. Inertia Weight(w) 
Parameter ini berguna untuk mengontrol keseimbangan antara kemampuan 
eksplorasi global dan local, serta penurunan kecepatan untuk menghindari 
stagnasi partikel pada optimum lokal. 
4. Kondisi berhenti 
Banyak cara untuk membangun kondisi berhenti, diantaranya adalah iterasi 
dihentikan ketika PSO telah mencapai iterasi maksimum, atau PSO telah 
menemukan nilai optimum tertentu atau kesalahan minimum yang 
diinginkan. 
2.5 Mean Square Error sebagai evaluasi partikel 
Mean Squared Error (MSE) adalah sebuah metode diantara beberapa metode 
yang digunakan  untuk mengevaluasi metode peramalan. Masing-masing kesalahan 
atau sisa dikuadratkan. Kemudian dijumlahkan dan ditambahkan dengan jumlah 
observasi. Pendekatan ini mengatur kesalahan peramalan yang besar karena 
kesalahan-kesalahan itu dikuadratkan. 
Dalam penelitian ini, MSE digunakan untuk mengevaluasi partikel sehingga 
memudahkan peneliti dalam memilih Pbest (Particle Best) dan Gbest (Global 
II-9 
 
Particle Best). Dimana nilai sempurna dari nilai MSE adalah 0, sehingga apabila nilai 
MSE semakin mendekati 0 memiliki arti bahwa data memiliki error yang semakin 
kecil. Persamaan MSE dapat dilihat pada Persamaan (2.19) berikut (Dewi & S, 2016). 
2.6 Produksi Kelapa Sawit 
Produksi merupakan hasil tandan buah segar (TBS) pada suatu perkebunan 
kelapa sawit yang disebut juga dengan tandan atau buah. Komponen produksi yaitu 
berkaitan dengan angka satuan produksi yaitu jumlah tandan dan berat tandan, satuan 
produksi dinyatakan dalam ton per hektar (ton/ha).  
Pertumbuhan dan produksi tanaman kelapa sawit dipengaruhi oleh banyak 
faktor, yaitu faktor genetis, lingkungan dan teknis-agronomis. Untuk keberhasilan 
pertumbuhan dan produksi tanaman kelapa sawit ketiga faktor tersebut harus optimal 
(Ir. Yan Fauzi dkk , 2006). 
Indonesia memiliki ketersediaan lahan dan iklim yang mendukung, sejumlah 
kalangan (pengamat dan pelaku usaha) optimis bahwa Indonesia mampu menguasai 
dan menjadi pemain nomor satu di pasar industri kelapa sawit yang saat ini dikuasai 
Malaysia dengan 42% pasar industri sedangakan Indonesia 37% pasar industri 
(www.kemenperin.go.id).  
Untuk menunjang pertumbuhan industri kelapa sawit pemerintah juga telah 
mengeluarkan kebijakan antara lain menghapus pengenaan PPN (10%) dalam 
pengolahan crude palm oil (CPO) dan masuk dalam industri yang mendapat fasilitas 
insentif PPh (tax alowance) berdasarkan revisi Peraturan Pemerintah No. 
148.Kebijakan tersebut diharapkan akan dapat lebih memacu pertumbuhan sektor ini 
sehingga peran dan kontribusinya dalam perekonomian nasional terus meningkat 
(www.kemenperin.go.id). 
2.7 Kelapa Sawit 
Menurut Poku (2012) dalam jurnal Fitriyono Ayustaningwarno (2012:2) 
menerangkan ” kelapa sawit (Elaeis Guineensis) merupakan tanaman hutan hujan 
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tropis di daerah Afrika Barat, terutama di Kamerun, Pantai Gading, Liberia, Nigeria, 
Sirea Lione, Togo, Angola, dan Kongo”. 
Di Indonesia, kelapa sawit mulai diperkenalkan oleh colonial Belanda tahun 
1848. Ketika itu empat batang bibit dibawa dari Mauritius dan Amsterdam dan 
kemudian ditanam di Kebun Raya Bogor.  
Kelapa sawit termasuk yang banyak diminati oleh investor karena nilai 
ekonominya yang cukup tinggi. Selama tahun 1990-2000 luas areal kelapa sawit 
meningkat 21,5% yaitu mencapai 14.164.439 ha dan rata-rata produktivitasnya 
mencapai 1,396 ton/ha/tahun untuk perkebunan rakyat sedangkan untuk perkebunan 
besar sebesar 3,50 ton/ha/tahun (Ir. Yan Fauzi dkk , 2006). 
Tanaman kelapa sawit terbagi dua bagian yaitu bagian generatif dan bagian 
vegetatif. Bagian generatif kelapa sawit yaitu merupakan alat perkembangbiakan 
yaitu bunga dan buah sedangkan bagian vegetatif  kelapa sawit yaitu meliputi akar, 
batang dan daun (Ir. Yan Fauzi dkk , 2006). 
1. Bagian Vegetatif 
a. Akar 
Tanaman kelapa sawit berakar serabut. Akar tanaman kelapa sawit ini 
berfungsi sebagai penyerap unsur hara dalam tanah dan respirasi tanaman. 
Dengan akar tersebut tanaman kelapa sawit dapat menyokong dengan 
ketinggian sampai puluhan meter hingga tanaman berumur 25 tahun.  
Akar tanaman kelapa sawit ini tidak berbuku, ujungnya runcing dan 
warnanya putih atau kekuningan. Perakarannya sangatlah kuat karena 
dapat tumbuh kebawah dan kesamping membentuk akar primer, 
sekunder, tertier dan kuarter.  
Akar primer tumbuh kebawah di dalam tanah sampai batas permukaan air 
tanah sedangkan akar sekunder, tertier dan kuarter tumbuh sejajar dengan 
permukaan air tanah bahkan akar tertier dan kuarter menuju ke lapisan 
atas atau ke tempat yang banyak mengandung unsur hara. 
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b. Batang 
Batang kelapa sawit tidak memiliki cambium dan umumnya tidak 
bercabang, hal ini karena kelapa sawit merupakan tanaman monokotil. 
Batang kelapa sawit berfungsi sebagai penyangga tajuk serta menyimpan 
dan mengangkut bahan makanan. Bentuk dari kelapa sawit adalah silinder 
dengan diameter 20-75 cm. dalam setahun tinggi batang mampu tumbuh 
25-45 cm. jika kondisi lingkungan sesuai maka akan dapat mampu 
tumbuh 100 cm/tahun. Tinggi maksimalnya mencapai 15-18 m. 
c. Daun 
Daun kelapa sawit mirip kelapa yaitu membentuk susunan daun 
majemuk, bersirip genap dan bertulang sejajar. Daun-daun membentuk 
satu pelepah yang panjangnya mencapai lebih dari 7,5 -9 m. satu pelepah 
banyak daun berkisar antara 250-400 helai. Produksi daun tergantung 
iklim setempat, umur daun dari terbentuk hingga tua sekitar 6-7 tahun. 
Daun kelapa sawit yang yang sehat dan segar berwarna hijau tua. 
2. Bagian Generatif 
Adapun bagian dari generative pada pohon kelapa sawit sebagai berikut: 
a. Bunga 
Kelapa sawit merupakan tanaman berumah satu (monoccious), artinya 
bunga jantan dan bunga betina terdapat dalam satu tanaman dan masing-
masing terangkai dalam satu tandan. Dengan melihat bentuknya kita bisa 
membedakan bunga jantan dan bunga betina, bunga jantan bentuknya 
lonjong memanjang dengan ujung kelopak agak meruncing dan garis 
tengah bunga lebih kecil sedangkan pada bunga betina bentuk agak bulat 
dengan dengan ujung kelopak agak rata dan garis tengah lebih besar. 
Penyerbukan pada bunga dilakukan oleh serangga dan juga di bantu oleh 
angin, waktu penyerbukan terbaik yaitu pada hari pertama hingga hari 
ketiga setelah bunga mekar.  
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b. Buah 
Buah disebut juga fructus. Pada umumnya tanaman kelapa sawit yang 
tumbuh baik dan subur akan menghasilkan buah dan siap panen pertama 
pada umur sekitar 3,5 tahun. Tanaman kelapa sawit rata-rata 
menghasilkan buah 20-22 tandan/tahun. Untuk tanaman yang semakin tua 
produktivitasnya akan menurun menjadi 12-14 tandan/tahun. Untuk 
tahun-tahun pertama berat buah berkisar antara 3-6 kg, tetapi semakin tua 
berat buah bisa mencapai 25-35 kg/tandan). 
2.8 Tinjauan Pustaka 
Tinjauan pustaka bertujuan untuk melihat perbedaan antara penelitian yang 
telah dilakukan sebelumnya dengan penelitian saat ini dan menjadi landasan penulis 
untuk melakukan penelitian, serta bertujuan untuk mengetahui teori-teori mengenai 
permasalahan terdahulu yang dapat dirangkum, telihat pada table 2.1 dibawah ini : 
Tabel 2.1 Penelitian Terkait 
No Judul Nama Metode Keterangan Tahun 
1. Implementasi 
Algoritma 
Particle 
Swarm 
Optimization 
(PSO) untuk 
Optimasi 
Pemenuhan 
Kebutuhan 
Gizi Balita 
 
Leni 
Istikomah, 
Imam 
Cholissodin
, Marji 
Program 
Studi 
Teknik 
Informatika, 
Fakultas 
Ilmu 
Komputer, 
Universitas 
Brawijaya 
 
Algoritma 
PSO 
Implementasi 
algoritma PSO 
untuk optimasi 
Pemenuhan 
Kebutuhan Gizi 
Balita dapat 
dilakukan 
dengan cara 
inisialisasi 
partikel awal 
secara random. 
 
 
Parameter 
Algoritma PSO 
sangat 
berpengaruh 
terhadapat hasil 
Optimasi 
Pemenuhan Gizi 
Balita. 
Parameter PSO 
2017 
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yang dianggap 
optimal dalam 
menyelesaikan 
masalah adalah 
jumlah 
partikel=30, 
Wmin=0.4, 
Wmax= 0.7, 
C1=2 ,C2=1.5, 
Jumlah 
iterasi=40, Batas 
Atas angka 
permutasi 
sebesar 75. 
 
2. Optimasi 
PSO 
Untuk 
Peramala
n Harga 
Emas 
Secara 
Rentet 
Waktu 
Iwan 
Fitriadi 
Mukhlis 
Algoritma 
PSO 
Penelitian 
ini 
mengusulk
an model 
time series 
berbasis 
PSO untuk 
peramalan 
harga emas 
yang 
menggunak
an 
algoritma 
PSO untuk 
estimasi 
parameter. 
 
Hasil 
penelitian 
menunjukk
an bahwa 
model yang 
diusulkan 
mampu 
mengatasi 
dengan 
fluktuasi 
harga emas 
time series 
2016 
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dan juga 
menghasilk
an akurasi 
prediksi 
yang baik 
dan 
mengunggu
li lainnya 
model yang 
ada di 
literatur. 
2. Particle 
Swarm 
Optimization 
Untuk Sistem 
Informasi 
Penjadwalan 
Resource Di 
Perguruan 
Tinggi  
 
Mansur, Toni 
Prahasto, 
Farikhin 
 
Algoritma 
PSO 
Resource 
tersebut diolah 
menggunakan 
algoritma PSO 
untuk 
membantu 
mengoptimalk
an penggunaan 
ruangan dalam 
proses 
pembuatan 
jadwal kuliah 
secara 
otomatis. 
 
Hasil analisa 
data resource 
dan constraint 
menggunakan 
algoritma PSO 
dengan 
memperhatika
n hard 
constraint dan 
soft constraint 
belum dapat 
2014 
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menghasilkan 
solusi yang 
optimal, 
karena masih 
terdapat 
bentrok dosen-
timeslot 
(soft1), namun 
tanpa 
menggabungka
n soft 
constraint 
dapat 
menghasilkan 
solusi yang 
optimal dalam 
penggunaan 
ruangan, 
 
3. Optimasi 
Fungsi 
Keanggot
aan Fuzzy 
Berbasis 
Algoritma 
Modified 
Particle 
Swarm 
Optimizat
ion 
Rimbun 
Siringori
ngo, 
Zakarias 
Situmor
ang 
Fuzzy dan 
Modified 
Particle 
Swarm 
Optimizat
ion) 
Metode 
CFM 
memperole
h hasil 
konvergens
i yang lebih 
cepat dari 
pada 
metode 
LIDW. 
2014 
4. Perbandingan 
Algoritma 
Particle 
Swarm 
Optimization 
Dan Regresi 
Pada 
Peramalan 
Nurmah
aludin 
Algoritma 
PSO dan 
Regresi 
Hasil 
pengujian 
menunjukkan 
bahwa 
algoritma 
pelatihan PSO 
memberikan 
rata-rata 
2014 
II-16 
 
Waktu Beban 
Puncak 
 
kesalahan 
peramalan 
yang lebih 
kecil yaitu 
sebesar 
2.492% 
dibandingkan 
dengan 
Backpropagati
on sebesar 
2.504%. 
Sedangkan 
penggunaan 
jaringan syaraf 
tiruan baik 
dengan PSO 
maupun 
Backpropagati
on, 
memberikan 
hasil yang 
lebih baik 
dibandingkan 
dengan metode 
regresi liner 
berganda 
dengan ratarata 
error 
2.492% dan 
2.504%. 
berbanding 
3.754% 
jika 
menggunak
an regresi 
II-17 
 
liner 
berganda. 
5. Optimasi 
Pola 
Penyusunan 
Barang dalam 
Peti Kemas 
Menggunaka
n Algoritma 
Particle 
Swarm 
Optimization 
 
Erny Algoritma 
PSO 
Dalam 
algoritma PSO 
ini, struktur 
partikel yang 
digunakan 
memberikan 
informasi 
berupa data 
integer berupa 
nomor barang 
dan posisi 
barang, dimana 
dalam setiap 
iterasi partikel 
tersebut 
diupdate 
kecepatan dan 
posisinya 
berdasarkan 
nilai 
fitness.Fitness 
berupa 
banyaknya 
barang yang 
dapat masuk 
kedalam peti 
kemas yang 
menyisakan 
paling sedikit 
ruang kosong. 
 
 
 
2013 
6. Optimizin
g Fuzzy 
Elijah E. 
Omizeg
Fuzzy dan 
Particle 
Hasil 
menunjukk
2009 
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Members
hip 
Functions 
Using 
Particle 
Swarm 
Algorithm 
ba and 
Gbijah 
E. 
Adebayo 
Swarm 
Optimizat
ion 
an 
bahwa 
fungsi 
keanggotaa
n 
menunjukk
an 
performa 
yang lebih 
baik 
dengan 
optimasi 
PSO dari 
pada hanya 
menggunak
an fuzzy 
biasa pada 
sistem yang 
sama. 
 
