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Abstract
The strength and power of structured prediction approaches in machine learning originates
from a proper recognition and exploitation of inherent structural dependencies within complex
objects, which structural models are trained to output. Among the complex tasks that benefited
from structured prediction approaches, clustering is of a special interest. Structured output
models based on representing clusters by latent graph structures made the task of supervised
clustering tractable. While in practice these models proved effective in solving the complex NLP
task of coreference resolution, in this thesis, we aim at exploring their capacity to be extended
to other tasks and domains, as well as the methods for performing such adaptation and for
improvement in general, which, as a result, go beyond clustering and are commonly applicable
in structured prediction.
Studying the extensibility of the structural approaches for supervised clustering, we apply
them to two different domains in two different ways. First, in the networking domain, we do
clustering of network traffic by adapting the model, taking into account the continuity of in-
coming data. Our experiments demonstrate that the structural clustering approach is not only
effective in such a scenario, but also, if changing the perspective, provides a novel potentially
useful tool for detecting anomalies. The other part of our work is dedicated to assessing the
amenability of the structural clustering model to joint learning with another structural model,
for ranking. Our preliminary analysis in the context of the task of answer-passage reranking in
question answering reveals a potential benefit of incorporating auxiliary clustering structures.
Due to the intrinsic complexity of the clustering task and, respectively, its evaluation scenar-
ios, it gave us grounds for studying the possibility and the effect from optimizing task-specific
complex measures in structured prediction algorithms. It is common for structured prediction
approaches to optimize surrogate loss functions, rather than the actual task-specific ones, in or-
der to facilitate inference and preserve efficiency. In this thesis, we, first, study when surrogate
losses are sufficient and, second, make a step towards enabling direct optimization of complex
structural loss functions. We propose to learn an approximation of a complex loss by a regres-
sor from data. We formulate a general structural framework for learning with a learned loss,
which, applied to a particular case of a clustering problem – coreference resolution, i) enables
the optimization of a coreference metric, by itself, having high computational complexity, and
ii) delivers an improvement over the standard structural models optimizing simple surrogate
objectives. We foresee this idea being helpful in many structured prediction applications, also
as a means of adaptation to specific evaluation scenarios, and especially when a good loss ap-
proximation is found by a regressor from an induced feature space allowing good factorization
over the underlying structure.
Thesis committee
Roberto Basili
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The rise of structured prediction methods in machine learning gave way to the development
of effective solutions for the complex prediction tasks. In learning scenarios with a presumed
or observed dependence between the output variables, structured prediction takes advantage
of (imposing and) treating a structure over multiple dependent output variables as a unified
output object of learning. It is opposed to solving a bunch of elementary prediction tasks and
uniting their independently made predictions by diverse aggregation techniques to impart the
underlying structure to the desired output. Passing on to learning structural dependencies solely,
in most cases, results in an improvement over unstructured counterpart approaches whereas, for
the latter, enriching the input representations seems to be nearly the only way of enhancement.
Powerful structured prediction methods were devised for such standard complex learning
tasks as multilabel classification, sequence labelling, ranking, etc. On the discriminative side,
generalizations to structured output of all the classic learning algorithms were derived: per-
ceptron by Collins [2002], SVMs by Altun et al. [2003]; Tsochantaridis et al. [2004], online
passive-aggressive learning by Crammer et al. [2006]. Discriminant functions f of these struc-
tured prediction approaches build on capturing the structural dependencies within the complex
output space of structured objects Y . A prediction by the model is done finding a maximizer of
the discriminant function f , a structure y, over Y . It is desirable that exploring Y in search for
the optimal y is done by an efficient inference procedure.
2 Introduction
1.1.1 Supervised clustering as structured prediction
In this respect, clustering, if viewed as a structured prediction problem, lacks an efficient infer-
ence procedure, e.g., k-means clustering is NP-hard [Aloise et al., 2009], correlation clustering
is NP-complete [Bansal et al., 2004]. However, structured prediction approaches targeting ap-
proximations of clustering inference, e.g., SVMcluster by Finley and Joachims [2005], supervised
k-means by Finley and Joachims [2008], realized tools for doing supervised clustering. Later,
Yu and Joachims [2009] proposed a more feasible solution to the supervised clustering formu-
lation enabling exact inference. The trick consisted in transferring learning from the space of
clusterings Y to the latent space of spanning graphs H , where inference is efficiently done by a
spanning algorithm. Employed in the Latent Structural SVM, the approach of Yu and Joachims
found its application in the NLP task of coreference resolution, having intrinsically a clustering
nature. A similar approach, again applied to coreference resolution, although with alternative
graph structures and a different spanning algorithm wrapped up in the Latent Structured Per-
ceptron learner, by Fernandes et al. [2012, 2014] established the state of the art for its time.
Regarding and inferring a clustering y of some set of elements as a unique structural object
appears beneficial in contrast to deciding on the similarity for pairs of elements in detachment
from the rest elements of the set.
Clustering is of a general interest and purpose, both as a standalone solution and as a
provider of intermediate helpful information. Inspired by the effectiveness of the structured
prediction approaches to supervised clustering in coreference resolution, one might think about
their extensions to other tasks and domains. Even more promising is the fact that these ap-
proaches do not require neither searching for and supplying to the algorithm of an appropriate
distance metric nor the beforehand indication of the number of the output clusters, the latter
being a thorny issue of unsupervised and semi-supervised clustering approaches.
1.1.2 Structured prediction: evaluation v.s. optimization
When it turns to applying an approach of machine learning in general and structured output
in particular, to a new domain, we inevitably have to adapt to a certain evaluation scenario.
Optimization of the empirical risk expressed in terms of a domain- or task-specific evalua-
tion measure is not always possible as the corresponding loss functions do not possess prop-
erties sufficient to admit a tractable solution. At the same time, task metric optimization via
parametrization is known to have limited potential. Nevertheless, in structured output learning,
the expressivity of loss functions is often sacrificed for preserving the feasibility of solutions,
e.g., losses with the factorization properties conforming to the factorization of the learned model
are preferred for facilitating inference.
In case of clustering, it is very unlikely to bypass the above compromise as clustering eval-
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uation metrics are far from being trivial, e.g., clustering accuracy [Zhao and Karypis, 2002],
purity and entropy [Fung et al., 2003], just to mention a few of most common ones. In the
meantime, the approaches of Yu and Joachims and Fernandes et al. use simple loss functions,
counting the number of mistaken edges, in order to perform the max-violating inference using
the same spanning graph algorithms. A clustering measure adopted in coreference resolution
research – Mention, Entity, and Link Average (MELA) [Pradhan et al., 2012] – has even more
superior complexity, and its computation cannot be afforded during training.
1.2 Thesis Work and Structure
In this thesis, we seek to explore the applicability and extensibility of the structured output
approaches for supervised clustering. We start by giving a general overview of structured output
methods and structured prediction solutions to supervised clustering, in Chapter 2. We revisit
the essential components of the structured prediction framework and provide formulations of
the algorithms employed throughout this work. Specifically, the structured output approaches
with latent variables supplying algorithmic machinery for supervised clustering.
We found supervised clustering useful in the networking domain. In particular, we enable an
extension of the graph-based structural model for clustering of the network traffic that provides a
viable solution to the intrusion detection task. We address the task of intrusion or, more broadly,
anomaly detection framing it as a clustering problem, where new coming instances which do
not fall into existing clusters are regarded anomalous. We elaborate the structured prediction
approach for supervised clustering to make it operate on the continuous flow of data. This
results in an effective anomaly detection method not requiring re-training, which is described
in Chapter 4.
The intricacies, highlighted in Section 1.1.2, around optimization of complex metrics aris-
ing in applications of structured prediction, inclined us towards research on making structured
prediction more ’complex metric’ -friendly. We propose to address this kind of problems by
approximating a complex measure by learning its representation, or alternatively a representa-
tion of the loss function induced by it, from data. Here, we introduce a notion of a learned loss.
In Chapter 3, we define a general structured output framework for learning with a learned loss,
which bases on the idea of approximating a task-specific complex loss with a regressor. This
is where MELA enters into play providing an interesting special case of a complex measure,
on which we test the whole idea of learning a complex structural loss. The framework is also
extended with a specification of the algorithm that performs joint learning of a loss and a model.
First, in Chapter 5, we carry out a practical study comparing structured prediction ap-
proaches for supervised clustering applied to the task of coreference resolution: i) online versus
batch learning, ii) employing different graph structures and inference algorithms. Subsequently,
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we implement the idea of a learned loss for the MELA case on the basis of the best identified
structured approach. This way, we enable a direct optimization of an approximation of a com-
plex clustering measure.
Finally, our recent study on using structural clustering as an auxiliary means in the context
of another structured prediction task of ranking, as a strategy to boost the accuracy of the latter.
It bases on a simple intuition, that in presence of similar items in the ranking list, both relevant
and irrelevant, clustering can communicate to a ranking model that certain items are likely to
take neighbouring rank positions. Thus, we attempt at combining a structural ranking model
with the clustering graph h, providing a procedure for joint inference, and show our preliminary
results of such a model ”collaboration” in Chapter 6.
1.3 Thesis Contributions
The contributions of the thesis can be summarized as follows:
• Definition of a general structured prediction framework for learning with a learned loss.
Joint formulation for learning the loss and the task simultaneously.
• Comparison of structured prediction approaches for supervised clustering applied to the
task of coreference resolution.
• Enabling a direct optimization of MELA, a complex clustering measure used in corefer-
ence resolution for evaluating the system output, which was previously intractable.
• Anomaly detection model based on supervised clustering.
• Structured prediction model for re-ranking, combined with clustering.
1.4 Publications
Research presented in this thesis resulted into the following publications:
• Jointly learning models and loss functions from coreference resolution. Iryna Haponchyk
and Alessandro Moschitti. Under submission, 2018.
• Real-time intrusion detection via structured graph-based learning. Iryna Haponchyk and
Alessandro Moschitti. To be submitted.
• A Latent Structured Prediction Approach for Passage Re-ranking. Iryna Haponchyk and
Alessandro Moschitti. To be submitted.
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• Don’t understand a measure? Learn it: Structured Prediction for Coreference Resolution
optimizing its measures. Iryna Haponchyk and Alessandro Moschitti. In Proceedings of
the 55th Annual Meeting of the Association for Computational Linguistics (Volume 1:
Long Papers), pp. 1018-1028, Vancouver, Canada, 2017.
• A Practical Perspective on Latent Structured Prediction for Coreference Resolution. Iryna
Haponchyk and Alessandro Moschitti. In Proceedings of the 15th Conference of the Eu-
ropean Chapter of the Association for Computational Linguistics (EACL 2017), pp. 143–
149, Valencia, Spain, 2017.
• Making Latent SVMstruct Practical for Coreference Resolution. Iryna Haponchyk and
Alessandro Moschitti. In Proceedings of the First Italian Conference on Computational
Linguistics (CLiC-it 2014), pp. 203–207, Pisa, Italy, 2014.
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Chapter 2
Backgrounds on Structured Output
Methods and Supervised Clustering
2.1 Structured Output Methods
There is a growing body of approaches in machine learning that are devised to make inference
in complex output spaces. Unlike classification, where the output space is Y = {1, 2, ..., K},
the output space of structured prediction algorithms consists of complex or structured objects
like sequences, trees or graphs. In classification, a predictor learns a mapping f : X → Y from
training examples. A structured predictor learns a scoring function f : X × Y → R and makes




Often, as well as throughout this work, function f(x,y) is assumed linear in a joint feature
vector Φ(x,y) of an input-output example:
f(x,y) = w · Φ(x,y), (2.2)
where the form of Φ depends on a specificity of a problem, and w is a learned weight vector.
This modelling allows efficient use of combined features of inputs and outputs.
2.1.1 Algorithms
Structured perceptron [Collins, 2002] is a structural version of the standard perceptron algo-
rithm for classification, providing an online algorithm with established convergence bounds for
learning to predict structures. Among large-margin approaches, there are Structural SVMs – a
generalization of multiclass SVMs to the case of tasks with structured output [Tsochantaridis
et al., 2004].
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2.1.2 Loss functions
Since incorrect structures ŷ vary in their degree of correctness against the correct (gold) struc-
ture y, large-margin structured prediction approaches involve loss functions:
∆(y, ŷ) : Y × Y → R,
which reflect such degrees of correctness. To minimize the risk expressed in terms of a loss
∆(y, ŷ), Structural SVMs pass to optimizing a piecewise convex upper-bound on the loss
∆(y, ŷ) ≤ max
ŷ∈Y
[∆(y, ŷ) + w · Φ(x, ŷ)]−w · Φ(x,y),











[∆(yi, ŷ) + w · Φ(xi, ŷ)]−w · Φ(xi,yi)
]]
(2.3)
on training data {(xi,yi)}ni=1 [Tsochantaridis et al., 2004].
2.1.3 Inference
Finding argmax in Equation 2.1 through exhaustive search over the output space Y is not
always tractable. For this reason, exploration techniques, efficient, preferably exact but also
heuristic, are adopted in different applications, e.g., search for an optimum sequence in se-
quence tagging could be done by a dynamic programming Viterbi-like decoding algorithm [Al-
tun et al., 2003].
Max-violating inference and loss factorization
The objective in Equation 2.3 involves finding the max-violating structure:
ŷ = argmax
y∈Y
[∆(yi,y) + w · Φ(xi,y)]. (2.4)
For efficient max-violating inference of ŷ, it is indispensable that the loss ∆ and the score
factorize in the same way over the substructures (components) of ŷ.
There is a large-margin version of the structured perceptron which adopts inference in Equa-
tion 2.4, also called loss-augmented inference [Fernandes and Brefeld, 2011]. Another online
large-margin algorithm is a structured passive-aggressive (PA) algorithm by Crammer et al.
[2006].
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2.1.4 Latent variables
Auxiliary information, which is not available in the input training data {(xi,yi)}ni=1 but which
can alleviate infeasible inference or help training in general, can be included as latent vari-
ables h [Yu and Joachims, 2009]. The joint feature vector is extended with h to Φ(x,y,h).
Correspondingly, the inference – to
(ŷ, ĥ) = argmax
(y,h)∈Y×H
w · Φ(x,y,h). (2.5)
Latent Structural SVM
Latent Structural SVM (Latent SVMstruct, or LSSVM for short) proposed by Yu and Joachims
[2009] introduces latent structures in SVMstruct [Tsochantaridis et al., 2004]. In presence of
auxiliary latent structures, the objective function of SVMstruct in Equation 2.3, optimizing an
upper bound on the loss function, becomes no longer valid. To solve this problem Yu and
Joachims assume that loss functions usually do not depend on the gold latent structures hi in
correspondence to the gold outputs yi, and can be computed against the gold yi only:
∆(yi,hi, ŷ, ĥ) = ∆(yi, ŷ, ĥ),



















Being essentially a difference of two convex functions, it is solved using the Concave-Convex
Procedure (CCCP) by Yuille and Rangarajan [2003], which is guaranteed to converge to a local
minimum or a saddle point. This alternatively switches between






w·Φ(xi,yi,h), which includes finding the best latent structures h∗i explaining
gold truths yi with respect to the current model weights w:
h∗i = argmax
h∈H
w · Φ(xi,yi,h), and











[∆(yi, ŷ, ĥ) +w ·Φ(xi, ŷ, ĥ)]−w ·Φ(xi,yi,h∗i )
]]
(2.7)
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by a one-slack cutting-plane Algorithm 1.
The cost of one CCCP iteration is nearly a cost of one SVMstruct, which in turn is polynomial
[Tsochantaridis et al., 2004].
Algorithm 1 Latent Structural SVM (LSSVM)
1: Input: X = {(xi,yi)}ni=1, w0, ε
2: w← w0; S ← ∅
3: repeat
4: for i = 1, ..., n do
5: Hi(y,h) ≡ ∆(yi,y,h)+
w · Φ(xi,y,h)−w · Φ(xi,yi,h∗i )






















Hi(ŷi, ĥi) > ξ + ε then
11: S ← S ∪ {(ŷi, ĥi)}ni=1
12: w← optimize primal over S
13: end if
14: until S has changed during iteration
returnw
Algorithm 2 Latent Structured Perceptron (LSP)
1: Input: X = {(xi,yi)}ni=1, w, C, T
2: w0 ← w; t← 0
3: repeat
4: for i = 1, ..., n do
5: ĥ← argmax
h∈H(xi)
wt ·Φ(xi,y,h) +C ·∆(yi,y,h)
6: if ŷ 6≡ yi then
7: h∗ ← argmax
h∈H(xi,yi)
wt · Φ(xi,yi,h)
8: wt+1 ← wt + Φ(xi,yi,h∗)− Φ(xi, ŷ, ĥ)
9: end if
10: t← t+ 1
11: end for








Latent Structured Perceptron (LSP) is a version of the structured perceptron with latent vari-
ables [Sun et al., 2009]. Algoritm 2 presents the LSP algorithm with loss-augmented inference
[Fernandes et al., 2014].
Given a training set {(xi,yi)}ni=1, initialized model weights w0 (e.g., to ~0 or a random
vector), a loss parameter C and the maximum number of epochs T , LSP iterates the following
instructions:
• Line 5 seeks for the max-violating latent variable ĥ in H(xi), which is the set of all
possible latent variables for the current example. Further, we denote by ŷ the output
structure corresponding to the max-violating ĥ.
• Line 6 tests if the output ŷ, induced by the produced max-violating ĥ, is incorect.
• Line 7 finds a latent variable h∗ that maximizes the model score wt · Φ(xi,yi,h), for the
example (xi,yi). This finds the maximum latent variable corresponding to the ground
truth structure yi with respect to the current wt. Finding such max requires an exploration
over the set H(xi,yi), composed of only h consistent with gold structured label yi.
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• If the test is verified, the model is updated with the vector Φ(xi,yi,h∗)− Φ(xi, ŷ, ĥ).
Online passive-agressive structured output learning
In this work, we will also employ a structured passive-aggressive (PA) algorithm [Crammer







s.t. w · Φ(xi,yi,h∗i )−w · Φ(xi, ŷ, ĥ) ≥ ∆(yi, ŷ, ĥ),
where
(ŷ, ĥ) = argmax
(y,h)∈Y×H
[
wt · Φ(xi,y,h)−wt · Φ(xi,yi,h∗i ) + ∆(yi,y,h)
]
,
which in a closed form is
wt+1 = wt + τt(Φ(xi,yi,h
∗





We refer to this model as LSPA.
2.2 Structured Prediction for Supervised Clustering
2.2.1 Supervised clustering
In this work, we consider the following formulation of the supervised clustering task [Finley
and Joachims, 2005]:
Given training data {(xi,yi)}ni=1, where
• each xi is a set of elements xi = {x1, x2, ..., xNi} of arbitrary nature (we can assume xj
belong to some set S),
• yi is the corresponding gold output clustering of the elements of xi,
learn to predict clusterings y of unseen input sets x ∈ 2S . Thus, the task is to learn a predictor
h : X → Y , where X = 2S is a set of all possible sets of items from S and Y is a set of all
possible clusterings of such sets, Y = 22S .
Note that the above formulation is different from the view on the task adopted in data min-
ing [Eick et al., 2004], where the input data points xi are supervised with class membership
labels c (c ∈ C, C = {ci}Ni=1) and the output clustering is assessed with respect to class pu-
rity/impurity of the produced clusters, the number of output clusters being adjusted for the
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specific application needs. In contrast, the aim pursued here is to reproduce entirely the in-
tended clustering of the input set, whereas the beforehand indication of the number of clusters
k is not required.
2.2.2 Structured output clustering approaches
SVMcluster
Finley and Joachims [2005] formulate the clustering task as a structured prediction. The input-









which sums up feature vectors φ(xi, xj) over all item pairs (xi, xj), where xi and xj fall into
the same clusters y according to y. SVMstruct solver learnes a linear model w, which scores
clusterings with w · Φ(x,y) (Equation 2.2). Finding a clustering y maximizing such a score,
i.e. maximizing the intracluster pairwise similarity scores, is performed by correlation cluster-
ing [Bansal et al., 2004]. Inference by correlation clustering is approximate as finding a real
maximizer is NP-complete.
SVMcluster optimizes the clustering loss functions ∆: i) pairwise loss – the percentage of
wrong pairwise decisions ii) F1 loss of the coreference resolution MUC metric [Vilain et al.,
1995]. Both the losses are global in a sense that they compare entirely the output clustering y to
the gold standard yi. A greedy procedure and a relaxation of correlation clustering are proposed
for the max-violating inference with respect to the mentioned losses.
Supervised k-means
Supervised k-means approach by Finley and Joachims [2008] builds on a similar modelling of
SVMcluster. Using the structural SVM formulation, it learns a similarity measure in a structural
way but uses k-means as the inference method. Here, however, the number of clusters k should
be provided by the user.
Graph-based learning
The above two approaches train a structural predictor optimizing the aggregated pairwise sim-
ilarities via approximations of clustering methods (correlation clustering, k-means). The in-
tractability of finding an optimal clustering imposes limitations on the accuracy of the inference
and scalability with respect to the size of the input sets x.
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(a) Latent graph with highlighted clusters (b) Latent tree
Figure 2.1: Graph representations used in structured prediction clustering algorithms
LSSVMK A workaround proposed by Yu and Joachims [2009] suggests to switch from the
output space of clusterings Y to the space of graph structures H . Namely, instead of searching
for the optimal clustering y the search is performed for the spanning forest h on an undirected
graphG, whose nodes are elements xi of the input x and edges are all the pairwise links between
them (xi, xj). In Figure 2.1a, the spanning forest h composed of the solid edges corresponds to
clustering y highlighted in red. Note, that there is no one to one correspondence between h’s
and y’s. Using two other possible alternative ways to span the biggest cluster of 3 in Figure 2.1a
give the same y. However, each h uniquely induces a clustering y.
This way, Yu and Joachims base their approach on the strong pairwise links (those spanning
each cluster component, the rest can be inferred), in contrast to the previous approaches taking
into account all the pairwise intracluster connections. The spanning forest structures h are
incorporated as latent variables into the structured prediction framework and the joint feature








This facilitates the inference (Equation 2.5) which now can be performed exactly and which
reduces to finding a spanning algorithm on the fully connected graph G. Kruskal’s spanning
algorithm [Kruskal, 1956] is used for inferring h. It involves sorting of all the candidate edges
by weight, followed by the construction of a spanning forest, starting from the edge with the
highest weight. The threshold on the edge weight to be included into the forest is naturally 0,
as including more or less edges decreases the total weight of the spanning forest w ·Φ(x,y,h).
The authors train the LSSVM algorithm. We will further denote this approach as LSSVMK.
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LSPE An approach similar to LSSVMK, appeared in works of Fernandes et al. [2012, 2014] in
application to the NLP task of coreference resolution, adopts another kind of graph structures
– directed trees with an additional root node (see Figure 2.1b). In this case, the inference
is done on a graph G formed by all the directed arcs (xi, xj), where i < j, plus directed
arcs from the root node to each xi – (root, xi). Imposing the node order root, x1, x2, ..., xn
and the directionality of links imply the absense of cycles in G. The inference by Edmonds’
spanning tree algorithm [Chu and Liu, 1965; Edmonds, 1967] reduces to traversing the nodes
x1, x2, ..., xn in their predefined order and choosing for each an incoming arc of the highest
weight, which is added to the tree h. In the resulting spanning tree h, the subtrees connected
directly to the root node form clusters. In a sense, the inference procedure can be viewed as
a iterative process of adding nodes to the tree selecting the best subtree (cluster) for a node to
be added to based on the score of the connecting arc. The joint feature vector of the input-
output pair decomposes over the arcs of the spanning tree h in the same way as in Equation 2.9.
Fernandes et al. use the LSP algorithm for training to predict such structures. Let us refer to
this model as LSPE.
Chapter 3
Genearal Framework for Learning with a
Learned Structural Loss
The final goal of ML models is to optimize a task-specific measure. In non-strucutured predic-
tion, there is already a range of methods which optimize measures encompassing the outputs
for several (all) training examples, i.e., multivariate measures [Joachims, 2005]. In structured
prediction, the importance of reference to the measure is even more amplified. Already at the
example level, we have different degrees of correctness of the output structure y with respect to
the task measure µ. It is crucial to communicate to the learner a proper information about such
differentiation for it to discriminate correspondingly.
In many cases, direct optimization of a task measure is associated with high complexities.
Thus, the models often base on optimizing alternative surrogate objectives. These, for instance,
include loss functions which are upper bounds on the real loss ∆ associated with the task mea-
sure µ. Such loss upper bounds often possess good factorization properties. Or just a simple
surrogate loss, e.g., counting mistakes on the subparts of the output structure y.
In this chapter, we abstract from the application specifics and give a general formulation of
the framework for optimizing a task-specific structural loss. It is based on learning an approx-
imation of the task loss ∆ (or alternatively, of the measure µ) and optimizing such a learned
objective within the structured prediction framework. We provide also a joint formulation des-
tined for training the loss model and the general task learner simultaneously.
We, first, explore the conditions when simple surrogate losses are effective in structured
prediction.
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3.1 On Optimality of Simple Loss Functions
A most common class of surrogate loss functions optimized by the structured prediction algo-
rithms are those having good factorization properties. Suppose the structured output variable
y or the latent structure h, in the latent case, decompose into subparts (substructures). Let us
stick with the latent case. If h decomposes into substructures: h =
n⊕
j=1
hj , the straightforward
loss can be defined by




where 1[·] is an indicator function. ∆simple counts the substructure mistakes, i.e., the substruc-
tures ĥj which do not comply with the gold standard y. Or more generally,
∆simple(y, ŷ, ĥ) =
n∑
j=1
l(y, ŷ, ĥj), (3.2)
where l(·) is a substructure loss function. Equation 3.2 allows for assigning different penalties
for different mistake types, e.g., through parametrization.
Proposition 1 (Sufficient condition for optimality of simple factorizable loss functions for
learning structured outputs). Let ∆(y, ŷ, ĥ) ≥ 0 be a simple, factorizable loss function, which
is also monotone in the number of substructure errors, and let µ(y, ĥ) be any structure-based
measure maximized by no substructure errors. Then, if the training set is linearly separable the
LSP optimizing ∆ converges to the µ’s optimum.
Proof. If the data is linearly separable the perceptron converges⇒ ∆(yi, ŷ, ĥ) = 0,∀xi. From




j) = 0. The latter equation and monotonicity imply
l(yi, ŷi, ĥ
j) = 0, ∀i = 1, n, i.e., there are no substructure mistakes, otherwise by fixing such, we
would have a smaller ∆, i.e., negative, contradicting the initial positiveness hypothesis. Thus,
no substructure mistake in any xi implies that µ(y, ĥ) is maximized on the training set.
Proposition 1 implies that, for separating the data separable with respect to the target task-
specific measure, it is sufficient to optimize a simple factorizable loss whose 0 mistakes maxi-
mize the measure and which meets the requirement of delivering monotonicity to the measure.
From the proof, it is easy to notice that the conclusion of Proposition 1 holds also under a
weaker condition than global monotonicity. It is sufficient that ∆ is locally monotone by inclu-
sion in substructure mistakes, i.e., ∀ĥ1, ∀ĥ2, such that ∀j, ĥj ∈ ĥ1 \ (ĥ1 ∩ ĥ2) 1[ĥj /∈Hj(y)] > 0,
∆(y, ŷ1, ĥ1) > ∆(y, ŷ2, ĥ2).
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In inseparable cases, however, simple loss functions loose optimality, and the reached ”sep-
arating” hyperplane might be no longer optimal with respect to the task measure.
3.2 Learning a Loss Function
Consider a more difficult setting, whether in terms of separability or when the specifics of the
real task loss cannot be straightforwardly spanned onto the defined structure (onto substructure
variables). What if such implicit loss specifics could be captured within some approximation by
a learned model over substructure variables or their aggregations? In the simplest linear case,
suppose we have learned a function ∆̃ : Rm → R:
∆̃(y, ŷ, ĥ) = v ·Ψ(y, ŷ, ĥ), (3.3)
over some feature space induced by some mapping Ψ : Y × Y × H → Rm. ∆̃ is such that it
approximates the task-specific loss ∆
∆̃(y, ŷ, ĥ) ≈ ∆(y, ŷ, ĥ), (3.4)
with sufficient accuracy.
We need data for training and validation of the loss model v, i.e., examples of the form:
xρ = [∆(y, ŷ, ĥ),Ψ(y, ŷ, ĥ)],
here, ρ stands for ”regression”. xρ is simply a tuple containing a target value, which is the
actual value of the task-specific loss ∆ on the output (ŷ, ĥ) for some example (x,y), and a
feature vector Ψ describing such output against the gold standard y. For generating a dataset
Xρ = {xρ} of such examples, we propose to collect max-violating structured outputs (ŷ, ĥ)
produced for training examples {(xi,yi)}ni=1 during structural learning with a surrogate loss,
e.g., LSP learning using ∆simple. Generally, there is no restriction on the amount of structures
we can generate, although it can be subject to how many of them we can afford to label with
target values ∆.
In Section 5.3, we learn a linear regression model that approximates the complex coreference
resolution measure and optimize it using LSP. Optimizing ∆̃ by LSP (injecting in Line 5 of
Algorithm 2) requires defining a customized procedure for finding the max-violating constraint,
if ∆̃ does not factorize or factorize differently than the model w. Let us denote the instance of
LSP optimizing the learned loss as LSPρ.
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3.3 Joint Learning of a Model and a Loss Function
In this section, we define an algorithm for learning the loss function along with the model, where
the training data for the former is generated during the training of the latter. At the same time,
the model uses the loss function, which becomes more and more accurate throughout training.
The definition of the joint algorithm is based on LSP, for the sake of simplicity, and since we
apply it later in this form, however, it is of general purpose and not bound to LSP.
We propose two methods of a joint learning strategy. The first method trains ∆̃ model in a
batch style at each iteration of LSPρ using training data, which become more and more available.
And the second approach uses an online regressor to learn ∆̃. This means that the updates of
the LSPρ and the loss regressor models are interleaved.
Algorithm 3 Latent Structured Perceptron with
Joint ∆̃ Learning (LSP∗ρ)
1: Input: X = {(xi,yi)}ni=1, w, C, T
2: w0 ← w; t← 0; Xρ = ∅; ∆̃← ∆simple
3: repeat
4: for i = 1, ..., n do
5: ĥ← argmax
h∈H(xi)
wt ·Φ(xi,y,h) +C · ∆̃(yi,y,h)
6: xρ = [∆(yi, ŷ, ĥ),Ψ(yi, ŷ, ĥ)]
7: Xρ = Xρ ∪ xρ
8: if ŷ 6≡ yi then
9: h∗ ← argmax
h∈H(xi,yi)
wt · Φ(xi,y,h)
10: wt+1 ← wt + Φ(xi,yi,h∗)− Φ(xi, ŷ, ĥ)
11: end if
12: t← t+ 1
13: end for
14: Train ∆̃ on Xρ







Algorithm 4 Latent Structured Perceptron with Joint
Online ∆̃ Learning (LSP∗onlineρ )
1: Input: X = {(xi,yi)}ni=1, w, C, T
2: w0 ← w; v ← ~0; t ← 0; ∆̃ ← ∆simple; flag ←
true
3: repeat
4: err = 0
5: for i = 1, ..., n do
6: ĥ← argmax
h∈H(xi)
wt ·Φ(xi,y,h) +C · ∆̃(yi,y,h)
7: if ŷ 6≡ yi then
8: h∗ ← argmax
h∈H(xi,yi)
wt · Φ(xi,yi,h)
9: wt+1 ← wt + Φ(xi,yi,h∗)− Φ(xi, ŷ, ĥ)
10: end if
11: t← t+ 1
12: if flag then
13: ν = ∆(yi, ŷ, ĥ)− v ·Ψ(yi, ŷ, ĥ)
14: v← v + νΨ(yi, ŷ, ĥ)
15: err = err + |ν|
16: end if
17: end for
18: if err > prev err then
19: flag ← false
20: else
21: prev err = err
22: end if
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3.3.1 Joint learning approach (LSP∗ρ)
Our basic approach with an automatically learned loss involves (i) learning standard models,
e.g., LSP, (ii) generating examples from such models, (iii) learning ∆̃ on the examples, and
then (iv) using the learned loss in LSPρ.
In order to reduce the computation time of the approach, we verify if it is possible to combine
the above steps in one joint algorithm. For this purpose, we designed Algorithm 3, which
adds the following instructions to Algorithm 2: first, the starting loss ∆̃ is set to ∆simple in
Line 2. Second, Line 6 composes a regression example xρ, for training ∆̃, from the current
max-violating structure ĥ for the example (xi,yi), which contributes to creating the training set
Xρ. Finally, in Line 14, ∆̃ is trained on Xρ, and is used for all the training documents at the
next epoch. In our experiments, we used a linear SVM regression solver for training ∆̃ model.
3.3.2 Online algorithm for learning of a model and a loss function
One advantage of joint learning is to provide the loss learner with examples specific to the
current learning task. However, although it is very fast, the loss regressor has to be retrained
on each iteration. Thus, to further decrease the computational complexity of the joint learning
algorithm, we use simple perceptron updates instead of SVM for the learning ∆̃. In this variant
of our model depicted in Algorithm 4, v, the model used to obtain ∆̃, is gradually updated
in Lines 13–15 on each processed example, until the overall epoch regression error no longer
decreases.
As will be seen from the experiments, the joint models show that it is enough to utilize
the examples from the general LSPρ training. It is not needed to generate them separately on
preprocessing as it is done for LSPρ. This even appears favourable as the examples come from
the regions of the search space of the general learner.
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Chapter 4
Structural Clustering in Network
Environments
Supervised clustering can aid in solving tasks arising in network environments, ranging from
network traffic classification to anomaly detection. In particular, the advantage can be taken
of the fact that certain network transmissions are detected to fall within the same category
(cluster), since they share similar behaviors and/or characteristics. In this chapter, we show how
clustering of the network traffic can be converted into an effective tool for detecting anomalies
or intrusions.
The robustness of intrusion detection systems is highly conditioned by their capacity to
adapt to the changes in network environments, on one hand, and to receiving previously unseen
types of traffic, on the other hand. The state-of-the-art learning methods, however, do not show
such flexibility: they would need to be continuously retraining, e.g., using online learning, on
new coming data, which might considerably increase time and resource costs.
As it will be revealed in this chapter, the supervised clustering approach is able to adapt to
the current network state without requiring retraining. The structured prediction formulation
effectively captures inter-instance similarity patterns. This way, the approach learns to pre-
dict clusters of the traffic instances of the same type and classify the new incoming instances
based on such clusters. Its application to a network scenario of the NSL-KDD dataset shows
impressive improvements over the classification approaches.
4.1 Overview
Intrusion detection component is crucial for any computer system or network. The task of
detecting intrusions (or anomalies) is classically viewed as a classification problem in which a
model is trained to distinguish between good and bad traffic behavior. A variety of classification
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approaches, not restricted to SVM [Raman et al., 2017], Random forest [Farnaaz and Jabbar,
2016], and neural networks [Subba et al., 2016], has been proposed in the literature. The current
top classification models report the accuracy of more than 95%. However, such high results are
unrealistic as they were obtained in problematic evaluation settings: (i) tuning of the model
parameters on the test set [Subba et al., 2016] or (ii) cross-validation [Raman et al., 2017;
Farnaaz and Jabbar, 2016], which is rather inappropriate as the distribution of the instances is
supposed to be different between training and test set to simulate a real-world scenario.
In particular, model evaluation using cross-validation, which is valid for a general classifi-
cation scenario, might not give an adequate assessment of the accuracy of an intrusion detection
system. This is because it is rather prone, if only the folds are not formed adequately, to violate
the requirement of the task, according to which the test data is not supposed to contain traffic
with anomaly types that were seen on training. Indeed, the benchmark intrusion detection KDD
Cup 1999 dataset [Archive, 1999] carefully respects the above property. In contrast, including
the test data into the training loop makes the system diverge from the realistic setting.
In our work, we follow the guidelines of the KDD Cup 1999 competition in the evaluation of
the results, i.e., we train the models using only training data, and evaluate them on test data. In
our attempt to apply cross-validation, the classification accuracy of previous methods increased
by more than 20% compared to the standard setting. This confirms that 95% of accuracy is an
unrealistic number, and consequently, new models are needed for operational scenarios.
The above experiment also suggests that classification methods essentially tend to model
the training data distribution while the situation in a network is subject to continuous changes,
which imposes onto a system a requirement of adaptability. The supervised clustering approach
we explore in this work addresses this issue. Its main difference from the classification view of
the problem is that it is based on capturing the similarity patterns between traffic instances, thus
is able to adapt to changes in the network environment.
Our operational hypothesis is that the categorization of the preceding traffic can be available
with some delay. For example, after a certain time if no alarm has been received by users, system
administrators, or lower-level automatic systems, we can consider that the given traffic is not
affected by anomalies. Then, we can rely on such data when classifying the new instances. Our
model dynamically exploiting the newly coming data improve the accuracy of the basic systems
by more than 12% points. The strong side of the proposed approach is its ability to adapt to the
network situation without the need to be retrained on more recent data.
In the following sections, we give a detailed description of the proposed modelling and
provide the results of the experimental analysis in Section 4.5.
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4.2 Structural Representation of Network Data
We use LSPE approach of Fernandes et al. [2012, 2014] described in Section 2.2.2 for supervised
clustering of the network data. This choice is motivated by the fact that, in a network scenario,
we deal with a continuous data flow with a naturally defined order.
To train an algorithm, we need a labeled set: a collection of points pre-assigned to some
clusters. Applied to a network scenario, we form directed graphs out of the pairwise ”links”
between transmission data points1 (Figure 4.1). In these graphs, each node ti, i ≥ 1 corresponds
to a network transmission, t0 denotes the artificial root node. For illustration purposes, we
flatten here the graph structures presented in Figure 2.1b to emphasize the continuity of the data
flow, moreover, the graph in Figure 4.1 can be extended to the right continuously. We connect
each transmission node ti to each of the preceding transmission nodes t0, t1, ..., ti−1. Each edge
corresponds to a pair of transmission points (ti, tj), where i < j; it is associated with pairwise
features and labeled 0 or 1 (in the training phase), depending on whether ti and ti fall into the
same cluster or not. We assume that all transmissions of the same class type belong to the same
cluster, e.g., in NSL-KDD, we consider all the normal traffic points to fall into one cluster, as
well as all the points from each of the fine-grained attack types (back, buffer overflow, ftp write,
guess passwd, etc.) to be grouped together as well.
4.3 Features from Raw Network Sensor Data
Each transmission data point t is associated with a number of transmission parameters or at-
tributes ψ(t). We extract the pairwise feature representation φ(ti, tj) as follows: i) from the pair
of the continuous-valued attributes ψf (ti) and ψf (tj), we form a pairwise feature with value:
φf (ti, tj) = maxf −minf + |ψf (ti)− ψf (tj)|,
1We use interchangeably throughout the paper the terms ’traffic instance’, ’transmission’, ’transmission data point’, ’con-
nection’, ’connection record’, ’connection data point’.
Figure 4.1: Graph of pairwise links between transmission nodes.
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where maxf and minf are the max and the min values, correspondingly, of the ψf over all the
data points in the training set; and ii) from each binary attribute ψf , we make 3 binary features:
1[ψf (tj)=1&ψ(ti)=1], 1[ψf (tj)=1Yψ(ti)=1], and 1[ψf (tj)=0&ψ(ti)=0], where 1[·] is the indicator function,
same applied to each instantiation of each symbolic attribute.
The introduced pairwise features φ(ti, tj) are destined to express the similarity between the
points of a pair. This way, the approach is different from the classification-based methods, as it
enables the model to learn, based on these features, to predict how similar transmissions are and
to group together also transmissions of the type crossing the data plane for the first time based
on such similarities.
4.4 Inference
At the prediction stage, the algorithm computes weights for each edge using the learned model.
Then we do the inference, which consists in finding the maximum spanning trees (Figure 4.2) on
the sample graphs. Following the LSPE inference described in Section 2.2.2, we find such trees
by iterating over the transmission nodes tj and selecting for each of them the in-coming edge
with the highest score. This way, each transmission node tj is connected to another preceding
node ti with which they have the highest similarity according to the model. This means it is
connected to the cluster to which ti belongs. The tree in Figure 4.2 is one of the two possible
ways to represent two clusters {t1, t4, t5} and {t2, t3} (alternatively, t5 can be connected to
t4). An advantage of such a graph-based model is its incremental nature, which enables a new
coming data point to be clustered at a cheap cost within the current clustering without the need
to reconsider the previous clustering decisions.
If tj is the first occurrence of a particular class type in the data flow, the link from it to
the artificial node (tj, t0) is considered correct (having label 1). At the prediction stage, if the
model decides to link a new coming point tj to t0, it is probable that tj belongs to an unseen
traffic class type, therefore a potential anomaly. This way, in our experiments with NSL-KDD,
we declare anomalous i) points that are predicted to be connected to the clusters of the known
(previously seen) anomalous type, ii) points connected to t0, and iii) points connected to ii), or,
Figure 4.2: Spanning tree.
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inversely, everything that is not connected to the normal traffic type cluster.
4.5 Experimental Analysis
4.5.1 Data description
We use an intrusion detection NSL-KDD2 dataset [Tavallaee et al., 2009] which is a version of
the most widely used benchmark KDD Cup 1999 dataset [Archive, 1999] solving some of its
deficiencies, such as redundancy and duplicate records. The dataset is composed of a variety of
connection records from the U.S. Air-force military network. The connection records attributed
to normal traffic are annotated as one class type. The attack connections are labelled with 38
attack types, among which, 14 appear only in test data. Overall, there are approximately 126K
training and 22.5K test single connection vectors with 41 attribute each.
4.5.2 Experimental setup
LSP model
The proposed LSP model is implemented on the basis of the Latent SVMstruct Yu and Joachims
[2009] implementation3.
Traning data sampling In theory, the structural model should be fed with a series of structured
examples of the form (x,y), where x are sets of transmission nodes, and y – clusterings of
such sets, from which we construct candidate graphs as described in Section 4.2. Instead, in
the current scenario, such kind of transmission sets are not given, neither we intend to split
the training data to obtain them since otherwise we risk to break the eventual continuity of the
network traffic. What we do instead is considering the whole training set of transmissions as a
continuous x = {t0, t1, ..., tN}, where N equals to the original training set size. Due to the huge
size of the training set, for each node ti, we limit the number of candidate arcs to 100 from the
preceding nodes ti−100, ..., ti−1, which will later refer to as referent points, plus one link from
the root (t0, ti). LSP updates (Line 8 of Algorithm 2) are now interleaved with inference: we
update on tree segments encompassing nodes tj, ..., tk with their in-coming arcs, where tk is the
first transmission node on which a mistake occurs at max-violating inference after the previous
update, ended with tj−1.
2http://nsl.cs.unb.ca/NSL-KDD/
3www.cs.cornell.edu/˜cnyu/latentssvm/
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Baselines
We compare the LSP approach against two classification baselines: SVM and perceptron. For
the SVM baseline, we employ LIBSVM version 3.20 package [Chang and Lin, 2011]. We use
our implementation of the binary perceptron.
Features
In all the three cases, at the preprocessing phase, we linearly scale the continuous-valued at-
tributes to lie in the interval of [0, 1] using LIBSVM. The rest, binary and symbolic-valued,
attributes are converted into binary features as described in Section 4.3.
Evaluation
All the reported models are trained on the full training set and evaluated on the test set, no
parameter tuning applied. We report the performance of the models in terms of the overall
accuracy, detection rate, and false positive alarm rate:
Overall accuracy =
TP + TN










where TP is the number of correctly identified anomalies, FP is the number of normal traffic
instances incorrectly identified as anomalous, TN - correctly identified normal traffic, and FN
- incorrectly identified as normal.
4.5.3 Results
For making a decision regarding each test connection point, the LSP model relies onto a set of
candidate referent points. In a realistic scenario, the points from the network history for which
the type is already known could be used for reference. In this regard, two relevant issues arise:
i) how to select the referent points, and ii) how many.
Standard classification scenario
In the evaluation setting of NSL-KDD, as a standard classification scenario, the correct labels
are ”available” only for training instances. Therefore, we first evaluate LSP performance using
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training instances as candidate references for each of the test instances. In Table 4.1, this corre-
sponds to LSP TR model. In this experiment, we randomly select a subset of 280 training points
containing representatives of all the training classes proportionally to the class sizes. Let us call
this subset TR. In the mentioned model, TR points are used as referent for drawing predictions
for each of the test points. LSP stays on a par with the baseline SVM models, with linear and
polynomial kernels of degree 3. As mentioned in Section 4.1, there is a big gap between these






TR 75.82 59.35 2.42
TR + TEpred. d = 100 74.30 56.86 2.65
TR + TEgold d = 100 89.18 86.61 7.85
TR + TEgold d = 200 89.24 86.82 7.56
TR + TEgold d = 1000 88.55 85.23 7.06
TR + TEgold d = 2000 88.26 84.44 6.69
SVM
linear 74.96 61.58 7.34
polynomial, degree 3 76.83 60.50 1.59
Perceptron
76.28 66.09 8.37
online update on d test items d = 100 77.46 67.44 8.20
Table 4.1: Comparison of anomaly detection models on the NSL-KDD test set.
Using recent traffic for reference
In the following scenarios, we aim to check the impact on the LSP performance of adding other
test points to the test point’s reference list, those from its close or relatively close history. For
classifying each point, we compose a set, TE, of 100 consequent test points, preceding it and
placed at distance d from it, e.g., d = 100 meaning that for point tj , TE includes points ti
satisfying d < j − i ≤ d + 100. Note that by doing so we exclude d immediate preceding
points, allowing some delay.
In such first experiment, if a point is predicted to be linked to some of the TE points, it
receives the predicted label of that point, (result subscripted pred. in Table 4.1). The results
slightly worsen compared to using only TR for reference. Analysing the test output in this
evaluation scenario reveals that the link predictions were reasonably good, however, a small
number of prediction errors in the labels of TE points, propagated down through the test set,
causes the observed drop in the classification accuracy. If instead the model is aware of the real
labels of the TE points, the accuracy becomes considerably better (result subscripted gold). This
reflects the main property of the LSP model of being able to learn from some connection point
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kernel linear polynomial, degree 3
Overall
accuracy 97.41 95.57
Table 4.2: SVM accuracy on the NSL-KDD training set in 10-fold cross-validation.
pairs and be successfully applicable to some rather different ones, since based on capturing
the point similarity rather than the training data distribution. In a real network environment,
this property is particularly valuable, as such a model is less dependent on the changes in the
network traffic over time.
To exclude eventual homogeneity in the distribution of the class types of neighbouring test
data points, we explore larger values of d. Increasing d preserves relatively high accuracy. It
should be noted that some part of the observed small drop is due to the fact that, in the current
evaluation scenario, for the first d+ 100 test points, TE = ∅.
Comparison to online learning
To make a fair comparison to LSP using distant gold labels, we introduce another baseline –
online binary perceptron with weight averaging. In our experiment, this model converges fast
on the training set reaching decent overall accuracy of 97.19%, detection rate of 96.90%, and
false positive rate of 2.48%. However, as it is often the case, it does not generalize that well on
the unseen test data, as seen from the bottom section of Table 4.1. The perceptron reaches the
generalization levels of SVM and LSP being slightly better in accuracy and detection rate and
slightly worse in false positive alarm rate.
An appropriate model variant for a network environment could be the one allowing efficient
real-time retraining. Perceptron can provide such functionality by performing online updates
on the records of new traffic instances coming to the network plane. The last line in Table 4.1
shows the performance of such a model. It corresponds to the previous standard perceptron
which we continue to update on the test data examples after being trained on the training set.
Before drawing a prediction for the test point tj , we make an update on the test point tj−d. This
way, the model sees all the traffic except for the preceding d connections. The accuracy gain
due to such online updates on test, not exceeding 1.4% points, is much lower compared to that
of LSP relying on the ”recent” traffic. Moreover, perceptron requires a constant control as it
risks to be skewed towards eventual predominating traffic and not to be able to adapt fast to the
change of the network situation. At the same time, LSP has an advantage that it does not even
require any retraining and adaptation.
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4.6 Summary
The supervised clustering approach proved beneficial for intrusion detection in network traffic
environments. The method has an incremental nature, which is able to effectively use recent
network information in a structural way. It is based on the similarity patterns between the traffic
instances arising in a network rather than on the properties and characteristics of individual
instances. This enables the model to adapt efficiently to the eventual changes in the traffic
situation without the need to be retrained. Such essential properties deliver a valuable accuracy
gain with respect to the basic approaches, making it a good candidate for employment in a
realistic network environment.
In this study, we focused primarily on the comparison of machine learning approaches to
intrusion detection, without their in-depth enhancement using different data mining techniques
such as feature engineering, and instance and feature selection. Regarding this, the proposed
LSP approach can be improved in a number of ways.
The following several directions of enhancing the LSP model can be explored: i) finding the
best method for selecting the referent candidate instances (or representatives of the preceding
clusters) for a given new coming instance and in general, ii) exploiting the information about
the coarse-grained anomaly categories (DOS, R2L, U2R, probing) of connection instances, iii)
choosing effective feature representations considering also those of higher orders, spanning
more that two instances, iv) testing the model’s ability to be optimized to different network
metrics most crucial in particular environments, either by means of tuning or directly, by inject-
ing as a loss function in the learning algorithm.
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Chapter 5
Structured Prediction for Coreference
Resolution
Latent structured prediction theory proposes powerful methods such as Latent Structural SVM
(LSSVM), which can potentially be very appealing for coreference resolution (CR). In contrast,
only small work is available regarding the use of LSSVM. Mainly, the structured approaches
target the latent structured perceptron (LSP). In Section 5.2, we present a practical study com-
paring online learning with LSSVM. We analyze the intricacies that may make initial attempts
to use LSSVM fail, i.e., huge training time and the much lower accuracy produced by the
Kruskal’s spanning tree algorithm. In this respect, we also propose a new feature selection ap-
proach for improving system efficiency. The results show that LSP, if correctly parameterized,
produces the same performance as LSSVM, being at the same time much more efficient.
An essential aspect of structured prediction is the evaluation of an output structure against
the gold standard. Especially in the loss-augmented setting, the need of finding the max-
violating constraint has severely limited the expressivity of effective loss functions. In this
respect, CR offers an interesting setting because it uses complex measures, e.g., MELA, which
has been designed by domain experts based on semantic considerations. Consequently, defin-
ing an optimal loss function for CR is rather challenging as it requires a deep knowledge of this
specific domain, added to, already complex, inherent clustering nature of the task. At the same
time, the structured prediction approaches, LSSVM and LSP, optimize simple loss functions
preserving the factorization of the objective onto the underlying structure.
In Section 5.3, we show that complex loss functions can be (i) automatically learned also
from the controversial but commonly accepted CR measure – MELA, and (ii) successfully used
in learning algorithms. We study the advantages of jointly learning loss functions and models,
in Section 5.4. The accurate model comparison on the well-known CR benchmark dataset from
CoNLL–2012 Shared task demonstrates the benefit of more expressive losses, although we have
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to trade off the exact inference for enabling their use in the learning algorithm.
5.1 Coreference Resolution Task
We start by recalling the definition of coreference resolution and its benchmark evaluation met-
ric MELA – Mention, Entity, and Link Average score (MELA) [Pradhan et al., 2012].
5.1.1 Definition
Coreference Resolution (CR) aims at linking together all the mentions referring to the same
entities entities of a target text. CR is typically modeled as a clustering problem. Given x =
{mi}Mi=1, a set of entity mentions contained in the input text, the desired output y is a set of
the corresponding mention clusters. For example, the text in Figure 5.1 contains three entities,
Tona, Australian Government, and China, and several mentions of them, m1,m2, ...,m7. The
target y is then composed of three clusters {m1, m6}, {m2, m3, m5, m7} and {m4}.
5.1.2 Task Evaluation
Evaluation of the output of coreference systems is based on comparing the gold mention clusters
or key entity set K =
⊔
i ki with the response entity set R =
⊔
j rj , produced by a system. K
is a disjoint union of sets ki, each of which contains mentions referring to the same entity,
equivalently for R. Note that real-life coreference systems are trained to predict clusters on
mentionsM detected by the system. Mention setM does not always coincide with the mentions
comprised in the key entity set K. Thus, the ground truth clustering y supplied to the structured
prediction learner is a contraction of K onto M . Let us denote the gold standard clustering
corresponding to K as ỹ. R is the output ŷ.
(Tona, the Australian foreign affairs minister)m1 , recently said in Sydney that (the
Australian government)m2 will maintain a one - China policy, and that the rela-
tionship between (Australia)m3 and (China)m4 is a central point of (Australia’s)m5
foreign policy. (Tona)m6 made this announcement while explaining (Australia’s)m7
Asian policy structure to foreign reporters.
Figure 5.1: Text fragment with seven highlighted mentions from the English part of the corpus from
CoNLL 2012-Shared Task1.
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5.1.3 MUC
MUC coreference score [Vilain et al., 1995] is based on the number of correctly predicted
links between mentions. The number of links required for obtaining the key entity set K
is
∑
ki∈K(|ki| − 1), i.e., cardinality of each entity minus one. MUC recall computes what
fraction of these were predicted, and the predicted were as many as
∑
ki∈K(|ki| − |p(ki)|) =∑
ki∈K(|ki| − 1− (|p(ki)| − 1)), where p(ki) is a partition of the key entity ki formed by inter-
secting it with the corresponding response entities rj ∈ R, s.t., ki ∩ rj 6= ∅. This number equals
to the number of the key links minus the number of missing links, required to unite the parts of


















B3 is a mention-based metric [Bagga and Baldwin, 1998]. B3 computes Precision and Recall
individually for each mention. For mention m: Recallm =
|kmi ∩rmj |
|kmi |
, where kmi and r
m
j , sub-
scripted with m, denote, correspondingly, the key and response entities into which m falls. The




















B3 Precision is computed by switching as well the roles of the key and response entities.
5.1.5 CEAF
CEAFe computes similarity between key and system entities after finding an optimal alignment
between them. Using ψ(ki, rj) =
2|ki∩rj |
|ki|+|rj | as the entity similarity measure, it finds an optimal
one-to-one map g∗ : K → R, which maps every key entity to a response entity, maximazing
an overall similarity Ψ(g) =
∑
ki∈K ψ(ki, g(ki)) of the example. This is solved as a bipartite
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Mention, Entity, and Link Average (MELA)
MELA is the unweighted average of MUC [Vilain et al., 1995], B3 [Bagga and Baldwin, 1998]
and CEAFe (CEAF variant with entity-based similarity) [Luo, 2005; Cai and Strube, 2010]
scores, having heterogeneous nature. MELA computation is rather expensive mostly because
of CEAFe. Its complexity is bounded by O(Ll2 log l) [Luo, 2005], where L and l are, corre-
spondingly, the maximum and minimum number of entities in y and ŷ. Computing CEAFe is
especially slow for the candidate outputs ŷ with a low quality of prediction, i.e, when l is big,
and the coherence with the gold y is scarse.
5.2 Comparison of Structured Prediction Methods for Coreference Reso-
lution
CR research has shown effective applications of structured prediction, e.g., the latent structured
perceptron (LSP) by Fernandes et al. [2012, 2014] obtained the top rank in the CoNLL-2012
Shared Task [Pradhan et al., 2012]. There has been an ample exploration of LSP variants [Chang
et al., 2011; Björkelund and Kuhn, 2014; Lassalle and Denis, 2015], and also of SGD-like
methods [Chang et al., 2013; Samdani et al., 2014; Peng et al., 2015; Kummerfeld et al., 2015].
However, LSSVM by Yu and Joachims [2009], which offers theoretical guarantees on reducing
the error upper-bound, is scarcely studied. The major advantage of such theory is the possibility
to stop the optimization process, carried out using the Concave-Convex Procedure (CCCP) by
Yuille and Rangarajan [2003], when the approximation to the optimum is close as much as we
want. In contrast, the gradient descent operated by perceptron-like algorithms does not allow
us to estimate how much our solution is far away from the optimum. In other words, we do not
know at which epoch our algorithm should stop. Thus, LSSVM holds an important advantage
over online methods.
We empirically compare LSSVM with two online learning algorithms, LSP and LSPA (a
structured passive-aggressive (PA) algorithm [Crammer et al., 2006] that we extend with latent
variables) using the exact setting of the CoNLL-2012 dataset. This preserves comparability
with the work in CR. We use the latest version of the MELA scorer2.
Implementing a sound comparison was rather complex as it required testing all the algo-
rithms in the same conditions and optimally setting their parameters. In particular, LSSVM and
2conll.cemantix.org/2012/software.html
Comparison of Structured Prediction Methods for Coreference Resolution 35
LSP adopt different graph models and use different methods to extract spanning trees from a
document graph, namely, Kruskal’s [Kruskal, 1956] and Edmonds’ [Chu and Liu, 1965; Ed-
monds, 1967]. Although both extract optimal spanning trees, they provide different solutions,
which critically impact on accuracy and efficiency. The latter is problematic as LSSVM requires
too long time for convergence on the large CoNLL dataset.
To tackle this issue, we apply two kinds of efficiency boost: feature and mention pair selec-
tion. Feature selection is rather challenging as the CR feature space is different from a standard
text categorization setting. We cannot not apply a filtering threshold on simple and effective
statistics such as document frequency since almost all the features appear in many documents.
For solving this problem, we explore the use of efficient binary SVMs for computing feature
weights, which we used for our selection. Additionally, we also provided a parallelized version
of LSSVM to afford the computation requirement of the full CoNLL dataset.
The results of our study show that LSSVM can be trained on large data and achieve the state
of the art of online methods. However, the latter using optimal parameters can even surpass its
accuracy and outperform the current state of the art of LSP by 2 points. Finally, our feature
selection algorithm is rather efficient and effective.
5.2.1 Algorithm equivalence
LSSVM, LSP, LSPA can reach the same accuracy subject to different convergence rates and
bounds. Indeed, LSSVM solves an optimization problem using a CCCP iteration, the cost of
the latter is nearly a cost of one Structural SVM problem, which in turn is polynomial [Tsochan-
taridis et al., 2004].
LSP and LSPA require linear times, however, in contrast to LSSVM, they do not have stop-
ping criteria - the number of epochs T has to be set. The CCCP procedure is guaranteed to
converge to a local minimum or a saddle point. LSP and LSPA, in essence, perform an update
which is equivalent, up to some constant, to an SGD update, with a gradient taken with respect
to a document variable.
They can approach the local minimum as close as possible, which is supported by our ex-
periments, reflecting the results compatible among the three algorithms. For LSP and LSPA
though, we do not know a priori when to stop training. While, for LSPA, there are error bounds
derived by Crammer et al. [2006], there are not for LSP at all.
However, for CR, as it can be seen from our experiments, values of T for LSP and LSPA can
be reliably selected on a validation set for a fixed training data size and a choice of features/in-
stances. Since the algorithms optimize a surrogate objective, it is often the case that accurately
tuned LSP and LSPA result in higher performance than LSSVM, not mentioning an excessive
complexity of the latter.
36 Structured Prediction for Coreference Resolution











LSPE LSPAE LSPO (T = 5)
LSPK LSPAK
Figure 5.2: LSP learning curves, with 100 random documents used for training (all the features, all the
edges), tested on all the development documents.
5.2.2 Experimental study
Setup
Data We performed our experiments on the English part of the corpus from CoNLL 2012-
Shared Task3, containing 2,802, 343 and 348 documents for training, development and test sets,
respectively.
Evaluation measure We report our coreference results in terms of the MELA score [Pradhan
et al., 2012] computed using the version 8 of the official CoNLL scorer.
Models and software As baselines, we used (i) the original implementation of the Latent
SVMstruct 4 (denoted as LSSVMK) performing inference on undirected graphs using Kruskal’s
spanning algorithm, (ii) LSPE – our implementation of the LSP algorithm with a tree modeling
of Fernandes et al. [2012, 2014] and Edmonds’ spanning tree algorithm, (iii) cort – coreference
toolkit by Martschat and Strube [2015], precisely its antecedent tree approach, encoding, as well
as LSPE, the modeling of Fernandes et al. (denoted as LSPO, where ”O” stands for Original).
In LSPE, the candidate graph, by construction, does not contain cycles, and the inference
by Edmonds’ algorithm is reduced to selecting for each node an incoming edge with a maxi-
mum weight, in other words, the best antecedent or no antecedent for each mention. Thus, the
difference between our LSPE and cort is only due to a different implementation.
Along with the baselines, we consider the following models: (i) LSSVME, i.e., LSSVM
with the latent trees and Edmonds’, (ii) LSPK, i.e., LSP using Kruskal’s on undirected graphs,
and (iii) two structured versions of the PA online learning algorithms, LSPAE and LSPAK.
3conll.cemantix.org/2012/data.html
4www.cs.cornell.edu/˜cnyu/latentssvm/
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Model Parameters
LSSVMK C = 100.0 r = 0.5
LSSVME C = 100.0 r = 1.0
LSPK C = 1000.0 r = 0.1
LSPE C = 1000.0 r = 1.0
Table 5.1: Best parameter combinations for structural approaches selected on CoNLL-2012 English
development set.
We employed the cort toolkit both to preprocess the CoNLL data and to extract candidate
mentions and features (the basic cort feature set).
As emphasized by Fernandes et al., averaging the perceptron weights renders the learning
curve rather smooth. We applied weight averaging in all the LSP and LSPA variants.
Parametrization All the models require tuning of a regularization parameter C and of a spe-
cific loss parameter r. In LSSVMK and LSPK, r is a penalty for adding an incorrect edge; in
LSSVME and LSPE, r is a penalty for selecting an incorrect root arc. We select the param-
eters on the entire development set by training on 100 random documents from the training
set. We pick up C from {1.0, 100.0, 1000.0, 2000.0}, the r values for LSSVMK and LSPK from
{0.05, 0.1, 0.5}, and the r values for LSSVME and LSPE from the interval [0.5, 2.5] with step
0.5. The values reported in Table 5.1 were used for all our experiments.
Selecting the epoch number A standard previous work setting for the number of epochs T of
the online learning algorithms is 5 [Martschat and Strube, 2015]. Fernandes et al. [2012, 2014]
noted that T = 50 was sufficient for convergence. Figure 5.2 shows that setting T is crucial for
achieving a high accuracy. We also note that the dataset size and the selected sets of features
and/or instances highly affect the best epoch number, thus, for each particular experiment, we
selected the best T from 1 to 50 on the dev. set.
Model comparison
Table 5.5 reports the results of the models trained on the entire training set, and the numbers
of epochs Tbest for LSP and LSPA, tuned on the development set. LSPO denotes the result of
our run of the original cort software. We note that (i) LSP and LSPA perform on a par in both
the settings; (ii) the latent trees used with the Edmonds’ algorithm outperform the undirected
graphs used with Kruskal’s; (iii) LSSVME is around one point less than LSPE and LSPAE;
(iv) the training time of LSSVME is one order of magnitude longer than that of LSPE; and (v)
LSSVMK took more than 1.5 months to converge.
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Model Dev. Test Tbest Time, h
LSSVMK 61.03 59.89 – 1164.09
LSSVME 62.91 61.88 – 210.01
LSPK 61.08 60.00 10 27.77
LSPAK 61.15 60.16 6 47.73
LSPE 64.01 63.04 43 32.55
LSPAE 64.14 62.81 8 37.33
LSPO 62.92 62.00 5 –
∗LSPO 62.31 61.24 5 5 –
Table 5.2: System results on CoNLL-2012 English development and test sets, using all the training
documents for training. Tbest is evaluated on the development set. ∗LSPO is the result published in
Martschat and Strube [2015].
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Figure 5.3: LSPE training time and accuracy with respect to the number of features N , selected
according to the binary classifier weights.
Feature selection
The number of distinct features extracted from cort and used for training in the above exper-
iments is around 16.8 millions. Training systems with such a large model size is nearly pro-
hibitive, this especially concerns SVMs, which may require a substantial number of iterations
for convergence.
We tried to filter out less relevant features removing those that appear in a fewer number
of documents but these were too few, e.g., less than 1% of all the features have document
frequency ≤ 3. Thus, we proposed a feature selection technique consisting in (i) training a
binary classification model, ~w, on all mention-pair feature vectors and (ii) removing features
with lower absolute weights in ~w.
Figure 5.3 plots the accuracy of CR models, using different numbers of features selected as
above. Interestingly, only retaining 5% of the features (N = 106) results in a small loss.
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Figure 5.4: LSPE training time and accuracy with respect to d (max number of candidate antecedent
edges for each mention).
Candidate edge selection
Using all the candidate edges in the CR graph is another cause of computational burden, which
is overcome by the best CR systems by exploiting heuristic linguistic filters.
In cort, filtering is not implemented and all the candidate edges are used for training. We
simply adopted one of the filters, the so-called sieves, of Fernandes et al. [2012, 2014] to reduce
the number of candidate links. Such sieve retains links between two mentions only if their
distance is lower or equal to d, i.e., we consider only links (mi,mj) with |j− i| ≤ d. Fernandes
et al. use d = 8.
Figure 5.4 shows that, although the training time is reduced considerably, the accuracy suf-
fers. In our experiments, we used d = 20, which causes a loss smaller than 0.5 in MELA.
It should be noted that we also had to enable the LSSVM implementation to operate on non-
complete candidate graphs as it was originally designed for making inference on fully-connected
graphs only [Haponchyk and Moschitti, 2014].
Results on filtered data
Table 5.3 reports the results using filtering corresponding to the setting N = 106, d = 20. We
note that (i) the training time is reduced by more than 10 times; (ii) LSSVMK is outperformed by
LSPK (2 points) and performs worse than LSSVME; (iii) LSPAK seems to generalize better on
filtered data than LSPK; and (iv) w.r.t. no filtering, LSSVME faces a lower drop in performance
than LSPE does, approaching nearer to the latter.
5.2.3 Discussion
The results of our study are the following:
(i) we show that LSSVM can be applied to a realistic CR dataset and achieve the same state
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Model Dev. Test Tbest Time, h
LSSVMK 56.16 54.50 – 23.06
LSSVME 62.82 61.75 – 24.09
LSPK 57.98 56.81 6 1.82
LSPAK 58.69 57.38 3 3.50
LSPE 63.11 61.98 49 1.62
LSPAE 63.28 62.11 6 1.98
Table 5.3: System results on CoNLL-2012 English development and test sets, using all training
documents with filtered features (N=106) and edges (d=20).
of the art of the online methods;
(ii) although the optimum found by CCCP produces better results than online learning algo-
rithms, the latter, when parameterized, provide similar accuracy, while at the same time
being much more efficient;
(iii) in this respect, we studied the optimal model parameterization and found that LSP can be
highly improved, almost 2 points (63.04 vs. 61.24) over the previous best LSP result, by
accurately selecting the number of epochs on a validation set;
(iv) the results of all the approaches using an undirected graph model coupled with Kruskal’s
are 3 − 7 absolute percent points lower than their results obtained with a directed tree
model coupled with Edmonds’. Our outcome is supported by Chang et al. [2013] who
employed a fast SGD approach with the best-left-link inference, which is equivalent to
the Edmonds’ algorithm applied to the directed latent trees. They compared the previous
inference approach with the spanning graph algorithm by Kruskal’s on undirected graphs.
They explain that the better accuracy of the first method is due to the fact that the latent
tree structure considers the order of the mentions in the document. Apart from that, by
using an artificial root, it implicitly models the cluster initial elements (i.e., discourse-new
mentions).
(v) The use of direct trees in Edmonds’ method delivers comparable results among all the
algorithms; and
(vi) our new approach to feature selection based on binary SVMs turned out to be efficient and
effective and, together with mention pair instance filtering, sped up training by 88% only
losing 0.15 of a point in accuracy.
Learning and Optimizing a Complex Clustering Metric 41
5.3 Learning and Optimizing a Complex Clustering Metric
CR provides an interesting application scenario of structured output methods in NLP where
complex measures defined by domain experts cannot be optimized by simple loss functions.
As seen from Section 5.2, recent methods based on structured perceptron, e.g., Fernandes
et al. [2012, 2014]; Björkelund and Kuhn [2014]; Martschat and Strube [2015], provide efficient
solutions representing h as trees. The efficiency and effectiveness of these models come from
the optimization of simple loss functions, essentially based on the number of errors in detecting
graph edges. These functions may be suitable for optimizing a measure of a general clustering
task, where clusters do not have any specific semantic meaning, which is not the case for CR.
For instance, let us consider the example in Figure 5.1 and suppose that System 1 outputs the
correct cluster {m1, m6} but mistakes all the other edges, whereas System 2 correctly detects
{m2,m3} only. The two systems are equivalent considering the count of correct/incorrect edges
but any expert of CR would judge the first system more accurate since it correctly detects an
entire entity, i.e., Tona.
This kind of analyses has led to the design of many measures, e.g., eight different versions
of the MELA score [Pradhan et al., 2012]. MELA has received the largest consensus from the
CR community, although several drawbacks have been pointed out [Moosavi and Strube, 2016],
e.g., simple loss functions for structured prediction cannot optimize it, thus motivating research
directions on direct measure optimization [Le and Titov, 2017]. CR setting is extremely com-
plex for machine learning designers as they need to closely work with the CR domain experts
to model loss surrogates capturing the intuition over the specific domain measure.
We study the possibility to automatize the transfer of the expert knowledge on the required
measure to the learning algorithm. We focus on the CR application domain as it offers the
possibility of learning loss functions that optimize structured prediction algorithms over com-
plex domain-specific measures. We follow the general framework for learning with a learned
loss defined in Chapter 3. More in detail, first, we learn MELA using efficient linear regres-
sion models based on aggregate features, e.g., Precision, Recall, and their approximaitons. We
generate labelled training data for our regressors, applying MELA to the structures generated
during the conventional structured prediction learning. It should be noted that MELA requires
the alignment of mentions between the generated output and the gold standard mention cluster-
ing. This results in a non-convex and non differentiable function. Moreover, the running time
is very large, preventing any possibility to use MELA directly in a learning algorithm.
Secondly, since we could not find a factorization of the corresponding loss ∆ρ, we designed
a latent structured perceptron LSPρ that can optimize non-factorizable loss functions on CR
graphs. We experimented with LSP using ∆ρ and other traditional loss functions using the
same setting of the CoNLL–2012 Shared Task on CR [Pradhan et al., 2012], thus enabling an
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exact comparison with previous work. In particular, we tested our LSPρ on different conditions,
e.g., with smaller feature spaces, languages and datasets. The results show that (i) ∆ρ can be
effectively learned and improve the state of the art of the LSP models, (ii) our approach requires
much fewer number of epochs for convergence than the counterparts; and (iii) it delivers a large
improvement in a setting, where fewer manually engineered features are available, e.g., on the
Arabic CoNLL–2012 data. It is worth noting that ∆ρ learned for the English task can be applied
to a different domain (and language) – the Arabic CR task, demonstrating that ∆ρ is invariant
to the different CR settings, as expected.
Thirdly, we studied the influence of the joint learning of a loss function and models utilizing
it (see algorithms in Section 3.3 of Chapter 3). The further improvement produced by this ap-
proach suggests interesting research lines in learning models together with their loss functions.
5.3.1 Related work
SVMcluster by Finley and Joachims [2005] – the first structured output approach applied to CR,
introduced in Section 2.2.2 – enables the optimization of any clustering loss function (including
non-decomposable ones). The authors show experimentally that optimizing a loss function
with approximated clustering techniques results into a better classification accuracy in terms of
the same very loss. The loss functions explored in their work allow for fast computation, but
the approach is not viable for more realistic benchmarks (large dataset) and measures, such as
MELA.
SampleRank – a large margin stochastic approach for structured prediction of Wick et al.
[2011] – also directly optimizes a global but simple coreference loss, which has a certain degree
of factorizability, and does not need to be fully reevaluated for each local search step. Tarlow
and Zemel [2012] study the cases from image processing when a global loss does not factorize
over graphical structure. The authors’ remark that putting the complexity into the loss rather
than into the model facilitates inference on test: this also applies to our approach. The exam-
ined loss functions again allow for fast computation, thus, the main difficulty, as well as the
focus, is on customized methods for optimizing them, which include relaxing conditions on the
loss compounds, constructing dynamic programming procedures to facilitate the loss optimiza-
tion. Ranjbar et al. [2010] propose a piecewise linear approximation method for optimizing a
complex loss and a complex feature function. Their approximation requires a target complex
measure to be computed by the contingency table, which is not the case of MELA. In contrast,
the MELA induced loss by itself shows prohibitively expensive computation time, which our
work contributes to alleviate.
Regarding the direct optimization of CR metrics, the solution proposed by Zhao and Ng
[2010] consists in finding an optimal weighting (by beam search) of training instances, which
would deliver a classifier maximizing the target coreference metric on the same training set.
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Their models optimizing MUC and B3 delivered significant improvement on the MUC and
ACE corpora. Uryupina et al. [2011] benefited from applying genetic algorithms for the selec-
tion of features and architecture configuration by multi-objective optimization of MUC and the
two CEAF variants. Our approach is different in that the evaluation measure (its approxima-
tion) is injected directly into the learning algorithm. Throughout this work, we use structured
perceptron models due to their efficiency, however, one may think of optimizing our loss ap-
proximation using SVMcluster, SampleRank or an alternative structural perceptron update rule
derived by McAllester et al. [2010], which, in a long run, approximates the direct structural
loss minimization. Le and Titov [2017] derive a differentiable representation of B3. Clark and
Manning [2016] optimize B3 directly. For efficiency reasons, both the previous works omitted
the optimization of CEAFe, which is instead part of MELA.
5.3.2 Surrogate loss functions
When defining a loss function, it is very important to preserve the factorization along the graph
edges to exploit the efficient inference algorithms (see Sec. 5.3.4). Fernandes et al. use a loss
function that (i) compares a predicted tree ĥ against the gold tree h∗ and (ii) factorizes over the





1[ĥ(i)6=h∗(i)](1 + r · 1[h∗(i)=0]),
where h∗(i) and ĥ(i) output the parents of the mention node mi in the gold and predicted tree,
respectively, whereas 1[h∗(i)6=ĥ(i)] checks if the two parents are different, and if yes, a penalty of
1 (or 1 + r if the gold parent is the root) is added.
Yu and Joachims’ loss, based on undirected graphs, is computed as follows:




where n(y) is the number of graph nodes, k(y) is the number of clusters in the ground truth y,
and l(y, e) assigns -1 to any edge e = (mi,mj) connecting nodes from the same cluster in y,
and r otherwise:
l(y, e) =
−1, if y(i) = y(j),r, otherwise.
In our experiments, we employ both the loss functions, however, we measure ∆F , in contrast
to Fernandes et al., always against the gold label y and not against the current h∗, i.e., in the
way it is done by Martschat and Strube [2015], who employ an equivalent LSP model in their
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work. Thus, we adopt







1 + r, if mi = root ∧mj does not start a new cluster in y,
1, if mi 6= root ∧ yi 6= yj ,
0, otherwise.
Note, that ∀h∗ ∈ H(x,y), ∀ĥ ∈ H(x), ∆F (h∗, ĥ) ≥ ∆F (y, ŷ, ĥ), as in Equation 5.5 we do
not penalize edges which are correct according to the gold clustering y.
The loss functions in Equations 5.4 and 5.5 are simple in a sense of the general definition by
Equation 3.2 in Section 3.1, since based on counting the mistaken edges. They achieve training
data separation (if it exists) of a general task measure reaching its max on their 0 mistakes. The
latter is a desirable characteristic of many measures used in CR and NLP research.
Corollary 1. ∆F (y, ŷ, ĥ) and ∆Y J(y, ŷ, ĥ) are both optimal loss functions for graphs.
Proof. Equations 5.5 and 5.4 show that both are 0 when applied to a clustering with no mistake
on the edges. Additionally, for each edge mistake more, both loss functions increase, implying
monotonicity. Thus, they satisfy all the assumptions of Proposition 1.
The above characteristic suggests that ∆F and ∆Y J can optimize any measure that reason-
ably targets no mistakes as its best outcome. Clearly, this property does not guarantee loss
functions to be suitable for a given task measure, e.g., the latter may have different max points
and behave rather discontinuously. For instance, B3 and CEAFe are strongly influenced by the
mention identification effect [Moosavi and Strube, 2016]. Thus, ∆F and ∆Y J may output iden-
tical values for different clusterings that can have a big gap in terms of MELA. However, a
common practice in NLP is to optimize the maximum of a measure, e.g., in case of Precision
and Recall, or Accuracy, therefore, loss functions able to at least achieve such an optimum are
preferable.
5.3.3 Automatically learning loss functions
As computational reasons prevent us from injecting MELA directly in LSP (see our inexact
search algorithm in Section 5.3.4), we study methods for approximating it with a linear regres-
sor. Considering the specifics of the CR task, we suggest slight customizing of the general
formulation of the learned loss in Equation 3.3. Since MELA(ỹ, ŷ) score lies in the interval
[100, 0], a simple approximation of the loss could be:
∆ρ(y, ŷ, ĥ) = 100−wρ ·Ψ(ỹ, ŷ). (5.6)
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Note that, in this formulation, we make reference to the real gold standard clustering ỹ. This
way, the clustering decisions during max-violated inference with respect to ∆ρ will also reflect
the mention detection accuracy. We use a simple linear SVM to learn a model wρ.
In the following, we describe the features constituting Ψ(ỹ, ŷ), show the improved version
of ∆ρ and LSPρ for learning with it based on inexact search.
Features for learning measures
We define nine features, which count either exact or simplified versions of Precision, Recall and
F1 of each of the three metric-components of MELA. Clearly, neither ∆F nor ∆Y J provide the
same values.
Apart from the computational complexity, the difficulty of evaluating the quality of the pre-
dicted clustering ŷ during training is also due to the fact that CR is carried out on automatically
detected mentions, while it needs to be compared against a gold standard clustering of a gold
mention set. However, we can use simple information about automatic mentions and how they
relate to gold mentions and gold clusters. In particular, we use four numbers: (i) correctly de-
tected automatic mentions, (ii) links they have in the gold standard, (iii) gold mentions, and (iv)
gold links. The last one enables the precise computation of Precision, Recall and F1-measure
values of MUC; the required partitions p(ki) of key entities are also available at training time as
they contain only automatic mentions. These are the first three features that we design. Likewise
for B3, the feature values can be derived using (ii) and (iii).
For computing CEAFe heuristics, we do not perform cluster alignment to find an optimal





if summing up over





, pretending that for each
m its key kmi and response r
m
j entities are aligned.
∑
rj∈R ψ(rj, rj) and
∑
ki∈K ψ(ki, ki) in
the denominators of the Precision and Recall are the number of predicted and gold clusters,
correspondingly. The imprecision of the CEAFe related features is expected to be leveraged
when put together with the exact B3 and MUC values into the regression learning using the
exact MELA values (implicitly exact CEAFe values as well).
Generating training and test data
The features described characterize the clustering variables ŷ. For generating training data, we
collected all ŷ in correspondence to the max-violating trees ĥ produced during LSPE learning
(using ∆F ) and associate them with their correct MELA scores from the scorer and the above
features. This way, we can have both training and test data for our regressor. In our experiments,
for the generation purpose, we decided to run LSPE on each document separately to obtain more
variability in ŷ’s.
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5.3.4 Learning with learned loss functions
Our experiments will demonstrate that ∆ρ can be accurately learned from data. However, the
features we used for this are not factorizable over the edges of the latent trees. Thus, we design
a new LSPρ algorithm that can use our learned loss in an approximated max search.
A general inexact decoding algorithm
If the loss function can be factorized over tree edges (see Equations 3.2, 5.5) the max-violating
constraint in Line 5 of Algorithm 2 can be efficiently found by exact decoding using the same
inference procedure as for prediction, e.g., Edmonds’ algorithm as in Fernandes et al. [2012,
2014] or Kruskal’s as in Yu and Joachims [2009]. The candidate graph, by construction, does
not contain cycles, and the inference by Edmonds’ algorithm does technically the same as the
”best-left-link” inference algorithm by Chang et al. [2012]. This can be schematically repre-
sented by Algorithm 5.
Algorithm 5 Max-violating Spanning Tree
1: Input: training example (x,y); graph G(x) with ver-
tices V ; set of the incoming candidate edges, E(v),
v ∈ V ; w
2: ĥ← ∅
3: for v ∈ V do
4: ê = argmax
e∈E(v)
w · φ(e) + C · l(y, e)
5: ĥ = ĥ ∪ ê
6: end for
7: return max-violating tree ĥ
8: (clustering ŷ is induced by the tree ĥ)
Algorithm 6 Inexact Inference of a Max-
violating Spanning Tree with a Global Loss
1: Input: training example (x,y); graph G(x) with ver-
tices V ; set of the incoming candidate edges, E(v),




5: prev score = score
6: score = 0
7: for v ∈ V do
8: h = ĥ \Eĥ(v)
9: ê = argmax
e∈E(v)
w · φ(e) + C ·∆(y, ŷ,h ∪ e)
10: ĥ = h ∪ ê
11: score = score+ w · φ(ê)
12: end for
13: score = score+ ∆(y, ŷ, ĥ)
14: until score = prev score
15: return max-violating tree ĥ
Such efficient inference procedure cannot be applied to ∆ρ, which is non-factorizable. Thus,
we designed Algorithm 6, which is a greedy solution for finding an approximate maximum
spanning tree with respect to a general non-factorizable global loss ∆. Its main idea is, starting
from an empty tree (edge set), ĥ = ∅, to build a locally-max violating tree as follows: for each
vertex v of the candidate graph G at a time (Line 7), we remove its incoming edge, Eĥ(v),
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from the current solution ĥ, in order to check if there is a more violating edge connecting v
with respect to the current ĥ. For this purpose, Line 9 finds the edge ê connecting v that scores
maximum w · φ(e) with respect to model and the loss ∆(y, ŷ, ĥ ∪ e). After this step, the new
max-violating tree contains ĥ built up to now plus a candidate edge ê (Line 10), where ĥ is
partial if it is the first run over the nodes.
On a high level, Algorithm 6 resembles the inference procedure of Wiseman et al. [2016],
who use it to optimize global features coming from an RNN. Differently from them, we re-
peat the procedure, after processing all the vertices, until the score of ĥ no longer improves.
Intuitively, even if Algorithm 6 does not guarantee to deliver the max-violating constraint, a so-
lution optimizing a more accurate loss function may lead to higher overall accuracy and faster
convergence.
Notes on convergence
The following proposition assesses the convergence of our algorithm based on the learned loss
function.
Proposition 2 (LSPρ convergence). The Latent Structured Perceptron (Algorithm 2) using the
greedy Algorithm 6 to optimize ∆ρ(y, ŷ, ĥ) defined in Equation 5.6 always converges when the
data is linearly separable.
Proof. Algorithm 6 converges as it greedily searches for all edges providing a loss increase and
stops when there is no increase. More specifically, steps in Lines 8 and 9 assure the monotonic-
ity of the scoring function. Since the score cannot decrease, the exit condition in Line 14 will
eventually be met.
If the data is linearly separable, LSPρ – Algorithm 2 using Algorithm 6 for max-violating in-
ference – converges since it is basically a perceptron algorithm optimizing an objective function
augmented with a loss function.
Björkelund and Kuhn [2014] perform inexact search on the same latent tree structures as
well, to extend the model to non-local features. In contrast to our approach, they use beam
search and accumulate the early updates. Their tests show that early perceptron updates, in
themselves, considerably slowdown the convergence of the perceptron.
Apart from the necessity to the design of an algorithm enabling the use non-factorizable
loss ∆ρ, there are other intricacies caused by the lack of factorization that need to be taken into
account, which are revealed in the next section.
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Approaching factorization properties
The ∆ρ defined by Equation 5.6 approximately falls into the interval [0, 100]. However, the
simple optimal loss functions, ∆F and ∆Y J , output a value dependent on the size of the input
training document in terms of edges (as they factorize in terms of edges). Since this property
cannot be learned from MELA by our regression algorithm, we calibrate our loss with respect




Finally, another important issue is connected to the fact that on the way as we incrementally
construct a max-violating tree according to Algorithm 6, ∆ρ decreases (and MELA grows),
as we add more mentions to the output, traversing the tree nodes v. Thus, to equalize the
contribution of the loss among the candidate edges of different nodes, we also scale the loss





ρ. This can be interpreted as giving more weight to the hard-to-classify instances
– an important issue alleviated by Zhao and Ng [2010]. Towards the end of the document, the
probability of correctly predicting an incoming edge for a node generally decreases, as increases
the number of hypotheses.
5.3.5 Experimental study
In our experiments, we first show that our regressor for learning MELA approximates it rather
accurately. According to the results of our study on comparison of the structured output ap-
proaches in Section 5.2, LSPE reaches the highest accuracy at the lowest cost. Thus, we exam-
ine the impact of our ∆ρ by comparing LSPρ, derived on the basis of LSPE, to LSPE models
optimizing the other loss functions, ∆F and ∆Y J , which are defined in Section 5.3.2. We show
that the impact of ∆ρ is amplified when learning in smaller feature spaces.
Setup
Here, we follow the setup previously defined in Section 5.2.2.
Data In addition to the English data, we use also the Arabic part of the corpus from CoNLL
2012-Shared Task. The Arabic data includes 359, 44, and 44 documents for training, dev. and
test sets, respectively.
Models We employ the LSPE implementation, which originally optimizes ∆F . Here, we refer
to this model as LSPF, to distinguish the loss function optimized. We implement the LSPE
version using ∆Y J – LSPYJ, and LSPρ itself. As before, in the English experiments, we use
the data preprocessed by cort [Martschat and Strube, 2015]. For Arabic, we used mentions and
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Samples
# examples MSE SCC
Train Test
S1 S2 6, 011 2.650 99.68
S2 S1 5, 496 2.483 99.70
Table 5.4: Accuracy of the loss regressor on two different sets of examples generated from different
documents samples.
features from BART6 [Uryupina et al., 2012]. We extended the initial feature set for Arabic
with the feature combinations proposed by Durrett and Klein [2013], those permitted by the
available initial features.
Parametrization All the perceptron models require tuning of a regularization parameter C.
LSPF and LSPYJ – also tuning of a specific loss parameter r. We select the parameters on
the entire dev. set by training on 100 random documents from the training set. We pick up
C ∈ {1.0, 100.0, 1000.0, 2000.0}, the r values for LSPF from the interval [0.5, 2.5] with step 0.5,
and the r values for LSPYJ – from {0.05, 0.1, 0.5}. Ultimately, for English, we usedC = 1000.0
in all the models; r = 1.0 in LSPF and r = 0.1 in LSPYJ. And wider ranges of parameter values
were considered for Arabic, due to the lower mention detection rate: C = 1000.0, r = 6.0 for
LSPF, C = 1000.0, r = 0.01 for LSPYJ, and C = 5000.0 – for LSPρ. The best T – the number
of epochs – is selected on the development set from 1 to 50.
Evaluation measure We used MUC, B3, CEAFe, and MELA for evaluation, computed by the
version 8 of the official CoNLL scorer.
Learning loss functions
For learning MELA, we generated training and test examples from LSPF according to the pro-
cedure described in Section 5.3.3. In the first experiment, we trained the wρ model on a set
of examples S1, generated from a sample of 100 English documents and tested on a set of ex-
amples S2, generated from another sample of the same size, and vice versa. The results in
Table 5.4 show that with just 5, 000/6, 000, the Mean Squared Error (MSE) is roughly between
∼ 2.4− 2.7: these are rather small numbers considering that the regression output values in the
interval [0, 100]. Squared Correlation Coefficient (SCC) reaches a correlation of about 99.7%,
demonstrating that our regression approach is effective in estimating MELA.
Additionally, Figure 5.5 shows the regression learning curves evaluated with MSE and SCC.
The former rapidly decreases and, with about 1, 000 examples, reaches a plateau of around 2.3.
6http://www.bart-coref.org/
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Figure 5.5: Regressor Learning curves.
The latter shows a similar behaviour, approaching a correlation of about 99.8% with real MELA.
Model comparison
We first experimented with the standard CoNLL setting to compare the LSP accuracy in terms
of MELA using the three different loss functions, i.e., LSPF, LSPYJ and LSPρ. In particular, we
used all the documents of the training set and all N ∼ 16.8M features from cort, and tested on
the both dev. and test sets. The results are reported in Columns All of Table 5.5.
We note first that our ∆ρ is effective as it stays on a par with ∆F and ∆Y J on the dev. set.
This is interesting as Corollary 1 shows that such functions can optimize MELA, the reported
values refer to the optimal epoch numbers. Also, LSPρ improves the other models on the test
set by 0.3 percent points (statistical significant at the 93% level of confidence).
Secondly, all the three models improve the state of the art on CR using LSP, i.e., by Martschat
and Strube [2015] using antecedent trees (M&S AT) or mention ranking (M&S MR), Björkelund
and Kuhn [2014] using a global feature model (B&K) and Fernandes et al. [2012, 2014] (Fer).
Noted that all the LSP models were trained on the training set only, without retraining on the
training and dev. sets together, thus our scores can be improved.
Thirdly, Table 5.6 shows the breakdown of the MELA results in terms of its components on
the test set. Interestingly, LSPρ is noticeably better in terms of B3 and CEAFe, while LSP with
simple losses, as expected, deliver higher MUC score.
Finally, the overall improvement of ∆ρ is not impressive. This mainly depends on the op-
timality of the competing loss functions, which in a setting of ∼ 16.8M features, satisfy the
separability condition of Proposition 1.
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Model
Selected (N = 1M ) All (N ∼ 16.8M )
Dev. Test Tbest Dev. Test Tbest
LSPF 63.72 62.19 49 64.05 63.05 41
LSPYJ 63.72 62.44 29 64.32 62.76 13
LSPρ 64.12 63.09 27 64.30 63.37 18
M&S AT – – – 62.31 61.24 5
M&S MR – – – 63.52 62.47 5
B&K – – – 62.52 61.63 –
Fer – – – 60.57 60.65 –
Table 5.5: Results of our and previous work models evaluated on CoNLL-2012 English development
and test sets, using for training all the training documents with All and 1M features. Tbest is evaluated
on the development set.
# features Model
Test set accuracy
MUC B3 CEAFe MELA
All LSPF 72.66 59.94 56.54 63.05
LSPYJ 72.18 59.31 55.82 62.76
LSPρ 72.34 60.36 57.40 63.37
LSPF 71.95 59.03 55.59 62.19
1M LSPYJ 72.35 59.54 56.38 62.44
LSPρ 72.09 60.11 57.07 63.09
Table 5.6: Results on CoNLL-2012 English test set using the same setting of Table 5.5 and the
measures composing MELA.
Learning in more challenging conditions
In these experiments, we verify the hypothesis that when the optimality property is partially
or totally missing ∆ρ is more visibly superior to ∆F and ∆Y J . As we do not want to degrade
their effectiveness, the only condition dependent on the setting is the data inseparability or at
least harder to be separated. These conditions can be obtained by reducing the size of the fea-
ture space. However, since we aim at testing conditions, where ∆ρ is practically useful, we
filter out less important features, preserving the model accuracy (at least when the selection
is not extremely harsh). For this purpose, we use the feature selection approach, described in
Section 5.2.2, based on a basic binary classifier trained to discriminate between correct and in-
correct mention pairs. It is typically used in non structured CR methods and has a nice property
of using the same features of LSP (we do not use global features in our study).
The MELA produced by our models using all the training data is presented in Figure 5.3.
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Figure 5.6: Results of LSP models on CoNLL-2012 English development set using different number of
features, N . The last plot reports MELA score on the test set of the models using the optimal number of
epochs tuned on the development set.
The first 7 plots show learning curves in terms of LSP epochs for different feature sets with in-
creasing size N , evaluated on the dev. set. We note that: firstly, the fewer features are available,
the better LSPρ curves are than those of LSPF and LSPYJ in terms of accuracy and convergence
speed. The intuition is that finding a separation of the training set (generalizing well) becomes
more challenging (e.g., with 10k features, the data is not linearly separable) thus a loss function
which is closer to the real measure provides some advantages.
Secondly, when using all features, LSPρ is still overall better than the other models but
clearly the latter can achieve the same MELA on the dev. set.
Thirdly, the last plot shows the MELA produced by LSP models on the test set, when trained
with the best epoch derived from the dev. set (previous plots). We observe that LSPρ is con-
stantly better than the other models, though decreasing its effect as the feature number increases.
Next, in Column 1 (Selected) of Table 5.5, we report the model MELA using 1 million
features. We note that LSPρ improves the other models by at least 0.6 percent points, achieving
the same accuracy as the best of its competitors, i.e., LSPF , using all the features.
Finally, ∆ρ does not satisfy Proposition 1, therefore, generally, we do not know if it can
optimize any µ-type measure over graphs. Each of the features comprising regression examples
xρ separately by definition satisfy the relaxed condition of Proposition 1, however, the learned
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Model
All (N ∼ 395K)
Dev. Test Tbest
LSPF 31.20 33.19 10
LSPYJ 27.70 28.51 13
LSPρ 36.91 37.91 6
LSPENρ 38.47 39.56 12
Uryupina et al., 2012 – 37.54 –
B&K 46.67 48.72 –
Fer – 45.18 –
Table 5.7: Results of our and baseline models on CoNLL-2012 Arabic development and test sets, using
all the training documents for training. Tbest is evaluated on the development set.
model wρ is not exempt from containing also negative weights. However, by checking the
MELA score obtained on the training set, we empirically verified that LSPρ always optimizes
MELA, iterating for fewer epochs than LSP variants using the other loss functions.
Generalization to other languages
Here, we test the effectiveness of the proposed method on Arabic using all available data and
features. The results in Table 5.7 reveal an indisputable superiority of LSPρ over the counter-
parts optimizing simple loss functions. They support the results of the previous section as we
had to deal with the insufficiency of the expert-based features for Arabic. In such an uneasy
case, LSPρ was able to improve over LSPF by more than 4.7 points.
We also tested the loss model wρ trained for the experiments on the English data (resp.
setting All of Section 5.3.5) in LSPρ on Arabic. This corresponds to LSPENρ model. Notably,
it performs even better, 1.5 points more, than LSPρ using a loss learned from Arabic examples.
This suggests a nice property of data invariance of ∆ρ. The improvement delivered by the
”English” wρ is due to the fact that it was trained on the data which is richer: (i) quantitatively,
since coming from almost 8 times more training documents in comparison to Arabic and (ii)
qualitatively, in a sense of diversity with respect to the RL target value. Indeed, the Arabic data
is much less separable than the English data and this prevents to have examples where MELA
values are higher.
5.4 Jointly Learning Loss and Model
In the previous section, we have shown that we can learn a linear regressor from a complex
measure such as MELA for CR and we can transform it in a loss function that can be used in
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10k 100k 300k 500k 1M
LSPF 43.59± 1.30 54.38± 0.66 57.18± 0.31 58.44± 0.35 59.01± 0.41
LSPYJ 43.79± 0.58 55.61± 0.25 57.90± 0.31 58.33± 0.23 58.74± 0.33
LSPρ 47.03± 0.29 55.89± 0.28 58.17± 0.24 58.58± 0.31 58.80± 0.30
LSP∗ρ 47.07± 0.22 56.00± 0.28 58.33± 0.19 58.88± 0.19 59.23± 0.34
LSP∗onlineρ 46.88± 0.13 56.01± 0.21 58.27± 0.27 58.79± 0.21 59.05± 0.28
Table 5.8: Average MELA ± Standard Deviation on CoNLL-2012 English test set of models trained on
eight disjoint samples of 100 documents from the training set.




5.4.1 Notes on convergence
The convergence of LSP∗ρ may result tricky as the target of the optimization objective changes at
each epoch, i.e., the loss function, ∆ρ changes during training. However, our preposition below
assesses that the joint learning can be reliably carried out in case of linearly separable data.
Proposition 3 (LSP∗ρ convergence). Algorithm 3 that jointly learns a model together with
∆ρ(y, ŷ, ĥ) always converges when the data is linearly separable.
Proof. Line 7 of Algorithm 3.3 generates data from the candidate tree ĥi, found using the
current model. Let us suppose that for some reasons the model does not converge. The model
changes inside the loop and generates new training examples, xρ. In the worst case, the model
can generate all possible examples, which are limited by all possible spanning trees for each
document. Although, this can be a large number, eventually, the training set Xρ will be a stable
training set, consequently ∆ρ will not change anymore, enabling the same convergence rationale
of LSPρ (see Proposition 2).
A similar rationale to Proposition 3 can be applied to the convergence of Algorithm 4. In
practice, the convergence of online joint learning can be assured by a simple consideration:
when the accuracy of the regressor for ∆ρ is enough good, there is no need anymore to re-train
it and not even to generate other data. Thus, we simple add the instruction at lines 18-20, which
will disable the regressor training when it does not improve anymore, thus Proposition 2 can be
applied again.
5.4.2 Results of the joint learning model
In these experiments, we tested if the joint modeling of CR and its loss is effective. Tab. 5.8
reports the comparison between the previous LSP model and LSP∗ρ using the average of MELA
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Figure 5.7: LSP learning curves on CoNLL-2012 English development set, averaged over 8 disjoint
samples of 100 random documents from the training set.
over eight disjoint samples of 100 documents extracted from the training set and tested on all
documents of the official test set. The different columns report experiments with different num-
ber of features. We note that (i) when the number of dimensions is small, our LSPρ models are
clearly superior, e.g., 4 absolute points better with 10K features; (ii) LSPρ, LSP∗ρ and LSP
∗online
ρ
perform comparably with any number of features; and finally (iii) the improvement over tradi-
tional loss functions decreases when the space becomes easily separable, e.g., 1M dimensions.
The above experiments suggest that there is no much difference in accuracy using joint
learning. Thus, we explored its impact on convergence by plotting MELA according to the
number of epochs, T , ranging from 1 to 100. Figure 5.7 shows the learning curves of models
using different loss functions and different algorithms: LSPρ and LSP∗ρ seem much better than
models using standard loss functions, i.e., LSPF and LSPYJ, both in terms of accuracy and
convergence speed.
LSP∗ρ seems equivalent to LSPρ, however, the former does not require to generate data in
advance for learning ∆ρ.
5.5 Summary
In this chapter, we tested an interesting machine learning problem – learning loss functions for
structured prediction, targeting CR, which becomes particularly compelling when an evaluation
measure captures specific background knowledge of the application domain, which cannot be
surrogated by simple loss functions.
First, we conducted a comparative analysis of online and batch methods for structured pre-
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diction in CR. Although LSSVM can reliably select a stopping point of its learning, LSP and
LSPA, when well parameterized, can achieve the same accuracy. This empirically illustrates
that all these methods, inherently optimizing the same objective, are able to achieve the same
optimum. Additionally, we observed a very positive impact of our new feature selection method
for CR, based on a pairwise classifier, which we can efficiently train thanks to linear SVMs.
We also demonstrated that a noticeable benefit to the online methods comes from accurately
parameterizing the epoch number. The latter is rather stable between development and test sets
but must be parametrized when using different training data, feature or instance sets. Therefore,
given the scale of our investigation, we further limit to LSP our study on the learned loss.
We showed that a complex measure, such as MELA, can be learned by a linear regressor
with high accuracy and effective generalization. For optimizing the corresponding learned loss
∆ρ, we design a new LSPρ based on inexact search. Its results demonstrate that an automatically
learned loss can be optimized and achieve competing performance in a real setting, including
thousands of documents and millions of features, the CoNLL–2012 Shared Task. The results
support the property of optimal loss functions: the improvement of LSPρ over the counterparts
using simple loss functions is not significant in the cases close to separability. However, when
separability is more complex, LSPρ is more accurate and faster. The joint models, which learn
the LSP model and the loss ∆ρ simultaneously, improve over it both in accuracy and speed.
Our approach of loss learning exhibits also good generalization properties. The cross-lingual
experiments, in which a loss model learned from data coming from one language was applied to
training of a model for another language, delivered significant improvements over the baselines.
This study opens several future directions, ranging from defining algorithms based on au-
tomatically learned loss functions to learning more effective measures from expert examples.
There is also a lot of room for developing an interesting theory, which can impact on practical
applications.
Chapter 6
Structured Prediction for Ranking
This chapter contains our recent developments and ongoing work on applying structured predic-
tion methods to ranking. The structured output framework provides a helpful tool for learning
complex ranking representations. We propose a structured perceptron approach which regards
rankings as latent structural variables and combines them with auxiliary cluster graphs. The
approach addresses such hard to optimize ranking metric as Mean Average Precision (MAP).
We provide an inference procedure for finding the max-violating joint ranking and clustering
structure based on the decomposition of the MAP loss. We give our preliminary results of
the experiments we conduced for the task of answer passage re-ranking for question answer-
ing (QA).
6.1 Task formulation
We have training examples of the form {xi, yi}, where xi = {qi, Di}, qi is a query, Di =
{dji}
Ni




i ∈ {0, 1}}
Ni
j=1 is
a vector of gold item labels, label yji corresponding to item d
j
i , taking value of 1 for relevant
(good or positive) items and 0 – for irrelevant (bad or negative).
The task is to learn to predict, for each example xi, a ranking of its items r(xi) = r(qi, Di),
such that the relevant items, dji with gold labels y
j
i = 1, are always at top positions in r(qi, Di).
Finally, r(qi, Di) = {rj}Nij=1 is a permutation of the set Di. In the following, we omit the
example index i, where it is not needed, for simplification of the notation.
6.2 Overview
Ranking models are trained to reorder a list of candidate itemsD according to their relevancy to
some query q. A reranking function is learned to score the relevant items higher than irrelevant.
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In simple unstructured models, it is searched for as a real-valued function defined over the space
of the query-item feature representations fqd : φ(q, d) → R. In preference ranking [Joachims,
2002], such a linear mapping is learned from the pairs of items (dj, dk), where dj is higher
in the optimal rank r than dk with respect to q. This way, the training examples are treated
independent with respect to the rest of the candidate list D and the learning is based only on the
match between the item d and the query q.
The current state-of-the-art learning approaches for answer sentence re-ranking in QA mostly
base on learning pairwise ranking signals or simple binary classification (relevant vs irrelevant).
There have been promising attempts to learn global ranking functions which encompass the sig-
nals of all the candidates for a given query [Chapelle et al., 2007; Weston and Blitzer, 2012;
Le et al., 2018]. Employing the structured output learning framework, such works represent
a ranking as a structured object, with respect to which it is possible to optimize directly the
ranking measures.
The structured ranking models exploit also the information about the structure of the candi-
date listD, e.g., that of how much similar or diverse the items inD are, in order to preserve such
(in)consistency in the ranking. Thus, Weston and Blitzer [2012] propose a class of structural










which in addition to the ranking score based on individual query-item scores considers item-
item similarities in the second term. Choosing weights wj associated with the positions accord-




, if i ≤ m and 0 otherwise,
they enforce consistency between top m items of the rank and diversity of the rest of the list
with respect to them.
In this work, we abstract from the above structured formulation, and allow the presence of
groups of similar items in the ranking list. There could be distinct groups of similar relevant
items. At the same time, there could be similar irrelevant items as well. Consider an example
form the Community Question Answering (cQA):
q =”Can anybody recommend me a dentist? A good one.”
d1 =”Thanks for your answer.”
d2 =”Thank you guys!”
Both d1 and d2 being bad for the query q are very similar, and it might be beneficial for a
model to use this information and to place the two candidates in the rank close to each other.
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Thus, we propose a structural model that combines ranking and clustering in one place:
f(q, r, c) = frank(q, r) + fclust(q, c),
where the ranking r and clustering c are tied between each other in a way that elements of
the same cluster ci should occupy neighbouring positions in r without being interfered by the
elements of the other clusters. Essentially, we deal with the combined structural object y =
(r, c). The same ranking can correspond to different clusterings. Consider two extreme cases:
i) putting all the D’s items into one cluster v.s. ii) leaving them all singletons. We can obtain
the same r by ordering the elements of one cluster or the singletons in the same way.
The re-ranking task does not fall straightforwardly within the structured prediction formula-
tion as the ground truths for ranking objects are usually not provided in the training data (only
relevance labels for candidates). Chapelle et al. [2007] select one among all possible correct
rankings at random as a ground truth for training. Weston and Blitzer [2012] bypass the neces-
sity of comparison to a complete ranking during training and sample the candidate pairs. This
issue is seamlessly circumvent by using the latent structured prediction formulation.
Optimization of the target ranking measures is affordable when measures are factorizable,
e.g., the structural SVM of Chapelle et al. [2007] makes use of the factorization properties of the
Normalized Discounted Cumulative Gain (NDCG) ranking score. The case of MAP is rather
involving. Yue et al. [2007] found an exact solution to the hinge-loss relaxation of Average
Precision (AP) for the structural SVM approach. Chen et al. [2009] found tight upper bounds
on AP using simple learning to rank loss functions. We derive a strict decomposition of the loss
corresponding to AP and propose an approximate method for inference of the max-violating
constraint with respect to it.
6.3 Structured Prediction for Ranking
The structured prediction framework for ranking [Chapelle et al., 2007; Le et al., 2018] con-
siders a joint feature representation of an input example x together with an output ranking r:
Φ(x, r) = Φ(q,D, r), which factorizes over the individual feature representations of items with
respect to the query, weighted relative to the item positions j in the rank:





The typically used weighting schema, w, implies non-increasing weights associated with the
positions j: w1 ≥ w2 ≥ ... ≥ wN ≥ 0, where importance decreases gradually from the top to
the bottom of the ranking.
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Inferring a ranking corresponding to a linear model w, i.e., finding
argmax
r∈R(x)
w · Φ(x, r)
among all possible rankings R(x) = R(q,D), reduces simply to ordering the items by scores
w · φ(q, d), since wj are fixed.
Since the correct ranking r∗ for an example x is often not unique, Chapelle et al. [2007]
choose one of the correct rankings at random as a gold label for training. This evidently bi-
ases the training towards the chosen ground truths. The above kind of problems is effectively
alleviated within a latent structured prediction framework.
6.3.1 Our learning approach
Learning
We deal with not fully observed case as the ranking labels r, we intend to learn, are not given in
the input data. We use LSP (Algorithm 2), which, in Line 7, finds such structure for the current
example (xi, yi) – the best correct ranking r∗ corresponding to the current model weights wt.
The search here is restricted to the set R(xi, yi) of all rankings of the example xi that comply
with the gold label yi, i.e., at which good items take top positions and bad – bottom positions.
Thus, the operation is reduced to simple ordering of the good and bad items (separately) by
weights, and putting the former to the top, and the latter – to the bottom of the resulting ranking.
The max-violating r̂ is found in Line 5 with respect to a ranking loss ∆(yi, r), over all possible
rankings R(xi). Sec. 6.3.1 describes the procedure we use here for max-violating inference
with respect to the loss corresponding to the MAP ranking metric. In Line 8, the weights w are
updated using the structural feature representations (defined by Equation 6.1) of the two ranking
outputs r∗ and r̂.
Max-violating inference
Our target is to optimize the MAP ranking metric. Thus, in training, we intend to minimize the
following loss on structural examples which is the inverse of the average precision (AP):
∆ap(y, r) = 1− AP (y, r).
AP is a global measure, non-decomposable in a strict sense over the position variables, so that
to enable iterative exact inference. Here, we propose a method for approximate inference with
respect to ∆ap, which is efficient and enables exact local search.
Let us denote by P = |{d|y(d) = 1}| the number of good/positive items in the candidate list
D, and by I+j = 1[y(rj)=1] and I
−
j = 1[y(rj)6=1] – the indicator functions that the items in position
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j in r is good and not good (positive and negative), respectively. Then,











We can have a strict decomposition of ∆ap over negative items. We rewrite the AP formula as
follows:























































































According to the last line of Equation 6.2, ∆ap decomposes into a sum over all the positions j







, except for the last
position N .
Note that I−j lj(y, r) gives the loss at the position j considering the correct items below
position j in the ranking. Therefore, we can use it for a bottom-up (max-violating) inference
procedure, which first finds the best candidate item to be put at the lowest position of the rank
and proceeds filling the positions in the ascending order.
To use the loss decomposition of Equation 6.2 in Line 5 of Algorithm 2, we start with the
last N th position of the rank and put there the minimum weighted item:
r̂N = argmin
d∈Di
wNw · φ(q, d).
According to the decomposition in Equation 6.2, loss is always 0 at position N . At each of the
following steps j: r̂N−j =
= argmin
d∈D\{r̂N−k}j−1k=0
wN−jw · φ(q, d) + I−N−jlN−j(y, r̂).
Since, in the loss decomposition, the position-wise components are not independent of the de-
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cisions for the other positions, using a greedy procedure does not find a global optimum, but
finds a local optimum with respect to the loss exactly. Namely, an item chosen at each position
is optimal with respect to to the partial rank constructed at the previous steps of the inference
procedure.
6.4 Joint Ranking and Clustering
For an input x = (q,D), let c be a clustering of its items d ∈ D. Let y = (r, c) be a new
structured output object combining in one ranking r and clustering c, which implies that the
items clustered together according to c occupy neighbouring positions in r.
The combined joint feature representation would be:
Φ(x,y) = Φ(x, (r, c)) = [Φ(x, r),Φ(x, c)]>.
We use a linear scoring model w:
w · Φ(x,y) = [wr,wc][Φ(x, r),Φ(x, c)]> =
= wr · Φ(x, r) + wc · Φ(x, c) = frank(q, r) + fclust(q, c). (6.3)
6.4.1 Structured clustering
For the clustering part of the structure, we follow the approach of Yu and Joachims [2009]. In
the current setting, however, we are not provided with the ground truth for clustering c. We
only assume that there might be some similar items in the candidate item list D. Thus, we
consider correct any c whose clusters contain items di with the same label y(di) = y, i.e., only
positive or only negative items. Respectively, any h containing only correct links is considered
correct, plus h = ∅. This is in contrast to the original approach of Yu and Joachims, in which
the supervision for gold clustering y is available and fixed, and a correct h should necessarily
reproduce it. As in Equation 2.9, we impose a decomposition of the joint feature vector of an





The loss function optimized by the clustering approach decomposes over the edges of h. In
this work, we use a simple loss, that counts the number of edge mistakes:
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unlike the original loss in Equation 5.4.
6.4.2 Joint inference
The prediction rule to be learned then is
argmax
y∈Y
w · Φ(x,y) = argmax
(r,h)∈R×H
w · Φ(x, r, c,h).
The ranking and clustering parts of the model decompose in different ways: the former decom-
poses over the item variables di and the latter – over their pairs (di, dj). This complicates the
inference with respect to the combined objective in Equation 6.3. In Algorithm 7, we provide a
joint inference procedure, which starts from a clustering c composed of all singletons (Line 4)
and h = ∅. In Line 6, we find the corresponding maximum ranking. Further, the algorithm
follows the Kruskal’s procedure. It iteratively tries to add edges with positive weight not mak-
ing loops to the spanning forest h in decreasing order of their weight, or, in other words, to
merge clusters (Lines 16–28). After the merge, the maximum ranking is found for a new clus-
tering, and if this results in the increased overall score (Line 20), the merge persists. When
finding the maximum ranking corresponding to a clustering (using function FindMaxRank),
the preliminarily ranked clusters are repetitively swapped until the highest scoring ordering is
found.
Proposition 4 (Joint exact search). The joint inference procedure by Algorithm 7 finds y maxi-
mazing the joint objective (6.3) exactly.
Proof. The maximum of the ranking part of the joint objective frank(q, r) is achieved on the
two trivial clusterings of the item listD, i.e., on all singletons and on all merged into one cluster
since there is the highest freedom in reordering the rank. Adding an edge we can only decrease
frank(q, r). Since we add only edges with positive score starting from one with the highest
weight, the proof reduces to the correctness to the Kruskal’s algorithm.
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Algorithm 7 Joint inference
1: Input: example (x, y) = (q,D, y), w = [wr,wc]
2: Initialize h← ∅
3: for i = 1 to |D| do
4: c(di)← {di}
5: end for
6: (y, score) = FindMaxRank(x, c)
7: for i = 1 to |D| do
8: for j = i+ 1 to |D| do
9: edge weight = wc · φ(di, dj)
10: if edge weight > 0 then




15: Es = SortDesc(E)
16: for (u, v) ∈ Es do
17: if c(u) 6= c(v) then
18: Merge(c(u), c(v))
19: (ynew, scorenew) = FindMaxRank(c)
20: if score < scorenew + wc · φ(u, v) then
21: y = ynew
22: score = scorenew






Algorithm 8 Joint Latent Structured Perceptron
1: Input: X = {(xi, yi)}ni=1, wr0,wc0, C, T
2: wr0 ← wr0; wc0 ← wc0; t← 0
3: repeat
4: for i = 1, ..., n do
5: ŷ← argmax
y∈Y(xi)
wt,Φ(xi · y) + C ·∆map(yi,y)
6: if ∆map(yi, ŷ) > 0 then
7: y∗ ← argmax
y∈Y(xi,yi)
wt · Φ(xi,y)
8: wrt+1 ← wrt + Φ(xi, r(y∗))− Φ(xi, r(ŷ))
9: end if
10: wct+1 ← wct
11: t← t+ 1
12: ŷ← argmax
y∈Y
wt ·Φ(xi,y) +C ·∆clust(yi,y)
13: if ∆clust(yi, ŷ) > 0 then
14: h∗ ← argmax
h∈H(xi,yi)
wct · Φ(xi,h)
15: wct+1 ← wct +Φ(xi, c,h∗)−Φ(xi, c,h(ŷ))
16: end if
17: wct ← ~0
18: t← t+ 1
19: end for








In the absence of the supervision for the combined ranking-clustering object y, we target the



















We alternatively optimize the objective in Equation 6.5 with respect to the two loss functions
∆map and ∆clust. We adapt the standard LSP algorithm to alternate between updating the rank-
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ing wr and clustering wc parts of the structural model. The pseudocode of the alternate LSP
is depicted in Algorithm 8. In Lines 5–9, we perform an update of the ranking model part wr.
First, we find the max-violating ŷ n Line 5 according to the inference procedure in Algorithm 7.
The clue on the adaptation of the inference procedure to involve loss is given in Section 6.3.1. If
the ranking part r̂ within the combined object ŷ is not correct, we find the current ground truth
y∗ corresponding to the current model weights wt in Line 7 and update the ranking part weights
wr in Line 8. The search for y∗ is restricted to the set of all possible correct y ∈ Y(xi, yi),
i.e., those whose ranking r complies with the gold label yi and whose clusters c can be formed
only of the items having the same labels, using only correct links (dk, dl). This means that in
FindMaxRank() clusters of positive items take always top rank positions, and of negative –
the bottom ones, and a cluster can be swapped only with another cluster containing items having
the same label.
We proceed with finding the max-violating structure with respect to the clustering loss ∆clust
in Line 12. ∆clust is straightforwardly injected into the inference procedure of Algorithm 7 as
the loss factorizes over the edges (Equation 6.4). Since we do not have ground truth for the
clustering part – a correct tree can contain from 0 to the maximum possible number of correct
edges – in Line 15, we update only on the wrong edges in h(ŷ) v.s. correct edges h∗ preferred
by the clustering model. argmax in Line 14 is found by running the Kruskal’s algorithm.
6.5 Experiments
In our experiments, we compare the proposed structured ranking approaches with the classifi-
cation baselines.
6.5.1 Setup
Data We conduct our experiments on WikiQA dataset for answer sentence selection. We use
only examples with at least one correct and at least one incorrect answer candidate Yang et al.
[2015] both for training and evaluation. This corresponds to 873 examples for training from the
train set, 243 – for testing from test, and 126 – for validation from the development set.
Models We implement the structured ranking approach described in Section 6.3.1, denoted
SR. We compare it to the baseline classification approach using the same feature set of question-
answer features (q, di) – an SVM with polynomial kernels trained using SVM-Light-TK1. The
1http://disi.unitn.it/moschitti/Tree-Kernel.htm
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Model MAP MRR P@1
Develoment
SVM 63.37 64.37 50.00
SR 68.67 69.65 53.28
JSRC 69.21 69.72 54.10
Test
SVM 54.67 55.90 39.66
SR 62.14 63.46 45.15
JSRC 64.03 65.57 48.52
Table 6.1: Results of re-ranking systems on WikiQA dataset.
joint structural model from Section 6.4 goes by name JSRC – joint structured ranking and clus-
tering. JSRC uses in addition pairwise item-item features φ(dk, dl).
Features In our study, we use the features and setting by Barrón-Cedeño et al. [2016], i.e.,
cosine similarity over the text pair, the similarity based on the PTK score, longest common
substring/subsequence measure, Jaccard similarity, word containment measure, greedy string
tiling, ESA similarity based on Explicit Semantic Analysis (ESA), IR score (optional) given by
the IR engine, if available.
Parametrization We use the following weighting schema for the ranking structures: wj = 1j .
The structural model requires specifying a loss parameter C, whose value was chosen on the
development set. The max number of the perceptron epochs T is set to 50. We derived the best
number Tbest with respect to the MAP score on the development set.
The baseline SVM is trained with polynomial kernels of degree 3.
Evaluation metrics We report Mean Average Precision (MAP), Mean Reciprocal Rank (MRR)
and Precision@1 (P@1).
6.5.2 Experimental results
In Table 6.1, we provide the results of the models on the WikiQA dataset. Compared to the
baseline SVM, the results of the structural approach (SR) are more than 5 points better on the
development set, and around 7.5 points – on test. It should be noted that the SVM uses kernels,
while SR is a simple linear model. For SVM, we also had to limit the number of candidates
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to 10 for each query to balance the the classifier. The joint model (JSRC) delivers a further
improvement. While, on the development set, we observe a slight increase of half a point in
MAP, the improvement of around 2 points suggest the viability of the joint approach.
6.6 Summary
This study broadens the view on re-ranking as a structured prediction problem. We propose
to leverage the multiplicity of gold rankings by introducing latent variables. Our approximate
max-violating inference with respect to the proposed decomposition of the MAP loss seem to
be helpful. However, we plan to verify its exact impact in comparison to the versions optimizing
simpler surrogate losses. According to the results of our preliminary experiments, adding the
clustering structure has a positive effect on the ranking structural model. As the scale of the
answer passage re-ranking on the exploited data allows, in these attempts, so far, we performed
the ”quasi”-exhaustive inference with respect to the joint ranking and clustering objective, in
order to assess the potential benefit of the joint modelling. In future, we will look for more
effective ways for exploring the joint space and extend our approach to other ranking tasks and
datasets.
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Chapter 7
Summary and future work
Machine learning methods for structured prediction have greatly facilitated learning for the
tasks with complex structured output. In a broad sense, every structured output method needs
to address the following components:
1. effective encoding of the output structure, imposing necessary structural dependencies,
2. defining efficient techniques for exploring the complex space of output structures,
3. providing mechanisms for the comparison of the output structures to the gold standard.
In this thesis, we explored methods for reinforcing the structured prediction through these
channels using the case of supervised clustering, enabled by the structural models of Yu and
Joachims [2009] and Fernandes et al. [2012, 2014].
Regarding the first point, our study on the comparison of these structural approaches for
supervised clustering in application to coreference resolution in Section 5.2 confirms the trivial
consideration of the importance of choosing an appropriate structural modelling for a particular
task. In our experiments, the directed tree structures of Fernandes et al. were always better for
coreference resolution. We also studied how well the models, under reasonable modifications,
can accommodate other tasks. Our adaptation of the model of Fernandes et al. applied in
the network domain in Chapter 4 resulted in an effective tool for detecting anomalies based
on predicted clusters of traffic transmissions. Here, we assume the notion of order adopted
in the original model was quite substantial for representing a continuos traffic flow. In future,
we would like to experiment more with the graph model, e.g., identify how long should be a
”history” span to guarantee secure anomaly detection, or whether relying on a subset of referent
transmission points, cluster representatives, is beneficial.
Our work also verified the possibility of joint structural models. In Chapter 6, we combined
the structural representation of ranking with that of clustering in one structure, which delivered
promising preliminary results. A further research in the direction of alternative ways of joint
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structured output representations is to be done, addressing also the inference and learning issues.
In particular, answering the questions of how to coordinate the respective contributions of each
of the substructures in the joint structure score, how to optimize more effectively multiple loss
functions, in general, potentially having heterogeneous nature (for now, we merely alternate
the model updates, each involving independent inference with respect to one of the two loss
functions), etc.
There is always a trade-off between the expressiveness of the structural model and the in-
ference efficiency and exactness. Especially the latter can be subject to compromise in the
max-violating case. Our experiments for both coreference resolution in Chapter 5 and ranking
in Chapter 6, in which we attempted at optimizing the actual task evaluation measures, including
their approximations, showed that allowing inexact inference but with respect to the task mea-
sure has better impact on convergence speed and accuracy, especially in hard cases in sense of
separability, as compared to the exact inference with respect to surrogate objectives. Neverthe-
less, there is a room for improvement of the inference procedures for the tasks covered in this
thesis: i) the max-violating inference procedure with respect to the approximation of MELA
in Section 5.3, which is greedy, ii) the inference of the max-violating ranking structure with
respect to MAP, which is only locally exact, i.e., an item selected for each rank position is an
exact maximizer with respect to the current partial structure, and iii) the joint ranking-clustering
inference procedure in Chapter 6. This is to be closely interlinked with the research for better
factorizations of the objectives (their approximations) and appropriate structure modelling.
Finally and most notably, we introduce the idea of learning a complex structural loss from
data, which arose in the application of clustering to coreference resolution in connection to
the impossibility to optimize directly the task-specific metric due to its high computational
complexity. Although, our study here is limited to the particular case of a clustering measure,
its outcome indicates a promising research direction encompassing i) learning measures from
expert examples, ii) finding effective representations of task-specific loss functions in terms of
the structural components, substructure variables, delivering decomposition properties to losses,
iii) enabling the loss computation, as in our case, etc.
Our experiments in Section 5.3 reflect the sufficiency of surrogate loss functions follow-
ing the optimality property, given in Section 3.1, in conditions close to separability and their
weakening as far as the separability worsen. The learned loss function mimicking the actual
task-specific loss was able to deliver not only better convergence rate in separable case, but also
a better separating hyperplane in terms of the task measure in more difficult learning conditions.
We realize the necessity of further investigation of the viability of the approach, including, in
the coreference resolution case, a strict comparison to the counterpart approaches optimizing
other global measures [Clark and Manning, 2016; Le and Titov, 2017].
Regarding the work on learning structural losses, our plans for future work can be summa-
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rized as follows:
• Studying the properties of the learned loss approximation, e.g., what is the possible impact
of approximating a loss with a function linear or, more generally, smooth in some feature
space.
• Verifying, whether the approach generalizes well,
- empirically, to other structured prediction tasks and domains;
- theoretically,
- assessing the convergence speed,
- finding upper bounds on the training loss and generalization error
in terms of the approximation accuracy of the loss.
In conclusion, the idea of joint learning of the loss and the model, introduced in Chapter 4,
provides a formulation of our framework for learning with a learned loss, an all-in-one solution,
whose implementation in Section 5.4 resulted in even better accuracy, being at the same time
more efficient. In general, it gives a common solution sketch as it meets the requirements of
many real world machine learning scenarios with complex outputs and with non-trivial, and
even partially defined, evaluation measures.
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