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Fig. 2. True Positive rate obtained in both feature 
sets with a TETR of 3 seconds 
 
 
Fig. 3. True Positive rate obtained in both feature 




From figs. 2 and 3 we can see that in the TETR of 3 
seconds, the average TPR on detecting the onsets was 
0.65 for the first feature extraction method and 0.69 for 
the second one. In the TETR of 4 seconds, the average 
TPR on detecting the onsets was 0.73 for the first 
feature extraction method and 0.77 for the second one. 
Between the two feature extraction methods the highest 
TPR is obtained by using the second one based only in 
generalized Hurst exponent, which suggests that the 
use of this features to identify the onsets of imagined 
words on continuous signals is more accurate.  
The TETR is centered in the real onset which shows us 
that the error of detecting the onset is in the worst case, 
half of the TETR (1.5, 2 seconds respectively). 
The average span of an imagined word in the corpus is 
256 samples (2 seconds). Thus this result looks 
promising for the future research work. Nevertheless, 
there is still needed to implement another measure that 
penalizes the false positives detected by the model. In 
[2] the True False Positive Rate is introduced which 
could give a better visualization of this results, thus 




In this paper, two feature extraction methods were 
calculated to test the possibility of detecting the onset 
of imagined words in EEG signals using a dataset of 27 
subjects that imagined 5 different words. The results 
showed that in the first feature extraction method based 
on statistical values, the TPR obtained was 0.65 and 
0.73 for TETRs of 3 and 4 seconds respectively. 
On the second feature set based only in generalized 
Hurst exponent, the TPR on detecting the onsets of 
imagined words was 0.69 and 0.77 for TETRs of 3 and 
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Abstract: The classification between a child and an 
adult is an important task in the medical and 
security field. It consists in the discrimination 
between children and adult faces in image sequences. 
Image processing techniques were used to identify 
regions of interest and computational intelligence 
was used for classification.  First, in the input image, 
a body detector was used to measure the size of the 
human body in the image presented. Later, a face 
detector projects a bounding box around the face. 
Then, a facial model is fitted in the face of the person 
to improve the measure of the heads size. Finally, a 
normalization step is used to ensure size invariance 
in the image. Using the body size, head size and facial 
landmarks, geometric features were extracted to 
perform the classification. Experimental results 
show accuracy rates of 86%. 




Object detection is a widely used technique of image 
processing, it consists in defining the boundaries of 
certain objects with a semantic meaning (a car in a street 
or a tumor in a medical image for example). Basically, 
the main purpose of object detection is to put a marker 
or bounding box in the location of a specific object when 
it is detected. It’s suggested that the object recognition 
be made in real time to expand the applications of the 
methods. Then, to detect an object in an image, the 
features used to feed a classifier need to be robust and 
easy to calculate [1]. In Computer Science, 
discrimination between children and adult faces in 
images is a problem not commonly tackled, it consists 
in the identification and boundary defining of children 
and adult faces using computational algorithms. 
Classification between children and adults is useful for 
safety, medical or surveillance purposes [2] and is often 
performed in a very controlled environment 
(insignificant camera rotations or illumination changes, 
absence of other objects in the background or absence 
of facial occlusions) [3]. On the other hand, the problem 
being a variant of pedestrian detection, initial steps to 
tackle this problem are performed using algorithms for 
human body detection in images, which can be useful 
for surveillance purposes. Although it’s a different 
problem, some approaches aim to detect children from 
adults using age classification problems which is 
probably not the best suitable option using closed circuit 
television cameras [4]. Although, some works obtained 
good results in closed environments the problem here 
relies in the environment where the human face to be 
discriminated is at, not in the whole image, to allow the 
algorithms to extract facial features as wrinkles in an 
easy way. To attack the problem in this kind of 
environments where no subtle facial features can be 
extracted, we proposed a methodology for 
differentiating between children and adults in outdoor 
scenes.   
 
The proposed method aims to extract features based 
on body and head sizes avoiding subtle features, such as 
the relation between the body and face or geometric 
features, to perform the differentiation between children 
and adult faces. Also, the effect of fitting a facial model 
to the initial head recognition was studied to improve 
the measures and their impact in the recognition rates. 
The results suggest that it’s possible to improve actual 
methods based on body and head ratio with acceptable 
accuracy rates when the human body and face are 




A methodology for children and adult face 
discrimination that is divided into three steps was 
proposed: (A) identification of the region of interest 
where the human body and their related face are 
detected. Next (B) the feature extraction step is 
performed, and finally (C) a classification model is 
applied. The method initiates in the identification of the 
regions of interest, which are the face and body of a 
human. For this purpose, a detector using Aggregate 
Channel Features [5], [6]trained with the INRIA person 
dataset was used [6]. For face recognition Viola-Jones 
algorithm was used [7]. Later geometrical features of 
detected face and body were extracted, the geometrical 
features are representing the distance between facial 
region of interest. Geometrical features were extracted 
obtaining the distance between the region of interest and 
normalizing them using the distance between the eyes. 
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A normalization step was studied to know it’s effects in 
the classification rates. Finally, an SVM was used to 
perform the classification step.  Fig. 1 depicts the 
























Fig. 1.  Proposed methodology for children and adult 
discrimination using image processing and 
computational intelligence. 
 
A. Body and head detection 
 
The proposed method focuses on discrimination 
between children and adult faces. Some studies show 
that not only the proportion of the face can provide 
enough information for this purpose. The proportion of 
the face can provide enough information to discriminate 
between children and adults because the human head 
reaches its full size until a person becomes a teenager. 
For this reason, it’s focused first on the identification of 
the body in the image because it occupies the largest 
region in the picture. The body identification also serves 
to reduce the area of search of the face to decrease the 
number of false positives. In other words, first it’s focus 
on the identification of the body and within the detection 
area a face that is known to be present is looked for, if 
there were several detections, we select the best rated or 
the one that is most likely to be a face. 
 
For the identification of human bodies in an image 
we use a detector trained using the INRA database with 
Aggregate Chanel Features. The detection algorithm 
provides the area where a human body is in the image, 
using this data, the Viola-Jones algorithm was used to 
detect all the faces present in the image. Viola-Jones 
extracts Haar-like characteristics to identify patterns in 
the image using a set of templates to match them into 
distinguishable facial features. An example of the 
templates used to compute Haar-like features are 
depicted in Fig. 2. Extracted characteristics pass through 
a series of weak classifiers templates trained with the 
Adaboost algorithm.  The main characteristic of the 
decision algorithm is that all the weak classifiers must 
agree that a face is being detected to further reduce the 
detection of false positives. 
 
Fig. 2.  Templates used to extract the Haar-like features 
used to detect faces in the image. 
 
B. Feature extraction 
 
Second step to perform the classification of children 
and adult faces consists in the extraction of features to 
feed a model of classification. Many features to 
represent the ratio between the size of the body and the 
size of the head were explored, the rationale behind this 
decision is due to the fact that studies remark that head 
size is bigger at younger ages; extraction of head size as 
it cannot be a standalone indicator because size in terms 
of pixels is a relative measure of sizes, it does not take 
into account the closeness of the object. For this reason, 
the relation of the body and the head is calculated using 
Eq 1. where ℎ𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 represents the size of the detected 
bounding head in pixels and 𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the measured size 
of the body.  
 




After obtaining the bounding box surrounding a 
face, using the area of where a face is located as an 
initialization step, a set of 68 facial landmarks were 
fitted into the face using Intraface models [5], [8].  Fig. 
3a depicts an initial facial model before its fitting and 3b 









             (a)                                           (b) 
Fig. 3. Matching between a facial model and an image. 










Considering that algorithms for children and adult 
faces only use the size of the detected bounding box 
provided by a face detection algorithm to obtain the 
features and aiming to obtain a better measure, the fitted 
facial model was used to improve the measure of not 
only the head but also the facial regions of interest such 
as: eyebrows, mouth, or nose, allowing the extraction of 
distance between the different facial regions of interest 
to improve classification rates. Then, in addition to the 
ration of head and body, 31 geometric features 
describing sizes of facial distinctive areas were 
extracted. The features were obtained computing either 
the distance or the angle between two points of the 
obtained facial landmarks. All the features were 
normalized respective to the distance obtained with 
points 40 and 43 of Fig. 4. Fig. 4 shows an enumeration 
of the 68 facial landmark points and Table 1 displays the 





Fig. 4. Enumeration of the facial landmarks obtained 
using Intraface [5]. 
 
 
Table 1. Coordinate pairs to features computing. 
 
Description Pairs 
Eyebrow (angles) {20,28,42}, {25,28,47} 
Eyebrow stretching {19,37}, {26,46} 
Eyes stretching  
 
{37,38}, {38,39}, {39,40} 
{40,41}, {41,42}, {42,47} 
{43,44}, {44,45}, {45,46} 
{46,47}, {47,48}, {48,43} 
Eyes opening 
 




{49,52}, {52,55}, {55,58}, 
{58,49} 
Mouth openness {63,67} 
Facial sizes {40,9}, {43,9}, {43,34}, 




The final stage of the methodology consists in the 
classification model, for this purpose, an SVM classifier 
with a linear kernel was used. For validation purposes a 
k-fold cross validation with 10 folds was used. 
 
III. EXPERIMENTS AND RESULTS 
 
For training and validation purposes, images taken 
from the INRIA database were used [7]. The INRIA 
database contains 1,805 64x128 images of humans 
cropped from a large set of photos. People in the images 
are usually standing but in any orientation. From the 
INRIA database a set of 145 images were taken. Images 
were a human or a child is standing with their face are 
visible were taken. 74 images of adults and 71 images 
of children were used for training and validation of the 
model. 
 
Here the question of how the results of 
differentiating between children and adult faces can be 
improved is addressed. Two experiments were 
performed to analyze if the results can be improved: 
first, it was explore if adding geometrical features to the 
model could lead to a better representation and second, 
it was explore if fitting facial landmarks could improve 
the measure of head size, leading to better 
discrimination (BLHR).  Figure 5 depicts how facial 
landmarks can lead to a better understanding of facial 











Fig.5. Facial landmarks fitted into an image using 
Intraface [8]. The initial adjustment was made using the 
located face with the Viola-Jones algorithm [7].  
 
 
We performed experiments with (BNLHR) and 
without facial landmarks alignment aiming to mitigate 
the rotation and occlusions that can cause head sizes to 
be measured incorrectly. The normalization method 
consists in a heuristic based on affine transformations, 
first, a rotation aligns the face using the canthus of the 
eyes and the facial landmarks are normalized in the 
range [0,1]  [9]. Fig. 6 depicts the normalization process.  
 Finally, experiments adding the geometric features 
were performed (+GF). Results are shown in Table 2. 
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A normalization step was studied to know it’s effects in 
the classification rates. Finally, an SVM was used to 
perform the classification step.  Fig. 1 depicts the 
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computational intelligence. 
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After obtaining the bounding box surrounding a 
face, using the area of where a face is located as an 
initialization step, a set of 68 facial landmarks were 
fitted into the face using Intraface models [5], [8].  Fig. 
3a depicts an initial facial model before its fitting and 3b 
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Considering that algorithms for children and adult 
faces only use the size of the detected bounding box 
provided by a face detection algorithm to obtain the 
features and aiming to obtain a better measure, the fitted 
facial model was used to improve the measure of not 
only the head but also the facial regions of interest such 
as: eyebrows, mouth, or nose, allowing the extraction of 
distance between the different facial regions of interest 
to improve classification rates. Then, in addition to the 
ration of head and body, 31 geometric features 
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The final stage of the methodology consists in the 
classification model, for this purpose, an SVM classifier 
with a linear kernel was used. For validation purposes a 
k-fold cross validation with 10 folds was used. 
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Fig.5. Facial landmarks fitted into an image using 
Intraface [8]. The initial adjustment was made using the 
located face with the Viola-Jones algorithm [7].  
 
 
We performed experiments with (BNLHR) and 
without facial landmarks alignment aiming to mitigate 
the rotation and occlusions that can cause head sizes to 
be measured incorrectly. The normalization method 
consists in a heuristic based on affine transformations, 
first, a rotation aligns the face using the canthus of the 
eyes and the facial landmarks are normalized in the 
range [0,1]  [9]. Fig. 6 depicts the normalization process.  
 Finally, experiments adding the geometric features 




Fig. 6. Graphical representation of the normalization of 
the facial landmarks to reduce rotation and size noise. 
 



















Although there are not many works tackling the 
problem of the discrimination between children and 
adult faces, current solutions are focused in controlled 
environments which decreases the number of 
applications to use this kind of models. The proposed 
model archived a higher accuracy with the reference 
models [2], [4] fitting a set of 68 facial landmarks to the 
output of the recognition model to improving the 
measurement of the face and the classification rates. On 
the other hand, a limitation of the model is that the body 
and the face must be present in the image, a possible way 
to tackle this limitation may be to use an algorithm to 




In this work a methodology for the classification of 
children and adult faces based on facial geometric 
features was presented. The proposed model not only 
use the relation between the head and body, but it also 
uses geometric features describing the normalized sizes 
of different facial regions of interest. For this approach 
the obtained accuracy rates increased from 61% to 78% 
which is seen as an improvement. Trying to alleviate the 
noise introduced by image size, a normalization was 
included to the methodology but without getting a 
significant improvement including or excluding the 
geometrical features. Improving the measure of the head 
was using a model fitted that uses the output of a facial 
recognition algorithm got the best improvement in terms 
of accuracy of our model and with the addition of the 
geometrical features betters results were obtained. 
 
In conclusion, the results suggest that it’s possible to 
improve discrimination between children and adult 
faces measuring the head by using facial landmarks 
instead of the bounding boxes provided by a facial 
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Abstract: The increased use of 
Electroencephalography (EEG) for the diagnosis of 
epileptic disorders in neuropediatrics has led to the 
development of technologies for the automatic 
reduction of redundant information. In modern 
EEG, pre-processing methods of the signal for 
artefacts removal and artificial intelligence 
algorithms for the recognition of critical events 
have been implemented. 
This work analyzes the application of sonification 
techniques to EEG signals for an almost real time 
assessment of epileptic seizures onset. Sonification 
concerns the transformation of numerical data into 
acoustic signals. EEG sonification could speed up its 
interpretation and reduce the amount of visual 
information to be analyzed. The dataset consists of 
24 EEG recordings coming from 22 children with 
absence seizures, clinically evaluated at the Meyer 
Children's Hospital in Firenze, Italy. The obtained 
low false positive rate (<1%), shows the usefulness 
of EEG sonification techniques in supporting 
automatic and early seizure detection. 
 





Epilepsy is one of the main brain disorders, affecting 
about 1% of the world population [1]. It occurs mainly 
in childhood and increases, in terms of cumulative 
prevalence, in the elderly population [2]. Epilepsy, an 
enduring predisposition to manifest epileptic seizures, 
is also defined as "a transient occurrence of signs 
and/or symptoms due to abnormal excessive and 
synchronous neuronal activity in the brain." [3], [4].  
Given their high variability both in terms of 
aetiology, clinical signs, and electrophysiological 
characteristics, epileptic seizures are divided into 
several categories [5]. 
Electroencephalography (EEG) is one of the main 
technology supporting the diagnosis of epilepsy. 
The work presented here focuses on absence seizures, a 
type of generalized non-motor epileptic seizures [6]. 
The EEG signal of a patient with a typical absence 
shows generalized spike-wave discharges at 3Hz.  
One of the main technological problems in the analysis 
of EEG signals in epilepsy is the presence of artefacts 
that, summed up to the data to be analyzed, can make 
the analysis in real time complex and burdensome. 
In recent years there has been a growing interest in 
techniques allowing a near real-time clinical 
assessment of seizures (i.e. low latency times) [7, 8, 9], 
especially sonification. According to [10], sonification 
is defined as: “the transformation of data relations into 
perceived relations in an acoustic signal for the 
purposes of facilitating communication or 
interpretation”. 
Sonification can be used for performing a fast 
detection of clinical events or monitoring clinical 
information. Recently, Schwarz et al. [11] presented a 
psychoacoustic sonification technique for real time 
monitoring of neonatal oxygen saturation levels.  
G.I. Mihalas et al. [12] gave several examples of 
physiological signal sonification, such as ECG, Heart 
Rate etc., and discussed their biomedical applications. 
F.B. Vialatte et al. [13] used sonification techniques 
to discriminate EEGs of patients with mild cognitive 
impairment from those of healthy control subject. 
Our recent paper [9] focused on techniques applied 
to the EEG signal for early seizure detection, along 
with artificial intelligence methods for the automatic 
recognition of absence seizures. 
In the present work, the sonification techniques 
presented in [9] are analysed, with the purpose of 
reducing the false positive rates in the sonified EEG 
signals. 
Patient-specific techniques are proposed to remove 
background noise from the sonified EEG signal. 
Moreover, methods are suggested for enhancing 
amplitude and patterns related to epileptic seizures or 
possible artefacts. Finally, similarly to [11], a statistical 
evaluation of the sonified EEG signal is presented, 
taking into account relevant differences between false 
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