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1. Introduction
Specification of a suitable loss function is a matter of crucial importance in analyzing the data and therefrom deducing
inferences. Loss functions that are generally employed in statistical practice are taken to be symmetric around zero such
as squared error and absolute error loss functions which assign equal weights to positive and negative estimation errors of
the samemagnitude. They are favored because of their comprehensibility and capacity of mathematical manipulations, and
not because they are relevant all the time and reflect reality. They represent analyst’s convenience rather than practitioner’s
preference. They may fail to capture the salient features of loss structures that are actually faced in practice where, for
instance, a positive estimation error of a certain magnitude may have far reaching consequences in comparison to the
negative estimation error of the same magnitude; see, e.g., [1,9,10,15,20,23,28] for some examples.
The requirement of asymmetry in the losses has led to the development of various asymmetric loss functions butmajority
of them are not analytically tractable and closed-form expressions for the risks are difficult to obtain. Relatively free from
such limitations is the LINEX loss function, formulated by Varian [23], which incorporates the asymmetric nature of losses
in a simple manner and retains the property of analytical tractability at the same time besides having a close link between
the traditional squared error loss functions.
In the context of estimation problems in a linear regression model, the LINEX loss function is utilized in a Bayesian
framework by Bolfarine [2], Varian [23] and Zellner [26]; see also [27]. Employing the classical (non-Bayesian) framework,
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performance properties of some estimators under the LINEX loss function are studied by Giles and Giles [7,8], Ohtani [16]
and Srivastava and Rao [19].
It is well known that the non-linear and biased estimators of regression coefficients in a linear regression model can
have smaller risk than linear and unbiased estimators under mild constraints; see [12–14,18]. One such family is described
by the double k-class estimators proposed by Ullah and Ullah [21,22]. The family of double k-class estimators is charac-
terized by two characterizing scalars and encompasses many estimators as its particular cases, including the Stein rule
family of estimators proposed by James and Stein [11]. In the context of linear regression models, the family of double
k-class estimators was proposed under the assumption of spherical or homoskedastic disturbances. Later, Wan and
Chaturvedi [25] extended it to the case when disturbances are non-spherical or heteroskedastic and their variance–
covariancematrix is also unknown. They proposed the family of feasible generalized double k-class estimators and analyzed
the quadratic risk performance of several estimators arising from it as a particular case under the large sample asymptotic ap-
proximation theory. The performance of the feasible generalized double k-class estimators under the balanced loss function
and general Pitman closeness criterion was studied by Chaturvedi and Shalabh [4]. What is the performance of the feasible
generalized double k-class estimators to estimate the regression coefficients in a linear model under the LINEX loss function
under non-spherical disturbances with unknown variance–covariance matrix constitutes the subject matter of this paper.
The plan of the paper is as follows. Themodel and the estimators are described in Section 2. The properties of the feasible
generalized double k-class estimators for the coefficients in a linear regression model with non-spherical disturbances
are derived and analyze under the LINEX loss function in Section 3. Some important estimators of the family of feasible
generalized double k-class estimators are studied throughMonte Carlo simulation experiments. The outcomes of simulation
study are presented in Section 4 followed by concluding remarks in Section 5.
2. Model specification and the estimators
Consider the following linear regression model with non-spherical disturbances:
y = Xβ + ϵ, (2.1)
where y is a T × 1 vector of T observations on the study variable, X is a T × p matrix of T observations on p-explanatory
variables, β is a p× 1 vector of coefficients associated with them and ϵ is a T × 1 vector of disturbances.
It is assumed that ϵ has a multivariate normal distribution with mean vector 0 and variance–covariance matrix σ 2Ω−1
where σ 2 is an unknown scalar. Further, the elements ofΩ are functions of an unknown parameter θ belonging to an open
subset of the q-dimensional Euclidean space. It is also assumed that a consistent estimator θˆ of θ is available which permits
to obtain a consistent estimator Ωˆ ofΩ .
The family of double k-class estimators proposed by Ullah and Ullah [21] is
β˜kk =

1− k1 (y− X β˜)
′(y− X β˜)
y′y− k2(y− X β˜)′(y− X β˜)

β˜, (2.2)
where β˜ = (X ′X)−1X ′y is the ordinary least squares estimator of β , k1 and k2 are the non-stochastic characterizing scalers.
If we apply the method of generalized least squares for the estimation of β in (2.1) and replace Ω by Ωˆ , a feasible
generalized least squares (FGLS) estimator of β is given by
βˆ = (X ′ΩˆX)−1X ′Ωˆy. (2.3)
Similarly, the feasible generalized double k-class (FGKK) estimators presented byWan and Chaturvedi [25] are specified by
βˆkk =

1−

k∗1
T − p+ 2

(y− X βˆ)′Ωˆ(y− X βˆ)
y′Ωˆy− k2(y− X βˆ)′Ωˆ(y− X βˆ)

βˆ, (2.4)
where k∗1 (>0) and k2 are the scalars characterizing the estimator.
It may be observed that the scalar k1 in (2.2) and k∗1 in (2.4) are related by k1 = k∗1/(T − p+ 2)which is due to Vinod and
Srivastava [24] who have established that the estimators arising from the family of double k-class estimators are equivalent
if
k1 = k∗1T−(j+
1
2 ),
where j is any positive number and k∗1 is a fixed scalar independent of T .
The family (2.4) is quite flexible and encompasses several interesting estimations as special cases. For example, if we
set k∗1 = 0, we get the FGLS estimator. Similarly, if we put k2 = 1, we obtain the feasible generalized Stein-rule (FGSR)
estimator of Chaturvedi and Shukla [5]. If we take k∗1 = [1 + 2(T − p)−1] and k2 = [1 − (T − p)−1], we get the feasible
generalizedminimummean squared error (FGMMSE) estimator in the spirit if [6] while if we take k∗1 = [1+2(T−p)−1] and
k2 = [1 − p(T − p)−1], we find the adjusted feasible generalized minimum mean squared error (AFGMMSE) estimator in
the light of Ohtani [17]. Stemming from the work reported in [3], another interesting estimator is specified by k∗1 = (p− 2)
and k2 = [1− (p− 2)(T − p+ 2)−1]which can be abbreviated as the FGKKCSC estimator; see [25, Section 4] for some other
choices of k∗1 and k2.
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3. Properties of estimators
Assuming that the explanatory variables are asymptotically cooperative in the sense that the matrix T−1X ′ΩX tends to a
finite nonsingularmatrix as T tends to infinity, it is found that the limiting distributions of the FGLS and FGKK estimators are
identical, and thus the superiority of any estimators over the other cannot be examined on the basis of limiting distribution.
On the other hand, if we consider their exact distributions, it can be well appreciated that they are difficult to derive. Even
if we succeed in the derivation of exact distributions, they will be sufficiently complex and will not permit us to draw any
clear inference.
The large sample properties of the FGKK estimators have been extensively studied by Wan and Chaturvedi [25]. In
particular, they have derived the asymptotic distribution of the estimators under fairly general conditions. Also presented
are the expressions for bias vector to order O(T−1) and mean squared error matrix to order O(T−2). Further, taking the
performance criterion as risk under a symmetric general quadratic loss function to order O(T−2), they have compared
various estimators and have found the conditions for the superiority of one estimator over the other. Various choices of
characterizing scalars are also discussed. Finally, assuming the disturbances to follow a first order autoregressive scheme,
the results of Monte Carlo experiment are reported.
Let us now analyze the performance of FGKK estimators with respect to the criterion of risk under LINEX loss function
which is asymmetric. For this purpose, let us consider the estimation of a linear parametric function g ′β where g is any
arbitrary column vector with known and nonstochastic elements. If we take all the elements of g as unity, g ′β is equal to
the sum of regression coefficients. Similarly, if we assume all the elements of g to be zero except the ith element as unity,
g ′β reduces to the regression coefficient associated with the ith explanatory variable in the model.
The LINEX loss function, introduced by Varian [23], for the estimator of any scalar parameter δ by an estimator δˆ is
defined as
L(δˆ; δ) = c

exp

α(δˆ − δ)

− α(δˆ − δ)− 1

, (3.1)
where α and c are the characterizing scalars with non-zero α and positive c .
The values of c specify the factor of proportionality while the value of α determines the relative losses associated with
the positive and negative values of the estimation error (δˆ − δ). The LINEX loss function attains its minimum value as
zero when (δˆ − δ) = 0. Further, it rises approximately linearly on one side of zero and exponentially on the other side
of zero. Zellner [26] has prepared graphs of the LINEX loss function for some selected values of α and has observed that
over-estimation of a certain magnitude leads to larger loss in comparison to the under-estimation of the same magnitude
for positive values of α while the reverse is true for negative values of α, i.e., over-estimation leads to comparatively smaller
loss than under-estimation. Thus possibly unequal weight to under-estimation and over estimation can be assigned through
an appropriate sign for the scalarα. Regrading themagnitude ofα, the LINEX loss function is fairly symmetric like the squared
error loss function for small values of α. If the value of α is taken away from zero, asymmetry of the loss function increases.
In this manner, the behavior of the loss function can be suitably tailored depending upon the requirements of problem in
hand.
For analyzing the performance properties of FGKK estimators, let us specify the LINEX loss function as follows
L(β˜;β) =

exp

α
√
T
σ
g ′(β˜ − β)

− α
√
T
σ
g ′(β˜ − β)− 1

, (3.2)
where β˜ denotes an estimator of β and the scaling factor c in the LINEX loss function (3.1) is taken as unity without any loss
of generality.
Following Wan and Chaturvedi [25], let us make the following assumptions.
For all j, k = 1, 2, . . . , q, let us define
Ωj = ∂Ω
∂θj
, Ωjk = ∂
2Ω
∂θj∂θk
,
A = X
′ΩX
T
, Aj = X
′ΩjX
T
, Ajk = X
′ΩjkX
T
,
α = X
′Ωε√
T
, αj = X
′Ωjε√
T
, and αjk = X
′Ωjkϵ√
T
.
Furthermore, the set of matrices (or vectors) having the same number of indices is denoted by boldface letters subscripted
in brackets by that number. For instance, A(3) denotes the set ofmatrices {Ajkl : j, k, l = 1, 2, . . . , q}. The following regularity
conditions are required to have a valid Edgeworth expansion of the distribution:
(i) Eachmatrix in the sets A(1), A(2), . . . , A(5) and covariancematrix of each vector inα(1), α(2), . . . , α(5) converge to a finite
matrix as T →∞;
(ii) X ′C2X/T is bounded and tends to infinity for all C inΩ(6);
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(iii) The estimator θˆ has an expansion of the form
√
T (θˆ − θ) = e + Op(T−1) such that the asymptotic distribution of e is
multivariate normal with mean vector of order O(T−1) and variance–covariance matrix as ofΛ+ O(T−1).
(iv) The third and higher order cumulants of T−
1
2 X ′

∂2Ω
∂θ2j

ϵ are of order O(T−1).
Under the above assumptions,Wan and Chaturvedi [25] have demonstrated that the asymptotic distribution of the vector
Z =
√
T
σ
(βˆkk − β) is multivariate normal. Further, if we write
φ = 1
Tσ 2
β ′X ′ΩXβ, (3.3)
we have the following results from [25]:
µ =
√
T
σ
E(βˆkk − β)
= − k
∗
1√
Tσ(φ + 1− k2)
β + O(T−1) (3.4)
Σ = T
σ 2
E(βˆkk − β)(βˆkk − β)′
= A−1 + O(T−1). (3.5)
By virtue of asymptotic normality of
√
T
σ
(βˆkk − β), we observe that
E

exp

α
√
T
σ
g ′(βˆkk − β)

=
 ∞
−∞
exp(αg ′Z)
exp

− (g ′Z−g ′µ)2
(2g ′Σg)

(2πg ′Σg)
1
2
dg ′Z
= exp

αg ′µ+ α
2
2
g ′Σg
 ∞
−∞
exp

− (g ′Z−g ′µ−αg ′Σg)22g ′Σg

(2πg ′Σg)
1
2
dg ′Z
= exp

αg ′µ+ α
2
2
g ′Σg

= exp

− αk
∗
1g
′β√
Tσ(φ + 1− k2)
+ O(T−1)

exp

α2
2
g ′A−1g

=

1− αk
∗
1g
′β√
Tσ(φ + 1− k2)
+ O(T−1)

exp

α2
2
g ′A−1g

. (3.6)
Also,
α
√
T
σ
E[g ′(βˆkk − β)] = − αk
∗
1g
′β√
Tσ(φ + 1− k2)
+ O(T−1). (3.7)
Using these results, the risk associated with FGKK estimator under the LINEX loss function (3.2) to order O(T−
1
2 ) is
given by
R(FGKK) = E

exp

α′
√
T
σ
g ′(βˆkk − β)

− α
′√T
σ
g ′(βˆkk − β)− 1

=

1− αk
∗
1g
′β√
Tσ(φ + 1− k2)
 
exp

α2
2
g ′A−1g

− 1

. (3.8)
Setting k∗1 = 0, we find the risk associated with the FGLS estimator to order O(T−
1
2 ) as follows
R(FGLS) =

exp

α2
2
g ′A−1g

− 1

. (3.9)
Comparing (3.8) and (3.9), we find that the FGKK estimator dominate the FGLS estimator when
αg ′β
φ + 1− k2

> 0 (3.10)
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which holds true, for instance, as long as α and g ′β have same signs and k2 does not exceed 1. An interesting implication of
this finding is that all FGSR, FGMMSEE, AFGMMSE and FGKKCSC estimators will be better than FGLS estimator provided α
and g ′β have same sign.
The opposite is true, i.e., the FGLS estimator dominates the FGKK estimator when inequality (3.10) holds with a reversed
sign. In particular, the FGLS estimator remains unbeaten by the FGSR, FGMMSEE, AFGMMSE and FGKKCSC estimators.
Next, let us compare the FGSR estimator characterized by the scalars k∗1 and the FGKK estimator characterized by the
scalars k∗1 and k2. It can be easily seen from (3.6) that FGKK estimator dominates the FGSR estimator when
αg ′β(1− k2)
φ + 1− k2 < 0. (3.11)
When the quantity on the left hand side of inequality (3.11) is positive, the FGKK estimator fails to dominate the FGSR
estimator.
If thus follows from (3.10) and (3.11) that the FGKK estimator has better performance than both the FGLS and FGSR
estimators when k2 lies between 1 and (1 + φ) provided that α and g ′β both are either negative or positive. When α and
g ′β have opposite signs, there does not exist a value of k2, given k∗1 , such that FGKK estimator dominates FGLS and FGSR
estimators simultaneously.
Now a question arises whether given an FGSR estimator with characterizing scalar as k∗1 = k1, can we find an FGKK
estimator having superior performance than the given FGSR estimator? The answer is affirmative, and the condition turns
out to be as follows:
αg ′β
φ + 1− k2

k∗1 −

1+ 1− k2
φ

k1

> 0. (3.12)
Thus, if inequality (3.10) holds true, we may choose the characterizing scalar k∗1 in FGKK such that
k∗1 >

1+ 1− k2
φ

k1 (3.13)
and then the FGKK estimator dominates not only the FGSR estimator but also the FGLS estimator.
Not so interesting is the case when condition (3.10) does not hold good so that both FGSR and FGKK are not better than
the FGLS estimator. However, in this case, the FGKK succeeds in dominating the FGSR estimator when k∗1 is chosen to satisfy
condition (3.13) with a reversed inequality sign.
Next, let us restrict our attention to all those members of the feasible generalized double k-class such that they are
specified by k2 < 1 and they have better performance than the FGLS estimator meaning thereby that condition (3.10)
is satisfied. Now consider two such FGKK estimators. One is FGKK(k∗1, k2) specified by k
∗
1 and k2 while the other is
FGKK(k∗1+ f1, k2) characterized by (k∗1+ f1) and k2. From (3.8), it is interesting to see that all the FGKK(k∗1+ f1, k2) estimators
with f1 > 0 are more efficient than the FGKK(k∗1, k2) estimator. Similarly, the FGKK(k
∗
1, k2) estimator is dominated by all
the FGKK(k∗1, k2 + f2) estimators with 0 < f2 < (φ + 1− k2).
Looking at the expression (3.8), we observe that a substantial reduction in the risk under the LINEX loss function to the
order of our approximation may be achieved when α and g ′β have same signs but large in magnitude, k∗1 is large, σ is small
and k2 is such that (φ + 1− k2) is positive and small.
Comparing the risks of FGMMSEE with FGKK, we find that FGKK is better than FGMMSEE when
αg ′β

k∗1{φ(T − p)+ 1}
(T − p+ 2)(φ + 1− k2) − 1

> 0. (3.14)
So when α and g ′β have same signs, condition (3.14) holds true for all choices of k∗1 and k2 such that
k∗1
φ + 1− k2 >
T − p+ 2
φ(T − p)+ 1 . (3.15)
In case, α and g ′β have opposite signs then FGKK is still better than FGMMSEE as long as (3.15) is satisfied with a reverse
inequality sign.
Similarly, FGKK has smaller risk than AFGMMSE when
k∗1
φ + 1− k2 >
(T − p+ 2)p
φ(T − p)− p (3.16)
provided α and g ′β have same signs. The reverse holds true if (3.16) holds true with a reverse inequality sign.
Finally, we compare the risks of FGKK and FGKKCSC. The FGKK estimators have smaller risk than FGKKCSC when α and
g ′β have same signs and the characterizing scalars k∗1 and k2 are chosen to satisfy
φ + 1− k2
k∗1
>

φ
T − p+ 2 −
1
T − p+ 2

. (3.17)
The reverse holds true if (3.17) holds true with a reverse inequality sign.
In a similar manner, we can compare the FGKK estimator with other specific members arising from the family of the
double k-class estimators and conditions for the superiority of one estimator over the other can be deduced.
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Table 1
Empirical absolute bias of the estimators with respect to ρ for T = 20.
Estimator ρ
−0.75 −0.50 −0.25 0.00 0.25 0.50 0.75
FGLS 0.02723 0.07327 0.05573 0.23039 0.09888 0.09555 0.05645
FGSR 0.44163 0.46863 0.53869 0.48298 0.74898 0.77051 0.75904
FGMMSE 0.16527 0.16043 0.17856 0.16711 0.32326 0.32476 0.30942
AFGMMSE 0.15179 0.14430 0.15633 0.15968 0.29279 0.29135 0.27480
FGKKCSC 0.41547 0.43451 0.49324 0.43255 0.68564 0.69976 0.68718
Table 2
Empirical absolute bias of the estimators with respect to ρ for T = 30.
Estimator ρ
−0.75 −0.50 −0.25 0.00 0.25 0.50 0.75
FGLS 0.02773 0.07975 0.25364 0.01905 0.04794 0.05053 0.03096
FGSR 0.29704 0.37669 0.53598 0.46618 0.49837 0.54054 0.48963
FGMMSE 0.11910 0.16965 0.32955 0.17171 0.18136 0.20619 0.16541
AFGMMSE 0.11425 0.16323 0.32296 0.15872 0.16684 0.18998 0.15028
FGKKCSC 0.28710 0.36242 0.51831 0.43884 0.46674 0.50541 0.45740
Table 3
Empirical absolute bias of the estimators with respect to ρ for T = 100.
Estimator ρ
−0.75 −0.50 −0.25 0.00 0.25 0.50 0.75
FGLS 0.01530 0.06558 0.02356 0.06347 0.06272 0.05077 0.08406
FGSR 0.07754 0.07330 0.11977 0.13285 0.22027 0.22578 0.14613
FGMMSE 0.02976 0.04996 0.04122 0.05604 0.10647 0.10121 0.06278
AFGMMSE 0.02949 0.05007 0.04050 0.05562 0.10489 0.09932 0.06259
FGKKCSC 0.07686 0.07244 0.11791 0.13014 0.21628 0.22122 0.14232
4. Monte-Carlo simulation study
The large sample asymptotic approximation theory gives an idea about the behavior of the estimators in the central part
of the distribution when the sample size is large. In order to study the finite sample behavior of the estimators in terms of
their bias and risk, we conducted a Monte-Carlo simulation experiment. We consider five different important estimators
arising from the family of feasible generalized double k-class estimators. These estimators are obtained by putting different
values of k∗1 and k2 in (2.4). These estimators are:
(i) Feasible Generalized Least Squares estimator (FGLS) (k∗1 = 0),
(ii) Feasible Generalized Stein-rule estimator (FGSR) (k∗1 = p− 2, k2 = 1),
(iii) Feasible Generalized MinimumMean Squared Error estimator (FGMMSE) (k∗1 = 1+ 2(T − p)−1, k2 = 1− (T − p)−1),
(iv) Adjusted Feasible Generalized Minimum Mean Squared Error estimator (AFGMMSE) (k∗1 = 1 + 2(T − p)−1, k2 =
1− p(T − p)−1), and
(v) Feasible GeneralizedDouble k-class estimator by Carter et al. [3] (FGKKCSC) (k∗1 = (p−2), k2 = 1−(p−2)(T−p+2)−1).
We obtained the absolute bias and risk empirically under the LINEX loss function given in (3.2) using 50,000 repetitions.
For an estimator β˜ of β , the absolute bias considered in this paper is defined as

(β˜ − β)′(β˜ − β) and the associated risk
is defined as the expectation of the LINEX loss function L(β˜;β) given in (3.2). In the LINEX loss function, we considered g
to be a vector of ones and obtained the risk for different values of α. Our findings are restricted to this choice of g only. As
we consider the disturbances ϵ = (ϵ1, ϵ2, . . . , ϵT )′ to be non-spherical, we obtained the setup of autoregressive process of
order one, i.e., AR(1) system ϵt = ρ × ϵt−1 + et , where et ∼ N(0, σ ), t = 1, 2, . . . , T , and ϵ0 = 0. We adopted various
values of β and σ 2 and different sample sizes ranging from small to large. In order to save space, we here present only few
important outcomes. The absolute bias of the five estimators is presented in Tables 1–3 and risks are presented in Tables 4–6.
In order to have an overall idea of the properties of these estimators with respect to the values of ρ and α, we plotted the
three dimensional figures of values of empirical absolute bias in Figs. 1–3 and risks in Figs. 4–6.
We first study the information revealed from Tables 1–3 about the absolute bias of five estimators. The absolute bias of
all the estimators decreases as sample size increases. The absolute bias of FGSR and FGKKCSC decreases at a faster rate than
other estimators and this remains true for all values of ρ. The magnitude of absolute bias of FGLS is, in general, lower than
that of other estimators. The sign of ρ has significant effect on the magnitude of bias. The magnitude of bias is lower for the
negative values of ρ in comparison to the correspondingmagnitudes of bias with positive values of ρ. It can be observed that
absolute bias is minimum for ρ = −0.75. The values of α do not play any role in the large sample asymptotic approximation
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Fig. 1. Absolute Bias for T = 20.
Fig. 2. Absolute Bias for T = 30.
Fig. 3. Plots of empirical absolute bias of the estimators with respect to ρ for T = 100.
of bias expression, sowehave also not considered it in the simulation. Figs. 1–3 clearly reveal that the bias of FGSRE is highest
among all the estimators. The pattern of bias with respect to ρ for the FGSR and FGKKCSC is very similar. The difference in
their bias also decreases as sample size increases. The same also holds true for the bias of the pair of estimators FGMMS and
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Table 4
Empirical risks of the estimators with respect to ρ and α for T = 20.
Estimator α ρ
−0.75 −0.50 −0.25 0.00 0.25 0.50 0.75
FGLS −0.2 0.26243 0.50400 0.76971 0.85278 1.00174 1.07539 1.89142
−0.1 0.06026 0.10173 0.13815 0.16915 0.18142 0.18820 0.25504
0.1 0.05752 0.10372 0.13490 0.16788 0.18443 0.18398 0.23218
0.2 0.28960 0.51805 0.72333 0.97772 1.09799 1.03982 1.80441
FGSR −0.2 0.24095 0.45873 0.69075 0.76555 0.88064 0.93629 1.68590
−0.1 0.05528 0.09254 0.12470 0.15164 0.16081 0.16602 0.22772
0.1 0.05161 0.09156 0.11767 0.14529 0.15728 0.15693 0.20044
0.2 0.25282 0.44206 0.61155 0.82287 0.91454 0.85343 1.51388
FGMMSE −0.2 0.25428 0.48678 0.73956 0.81952 0.95528 1.02200 1.81254
−0.1 0.05837 0.09824 0.13304 0.16250 0.17359 0.17977 0.24468
0.1 0.05525 0.09903 0.12824 0.15914 0.17391 0.17351 0.21996
0.2 0.27531 0.48836 0.67951 0.91676 1.02567 0.96627 1.69037
AFGMMSE −0.2 0.25493 0.48824 0.74237 0.82279 0.95997 1.02789 1.81958
−0.1 0.05852 0.09856 0.13353 0.16319 0.17448 0.18073 0.24577
0.1 0.05541 0.09942 0.12883 0.15997 0.17497 0.17461 0.22118
0.2 0.27634 0.49072 0.68308 0.92188 1.03192 0.97307 1.69919
FGKKCSC −0.2 0.24212 0.46133 0.69572 0.77136 0.88883 0.94666 1.69829
−0.1 0.05555 0.09311 0.12557 0.15287 0.16241 0.16774 0.22968
0.1 0.05190 0.09223 0.11868 0.14671 0.15908 0.15880 0.20257
0.2 0.25455 0.44600 0.61745 0.83122 0.92468 0.86453 1.52847
Table 5
Empirical risks of the estimators with respect to ρ and α for T = 30.
Estimator α ρ
−0.75 −0.50 −0.25 0.00 0.25 0.50 0.75
FGLS −0.2 0.31445 0.58702 0.81598 1.10491 1.31148 1.22846 1.00216
−0.1 0.06306 0.12140 0.17550 0.20534 0.19992 0.18433 0.19429
0.1 0.06160 0.11395 0.16744 0.21646 0.20749 0.18653 0.19083
0.2 0.30445 0.53552 0.83512 1.10902 1.11950 0.98068 1.14325
FGSR −0.2 0.29778 0.54949 0.75535 1.00844 1.18159 1.09789 0.90245
−0.1 0.05970 0.11390 0.16277 0.18881 0.18237 0.16700 0.17704
0.1 0.05697 0.10443 0.15044 0.19220 0.18227 0.16385 0.16943
0.2 0.27662 0.47718 0.72567 0.94333 0.94212 0.83195 0.97985
FGMMSE −0.2 0.30841 0.57342 0.79400 1.06976 1.26403 1.18063 0.96580
−0.1 0.06185 0.11869 0.17090 0.19936 0.19357 0.17806 0.18806
0.1 0.05991 0.11047 0.16121 0.20754 0.19821 0.17819 0.18299
0.2 0.29420 0.51395 0.79441 1.04704 1.05300 0.92511 1.08245
AFGMMSE −0.2 0.30870 0.57419 0.79541 1.07222 1.26747 1.18420 0.96839
−0.1 0.06190 0.11884 0.17120 0.19980 0.19407 0.17858 0.18853
0.1 0.05999 0.11066 0.16160 0.20814 0.19889 0.17881 0.18354
0.2 0.29469 0.51513 0.79686 1.05106 1.05757 0.92893 1.08619
FGKKCSC −0.2 0.29834 0.55097 0.75809 1.01317 1.18818 1.10471 0.90745
−0.1 0.05981 0.11420 0.16336 0.18966 0.18334 0.16800 0.17796
0.1 0.05713 0.10479 0.15117 0.19331 0.18356 0.16502 0.17047
0.2 0.27753 0.47937 0.73014 0.95060 0.95035 0.83888 0.98672
AFGMMS. The FGLS has a different behavior than all other estimators. Finally, the FGLS estimator turns out to be the best
and the FGSR estimator turns out to be the worst in the sense of absolute bias.
Next we consider the risks of all the estimators from Tables 4–6 and Figs. 4–6. There is a lot of variation in the values of
risks when the sample size is small, e.g., 20 or 30. The values become stable when sample size increases, e.g., 100. The sign
of α does not play any significant role. The magnitude of α has a symmetric effect on the risks in the sense that the risks of
all the estimators are high for higher values of α and low for lower values of α. This is also clear from Figs. 4–6. For a fixed
value of α, in general, the risks of the estimators increase as ρ increases. In some cases, the risk decreases when ρ ≥ 0.50.
The risk is high for high positive values of ρ. When T = 20, risk is higher for ρ = 0.75, while for T = 30, risks for ρ = 0.25
and ρ = 0.75 are close but they increase as ρ increases. When T = 100, risk is clearly higher for ρ = 0.25 followed by
the risk at ρ = 0.50. For lower values of ρ, the risks of all the estimators show little variation for a given value of α. For
higher values of ρ, the risks show higher variation for given values of α. For a fixed value of ρ, the risks of FGSR and FGKKCSC
are close to each other. Similarly the risks of FGMMSE and AFGMMSE are close to each other. The highest amount of risk is
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(a) FGLS. (b) FGSR.
(c) FGMMSE. (d) AFGMMSE.
(e) FGKKCSC.
Fig. 4. Plots of empirical risks of the estimators with respect to ρ and α for T = 20.
associated with the FGLS estimator. When sample size is increasing, peak risk is shifting towards smaller values of ρ from
high positive values of ρ. This can be noticed in Figs. 4–6. The risk is small for smaller value of |α|. It can be observed from
Figs. 4–6, that risk is negligible for−0.1 ≤ α ≤ 0.1. For α = −0.2 and α = 0.2, risks are much higher and almost the same.
We also notice that the risk increases exponentially with the increment in |α|. The effect of sample size is also studied on
the risk associated with these estimators and we observed that the risk reduces when sample size is increased.
In order to see the closeness between the theoretical results and simulated results, we obtained the values of asymptotic
risk given in (3.8) for the same set of observations as adopted in the simulation.We computed the results for T = 20, T = 30
and T = 100 but we are presenting only the results for T = 100 to save the space. The asymptotic risk values for T = 100
are presented in Table 7 and plotted in Fig. 7. The difference between the analytic asymptotic risk and simulated risk of the
estimators is higher when sample size is small but such difference decreases as sample size increases. It is observed that
these values are close to the simulated risk values for T = 100 given in Table 6 and Fig. 6. So this confirms the validity of
our theoretical results also.
5. Conclusion
We considered the family of feasible generalized double k-class (FGKK) estimators of regression coefficients in amultiple
linear regression model with non-spherical disturbances. Then we studied the risk associated with the estimators of FGKK
family under the LINEX loss function. We also derived some dominance conditions of some known estimators of FGKK
family. Through simulation study, we can see a trade-off between absolute bias and risk. The FGSR estimator has the highest
absolute bias but the smallest risk. On the other hand, the FGLS estimator has the smallest absolute bias and the highest risk.
The simulated results become closer to the analytical results as sample size grows large.
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(a) FGLS. (b) FGSR.
(c) FGMMSE. (d) AFGMMSE.
(e) FGKKCSC.
Fig. 5. Plots of empirical risks of the estimators with respect to ρ and α for T = 30.
Table 6
Empirical risks of the estimators with respect to ρ and α for T = 100.
Estimator α ρ
−0.75 −0.50 −0.25 0.00 0.25 0.50 0.75
FGLS −0.2 0.12179 0.28069 0.52826 0.78207 0.98881 0.93363 0.63696
−0.1 0.02919 0.06605 0.10585 0.15468 0.17932 0.18149 0.12784
0.1 0.02934 0.06445 0.10565 0.15407 0.18826 0.18151 0.12683
0.2 0.12094 0.29944 0.47731 0.81833 1.02327 0.97819 0.59753
FGSR −0.2 0.12062 0.27775 0.52052 0.76656 0.96178 0.90498 0.61698
−0.1 0.02882 0.06502 0.10382 0.15086 0.17406 0.17551 0.12363
0.1 0.02871 0.06258 0.10160 0.14665 0.17786 0.17107 0.11999
0.2 0.11786 0.28796 0.45264 0.76256 0.94124 0.89778 0.55499
FGMMSE −0.2 0.12139 0.27967 0.52559 0.77674 0.97954 0.92381 0.63012
−0.1 0.02906 0.06569 0.10515 0.15337 0.17751 0.17944 0.12640
0.1 0.02912 0.06381 0.10425 0.15151 0.18466 0.17790 0.12447
0.2 0.11988 0.29548 0.46877 0.79896 0.99470 0.95017 0.58277
AFGMMSE −0.2 0.12139 0.27969 0.52565 0.77687 0.97980 0.92411 0.63031
−0.1 0.02906 0.06570 0.10516 0.15340 0.17757 0.17950 0.12644
0.1 0.02912 0.06382 0.10428 0.15157 0.18476 0.17801 0.12454
0.2 0.11989 0.29554 0.46894 0.79942 0.99548 0.95097 0.58319
FGKKCSC −0.2 0.12063 0.27778 0.52063 0.76684 0.96234 0.90562 0.61740
−0.1 0.02883 0.06503 0.10385 0.15093 0.17417 0.17565 0.12372
0.1 0.02871 0.06260 0.10166 0.14677 0.17807 0.17129 0.12014
0.2 0.11789 0.28808 0.45299 0.76350 0.94285 0.89943 0.55586
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(a) FGLS. (b) FGSR.
(c) FGMMSE. (d) AFGMMSE.
(e) FGKKCSC.
Fig. 6. Plots of empirical risks of the estimators with respect to ρ and α for T = 100.
Table 7
Asymptotic (theoretical) risks of the estimators with respect to ρ and α for (T = 100).
Estimator α ρ
−0.75 −0.50 −0.25 0.00 0.25 0.50 0.75
FGLS −0.2 0.10862 0.26253 0.47297 0.71709 0.87075 0.75115 0.43019
−0.1 0.02612 0.06001 0.10166 0.14472 0.16951 0.15035 0.09358
0.1 0.02612 0.06001 0.10166 0.14472 0.16951 0.15035 0.09358
0.2 0.10862 0.26253 0.47297 0.71709 0.87075 0.75115 0.43019
FGSR −0.2 0.10922 0.26579 0.48260 0.73699 0.89759 0.77047 0.43603
−0.1 0.02619 0.06038 0.10270 0.14673 0.17212 0.15229 0.09421
0.1 0.02604 0.05964 0.10063 0.14271 0.16690 0.14842 0.09294
0.2 0.10802 0.25927 0.46333 0.69719 0.84391 0.73182 0.42436
FGMMSE −0.2 0.10883 0.26363 0.47623 0.72381 0.87982 0.75768 0.43217
−0.1 0.02614 0.06014 0.10201 0.14540 0.17039 0.15101 0.09379
0.1 0.02609 0.05988 0.10131 0.14404 0.16863 0.14970 0.09336
0.2 0.10842 0.26142 0.46971 0.71036 0.86168 0.74461 0.42821
AFGMMSE −0.2 0.10883 0.26362 0.47616 0.72363 0.87955 0.75752 0.43215
−0.1 0.02614 0.06014 0.10201 0.14538 0.17037 0.15099 0.09379
0.1 0.02609 0.05989 0.10132 0.14406 0.16865 0.14971 0.09336
0.2 0.10842 0.26143 0.46977 0.71054 0.86195 0.74478 0.42824
FGKKCSC −0.2 0.10922 0.26576 0.48246 0.73659 0.89700 0.77012 0.43597
−0.1 0.02619 0.06038 0.10268 0.14668 0.17206 0.15225 0.09420
0.1 0.02604 0.05964 0.10064 0.14275 0.16696 0.14845 0.09295
0.2 0.10803 0.25930 0.46348 0.69759 0.84450 0.73218 0.42442
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(a) FGLS. (b) FGSR.
(c) FGMMSE. (d) AFGMMSE.
(e) FGKKCSC.
Fig. 7. Plots of asymptotic (theoretical) risks of the estimators with respect to ρ and α for T = 100.
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