The famous game Towers of Hanoi is related with a family of so-called Hanoi-graphs. We regard these non self-similar graphs as geometrical objects and obtain a sequence of fractals (HGα)α converging to the Sierpiński gasket which is one of the best studied fractals. It is shown that this convergence holds not only with respect to the Hausdorff distance, but that also Hausdorff dimension does converge. Moreover, it is shown that each of the approximating sets has nontrivial Hausdorff measure.
Introduction
For the whole discussion, let A = {1, 2, 3} be the alphabet consisting of three symbols 1, 2 and 3. Further, denote R 2 the Euclidean plane and define p 1 , p 2 , p 3 ∈ R 2 by p 1 := (0, 0), p 2 := 1 2 , √ 3 2 , p 3 = (1, 0).
Hence, p 1 , p 2 and p 3 are the vertices of a unilateral triangle of side length one.
Our work centers on one of the most famous fractals, the Sierpiński gasket, that we denote by SG. This is the unique non-empty compact subset of R 2 such that
where
This fractal is a p.c.f. self-similar set (see Kigami, J. (1993) for details) and it is usually approximated by an increasing sequence of finite sets defined by
and for every n ≥ 1
where S w (x) := S w1 • · · · • S wn (x) for w = w 1 . . . w n ∈ A n . The set
is dense in SG with respect to the Euclidean metric. For further details we refer to Kigami, J. (1993) .
Definition 1.1: The n-th approximating graph Γ n of SG is the graph with vertex set V (Γ n ) and edge set E(Γ n ) defined by V (Γ n ) := V n E(Γ n ) := {{x, y} : ∃ w ∈ A n such that x, y ∈ S w (V 0 )} , where V n is the set defined in (1). Hanoi graphs have their origin as mathematical representation of the so called Tower of Hanoi game (TH game for short), intensely studied since its invention due to the French mathematicianÉdouard Lucas in 1883.
This game consists of three (or in general p ≥ 3) vertical pegs, named 1, 2 and 3, and n discs numbered 1 through n according to rising diameters, n ∈ N. At the beginning, these discs are situated on the first peg so that the largest disc lies at the bottom and the smallest at the top, building a tower. The goal of the game is to construct the tower again on one of the other pegs (see Figure 2 ). Throughout the construction one must follow two basic rules:
-Each time one and only one disc has to be moved.
-No larger disc lies on a smaller one.
This means that only one disc lying at the top of a peg will be moved each time.
The states of the Tower of Hanoi for n discs and p pegs can be represented by words w = w 1 . . . w n ∈ {1, 2, . . . p} n , where w i indicates the peg on which the disc i is stacked in state w. A move is a pair of states (w, w ), where w results from w by a legal transfer of a disc (see Figure 3 ). A mathematical representation of this game is given by the so called Hanoi graphs, H n p , p being the number of pegs and n being the number of discs. Of our interest are Hanoi graphs with p = 3. So the states will be represented by words w ∈ {1, 2, 3} n = A n . From now on, we will drop the index p and write only H n .
For any n ≥ 1, the Hanoi graph H n is defined by
The different moves done during the game build a path in the corresponding Hanoi graph. An example is given in Figures 4 and 5. For simplicity we will choose another labelling for the vertices of these graphs. This labelling was introduced by Klavžar, S. and Milutinović, U. (1997) with the definition of the so called Sierpiński graphs S Since Sierpiński graphs are isomorphic to Hanoi graphs, see Lemma 2 in Hinz, A.M. and Schief, A. (1990) , we can use equivalently this alternative labelling (see Figure 6 ). From now on, we regard Hanoi graphs not only as topological objects, but also as geometrical ones. In particular, we will equip the edges with a length. The purpose of the rest of the paper is to investigate geometric properties of these sets.
We define the parameter α > 0 to be the length of the only edges that belong to E(H n ) for every n ≥ 2. This length corresponds to the following distance
for any i, j ∈ A, i = j. Here, x ijj...j represents the point that geometrically corresponds to the vertex ijj . . . j ∈ A n .
It is easy to understand (see Figure 7 ) that, if we let α tend to zero, any Hanoi graph H n will end up to the (n − 1)−th approximating graph of SG, Γ n−1 .
This fact brings up some interesting questions. Firstly, how one can describe properly this geometric convergence. Secondly, if this convergence works for other quantities than Hausdorff dimension. Thirdly, if and how analytic convergence holds. The first two questions are answered in the present paper. Hereby some proofs concerning the second question are sketched only. For details we refer to the paper by Alonso-Ruiz, P. and Freiberg, U.R (2012b). The last question will be investigated in the forthcoming paper by Alonso-Ruiz, P. and Freiberg, U.R (2012c).
The Hanoi attractor
Let 0 < α < 1/3 the parameter defined in (2). Moreover, recall the points p 1 , p 2 , p 3 defined at the beginning of the introduction and set
Further, define the maps
Note that G α,1 , G α,2 , G α,3 are contractive similitudes of ratio 1−α 2 , while G α,4 , G α,5 , G α,6 are contractive (singular) mappings of ratio 1 α . Nevertheless, since all ratios are less than one, {G α,i } 6 i=1 is a family of contractions. Thus we know (see Hutchinson, John E. (1981) ) that there exists a unique non-empty compact set, HG α , such that
This is what we call the Hanoi attractor of parameter α. The reason for this attractor to be called Hanoi is simply that it almost looks like the drawing of the graph of the TH game if we would have three pegs and "infinitely many discs".
Observe that HG α is not self-similar (see Section 9.2 in Falconer, K. (2003) for definition), because G α,4 , G α,5 , G α,6 are not similitudes. This will cause difficulties when doing calculations (see Section 4).
If we now consider the sequence of Hanoi attractors (HG α ) 0<α<1/3 , we ask ourselves about its geometric properties when approaching to SG.
Convergence in the Hausdorff metric
Let (H (R 2 ), h) be the complete metric space of the non-empty compact subsets of R 2 equipped with the Hausdorff metric h.
Recall that this metric
Theorem 3.1: Let SG be the Sierpiński gasket and HG α the Hanoi attractor of parameter α, 0 < α < 1/3. Then it holds that
Before proving this, we need some previous work.
For each n ≥ 1 and each 0 < α < 1/3, define the sets W α,n by
Note that we still work with the alphabet A = {1, 2, 3}. Further, define
Proof: From the definition of Hausdorff metric we know that
Fix α ∈ (0, 1/3). We will show that
We firstly show that V * ⊆ (W α, * ) α . We prove by complete induction over m that
Case m = 0: If x ∈ V 0 there is nothing to prove since V 0 = W α,0 . Let us prove the first non-trivial case m = 1: Consider x ∈ V 1 . Then, x ∈ V 0 (trivial case, see above) or x ∈ V 1 \ V 0 . In the latter case, there exist i, j ∈ A, i = j such that
For the same i, j ∈ A as in (4), consider the point y := G α,i (p j ). Its distance to x is:
Then, there exist a point x ∈ V m and a symbol k ∈ A such that
Since x ∈ V m , by hypothesis of induction we know that there exists y ∈ W α, * such that
For the same k ∈ A as in (5), consider the point y := G α,k (y) ∈ W α, * . For the point y it holds that
Thus we have proven, that for every m ≥ 0 the following holds: For any x ∈ V m there exists an y ∈ W α, * such that |x − y| ≤ α, i.e
This holds for all α ∈ (0, 1/3).
It would remain to prove the inclusion W α, * ⊆ (V * ) α for all 0 < α < 1/3, but the proof of this is analogous to the latter one by simply changing the roles of V * and W α, * . Thus,
and therefore
as we wanted to prove.
Note that the bound h(V * , W α, * ) ≤ α is quite rough, one easily could obtain sharper estimates. However, the bound α is sufficient for our purposes.
We now introduce a new set, F α , which is the unique non-empty compact set such that
where G α,1 , G α,2 and G α,3 are the three similitudes of ratio 1−α 2 defined in (3). Note that W α, * is dense in F α with respect to the Euclidean metric in R 2 .
Lemma 3.3: Let 0 < α < 1/3 and consider the sets HG α and F α . Then,
Proof: Define the map
whose unique fixed point is F α . From Theorem 9.1 in Falconer, K. (2003) we know that for any starting set B 0 ∈ H (R 2 ) such that G α,i (B 0 ) ⊆ B 0 for all i = 1, 2, 3, the sequence (B n ) ∞ n=1 defined recursively by
B n := T (B n−1 ) for every n > 1, converges to F α in the Hausdorff distance h and it holds that
On the other hand, define
Recall that HG α is the fixed point of T in H (R 2 ). Analogously, it holds that for any starting set C 0 ∈ H (R 2 ) such that G α,i (C 0 ) ⊆ C 0 for all i = 1, . . . , 6, the sequence (C n ) ∞ n=1 defined recursively by
converges to HG α in the Hausdorff distance h and it holds that
Denote by ∆ the triangle with vertices p 1 , p 2 , p 3 . Set B 0 = C 0 = ∆. Then,
as required.
Lemma 3.4: It holds that
Proof: Note that, since F α ⊆ HG α for all 0 < α < 1/3, it follows directly that
In order to obtain the other direction, we prove that
Let x ∈ HG α . If x ∈ F α , then we are done. So let us assume, x ∈ HG α \ F α . Then, there exists n ≥ 1 and a word w = w 1 w 2 , . . . w n ∈ {1, . . . 6} with at least one letter in {4, 5, 6} (note, there is such a letter since x / ∈ F α ) such that
Consider w k , k ≤ n the first letter of w such that w k ∈ {4, 5, 6} and define w := w 1 w 2 . . . w k−1 ∈ A k−1 . Further, observe that
Therefore, there exists a point z ∈ G α,w k (HG α ) such that x = G α,w (z). By construction (see e.g. Figure 3 ) we can find a point y ∈ {G α,i (p j ), G α,j (p i )} for i, j ∈ A, i + j + w k = 9 such that |z − y| ≤ α 2 .
Gα,5(HGα) Figure 8 For any x ∈ Gα,5(HGα) it holds that |x − Gα,1(p3
Define y := G α,w (y) ∈ F α . Since G α,1 , G α,2 and G α,3 are similitudes of ratio 1−α 2 , G α,w is a similitude of ratio 1−α 2 k−1 and therefore
Thus,
and (8) is proved. Therefore
as we wanted to prove. Now we are ready to prove Theorem 3.1.
Proof: Since h is a metric, we know from the triangular inequality that
On the one hand, by Lemma 3.4 we know that
On the other hand, W α, * and V * are dense in F α and SG respectively, therefore we have
From Lemma 3.2 we know that h(W α, * , V * ) tends to zero if α tends to zero. Thus from (9) we get
4 Geometric convergence
Hausdorff dimension
We are interested in the geometric properties of the sets HG α , α ∈ (0, 1/3) and in particular we look for their Hausdorff dimensions. From the result of the last section, one could conjecture that the Hausdorff dimension of HG α converges to the Hausdorff dimension of SG. In the present section we show that this is true.
First of all, let us recall some definitions, that can be found for example in Falconer, K. (2003).
Definition 4.1: Let (X, d) be a complete metric space and (H (X), h) its associated Hausdorff space.
(1) Let U ⊆ X, U = ∅. The diameter of U is defined as
(2) Let K ∈ H (X) and {U i } i∈I a countable (or finite) collection of sets of diameter at most δ covering K, i.e
We say that {U i } i∈I is a δ−covering of K.
(3) Let s ≥ 0. For any δ > 0 we define
is called the s-dimensional Hausdorff measure of K. This limit exists as an element of [0, +∞] because the sequence (H s δ (K)) δ>0 is monotone and non-decreasing for δ ↓ 0.
(5) If we consider H s (K) as a function over s, there is a critical value of s such that the function jumps from ∞ to 0. This critical value is called the Hausdorff dimension
Observe that for s = dim H (F ), H s (K) may be zero, infinite, or some finite number. Only the latter case is of interest.
In our particular case, we work in the metric space R 2 equipped with the Euclidean norm. Recall, that a contractive c-similitude is a map S : R 2 → R 2 such that
where U is a unitary matrix, x 0 ∈ R 2 and 0 < c < 1.
A finite family of similitudes
is said to satisfy the open set condition (OSC) if there exists a non-empty bounded open set V ⊆ R 2 such that Our next goal is to determine the Hausdorff dimension of HG α , but there is a problem: Since HG α is not self-similar, we can not apply the formula in (10). So we will have to solve the problem using the original definition of Hausdorff dimension, which involves δ−coverings. Here we state our result. (
Let F α be the set defined in (7). It satisfies the open set condition and therefore we can easily compute its Hausdorff dimension. This is the unique number s > 0 such that
From the monotonicity of Hausdorff dimension (see p. 32 in Falconer, K. (2003)), we get that
because we have that F α ⊆ HG α by Lemma 3.3. This proves Step (1).
(2) For the proof of the inequality dim H (HG α ) ≤ d we refer to Alonso-Ruiz, P. and Freiberg, U.R (2012b). We only note that it requires the original definition of Hausdorff dimension based on δ−coverings. Since this is quite technical, it will be skipped here.
The most important consequence, and the reason for our great interest in this theorem is the following observation.
Corollary 4.1:
Hausdorff measure
We Before proving this, we need some previous work. Recall that F α is defined by
If we decompose HG α into the (disjoint) union of F α and HG α \ F α , we obtain obviously that
From Theorem 4.2 we know that 0 < H d (F α ) < ∞.
Hence, we have already proven one of the inequalities stated in Theorem 4.4, since
However, we still cannot assure that the measure remains finite. The question if it holds that H d (HG α \ F α ) < ∞ is not trivial. One could think, since this set is the countable union of segments of finite 1-dimensional Lebesgue measure (and hence finite 1-dimensional Hausdorff measure), it should have "almost" finite 1-dimensional Hausdorff measure and therefore d−dimensional Hausdorff measure zero for any d > 1. But this set has infinite 1-dimensional Hausdorff measure, as the following calculation shows. So the proof of Theorem 4.4 consists of proving that H d (HG α \ F α ) < ∞. For this we have to work again with δ-coverings. Since the proof is rather technical, we refer to Alonso-Ruiz, P. and Freiberg, U.R (2012b) for details.
These results make us conjecture that the d(α)-Hausdorff measures of HG α , α ∈ (0, 1/3) may converge to the Hausdorff measure of SG.
