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Abstract
Li and Pedrycz [Y. M. Li, W. Pedrycz, Fuzzy finite automata and fuzzy regular expressions with membership values
in lattice ordered monoids, Fuzzy Sets and Systems 156 (2005) 68–92] have proved fundamental results that provide
different equivalentways to represent fuzzy languageswithmembership values in a lattice-orderedmonoid, and gener-
alize the well-known results of the classical theory of formal languages. In particular, they have shown that a fuzzy
language over an integral lattice-ordered monoid can be represented by a fuzzy regular expression if and only if it
can be recognized by a fuzzy finite automaton. However, they did not give any effective method for constructing an
equivalent fuzzy finite automaton from a given fuzzy regular expression. In this paper we provide such an effective
method.
Transforming scalars appearing in a fuzzy regular expressionα into letters of the new extended alphabet, we convert
the fuzzy regular expression α to an ordinary regular expression αR. Then, starting from an arbitrary nondeterministic
finite automaton A that recognizes the language ‖αR‖ represented by the regular expression αR, we construct fuzzy
finite automataAα andA
r
α with the same or even lessnumber of states than the automatonA , which recognize the fuzzy
language ‖α‖ represented by the fuzzy regular expression α. The starting nondeterministic finite automaton A can be
obtained from αR using any of the well-known constructions for converting regular expressions to nondeterministic
finite automata, such as Glushkov-McNaughton-Yamada’s position automaton, Brzozowski’s derivative automaton,
Antimirov’s partial derivative automaton, or Ilie-Yu’s follow automaton.
Keywords: Fuzzy automata; fuzzy regular expressions, nondeterministic automata; regular expressions, position
automata; state reduction; right invariant equivalences; lattice-ordered monoids;
1. Introduction
Study of fuzzy automata and languages was initiated in 1960s by Santos [73–75], Wee [81], Wee and Fu
[82], and Lee and Zadeh [50]. From late 1960s until early 2000s mainly fuzzy automata and languages with
membership values in the Go¨del structure have been considered (see for example [28, 31, 62]). The idea of
studying fuzzy automatawithmembership values in some structured abstract set comes back toW.Wechler
[80], and in recent years researcher’s attention has been aimed mostly to fuzzy automata with membership
values in complete residuated lattices, lattice-orderedmoinoids, and other kinds of lattices. Fuzzy automata
taking membership values in a complete residuated lattice were first studied in [68, 69], where some basic
concepts have been discussed, and later, extensive research of these fuzzy automata has been carried out in
[70, 71, 83–87]. From a different point of view, fuzzy automata with membership values in a complete
residuated lattice were studied in [23, 24, 35–37, 39, 78]. Fuzzy automata with membership values in a
lattice-orderedmonoid have been investigated in [51, 52, 55, 57], fuzzy automata over other types of lattices
were the subject of [27, 47, 48, 54, 56, 63–66], and automata which generalize fuzzy automata over any type
of lattices, aswell asweighted automata over semirings, have been studied recently in [18, 26, 46]. It is worth
noting that fuzzy automata and languages are widely used in lexical analysis, description of natural and
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programming languages, learning systems, control systems, neural networks, clinical monitoring, pattern
recognition, databases, discrete event systems, and many other areas.
Li and Pedrycz [55] have proved fundamental results that provide different equivalent ways to represent
fuzzy languages with membership values in a lattice-orderedmonoid, e.g., by fuzzy finite automata, crisp-
deterministic fuzzy finite automata, fuzzy regular expressions, and fuzzy regular grammars. These results
generalize thewell-known results of the classical theory of formal languages. In particular, they have shown
that a fuzzy language over an integral lattice-orderedmonoid can be represented by a fuzzy regular expres-
sion if and only if it canbe recognizedby a fuzzyfinite automaton.However, Li andPedryczdid not give any
effective method for constructing an equivalent fuzzy finite automaton from a given fuzzy regular expres-
sion. The purpose of the present paper is to provide such an effective method.
Our basic idea is to convert a fuzzy regular expression α into an ordinary regular expression αR, trans-
forming scalars appearing in the fuzzy regular expression α into letters of the new extended alphabet. Then,
starting from an arbitrary nondeterministic finite automaton A that recognizes the language ‖αR‖ repre-
sentedby the regular expressionαR, we construct a fuzzyfinite automatonAαwith the samenumber of states
as the automatonA , which recognizes the fuzzy language ‖α‖ represented by the fuzzy regular expressionα.
Moreover, we construct a reduced version A rα of the fuzzy automaton Aα, a fuzzy finite automaton which
also recognizes the fuzzy language ‖α‖ and can have even smaller number of states than Aα. The method is
generic, which means that it can be used in combination with any method for constructing a nondetermi-
nistic finite automaton from an ordinary regular expression. In the past, many different techniques for con-
structing nondeterministic finite automata from regular expressions have been proposed. Besides Thomp-
son’s construction [79], which build nondeterministic finite automata with ε-transitions, other well-known
constructions build nondeterministic finite automata without ε-transitions. The best known andmost used
such constructions are the position automaton, discovered independently byGlushkov [30] andMcNaughton
and Yamada [61], Brzozowski’s derivative automaton [7], Antimirov’s partial derivative automaton [2], and Ilie
and Yu’s follow automaton [40–43]. Each of these constructions can serve as a basis for the construction
of our fuzzy finite automata. More information on the algorithms for building small nondeterministic finite
automata from regular expressions can be found in [42].
It should be noted that the same idea of treating scalars appearing in a fuzzy regular expression as the let-
ters of a new extended alphabet, and then treating a fuzzy regular expression as an ordinary regular expres-
sion over a larger alphabet, has been recently used by Kuske [49] in the context of weighted regular expres-
sions andweighted finite automata over semirings. However, there are some significant differences between
his and our approach. First, Kuske considered only weighted regular expressions that define proper power
series, i.e., power series with zero as the coefficient of the empty word. In terms of the theory of fuzzy lan-
guages, these are fuzzy languageswhich (absolutely) donot contain the emptyword. There is one evenmore
important difference. In the mentioned paper [49], Kuske gave a new proof of the famous Schu¨tzenberger’s
theorem [29, 72] which asserts that the behaviors of weighted finite automata over an arbitrary semiring are
precisely the rational formal power series, i.e., formal power series defined byweighted regular expressions.
In his proof, Kuske first converts a weighted regular expression E to a regular expression E′, then he starts
from an arbitrary deterministic finite automaton that recognizes the language defined by E′, and from this
automaton he constructs a weighted finite automaton whose behavior is the formal power series defined
by E. However, the number of states of deterministic finite automata obtained from regular expressions can
be exponentially larger than the lengths of the corresponding regular expressions. For this reason, regular
expressions are more often converted to nondeterministic finite automata, and the above mentioned con-
structions outputs nondeterministic finite automata whose number of states is equal to the length of the
regular expression plus one, or even less than that number. In addition, our constructions output fuzzy fi-
nite automata with the same or even smaller number of states than the original nondeterministic finite
automaton.
Aswehave said, the size of an automaton obtained froma regular expressionplays a very important role,
and for that reason regular expressions are mostly converted to nondeterministic finite automata. On the
other hand, for practical applications deterministic finite automata are usually needed, but determinization
of a nondeterministic finite automaton can cause an exponential blowup in the number of states. That iswhy
the number of states of a nondeterministic finite automaton has to be reduced prior to determinization. As
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theminimization of nondeterministic finite automata is computationally hard,wemust be satisfiedwith the
methods for reducing the number of states that do not necessarily give aminimal automaton, but rather pro-
vide a reasonably small automaton that can be effectively computed. Such reduction methods have been
recently investigated in [9, 11, 41–45], in the context of nondeterministic finite automata, and in [23, 24, 78], in
the context of fuzzy finite automata (see also [19, 21, 22]). Key role in the state reduction of nondeterministic
finite automata play right and left invariant equivalences, which have been generalized in the fuzzy frame-
work as right and left invariant fuzzy equivalences (cf. [23, 24, 78]). It is worth noting that right and left
invariant (fuzzy) equivalences are also known as forward and backward bisimulation (fuzzy) equivalences
(cf. [19, 21, 22]). In particular, it has been proved in [14–16, 40–43] that both the partial derivative automaton
and the follow automaton are factor automata of the position automaton with respect to certain right invar-
iant equivalences. State reduction of fuzzy finite automata bymeans of right invariant fuzzy and crisp equi-
valences will be also considered in this paper. Let us also note that the above mentioned determinization
problem has been recently investigated in the fuzzy framework in [4, 18, 36, 46, 55].
Our main results are the following. We start from a given fuzzy regular expression α over an alphabetX
and a lattice-ordered monoid L = (L,∧,∨,⊗, 0, 1, e), and we define an ordinary regular expression αR over
a new alphabet X ∪ Y, where Y consists of the letters associated with different scalars appearing in α. The
mapping ϕα of X∪Y to L , which maps all letters fromX to e, and letters from Y to related scalars appearing
in α, can be extended in a natural way to a homomorphism ϕ∗α of the free monoid (X ∪ Y)
∗ to the monoid
(L,⊗, e). In the case when L is an integral lattice-ordered monoid, using this homomorphism we establish
a relationship between the fuzzy language ‖α‖ represented by α and the language ‖αR‖ represented by αR
(cf. Theorem 3.6), and starting from any nondeterministic finite automaton A that recognizes the language
‖αR‖ we define the fuzzy automaton Aα associated with A and α, and we prove that Aα recognizes the
fuzzy language ‖α‖ represented by the fuzzy regular expression α (cf. Theorem 3.7).
However, the aforementioned definition of the fuzzy automaton Aα is not sufficiently constructive,
because the computing of the fuzzy transition relation and the fuzzy set of terminal states of Aα requires
the computing of minimal words in certain infinite languages with respect to the embedding order, which
might be a problem. We solve this problem introducing a reflexive and transitive fuzzy relation RA on the
set of states of the starting nondeterministic finite automaton A , which can be effectively computed as the
n-th power of an easily computable fuzzy relation, where n is the number of states of A . We express the
fuzzy relation RA in terms of the homomorphism ϕ
∗
α and the transition relation of A (cf. Theorem 4.3),
and then we express the fuzzy transition relation and the fuzzy set of terminal states of Aα in terms of the
fuzzy relation RA , the transition relation of A , and the set of terminal states of A (cf. Theorem 4.4). This
result provides an effective construction of the fuzzy finite automaton Aα associated with A and the fuzzy
regular expression α.
Using the fuzzy relation RA we also construct a version A
r
α of the fuzzy finite automaton Aα which can
have even smaller number of states than the fuzzy automaton Aα and the automaton A , and recognizes
the same fuzzy language ‖α‖ (cf. Theorem 5.1). We show by an example that the number of states of A rα
can be strictly smaller than the number of states of A and Aα. We also discuss the state reduction of the
fuzzy automaton Aα by means of right invariant crisp equivalences, and we show that even if the starting
automaton A is a minimal deterministic automaton, the number of states of the fuzzy automatonAα could
be reduced. Finally, we describe certain properties of fuzzy automata obtained from the position and the
follow automaton.
The structure of the paper is as follows. In Section 2we recall some basic definitions and results concern-
ing fuzzy sets and relations over lattice orderedmonoids, nondeterministic and fuzzyautomata, and regular
and fuzzy regular expressions. In Section 3 we give the basic construction of a fuzzy finite automaton Aα
associated with a fuzzy regular expression α and a nondeterministic finite automaton A recognizing the
language ‖αR‖. Section 4 addresses the issue of the effective construction of the fuzzy automaton Aα, and
in Section 5 we deal with the version of this construction that gives a fuzzy automaton with a reduced
number of states with respect to the original construction. Finally, in Section 6 we discuss the problem of
the reduction of the number of states of fuzzy finite automata constructed from fuzzy regular expressions.
3
2. Preliminaries
In this sectionwe recall some basic definitions and results concerning fuzzy sets and relations over lattice
ordered monoids, nondeterministic and fuzzy automata, and regular and fuzzy regular expressions.
2.1. Lattice-ordered monoids
A lattice-ordered monoid or an ℓ−monoid [52, 53, 55, 77] is an algebra L = (L,∧,∨,⊗, 0, 1, e) such that
(L1) (L,∧,∨, 0, 1) is a lattice with the least element 0 and the greatest element 1,
(L2) (L,⊗, e) is a monoid with the unit e,
(L3) x ⊗ 0 = 0 ⊗ x = 0, for every x ∈ L,
(L4) x ⊗ (y ∨ z) = x ⊗ y ∨ x ⊗ z, (x ∨ y) ⊗ z = x ⊗ z ∨ y ⊗ z, for all x, y, z ∈ L.
The operation ⊗ is called the multiplication. In addition, if (L,∧,∨, 0, 1) is a complete lattice and satisfies the
following infinite distributive laws
x ⊗
(∨
i∈I
xi
)
=
∨
i∈I
(x ⊗ xi),
(∨
i∈I
xi
)
⊗ x =
∨
i∈I
(xi ⊗ x), (1)
then L is called a quantale. In the general case, in an ℓ-monoid L = (L,∧,∨,⊗, 0, 1, e) the greatest element 1
of the lattice (L,∧,∨, 0, 1) and the unit element e of the monoid (L,⊗, e) are different. If 1 and e coincide, then
L is called an integral ℓ−monoid.
It can be easily verified that with respect to 6, the multiplication ⊗ in an ℓ-monoid is isotone in both
arguments, i.e., for all x, y, z ∈ L we have
x 6 y implies x ⊗ z 6 y ⊗ z and z ⊗ x 6 z ⊗ y. (2)
An integral quantale with commutative multiplication is known as a complete residuated lattice (cf. [5, 6]).
Themost studied and applied kinds of complete residuated lattices, with the support [0, 1], x∧ y = min(x, y)
and x∨y = max(x, y), are the Lukasiewicz structure, with themultiplication defined by x⊗y = max(x+y−1, 0),
the Goguen or product structure, with x ⊗ y = x · y, and the Go¨del structure, with x ⊗ y = min(x, y). The fourth
important type of complete residuated lattices is the two-element Boolean algebra of classical logic with
the support {0, 1}, called the Boolean structure.
In the further text, if not notedotherwise,L will be an ℓ−monoid.A fuzzy subsetof a setA is defined as any
mapping fromA into L. Ordinary crisp subsets ofA are considered as fuzzy subsets ofA takingmembership
values in the set {0, e} ⊆ L. Let f and 1 be two fuzzy subsets of A. The equality of f and 1 is defined as the
usual equality of functions, i.e., f = 1 if and only if f (x) = 1(x), for every x ∈ A. The inclusion f 6 1 is also
defined pointwise: f 6 1 if and only if f (x) 6 1(x), for every x ∈ A. Endowed with this partial order the set
LA of all fuzzy subsets of A forms the distributive lattice, in which the meet (intersection) f ∧ 1 and the join
(union) f ∨ 1 of any fuzzy subsets f , 1 of A are also fuzzy subsets of A over L defined by
( f ∧ 1)(x) = f (x) ∧ 1(x), ( f ∨ 1)(x) = f (x) ∨ 1(x). (3)
for each x ∈ L. The crisp part of a fuzzy subset f ∈ LA is a crisp subset f̂ = {a ∈ A | f (a) = e} of A. We will also
consider f̂ as a mapping f̂ : A → L defined by f̂ (a) = e, if f (a) = e, and f̂ (a) = 0, otherwise.
A fuzzy relation on A is any fuzzy subset of A×A. The equality, inclusion and ordering of fuzzy relations
are defined as for fuzzy sets. For fuzzy relations R and S on a setA, their composition R◦S is a fuzzy relation
on A defined by
(R ◦ S)(a, b) =
∨
c∈A
R(a, c) ⊗ S(c, b), (4)
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for all a, b ∈ A, and for a fuzzy subset f of A and a fuzzy relation R on A, the compositions f ◦R and R ◦ f are
fuzzy subsets of A defined, for any a ∈ A, by
( f ◦ R)(a) =
∨
b∈A
f (b) ⊗ R(b, a), (R ◦ f )(a) =
∨
b∈A
R(a, b) ⊗ f (b). (5)
For fuzzy subsets f and 1we write
f ◦ 1 =
∨
a∈A
f (a) ⊗ 1(a). (6)
It is well known that the composition of fuzzy relations is associative. Moreover
( f ◦ R) ◦ S = f ◦ (R ◦ S), (R ◦ S) ◦ f = R ◦ (S ◦ f ), ( f ◦ R) ◦ 1 = f ◦ (R ◦ 1), (7)
for all fuzzy subsets f and 1 of A, and fuzzy relations R and S on A. If A is a finite set with n elements, then
R and S can be treated as n × n matrices over L , and R ◦ S is their matrix product, whereas f ◦ R can be
treated as the product of the 1×nmatrix f and the n×nmatrix R, and R◦ f as the product of the n×nmatrix
R and the n × 1 matrix f t (the transpose of f ).
For a finite setA and an fuzzy relation R on A, a fuzzy relation Rn is defined inductively as follows: R0 is
the crisp equality on A, and Rn+1 = Rn ◦ R, for n ∈N ∪ {0}.
A fuzzy relation R on A is said to be
(R) reflexive if R(a, a) = e, for every a ∈ A;
(S) symmetric if R(a, b) = R(b, a), for all a, b ∈ A;
(T) transitive if for all a, b, c ∈ A we have R(a, b) ⊗ R(b, c) 6 R(a, c).
It is easy to check that a reflexive fuzzy relation R is transitive if and only if R2 = R, and then Rn = R, for
every n ∈ N. A reflexive, symmetric and transitive fuzzy relation is called a fuzzy equivalence. For a fuzzy
equivalence E on A and a ∈ Awe define a fuzzy subset Ea of A by Ea(x) = E(a, x), for every x ∈ A. We call Ea
the equivalence class of E determined by a. The set A/E = {Ea | a ∈ A} is called the factor set of A with respect
to E (cf. [5, 6, 20]). We use the same notation for crisp equivalences, i.e., for an equivalence π on A, the
related factor set is denoted by A/π, the equivalence class of an element a ∈ A is denoted by πa. A fuzzy
equivalence E on a set A is called a fuzzy equality if for all x, y ∈ A, E(x, y) = e implies x = y. In other words,
E is a fuzzy equality if and only if its crisp part Ê is a crisp equality.
2.2. Fuzzy regular expressions
LetX be a non-empty set, which is called an alphabet and whose elements are called letters, and let X∗ be
the free monoid over X, i.e., the set of all finite sequences of letters from X, including the empty sequence,
equipped with the concatenation operation. Elements of X∗ are called words, and the empty sequence is
denoted by ε and called the empty word.
A fuzzy language in X∗ is defined as any fuzzy subset of X∗. A language in X∗ is a fuzzy language in X∗
taking membership values in the set {0, e}. For a fuzzy language f and a scalar λ ∈ L, the scalar multiplication
λ ⊗ f is a fuzzy language in X∗ defined by
(λ ⊗ f )(u) = λ ⊗ f (u),
for any u ∈ X∗. The union (join) f ∨ 1 of fuzzy languages f and 1 is defined as the union of fuzzy subsets f
and 1. The concatenation (product) f1 of fuzzy languages f and 1 is defined by
( f1)(u) =
∨
u=vw
f (v) ⊗ 1(w).
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The concatenation of fuzzy languages is an associative operation, and for n ∈ N, the n-th power of a fuzzy
language f is defined inductively by f 0 = fε, where fε is a characteristic function of the empty word ε, i.e.,
fε(u) =
 e if u = ε0 otherwise , (8)
and f n+1 = f n f , for each n ∈N ∪ {0}. The Kleene closure of a fuzzy language f , denoted by f ∗, is defined by
f =
∨
n∈N∪{0}
f n.
Recall the following result proved in [55].
Proposition 2.1. If L is an integral ℓ−monoid, then for any fuzzy language f , the Kleene closure is well defined.
The familyL R of fuzzy regular expressions over a finite alphabetX is defined inductively in the following
way (cf. [52, 55]):
(i) ∅ ∈ L R;
(ii) ε ∈ L R;
(iii) x ∈ L R, for all x ∈ X;
(iv) (λα) ∈ L R, for all λ ∈ L and α ∈ L R (scalar multiplication);
(v) (α1 + α2) ∈ L R, for all α1, α2 ∈ L R (addition);
(vi) (α1α2) ∈ L R, for all α1, α2 ∈ L R (concatenation);
(vii) (α∗) ∈ L R, for all α ∈ L R (star operation);
(viii) There are no other fuzzy regular expressions than those given in steps (i)–(viii).
In order to avoidparentheses it is assumed that the star operationhas thehighest priority, then concatenation
and then addition. For any fuzzy regular expressionα ∈ L R, the fuzzy language ‖α‖ determined byα is defined
inductively as follows (cf. [52, 55]):
(i) ‖∅‖(u) = 0, for every u ∈ X∗,
(ii) For α ∈ X ∪ {ε}, ‖α‖ = fα, where fα is the characteristic function of α defined by
fα(u) =
 e if u = α0 otherwise ;
(iii) ‖λα‖ = λ ⊗ ‖α‖ for all λ ∈ L and α ∈ L R;
(iv) ‖(α1 + α2)‖ = ‖α1‖ ∨ ‖α2‖, for all α1, α2 ∈ L R;
(v) ‖(α1α2)‖ = ‖α1‖ ‖α2‖, for all α1, α2 ∈ L R;
(v) ‖α∗‖ = ‖α‖∗, for all α ∈ L R.
For a fuzzy regular expression α over X, the length of α, denoted by |α|X, is the number of occurrences of
letters from X in α.
A fuzzy regular expression αwhich does not contain any occurrence of an element of L is called a regular
expression over an alphabet X. In other words, regular expresions are those fuzzy regular expressions that
are obtained without using any scalar mutiplication. Note that the fuzzy language ‖α‖ defined by a regular
expression α takes membership values in the set {0, e}, and thus, it can be considered as an ordinary subset
of X∗.
For the free monoid X∗ we set X+ = X∗ \ {ε}. The length of a word u ∈ X∗, in notation |u|, is the number of
appearances of letters from X in u. The embedding order relation 6em is defined on X
∗ by
u 6em v ⇔ u = u1u2 · · ·un and v = v0u1v1u2 · · · vn−1unvn, (9)
where n ∈N and u, v, u1, u2, . . . , un, v0, v1, . . . , vn ∈ X
∗.
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Proposition 2.2. ([32, 33]) For any alphabet X, 6em is a partial order on X
∗. Any set of pairwise incomparable words
in the partially ordered set (X∗,6em) is finite.
Consequently, for any U ⊆ X∗, the set M(U) of all minimal words from U with respect to 6em is finite.
Throughout the paper, the set of allminimal words fromU ⊆ X∗with respect to the embedding order6em
will be denoted byM(U), as in the previous proposition.
2.3. Fuzzy automata
LetL be an ℓ−monoid. A fuzzy automaton (overL ) is defined as a five-tupleA = (A,X, δA, σA, τA), where
A andX are non-empty sets, called respectively the set of states and the input alphabet, δA : A×X×A→ L is a
fuzzy subset ofA×X×A, called the fuzzy transition relation, σA ∈ LA is the fuzzy set of initial states, and τA ∈ LA
is the fuzzy set of terminal states. We will assume that the input alphabet X is always finite. A fuzzy auto-
maton whose set of states is finite is called a fuzzy finite automaton. Since all fuzzy automata considered in
this paper will be finite, wewill speak simply fuzzy automaton instead of fuzzy finite automaton. Cardinality
of a fuzzy automaton A , in notation |A |, is defined as the cardinality |A| of its set of states A.
The fuzzy transition relation δA can be extended up to a mapping δA∗ : A × X
∗ × A → L in the following
way: If a, b ∈ A and ε ∈ X∗ is the empty word, then
δA∗ (a, ε, b) =
 e if a = b0 otherwise , (10)
and if a, b ∈ A, u ∈ X∗ and x ∈ X, then
δA∗ (a, ux, b) =
∨
c∈A
δA∗ (a, u, c) ⊗ δ
A(c, x, b) (11)
Without danger of confusion we shall write just δA instead of δA∗ .
By (L4) and Theorem 3.1 in [55] we have that
δA(a, uv, b) =
∨
c∈A
δA(a, u, c) ⊗ δA(c, v, b), (12)
for all a, b ∈ A and u, v ∈ X∗.
For any u ∈ X∗ we define a fuzzy relation δAu ∈ L
A×A, called the fuzzy transition relation determined by u,
by δAu (a, b) = δ
A(a, u, b), for all a, b ∈ A. Then for all u, v ∈ X∗, the equality (12) can be written as δAuv = δ
A
u ◦ δ
A
v .
A fuzzy language recognized by a fuzzy automaton A = (A,X, δA, σA, τA), denoted by L(A ), is a fuzzy
language in X∗ defined by
L(A )(u) =
∨
a,b∈A
σA(a) ⊗ δA(a, u, b) ⊗ τA(b), (13)
or equivalently,
L(A )(u) = σA ◦ δAu ◦ τ
A = σA ◦ δAx1 ◦ δ
A
x2 ◦ · · · ◦ δ
A
xn ◦ τ
A, (14)
for any u = x1x2 . . . xn ∈ X
∗ with x1, x2, . . . , xn ∈ X.
In particular, if A = (A,X, δA, a0, τ
A) is a fuzzy automaton having a single crisp initial state a0, then the
fuzzy language L(A ) recognized by A is given by
L(A )(u) =
∨
a∈A
δA(a0, u, a) ⊗ τ
A(a). (15)
or equivalently,
L(A )(u) = (δAu ◦ τ
A)(a0) = (δ
A
x1 ◦ δ
A
x2 ◦ · · · ◦ δ
A
xn ◦ τ
A)(a0), (16)
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for any u = x1x2 . . . xn ∈ X
∗ with x1, x2, . . . , xn ∈ X.
In the further text, ordinary nondeterministic automata will be considered as fuzzy automata. Namely,
by a nondeterministic automaton we mean a fuzzy automaton A = (A,X, δA, σA, τA) such that δAx is a fuzzy
relation taking values in the set {0, e}, for each x ∈ X, and σA and τA are fuzzy sets also taking values in {0, e}.
In this case, the fuzzy language recognizedbyA is a crisp language, and it is exactly the language recognized
by a nondeterministic automaton in the sense of the well-known definition from the classical theory of non-
deterministic automata.
Let A = (A,X, δA, σA, τA) be a fuzzy automaton and let E be a fuzzy equivalence on A. Without any re-
striction on the fuzzy equivalence E, we define a fuzzy transition relation δA/E : A/E × X × A/E → L by
δA/E(Ea, x,Eb) =
∨
a′,b′∈A
E(a, a′) ⊗ δ(a′, x, b′) ⊗ E(b′, b) = (E ◦ δx ◦ E)(a, b) = Ea ◦ δx ◦ Eb, (17)
and fuzzy sets σA/E ∈ LA/E and τE ∈ LA/E of initial and terminal states by
σA/E(Ea) =
∨
a′∈A
σA(a′) ⊗ E(a′, a) = (σA ◦ E)(a) = σA ◦ Ea, (18)
τA/E(Ea) =
∨
a′∈A
τA(a′) ⊗ E(a′, a) = (τA ◦ E)(a) = τA ◦ Ea, (19)
for any a ∈ A. Evidently, δA/E, σA/E and τA/E are well-defined, andA /E = (A/E,X, δA/E, σA/E, τA/E) is a fuzzy
automaton, called the factor fuzzy automaton of A with respect to E.
2.4. Position automata
In this section we recall the construction of the position automaton from a regular expression [30, 61].
Letαbe a regular expression over an alphabetX. Denote byα the expression obtained fromαbymarking
each letter in αwith its position. The same notation will be used for removing indices, that is, for a regular
expression αwe put α = α. We define the following sets:
(i) pos0(α) = {0, 1, . . . , |α|X},
(ii) f irst(α) = {i | xiu ∈ ‖α‖},
(iii) last(α) = {i | uxi ∈ ‖α‖},
(iv) f ollow(α, i) = { j | uxix jv ∈ ‖α‖},
(v) f ollow(α, 0) = f irst(α),
(vi) last0(α) =
last(α), ε < ‖α‖last(α) ∪ {0}, ε ∈ ‖α‖ .
Define δpos ⊆ pos0(α) × X × pos0(α) by
(i, x, j) ∈ δpos ⇔ x j = x and j ∈ f ollow(α, i).
ThenApos(α) = (pos0(α),X, δpos, 0, last0(α)) is a nondeterministic automaton called the position automaton of α.
It was shown by Glushkov [30] and McNaughton and Yamada [61] that L(Apos(α)) = ‖α‖.
For the sake of simplicity, instead ofApos(α) = (pos0(α),X, δpos, 0, last0(α)), in the further text we will write
Ap(α) = (Ap,X, δ
Ap , 0, τAp).
3. Fuzzy automata from fuzzy regular expressions: Basic construction
For an ℓ−monoid L = (L,∧,∨,⊗, 0, 1, e),A,B ⊆ L and λ ∈ L we will use the following notation
A ⊗ B = {a ⊗ b | a ∈ A, b ∈ B}, A ∨ B = {a ∨ b | a ∈ A, b ∈ B}, λ ⊗ A = {λ ⊗ a | a ∈ A}.
The following lemma will be useful in our further work.
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Lemma 3.1. Let L = (L,∧,∨,⊗, 0, 1, e) be an ℓ−monoid, let A,B ⊆ L and λ ∈ L. If there exist finite sets C ⊆ A
and D ⊆ B such that
(∀a ∈ A)(∃c ∈ C) a 6 c and (∀b ∈ B)(∃d ∈ D) b 6 d,
then there exist
∨
A,
∨
B,
∨
A ⊗ B,
∨
A ∨ B and
∨
λ ⊗ A, and we have that
∨
A =
∨
C,
∨
B =
∨
D, and∨
A ⊗ B =
(∨
A
)
⊗
(∨
B
)
,
∨
A ∨ B =
(∨
A
)
∨
(∨
B
)
,
∨
λ ⊗ A = λ ⊗
(∨
A
)
.
Proof. The proof of this lemma is elementary and will be omitted.
Let L be an ℓ−monoid and let α be a fuzzy regular expression over a finite alphabet X. Let K be the set
of all λ ∈ L appearing in α (if α is a fuzzy regular expression without scalar multiplication then K = ∅) and
let Y be an alphabet such that Y∩X = ∅ and |K| = |Y|, and let λ 7→ λ′ be an arbitrary bijective mapping from
K to Y. We will call Y the alphabet associated with α. It is clear that Y is finite.
Let us denote by αR the expression obtained from α by replacing each λ ∈ K by the corresponding letter
λ′ ∈ Y. Obviously, αR is a regular expression over the alphabetX∪Y. Further, ‖αR‖ is considered as a fuzzy
language over an alphabet X ∪ Y, taking values in the set {0, e} ⊆ L.
Let ϕα : X ∪ Y → L be a mapping defined by
ϕα(x) =
 e, if x ∈ Xλ, if x = λ′ ∈ Y , (20)
for any x ∈ X∪Y. Denote byϕ∗α a homomorphism from themonoid (X∪Y)
∗ into the monoid (L,⊗, e) defined
by: ϕ∗α(ε) = e and ϕ
∗
α(u) = ϕα(x1) ⊗ ϕα(x2) ⊗ · · · ⊗ ϕα(xn), for any u = x1x2 · · ·xn with x1, . . . , xn ∈ (X ∪ Y)
∗.
Example 3.2. Let L be an arbitrary ℓ−monoid and let α be a fuzzy regular expression over an alphabet X.
If α is without scalars then αR = α.
Example 3.3. LetL be theGo¨del structure. Consider α = 0.2((0.1(xy)∗)∗+y), a fuzzy regular expression over
the alphabet {x, y}. An expression αR = λ((µ(xy)
∗)∗ + y) is a regular expression over the alphabet {x, y, λ, µ},
obtained from α by replacing 0.2 with λ and 0.1 with µ. The mapping ϕα is given by
ϕα =
(
x y λ µ
1 1 0.2 0.1
)
.
Example 3.4. Consider a fuzzy regular expression α = (0.1x∗)(yx+ 0.8y)∗,where L is the product structure.
Then αR = (λx
∗)(yx + µy)∗ is a regular expression over the alphabet {x, y, λ, µ}, where λ replaces 0.1 and µ
replaces 0.8. The mapping ϕα is given by
ϕα =
(
x y λ µ
1 1 0.1 0.8
)
.
Now we prove the following.
Lemma 3.5. Let L be an integral ℓ−monoid, and let X be an arbitrary alphabet. Then every homomorphism ϕ from
the monoid X∗ into the monoid (L,⊗, 1) is antitone, i.e.,
u 6em v ⇒ ϕ(v) 6 ϕ(u), (21)
for all u, v ∈ X∗. Furthermore, for any U ⊆ X∗ and any γ : X∗ → {0, 1} there exists
∨
{ϕ(u) ⊗ γ(u) | u ∈ U} and∨
u∈U
ϕ(u) ⊗ γ(u) =
∨
u∈M(U′)
ϕ(u) ⊗ γ(u), (22)
where U′ = {u ∈ U | γ(u) = 1}.
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Proof. If u 6em v, then by (9) we have
u = u1u2 · · ·un and v = v0u1v1u2 · · · vn−1unvn,
where n ∈N and u, v, u1, u2, . . . , un, v0v1, . . . , vn ∈ X
∗. Consequently, according to (2) ,we have
ϕ(v) = ϕ(v0) ⊗ ϕ(u1) ⊗ ϕ(v1) ⊗ ϕ(u2) ⊗ · · · ⊗ ϕ(vn−1) ⊗ ϕ(un) ⊗ ϕ(vn)
6 1 ⊗ ϕ(u1) ⊗ 1 ⊗ ϕ(u2) ⊗ · · · ⊗ 1 ⊗ ϕ(un) ⊗ 1 = ϕ(u1) ⊗ ϕ(u2) ⊗ · · · ⊗ ϕ(un) = ϕ(u).
Therefore, ϕ(v) 6 ϕ(u).
Further, for any U ⊆ X∗, γ : X∗ → {0, 1}, and u ∈ U′ = {v ∈ U | γ(v) = 1} there exists w ∈ M(U′) such that
w 6em u, and by (21) it follows thatϕ(u) 6em ϕ(w). According to Proposition 2.2, we have thatM(U
′) is finite,
and by Lemma 3.1 we obtain that
∨
{ϕ(u) ⊗ γ(u) | u ∈ U} =
∨
{ϕ(u) | u ∈ U′} exists and (22) holds.
In particular, for a given regular expression α, the homomorphism ϕ∗α satisfies (21) and (22).
Let Z be an alphabet. The shuffle operation, denoted by is defined in the following way
u v =
{
u1v1u2v2 · · ·unvn
∣∣∣ u = u1u2 . . .un, v = v1v2 . . . vn, ui, vi ∈ Z∗, 1 6 i 6 n, n ∈N}, (23)
where u, v ∈ Z∗.
The above operation is naturally extended to languages by the shuffle of languages, defined as
L1 L2 =
⋃
u∈L1,v∈L2
u v. (24)
where L1, L2 ⊆ Z
∗.
Let us return now to the fuzzy regular expression α over the alphabet X and the alphabet Y associated
with α. Supposing ∅∗ = {ε}, for any u ∈ X∗ we define a language UY(u) ⊆ (X ∪ Y)
∗ by
UY(u) = u Y
∗.
It is easy to check that the following holds
UY(ε) = Y
∗, (25)
If Y = ∅ then UY(u) = {u}, for every u ∈ X
∗, (26)
UY(u)UY(v) = UY(uv), for all u, v ∈ X
∗, (27)
UY(x) = Y
∗xY∗, for every x ∈ X, (28)
where the setUY(u)UY(v) is the concatenation of sets UY(u) andUY(v), and Y
∗xY∗ is the concatenation of Y∗,
{x} and Y∗.
One of the main results of this paper is the following theorem.
Theorem 3.6. Let L be an integral ℓ−monoid. Let α be a fuzzy regular expression over a finite alphabet X, and let
Y be an alphabet associated with α. Then
‖α‖(u) =
∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖αR‖(v), (29)
for every u ∈ X∗.
Proof. Consider an arbitrary u ∈ X∗.
For U = UY(u), if the set U
′ = {v ∈ U | ‖αR‖(v) = 1} is non-empty, then by Lemma 3.5 it follows that the
supremum on the right side of (29) exists, and∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖αR‖(v) =
∨
v∈M(U′)
ϕ∗α(v) ⊗ ‖αR‖(v). (30)
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Otherwise, if U′ = ∅, then
∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖αR‖(v) = 0.
Thus, we have proved that the supremum on the right side of (29) always exists.
Further, if α is a fuzzy regular expression without scalar multiplication, i.e., if Y = ∅, then UY(u) = {u},
α = αR, ‖α‖ = ‖αR‖, and ϕ
∗
α(v) = 1 for every v ∈ X
∗ = (X ∪ Y)∗. As a result, we have
∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖αR‖(v) = ‖αR‖(u) = ‖α‖(u).
The rest of the proof will be done by induction of the length of the fuzzy regular expression α. Suppose
that (29) holds for arbitrary fuzzy regular expressions whose length is less than the length of α.
Let α = λβ, for λ ∈ L and β ∈ L R, and let Y1 ⊆ Y be the alphabet associated with β. For each v ∈ (X∪Y)
∗
we have
‖αR‖(v) =
 ‖βR‖(w) if v = λ
′w, for some w ∈ (X ∪ Y)∗
0 otherwise
.
For every w ∈ (X ∪ Y1)
∗ we have that ϕ∗α(w) = ϕ
∗
β
(w) and λ′w ∈ UY(u) if and only if w ∈ UY1(u), and also, for
every w ∈ (X ∪ Y)∗ which contains a letter from Y \ Y1 we have that ‖βR‖(w) = 0. Consequently,
∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖αR‖(v) =
∨
w∈UY1 (u)
ϕ∗α(λ
′w) ⊗ ‖βR‖(w) =
∗ λ ⊗
∨
w∈UY1 (u)
ϕ∗β(w) ⊗ ‖βR‖(w) = λ ⊗ ‖β‖(u) = ‖α‖(u).
The equality marked with * follows by Lemmas 3.1 and 3.5.
Let α = β+γ, for β, γ ∈ L R, let Y1 ⊆ Y be the alphabet associated with β, and let Y2 ⊆ Y be the alphabet
associated with γ. For every v ∈ (X ∪ Y)∗ we have that the following is true
‖αR‖(v) = ‖βR‖(v) ∨ ‖γR‖(v),
ϕ∗α(v) = ϕ
∗
β(v), for v ∈ (X ∪ Y1)
∗, and ϕ∗α(v) = ϕ
∗
γ(v), for v ∈ (X ∪ Y2)
∗, (31)
‖βR‖(v) = 0, for v < (X ∪ Y1)
∗, and ‖γR‖(v) = 0, for v < (X ∪ Y2)
∗. (32)
Therefore,
∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖αR‖(v) =
∨
v∈UY(u)
ϕ∗α(v) ⊗ (‖βR‖(v) ∨ ‖γR‖(v))
=∗
( ∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖βR‖(v)
)
∨
( ∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖γR‖(v)
)
=
( ∨
v∈UY1 (u)
ϕ∗β(v) ⊗ ‖βR‖(v)
)
∨
( ∨
v∈UY2 (u)
ϕ∗γ(v) ⊗ ‖γR‖(v)
)
= ‖β‖(u) ∨ ‖γ‖(u) = ‖α‖(u),
The equality marked with * follows by Lemmas 3.1 and 3.5.
Next, let α = βγ, for β, γ ∈ L R, let Y1 ⊆ Y be the alphabet associated with β, and let Y2 ⊆ Y be
the alphabet associated with γ. Then (31) and (32) hold, and ‖αR‖(v) =
∨
v=wp ‖βR‖(w) ⊗ ‖γR‖(p), for every
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v ∈ (X \ Y)∗. Thus∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖αR‖(v) =
∨
v∈UY(u)
ϕ∗α(v) ⊗
∨
v=wp
(‖βR‖(w) ⊗ ‖γR‖(p))
=∗
∨
v∈UY(u)
∨
v=wp
(
ϕ∗α(w) ⊗ ‖βR‖(w)
)
⊗
(
ϕ∗α(p) ⊗ ‖γR‖(p)
)
=
∨
u=qr
∨
w∈UY(q), p∈UY(r)
(
ϕ∗α(w) ⊗ ‖βR‖(w)
)
⊗
(
ϕ∗α(p) ⊗ ‖γR‖(p)
)
=
∨
u=qr
∨
w∈UY1 (q), p∈UY2 (r)
(
ϕ∗β(w) ⊗ ‖βR‖(w)
)
⊗
(
ϕ∗γ(p) ⊗ ‖γR‖(p)
)
=∗∗
∨
u=qr
(( ∨
w∈UY1 (q)
ϕ∗β(w) ⊗ ‖βR‖(w)
)
⊗
( ∨
p∈UY2 (r)
ϕ∗γ(p) ⊗ ‖γR‖(p)
))
=
∨
u=qr
‖β(q)‖ ⊗ ‖γ(r)‖ = ‖α‖(u),
The equality markedwith * follows by ϕ∗α(p)⊗‖βR‖(w) = ‖βR‖(w)⊗ϕ
∗
α(p), which is true since ‖βR‖(w) ∈ {0, 1},
and the equality marked with ** follows by Lemmas 3.1 and 3.5.
Finally, let α = β∗, for β ∈ L R, and for any n ∈ N let βn = ε + β + · · · + β
n. Clearly, β and βn have the
same associated alphabet as α, the alphabet Y. Also, ‖βn‖(u) 6 ‖α‖(u), for all u ∈ X
∗ and n ∈ N. In addition,
by the proof of Proposition 2.1 (cf. [55, p. 80]), we have that for every u ∈ X∗ there exists n ∈ N such that
‖α‖(u) 6 ‖βn‖(u), and then
‖α‖(u) 6 ‖βn‖(u) =
∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖(βn)R‖(v) 6
∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖αR‖(v),
for every u ∈ X∗. Conversely, for every u ∈ X∗ and v ∈ UY(u) there exists m ∈N such that
ϕ∗α(v) ⊗ ‖αR‖(v) 6 ϕ
∗
α(v) ⊗ ‖(βm)R‖(v) 6 ‖βm‖(u) 6 ‖α‖(u).
In conclusion,
‖α‖(u) =
∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖αR‖(v),
which completes the proof of the theorem.
For a fuzzy regular expression α over an alphabetX, let αR be a regular expression over an alphabetX∪Y,
whereY is an alphabet associatedwith α. Now, letA = (A,X∪Y, δA, a0, τ
A) be an arbitrary nondeterministic
automaton recognizing the language ‖αR‖. Evidently, the automaton A , considered as a fuzzy automaton,
recognizes the fuzzy language ‖αR‖. Further, letAα = (Aα,X, δ
Aα , aα
0
, τAα ) be a fuzzy automaton withAα = A,
aα
0
= a0, and a fuzzy transition relation δ
Aα defined by
δAα (a, x, b) =
∨
v∈UY(x)
ϕ∗α(v) ⊗ δ
A(a, v, b), (33)
for all a, b ∈ Aα and x ∈ X,
τAα (a) =
∨
v∈Y∗
∨
b∈A
ϕ∗α(v) ⊗ δ
A(a, v, b) ⊗ τA(b), (34)
or equivalently,
τAα (a) =
∨
v∈Y∗
ϕ∗α(v) ⊗ (δ
A
v ◦ τ
A)(a).
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for each a ∈ Aα. Note that the existence of the above suprema by v ∈ UY(x) and v ∈ Y
∗ follows immediately
by equation (22) in Lemma 3.5.
We prove the following fundamental result.
Theorem 3.7. Let L be an integral ℓ−monoid, let α be a fuzzy regular expression, and let A = (A,X∪Y, δA, a0, τ
A)
be an arbitrary nondeterministic automaton which recognizes ‖αR‖.
Then Aα = (Aα,X, δ
Aα , a0, τ
Aα ) is a well-defined fuzzy automaton and it recognizes the fuzzy language ‖α‖.
Proof. According to (15), we have
L(Aα)(u) =
∨
a∈Aα
δAα (a0, u, a) ⊗ τ
Aα (a).
Thus, for the empty word ε ∈ X∗, by Theorem 3.6, we have
L(Aα)(ε) = τ
Aα (a0) =
∨
v∈Y∗
∨
b∈A
ϕ∗α(v) ⊗ δ
A(a0, v, b) ⊗ τ
A(b) =
∨
v∈Y∗
ϕ∗α(v) ⊗
(∨
b∈A
δA(a0, v, b) ⊗ τ
A(b)
)
=
∨
v∈UY(ε)
ϕ∗α(v) ⊗ ‖αR‖(v) = ‖α‖(ε).
Suppose that δAα (a, u, b) =
∨
{ϕ∗α(v) ⊗ δ
A(a, v, b) | v ∈ UY(u) }, for some u ∈ X
∗ and all a, b ∈ Aα. Then for
any x ∈ X we have
δAα (a, ux, b) =
∨
c∈Aα
δAα (a, u, c) ⊗ δAα (c, x, b) =
∨
c∈A
( ∨
v∈UY(u)
ϕ∗α(v) ⊗ δ
A(a, v, c)
)
⊗
( ∨
w∈UY(x)
ϕ∗α(w) ⊗ δ
A(c,w, b)
)
=
∨
c∈A
∨
v∈UY (u),
w∈UY (x)
ϕ∗α(v) ⊗ δ
A(a, v, c)⊗ ϕ∗α(w) ⊗ δ
A(c,w, b) =
∨
v∈UY (u),
w∈UY (x)
ϕ∗α(vw) ⊗
(∨
c∈A
δA(a, v, c)⊗ δA(c,w, b)
)
=
∨
v∈UY (u),
w∈UY (x)
ϕ∗α(vw) ⊗ δ
A(a, vw, b) =
∨
v∈UY(ux)
ϕ∗α(v) ⊗ δ
A(a, v, b).
Observe that the above equalities follow by Lemmas 3.1 and 3.5, and equation (27). We have also used the
equality δA(a, v, c)⊗ ϕ∗α(w) = ϕ
∗
α(w) ⊗ δ
A(a, v, c), which follows by the fact that δA(a, v, c) ∈ {0, 1}.
Consequently, for any u ∈ X+, due to Theorem 3.6, (33) and (34), we have
L(Aα)(u) =
∨
a∈Aα
δAα (a0, u, a) ⊗ τ
Aα (a) =
∨
a∈A
( ∨
v∈UY(u)
ϕ∗α(v) ⊗ δ
A(a0, v, a)
)
⊗
( ∨
w∈Y∗
∨
b∈A
ϕ∗α(w) ⊗ δ
A(a,w, b) ⊗ τA(b)
)
=
∨
v∈UY (u)
w∈Y∗
ϕ∗α(vw) ⊗
( ∨
a,b∈A
δA(a0, v, a) ⊗ δ
A(a,w, b) ⊗ τA(b)
)
=
∨
v∈UY(u)
ϕ∗α(v) ⊗
(∨
a∈A
δA(a0, v, b) ⊗ τ
A(b)
)
=
∨
v∈UY(u)
ϕ∗α(v) ⊗ ‖αR‖(v) = ‖α‖(u).
This completes the proof of the theorem.
The fuzzy automaton Aα = (Aα,X, δ
Aα , a0, τ
Aα ) will be called the fuzzy automaton associated with A and α.
4. Fuzzy automata from fuzzy regular expressions: Effective construction
Let L be an integral ℓ−monoid, and let α be an arbitrary fuzzy regular expression. Theorem 3.7 allows
us to construct different types of fuzzyautomata from α, i.e., different fuzzy automata recognizing the fuzzy
language ‖α‖. Namely, in the general case, by choosing different nondeterministic automata A constructed
from αR, we obtain different fuzzy finite automata Aα of α.
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Let us recall that there are many well-known constructions of small nondeterministic automata from a
given regular expression. The most famous are those of Thompson [79], Glushkov [30] and McNaughton-
Yamada [61]. The last one is known as the position automaton. In addition, Antimirov in [2] constructed the
partial derivative automaton, which generalizes Brzozowski’s derivative automaton [7]. However, in spite of
improvementsmade byBrzozowski andAntimirov, the position automaton is themost oftenused, probably
because of its simplicity and the fact that other constructions did not make any practical improvements. The
latest nondeterministic automaton constructed froma regular exporession is the follow automaton, introduced
by Ilie et al. [40–42]. It has been proved that the follow automaton is the quotient of the position automaton,
and therefore it is smaller than the position automaton.
Let L be an integral ℓ−monoid, and let α be an arbitrary fuzzy regular expression over an alphabet X.
Consider a regular expression αR over X ∪ Y, where Y is an alphabet associated with α. Starting from the
position automaton Ap(αR) = (Ap,X ∪ Y, δ
Ap , 0, τAp) of αR, by means of (33) and (34) we construct the fuzzy
automaton associated with Ap(αR) and α, which will be denoted by Apf(α) = (Apf,X, δ
Apf , 0, τApf). The com-
puting of Apf(α) for a given fuzzy regular expression is described in Theorem 3.7, and Examples 4.1 and 4.5
clarify this construction.
Example 4.1. Let L be the Go¨del structure. Consider α = 0.2((0.1(xy)∗)∗ + y), a fuzzy regular expression
over the alphabet {x, y} fromExample 3.3. HereαR = λ((µ(xy)
∗)∗+y) is a regular expression over the alphabet
{x, y, λ, µ}, obtained from α. The marked version of the expression αR is αR = λ1((µ2(x3y4)
∗)∗ + y5), and ϕα is
given by
ϕα =
(
x y λ µ
1 1 0.2 0.1
)
.
The picture bellow represents the graph of the position automaton Ap(αR):
0 1 2
3
4
5
λ
y
µ
x
µ
y
x
µ
Figure 1. The automaton Ap(αR)
Let us observe that
δApf(i, x, j) =

∨
u∈M (i,x, j)
ϕ∗α(u) if P(i, x, j) , ∅
0 otherwise
,
for all x ∈ X, i, j ∈ Ap (in notation from the proof of Theorem 3.7).
Let us, for example, describe how to determine δApf (0, x, 3). For each word u ∈ M (0, x, 3) there is a path
in the graph of Ap(αR),which starts in 0 and ends in 3, with a single edge marked with x and with all other
edges marked with symbol λ or µ (see Figure 1.). Obviously, M (0, x, 3) = {λµx}.Now,
δApf(0, x, 3) = ϕ∗α(λµx) = 0.2 ⊗ 0.1 ⊗ 1 = 0.1
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Further, M (1, x, 3) = {µx}, M (2, x, 3) = {x}, M (4, x, 3) = {x} and M (i, x, j) = ∅ in all other cases, and we have
δApf (1, x, 3) = 0.1, δApf (2, x, 3) = 1,
δApf (4, x, 3) = 1, and δApf (i, x, j) = 0,
for (i, j) < {(0, 3), (1, 3), (2, 3), (4, 3)}.
From Figure 1 one can see that M (0, y, 5) = {λy}, M (1, y, 5) = {y}, M (3, y, 2) = {yµ} and M (3, y, 4) = {y},
whereas M (i, y, j) = ∅ in all other cases. Therefore, we have
δApf(0, y, 5) = 0.2, δApf(1, y, 5) = 1, δApf (3, y, 2) = 0.1, δApf(3, y, 4) = 1, δApf (i, y, j) = 0,
for (i, j) < {(0, 5), (1, 5)(3, 2), (3, 4)}.
To summarize, fuzzy transition relations δ
Apf
x , δ
Apf
y , and the fuzzy set τ
Apf of final states of the fuzzy
automaton Apf(α) are:
δ
Apf
x =

0 0 0 0.1 0 0
0 0 0 0.1 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0

, δ
Apf
y =

0 0 0 0 0 0.2
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0.1 0 1 0
0 0 0 0 0 0
0 0 0 0 0 0

, τApf =

0.2
1
1
0
1
1

,
and the graph of Apf(α) is presented by Figure 2.
0 1
2
3
4
5
y/0.2
y/1
x/0.1
x/0.1
x/1
y/0.1
y/1
x/1
Figure 2. Apf(α)
It is important to note that the computing of the transition relation of the fuzzy automaton Apf(α), for a
given regular expression, might be a problem. Namely, in the general case, for given i, j ∈ Apf and x ∈ X the
set P(i, x, j) of all words u ∈ UY(x) such that δ
Ap(i, u, j) = 1 is infinite, and hence, the computing of the set
M (i, x, j) of all minimal words of P(i, x, j) with respect to 6em might be a difficult task. In the sequel we
consider this problem.
The next lemma is the well-known result which, for instance, was proved in [25] for fuzzy relations with
membership values in the real unit interval and the composition defined bymeans of a t-norm. In the same
way it can be proved for fuzzy relations over an integral ℓ−monoid.
Lemma 4.2. Let L be an integral ℓ−monoid and let R be a fuzzy relation on a finite set A with |A| = n. Then
n∨
k=1
Rk (35)
is the least transitive fuzzy relation on A which contains R.
In particular, if R is reflexive, then the least transitive fuzzy relation on A containing R is equal to Rn.
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LetL be an integral ℓ−monoid, and letαbe anarbitrary fuzzy regular expressionover analphabetX. For
a regular expression αR overX∪Y, whereY is an alphabet associatedwith α, and letA = (A,X∪Y, δ
A, a0, τ
A)
be an arbitrary nondeterministic automaton which recognizes the language ‖αR‖. Let us define a reflexive
fuzzy relation R on A as follows
R(a, b) =

1 if a = b∨
λ′∈Y
λ ⊗ δA(a, λ′, b) otherwise , (36)
and let us denote by RA the least transitive relation containing R. By Lemma 4.2 we obtain that RA = R
n,
where n is the number of states of A . Now, we can prove the following:
Theorem 4.3. LetL be an integral ℓ−monoid and letα be an arbitrary fuzzy regular expression. For an arbitrary non-
deterministic automaton A = (A,X ∪ Y, δA, a0, τ
A) recognizing the language ‖αR‖ we have
RA (a, b) =
∨
u∈Y∗
ϕ∗α(u) ⊗ δ
A(a, u, b), (37)
for all a, b ∈ A.
Proof. First we note that the existence of the supremum on the right side of (37) follows by Lemma 3.5.
Let n be the number of states of A . If a = b then
RA (a, a) = 1 = ϕ
∗
α(ε) = ϕ
∗
α(ε) ⊗ δ
A(a, ε, a) 6
∨
u∈Y∗
ϕ∗α(u) ⊗ δ
A(a, u, a),
and hence, (37) holds. Otherwise, we have the following
RA (a, b) = R
n(a, b) =
∨
a1,...,an−1∈A
R(a, a1) ⊗ R(a1, a2) ⊗ · · · ⊗ R(an−1, b)
=
∨
a1 ,...,ak−1∈A,
k6n, ai,ai+1
R(a, a1) ⊗ R(a1, a2) ⊗ · · · ⊗ R(ak−1, b)
=
∨
a1 ,...,ak−1∈A,
k6n, ai,ai+1
∨
λ′
1
,...,λ′
k
∈Y
λ1 ⊗ · · · ⊗ λk ⊗ δ
A(a, λ′1, a1) ⊗ · · · ⊗ δ
A(ak−1, λ
′
k, b)
=
∨
λ′
1
,...,λ′
k
∈Y
λ1 ⊗ · · · ⊗ λk ⊗
( ∨
a1 ,...,ak−1∈A,
k6n, ai,ai+1
δA(a, λ′1, a1) ⊗ · · · ⊗ δ
A(ak−1, λ
′
k, b)
)
6
∨
λ′
1
,...,λ′
k
∈Y
λ1 ⊗ · · · ⊗ λk ⊗ δ
A(a, λ′1 · · ·λ
′
k, b) =
∨
λ′
1
,...,λ′
k
∈Y
ϕ∗α(λ
′
1 · · ·λ
′
k) ⊗ δ
A(a, λ′1 · · ·λ
′
k, b)
6
∨
u∈Y∗
ϕ∗α(u) ⊗ δ
A(a, u, b).
On the other hand, consider an arbitrary u = λ′
1
· · ·λ′
k
∈ Y∗, with λ′
1
, . . . , λ′
k
∈ Y, k ∈N. Then
ϕ∗α(u) ⊗ δ
A(a, u, b) = λ1 ⊗ · · ·λk ⊗ δ
A(a, λ′1 · · ·λ
′
k, b)
= λ1 ⊗ · · ·λk ⊗
∨
a1,...,ak−1∈A
δA(a, λ′1, a1) ⊗ · · · ⊗ δ
A(ak−1, λ
′
k, b)
6
∨
a1,...,ak−1∈A
λ1 ⊗ · · ·λk ⊗ δ
A(a, λ′1, a1) ⊗ · · · ⊗ δ
A(ak−1, λ
′
k, b)
6
∨
a1,...,ak−1∈A
R(a, a1) ⊗ · · · ⊗ R(ak−1, b) = R
k(a, b) 6 RA (a, b),
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whence it follows that∨
u∈Y∗
ϕ∗α(u) ⊗ δ
A(a, u, b) 6 RA (a, b).
Therefore, (37) holds.
By the previous theorem we can conclude that RA is the transitive closure of the adjacency matrix of
the weighted graph obtained from the graph of the automaton A by removing all the edges marked by the
symbols from the alphabet X, in which the weight of the edge marked by λ′ ∈ Y equals ϕ∗α(λ
′).
Next we prove the following.
Theorem 4.4. LetL be an integral ℓ−monoid and letα be an arbitrary fuzzy regular expression. For an arbitrary non-
deterministic automaton A = (A,X ∪ Y, δA, a0, τ
A) recognizing the language ‖αR‖ and the fuzzy automaton Aα
associated with A and α we have
δAαx = RA ◦ δ
A
x ◦ RA , and τ
Aα = RA ◦ τ
A, (38)
for every x ∈ X.
Proof. By (33), (28) and (37), we have
δAα (a, x, b) =
∨
u∈UY(x)
ϕ∗α(u) ⊗ δ
A(a, u, b) =
∨
u,v∈Y∗
ϕ∗α(u) ⊗ δ
A(a, uxv, b)⊗ ϕ∗α(v)
=
∨
u,v∈Y∗
∨
c,d∈A
ϕ∗α(u) ⊗ δ
A(a, u, c) ⊗ δA(c, x, d)⊗ δA(d, v, b)⊗ ϕ∗α(v)
=
∨
c,d∈A
(∨
u∈Y∗
ϕ∗α(u) ⊗ δ
A(a, u, c)
)
⊗ δA(c, x, d)⊗
(∨
v∈Y∗
ϕ∗α(v) ⊗ δ
A(d, v, b)
)
=
∨
c,d∈A
RA (a, c) ⊗ δ
A(c, x, d)⊗ RA (d, b),
for all a, b ∈ A. Let us note that the existence of the above suprema follows by Lemmas 3.1 and 3.5.
The rest of the proof follows immediately from (34) and Theorem 4.3.
The previous theorem gives an efficient method for computing the fuzzy automaton corresponding to
a given fuzzy regular expression α. Namely, for α and a nondeterministic automaton A recognizing the
language ‖αR‖, the fuzzy transition relations of Aα are just matrix products of RA and the related fuzzy
transition relation of A (cf. Example 4.5).
Example 4.5. Consider α = 0.2((0.1(xy)∗)∗ + y), the fuzzy regular expression from Example 4.1. It is easy to
verify, using Figure 2, that fuzzy relations R and RAp are those given by matrices
R =

1 0.2 0 0 0 0
0 1 0.1 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0.1 0 1 0
0 0 0 0 0 1

, RAp =

1 0.2 0.1 0 0 0
0 1 0.1 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0.1 0 1 0
0 0 0 0 0 1

.
17
Now, by Theorem 4.4, we compute δ
Apf
x , δ
Apf
y and τ
Apf as follows:
δ
Apf
x = RAp ◦ δ
Ap
x ◦ RAp =

0 0 0 0.1 0 0
0 0 0 0.1 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0

,
δ
Apf
y = RAp ◦ δ
Ap
y ◦ RAp =

0 0 0 0 0 0.2
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0.1 0 1 0
0 0 0 0 0 0
0 0 0 0 0 0

, τApf = RAp ◦ τ
Ap =

0.2
1
1
0
1
1

.
5. Fuzzy automata from fuzzy regular expressions: Reduced construction
Let L be an integral ℓ−monoid, and let α be an arbitrary fuzzy regular expression over an alphabet X.
For a regular expression αR overX∪Y, whereY is an alphabet associatedwith α, letA = (A,X∪Y, δ
A, a0, τ
A)
be a nondeterministic automaton recognizing the language ‖αR‖. Besides, letAα = (Aα,X, δ
Aα , a0, τ
Aα ) be the
fuzzy automaton associated with A and α. Set
Arα = {a0} ∪ {a ∈ Aα | (∃b ∈ Aα)(∃x ∈ X) δ
A(b, x, a) = 1}.
Let us denote by A rα = (A
r
α,X, δ
Arα , a0, τ
Arα ) a fuzzy automaton defined by
δ
Arα
x (a, b) = (RA ◦ δ
A
x )(a, b), τ
Arα (a) = (RA ◦ τ
A)(a). (39)
for all a, b ∈ Arα, and x ∈ X. The fuzzy automaton A
r
α is called the reduced fuzzy automaton associated with A
and α.
Theorem 5.1. Let L be an integral ℓ−monoid, let α be an arbitrary fuzzy regular expression, let Aα be an arbitrary
nondeterministic automaton recognizing the language ‖αR‖, and let A
r
α be the reduced fuzzy automaton defined as in
(39). Then
L(A rα ) = ‖α‖. (40)
Proof. First, we have that
L(A rα )(ε) = τ
Arα (a0) = τ
Aα (a0) = ‖α‖(ε).
Next, for every u ∈ X+, where u = x1x2 · · · xn, with x1, x2, . . . , xn ∈ X, by (16), Theorems 3.7 and 4.4, and
idempotency of RA we obtain that
‖α‖(u) = L(Aα)(u) = (δ
Aα
x1 ◦ · · · ◦ δ
Aα
xn ◦ τ
Aα )(a0) = (RA ◦ δ
A
x1 ◦ R
2
A
◦ · · · ◦ R2
A
◦ δAxn ◦ R
2
A
◦ τA)(a0)
= (RA ◦ δ
A
x1
◦ RA ◦ · · · ◦ RA ◦ δ
A
xn
◦ RA ◦ τ
A)(a0)
=
∨
a1,...,an∈Aα
(RA ◦ δ
A
x1)(a0, a1) ⊗ · · · ⊗ (RA ◦ δ
A
xn )(an−1, an) ⊗ (RA ◦ τ
A)(an)
=∗ (δ
Arα
x1 ◦ · · · ◦ δ
Arα
xn ◦ τ
Arα )(a0)
= L(A rα ).
The equality marked by ∗ follows from the fact that (RA ◦ δ
A
x )(a, b) = 0, for all b ∈ Aα \ A
r
α, and x ∈ X.
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Obviously, Theorem5.1describes amethodof construction a fuzzy automaton fromagiven fuzzy regular
expression, which can be significantly smaller than the one made by the basic construction. Furthermore, if
the starting nondeterministic automaton recognizing ‖αR‖ is the position automatonAp(αR), thenA
r
pf
(α) has
exactly |α|X+1 states (Example 5.2 illustrates this fact). Accordingly, since the position automaton of a given
regular expression has the number of states equal to the length of the considered regular expression, the
fuzzy automaton A r
pf
(α) is called the position fuzzy automaton of the given fuzzy regular expression α.
Example 5.2. Consider a fuzzy regular expression α = (0.1x∗)(yx+0.8y)∗ fromExample 3.4. Fuzzy transition
relations δ
Apf
x , δ
Apf
y and the fuzzy set τ
Apf of terminal states of the fuzzy automaton Apf(α) are:
δ
Apf
x =

0 0 0.1 0 0 0.08 0
0 0 1 0 0 0.8 0
0 0 1 0 0 0.8 0
0 0 0 0 1 0.8 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

, δ
Apf
y =

0 0 0 0.1 0 0.064 0.08
0 0 0 1 0 0.64 0.8
0 0 0 1 0 0.64 0.8
0 0 0 0 0 0 0
0 0 0 1 0 0.64 0.8
0 0 0 0 0 0.8 1
0 0 0 1 0 0.64 0.8

, τApf =

0.1
1
1
0
1
0
1

.
Evidently, Ar
pf
= {0, 2, 3, 4, 6}, and hence, the fuzzy finite automaton A r
pf
has two states less than the position
fuzzy automaton Apf(α).
Fuzzy transition relations δ
Ar
pf
x , δ
Ar
pf
y , and the fuzzy set τ
Ar
pf of terminal states of A r
pf
(α) are:
δ
Ar
pf
x =

0 0.1 0 0 0
0 1 0 0 0
0 0 0 1 0
0 0 0 0 0
0 0 0 0 0

, δ
Ar
pf
y =

0 0 0.1 0 0.08
0 0 1 0 0.8
0 0 0 0 0
0 0 1 0 0.8
0 0 1 0 0.8

, τ
Ar
pf =

0.1
1
0
1
1

.
6. Reducing the size of position fuzzy automata by right invariant crisp equivalences
The reduction of the number of states of fuzzy automatawithmembership values in complete residuated
lattices has been recently investigated in [23, 24, 78], where the state reduction problem has been related to
the problem of solving particular systems of fuzzy relation equations and inequalities. Central place in the
state reduction is held by right and left invariant fuzzy equivalences, as well as by right and left invariant
fuzzy quasi-orders.
Complete residuated lattices have a rich algebraic structure that provides powerful tools for solving
fuzzy relational equations and inequalities, including those that define right and left invariant fuzzy equiva-
lences. Unfortunately, whenwe dealwith fuzzy automata over lattice orderedmonoidswe do not have such
tools, and we are forced to work with crisp equivalences. Therefore, here we reduce the number of states of
fuzzy automata over ℓ-monoids using right invariant crisp equivalences.
The reduction of fuzzy automata over complete residuated lattices by means of right invariant fuzzy
equivalences and fuzzy quasi-orders has been recently studied in [23, 24, 78]. It has been proved that
better state reductions can be achieved employing right invariant fuzzy equivalences. Residuated lattices
are rich algebraic structures suppliedwith operations called residuumandbiresiduum, and satisfyingmany
other important algebraic properties. In some sources residuated lattices are called integral, commutative,
residuated ℓ−monoids. There, the operations of residuum and biresiduum play a very important role, and
are used for modelling right invariant fuzzy equivalences and fuzzy quasi-orders. In this paper, however,
we deal with ℓ−monoids, in which, due to the lack of algebraic properties and operations, construction of
fuzzy equivalence relations is a problem. Therefore, here we investigate the problem of the reduction of
fuzzy automata by right invariant crisp equivalences only. Note that the state reduction of fuzzy automata
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by means of crisp equivalences has been already studied in [3, 17, 59, 62, 67], but in very special cases, and
the algorithms provided there are based on computing and merging indistinguishable states.
Let A = (A,X, δA, σA, τA) be a fuzzy automaton over an ℓ-monoid L , and let E be a fuzzy equivalence
on its set of states A. If E is a solution to the system
E ◦ δAx 6 δ
A
x ◦ E, x ∈ X,
E ◦ τA = τA,
(41)
then it is called a right invariant fuzzy equivalence on A . Dually we define left invariant fuzzy equivalences.
A crisp equivalence on A which is a solution to (41) is called a right invariant crisp equivalence on A . Note
that ordinary crisp equivalences on A are considered here as fuzzy equivalences on A taking membership
values in the set {0, e} ⊆ L.
It has been shown in [24] that right invariant fuzzy equivalences are immediate generalizations of right
invariant equivalences onnondeterministic automata, studied in a series of papers by Ilie, Yu [40–45], aswell
as in [9–11], or well-behaved equivalences, studied by Calude et al. [8]. It has been also proved in [24] that
congruences on fuzzy automata, studied by Petkovic´ in [67], are just right invariant crisp equivalences on
fuzzy automata, in the terminology from this paper. Note that right invariant fuzzy equivalences have been
called in [21, 22] forward bisimulation fuzzy equivalences, whereas left invariant ones were called backward
bisimulation fuzzy equivalences.
In the same way as in [24] we can show that the inequality E ◦ δAx 6 δ
A
x ◦ E is equivalent to the equation
E ◦ δAx ◦ E = δ
A
x ◦ E, for each x ∈ X. We can also prove that if E ◦ δ
A
x 6 δ
A
x ◦ E or E ◦ δ
A
x ◦ E = δ
A
x ◦ E holds for
every letter x ∈ X, then it also holds if we replace the letter x by an arbitrary word u ∈ X∗.
In the sequel we provide an algorithm for computing the greatest right invariant crisp equivalence on a
fuzzy automaton with membership values in an integral ℓ−monoid. Such algorithm has been first given in
[67], for fuzzy automata over the Go¨del structure, and later in [23, 24], for fuzzy automata over a complete
residuated lattice. The proof of the next theorem is the same as the proof of the corresponding theorem for
fuzzy automata over a complete residuated lattice, so it will be omitted.
Theorem 6.1. [24, 67] Let L be an integral ℓ−monoid, let A = (A,X, δA, σA, τA) be a fuzzy finite automaton over
L . Define inductively a sequence {Ek}k∈N of crisp equivalences on A as follows:
E1(a, b) =
 1 if τ
A(a) = τA(b)
0 otherwise
, for all a, b ∈ A, (42)
Ek+1 = Ek ∧ E
r
k, for each k ∈N, (43)
where Er
k
is a crisp equivalence on A defined by
Erk(a, b) =
 1 if (δx ◦ Ek)(a, c) = (δx ◦ Ek)(b, c), for all x ∈ X and c ∈ A0 otherwise , for all a, b ∈ A, (44)
Then the sequence {Ek}k∈N is finite and descending, there is the least k ∈N such that Ek = Ek+m, for each m ∈N, and
Ek is the greatest right invariant crisp equivalence on the fuzzy automaton A .
Now we prove the following.
Proposition 6.2. Let L be an integral ℓ−monoid and let α be an arbitrary fuzzy regular expression. For an
arbitrary nondeterministic automatonA = (A,X∪Y, δA, a0, τ
A) recognizing the language ‖αR‖, the fuzzy automaton
Aα associated with A and α, and an arbitrary right invariant crisp equivalence E on A we have that
(a) E ◦ RA 6 RA ◦ E;
(b) RA /E(Ea,Eb) = (RA ◦ E)(a, b) for all a, b ∈ A.
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Proof. (a) First, by Theorem 4.3 and Lemmas 3.1 and 3.5 we have the following
(E ◦ RA )(a, b) =
∨
c∈A
∨
u∈Y∗
E(a, c)⊗ ϕ∗α(u) ⊗ δ
A(c, u, b) =
∨
u∈Y∗
ϕ∗α(u) ⊗ (E ◦ δ
A
u )(a, b)
6
∨
u∈Y∗
ϕ∗α(u) ⊗ (δ
A
u ◦ E)(a, b) =
∨
c∈A
∨
u∈Y∗
ϕ∗α(u) ⊗ δ
A(a, u, c)⊗ E(c, b)
= (RA ◦ E)(a, b),
for every a, b ∈ A. Consequently, E ◦ RA 6 RA ◦ E.
(b) By Theorem 4.3, Lemmas 3.1 and 3.5, and (17), we obtain
RA /E(Ea,Eb) =
∨
u∈Y∗
ϕ∗α(u) ⊗ δ
A/E(Ea, u,Eb) =
∨
u∈Y∗
ϕ∗α(u) ⊗ (E ◦ δ
A
u ◦ E)(a, b)
=
∨
u∈Y∗
ϕ∗α(u) ⊗ (δ
A
u ◦ E)(a, b) =
∨
c∈A
∨
u∈Y∗
ϕ∗α(u) ⊗ δ
A
u (a, c) ⊗ E(c, b)
= (RA ◦ E)(a, b),
for arbitrary a, b ∈ A.
Theorem 6.3. Let L be an integral ℓ−monoid and let α be an arbitrary fuzzy regular expression. Moreover, consider
an arbitrary nondeterministic automaton A = (A,X ∪ Y, δA, a0, τ
A) recognizing the language ‖αR‖, and the fuzzy
automaton Aα associated with A and α.
Then every right invariant equivalence E on A is a right invariant crisp equivalence on Aα, and the fuzzy auto-
maton (A /E)α is isomorphic to the factor fuzzy automaton Aα/E.
Proof. Let E be an arbitrary right invariant equivalence on A . First, by Theorem 4.4 and statement (a) of
Proposition 6.2 we obtain
E ◦ δAαx = E ◦ RA ◦ δ
A
x ◦ RA 6 RA ◦ E ◦ δ
A
x ◦ RA 6 RA ◦ δ
A
x ◦ E ◦ RA 6 RA ◦ δ
A
x ◦ RA ◦ E = δ
Aα
x ◦ E,
for every x ∈ X. In a similar way, we show that E ◦τAα = τAα . Consequently, E is a right invariant crisp equi-
valence on Aα.
Next, by (17), Theorem 4.4, and statement (b) of Proposition 6.2 we have
δ
(A/E)α
x (Ea,Eb) = (RA /E ◦ δ
A/E
x ◦ RA /E)(Ea,Eb) = (RA ◦ E ◦ δ
A
x ◦ E ◦ RA ◦ E)(a, b)
= (RA ◦ δ
A
x ◦ RA ◦ E)(a, b) = (δ
Aα
x ◦ E)(a, b) = (E ◦ δ
Aα
x ◦ E)(a, b) = δ
Aα/E
x (Ea,Eb),
for all x ∈ X and a, b ∈ A. In addition, it is easy to check that
τ(A/E)α (Ea) = τ
Aα/E(Ea)
for every a ∈ A. Thus the identity function on A/E is an isomorphism from (A /E)α to Aα/E.
According to theprevious theorem, for anarbitrary fuzzy regular expressionα, and anynondeterministic
automaton A recognizing ‖α‖, the greatest right invariant equivalence on the nondeterministic automaton
A is less or equal to the greatest right invariant crisp equivalence on the fuzzy automatonAα. The following
example shows that even if the starting automatonA is a minimal deterministic automaton of the language
‖αR‖, the fuzzy automatonAα may be further reduced by right invariant crisp equivalences, i.e., the greatest
right invariant crisp equivalence on Aα differs from the equality relation on Aα.
Example 6.4. Let L be Go¨del structure, and α = x + 0.5x, a fuzzy regular expression over the alphabet
{x}. We have that αR = x + λx, and the graph of the minimal deterministic automaton A recognizing the
language ‖αR‖ is presented by Figure 3a.
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Figure 3a. The automaton A Figure 3b. The fuzzy automaton Aα
Figure 3b presents the fuzzy automatonAα associatedwithA and α. The fuzzy set τ
Aα of terminal states
of Aα, and the greatest right invariant crisp equivalence E
cri on Aα are represented by:
τAα =

0
0
1
 , Ecri =

1 1 0
1 1 0
0 0 1
 .
Theorem 6.5. Let L be an integral ℓ−monoid and let α be an arbitrary fuzzy regular expression. Moreover, consider
an arbitrary nondeterministic automaton A = (A,X ∪ Y, δA, a0, τ
A) recognizing the language ‖αR‖, and the fuzzy
automaton Aα associated with A and α.
Then for an arbitrary right invariant equivalence E onA there exists a right invariant crisp equivalence Er onA rα ,
such that the factor fuzzy automata (A /E)rα and (A
r
α )/E
r are isomorphic.
Proof. Let E be any right invariant equivalence on A . Define a crisp relation Er on Arα by E
r(a, b) = E(a, b),
for all a, b ∈ Arα. Obviously, E
r is a crisp equivalence on the set Arα. Moreover, by (39) and Proposition 6.2,
and we have that
(Er ◦ δ
Arα
x )(a, b) =
∨
c∈Arα
E(a, c) ⊗ (RA ◦ δ
A
x )(c, b) 6
∨
c∈Aα
E(a, c) ⊗ (RA ◦ δ
A
x )(c, b)
= (E ◦ RA ◦ δ
A
x )(a, b) 6 (RA ◦ δ
A
x ◦ E)(a, b) =
∗ (δ
Arα
x ◦ E
r)(a, b),
for all a, b ∈ Arα.Note that the equality marked by ∗ follows from the fact that (RAα ◦ δ
Aα
x )(a, b) = 0, for every
b ∈ Aα \A
r
α, and every x ∈ X. Thus E
r is a right invariant crisp equivalence on A rα .
Define a mapping Φ : Arα/E
r → (A/E)rα by Φ(E
r
a) = Ea, for every E
r
a ∈ A
r
α/E
r. For an arbitrary Era ∈ A
r
α/E
r,
there are b ∈ A and x ∈ X such that δA(b, x, a) = 1. Since we have that δA/E(Eb, x,Ea) > δ
A(b, x, a), we obtain
Ea ∈ (A/E)
r
α.Moreover, from
Era = E
r
b ⇔ E
r(a, b) = 1⇔ E(a, b) = 1 ⇔ Ea = Eb,
for all a, b ∈ Arα,we conclude that Φ is both a well-defined and an injective mapping.
Further, for any Ea ∈ (A/E)rα there are Eb ∈ A/E and x ∈ X such that δ
A/E(Eb, x,Ea) = 1, which implies
δA(c, x, d) = 1, Eb = Ec, Ed = Ea, for some c, d ∈ A.
Thus d ∈ Arα, and Φ(E
r
d
) = Ed = Ea. In conclusion, Φ is a bijective mapping.
Finally, by (17), (39), and Proposition 6.2, we have
δ
Arα/E
r
x (E
r
a,E
r
b) = (δ
Arα
x ◦ E
r)(a, b) =
∨
c∈Arα
(RA ◦ δ
A
x )(a, c) ⊗ E
r(c, b)
=
∨
c∈A
(RA ◦ δ
A
x )(a, c) ⊗ E
r(c, b) = (RA ◦ δ
A
x ◦ E)(a, b)
= (RA ◦ E ◦ δ
A
x ◦ E)(a, b) = (RA /E ◦ δ
A/E
x )(Ea,Eb) = δ
(A/E)rα
x (Φ(E
r
a),Φ(E
r
b))
for all Era,E
r
b
∈ A rα/E. Therefore, Φ is an isomorphism.
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Let us recall that Theorem5.1gives us a simplemethod to construct various types of fuzzy automata from
the fuzzy regular expression α. This method is based on choice of different nondeterministic automata A
recognizing ‖αR‖, from which we obtain different fuzzy automata Aα recognizing ‖α‖.
LetL be an integral ℓ−monoid, and letαbe anarbitrary fuzzy regular expressionover analphabetX. For
a regular expressionαR overX∪Y, whereY is an alphabet associatedwithα, letAf(αR) = (Af,X∪Y, δ
Af , 0, τAf)
be the follow automaton of αR. In this paperwewill assume that the the follow automaton of α is exactly the
factor automaton of the position automaton of α with respect to a particular right invariant equivalence E,
called the follow equivalence. For the definition of the follow equivalence we refer to [40–43]. Starting from
Af(αR), by (33), (34) and (39) we obtain the reduced fuzzy automaton associated withAf(αR) and α, which is
denoted by A r
ff
(α) = (Aff,X, δ
Aff , 0, τAff ). The fuzzy automaton A r
ff
(α) is called the follow fuzzy automaton of α.
Theorem 6.6. Let L be an integral ℓ−monoid, let α be an arbitrary fuzzy regular expression, and let A r
pf
(α) and
A r
ff
(α) be respectively the position fuzzy automaton and the follow fuzzy automaton of α.
Then the follow fuzzy automaton A r
ff
(α) of α is isomorphic to the factor fuzzy automaton of the position fuzzy
automaton A r
pf
(α) of α with respect to some right invariant crisp equivalence on A r
pf
.
Proof. The proof is an immediate consequence of Theorem 6.5.
By Theorem 6.6 we obtain that the follow fuzzy automaton is the reduced position fuzzy automaton with
respect to some right invariant crisp equivalence, and therefore, it may be significantly smaller. However,
Example 6.4 shows that, in the general case, follow equivalences are not necessarily the greatest right
invariant crisp equivalences on the position fuzzy automata. Consequently, smaller fuzzy automata from a
given α can be obtained by reducing the size of the position fuzzy automaton of α by means of the greatest
right invariant crisp equivalence.
Example 6.7. Let L be Go¨del structure. Consider α = xx∗ + 0.1x∗, the fuzzy regular expression over the
alphabet X = {x}. An expression αR = xx
∗ + λx∗, over the alphabet {x, λ}, is the regular expression obtained
from α.
The position automaton Ap(αR) is given by the following fuzzy transition relations
δ
Ap
x =

0 1 0 0 0
0 0 1 0 0
0 0 1 0 0
0 0 0 0 1
0 0 0 0 1

, δ
Ap
λ
=

0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

, τAp =

0
1
1
1
1

,
and the position fuzzy automaton A r
pf
(α) is given by the following fuzzy transition relations
δ
Ar
pf
x =

0 1 0 0.1
0 0 1 0
0 0 1 0
0 0 0 1
 , and τ
Ar
pf =

1
1
1
1
 .
The follow relation Ef on Ap(αR), and the related right invariant crisp equivalence E
r
f
on Ar
pf
(α) are
Ef =

1 0 0 0 0
0 1 1 0 0
0 1 1 0 0
0 0 0 1 1
0 0 0 1 1

,Erf =

1 0 0 0
0 1 1 0
0 1 1 0
0 0 0 1
 ,
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and therefore follow fuzzy automaton A r
ff
(α) has 3 states. However, since the greatest right invariant crisp
equivalence Ecri
1
on A r
pf
(α) is given by
Ecri1 =

1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
 .
we conclude that the fuzzy finite automaton A r
pf
(α)/Ecri
1
has only 1 state, and is significantly smaller than
A r
pf
(α).
Letα be an regular expression.Observe that, starting from the partial derivative automaton of the regular
expression αR obtained from α, it is possible to construct the fuzzy partial derivative automaton of α. Since
the partial derivative automaton is isomorphic to the factor automaton of the position automaton with
respect to certain right invariant equivalence (cf. [14–16, 42]), the result which correspond to Theorem 6.6,
concerning fuzzy partial derivative automata, can be easily derived.
7. Concluding remarks
In this paperwehave discussed the problemof the effective construction of a fuzzyfinite automaton from
a given fuzzy regular expression. We have approached this problem by converting a given fuzzy regular
expression α over an alphabetX in an ordinary regular expression αR over a larger alphabetX∪Y obtained
by adding new letters assigned to different scalars that appear in the fuzzy regular expression α. Starting
from an arbitrary nondeterministic finite automaton A that recognizes the language ‖αR‖ represented by
the regular expressionαR, we have constructed a fuzzy finite automatonAα associatedwithA and α, which
recognizes the fuzzy language ‖α‖ represented by α. The starting nondeterministic finite automaton A can
be obtained from αR using any of the well-known constructions for converting regular expressions to non-
deterministic finite automata, such asGlushkov-McNaughton-Yamada’s position automaton, Brzozowski’s
derivative automaton, Antimirov’s partial derivative automaton, or Ilie-Yu’s follow automaton.
The fuzzy finite automaton Aα that we have constructed has the same number of states as the starting
nondeterministic finite automaton A , but we have also given the reduced version of the fuzzy automaton
Aα which can have strictly less number of states than A . Moreover, we have discussed the reduction of the
number of states of the fuzzy automaton Aα by means of right invariant crisp equivalences.
All the main results of the paper have been proved for fuzzy automata taking membership values in an
integral lattice-ordered monoiod.
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