The self-organizing map (SOM) algorithm for finite data is derived as an approximate maximum a posteriori estimation algorithm for a gaussian mixture model with a gaussian smoothing prior, which is equivalent to a generalized deformable model (GDM). For this model, objective criteria for selecting hyperparameters are obtained on the basis of empirical Bayesian estimation and cross-validation, which are representative model selection methods. The properties of these criteria are compared by simulation experiments. These experiments show that the cross-validation methods favor more complex structures than the expected log likelihood supports, which is a measure of compatibility between a model and data distribution. On the other hand, the empirical Bayesian methods have the opposite bias.
Introduction
Several standard learning methods for neural networks are being reconstructed as an estimation algorithm of a stochastic model. Such statistical treatment of learning enables inference at a higher level than a simple parameter estimation level, such as the evaluation of model reliability and automatic model selection. For example, MacKay (1992) studied backpropagation learning in a unifying Bayesian framework and presented a selection method of hyperparameters and model structure.
Among many learning methods, the self-organizing map (SOM) (Kohonen 1988 (Kohonen , 1990 ) is unique from the viewpoint of data analysis because of its ability to extract topological structure hidden in data. However, since this learning was originally defined only at an algorithmic level, its development to higher-level inference is difficult.
Statistical models behaving in a similar manner as SOM are also studied. The elastic net (Durbin et al. 1989) , which is one of the generalized deformable models (GDM) (Yuille 1990) , learns a topology-preserving map as maximum a posteriori (MAP) estimates for the parameters of a Bayesian stochastic model. Although this model was studied originally in the context of an optimization problem such as the traveling salesman problem, it can be used for smoothing data along a specified topology. However, this requires the determination of two hyperparameters: the size of noise and the smoothness of route. The selection of these hyperparameters was attempted by an empirical Bayesian method similar to that of MacKay for backpropagation learning (Utsugi 1993) .
This article first reviews the hyperparameter selection method. Next, the SOM algorithm for finite data is derived as an approximate MAP estimation algorithm for GDM. Thus, SOM and GDM can be considered equivalent at a stochastic model level. Finally, cross-validation, another representative model selection method, is applied to hyperparameter selection for our model and compared with the empirical Bayesian method by simulation experiments.
2 Empirical Bayesian Hyperparameter Selection for GDM 2.1 Construction of GDM as Stochastic Model. Initially, we regard the simplest type of gaussian mixture model as a stochastic model for competitive learning (Nowlan 1990) . For a data set X consisting of m-dimensional data points x i = (x i1 , . . . , x im ) (i = 1, . . . , n), the likelihood function of the model with r components is given by
is a component gaussian density with the centroid w s = (w s1 , . . . , w sm ) and the variance 1/β, and w = (w 1 , . . . , w r ) .
Furthermore, we consider a gaussian smoothing prior to express smooth variation of the centroids along a topological space. Using a discretized differential operator matrix D on the topological space, the density of this smoothing prior is defined by From the likelihood (cf. equation 2.1) and the prior (cf. equation 2.3), we obtain the log posterior by Bayes' theorem:
This corresponds to the negative energy function of an elastic net, whose maximizer gives the MAP estimates of centroids. The elastic net algorithm is a MAP estimation algorithm using the gradient ascent method. We can also use the expectation-maximization (EM) algorithm (Yuille et al., 1994; Utsugi 1994) , which is explained in section 3.
Selection of Hyperparameters by Empirical Bayesian
Method. Next, we obtain the marginal likelihood of hyperparameters α and β:
This is also called the evidence of the hyperparameters. Although we desire to obtain the optimal values of hyperparameters by maximizing the evidence, we have difficulty calculating the integral in equation 2.5 exactly.
Here, we use a gaussian approximation (MacKay 1992) , where the logarithm of the integrand is substituted by its quadratic approximation at the maximizer. In this case, using the MAP estimateŵ and the negative Hesse matrix of the log posterior,
the integrand is approximated as
Then the evidence is approximated as
where Sŵ is a region dominated byŵ in the parameter space. This evidence consists of probability mass on only Sŵ, and thus it should be called local evidence. We use the local evidence to select the values of hyperparameters, like MacKay's manner for backpropagation learning. Now, the log evidence is calculated by
(2.9)
The matrix H(ŵ) is the sum of negative Hesse matrices of the log likelihood and the log prior, which are denoted by H f (ŵ) and H g , respectively. The matrix H f (ŵ) consists of submatrices, 10) where I m is an identity matrix with size m. The quantity p si is defined by 11) which is called the fuzzy membership of the ith data to the sth component, and n s = n i=1 p si is the estimated number of data points belonging to the sth component. The matrix H g is given by
where ⊗ denotes the Kronecker product.
By maximizing the evidence, we obtain estimates of α and β. Simulation experiments showed that this method gives good solutions (Utsugi 1993) . 1
Derivation of SOM Algorithm
In this section, the original SOM algorithm for finite data is derived as an approximate MAP estimation algorithm for the GDM.
Initially, we showed that the EM algorithm of GDM is an alternate iteration of smoothing and soft classification. Now we define binary membership variables Y = (y si ), where y si denotes the membership of the ith data point to the sth component. Regarding these variables as missing data, we obtain a complete likelihood,
which would be an exact likelihood if the missing data were acquired. In the EM algorithm, the following function is maximized instead of the genuine log posterior (cf. equation 2.4),
whereŵ is a temporary estimate and E Y ( · | · ) denotes conditional expectation with respect to Y . The maximizer of Q is used asŵ at the next step.
This procedure is iterated until convergence. By calculating Q, we obtain
where p si is the fuzzy membership (cf. equation 2.11) using the temporary estimateŵ. This maximization of Q is equivalent to the independent minimizations of
wherex sj is the mean of data weighted by the fuzzy membership, 5) and γ = α/β. Each function H j can be regarded as a discretized Laplacian smoothing criterion (O'Sullivan 1991) for the observations {x sj : s = 1, . . . , r} with confidence weights {n s }, which are obtained through the soft competition process (cf. equation 2.11). A smooth curve minimizing this criterion is used as the next temporary estimate and is given bỹ 6) where N is a diagonal matrix consisting of {n s },x (j) = (x 1j , . . . ,x rj ) and
From the above explanation, the EM algorithm of GDM can be regarded as an alternate iteration of discretized Laplacian smoothing and soft classification.
On the other hand, Mulier and Cherkassky (1995) interpreted the batch SOM algorithm as an alternate iteration of kernel smoothing and hard classification. Using n t andx t = (x t1 , . . . ,x tm ) , which are the number and the mean of data points in the Voronoi region of the weight point of the tth inner unit, they expressed the weight update rule of SOM as
where κ(s, t) is a kernel function, for example, a gaussian density function with respect to s − t for the normal one-dimensional topology. This is regarded as extended Nadaraya-Watson kernel smoothing (Härdle 1990 ) of the observations {x tj } with confidence weights {n t }. In this point, the difference between GDM and SOM is summarized as follows: (1) soft classification versus hard classification, (2) discretized Laplacian smoothing versus kernel smoothing, and (3) in the original SOM, incremental learning is used rather than batch learning. Each method used in SOM can be regarded as an approximation of the associated method used in GDM, as explained below.
The soft competition process (cf. equation 2.11) turns hard as β → ∞, and thus hard classification gives a good approximation for soft classification if β is large. 2 The discretized Laplacian smoothing can also be approximated by kernel smoothing. As shown in the appendix, a curve smoothed by discretized Laplacian smoothing (cf. equation 3.6) is expressed by the kernel smoothing form (cf. equation 3.8) using the entries of K as the values of kernel function κ(s, t). In reality, this kernel function is variable according to the variation of N , unlike SOM. In many cases, however, N is nearly proportional to I r at the last stage of learning, since the expectation of N is proportional to I r . In particular, for the second-order differential operator on a one-dimensional 2 Also, hard competition can be derived from a MAP estimation algorithm of GDM with a classification likelihood rather than the mixture likelihood (cf. equation 2.1). The classification likelihood has the same form as the complete likelihood (cf. equation 3.1), though Y is regarded as a parameter rather than missing data. In general, classification likelihood approaches lead to poorer results than mixture likelihood approaches (McLachlan & Basford 1988). line-segment topology, whose entries are
we can obtain an explicit form of the kernel function using Silverman's (1984) equivalent kernel of spline smoothing (Utsugi 1994 ). This kernel function has a Mexican-hat shape with a width proportional to γ 1/4 . Finally, we can also use a generalized EM algorithm (Dempster et al. 1977 ), where we use
as the next temporary estimate instead ofw. Using small c, we can make the variation of the parameter in one leaning step arbitrarily small, where batch and incremental leaning are similar.
Comparison of Hyperparameter Selection Methods

Hyperparameter Selection by Cross-Validation.
In section 2, an empirical Bayesian method for hyperparameter selection was studied. Another commonly used method for such problems is cross-validation. In this section, we apply cross-validation to our problem and compare the results with those of the empirical Bayesian method through simulation experiments.
Generally the rationale of cross-validation is as follows. The expected log likelihood (ELL) by a true data distribution is a good measure of model adequacy. In reality, we cannot calculate this value because of the unknown true data distribution. Instead, we use a cross-validation score as an unbiased estimate of ELL. However, this estimated criterion has considerable variance for small data, and its maximizer is not an unbiased estimate for the peak position of ELL. In the next simulation, we will calculate ELL, in addition to cross-validation scores and evidence, to observe the bias and variance of these criteria.
Simulation Experiments.
We apply a GDM with 20 components and the differential operator (cf. equation 3.9) to two types of artificial data sets: low and high noise condition (see Figure 1) . By using the values of hyperparameters at rectangular grid points in the hyperparameter space, we obtain the graph of each criterion. The landscapes and contour maps in x i2 ) , (i = 1, . . . , 100) are generated from two independent standard gaussian random series {e i1 } and {e i2 } by x i1 = 4(i−1)/n−2+σ e i1 , x i2 = sin[2π(i−1)/n]+σ e i2 . Two conditions of noise level are used: low noise (σ = 0.3) and high noise (σ = 0.5). For each condition, 20 data sets are used in the simulation.
In the case of low noise (see Figure 2) , peak positions of all criteria are close to each other except for a few peaks of cross-validation scores. In the area where the majority of the peaks are gathering, the configurations of centroid parameters have good appearances (see Figure 4 , log 10 α = 2, log 10 β = 1). Thus, we can say that both methods succeed for the most part. However, cross-validation scores have two peaks with much lower α than the other peaks, which lead to configurations that are too complicated. This is probably due to the flatness of the averaged landscape in its low α area and large variance of cross-validation scores. Because of this instability, the crossvalidation method is inferior to the other method in this case, though its averaged landscape is similar to that of ELL. Log evidence is calculated by equation 2.9. Cross-validation scores are obtained in the following manner. A data set is divided randomly into 10 groups of the same size. For each group, centroids are reestimated using the data in all but the group, where the MAP estimates from all data are used as initial values. For the reestimated centroids, their log likelihood is calculated using the data in the group. A cross-validation score is given as the mean of the log likelihoods. ELL is approximated by the mean log likelihood of the MAP estimates evaluated by 1000 newly generated data. In the case of high noise (see Figure 3) , the discrepancies among the criteria increase. While cross-validation has a bias toward low α again, evidence comes to have the opposite bias. In this case, we have difficulty choosing between the methods. However, the property that evidence leads to the simplest model unless sufficient data for structure determination are given may be desirable because it agrees with a general strategy of data analysis that linear models rather than nonlinear ones should be used for very noisy data.
Conclusion
We derived the SOM algorithm as an approximate MAP estimation algorithm for a GDM. Several methods to evaluate the quality of hyperparameters for this model were developed by empirical Bayesian estimation and cross-validation. These methods were compared through simulation studies. It was found that the cross-validation methods favor complex structures, while the empirical Bayesian methods favor simple ones. Because of these properties and the long calculation time for cross-validation, the empirical Bayesian methods are recommended for this model.
