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Abstract
We use a classical third order root-ﬁnding iterative method for approximating roots of nonlinear equations.We present a procedure
for constructing polynomials so that super-attracting periodic orbits of any prescribed period occur when this method is applied.
This note can be considered as the second part of our previous study [S. Amat, S. Busquier, S. Plaza, A construction of attracting
periodic orbits for some classical third order iterative methods, J. Comput. Appl. Math. 189(1–2) (2006) 22–33].
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1. Introduction
In order to approximate a solution of a nonlinear equation f (x) = 0, we can use iterative methods. An iterative
method starts from an initial approximation x0, which is improved by means of an iteration xn+1 =(xn), with n0.
Conditions can be imposed to ensure the convergence of the sequence {xn}n0 to a solution x∗, and next proceed to
ﬁnd the order of the convergence.
In his study on the convergence of Newton’s iterative map, Cayley poses the following question: Let p(z) be a
polynomial. What is the set consisting of the initial guesses for which the sequence of iterates converges to a root of
the polynomial? (see [3,4]). Of course, we can ask the same question for an arbitrary iterative root-ﬁnding method.
Note that the roots and their basins of attraction are in the Fatou set. These basins represent places where iterative
methods work. There are ways in which an iterative method may fail. One way is as follows. For any initial guess
x0 chosen in the Julia set, the sequence of iterates {xn}n0 will never converge to any root of f (x). However, any
neighborhood of such a point x0 contains points x˜0 for which the sequence of iterates converges to any root. Another,
which is a more striking phenomenon, occurs when an attracting periodic orbit other than the roots exists. This periodic
orbit is necessarily in the Fatou set and, more importantly, its basin of attraction is a region in C where, for any initial
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guess, its iterated sequence will never converge to a root. In this case, a small perturbation of a failing initial guess
might not lead to a convergence to a root.
The existence of (super)attracting periodic orbits interferes with the search for the roots, as well as alters the basins
of attraction of the roots.
In [2] we present a procedure for constructing polynomials in such a way that super-attracting periodic orbits of any
prescribed period will occur when the following family of third order iterative methods [1] is applied:1
xn+1 = Mf,,c(xn) = xn −
(
1 + Lf (xn)
2(1 − Lf (xn)) + cLf (xn)
2
)
f (x)
f ′(x)
, (1)
where c and  are complex parameters to be chosen conveniently in each case.
This family includes classical methods as Chebyshev’s method, Halley’s method, the super-Halley method, and the
c-methods, as particular cases. In this note, we consider another classical third order method that it is not included in
the previous family. We introduce the method in the next paragraph.
The tangent line, in the real case, in Newton’s method can be seen as the ﬁrst-degree Taylor polynomial of f at xn.
Another well known construction consists in considering the second-degree polynomial, that is, the parabola
y(x) − f (xn) = f ′(xn)(x − xn) + f
′′(xn)
2
(x − xn)2. (2)
The point xn+1 where the graph of y intersects the x-axis gives us the following sequence:
xn+1 = xn −
f ′(xn) ∓
√
(f ′(xn))2 − 2f (xn)f ′′(xn)
f ′′(xn)
, n0.
After algebraic manipulations and assigning ± to ensure a denominator different to zero the scheme is writing as
xn+1 = xn − 21 +√1 − 2Lf (xn)
f (xn)
f ′(xn)
, n0. (3)
This method is called Euler’s method or irrational Halley’s method and it has been studied, for instance, in [7,6]. By
construction, this method appears as the ﬁrst generalization of the classical Newton method.
We have used Euler’s name, which seems to be common practice. However, there is some doubt as to whom the
method should be ascribed. Cauchy emerges as a very likely candidate [5]. On the other hand, the method is part of the
family known as Laguerre’s methods.
In Eq. (3) we assume that the complex square root function is and usual analytic branch, and negative real axis is
removed and
√
1 = 1.
2. Results
We recall the deﬁnition of the iteration function induced by the Euler method (3) that is given by
Mf,E(x) = x − 21 +√1 − 2Lf (x)
f (x)
f ′(x)
.
In the rest of the paper, we use the notation [i] = [i′] if and only if i − i′ = n.
Our purpose is to construct periodic orbits of any prescribed period for this iterative method. For this, we have the
following characterization.
1 Throughout this paper we denote
Lf (x) = f (x)f
′′(x)
f ′(x)2
.
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Theorem 1. Let  = {x1, x2, . . . , xn} be a ﬁnite set of n distinct complex numbers, and let f be a complex analytic
function. Then  is a periodic orbit of period n, of the iteration functions Mf,E(x) if and only if
f ′′(x[i]) = f
′(x[i])
xi − x[i+1] H(x[i]), i = 1, 2, . . . , n, (4)
where H(x[i]) = 1 −
√
1 − 2Lf (x[i]).
Proof. It is based on the deﬁnition of Mf,E(x), see [2] for more details. 
If we write
G(x[i]) = (x[i] − x[i+1])f
′′(x[i])
f ′(x[i])
− 1, (5)
then condition (4) may now be written as
G(x[i]) +
√
1 − 2Lf (x[i]) = 0. (6)
Since we are assuming that the complex square root function is the usual analytic branch, Eq. (6) is equivalent to
f (x[i]) = f
′(x[i])2
f ′′(x[i])
(
1 − G(x[i])2
2
)
, (7)
assuming that Re(G(x[i])< 0, that is,
Re
(
(x[i] − x[i+1])f ′′(x[i])
f ′(x[i])
)
< 1. (8)
Theorem 2. Let ={x1, x2, . . . , xn} be a given set of n2 distinct complex numbers. Then there exists a polynomial
f (x) of degree less than or equal to 3n − 1 for which  is a periodic orbit for Mf,E(x). Furthermore, if
f ′′′(xi) = f ′(xi)Lf (xi)f
′′(xi)/f (xi) − (f ′′(xi)/f ′(xi))2(1 + 2Lf (xi))
3Lf (xi) − H(xi) , (9)
for some i = 1, . . . , n, then  is a super-attracting periodic orbit for Mf,E(x).
Proof. Let y1, y2, . . . , yn be a set of n non-zero complex numbers, and let z1, z2, . . . , zn be another set of non-zero
complex numbers such that (see (8))
Re
(
(xi − xi+1)zi
yi
)
< 1.
Assume that there exists a polynomial f (x) such that, for i = 1, 2, . . . , n, we have
f (xi) = wi ,
f ′(xi) = yi ,
f ′′(xi) = zi ,
where
wi = y
2
i
zi
(
1 − G(xi)2
2
)
. (10)
According to Theorem 1 and Eq. (7), the set = {x1, x2, . . . , xn} is a periodic orbit of period n of Mf,E(x).
To show that such a polynomial exists we can use the Hermite interpolation procedure, see [2] for more details.
Finally, from (9) we deduce that M ′f,E(xi) = 0 and in particular that the orbit is super-attracting. 
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Theorem 3. Let n2 be an integer. Then there exists a polynomial f (x) of degree less than or equal to 3n for which
the iterative method Mf,E(x) has a super-attracting periodic orbit of period n.
Proof. Adding one extra term to the polynomial of Theorem 2 we can verify Eq. (9). We have to consider yi and zi
such that 3Lf (xi) − H(xi) = 0. This condition is veriﬁed if G(xi) /∈ { 13 ,−1}. See [2] for more details. 
Remark 1. Using the proof of the theorems we can obtain explicit examples of polynomials with super-attracting
periodic orbits. For instance the polynomial
f (x) = −6 + x + x2 − 12 x3 + 58 x4 − 58 x5 + 532 x6
has = {0, 2} as a super-attracting periodic orbit.
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