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INTRODUCTION 
The study of geodesics in space-time ~s essential to a compre-
hensive understanding of the physics of the field. Global properties, 
e.g. the singularity structure and completeness of space-time, can be 
related to the geodesic properties, thus it is through the solutions 
of the geodesic equation of motion that many of the global properties 
of space-time can be obtained in an easily interpretable form . How-
ever, it is usually very difficult to integrate the geodesic equations 
for the particle motion in the presence of a gravitational field. 
Solutions to the Einstein field equation are difficult to obtain. 
However, many exact solutions have been found for space-times having 
high symmetry properties. In 1963 Kerr discovered a metric that is 
stationary, axi-symmetric and has two Killing vectors, one timelike and 
one spacelike. The space-time is asymptotically flat and is of Petrov 
type D. The Kerr solutions are the only known family of exterior exact 
solutions that could represent the field outside a rotating massive 
source. In its earliest forms the solution appeared to have singula-
rities at r = a cos e and r+ = m±/m2-a2 where m represents the mass of o _ 
the body and 'a' the angular momentum of the rotating body and r was 
interpreted as the radius in polar coordinates. In order to determine 
whether these singularities are real (physical) or coordinate (geome-
tric) singularities, one has to investigate the solutions further by 
coordinate extension and or the solving the geodesic equations. In 
1968 Carter found that the Hamilton-Jacobi equation for the geodesics 
in the Kerr metric separates in a special coordinate system and thus 
the geodesic equations could be solved. At the same time he produced 
solutions for the coordinate extension through which the geodesics 
2. 
could be continued. This shows that the singularities at r± were 
coordinate singularities and not physical ones. 
In the wake of the discovery, the use of the separability con-
dition of the Hamilton-Jacobi equation in related topics and other 
fields of study (e.g. astrophysical calculations and quantum mechanics) 
revived. Finally, in 1977 Collinson and Fugere presented the solu-
tions of the complete set of Einstein's vacuum equation which have 
separable Hamilton-Jacobi equations. 
, 
In this thesis we will demonstrate the method for integrating 
the geodesic equation. Also we will set up general forms for the 
geodesic equations in the integrated form and general forms for the 
first integrals in each of the four canonical cases of the generalised 
Carter metric. Further, the standard form of solution of the types 
of differential equation that are given by the equations of motion are 
given in detail. 
Although Collinson and Fugere [1977] have proved necessary and 
sufficient conditions for a space-time which is a solution to the Ein-
stein field in vacuo to have a separable Hamiiton-Jacobi equation, 
further they have given a full set of solutions to the equation, we 
have based our work on the separability conditions as presented by 
Carter since these conditions give insight into the geometry and physics 
of the solutions. In some sense the work of Collinson and Fugere com-
pletes the treatment of the separable space-times. However, a com-
plete geometrical and physical explanation of the role of separabi l ity 
has not yet been given so it was felt worthwhile to rework the path 
followed by Carter where an attempt has been made to tie the separabi-
lity into the space-time structure. In addition, this thesis indicates 
3. 
that further work on the separability conditions in more general space-
times is needed. 
In Chapter 1 we set up the space-time structure required . We 
introduce the Grassman algebra on which the exterior algebra is based. 
This enables us to define the exterior differentiation and the exte-
rior calculus is presented and Cartan's equations of structure are derived. 
In Chapter 2 we formulate the Hamilton-Jacobi theory, due to 
Rund, in the context of general relativity theory . In Chapter 3 we 
present a simple example of how the Hamilton-Jacobi theory may be used 
to integrate the geodesic equations. 
Chapter 4 brings us to the derivation of the general Carter 
metric. The symmetry and separability conditions, under which the 
Hamilton-Jacobi equation separates, are discussed and interpreted . 
General forms of the separable Carter metric are given at the end of 
the chapter. 
Finally, in Chapter 5 we integrate the four canonical cases of 
the general Carter metric and give the geodesic equations in their 
general form. The method is explicit and easy to follow. 
In the body of the thesis equations are labelled by three num-
bers; the chapter number, section number and equation number in that 
section. When referring to an equation only the last two numbers are 
used if the equation is in the same chapter. References are according 
to the Havard system and are listed alphabetically by name and year 
of publication. 
CHAPTER J 
THE SPACE-TIME STRUCTURE AND DIFFERENTIAL GEOMETRY 
J.l SPACE-TIME STRUCTURE 
Space-time is the set of all events. The mathematical model 
for space-time which will be used, is the pair (M,g), where M is a four-
dimensional, connected, Hausdorff, differentiable manifold of class COO 
and g is a class C2 Lorentz metric of positive signature +2 on M. 
This structure allows differentiable functions of classes up to 
00 
and including C to be defined on M. In the coordinate chart (U,~) 
on M denote the local coordinates in a neighbourhood U by {x~}, 
~ = 1,2,3,4. At each point p of M coordinate transformation between 
two sets of local coordinates, in the intersection of the charts (U,~) 
and (U' ,~'. ), {x~} and {x~'} around p is given by, 
~' ax~' ~ 
x = -- X (~,).l' 
ax~ 
11' 
where I~I f O. 
ax~ 
1 ) 1,2,3,4) ••• (1.1.1) 
For further details on the space-time structure see Trautman 
(1964) or Hawking & Ellis (1973). 
1.2 TANGENT VECTORS AND VECTOR FIELDS 
00 
Let D be the set of all real valued C functions defined on H. 
Consider any point p of M. A tangent vector u to M at p is defined p 
as a linear mapping of D to the real line R which obeys the Leibnitz 
I) The Einstein summation convention will be used throughout this 
thesis unless otherwise specified. The Greek indices will take 
the values 1, 2, 3, 4 unless otherwise specified 
rule. 
(i) 
(ii) 
5. 
That is, for any pair of functions f, g E D we have that 
u (f+g) ; u (f) + u (g) 
P P P 
u (fg) p ; U (f)g(p) + f(p)u (g) p p •.. (1.2.1) 
The set of all tangent vectors to M at p forms a vector space 
T over R, Le. for any pair of tangent vectors u ,v. to H at p, p p p 
m, Il E R, 
(mu + nv )(f) ; (mu )(f) +(nv )(f) p p p p 
; m(u f) + n(v f) 
p P ••• (1.2.2) 
The vector space T is called the tangent space to M at p. p 
Let {x~}, ~ ; 1,2,3,4 be the local coordinates in a neighbour-
'" hood U of p then there exists a C real valued function f from M to R 
and a function F from Rn to R such that 
f(q) ; F(x'(q), x2(q), X3(q), x"(q)) ••• (1.2.3) 
for all q in U, and then from the definition of the tangent vector it 
follows that the operation of the tangent vector u on F is p 
u [F(x1(p), ••• , x"(p))); ~ (2!.....)(p)u (x~) • • • . (1.2.4) 
P ~;l ax~ p 
This shows that a tangent vector can be represented as a differential 
operator. In particular the mappings e~ (~ ; 1,2,3,4) defined by 
(2!.....) (p) 
ax~ 
..• (1.2.5) 
satisfy the definition of a tangent vector at p and will be shown to 
form a linearly independent basis of T . 
P 
Suppose u is an arbitrary tangent vector at p in a coordinate p 
patch (U,~) of M. Define the real numbers 
•.. (1.2.6) 
, . 
. , . 
6. 
From (2.4) it follows that, 
u (0 = p using (2.5) and (2.6) 
••• (J.2.7) 
Since f is arbitrary it follows that, for any tangent vector u , 
p 
u p • 
••. (1.2.8) 
Thus any vector can be expressed as a linear combination of the ell. 
In order to complete the proof that the {e,,} form a basis for Tall 
.. . p 
that is required is to show that they are linearly independent. 
then, 
Assume that there exist real numbers mil, not all zero, such that 
V 
m ••• (J.2.9) 
where oV denotes the kronecker delta. Thus all the mV are zero, con-
Il 
trary to the assumption, and hence the linearly independence condition 
is proved. 
Thus {e } forms a linearly independent basis of the vector space 
Il 
T. We call such a basis a natural basis since it has an essential p 
property that for any pair of vectors in the basis, 
e e 
Il V 
••• (J.2.]O) 
In the Lie bracket notation, equation (2.]0) implies that 
[e , e ] := e e - e e = 0 • 
Il V IlV VIl 
• .• (J.2.11) 
This, however, is not true for a general basis since, in general, 
for an arbitrary basis {E.} (i,j,k = 1,2,3,4) it can be shown that 
~ 
7. 
k [E .• E.J = Q .. Ek " 0 1 J 1 J 
where Q. k . is called the object of anholonomity. 
1 J 
easily obtained as follows: 
Consider a real valued function fED. 
in (2.11 ) gives, 
[E., E.](f) 
1 J 
= E. (E. (f)) - E. (E. (f)) 
1 J J 1 
... (1.2.12) 
k The form of Q. . is 
1 J 
The Lie bracket defined 
•• , (1.2 . 13) 
since {E. } and {E.} are general bases, we may write 
1 J 
a a a E. = e.E e. 
1 1 a 1 
ax
a 
... (1.2.14) 
and 
E. 6 13 a (by (2 . 5)) = e}i3 = e. -13 J J ax 
••• (1.2.15) 
in which each vector E. of the new basis is expressed in terms of its 
1 
compon~nts in the natural basis. It follows from (2.13) that 
by changing of dummy suffices a + 13. 
or, 
k fl Q .. e
k 1 J 
ae~ 
a 1 (e. --
1 axa 
k [E .• E.] (f) = Q . • Ek(f) , 
1 J 1 J 
from which (2.12) follows. 
... (1.2.16) 
M at p . 
8. 
Let T be a tangent vector space to the differentiable manifold p 
A vector field u over M is defined as an assignment of a tan-
gent vector u ETta each point p of M. p p 
Suppose fED and u is a vector field on M, then u(f) is a real 
valued function on M defined by 
u[f(p)] = u (f) E R p •.. (1.2.17) 
In general , u(f) will not be differentiable and hence does not belong 
to D. . '" However, if u(f) E D for all fED then u 1S called a C dif-
ferentiable vector field on M. The set of all differentiable vector 
fields on M will be denoted by X = X (M) . 
1.3 THE DUAL SPACE TO THE TANGENT SPACE 
The du a l space T'~ to the tangent space T is called the cotangent p p 
space to Ii at p <lnd the elements of T* are called differential forms p 
or covectors. In particular a differential form at p is a linear 
mapping of the elements of T to R. p Thus if w is a differential p 
form at p, u , vET, m, n E R, then by definition, p p p 
w (mu + nv ) = row (u ) + ow (v ) E R p p p pp pp • .. (1.3 . 1) 
A field of differential forms w is defined to be an assignment 
of a form w E r~ to each point p E M. 
P P 
If u is a vector field on M 
and w a form field on M then w(u) can be regarded as a real valued 
func tion on M, defined by 
'If p E 11 
. . • (1 . 3.2) 
'" If w(u) E D for all u E X then w 1S said to be a C differentiable 
form field on H and the set of all differentiable form fields on M 
wi 11 be denoted by x'~ (M) . 
9. 
1.4 TENSORS 
Let T be an N-dimensional vector space with dual space T' and 
let {e~} and { e~} be their respective bases. r+s . Form the N -d1men-
sional vector space by taking the tensor product (Trautman 1964, p.83). 
T ® T ® ••• ® T ® Tt , ® T* ® ••• ® T* • .• (1.4.1) 
r factors s factors 
whi ch shall be denoted by T(r). Then any X E T(r) ~s a real valued s s .... , 
multilinear function on the Cartesian product space, 
T'XT1,x xT*xTx ••• x T. 
r factors s factors 
Any X E T(r) can be written in the form 
s 
where j ... j 
1 S 
e. . 
1. .... 1. 
1 r 
e. 
1 
1 
j ... j 
1 S 
® ... ® e . 
1 
r 
are the basis elements of T(r) (Trautman 1964, p.84). 
s 
...(1.4.2) 
••. (1.4.3) 
A tensor 
X E T(r) is said to be of contravariant valence r and covariant valence 
s 
S, or an (r,s) tensor. Thus T(:) is the tensor space of all (r,s) 
tensors . Elements of Tare (1,0) tensors and elements of T' are 
(0,1) tensors. A real number will be defined to be an (0,0) tensor. 
Linear transformations of {e } and {e~} induce transformations 
~ 
in the bases elements of the tensor space and hence in the component 
of elements of T(r). If 
. s 
., . , 
J ••• J i i 
e. , . , 
1. .' . 1. 
1 S 1 r 
=A., ... A., 
1 1 
then, 
., • 1 
1. ••• 1. 
1 r 
1 r X .,. 
J .•• J 
1 S 
1 r 
f ollows from the definitions. 
e. . 
i ... i 
X 1 r 
1. ••• 1. 
1 r 
j ... j 
1 S 
j ... j 
1 S 
... ( 1.4.4) 
... (1.4.5) 
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Two tensors of the same type - (type Cr,s), say) - can be added 
to give another tensor of the same type but tensors of different types 
cannot be added as they belong to different vector spaces. The com-
ponents of the sum of two tensors is just the sum of the respective 
components. 
Any (r,s) tensor can be multiplied by a real number to yield a 
Cr,s) tensor; the real number simply multiplies the components of a 
tensor. 
The product of X Can (r,s) tensor) and Y (a (p,q) tensor) is 
the (r+p,s+q) tensor, X ® Y, the components of which are given by 
i ~ .. i 
Z 1 r+p. . 
J ••• J + 1 S q 
i ... i i ... i+ 
X l r Y r+, r p ( 4 6) 
.. J' J' ••• 1.. 
J 1···J s S+l"'S+q 
An operation known as contraction can be performed on any (r,s) 
tensor where r,s ~ I. Contraction of a tensor reduces it from type 
(r,s) to type (r-I,s-I) and is performed by simply identifying one of 
the contravariant indices with one of the covariant indices and sum-
ming over this pair of repeated indices according to the summation 
convention. 
If X(u*,v*) = X(v*,u*) with X E T(~) ••• (1.4.7) 
for all u'~, v* E T, then X is a symmetric (2,0) tensor. Similarly, if 
x (u* , v*) = -X (v* , u* ) .•. (1. 4 . 8 ) 
for all u"', V" E T, then X is a skew-symmetric (2,0) tensor. If the 
basis vectors 
u", = e P, v"'; 
are used t then 
V 
e 
••. (1.4.9) 
11. 
for the symmetric cas e , and 
•. . (1.4.10) 
for the skew-symmetric case . 
th th An (r,O) tensor, r ~ 2, is symmetric in the p and q places if 
x (u" .•• u'~ .• • u * • .• u;' ) = X (u* ••• u* ••• u* ••. u" ) 
1 P q VI q P v 
. "* ~ .. for all u ... u 
1 v 
E T'~ . The corresponding definition of skew symmetry 
is obvious. 
A complete ly symmetric (skew-symmetric) tensor is one which ~s 
symmetric (Skew-symmetric) i n all pairs of indices. Such tensors 
must be either entirely covariant or entirely contravariant. 
The metric tensor field g of the space-time is a class C' sym-
me tric (0,2) tensor field . With respect to the natural basis {e
v
}' 
the components of g are 
••• (1.4.1J) 
as the me.tric g . is required to be of signature +2 in a four dimensional 
space and it defines a unique "length" to a vector Xp ' p E Io!, by 
I X I = +/g (X ,X ) , p p p p ••• (1.4.12) 
the model of space-time has a pseudo Riemannian geometric structure, 
and thus the "length" of a vector may be 0, >0, or <0. 
As singularlY structures are not to be considered in th i s thesis, 
the metric will be assumed to be non-degenerate throughout H. This 
means that the matrix of components of g, defined by (4 . 1J) is non-
singular and thus a unique inverse matrix gVV such that 
• •• (1.4.13) 
exists . In this way a unique symmetric dual tensor field g is defined. 
12. 
The dual tensor field is of type (2,0). The tensor fields g and its 
dual are non-degenerate and may be used to give a unique isomorphism 
between covariant and contravariant indices. In this way tensor in-
dices may be raised or lowered, i.e. g E T(~) can be used to map 
u E T(~) to v E T(~::) and g E T(~) can be used to map w E T(~) to 
z E T(r+I). The mappings are unique and uniquely invertible and thus s-1 -
the raising or lowering of indices may be regarded as merely changing 
the representation of the same geometric object. 
1.5 GRASSMAN ALGEBRA 
Let T be a vector space over R on which a multiplication process 
is defined such that the product of any two elements in T is also an 
element of T. Consider a, b, c, • •• elements of T and denote the 
vector multiplication by @ so that a @ bET, for all a, bET. Then 
T is called an algebra over R if the following properties hold 
(i) a @ (b@c) (a@b) @ c (associative) 
(ii) a @ (b+cl ~ a @ b + a @ c 
distributive 
(a+b) @ c ~ a @ c + b @ c 
(iii) a(b@c) ~ ab @ c ~ b @ ac where a E R 
If a @ b ~ b @ a then T is said to be a commutative algebra. 
ral the algebra will not be commutative, so a @ b ! b @ a. 
We shall now define the exterior or Gr.assman algebra. 
In gene-
Let T 
P 
and T be two vector spaces of dimension Nand N respectively. The q p q 
• direct slim of T and T (denoted by T + T ) is defined to be the vec-p q . p q 
tllr space tlf di.mension N + N . 
P 4 
• Elements of T + T are the set of p q 
all ord~red pairs of vectors (u ,U ) where u E T and u E T 
P q P P qq 
13 . 
. 
Addition and multiplication by a real number in T + Tare p q 
defined by 
(u .ll ) + (v .v ) = (u +v • u +v ) pq pq ppqq ... (1.5.1) 
m(u .ll ) = (mu mll). mER p q p' q ... (1.5.2) 
Let {elJ} and {e) (lJ = 1, ... ,N , \I I •.••• N) be bases of T p q p 
and T respectively. Then the set of N + N elements (e .0). (O.e
v
) q p q lJ 
basis of T • the direct sum can be form a + T • The concept of ext en-p q 
ded without difficulty to arbitrary many vector spaces if the so-called 
weak direct sum of vector spaces is used. This process avoids the 
problems of convergence and divergence associated with infinite se-
quences. The weak direct sum of an infinite number of vector spaces 
is an infinite dimensional vector space consisting of ordered multi-
plets (u .u •••. ) where only a finite number of the components u's 
1 2 
are non-zero. According to the definition any element of the weak 
direct sum of vector spaces can be expressed in the form 
(u .u . .. . ) = (u .0, ... ) + (O.ti ,0 ... . ) + (O,O.u .0 ... . ) + etc. 
1 2 1 2 3 
... (1 . 5.3) 
where there are only a finite number of terms on the right hand side. 
Consider an N-dimensional vector space T and the dual space 1"" 
and all the possible tensor product spaces and form the weak direct 
sum A(T) defined by 
A(T) = R ~ T ~ T'" ~ T®T + T®T" + T*®T + T"'®T'~ + T®T®T + ... (1.5.4) 
The mUltiplication process in A(T) is the tensor product. Thus A(T) 
is a tensor algebra of the vector space T over R. 
The algebra A(T) has important subalgebras of skew-symmetric 
contravariant or covariant tensors which are defined by 
14. 
.. . . 
A(T) = R + T + [TIgIT] + [T®T®T] + ... (1.5 . 5) 
and 
••. (1.5.6) 
These are the exterior or Grassman algebras of T and T* respectively. 
The multiplication is performed by calculating the tensor pro-
duct and then taking the skew-symmetric part of the result. 
Ut T be an N-dimensional vector space consisting of (1,0) ten-
Bors, u, v, .. .. , w. The exterior product in T is defined by 
!(u®V - v0J) = -v u A ' ... (1.5 . 7) 
which belongs to [T®T] since it is a linear combination of elements of 
It is therefore a member of A(T). 
fies the following conditions. 
(i) 
(ii) 
(iii) 
or 
u u = 0 
A 
u (v+w) 
A 
If {e } 
>J 
u v 
II 
is a basis of T 
= Hu>Jv\le ®e -
>J \I 
mER 
then equation 
v>Ju \I e ®e ) 
>J \I 
The exterior product sat is-
.. . (l.5.8) 
(5.7) can be written as 
.. . (1.5.9) 
. .. ( 1. 5.10) 
since the cases ~ = \I are all zero according to (5 . 8(i)) . Hence, 
15. 
u"v = l l(ullvVe e + uVvlle lIe ) 
Il<V ll" v v II 
l L (ullv v - uVvll)e e 
Il<V Il"V 
... (1.5.11) 
and we write 
u"v XllVe e ll" V ... (1.5.12) 
where 
XllV ::::: ullvV - uVvll =: -X \!\l • ... (1.5.13) 
The set {ell"ev,ll<v} is a linearly independent set and it forms 
a basis of the subspace [~J consisting of all skew-symmetric (2,0) 
tensors. This space is denoted by ,,2(T). r The extension to " (T), 
called the spaces of r-vectors can be made very easily. 
" r 1* From the dual space T" we can construct the space" ( "). This 
space is the subspace of r' ® ... ® T* (r times) which consists of all 
skew-symmetric (O,r) tangent tensors. Any differentiable element 
w E fIr (T") is called an r-form and is written in the natural basis as 
~ i 
w dx 1 d r w. . " •.•• " X 1 · ••• 1 .•• (1.5.14) 
1 r 
where w, ,are real-valued differentiable functions. Thus an r-
1 ••• ~ 
1 r 
form is an assignment of a differentiable skew-symmetric (O,r) tensor 
to each point p E M. The set of all r-forms on M is denoted by Fr(M). 
1.6 EXTERIOR DIFFERENTIATION 
We put Fa = FO(M) = D and form the weak direct sum 
F = Fa +. F 1 +- 2· • r F + ... + F ... (1.6 . 1) 
r 
where F denotes the r-forms on M. In this way F assigns the exterior 
or Grassman algebra "(T") to each p E M. 
P 
Note that with the exterior 
product F is an algebra over R but not over the set of (0,0) tensor 
16. 
fields on M, D, as Fr are vector spaces (of infinite dimension) over 
R but not over D. 
We denote exterior differentiation by d and the operator is de-
fined to satisfy the following conditions, 
(i) d is an R-linear mapping of F into itself with the property 
that d(Fr ) E Fr + 1 , i.e. if w, n E Fr , m, n E R, then 
d(mW+nn) = mdw + ndn E Fr + 1 ••• (1.6.2) 
(ii) For any function f E FO , df is the total differential as de-
fined by 
df (u ) = u (f) p p p 
(iii} If W E Fr , n E FS, then 
d(wAn) = dwAn + (-l)rwAdn 
(iv) d2 = 0 
••• (1.6.3) 
••• (1.6.4) 
••. (1.6.5) 
The existence and uniqueness of the operator d which satisfies 
the conditions (6.4 (i), (ii), (iii) and (iv» is shown in Flanders 
(1963, pp.20-22). 
X E FP and Y E Fq , 
To illustrate the method, we will show that for 
••• (1.6.6) 
is consistent with condition (iii). Assume (6.6) holds, then 
17. 
Now assume, 
= dX Y + (-J)PX dY 
/I /I 
using (6 . 6) 
1.7 CARTAN'S STRUCTURE EQUATIONS 
In the space-time (M,g) consider a coordinate neighbourhood U 
in which there exists a set of four linearly independent differentiable 
vector fields {e.}, i = 1,2,3,4 which forms an orthonormal basis at 
1 
each point p E U. In general the vector fields will not correspond 
to a natural basis but will rather form an anholonomic system 
[Schouten J 954J • For the conditions under which such a tetrad basis 
exists in a space-time, see Geroch (I968) and Wolf (I972) . 
From the definition of the tetrad it follows that at each point p, 
g e~e':' = T) •• 
lJ\! 1 J 1J 
• •• {1.7.I) 
where g , elf , \! are the components of the various quantities in the e. , 
lJ\! 1 J 
coordinate neighbourhood U and T) •• is the Minkowski metric, i . e. 
1J 
-j 0 0 0 
0 j 0 0 
• •• {1.7.2) T) •• 
1J 0 0 J 0 
0 0 0 
For an arbitrary small displacement dP of po i nt p in U, we write 
i dP = W e. 
1 
• . • {1.7.3) 
i 1 
where w are differential one forms defined on U and wand e . are 
1 
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evaluated at p. The senSe in which (7.3) is to be understood is simi-
lar to that of the metric which, in this case, would be 
The {wi} form an orthonormal basis for the l-forms [Flanders 1963, p.128). 
The equation (7.3) is the Cartan first equation of structure. 
For the second equation of structure we consider the change in 
the {e.(P)} as a result of the displacement and write, 
~ 
de . 
~ 
j W.e. 
~ J 
where w~ and e. are evaluated at p and 
1. J w~ are one forms. 1. 
••• (1.7.4) 
The equations 
j (7.4) do not fix the w .• 
1. 
The following two conditions will be shown 
to determine the one forms {w~} uniquely; 
1. 
where (d e.)Cl 
1. 
(ii) d(dP) = 0 
j Cl 
to. e., and 
1. J 
From (7.6) it follows that 
dw i = e. 
-w 
1. 
= (dwj - i w 
i J 
"w.e. ~ J 
w~)e . 
,,1. J 
••• (1.7.5) 
••• (1.7.6) 
where we have changed the dummy suffixes i to J in the first term. 
lIencc .• 
= w~ w~ 
" 1. 
since the e. are independent. 
J 
.•. (1.7.7) 
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i Before completing the proof of the uniqueness of the {w.} re-
J 
stricted by conditions (i) and (ii) it is necessary to introduce some 
new quantities and prove two lemmas. 
The {wh 
~ 
are a set of one forms and therefore we may find quan-
tities i fjk such that 
..• (1.7.8) 
since the {wi} are a basis for · the I-forms on U. 
are affine connection coefficients. We define 
.•• (1.7.9) 
then it follows from (7.5) that 
and hence 
wik + wki = 0 ••• (1.7.10) 
The dwi are 2-forms and therefore can be expressed in terms of the 2-
form basis {wi~wj} by introducing the quantities {Y~k} with, 
••. (1.7.11) 
••• (1.7.12) 
i The {Yjk} defined this way are shown by Israel [1970, p.13] to be the 
Ricci rotation coefficient for the tetrad field defined by the {e . }. 
~ 
Since the {wi} are known the Y~k are completely determined by (7.11) 
J 
and (7.12). 
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Lemma 1. The conditions (i) w~ i 0 and (ii) dwi wj wi + w. = = 1 J 
" j 
are equivalent to 
r J + r . i 0 •.• (1.7.13) = i k J k 
and 
i i i 
••• (1.7.14) r. r k j = Yjk J k 
Proof. From 
---
w~ i 0 + w. = 1 J 
and the definition (7.8) , we have 
r. J k r . i k 0, kW + kW = 1 J 
the {wk} form a basis for the I-forms and are linearly independent and 
therefore 
r j +r1 =0 i k j k 
From (7.7) and (7.11) it follows that 
so that 
and hence 
i i k 
y.kw w 
J " 
i i k 
= w "rj kW 
i i . . k 
[y jk - (r jk - r\j)lw\w · 0 
r i r i j k - k j 
i 
= Y jk 
. k 
because the {wJ"w } are independent. 
Lemma 2. Given functions yijk with 
i i 
Y jk + Y kj = 0 , 
••• (1.7.15) 
••. (1.7.16) 
. •• (I.7.17) 
the system of linear equations 
f j + f i i k j k 
has a unique solution 
= 0 
i 
= Y jk 
21. 
••• (1.7.18) 
Proof. Suppose f i
j
k is any solution, then we can derive, 
f. j -f. ~ = 
~ k J k 
-f i i = j - Y k jk 
k i f . = 
- Y jk ~ j 
f . k = + 
J i 
-f j k i 
= -f j 
i k 
Y 
+ 
k i 
ij - Y jk 
k i 
Y - Y ij jk 
j k i 
Y ki + Y ij - Y jk 
which gives, on taking -f i
J
k to the left hand side, 
k j i 
= Y ij - Y ki - Y jk 
We may now state: 
•.• (1.7.19) 
Theorem 1. Given a basis WI, ••• , wn of I-forms there exists one and 
only one solution set w~ of one forms that satisfy the equations 
~ 
j i 0 . • • (1.7.20) w· + w· = ~ J 
dwi J i •.• (1.7.21) = w /lw 
Proof. In Lemma I it is shown that conditions (i) and (H) in the forms 
(7 . 7) and (7.10) are equivalent to the conditions (7.13) and (7.14). 
22. 
i Thus by Lemma 2, conditions (i) and (ii) imposed on w. yield a unique 
J 
set of functions {r1jk} and hence via the definitions (7.8) a unique 
set of I-forms {W~}. 
1 
The Cartan equations of structure are (7.2), (7.4) and (7.10) 
with the integrability conditions (7.7). We investigate further in-
tegrabi1ity conditions by finding the second derivative of equation (7 . 4). 
d(d e.} = d(J.e.) 
1 1 J 
j 
wJ d = dW.e. - e . 1 J il\ J 
. ' 
= dw~e . j k' 1 J - wil\wjek 
k j k 
•.• (1.7.22) = (dw. - wil\wj }ek 1 
... ,~ . 
where we have changed dummy suff~es j to k 1n the first term. We 
define the two forms, 
. k . k 
aJ .- ~ " - wJ W • • - uw . ill" 
1 1 J 
.-. 
••. (1.7.23) 
which will be called the curvature 2-forms of the manifold. In terms 
of the basis {wi} we may write 
... (I. 7 . 24) 
j 
where Ri kt is called the Riemann curvature tensor which has the fol-
lowing properties [Flanders 1963,'p.J31). 
; j 
.•. (1.7.25) R" + Ri R.k = 0 i kt 
-' 
J i 0 ..• (I. 7.26) Ri kt + Rj kt = 
J 
Ri kR. = 
t ~ ij ••• (1.7.27) 
j In Flanders (1963) it is shown that Ri kt is the Riemann curva-
ture tensor associated with the metric. A further integrability 
23. 
condition is obtained by exterior differentiation of dwi 
'tience, 
i j i a ; d(dw ) ; dew "w.) 
J 
; dw
j "w~ -
k j i 
; w 
"wk/lwj 
j i 
w " dWj 
. k k i 
- w
J
,,(8 i + w."w.) 1. J 
If (7.24) is taken into account then (7.28) implies 
which is equivalent to the condition 
... (1.7.28) 
... (1.7.29) 
CHAPTER 2 
T~ _ HAMILTON-JACOBI THEORY IN GENERAL RELATIVITY 
2.1 INTRODUCTION 
In terms of Einstein's theory of General Relativity the gravita-
tional field is described by the pseudo-Riemannian geometry of space-
time. The field equations for the metric g which determined the geo-
metry, are 
R -!g R = K T )N )lV )lV 
where K is a constant, 
R )lV = p \ vp , 
••• (2.1.1) 
••• (2.1.2) 
••• (2. 1.3) 
and T)lV is the energy momentum tensor of the matter and or fields other 
than gravitation. Further it is assumed that the motions of particles 
in a gravitational field are geodesics of the corresponding space-time. 
The study of geodesics is important in that many of the global 
properties of space-time can be derived since they follow from the geo-
desic properties, e.g. completeness. The physical consequences of 
global properties also become easier to understand. For examp Ie, if 
the motion of the particle is described by an incomplete geodesic then -
it would imply that a particle reaches some sort of "edge" in space-
time. This aspect will not be followed up here (for details see Hawking 
and Ellis 1973). 
The equati-ons of motion of particles in gravitation fields are 
usually written as 
o , .•• (2. 1.4) 
25. 
in General Relativity, where. A is an affine parameter and r V are the ).l p 
Christoffel symbols of the space-time, defined as 
... (2 . 1.5) 
where we have by definition 
og 0 g • _ ).l 
).lO,p .- oxp ••• (2.1.6) 
Alternatively, these geodesic equations can be approached via the cal-
culus of variations because they are the Euler-Lagrange equations for 
a suitable Lagrangian to be defined below. 
The purpose of presenting the equations of motion via the theory 
of the calculus of variations is that there are several advantages to 
be gained from this approach. Firstly, the ~quations are easier to 
derive and the calculations of the Christoffel symbols are avoided. 
In a four-dimensional space-time there are forty Christoffel symbols 
to be calculated. Secondly, there is already a well-developed inte-
gration theory for integration of the Euler-Lagrange equatio~ via, for 
instance, the Hamilton-Jacobi theory. Finally, the equations can be 
developed in a manifestly invariant form. 
More often than not the Euler-Lagrange equations themselves are 
the easiest to solve, however, in some cases in general relativity it 
turns out that the Hamilton-Jacobi equation is the easiest to solve. 
The Hamilton-Jacobi theory as presented here is based on that 
of Rund (1966) to Wllich the reader is referred when more details are 
required. The approach will not be via differential forms since forms 
do not lend themselves to a discussion of the Hamilton-Jacobi equation 
itself. The exterior calculus is used later where the field equations 
26. 
themselves are discussed in more detail. 
2.2 THE LAGRAl~GIAN FORMALISM 
According to Rund (1966) the Lagrangian which describes a par-
tic le in a gravitational field is 
-lJ..'V L2 := g x x , 
).1\1 
').J dx).l 
where x = dT ' T being any arbitrary parameter. 
••• (2.2 . 1) 
The Lagrangian func-
tion is defined as a square in order to preserve the homogeneity pro-
perties and hence invariance of the theory so that the equations are 
invariant for any choice of the parameter T. The components of the 
canonical momentum are defined by 
... (2.2.2) 
The metric is non-singular and therefore (2.2) may be solved 
to give 
... (2.2.3) 
and it follows that 
... (2.2.4) 
Rund defines the Hamiltonian function as 
... (2.2.5) 
from which, together with (2.4) it follows that, 
H2 = L 2 • • •. (2.2.6) 
Thus, there exists a reciprocal symmetry between the Lagrangian and 
the Hamiltonian. Note, however, that the Hamiltonian is a function 
of the x).l CLnd y).l' H(x).l, Y]J)' and the Lagrangian is a function of the 
27. 
x~ and x~, L(x~, x~). In view of the definition of H2 as given by 
(2.5) we stipulate that the signs of Land H must coincide. The 
parameter is no longer arbitrary because it implies that 
"[ = s. ... (2.2.7) 
Thus, 
H = L = ±I, ... (2.2.8) 
or more explicitly, 
H(x~. y~) = L(x~, ljJ~(x,y» ••• (2.2.9) 
The inherent symmetry between the Lagrangian and Hamiltonian formalism 
of the homogeneous theory is best observed if the parameter is left 
arbitrary, since the homogeneity properties of the formalism will be 
destroyed and errors can also occur when partial derivatives are taken 
of the functions. 
2.3 THE HAMILTON-JACOBI EQUATION 
Let a one parameter family of hypersurfaces, which cover the 
region U of M simply, be represented by 
... (2.3.1) 
where E denotes the parameter of the family . Let the congruence of 
curves, which are transversal to the family of hypersurfaces, be deter-
mined by 
as y = - • 
~ ax~ 
... (2.3.2) 
It is shown in Rund (1966) that the Hamilton-Jacobi equation is 
given by 
H(x~ , ~) = 
ax~ ±I • 
.. . (2.3.3) 
If a solution S can be found to the Hamilton-Jacobi equation then a 
28. 
field y~(x~) is determined via (2.2) and hence via the equations (2.3) 
a field ~~ of tangent vectors to the geodesics are determined. It is 
shown in Rund (1966, p.26) that this vector field yields a field of 
first integrals of the Euler-Lagrange equations, 
... (2.3.4) 
After carrying out all the formal analysis we may, without loss of 
generality, choose T = s and also take 
••. (2.3.5) 
d h . dF 0 h E 1 . b' an ten, S1nce dS = ,t e u 'er-Lagrange equat10ns can e wr1tten as 
... (2.3.6) 
where 
,x.)l _ dxll 
-d'S and ... (2.3.7) 
For details see Matravers (1972). 
Since the null geodesics can be shown to satisfy analogpus 
equations to those above [Hatravers 19721 it follows that the equation 
~\! as as g -- = I- , ax~ ax\! 
1-=0,1,-1, ... (2.3.8) 
holds for geodesics in the region U in space-time. The value of I-
depends on whether the geodesic is null, spacelike or timelike. The 
,equations 0 . 6), (3.8) together with (3.2) and (3.7) can be regarded 
as the extension of the Hamilton-Jacobi theory into space-time. 
The justification for this approach is that since the geodesic 
equations in space-time are difficult to solve in general, we now have 
an indirect method of finding the solutions via the Hamilton-Jacobi 
29. 
equation. 
The most essential importance of this theory in general relati-
vity in recent times is brought to the fore by the separability of the 
Hamilton-Jacobi equation in the Kerr family of solutions of the Ein-
stein field equations [Carter 1968] and subsequently by others [Bardeen 
]972, Matravers 1972, 1976, Bonanos 1976J who have used it to suggest 
simple forms for the metric which give rise to integrable forms of the 
Einstein field equations. 
Other methods of integrating the same geodesic equations such as 
that of Walker and Penrose (1970) are less useful in leading directly 
to simple forms of the metric. However, this aspect has not yet been 
fully explored. Further, the Hamilton-Jacobi theory · offers some geo-
metric interpretations in that, according to the choice of A, the solu-
tions yield are parameter families of null, spacelike or timelike hyper-
surfaces which are transversal to the corresponding geodesics [~~travers 
]972]. 
Only limited classes of space-times will permit such structures 
because they imply the existence of congruences of null geodesics which 
are rotation free null congruences through the region [Pirani 1964J. 
CHAPTER 3 
THE CASE OF A SPHERICALLY SYMMETRIC 
VACUUM SPACE-TIME 
3.1 INTRODUCTION 
In order to illustrate the procedures which have been employed 
by Carter and others to the use of the separability of the Hamilton-
Jacobi equation in producing solutions to Einstein's field equations, 
a Spherically symmetric space-time in a vacuum will be treated here. 
Clearly no new results will emerge but the methods will be eXplained 
in this simple case without involving the complications of calculation 
which. arise in the cases to be discussed subsequently. The method is 
as follows. A· separable metric is postulated, the Einstein field 
equations 1n vacuo will be solved and then the Hamilton-Jacobi equa-
tion will be integrated. This case will be used as a reference where 
calculations and details are omitted in later sections. 
3.2 THE METRIC AND THE SOLUTION OF EINSTEIN'S FIELD 
EQUATIONS 
In order to demonstrate the detailed calculations involved in 
obtaining solutions to Einstein's field equations, using the exterior 
calculus, a general metric for a spherically symmetric mass source 1n 
vacuo will be considered. 
[Papapetrou 1974, p.66J, 
The line element has the general form, 
ds 2 = -f(r) 2dt 2 + ;2dr2 + r2(dS 2 + sin2Sdq,2) • ••• (3.1.1) 
This metric yields a trivially separable Hamilton-Jacobi equation. 
The calculations will provide a clear example of methods which 
will be discussed later of the use of orthonormal frames (tetrads) and 
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how the curvature tensor can be obtained. This simple case is used 
because even in this case, despite the simplifications, the calcula-
tions are somewhat long. As an indication of this time saving that 
results from using tetrads in this method, there are only four non-
zero connection forms w~ which have to be calculated in the space 
v 
defined by (J.I) as opposed to the nine non-zero Christoffel symbols 
in coordinate form and only six curvature forms e~v in contrast to the 
twenty independent components of the Riemann curvature tensor R o' 
~va>, 
Denote the covariant basis J-forms by wO , w', w2 and w3 so that 
with respect to the orthonormal tetrad basis the metric (1.1) may be 
written in the form, 
•.. (3.1.2) 
in which, 
0 f (r)dt (a) w 
w' £-ldr (b) 
... (3.1.3) 
w2 ~ r de (c) 
w3 ~ r sin8d<jl (d) • 
The exterior derivatives of the one-forms (1.3) (a), (b), (c) and (d) 
are 
where we 
dwo ~ df(r) dt + f(r)d.dt 
1\ 
~ ddf dr dt 
r 1\ 
(d.dt ~ 0) 
f' ~ df 
dw
' 
~ f'f- 2dr dr + 
1\ 
f-ld.dr 
~ 0 
have used the fact that 
dr dr 
1\ 
~ 0 and d.dr ~ 0 
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dw 2 = d[r dS] 
= drAdS 
= !wI w2 
r A 
dw 3 = d[r sinSdq,] 
sinSdrAdq, + r cosSdSAdq, 
= !wl w3 + cotS 2 3 
r A ----rw "U'J • 
So, 
dwo f'w l W 0 (a) = A 
dw l = 0 (b) 
••. (3.1.4) 
dw 2 = !wI w2 
r A (c) 
dw 3 = !wI w2 + cotS 2 3 (d) 
r A ----rw AW 
To obtain the connection forms w~v' the equations (1.4) have to 
be compared with the equations 
••• (3.1.5) 
derived in § 1. The solutions for w~v are uniquely defined if they 
satisfy equations (1.5) and 
w + w = 0 IN v~ , •• • (3.1.6) 
as was shown in Theorem I of Chapter 1.7. 
Consider equation (1.4)(a). According to (1.5) it must be of 
the form 
..• (3.1.7) 
From the first terms on the right hand sides of the equations (1.4)(a) 
and (1.7l a possible choice of WO could be 
I 
from which we have 
where the 
as 
and n to 
o 
W 
1 
= -w 
01 
= W 
10 
metric tensor naS 
raise them, 
33. 
= W1 , 
defined by (1.1) 
-I 0 0 0 -1 0 
0 0 0 
naS 0 1 naS = = 0 0 1 0 0 0 
0 0 0 1 0 0 
and 
n nS\! = 6\! • 
as a 
Equation (1.6) has been used in getting the 
If the choice (1. 8) is correct, then 
0 0 o • w = W 
2 3 
Equation (I .8) is consistent with (1. 4)(b), 
0 dw1 _w 1 00 
0/1 
_ w1 w2 
2/1 
- w1 w3 
311 
• •. (3.1.8) 
..• (3.1.9) 
is used to lower indices 
0 0 
0 0 
1 0 
0 1 
terms in (J .9). 
••• (3.1.10) 
.. • (3.1.11) 
if w1 = Awl and w1 = SW3 since WO WO m 0, and where A and B are to be 
2 3 /I 
determined. Equation (1.4)(c) with 
. .• (3.1.12) 
suggests 
••. (3.1.13) 
Similarly 
••. (3.1.14) 
suggests 
•.. (3.1.15) 
34. 
from which it follows that B = -1 -r f and (L14 ) is satisfied if 
w2 =_~3 ... (3.J.16) 3 r 
We have then 
0 WI f'w 0 (a) w = = 
1 0 
w2 = -w3 cote 3 (b) =-~ 
3 2 r 
... (3.1.17) 
w3 = _WI = r-1 fw 3 (c) 
1 3 
WI _w 2 -1 2 (d) = = -r fw 
2 1 
which satisfy (1.5) and (1.6) and are therefore the unique connection 
forms required. 
To find the curvature forms the 
form of eO for the metric (1.1) is 
1 
where we have put 
(i.J.llj 
equation/l is used. The explicit 
Similar calculations performed for each of the curvature forms yield, 
after the indices have been lowered using nuS: 
35 . 
e 
'" 
_2AJJJo Wi 
01 1\ 
e = Cwo W2 
02 1\ 
e := CWO (,03 
03 1\ 
••• (3.1.18) 
e ~ 2Bw2 W3 
Z3 1\ 
e = - CW 3 Wi 
31 1\ 
e = -CW I W2 
12 1\ 
where 
A = 
-*(f 2 )" 
B = H-e + 1] Ir2 ••• (3.1.19) 
C = [ir(f 2 ),] Ir2. 
The curvature tensor Raa~v is obtained by comparison with 
••• (3.1.20) 
and yields 
R = -2A 
0101 
R 2B 
2323 
••• (3 . 1.21) 
R = R = C 
2020 0303 
R = R = -c . 3131 1 Zl 2 
The Ricci forms R 
~v 
are obtained by contraction, 
R = R 0 + R 2 + R 3 
I I I 10 1 12 1 13 
= -R = R + R 
1010 lH2 1313 
= 2A - C - C 
= 2A - 2C ••• (3.1.22) 
36. 
R = R 0 + R 1 + R 3 
22 2 20 2 21 2 23 
= -R + R + R 
2020 2121 2323 
= -C - C + 2B 
-2C + 2B ... (3.1.23) 
R = R 0 = R 1 + R 2 
33 3 30 3 3 1 3 32 
-R + R + R 
3030 3 1 3 1 3232 
= -C - C + 2B 
-2C + 2B ... (3.1.24) 
R = R 1 + R 2 + R 3 
00 0 01 0 02 o 03 
= R + R + R 
0101 0202 0303 
= -2A + C + C 
= -2A + 2C , ... (3.1.25) 
and the Ricci scalar is furnished by 
R = R)l = R)l\! = 4 (A+B-2C) • )l )l\! ...(3.],26) 
Substitute these values into the Einstein field equations, 
and the non vanishing components are 
and 
G R -!g R 
11 .11 11 
= 2A - 2C - !'4(A+B-C) 
= 2(C-B) 
-G = 2 (C-B) 
00 
G = G 
22 33 
= 2(C-A) 
• 
The empty space Einstein equations thus require that 
A = B = C . 
... (3.1.27) 
... (3.],28) 
... (3.],29) 
... (3.],30) 
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Put F = f2 then B = C implies that 
!(-F+I)/r2 = [!r(F)']/r2 
or -F + I = rF' 
which intergrates to give 
~n(F-J) = -~n r + ~n A , 
where A is an integration constant. 
F-I=A/r 
F = I + A/r • • •• (3.1.31) 
All that remains is to check the consistency of the solution. From 
equation (I. J 9) 
B = j[-F + J]/r 2 
= H -J - A/r + J] /r2 
-A/2r3 
A=-1[F]" 
= -i[J + Air] 
= Ha/r2]' 
= -A/2r 3 
Thus the solution (I.3.J) is consistent with the requirement A = B = C. 
Thus the metric (J. J) has the form, 
which is in the standard Schwarz schild form, as expected. 
Take the general metric as 
••• (3.1.33) 
then the metric tensor has the form, 
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r 
-F 0 0 0 
0 F- 1 0 0 
g].JV ••• (3.l.34) 
0 0 r2 0 
0 0 0 r 2sin2e 
and the contravariant components are 
-F -, 0 0 0 
0 F 0 0 ].JV 
= • •. (3.1.35) g 
-2 0 0 r 0 
0 0 0 -2 . -2 r s~n e 
The general form for the Hamilton-Jacobi equation is given by 
A=I,-I,O ••• (3.1.36) 
where the value of A depends on whether the geodesics are spacelike, 
timelike or null. For the me tric (1.33) the equation (1.36) has the 
form 
The Lagrangian for the geodesics is 
a 
x' = ••• (3.1.38) 
where T is an arbitrary parameter, and hence from (1.33) we get 
·2 ] -2 2-2 • ! L = [-F(r)t + -r + r e + r 2sin2e<jl2] • F(r) 
We define the canonical momenta by 
Y := L ~ = a a ax' ••• (3 . 1.39) 
and hence we can solve for 
a a S 
x' = X (x , y S) , ••• (3 . 1.40) 
39. 
since Ig~el f O. 
The coordinates t and ~ do not arise in the Lagrangian and, 
therefore, are ignorable and thus there are first integrals 
aL 
and aL -. -. 
at a~ 
of the Euler Lagrange e~uations for the geodesics. 
tion of the momenta these imply that 
and since, 
Pt 
aL 
:~ -. = 
at 
p~ aL := -. = a~ 
as P~ = ~ 
canst 
canst 
and 
on these geodesic curves, we may write 
as at = const = -E , 
and as at = const 
on these curves. 
The Hamilton-Jacobi equation becomes 
-2 (a s )2 -2. -2 6",2 , + r as + r s~n 't' = 1\ • 
Hultiply through by r2 to get 
•• • (3.1.41) 
From the defini-
••• (3.1.42) 
.•• (3.1.43) 
..• (3 . 1.44) 
.• • (3 . l.45) 
••. (3.1.46) 
••. (3 . 1.47) 
which is separable and there exists a solution to the form 
. 
s = S (r) + S (6) + S (~) + s (t) 
1 2 3 '+. 
•• . (3.1.48) 
Thus equation (1.47) can be reduced to 
... (3.1.49) 
and 
dS 2 
(de 2) 
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-2 2 
+ sin e~ = -K , 
where K is the separation constant, 
dS 
__ 3 = ~ 
d<p 
dS 
and __ 4 = -E dt • 
Equation (1.49) may be written as 
or 
dS (_1)2 
dr 
dS 
__ 1 = 
dr 
and (1.50) gives 
or 
K E2 A 
=--+-+ 
r2F F2 F 
K E2 A r (- + - +-) 
r2F F2 F 
From (1.51), (1.52), (1.53) and (1,54) it follows that 
J
r K E2 A! 
S(r,e,<p,t) = (r2F + F2 + F) dr + r (-K -
- Et + ~ 
.•. (3.1.50) 
... (3.1.51) 
... (3.1.52) 
... (3.1.53) 
•.• (3.1 .54) 
... (3.1.55) 
which is a solution to the Hamilton-Jacobi equation in the form of 
quadratures. In fact, the solution is of little practical value be-
cause the first integral is difficult to evaluate and in any case the 
explicit form of S itself is of only limited value. The alternative 
approach adopted by Carter (1969) and others has been to perform quali-
tative analysis of the first order equation which result from (1.51), 
(1.52), (1.53) and (1.54). These may be obtained as follows, 
dS 
__ 1 = P 
dt t 
aL • 
= -.r = -Ft 
at ... (3.1. 56) 
41. 
dS 
aL 1 P
e 
r 2e --~ -~ de , ae ... (3.1.57) 
dS 
aL __ 2 ~ 
P<j> r2sin 2e~ d<j> ~ -, ~ a<j> ... (3. 1.58) 
dS 
aL , P -,' 
-- = ::;; -- = F r dr , r ar 
•.• (3.1.59) 
on the geodesics. The equations (1.56), (1.57), (1.58) and (1.59) to-
gether with the explicit forms for the left hand side as given in (1.51), 
(1.52), (1.53) and (1.54) give four first order ordinary differential 
equations for the geodesics 
•.• (3. 1 .60) 
r = -EF • 
The analysis will not be taken further as the equations are well 
known [Papapetrou 1974, pp. 73, 74]. However, the method employed 
here has important ramifications which will be explored in the next 
section of this thesis. 
CHAPTER 4 
THE DERIVATION OF THE GENERAL CARTER METRIC 
4.1 INTRODUCTION 
Separability of the Hamilton-Jacobi equation in various contexts 
has been extensively studied in the past (Liouville 1846, Stackel 1893). 
See Woodhouse [1974] for a more extensive bibliography. In recent 
years increased interest in the study of the behaviour of geodesics in 
pseudo Riemannian spaces and especially in curved space-times in general 
relativity, the fact that the Einstein field equations are difficult to 
solve unless certain restrictions are placed on the metric have together 
focussed attention on the separability of the Hamilton-Jacobi equation. 
The interest can· be said to have initiated in a paper by Carter [1968a). 
He shows that the Hamilton-Jacobi equation for the geodesics in the Kerr 
solutions can be solved by separation of the variables. 
In a second paper Carter [1969b] determined all solutions to Ein-
stein's field equations, with or without the cosmological constant, 
which satisfy certain simple conditions, in addition separability of 
the Einstein-Maxwell equation. The work of Carter has been followed 
by various people. 
Matravers [1972] introduced the Hamilton-Jacobi theory as presen-
ted by Rund (1966) in general relativity and used a generalization of 
the separability results of Carter to integrate the geodesic equations 
for all vacuum type D cases. Bardeen [1973] used the property in 
astrophysical calculations of the geodesic trajectories in space-time. 
Matravers [J97S] studied Petrov type N exact solutions of Einstein 
equations which yield separable Hamilton-Jacobi equations. Bonanos [1976] 
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applied Carter's separability conditions to the null geodesic and 
examined the Einstein's equation with a perfect fluid source. Final-
ly, Collinson and Fugere [1977] presented the solutions to Einstein's 
vacuum equations which have separable Hamilton-Jacobi equations. 
Walker and Penrose [1970] provided another method for integra-
ting the geodesics of the charged Kerr solution. They found that the 
Kerr solution admits a pair of non-trivial valence 2 Killing tensors 
(which are shown in Matravers [1972] to correspond to the separated 
sections of the Hamilton-Jacobi equation). These tensors were ob-
tained via the twistor equation and it was hoped to obtain interpre-
tations of the separability through this result. Further work in this 
direction is described in Hughston et al. [1972, 1973]. They looked 
at space-time with Killing tensors, in particular the Kerr metric, 
whereas Woodhouse[1974] studied the converse case. He showed the 
relationship between Killing tensors and separable systems for the 
geodesic equations in Riemannian and Lorentzian manifolds . 
We now give a discussion of the separability conditions of Car-
ter which apply to a space-time with no matter present but which has 
electromagnetic fields. 
4.2 SYMMETRY AND SEPARABILITY CONDITIONS 
Conditions under which the Hamilton-Jacobi and Schrodinger equa-
tions in space-time can be solved by separating the variable have been 
studied [Robertson 1927, Eisenhart 1934}. However, these equations 
were considered only to separate in spaces in which all the coordinates 
are mutually orthogonal. This leads to the simple case in which the 
metric tensor is diagonal and a set of four first integrals can easily 
be found. 
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In order to study a slightly more general case the above sug-
gests that the conditions imposed should be chosen with care. Clearly 
if the restrictions are too restrictive then no solution may exist or 
the class of metrics will be trivially separated. However, if too 
few restrictions were imposed then separability alone seemed too weak 
a condition to allow the integration of the Einstein-Maxwell field 
equations. In vacuo Collison and Fugere [1977] have shown that sepa-
rability of the Hamilton-Jacobi equation alone is sufficient to allow 
integration of the Einstein field equations. That the same holds true 
for the Einstein-Maxwell equation remains to be shown. 
For the Einstein-Maxwell field the following conditions were 
proposed by Carter I1968hl, on the basis of experience with the Kerr 
metric [Kerr 1963, Carter 1968a] for which he had previously integra-
ted the geodesic equations. 
The following are Carter's conditions [Carter 1968b]. 
I. "The space and the electromagnetic field are under a two para-
meter Abelian symmetry group" [Carter J968b]. 
The significance of a two parameter Abelian symmetry group is 
that a coordinate system {x~} can be introduced in the manifold admit-
ting two commuting Killing vectors xl and x' such that these two vec-
tors are constant on the surfaces of the transitivity, while the coor-
dinates x 3 and x4 are dragged along by the group operations and are 
thus ignorable. The coordinates x 3 and X4 are termed ignorable in 
that they do not appear in the Lagrangian nor the Hamiltonian nor the 
metric tensor. 
II. "The symmetry group is invertible with non-null surfaces of 
transitivity" [Carter 1968bJ . 
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"A group is invertible at a point P in a neighbourhood U if 
there is an isometry that leaves P fixed and simultaneously inverts 
the sense of the two commuting vectors in the surfaces of transitivity 
at P, but does not change the sense of directions orthogonal to the 
surfaces of transitivity at P." [Carter J967]. The reader is refer-
red to the reference for more details. In the same reference it is 
also shown that the invertability implies that the group is orthogonal-
ly transitive. The invertibility property of the isometry group thus 
implies that there are no cross terms of the metric tensor between the 
ignorable and non-ignorable coordinates. 
HI. "The Hamilton-Jacobi equation is soluble by separation of 
variables in the simplest possible way, i.e. the solution S takes the 
form of a sum of terms each depending on one variable only, and on 
substitution of this form, and if necessary after multiplication of 
the whole equation by a suitable separating factor, the Hamilton-Jacobi 
equation breaks up into a sum of terms each depending on only one of 
the non-ignorable coordinates." [Carter J968b]. 
Condition III states that the solution to the Hamilton-Jacobi 
equation, S, must be expressible as 
s s (x') + S (x2 ) + k x 3 + k x' ... (4.2.J) 
1 2 1 2 
where k and k are constants and Sand S are differentiable functions. 
1 2 1 2 
From Condition I it follows that gll\l is only a function of x' ,x2. 
From Condition II there are no cross terms of the type g'\l and g2\1, 
v f 1,2. When Condition III is impos"d it is clear that the Hamilton-
Jacobi equaLion has the form: 
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as as 
+ 2g1 2 (xl ,X2 Ha;;i-)(ax;) 
as 
2g 34 (Xl ,x2) (ax~' 
= A 
as , 
ax' ) 
... {4.2.2) 
This equation must by Condition III be separable itself or have 
an integrating factor which makes it separable. Thus, if an integra-
ting factor is necessary, it must have the form, 
••• (4.2.3) 
in terms of the non-ignorable coordinates. The Conditions I, II and 
III can be exploited to restrict the undetermined metric further. 
In order to remove the cross term 
sufficient to set 
as as 
. 2 
(2.2) it is 
... (4.2.4) 
Such mixed terms I between --I and 
ax 
-- can 
ax2 only be avoided if after 
choosing coordinates such that (2.4) holds, then 
Ugll = A{xl ) ... (4.2.5) 
... (4.2.6) 
For the terms involving x\1 , xV (\1,V = 3,4) to separate as stipulated 
·m Condition III, it is sufficient that 
Ug B l1{x l ) + N{x 2 ) 
Ug" V{xl) + W{x 2 ) 
... {4.2.7) 
Ug" = Q(XI) + P(x2 ) 
Ug" = R{x l ) + T{x2) 
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IV. "The separation required by Condition III takes place in such 
a way that the terms containing derivations with respect to the igno-
rable coordinates, separates as the sum of two squares each depending 
on only one of the non-ignorable coordinates." [Carter J968b]. 
We shall now prove a lemma in order to show that this condition 
holds. 
Lemma 3. Condition IV holds if and only if the matrix defined in (2.7) 
can be written in the form 
where i 
E . = +1 
1 
Proof. 
we have 
i. e . , 
r i s i 
.. £.V.(x )V.(x ) 
1 1 1 
can take the values 1 , 
if i " = 1 and -1 if 
Assume Mrs 1 • has 
1 -
V' = 11, V4 
1 1 
M" = 112 
1 
, 
M" 
• 
= R' , 
a a rs e: .M. 
1 1 ----
the 
= N, 
M'" = 
1 
M'" = 2 
i : 
form 
V' 
• 
MN, 
RT, 
... (4.2.8) 
2; r and s the values 3, 4 and 
2. 
(2.8) , then writing 
== R, 
M43 
1 
M'" 
• 
V4 = T 
= 
= 
2 
MN, M .... = N2 
1 
RT, M .... .. T2 
• 
, 
- . 
(R _a_ + T _a_) 
axl ax' 
... (4.2.9) 
as required. Thus condition (2.8) is sufficient to ensure that Con-
dition IV holds. 
If Condition IV holds then there exist four functions M, N, R, 
T such that the right hand side of (2.9) is defined and the reverse of 
the argument above leads to the form (2.8) for M:s • 
1 
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Corollary. The determinants of the two matrices Mrs and Mrs vanish 
I 2 
identically separately. 
This result follows immediately if the determinant are written 
out in full. 
This lemma proved for the contravariant case shows on inversion 
that the Conditions I to IV are necessary and sufficient for us to 
write down the covariant metric in the canonical form 
ds 2 U{(dx
l )2 + (dx2)2 . B(Hdx3 - Idx4 )2 + A B W2 
A(Jdx 3 _ Kdx 4 )2 
. } ••. (4.2.10) 
W2 
where W = HK - JI . ••• (4.2.11) 
H and I are functions of Xl only and J and K are functions of x2 only, 
xl and x 2 being the non-ignorable coordinates of the system. 
IllS. "The Schrodinger equation is separable in a manner analogous to 
that required in the Hamilton-Jacobi equation in Condition III." 
[Carter 1968bJ. 
In order to restrict the field equations to facilitate the inte-
gration process, Carter makes an additional as~umption that the "Schro-
dinger" equation 
- afl d -
- eA)ig (i- - eA )'1' 
a dXfl fl 
.•• (4.2.12) 
where \g\ = det(gaS) separates in the Stackel sense in the same coor-
dinate system as that in which the Hamilton-Jacobi equation separates. 
The Schrodinger equation (2.121, which is as-dimensional ana-
logue of the Klein-Gordon equation, reduces to the equation, 
49. 
. .• (4.2.13) 
to an equation in 4-dimensional space-time when an essentially arbitrary 
reduction procedure is employed. 
Carter [1968b] uses the freedom of choice of parameter to reduce 
the 5-dimensional Hamilton-Jacobi equation which he introduces to a form 
which coincides with that given in this thesis. The corresponding re-
duction of the proposed Klein-Gordon equation produces in a flat ~Iin-
kowski space-time, the Klein-Gordon equation which corresponds to the 
4-dimensional Klein-Gordon equation, proposed by Rund [1966] 
'" (4 . 2.14) 
This shows that the 5-dimensional formulation is unnecessary in 
the Hamilton-Jacobi case and may be unnecessary in the Klein-Cordon case. 
To check this, more work needs to be done on the compatibility of the 
equations proposed by Carter and also the formalism of Rund [19p6] to 
see if it could be generalized to obtain, in a similar way, a covariant 
form of the Klein-Gordon equation for curved space-time. For the pur-
pose of the discusSion here we will use equation (2.12) since it is a 
covariant equation and provides the statement of a restriction on the 
metric which Carter used. In fact, the Schrodinger separability con-
dition has been shown to be redundant and the separability follows by 
virtue of the field equations [Debever 1969]. The proof which will be 
given later in the chapter is based on one given by Bonanos [1976]. 
The separability Condition 1115 can be shown to require, for the 
metric in the form (2.J2), that the following condition, 
1I : W •. . (4.2.J5) 
50. 
holds [Carter 1968b]. In fact, the condition U ~ W follows from the 
I, 2 component of the empty field equations as will now be shown . 
In the metric (2.10) put 
T2 W 
= -U •.• (4 . 2.16) 
Define the set of one forms 
Wi ~iA dx l 
w2 ~~A dx2 
.•. (4 . 2.17) 
w3 \/~ 3 ~ - - (Hdx T W - Idx") 
w" ~.!. A (Jdx 3 T W - Kdx") 
so that the metric now has the form 
ds 2 ~ (w1) 2 + (W2)2 + (W 3)2 - (w") 2 
By the methods demonstrated earlier for the Schwarzschild metric 
the line tensor can be computed for' the orthonormal fram defined by 
wll . The field equation R ~ o yields, r!k>nanos.197~ 
I 2 
2 a
2T ! a
2w aT aw aT aw 
----+ 
axil ai axiax ' 
+ 
axl ax2 ai axil 
o • ••. (4.2.18) = T w TW 
For the general case where U = U(xl,x2) we will show that the 
derivation of the Schrodinger separability condition from the (1,2) 
vacuum field equation no longer applies. 
We now use the following notation 
and 
With the condition that 
•.• (4.2.19) 
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may hold, we obtain from (2.16) 
T = 1 W-
A 2(UW)! A ... (4.2.20) 
and 
TA).! 
1 WU- 1 WW+ 1 W).!A I A).! 4(UW3)1 A).! 2(UW)~ 4(WU 3)2 
1 
UAW).! + '(-'i.) iU U !(-'i.) iU ••• (4.2.21) 
4(U 3W)1 I 5 A).! U3 A)'!. U 
Substituting (2 . 16), (2.19), (2.20) and (2.21) into (2.18) we finally 
arrive at the result 
i. e. , 
3 
2W W A ).! 
331 
---WW+--UU--U 
2W2 ).! A 2U2 A).! U A).! 
The equation 
with the condition (2.19) yields 
W (R-n U)A).! 
U 
=2l!.,,0, 3U unless UA).! = ° . 
=·0 ••• (4.2.22) 
••• (4.2.23) 
•.• (4.2.24) 
••• (4.2.25) 
In Condition III Carter explicitly assumes U separates and thus 
U).!A = 0, hence 
W 
(R-n u\).! = ° ••• (4.2.26) 
which in the canonical case I = K = 1 can be shown to be equivalent to 
the Schrodinger separability condition [Bonanos 1976]. 
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From the definition of W, 
W = HI{ - JI , •.. (4.2 . 27) 
we obtain, after substituting I K = J, 
W R-J ... (4.2.28) 
This makes W a sum of two functions, one of each variable. Thus we 
have from (2.26) 
W (xl) + W (x2 ) 
o = [~n......!,.1 ___ .t.2 __ ] 
U (xl) + U (x 2 ) 1,2 
I 2 
wu (xl) 
I )] 
u2 2 
which is only satisfied if W = U, if we disregard constant multipliers. 
In the general case the Schrodinger separability condition does 
not follow from the (1,2) field equation since UA~ ! O. Thus even in 
the canonical case we cannot have W = U, as required for the Schrodinger 
W 
separability, because this would imply ~n(u) = 0, i.e. UA~ = 0, which 
is a contradiction. 
Carter's separability conditions have been further modified by 
Matravers [1975] in order to study some exact solutions that yield 
separable Hamilton-Jacobi equations for null geodesics. A noteworthy 
conclusion is reached in that the only exact solutions to the Einstein 
empty space field equations for the Hamilton-Jacobi equation, subject 
to the form and conditions given in the paper, are of plane-fronted 
gravitational waves with parallel rays. 
Collinson and Fugere [1977a] studied the various possible cases 
of separability which arise from the Hamilton-Jacobi equations in empty 
53. 
spacetimes. This supports the results by Matravers in that solutions 
are found to be either of Petrov type D or Petrov type N with non-
diverging rays. In a second paper Collinson and Fugere [1977b] proved 
the following theorem, giving the necessary and sufficient conditions 
for separation. 
"The Hamilton-Jacobi equation can only separate in vacuum space-
times of Petrov type D or provided the separable coordinate is space-
like, type 11." [Collinson and Fugere 1977]. 
These results complete the search for spacetimes that admit 
separable Hamilton-Jacobi equations. 
In a different approach in the study of separable space-times, 
Woodhouse [1974] uses an alternative formulation of the same separabi-
lity conditions. He investigates the relationship between separable 
systems and the existence of constants of motion for the geodesics. 
The technique that Woodhouse uses, employs the Lie algebra of Killing 
tensors. The reader is referred to Sommers [1972] for further details 
of the connection between Killing tensors and constants of motion. 
Woodhouse divides the separability in two types and has extended the 
work of Eisenhart · [1934] and has been able to produce necessary and suf-
ficient conditions for a space which admits a valence 2 Killing tensor 
to admit coordinates in which the Hamilton-Jacobi equation separates. 
This work supplies an insight into the relationship between Killing 
tensors and separability, since separability implies that there exists 
a Killing tensor [Matravers 1972], however, the converse is only true 
under restricted conditions which are described by Woodhouse[1974] . 
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4.3 GENERAL FORMS OF SEPARABLE CARTER METRICS 
As was shown in §4.2, the general Carter metric (2.10) is de-
fined by the orthonormal tetrad of one-forms, 
0 
= 1.A (Jdx3 - Kdx') . .. (4 . 3.1) w T W 
Wi 
= 1./¥ dxl . .. (4.3.2) T A 
w2 = 1.1* T B dx2 ... (4.3.3) 
w3 = 1.;1 T W (Hdx 3 - Idx 4 ) ... (4.3.4) 
where T2 = ~. A, H, I are functions of the xl coordinate only and 
B, J, K are functions of the x 2 coordinate only.· Thus the covariant 
continuous metric tensor for lowering and raising the . indices. is 
-I 0 0 0 
0 0 0 ij 
... (4.3.5) Tl· • = = Tl 1J 0 0 1 0 
0 0 0 1 
Now that the tetrad of one-forms (3 . 1), (3.2), (3,3) and (3.4) 
has been set up so that the metric has the form (3.1.2), the procedure 
of Carter can be employed to obtain the curvature tensor and hence the 
field equations. The theory is given in §1.7. The details of the 
calculations will not be given as these are analogous to that shown 
in §3. 
Since there are a number of misprints in the Carter paper [1969] 
the calculations are difficult to follow through in detail, although 
the method is clear. The experience of the author of this thesis sug-
gests that the reader who wishes to use parts of the calculations, as 
quoted in Carter [1969], make an independent check of the equations 
required. 
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As in §3, the method yields a set of fie ld equations for the A, 
B, J, K, H, I and W, which can be separated into 4 canonical forms. 
The different canonical forms depend upon the number of separable coor-
dinates and the number of ignorable coordinates admitted by the metric. 
Since in each case the integrating factor U separates in the same way, 
we shall classify the solutions according to the way U separates. 
On solving the resulting sets of differential equations obtained 
from the Einstein empty space field equation for the various canonical 
cases of separability, we obtain the corresponding sets of solution 
which are presented below. For more details on the calculations the 
reader is referred to Carter [1968b, p.282] and Collinson and Fugere 
[1977, p.747]. 
[A] ds 2 A(dx' - Kdx
4) 2 
= U { -==-=---===-'-
W2 
(dx')2 (dx2)2 + B(dx' - Idx4)2 
+ ">'::=A7-- + B } , 
W 
where U separates as U = U (x') + U (x2 ). 
, 2 
[B] ds 2 A(Ldx' - Mdx
4)2 (dx')2 
ul + A 
W2 
where U separates as U = U (x') + k , k 
, " 
[ ii] ds 2 = U{B(Ndx' - Qdx
4)2 
W2 
(dx')2 
+ A 
(dx2) 2 , 2} 
+ + B(dx) , B 
a constant . 
(dx 2 )2 
+ - A(dx4)2}, 
B 
where U separates as U = U (x2) + k ,k a constant. 
2 2 2 
[C] (dx')2 (dx2)2 ds 2 = + + BCdx')2 - A(dx4) 2 , A B 
where U = 1. 
As an indication of the validity of the method, it will be shown 
that the Schwarzschild metric follows from [AJ when certain canonical 
conditions are met. From the method [AJ, and the conditions, 
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U W r2 
I 0 
K= J 
.•• (4.3.6) 
A = r2 - 2mr 
B = J 
we obtain 
ds2 = ~r_2 __ -~2=m~r dt2 + __ ~r_2 ___ dr 2 + r 2dS 2 + r'sin2ed¢ 2 
r2 - 2mr r 2 
(1 __ 2m_)dt 2 + _.....:1~2,- dr 2 
r (I _~ 
r 
.• . (4 . 3.7) 
CHAPTER 5 
INTEGRATION OF THE GEODESIC EQUATIONS FOR 
GENERAL FORMS OF CARTER METRICS 
5.1 INTEGRATION OF GEODESIC EQUATIONS 
In this chapter the geodesic equations, derived from the gene-
ral Carter metrics, integrated in their general form will be considered. 
The form of the general Carter metric that will be used is the one 
given in Carter [J969 equation 77, p.293]. Except for the change in 
notation and minor formal changes we prefer to work with the metric in 
the form 
... (5.J.I) 
where H, I are functions of the xl coordinate only and J, K are func-
tions of the x2 coordinate only. The Lagrangian for the motion of a 
particle is defined by 
•.• (5 . 1.2) 
.a dxct 
where x = de etc., and hence following the procedure given in §3. I, 
we have 
.•. (5.1.3) 
The coordinates x 3 and x' do not occur in the Lagrangian (1.3) 
and thus in the Euler-Lagrange equation 
... (5. 1.4) 
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we get, by using (3.1.42) and (3.1.43), 
.•• (5 . 1.5) 
and ••• (5.1.6) 
. where ~ is the affine parameter on the geodesic. 
The remaining Euler-Lagrange equations, that ~s, those for x' 
and x 2 do not yield such simple integrals . In fact, 
.!!.( 2.!:...) aL 0 .•• (5. I. 7) - --= 
d1: a'l a~l x · 
and .!!.( 2.!:... ) aL 0 •. • (5.1.8) - -- = , dT ·2 a.i 2 ax 
where 1: is any arbitrary parameter, yield non-linear differential 
equations with no obvious integration procedure. 
However, fortunately the metrics were chosen so that the Hamil-
ton-Jacobi equation can be solved by separation of variables. Taking 
the contravariant form of the metric (1.1) and after some manipulation, 
the Hamilton-Jacobi equation is 
Since on the geodesics 
p 
CL 
it follows that 
as 
-- = 
ax' 
and 3S -- = 
dX' 
cjl 
-E , 
2 IH KJ 
+ -(- --) U A B 
A • 
. • . (5.1.9) 
••• (5.1.10) 
•.. (5.1.11) 
••• (5 .1.12) 
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and hence we may write for the solution of the Hamilton-Jacobi equation 
S S(x,x) + 4><j> - Et. 
1 2 
... (5. 1.13) 
Now it is clear from the form of (1 . 9) that the Hamilton-Jacobi 
equation can be written as 
= A[U (x 2 ) + U (X 2 )] 
1 2 
or 
_ 2KJ ~~ + 
B ax 3 ax" 
.. . (5.1.14) 
= 0 
i.e .• the equation separates and has a solution of the form 
s = s (x") + S (x2) + $x3 - Ex" ... (5.1.16) 
1 2 
which. when substituted in equation (1.15). yields 
as 2 12 
- 3.!.!! $E 2 A(_l) $2 - .!!..... E2 AU (Xl) M .•• (5. 1. 17) 
axl A A A 1 
as 2 
+ K2 $2 + ~ $E 12 and B(_2) + - E - AU (x2 ) = -M . • . (5.1.18) 
ax2 B B B 2 
where M is the constant of integration. From (1.17) and (1.18) it 
follows that 
dS 
_1 = IR 
... (5.1.19) 
dxl 
where 
M 12$2 21H R=-+--+--+ 
A A2 A2 
H2 AU (xl) $E + _ E2 + _.:.1 __ 
A2 A 
• •• (5 • 1 .20) 
... (5.1.15) 
and 
where 
Thus 
are 
dS 
2 
---
dx2 
H 8 =-
B 
the full set of first 
dS 
Px" I /R = --= 
dx1 
dS 
P 
__ 2 = 18 
x 2 dx2 
dS 
p 3 3 $ = _ . _= 
X dx3 
dS 
P 
, 
= -E 
x' dx' 
60. 
..• (5. 1 .21) 
J 2E2 AU (x2) 
__ + _..=2 __ 
B2 B 
... (5.1.22) 
integrals of the Hami lton-J aco b i equation 
•.• (5.1.23) 
• 
Since the right hand side of each of these equations ~s a func-
tion of one variable only, they can be reduced to quadratures, i.e., 
Xl x 2 
S = f /R dx l + J 18 dx2 + $x 3 - Ex' • ...(5.1.24) 
From (4.J.24) the explicit equation for the geodesic can be ob-
tained by the usual procedures, that is, differentiate with respect to 
the constants of the motion as in Carter [1968]. However, this pro-
cedure is not particularly useful because the S is only in the form of 
quadratics and therefore the equations are likely to be in the form of 
integral equations. 
A more practical procedure is to consider qualitative analysis 
of the equations (J.23). For this purpose it is useful to rewrite 
the left hand side in terms of the derivatives of x l , - X 2 , x 3 and x' 
61. 
with respect to the affine parameter . 
From the definitions of the P l' P 2' P 3' P 4 and (3.1;39) we 
x x x x 
have 
L ~ = !!. ~1 
'1 A 
ax 
at L--=U' 2 
.2 - X 
ax B 
aL 1 • 3 L - = -(AJK-BHI)x 
'. U ax 
••• (5.1.25) 
••• (5.1.26) 
J •• 
+ U(AJK-BHI)x • .• (5.1.27) 
••. (5.1.28) 
The first integrals of the geodesic equations can thus be ob-
tained directly from (1.23) by utilizing the relations 
L aL = 
axl 
L~= 
ax 2 
From (1.29) we get 
and (J. 30) gives 
p 
xl 
p 2 
x 
P 3 
X 
p • 
x 
dS 
= __ 1 
dx 1 
dS 
= __ 2 
dx2 
dS 
= __ 3 
dx3 
dS 
• = --
dx' 
U • 2 
-x B /8. and hence x
2 
Taking (1.31) we get. 
••• (5.1.29) 
... (5.1.30) 
••. (5.1.31) 
. •. (5.1.32) 
... (5.1.33) 
... (5.1.34) 
... (5.1.35) 
62. 
and (1.32} g1ves 
... (5.1. 36) 
• 3 • '+ From the last two equations we may solve for x and x to get 
• 3 
X 
U[$(BI2-AK2) + E(AJK-BHI)] 
(BI2-AK2)(BH2-AJ 2) - (AJK-BHI)2 
~. = U[$(AJK-BHI) + E(BH2-AJ 2)] 
(AJK-BHI)2 - (BH2-AJ 2)(BI 2-AK2) 
... (5 .1.37) 
5.2 APPLICATION OF THE INTEGRATION FORMULA TO CARTER'S 
FOUR CASES 
We shall now apply the method of integration to all the four 
families of metrics of Carter [1969, p.282]. 
[Al ... (5.2.1) 
+ ~(BI 2 _AK2)(~')2]! 
U ... (5.2 . 2) 
The metric tensor of (2. 1) is 
IQ 0 0 0 A 
0 U 0 0 B 
gllv B-A AK-BI 0 0 U U 
• .. (5 . 2.3) 
0 0 AK-BI 
BI2-AK2 
U U 
and the contravariant metric tensor is: 
63. 
A 0 0 0 u 
0 B 0 0 \.lv U g 
J K I J J K 0 0 -(---) -(---) U A B U A B 
0 I I K J I 0 -(---) BU - UA U A B 
Thus the Hamilton-Jacob equation reads 
which, 
These 
where 
and 
where 
dS 
with --' = <I> 
ax' 
A(U (x 2 ) + U (X2 )) 
1 2 
as 
and --' = 
ax' 
-E, separate as 
N 
as 2 
B(_2) 2 _ !- <1>2 + 2K <l>E - ! E2 - AU (x2) = -N . 
B B B 2 
two 
R 
1 
e 
1 
ax 2 
equations then give 
dS 
__ , = /R 
dx
' 
1 
N J2 
+ ~<I>E E2 AU (x' ) = _ + _. _ <1>2 + - + 1 
A A2 A2 A2 A 
dS 
__ 2 = 18 
dx2 1 
= _! __ K_2_<I>_2 __ 2K_<I>_E __ E_2 + _AU~2L(.,..x_2_) 
B B2 B2 B2 B 
Thus, the solution of the Hamilton-Jacobi equation is, 
... (5.2.4) 
... (5.2.5) 
'" (5,2.6) 
•.. (5.2.7) 
... (5.2.8) 
... (5.3.9) 
... (5.2.10) 
... (5.2. 11) 
Hence 
[BJ 
L ~ = ~ ~l 
., A 
ax 
L ~ = Q ~z 
· z B ax 
~l =!:. iR 
U 1 
64. 
~3 = U[~(Blz-AKz ) + E(AK-BI)] 
(Blz-AKz)(B-A) - (AK-BI)z 
• 4 
X 
U[~(AK-BI) + E(B-A)] 
Z 
+ (UB - ~ )(dx4 )z 
where U = U(,c) 
The metric tensor of (2.21) is 
2AL ·3·' 
- - X X + U 
. •. (5.2.12) 
•.• (5.2.13) 
• .. (5.2.14) 
•.. (5.2.15) 
• .. (5.2.16) 
.•. (5.2.17) 
... (5.2.18) 
.•. (5.2.19) 
... (5.2.20) 
.•. (5.2.21) 
ALZ. 1 (UB - -)x"] , 
U ..• (5.2.22) 
and the 
65. 
U 0 0 0 A 
0 U 0 0 B 
gll\J ~ 
0 0 -!! AL U U 
AL 2 0 0 UB- AL U U 
contravariant metric tensor 
1l\J g 
A 
U 
0 
0 
0 
0 
B 
U 
0 
0 
0 b 
0 0 
J L' J L 
UB-UA UB 
L 
UB UB 
1S 
Thus the Hamilton-Jacobi equation reads 
which, 
as as 
with __ 3 ~ ,p and -'- ~ 
ax' 
-E, separates as 
ax 3 
V L 1 
+ B,p' - 2 B ,pE - B E' ~ - p , 
These two equations then give, 
dS 
--' ~ 
dx' 
IR , 
P <1>2 
R ~-+-+ 
, A A' 
•.• (5.2.23) 
... (5.2.24) 
••. (5 .2 .25) 
•.. (5.2.26) 
..• (5.2.27) 
... (5.2.28) 
... (5.2.29) 
66. 
dS 
and --' = 
dx' 
where 6 
2 
P L 2 2 
= -- - - IP 
B B2 
Thus, the solution of the Hamilton-Jacobi equation ~s, 
S 
Hence 
[]i] 
L 
x 2 
+ f ~ dx2 + IPx 3 - Ex' 
L ~ = ~ {c2 
'2 B ax 
aL AL '3 L -- = -- x + 
" U 
AL2 , (UB--)x' 
U 
~l 
~, 
'3 
x 
, , 
x 
ax 
= !:. IR U 2 
=! 16 U 2 
= 
U[-E(AL) - IP(UB- AL')] 
= 
-(UB-AL')A + A2L2 
U[-IPAL + E(-A)] 
A(UB-AL2) - A'L2 
B('3) ' + - X U 
211N'3', 
- -- x x U 
..• (5 .2. 30) 
• .• (5.2.31) 
... (5.2.32) 
.•• (5.2.33) 
••. (5.2.34) 
••. (5.2.35) 
'" (5.2.36) 
... (5.2.37) 
... (5 . 2 .38) 
... (5.2 . 39) 
..• (5.2.40) 
... (5.2 . 41) 
... (5.2.4 2) 
67. 
The metric tensor of C2.41) is 
U 0 0 0 A 
0 U 0 0 B 
gllv B B 0 0 U --N U 
0 0 -~ U BN -UA U 
and the contravariant metric tensor is 
A 0 0 0 U 
0 B 0 0 Ilv U g 
N2 ~4· N 0 0 -) UA U B A 
0 0 N .1 UA -iiA 
Thus the Hamilton-Jacobi equation reads 
__ .1 C~) = A 
UA ax' 
as as 
2N a S as 
+-----
UA ax3 ax' 
which, . h 3 w~t -- = 
ax3 
<I> and __ 3 = 
ax' 
-E, separates as 
These 
where 
as 2 
BC_2 ) 
ax 2 
_ ~ <1>2 - 2N <l>E _ ~ E2 = Q 
A A A 
+ ~ <1>2 - AUCx2) = -Q 
B 
last two equations then give 
dS 
1 IR 
-- = 
dx 1 3 
Q N2 + 2N <l>E + E2 R = _ + _ <1>2 
3 A A2 A2 A2 
••. (5.2.43) 
... (5.2.44) 
• .. (5.2.45) 
'" (5.2 . 46) 
... (5.2.47) 
... (5.2.49) 
and 
where e 
3 
Thus, 
S 
Hence, 
dS 
2 
dx2 
= _;1-
B 
/8 
3 
<1>2 
-+ 
B2 
L ~ = Q ~2 
'2 B ax 
L ~ = .!l.;;3 
• 3 U ax 
• 1 
=! IR" x U 3 
'2 B x = - /8 U 3 
AU (x2 ) 
B 
BN " 
- -x U 
68. 
• 3 
x 
= U[<I>(BN-U 2A) - EBNl 
B(BN-U2A) - B2N2 
X = 
U[<I>BN - EBl 
B(BN-U 2A) - B2N2 
[cl ds 2 = ..!..(dx1 )2 A + i(dx
2)2 + B(dx3)2 - A(dx4)2 
U = 1 
L = [..!..(~1)2 A + ..!..(~2) 2 + B B (~3 ) 2 - A(~')2l!, 
The metric tensor of (2.61) ~s : 
.. . (5.2.50) 
... (5.2.52) 
... (5.2.53) 
... (5.2.54) 
... (5.2.55) 
... (5.2.56) 
... (5.2.57) 
... (5.2.58) 
... (5.2 . 59) 
.•. (5.2.60) 
.•. (5.2.61) 
.. . (5.2.62) 
69. 
J 0 0 0 A 
0 J 0 0 
~v = B 
0 0 B 0 
0 0 0 -A 
and the contravar iant metric tensor is 
A 0 0 0 
0 B 0 0 ].lV 
= g J 0 0 B 0 
0 0 0 
j 
A 
Thus the Hamilton-Jacobi equation reads 
which, 
as 
with --' = 
ax' 
as 2 
A(_l) 
axl 
as 
~ and --" = -E, separates as 
ax" 
+ .!. E2 = A 
A 1 
+ ..!. ~2 = -A 
B 1 
Th.ese last two equations then give 
and 
Thus, 
s = r1 
()L J . 1 L--=-x 
• 1 A ax 
•.• (5.2.63) 
•.. (5.2.64) 
... (5.2.65) 
. • . (5.2.66) 
'" (5.2.67) 
... (5.2.68) 
... (5.2.69) 
~x' - Ex" " .(5.2.70) 
... (5.2.71) 
70. 
J • 2 
BX ... (5.2.72) 
L aL 
'3 ax 
... (5.2.73) 
L ~ = -~, 
" 
•.. (5.2.74) 
ax 
Hence, j;:2 • l A 2..+~ x = A A2 ... (5.2.75) 
• 2 
= 
B/'" _ <1>2 x 
B A2 
... (5 . 2.76) 
• 3 <I> x B ... (5.2.77) 
· , E x = • A ... (5.2.78) 
This completes the analysis of the Carter metrics in so far as 
a general treatment is concerned. Further work would require a de-
tailed analysis of the qualitative behaviour of each system of dif-
ferential equations to discover the detailed properties of the space-
time. Some work has already been done along these lines by Bardeen 
(1972) and Carter (J 968a) and Carter (J 972 "Les Houches") for the Kerr 
class of metrics and Kinnersley and Walker [J9701 for the Kundt and 
Ehlers type C metric. However, complete analytical treatments of the 
full set of solutions has not yet been completed. 
71. 
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