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LAX OPERATOR ALGEBRAS AND GRADINGS ON SEMI-SIMPLE
LIE ALGEBRAS
OLEG K. SHEINMAN
Abstract. A Lax operator algebra is constructed for an arbitrary semi-simple Lie al-
gebra over C equipped with a Z-grading, and arbitrary compact Riemann surface with
marked points. In this set-up, a treatment of almost graded structures, and classification
of the central extensions of Lax operator algebras are given. A relation to the earlier
approach based on the Tyurin parameters is established.
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1. Introduction
Lax operator algebras have been introduced in [4] in connection with the
notion of Lax operator with a spectral parameter on a Riemann surface
due to I.Krichever [1]. They constitute a certain class of current alge-
bras on Riemann surfaces closely related to finite-dimensional integrable
systems like Hitchin systems (including their version for pointed Riemann
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surfaces), integrable gyroscopes and integrable cases of two-dimensional
hydrodynamics of a solid body. The formalism of Lax operator algebras
provides a general and transparent treatment (inherent in principle in [1])
of Hamiltonian theory of the corresponding Lax equations.
In certain respects Lax operator algebras are similar to Kac–Moody al-
gebras. They possess an almost graded structure, and a theory of central
extensions very similar to that of their prototype, though technically more
complicated. The state of the theory of Lax operator algebras and their
applications actual to the end of 2013 has been summarized in [9].
So far Lax operator algebras have been constructed only for classical
simple (and some reductive) Lie algebras over C (serving as the range of
values of currents), and for the exceptional Lie algebraG2 [4, 9, 10], in terms
of their matrix models. The proofs of their properties were specific for every
type of reductive Lie algebra, and quite technically involved, especially for
sp(2n) and G2. The question whether there exists any general approach
based on the theory of root systems was open though had been posed many
times by the author (see [10] for example).
An important ingredient, the definition of Lax operator algebras is based
on, is given by Tyurin parameters. These are the data classifying holomor-
phic vector bundles on compact complex Riemann surfaces by the theorem
due to A.N.Tyurin [11]. These data consist of a set of marked points on
the Riemann surface (called Tyurin points, or γ-points below), and a set
of associated with them elements of a projective space. A local part of the
definition of Lax operator algebras postulates a certain form, and proper-
ties of Laurent expansions of their elements at the Tyurin points.
Recently E.B.Vinberg has drawn the author’s attention to the fact that
the local conditions at the Tyurin points can be formulated in terms of
an arbitrary semi-simple Lie algebra, and its Z-grading. Based on this
observation, we define here Lax operator algebras for an arbitrary semi-
simple Lie algebra. A detailed description of graded structures on semi-
simple Lie algebras in terms of their root systems, and their matrix or
tensor models as well, is given in [12]. To a great extent, this description
is based on the works of E.B.V. and his collaborators.
The new approach unifies and crucially simplifies all proofs, and enables
us to construct new Lax operator algebras. For the classic Lie algebras, and
for G2, the Tyurin parameters, or their analogs, arise in the new approach
automatically.
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The two main results of the paper are represented by Theorems 2.2, and
3.1 formulated and proved in the Section 2, and Section 3, respectively.
The first of them gives a description of the Lie algebra structure, and
almost graded structures on Lax operator algebras, while the second gives a
construction and classification of their central extensions. In the Section 4,
we consider a number of examples, including all classical root systems, and
G2, mainly in order to state a correspondence with the earlier approach,
in particular, show an appearance of Tyurin parameters.
The author is grateful to E.B.Vinberg for illuminating discussions.
2. The current algebra and its almost graded structures
Let g be a semi-simple Lie algebra over C, h its Cartan subalgebra,
h ∈ h such that pi = αi(h) ∈ Z+ for any simple root αi of g. Let gp =
{X ∈ g | (adh)X = pX}, and k = max{p | gp 6= 0}. Then g =
k⊕
i=−k
gp
gives a Z-grading on g. For the theory and classification results on such
kind of gradings we refer to [12]. We call k the depth of the grading.
Obviously, gp =
⊕
α∈R
α(h)=p
gα where R is the root system of g. Define also
the following filtration of g: g˜p =
m⊕
q=−k
gq. Then, g˜p ⊂ g˜p+1 (p ≥ −k),
g˜−k = g−k, . . . , g˜k = g, g˜p = g, p > k.
Let Σ be a complex compact Riemann surface with two fixed finite sets
of marked points: Π, and Γ. Let L be a meromorphic map Σ→ g which is
holomorphic outside the marked points, may have poles of arbitrary orders
at the points in Π, and has expansions of the following form at the points
in Γ:
(2.1) L(z) =
⊕
p≥−k
Lpz
p, Lp ∈ g˜p
where z is a local coordinate in a neighborhood of γ ∈ Γ. The grading
element h may vary from one γ to another. For simplicity we assume that
k is constant at all γ ∈ Γ though nothing would change below if we did
not assume that.
Let us denote the linear space of all such maps by L. Since the relation
(2.1) holds true under commutator, L is a Lie algebra. We fix this im-
portant fact as assertion 1◦ of Theorem 2.2 below. The Lie agebra L, its
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almost-graded structure, and its central extensions are the main subjects
of the present paper. Sometimes we will use the notation g instead L in
order to stress its relation to a given semi-simple algebra g. We also keep
the name Lax operator algebras for this class of current algebras in order
to emphasize their succession to those in [4, 9].
Definition 2.1. Given a Lie algebra L, by an almost graded structure on
it we mean a system of its finite-dimensional subspaces Lm, and two non-
negative integers R, S such that L =
∞⊕
m=−∞
Lm, and [Lm,Ln] ⊆
m+n+S⊕
r=m+n−R
Lr
(R, S are independent of m, n).
The almost graded structure on associative and Lie algebras has been
introduced by I.M.Krichever and S.P.Novikov in [2]. For the Lax operator
algebras and the two point case it has been investigated in [4]. Most
general setup for both Krichever–Novikov and Lax operator algebras has
been considered by M.Schlichenmaier [5, 6, 7].
The above introduced L possesses a number of almost graded structures.
To define one, let us give a splitting of Π to a join of two subsets: Π =
{Pi | i = 1, . . . , N} ∪ {Qj | j = 1, . . . ,M}. Following the lines of [5, 6, 7]
for every m ∈ Z consider three divisors:
(2.2) DPm = −m
N∑
i=1
Pi, D
Q
m =
M∑
j=1
(ajm+ bm,j)Qj, D
Γ = k
∑
γ∈Γ
γ
where aj, bm,j ∈ Q, aj > 0, ajm+bm,j is an ascending Z -valued function of
m, and there exists a B ∈ R+ such that |bm,j| ≤ B, ∀m ∈ Z, j = 1, . . . ,M .
We require that
(2.3)
M∑
j=1
aj = N,
M∑
i=j
bm,j = N + g − 1.
Let
(2.4) Dm = D
P
m +D
Q
m +D
Γ,
and
(2.5) Lm = {L ∈ L |(L) +Dm ≥ 0},
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where (L) is the divisor of a g-valued function L. To be more specific of
(L), let us notice that by order of a meromorphic vector-valued function
we mean the minimal order of its entries.
We call Lm the (homogeneous, grading) subspace of degree m of the Lie
algebra L.
Theorem 2.2.
1◦ L is closed with respect to the point-wise commutator [L,L′](P ) =
[L(P ), L′(P )] (P ∈ Σ).
2◦ dim Lm = N dim g;
3◦ L =
∞⊕
m=−∞
Lm ;
4◦ [Lm,Ln] ⊆
m+n+g⊕
r=m+n
Lr.
Proof. A proof of the assertion 1◦ is obvious as it was already noticed. For
the proof of the assertions 3◦, 4◦ we refer to [7] (where they are given for
classical Lie algebras but acually hold true in our present set-up). The
proof of the assertion 2◦ is the only specific in our set-up, and will be given
here.
Let L(Dm) = {L | (L) + Dm ≥ 0} where L : Σ → g is meromorphic
but the requirement L ∈ L has been relaxed. Let lm = dimL(Dm). For
the points in Π, Γ in a generic position lm is given by the Riemann–Roch
theorem:
lm = (dim g)(deg Dm − g + 1).
Observe that
degDm = −mN +m
M∑
i=1
ai +
M∑
i=1
bm,i + k|Γ|
where |Γ| denotes the number of elements in Γ. By (2.3) we obtain
degDm = N + g − 1 + k|Γ|. Hence
lm = (dim g)(N + k|Γ|).
The Lm is the subspace in L(Dm) distinguished by the conditions Lp ∈
g˜p (p = −k, . . . , k) in (2.1) given all over γ ∈ Γ. At every γ ∈ Γ, the
codimension of the expansions of the form (2.1), given at γ, in the space
of all g-valued power series in z starting from z−k can be computed as
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cγ =
k−1∑
p=−k
codim g g˜p (starting from p = k we have codim g g˜p = 0). The
grading g =
k⊕
p=−k
gp is symmetric in a sense that dim gp = dim g−p [12]
(moreover, gp and g−p are contragredient as g0-modules). By definition
codim g g˜p =
k∑
q=p+1
dim gq, by symmetry
k∑
q=p+1
dim gq = dim g˜−p−1, hence
codim g g˜p + codim g g˜−p−1 = dim g. Obviously, cγ =
−1∑
p=−k
(codim g g˜p +
codim g g˜−p−1). Hence cγ = k dim g.
Further on, we have codimL(Dm)Lm =
∑
γ∈Γ
cγ = k(dim g)|Γ|. Finally1
dimLm = lm − k(dim g)|Γ| = N dim g.

3. Central extensions
In this section we construct the almost graded central extensions of L.
We call a central extension almost graded if it inherits the almost graded
structure from the original Lie algebra while central elements are relegated
to the degree 0 subspace.
Almost graded central extensions are given by local cocycles. Let us recall
from [2, 4, 8, 9, 7] that a two-cocycle η on L is called local if ∃M ∈ Z+
such that for any m,n ∈ Z, |m + n| > M , and any L ∈ Lm, L′ ∈ Ln we
have η(L,L′) = 0. Our main goal in this section is the following theorem.
Theorem 3.1.
1◦ For any L,L′ ∈ L the 1-form 〈L, (d−adω)L′〉 is holomorphic except
at the P - and Q-points where ω is a g0-valued 1-form on Σ having
the expansion of the form
ω(z) =
(
h
z
+ ω0 + . . .
)
dz
at any γ-point, where h ∈ h is the element giving the grading on g
at the point γ.
1The idea of the following calculation can be traced back to [3] (where it was given with no regard to
the Lie algebra theory) via [7, 9, 4]
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2◦ For any invariant quadratic form 〈·, ·〉 on g
η(L,L′) =
N∑
i=1
resPi〈L, (d− adω)L′〉
gives a local cocycle on L.
3◦ Up to equivalence, the almost-graded central extensions of L are in a
one-to-one correspondence with the invariant quadratic forms on g.
In particular, if g is simple then the central extension given by the
cocycle η is unique (in the class of the almost graded central exten-
sions) up to equivalence and rescaling the central element.
Proof of Theorem 3.1[ 1◦]. In a neighborhood of a γ-point let
L =
∑
p≥−k
Lpz
p, L′ =
∑
q≥−k
L′qz
q, Lp ∈ g˜p, Lq ∈ g˜q
where g˜p ⊂ g is a filtration subspace, i.e. g˜p =
⊕
s≤p
gs, gs being the grading
subspaces. Then
dL′ =
∑
q≥−k
qL′qz
q−1 dz,
and in a neighborhood of the γ-point
(3.1) 〈L, dL′〉 =
∑
p,q≥−k
q〈LpL′q〉zp+q−1 dz.
Observe that (adh)Lp = pLp + L˜p−1 where L˜p−1 ∈ g˜p−1. For this reason
(adω)L′ = ad(hz−1 + ω0 + . . .)
∑
q≥−k
L′qz
q dz =
=
∑
q≥−k
(qL′q + L˜q−1)z
q−1 dz +
∑
q≥−k
l≥0
Lq,lz
q+l dz
where Lq,l = (adωl)L
′
q ∈ g˜q (since ωl ∈ g0). The terms L˜q−1zq−1 in the
first sum have the same form as terms in the second sum (with l = 0). By
abuse of notation, we just omit them in the relation, regarding to them as
to having been transferred to the second sum:
(adω)L′ =
∑
q≥−k
qL′qz
q−1 dz +
∑
q≥−k
l≥0
Lq,lz
q+l dz.
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Hence
(3.2) 〈L, (adω)L′〉 =
∑
p,q≥−k
q〈Lp, L′q〉zp+q−1 dz +
∑
p,q≥−k
l≥0
〈Lp, Lq,l〉zp+q+l dz,
Subtracting (3.2) from (3.1) we obtain
(3.3) 〈L, (d− adω)L′〉 = −
∑
p,q≥−k
l≥0
〈Lp, Lq,l〉zp+q+l dz.
Let us show that the last expression is holomorphic in the neighborhood
of z = 0. Assume, p + q + l < 0. Since l ≥ 0, we obtain p + q < 0.
By definition, Lp ∈
⊕
i≤p
gi, Lq,l ∈
⊕
j≤q
gj. Here, i + j ≤ p + q < 0, hence
〈gi, gj〉 = 0. It follows that 〈Lp, Lq,l〉 = 0. 
Proof of Theorem 3.1[ 2◦]. This part of the proof is nowadays standard [4,
8, 9, 10]. We give it here for completeness.
As earlier, let Dm be as follows:
(3.4) Dm = −m
N∑
i=1
Pi +
M∑
j=1
(ajm+ bm,j)Qi + k
K∑
s=1
γs
Let the brackets (·) denote the divisor of what is closed inside them if the
last is a function or a 1-form. Let L ∈ Lm, L′ ∈ Lm′. Then
(〈L, dL′〉) ≥ (m+m′−1)
N∑
i=1
Pi−
M∑
j=1
(aj(m+m
′)+ bm,j + bm′,j−1)Qj +Dγ
where Dγ is a certain divisor supported at γ-points.
Assume that (ω) ≥
N∑
i=1
m+i Pi −
∑M
j=1m
−
j Qj −
∑K
s=1 γs. Then
(〈L, (adω)L′〉) ≥
N∑
i=1
(m+m′+m+i )Pi−
M∑
j=1
(aj(m+m
′)+bm,j+bm′,j+m−j )Qj+D
′
γ.
where, by Theorem 3.1[ 1◦], Dγ −D′γ ≥ 0.
In order the 1-form ρ = 〈L, (d−adω)L′〉 had a nontrivial residue at least
at one of the points Pi it is necessary that
min
i=1,...,N
{m+m′ − 1,m+m′ +m+i } ≤ −1,
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in other words,
(3.5) m+m′ ≤ −1− min
i=1,...,N
{−1,m+i }.
It is necessary also that
N∑
i=1
resPi ρ 6= 0. But then
M∑
j=1
resQj ρ 6= 0 too,
hence ρ has a nontrivial residue at least at one of the points Qj. For the
last, it is necessary that
max
j=1,...,M
{aj(m+m′) + bm,j + bm′,j − 1, aj(m+m′) + bm,j + bm′,j +m−j } ≥ 1.
Since bj,m ≤ B, ∀j,m (see page 4) the last inequality implies that
max
j=1,...,M
{aj(m+m′) + 2B − 1, aj(m+m′) + 2B +m−j } ≥ 1,
further on
max
j=1,...,M
{aj(m+m′) + 2B − 1, aj(m+m′) + 2B + max
j=1,...,M
m−j } ≥ 1,
then
max
j=1,...,M
{aj(m+m′)} ≥ 1−max{2B − 1 , 2B + max
j=1,...,M
m−j },
and finally
(3.6) m+m′ ≥ min
j=1,...,M
{a−1j (1−max{2B − 1 , 2B + max
j=1,...,M
m−j })}.
By (3.5) and (3.6) we conclude that η(L,L′) is a local cocycle. 
Remark. Since adω is an inner derivation of g, the part 〈L, (adω)L′〉 of the
cocycle η is a coboundary. It can be explicitly represented as a linear func-
tion of the commutator [L,L′]. Indeed, 〈L, (adω)L′〉 = tr(adL)(ad[ω, L′]).
Making use of the relation ad[ω, L′] = adω·adL′−adL′·adω, and the cyclic
property of the tr operator, we obtain 〈L, (adω)L′〉 = −tr(ad[L,L′] · adω).
Thus, Theorem 3.1[ 2◦] can be reformulated as follows: the standard cocy-
cle 〈L, dL′〉 is local up to a coboundary.
Proof of Theorem 3.1[ 3◦]. For the proof of uniqueness in the case when g
is simple we refer to [8] where this proof had been given for an arbitrary
simple Lie algebra g, and the 2-point case (N = 1), and to [7] where it is
given for arbitrary sets of P - and Q-points. The remainder of the statement
3◦ of the Theorem easily follows from this result. 
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4. Relation to Tyurin parameters
In this section we consider gradings of the depth 1 and 2 on the classical
Lie algebras, and of the depth 2 and 3 for G2. In those cases we reproduce
Tyurin parameters, and expansions of Lax operators earlier obtained in
[1, 4, 9, 10]. We also point out the relevant new Lax operator algebras.
We restrict ourselves with the gradings given by simple roots. For a simple
root αi such a grading is given by h ∈ h such that αi(h) = 1, and αj(h) = 0
(j 6= i). Hence the grading subspace gp is a direct sum of the root subspaces
gα such that αi is contained in the expansion of α over simple roots with
multiplicity p. Observe that the depth of grading given by a simple root is
equal to the coefficient with which this root is contained in the expansion
of the highest root. Below, we keep the following convention: gi ⊂ g is
a subspace with the eigenvalue (−i). At the pictures below the longest
lines correspond to the medians of the corresponding matrices. We refer to
[12, Sect.2, §3.5] for the detailed information on Z-gradings of semisimple
Lie algebras. Below, e1, . . . , en denote the elements of a base in the space
the root system is embedded in, orthonormal with respect to the Cartan–
Killing form.
4.1. The case of An. In this case g has
[
n
2
]
gradings of depth 1 (and
no gradings of depth 2 given by simple roots). The grading number r
(1 ≤ r ≤ [n2]) is given by assigning a coefficient 1 to the simple root
αr = er − er+1. Consider first the grading number 1. Then the block
structure of the grading subspaces is as at the figure 1,a. The matrices
– g0
– g−1
– g1
a
 
 
 
 
b
Figure 1. Case of An
corresponding to the subspace g−1 = g˜−1 can be represented as αβt where
α is fixed by αt = (1, 0, . . . , 0), β ∈ Cn is arbitrary. Such matrix belongs
to sl(n) if βtα = 0. Further on, an element L0 ∈ g belongs to the filtration
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subspace g˜0 = g−1 ⊕ g0 if, and only if α is its eigenvector. Thus we arrive
to the following expansion of a Lax operator for sl(n) at a γ-point [1] (see
also [4, 9]):
L(z) = αβtz−1 + L0 + . . .
where βtα = 0, and L0α = κα (for some κ ∈ C).
The grading number r is given by the simple root αr = er − er+1. The
corresponding matrix realization is presented at the figure 1,b. This root
is contained in the expansions of the roots ei − ej for i = 1, . . . , r, j =
r + 1 . . . , n. The sum of the corresponding root spaces gives the grading
subspace g−1. Thus the upper g0-block has dimension r × r, the g−1 and
g1 blocks have dimensions r × (n − r), and (n − r) × r, respectively. The
subspace g−1 consists of the matrices of the form α˜1βt1 + . . . + α˜rβ
t
r where
α˜i = (0, . . . , 0, 1, 0, . . . , 0) (1 at the i-th position). α˜i and βj are mutually
orthogonal, the linear span of α˜1, . . . , α˜r is an invariant subspace for g˜0.
4.2. The case of Dn. The Dynkin diagram Dn is as follows:
r r r r r  r
@
@r. . .α1 α2 αn−2
αn−1
αn
where
α1 = e1 − e2, . . . , αn−1 = en−1 − en, αn = en−1 + en,
and all positive roots are ei±ej, 1 ≤ i < j ≤ n. Below we need expressions
of the positive roots via simple ones. These are as follows:
ei − ej = αi + . . .+ αj−1 (1 ≤ i < j ≤ n),
and
ei+ej =

αi + . . .+ αj−1 + 2αj + . . .+ 2αn−2 + αn−1 + αn, i < j ≤ n− 2;
αi + . . .+ αn−1 + αn, i < j = n− 1;
αi + . . .+ αn−2 + αn, i ≤ n− 2, j = n;
αn, i = n− 1, j = n.
The highest root is θ = α1 + 2α2 + . . . + 2αn−2 + αn−1 + αn, hence there
are three simple roots α1, αn−1, and αn giving gradings of depth 1, but the
last two are equivalent under an outer automorphism.
Consider the grading corresponding to the simple root α1. This simple
root is contained in the expansions for e1 ± ej, j = 2, . . . , n. The corre-
sponding root subspaces constitute the grading subspace g−1. In general,
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the blocks corresponding to the grading subspaces in the matrix realiza-
tion of g = so(2n) with respect to the quadratic form σ =
(
0 E
E 0
)
are
represented at figure 2,a:
– g0
– g−1
– g1
a
 
 
0
0
 
 
b
Figure 2. Case of Dn
Observe that g−1 can be represented as the subspace of rank 2 matrices of
the form (αβt − βαt)σ where α, β ∈ C2n, αt = (1, 0, . . . , 0), and βtσα = 0.
Observe also that α is an eigenvector with respect to g0, and α
tσα = 0.
Hence we obtain the following expansion (first found in [4]) for L at a
γ-point :
L(z) = (αβt − βαt)σz−1 + L0 + . . .
where α, β and L0 satisfy the above relations.
Considering now the grading given by the simple root αn we see that it is
contained in the expansions of the positive roots ei + ej for all i < j. The
remainder of simple roots forms the Dynkin diagram An−1. The blocks
corresponding to the grading subspaces are represented at figure 2,b. In
particular, g−1 is represented by the matrices of the form (α1βt1−β1αt1)σ+
. . . + (αnβ
t
n − βnαtn)σ where αi, βi ∈ C2n, for i = 1, . . . , n αi is given by
its coordinates αji = δ
j
i (where j = 1, . . . , 2n, δ
j
i is the Kronecker symbol),
βi = (β
1
i , . . . , β
n
i , 0, . . . , 0) (where β
j
i ∈ C are arbitrary). Observe that
αtiσβj = α
t
iσαj = β
t
iσβj = 0 for all i, j = 1, . . . , n. Using these relations we
can independently show by methods of [4] that the property of L to have
simple poles at γ-points is conserved under commutator.
4.3. The case of Cn. The Dynkin diagram Cn is as follows:
where
α1 = e1 − e2, . . . , αn−1 = en−1 − en, αn = 2en,
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r r r r r rH. . .α1 α2 αn−1 αn
and all positive roots are ei ± ej, 1 ≤ i < j ≤ n, and 2ei (i = 1, . . . , n).
The expressions of the positive roots via simple ones are as follows:
ei − ej = αi + . . .+ αj−1, 1 ≤ i < j ≤ n;
2ei = 2αi + . . . + 2αn−1 + αn, i = 1, . . . , n− 1;
2en = αn,
and
ei + ej =
{
αi + . . .+ αj−1 + 2αj + . . .+ 2αn−1 + αn, i < j ≤ n− 1;
αi + . . .+ αn−1 + αn, i < j = n;.
The highest root is θ = 2e1 = 2α1 +2α2 + . . .+2αn−1 +αn. We will consider
here the grading of depth 2 given by α1, and the grading of depth 1 given
by αn. The Lax operator algebra corresponding to the first of them is
found in [4], see also [9]. The algebra corresponding to the second grading
is new.
The blocks corresponding to the grading subspaces in the matrix realiza-
tion of g = sp(2n) with respect to the symplectic form σ =
(
0 E
−E 0
)
are
represented at figure 3,a. In particular, the one-dimensional subspace g−2
– g−2
– g2
– g0
– g−1
– g1
a
 
 
 
 
b
Figure 3. Case of Cn
corresponding to the highest root consists of matrices of the form νααtσ
where α ∈ C2n, αt = (1, 0, . . . , 0), ν ∈ C. The subspace g−1 consists of
matrices of the form (αβt+βαt)σ where α, β ∈ C2n, αt = (1, 0, . . . , 0), and
βtσα = 0. Observe also that α is an eigenvector with respect to g0. Finally,
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observe that for every L1 ∈ g1 we have αtσL1α = 0. Hence we have arrived
to the following form of expansions of the element L at γ-points:
L(z) = νααtσz−2 + (αβt + βαt)σz−1 + L0 + L1z + . . .
where α, β, L0, L1 satisfy the just listed relations (see also [4, 9]).
The matrix realization of the grading given by a simple root αn is rep-
resented at the figure 3,b. It is completely similar to that for the sys-
tem Dn, with the only distinction that matrices in g−1 are of the form
(α1β
t
1 + β1α
t
1)σ + . . . + (αnβ
t
n + βnα
t
n)σ. Again, αi and βj possess the or-
thogonality relations enabling one independently show by methods of [4]
that simple poles at γ-points remain simple under commutator (see Sec-
tion 4.2).
4.4. The case of Bn. The Dynkin diagram Bn is as follows:
r r r r r rH. . .α1 α2 αn−1 αn
where
α1 = e1 − e2, . . . , αn−1 = en−1 − en, αn = en,
and all positive roots are ei± ej, 1 ≤ i < j ≤ n, and ei (i = 1, . . . , n). The
expressions of the positive roots via simple ones are as follows:
ei − ej = αi + . . .+ αj−1,
ei = αi + . . . + αn−1 + αn, 1 ≤ i < j ≤ n;
ei + ej = αi + . . .+ αj−1 + 2αj + . . .+ 2αn−1 + 2αn,
The highest root is θ = e1 + e2 = α1 + 2α2 + . . .+ 2αn. We will consider
here the grading of depth 1 given by α1, and the grading of depth 2 given
by αn. The Lax operator algebra corresponding to the first of them is
found in [4], see also [9]. The algebra corresponding to the second grading
is new.
The blocks corresponding to the grading subspaces in the matrix realiza-
tion of g = so(2n+1) with respect to the quadratic form σ =
 0 0 E0 1 0
E 0 0

are represented at figure 4,a.
The subspace g−1 consists of matrices of the form (αβt − βαt)σ where
α, β ∈ C2n, αt = (1, 0, . . . , 0), and βtσα = 0 (observe that also αtσα = 0).
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– g−2
– g2
– g0
– g−1
– g1
a
 
 
0
0
0
0
 
 
 
 
 
 
 
 
 
 
 
 
  
0
b
Figure 4. Case of Bn
Again, α is an eigenvector with respect to g0. Hence we have arrived to
the following form of expansions of the element L at γ-points:
L(z) = (αβt − βαt)σz−1 + L0 + . . .
where α, β, L0 satisfy the just listed relations (see also [4, 9]).
The matrix realization of the grading given by a simple root αn is rep-
resented at the figure 4,b. The subspace g−1 is a direct sum of the root
subspaces corresponding to the roots ei (i = 1, . . . , n). The subspace g−2 is
a direct sum of the root subspaces corresponding to the roots ei+ ej for all
i, j = 1, . . . , n. Matrices in g−1 are of the form α0βt0 − β0αt0 where α0, β0 ∈
C2n+1, (α0)i = (δi,n+1), β0 = (β10 , . . . , βn0 , 0, . . . , 0) (β
j
0 ∈ C are arbitrary).
Matrices in g−2 are of the form (α1βt1−β1αt1)σ+ . . .+(αnβtn−βnαtn)σ where
αi, βi ∈ C2n+1, for i = 1, . . . , n, αi is given by its coordinates αji = δji (where
j = 1, . . . , 2n + 1, δji is the Kronecker symbol), βi = (β
1
i , . . . , β
n
i , 0, . . . , 0)
(where βji ∈ C are arbitrary).
4.5. The case of G2. The Dynkin diagram G2 is as follows:
s sHα1 α2
where α1, α2 ∈ C2,
α1 = (1, 0), α2 = (−3/2,
√
3/2),
and all positive roots are vertices of two regular hexagons determined by
α1, α2 (with a common center at (0, 0)). The Lie algebra G2 has an exect
7-dimensional representation by matrices of the form are presented at the
figure 5,b. At the figure, dependent blocks are of the same color (bright
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gray, dark gray, or wight). By [x] (where x ∈ C3, xT = (x1, x2, x3)) we de-
note a skew-symmetric matrix given by [x] =
( 0 x3 −x2−x3 0 x1
x2 −x1 0
)
. Below we give
the full list of positive roots with the relation to the matrix elements of the
representation. For every positive root we point out one independent entry
of submatrices a1, a2, A giving this root, and the list of all corresponding
non-vanishing entries of the full matrix (in the form (i, j)).
α1, (a1)1 =
√
2, (2, 1), (1, 5), (6, 4),
α2, A21 = 1, (3, 2), (5, 6),
α1 + α2, (a1)2 =
√
2, (3, 1), (1, 6), (5, 4),
2α1 + α2, (a2)3 =
√
2, (7, 1), (1, 4), (2, 6),
3α1 + α2, A13 = 1, (2, 4), (7, 5),
3α1 + 2α2, A23 = 1, (3, 4), (7, 6).
The highest root is θ = 3α1 + 2α2. Let us consider first the grading of
depth 2 given by α2. The blocks corresponding to the grading subspaces
in the matrix realization are represented at figure 5,a.
– g−2
– g2
– g0
– g−1
– g1
a
 
 
 
  
0
0
0
0
0
0
0
a
 
 
0 −aT1
a1
a2
−aT2
A
−AT1√
2
[a1]
1√
2
[a2]
b
Figure 5. Case of G2: depth 2
It is easy to check that the subspace g−2 consists of matrices of the form
(4.1) L−2 = µ
0 0 00 α˜1α˜t2 0
0 0 −α˜2α˜t1
 , µ ∈ C
where α˜1 = (0, 1, 0), α˜2 = (0, 0, 1) while the subspace g−1 consists of ma-
trices of the form
(4.2) L−1 =
 0 −√2β02α˜t2 −√2β01α˜t1√2β01α˜1 α˜1βt2 − β1α˜t2 β02[α˜2]√
2β02α˜2 β01[α˜1] α˜2β
t
1 − β2α˜t1
 .
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where β01, β02 ∈ C are arbitrary, β1, β2 ∈ C3 satisfy the following orthogo-
nality relations: α˜T1 β2 = 0, α˜
T
2 β1 = 0. Observe also that α˜
T
1 α˜2 = 0 and if
L0 ∈ g˜0 is given as at the figure 5,b then
(4.3) α˜T1 a2 = 0, α˜
T
2 a1 = 0, Aα˜1 = κ1α˜1, −AT α˜2 = κ2α˜2
where κ1,κ2 ∈ C.
As a result we have obtained the Lax operator algebra recently found in
[10]. Hence we may claim that this Lax operator algebra corresponds to
the depth 2 grading of G2 given by the simple root α2.
Besides, the Lie algebra G2 has a grading of depth 3 given by the simple
root α1. The matrix realization of this grading is given at the figure 6.
 
 
0
0
0
0
0
0
0
– g−2
– g−1
– g0
– g1
– g2
– g±3
Figure 6. Case of G2: depth 3
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