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Abstract. We show a novel systematic way to construct conservative finite difference schemes
for quasilinear first-order system of ordinary differential equations with conserved quantities. In
particular, this includes both autonomous and non-autonomous dynamical systems with conserved
quantities of arbitrary forms, such as time-dependent conserved quantities. Sufficient conditions to
construct conservative schemes of arbitrary order are derived using the multiplier method. General
formulas for first-order conservative schemes are constructed using divided difference calculus. New
conservative schemes are found for various dynamical systems such as Euler’s equation of rigid
body rotation, Lotka–Volterra systems, the planar restricted three-body problem and the damped
harmonic oscillator.
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1. Introduction.
Conservative methods for ordinary differential equations (ODEs) are numerical meth-
ods which preserve their first integrals, invariants or, equivalently, conserved quan-
tities. One primary motivation behind their use is the intrinsic long-term stability
properties which conservative methods can possess, making them important in the
long time study of dynamical systems in fields such as, but not limited to, astronomy,
molecular dynamics, fluid mechanics, climate prediction and mathematical biology.
In the past decades, considerable research efforts have been devoted to developing
methods which preserve both approximately or exactly (up to round-off errors) first
integrals [4, 6, 8, 11, 12, 13, 14, 17, 18]. For Hamiltonian systems, symplectic methods
and variational integrators approximately conserve the energy and also preserve other
important underlying geometric structures. Specifically, symplectic methods preserve
the symplectic structure of canonical Hamiltonian systems so that their discrete flow is
volume-preserving. Moreover, their energy is nearly conserved over an exponentially
long time [2]. Variational integrators preserve Hamilton’s principle of stationary ac-
tion at a discrete level and as a result, they are symplectic and can exactly conserve
momenta arising from symmetries due to a discrete version of Noether’s theorem [10].
Other approximate and exactly conservative methods exist for special classes of
ODEs or special forms of invariants. For instance, Kahan’s method applies to at most
quadratic vector fields and exactly preserves a modified Hamiltonian when applied
to Hamiltonian systems [3]. Although all Runge-Kutta methods exactly preserve lin-
ear invariants [20] and, in some cases, quadratic invariants [5], it is known that no
consistent Runge-Kutta method can exactly preserve arbitrary polynomial invariants
with degree three or higher [9]. However, in the case of Hamiltonian systems, specific
Runge-Kutta methods can be constructed to exactly preserve the energy of a particu-
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lar polynomial form [3]. Moreover, the average vector field method exactly preserves
general energy functions using an integral formula [16].
In the general case, to the best of our knowledge, there are two known classes
of exactly conservative methods for ODEs, specifically for quasilinear systems1. One
class of methods is called the discrete gradient method [17,18] which can exactly pre-
serve arbitrary forms of first integrals. The general idea is to rewrite the ODE system
in a skew-gradient form so that a discrete gradient method can be used to exactly
preserve their first integrals. Difficulties can arise in the reformulation at degenerate
critical points of the first integrals and in constructing sparse skew-symmetric ten-
sors for large systems. Moreover, the discrete gradient method has so far only been
developed for time-independent conserved quantities.
The other general class of exactly conservative method are projection methods.
The main idea is to advance in time using any numerical scheme and project its
solution back onto the level set of the invariants after some number of time steps [7].
The projection step is generally performed by solving a constrained optimization
problem using Lagrange multipliers, which can be computationally expensive for large
systems. Thus, a projection step is usually taken only once every few time steps.
While projection methods are exactly conservative in general, this approach may not
possess long-term stability properties as discussed in [23]. Specifically, the projection
step may project onto a different connected component of the level set of the invariants
leading to instability over long time.
In contrast to the well-known quantities such as energy and momentum, there
can be conserved quantities for dynamical systems which may not have an a pri-
ori physical meaning. One example is the time-dependent conserved quantity for
the damped harmonic oscillator observed in [22]. To treat arbitrary forms of con-
served quantities of ODEs and as well as conservation laws of partial differential
equations (PDEs), the multiplier method was introduced in [22] as a general con-
servative method. The main idea is to discretize the so-called characteristics [15] or
conservation law multipliers [1] of a PDE system so that a discrete divergence theo-
rem holds. It is known from [15] that for a normal, nondegenerate PDE system, there
is a one-to-one correspondence between equivalence classes of conservation laws and
their associated multipliers. Thus, the multiplier method can be applied to virtually
all differential equations arising in practical applications without any additional ge-
ometric structures, such as non-Hamiltonian systems or nonautonomous systems. In
particular, for quasilinear first-order systems, we will show that the multiplier method
can exactly preserve arbitrary forms of conserved quantities, such as time-dependent
conserved quantities, and can be applied directly without any reformulation or trans-
formation of the given ODE system. This is especially important for constructing
conservative semi-discretizations of PDEs, where arbitrary large systems can arise
which necessitates a systematic construction of conservative schemes without addi-
tional reformulation or transformation.
In this paper, we specialize the multiplier method to quasilinear first-order sys-
tems and show that conservative schemes can be systematically constructed for general
forms of conserved quantities. This paper is organized as follows. In Section 2, we in-
troduce notations and conventions used throughout the paper. In Section 3, we give a
short introduction on the theory of conservation law multipliers for quasilinear ODEs.
It is shown that conserved quantities and conservation law multipliers share two im-
portant relations. In Section 4, these relations are discretized leading to sufficient
1Here, quasilinear means the ODE system is linear in its highest time derivative.
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conditions for constructing conservative schemes of arbitrary order. General formulas
for conservative schemes of (at least) first order are provided using divided difference
calculus. In Section 5, conservative schemes are derived systematically for the Euler’s
equation of rigid body rotation, Lotka–Volterra systems, the planar restricted three-
body problem and the damped harmonic oscillator. In Section 6, exact conservation
properties are numerically verified for the derived examples up to round-off errors.
And finally, some concluding remarks are given on future work in the conclusion.
2. Notations and conventions.
Let U ⊂ Rn and V ⊂ Rm be open subsets where here and in the following n,m, p ∈ N.
f ∈ Cp(U → V ) means f is a p-times continuously differentiable function with domain
in U and range in V . When the domain and range of f is clear, we simply write f ∈ Cp.
If p = 0, we write f ∈ C(U → V ) to indicate that f is a continuous function on U .
We often use boldface to indicate a vectorial quantity f . If f ∈ Cp(V → Rn), Dpf
denotes the p partial derivatives of f with respect to x and ∂xf :=
[
∂fi
∂xj
]
denotes the
Jacobian matrix. Let I ⊂ R be an open interval and let x ∈ C1(I → U), x˙ denotes
the derivative with respect to time t ∈ I. Also if x ∈ Cp(I → U), x(q) denotes the q-
th time derivative of x for 1 ≤ q ≤ p. For the sake of brevity, the explicit dependence
of x on t is often omitted with the understanding that x is to be evaluated at t.
If ψ ∈ C1(I × U → Rm), Dtψ denotes the total derivative with respect to t, and
∂tψ denotes the partial derivative with respect to t. Mm×n(R) denotes the set of all
m×n matrices with real entries. For a vector v or matrix A, vT and AT denote their
transposes. The usual dot product of two vectors v,w ∈ Rn is denoted by v · w or
equivalently by vTw. ei ∈ Rn denotes the i-th standard basis vector.
3. Theory of conservation law multipliers for quasilinear ODEs.
In this section, we present a short self-contained description on the theory of conser-
vation law multipliers for quasilinear first-order systems of ODEs2 with real entries
and Cp solutions. In particular, this includes both autonomous or non-autonomous
dynamical systems.3 In essence for quasilinear first-order ODEs, we show that there is
a one-to-one correspondence between its conserved quantities and so-called conserva-
tion law multipliers. Although this correspondence principle is not new, as [15] proved
a more general correspondence for equivalent classes of conservation laws for normal,
nondegenerate PDE systems with locally C∞ functions. The new proofs presented
here have the advantage of being quite elementary and thus are more amendable to
non-specialists and for extensions to weaker regularity assumptions.
Consider a quasilinear first-order system of ordinary differential equations,
F (t,x, x˙) := x˙(t)− f(t,x) = 0,(1)
x(t0) = x0.
where t ∈ I, x = (x1(t), . . . , xn(t)) ∈ U . For p ∈ N, we consider the case f ∈
Cp−1(I × U → Rn). Thus, by standard ODE theory, there exists an unique solution
x ∈ Cp(I → U) to the first order system (1) in a neighborhood of (t0,x0) ∈ I × U .
We shall assume I is such maximal interval of existence.
2As usual, quasilinear ODEs with higher order derivatives can be transformed into quasilinear
first-order systems of ODEs by introducing auxiliary variables for the higher order derivatives.
3Indeed, a non-autonomous system can always be transformed into an autonomous one. However,
we will show that the proposed conservative methods can be applied to the system “as is” and thus
they are directly applicable to semi-discretizations of PDEs.
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3.1. Conserved quantities of quasilinear first order ODEs.
Definition 1. Let m, q ∈ N with 1 ≤ m and q ≤ p − 1. For i = 1, . . . , q, let
U (i) be open subsets of Rn. A q-th order conserved quantity of F is a vector-valued
function ψ ∈ C1(I × U × U (1) × · · · × U (q) → Rm) such that
Dtψ(t,x, x˙, . . . ,x
(q)) = 0, for any t ∈ I and Cp solution x of F .(2)
It follows that ψ(t,x, x˙, . . . ,x(q)) is constant on t ∈ I for any Cp solution x of F . By
the quasilinear property of F , we can differentiate both sides of (1) with respect to t
up to q − 1 times and substitute time derivatives of x with partial derivatives of f :
x(2) = Dtf(t,x) = f1(t,x,f(t,x), Df(t,x)) =: f˜1(t,x),
...
x(q) = D
(q−1)
t f(t,x) = f q−1(t,x,f(t,x), Df(t,x), . . . , D
(q−1)f(t,x)) =: f˜ q(t,x).
Thus, we can rewrite a q-th order conserved quantity ψ as a zeroth order conserved
quantity ψ˜(t,x) := ψ(t,x, f˜1(t,x), . . . , f˜ q−1(t,x)) so that Dtψ˜(t,x) = 0 for any C
p
solution x of F . In other words, without loss of generality, it suffices to consider only
zeroth order conserved quantities ψ(t,x) for F in (2).
3.2. Conservation law multipliers for quasilinear first order ODEs.
Next, we introduce a generalization of integrating factors referred to as characteris-
tics by [15] or equivalently, conservation law multipliers by [1]. We will adopt the
terminology of conversation law multiplier or just multiplier when the context is clear.
Definition 2. A conservation law multiplier of F is a matrix-valued function
Λ ∈ C(I×U×U (1) →Mm×n(R)) such that there exists a function ψ ∈ C1(I×U → R),
Λ(t,x, x˙)(x˙(t)− f(t,x)) = Dtψ(t,x), for t ∈ I, x ∈ C1(I → U).(3)
Here, we emphasize that condition (3) holds as an identity for arbitrary C1 functions
x; that is, x does not need to be a solution of F . Moreover, in general, there can be
many conservation law multipliers for the same function ψ. However, if we restrict
to multipliers of the form Λ(t,x), then there is a one-to-one correspondence between
conservation law multipliers of F and conserved quantities of F , up to constant factors
in ψ. To show this, we need the following lemma.
Lemma 3. Let g ∈ C(I×U → Rm) and suppose g has the property that g(t,x) =
0 for any C1 solution x of F , then g(t,x) = 0 for all (t,x) ∈ I ×U . In other words,
g is identically the zero function on I × U .
Proof. Suppose g(t0,x0) 6= 0 for some t0 ∈ I,x0 ∈ U . Local existence of solution
to F implies there exists a C1 (in fact Cp) solution x with x(t0) = x0. However,
0 6= g(t0,x(t0)) contradicts the hypothesis that g vanishes on any C1 solution of F .
Now, we are in the position to show the key correspondence result for conservation
law multipliers of the form Λ(t,x).
Theorem 4 (Correspondence Theorem). Let ψ ∈ C1(I × U → Rm). Then there
exists a unique conservation law multiplier of F of the form Λ ∈ C(I×U →Mm×n(R))
associated with the function ψ if and only if ψ is a conserved quantity of F . And if
so, Λ is unique and satisfies for any t ∈ I and x ∈ C1(I → U),
Λ(t,x) = ∂xψ(t,x),(4a)
Λ(t,x)f(t,x) = −∂tψ(t,x).(4b)
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Proof. Suppose Λ ∈ C(I × U → Mm×n(R)) is a conservation law multiplier
of F associated with the function ψ. It follows immediately from the definition of
conservation law multipliers that for any x ∈ C1 solution of F ,
Dtψ(t,x) = Λ(t,x)(x˙(t)− f(t,x)) = 0.
Thus, the function ψ is a conserved quantity of F . To show that Λ satisfy (4a) and
(4b), note that for any x ∈ C1(I → U),
Λ(t,x)(x˙(t)− f(t,x)) = Dtψ(t,x) = ∂xψ(t,x) · x˙(t) + ∂tψ(t,x)(5)
Choosing the constant function x(t) = y ∈ U in (5) implies Λ satisfies (4b) for any
(t,y) ∈ I × U . Since (4b) is now satisfied, (5) simplifies to
Λ(t,x)x˙(t) = ∂xψ(t,x) · x˙(t), for any x ∈ C1(I → U).(6)
For i = 1, . . . , n and any s ∈ I,y ∈ U , choosing the linear function x(t) = ei(t−s)+y
and evaluating (6) at t = s shows the i-th column of Λ(s,y) and ∂xψ(s,y) are equal,
which implies Λ also satisfies (4a).
Conversely, let ψ(t,x) be a conserved quantity of F . Define Λ(t,x) = ∂xψ(t,x)
as given in (4a). Then, for any x ∈ C1(I → U),
Dtψ(t,x) = ∂xψ(t,x) · x˙(t) + ∂tψ(t,x)
= ∂xψ(t,x) · (x˙(t)− f(t,x)) + Λ(t,x)f(t,x) + ∂tψ(t,x)︸ ︷︷ ︸
=:g(t,x)
Since ψ is a conserved quantity of F , for any C1 solution x of F ,
g(t,x) = Dtψ(t,x)︸ ︷︷ ︸
=0
−∂xψ(t,x) · (x˙(t)− f(t,x))︸ ︷︷ ︸
=0
= 0.
In other words, g(t,x) = 0 on any C1 solution x of F . Thus, by Lemma 3, g(t,x) is
identically zero which implies (4b).
Remark 5. It is possible for an autonomous system F to have time dependent
conserved quantities, as Example 2 of Section 3.3 will illustrate.
Remark 6. Note that on the solutions of F , a conserved quantity ψ of F is
advected by the flow velocity f given by,
∂tψ(t,x) + ∂xψ(t,x)f(t,x) = 0.
Indeed, this is implied by conditions 4a–4b restricted to C1 solutions of F . Moreover,
in fact, conditions 4a–4b say a conserved quantity ψ of F satisfies the above advection
equation for any x ∈ C1(I → U).
Theorem 4 is useful in constructing conserved quantities of F . In particular, it is
enough to consider multipliers of the form Λ(t,x), which will make computation much
simpler in practice. We will make use of conditions (4a) and (4b) to systematically
construct conservative discretizations for F in Section 4.
For a known conserved quantity ψ(t,x) of F , the corresponding conservation
law multiplier Λ(t,x) can be computed using (4a). Moreover in general, even if a
conserved quantity of F is not known in advance, conserved quantities may be found
using the Euler operator [15]. For brevity, here we only define the Euler operator for
functions of the form g(t,x, x˙), though similar results hold for higher order partial
derivatives.
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Definition 7. Let g ∈ C1(I × U × U (1) → Rm). For i = 1, . . . , n, the Euler
operator of g is the linear operator E : C1(I × U × U (1) → Rm)→ Rm defined by,
(Eg)(t,x, x˙) := ∂xg(t,x, x˙)− (Dt ◦ ∂x˙) g(t,x, x˙), for any x ∈ C1(I → U).
Theorem 8 (Euler operator). Let I×U ×U (1) be a star-shaped domain centered
at (t0,x0, x˙0) and g ∈ C1(I × U × U (1) → Rm). Then (Eg)(t,x, x˙) = 0 for all
(t,x, x˙) ∈ I × U × U (1) if and only if there exists ψ ∈ C2(I × U × U (1) → Rm) such
that g(t,x, x˙) = Dtψ(t,x, x˙) for all (t,x, x˙) ∈ I × U × U (1).
Proof. The proof follows analogously from the case when I = R, U = Rn =
U (1) proved in Theorem 4.7 of [15] with (t0,x0, x˙0) translated to the origin. The
star-shaped domain condition is only needed in the forward implication where a line
integration is used to construct ψ.
Since conservation law multipliers satisfy (3), Theorem 8 implies the following:
Corollary 9. Let I×U ×U (1) be a star-shaped domain centered at (t0,x0, x˙0).
Then Λ ∈ C1(I × U → Mm×n(R)) is a conservation law multiplier of F if and only
if (E(ΛF )) (t,x, x˙) = 0 for all (t,x, x˙) ∈ I × U × U (1).
Thus for quasilinear first order systems, one can find C2 conserved quantities in
two steps: First, find conservation law multipliers of F using Corollary 9. Second,
compute the corresponding conserved quantities ψ using (4a). The use of the Euler
operator to find conserved quantities applies to much more general systems, such as
normal, nondegenerate PDE systems. For more details, see [1, 15].
3.3. Examples of conservation law multipliers.
Example 1 (Hamiltonian system).
One classical time-independent conserved quantity of an autonomous system is the
energy H(q,p) of a Hamiltonian system,
(7) F (q,p, p˙, q˙) :=
(
q˙
p˙
)
− J
(
∂pH(q,p)
∂qH(q,p)
)
= 0,
where q ∈ Rn are the generalized coordinates, p ∈ Rn are the generalized momenta
and J is the (2n)× (2n) skew-symmetric matrix
(8) J =
(
0 In
−In 0
)
, with the n× n identity matrix In.
Since H is a conserved quantity of (7), it follows from (4a) that the 2n× 1 matrix
(9) Λ(q,p) =
(
∂qH(q,p) ∂pH(q,p)
)
is the multiplier associated with the energy H. Indeed, for any q,p ∈ C1(I → Rn),
Λ(q,p)F (q,p, p˙, q˙) =
(
∂qH(q,p) ∂pH(q,p)
)((q˙
p˙
)
− J
(
∂pH(q,p)
∂qH(q,p)
))
= ∂qH(q,p) · q˙ + ∂pH(q,p) · p˙
= DtH(q,p).
Moreover, (4b) is also satisfied since Λf = 0 = −∂tH, where f := J
(
∂pH ∂qH
)T
.
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Example 2 (Damped Harmonic Oscillator).
The damped harmonic oscillator written as an autonomous system is given by,
(10) F (x, y, x˙, y˙) :=
(
x˙
y˙
)
−
(
y
− 1m (γy + κx)
)
= 0,
where m is the mass of an object attached to a spring with the spring constant κ and
the damping coefficient γ. In [22], the time-dependent conserved quantity ψ(t, x, y),
ψ(t, x, y) :=
e
γ
m t
2
(
my2 + γxy + κx2
)
,
was found for the damped harmonic oscillator. Here we look for the corresponding
multiplier as a first order system (10). By (4a),
Λ(t, x, y) =
(
∂ψ
∂x (t, x, y)
∂ψ
∂y (t, x, y)
)
=
(
e
γ
m t
(
κx+ γ2 y
)
e
γ
m t
(
γ
2x+my
))
.
It follows that for any x, y ∈ C1(I → R)
Λ(t, x, y)F (x, y, x˙, y˙) = e
γ
m t
((
κx+
γ
2
y
)
(x˙− y) +
(
my +
γ
2
x
)(
y˙ +
γ
m
y +
κ
m
x
))
= e
γ
m t
( γ
2m
(
my2 + γxy + κx2
)
+myy˙ +
γ
2
(x˙y + xy˙) + κxx˙
)
= Dtψ(t, x, y).
Moreover, one can verify that (4b) is indeed satisfied, since
Λ(t, x, y)
(
y
− 1m (γy + κx)
)
= −e
γ
m t
2
γ
m
(
my2 + γxy + κx2
)
= −∂tψ(t, x, y).
3.4. Local solvability of f .
There is another form of condition (4b) which will be useful in application. For this,
we need some mild assumptions on the conserved quantity ψ.
Definition 10. Let ψ ∈ C1(I × U → Rm) be a conserved quantity of F . The
components of ψ are linearly independent on I×U if ∂xψ has full row rank on I×U .
Note that since x has at most n components, the Jacobian ∂xψ can have full row
rank only if m ≤ n. We now derive a theorem on local solvability of components of f
using conditions 4a and 4b.
Theorem 11 (Local solvability of f). Let n,m ∈ N with 1 ≤ m ≤ n and let
ψ ∈ C1(I × U → Rm) be a linearly independent conserved quantity of F on I × U .
If m ≤ n−1, then for any (s,y) ∈ I×U , there exist open balls BR(s)×BR(y) ⊂ I×U
around (s,y) and a n×n permutation matrix P such that for (t,x) ∈ BR(s)×BR(y),
(ΛPT )(t,x) =
(
Λ˜(t,x) Σ(t,x)
)
,
(Pf)(t,x) =
(
f˜(t,x)
g(t,x)
)
,
where Λ˜ ∈ C(BR(s)×BR(y)→Mm×m(R)) is invertible, Σ ∈ C(I × U →
Mm×(n−m)(R)) and f˜ ∈ Cp−1(I × U → Rm), g ∈ Cp−1(I × U → Rn−m) satisfying,
f˜(t,x) = −
[
Λ˜(t,x)
]−1 (
∂tψ(t,x) + Σ(t,x)g(t,x)
)
.(11)
In the case m = n, f can be solved globally on I × U given by,
(12) f(t,x) = − [Λ(t,x)]−1 ∂tψ(t,x).
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Proof. Let 1 ≤ m ≤ n − 1 and fix any (s,y) ∈ I × U . Since ∂xψ has full row
rank on I × U and Λ = ∂xψ by condition (4a), there must be a m × m minor Λ˜
of Λ such that det(Λ˜(s,y)) 6= 0. By continuity of Λ˜ and the determinant function,
there exists open balls BR(s)×BR(y) ⊂ I ×U around (s,y) so that det(Λ˜(t,x)) 6= 0
for all (t,x) ∈ BR(s) × BR(y). Reorder the columns of Λ so that the invertible
minor Λ˜ is on the first m columns; i.e. there is a permutation matrix P such that
ΛPT =
(
Λ˜ Σ
)
with Λ˜ ∈Mm×m(R) invertible on BR(s)×BR(y). Thus by condition
(4b), for (t,x) ∈ BR(s)×BR(y),
− ∂tψ = Λf =
(
ΛPT
)
(Pf) =
(
Λ˜ Σ
)(f˜
g
)
= Λ˜f˜ + Σg, with Λ˜ invertible.
Solving for f˜ by inverting Λ˜ shows (11). In the case when m = n, Λ = ∂xψ is an
invertible square matrix on I × U , which implies (12).
Interestingly, for non-trivial first order quasilinear ODEs, (12) implies there can
be at most n− 1 linearly independent components of the form ψ(x)4.
Corollary 12. Let ψ ∈ C1(U → Rm) be a time independent conserved quantity
of F with linearly independent components on U . Then either m ≤ n−1, or f(t,x) =
0 for all (t,x) ∈ I × U , in which case F (t,x, x˙) := x˙(t) = 0 or x(t) = x0.
Proof. If suffices to show the case for m = n, as m ≤ n by hypothesis of linear
independence. Since ∂tψ = 0, (12) implies f(t,x) = 0 for all (t,x) ∈ I × U .
4. The multiplier method.
Combining the theories developed so far for conservation law multipliers of Section 3
and the divided difference calculus introduced in Appendix B, we now demonstrate a
systematic way to construct conservative schemes for first order quasilinear ODEs.
4.1. Sufficient conditions for conservative schemes of arbitrary order.
Let {tk ∈ R}k∈N be a discrete set of time steps with tk < tk+1 such that there exists a
largest time step size τ = supk∈N(t
k+1− tk) <∞. We denote discrete approximations
of x(tk) ∈ U as xk ∈ U . Specifically, we will be focusing on (nonlinear) multi-step
methods.
Definition 13. Let r ∈ N and W be a finite dimensional normed vector space.
fτ is called a r-step function if fτ : I × Ur+1 → W , where Ur+1 is the Cartesian
product of r+ 1 copies of U . The value of fτ at (tk,xk+1, . . . ,xk−r+1) ∈ I ×Ur+1 is
denoted by fτ (tk,xk+1, . . . ,xk−r+1) ∈W .
Definition 14. Let p, q ∈ N. A r-step function fτ : Cp+q(I × Ur → W ) is
consistent of order q to a function f ∈ Cp+q(I × U × U (1) × · · · × U (p) → W ) if for
any x ∈ Cp+q(I × U → U), there exists a constant Cf > 0 independent of τ so that∥∥∥f(tk,x(tk), . . . ,x(p)(tk))− fτ (tk,x(tk+1), . . . ,x(tk−r+1))∥∥∥
W
≤ Cf ‖x‖Cp+q(Ik) τ q,
where Ik := [tk−r+1, tk+1] and ‖x‖Cr(Ik) := max0≤i≤r
∥∥∥x(i)∥∥∥
L∞(Ik)
. If so, we simply write
fτ = f +O(τ q).
In the following part, W is either Rm with the usual Euclidean norm or Mm×n(R)
with the operator norm. Before stating the main theorem for constructing conserva-
tive schemes, we need a few more definitions.
4This was remarked in [23] for autonomous systems with time-independent conserved quantities.
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Definition 15. Let F τ be a consistent r-step function to F and ψτ be a con-
sistent (r − 1)-step function to ψ. Denote ψτk := ψτ (tk,xk, . . . ,xk−r+1). We say
the r-step method F τ is conservative in ψτ if ψτk+1 = ψ
τ
k, whenever x
k+1 satisfies
F τ (tk,xk+1, . . . ,xk−r+1) = 0.
Definition 16. Let Dτtψ be a consistent r-step function to Dtψ and ψ
τ be a
consistent (r − 1)-step function to ψ. We say that Dτtψ is constant-compatible with
ψτ if Dτtψ(t
k,xk+1, . . . ,xk−r+1) = 0 implies ψτk+1 = ψ
τ
k,
In other words, constant-compatibility means the discrete total derivative Dτtψ
preserves the vanishing derivative of constant functions. We now prove a key theorem
for constructing conservative schemes of arbitrary orders, which generalizes the case
of autonomous systems with time-independent conserved quantities shown in [23].
Theorem 17 (Conservative discretizations for quasilinear first order ODEs).
Suppose fτ , Dτt x, D
τ
tψ, ∂
τ
t ψ,Λ
τ are r-step functions and consistent of order q respec-
tively to f , x˙, Dtψ, ∂tψ,Λ, where Λ is a conservation law multiplier of F associated
with the conserved quantity ψ. Assume Dτtψ is constant-compatible with a (r−1)-step
function ψτ . Also assume fτ , Dτt x, D
τ
tψ, ∂
τ
t ψ,Λ
τ satisfy
ΛτDτt x = D
τ
tψ − ∂τt ψ,(13a)
Λτfτ = −∂τt ψ.(13b)
Then the r-step method defined by
F τ (tk,xk+1, . . . ,xk−r+1) :=Dτt x(t
k,xk+1, . . . ,xk−r+1)(14)
− fτ (tk,xk+1, . . . ,xk−r+1) = 0,
is consistent of at least q-th order to F and F τ is conservative in ψτ . Moreover, for
any x ∈ Cq(I → Rn),
ΛτDτt x−Dτtψ + ∂τt ψ = O(τ q),(15a)
Λτfτ + ∂τt ψ = O(τ q).(15b)
Proof. It is clear from the triangle inequality that if Dτt x = x˙ + O(τ q) and
fτ = f +O(τ q), then F τ = F +O(τ q). Let xk+1 be a solution to F τ = 0. Then by
(13a) and (13b),
0 = Λτ (Dτtψ − fτ ) = (Dτtψ − ∂τt ψ) + ∂τt ψ = Dτtψ.
Since Dτtψ is constant-compatible with ψ
τ , this implies ψτk+1 = ψ
τ
k. In other words,
F τ is conservative in ψτ . To show (15a), for any x ∈ C1(I → Rn) note that Λx˙ =
∂xψ · x˙ by (4a) and ∂xψ · x˙ = Dtψ − ∂tψ by the chain rule. Thus,
‖ΛτDτt x−Dτtψ + ∂τt ψ‖ = ‖(ΛτDτt x− Λx˙) + (∂xψ · x˙−Dτtψ + ∂τt ψ)‖
≤ ‖(Λτ − Λ)Dτt x+ Λ(Dτt x− x˙)‖+ ‖(Dtψ −Dτtψ) + (∂τt ψ − ∂tψ)‖
≤ ‖Λτ − Λ‖ (‖x˙‖+ ‖Dτt x− x˙‖) + ‖Λ‖ ‖Dτt x− x˙‖+ ‖Dtψ −Dτtψ‖
+ ‖∂τt ψ − ∂tψ‖ = O(τ q),
where the last step follows from the order q consistency of Λτ , Dτt x, ∂
τ
t ψ, D
τ
tψ and
that ‖x˙(t)‖ , ‖Λ(t,x(t))‖ are bounded uniformly on t ∈ Ik by continuity of x and Λ.
A similar estimate can be carried out to show (15b).
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Remark 18. Although we have only shown consistency of at least order q, it is
possible for (14) to be of higher order than q, as Example 5.1 in Section 5 illustrates.
Remark 19. The average vector field method was introduced in [16] as an energy-
preserving discretization for Hamiltonian systems. This method can be viewed as a
special case of the conditions (13a) and (13b) applied to Hamiltonian systems. In
particular, since ψ(t,x) := H(x) is time independent, the average vector field method
is equivalent to the following choices of Dτt x, D
τ
tH, ∂
τ
t H,f
τ ,Λτ :
Dτt x :=
xk+1 − xk
τ
, Hτ (xk) := H(xk)
DτtH :=
H(xk+1)−H(xk)
τ
fτ := J∂τxH
∂τt H := 0 Λ
τ := ∂τxH
where J is the (2n)× (2n) skew-symmetric matrix from (8) and
∂τxH(x
k+1,xk) :=
∫ 1
0
∂xH
(
s(xk+1 − xk) + xk) ds,
which is consistent to Λ = ∂xH from (9). Thus, (13a) and (13b) are satisfied since
ΛτDτt x =
1
τ
∫ 1
0
∂xH
(
s(xk+1 − xk) + xk) · (xk+1 − xk)ds
=
1
τ
∫ 1
0
d
ds
H
(
s(xk+1 − xk) + xk) ds
=
H(xk+1)−H(xk)
τ
= DτtH = D
τ
tH − ∂τt H,
Λτfτ = ∂τxH · J∂τxH = 0 = −∂τt H.
In Section 4.3, conservative discretizations for quasilinear first order systems are de-
rived using divided differences. In particular, in contrast to the average vector field
method, the multiplier method does not require computation of integrals and can be
directly applied to non-Hamiltonian systems.
4.2. Local solvability of fτ . Note that conditions (13a) and (13b) are discrete
analogues of conditions (4a) and (4b). Moreover, given a consistent discrete multiplier
Λτ to Λ, we show that condition (13b) can be satisfied locally in I ×U for sufficiently
small τ using the local invertibility of discrete multipliers of Lemma 24 presented in
the Appendix A.
Theorem 20 (Local solvability of fτ ). Let (s,y) ∈ I × U and Σ, f˜ , g, P and an
invertible matrix Λ˜ be as given by Theorem 11. Suppose Λτ , ∂τt ψ, g
τ are consistent of
order q to Λ, ∂tψ, g and {Λ˜τ}0<τ<τ0 is equicontinuous on I × Ur+1.
If 1 ≤ m ≤ n− 1, define Λ˜τ ∈Mm×m(R) and Στ ∈M(n−m)×m(R) by,
ΛτPT :=
(
Λ˜τ Στ
)
.(16)
Then for sufficiently small τ and some r > 0, Λ˜τ is invertible on Br(s) × Br(y) ×
· · · ×Br(y) ⊂ I × Ur+1 and
fτ := PT
(
−
[
Λ˜τ
]−1
(∂τt ψ + Σ
τgτ )
gτ
)
,(17)
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satisfies condition (13b) and is consistent of order q to f . In the case m = n, for
sufficiently small τ and some r > 0, Λτ is invertible on Br(s)×Br(y)×· · ·×Br(y) ⊂
I × Ur+1 and
(18) fτ = − [Λτ ]−1 ∂τt ψ,
is consistent of order q to f .
Proof. First, consider the case when m = n. By Theorem 11, Λ(t,x) is invertible
on some open balls BR(s) × BR(y) ⊂ I × U . Without loss of generality, we can
choose R so that BR(s) × BR(y) is closed. Thus, by local invertibility of discrete
multiplier from Lemma 24, for sufficiently small τ and r ≤ R, Λτ is invertible on
Br(s) × Br(y) × · · · × Br(y) ⊂ I × Ur+1 with the uniform bound
∥∥∥[Λ˜τ ]−1∥∥∥ ≤ C
for some constant C > 0 independent of τ . Thus, (18) is well-defined. To show
fτ = f +O(τ q), note from (12) and for any x ∈ C(Br(s)→ Br(y)),∥∥∥− [Λτ ]−1 ∂τt ψ − f∥∥∥ = ∥∥∥(Λ−1 − [Λτ ]−1)∂τt ψ − Λ−1(∂τt ψ − ∂tψ)∥∥∥
≤
∥∥∥[Λτ ]−1 (Λτ − Λ)Λ−1∂τt ψ∥∥∥+ ∥∥Λ−1(∂τt ψ − ∂tψ)∥∥
≤
∥∥∥[Λτ ]−1∥∥∥ ‖Λτ − Λ‖ ∥∥Λ−1∥∥ (‖∂tψ‖+ ‖∂τt ψ − ∂tψ‖) + ∥∥Λ−1∥∥ ‖(∂τt ψ − ∂tψ)‖
= O(τ q).
The last step follows from the uniform bound of
∥∥∥[Λτ ]−1∥∥∥ on Br(s) × Br(y) × · · · ×
Br(y), the order q consistency of Λ
τ , ∂τt and that ‖∂tψ(t,x(t))‖ ,
∥∥Λ−1(t,x(t))∥∥ are
bounded uniformly on t ∈ Br(s) by continuity of x, ∂tψ and Λ−1.
The case when 1 ≤ m ≤ n − 1 follows similarly. We only highlight the main steps.
Since Λ˜ is invertible on some closed balls BR(s)×BR(y) by (11), Lemma 24 implies
Λ˜τ is invertible on Br(s)×Br(y)×· · ·×Br(y) with the uniform bound
∥∥∥[Λ˜τ ]−1∥∥∥ ≤ C
for some constant C > 0 independent of τ . Then, fτ from (17) is well-defined and
(13b) is satisfied since,
Λτfτ = (ΛτPT )(Pfτ ) =
(
Λ˜τ Στ
)(− [Λ˜τ]−1 (∂τt ψ + Στgτ )
gτ
)
= −∂τt ψ.
To show fτ = f +O(τ q), note from (11) and for any x ∈ C(Br(s)→ Br(y)),∥∥∥∥− [Λ˜τ]−1 (∂τt ψ + Στgτ )− f˜∥∥∥∥ = ∥∥∥∥Λ˜−1 (∂tψ + Σg)− [Λ˜τ]−1 (∂τt ψ + Στgτ )∥∥∥∥
=
∥∥∥Λ˜−1 ( (∂tψ − ∂τt ψ) + (Σg − Στgτ ))+ Λ˜−1(Λ˜τ − Λ˜)[Λ˜τ ]−1 (∂τt ψ + Στgτ )∥∥∥
≤
∥∥∥Λ˜−1∥∥∥ (‖∂tψ − ∂τt ψ‖+ ‖Σg − Στgτ‖)
+
∥∥∥Λ˜−1∥∥∥ ∥∥∥Λ˜τ − Λ˜∥∥∥∥∥∥[Λ˜τ ]−1∥∥∥ ‖∂τt ψ + Στgτ‖ = O(τ q),
where the last step follows from the uniform bound of
∥∥∥[Λ˜τ ]∥∥∥−1 on Br(s)× Br(y)×
· · · ×Br(y), from the order q consistency of Στ , Λ˜τ , ∂τt ψ, gτ and from the continuity
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of Σ, Λ˜, ∂tψ, g, Λ˜
−1,x so that
‖Σg − Στgτ‖ ≤ ‖Σ‖ ‖g − gτ‖+ ‖Σ− Στ‖ (‖g‖+ ‖gτ − g‖) = O(τ q)
‖∂τt ψ + Στgτ‖ ≤ ‖∂tψ + Σg‖+ ‖∂tψ − ∂τt ψ‖+ ‖Σ‖ ‖g − gτ‖
+ ‖Σ− Στ‖ (‖g‖+ ‖gτ − g‖) ≤ C1,
Combining with the hypothesis that gτ = g+O(τ q), it follows that fτ = f +O(τ q).
Remark 21. Although the local solvability of fτ generally results in expressions
defined on a smaller domain Br(s) × Br(y) × · · · × Br(y) ⊂ I × Ur+1, in practice,
due to cancellations that can occur with ∂τt ψ+ Σ
τgτ and [Λ˜τ ]−1, it is possible for the
final form of the discretization fτ to be defined in the original domain; see examples
in Section 5.
4.3. Construction of first order conservative schemes.
The result of Theorem 17 shows that conservative schemes of arbitrary order can
be constructed provided the discrete versions of Λ,f , x˙, Dtψ, ∂tψ satisfy (13a) and
(13b) and Dtψ is constant-compatible to ψ
τ . In this section, we derive first order
conservative schemes using conditions (13a) and (13b) and the divided difference
calculus developed in Appendix B.
Using the divided differences defined in Appendix B, we define the following
discrete quantities:
ψτ (tk,xk) := ψ(tk,xk),(19)
Dτt x(t
k,xk+1,xk) :=
∆x
∆t
(Xk) =
xk+1 − xk
tk+1 − tk(20)
Dτtψ(t
k,xk+1,xk) :=
∆ψ
∆t
(Xk) =
ψ(tk+1,xk+1)−ψ(tk,xk)
tk+1 − tk(21)
Thus, it immediately follows that Dτtψ = 0 implies ψ
τ
k+1 = ψ
τ
k, i.e. D
τ
tψ is constant-
compatible with ψτ . It remains to define Λτ and fτ such that conditions (13a) and
(13b) are satisfied.
For any σ ∈ Sn+1 permutation of {0, . . . , n}, with the sequence of multi-indices
vi+1 = vi + eσ(i) ∈ Nn+1 and v0 = 0, define
(22) ∂τt ψ(t
k,xk+1,xk) :=
∆
∆t
ψ(Xk+vσ−1(0)) =
∆0ψ
∆t
(Xk+vσ−1(0))
and the discrete multiplier to be
Λτ (tk,xk+1,xk) :=
(
∆
∆x1
ψ(Xk+vσ−1(1)) · · · ∆∆xnψ(X
k+vσ−1(n))
)
,
Then recalling from Theorem 20, we can define fτ locally by (17). Thus, we have the
following (at least) first order conservative method for F .
Theorem 22. Let 1 ≤ m ≤ n−1. The discrete quantities fτ , Dτt x, Dτtψ, ∂τt ψ,Λτ
defined by (20)–(22), (17) and (4.3) are consistent to first order to f , x˙, Dtψ, ∂tψ,Λ
respectively and they satisfy the conditions (13a) and (13b). In other words, the
corresponding 1-step method F τ given by (14) is consistent of at least first order to
F and is conservative in ψτ = ψ.
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Proof. Noting that condition (13b) of Theorem 17 can always be (locally) satisfied
by fτ defined by (17) from Theorem 20, it remains to show the above choices of
discretizations satisfy condition (13a).
Let (tk,xk), (tk+1,xk+1) ∈ I×U . In the case when the discrete multiplier is given
by (4.3), we have by (20), (22) and the relation (37) on divided differences,
ΛτDτt x =
n∑
i=1
∆
∆xi
ψ(Xk+vσ−1(i))
∆xi
∆t
=
∆ψ
∆t
(Xk)− ∆
∆t
ψ(Xk+vσ−1(0))
= Dτtψ − ∂τt ψ,
which implies condition (13a).
Remark 23. One can also devise a symmetrized version of Theorem 22 using
symmetrized discrete multiplier with symmetrized divided differences of (38).
In addition to using (17), there is another general approach to satisfy (13b). The
main idea is to look for “undetermined consistent terms” of fτ to f and use (13b) as
a constraint to compute these. This idea is illustrated in the Examples 5.2.1, 5.3 and
5.4 of Section 5.
5. Examples of conservative schemes for dynamical systems.
In this section, we give examples of conservative schemes for dynamical systems using
the multiplier method proposed in Section 4. Since the multiplier method can be
applied directly to quasilinear first order systems, we will illustrate that conservative
schemes can be derived in a straightforward manner, regardless of whether the system
has a Hamiltonian or, more generally, a Poisson structure. In particular, we will use
Theorem 22 to construct first order conservative schemes for Euler’s equations for
rigid body rotation, Lotka–Volterra systems, the planar restricted 3-body problem,
and the damped harmonic oscillator. For simplicity, we only consider an uniform time
step size τ ∈ R, so that tk+1 = tk + τ for all k ∈ N. Indeed, Theorem 22 could also
be applied with variable time step sizes, such as for adaptive time-stepping. Often, it
will be convenient to denote a specific time average of f as f¯ := 12
(
fk+1 + fk
)
.
5.1. Rigid body rotation in 3D.
The dynamics of a rigid body’s rotation in 3D is governed by Euler’s equations
(23) F (ω, ω˙) :=

ω˙1 − I2 − I3
I2I3
ω2ω3
ω˙2 − I3 − I1
I1I3
ω1ω3
ω˙3 − I1 − I2
I1I2
ω1ω2
 = 0,
where Ii is the principal moment of inertia and ωi is the angular velocity along the
i-th principal axis of the rigid body. In the absence of external torque, it is well-
known that Euler’s equations admit two conserved quantities, namely the energy
E(ω) :=
ω21
I1
+
ω22
I2
+
ω23
I3
and angular momentum L(ω) := ω21 + ω
2
2 + ω
2
3 . Using (4a)
from the correspondence theorem, the conserved quantity ψ5 and the corresponding
5Here, we exclude the degenerate case when I1 = I2 = I3 so that ψ is linearly independent.
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2× 3 multiplier matrix Λ(ω) are given by,
ψ(ω) :=
(
E(ω)
L(ω)
)
, Λ(ω) :=
(ω1
I1
ω2
I2
ω3
I3
ω1 ω2 ω3
)
.
We now follow the systematic procedure to construct conservative discretizations for
(23) outlined in Section 4.3. Note that ψ is time-independent and so ∂τt ψ = 0. More-
over since its components consist of linear combinations of single variable functions
of the form ω2i , Λ
τ will be independent of permutations. In particular, for any per-
mutation σ ∈ S3, it follows from the linearity rule of (I), constant rule of (VI) and
polynomial rule of (IX),
∆
∆ωi
ψ(ωk+vσ−1(i)) =
∆
∆ωi
(
E(ωk+vσ−1(i))
L(ωk+vσ−1(i))
)
=
1
2
( 1
Ii
∆
∆ωi
ω2i
∆
∆ωi
ω2i
)
=
ωiIi
ωi
 .
Thus, the discrete multiplier given by (4.3) is
Λτ (ωk+1,ωk) =
ω1I1 ω2I2 ω3I3
ω1 ω2 ω3
 .
Since ψ is linearly independent on U = {ω ∈ R3 : ωi 6= 0 for i = 1, 2, 3}, by Theorem
20 for sufficiently small τ , the leftmost 2× 2 minor of Λτ is invertible on U and so
[Λ˜τ (ωk+1,ωk)]−1 =
I1I2
ω1ω2(I2 − I1)
 ω2 −ω2I2
−ω1 ω1
I1
 , Στ (ωk+1,ωk) =
ω3I3
ω3
 .
Thus, (17) implies for any gτ (ωk+1,ωk) consistent of first order to g(ω) = I1−I2I1I2 ω1ω2,
f˜
τ
(ωk+1, ωk) = −[Λ˜τ ]−1Στgτ =
 (I2−I3)I1(I1−I2)I3 ω3ω1
(I3−I1)I2
(I1−I2)I3
ω3
ω2
 gτ (ωk+1,ωk).
To simplify f˜
τ
, we make a specific choice for gτ . Since gτ is consistent to g, the time
averages of ωi appearing in components of f˜
τ
suggest the form,
gτ (ωk+1,ωk) =
I1 − I2
I1I2
ω1ω2, leading to f˜
τ
(ωk+1, ωk) =
(
(I2−I3)
I2I3
ω2ω3
(I3−I1)
I1I3
ω1ω3
)
.
Thus by Theorem 22, equation (14) gives rise to the conservative discretization,
F τ (ωk+1,ωk) :=

ωk+11 − ωk1
τ
− I2 − I3
I2I3
ω2ω3
ωk+12 − ωk2
τ
− I3 − I1
I1I3
ω1ω3
ωk+13 − ωk3
τ
− I1 − I2
I1I2
ω1ω2
 = 0,
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which conserves ψ. Indeed, this is just the midpoint method applied to Euler’s equa-
tions, which is in fact consistent to second order due to its symmetry6 . Also, this
is not surprising since it is well-known that the midpoint method preserves quadratic
invariants [5]. Moreover, the final form of the discretizations holds globally for all
ω ∈ R3.
5.2. Lotka–Volterra systems.
The Lotka–Volterra system is used to model population dynamics of different species
[19]. We consider the classical 2-species and a degenerate 3-species system.
5.2.1. Classical 2-species system.
The classical 2-species Lotka–Volterra system is given by
(24) F (x) :=
(
x˙− x(α− βy)
y˙ − y(δx− γ)
)
= 0,
for some positive constants α, β, γ, δ and positive population x, y of two species. It is
well-known that (24) has the conserved quantity
V (x, y) := γ log x− δx+ α log y − βy.
Thus, by (4a), the corresponding 1× 2 multiplier matrix is
Λ(x, y) :=
(γ
x
− δ α
y
− β
)
.
Similar to the rigid body example, V is a linear combination of single variable functions
and so Λτ will be independent of permutations. Indeed, for any permutation σ ∈ S2
of (4.3), it follows from the linearity rule of (I), constant rule of (VI), polynomial rule
of (IX) and logarithm rule of (XI) that
Λτ (xk+1,xk) :=
(
∆
∆xV (x
k+vσ−1(1)) ∆∆yV (x
k+vσ−1(2))
)
=
(
∆
∆x (γ log x− δx) ∆∆y (α log y − βy)
)
=
(
γ
log xk+1i − log xki
xk+1i − xki
− δ α log y
k+1
i − log yki
yk+1i − yki
− β
)
.
While we could proceed as before and use (17) to compute fτ , here we illustrate a
different approach using (13b). Since V is independent of t, (13b) reduces to finding
fτ belonging to the kernel of Λτ such that fτ is consistent to f . Since Λτ is only a
1× 2 matrix, fτ must be of the form
fτ (xk+1,xk) = Cτ (xk+1,xk)

α
log yk+1i − log yki
yk+1i − yki
− β
δ − γ log x
k+1
i − log xki
xk+1i − xki
 ,
for some scalar Cτ to be determined. As fτ needs to be consistent to f , taking
the limit of fτ as τ → 0 implies lim
τ→0
Cτ = xy. In other words, Cτ := (xy)τ can
6See Theorem II.3.2 of [7]
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be any consistent discretization of xy. For brevity, choosing Cτ := xkyk gives the
conservative discretization of (24),
F τ (xk+1,xk) :=

xk+1 − xk
τ
− xk
(
αyk
(
log yk+1 − log yk
yk+1 − yk
)
− βyk
)
yk+1 − yk
τ
− yk
(
δxk − γxk
(
log xk+1 − log xk
xk+1 − xk
))
 = 0,
which conserves V (x, y).
5.2.2. A degenerate 3-species system.
Consider the Lotka–Volterra system with positive populations x1, x2, x3 of 3-species,
F (x) :=
x˙1 − x1(x2 − x3)x˙2 − x2(x3 − x1)
x˙3 − x3(x1 − x2)
 = 0.(25)
From [19], (25) satisfies a degeneracy condition and thus has two conserved quantities
ψ(x) :=
(
x1 + x2 + x3
x1x2x3
)
,
with the corresponding multiplier given by (4a),
Λ(x) :=
(
1 1 1
x2x3 x1x3 x1x2
)
.
Next we employ (4.3) to discretize Λ. However, unlike the rigid body example and
the 2-species Lotka–Volterra example, the discrete multiplier will in general depend
on the permutation σ ∈ S3 because the term x1x2x3 of ψ depends explicitly on all
three variables. Since there are 3! = 6 choices of σ, let us first look at the identity
permutation σ1 = (1, 2, 3). For σ1, v1 = (0, 0, 0), v2 = E1 = (1, 0, 0) and v3 = E2 =
(1, 1, 0). So by (4.3) and by the linearity rule of (I), constant rule of (VI), separable
product rule of (VII) and polynomial rule of (IX),
Λτ (xk+1,xk) =
(
∆
∆x1
ψ(x
k+v
σ
−1
1 (1)) ∆∆x2ψ(x
k+v
σ
−1
1 (2)) ∆∆x2ψ(x
k+v
σ
−1
1 (3))
)
=
(
∆
∆x1
ψ(xk+v1) ∆∆x2ψ(x
k+v2) ∆∆x2ψ(x
k+v3)
)
=
(
∆
∆x1
(x1 + x2 + x3)
∆
∆x2
(x1 + x2 + x3)
∆
∆x3
(x1 + x2 + x3)
xk2x
k
3
∆
∆x1
x1 x
k+1
1 x
k
3
∆
∆x2
x2 x
k+1
1 x
k+1
2
∆
∆x3
x3
)
=
(
1 1 1
xk2x
k
3 x
k+1
1 x
k
3 x
k+1
1 x
k+1
2
)
.
The leftmost 2× 2 minor of Λτ is invertible for sufficiently small τ on
U = {x ∈ R3 : x1 6= x2 and x3 6= 0} and therefore
[Λ˜τ (xk+1,xk)]−1 =
1
xk3(x
k+1
1 − xk2)
(
xk+11 x
k
3 −1
−xk2xk3 1
)
, Στ (xk+1,xk) =
(
1
xk+11 x
k+1
2
)
.
Again, thanks to (17) for any gτ (xk+1,xk) that is consistent of first order to
g(x) = x3(x1 − x2), we have
f˜
τ
(xk+1,xk) = −[Λ˜τ ]−1Στgτ = 1
xk3(x
k+1
1 − xk2)
(
xk+11 (x
k+1
2 − xk3)
xk2x
k
3 − xk+11 xk+12
)
gτ (xk+1,xk).
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To simplify f˜
τ
, it is natural to choose gτ as
gτ (xk+1,xk) = xk3(x
k+1
1 − xk2), leading to f˜
τ
(xk+1,xk) =
(
xk+11 (x
k+1
2 − xk3)
xk2x
k
3 − xk+11 xk+12
)
.
Thus, the resulting conservative discretization of (25) is
F τ1(x
k+1,xk) :=

xk+11 − xk1
τ
− xk+11 (xk+12 − xk3)
xk+12 − xk2
τ
− (xk2xk3 − xk+11 xk+12 )
xk+13 − xk3
τ
− xk3(xk+11 − xk2)
 = 0, for σ1 = (1, 2, 3).
Similarly, one can carry out the systematic procedure to derive conservative schemes
for the other five permutations. For completeness, we include them here.
F τ2(x
k+1,xk) :=

xk+11 − xk1
τ
− xk+11 (xk2 − xk+13 )
xk+12 − xk2
τ
− xk2(xk3 − xk+11 )
xk+13 − xk3
τ
− (xk+13 xk+11 − xk2xk3)
 = 0, for σ2 = (1, 3, 2).
F τ3(x
k+1,xk) :=

xk+11 − xk1
τ
− (xk+11 xk+12 − xk1xk3)
xk+12 − xk2
τ
− xk+12 (xk3 − xk+11 )
xk+13 − xk3
τ
− xk3(xk1 − xk+12 )
 = 0, for σ3 = (2, 1, 3).
F τ4(x
k+1,xk) :=

xk+11 − xk1
τ
− xk1(xk+12 − xk3)
xk+12 − xk2
τ
− xk+12 (xk+13 − xk1)
xk+13 − xk3
τ
− (xk1xk3 − xk+12 xk+13 )
 = 0, for σ4 = (2, 3, 1).
F τ5(x
k+1,xk) :=

xk+11 − xk1
τ
− (xk1xk2 − xk+11 xk+13 )
xk+12 − xk2
τ
− xk2(xk+13 − xk1)
xk+13 − xk3
τ
− xk+13 (xk+11 − xk2)
 = 0, for σ5 = (3, 1, 2).
F τ6(x
k+1,xk) :=

xk+11 − xk1
τ
− xk1(xk2 − xk+13 )
xk+12 − xk2
τ
− (xk+12 xk+13 − xk1xk2)
xk+13 − xk3
τ
− xk+13 (xk1 − xk+12 )
 = 0, for σ6 = (3, 2, 1).
5.3. The planar restricted three-body problem.
Next we consider the planar restricted three-body problem described in [21]. This
problem models the gravitational motion of three bodies in a plane with a negligi-
ble mass for one of the bodies, for example the Earth–Moon–Satellite system. The
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equations of motion can be expressed as a first order system:
(26) F (x) =

x˙1 − y1
x˙2 − y2
y˙1 −
(
x1 + 2y2 − α(x1 − β)
((x1 − β)2 + x22)
3
2
− β(x1 + α)
((x1 + α)2 + x22)
3
2
)
y˙2 −
(
x2 − 2y1 − αx2
((x1 − β)2 + x22)
3
2
− βx2
((x1 + α)2 + x22)
3
2
)

= 0,
where (x1, x2) is the position of the satellite relative to the center of mass of the Earth
and Moon, α, β are relative masses of two bodies such that α+β = 1. It is well-known
that (26) has a conserved quantity called Jacobi integral J given by
J(x) =
x21 + x
2
2 − y21 − y22
2
+
α
((x1 − β)2 + x22)
1
2
+
β
((x1 + α)2 + x22)
1
2
.
Moreover, there exists a canonical transformation which turns (26) into a Hamiltonian
system with J being the effective Hamiltonian in the new coordinates [21]. We shall
work directly with (26) to illustrate the application of the multiplier method without
the need to make or know the existence of such transformation. Using (4a), the
transpose of the associated 1× 4 multiplier matrix Λ is given by
Λ(x)T =

x1 − α(x1 − β)
((x1 − β)2 + x22)
3
2
− β(x1 + α)
((x1 + α)2 + x22)
3
2
x2 − αx2
((x1 − β)2 + x22)
3
2
− βx2
((x1 + α)2 + x22)
3
2
−y1
−y2
 .
Note that J is a linear combination of single variable functions of x2i , y
2
i and two
variable functions of x1, x2. Specifically, for any permutation σ ∈ S4, xk+vσ−1(1) =
(xk1 , x
s
2, ∗, ∗) where s = k, k + 1 and xk+vσ−1(2) = (xr1, xk2 , ∗, ∗) where r = k, k + 1.
Thus, the discrete multiplier matrix simplifies to
Λτ (xk+1,xk) =

∆
∆x1
J(xk+vσ−1(1))
∆
∆x2
J(xk+vσ−1(2))
∆
∆y1
J(xk+vσ−1(3))
∆
∆y2
J(xk+vσ−1(4))
 =

x1 +
∆
∆x1
(
α
((x1 − β)2 + (xs2)2)
1
2
+ β
((x1+α)2+(xs2)
2)
1
2
)
x2 +
∆
∆x2
(
α
((xr1 − β)2 + x22)
1
2
+ β
((xr1+α)
2+x22)
1
2
)
−y1
−y2

By the reciprocal rule of (III), chain rule of (V), and rational power rule of (VIII),
∆
∆z
(
1√
z
)
= − 1√
zk
√
zk+1(
√
zk +
√
zk+1)
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Combining with the chain rule of (V) and polynomial rule of (IX) gives
∆
∆x1
(
1
((x1 + α)2 + (xs2)
2)
1
2
)
= − 2(x1 + α)
Ak,sAk+1,s(Ak,s +Ak+1,s)
,
∆
∆x2
(
1
((xr1 + α)
2 + x22)
1
2
)
= − 2x2
Ar,kAr,k+1(Ar,k +Ar,k+1)
,
∆
∆x1
(
1
((x1 − β)2 + (xs2)2)
1
2
)
= − 2(x1 − β)
Bk,sBk+1,s(Bk,s +Bk+1,s)
,
∆
∆x2
(
1
((xr1 − β)2 + x22)
1
2
)
= − 2x2
Br,kBr,k+1(Br,k +Br,k+1)
,
where Ar,s :=
√
(xr1 + α)
2 + (xs2)
2), Br,s :=
√
(xr1 − β)2 + (xs2)2. So, Λτ simplifies to
Λτ (xk+1,xk)T =

x1 − 2α(x1 − β)
Bk,sBk+1,s(Bk,s +Bk+1,s)
− 2β(x1 + α)
Ak,sAk+1,s(Ak,s +Ak+1,s)
x2 − 2αx2
Br,kBr,k+1(Br,k +Br,k+1)
− 2βx2
Ar,kAr,k+1(Ar,k +Ar,k+1)
−y1
−y2
 .
To find fτ , we take the alternate approach of using (13b) as in the 2-species Lotka–
Volterra example. Specifically, since J is independent of t, we wish to find an approx-
imation fτ belonging in the kernel of Λτ such that fτ is consistent to f . Due to the
similarity between the terms of Λτ and the form of f , let us propose
fτ (xk+1,xk) :=(27)
Cτ

y1
y2
x1 + 2y2 −
2α(x1 − β)
Bk,sBk+1,s(Bk,s +Bk+1,s)
− 2β(x1 + α)
Ak,sAk+1,s(Ak,s +Ak+1,s)
x2 − 2y1 −
2αx2
Br,kBr,k+1(Br,k +Br,k+1)
− 2βx2
Ar,kAr,k+1(Ar,k +Ar,k+1)
 ,
for some Cτ to be determined. Indeed, one can verify that fτ → ( lim
τ→0
Cτ )f as
τ → 0 which implies lim
τ→0
Cτ = 1. For simplicity, we pick Cτ = 1. Moreover, it can
be checked that Λτfτ = 0. In other words, fτ satisfies (13b) which implies four
conservative discretizations for J(x1, x2, y1, y2) given by (14) with D
τ
t x defined by
(20) and fτ defined by (27) for r, s ∈ {k, k + 1}.
5.4. Damped Harmonic Oscillator.
Recall from Example 2 of Section 3.3, the damped harmonic oscillator of (10) has a
time-dependent conserved quantity ψ and 1× 2 multiplier Λ given by,
ψ(t, x, y) =
e
γ
m t
2
(
my2 + γxy + κx2
)
, Λ(t, x, y) = e
γ
m t
((
κx+
γ
2
y
) (γ
2
x+my
))
.
Similar to the 3-species Lotka–Volterra example, ψ is a linear combination of func-
tions with explicit dependence on t, x, y. Thus to employ (4.3), we need to choose a
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permutation σ ∈ S3. For simplicity, we take σ to be the identity permutation, which
leads to the sequence v0 = (0, 0, 0),v1 = E0 = (1, 0, 0), v2 = E1 = (1, 1, 0). It
follows from the linearity rule of (I), constant rule of (VI), polynomial rule of (IX)
and exponential rule of (X),
Λτ =
(
∆
∆xψ(X
k+vσ−1(1)) ∆∆yψ(X
k+vσ−1(2))
)
=
(
∆
∆xψ(X
k+v1) ∆∆yψ(X
k+v2)
)
=
(
∆
∆xψ(t
k+1, xk, yk) ∆∆yψ(t
k+1, xk+1, yk)
)
=
e
γ
m t
k+1
2
(
∆
∆x (γy
kx+ κx2) ∆∆y (my
2 + γxk+1y)
)
= e
γ
m t
k+1 (
κx¯+ γ2 y
k γ
2x
k+1 +my¯
)
,
∂τt ψ =
∆
∆t
ψ(Xk+vσ−1(0)) =
∆
∆t
ψ(Xk+v0) =
∆
∆t
ψ(Xk)
=
∆
∆t
ψ(tk, xk, yk) = e
γ
m t
k
(
e
γ
m τ − 1
γ
mτ
)
γ
2m
(
m(yk)2 + γxkyk + κ(xk)2
)
.
To find fτ satisfying (13b), let us use the alternate approach presented before in
the 2-species Lotka–Volterra system and the planar restricted three-body problem.
Noting the form of f , we define
fτ (Xk+1,Xk) := Cτ (Xk+1,Xk)
(
y˜τ
− 1m (γyτ + κxτ )
)
,
where the undetermined consistent terms satisfy Cτ → 1, xτ → x and y˜τ , yτ → y, as
τ → 0. For this choice of fτ , treating (13b) as a constraint implies
Cτe
γ
m t
k+1
(
κ(xy˜τ − yxτ ) + γ
(
yky˜τ
2
− yyτ
)
− γ
2
2m
xk+1yτ − γκ
2m
xk+1xτ
)
(28)
= −e γm tk
(
e
γ
m τ − 1
γ
mτ
)(
γ
2
(yk)2 +
γ2
2m
xkyk +
γκ
2m
(xk)2
)
.
To simplify (28), we choose xτ := x¯, y˜τ := y¯ and,
Cτ (Xk+1,Xk) :=
(
1− e− γm τ
γ
mτ
)
→ 1 as τ → 0.
Thus, substituting these choices for xτ , y˜τ , Cτ in (28) implies yτ satisfies,
yτ :=
yk
(
my
k+y
2 +
γ
2x
k
)
+ κ2
(
(xk)2 − xk+1x)
my + γ2x
k+1
→ y as τ → 0.
Finally, we have the conservative discretization of the damped harmonic oscillator,
F τ (Xk+1,Xk) :=(
xk+1−xk
τ
yk+1−yk
τ
)
−
(
1− e− γm τ
γ
mτ
) y¯− 1m
(
γ
yk
(
m y
k+y
2 +
γ
2 x
k
)
+κ2 ((x
k)2−xk+1x)
my+ γ2 x
k+1 + κx
) = 0,
which conserves the time-dependent conserved quantity ψ(t, x, y). Note that F τ re-
duces to the midpoint rule when γ → 0+ which is known to conserve the energy of
the harmonic oscillator.
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6. Numerical results.
In this section, we report numerical results verifying conservative properties of the
discretizations derived in the examples of Section 5. All discretizations derived in
the examples are implicit and at least first order accurate. We compare results with
the backward Euler, the trapezoidal method and the midpoint method. The last
two methods are implicit and second order, with the midpoint method being also
symplectic for Hamiltonian systems [7]. A fixed point iteration was used to solve
non-linear systems with an absolute tolerance TOL = 10−15 for all implicit methods
unless otherwise noted. All numerical results begin at t = 0 and end at a final time
T . We have used a uniform time step of size τ with a total number of N time steps.
The error in the component ψi of a conserved quantity ψ is measured by:
Error[ψi(t,x)] := max
k=1,...,N
|ψi(tk,xk)− ψi(0,x0)|
6.1. Euler’s equation for rigid body rotation.
For the first example, T = 10, N = 1000 and τ = 0.01 with parameters I1 = 1, I2 = 2,
I3 = 3, and initial conditions ω(0) = (1, 1, 1)
T .
Method Error [E(ω)] Error [L(ω)]
Backward Euler 2.71 · 10−2 6.18 · 10−2
Multiplier - same as Midpoint 3.997 · 10−15 3.997 · 10−15
Trapezoidal 5.09 · 10−6 8.33 · 10−6
Table 1
Numerical error of E and L for the 3D rigid body rotation example.
The multiplier method guarantees conservation of energy E and angular momen-
tum L up to round-off errors. Interestingly, the multiplier method reduces to the
midpoint rule for this problem.
6.2. 2-species Lotka–Volterra system.
For the second example, T = 10, N = 1000 and τ = 0.01 with parameters α =
β = γ = δ = 1, and initial conditions x(0) = (1, 1)T . Additionally, the tolerance for
the fixed point iteration was set to TOL = 10−13 due to small divisors approaching
machine precision7 which can arise from divided difference quotients in the multiplier
discretization.
Method Error [V (x)]
Backward Euler 2.71 · 10−2
Multiplier 1.11 · 10−14
Midpoint 7.32 · 10−6
Trapezoidal 1.46 · 10−5
Table 2
Numerical error of V for the 2-species Lotka–Volterra example.
The multiplier method is the only method from those tested which guarantees
conservation of V up to round-off errors.
6.3. 3-species Lotka–Volterra system.
For the third example, T = 10, N = 1000 and τ = 0.01 with initial conditions
x = (1, 2, 3)T .
7One can avoid this by a Taylor expansion since the numerator of the divided difference will also
be small. Here, we chose not to make this regularization and compare numerical results as is.
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Method Error [x+ y + z] Error [xyz]
Backward Euler 1.07 · 10−14 1.299 · 100
Multiplier - F τ1 discretization 5.33 · 10−15 1.42 · 10−14
Midpoint 6.22 · 10−15 4.17 · 10−5
Trapezoidal 7.99 · 10−15 8.34 · 10−5
Table 3
Numerical error of x+ y + z and xyz for the 3-species Lotka–Volterra example.
The multiplier method is the only method of those tested which guarantees conser-
vation of both conserved quantities up to round-off errors. Additionally, we compared
the six discretizations generated by the permutations of σ ∈ S3 and verified that every
discretization conserves both conserved quantities up to round-off errors as expected.
Method Error [x+ y + z] Error [xyz]
Multiplier - F τ1 discretization 5.33 · 10−15 1.42 · 10−14
Multiplier - F τ2 discretization 7.11 · 10−15 1.33 · 10−14
Multiplier - F τ3 discretization 3.55 · 10−15 1.24 · 10−14
Multiplier - F τ4 discretization 7.11 · 10−15 1.33 · 10−14
Multiplier - F τ5 discretization 5.33 · 10−15 1.24 · 10−14
Multiplier - F τ6 discretization 5.33 · 10−15 1.78 · 10−14
Table 4
Comparison of all conservative discretizations generated by permutations of σ ∈ S3.
6.4. Planar restricted three-body problem.
For the fourth example, we have used the standard Arenstorf orbit parameters. Specif-
ically, T = 17.0652165601579625588917206249, N = 200000, τ ≈ 8.5326 · 10−5 with
parameters α = 0.012277471, β = 1− α and initial conditions
x1(0)
x2(0)
y1(0)
y2(0)
 =

0.994
0
0
−2.00158510637908252240537862224
 .
Method Error [J(x)]
Backward Euler 3.22 · 10−2
Multiplier 8.10 · 10−14
Midpoint 2.48 · 10−4
Trapezoidal 1.82 · 10−4
Table 5
Numerical error in J for the planar restricted three-body problem example.
As in the previous examples, the multiplier method is the only method of those
tested that guarantees conservation of the Jacobi integral J up to round-off errors.
6.5. Damped harmonic oscillator.
For the last example, T = 10, N = 1000 and τ = 0.01 with parameters m = 4,
γ = 0.5, κ = 5, and initial conditions x(0) = (1, 0)T .
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Method Error [ψ (t, x, y)]
Backward Euler 2.92 · 10−1
Multiplier 5.77 · 10−14
Midpoint 9.72 · 10−5
Trapezoidal 9.72 · 10−5
Table 6
Numerical error in ψ for the damped harmonic oscillator example.
Again, the multiplier method is the only method of those tested which guarantees
conservation of ψ up to round-off errors.
7. Conclusion.
In this paper, we have further developed the framework of the multiplier method ap-
plied to quasilinear ODE systems, originally put forward in [22] and based on ideas
from [23]. Specifically, we showed that conservative schemes can be derived system-
atically for general dynamical systems. In particular, the multiplier method can be
directly applied to non-Hamiltonian and non-autonomous systems without any refor-
mulation or transformations of the original system. The method is fully systematic
and can in principle yield consistent conservative discretization schemes of arbitrary
order, though here we have restricted ourselves to conservative schemes that are at
least first order accurate. The systematic construction of higher order conservative
schemes using the multiplier approach is currently being explored. Moreover, we are
currently investigating conservative semi-discretizations of PDEs using the multiplier
approach.
In the application of the multiplier method, one practical difficulty which can
arise is the need to invert a m×m minor Λ˜ of the multiplier matrix, where m is the
number of conserved quantities to be preserved. This inversion is generally feasible
when the dynamical systems has only a small number of conserved quantities, as it
is typically the case. Moreover, the explicit inversion can often be avoided using the
consistency and the form of the right hand side f , as demonstrated through several
examples in this paper.
We point out that the conservative schemes derived using the multiplier method
are not unique. In principle, one can make arbitrary choices of consistent discretiza-
tions for the multiplier matrix and the right hand side components g, though technical
difficulties, such as small divisors, can arise if they are not compatible choices. One
systematic choice for the multiplier matrix is made in this paper by the use of divided
difference calculus, leading to potentially n! distinct conservative schemes for a sys-
tem with n variables, as shown in the 3-species Lotka–Volterra example. Thus, the
multiplier method is particularly flexible and can potentially be combined with other
geometric numerical integration methods.
While the different examples presented here highlight the generality of the mul-
tiplier method, they are all relatively small dynamical systems. Using the multiplier
method, we are currently investigating large dynamical systems including the n-body
problem, the n-species Lotka–Volterra system and the n-point vortex problem in the
plane and on the sphere. Their findings and numerical results will be presented else-
where, and will confirm the general applicability of the multiplier method for large
dynamical systems.
Appendix A. Local invertibility of discrete multiplier matrix.
Lemma 24. Let n,m ∈ N with 1 ≤ m ≤ n. Suppose Λ˜ ∈ C(BR(s) × BR(y) →
Mm×m(R)) is invertible on some closed balls BR(s)×BR(y) ⊂ I×U of (s,y) ∈ I×U .
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Define
 := min
(t,x)∈BR(s)×BR(y)
|det(Λ˜(t,x))| > 0.
Also assume Λ˜τ = Λ˜ +O(τ q) and {Λ˜τ}0<τ<τ0 is equicontinuous on BR(s)×BR(y)×
· · ·×BR(y). Then, there exist constants r(s,y, ) with 0 < r ≤ R and τ∗(s,y, , τ0) >
0 such that if 0 < τ < τ∗ and (t,xk+1, . . . ,xk−r+1) ∈ Br(s)×Br(y)×· · ·×Br(y), the
inverse of Λ˜τ (t,xk+1, . . . ,xk−r+1) exists and there is a uniform bound C(s,y, ) > 0
satisfying, ∥∥∥[Λ˜τ (t,xk+1, . . . ,xk−r+1)]−1∥∥∥ ≤ C <∞.
Proof. Since the determinant function, det : Mm×m(R)→ R, is continuous, there
exist δ1(s,y, ) > 0 such that if A ∈Mm×m(R) and ‖A− Λ(s,y)‖ ≤ δ1,
(29) ‖det(A)− det(Λ(s,y))‖ ≤ 
2
.
Similarly, since the adjugate function, adj : Mm×m(R) → Mm×m(R), is continuous,
there exists δ2(s,y) > 0 such that if A ∈Mm×m(R) and ‖A− Λ(s,y)‖ ≤ δ2,
(30) ‖adj(A)− adj(Λ(s,y))‖ ≤ 1.
Define δ(s,y, ) := min{δ1(s,y, ), δ2(s,y)}. Then by equicontinuity of Λ˜τ on
BR(s)× BR(y)× · · ·BR(y), for all 0 < τ < τ0 there exists a constant r(s,y, δ) with
0 < r ≤ R such that if (t,xk+1, . . . ,xk−r+1) ∈ Br(s)×Br(y)× · · · ×Br(y),
(31)
∥∥∥Λ˜τ (t,xk+1, . . . ,xk−r+1)− Λ˜τ (s,y, . . . ,y)∥∥∥ < δ
2
.
Let x(t) = y be the constant function with ‖x‖Cp(Ik) = ‖y‖ and define τ∗(y, δ, τ0) :=
min
{
τ0,
(
δ
2CΛ‖y‖
)1/q}
> 0. Then by consistency of Λ˜τ , if 0 < τ < τ∗ with tk = s,
∥∥∥Λ˜τ (s,y, . . . ,y)− Λ(s,y)∥∥∥ = ∥∥∥Λ˜τ (tk,x(tk+1), . . . ,x(tk−r+1))− Λ(tk,x(tk))∥∥∥(32)
≤ CΛ ‖y‖ τ q ≤ δ
2
.
Combining (31) and (32), for any (t,xk+1, . . . ,xk−r+1) ∈ Br(s)×Br(y)×· · ·×Br(y)
and 0 ≤ τ ≤ τ∗,∥∥∥Λ˜τ (t,xk+1, . . . ,xk−r+1)− Λ(s,y)∥∥∥ ≤ ∥∥∥Λ˜τ (t,xk+1, . . . ,xk−r+1)− Λ˜τ (s,y, . . . ,y)∥∥∥
+
∥∥∥Λ˜τ (s,y, . . . ,y)− Λ(s,y)∥∥∥ < δ.(33)
And since δ ≤ δ1, (29) implies∣∣∣det(Λ˜τ (t,xk+1, . . . ,xk−r+1))∣∣∣(34)
≥ |det(Λ(s,y))|︸ ︷︷ ︸
≥
−
∣∣∣det Λ˜τ (t,xk+1, . . . ,xk−r+1)− det Λ(s,y)∣∣∣︸ ︷︷ ︸
≥−/2
≥ 
2
.
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In other words, Λ˜τ is invertible for all (t,xk+1, . . . ,xk−r+1) ∈ Br(s)×Br(y)× · · · ×
Br(y) and 0 ≤ τ ≤ τ∗. To show a uniform upper bound on the norm of [Λ˜τ ]−1, it
follows from the adjugate formula, (33), (34) and (30) (since δ ≤ δ2) that,∥∥∥[Λ˜τ (t,xk+1, . . . ,xk−r+1)]−1∥∥∥
≤
(
‖adj(Λ(s,y))‖+
∥∥∥adj(Λ˜τ (t,xk+1, . . . ,xk−r+1))− adj(Λ(s,y))∥∥∥)∣∣∣det(Λ˜τ (t,xk+1, . . . ,xk−r+1))∣∣∣
≤ 2

(‖adj(Λ(s,y))‖+ 1) =: C(s,y, ) <∞.
Appendix B. Divided difference calculus.
In this appendix, we construct discrete calculus rules for first order forward divided
differences of multivariate functions in t ∈ R and x ∈ Rn. For simplicity, we consider
x with only real entries, though analogous derivations can be carried with complex
entries. Also, similar constructions can be derived for backward and centered divided
differences.
Since we will be discussing approximations at different time steps, it is convenient
to introduce the following multi-index notations. Let α ∈ Nn be a multi-index. A
vector x = (x1, . . . , xn) ∈ Rn with components at different time steps α is denoted
as xα := (xα11 , . . . , x
αn
n ). For convenience, when the context is clear, we use the
shorthand k = (k, . . . , k) ∈ Nn. For i = 1, . . . , n, we write ei ∈ Nn as the multi-index
with 1 in the i-th component and 0 elsewhere.
In anticipation of explicit time-dependent functions, the following notations will
be used throughout this article. Specifically, let α ∈ Nn and α0 ∈ N. To distinguish
the time component, we denote a “space-time” multi-index as α = (α0, α) and denote
a space-time vector X = (t,x) ∈ Rn+1 at different time steps α as Xα := (tα0 ,xα).
Similarly, when the context is clear, we abbreviate k = (k, . . . , k) ∈ Nn+1. For
i = 0, . . . , n, denote ei ∈ Rn+1 as the space-time multi-index with 1 in the i-th
component and 0 elsewhere.
B.1. Forward difference.
Let Xk = (tk,xk) ∈ I × U and f ∈ C(I × U → Rn).
Definition 25. The forward difference of f at Xk is the linear operator ∆ :
C(I × U → Rn)→ Rn,
∆f(Xk) := f(Xk+1)− f(Xk) = f(tk+1,xk+1)− f(tk,xk).
It follows from continuity of f that lim
Xk+1→Xk
∆f(Xk) = 0.
Definition 26. For i = 0, . . . , n, the i-th partial forward difference of f at Xk
is the linear operator ∆i : C(I × U → Rn)→ Rn,
∆if(X
k) := f(Xk+ei)− f(Xk).
Denote the partial forward difference of f with respect to t at Xk as
∆0f(X
k) := f(tk+1,xk)− f(tk,xk),
and denote the partial forward difference of f with respect to xi at X
k as
∆if(X
k) = f(tk,xk+ei)− f(tk,xk), for i = 1, . . . , n.
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Lemma 27. For any fixed permutation σ ∈ Sn+1 of the finite set {0, . . . , n}, define
the sequence of vectors vi+1 = vi + eσ(i) ∈ Nn+1 with v0 = 0. Then vn+1 = 1 and
∆f = ∆σf where,
(35) ∆σf(X
k) :=
n∑
i=0
∆σ(i)f(x
k+vi) =
n∑
i=0
∆if(x
k+vσ−1(i)), f ∈ C(I×U → Rn).
Proof. vn+1 = 1 follows from injectivity of σ ∈ Sn+1. Then combining with
definition of vi,
∆f(xk) =
(
f(Xk+vn+1)− f(Xk+vn)
)
+ · · ·+
(
f(Xk+v1)− f(Xk+v0)
)
=
(
f(Xk+vn+eσ(n))− f(Xk+vn)
)
+ · · ·+
(
f(Xk+v0+eσ(0))− f(Xk+v0)
)
=
n∑
i=0
∆σ(i)f(X
k+vi) = ∆σf(X
k).
Remark 28. If f is time independent, then σ ∈ Sn of the finite set {1, . . . , n}
and the sequence vi+1 = vi + eσ(i) ∈ Nn starts with v1 = 0.
There are many equivalent forms of (35). Making the specific choices for σ in (35)
with the identity permutation and the reversal permutation (0 . . . n)→ (n . . . 0) gives
the following two lexicographically-ordered forward differences.
Definition 29. The (lexicographically-ordered) increasing and decreasing forw-
ard differences of f at Xk are the linear operators ∆inc,∆dec : C(I×U → Rn)→ Rn,
∆incf(X
k) =
n∑
i=0
∆if(X
k+Ei), f ∈ C(I × U → R),
∆decf(X
k) =
n∑
i=0
∆if(X
k+1−Ei), f ∈ C(I × U → R).
where Ei ∈ Rn+1 with ones in the first i components and zero in the last n + 1 − i
components and ∆incf = ∆f = ∆decf .
Moreover, since there are (n + 1)! choices for σ, summing up the different σ ∈ Sn+1
gives a symmetrized form of (35).
Definition 30. The symmetrized forward difference of f at Xk is the linear
operator ∆sym : C(I × U → Rn)→ Rn,
∆symf(X
k) =
1
(n+ 1)!
n∑
i=0
∑
σ∈Sn+1
∆σ(i)f(X
k+vi)(36)
=
n∑
i=0
∆ifsym(X
k), f ∈ C(I × U → R),
where fsym(X
k) := 1(n+1)!
∑
σ∈Sn+1 f(X
k+vσ(i)) and ∆f = ∆symf .
B.2. Divided difference.
Next, we define a version of multivariate divided difference. For convenience, we use
x0 := t interchangeably so that ∆x0 := ∆t := t
k+1− tk and ∆xi := ∆xki = xk+1i − xki
for i = 1, . . . , n.
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Definition 31. Let f ∈ C1(I×U → Rn) and Xα ∈ I×U . For i = 0, . . . , n, the
i-th (first order) divided difference of f at Xα is the linear operator ∆∆i : C
1(I×U →
Rn)→ Rn,
∆
∆xi
f(Xα) :=
∆if(X
α)
∆xi
=
f(Xα+ei)− f(Xα)
xk+1i − xki
,
where lim
Xα+ei→Xα
∆
∆xi
f(Xα) = ∂xif(t
α0 ,xα).
In light of (35), we can now view forward differences as a kind of “discrete differential”
acting on f .
Lemma 32. For any σ ∈ Sn+1 and f ∈ C1(I × U → Rn), (35) is equivalent to,
∆σf(X
k) =
n∑
i=0
∆
∆xi
f(Xk+vσ−1(i))∆xi(37)
=
∆
∆t
f(Xk+vσ−1(0))∆t+
n∑
i=1
∆
∆xi
f(Xk+vσ−1(i))∆xi.
Moreover, the symmetrized version follows from (36),
∆symf(X
k) =
n∑
i=0
∆
∆xi
fsym(X
k)∆xi(38)
=
∆
∆t
fsym(X
k)∆t+
n∑
i=1
∆
∆xi
fsym(X
k)∆xi.
Similar to calculus rules for differentiable functions, we have the following calculus
rules8 for first order divided differences. Their proofs follows by direct computation.
Theorem 33. For i = 0, . . . , n, let ∆∆xi be the i-th divided difference and X
k,
Xk+ei ∈ I × U . The following relations hold:
(I) Linearity
For f , g ∈ C1(I × U → Rn) and a, b ∈ R,
∆
∆xi
(af + bg) (Xk) = a
∆
∆xi
f(Xk) + b
∆
∆xi
g(Xk).
(II) Product rule
For f, g ∈ C1(I × U → R),
∆
∆xi
(fg) (Xk) =
∆
∆xi
f(Xk)g(Xk+ei) + f(Xk)
∆
∆xi
g(Xk)
=
∆
∆xi
f(Xk)g(Xk) + f(Xk+ei)
∆
∆xi
g(Xk).
(III) Reciprocal rule
For f ∈ C1(I × U → R) and 0 /∈ f(I × U),
8By no means, this list is complete. We have only included rules employed in the examples.
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∆
∆xi
(
1
f
)
(Xk) = − 1
f(Xk+ei)f(Xk)
∆
∆xi
f(Xk).
(IV) Quotient rule
For f, g ∈ C1(I × U → R) and 0 /∈ g(I × U),
∆
∆xi
(
f
g
)
=
∆
∆xi
f(Xk)g(Xk+ei)− f(Xk) ∆∆xi g(X
k)
g(Xk+ei)g(Xk)
=
∆
∆xi
f(Xk)g(Xk)− f(Xk+ei) ∆∆xi g(X
k)
g(Xk+ei)g(Xk)
.
(V) Chain rule
Let g ∈ C1(I × U → R) and let f ∈ C1(V → R) with V ⊂ R be an open
subset such that g(I × U) ⊂ V . If ∆ig(Xk) 6= 0,
∆
∆xi
(f ◦ g)(Xk) = ∆if(g(X
k))
∆ig(X
k)
∆
∆xi
g(Xk).
(VI) Constant rule
Let f(Xα) = f(xα00 , . . . , x
αi−1
i−1 , x
αi+1
i+1 . . . , x
αn
n ).
∆
∆xi
f(Xα) = 0.
(VII) Separable product rule
Let f(Xα) =
∏n
i=0 fi(x
αi
i ) with single variable functions fi ∈ C1(I×U → R).
∆
∆xi
f(Xα) =
∆
∆xi
fi(x
αi
i )
n∏
i6=j=0
fj(x
αj
j ).
(VIII) Rational power rule
Let p, q ∈ N. If q > 1, assume xki , xk+1i are positive.
∆
∆xi
(
(xki )
p
q
)
=
∑p−1
l=0 (x
k+1
i )
l
q (xki )
p−1−l
q∑q−1
l=0 (x
k+1
i )
l
q (xki )
q−1−l
q
.
(IX) Multivariate polynomial rule
Let f(Xα) =
∑
|p|≤d
cp
n∏
i=0
(xαii )
pi be a (n + 1)-variate polynomial of at most
degree d with p = (p0, . . . , pn) ∈ Nn+10 and cp ∈ R.
∆
∆xi
f(Xα) =
∑
|p|≤d
cp
(
pi−1∑
l=0
(xαi+1i )
l(xαii )
pi−1−l
)
n∏
i 6=j=0
(x
αj
j )
pj .
(X) Exponential rule
∆
∆xi
ex
k
i = ex
k
i
(
e∆xi − 1
∆xi
)
.
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(XI) Logarithm rule
∆
∆xi
log(xki ) =
log xk+1i − log xki
xk+1i − xki
=
1
xki
 log
(
xk+1i
xki
)
(
xk+1i
xki
)
− 1
 .
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