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Control of envelope solitons and, in particular, ampliﬁcation of
solitons, is a fundamental problem in nonlinear optics [1,2], spin
waves in magnetics [3,4] and another applications in condensed
matter physics [5].
An effective method to excite and control envelope solitons was
proposed in Refs. [6–8]. The method was based on the autoreso-
nant phenomenon when the soliton was captured by the resonant
driving with the frequency close to the internal frequency of the
soliton. However, the method appears very diﬃcult for applications
because the capture of the soliton of a ﬁnite amplitude occurs only
in a narrow range of the driving frequencies and with strong re-
strictions on the phase of the driving [7]. In this Letter we propose
that, in contrast to the autoresonance, the promising method of
control and ampliﬁcation of solitons can be based on the “scatter-
ing on resonance” [9–11] without capture of the soliton. The pro-
posed method overcomes strong restrictions on the driving which
are required to control solitons in the autoresonant approach.
Consider the equation
iut + 1
2
uxx + |u|2 u = εeiψ(t), 0< ε  1, (1)
where the small oscillating driving in the right hand side has a
slowly varying frequency: Ω(t) = ψt(t), Ωt ∼ ε. The perturbation
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http://dx.doi.org/10.1016/j.physleta.2013.01.046of this type appears for soliton propagation in twin core optical
ﬁbers [12], forced optical ring cavities [13], driven waves in plas-
mas [14] and magnets [15], condensates [16] and similar cases
associated with the small amplitude limit of the sine-Gordon equa-
tion in ac-driven Josephson junctions [17] and easy-plane mag-
nets [18].
If ε = 0, Eq. (1) has the soliton solution
us = ae
iθ
cosh[a(x− ξ0)] , θ = ωt + θ0, (2)
where ξ0 and θ0 are the coordinate and the initial phase of the
soliton, a is its amplitude and
ω = a2/2 (3)
is the internal frequency of the soliton. If the varying frequency
of the driving crosses the resonance with the soliton frequency
Ω(t) ≈ ω, the effect of the perturbation becomes strong and, in
spite of a small perturbation, the amplitude of the soliton may be
varied signiﬁcantly. In this Letter we demonstrate that the reso-
nant effect can be applied to control solitons for a special variation
of the driving frequency Ω(t). One notes that another approach
to control solitons when the driving frequency is much greater
than the resonant frequency of the soliton Ω  ω was studied
in Ref. [19].
2. Equations for soliton parameters
Variations of the soliton parameters in the perturbed Eq. (1)
obey the following equationsrights reserved.
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Ω
cos δ, (4)
at = −επa
2
2Ω
sin δ, (5)
which have been found in Ref. [7]. Here, δ = θ − ψ is the phase
shift between the soliton and the driving,
	Ω(t) = a2/2− Ω(t) (6)
is the difference in frequencies of the soliton and the driv-
ing. Eqs. (4), (5) were obtained by adiabatic Lagrangian ap-
proach similar to Ref. [20] which used the reduced variational
problem δ
∫
L dt = 0. Here, L = ∫ +∞−∞ Ldx with the Lagrangian
[7] L = 12 [i(uu∗t − u∗ut) − |ux|2 − |u|4] − |u|2(uχ∗ + u∗χ), χ =
−(ε/Ω)eiψ(t) + O (ε2), where, in the adiabatic approximation, we
used the soliton parameter function u = us(a, θ) of the form (2).
We shall suppose that the driving frequency depends on time
linearly
Ω(t) = Ω(0) − αt, α ∼ ε. (7)
Let us consider a frequency range near the resonance when
	Ω ∼ √ε. (8)
Variations of the soliton parameters in this range will be slow and
it is convenient to introduce a “slow” time τ = √ε t . Solutions of
Eqs. (4), (5) can be written as series
δ(τ ) = δ0(τ ) +
√
εδ1(τ )+ εδ2(τ ) + · · · , (9)
a(τ ) = a0 +
√
εa1(τ )+ εa2(τ ) + · · · ,
a(0) = a0, (10)
and the driving frequency (7) takes the form
Ω = Ω0 +
√
εΩ1 −
√
ε βτ , β = α/ε ∼ 1. (11)
Here, Ω0 = a20/2 is the resonant frequency and the frequency mis-
match at the initial time τ = 0 takes the form
	Ω(0) = √εΩ1. (12)
Substituting these series into Eqs. (4), (5) one ﬁnds in the lowest
order
δ0,τ = a0a1 − Ω1 + βτ , (13)
a1,τ = −π sin δ0 (14)
which give the equation for the phase difference
δ0,τ τ = −πa0 sin δ0 + β. (15)
The equation for the phase difference of the form (15) was
applied in studying of the autoresonant effect in Ref. [9]. It is
the equation for nonlinear pendulum which deﬁnes motion of a
“quasiparticle” in the potential
V (δ0) = −πa0 cos δ0 − βδ0. (16)
The phase portrait of Eq. (15) is shown in Fig. 1. If the parameter
λ = β
πa0
(17)
is small enough, |λ| 1, the potential has minimum in δ0 = δc and
trajectories are divided into closed trajectories inside the separatrix
loop and unclosed ones outside the loop. For the closed trajecto-
ries, the associated phase difference varies only in the ﬁnite range
δ−  δ0(τ ) δ+ , thus, the phase of the soliton is captured by theFig. 1. Phase trajectories of Eq. (15) (solid lines) for α > 0. Dotted lines – separatri-
ces.
driving. In this case one can control soliton parameters by varying
the driving frequency (autoresonant control) [7,9]. Obviously, the
capture occurs only when the phase point at the initial time gets
into a small domain of the phase space located inside the separa-
trix loop. It imposes a strong restrictions on the initial parameters
of the soliton. It needs to know the amplitude of the soliton with
accuracy ∼ √ε to determine correctly the resonant frequency and,
in addition, some complex conditions for synchronization of phases
of the soliton and the driving should be applied [7]. Both condi-
tions are diﬃcult to satisfy and the capture of a soliton by the
driving seems rather exclusive effect in typical experimental con-
ditions. In this Letter we propose the method to control solitons by
“scattering on resonance”, which is based on dynamics of the sys-
tem in open trajectories and, thus, the method is opposite to the
autoresonance.
3. Scattering on resonance and soliton control
The variation in the soliton amplitude for an open trajectory is
deﬁned by the integral which follows from Eq. (14),
	a = −π√ε
∞∫
−∞
sin δ0(τ )dτ , (18)
where δ0(τ ) is a solution of Eq. (15). Because of the oscillating
integrand, only a segment of the trajectory in the vicinity of the
resonant line δ0,τ = 0 gives the main contribution to the magni-
tude of the integral [21]. This contribution is called “scattering on
resonance” [10,11]. Let the trajectory crosses the resonant line in
the point δ0 = δ∗ (δm < δ∗ < δ+) at τ = 0, then the approximate
solution near this critical point is
δ0(τ ) = δ∗ − Cτ 2/2, C = πa0 sin δ∗ − α/ε,
and integration gives
(	a)0 = −
√
επ3/2
(
sign(α) cos δ∗ + sin δ∗)/√|C |. (19)
Phase trajectories may also approach resonant line in the neighbor-
hood of the saddle points δ0 = δ− and δ0 = δm . It gives additional
contribution to the variation of the amplitude. In the vicinity of
the ﬁrst point in the domain δ0,τ > 0, we suppose δ0 = δ− + ξ(τ ),
ξ(0) = 0. The solution of Eq. (15) in the linear approximation takes
the form
ξ(τ ) = δ0,τ (0)
2κ
(
eκτ − e−κτ ), κ2 = πa0√1− λ2.
The integral also converges on this solution and gives
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λ = 0.318. Circles – numerical results for the jumps simulated in Eq. (1); a0 = 1,
α = 0.001, ε = 0.001.
(	a)1 =
√
ε
2πλ
κ
K0
(
δ0,τ (0)
κ
)
, (20)
where δ0,τ (0) evaluates via δ∗ using conservation of the energy:
E = δ20,τ (0)/2 + V (δ−) = V (δ∗). The contribution (20) logarithmi-
cally grows when the trajectory passes close to the saddle point
(δ0,τ (0) → 0) and rapidly decreases as exp(−δ0,τ (0)/κ) when the
trajectory passes far off the saddle point.
The similar calculations in the vicinity of the second point δ0 =
δm give the contribution
(	a)2 =
√
ε
π2√
A
[
sin
(
δ∗ + C
A
)
N0
( |C |
A
)
− sign(α) cos
(
δ∗ + C
A
)
J0
( |C |
A
)]
,
A = −πa0 cos δ∗. (21)
When the trajectory tends to the saddle point (δ∗ → δm) this value
logarithmically grows to −∞ at α > 0 or to +∞ in the oppo-
site case. The formula (21) is deﬁned only in the range δm < δ∗ <
−π/2 for α > 0, or π/2 < δ∗ < δm for α < 0. If δ∗ → ±π/2, one
ﬁnds (	a)2 = (	a)0. Bearing in mind this remark, we shall use the
following composite formula for the whole jump of the amplitude
for α > 0
	a =
{
2(	a)1 + (	a)2, δm < δ∗ < −π/2,
2(	a)1 + (	a)0, −π/2< δ∗ < δ+, (22)
and for α < 0,
	a =
{
2(	a)1 + (	a)0, δ+ < δ∗ <π/2,
2(	a)1 + (	a)2, π/2< δ∗ < δm. (23)
In what follows we give a detailed numerical simulation of the
soliton control in the main equation (1). We used the standard
Fourier transform numerical method (see, e.g. [22]) to solve Eq. (1).
We consider the case α > 0 which is important for applications
and corresponds to ampliﬁcation of solitons. The dependence of
the amplitude jump (22) on the parameter δ∗ is shown in Fig. 2
by the solid line. Singularities in edges caused by the passage of
the trajectory near the saddle points. The circles in the ﬁgure are
numerical results for variations of the soliton amplitude in Eq. (1)
under consistent initial conditions. One notes that the agreement
of numerical and theoretical results becomes worse when λ de-
creases. In this case the segment [δm, δ+] contracts and the effect
of saddle points becomes predominant. In particular, sometimes
the capture of the solitons was observed. It corresponds to the
passage of the trajectories across the separatrix toward the inte-
rior of the separatrix loop. Similar processes have been studied inFig. 3. Numerical simulation of soliton ampliﬁcation in Eq. (1) with initial amplitude
a(0) = 1; α = 0.00025, ε = 0.0005, Ωmin = 0.4, Ωmax = 3, T = 1.04 · 104.
Refs. [10,11]. Moreover, the separatrix crossing even was proposed
to control dynamics of charged particles in plasmas [23]. However,
in our approach, the separatrix crossing rather make diﬃcult the
control of solitons for a small λ. One can see in Fig. 2 the seg-
ments of the parameter δ∗ where the soliton increases (	a > 0)
or decreases (	a < 0) its amplitude. Numerical analysis of Eq. (22)
shows that the length of the second segments is very small for
λ < 0.2. If λ > 0.2, this length grows monotonically and, for λ → 1,
the sizes of the segments in which 	a < 0 and 	a > 0 become
equal. This result is very important for the control of solitons. If
one supposes that trajectories cross the resonant line equiproba-
bly in the interval (δm, δ+), then each scattering on resonance will
increase the soliton amplitude for λ < 0.2. For the greater λ, the
increasing of the amplitude is possible only with some probability.
And when λ is close to unit, the increasing and decreasing of the
amplitude will have equal probabilities.
The amplitude of the soliton in a single scattering is changed
on a small value ∼ √ε, therefore, one needs multiple crossing of
the resonance for a large effect. We have studied numerically the
multiple scattering for an impulse-like (“saw-tooth”) modulation of
the driving frequency of the form
Ω(t) = Ωmax − α
[
t − (n − 1)T ], (n − 1)T  t  nT ,
n = 1,2,3, . . . . (24)
Here, n is the number of the impulse and T is its period. In a
single impulse the frequency is changed in the range from Ωmax
to Ωmin = Ωmax − αT , which allows one to increase the soliton
amplitude by scattering on resonance if the frequency of the soli-
ton gets into this range. The results of the numerical simulation
of Eq. (1) are shown in Figs. 3, 4 for different λ. Fig. 3 shows the
step-wise growth of amplitude for the small value of λ = 0.16. It
is seen that the every scattering results in increasing of the ampli-
tude on a small value ∼ √ε, but the multiple scattering gives the
large growth of the amplitude. A single jump of the amplitude is
scaled in the window embedded in the ﬁgure. Here, the dotted line
is the function
√
2Ω(t) and its crossing with the solid line a(t) just
corresponds to the resonance: a2(t)/2 = Ω(t). For the driving with
the modulated frequency (24) this process allows to increase the
amplitude of the soliton from amin =
√
2Ωmin to amax =
√
2Ωmax.
For the large λ = 0.64, when both increasing and decreasing
of the soliton amplitude are possible, the numerical results are
shown in Fig. 4. The embedded graphs show details of the am-
plitude jumps for the single scatterings of different types. For a
given λ, the jumps with growth of the amplitude has larger proba-
bility and, on the average, the amplitude increases. The amplitude
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a(0) = 1; α = 0.001, ε = 0.0005, Ωmin = 0.4, Ωmax = 3, T = 2.6 · 103.
also can be increased from amin to amax as in the previous case of
small λ.
One notes that the process of ampliﬁcation of the solitons
demonstrated good numerical stability which did not depend on
the initial phase of the soliton if the value of the parameter λ
was not too close to the edges of the interval [0,1]. For λ ≈ 0,
we sometimes observed the captures of the soliton by the driv-
ing which result in autoresonant processes with rapid decreasing
of the amplitude back to a ≈ amin for the period T . On the other
hand, for λ ≈ 1, the increasing and decreasing of the amplitude at
every scattering are equiprobable and we never observed apprecia-
ble changes in the soliton amplitude for a long time. The similar
behavior was observed for λ > 1. In this case ampliﬁcation of the
soliton also was not observed, and ﬂuctuations of the amplitude
exhibited stochastic behavior at all times of computations.
4. Conclusions
In this Letter we have shown that the effect of scattering on
resonance can be used for ampliﬁcation of solitons to large am-
plitudes. If α < 0 the process changes trend and the amplitudeof solitons, conversely, may be decreased to amin. Therefore, the
proposed method allows one both to increase and to decrease the
amplitude of the soliton giving technique to control the envelope
solitons by the driving with the impulse-like frequency modula-
tion. The crucial condition for the eﬃcient control is |λ| < 1, which
restricts the increment of the frequency variation by |α| <πa0ε.
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