ABSTRACT This paper discusses the problem of mixed H ∞ and passivity-based filter design for non-linear T-S Fuzzy Markovian Switching Systems (F-MSSs) with time-varying delays, under the adaptive event-triggered scheme. At first, an adaptive event-triggered scheme (AET-S) is put forward, that adjusts the communication threshold level, in an adaptive manner, in order to mitigate the effect of the communication burden. Second, the filter design problem is solved with the communication delays in terms of linear matrix inequalities (LMIs), by considering a novel Fuzzy-Markovian Lyapunov-Krasovskii functional (FMLKF) containing mode-dependent integral terms such that the resulting filtering error system is stable with the desired H ∞ performance. Finally, a tunnel diode example in elaborated to show the effectiveness of our proposed method.
I. INTRODUCTION
It is well known that most practical and industrial dynamic systems have nonlinearities in their dynamics due to abrupt atmosphere changes, component failure, switching fault and variations in operating point. In real-world situations, such complex dynamics are usually preferred to be represented by the Markovian Switch Systems (MSSs) due to their stochastic nature. In last few decades, MSSs have been widely investigated, where the researchers have solved several important problems like stability and stabilization [1] - [3] , H 2 control [4] , [5] , H ∞ filtering [6] - [10] , fault diagnose [11] , [12] , and non-synchronous filtering [14] ,
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power systems [13] and energy-to-peak state estimation [15] . These results discussed formerly have considered linear MSSs. Due to the recent improvements in the fuzzy control theory, recently, the fuzzy Markovian jump systems are being widely focused. For instance, [17] designs a state-feedback controller for the non-linear delayed MSSs that in turn ensures the stochastic stability of the resulting closed-loop system with a desired performance level against the disturbance. Similarly, authors in [18] , have established different stochastic stability for fuzzy MSSs based upon the new proposed Lyapunov functionals.
In the recent time, Networked Control Systems (NCSs) has received growing attention, and various noteworthy control methods have been proposed in industrial engineering because of their compact size, reduced weight, power requirements, easy maintenance, and simple installation in wireless networks [10] , [19] - [22] , cyber-physical systems [24] , [25] , and complex power systems [26] . Contrarily, when compared with the traditional (point-to-point) connection, the existence of quantization effects, data dropouts and network-induced delays make the networked connection non-reliable [27] - [29] . However, the networked control system is widely used in practical applications for self-corrective ability and high accuracy in different dynamic systems [22] , [30] - [33] . Moreover, the role of estimation and filtering is very important in approximating the digital state of sampled-data systems when the measurements of state variables are non-available. It is a fact the renowned Kalman filtering method cannot ensure the desired performance of the system in case of incomplete statistical knowledge of the external disturbance [34] , [35] . In [36] , [38] , authors have achieved the desired H ∞ performance index without knowing the precise information of statical noise and thus attained better results in comparison to the Kalman filtering.
Willems [40] , introduced the concept of dissipativity, which is the ratio of the energy that is being supplied to the system from outside to the energy stored inside the system. Dissipativity became a active topic of research among practitioners due to vast applications in electro-mechanical systems, power transmission systems, and complex chemical plants, etc. Recently, Shen et al. [41] - [43] have studied the dissipative control and estimation problems. On the other hand, the implementation of quantization schemes is very common in the real systems in order to overcome the problems of performance degradation and unexpected structure fluctuations [44] - [47] .
In general NCSs, the time delay inherently exists in the states of the filter, particularly in the communication systems [48] . Therefore, consideration of filters having time delays in the states and input would be more practical. It can be observed from formerly described results that the time delay has not been taken into consideration while investigating the problems related to T-S F-MSSs. Additionally, the previous literature does present such a performance index function which has the ability to do the analysis of mixed H ∞ /passivity performance. Furthermore, the utilization of fuzzy-markovian LKFs would be more interesting, as their appropriate choice may greatly relax the analysis and design conditions. Therefore, in order to overcome the limitation caused by the commonly chosen fuzzy LKFs [49] , where membership functions only depend upon the non-integral terms while integral terms are coupled; this work utilizes the more generalized version of fuzzy LKF by incorporating the mode-dependent integral terms. In view of above discussion, it can be stated that the problem of general dissipativity filtering for F-MSSs with time delays under the adaptive event-triggering scheme in a unified framework has not been fully addressed, which motivates us to carry out present research. Now, we summarize the contributions of this research work as follows: 
A. ABBREVIATIONS AND ACRONYMS
Through the paper, mostly symbols are general and common and exist in the published literature. The Kronecker product operator is presented by ⊗. The transpose of a matrix X is represented by X T ; X = X T > 0 (X = X T ≥ 0) means positive definite (semi-definite) matrix. The terms that are usually induced due to the symmetry of a matrix represented by ' * '; diag(...) is notation reserved for a block-diagonal matrix. L(.) denotes for mathematical expectation operator w.r.t given probability measure P. . presents the spectral norm for matrices. L 2 [0, ∞) denotes the space of square-integrable vector functions over [0, ∞).
II. PROBLEM FORMULATION
Fix a probability space ( , F, P), where shows the sample space while (F, P) present the σ − algebra of subclasses of sample space and probability measurement over F.
Considered the following continuous-time T-S F-MSS with time-varying delay:
Plant Rule i:
where (x(t), y(t), z(t), ω(t)) ∈ R n x , R n y , R n z , R n w ; x(t), y(t), z(t), and w(t) describe the state, the measurement, the output signal (to be estimated) and the disturbance belonging to
2i and B r 3i are suitably dimensioned real matrix functions, where i = {1, 2, · · ·, f }, with f being the number of fuzzy rules. ∂(t) {∂ 1 (t), ∂ 2 (t), · · ·, ∂ p (t)} is the premise variables. d 1 (t) is a differentiable function, which shows the time-varying state delay. The operation {r t , t ≥ 0} describes the continuous-time F-MSSs with finite state, which takes the value in a finite space with the transition probability matrix := {π nm } given below:
where
,m =n π mn and π mn ≥ 0 for m = n is the transition mode rate from m → t to mode n → t + h.
Denote:
The fuzzy rule basis function is expressed by h i (∂(t)). Then for all t, it can be observed that:
Taking into account the center-average for de-fuzzifier, singleton for fuzzifier and product for interference, the T-S F-MSS (1) can be stated as:
Sensors are time-driven having sampling rate h and the filter is event-driven.
Assumption 2: τ i k denotes the communication-induced delay measured at the i k -th instant when sampled-data is sent to the filter from the event generator,τ is the upper bound of τ i k Definition 1 ( [51] , [52] ): Suppose the Matrices χ 0 ≥ 0, χ 1 ≤ 0, χ 2 and χ 3 > 0, which fulfill the ( χ 1 + χ 2 ) χ 0 = 0 Then, the resultant filtering error system is said to be extended dissipative, if there exists a scalar ρ such that the following inequality is satisfied for any t f ≥ 0 and
Remark 1: This definition holds the weighting matrices χ 0 , χ 1 , χ 2 and χ 3 . For the sake of mixed H ∞ /passive performance [16] , we have to take the χ 0 = 0, χ 1 = −γ αI , χ 2 = (1 − α)I , χ 3 = γ I . Remaining performance analysis for the resultant filtering error system, e.g H ∞ , L 2 − L ∞ , dissipativity and passivity, we choose the same parameters as mentioned in [52] . On this decomposition, our main results will be based.
A. ADAPTIVE EVENT-TRIGGERING SCHEME
It is well known in filtering problem for NCSs, plant's output forwarded to the filter through the communication channel, based on the received signal from the plant, the output of the filter is generated. Here, we intend to utilize the AET-scheme, that is well known to mitigate the channel burden by deciding that whether the sampled data is to be sent to the filter or not on the basis of the specific event-triggered condition. Figure 1 , shows the typical fuzzy filtering scheme for NCSs with the AET-scheme. It can be observed from Figure 1 that the AET-scheme decides whether y(t) should be transmitted or not. Additionally, the following logic helps us to find the next triggering instant, once y(i k h) is transmitted:
where where > 0 and (t) are the triggering parameters; y(i k+j h) and y(i k h) represent the current and last sampled signals, respectively. Based upon the results in [37] , this work considers the time-varying triggering parameter (t) ∈ [ L , U ], instead of some constant, which is a differential function that satisfies: where we assume initial condition (0) ∈ [0, 1] and for some positive scalar λ, which is calculated by Algorithm (Table 1) , the following is satisfied by D:
Now, we assume the network-induced delay for our communication channel is τ i k and τ i k [0,τ ]; whereτ is a real positive scalar.
The network-induced delay for our communication channel are considered to be τ i k , τ i k [0,τ ], whereτ is a real positive scalar. Under the condition (5), assume the triggering instant are i 0 h, i 1 h, i 2 h, · · ·, the corresponding output
Based upon above discussion,considering the input of the filterŷ(t) with ZOH can be written aŝ
Remark 2: It is observed that if the triggered constraint (t) is not a constant in our designed algorithm, but satisfying the differential eq. (5). Integrate the (5) and (6) and Algorithm for parameter λ, we can say that when e T k (t) e k (t) > λ, then D = −1, the value of λ will decrease, which indicates that addressed system in (18) is unstable in this scenario and additional sampled sensor measurements should be transmitted; when e T k (t) e k (t) = λ, then D = 0, our adaptive event-triggered scheme becomes event-triggered scheme with constant parameter; while on the other side, when e T k (t) e k (t) < λ, then D = 1,the value of λ will increase, the transmission rate reduced. We can conclude that our proposed scheme can mitigate the effect of communication burden.
For our easiness, properly we assumed two cases:
Here we define two intervals:
Since τ i k ≤τ , it can easily observe that there exits a positive integer M ≥ 1 such that
For our convenience, y(i k h) and i k h+nh with n = 1, 2, ···, M satisfy the ET scheme (5). Let
in above n = 1, 2, · · ·, M −1 . We can easily get that
Define the network communication delay:
From the above analysis of τ (t), we can say
In order to examine the impact of AET-scheme (5) in following system stabilization condition, state error define
, the AET-scheme (5) can be re-written as
Based on above analysis, our filter outputŷ(t) in (7) can be obtained aŝ
In this article, we assume the former case and investigate the following Delay Fuzzy Filter Form (DFFF) which is equivalent to the fuzzy-markovian filter form through Parallel Distributed Compensation (PDC).
Substituting value ofŷ(t) into (16), we get:
where x f (t) R n x is the the state and z f (t) R n z is output of the filter; φ(t) represents the initial condition; d 2 (t) is the delay existing in the filter state and τ (t) is the delay in the communication channel, through which the transferred; filter parameters are denoted by A r fi , A r dfi , B r fi , C r fi , and C r dfi , which are based on the fuzzy basis function h i (∂(t)). These parametric matrix shows nonlinear behaviour with respect to h i (∂(t)). Thus, in the form of (21) for filter is actually non-PDC, which is more common than the PDC.
By defining the filtering error e(t) = z(t) − z f (t) and
. Then, integrate the eqs. (6) and (21) yields to the filtering error system:
Assumption 3: Time varying delays d (t), where = 1, 2, satisfy the following condition:
where d and σ are the prescribed positive constants.
It can be observed that the filtering error system (18) is a system with two delays and satisfy the Assumption 3.
The objective of this paper is to AET-scheme threshold with mixed H ∞ /Passive filtering system (18) with ω = 0 is stochastically stable. Now we present some Lemmas and definitions that will be assumed during the paper.
Lemma 1:
The combination of convex i over λ satisfy the following condition:
yields to
For any given vectors a, b R n , and positive definite matrix Q R n×n , the succeeding inequality valid:
Lemma 3: [3] , [35] Assume τ (t) [0, τ M ] and 1 , 2 and are matrices with proper dimensions, then:
if and only if
Next, we are going to present the first theorem of our paper.
III. SYSTEM STABILITY ANALYSIS
In this section, we are presenting the delay-dependent condition for analyzing DFF based on F-MSSs in the form of (3) under event-triggering scheme (5) 
f then the following conditions hold for all:
where 
Proof: Consider the Lyapunov-Krasovskii function (LKF) candidate for system (18) for the stability analysis is composed as:
Now apply the weak infinitesimal generator L of the random process {x t , r} (see, e.g., Zhang, Zheng, and Xu 2013). We have that, for r S LV (x t , j, t)
where g = 1, 2. Then follow the Lemma 1, we get:
Inequalities appear in (22) handle with the Eqs. from the (22-23) Then
2η
S r i and T r i are the matrices with proper dimension. we get, using the Lemma 3:
Now we considered the AET-scheme (5) with ω(t) = 0, we have
When ω(t) = 0, derivative of our Lyapunov function is:
Parameters are same in above matrix as mention in (20) . Above matrix is negative definite, which mean that ij < 0 and alsoV (x t , r, t) < 0. Hence we can say that the network filtering error system (18) is asymptotically stable under the AET-S. Further, we derive the passivity and dissipativity analysis of network fuzzy filter error system with ω(t) = 0.
First, we define the augmented vector:
we found thatV
Note that
which equivalent that
Apply Schur complement yields to (20) , the matrix on the right-hand side of (32) is not a positive definite matrix, which comes˜ ij < 0. This combine (22)- (29), implies thaṫ
Rapidly, by following the same procedure as mentioned in the proof of ([53, Th. 1]), it is easy to show that the filtering error system (18) is Mixed H ∞ /Passive Filtering, according to the Definition 1. So that the proof of this theorem can be rapidly completed.
Assumption 4:
A real constant scalars exist δ i such thaṫ
A. FUZZY FILTER DESIGNING
In this section, our aims to construct the main result for the solvability of the delay fuzzy filtering problem for NCSs (18) under ATE-scheme.
Theorem 2: For given scalar parameters ρ i fulfill the 0 < ρ i < 1 and 
0 , (41) we know that P r i > 0 are the Lyapunov matrices from (20), we have
Let X r i = P r 1i , Y r i = P r 2i P r −1 3i P r T 2i , and G = P r −1 3i P r T 2i , from P r i > 0, it is clear observe that G is invertible and
Define the non-singular matrices
Based on aforementioned matrices, we further describe the matrix variables of Theorem 1 as
Additionally, Pre and post multiplying (19) by diag(ξ T , ξ T , ξ T , ξ T , I ) and its transpose, respectively, produces (38) . In addition, pre-multiplying
, I , I , ξ T , I , ξ T ) and and its transpose to (20) yields the condition in (39) . We can say that all the conditions in Theorem 1 are fulfilled. Therefore, by Theorem 1, the filtering error system (18) 
We note that the equality implies that: and the condition (X r i + X 0 ) > 0, which is given in (34) . We obtain thaṫ
Further computing: (43) Now, let ij represent the matrix on the LHS of (20) . Then according to (43) , we havê
This, together with (39), implies that χ r ij < 0 Hence, the inequality in (20) is gratified. Likewise, it is easy to prove that the condition (19) are fulfilled. Furthermore, the condition (34) holds. On the other side, according to Assumption 4 and the condition (35) . First, we define the structure of our Lyapunov matrix:
Here, by implementing the weak infinitesimal generator operator L of the random process {x t , r t } on (34). We have that,
similarly, the condition (36,37), implies ( Accordingly, when the LMIs condition give in (34)- (39) are feasible, then all other conditions of Theorem 2 are satisfied. The proof can be accomplished consequently. Remark 3: According to the Theorem 2, the formulation of delay fuzzy filter parameters A r fi , A r dfi , B r fi , C r fi and C r dfi , which dependent upon the parameter matrix G. So the delay filter's parameter in (18) with (40) algebraically equivalence to one with:
Remark 4: When our system (1) without delay, then we obtained:
r(t))x(t) + B 1 (h, r(t))ω(t) y(t) = C(h, r(t))x(t) + B 2 (h, r(t))ω(t) z(t) = E(h, r(t))x(t) + B 3 (h, r(t))ω(t) x(t)
Furthermore, same steps are follow from (4-16) to obtained the filtering error system becomes:
Parameters are same as mentioned in eq. (18) . Same procedure follows for the proof in Theorem 2, the following corollary can rapidly be attained. Corollary 1: For any given scalar parameters ρ i satisfy the 0 < ρ i < 1 and 2 f =1 ρ f = 1. Then, delay fuzzy filtering error system in the form (45) is extend dissipative, if there exist matricesĜ > 0,
Remaing parameters are same as mentioned in Theorem 2.
Remark 5: The obtained conditions in Theorem 2 are established on Assumption 4, where the Membership Functions (MFs) and their rates are assumed to be differentiable and bounded. In particular, Assumption 1 is important for the fuzzy Lyapunov candidate, which grants us to take more significant information on MFs into the filter design conditions. In [49] , the Fuzzy weighting-dependent method has been derived to obtain less conservative results. However, some of the practical MFs have not differentiation, therefore, it should also be mentioned that Assumption 1 may be bounded to some range. Moreover, when the MFs are not differentiable, it may not be practicable to employ the L-K functional in the form of fuzzy matrices. For that reason, we can only exploit the quadratic L-K functionals, when the Lyapunov matrices are not dependent upon the membership functions and also not dependence on r. In this scenario, the obtained conditions in Theorem 2 are valid by setting ρ i to be appropriately small and by limiting matrices variablesĜ,Ŝ g ,,Ŵ g ,P r i ,Q r gi ,R r gi , Z r gi , X 0 , L g , R g , Z r g , toĜ,Ŝ,,Ŵ ,P,Q,R,Ẑ , X 0 , L, R, Z. However, this may lead to some limitation, when the variables are delimited to special cases.
IV. SIMULATION EXAMPLE
In this section, we provide the most motivated and practical example of Fuzzy-markovian filtering of the tunnel-diode circuit. The dynamics of the system in form of mathematical model is described as [50] :
where x 1 (t) and x 2 (t) denotes the deviation variables. y(t) represents the measured output and J denotes the sensor matrix. The coefficients of the above-mentioned system are given in Table 2 . The transition matrix that relates the two switching modes is given as:
To show the effectiveness and take advantage in designing the delay fuzzy filter of the proposed results, membership function of delay fuzzy model to be applied as (h 1 (t), h 2 (t)) = (sin 2 (t), cos 2 (t)). Suppose that |x 1 (t)| ≤ 3, according to [50] , according to the T-S fuzzy system in (1), the tunnel diode system in (49) can be modelled as:
where We consider that the following function time-varying delay, which is given as:
where (d 1 ,d 2 , τ M , ) = (1.5, 1.25, 0.9, 1) and (σ 1 , σ 2 ) = 0.5. One can seen that the delays fulfill the Assumption 3. Furthermore, the external disturbance is rumored in the following form:
By selecting the initial condition as φ = −3 5 , the state behaviour of the fuzzy-markovian switch system (2) with the parameters as above-mentioned are shown in Fig. 4 . Obviously, the system is stable, which is compulsory for further investigating the adaptive fuzzy-markovian filtering problems. In the next cases, we consider to design of mixed H ∞ /passive fuzzy filtering, H ∞ fuzzy filters, dissipative fuzzy filters, L 2 − L ∞ fuzzy filters, and passive filtering respectively. With the feasibility solution of the LMIs in Theorem 2, we choose (δ 1 , δ 2 ) = 100 and (ε 1 , ε 2 , ε 3 , ε 4 ) = 0.25. Additionally, we also compute the upper bound delay with different values of time delays and fix value of γ for all the cases, which is given in Table 4 . Remark 6: The main result (Theorem 2) shows how the filter parameters are determined when the conditions of Theorem 2 are fulfilled. In the example, we follow the Algorithm, which is given in Table 5 and apply for the theoretical results.
Case1 (H ∞ Filtering): Let χ = 0, χ 1 = −1, χ 2 = 0 and χ 3 = γ 2 , where γ = 3.5. It is observed that the H ∞ filter design with delay-free for T-S fuzzy Markovian systems has been investigated in [50] . In this case, we compare with the optimal value of γ attained by implementing the approach developed in [50] and our paper. It is noticed that from the Table 3, the communication delay upper bounds with different values, the optimal values of γ attained by using our approach is less than found by implementing the method in [50] . According to this example, results show that the method proposed in our paper is less conservative than the [50] . Moreover, in the Table 3 , (whered =d i , i = 1, 2) the maximum upper bound of state delay has also been computed along with the feasibility of the inequality of Theorem 2.
Then, it is observed that the LMIs (34)- (39) have a feasible solution along with the corresponding triggering matrix = 1.1563, and the LMIs having feasible solutions are obtained as follows: and sampling time h = 0.01, the state of the filtering system and comparison of z(t) and Z f (t) signal e(t) are given in Fig. 5 and Fig. 6 respectively, which demonstrates that the filtering parameters not only reaching to zero but also provide finer result as compare to [50] . Fig. 7 . depicts the transmit instants and the transmit intervals and the parameter D is shown in Fig. 8 . From the above simulation results, we can say that AET-scheme is effected to overcome communication burden in the channel and designed delay filter can also achieve the desired system stability performance. = 3.0183, and the LMIs having feasible solutions are obtained as follows: With this Adaptive event-triggered mixed H ∞ /passive filter, Fig. 9 shows the response of the estimated filter parameter and Fig. 10 shows the behavior of z(t) and z f (t), which demonstrates that the filtering parameters finally reaches to zero.
Case 3 (L 2 -L ∞ Filtering): Let χ = 1, χ 1 = 0, χ 2 = 0 and χ 3 = γ 2 , where γ = 3.5. Then, it is observed that the LMIs (34)- (39) have feasible solution along with the corresponding triggering matrix = 3.0192, and the LMIs of Theorem 2 with feasible solutions are obtained as follows: Associated with the L 2 -L ∞ filtering parameters can be obtained in the form of (40) . The state estimated filter parameter is shown in Fig. 11 and Fig. 12 depicts the transmit instants and the transmit intervals, which represents that our results are less conservative.
Case 4 (Dissipative Filtering): Let χ = 0, χ 1 = −1, χ 2 = 1 and χ 3 = γ , where γ = 3.5. Then, it is found that the LMIs (34)- (39) are feasible along with the corresponding triggering matrix = 1.1567, and the feasible solutions to those LMIs are obtained as follows: However, the dissipative filtering parameters can be attained in the form of (40) . The state behavior of the filtering system is given in Fig. 13 and   FIGURE 14 . Response of z(t ) and z f (t ) for Case-IV. Fig. 15 . shows the behavior of the estimated filter parameter and Fig. 16 . shows the response of z(t) and z f (t), which exhibits that the filtering error finally reaches to zero.
V. CONCLUSIONS
In this paper, we addressed the problem of filtering for Fuzzy-Markovian switch systems with an adaptive event-triggering system under time-varying delay. Considering limited network resources and unreliable communication networks, an AET-scheme is presented to overcome the burden of communication network width and boost up its performance. Furthermore, we implemented a new condition (delay-dependent) assuring the resulting filtering error system of mixed H ∞ /passive of the have been acquired based on a new fuzzy Lyapunov-Krasovskii (LK ) functional. Then, conditions in the presence of desired delayed fuzzy filters have been obtained, which were obtainable in the form of general matrix LMIs. Finally, the simulation example has been delivered to demonstrate the efficiency of our design method. However, packet losses are significant issues appearing in networked control systems, which of course affect the nonlinear systems. The consideration of both time delays and packet losses in the problem of our paper is of much interest. When the packet loss and time delays are considered simultaneously. It is also possible to examine the T-S fuzzy Markovian systems with fault isolation delay and actuator saturation by integrating the methods proposed in this paper.
