We describe a brain-computer interface for controlling a humanoid robot directly using brain signals obtained non-invasively from the scalp through electroencephalography (EEG). EEG has previously been used for tasks such as controlling a cursor and spelling a word, but it has been regarded as an unlikely candidate for more complex forms of control owing to its low signal-to-noise ratio. Here we show that by leveraging advances in robotics, an interface based on EEG can be used to command a partially autonomous humanoid robot to perform complex tasks such as walking to specific locations and picking up desired objects. Visual feedback from the robot's cameras allows the user to select arbitrary objects in the environment for pick-up and transport to chosen locations. Results from a study involving nine users indicate that a command for the robot can be selected from four possible choices in 5 s with 95% accuracy. Our results demonstrate that an EEG-based brain-computer interface can be used for sophisticated robotic interaction with the environment, involving not only navigation as in previous applications but also manipulation and transport of objects. [6] [7] [8] . Such brain-computer interfaces (BCIs) could potentially lead to sophisticated neural prosthetics and other assistive devices for paralyzed and disabled patients. Some of the more complex demonstrations of control, such as the control of a prosthetic limb, have relied on invasive techniques for recording brain signals [6] [7] [8] (although see also [9, 10] ). Non-invasive techniques, such as electroencephalography (EEG) recorded from the scalp, have been used in interfaces for cursor control [1] [2] [3] and spelling [11, 12] but the low bandwidth offered by such non-invasive signals (20-30 bits min −1 ) makes their use in more complex systems difficult. An approach to overcome this is to incorporate increasing autonomy in the agent that executes BCI commands, for example a wheelchair with obstacle avoidance [13] [14] [15] . Extending this line of work, we demonstrate here that we can leverage advances in robotics and machine learning and, in particular, make use of a sophisticated humanoid robot which only requires high-level commands from the user. The robot autonomously executes those commands without requiring tedious moment-by-moment supervision. By using a dynamic image-based BCI to select between alternatives, our system can seamlessly incorporate newly discovered objects and interaction affordances in the environment. This frees the user from having to exercise control at a very low level while allowing non-invasive signals such as EEG to be used as low-bandwidth control signals. Such an approach is consistent with a cognitive approach to neural prosthetics [16] .
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Advances in neuroscience and computer technology have made possible a number of recent demonstrations of direct brain control of devices such as a cursor on a computer screen [1] [2] [3] [4] [5] and various prosthetic devices [6] [7] [8] . Such brain-computer interfaces (BCIs) could potentially lead to sophisticated neural prosthetics and other assistive devices for paralyzed and disabled patients. Some of the more complex demonstrations of control, such as the control of a prosthetic limb, have relied on invasive techniques for recording brain signals [6] [7] [8] (although see also [9, 10] ). Non-invasive techniques, such as electroencephalography (EEG) recorded from the scalp, have been used in interfaces for cursor control [1] [2] [3] and spelling [11, 12] but the low bandwidth offered by such non-invasive signals (20-30 bits min −1 ) makes their use in more complex systems difficult. An approach to overcome this is to incorporate increasing autonomy in the agent that executes BCI commands, for example a wheelchair with obstacle avoidance [13] [14] [15] . Extending this line of work, we demonstrate here that we can leverage advances in robotics and machine learning and, in particular, make use of a sophisticated humanoid robot which only requires high-level commands from the user. The robot autonomously executes those commands without requiring tedious moment-by-moment supervision. By using a dynamic image-based BCI to select between alternatives, our system can seamlessly incorporate newly discovered objects and interaction affordances in the environment. This frees the user from having to exercise control at a very low level while allowing non-invasive signals such as EEG to be used as low-bandwidth control signals. Such an approach is consistent with a cognitive approach to neural prosthetics [16] .
In our interface, the subject's command to the robot is determined based on a visually evoked EEG response known as P3 (or P300) [11, 17, 18] which is produced when an object that the user is attending to suddenly changes (e.g., flashes). Similar techniques have been used previously in speller paradigms [18, 19] , and in control of a robotic arm [9] or a wheelchair [14, 15] . In our case, the P3 is used to discern which object the robot should pick up and which location the robot should bring the object to. The robot transmits images of objects discovered by its cameras back to the user for selection. The user is instructed to attend to the image of the object of their choice, while the border around each image is flashed in a random order. Machine learning techniques are used to classify the subject's response to a particular image flash as containing a P3 or not, thereby allowing us to infer the user's choice of object. A similar procedure is used to select a destination location. We present results from a study involving nine human subjects that explores the effects of varying the amount of time needed for decoding brain signals, the number of choices available to the user and the customization of the interface to a particular user. Our results show that a command for the robot can be selected from four possible choices in 5 s with 95% accuracy.
Materials and methods

Human subjects
Nine subjects (eight male and one female) were recruited from the student population at the University of Washington. The subjects had no known neurological conditions and had not participated in prior BCI experiments. The study was approved by the University of Washington Human Subjects Division and each user gave informed consent. Subjects received a small monetary compensation for their participation in the experiment.
User study protocol
The accuracy of the P3-based interface in decoding the user's intent from brain signals was tested in a user study without the robot in the loop. These experiments consisted of four sessions: (1) two sessions where there were four (randomly selected) images on the screen in a 2 × 2 layout, (2) one session with six images in a 2 × 3 layout and (3) one session with six images in a 3 × 2 layout. The ordering of these sessions was the same for all users. Since our goal was to design an interface that could be dynamically resized and reordered, we used these sessions to explore whether changes in the number of images or their layout in a grid would affect the performance of the interface. Each session lasted up to 12 min and consisted of a number of trials where one image was pre-designated as the target and the subject was instructed to focus on that image. The borders around the images were then flashed one at a time in a random order at intervals of 0.25 s, with ten flashes per image. For the four-image sessions, each image position was the target for ten trials, and for the six-image sessions, each image position was used in five trials as the target. Data from 32 EEG electrodes were recorded at a sampling rate of 2048 Hz, and stored to disk along with stimulus timing information. The collected data were used for training and testing the classifier under different conditions as described below.
Classification methods
We recorded signals at 2 kHz from a 32-channel layout according to the 10-20 layout [20] , using a Biosemi ActiveTwo system (Biosemi, Amsterdam, The Netherlands). The EEG signals were bandpass filtered (0.5-30 Hz) and downsampled to 100 Hz. We used a 0.5 s long data window following each flash, labeled as target/nontarget, to train a binary classifier that would predict whether the response to a given flash contained a P300 or not.
While testing in a multiple-image scenario, each image flash was classified using this P300 detector, and the classifier output was added to a running tally of scores for the images. The image with the highest classifier output from the binary classifier was designated as the final result of the selection process.
In addition, we used a recently proposed spatial projection algorithm [21] that is designed for event-related EEG responses. Briefly, the algorithm considers a multichannel time-series response to an event and projects all the channels to form a single time series that is maximally discriminative. The criterion used for optimization is as follows. Let E i represent an event-related response to event i, in the form of a C ×T matrix (C is the number of channels and T is the number of time points). Let f be a projection filter and let x i = f T E i be the time series of 'features' formed by linearly weighting and combining all channels. We can compute the within-class and between-class scatter matrices (S w and S b respectively) over the set of all x i and maximize the Jacobian J [21] :
It can be shown that this is equivalent to maximizing the following quantity:
where S b , S w are calculated directly from the set of E i s [21] . This is a generalized eigenvalue problem and its solution is an orthonormal set of vectors f ordered numerically by their eigenvalue. We choose the first three filters f to represent our data. The choice was made empirically from pilot experiments, where we observed that the first 2-3 filters captured most of the discriminative information and that additional filters did not improve classification performance. We used the LIBSVM classification package [22] to classify the spatially projected data. A linear soft-margin classifier was used, and the free parameter was estimated using cross-validation on the training data.
Brain-robot interface design
We designed an image-based BCI that was dynamic and could accommodate a variable number of images by suitably resizing Note that even with only five flashes, the accuracy rises to roughly 95%, suggesting that commands could be issued at a faster rate if need be with only a small loss in accuracy. The figure also shows that the spatial filter method is on average better than using the raw data from 32 channels. (B) Performance on a six-choice task. The plot shows the average classification accuracy across subjects as a function of the number of flashes per stimulus. The two curves represent two different layouts of the six images on the screen: 2 × 3 and 3 × 2.
and arranging them in a grid. This allows the interface to incorporate dynamically generated images discovered by the robot and present them as choices to the user.
During a selection procedure, the interface flashes a thin border around each image in a random sequence. The subject focuses attention on the image of interest (for instance, by counting the number of flashes of that border). The flashes occur once every 0.25 s and consist of a red border being visible for the first 0.125 s.
The interface implements the classification scheme described above. The parameters for the data processing, i.e. the spatial projection filter and the linear classifier, are obtained by a training procedure before using the interface. The training session consists of 10 min of data collection in a protocol similar to the user study above. In our online interface, we perform the spatial projection and downsampling first, in order to achieve substantial data reduction. The resulting three projected channels are then bandpass filtered and classified for each flash. A running total of classifier output is maintained for each image, so as to give a continuous estimate of the target image. At any step, the image with the current maximum total is the most likely selection. This running total can be used, for example, to cut short the process after fewer flashes, to focus on fewer images that the classifier is having difficulty distinguishing between, or to increase the number of flashes in the case of uncertainty. Our imagebased interface was implemented using the general-purpose BCI2000 software [23] .
The robot used was a Fujitsu HOAP-2 humanoid robot with 25 degrees-of-freedom, including a pan-tilt camera head for visual feedback to the user and two hands for grasping objects. The robot was programmed to be able to autonomously walk, navigate based on visual information, and pick up and place objects. The robot used its vision to locate objects of interest, segment them and send them to the BCI as choices for the user. We also used an overhead camera to locate tables that contained objects and that could serve as destinations for the objects that have been picked up.
Results
In the first set of experiments, we collected data from nine users and used the data to test the performance of the P3 classifier used in the brain-computer interface. Users participated in two sessions, each consisting of a number of trials involving four randomly selected images displayed on a computer screen. We used the data from the first session to compute the first three maximally discriminative spatial filters for these data and trained a binary classifier to detect the user's P3 responses (see section 1 for details). We tested the performance of this classifier on data from the second session. The resulting classification accuracy across subjects was 98.4% with a standard deviation of 2%, i.e. there were almost no misclassified points. Classification performance without the spatial filters, i.e. using all 32 raw EEG channels, was 97%.
In order to explore whether we could reduce the number of flashes used per stimulus and thus study speed-accuracy tradeoffs, we measured classification accuracy as a function of the number of flashes used. Figure 1(A) shows this accuracy measure, averaged across all subjects, with and without the use of the spatial filtering algorithm. Note that the chance level accuracy for this four-class problem is 25%. As shown in the figure, even with as few as five flashes, the accuracy is 95% across subjects. Thus, for a four-choice selection problem, a command can be issued every 5 s with an accuracy of 95%, resulting in a bit rate of 24 bits min −1 .
Varying the number of choices
Our interface is designed to dynamically accommodate a variable number of choices that are detected and communicated by the robot. A natural concern is whether changing the layout or number of images affects performance.
To test this, we used both four-image sessions as training data, and tested this classifier on tasks involving choosing from six Figure 2 . Effect of training data on classifier performance. (A) Generalization across subjects. The figure compares the performance of a pre-trained classifier on a novel subject (global classifier) with the performance of a classifier trained on the subject's own training data set. The average classification accuracy across all subjects is shown as a function of the number of flashes per image. The subject-specific classifier is better as expected, but the pre-trained 'generic' classifier ('global classifier') performs significantly better than chance (78% accuracy versus 25% chance). (B) Effect of training time. The figure shows classification accuracy across subjects as the amount of training time is increased. Average accuracy for three classifiers are shown: (1) the baseline when a pre-trained across-subject classifier is used (global classifier), (2) a subject-specific classifier built on a generic spatial projection (global spatial filters only) and (3) the subject-specific classifier with subject-specific spatial filters (subject data only). We see that with 3-4 min of training data, the subject-specific classifier shows accuracy above 95%.
images in 2 × 3 and 3 × 2 layouts 1 . As seen in figure 1(B) , the classification accuracy on this six-class problem remains high at 93% (standard deviation 3.1% across subjects), as compared to a 16.6% chance level. These results demonstrate that increasing the number of options on the screen from four to six and changing their layout do not significantly impact the performance of the interface.
Generalizing across subjects
We also examined the question of whether it was possible to design a classifier that would generalize across subjects; this would allow one, for instance, to forgo the initial data gathering step for training a subject-specific classifier. We trained a classifier on the data from all but one subject and tested performance on the data from that subject. Figure 2(A) shows the average classification accuracy of this scheme, averaged across all subjects as a function of the number of flashes. The classification accuracy when using the subject's own data for training is also shown for comparison. It is clear that although a classifier trained on the subject's own data performs better, the performance of the generic classifier is significantly better than chance (accuracy of about 78% for the ten-flashes case compared to a chance level of 25%). This supports the hypothesis that the visually evoked P3 response to flashed images is robust and shares similarities across subjects. Another recent study [24] using a larger number of options in a speller paradigm found that there was significant individual variation between subjects and that a generalized classifier performed worse than a subject-specific classifier.
Filter #1
Filter #2 Filter #3 Figure 3 . Characteristic features of the evoked response. Shown are the first three spatial filters learned from the data across all subjects (red denotes high positive values; blue denotes high negative values). The spatial filters are smoothly varying and are focused on the occipital and parietal regions, regions that are appropriate for a visuo-spatial attention task such as the one utilized by the interface.
Training time required
To investigate how the amount of time devoted to collecting training data affects the performance of the interface, we computed classification accuracy on test data using varying amounts of training data. The data used for training/testing were average responses to each image across the ten flashes in each trial. Figure 2(B) shows the average classification accuracy on test data. For comparison, the accuracy from the across-subjects classifier (figure 2(A), accuracy with all ten flashes) is shown as the baseline case where no training data are used. As seen in the figure, the average accuracy rises steeply with more input training data as expected, but even with only 3-4 min of training data, the accuracy is already up to about 95%. These results support the use of a short training session for each subject for learning a personalized classifier rather than relying on a generic P3 detector. Finally, to gain a better understanding of the properties of the EEG responses used in this study, we examined the three spatial filters learned from the combined data from all subjects. These filters can be viewed as capturing the distinctive features of the EEG signals across the scalp that characterize the evoked response to a target flash. As seen in figure 3 , the parietal and occipital electrodes appear to be significantly involved in a discriminative activity. This is consistent with other studies involving P3 spellers (e.g., [25] ), where parietal electrodes have been found to contribute significantly to performance in addition to occipital electrodes classically used for detecting the P3 response.
Control of the robot using the interface
We used the brain-computer interface to allow users to command a Fujitsu HOAP-2 humanoid robot to pick up a desired object and bring it to a selected location. Figure 4(A) shows an example scenario with two colored objects on a table available for pick-up and two other tables as destination locations. The objects were captured with the robot's cameras, segmented and presented as choices to the user via the braincomputer interface. The destinations were discovered and segmented from an image taken by an overhead camera.
For control of the robot by a given user, we collected data from the user in a 10 min training session using the protocol described above (see section 2). These data were used to learn the spatial filters and the classifier. The user used this trained interface to make selections between various image choices depicting objects or destination locations on the computer screen ( figure 4(B) ). The user's choice, as inferred by the interface, is conveyed to the robot, which autonomously orients itself with respect to the selected object using visual feedback and executes a sequence of motor commands to pick up the object ( figure 4(C) ). Similarly, given the user's choice of a destination location, the robot walks to the selected location using visual feedback and prior knowledge of the environment, and delivers the object to that location. A video of the brain-robot interface in action is included as supplementary data, available online at stacks.iop.org/JNE/5/214. A second supporting video depicts a typical P3 response elicited from a subject during the operation of the interface.
Discussion
Our results demonstrate that non-invasive brain signals can be used to command a sophisticated mobile device such as a humanoid robot to perform a useful task such as navigating to a desired location and fetching a desired object. We used computer vision for discovering interactions afforded by the environment, a dynamic interface to communicate these discovered choices to the user and a semiautonomous robot to implement the user's choices. In principle, the robot could execute a wider range of actions, and arbitrary commands could be presented to the user as choices using images describing available actions.
A BCI system such as the one explored in this paper could potentially be used, for instance, in medical helper robots for paralyzed and disabled patients. Such robots would possess the ability to move about in a home, perform different manipulative actions on objects and provide visual feedback to the patient for monitoring progress and for subsequent action selection. Such robots could potentially act as surrogate bodies for the paralyzed that are remotely commanded at the cognitive level by a BCI. Our P3-based system can be viewed as a first step toward developing sophisticated robotics-enhanced BCIs, with robotics playing a more complex role than just navigation alone as in previous BCI applications.
Other types of EEG responses, such as steady-state visualevoked potentials (SSVEPs) [26] , EEG during mental tasks [27] and spectral power in particular frequency bands (e.g., µ (8-12 Hz) or β (18-26 Hz) bands) during motor imagery [1] , could also be used for command selection as an alternative to or possibly in conjunction with P300. Some of these approaches, such as motor imagery, may require more training data and subject training time, and show wider variation across subjects, but may allow finer grained control. We chose a P300-based approach because it requires very little subject training, given that the P300 is a robust-evoked response across subjects. In addition, it is easier to select between larger numbers of options using the P300 response, as seen in, for example, speller paradigms. However, it does suffer from the limitation that control is coupled to stimulus presentation. We intend to explore the use of some of the other types of EEG responses mentioned above for self-paced asynchronous control of the robot in the near future.
The current implementation of our interface provides a bit rate of up to 24 bits min −1 with an accuracy of 95% (four choices). Our results show that such a bit rate, which is comparable to the bit rates of other EEG-based BCIs, is sufficient for high-level coarse-grained control of semiautonomous robots such as the humanoid robot used in this study. Invasive BCIs such as cortical implants would allow control at finer temporal granularity, albeit with the risks associated with invasive devices. Our results suggest that the advent of adaptive, autonomous robotic devices could help pave the way for a new generation of non-invasive brainmachine interfaces that allow direct closed-loop interaction with the physical world.
