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ABSTRACT
As technological systems become more and more advanced, the need for in-
cluding the human during the interaction process has become more apparent.
One simple way is to have the computer system understand and respond to
the human’s emotions. Previous works in emotion recognition have focused
on improving performance by incorporating domain knowledge into the un-
derlying system either through pre-specified rules or hand-crafted features.
However, in the last few years, learned feature representations have experi-
enced a resurgence mainly due to the success of deep neural networks.
In this dissertation, we highlight how deep neural networks, when applied
to emotion recognition, can learn representations that not only achieve supe-
rior accuracy to hand-crafted techniques, but also align with previous domain
knowledge. Moreover, we show how these learned representations can gener-
alize to different definitions of emotions and to different input modalities.
The first part of this dissertation considers the task of categorical emo-
tion recognition on images. We show how a convolutional neural network
(CNN) that achieves state-of-the-art performance can also learn features that
strongly correspond to Facial Action Units (FAUs). In the second part, we
focus our attention on emotion recognition in video. We take the image-based
CNN model and combine it with a recurrent neural network (RNN) in order
to do dimensional emotion recognition. We also visualize the portions of the
faces that most strongly affect the output prediction by using the gradient
as a saliency map. Lastly, we explore the merit of doing multimodal emotion
recognition by combining our model with other models trained on audio and
physiological data.
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CHAPTER 1
INTRODUCTION
The idea that humans and computer must learn to coexist and interact is
nothing new. Since the 1980s, the field of Human Computer Interaction
(HCI) has concentrated on finding novel ways for computers to analyze and
respond to their human counterparts. As technological systems become more
and more advanced, the need for including the human during the interaction
process has become more apparent. One simple way to incorporate the hu-
man is to have the computer system understand and respond to the human’s
emotions. Some current applications that use or would benefit from an emo-
tion recognition system include advertising, human robot interaction (HRI),
and medical diagnosis.
1.1 Motivation
The main goal of almost any emotion recognition system is to do two things.
They are:
1. Acquire and recognize the user’s emotional state accurately
2. Perform an appropriate action in response to the user’s state
The ability to perform these two tasks means that the system is able to
simulate empathy. The first part can be thought of as the recognition stage
while the second part can be thought of as the action stage. In order for
the system to be deemed acceptable by the user, the action performed in
the action stage must be consistent with the emotion detected during the
recognition stage. If the recognition algorithm used in the recognition stage
classifies the user’s emotion state incorrectly, then there is a much higher
chance that the action selected by the system will be unsuitable and that the
user will have a negative reaction.
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Recognition Stage Action Stage
“What is the 
matter?”
“Knock, knock.”
Sad
Sensors Emotion Response
Figure 1.1: Example emotion recognition framework for an emotionally
intelligent robot. The system is comprised of two distinct stages: the
recognition stage and the action stage. During the recognition stage, the
robot uses input from one or more sensor channels to infer the human’s
emotion (“Sad”). Then during the action stage, the robot uses the detected
emotion to determine the appropriate response. In this case, the robot can
either ask the human what is wrong or tell a joke.
Consider the example of a Human Robot Interaction (HRI) system in
Figure 1.1. When the human is unhappy, the robot must, first, automatically
detect that the human is unhappy and then, using this knowledge, perform
a suitable action like ask why the human is upset or alternatively tell a joke
to lighten the mood. If, instead, the robot does not detect that the human
is unhappy, and either does nothing or performs an unrelated action, then
the user will likely become frustrated or annoyed. This is the case that must
be avoided. Therefore, it is imperative that the underlying algorithm used
in the recognition be as accurate as possible.
Much work in the last decade has focused on improving the performance of
automatic emotion recognition algorithms. Emotion recognition is typically
done by having the computer acquire information from sensors that capture
a variety of multimodal cues. Some example cues include facial expressions,
speech, and gestures / body movement. The visual (facial expressions) and
the audio (speech) channels, in particular, have been shown to be strong
indicators of emotion [1].
Multimodal systems have two clear advantages over single modality sytems
in emotion recognition. First, some modalities are more suited for detecting
certain types of emotions than others and vice versa. For example, sadness
and fear are more noticeable in someone’s voice (audio) while happiness is
more easily detected in someone’s face (video) [2]. Because of this comple-
mentary coverage, audio-visual systems tend to outperform single modality
systems [3].
The second advanatge of using a multimodal system is when one modality’s
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cues are weak or absent. For example, the subject does not look at the camera
(weak visual cue) or does not speak (weak audio cue). In such cases, a single
modality system would fail, whereas a multimodal system can rely on the
other modalities to do the recognition instead.
In this dissertation, we will focus mainly on emotion recognition tech-
niques that use the visual channel, but we will also show how incorporating
information from the audio and physiological channels can yield significant
improvements in recognition performance.
Many previous works in emotion recognition have focused on incorporat-
ing domain knowledge into machine learning models, usually through pre-
specified rules. For example, the Facial Action Coding System (FACS) [4],
originally proposed by Paul Ekman, describes how facial expressions can be
expressed using specific muscle groups in the face called action units/facial ac-
tion units (AUs/FAUs). This decomposition resulted in a number of systems
[5, 6, 7, 8, 9] that were trained to detect individual AUs and subsequently
use the detections to classify the emotions. Other methods have elected to
instead represent the face using hand-crafted features based on the subject’s
appearance such as Gabor wavelets [10], Haar features [11], and Local Binary
Patterns (LBP) [12].
Despite their impressive performance, FAU-based methods and hand-crafted
features are somewhat limited in that they often require careful engineering
in order to be effective. What if one could instead train a classifier that
learns what is useful for the recognition without any human supervision? In
the last few years, learned feature representations have experienced a resur-
gence mainly due to the success of deep neural networks. Various areas of
computer vision have experienced large performance boosts because of deep
neural networks, with larger labeled datasets and more powerful computation
resources being strong contributing factors. However, relatively few attempts
have considered the merit of applying deep neural networks to emotion recog-
nition tasks [13, 14, 15, 16]. What is also interesting is that no works have
analyzed whether the learned representation captures anything that agrees
with previous domain knowledge.
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1.2 Contributions
In this dissertation, we highlight how deep neural networks when applied to
emotion recognition can learn representations that not only achieve superior
accuracy to hand-crafted techniques, but also align with previous domain
knowledge. Moreover, we show how these learned representations can gen-
eralize to different definitions of emotions (discrete / continuous) and to
different input modalities (images / video).
First, we consider the task of emotion recognition on images. We train
a convolutional neural network (CNN) on two different emotion recognition
image datasets and achieve state-of-the-art performance. We then show,
quantitatively and qualitatively, through visualization that the learned fea-
tures strongly correspond to the FAUs originally proposed by Ekman [4].
Next, we focus our attention on emotion recognition in video. Now instead
of having a discrete label assigned to each image, each frame is given a
continuous label value. We take the image-based CNN model and incorporate
temporal information by combining it with a recurrent neural network (RNN)
in order to regress the continuous label. In addition, we visualize the portions
of the faces that affect the output predictions the most by using the gradient
as a saliency map as described in [17].
Finally, we examine the effects of incorporating other modalities when
doing emotion recognition. Specifically, we propose a system that extracts
features from the video, audio, and physiological channels and fuses them
using a Kalman filter to generate a single continuous label per time step.
We conduct additional experiments to assess which features are weighted
most during prediction and to show how incrementally incorporating the
audio and physiological features on top of visual features results in marked
improvements in performance.
1.3 Organization
The remainder of this dissertation is organized as follows: Chapter 2 describes
the relevant background on different representations of emotion as well as
previous work on hand-crafted feature representations. We give a brief de-
scription of deep neural networks and how learned representations have been
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used previously in emotion recognition. We also discuss the different ways to
visualize deep neural networks. In Chapter 3, we demonstrate how learned
representations trained using CNNs achieve state-of-the-art recognition ac-
curacy and how they are able to detect facial regions that agree with previous
domain knowledge on Facial Action Units (FAUs). In Chapter 4, we show
how learned representations can be applied to video data using a combi-
nation of CNNs and RNNs. Chapter 5 presents our results when combining
our learned video features with features derived from audio and physiological
data. Finally, Chapter 6 concludes the dissertation and presents directions
for future work.
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CHAPTER 2
BACKGROUND
2.1 Representation of Emotion
One way in which emotion has been represented over the years is by dividing
it into several discrete categories. The most common emotion categories are
the six basic emotions originally proposed by Paul Ekman [18, 19]. They are:
1. anger, 2. disgust, 3. fear, 4. happiness, 5. sadness, and 6. surprise. These
emotions were selected because they have unambiguous meaning across cul-
ture. Models that represent emotion in this fashion are known as categorical
approaches. Many datasets including the extended Cohn-Kanade (CK+)
dataset [20], the MMI facial expression database [21, 22], the Japanese Fe-
male Facial Expression (JAFFE) database [23] and the BU-3DFE dataset [24]
have adopted this representation to assess automatic facial expression recog-
nition algorithms. This is because categorical approaches represent emotions
in a manner that aligns with human description.
An alternative way to model the space of possible emotions is to use a
dimensional approach [25] where a person’s emotions can be described using
a low-dimensional signal (typically two or three dimensions) that varies with
time. The two most commonly used dimensions are arousal and valence.
Arousal measures how engaged or apathetic a subject appears while valence
measures how positive or negative a subject appears.
Dimensional approaches have two advantages over categorical approaches.
The first being that dimensional approaches can describe a potentially larger
set of emotions. Specifically, in [26], Russell describes how the arousal and
valence scores define a circle called the circumplex model of affect and the
six basic emotions are represented as specific regions in said circle. This
relationship is shown visually in Figure 2.1. Based on the diagrams in [27]
and [28], we denote the regions occupied by the six basic emotions. Notice
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Figure 2.1: Circumplex of affect with the seven basic emotions displayed
(adapted from Gunes and Pantic [27] and Brazeal [28]). In dimensional
approaches, emotion is represented using two continuous quantities: arousal
and valence. Arousal represents how engaged or disengaged a person seems
while valence represents how positive or negative a person seems. Since
arousal and valence are continuous, the six basic emotions are represented
as specific regions within the circumplex.
that there are no emotion categories from categorical approaches that cover
the lower-right portion of the circumplex. This region of low arousal and
high valence corresponds to feelings of elation or relaxation, which are rarely
annotated in today’s datasets.
The second advantage of dimensional approaches is that they can output
time-continuous labels which allows for more realistic modeling of emotion
over time. This could be particularly useful for representing emotion in video
data and for detecting the effect of micro-expressions. However, one criticism
that has been leveled against dimensional approaches is that reducing the
space of emotions to two to three dimensions is too aggressive and, as a
result, may not be a reasonable representation.
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2.2 Feature Types
In most facial expression recognition systems, the main components match
the traditional machine learning pipeline almost directly. More specifically,
a face image is passed to a classifier that tries to categorize the emotion.
In most cases, prior to being passed to the classifier, the face image is pre-
processed and given to a feature extractor. A significant amount of research
over the last decade has been devoted to finding and extracting better fea-
tures in order to improve classification accuracy. According to the survey
by Zeng et al. [29], many previous emotion recognition techniques either
used geometric features, appearance-based features, or a mixture/ensemble
of both. We will discuss each of these categories of features as well as another
class of methods which use facial action units (FAUs).
FAU-Based Methods: In the 1970s, Ekman and Friesen proposed to
encode facial expressions using the Facial Action Coding System (FACS) [4].
Their proposed system explains how facial expressions can be decomposed
into contractions of specific muscle groups in the face. Each of these muscle
groups corresponds to a “facial action” and is called an action unit/facial
action unit (AU/FAU). Some example FAUs are listed in Table 2.1. As a
result of the FACS, many methods [5, 6, 7, 8, 9] were developed to detect the
presence/absence of specific AUs. Once the AUs have been detected, they
can be used to determine the emotion of the subject using the Emotional
Facial Action Coding System (EMFACS) developed by Friesen and Ekman
[30], which describes which of the Facial Action Units are present in each of
the six universal emotions.
Geometric Features: Many previous techniques have tried to represent
emotion by explicitly detecting and modeling the positions of specific fa-
cial landmarks. Some examples include corners of the eyes, the tip of the
nose, and the corners of the mouth. Pantic and Rothkrantz [31] use land-
mark points extracted from two views (frontal and profile). These points
are subsequently used to detect specific AUs and later the overall emotion.
Chang et al. [32] modeled the motion of 58 facial landmarks using an Active
Shape Model (ASM). These points were subsequently tracked and used to
do expression recognition. Valstar et al. [33] tracked 12 facial points using
a particle filter and combined it with head and shoulder motion information
to determine if a smile was posed or spontaneous.
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Table 2.1: 10 example Facial Action Units (FAUs)
FAU Number FAU Name
1 Inner Brow Raiser
2 Outer Brow Raiser
4 Brow Lowerer
5 Upper Lid Raiser
9 Nose Wrinkler
12 Lip Corner Puller
15 Lip Corner Depressor
17 Chin Raiser
24 Lip Pressor
25 Lips Part
Appearance Features: While methods that use geometric features focus
on specific facial points, appearance-based features, instead, consider the en-
tire face by modeling the overall texture and general face shape/configuration.
One rather common approach is to apply a filterbank to the face image
and use the responses to the filters as features for a classifier. Bartlett
et al. [10, 34] used Gabor wavelets as the main components of their fil-
terbanks while Whitehill and Omlin used Haar wavelets [11]. Shan et al.
[12] used Local Binary Pattern (LBP) features coupled with Support Vector
Machine (SVMs). More recent methods have tried to take low-level appear-
ance features and combine them such that they represent larger portions of
the image. The combination is commonly done by encoding the low-level
features/descriptors using a dictionary followed by average or max pooling.
Tariq et al. [35] generate mid-level features by applying sparse coding and
max pooling [36] on dense Scale Invariant Feature Transform (SIFT) features
in order to do multi-view expression recognition. Tariq et al. [37, 38] also
do multi-view expression recognition, except this time they perform a soft
encoding step on the SIFT features using a Gaussian Mixture Model (GMM).
Hybrid and Ensemble Methods: Another line of work has considered
the possibility of combining different features types called hybrid methods
or using a ensemble of features. One type of hybrid method ([39], [40])
combines geometric and appearance features in the form of fiducial points and
Gabor wavelet coefficients extracted at each point. Tariq et al. [41, 42] used
an ensemble of features comprised of appearance features (SIFT [43], HG
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[44]) and motion features (optical flow) to do person dependent/independent
emotion recognition.
2.3 Deep Learning
In the last few years, deep neural networks have become the classifier of
choice in many machine learning tasks. Simply put, deep neural networks
(DNNs) are a group of models that perform nonlinear function approxima-
tion. Suppose there is a function fˆ that relates input x to some label y, a
neural network learns a function f ( y = f(x; θ) ) that approximates fˆ , i.e.
the true mapping from x to y, using parameters θ [45].
A deep neural network is usually represented as the composition of mul-
tiple nonlinear functions. Therefore, f(x) can be expressed in the following
manner:
f(x) = f (N)( . . . (f (3)(f (2)(f (1)(x)))) (2.1)
Equation 2.1 defines a feed-forward network or multilayer perceptron (MLP).
It is called feed-forward because the output of each function f (i) is passed
as input to the next function f (i+1). Each function f (i) represents a layer
in the neural network and is typically composed of an affine operation fol-
lowed by an element-wise nonlinearity : sigmoid, hyperbolic tangent (tanh),
or rectified linear unit (ReLU). Consider some input x ∈ RN and its cor-
responding output z ∈ RM , a simple example of a neural network layer is
given in Equation 2.2, where W ∈ RM×N and b ∈ RM are the parameters
to be learned and h is a user-selected nonlinear function. Each element of x
is called an input unit and each element of z is an output unit. The depth
of a neural network is defined as the number of layers. A neural network is
usually classified as deep if it has a depth of three or more layers.
z = h(Wx+ b) (2.2)
One common modification to MLPs, which makes the network more suit-
able for tasks specific to computer vision, is to make the affine transformation
in each layer be a convolution operation. These networks are called Convo-
lutional Neural Networks (CNNs) [46]. In an MLP, each output unit in z is
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Figure 2.2: Diagram of a traditional Recurrent Neural Network (RNN). At
each time point t, the RNN computes a state reprsentation, ht, which
captures information from all of the previous inputs (x1, ..., xt). Then, when
considering the input at the next time point, t+ 1, a new state, ht+1, is
computed using the new input xt+1 and the previous state ht. Each hidden
state ht can then used to compute an output ot.
dependent on (i.e. connected to) all of the input units in x. This design,
however, does not allow the network to model the local structures commonly
found in images. With CNNs, each output unit in z is instead connected to
a reduced number of input units, specifically a small contiguous region in the
input. The reduction in the number of connections also means that CNNs
have considerably fewer parameters to learn than MLPs.
Despite being powerful tools for function approximation, MLPs and CNNs
have one main drawback. They are both have difficulty modeling sequential
/ temporal data. This can be particularly problematic when dealing with
speech or video data. In these instances, it would be advantageous to have
a model whose feature representation can capture information from all of
the previous time steps, but can also update its representation with what
it sees in the future. Recurrent Neural Networks (RNNs) [47] present one
way to create such a model. Consider a sequence of inputs of length T
(x1, ..., xT ). RNNs have a state at each time point t, ht, which captures all of
the information of previous inputs (x1, ..., xt). Then, when considering the
input at the next time point, xt+1, a new state, ht+1, is computed using the
new input xt+1 and the previous state ht. At each time point t, the hidden
state ht can be used to compute an output ot, typically a class label for
classification or a continuous number for regression. We visualize how the
states are computed as well as their dependencies in Figure 2.2.
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2.3.1 Network Training and Recent Advances
Since deep neural networks are often defined using nonlinear functions, this
causes the training loss to become non-convex. Therefore, in order to train
a deep neural network, the parameters must be learned by doing stochastic
gradient descent on the training loss. The gradient of each layer’s parameters
is then computed using the backpropagation algorithm [47].
Despite having the ability to model more complex function, early attempts
to train deep neural networks for classification had great difficulty. This was
mainly due to two phenomena: (i) lack of labeled training data and (ii) van-
ishing gradients during backpropagation. The lack of labeled training data
caused networks to overfit while the increased depth caused the gradients
of parameters to quickly approach zero as the network depth increased. As
a result, early works in deep learning focused on training models layer by
layer greedily in an unsupervised fashion [48, 49]. The pre-trained param-
eters would then be subsequently fine-tuned using labeled data in order to
perform the original desired task, typically classification.
However, in 2012, Krizhevskey et al. [50] successfully trained an eight layer
convolutional neural network (CNN) on the ImageNet 2012 challenge dataset.
The authors claimed that the use of the rectified linear unit (ReLU) nonlin-
earity along with the ImageNet dataset’s 1.2 million images were key factors
in training the network. Since the landmark performance of Krizhevskey’s
model on the ImageNet challenge in 2012 [50], deep neural networks have im-
proved performance considerably in many areas of computer vision including
object detection in images [51, 52, 53] and video [54, 55], activity recognition
[56] and face recognition/verification [57, 58]. Meanwhile, more and more
refinements have been proposed to the Krizhevskey’s original network archi-
tecture leading to increased depth and further improvements in performance
[59, 60, 61].
2.3.2 Application to Emotion Recognition
When considering the task of emotion recognition, like many of the early
works in deep learning, most of the first works that used deep learning tech-
niques used unsupervised learning / pre-training [62, 63, 64] to train their
models. However, with the success of Krzhevsky’s model [50] on the Ima-
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geNet challenge, more and more works have considered the benefits of train-
ing supervised models [13, 14, 65, 16]. We will discuss specific applications
of deep learning to emotion recognition in images, videos, and multimodal
settings in Chapter 3, 4 and 5 respectively.
2.3.3 Network Visualization
Despite their impressive results on several computer vision tasks, one of the
main criticisms leveled against deep neural networks is the lack of insight
about what the networks are doing internally. Such knowledge would allow
researchers to determine exactly which parts of an input image caused the
network to make a particular prediction. One way to think about the vi-
sualization process is finding the preferred stimuli or inputs [66] for specific
neurons in the network, where preferred means the input image / stimuli
maximizes the neuron’s response.
Stimuli Selection: One way to find the preferred stimuli of a neuron is to
present it with a set of existing images and select the ones that maximize the
neuron’s response. Zeiler and Fergus [67] adopted this technique and applied
it to a CNN trained on the ImageNet dataset. For each layer in the network,
the authors showed the nine images that elicited the strongest activations for
their hand-selected neurons. The authors also isolated the specific portions
of the stimuli that resulted in the neuron’s high activation value by using
a deconvolutional network [68, 69]. Their analysis visually showed how the
neurons in the early layers of the neural network focused on low-level texture
patterns such as edges, contours, and solid color patches, while the later
layers were sensitive to more complicated structures such as a human face,
a car wheel or a flower. We will also use this technique to examine a neural
network trained on face images from facial expression datasets in Chapter 3.
Stimuli Generation: Other visualization techniques have tried to gen-
erate images that maximize the activation of specific neurons. In Erhan et
al. [70], the authors generated the desired input image of individual neurons
by performing gradient ascent on the pixels of a white noise image using
backpropagation. In Simonyan et al. [17], the authors performed the same
technique except on a network that was trained to do object recognition on
the ImageNet dataset. They also describe a way in which a neuron’s back-
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propagated gradient can be interpreted as a pixel saliency measure, whereby
the gradient value at each pixel indicates how much the pixel affects the
neuron of interest’s value. We use the technique outlined in Simonyan et al.
[17] to visualize the importance of individual pixels when doing dimensional
emotion recognition on videos in Chapter 4.
One drawback of the techniques desribed in Erhan et al. [70] and Simonyan
et al. [17] is that the generated images tend to be noisy and possess several
duplicated regions. More recent works have since tried to improve the stimuli
generation process via gradient ascent by incorporating different types of
regularization. In Yosinski et al. [71], the authors would blur the generated
image with a Gaussian kernel periodically after several gradient update steps.
Meanwhile, in Nguyen et al. [72] use center-biased regularization where pixels
closer to the center of the image are updated more frequently than pixels
closer to the edge. These methods would produce visualizations that were
smoother and more interpretable.
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CHAPTER 3
CATEGORICAL EMOTION
RECOGNITION ON IMAGES
3.1 Introduction
Facial expressions provide a natural and compact way for humans to convey
their emotional state to another party. Therefore, designing accurate facial
expression recognition algorithms is crucial to the development of interac-
tive computer systems in artificial intelligence. Extensive work in this area
has found that only a small number of regions change as a human changes
his or her expression and are located around the subject’s eyes, nose and
mouth. Paul Ekman proposed the Facial Action Coding System (FACS) [4],
which enumerated these regions and described how every facial expression
can be described as the combination of multiple action units (AUs), each
corresponding to a particular muscle group in the face. However, having
a computer accurately learn the parts of the face that convey emotion has
proven to be a non-trivial task.
Previous work in facial expression recognition can be split into two broad
categories: AU-based/rule-based methods and appearance-based methods.
AU-based methods [73, 74] would detect the presence of individual AUs
explicitly and then classify a person’s emotion based on the combinations
originally proposed by Friesen and Ekman in [30]. Unfortunately, each AU
detector required careful hand-engineering to ensure good performance. On
the other hand, appearance-based methods [10, 34, 11, 75] modeled a person’s
expression from his or her general facial shape and texture.
In the last few years, many well-established problems in computer vision
have greatly benefited from the rise of convolutional neural networks (CNNs)
as an appearance-based classifier. Tasks such as object recognition [50], ob-
ject detection [51], and face recognition [57] have seen huge boosts in perfor-
mance on several accepted benchmarks. Unfortunately, other tasks such as
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Figure 3.1: Visualization of facial regions that activate five selected filters
in the third convolutional layer of a network trained on the Extended
Cohn-Kanade (CK+) dataset. Each row corresponds to one filter in the
conv3 layer and we display the spatial patterns from the top-five images.
facial expression recognition have not experienced performance gains of the
same magnitude. Little work has been done to see how much deep CNNs
can help on accepted expression recognition benchmarks.
In this chapter, we seek the answer to the following questions: Can CNNs
improve performance on emotion recognition datasets/baselines and what do
they learn? In this work [76], we propose to do this by training a CNN on
established facial expression datasets and then analyzing what they learn by
visualizing the individual filters in the network. We apply the visualization
techniques proposed by Zeiler and Fergus [67] and Springenberg et al. [77]
where individual neurons in the network are excited and their corresponding
spatial patterns are displayed in pixel space using a deconvolutional network.
When visualizing these discriminative spatial patterns, we find that many of
the filters are excited by regions in the face that corresponded to Facial
Action Units (FAUs). A subset of these spatial patterns is shown in Figure
3.1.
Thus, the main contributions of this chapter are as follows:
1. We show that CNNs trained for the emotion recognition task learn
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Figure 3.2: Network Architecture. Our network consists of three
convolutional layers containing 64, 128, and 256 filters, respectively, each of
size 5x5 followed by ReLU (Rectified Linear Unit) activation functions. We
add 2x2 max pooling layers after the first two convolutional layers and
quadrant pooling after the third. The three convolutional layers are followed
by a fully connected layer containing 300 hidden units and a softmax layer.
features that correspond strongly with the FAUs proposed by Ekman
[4]. We demonstrate this result by first visualizing the spatial patterns
that maximally excite different filters in the convolutional layers of our
networks, and then using the ground truth FAU labels to verify that
the FAUs observed in the filter visualizations align with the subject’s
facial movements.
2. We also show that our CNN model, based on works originally proposed
by [78, 79, 80], can achieve, to our knowledge, state-of-the-art perfor-
mance on the extended Cohn-Kanade (CK+) dataset and the Toronto
Face Dataset (TFD).
3.2 Related Work
For some time, systems based on hand-crafted features were able to achieve
impressive results on accepted expression recognition benchmarks such as
the Japanese Female Facial Expression (JAFFE) database [23], the extended
Cohn-Kanade (CK+) dataset [20], and the Multi-PIE dataset [81]. However,
the recent success of deep neural networks has caused many researchers to ex-
plore feature representations that are learned from data. Not surprisingly, al-
most all of the methods used some form of unsupervised pre-training/learning
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to initialize their models. We hypothesize this may be because the scarcity
of labeled data prevented the authors from training a completely supervised
model that did not experience heavy overfitting.
Liu et al. [15] trained a multi-layer boosted deep belief network (BDBN)
and achieved state-of-the-art accuracy on the CK+ and JAFFE datasets.
Meanwhile Rifai et al. [62] used a convolutional contractive auto-encoder
(CAE) as their underlying unsupervised model. They performed a semi-
supervised encoding function called Contractive Discriminant Analysis (CDA)
to separate discriminative expression features from the unsupervised repre-
sentation.
A few works based on unsupervised deep learning have also tried to ana-
lyze the relationship between FAUs and the learned feature representations.
Liu et al. [63, 64] learned a patch-based filter bank using K-means as their
low-level feature. These features were then used to select receptive fields cor-
responding to specific FAU receptive fields which were subsequently passed
to multi-layer restricted Boltzmann machines (RBMs) for classification. The
FAU receptive fields were selected using a mutual information criterion be-
tween the image feature and the expression label. An earlier work by Susskind
et al. [82], showed that the first layer features a deep belief network trained
to generate facial expression images appeared to learn filters that were sen-
sitive to face parts. We conduct a similar analysis except we use a CNN
as our underlying model and we visualize the spatial patterns that excite
higher-level neurons in the network.
To the authors’ knowledge, the only works that previously applied CNNs
to expression data were that of Kahou et al. [13, 14] and Jung et al. [65].
In [13, 14], the authors developed a system for doing audio/visual emotion
recognition for the Emotion Recognition in the Wild Challenge (EmotiW)
[83, 84] while in [65], the authors trained a network that incorporated both
appearance and geometric features when doing recognition. However, one
key point is that these works dealt with emotion recognition of video / im-
age sequence data and, therefore, actively incorporated temporal data when
computing their predictions.
In contrast, our work deals with emotion recognition from a single image,
and will focus on analyzing the features learned by the network. Thus, not
only will we demonstrate the effectiveness of CNNs on existing emotion clas-
sification baselines but we will also qualitatively show that the network is
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able to learn patterns in the face images that correspond to Facial Action
Units (FAUs).
3.3 Method
3.3.1 Network Architecture
For all of the experiments we discuss in this chapter, we use a classic feed-
forward convolutional neural network. The networks we use, shown visually
in Figure 3.2 consist of three convolutional layers with 64, 128, and 256
filters, respectively, and filter sizes of 5x5 followed by ReLU (Rectified Linear
Unit) activation functions. Max pooling layers are placed after the first two
convolutional layers while quadrant pooling [85] is applied after the third.
The quadrant pooling layer is then followed by a full-connected layer with
300 hidden units and, finally, a softmax layer for classification. The softmax
layer contains anywhere between six to eight outputs corresponding to the
number of expressions present in the training set.
One modification that we introduce to the classical configuration is that
we ignore the biases of the convolutional layers. This idea was introduced
first by Memisevic et al. in [78] for fully connected networks and later ex-
tended by Paine et al. in [79] to convolutional layers. In our experiments, we
found that ignoring the bias allowed our network to train very quickly while
simultaneously reducing the number of parameters to learn.
3.3.2 Network Training
When training our network, we train from scratch using stochastic gradient
descent with a batch size of 64, momentum set to 0.9, and a weight decay
parameter of 1e-5. We use a constant learning rate of 0.01 and do not use any
form of annealing. The parameters of each layer are randomly initialized by
drawing from a Gaussian distribution with zero mean and standard deviation
σ = k
NFAN IN
, where NFAN IN is the number of input connections to each layer
and k is drawn uniformly from the range: [0.2, 1.2].
We also use dropout [86] and various forms of data augmentation to reg-
ularize our network and combat overfitting. We apply dropout to the fully
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connected layer with a probability of 0.5 (i.e. each neuron’s output is set
to zero with probability 0.5). For data augmentation, we apply a random
transformation to each input image consisting of: translations, horizontal
flips, rotations, scaling, and pixel intensity augmentation. All of our models
were trained using the anna software library.1
3.4 Experiments
We conduct our experiments on two facial expression datasets: the extended
Cohn-Kanade database (CK+) [20] and the Toronto Face Dataset (TFD)
[87]. The CK+ database contains 327 image sequences, each of which is as-
signed one of seven expression labels: anger, contempt, disgust, fear, happy,
sad, and surprise. For fair comparison, we follow the protocol used by pre-
vious works [63, 15], and use the first frame of each sequence as a neutral
frame in addition to the last three expressive frames to form our dataset.
This leads to a total of 1308 images and eight classes total. We then split
the frames into 10 subject independent subsets in the manner presented by
Liu et al. [63] and perform 10-fold cross-validation. For each run, eight folds
were used for training, one fold was used for validation, and one fold was
used for testing.
TFD is a combination of several facial expression datasets. It contains
4178 images annotated with one of seven expression labels: anger, disgust,
fear, happy, neutral, sad, and surprise. The labeled samples are divided into
five folds, each containing a train, validation, and test set. We train all of
our models using just the training set of each fold, pick the best performing
model using each split’s validation set, then we evaluate on each split’s test
set and average the results over all five folds.
In both datasets, the images are grayscale and are of size 96x96 pixels.
In the case of TFD, the faces have already been detected and normalized
such that all of the subjects’ eyes are the same distance apart and have
the same vertical coordinates. Meanwhile for the CK+ dataset, we simply
detect the face in the 640x480 image and resize it to 96x96. The only other
pre-processing we employ is patch-wise mean subtraction and scaling to unit
variance.
1https://github.com/ifp-uiuc/anna
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Table 3.1: Seven class recognition accuracy on the Toronto Face Dataset
(TFD) (A: Data Augmentation, D: Dropout)
Method Accuracy
Gabor+PCA [88] 80.2%
Deep mPoT [89] 82.4%
CDA [62] 85.0%
Zero-bias CNN 79.0% ± 1.1%
Zero-bias CNN+D 81.8% ± 2.1%
Zero-bias CNN+A 88.4% ± 1.7%
Zero-bias CNN+AD 88.6% ± 1.5%
3.4.1 Performance on Toronto Face Database (TFD)
First, we analyze the discriminative ability of the CNN by assessing its per-
formance on the TFD dataset. Table 3.1 shows the recognition accuracy ob-
tained when training a zero-bias CNN from a random initialization with no
other regularization as well as CNNs that have dropout (D), data augmenta-
tion (A) or both (AD). We also include recognition accuracies from previous
methods. From the results in Table 3.1, there are two main observations:
(i) not surprisingly, regularization significantly boosts performance and (ii)
data augmentation improves performance over the regular CNN more than
dropout (9.4% vs. 2.8%). Furthermore, when both dropout and data aug-
mentation are used, our model is able to exceed the previous state-of-the-art
performance on TFD by 3.6%.
3.4.2 Performance on the Extended Cohn-Kanade Dataset
(CK+)
We now present our results on the CK+ dataset. The CK+ dataset usually
contains eight labels (anger, contempt, disgust, fear, happy, neutral, sad, and
surprise). However, many works [90, 12, 15] ignore the samples labeled as
neutral or contempt, and only evaluate on the six basic emotions. Therefore,
to ensure fair comparison, we trained two separate models. We present the
eight class model results in Table 3.2 and the six class model results in Table
3.3. For the eight class model, we conduct the same study we did on the TFD
and we observe rather similar results. Once again, regularization appears to
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Table 3.2: Eight class recognition accuracy on the Extended Cohn-Kanade
(CK+) Dataset (A: Data Augmentation, D: Dropout)
Method Accuracy
AURF [63] 92.22%
AUDN [64] 93.70%
Zero-bias CNN 78.2% ± 5.7%
Zero-bias CNN+D 82.3% ± 4.0%
Zero-bias CNN+A 94.6% ± 3.3%
Zero-bias CNN+AD 95.1% ± 3.1%
Table 3.3: Six class recognition accuracy on the Extended Cohn-Kanade
(CK+) Dataset (A: Data Augmentation, D: Dropout)
Method Accuracy
CSPL [90] 89.89%
LBPSVM [12] 95.10%
BDBN [15] 96.70%
Zero-bias CNN+AD 95.7% ± 2.5%
play a significant role in obtaining good performance. Data augmentation
gives a significant boost in performance (16.4%) and when combined with
dropout, leads to a 16.9% increase. For the eight class and six class models,
we achieve state-of-the-art and near state-of-the-art accuracy respectively on
the CK+ dataset.
3.4.3 Visualization of Higher-Level Neurons
Now, with a strong discriminative model in hand, we analyze which facial
regions the neural network identifies as the most discriminative when per-
forming classification. To do this, we employ the visualization technique
presented by Zeiler and Fergus in [67].
For each dataset, we consider the third convolutional layer and for each
filter, we find the N images in the chosen split’s training set that generated
the strongest magnitude response. We then leave the strongest neuron high
and set all other activations to zero and use a deconvolutional network to
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reconstruct the region in pixel space. For our experiments, we chose N = 10
training images.
We further refine our reconstructions by employing a technique called
“guided backpropagation” proposed by Springenberg et al. in [77]. “Guided
backpropogation” aims to improve the reconstructed spatial patterns by not
solely relying on the masked activations given by the top-level signal during
deconvolution but by also incorporating knowledge of which activations were
suppressed during the forward pass. Therefore, each layer’s output during
the deconvolution stage is masked twice: (i) once by the ReLU of the de-
convotional layer and (ii) again by the mask generated by the ReLU of the
layer’s matching convolutional layer in the forward pass.
First, we analyze patterns discovered in the Toronto Face Dataset (TFD).
In Figure 3.3, we select 10 of the 256 filters in the third convolutional layer
and for each filter, we present the spatial patterns of the top-10 images in the
training set. From these images, the reader can see that several of the filters
appear to be sensitive to regions that align with several of the Facial Actions
Units such as: AU12: Lip Corner Puller (row 1), AU4: Brow Lowerer (row
4), and AU15: Lip Corner Depressor (row 9).
Next, we display the patterns discovered in the CK+ dataset. In Figure
3.4, we, once again, select 10 of the 256 filters in the third convolutional layer
and for each filter, we present the spatial patterns of the top-10 images in
the training set. The reader will notice that the CK+ discriminative spatial
patterns are very clearly defined and correspond nicely with Facial Action
Units such as: AU12: Lip Corner Puller (rows 2, 6, and 9), AU9: Nose
Wrinkler (row 3) and AU27: Mouth Stretch (row 8).
3.4.4 Finding Correspondences Between Filter Activations
and the Ground Truth Facial Action Units (FAUs)
In addition to categorical labels (anger, disgust, etc.), the CK+ dataset also
contains labels that denote which FAUs are present in each image sequence.
We considered 15 different FAUs and list them in Table 3.4. Using these
labels, we now present a preliminary experiment to verify that the filter ac-
tivations/spatial patterns learned by the CNN indeed match with the actual
FAUs shown by the subject in the image. Our experiment aims to answer
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Figure 3.3: Visualization of spatial patterns that activate 10 selected filters
in the conv3 layer of our network trained on the Toronto Face Dataset
(TFD). Each row corresponds to one filter in the conv3 layer. We display
the top-10 images that elicited the maximum magnitude response. Notice
that the spatial patterns appear to correspond with some of the Facial
Action Units.
the following question: For a particular filter i, which FAU j has samples
whose activation values most strongly differ from the activations of samples
that do not contain FAU j, and does that FAU accurately correspond with
the visual spatial patterns that maximally excite filter i?
Given a training set of M images (X) and their corresponding FAU labels
(Y ), let F`i(x) be the activations of sample x at layer ` for filter i. Since
we are examining the third convolutional layer in the network, we set ` = 3.
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Figure 3.4: Visualization of spatial patterns that activate 10 selected filters
in the conv3 layer of our network trained on the Cohn-Kanade (CK+)
dataset. Each row corresponds to one filter in the conv3 layer. Once again,
we display the top-10 images that elicited the maximum magnitude
response. Notice that the spatial patterns appear to have very clear
correspondences with some of the Facial Action Units.
Then, for each of the 10 filters visualized in Figure 3.4, we do the following:
(i) We consider a particular FAU j and place the samples X that contain
j in set S where:
S = {xm | j ∈ ym}, ∀m ∈ {1, ...,M}
(ii) We then build a histogram (Q) of the maximum activations of the
samples that contained FAU j:
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Table 3.4: 15 Facial Action Units (FAUs) considered in KL divergence
experiments on the extended Cohn-Kanade (CK+) dataset.
FAU Number FAU Name
1 Inner Brow Raiser
2 Outer Brow Raiser
4 Brow Lowerer
5 Upper Lid Raiser
6 Cheek Raiser
7 Lid Tightener
9 Nose Wrinkler
12 Lip Corner Puller
14 Dimpler
15 Lip Corner Depressor
17 Chin Raiser
23 Lip Tightener
24 Lip Pressor
25 Lips Part
27 Mouth Stretch
Qij(x) = P (F3i(x) | S), ∀(x, y) ∈ (X, Y )
(iii) We then, similarly, build a histogram (R) over maximum activations of
the samples that do not contain FAU j:
Rij(x) = P (F3i(x) | Sc), ∀(x, y) ∈ (X, Y )
(iv) We compute the KL divergence betweenQij(x) andRij(x), DKL(Qij‖Rij),
and repeat the process for all of the other FAUs.
Figure 3.5 shows the bar charts of the KL divergences computed for all 15
FAUs for each of the 10 filters displayed in Figure 3.4. The FAU with the
largest KL divergence value is denoted in red and its corresponding name
is documented in Table 3.5 for each filter. From these results, we see that
in the majority of the cases, the FAUs listed in Table 3.5 match the facial
regions visualized in Figure 3.4. This means that the samples that appear to
strongly influence the activations of these particular filters are indeed those
that possess the AU shown in the corresponding filter visualizations. Thus,
we show that certain neurons in the neural network implicitly learn to detect
specific FAUs in face images when given a relatively “loose” supervisory
signal (i.e. emotion type: anger, happy, sad, etc.).
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Table 3.5: Correspondences between CK+ visualization plots shown in
Figure 3.4 and the FAU whose activation distribution had the highest KL
divergence value. The KL divergence values of all the FAUs computed for
each filter are shown in Figure 3.5.
Filter
Number
FAU with the Largest
KL Divergence Value
1 AU25: Lips Part
2 AU12: Lip Corner Puller
3 AU9: Nose Wrinkler
4 AU5: Upper Lid Raiser
5 AU17: Chin Raiser
6 AU12: Lip Corner Puller
7 AU24: Lip Pressor
8 AU27: Mouth Stretch
9 AU12: Lip Corner Puller
10 AU1: Inner Brow Raiser
What is most encouraging is that these results appear to confirm our intu-
itions about how CNNs work as appearance-based classifiers. For instance,
filters 2, 6, and 9 appear to be very sensitive to patterns that correspond to
AU 12. This is not surprising as AU 12 (Lip Corner Puller) is almost always
associated with smiles and from the visualizations in Figure 3.4, a subject
often shows his or her teeth when smiling, a highly distinctive appearance
cue. Similarly, for filter 8, it is not surprising that FAU 25 (Lips Part) and
FAU 27 (Mouth Stretch) had the most different activation distributions given
that the filter’s spatial patterns corresponded to the “O” shape made by the
mouth region in surprised faces, another visually salient cue.
3.5 Conclusions
In this chapter, we showed both qualitatively and quantitatively that CNNs
trained to do emotion recognition are indeed able to model high-level features
that strongly correspond to FAUs. Qualitatively, we showed which portions
of the face yielded the most discriminative information by visualizing the
spatial patterns that maximally excited different filters in the convolutional
layers of our learned networks. Meanwhile, quantitatively, we correlated the
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Figure 3.5: Bar charts showing which FAUs lead to the strongest shifts in
the activation distributions of particular filters in the CNN. For each of the
10 filters visualized in Figure 3.4, we build histograms over the activations
of training samples that contain a specific FAU j, and the activations of
samples that do not contain FAU j. We then compute the KL divergence
between the two distributions and plot them for each FAU above. The FAU
with the largest KL divergence is displayed in red and its corresponding
name is given in Table 3.5. (Best viewed in color.)
28
numerical activations of the visualized filters with the subject’s actual facial
movements using the FAU labels given in the CK+ dataset. Finally, we
demonstrated how a zero-bias CNN can achieve state-of-the-art recognition
accuracy on the extended Cohn-Kanade (CK+) dataset and the Toronto Face
Dataset (TFD).
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CHAPTER 4
DIMENSIONAL EMOTION RECOGNITION
ON VIDEO DATA
4.1 Introduction
A large portion of the emotion recognition community has focused mainly on
training categorical models. These are methods which try to group emotions
into discrete categories, namely the six basic emotions originally proposed
by Ekman in [91, 19]: anger, disgust, fear, happiness, sadness, and surprise.
These emotions were selected because they were all perceived similarly re-
gardless of culture.
Several datasets have been constructed to evaluate automatic emotion
recognition systems such as the extended Cohn-Kanade (CK+) dataset [20]
the MMI facial expression database [22] and the Toronto Face Dataset (TFD)
[87]. In the last few years, several methods based on hand-crafted and, later,
learned features [12, 63, 15, 76] have performed quite well in recognizing the
six basic emotions. Unfortunately, these six basic emotions do not cover the
full range of emotions that a person can express.
As we mentioned in Chapter 2, another way to model the space of possible
emotions is to use a dimensional approach [25] where a person’s emotions can
be described as two or three continuous numbers i.e. dimensions. The most
common dimensions are (i) arousal and (ii) valence. Arousal measures how
engaged or apathetic a subject appears while valence measures how positive
or negative a subject appears. A third less commonly used dimension is power
/ dominance which measures how much control a subject feels he or she has
over his or her current situation. Given the success of deep neural networks
on datasets with categorical labels [13, 76], one can ask the very natural
question: is it possible to train a neural network to learn a representation
that is useful for dimensional emotion recognition in video data?
In this chapter, we will present two different frameworks that train deep
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neural networks to do dimensional emotion recognition. The first is a single
frame convolutional neural network (CNN) and the second is a combination
of CNN and a recurrent neural network (RNN) where each input to the
RNN is comprised of features from the second to last fully connected layer of
a single frame CNN. While many works [92, 93, 94, 95] have trained recurrent
neural networks (RNNs) on hand-crafted features, few works [96, 97] have
considered the effects of using the output of a CNN as input to the RNN. Our
work [98], developed concurrently with [96, 97], demonstrates the benefits of
using a CNN+RNN model and also shows how much the CNN and the RNN
individually contribute to the overall performance.
In addition to training the CNN+RNN model, we discover which regions
in a face image are deemed salient by the network, when doing dimensional
emotion recognition, through visualization. More specifically, we find out
which regions/pixels in the input images are capable of maximizing the out-
put emotion label using the gradient visualization technique of Simonyan et
al. [17]. We show that the selected regions are consistent with what humans
would associate with the dimensional label. For example, if we are maxi-
mizing valence, we show that the strongest gradients indeed occur when the
subject raises his or her cheekbones and smiles since high valence implies a
positive emotional state.
Thus, the main contributions of this work are as follows:
1. We train both a single-frame CNN and a CNN+RNN model and an-
alyze their effectiveness on the dimensional emotion recognition task.
We also conduct extensive analysis on the various hyperparameters of
the CNN+RNN model to support our chosen architecture.
2. We evaluate our models on the AV+EC 2015 dataset [93] and demon-
strate that both of our techniques can achieve comparable or superior
performance to the baseline model and other competing methods.
3. We visualize the portions of the face have the strongest impact on the
dimensional score and verify that the selected regions align with the
dimensional label’s definition.
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4.1.1 Dataset
The AV+EC 2015 [93] corpus uses data from the RECOLA dataset [99],
a multimodal corpus designed to monitor subjects as they worked in pairs
remotely to complete a collaborative task. The type of modalities include:
audio, video, electrocardiogram (ECG) and electrodermal activity (EDA).
These signals were recorded for 27 French-speaking subjects. The dataset
contains two types of dimensional labels (arousal and valence) which were
annotated by six people. Each dimensional label ranges from [−1, 1]. The
dataset is partitioned into three sets: train, development, and test, each
containing nine subjects.
In our experiments, we focus on predicting the valence score using just
the video modality. Also, since the test set labels were not readily available,
we evaluate all of our experiments on the development set. We evaluate our
techniques by computing three metrics: (i) Root Mean Square Error (RMSE)
(ii) Pearson Correlation Coefficient (PCC) and (iii) Concordance Correlation
Coefficient (CCC). The CCC tries to measure the agreement between two
variables using the following expression:
ρc =
2ρσxσy
σ2x + σ
2
y + (µx − µy)2
(4.1)
where ρ is the Pearson correlation coefficient, σ2x and σ
2
y are the variance of
the predicted and ground truth values respectively and µx and µy are their
means, respectively. The strongest method is selected based on whichever
obtains the highest CCC value.
4.2 Method
4.2.1 Single Frame Regression CNN
The first model that we train is a single frame CNN. At each time point in a
video, we pass the corresponding video frame through a CNN, shown visually
in Figure 4.1. The CNN has three convolutional layers consisting of 64, 128,
and 256 filters respectively, each of size 5x5. The first two convolutional
layers are followed by 2x2 max pooling while the third layer is followed by
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Figure 4.1: Single Frame CNN Architecture. Similar to the network in [76],
our network consists of three convolutional layers containing 64, 128, and
256 filters, respectively, each of size 5x5 followed by ReLU (Rectified Linear
Unit) activation functions. We add 2x2 max pooling layers after the first
two convolutional layers and quadrant pooling after the third. The three
convolutional layers are followed by a fully connected layer containing 300
hidden units and a linear regression layer which approximates the valence
score.
CNN CNN CNN
RNN RNN RNN
𝑰𝒕−𝑾 𝑰𝒕−𝟏 𝑰𝒕
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Figure 4.2: CNN+RNN Network Architecture. Given a time t in a video,
we extract a window of length W frames ([t−W, t]). We model our single
frame CNN as a feature extractor by fixing all of the parameters and
removing the top regression layer. We then pass each frame within the
window to the CNN and extract a 300 dimensional feature for every frame,
each of which is passed as an input to one node of the RNN. We then take
the valence score generated by the RNN at time t.
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quadrant pooling. After the convolutional layers is a fully connected layer
with 300 hidden units and a linear regression layer to estimate the valence
label. We use the mean squared error (MSE) as our cost function.
All of the CNNs were trained using stochastic gradient descent with batch
size of 128, momentum equal to 0.9, and weight decay of 1e-5. We used a
constant learning of 0.01 and did not use any form of annealing. All of our
CNN models were trained using the anna software library.1
4.2.2 Adding Recurrent Neural Networks (RNNs)
Despite having the ability to learn useful features directly from the video
data, the single frame regression CNN completely ignores temporal informa-
tion. Similar to the model in [97], we propose to incorporate the temporal
information by using a recurrent neural network (RNN) to propagate infor-
mation from one time point to the next.
We first model the CNN as a feature extractor by fixing all of its parameters
and removing the regression layer. Now, when a frame is passed to the CNN,
we extract a 300 dimensional vector from the fully connected layer. For a
given time t, we take W frames from the past (i.e. [t−W, t]). We then pass
each frame from time t−W to t to the CNN and extract W vectors in total,
each of length 300. Each of these vectors is then passed as input to a node
of the RNN. Each node in the RNN then regresses its corresponding output
valence label. We visualize the model in Figure 4.2. Once again we use the
mean squared error (MSE) as our cost function during optimization.
We train our RNN models with stochastic gradient descent with a con-
stant learning rate of 0.01, a batch size of 128 and momentum equal to 0.9.
When training RNNs, one thing that can often occur is exploding gradi-
ents, whereby the gradient becomes extremely large as it is backpropagated
in time. One strategy that combats this problem is gradient clipping [100],
which caps the gradient values such that they lie within a specified range.
In our experiments, we use a gradient clip value of 100 for all of our single
layer RNN models and a value of 50 for our multi-layer RNN models. All of
the RNNs in our experiments were trained using the Lasagne library.2
1https://github.com/ifp-uiuc/anna
2https://github.com/Lasagne/Lasagne
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4.3 Experiments
4.3.1 Data Preprocessing
When preparing the video data, we first detect the face in each video frame
using face and landmark detector in Dlib-ml [101]. Frames where the face
detector missed were dropped, and their valence scores were later computed
by linearly interpolating the scores from adjacent frames. We then map the
detected landmark points to pre-defined pixel locations in order to ensure
correspondence between frames. After normalizing the eye and nose coordi-
nates, we apply mean subtraction and contrast normalization prior to passing
each face image through the CNN.
4.3.2 Single Frame CNN vs. CNN+RNN
Table 4.1 shows how well our single frame regression CNN and our CNN+RNN
architecture perform at predicting valence scores of subjects in the develop-
ment set of the AV+EC 2015 dataset. When training our single frame CNN,
we consider two forms of regularization: dropout (D) with probability 0.5
and data augmentation (A) in form of flips and color changes. For our
CNN+RNN model, we use a single layer RNN with 100 units in the hidden
layer and a temporal window of size 100 frames. We consider two types of
nonlinearities: hyperbolic tangent (tanh) and rectified linear unit (ReLU).
From Table 4.1, we can see, not surprisingly, that adding regularization
improves the performance of the CNN. Most notably, we see that our CNN
model with dropout (CNN+D) outperforms the baseline LSTM model trained
on LBP-TOP features [93] (CCC = 0.326 vs. 0.273). Finally, when incorpo-
rating temporal information using the CNN+RNN model, we can achieve a
significant performance gain over the single frame CNN.
In Figure 4.3, we plot the valence scores predicted by both our single frame
CNN and the CNN+RNN model for one of the videos in the development
set. From this chart, we can clearly see the advantages of using temporal
information. The CNN+RNN model appears to model the ground truth
more accurately and generate a smoother prediction than the single frame
regression CNN.
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Figure 4.3: Valence score predictions of the single frame CNN and the
CNN+RNN model for one subject in the AV+EC 2015 development set.
Notice that the CNN+RNN model appears to smooth the scores outputted
by the single frame CNN and seems to approximate the ground truth more
accurately, specifically the peaks (arrows). (Best viewed in color.)
Table 4.1: Performance comparison between (i) the baseline method with
hand-crafted features, (ii) a single frame CNN with different levels of
regularization, and (iii) a single frame CNN with an RNN connecting each
time point (A = Data Augmentation, D = Dropout)
Method RMSE CC CCC
Baseline [93] 0.117 0.358 0.273
CNN 0.121 0.341 0.242
CNN+D 0.113 0.426 0.326
CNN+A 0.125 0.349 0.270
CNN+AD 0.118 0.405 0.309
CNN+RNN - tanh 0.111 0.518 0.492
CNN+RNN - ReLU 0.108 0.544 0.506
4.3.3 Hyperparameter Analysis
We study the effects of several hyperparameters in the CNN+RNN model,
namely the number of hidden units, the length of the temporal window, and
the number of hidden layers in the RNN. The results are shown in Tables
4.2, 4.3, and 4.4 respectively. Based on our results in Table 4.2, we conclude
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Table 4.2: Effect of changing number of hidden units
Method RMSE CC CCC
CNN+RNN - h = 50 0.110 0.519 0.485
CNN+RNN - h = 100 0.108 0.544 0.506
CNN+RNN - h = 150 0.112 0.529 0.494
CNN+RNN - h = 200 0.108 0.534 0.495
Table 4.3: Effect of changing temporal window length (i.e. number of
frames used by the RNN)
Method RMSE CC CCC
CNN+RNN - W = 25 0.111 0.501 0.474
CNN+RNN - W = 50 0.112 0.526 0.492
CNN+RNN - W = 75 0.111 0.528 0.498
CNN+RNN - W = 100 0.108 0.544 0.506
CNN+RNN - W = 150 0.110 0.521 0.485
Table 4.4: Effect of changing the number of hidden layers in the RNN
Method RMSE CC CCC
CNN+RNN - W = 100 - 1 layer 0.108 0.544 0.506
CNN+RNN - W = 100 - 2 layers 0.112 0.519 0.479
CNN+RNN - W = 100 - 3 layers 0.107 0.554 0.507
that it is best to have ≈ 100 hidden units given that both h = 50 and
h = 200 resulted in decreases in performance. Similarly, for the temporal
window length, we see that a window of length 100 frames (≈ 4 seconds)
appears to yield the highest CCC score, while reducing the window to 25
frames (1 second) and increasing it to 150 frames (6 seconds) both lead to
significant decreases in performance. In Table 4.4, we see that increasing
the number of hidden layers slightly improves performance. Thus, based on
our experiments, our best performing model had three hidden layers with a
window length of W = 100 frames, 100 hidden units in the first and second
recurrent layers and 50 in the third, and a ReLU as its nonlinearity.
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Table 4.5: Performance comparison of our models versus other methods (D:
Dropout, W : temporal window length)
Method RMSE CC CCC
Baseline [93] 0.117 0.358 0.273
LGBP-TOP+LSTM [94] 0.114 0.430 0.354
LGBP-TOP+Deep Bi-Dir. LSTM [95] 0.105 0.501 0.346
LGBP-TOP+LSTM+-loss [96] 0.121 0.488 0.463
CNN+LSTM+-loss [96] 0.116 0.561 0.538
Single Frame CNN+D - ours 0.113 0.426 0.326
CNN+RNN - W = 100 - 3 layers - ours 0.107 0.554 0.507
4.3.4 Comparison with Other Techniques
Table 4.5 shows how our best performing CNN+RNN model compares to
other techniques evaluated on the AV+EC 2015 dataset. Both our single
frame CNN model with dropout and our CNN+RNN model achieve compa-
rable or superior performance compared to the state-of-the-art techniques.
Our single frame CNN model achieves a higher CCC value than the baseline
[93] and is comprable with two other techniques [94, 95], all of which use
temporal information. While our CNN+RNN model’s performance is not
quite as strong as the CNN+LSTM model of Chao et al. [96], in terms of
CCC value, we would like to point out that the authors used a larger CNN
on a larger external dataset. Specifically, the authors trained an AlexNet
[50] on 110,000 images from 1032 people in the Celebrity Faces in the Wild
(CFW) [102] and FaceScrub datasets [103].
4.4 Visualization
We now discuss our efforts to determine which pixels in each image have
the greatest effect on the continuous emotion score. To accomplish this, we
propose to visualize the gradient of the emotion score (valence, in this case)
with respect to every image in an input sequence, and use it as a saliency
measure. The idea to use the gradient as a saliency measure was originally
proposed by Simonyan et al. [17] for supervised networks trained on the
ILSVRC-2013 dataset [104].
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4.4.1 Gradient Computation
Let the S(I) be the emotion score that we are trying to maximize on a
vectorized image I, and let I0 be the input image. In Simonyan et al. [17],
the authors describe how S(I) can be expressed as an extremely nonlinear
function of the input image I that can be approximated linearly using the
first-order Taylor expansion in a neighborhood around I0 in the following
manner:
S(I) ≈ wT I + b (4.2)
where w represents the derivative of S(I) with respect to the image I at I0:
w =
∂S
∂I
∣∣∣∣
I0
(4.3)
When examining Equation 4.2, it is clear that the vector w can be thought
of as a weighting applied to each of the pixels in image I such that the
magnitude of each entry in w defines each pixel’s importance. Thus, from
Equation 4.3, we see that a pixel’s importance is defined by the gradient of
S with respect to the image I. In other words, by computing the gradient
we are determining which pixels can change the emotion score S with the
smallest amount of perturbation.
We consider two different approaches to compute and visualize the gradi-
ent. For our first approach, we consider the outputs of each time step in a
fixed-length window of W frames: [Ot, Ot−1, . . . Ot−W ]. We then compute
the gradient of each output score Oi with respect to every image in the win-
dow [It, It−1, . . . It−W ]. We then compute the sum of the gradients at each
time step. Therefore, at a given time step t′, the sum of gradients (Gt′) can
be expressed using the following equation:
Gt′ =
t∑
i=t−W
∂Oi
∂It′
(4.4)
One thing to note in Equation 4.4 is that the gradient: ∂Oi
∂It′
= 0 if i < t′. In
other words, the gradient of a score at the current time taken with respect
to an image in the future must be zero. This subsequently simplifies the
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Figure 4.4: Illustration showing how gradients are summed at different
parts of the clip.
gradient sums computed at each time step to the following:
Gt′ =
t∑
i=t′
∂Oi
∂It′
(4.5)
We associate some of the gradient sums with a few sample time steps in
Figure 4.4 to show how they are accumulated.
For our second approach, instead of summing gradients of future outputs
with respect to the current image, we only consider the gradient of the last
time step’s score Ot with respect to each image:
∂Ot
∂It
, ∂Ot
∂It−1
. . . ∂Ot
∂It−W
. Thus, at
each time step, there is only one quantity being accumulated. We illustrate
how the gradient of the last time point Ot is collected at each time step in
Figure 4.5.
4.4.2 Superimposing Gradients on the Original Images
To qualitatively analyze the spatial patterns of the our two gradient calcu-
lation approaches, we extract six video clips from the AV+EC 2015 dataset.
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Figure 4.5: Illustration showing how the gradient of the last output is
backpropagated to each image in the clip.
Each clip corresponds to a particular subject. Three of the subjects were
chosen from the training set while the other three were chosen from the de-
velopment set. We extract a single video clip of length W = 100 samples
from each subject. We then calculate the gradient of the valence score ac-
cording to the two approaches we described: (i) summing all the gradients
at each time step, and (ii) taking the gradient with respect to the last score
only and backpropagating it to each time step. We then superimposed the
computed gradients on the original video frames.
Figure 4.6 visualizes the gradient sums computed on the six selected sub-
jects in the AV+EC 2015 dataset. The top-three subjects were taken from
the training set while the bottom three subjects were from the development
set. We sampled every 10th frame of the 100 frame clip to aid in clarity.
Notice that for all six subjects, the regions that seem to influence the gradi-
ent of the valence score (i.e. the salient regions) were predominantly located
around the subject’s eyes, cheekbones, and mouth. More specifically, the
gradients appear to be the most positive when the subject smiles and shows
their teeth. This seems to be quite reasonable behavior given that high va-
lence implies that the subject is experiencing very positive emotion and is
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Figure 4.6: Visualization of the sum of the gradient for the valence score at
each time point for six subjects in the AV+EC 2015 dataset. Regions with
a blue hue indicate pixels with positive gradients while regions with a red
hue indicate pixels with negative gradients. The brightness of the blue/red
pixels is based on the strength of the gradient. Notice that in almost every
subject the pixels with the largest gradients occur around the subject’s eyes
and mouth. (Best viewed in color.)
commonly associated with raised cheekbones and smiles.
In Figure 4.7, we visualize the gradient of the last output with respect to
each image in the clip for the same six subjects we selected for Figure 4.6.
Similar to the gradient sum case, we see that most salient regions in terms
of the gradient appears to be the eyes, cheekbones, and mouth.
4.5 Conclusions
In this work, we presented two systems for doing dimensional emotion recog-
nition: a single frame CNN model and a multi-frame CNN+RNN model. We
showed that our simple learned representation (single frame CNN) can out-
perform the baseline temporal model trained on hand-crafted features. With
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Figure 4.7: Visualization of the gradient of the last valence score with
respect to each image for six subjects in the AV+EC 2015 dataset. Regions
with a blue hue indicate pixels with positive gradients while regions with a
red hue indicate pixels with negative gradients. The brightness of the
blue/red pixels is based on the strength of the gradient. Notice that in
almost every subject the pixels with the largest gradients occur around the
subject’s eyes and mouth. (Best viewed in color.)
the CNN+RNN model, we showed how incorporating temporal information
can yield smoother and more accurate predictions. We also conducted an
extensive hyperparameter analysis and selected a CNN+RNN model that
achieved comparable or superior performance to other state-of-the-art emo-
tion recognition techniques on the AV+EC 2015 dataset. Finally, we also
visualized which parts of the face had the strongest effect on the output pre-
diction and verified that said regions aligned with the definition of valence.
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CHAPTER 5
MULTIMODAL DIMENSIONAL EMOTION
RECOGNITION
5.1 Introduction
As impressive as single modality methods have been in predicting a subject’s
emotional state, they are not sufficient when trying to obtain the best possible
performance. For instance, while video is particularly useful when predicting
valence, it is not as strong when predicting arousal. The opposite is true
for the audio modality. Several works [13, 92, 93, 94, 95, 96] have shown
that incorporating multiple modalities when predicting an emotion dimension
(arousal or valence) is beneficial and leads to significant improvements in
recognition performance.
The 2016 Audio-Visual Emotion Challenge (AVEC 2016) [105] aims to
compare multimedia processing and machine learning methods for auto-
matic speech, video, and physiological analysis of human emotion measured
in arousal and valence. In this chapter, we describe our multi-modal emotion
recognition system [106] that was submitted to the 2016 Audio-Visual Emo-
tion Challenge. The system considers all three of the provided modalities
(audio, video, and physiological), performs a mixture of low- and high-level
feature extraction and feeds them into different machine learning models to
generate predictions. These predictions are then fused to generate the final
estimate of the true emotion label.
Our audio channel approach is first based on acoustic analysis of a subject’s
speech utterance. In addition to the precomputed acoustic features that come
with the dataset, we use our speech tools to extract acoustic features such
as auditory loudness, pitch variation, and speaking rate along spectral tilt
captured in the low cepstral coefficients. Moreover, we apply sparse coding,
an unsupervised learning method, on the extracted audio speech features
to compute the input vectors for our regressors based on support vector
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machines (SVM) and softmax regression neural networks. We find that these
features computed on the acoustic analysis are particularly superior when
predicting arousal.
Both SVM and (recurrent) neural network based regression have been
known for their robustness in emotion prediction tasks [107, 108]. Despite
its simplicity, the linear SVM (or SVM regression) has proven effective for
the past AVEC challenges and was chosen as the baseline method [105, 93],
yielding prediction performance that was on par with or better than many
other state-of-the-art machine learning approaches. Mel-Frequency Cepstral
Coefficient (MFCC) and Shifted Delta Cepstrum (SDC) features were pop-
ular for many language and speaker identification tasks [109] when coupled
with higher-level feature learning frameworks such as Gaussian mixture mod-
els (GMM) [110]. For our case, we employ sparse coding as a higher-level
learning mechanism on the MFCC and SDC features to discover useful rep-
resentations for regressing the emotion dimensions by spectro-temporal de-
composition of speech signals. Sparse coding has been known to achieve
state-of-the-art performances in discriminative computer vision and object
recognition tasks [111, 112, 113].
For the video channel, our approach primarily uses the deep neural net-
work models from Khorrami et al. [98] to predict the arousal and valence
scores from the video data. Previous methods [94, 95, 92] have shown the
benefits of using recurrent neural networks (RNNs) to improve performance,
however their methods were trained on hand-crafted features (e.g. LGBP-
TOP). Recent evidence from various areas of computer vision including emo-
tion recognition [13, 76] has shown how learned feature representations like
convolutional neural networks (CNNs) can achieve superior performance to
hand-crafted features. Despite these findings, few works [96, 97] have con-
sidered the merit of passing CNN features as input to the RNN. Our model
first trains a single frame CNN to predict the output label. The pre-trained
network is then used as a frame-wise feature extractor in order to generate
input for an RNN.
Similar to the video channel, we also use a neural network based model on
the physiological channel. This time instead of a traditional RNN, we use
a Long Short-Term Memory (LSTM) [100] to model the temporal content.
We apply the LSTMs to the features extracted by the challenge organizers
on two of the five physiological inputs.
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The evaluation criteria for the AVEC Emotion Challenge are dependent
upon an estimation of the subject’s arousal and valence states as a function
of time. Various fusion approaches [114, 115] have been applied to this chal-
lenge, including state space approach such as Kalman filtering [116, 117, 118]
and particle filtering [118]. Kalman filters are the optimal solution to the re-
cursive linear systems estimation problem where process and measurement
noise are Gaussian [119], and are utilized in our score fusion approach.
5.1.1 RECOLA Dataset
The Remote Collaborative and Affective Interactions (RECOLA) database
[99] provides the dataset for the AVEC 2016 Emotion Challenge [105] just
as it did for the AV+EC 2015 Emotion Challenge [93]. The corpus contains
multimodal signals — audio, video, electrocardiogram (ECG), and electro-
dermal activity (EDA) — recorded synchronously from 27 French-speaking
subjects. For the 2016 iteration, additional physiological channels derived
from the ECG and EDA sensors have been added to the dataset. They are:
Heart rate and its variability (HRHV), Skin Conductance Level (SCL), and
Skin Conductance Response (SCR). The subjects have French, Italian or
German nationalities to provide some diversity in the expression of emotion.
The 27 subjects were divided into three groups of nine different subjects each:
a train (TRAIN) set, a development (DEV) set, and a test (TEST) set.
Ground-truth labeling of the corpus has been performed by six gender-
balanced French-speaking assistants. Time-continuous ratings of emotional
arousal and valence measures are recorded using a 40-msec frame. The corpus
provides inter-rater reliability measured by the intra-class correlation coeffi-
cient and the Cronbach’s α. Ratings are concatenated over all subjects. The
root-mean-square error (RMSE), the Pearson Correlation Coefficient (CC),
and the Concordant Correlation Coefficient (CCC) values are averaged over
all possible pair of raters. In particular, the CCC is chosen as the emotion
challenge measure
The rest of this chapter is organized as follows. Section 5.2 provides an
overview of the system architecture. Next, we present technical overviews
of our audio (Section 5.3), video (Section 5.4), physiological (Section 5.5),
and fusion (Section 5.6) approaches. This includes descriptions of our data
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Figure 5.1: AVEC 2016 System Architecture. In addition to the baseline
features, our system considers sensor input from three different channels:
audio, video, and physiological. Our system consists of two prediction
generation pipelines. For the audio features and geometric video features
(facial landmarks), we employ traditional sparse coding and regression
methods. Meanwhile, for the video and physiological channels, we use
learned representations via CNNs+RNNs and LSTMs respectively. All of
the predictions serve as measurement inputs to a Kalman filter, which fuses
them together to estimate the true emotion label (arousal / valence).
processing pipelines, features, and machine learning approaches for training
arousal and valence regressors. Section 5.7 reports our results for an evalua-
tion on the AVEC Emotion Challenge development and test sets and makes
comparisons with the AVEC baseline results. Section 5.8 presents additional
analysis of the multimodal fusion process and Section 5.9 provides concluding
remarks for this chapter.
5.2 MITLL-UIUC AVEC Architecture
An architectural overview for the channel-level processing of our emotion
recognition system for AVEC 2016 is illustrated in Figure 5.1. Our approach
is to integrate multiple machine learning pipelines as well as several different
data input processes. In addition to the raw audio signal and video frames,
our system also takes as input precomputed audio, video, and physiological
features from the AVEC 2016 corpus.
Sections 5.3 - 5.5 will discuss the specifics of each of these pipelines, while
Section 5.6 will discuss how to fuse the outputs of each of these systems into
a single fused estimate of the emotional state.
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5.3 Audio Processing
5.3.1 Overview
For the audio channel, four different sets of audio features were considered
for our system, which are discussed later in this section:
1. Baseline AVEC features [105]
2. MFCC features
3. SDC features
4. Prosody-based audio features
For each of these audio feature sets, higher-level features are extracted.
Our approach is principled in statistical machine learning and discussed in
greater detail later in this section. In particular, we employ SVM-based
regression. We have implemented high-level feature learning, namely sparse
coding, on both the precomputed and extracted multimodal features. This is
due to our hypothesis that regression on the learned high-level feature vectors
should be more beneficial to emotion recognition than regressing directly on
the raw features.
Another important aspect of our system is the early and late fusion. Since
we allow multiple feature formats, it is natural to integrate these features
before a regression algorithm. This is known as early fusion. Also, since we
implement multiple regression algorithms, it makes sense to combine their
different regression outputs in a complementary way for the overall improve-
ment in prediction. This late fusion comprises our system’s post-processing.
5.3.2 Audio Feature Extraction
MFCC Feature Extraction
MFCCs of speech frames are computed using a mel-scale filterbank. We
extract 20-dimensional cepstral coefficients with a sliding Hamming window
that takes in a 20-msec speech frame. The Hamming window is shifted
forward with a 10-msec frame rate, resulting in a 50% overlap between the
48
consecutive windowed frames. In addition, we extract 20-dimensional delta
cepstral coefficients. The final feature vectors have 40 dimensions formed by
stacking the cepstral and delta cepstral coefficients.
SDC Feature Extraction
We perform the shifted delta cepstral feature extraction using a spectral-
based technique by Torres-Carrasquillo et al. [120]. Speech is analyzed with
a Hamming window of 20-msec duration at a 10-msec frame rate. The win-
dowed speech waveforms pass through a mel-scale filterbank and RASTA
filtering with per-utterance normalization to zero mean and unit variance.
The SDC coefficients are calculated using the 7-1-3-7 scheme [121]. Concate-
nating with static cepstra, the spectral features extracted from speech form
a 56-dimensional vector.
Prosody Feature Extraction
Using our audio/speech tools, we extract audio features from the wave files
provided in the corpus. The audio preprocessing used in acoustic feature
extraction involved estimation of low-level crosstalk in the signal. To isolate
regions in which the person of interest is speaking, a simple energy-based
method was used as follows. First, the absolute value of the signal is raised
to the 1/3 power (an approximation to auditory loudness processing used
Todd and Brown [122]) and convolved with a 100 ms Gaussian window. The
result is normalized to have a maximum value of 1 and, after informal analysis
a threshold of 0.45 was applied to indicate low-energy regions of the audio.
Finally, the crosstalk regions were estimated as contiguous regions of detected
low-energy that were greater than 150 ms. Subsequent acoustic analyses of
the individual’s speech do not consider these crosstalk regions. Rather, for
feature time instants that lie within these crosstalk regions, nearest neighbor
interpolation was performed.
The acoustic analyses follow a simple, interpretable framework similar to
the ideas in [123]. Features are based on vocal effort, variations in intonation
and speaking rate. First, vocal effort is captured by loudness and spectral
tilt. The loudness is the total loudness output from the perceptual evalua-
tion of audio quality (PEAQ) standard [124]. The spectral tilt is captured
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with the low-order cepstral coefficients (CC0, CC1, and CC2) from a True
envelope analysis [125]. The corresponding features are the mean loudness
and cepstral coefficients in a 3 second trailing time interval with a 40 ms step
(to match challenge scoring conditions). Second, variations in intonation are
captured by the range and standard deviation of pitch within these 3 second
trailing analysis windows. The pitch is extracted using Praat and the top
and bottom 5% of the values are removed to mitigate doubling and halving
effects. The range (Rf0) and standard deviation (Sf0) of the (log) pitch form
the intonation variation features. Finally, in the absence of phonetic align-
ments, an acoustic measure for speaking rate was estimated by counting the
mean number of peak nonstationarities over the 3 second trailing window
intervals. Peak nonstationarities are detected from the measure described
in [126], smoothed with an 80 ms Gaussian window (to limit any variation
within individual phones, e.g. sub 50 ms). Together, the loudness, low-order
cepstral, pitch variation and acoustic speaking rate features represent a set
of simple, interpretable measures that inform the emotion prediction.
5.3.3 High-Level Audio Feature Learning
We adopt a semi-supervised approach that uses an unsupervised method,
namely sparse coding, followed by a rather simplistic linear regression. The
premise of unsupervised learning is to figure out a useful representational
mapping by running through unlabeled and unbiased (e.g., uniform mix of
various ground-truth labels) examples. To avoid overfitting resulting from
inevitably many learned features; we perform max or average pooling before
regression.
Sparse Coding
Sparse coding aims to learn an efficient data representation using a small
number of basis vectors. Given a data input x ∈ RN , sparse coding solves a
representation y ∈ RK (i.e., sparse feature vector of x) while simultaneously
updating the dictionary D ∈ RNxK of K basis vectors in the L1-regularized
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optimization:
min
D,x
||x−Dy||22 + λ||y||1 s.t. ||di||2 ≤ 1,∀i (5.1)
where di is the ith dictionary atom in D, and λ is the penalty that induces a
sparse solution y for a given x. We note that the sparse coding dictionary is
an overcomplete matrix, meaning K > N . Hence, the solution y is larger in
dimensionality than the input x, but only S << N elements in y are nonzeros.
Sparse coding can alternatively be based on the L0-regularization, although
the optimization problem that minimizes the L0 pseudo-norm of a solution
in general is known to be intractable. We use the least angle regression
(LARS) algorithm for solving the sparse coding problem and Mairal’s online
dictionary learning method [127].
5.3.4 Regression Methods
We use a linear support vector machine (SVM) to perform the regression
task for arousal and valence. Under this regression framework, we optimize
the following:
min
1
2
||w||2
s.t. t− 〈w, x〉 − b ≤ ξ and 〈w, x〉+ b− t ≤ ξ
(5.2)
where w is the regression weight applied to an input x for regression target
t within a margin parameter ξ. Note the bias unit b for the regression.
Specifically, we consider the L2-regularized L2-loss linear SVM with a unit
bias. The SVM complexity parameter has been chosen between 10−5 and 1.
We also use support vector regression (SVR). There are two commonly
used versions of SVM regression, namely -SVR and ν-SVR. The original
SVM formulations for regression use the cost parameter C with penalty  for
the points that are incorrectly predicted. An alternative version of the SVM
regression applies a slightly different penalty ν. The ν value represents an
upper bound on the fraction of training examples that are errors (significantly
deviated predictions) and a lower bound for the support vector data points.
Nevertheless, the same optimization problem is solved for either case. We
have empirically decided to go with -SVR.
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5.4 Video Processing
5.4.1 Regression Using Video Data
Single Frame Regression CNN
We first train a CNN on a single frame to regress the output label. The
CNN has three convolutional layers consisting of 64, 128, and 256 filters
respectively, each of size 5x5. The first two convolutional layers are followed
by a 2x2 max pooling while the third layer is followed by quadrant pooling.
After the convolutional layers is a fully connected layer with 300 hidden
units and a linear regression layer to estimate the arousal/valence label. All
layers save the last one use a rectified linear unit (ReLU) as the nonlinearity
function. Our cost function is the mean squared error (MSE). All of our
CNNs were trained using stochastic gradient descent with batch size of 128,
momentum equal to 0.9, weight decay of 1e-5, and a constant learning of
0.01. All of our CNN models were trained using the anna software library.1
Prior to passing the video frame to the CNN, we first detect the face in each
video frame using face and landmark detector in Dlib-ml [101]. Frames where
the face was not detected were dropped. Their scores are later computed
by linearly interpolating the scores from adjacent frames. We then use the
detected landmarks to normalize the eye and nose locations across faces. We
apply mean subtraction and contrast normalization prior to passing each face
image through the CNN.
5.4.2 CNN Features as Input to an RNN
In order to incorporate temporal information, we have the CNN act as a
feature extractor for each video frame and use the resulting feature represen-
tation as inputs to an RNN. Specifically, we fix all of the CNN parameters
and remove the regression layer. This way, when a frame is passed to the
CNN, we extract a 300 dimensional vector from the fully connected layer.
Then, for a given time t, we consider T frames from the past (i.e. [t− T, t]).
We pass each frame from time t−T to t to the CNN and extract T vectors in
1https://github.com/ifp-uiuc/anna
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total, each of size 300 dimensions. Each of these vectors is then passed as in-
put (xt) to a node (ht) of the RNN. The hidden state (ht) is computed as the
sum of the input via the input weight matrix (Wx) and the previous hidden
state via the recurrent matrix (Wh) and a bias (b). The sum is then passed
through a nonlinearity (f). Each hidden state in the RNN then regresses the
output label (ot). Once again we use the mean squared error (MSE) as our
cost function during optimization.
ht = f(Wxxt +Whht−1 + b)
ot = Woht
(5.3)
Our CNN+RNN model has a single layer RNN with 100 hidden units and
a temporal window of size T = 100 frames. The model we use for predicting
arousal initializes its weights using a normal distribution, has biases equal to
0, and uses a hyperbolic tangent (tanh) nonlinearity. In contrast, our model
for predicting valence initializes its weights using a uniform distribution, has
no bias, and uses a rectified linear unit (ReLU) nonlinearity.
Like our single frame CNN models, our RNN models are trained using
stochastic gradient descent with a constant learning rate of 0.01, a batch size
of 128 and momentum equal to 0.9. All of the RNNs in our experiments were
trained using the Lasagne library.2
5.5 Physiological Sensors
When considering the physiological sensor modalities (ECG, HRHRV, EDA,
SCR, SCL), we used the features extracted by the challenge organizers [105].
For the HRHRV and EDA features we trained a Long Short-Term Memory
network (LSTM) [100] to perform the regression operation.
An LSTM is comprised of a series of cells, each of which has an internal
state (ct) that is updated based on the current input (xt) and the previous
cell state (ct−1). The network then determines how much the previous cell
state and the current input contribute to the new cell state using gates. The
forget gate (ft) calculates a value between 0 and 1 using a sigmoid function
(σ), which determines the contribution of the previous cell state (ct−1). The
2https://github.com/Lasagne/Lasagne
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input gate (it) performs the same operation, but for the current input (xt).
The equations for these operations are shown below:
it = σ(Wxixt +Whiht−1 +Wcict−1 + bi)
ft = σ(Wxfxt +Whfht−1 +Wcfct−1 + bf )
c˜t = tanh(Wxcxt +Whcht−1 + bc)
ct = ft ∗ ct−1 + it ∗ c˜t
(5.4)
Notice that while a regular LSTMs used xt and ht to compute the input and
forget gates, we introduce a popular variant called “peephole” connections
[128] which incorporates the prevous cell state (ct−1) in the calculations.
The model then uses the cell state (ct) to compute its output representation
for time t (ht). The current cell state’s contribution is determined by an
output gate (ot).
ot = σ(Wxoxt +Whoht−1 +Wcoct + bo)
ht = ot ∗ tanh(ct)
(5.5)
In our experiments, we trained single layer LSTM networks. For the
HRHRV features, our networks had 50 hidden units and used a window
length of 10 samples. Our arousal model normalized the input data on a
per-subject basis and used a constant learning rate of 0.01, while our valence
model normalized the input data using all of the subjects in the training set
and had a constant learning rate of 0.001.
For the EDA features, our models, once again, had 50 hidden units. Both
models normalized the input data on a per-subject basis and used a constant
learning rate of 0.01. Our arousal model had a window length of 10 samples
while our valence model had a window length of 50 samples.
All of the models were trained using stochastic gradient descent with mo-
mentum. We used a batch size of 128 and momentum value of 0.9. All of
the LSTM models were trained using the Lasagne library.3
3https://github.com/Lasagne/Lasagne
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5.6 Multimodal Fusion
The previous audio, video, and physiological sections discussed distinct and
complementary approaches for estimating emotional state as a function of
time. Fusing those emotional measures [114, 115] into a single fused mea-
sure is important for improving overall performance and providing robustness
in time regions where any given sensor may be faulty or does not provide
meaningful information. For example, there are regions where the face is not
visible to support feature extraction for the video modality; regions where the
person is not speaking to support the audio modality; and instances where
there is poor contact for various physiological modalities. Our multimodal
fusion approach is used to combine the estimates from these individual chan-
nels and exploit the time-series nature of the data. Our approach leverages a
Kalman filter-based approach [119] for estimating the emotional state (x) as
a function of time from the information (z) from the respective channels using
the standard state space framework. The state transition equation models
the time-varying nature of the emotional states, where A is the transition
matrix and w(k) is the zero-mean process noise perturbing the system:
x(k + 1) = Ax(k) + w(k) (5.6)
The measurement equation relates how the measures (z) from the individ-
ual measurement channels relate to the underlying emotional state (x):
z(k) = Cx(k) + β + v(k) =

zaudio(k)
zvideo appearance(k)
zvideo geometric(k)
zphysiological(k)
...

(5.7)
The measurement matrix (C) relates the underlying emotional states to
the measurements and v(k) is the zero-mean measurement noise term. In
practice, we found that the measurement noise was often nonzero, so a bias
term β has been added to the model, which has proven useful to the AVEC
problem.
Held out data is used to perform the system identification problem of de-
termining the system matrices and noise terms. Held out data from the
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TRAIN and/or DEV sets are used to model x from the gold standard (an-
notated truth for the emotions) and z from the corresponding measurements
from the individual channels:
X1,N = [x1 . . . xN ]
Z1,N = [z1 . . . zN ]
(5.8)
In some cases the different z’s may correspond to different sensor channels,
though may also be different models for the same sensor channel (e.g. au-
dio MFCC and audio SDC). For example, xm would correspond to a scalar
value representing the emotional state (e.g. arousal, valence) for sample m,
while zm would correspond to a vector of emotional state measurements cor-
responding to each of the applied sensor channels/models. This enables us to
model the state transition matrix (A) and the variance of the process noise
(Q):
A = (X2,NX1,N−1T )(X1,N−1X1,N−1T )−1
Q = cov(w,w) = cov(X2,N − AX1,N−1)
(5.9)
If we make the following substitutions:
X¯1,N =
[
X1,N
11×N
]
C¯ = [C β]
(5.10)
We can rewrite the measurement equation as follows:
Z1,N = C¯X¯1,N + v(k) (5.11)
This enables a convenient form factor for deriving the measurement matrix
(C), the bias term (β), and the variance of the measurement noise (R):
C¯ = (Z1,NX¯
T
1,N)(X¯1,NX¯
T
1,N)
−1
R = cov(v, v) = cov(Z1,N − CX1,N − β)
(5.12)
Using the matrices computed in the system identification phase (A, C, Q,
R) as initialization, the Kalman filter performs two operations at each time
step: (i) the time update and (ii) the measurement update. The time update
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takes the current estimates of the state (i.e. emotion state - xk−1) and the
error covariance matrix (Pk−1) and projects them forward in time by one step
using the following equations:
x−k = Axk−1 (5.13)
P−k = APk−1A
T +Q (5.14)
The new estimates of the state and error covariance are then updated
using the newly observed measurements (zk) using the measurement update
equations:
Kk = P
−
k C
T (CP−k C
T +R)−1 (5.15)
xk = x
−
k +Kk(zk − Cx−k ) (5.16)
Pk = (I −KkC)P−k (5.17)
The Kalman gain matrix (Kk) determines how much the new measure-
ments contribute to the state estimate. This process is then repeated until
all of the measurements have been observed. The Kalman filter provides
a useful way for fusing sensor channel measurements per time step, and
also models the time-varying nature of the model to further improve system
performance. Backward smoothing [119] was also used to further improve
system performance by leveraging future measurements to improve current
estimates.
5.7 Results
5.7.1 Dataset and Evaluation
The experiments in this section use the RECOLA dataset [99] for training
and evaluation. The experiments in this section use the evaluation protocol
defined in the AVEC 2016 Emotion Challenge [105]. Our models were trained
on the provided TRAIN set and were evaluated on the DEV set. Note that
baseline system results are available for this evaluation paradigm [105], as
listed in Table 5.1.
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Table 5.1: Baseline CCC results [105] for AVEC Emotion Challenge on the
DEV set
Modality Arousal Valence
Audio 0.796 0.455
Video (appearance) 0.483 0.474
Video (geometric) 0.379 0.612
ECG (electrocardiogram) 0.271 0.153
HRHRV (heart reate & heart rate variability) 0.379 0.293
EDA (electrodermal activity) 0.073 0.194
SCL (skin conductance level) 0.068 0.166
SCR (skin conductance resistance) 0.073 0.085
Multimodal 0.821 0.683
Table 5.2: Performance on AVEC 2016 DEV set using only audio features
RMSE PCC CCC
Arousal
Baseline Features 0.138 0.771 0.751
MFCC Features 0.107 0.846 0.846
SDC Features 0.123 0.807 0.800
Prosody Features 0.186 0.718 0.608
Valence
Baseline Features 0.135 0.441 0.433
MFCC Features 0.132 0.456 0.450
SDC Features 0.133 0.445 0.443
5.7.2 Audio Results
We report in Table 5.2 the emotion prediction performance by the audio
features only. We achieved particularly strong performance from the MFCC
and SDC feature sets, both of which are followed by sparse coding. These
results exceed the arousal score for the baseline system. For valence, we also
achieved the best performance using the MFCC and SDC feature sets. We
have optimized sparse coding for SDC using 256 to 512 dictionary atoms
with the regularization parameter λ = 0.2. A linear kernel was used for the
SVM that performed the back end regression.
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Table 5.3: CNN+RNN Performance for video appearance on the AVEC
2016 DEV set
Model RMSE PCC CCC
CNN+RNN (arousal) 0.201 0.415 0.346
CNN+RNN (valence) 0.107 0.549 0.511
5.7.3 Video Results
In Table 5.3, we show how well our CNN+RNN architecture performs at
predicting the arousal and valence scores of subjects in the DEV set. We
see that the CNN+RNN does a much better job at predicting valence than
arousal. This is not surprising as many previous works have shown this to
be the case. We also see that our learned CNN+RNN feature representation
outperforms the baseline trained on hand-crafted video appearance features
(CCC = 0.511 vs. CCC = 0.474).
5.7.4 Physiological Results
We report the performance on the DEV set for our LSTM models trained on
the HRHRV and EDA features in Table 5.4. When generating our predic-
tions, we employed the same post-processing pipeline used by the challenge
organizers [105] which is described in [129]. It consists of (i) smoothing with
a median filer, (ii) centering, (iii) scaling and, in the case of the EDA fea-
tures, (iv) time-shifting the predictions. Each post-processing step was kept
and applied to the TEST set if it improved the CCC score on the DEV set.
We see that by using an LSTM we achieve comparable performance with the
baseline (Table 5.1), and even superior performance when estimating arousal
using EDA (CCC = 0.080 vs. CCC = 0.073) and valence using HRHRV
(CCC = 0.364 vs. CCC = 0.293).
5.7.5 Multimodal Results
Our multimodal system fuses the emotional states derived from the individual
audio, video, and physiological sensors discussed in the previous subsections
using the Kalman filter framework discussed in Section 5.6. Models for the
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Table 5.4: LSTM performance of physiological sensors on AVEC 2016 DEV
set
RMSE PCC CCC
Arousal
HRHRV 0.218 0.407 0.357
EDA 0.250 0.089 0.080
Valence
HRHRV 0.117 0.412 0.364
EDA 0.124 0.267 0.177
transition matrix (A), measurement matrix (C), measurement bias (β), pro-
cess noise (Q), and measurement noise (R) are estimated from the TRAIN
and DEV set subjects. (For DEV set evaluation we have nine partitions
of the DEV subjects where we hold out the subject under evaluation and
use the remaining DEV subjects and all of the TRAIN subjects.) Backward
smoothing was found to improve performance, as did the bias compensation
for the individual channels.
We show how each of our submissions performed on the TEST set in Table
5.5. The channels fused for arousal and valence for the multimodal system in
our best overall submission (Submission 3 in Table 5.5) include the feature
channels discussed in Sections 5.3-5.5, as well as the AVEC baseline features
[105] for audio, video appearance, video geometric, ECG and SCL. We also
included a sparse coding backend to the baseline video geometric system, as
we did for the audio channels as discussed in Section 5.3.
The arousal and valence results for our multimodal systems are contained
in Table 5.6 for both DEV set and TEST set data. The DEV set results are
self-reported, while the TEST set results are official results from the AVEC
Evaluation. For comparison, baseline system performance results [105] are
also included in Tables 5.5 and 5.6.
The multimodal results exhibit meaningful improvements over the uni-
modal results, particularly for valence. They also demonstrate significant
performance results over the baseline cases for both arousal and valence on
both the DEV set and TEST set partitions.
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Table 5.5: Multimodal results of all MIT-UIUC submissions on the TEST
set
Arousal Valence
RMSE PCC CCC RMSE PCC CCC
Baseline — — 0.683 — — 0.639
Submission 1 0.120 0.758 0.752 0.146 0.629 0.582
Submission 2 0.115 0.774 0.770 0.108 0.604 0.600
Submission 3 0.119 0.760 0.758 0.100 0.689 0.687
Submission 4 0.120 0.760 0.758 0.100 0.687 0.686
Submission 5 0.121 0.765 0.765 0.099 0.685 0.684
Table 5.6: Best multimodal results on the DEV and TEST sets
RMSE PCC CCC
(Baseline)
Arousal
DEV
SET
0.103 0.862 0.862
(0.820)
TEST
SET
0.115 0.774 0.770
(0.702)
Valence
DEV
SET
0.089 0.751 0.750
(0.682)
TEST
SET
0.100 0.689 0.687
(0.638)
5.8 Multimodal Analysis
5.8.1 Importance of Individual Feature Channels
We will now examine the parameters of the Kalman filter used in our third
submission in order to determine which of the input feature channels proved
to be the most trusted when predicting the arousal and valence scores. Our
approach is to look at the Kalman gain matrix (Kk) (computed at every time
step using Equation 5.15). From Equation 5.16, consider the error between
the predicted measurement (Cx−k ) and the acutal measurement (zk). This is
called the measurement innovation. The Kalman gain matrix (Kk) weights
the residual of each feature channel and adds them all together to determine
how much the state estimate should change.
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Figure 5.2: Kalman gain weights (Kk) averaged over all subjects in AVEC
2016 DEV set. The bar charts indicate how much each feature modality
(i.e. measurement channel of zk) is weighted when computing the current
state estimate (xk) (see Eq. 5.20). (Best viewed in color.)
We can rewrite Equation 5.16 in the following way:
xk = x
−
k −KkCx−k +Kkzk (5.18)
= (1−KkC)x−k +Kkzk (5.19)
We will simplify the expression in Equation 5.19 by replacing the product
KkC with a scalar σ such that:
xk = (1− σ)x−k +Kkzk (5.20)
From Equation 5.20, one can see how the new state estimate can be rep-
resented as a weighted sum of the previous state estimate and each of the
measurement channels. The amount each measurement channel contributes
is defined by the individual elements of the Kalman gain Kk.
We plot the final Kalman gain weights used when predicting the emotion
state for both arousal and valence in Figure 5.2. When predicting the arousal
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score, there were 13 feature channels in total while for valence there were 14.
In Figure 5.2a, we see that the feature channels that had the strongest weight
for arousal were the MFCC and SDC features extracted from the audio data
and were both weighted considerabley higher than the audio baseline.
Meanwhile, for the case of valence (Figure 5.2b), our video appearance
(Vid-App) features extracted using the CNN+RNNs and the sparse coded
Vid-Geo features had the two highest weights and were both significantly
higher than the baseline Vid-App and Vid-Geo features respectively.
5.8.2 Effects of Adding More Feature Channels
We will now analyze specific instances where using additional modalities can
lead to significant improvements in performance over just a single modal-
ity. As mentioned in Section 5.6, one common example where using multiple
modalities is beneficial is when one or more of the input modalities is deemed
unreliable. For example, the subject’s face may not be visible, the audio may
not audible, or the physiological sensors could be outputting nonsensical val-
ues due to poor contact. This is particularly problematic when the unreliable
modality is the most useful one in predicting the emotion dimension (e.g. au-
dio for arousal or video for valence). With multiple modalities this is less of
an issue, because as long as there is another modality with reliable measure-
ments present, there is still a chance to make a reasonable prediction.
In our experiment, we consider two subjects from the AVEC 2016 DEV set
whose faces are not visible for large parts of their respective videos. Visual
signals usually have the strongest influence on the valence score and they
often rely on the presence of the subject’s face to extract features. However,
since the faces are not visible, our models that use just the visual modality
have a considerably more difficult time than usual in estimating the valence
score and force us to rely on other modalities.
In Figure 5.3, we plot the predictions generated for each subject’s valence
score using just the features from the video channel (VID). We also plot the
predictions when combining features from the video channel with features
from the audio channel (VID AUDIO) and later the remaining features from
the physiological channels (ALL). We see that just by including the audio
features, the CCC score of the predictions for each subject improves signifi-
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Figure 5.3: Valence prediction signals of two subjects in the AVEC 2016
DEV set when the subject’s face is not visible (looking down) for the
majority of the videos. By adding audio and then physiological features,
the quality of the prediction improves significantly. (Best viewed in color.)
cantly (Subject 3: 0.448 vs. 0.482) - (Subject 6: 0.662 vs. 0.764). Similarly,
when adding in the physiological features, there is additional improvement
in performance (Subject 3: 0.482 vs. 0.529) - (Subject 6: 0.764 vs. 0.789).
Qualitatively, we see that the prediction signal generated from just the video
features (VID) tends to overshoot the ground truth label in both the positive
and negative directions. Adding the audio features significantly dampens this
effect and the physiological features perform additional refinement.
5.9 Concluding Remarks
In this chapter, we provided an overview of our AVEC 2016 Emotion Chal-
lenge technical approaches and corresponding results that exceeded the CCC
baseline results on the TEST set. The MFCC and SDC audio approaches
with sparse coding backends provided significant performance improvements
for arousal on the DEV set over the baseline scores. Likewise, the deep
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neural network based models for video appearance provided significant per-
formance improvements for valence on the DEV set over the baseline scores.
Neural networks were also applied to the physiological channel in the form
of LSTMs and achieved comparable or superior performance. The fusion
approach enabled the multi-sensor fusion of emotional state while leveraging
the time-varying nature of the emotional states.
Near term work includes further refinement to the individual sensor chan-
nel approaches introduced in this chapter. It will also include an improved
noise model to account for the non-stationary nature of the noise in the
various sensor channels. This would include the exploitation of speech activ-
ity detection (SAD) and adjusting the video noise model where the face is
unobservable.
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CHAPTER 6
CONCLUSIONS
6.1 Summary
In this dissertation, we addressed how deep neural networks can learn feature
representations that are beneficial in various emotion recognition settings.
We demonstrated how systems based on deeply learned features outperform
the previous state-of-the-art based on hand-crafted features as well as how
these features agreed with existing domain knowledge. We also showed how
our proposed techniques can generalize to different definitions of emotion
(discrete / continuous) and to different input modalities (images / video).
We first considered the task of emotion recognition on a single image. We
demonstrated that a CNN can achieve state-of-the-art performance on the
Extended Cohn-Kanade (CK+) and Toronto Face (TFD) datasets. We then
performed additional analysis by visualizing individual neuron activations in
the CNN and showing that these activations correlated with the presence of
specific facial action units (FAUs).
We then proceeded to video data by combining an image-based CNN model
with a recurrent neural network (RNN) in order do dimensional emotion
recognition on the Audio Video Emotion Challenge (AVEC) 2015 dataset.
Subsequent analysis of the gradient revealed which parts of the face had the
strongest effect on the output predictions.
Finally, we went one step further to improve performance on the AVEC
dataset by including features from audio and physiological channels. In the
case of the physiological channel, we again used a learned representation,
specifically a long short-term memory (LSTM) network. Through additional
analysis, we discovered which features were most trusted during prediction
and we examined how adding the audio and physiological features affected
performance when one of the modalities was unreliable (visual in particular).
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6.2 Directions for Future Work
6.2.1 Larger Datasets
While our results on the Extended Cohn-Kanade (CK+) and Toronto Face
(TFD) datasets are encouraging, they are by no means sufficient. This is
because both of these datasets are far too small to suggest that our trained
models can generalize to unconstrained faces in the wild. The FER-2013
dataset [130] is one of the largest single image facial expression datasets
containing 35,887 images in total. This is more than two orders of magnitude
smaller than most current datasets. In order to properly test the boundaries
of deep neural networks, they need to be trained on datasets that are large
scale and can accurately mimic realistic situations.
6.2.2 Extend Existing Emotion Annotations
As of today, the vast majority of emotion recognition techniques concen-
trate on the six basic emotions [20, 21, 23, 24, 87, 130, 131]. Unfortunately,
these six basic emotions are not all commonly observed in everyday life. For
instance, people very seldom express disgust or surprise for any extended
amount of time in day-to-day interactions. On the other hand, other emo-
tions such as interest, boredom, or confusion/puzzlement, despite being dif-
ficult to detect, occur more frequently in a variety of settings, most notably
education [132]. Training neural networks that can detect these more repre-
sentative emotions suggests more widespread use in a variety of applications.
Unfortunately, there are next to no datasets that have labels beyond the
basic six emotions. The Chen Huang dataset [3] is a notable attempt to con-
struct such a dataset. It is multi-modal, containing both video and audio, and
includes 11 emotion categories, the six basic emotions (anger, disgust, fear,
happiness, sadness, surprise) and four cognitive states (interest, boredom,
frustration, and puzzlement). Despite being a strong attempt to construct a
more diverse label set, the Chen Huang dataset only contains 660 total video
clips, which is far too small by today’s standards. A large-scale multi-modal
dataset with a more representative label set would be of great value and
would lead to models that can be applied in more general settings.
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6.2.3 Detecting Cognitive Disorders
Another possible direction for further study would be to study the detection
of specific mental health disorders like anxiety, depression, or post-traumatic
stress disorder (PTSD) to aid clinicians in medical diagnosis. Depression,
in particular, has been the subject of several recent studies and challenges
[133, 134, 105] resulting in several impressive systems [135, 136, 137]. Cur-
rently, the manner in which a patient is diagnosed is based on subjective
individual assessment. As the number of patients increases, so does the need
for accurate diagnosis. Standardization of the diagnosis task not only allows
for greater uniformity in the assessment, but also allows doctors and clini-
cians to separate out healthy patients from those that are at-risk such that
they can give personalized care to at-risk patients.
6.2.4 Reinforcement Learning
The work in this dissertation and the aforementioned directions focus solely
on improving the recognition stage of the two stage system mentioned in
Chapter 1. However, the ultimate goal is to design a system that can both
recognize a person’s emotions and then respond in an appropriate manner.
One way would be to model the proposed two-stage system using reinforce-
ment learning. That is, the computer is an agent that uses emotion recog-
nition to interact with its environment (the human). The environment then
outputs its state (detected emotion) and the agent (the computer) must per-
form an action that maximizes its expected reward. One system called Tega
by Gordon et al. [138] is an attempt to impose such a framework on emotion
recognition systems and has seen very promising results. Research along
this direction would make serious strides in attempting to unify accurate
recognition with appropriate actions in emotionally intelligent systems.
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