On the comparison principle for second order elliptic equations without
  first and zeroth order terms by Brustad, Karl K.
ar
X
iv
:2
00
8.
08
39
9v
1 
 [m
ath
.A
P]
  1
9 A
ug
 20
20
On the comparison principle for second order
elliptic equations without first and zeroth
order terms
Karl K. Brustad
Norwegian University of Science and Technology
August 20, 2020
Abstract
We present a new condition that ensures the validity of the com-
parison principle for viscosity sub- and supersolutions of elliptic equa-
tions on the form F (Hw, x) = 0. It incorporates the formerly known
results.
1 Introduction
It may seem that the sufficient conditions needed to obtain the comparison
principle in elliptic equations F (Hw, x) = 0 are most efficiently expressed as
conditions on the sub- and suplevel sets
Θ−(x) := {Z ∈ S(n) | F (Z, x) ≤ 0} , Θ+(x) := {Z ∈ S(n) | F (Z, x) ≥ 0} .
Our result is the following.
Theorem. Let F : S(n)× Ω→ R ∪ {−∞,∞} be elliptic at 0 (Def. 1.1).
If ∂Θ+(x0) = ∂Θ−(x0) 6= ∅ and
lim
t→0+
sup
x,y∈Bt(x0)
X∈Θ+(x)
|X||x−y|2<2t
dist
(
X +
|x− y|2
2t
X2,Θ+(y)
)
= 0 (1.1)
for all x0 ∈ Ω, then the comparison principle holds for the equation
F (Hw, x) = 0 in the domain Ω ⊆ Rn. (1.2)
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That is, if v ∈ USC(Ω) is a viscosity subsolution and u ∈ LSC(Ω) is a
viscosity supersolution of (1.2) with v|∂Ω ≤ u|∂Ω, then v ≤ u also in Ω. The
comparison principle is a desirable property that a given partial differential
equation may, or may not possess. It immediately provides uniqueness of
solutions in the Dirichlet problem, and it can also play a roˆle in questions
related to existence and regularity.
There are, of course, some aspects of the above that calls for an explana-
tion. Roughly, (1.1) describes a certain continuity of the set-valued mapping
x 7→ Θ+(x) where the rate of convergence depends on |X|. The X2-term
further weakens the condition and is related to the famous inequality (3.10)
in [CIL92].
(a) Good (b) Bad
Figure 1: Null-level sets of F in S(n) for different x ∈ Ω.
We shall show that (1.1) is weaker than each of the sets of conditions given
for the comparable results in [Koi04], [LE05], and [BM06]. These papers deals
with equations that also depend on w and ∇w, so our result is perhaps most
naturally viewed as a continuation of the program [Kry95], [HL09], [CP17].
Krylov came up with a simple, but powerful trick: replace a badly behaving
equation F (Hw) = 0 with a nicer equivalent one. For example, replace it with
F˜ (Hw) = 0 where F˜ is the signed distance function from the null-level set of
F in S(n). In this way he proved the comparison principle for convex elliptic
equations by reducing them to Bellman equations. In fact, the convexity of
F is not essential ([HL09]), and in [CP17] the theory is developed further
to also include the nonautonomous case. Now, the null-level sets depend
on x and the comparison principle was proved under a uniform Hausdorff
continuity of Θ+(x). i.e.,
lim
y→x
d∞(Θ+(x),Θ+(y)) = 0 uniformly in Ω. (1.3)
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The Hausdorff distance d∞ is defined for subsets Θ1,Θ2 ⊆ S(n) as
d∞(Θ1,Θ2) := sup
X∈S(n)
|dist(X,Θ1)− dist(X,Θ2)|
where, as always,
dist(X,Θ) := inf
Y ∈Θ
‖X − Y ‖.
It will be shown that (1.1) is weaker than (1.3) as well.
Unlike what is usual in the literature, we shall not assume that F is con-
tinuous in neither S(n) or Ω. One may easily construct an elliptic equation
F (Hw, x) = 0 which is discontinuous, but still equivalent to, say, the Laplace
equation ∆w = 0 where the comparison principle obviously holds. One does
not care what happens outside the null-level set. Rather, it is the continuity
of Θ+(x) that matters. (1.1) implies that dist(X,Θ+(x)) is continuous in x
(Proposition 5.1), and since the distance is naturally 1-Lipschitz in X , we
have enough to make use of the important semi jet closures of the sub- and
supersolutions.
A function F on S(n)× Ω is said to be elliptic when
X ≤ Y implies F (X, x) ≤ F (Y, x) for all x ∈ Ω. (1.4)
Ellipticity makes viscosity solutions consistent with smooth solutions because
of the geometric properties it inflicts on the level sets of F . In that respect,
(1.4) is unnecessarily restrictive since we are only interested in the region
where F changes sign. The appropriate notion is therefore ellipticity at 0.
Definition 1.1. An operator F : S(n)× Ω → R ∪ {−∞,∞} is elliptic at 0
if, for all x ∈ Ω,
0 ≤ (resp. <) F (X, x) implies 0 ≤ (resp. <) F (Y, x)
when X ≤ Y .
Clearly, every elliptic operator F (X, x) is elliptic at 0.
The fundamental concepts in [HL09] and [CP17] are Dirichlet sets and
duality. Their object is the well-posedness of the Dirichlet problem for equa-
tions on the form Hw ∈ ∂Θ and Hw ∈ ∂Θ(x). The suggested weak interpre-
tation is shown to be equivalent to viscosity when Θ, or Θ(x), is the suplevel
set of a continuous elliptic operator. A closed, nonempty and proper subset
Θ of S(n) is Dirichlet if Z + A ∈ Θ whenever Z ∈ Θ and A ≥ 0. The dual
is defined as
Θ˜ := −(S(n) \Θ◦), (1.5)
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and is Dirichlet if and only if Θ is Dirichlet. The connection to our approach
can be seen as follows. By ellipticity at 0, and with the assumption
Γ(x) := ∂Θ−(x) = ∂Θ+(x) 6= ∅,
one may easily check that Θ+(x) and −Θ−(x) are Dirichlet sets for each
x ∈ Ω. By using the properties (2) and (3) stated in Proposition 3.1, one
can show that they are, in fact, duals. We do not deal with existence in this
paper, and it does not affect the validity of the comparison principle that
Γ0(x) := {Z ∈ S(n) | F (Z, x) = 0}
can be empty. The more relevant object is Γ(x), which we, somewhat inac-
curately, call for the “null-level set” of F at x.
Besides being discontinuous, we allow F to take values in the extended
real line. This is really just a practical consideration in that we do not have to
care about concepts like elliptic branches or admissible solutions. Instead we
set F to be infinite in the “uninteresting” regions of S(n)×Ω. Equations with
additional constrains are in this way integrated into the general framework
via an equivalent single equation F = 0. As an example, one should think
of the Monge-Ampere system detHw = f(x), Hw ≥ 0, which we recast into
F (Hw, x) = 0 where
F (X, x) :=
{
detX − f(x), if X ≥ 0,
−∞, if X 6≥ 0.
This operator satisfies (1.3) when f is uniformly continuous in Ω, and it
satisfies (1.1) for continuous f . Figure 1a depicts possible null-level sets of
F in a simplified model of S(n).
In the theory of viscosity solutions it is often stressed that the operators
under consideration are fully nonlinear. But when it comes to the problem
of comparison, linearity is anyway of little help in the proof. On the con-
trary, we are very much in the situation (b) in Figure 1 since the null-level
sets of tr(A(x)X)− f(x) are hyperplanes in S(n), which spread apart in an
unbounded manner. This means that (1.3) does not hold, and neither does
(1.1) if not A is sufficiently regular. In the last Section of this paper we give
an example of a homogeneous linear elliptic equation tr(A(x)Hw) = 0 where
the comparison principle is not valid. The solutions involved in the coun-
terexample are Lipschitz, but, naturally, not C2. The continuous coefficients
have the uniform nondegeneracy trA(x) ≥ ℓ > 01 and this negative result
1This is in contrast to the counterexample given in [Ish89] where A vanish at an interior
point and where the supersolution is discontinuous.
4
then also illustrates how an intrinsic non-autonomousy can destroy operators
satisfying the otherwise sufficient condition F (X + tI)− F (X) ≥ ℓt, t ≥ 0.
We conclude the Introduction with some remarks about the notation. An
open subset of Euclidean space Rn is denoted by Ω. It is called a domain
when it also is bounded. The Hessian matrix Hw : Ω → S(n) of a function
w ∈ C2(Ω) consists of the second order partial derivatives of w and takes
values in the space S(n) of symmetric n × n matrices. One may argue that
equations F (Hw, x) = 0 are more correctly expressed as F (Hw(x), x) = 0,
but as a compromise between efficiency and rigor we consistently drop the x-
dependence on the Hessian. The inequality X < Y (X ≤ Y ) is the standard
partial ordering in S(n) and means that Y − X is positive (semi)definite.
Moreover, S(n) is equipped with the inner product tr(XY ) and the induced
norm is thus
‖X‖ := ‖X‖2 :=
√
tr(X2) =
√
λ21(X) + · · ·+ λ2n(X)
where λ1(X) ≤ · · · ≤ λn(X) are the eigenvalues of X . The operator norm
|X| := ‖X‖∞ := max{−λ1(X), λn(X)} appears in (1.1), and we shall also
make use of the trace norm ‖X‖1 :=
∑n
i=1 |λi(X)|. We have
|X| ≤ ‖X‖ ≤ ‖X‖1 ≤
√
n‖X‖ ≤ n|X|.
Next, USC(Ω) and LSC(Ω) are the spaces of upper- and lower semicontin-
uous functions on the closure of Ω, respectively. The definition of viscosity
solutions can be found in [CIL92] which will also be our main reference to
the subject.
2 Examples of application
The first example showing how the Theorem can be utilized, considers strictly
elliptic equations. It should be compared to Proposition 3.8 in [Koi04].
Proposition 2.1 (Strictly elliptic case). Let F : S(n)×Ω→ R. If there is a
constant λ > 0 and a modulus of continuity ω : (0,∞)→ (0,∞), ω(0+) = 0,
so that
F (Y, x)− F (X, x) ≥ λ tr(Y −X) and
|F (X, x)− F (X, y)| ≤ ω
(
(‖X‖+ 1)|x− y|
)
for all x, y ∈ Ω and X, Y ∈ S(n) with X ≤ Y , then the comparison principle
holds for the equation F (Hw, x) = 0 in the domain Ω ⊆ Rn.
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Proof. F is elliptic at 0 and ∅ 6= ∂Θ+(x) = ∂Θ−(x) by the strict ellipticity.
Fix x0 ∈ Ω. For t > 0 small, consider x, y ∈ Bt(x0) and X ∈ Θ+(x)
such that |X||x − y|2 < 2t. Write δ := |x−y|2
2t
. We may assume that Z :=
X + δX2 ∈ Θ−(y) since (1.1) is zero otherwise. By Proposition 3.1 (4), there
is a W ∈ Γ(y) so that Z ≤ W and dist(Z,Θ+(y)) = ‖W − Z‖. Since
‖W − Z‖ ≤ ‖W − Z‖1 = tr(W − Z) ≤ 1
λ
(F (W, y)− F (Z, y)),
and every neighbourhood of W intersects Θ−(y), we get that
λ dist
(
X + δX2,Θ+(y)
)
≤ −F (X + δX2, y)
≤ F (X, x)− F (X, y)− λ tr(δX2)
≤ ω
(
(‖X‖+ 1)|x− y|
)
− λ |x− y|
2
2t
‖X‖2.
The modulus ω may be assumed to be subadditive, and for ǫ > 0 there is a
constant Mǫ > 0 such that ω(r) ≤ ǫ+Mǫr. When writing r := ‖X‖|x− y|,
the above is bounded by
ω(|x− y|) + ω(r)− λ
2t
r2 ≤ ω(2t) + ǫ+Mǫr − λ
2t
r2
≤ ω(2t) + ǫ+ M
2
ǫ
2λ
t.
Thus (1.1) holds since for every ǫ > 0,
lim
t→0+
sup
x,y∈Bt(x0)
X∈Θ+(x)
|X||x−y|2<2t
dist
(
X +
|x− y|2
2t
X2,Θ+(y)
)
≤ 1
λ
lim
t→0+
ǫ+ω(2t)+
M2ǫ
2λ
t = ǫ/λ.
The reason for the unconventional notation d∞ we used for the Hausdorff
distance in the Introduction, is that it is then consistent with the notation
for the bounded Hausdorff distance
dR(Θ1,Θ2) := sup
‖X‖≤R
|dist(X,Θ1)− dist(X,Θ2)| .
Since, obviously, dR ≤ d∞ for all R > 0, our next application of the Theorem
has the result of [CP17] as an immediate corollary. It presents a condition
intermediate to (1.3) and (1.1).
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Proposition 2.2. Let F : S(n)× Ω→ R ∪ {−∞,∞} be elliptic at 0. If for
each x0 ∈ Ω, ∅ 6= ∂Θ+(x0) = ∂Θ−(x0) and
lim
t→0+
sup
x,y∈Bt(x0)
dt|x−y|−2
(
Θ+(x),Θ+(y)
)
= 0, (2.1)
then the comparison principle holds for the equation F (Hw, x) = 0 in the
domain Ω ⊆ Rn.
Proof. The bounded Hausdorff distance can be alternatively expressed as
dR(Θ+(x),Θ+(y)) := max
 supX∈Θ+(x)
‖X‖≤R
dist(X,Θ+(y)), sup
Z∈Θ+(y)
‖Z‖≤R
dist(Z,Θ+(x))
 .
In the next Section we will show that the negative of the distance to Θ+(y)
is an elliptic function. That is, dist
(
X + |x−y|
2
2t
X2,Θ+(y)
)
≤ dist (X,Θ+(y))
since |x−y|
2
2t
X2 ≥ 0. We may also assume that x 6= y in (1.1) since the distance
is zero otherwise. Thus,
lim
t→0+
sup
x,y∈Bt(x0)
X∈Θ+(x)
|X||x−y|2<2t
dist
(
X +
|x− y|2
2t
X2,Θ+(y)
)
≤ lim
t→0+
sup
x,y∈Bt(x0)
sup
X∈Θ+(x)
‖X‖<n 2t
|x−y|2
dist (X,Θ+(y))
≤ lim
t→0+
sup
x,y∈B2nt(x0)
d2nt|x−y|−2 (Θ+(x),Θ+(y)) = 0.
The condition (2.1) is quite general, but it still does not cover the linear
case. Indeed, given an equation tr(A(x)Hw) = 0, where we assume for sim-
plicity that ‖A(x)‖ ≡ 1, one can show that the bounded Hausdorff distance
between two suplevel sets is given by dR(Θ+(x),Θ+(y)) = R‖A(x)−A(y)‖.
Thus, for t > 0,
sup
x,y∈Bt(x0)
dt|x−y|−2
(
Θ+(x),Θ+(y)
)
= t sup
x,y∈Bt(x0)
‖A(x)− A(y)‖
|x− y|2
which cannot be assumed to be finite for all x0 unless A is constant.
In order to prove the comparison principle for linear equations we need a
little lemma.
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Lemma 2.1. Let X ∈ S(n) and α > 0. If |X| < α, then
ATXA−BT
(
X +
1
α
X2
)
B ≤ 2α(A−B)T (A−B)
in S(m) for all n×m matrices A,B. (m ∈ N).
Its proof consists of multiplying the first inequality in Corollary 4.1 from
the left and right by
[
AT BT
]
and
[
A
B
]
, respectively.
Proposition 2.3 (Linear elliptic case). The comparison principle holds for
the equation
tr(A(x)Hw) = f(x) in a domain Ω
whenever A ∈ C(Ω, S+(n)) does not vanish at some point, f ∈ C(Ω), and
whenever there is a locally Lipschitz Q : Ω→ Rn×m such that
A(x)
‖A(x)‖ = Q(x)Q
T (x). (2.2)
The linear case is treated in e.g. [CIL92] and [Koi04]. Their need for
an additional strict properness or uniform ellipticity is replaced here by the
assumption A(x) 6= 0. In Section 6 we shall see that this is also necessary
when the equation is without first- and zeroth order terms. It is known
that the existence of a Lipschitz decomposition A = QQT is enough in order
for the equation to satisfy the structure condition (3.14) in [CIL92]. The
requirement (2.2) is a tad weaker because it allows you to factor out any
non-Lipschitz behavior in the normal direction of A.
Proof. The equation is clearly elliptic at 0, and ∅ 6= ∂Θ+(x) = ∂Θ−(x)
because A(x) 6= 0.
Fix x0 ∈ Ω and r > 0 so that Br(x0) ⊆ Ω. For 0 < t ≤ r consider
x, y ∈ Bt(x0) and X ∈ Θ+(x) such that |X||x− y|2 < 2t. Define δ := |x−y|22t
and write Z := X + δX2. As before, we may assume that δ > 0 and that
Z ∈ Θ−(y).
The distance from a point to the level set hyperplane of a linear function
is provided by the Ascoli formula,
dist(Z,Θ+(y)) = dist(Z,Γ(y)) =
|tr(A(y)Z)− f(y)|
‖A(y)‖ .
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Writing Aˆ(x) := A(x)
‖A(x)‖
and fˆ(x) := f(x)
‖A(x)‖
, and using that tr(A(y)Z)−f(y) ≤
0 ≤ tr(A(x)X)− f(x), and |X| < 1
δ
, applying the Lemma yields
dist (Z,Θ+(y)) = − tr
(
Aˆ(y)Z
)
+ fˆ(y)
≤ tr
(
Aˆ(x)X
)
− fˆ(x)− tr
(
Aˆ(y)Z
)
+ fˆ(y)
= tr
(
QT (x)XQ(x)−QT (y)ZQ(y)
)
+ fˆ(y)− fˆ(x)
≤ 2
δ
‖Q(x)−Q(y)‖2 + ωr(|x− y|)
where ωr is the modulus of continuity of fˆ in Br(x0). Next, |x − y| < 2t,
and when recalling the definition of δ, the first term on the right-hand side
is bounded by 4L2rt where Lr is the Lipschitz constant of Q in Br(x0). Thus,
lim
t→0+
sup
x,y∈Bt(x0)
X∈Θ+(x)
|X||x−y|2<2t
dist
(
X +
|x− y|2
2t
X2,Θ+(y)
)
≤ lim
t→0+
4L2rt+ ωr(2t) = 0.
In [BM06], an operator is called non-totally degenerate if there is a con-
stant ℓ > 0 such that
F (X + τI, · · · )− F (X, · · · ) ≥ ℓτ
for τ ≥ 0. It is a key ingredient in their comparison result, that also include
equations depending on w and ∇w. We next show that the corresponding
result for equations on the form F (Hw, x) = 0 still holds if one replaces the
right-hand side with a strictly increasing function ℓ(τ).
Moreover, the conditions (I), (III), and (IV) given in [LE05] also implies
(1.1). The proof is very similar to the one given below, and is omitted.
Proposition 2.4. Let F : S(n)×Ω→ R. Suppose there is a strictly increas-
ing function ℓ(τ) ≥ 0, τ ≥ 0, and a modulus of continuity ω such that
F (X + τI, x)− F (X, x) ≥ ℓ(τ), τ ≥ 0, (2.3)
and
F (X, x)− F (Y, y) ≤ ω
(
α|x− y|2 + |x− y|
)
(2.4)
whenever α > 0 and [
X 0
0 −Y
]
≤ 2α
[
I −I
−I I
]
. (2.5)
Then the comparison principle holds for the equation F (Hw, x) = 0 in Ω.
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Proof. ∅ 6= ∂Θ+ = ∂Θ− in Ω because of (2.3), and operators satisfying (2.4)
are elliptic by the Remark 3.4 in [CIL92], which does not depend on the
continuity of F in S(n).
Fix x0 ∈ Ω. For t > 0 consider x, y ∈ Bt(x0) and X ∈ Θ+(x) such that
|X||x − y|2 < 2t. Define δ := |x−y|2
2t
and write Z := X + δX2. Again, we
assume that δ > 0 and that Z ∈ Θ−(y).
Since ℓ is strictly increasing, it has an increasing inverse m(s) := ℓ−1(s)
with m(0+) = 0. Set s := −F (Z, y) ≥ 0. Then
F (Z +m(s)I, y) ≥ ℓ(m(s)) + F (Z, y) = 0,
so Z+m(s)I ∈ Θ+(y) and thus dist(Z,Θ+(y)) ≤ ‖m(s)I‖ = √nm(−F (Z, y)).
By Corollary 4.1 (i), we find that X,Z satisfies (2.5) with α = 1/δ > |X|.
As F (X, x) ≥ 0, it follows that
1√
n
dist
(
X +
|x− y|2
t
X2,Θ+(y)
)
≤ m
(
− F (X + δX2, y))
≤ m
(
F (X, x)− F (X + δX2, y))
≤ m
(
ω
(1
δ
|x− y|2 + |x− y|
))
≤ m (ω(4t)) ,
which goes to zero when t→ 0.
We end this Section by stating the result for equations without x-dependence.
The condition (1.1) is then automatically fulfilled since the sub- and suplevel
sets
Θ− := {Z ∈ S(n) | F (Z) ≤ 0} , Θ+ := {Z ∈ S(n) | F (Z) ≥ 0} ,
are constant. Besides the ellipticity at 0 we are only left with the requirement
∂Θ− = ∂Θ+ 6= ∅. But that is, as we shall see, a necessary condition as well. It
is safe to say that if you are not able to provide an immediate counterexample,
then the comparison principle always holds for equations F (Hw) = 0 that
are elliptic at 0.
Proposition 2.5 (Autonomous case). Let 0 6≡ F : S(n)→ R∪ {−∞,∞} be
elliptic at 0. Then the following are equivalent.
(i) The comparison principle holds for the equation
F (Hw) = 0
in any domain Ω ⊆ Rn.
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(ii) ∂Θ− = ∂Θ+.
(iii) The sets Θ+ and −Θ− are duals. (See (1.5))
(iv) The set Γ0 := {X ∈ S(n) | F (X) = 0} does not contain an open ball.
(v) F (X0 − tI) < 0 < F (X0 + tI) for all X0 ∈ Γ0 and all t > 0.
Proof. The necessity of Part (iv) in order to get the comparison principle is
quite apparent because we otherwise could construct two different polynomial
solutions φ(x) = 1
2
xTX0x and ψ(x) = φ(x)+ ǫ(1−|x|2) with equal boundary
values at |x| = 1. Thus, (i) ⇒ (iv). Furthermore, Part (iv) follows directly
from Part (v) and, for the opposite direction, if there is a t0 > 0 such that,
say, F (X0−t0I) = 0, then the whole open “square” {Y | X0−t0I < Y < X0}
will be in Γ0. That is, (iv) ⇐⇒ (v).
Next, by (iii) and using that (Θ±)
◦ = Θ◦± from Proposition 3.1, we get
that
∂Θ+ = Θ+ \Θ◦+ = (S(n) \Θ◦−) \Θ◦+ = S(n) \ (Θ◦− ∪Θ◦+)
which is symmetric in + and −. Thus, (iii) ⇒ (ii).
Suppose now that Θ+ and −Θ− are not duals: S(n) \ Θ◦− 6= Θ+. Since
we always have ∂Θ− ⊆ Θ+, it must be the left inclusion that does not hold.
That is, there is a matrix Z in Θ+ but not in S(n) \ Θ◦−. In other words,
Z ∈ Θ+ ∩ Θ◦−. Since Θ+ is Dirichlet, the ball-containing set {Z + A | A ≥
0} ∩ Bǫ(Z) must be a subset of Θ+ ∩ Θ◦− for some ǫ > 0. So, again, since
(Θ+)
◦ = Θ◦+, there is an open ball in Θ
◦
+ ∩ Θ◦− ⊆ Γ0, and we have proved
that (iv) ⇒ (iii).
Finally, (i) follows from the Theorem and (ii) when ∂Θ± is nonempty.
However, if ∂Θ− = ∂Θ+ = ∅, a non-trivial operator is either negative or pos-
itive in S(n) and the comparison principle holds vacuously since the equation
F (Hw) = 0 will only have one type of solutions. The proof of the Proposition
is therefore completed as (ii) ⇒ (i).
3 The signed distance function
In addition to the Lipschitz regularity in X , the usefulness of the signed
distance function
F˜ (X, x) :=
{
− dist(X,Γ(x)) if X ∈ Θ−(x),
dist(X,Γ(x)) if X ∈ Θ+(x),
Γ(x) := ∂Θ±(x) 6= ∅,
is due to its ellipticity (in the usual meaning (1.4)), and the nondegeneracy
F˜ (X − tI, x)− F˜ (X, x) ≤ −t, t ≥ 0. (3.1)
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The ellipticity was proved by Krylov (Theorem 3.2, [Kry95]), but it seems
that the nondegeneracy (3.1) has not been explicitly stated in the literature.
Before the proof, we collect some results on the sub- and suplevel sets Θ−(x)
and Θ+(x). Like above, these properties are pointwise in x and it is therefore
sufficient to show that they hold for operators without x-dependence.
Proposition 3.1. Let F : S(n) → R ∪ {−∞,∞} be elliptic at 0. Then the
following hold.
(1) F (Z ∓ A) ≶ 0 for all A > 0 and all Z ∈ ∂Θ±, respectively.
(2) The interior of the closure of the (sub/sup)level set equals its interior.
That is,
(Θ∓)
◦ = Θ◦∓.
(3) Let Γ0 := {X ∈ S(n) | F (X) = 0}. If ∂Θ− = ∂Θ+ =: Γ, then either
Γ0 ⊆ Γ or Γ0 = S(n).
(4) If Γ := ∂Θ− = ∂Θ+ 6= ∅, then
S(n) = Θ◦− ∪ Γ ∪Θ◦+
is a disjoint union. Moreover, if X ∈ Θ∓, there exists a W ∈ Γ such
that dist(X,Θ±) = ‖W −X‖ and such that W −X ∈ S±(n).
Proof. (1): Let Z ∈ ∂Θ+, A > 0, and write t := λ1(A) > 0. By definition of
a boundary, there is a point X− in Bt(Z) not in Θ+. i.e., F (X−) < 0. But
since
t > ‖Z −X−‖ ≥ |Z −X−| ≥ λn(Z −X−),
that is, Z − X− < tI, we get that Z − A ≤ Z − tI < X−, and the result
follows from ellipticity at 0. The proof when Z ∈ ∂Θ− is similar.
(2): The inclusion Θ◦+ ⊆ (Θ+)◦ is trivial. Let Z ∈ (Θ+)◦, but suppose
that Z /∈ Θ◦+. This means that Z ∈ ∂Θ+ and that there is a ball Br(Z) ⊆ Θ+.
In particular, the lower left octant of the ball Br(Z) ∩ {Z −A | A > 0} is in
Θ+ and must therefore contain a point Z − A0 ∈ Θ+. But F (Z − A0) < 0
by (1), which is a contradiction. The proof concerning Θ− is symmetric.
(3): Let X0 ∈ Γ0. There cannot be any 0 6= t ∈ R such that X0 + tI ∈ Γ
because then F (X0) = F ((X0+ tI)− tI) 6= 0 by (1). So, if not X0 ∈ Γ, then
X0 + tI ∈ Γ0 for all t ∈ R. But since
X0 + λ1(X −X0)I ≤ X ≤ X0 + λn(X −X0)I
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for all X ∈ S(n), F is the trivial operator by ellipticity at 0.
(4): From (3) we have that
Θ◦± = Θ± \ Γ ⊆ Θ± \ Γ0 = {Z | F (Z) ≷ 0}.
Thus,
Θ◦± ∩Θ∓ = Θ◦± ∩ (Θ◦∓ ∪ Γ) = ∅. (3.2)
We prove the next claim only for X ∈ Θ−. By (3.2) and since Γ is closed,
we get that dist(X,Θ+) = minW∈Γ‖W −X‖. Next, every matrix Y ∈ S(n)
may be decomposed in an unique way into a difference Y = Y +−Y − of non-
negative matrices where Y +Y − = 0. Thus, as W ∈ Θ+, and Θ+ is Dirichlet,
it follows that W + (W −X)− ∈ Θ+ and
‖W −X‖ = dist(X,Θ+) ≤ ‖W + (W −X)− −X‖ = ‖(W −X)+‖.
But
‖W −X‖2 = ‖(W −X)+‖2 + ‖(W −X)−‖2,
so (W −X)− = 0 and W −X ≥ 0.
Proposition 3.2. Let F : S(n) → R ∪ {−∞,∞} be elliptic at 0. If ∂Θ− =
∂Θ+ and is nonempty, then the signed distance function, F˜ : S(n)→ R, from
Γ := ∂Θ∓,
F˜ (X) :=
{
− dist(X,Γ) if X ∈ Θ−,
dist(X,Γ) if X ∈ Θ+,
is elliptic and satisfies
F˜ (X − tI)− F˜ (X) ≤ −t (3.3)
for X ∈ S(n) and t ≥ 0.
We remark that F˜ is well-defined since Γ 6= ∅ by assumption and since
Θ− ∩Θ+ = Γ0 ⊆ Γ
by Part (3) of Proposition 3.1. That is, if X is in both Θ− and Θ+, then
F˜ (X) = 0.
Proof. In order to see why the strict monotonicity property is plausible, we
model S(n) by the Cartesian plane where we interpret the inequality X ≤ Y
as Y −X lying in the first quadrant. Since F is elliptic at 0, this means that
if F (X) ≥ 0, i.e. X ∈ Θ+, then the region above and to the right of X is
also in Θ+. Likewise, if F (X) ≤ 0, then all the points below and to the left
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Figure 2: Since the suplevel set Θ+ has to lie above or to the right of the ball,
we gain some extra distance to the boundary when moving in the diagonal
−I-direction. That is, Br(X) ⊆ Θ− ⇒ Br+t(X − tI) ⊆ Θ−
are in Θ−. The consequence is that the boundary Γ = ∂Θ∓ has to be like
a graph of a decreasing function and thus the distance to it changes strictly
along any strictly increasing line.
Let X ∈ S(n) and let t > 0. Assume first that F (X) ≤ 0 and set
0 ≤ r := dist(X,Γ) = −F˜ (X). We want to show that Br+t(X − tI) ⊆ Θ−.
To that end, let A ∈ Br+t(X − tI). Then
r + t > ‖A− (X − tI)‖
≥ |A−X + tI|
≥ λn(A−X) + t
which means that A < X + rI. See Figure 2. Moreover,
X1 := X +
r
r + t
(
A− (X − tI)) ∈ Br(X) ⊆ Θ−
if not r = 0 in which case X1 = X . In either way, F (X1) ≤ 0. Next,
A−X1 = t
r + t
(
A− (X + rI)) < 0
and F (A) ≤ 0 by ellipticity at 0. Therefore, Br+t(X − tI) ⊆ Θ− and
F˜ (X − tI) = − dist(X − tI,Γ) ≤ −(r + t) = F˜ (X)− t.
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If F (X) > 0 and X − tI ∈ Θ+, we set 0 ≤ r := dist(X − tI,Γ) and note
that X = (X − tI) + tI. A suitable change of signs in the above proof then
yields Br+t(X) ⊆ Θ+ and thus
F˜ (X − tI)− F˜ (X) = dist(X − tI,Γ)− dist(X,Γ) ≤ r − (r + t) = −t.
Finally, if X ∈ Θ+ and X − tI ∈ Θ−, we choose t0 ∈ [0, t] so that
X0 := X − t0I ∈ Γ. Then F˜ (X0) = F˜ (X − t0I) = 0 and
F˜ (X − tI)− F˜ (X) = F˜ (X0 − (t− t0)I)− F˜ (X0)
+ F˜ (X − t0I)− F˜ (X)
≤ −(t− t0)− t0 = −t
by the above cases.
To show that F˜ is elliptic we use a similar, but simpler, argument. Let
X ≤ Y and assume first that F (Y ) ≤ 0. Then 0 ≤ r := dist(Y,Γ) = −F˜ (Y ).
If r = 0, then F˜ (X) = − dist(X,Γ) ≤ 0 = F˜ (Y ) since F (X) ≤ 0 and thus
X ∈ Θ−.
For r > 0 we have Br(Y ) ⊆ Θ−. We claim that also Br(X) ⊆ Θ−: Let
A ∈ Br(X). The point Y1 := A + Y −X satisfies ‖Y1 − Y ‖ = ‖A−X‖ < r
and thus Y1 ∈ Br(Y ) and F (Y1) < 0. Since A = Y1 + X − Y ≤ Y1, the
0-ellipticity of F then yields F (A) < 0 and we have that Br(X) ⊆ Θ−. It
follows that
F˜ (X) = − dist(X,Γ) ≤ −r = F˜ (Y ).
Next, let Y ∈ Θ+. If X ∈ Θ−, then F˜ (X) ≤ 0 < F˜ (Y ), and if X ∈ Θ+ we
can repeat the proof above with X and Y interchanged to get the result.
Note that F˜ can also be written as
F˜ (X) = dist(X,Θ−)− dist(X,Θ+)
and that the last part of the proof, shows that each “half” is elliptic as well.
In particular, if X ≤ Y , then
− dist(X,Θ+) ≤ − dist(Y,Θ+). (3.4)
4 Matrix inequalities
In Proposition 2.3 and 2.4 we used the general result in Corollary 4.1 (i)
stated below. Part (ii) is a sort of converse, and will be needed in the proof
of the Theorem. We remark that similar computations are conducted in
[Cra97], but then it is for a different purpose.
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Proposition 4.1. Let X, Y ∈ S(n) and let α, β > 0.
(a) If λn(X) < β and X
(
I − 1
β
X
)−1
≤ Y , then[
X 0
0 −Y
]
≤ β
[
I −I
−I I
]
. (4.1)
(b) If |X| < α, then
X +
1
3α
X2 ≤ X
(
I − 1
2α
X
)−1
≤ X + 1
α
X2. (4.2)
(c) If [
X 0
0 −Y
]
≤ β
[
I −I
−I I
]
,
then X
(
I − 1
2β
X
)−1
≤ Y .
The two most important applications of the Proposition are gathered in
the following Corollary. We have not made any effort to make the inequalities
sharp since the specific values of the constants will turn out to be immaterial.
Corollary 4.1. (i) If |X| < α, then[
X 0
0 −(X +X2/α)
]
≤ 2α
[
I −I
−I I
]
.
(ii) If
−3k
[
I 0
0 I
]
≤
[
X 0
0 −Y
]
≤ 3k
[
I −I
−I I
]
,
then
X +
1
12k
X2 ≤ Y.
The first part follows from the right-hand side inequality in (b), and by
(a) with β = 2α and Y = X +X2/α. The second part follows from (c) with
β = 4k, and by the left-hand side inequality in (b) with α = 4k since then
|X| ≤ 3k < 4k.
Proof of the Proposition. (a): Observe first that(
I − 1
β
X
)−1
− I =
(
I − 1
β
X
)−1(
I −
(
I − 1
β
X
))
=
1
β
X
(
I − 1
β
X
)−1
(4.3)
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which by assumption is less or equal to Y/β.
Let
[
ξ
η
]
∈ R2n. Since I − 1
β
X is positive, the expression
[
ξT ηT
]([X 0
0 −Y
]
− β
[
I −I
−I I
])[
ξ
η
]
= β
(
−ηT
(
I +
1
β
Y
)
η − ξT
(
I − 1
β
X
)
ξ + 2ηT ξ
)
,
considered as a quadratic function of ξ, is maximized at ξ = (I − X/β)−1η
with value
βηT
((
I − 1
β
X
)−1
− I − 1
β
Y
)
η ≤ 0.
(b): Let k be either 1 or 3. With a little algebra, one finds that
X
(
I − 1
2α
X
)−1
−
(
X +
1
kα
X2
)
=
X2
2kα
(
I − 1
2α
X
)−1(
(k − 2)I + 1
α
X
)
.
The result then follows since these are all commuting matrices, the two first
factors are non-negative, and since the last factor is positive for k = 3 and
negative for k = 1.
(c): The matrix I − X/(2β) is positive since λn(X) ≤ β < 2β. The
right-hand side matrix in (c) is non-negative, so the inequality continues to
hold with 2β instead of β. That is,
0 ≤ [ξT ηT ](2β [ I −I−I I
]
−
[
X 0
0 −Y
])[
ξ
η
]
= 2β
(
ηT
(
I +
1
2β
Y
)
η + ξT
(
I − 1
2β
X
)
ξ − 2ηT ξ
)
.
When choosing ξ = (I −X/(2β))−1η, it follows that
0 ≤ 2βηT
(
I +
1
2β
Y −
(
I − 1
2β
X
)−1)
η
for all η ∈ Rn. Thus, X
(
I − 1
2β
X
)−1
≤ Y by the same computation as in
(4.3).
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5 Proof of the Theorem
The standard tool when proving comparison principles is the Theorem of
Sums or Ishii’s Lemma. It produces points in the sub- or superjet closures
J
2,∓
wi(xˆi) ⊆ Rn × S(n) at a critical point (xˆ1, . . . , xˆN ) for a sum of semi-
continuous functions wi(xi) in Ω × · · · × Ω. The result is a corner-stone in
the viscosity theory and relies on the use of sup/inf-convolutions and, ulti-
mately, on Alexandrov’s theorem which states that a convex function is twice
differentiable almost everywhere. We shall not go into the details here, but
rather restate the result in a simple form that suffices for our needs. For the
definitions and proof, we refer to Section 2 and 3 of [CIL92].
Lemma 5.1 (Theorem of Sums). Let Ω ⊆ Rn be a domain. Suppose that
v ∈ USC(Ω), u ∈ LSC(Ω), and assume that (xk, yk) ∈ Ω×Ω is a maximum
point of
v(x)− u(y)− k
2
|x− y|2, k = 1, 2, . . . ,
in Ω× Ω. Then there are matrices Xk, Yk ∈ S(n) such that(
k(xk − yk), Xk
) ∈ J2,+v(xk) and (k(xk − yk), Yk) ∈ J2,−u(yk),
and where
− 3k
[
I 0
0 I
]
≤
[
Xk 0
0 −Yk
]
≤ 3k
[
I −I
−I I
]
(5.1)
in S(2n).
Viscosity solutions can be defined from the point of view of sub- and
superjets. In particular, if v is a, say, subsolution to an elliptic equation
F (Hw,∇w,w, x) = 0 in Ω, and (p,X) is in the superjet J2,+v(x0) for some
x0 ∈ Ω, then F (X, p, v(x0), x0) ≥ 0. However, in order to come to the same
conclusion when (p,X) is only in the superjet closure J
2,+
v(x0), we need F
to be continuous, or at least upper semicontinuous. There are no regularity
assumptions on our operators, so the next result is important.
Proposition 5.1. The condition (1.1) implies that x 7→ dist(X0,Θ+(x)) is
continuous in Ω for each fixed X0 ∈ S(n).
Proof. Fix X0 ∈ S(n), x0 ∈ Ω, and a small t0 > 0. For x ∈ Bt0(x0), choose
Wx ∈ Θ+(x) such that dist(X0,Θ+(x)) = ‖X0 −Wx‖ and set
R0 := sup
x∈Bt0 (x0)
dist(X0,Θ+(x)) = sup
x∈Bt0(x0)
‖X0 −Wx‖.
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Then
|Wx| ≤ |X0|+ |X0 −Wx| ≤ |X0|+R0
for all x ∈ Bt0(x0).
By the general triangle inequality
dist(A,Θ) = inf
Y ∈Θ
‖A−B+B−Y ‖ ≤ ‖A−B‖+ inf
Y ∈Θ
‖B−Y ‖ = ‖A−B‖+dist(B,Θ),
we get that for each δ ≥ 0,
dist(X0,Θ+(y)) ≤ ‖X0 −Wx − δW 2x‖+ dist
(
Wx + δW
2
x ,Θ+(y)
)
≤ dist(X0,Θ+(x)) + δ‖W 2x‖+ dist
(
Wx + δW
2
x ,Θ+(y)
)
.
Interchanging x and y then yields, for 0 < t ≤ t0,
sup
x,y∈Bt(x0)
| dist(X0,Θ+(x))− dist(X0,Θ+(y))|
≤ sup
w,z∈Bt(x0)
δ‖W 2w‖+ dist
(
Ww + δW
2
w,Θ+(z)
)
Now choose δ := |w−z|
2
2t
. Then, when 2t ≤ 1
|X0|+R0
, we have that
|Ww||w − z|2 < (|X0|+R0)4t2 ≤ 2t and |w − z|
2
2t
≤ 2t.
Thus,
sup
x,y∈Bt(x0)
| dist(X0,Θ+(x))− dist(X0,Θ+(y))|
≤ 2tn2(|X0|+R0)2 + sup
w,z∈Bt(x0)
W∈Θ+(w)
|W ||w−z|2<2t
dist
(
W +
|w − z|2
2t
W 2,Θ+(z)
)
which goes to zero as t→ 0.
The following technical result is convenient to have at hand.
Lemma 5.2. Let w ∈ USC(Ω) in a domain Ω ⊆ Rn with w|∂Ω ≤ 0. If
w > 0 somewhere in Ω, there is a quadratic
φ(x) = a+ bTx− δ
2
|x|2, a ∈ R, b ∈ Rn, δ > 0,
touching w strictly from above at some point x0 ∈ Ω. That is, φ(x0) = w(x0)
and φ > w in Ω \ {x0}.
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Proof. Set β := maxΩ w > 0 and let R > 0 be so large so that Ω ⊆ BR(0).
Next, let δ := β/R2 and put
c := max
y∈Ω
(
w(y) +
3δ
4
|y|2
)
. (5.2)
Consider the function
ψ(x) := c− 3δ
4
|x|2
which obviously is greater or equal to w in Ω. Also, c ≥ β, so the maximum
in (5.2) must be obtained at an interior point x0 ∈ Ω since, for η ∈ ∂Ω we
have
w(η) +
3δ
4
|η|2 ≤ 3β
4R2
|η|2 ≤ 3
4
β < c.
Thus, ψ(x0) = w(x0), and we may take φ(x) := ψ(x) +
δ
4
|x− x0|2.
We are now ready to assemble the proof of the Theorem. Since our
equations are independent of the gradient, we slightly abuse the notation
and consider the semi jets as subsets of S(n) instead of Rn × S(n). Recall
from Proposition 3.2 that the signed distance function
F˜ (X, x) :=
{
dist(X,Γ(x)), if X ∈ Θ+(x),
− dist(X,Γ(x)), if X ∈ Θ−(x),
= dist(X,Θ−(x))− dist(X,Θ+(x))
is elliptic and that
F˜ (X − τI, x)− F˜ (X, x) ≤ −τ, τ ≥ 0.
Let u and v be super- and subsolutions to the equation F (Hw, x) = 0,
respectively. Assume that v|∂Ω ≤ u|∂Ω and suppose to the contrary that
v > u somewhere in Ω. If v − u ∈ USC(Ω), Lemma 5.2 provides a test
function φ touching v − u strictly from above at some point x0 ∈ Ω. Setting
uˆ(x) := u(x) + φ(x)
yields
v(x0)− uˆ(x0) = 0 and v − uˆ < 0 in Ω \ {x0}.
For k = 1, 2, . . . , let (xk, yk) ∈ Ω× Ω be the maximum point of
v(x)− uˆ(y)− k
2
|x− y|2.
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By compactness we may assume, by taking a subsequence if necessary, that
(xk, yk) converges to some point (x
∗, y∗) in Ω× Ω as k →∞. Since
v(xk)− uˆ(yk)− k
2
|xk − yk|2 ≥ v(x0)− uˆ(x0) = 0
and v − uˆ is bounded above by semicontinuity, it follows that x∗ = y∗.
Moreover, by rearranging and taking the limsup of
0 ≤ k
2
|xk − yk|2 ≤ v(xk)− uˆ(yk)
we have
lim
k→∞
k|xk − yk|2 = 0 (5.3)
and v(x∗)− uˆ(x∗) = 0. Thus x∗ = x0 being the only touching point of v and
uˆ in Ω. In particular, (xk, yk) is eventually in Ω× Ω.
By Lemma 5.1 there are points Xk and Yˆk in the semi jet closures of v(xk)
and uˆ(yk) such that
−3k
[
I 0
0 I
]
≤
[
Xk 0
0 −Yˆk
]
≤ 3k
[
I −I
−I I
]
.
Since uˆ = u+φ, we may write Yˆk = Yk+Hφ(yk) = Yk−δI where Yk is in the
subjet closure of u(yk). That is, there are sequences (Yˆ
i
k ) = (Y
i
k − δI) and
(yik), i = 1, 2, . . . , where Y
i
k ∈ J−u(yik), and such that Y ik → Yk and yik → yk
as i→∞. This means that F (Y ik , yik) ≤ 0 so Y ik ∈ Θ−(yik), and
− dist(Yˆ ik ,Θ+(yik)) ≤ F˜ (Yˆ ik , yik)
= F˜ (Y ik − δI, yik)
≤ F˜ (Y ik , yik)− δ ≤ −δ.
We conclude from Proposition 5.1 that
δ ≤ dist(Yˆk,Θ+(yk))
for all k. Likewise, we have X ik ∈ Θ+(xik) so
0 = dist(X ik,Θ+(x
i
k))→ dist(Xk,Θ+(xk))
and Xk ∈ Θ+(xk).
Set
tk := 6k|xk − yk|2 + |xk − x0|+ |yk − x0|+ 1/k.
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Then xk, yk ∈ Btk(x0), |Xk||xk − yk|2 < 2tk, and 112k ≥ |xk−yk|
2
2tk
. Moreover,
from Corollary 4.1 (ii) we get
Yˆk ≥ Xk + 1
12k
X2k ≥ Xk +
|xk − yk|2
2tk
X2k .
Since tk → 0 as k →∞, and since the distance is decreasing ((3.4)) and con-
tinuous in the matrix argument, our condition (1.1) creates the contradiction
δ ≤ lim
k→∞
dist(Yˆk,Θ+(yk))
≤ lim
k→∞
dist
(
Xk +
|xk − yk|2
2tk
X2k ,Θ+(yk)
)
≤ lim
k→∞
sup
x,y∈Btk(x0)
X∈Θ+(x)
|X||x−y|2<2tk
dist
(
X +
|x− y|2
2tk
X2,Θ+(y)
)
= 0
which proves the Theorem.
6 A linear equation without superposition-
and comparison principles
When it comes to the comparison principle in linear elliptic equations
tr(A(x)Hw) = 0,
an immediate first observation is that A cannot be allowed to vanish at some
point in the domain. Because if A(x0) = 0, then the (sub)solution v ≡ 0 and
the lower semicontinuous supersolution
u(x) =
{
0, if x 6= x0,
−1, if x = x0.
constitute a counterexample. On the other hand, one should remember that
“≤” is only a partial ordering in S(n), so 0 ≤ A(x) 6= 0 does not imply
0 < A(x). That is, the equation does not necessarily have to be strictly
elliptic. Indeed, by Proposition 2.3 it is sufficient if A is on the form
A(x) =
m∑
i=1
qi(x)q
T
i (x)
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for some locally Lipschitz vector fields qi : Ω → Rn \ {0}, i = 1, . . . , m.
Our following example shows that the comparison principle may fail if the
Lipschitz condition is not met.
Consider the equation
x2/3wxx − 2(xy)1/3wxy + y2/3wyy = 0 (6.1)
in regions (0, 0) /∈ Ω of the plane. It can be written as tr (A(x, y)Hw) = 0
where A : R2 → S+(n) is given by
A(x, y) :=
[
x2/3 −(xy)1/3
−(xy)1/3 y2/3
]
.
By defining
q(x, y) :=
[
x1/3
−y1/3
]
we see that A(x, y) = q(x, y)qT (x, y) and A has constant rank one away
from the origin. Still, the equation (6.1) does not satisfy the hypothesis of
Proposition 2.3 in domains (0, 0) /∈ Ω ⊆ R2 because q/|q| is not Lipschitz at
the coordinate axes.
The reason for this choice of equation is that qT is, modulo a factor 4/3,
the gradient of Aronsson’s function
u(x, y) := x4/3 − y4/3
which is ∞-harmonic in the viscosity sense in R2. Therefore, u is also a
solution to the linear equation (6.1). To see this, assume that φ touches u
from, say, below at (x0, y0) ∈ R2 then ∇φ(x0, y0) = 43qT (x0, y0) as u is C1
and
tr
(
AHφ) = qTHφq = 9
16
∇φHφ∇φT = 9
16
∆∞φ ≤ 0
at (x0, y0).
We claim that the piecewise linear function
v(x, y) := |x| − |y|
is a solution to (6.1) as well. We only have to check on the coordinate axes.
There are no test functions touching from above on {x = 0} and there are no
touching from below on {y = 0}. Suppose therefore that φ touches v from
above at (x0, 0), x0 6= 0. Then φyy(x0, 0) can be arbitrarily negative, but
φxx(x0, 0) = lim
ǫ→0
φ(x0 − ǫ, 0)− 2φ(x0, 0) + φ(x0 + ǫ, 0)
ǫ2
≥ 0.
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Moreover, A(x0, 0) = x
2/3
0 e1e
T
1 and it follows that
tr
(
A(x0, 0)Hφ(x0, 0)
)
= x
2/3
0 φxx(x0, 0) ≥ 0.
Similarly, tr
(
AHφ) ≤ 0 at a touching point (0, y0) for test functions φ ≤ v.
We remark that v is not ∞-harmonic since the gradient of the test func-
tions does not necessarily align with the coordinate axes at the touching
points (x0, 0) and (0, y0).
Figure 3: The difference v − u has an interior maximum in Ω.
Now consider the two solutions u and v of (6.1) in the diamond-shaped
domain Ω given by |y| < min{x, 1 − x}. It is bounded by the four line
segments
ℓ±1 :=
{
(x, y) | y = ±x, 0 ≤ x ≤ 1/2} and
ℓ±2 :=
{
(x, y) | y = ±(1− x), 1/2 ≤ x ≤ 1}.
Both u and v are zero on ℓ±1 , and on ℓ
±
2 we have
u(x,±(1− x)) ≥ 2x− 1 = v(x,±(1− x)), 1/2 ≤ x ≤ 1.
This can be checked by using that u(1/2,±1/2) = 0 and u(1, 0) = 1, and that
x 7→ u(x,±(1 − x)) is concave. Therefore v|∂Ω ≤ u|∂Ω, and the comparison
principle is violated as, on the interior line (x, 0), 0 < x < 1,
u(x, 0) = x4/3 < x = v(x, 0).
Note that the vanishing of A at the boundary point (0, 0) is not the issue.
We can cut away the leftmost corner of Ω, add a small constant to u, and come
to the same conclusion. Also note that tr
(
A(x, y)(−tI)) = −(x2/3 + y2/3)t
is negative in Ω for all t > 0, and even uniformly when the corner is gone.
By this property, one can show that the maximum principle is valid for the
equation. The function v − u can therefore not be a subsolution and there
are no superposition principles in the equation (6.1) as well.
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