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Abstract
Probing the interactions between a mode-locked laser pulse and saturated rubidium vapor
with a pump–probe technique has resulted in observations of coherences within the atom
that persist longer than 150 ps. Quantum beats due to the interference between the 7S
and 5D5/2 energy states were observed by a four-wave mixing process. The difference
frequency between the 5D–5P3/2 and the 5P3/2–5S transitions was also observed for
interpulse delays up to 180 ps. The temporal evolution of the beat amplitude indicates the
existence of a superfluorescent process and a scattering process detected simultaneously
with the four-wave mixing process. A model was developed to explain the processes and
was used to predict the range of pulse parameters for which the scattering process and
four-wave mixing could be simultaneously detected.
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Chapter 1
Introduction
Mode-locked lasers, and the titanium-doped sapphire (Ti:Al2O3) laser in particular, have
spurred many recent scientific advances, including precise measurements of absolute
frequencies of optical radiation [1], generation of narrowband optical radiation near
1 THz [2], and the generation of coherent X-rays by high-order harmonic generation [3].
Mode-locked lasers emit a train of optical pulses with durations that are limited by the
gain bandwidth of the lasing medium; Ti:Al2O3 lasers have gain bandwidths of up to
450 nm and can support pulse durations shorter than 10 fs [4]. Although the energy in a
single pulse from a mode-locked Ti:Al2O3 oscillator is often less than 100 nJ, those pulses
can be amplified to have energies greater than 1 mJ at a repetition rate of 1 kHz, or more
than 2 J at a repetition rate of 10 Hz [5]. The peak irradiance of an amplified pulse is often
high enough to evoke a nonlinear optical response from the medium through which the
pulse propagates, enabling observations of efficient nonlinear optical processes like optical
frequency conversion [6].
The temporal duration and spectral bandwidth of a mode-locked laser pulse together
must satisfy the Fourier uncertainty principle [7], which states that the duration and
bandwidth of a pulse is bound by the relation
σt(|E(t)|2)× σf (
∣∣Eˆ( f )∣∣2) ≥ 1
4pi
, (1.1)
where E(t) and Eˆ( f ) represent the envelopes of the electric field of the pulse in the temporal
and spectral domains, respectively, and are normalized so the integrals of the squared
magnitudes of the envelopes in each domain equal one. Because the squared magnitudes
of the envelopes are also positive, they are mathematically identical to probability density
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functions with standard deviations defined as σt(|E(t)|2) and σf (
∣∣Eˆ( f )∣∣2). Defining the
width of the envelope as twice its standard deviation, 50 fs pulses from a mode-locked laser
must have a spectral bandwidth greater than 6.4 THz, in contrast to light from continuous
and Q-switched lasers, which often exhibit bandwidths less than 1 GHz.
A laser pulse with a spectral bandwidth sufficiently large to coherently excite multiple
stationary states of a quantum system can generate an interference that can be examined
to infer details about the system’s properties with temporal resolutions shorter than 1 ps.
The experiments described here involve measuring the quantum interferences between co-
herently excited stationary states with 60 fs laser pulses by observing the nonlinear optical
response of an atomic vapor. The 160 ps duration of the observation limits the smallest
measureable perturbation to about 20 GHz independent of the vapor temperature. The
short duration of the pulse allows for observations of the temporal history of perturbations
to the quantum system.
This thesis describes observations of nonlinear optical processes initiated by pulses
from a titanium-sapphire laser in saturated rubidium vapor. Quantum beats involving
the 7S, 5D, and 5P energy levels were observed via a pump–probe spectroscopic method
for vapor temperatures near 200 ◦C, which corresponds to atomic number densities near
9 · 1014 cm−3. Beat frequencies as high as 18.2 THz have been observed, and a 2.1 THz beat
has been observed to persist for delays longer than 160 ps, much longer than models based
on previous observations predicted.
1.1 Pump–Probe Spectroscopy
Preparing the quantum system in a known state and observing the response of the system
to a delayed excitation pulse can provide information about a variety of processes affecting
the system during the delay. The initial excitation that prepares the system in a known
state is known as the pump pulse, which, after a variable temporal delay, is followed
by a probe pulse that interacts with the system, and reveals information regarding the
evolution of the state. The pump–probe method is less sensitive to inhomogeneities in the
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excitation field than absorption or emission spectroscopic methods [8].
As early as 1967, pump–probe spectroscopy using mode-locked lasers measured organic
dye relaxation times as short as 20 ps [9]. The measurement of the relaxation time was
achieved by directing an attenuated pulse from a dye laser back through the laser gain
medium while monitoring the absorption within the dye. By repeating the measurement
for several pulse delays, at regular intervals corresponding to a 1 cm path length difference,
an estimate of the dye relaxation time was obtained.
Experiments with finer temporal resolutions showed some dyes decay through path-
ways with relaxation times as short as 60 fs [10]. By using a piezoelectric transducer, the
incremental delay between the pump and probe pulses was significantly shortened, and
the dye relaxation was observed to have a second time constant of approximately 5 ps.
Pump–probe spectroscopy with mode-locked lasers has since been used to observe
the transition states resulting from photodissociation, barrier reactions, and other photo-
induced chemical processes [11, 12, 13]. An energy level diagram detailing one method of
observing photodissociation is shown in Figure 1.1. The diagram shows molecular energy
levels involved when pumping that molecule from a bound ground state to a dissociative
excited state and monitoring the excited-state absorption as a function of interpulse delay
and probe wavelength. Part A shows the evolution of a molecular system as the pump
pulse (λ1) excites the molecule from a bound ground state to a lower dissociative state,
follwed by excitation by the probe pulse (λ2), which is tuned to match the energy difference
between the two dissociative states. Changing the probe pulse wavelength in such an
experiment would result in a spectral and temporal profile of photodissociation. By
examining the shapes of the absorption profiles as functions of interpulse delay, and
specifically the delay at which maximum absorption occurred, information about the
dynamics of the photodissociation can be inferred by correlating the absorption profile
with the probe wavelength.
3
Figure 1.1 Pump–probe absorption spectroscopy measurement of the transition region of
molecular dissociation. Part A: potential energy curves for a molecule with a bound
ground state and two dissociative states. Part B: the expected absorption as a function of
the interpulse delay for two probe pulse wavelengths. Reproduced from [11].
1.2 Nonlinear Optics in Alkali Vapors
Energy levels, interatomic perturbations, and other quantum mechanical properties of
alkali atoms have been precisely characterized by both experimental and theoretical
investigations [14, 15, 16]. The simplest alkali atom, the hydrogen atom, is one of the most
precisely known quantum mechanical systems with known forms for its wavefunctions
that accurately predict observed atomic properties [17]. Wavefunctions of more complex
alkali atoms can be approximated by appropriately modified hydrogen wavefunctions,
and have been used to predict atomic properties and verify atomic theories. Many optical
transitions between low-lying states of alkali atoms exhibit relatively strong nonlinear
optical phenomena because they have strong transition dipole moments [18], such as the
5S–5P3/2 transition in Rb, which has a transition dipole moment of 5.956 e a0 [19].
Nonlinear optical phenomena in alkali vapors have been studied since shortly after
the demonstration of the first laser, which allowed much higher optical intensities to be
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achieved than was possible prior to 1960. The strength of the nonlinear optical interaction
can be estimated by the magnitude of the third-order nonlinear susceptibility. Quantum
mechanical perturbation theory has been applied to calculate the frequency-dependent
third-order nonlinear susceptibility of alkali vapors [20], which directly led to the com-
putation of the rates of two- and three-photon ionization of those atoms [18, 21]. Later
calculations resulted in expressions for the third-order nonlinear susceptibility of mixtures
of alkali atoms with xenon atoms [22].
Observations of the competition in sodium between two distinct nonlinear optical
processes, four-wave mixing (FWM) and amplified spontaneous emission (ASE) [23],
has shown that FWM can prevent the occurrence of ASE for some range of electric field
strengths, despite calculations that show that the ASE process would have a higher gain
than the FWM process in the absence of any competing processes. Studies of nonlinear
interactions in potassium have demonstrated that the ASE process dominates FWM,
parametric FWM, and stimulated hyper-Raman scattering processes for higher pump
intensities [24]. Wave mixing in alkali vapors is still an area of active research [25].
1.3 Quantum Beat Spectroscopy
The wavefunction of a quantum system, Ψ, may be represented as
Ψ =∑
n
cnψn ,
where ψn is the wavefunction of the stationary state labeled by n, and cn is the complex
amplitude of state n. When at least two of the cn are nonzero, the system can exhibit
an interference as the superposition of states transitions to a new state and emits light.
When observing the temporal envelope of the total intensity of the transition between the
superposition and some other state, a sinusoidal modulation of the exponential decay is
observed, demonstrating the existence of a quantum beat. The frequency of the quantum
beat corresponds to the energy difference between the individual states comprising the
superposition. If the individual state from which the decay occurred could be determined
5
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Figure 1.2 An energy level diagram showing one method used to detect quantum beating.
from the experiment, perhaps by spectrally resolving the emitted light, then no observation
of the quantum beat is possible. A schematic energy level diagram illustrating a common
method used to detect quantum beating is presented in Figure 1.2. The method involves
simultaneously exciting two energy states, then observing the resultant intensity so that
the observation could not distinguish between the two relaxation pathways. The diagram
shows one specific case of such an observation, in which states a and b are excited, and
the resulting signal at ω4 is observed to monitor the quantum beat process. The earliest
quantum beat observations were performed by monitoring the fluorescence from two
or more excited states, which was measured by selecting a filter to pass the frequency
indicated by ω4 in the figure and using a photodetector to monitor the fluorescence decay
on an oscilloscope. Observations of the sinusoidal modulation of the exponential decay
confirmed the existence of the beat.
Simple spectroscopic methods commonly used to determine the values of atomic energy
levels in gases, such as absorption or emission spectroscopy, have minimum spectral reso-
lutions dependent on the distribution of atomic velocities within the test sample, and thus
on the temperature of the sample. That dependence arises because the observed frequency
of a transition between energy levels of a quantum system moving with respect to its
excitation or detection source is shifted from the levels observed for stationary systems, a
phenomenon known as the Doppler effect. The observed frequencies in quantum beat spec-
troscopy do not depend on the velocity of the quantum system, making it a “Doppler-free”
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spectroscopic method, which has a much finer resolution than the Doppler-broadened
emission line profile of the atomic vapors above room temperature.
Quantum beats were first observed in 1961 between Zeeman-split energy levels in
the Rb and Cs electronic ground states [26] using a combination of optical and radio
frequency excitation. Quantum beat optical spectroscopy initially involved observing
fluorescence from an excited manifold of atomic energy levels that exhibited a sinusoidal
variation dependent on the duration between excitation and observation [27, 28]. Emission
experiments detected spontaneous emission and recorded the time-dependence of the
fluorescence in real time with a photodetector, while absorption experiments used a
continuous light source of a different frequency to monitor the time-dependence of one of
the absorption lines in the atomic gas that is affected by quantum beating. Using sources
that had broader bandwidths resulted in observing quantum beats with increasingly higher
frequencies, such as the measurement of the energy difference between two hyperfine
states of the 7 2P3/2 energy level of the cesium-133 isotope [29].
In 1978, quantum beats were observed between Zeeman sublevels by scanning an exter-
nal magnetic field amplitude while fixing the delay between pump and probe pulses [30].
Other experiments have been performed using a pump–probe method in which two pulses
of light were directed into a medium with a variable relative delay and the variation in
absorption or emission was detected as the pump–probe delay was scanned through a
sufficiently wide range. The widths of the observed spectral lines using the latter form of
pump–probe quantum beat spectroscopy are dependent on the maximum delay for which
the quantum beat can be detected. By varying the delay between the pulses instead of
an external field amplitude, the observation of much higher quantum beat frequencies
became possible. For example, Rosker et al. observed a 6.7 THz quantum beat in the decay
of the organic dye molecule malachite green [10] with the latter method.
Quantum beats have been observed for probe delays of less than 8 ps in potassium and
rubidium vapors [31]. Broad-bandwidth pulses tuned to excite five states via two-photon
transitions—9D, 10D, 10S, 11S, 12S—prepared the atoms in a superposition of five states,
and quantum beats modulating two four-wave mixing processes simultaneously were
observed. Three quantum beat frequencies were observed simultaneously by monitoring
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the four-wave mixing interactions as a function of the pump–probe delay.
Quantum beating between the potassium 4P fine structure states has been observed by
detecting atomic multiphoton ionization [32]. Using that method, it was found that the
shape of the wavepacket was affected by the chirp of the pump pulse. It was theorized
that the chirp of the pump pulse caused the absolute phase of the wavepacket to shift, but
the detection method could not confirm that hypothesis.
A similar detection method has been used to observe quantum beats in diatomic ce-
sium [33]. However, the distributions of the molecular rotational and vibrational states
dephased the rovibrational wavepacket created by the pump pulse, which limited the
duration of the beat observation to the first few picoseconds, even though the estimated vi-
brational and rotational temperatures were near 50 K, much lower than room temperature.
Quantum beats have been observed in atomic rubidium by exciting the rubidium atoms
with a mode-locked pulse pair and detecting the fluorescence between the 6P and 5S
states [34]. The frequency of the observed beat corresponded to the frequency difference
between the 5S–5P3/2 and 5P3/2–5D optical transitions. The quantum beat, which was
observed over a 35-ps range, as shown in Figure 1.3, in both the forward and perpendicular
directions, was attributed to a free induction decay field caused by the distortion of
the pulse through the single-photon-resonant medium. Measurements of the temporal
intensity of the pulse after passing through the 5 cm long vapor cell showed that the pulse
envelope underwent a drastic change passing through the medium, which mirrored the
low frequency oscillations in Figure 1.3. The 473 fs oscillations of the recorded signal
are the beat, which was observed in the forward direction for three number densities
between 3 · 1012 and 3 · 1013 cm−3, as shown in part (a) with higher number densities
shifted upwards for clarity, and part (b) shows the fluorescence intensity as recorded
perpendicular to the excitation beam. The observations shown here also indicate a strong
dependence of the beat magnitude on the interpulse delay, reinforcing the conclusion that
the beat was detected by a free induction decay process. The above observation contrasts
with the observation of a nearly constant beat amplitude with pulse delays extending over
160 ps which will be described in Chapter 4.
A mathematical description based on the optical Bloch equations applied to the observa-
8
Figure 1.3 The 473 fs quantum beat corresponding to the frequency difference between the
5S–5P3/2 and 5P3/2–5S optical transitions was evident on observing the 420 nm
fluorescence from the 6P state as a function of the interpulse delay. Part (a) shows the
fluorescence observed in the forward direction for three number densities in decreasing
density from top to bottom. Part (b) shows the fluorescence in the perpendicular direction.
Reproduced from [34].
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tion of quantum beats by a four-wave mixing process in a pump–probe experiment [35]
showed that pulses with identical envelopes interact with the medium and a temporally
integrating detector would observe quantum beats that have three distinct phase compo-
nents in the third-order nonlinear susceptibility. A detailed theoretical analysis of quantum
beats for a single-photon-resonant transition in the weak-field limit has distinguished
between the many excitation paths leading to the observation of a beat signal [33] and
provided a framework based on Fermi’s golden rule that explains the dynamic processes
involved in the transitions. A density matrix treatment of the FWM process involving
the 7S and 5D atomic states in Rb vapor has been developed and solved by modeling
the excitation pulses as impulses, which showed that the origin of the quantum beat as
detected by FWM lies within the calculation of the third-order polarization [36].
Using excitation and detection parameters similar to the method described in this thesis,
indications of a pressure-dependent effect were observed through a transient analysis of
the FWM signal that were attributed to the effects of molecular dissociation on the four-
wave mixing process [37, 38]. In addition, sidebands modulating the observed quantum
beat were observed and attributed to a dipole–dipole interaction between atoms in the
vapor [39]. For certain intensities and vapor pressures, the four-wave mixing process
was found to compete with amplified spontaneous emission or stimulated hyper-Raman
scattering [40], which could be distinguished by the spatial profile of the emission or by
the polarization of the signal beam. In addition, the same quantum beat frequency has
been observed via a six-wave mixing process by monitoring the sum-frequency generation
of the residual probe pulse with either of two of the four generated fields [41].
The simultaneous observation of quantum beats corresponding to the difference fre-
quencies between the 5D and 7S levels and between the 5S–5P and 5P–5D transitions by
monitoring the coherent nonlinear optical processes initiated in Rb vapor by a titanium-
sapphire laser is reported below. The use of a single laser source simplified the light
emission and detection system when compared with other pump–probe experiments, and
allowed the use of standard broadband optics to combine and direct the beams into the va-
por. Quantum beats were detected by monitoring changes in the magnitude of the atomic
vapor’s nonlinear optical response as the pump–probe delay was varied. Compared
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to passively observing the spontaneous decay of an atomic ensemble, the pump–probe
method enables much higher frequencies to be observed. Instead of being limited by the
response of electronic instruments, the highest frequency observable is limited by the band-
width of the excitation laser. The excitation apparatus of the quantum beat in the current
experiments has been improved compared to previous quantum beat observations [38, 42],
reducing the effects of two expected noise sources in those experiments. Instead of making
use of self-phase modulation to broaden the pulse bandwidth and focussing the resultant
beam inside the vapor cell, a source with an inherently broader bandwidth was used and
the unfocussed beam was directed through the cell, resulting in a peak energy density
approximately equal to that of the focussed beam used in previous experiments. Chapter 3
discusses a new formalism based on a density matrix model that predicts pulse parameters
to maximize the visibility of the quantum beat process. Chapter 4 discusses the observation
of a quantum beat that clearly persists for longer delays than has been previously observed,
which is attributed to a Raman scattering process.
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Chapter 2
Experimental Technique
Pulses from a mode-locked Ti:Al2O3 oscillator were amplified to produce coherent optical
pulses with bandwidths suitable to simultaneously excite two electronic states of the
rubidium atom. As shown in Figure 2.1, each amplified pulse was passed through a
Michelson interferometer to create a pair of pulses with a computer-controlled interpulse
delay, which was then directed into the saturated Rb vapor. The quantum beating process
was monitored by measuring the magnitude of the coherent nonlinear optical response
from the vapor as the delay between the pulses was varied by moving one arm of the
interferometer. Further details of the pulse production and characterization systems and
the detection of the coherent nonlinear optical processes are presented below.
2.1 Femtosecond Pulse Characteristics
The electric field of a femtosecond pulse at a fixed position in space may be expressed as
E(t) = A(t) cos (φ0 + [ω0 +ωc(t)]t) , (2.1)
where A(t) is the temporal envelope of the pulse, φ0 is the carrier-envelope offset phase,
ω0 is the carrier frequency of the pulse, and ωc(t) represents the pulse chirp—a time-
dependent function that describes the variation of instantaneous frequency within the
pulse. If the pulse envelope varies slowly compared to the carrier frequency, the instanta-
neous frequency of the pulse is
ωi(t) = ω0 +ωc(t) , (2.2)
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Figure 2.1 Schematic representation of the optical systems used to generate the pump and
probe pulses.
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where ωc(t) is often represented by a Taylor series. Pulses for which the chirp is zero are
referred to as transform-limited pulses, indicating the pulse duration is minimized, as
determined by the Fourier transform of the pulse envelope. Often the largest contribution
to the instantaneous frequency is from the first term in the Taylor expansion, known as the
linear chirp term, and represented as
ωc(t) = at , (2.3)
where the linear chirp constant a is often expressed in units of rad/fs2. If the linear chirp
constant is positive, the pulse is said to have positive chirp, or to be up-chirped. Similarly, a
pulse with negative linear chirp has a negative constant, also referred to as a down-chirped
pulse.
The spectral description of the pulse is complementary to its temporal description.
Because the electric field is real-valued, the spectral content of the pulse can be completely
characterized by the positive frequency portion of the field’s Fourier transform, denoted
by E˜+(ω), with amplitude and phase defined as
E˜+(ω) =
∣∣E˜+(ω)∣∣ e−iφ(ω) . (2.4)
The magnitudes of the different orders of dispersion can be determined by expanding the
spectral phase into a Taylor series in angular frequency about the carrier frequency. The
group delay is defined by
τg = φ
′(ω0) , (2.5)
and is often expressed in fs. The group delay indicates the delay of the pulse with respect
to some fixed time, and is not of primary interest here. The group delay dispersion is
defined by
D2 =
1
2
φ′′(ω0) , (2.6)
often measured in fs2/rad, although often the radian unit is not stated explicitly. A pulse
can accumulate group delay dispersion when passing through a medium with a frequency-
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dependent refractive index that contains a linear component in the Taylor expansion of its
index. The bandwidth of many pulses is typically small enough that the refractive index is
nearly linear within the bandwidth of the pulse, so femtosecond pulses with a dominant
group delay dispersion component are common. The third-order dispersion is defined by
D3 =
1
6
φ′′′(ω0) , (2.7)
and is expressed in fs3/rad2. The mathematical relationship between the phases in the
temporal and spectral domains depends on the pulse envelope, but a positive chirp always
corresponds to a positive group delay dispersion [43]. Positive or negative group delay
dispersion can be added to a pulse with a pair of gratings or prisms, which will also
necessarily alter the shape of the temporal pulse envelope [44].
2.2 Femtosecond Pulse Generation
A schematic diagram of the pulse generation system is presented in Figure 2.1. A KMLabs
Griffin-W, a mode-locked Ti:Al2O3 oscillator pumped by a 3 W beam from a frequency-
doubled diode-pumped Nd:YAG laser with a 532 nm wavelength, produced optical pulses
at a repetition rate of 77 MHz. Each pulse produced by the oscillator had an energy of
2 nJ, a central wavelength of 770 nm, a full-width at half-maximum (FWHM) bandwidth
of about 20 nm, and a FWHM duration of 50 fs. The spectrum of the oscillator pulses was
controlled by tuning the positions of two prisms within the cavity, as well as adjusting the
position and width of a slit introduced to reduce the round-trip laser gain near 800 nm,
the natural peak of the Ti:Al2O3 spectral gain.
The pulses from the oscillator were amplified by a KMLabs Wyvern system, a regen-
erative amplifier that used downchirped pulse amplification in a cryogenically cooled
Ti:Al2O3 crystal. Within the regenerative amplifier, the pulses were first lengthened by
a grating pair to reduce their peak intensity, and pulses selected by a Pockels cell were
subsequently directed into an amplifier cavity. The amplifier was pumped by a 30 W
frequency-doubled beam from a Nd:LiYF4 Q-switched laser that operated at a repetition
15
rate of 1 kHz. The cavity included a Pockels cell that permitted amplification of the pulses
for a fixed number of passes through the amplifier crystal (usually about 10), then ejected
the pulse from the cavity. Finally, the amplified pulses were compressed by a second
grating pair, resulting in a transform-limited pulse with an energy of 500 µJ. Most impor-
tantly, the spectrum of the pulses ejected from the amplifier was tuned to have a central
wavlength of 770 nm with a bandwidth of 20 nm, which enabled efficient excitation of the
coherence between the 7 2S and 5 2D states of rubidium.
The chirp, and therefore the duration, of the amplified pulses was minimized by varying
the amount of excess chirp added to the pulses by the grating pair before undergoing
amplification while maximizing the second harmonic generation in a BBO crystal. The
chirp was altered by tuning the grating pair away from that maximum efficiency point,
and measuring the chirp with a FROGScan device, which will be described in Section 2.4.
The pulse energy was stabilized primarily by adjusting the pulse energy of the Nd:LiYF4
laser pumping the amplifier cavity, and secondarily by adjusting the round-trip time of
the amplified pulse within the cavity.
The oscillator and amplifier, and indeed the entire experiment, was located in a temper-
ature- and humidity-controlled environment operating as a class 10 000 clean room. The
temperature and relative humidity were nominally set to 77 ◦F and 30%, respectively, prior
to each experiment. Because the signal showed prominent artifacts corresponding to the
activation of the temperature control system, the temperature control was disabled during
each experimental run.
2.3 Pump and Probe Pulse Production
A Michelson interferometer, shown schematically in Figure 2.1, was used to split each
amplified pulse into a pair of identical pulses. Although not shown in the schematic
representation, the interferometer was designed so each pulse would encounter the same
number and types of surfaces to minimize any distortion that could have been introduced
by an asymmetric optical path. The delay between the pulses was controlled by fixing the
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Figure 2.2 Expected magnitude of quantum beat signal resulting from a stage with the
indicated position error.
length of the movable arm with a computer-controlled linear stage, and the position of the
zero delay was determined by observing the autocorrelation trace of the pulse pair.
The stability of the position of the movable stage was crucial to observing the quantum
beat signal. Modeling the position error as a normally distributed random variable
indicated that increasing position error did not alter the spectral shape, but that the
observed beat magnitude decreased rapidly with increasing position error, as shown in
Figure 2.2, which was calculated based on the quantum beat signal at 18.2256 THz. Error
models accounting for a position error bias in the interferometer are expected to show the
spectrum of the quantum beat to be modified, whether by increasing the bandwidth of the
detected peak or by the introduction of spurious peaks to the spectrum.
The above simulation indicated that a position error of less than 3 µm was absolutely
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Figure 2.3 Schematic representation of the scanning FROG system that measured the
properties of the pump and probe pulses.
necessary, and that a standard error of less than 1 µm was desirable. The Aerotech ATS100
linear stage that was used in these experiments was specified to have a maximum reposi-
tioning accuracy error of 2 µm over its 15 cm range of travel. If the accuracy error were
distributed uniformly over that interval, the standard deviation of the error would be
1.15 µm, which would correspond to an observed peak that was 70% of the maximum
value.
2.4 Femtosecond Pulse Characterization
A scanning frequency-resolved optical gating (FROG) device, designed and built by Mesa
Photonics, was used to measure the temporal and spectral characteristics of the pulses.
The FROG device contained a separate Michelson interferometer that overlapped the two
pulses in a nonlinear crystal, as shown by the schematic diagram of Figure 2.3. Upon
entering the device, each pulse was split into two identical pulses by a beamsplitter. One
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pulse was directed toward a series of fixed optics and focused into a BBO crystal at an
angle of about 10◦ with respect to the vertical axis of the crystal. The other pulse was
reflected off a retroreflector set on a movable stage and focused in the BBO crystal at an
angle of about −10◦ with respect to the vertical axis of the crystal. The efficiency of the
wave mixing process within the crystal was optimized by fixing the horizontal rotational
angle of the crystal to maximize the generated signal.
The crystal generates frequency-doubled pulses that exist near the axis of each beam,
which are due to the interaction between each separate beam and the crystal. A third
output beam from the crystal was generated in the middle of the other two beams when
the pulses overlapped temporally and spatially within the crystal, which resulted from the
interaction of the combination of the two input beams with the crystal. This third output
beam was measured by monitoring its spectra at several positions of the the movable
stage to vary the temporal overlap of the pulses within the crystal, and thus provided all
the necessary information to calculate the electric field of the input pulse using a FROG
algorithm [45]. The light along the path of each beam was blocked by an iris to prevent
interference with the spectral measurement of the mixed pulses. Because the scanning
FROG device required the movable stage to be set at different positions to retrieve the full
characterization of the electric field, the resulting measurement was essentially averaged
over several thousand pulses. Methods that characterize pulses by measuring only a single
pulse exist, but because the pulses used in the experiments were assumed to be identical,
the averaging performed by the FROGScan was desirable to more accurately characterize
the pulses.
The results of two measurements taken with the FROGScan device are shown in Fig-
ure 2.4. The left side of the figure shows a nearly transform-limited pulse, while the
measurement on the right was of a pulse with a chirp of −850 fs2. Ideal FROG traces from
the FROGScan are symmetric about the vertical axis, and thus traces of pulses with excess
chirp are more difficult to identify without a chirp-free reference. Using the FROGScan to
reduce the chirp of the pulse was done by minimizing the temporal duration as monitored
by the FROG trace, which can be quickly estimated by observing the horizontal extent of
the measured pulse.
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Figure 2.4 Two pulse measurements taken with the FROGScan device. On the left, a pulse
with minimal chirp. On the right, a pulse with −850 fs2 chirp.
The envelopes of the electric field for pulses with two different chirps is shown in
Figure 2.5. The pulse with larger chirp is necesarily longer than the transform-limited
pulse, as shown in the plot. The chirp of the pulses was measured by fitting the spectral
phase of the pulse, as measured by the FROGScan, to a suitable polynomial, as shown in
Figure 2.6. The coefficient of the second-degree term of the fit polynomial was the chirp of
the signal. The measured phase of the nearly-transform-limited pulse shown in Figure 2.6
was found to fit well to a fourth-degree polynomial, perhaps because the contributions
from lower orders were well-compensated but higher-order processes were not. Pulses
with deliberate excess chirp were found to fit well to a second-order polynomial, as shown
in the figure.
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Figure 2.5 Measured temporal electric field amplitudes for two pulses of different chirps.
2.5 Atomic Vapor Preparation
The rubidium vapor was contained inside a fused silica cell in an aluminum enclosure
lined with fire brick insulation and heated with resistive heating elements placed near
the top and bottom of the enclosure. A schematic diagram of the quartz vapor cell and
enclosure, along with the optical detection system, is shown in Figure 2.7. The cell body
consisted of a tube of inner diameter 9 mm, having a length of 30 mm along the optical axis,
and capped with 2 mm thick windows inclined at an angle of 11◦ to prevent reflections
from interfering with the experimental signal. The stem of the cell, which served as a
temperature reference, had a 2 mm inner diameter and a length of approximately 50 mm.
The thickness of the fused silica used for the cell was 2 mm.
The temperature of the cell was controlled by passing current from two independent
21
Figure 2.6 Measured spectral phases and polynomial fits.
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Figure 2.7 Schematic diagram of the heater used to prepare the atomic vapor at a specific
temperature, along with several of the optical diagnostic instruments.
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variable-voltage supplies through a set of on-off controllers to the resistive heating ele-
ments. The controllers determined whether to pass or block the current by a proportional-
integral control calculation that was updated at a frequency of 3 Hz. Absolute temperatures
were estimated to be accurate to within 2 K based on the long-term stability of the temper-
ature measurements and the specified measurement system accuracy of 1 K. In an effort to
reduce the reaction rate between the alkali vapor and the cell windows, the temperature
as recorded by the top thermocouple was set about 20 ◦C above the temperature recorded
by the bottom thermocouple, in an attempt to confine any condensation to the stem of
the cell rather than on the windows. The temperature of the vapor in the middle of the
cell was inferred from those two thermocouple readings using known relations based
on prior measurements [37]. The cell and enclosure were allowed to equilibrate at the
set temperature for at least 30 minutes prior to taking data. The vapor pressure within
the cell was calculated [46] and converted to number density according to the ideal gas
law. For the range of number densities encountered in the experiments, the ideal gas
approximation is expected to be accurate, as shown in Appendix A.
The 1 ms delay between pulse pairs was long enough for the excitation of the coherences
to decay, as nearly all the excited rubidium atomic coherences have lifetimes of less than
30 ns, thus ensuring the vapor returned to thermodynamic equilibrium well before the
subsequent pump pulse. In addition, the recombination lifetime of any ions produced by
the pulses is expected to be less than 10 µs [47], which is still much shorter than the 1 ms
interpulse period of the laser source.
2.6 Atomic Perturbations
Perturbations to the atomic energy levels caused by neighboring atoms could result in
either a broadening or splitting of the quantum beat spectral lines, depending on the type
of perturbation. Long-range forces from neighboring atoms may perturb the atomic energy
levels, causing a diffuse peak offset from the atomic peak [48]. To estimate the magnitude
of the perturbation due to long-range forces, the distance between neighboring atoms
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must first be estimated. To relate the number density to the mean internuclear separation,
the ideal gas approximation was used, which assumes the gas to be purely monatomic and
the atoms to act like noninteracting point particles. Within the ideal gas approximation,
the average internuclear separation is related to the number density [49] by
〈R〉 = Γ(4/3)
(
4piN
3
)− 13
, (2.8)
where N is the number density, and Γ is the Gamma function, where Γ(4/3) ≈ 0.893.
Number densities in the experiments described here range from approximately 1013 cm−3
to 1016 cm−3, corresponding to mean internuclear separations between 67 nm and 670 nm.
Interatomic perturbations for interatomic separations large enough that the atomic orbitals
do not appreciably overlap are typically expanded in a power series in R−1, the inverse of
the internuclear separation, as
V = ∑
n>2
Cn
Rn
. (2.9)
The modified LeRoy radius, which accounts for the overlap of electronic wavefunctions of
differing angular momentum, establishes the minimal internuclear separation at which this
expansion is valid [50]. The maximum modified LeRoy radius for the Rb states involved
in these experiments is much less than 67 nm, the minimum internuclear separation
investigated in these experiments, implying that the power series expansion is valid for
the range of separations corresponding to experimental observations. Furthermore, for
separations greater than 50 nm, the perturbation due to the dipole–dipole force, which has
the form
V =
C3
R3
, (2.10)
dominates the interatomic perturbation between states which have dipole-allowed tran-
sitions, where C3 is proportional to the square of the transition dipole moment between
the states of each atom. The next-strongest perturbation is due to London dispersion
forces, which vary with internuclear separation as R−6, but since the magnitude of those
perturbations was estimated to be much too small to observe in our experiment, dispersion
forces were ignored. The dominant contribution to the force felt by a particle is due to
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the nearest particle [49], so the magnitude of the perturbation experienced by the atom is
approximately the magnitude of the perturbation due to the nearest neighboring atom.
Among the rubidium states involved in the quantum beat detection, the largest transition
dipole moment is that of the 5 2D5/2–6 2P3/2 transition. At the minimum mean internu-
clear separation noted above, the dipole–dipole force between an atom in the 5 2D5/2 state
and one in the 6 2P3/2 state would cause a perturbation of 2.5 GHz.
Collisions between atoms in the vapor also affect the observed signal by reducing the
coherence time, and thus broadening the observed spectral line. The mean speed and the
mean free path of the atoms, two quantities that depend on the temperature of the vapor,
were calculated to determine the collision frequency. The mean speed of the atoms in the
vapor is
〈|v|〉 =
√
8kT
pim
, (2.11)
where k is the Boltzmann constant, T is the absolute temperature of the vapor, and m is
the mass of the atom. Atoms under typical experimental conditions have mean speeds of
about 340 m/s, meaning each atom travels about 70 nm in the maximum interpulse time
delay of 200 ps, and about 30 cm between each successive pump pulse. The mean free path
of the atoms is
λ =
1√
2pid2N
, (2.12)
where d is the diameter of the atom, and N is the number density of the vapor. The
collision frequency is the ratio of the mean speed to the mean free path,
νcol = 4Nd2
√
pikT
m
. (2.13)
The mean time between collisions is the reciprocal of the collision frequency, which
is typically on the order of 3 µs for the range of temperatures and pressures in these
experiments. Thus, the average number of collisions experienced by an atom in the vapor
between the pump and probe pulses is much less than one, so any potential effects due to
atomic collisions were ignored.
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2.7 Signal Generation and Detection
The unfocused pump and probe pulses were directed into the atomic vapor cell. Assuming
the temporal and spatial profiles of the pulse had Gaussian shapes, the peak irradiance
can be related to the pulse energy by
Ipeak =
4W
piτpw20
, (2.14)
where W is the pulse energy, and τp is the FWHM pulse duration. The pulses interacted
with the vapor to produce a coherent optical signal with a wavelength near that of the
6p→ 5s transition of the rubidium atom. The beam diameter was approximately 8 mm,
corresponding to an approximate peak irradiance of 2 · 1010 W/cm2.
Although the threshold pulse energy varied with the beam and pulse characteristics
and with the density of the atomic vapor, for input pulse energies below 100 µJ, no 420 nm
signal was observed. The maximum energy observed in the signal under any condition
was measured to be less than 1% of the energy of the probe pulse, so two glass filters were
used to prevent stray light from the excitation pulses being detected by the photomultiplier
tube (PMT) along with the signal.
Several experimental clues indicate the specific processes responsible for the observed
beam. No radiation in the backward direction was detected, and the observed beam in
the forward direction had the same divergence as the excitation beams, which led to the
conclusion that the beam was the result of a wave mixing or scattering process. The delay
between the generated pulses and the excitation pulses was observed to be less than the
resolution of the photodiode used to detect the pulses–about 1 ns. This result implies
that the generated pulses had no dependence on an amplified spontaneous emission
process because the ASE would have been delayed with respect to the excitation pulses by
about 10 ns, the excited state lifetime. Detailed analysis of similar excitations in potassium
vapor with a helium buffer indicated two processes that could produce the observed
radiation [24], a parametric four-wave mixing process (PFWM) and a four-wave mixing
process aided by stimulated Raman scattering (SRS). If the radiation was primarily due to
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PFWM, the ratio of the energies of the generated signal and idler pulses would be equal to
the ratio of the central frequencies of those pulses and both generated frequencies would
only be visible in the forward direction. If, on the other hand, the pulse generation in
the vapor was aided by SRS, the idler beam would be visible in both the forward and
backward directions. Because of the difficulties in detecting the mid-infrared radiation
generated as the idler pulse, which had a central wavelength of about 4.6 µm, the spatial
properties of the idler beam were not confirmed. The aforementioned study concluded
that the parametric four-wave mixing process was secondary to the SRS-assisted FWM
process when the excitation intensity exceeded about 6 MW/cm2 and that the competition
between those processes was highly dependent on the details of the excitation. A similar
process appears to be dominant in the present experiments.
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Chapter 3
Atomic Response
The wavefunction of a quantum system may be represented as
Ψ(r, t) =∑
s
cs(t)ψs(r) , (3.1)
where the set of functions represented by ψs constitutes a basis, and the probability that
the system is in quantum state s is |cs(t)|2. A low-density atomic vapor is an ensemble
of weakly interacting quantum systems (atoms). Determining the wavefunction of each
atom is not feasible, but the optical response of the ensemble of atoms can be calculated by
representing the temporal evolution of the statistical distribution of quantum states with a
density matrix. The density matrix representation is able to model atomic collisions and
coherences as well as the perturbations due to an optical field. An ensemble of quantum
systems has density matrix elements that are defined as
ρnm(t) = c∗m(t)cn(t) , (3.2)
where the cn(t) and cm(t) coefficients are the coefficients in Equation 3.1, and the bar
indicates that the matrix elements represent an average over the ensemble of quantum
systems. The probability that any particular atom in the ensemble is in a particular state
is encoded in the diagonal elements of the density matrix; the off-diagonal elements
are measures of the strength and phase of the coherent superposition between the two
corresponding states, and are known as coherences between the two states. The temporal
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evolution of the density matrix elements is governed by the differential equations
ρ˙nm =
i
h¯
(ρH − Hρ)nm − γnmρnm , for n 6= m
ρ˙nn =
i
h¯
(ρH − Hρ)nn + ∑
Em>En
Γnmρmm − Γnρnn ,
(3.3)
where H is the Hamiltonian of the system, γnm is the dipole dephasing rate, En is the
energy of state n, and Γnm is the spontaneous emission rate from state n to state m. The
decay terms in the differential equations are related to total decay rates by
Γn = ∑
Em<En
Γmn (3.4)
γnm =
1
2
(Γn + Γm) + γ
(col)
nm , (3.5)
where γ(col)nm is the dipole dephasing rate due to collisions.
The dipole approximation of the perturbation due to the incident optical field is
H = H0 − µ · E(t) , (3.6)
where µ is the matrix of atomic transition dipole moments. The angle between the polar-
ization of the electric field and the orientation of the transition dipole moments determines
the relative strength of the coupling to the field. Because the pump and probe pulses are
assumed to both have identical linear polarizations, and because the interpulse delay is so
short that, on average, no collisions occur during the delay between the pump and probe
pulses, the polarization of the probe is aligned with the transition dipole moment.
The induced polarization of the atomic vapor due to the incident electric field is related
to the density matrix by
P(t) = N Tr (ρµ) , (3.7)
where N is the number density of atoms in the vapor, and Tr is the matrix trace operator.
The radiant exitance, the power density of radiant flux exiting the vapor [51], due to the
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induced polarization is
M(t) =
c
2
|P(t)|2 = c
2
N2 |Tr (ρµ)|2 , (3.8)
and the quantity measured by the detection system is the integration of the radiant exitance
over the temporal domain. The following sections explain the relationship between the
measured signal and the atomic response.
3.1 Atomic Energy Levels
Atomic energy states are labeled by a set of quantum numbers that represent each par-
ticular state and denote its structure. Among the low-lying electronic states of the alkali
atoms, ignoring all perturbations weaker than fine-structure effects, each state is labeled
according to Russell-Saunders notation by the quantum numbers
n 2S+1LJ , (3.9)
where n is the principal quantum number, S is the spin angular momentum quantum
number, L is the orbital angular momentum quantum number, and J is the total angular
momentum quantum number. The magnitude of the angular momentum of a state with
associated angular momentum quantum number M is h¯M
√
M+ 1, and the component
along the its axis of symmetry is h¯M. The labels for the spin and total angular momentum
are numeric, but the label for the orbital angular momentum follows the sequence S, P,
D, F, G, H, ... for the corresponding values of orbital angular momentum 0, 1, 2, 3, 4, 5,
... . Quantum numbers unneccesary to more precisely identify the specific state may be
omitted.
In the lower energy levels of alkali atoms, only the valence electron is involved in optical
transitions; therefore, the spin quantum number S is 12 , the magnitude of the spin of an
electron. The total angular momentum quantum number of such a state must equal L± 12 ,
depending on the relative orientations of the spin and orbital angular momenta.
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Table 3.1 Line strengths in atomic units between selected rubidium atomic states, as
calculated from published transition dipole moments by Safronova et al. [19] using the
relation S21 = g2µ221. The wavenumbers of the respective states in cm
−1 [55] are indicated
in parentheses.
Energy state 5 2S1/2 5 2D3/2 5 2D5/2 7 2S1/2
(Wavenumber {cm−1}) (0) (25 700.536) (25 703.498) (26 311.437)
5 2P1/2 (12 578.950) 35.63 10.45 0 1.82
5 2P3/2 (12 816.545) 70.498 2.232 32.69 3.656
6 2P1/2 (23 715.081) 0.222 1311.3 0 168.88
6 2P3/2 (23 792.591) 0.585 262.8 3598.9 356.61
The values of angular momenta for a specific energy state constrain the other states that
may be involved in single-photon electric-dipole-allowed transitions. The constraints are
known as selection rules. For dipole-allowed optical transitions between low-lying states
of alkali atoms, the relevant selection rules are ∆S = 0, ∆L = ±1, and ∆J ∈ {0,±1}, where
the differences are taken between the initial and final energy states. Additionally, the
relative absorption strength of a transition between states which only differ in their total
angular momentum quantum numbers may be estimated by comparing the degeneracies
of the states [52], related to the total angular momentum quantum number by g = 2J + 1.
The ratio of the absorption (or equivalently, the transition dipole moment) between one
state and each of the fine structure components of a second state is simply the ratio of the
degeneracies of the components, so that the absorption between states with lower angular
momenta is weaker.
Increasingly precise theoretical and experimental investigations of the spectroscopic
properties of alkali atoms have led to precise calculations of oscillator strengths and dipole
moments of various transitions between low-lying states [19, 53]. The line strength of a
transition can be simply related to the oscillator strength, dipole moment, or transition
probability [54]. Table 3.1 shows the line strengths of the transitions relevant to these
experiments, as calculated from transition dipole moments [19]. These line strenths, when
combined with the knowledge of the relevant density matrix element, indicate the expected
ratio between fine structure components of the quantum beating signal is between 9 and
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Figure 3.1 The simplified model of the alkali atom used for the analytic calculations.
Roman letters indicate state labels, the four photons involved in the FWM process are
indicated by their angular frequencies ωn, and the angular frequency difference between
the energy state and the photon energy is indicated by δn.
81, with the limits being set by the excitation pathways through the two fine structure
components of the 5P state.
3.2 Analytic Model
To illustrate the response of the atomic vapor to the optical field more clearly and succinctly,
the atomic model includes only the five energy states most prominently involved in the
interaction. The five states are shown in Figure 3.1: g is the 2S ground state; m is the 2P
intermediate state; a is the lower of the two states involved in quantum beating and b is the
upper state, one of which is 2S and the other is 2D; and f is the 2P state which lies nearest
to the photon energy at which the signal is detected. The incident electric field is nearly
resonant with both one-photon and two-photon transitions, with the differences in angular
frequencies denoted by δn, with the specific relations: δ1 = ω1 − Em/h¯; δ2a = 2ω1 − Ea/h¯;
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δ2b = 2ω1 − Eb/h¯; and δ3 = 2ω1 −ω3 − E f /h¯. The analytic model presented here ignores
the fine structure splitting of the states.
The density matrix decay model presented in Equation 3.3 includes the effects of spon-
taneous radiation from any level to all lower energy states, resulting in population decays
that can deviate from a single exponential decay. Because the spontaneous emission
lifetimes of the atomic states considered here are all larger than 5 ns, which is much longer
than the maximum pump-probe pulse delay (0.2 ns), the various spontaneous emission
processes only minimally affect the detected signal. Therefore, a model including the
population decay as a single exponential decay is not expected to significantly alter the
resultant density matrix values, but does result in the simplified density matrix equations
of motion
ρ˙nm =
i
h¯
(ρH − Hρ)nm − γnm
(
ρnm − ρ(eq)nm
)
, (3.10)
where ρ(eq) represents the density matrix of the vapor at thermal equilibrium. Each element
of the equilibrium matrix is zero except for ρ(eq)gg (the probability of finding an atom in the
ground state), which is equal to one. Substituting the Hamiltonian of Equation 3.6 into
Equation 3.10 results in the expression
ρ˙nm = −(iωnm + γnm)ρnm + γnmρ(eq)nm + ih¯ E(t) (µρ− ρµ)nm , (3.11)
where
(µρ− ρµ)nm =∑
v
(µnvρvm − ρnvµvm) . (3.12)
By employing perturbation theory, the density matrix can be expanded in powers of λ
as
ρnm = ρ
(0)
nm + λρ
(1)
nm + λ
2ρ
(2)
nm + λ
3ρ
(3)
nm , (3.13)
where λ is the parameter that characterizes the strength of the perturbation. The solutions
of the density matrix equations hold for any real value of λ between zero and one. The
order of the perturbation is indicated by the superscript in ρ(q)nm. The equations of motion
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of the first three orders of the perturbation are found to be
ρ˙
(0)
nm = −(iωnm + γnm)ρ(0)nm + γnmρ(eq)nm
ρ˙
(1)
nm = −(iωnm + γnm)ρ(1)nm + ih¯ E(t)
(
µρ(0) − ρ(0)µ
)
nm
ρ˙
(2)
nm = −(iωnm + γnm)ρ(2)nm + ih¯ E(t)
(
µρ(1) − ρ(1)µ
)
nm
ρ˙
(3)
nm = −(iωnm + γnm)ρ(3)nm + ih¯ E(t)
(
µρ(2) − ρ(2)µ
)
nm
.
(3.14)
The solutions to the equations are:
ρ
(q)
nm(t) =e−(iωnm+γnm)(t−t0)
×
(∫ t
t0
i
h¯
E(s)
(
µρ(q−1) − ρ(q−1)µ
)
nm
e(iωnm+γnm)(s−t0) du+ ρ(q)nm(t0)
)
,
(3.15)
for q ∈ {1, 2, 3}. The temporal variation of the density matrix elements can be calculated
from Equation 3.15 by specifying the form of the incident electric field and an appropriate
set of initial conditions.
Previous approaches to this nonlinear optical process have analytically solved the above
equations for a general electric field [32], an impulse [36], or have numerically solved
the equations for an electric field with a Gaussian temporal envelope [42]. However,
the results of those approaches do not offer a clear explanation for the quantum beat
process. By instead modeling the electric field incident on the vapor as a short pulse with
a constant amplitude, the dependence of the observed quantum beat on the parameters of
the incident electric field can be found. The origin of time is chosen to be the instant at
which the electric field of the probe pulse turns on, so the electric field of the probe has the
functional form
E(t) =[u(t)− u(t− τp)]
×
[
E1e−iω1t + E3e−iω3t + E4e−iω4t + E∗1e
iω1t + E∗3eiω3t + E∗4e
iω4t
]
,
(3.16)
where u is the Heaviside step function, τp is the duration of the probe pulse, and the
frequencies are as presented in Figure 3.1. The choice of the location of the origin made
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Figure 3.2 Electric field amplitude of the modeled pump and probe pulses.
here simplifies later expressions, but conceptually could be tied to any feature of the pulse,
including the center, as would likely be chosen for pulse models that have time-varying
envelopes. The magnitudes of the electric fields of the pump and probe pulses are shown
in Figure 3.2 for a representative interpulse delay. The fields with frequencies ω3 and ω4
are generated by the medium; their associated frequencies are calculated in Section 3.4.
In the following analysis, the magnitudes of E3 and E4 are assumed to be much smaller
than the magnitude of E1 to match the experimental conditions, and the delay between
the pump and probe pulses is assumed to be greater than the pump pulse duration.
Experimental observations have been made with the interpulse delay ranging from small
negative delays to about 180 ps, but the analysis here addresses interpulse delays greater
than 5 ps. In addition, the observed signal was always much weaker than the excitation
pulses, which indicates that this model, which assumes small generated field amplitudes,
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accurately reflects the physical system.
The temporal evolution of the density matrix may now be calculated using the above
model. For interpulse delays much longer than the temporal width of the pump pulse,
the interaction of the vapor with the pump and probe pulses may be treated separately.
The interaction of the vapor with the probe pulse is dependent on the state of the vapor
immediately prior to the probe pulse, which is determined completely by the interaction
of the vapor with the pump pulse. The initial condition for the interaction between the
vapor and the pump pulse is assumed to be that prior to the pump pulse, the vapor is in
thermal equilibrium, which is equivalent to defining all coherences and populations of
excited states to be zero. Immediately after the pump pulse has passed through the vapor,
many of the density matrix elements are nonzero. The matrix σ is related to the values of
the density matrix elements immediately after the pump pulse by
ρgg(−τ + τp) = 1− e−γggτp(1− σgg) (3.17)
ρnm(−τ + τp) = σnme−(iωnm+γnm)τp , (3.18)
where τ is the delay between the pump and probe pulses. Between the pump and probe
pulses, the electric field amplitude is zero, so the ground-state density matrix element
evolves according to
ρ
(0)
gg (t) = 1− e−γgg(t+τ)(1− σgg) , (3.19)
and the excited state elements evolve as
ρ
(0)
nm(t) = σnme−(iωnm+γnm)(t+τ) . (3.20)
Thus, the effects of the pump pulse can be incorporated into the model by defining the
initial conditions for the probe pulse as
ρgg(0) = ρ
(0)
gg (0) = 1− e−γggτ(1− σgg) (3.21)
ρnm(0) = ρ
(0)
nm(0) = σnme−(iωnm+γnm)τ , (3.22)
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or equivalently, as ρnm(−τ) = ρ(0)nm(−τ) = σnm. With these equivalencies, the interaction
between the pump pulse and the vapor can be reduced to calculating σ and determining
the initial condition for the probe pulse by Equations 3.22.
It is important to use appropriate approximations to more concisely state the essence
of the result. The approximations result in the simplification of the majority of the terms
in the nonlinear polarization to more concisely state the significant results of this model.
Equations 3.14 result in many integrals of the form
∫
E(t)eiωnmtdt. The magnitude of that
integral is most affected by the amplitude of the lowest-frequency components of the
integrand, a statement often used to justify the rotating wave approximation. Thus, we
make the approximation
∫
E(t)eiωnmtdt ≈
∫
Erei(ωnm−ωr)tdt , (3.23)
where r is chosen from the frequencies of Equation 3.16 such that ωnm −ωr is minimized.
However, noting that |E3| and |E4| are much smaller than |E1|, such an approximation may
not necessarily capture the most significant part of the integral. Performing the integrations
revealed that the magnitude of the nonresonant terms were still negligible when compared
with the nearly resonant terms, so the resonant approximation was sufficient to capture the
significant terms of the integrals. The four-wave mixing process is described by the terms
of the polarization that include the factor E∗3E21, which will be the only terms included in
the calculated density matrix elements below.
Another useful side-effect of the low-pass approximation is that it results in keeping
the frequency components of the induced polarization separated into the different density
matrix elements. To find the induced polarization that oscillates with a frequency near
ω f g, only the ρ f g matrix element must be considered. The trace of the matrix required for
the determination of the induced polarization is
Tr (ρµ) = ρg fµ f g + ρ f gµg f + ρgmµmg + ρmgµgm + ρamµma + ρmaµam
+ ρbmµmb + ρmbµbm + ρa fµ f a + ρ f aµa f + ρb fµ f b + ρ f bµb f .
(3.24)
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By solving Equations 3.14, the part of the matrix element ρ(3)f g resulting from the four-
wave mixing process is found to be
ρ
(3,FWM)
f g = µ f bσbaµamµmgE
∗
3E
2
1e
−(iωab+γba)τF0
+ µ f aσabµbmµmgE∗3E21e
−(iωba+γab)τF1
+ µ f aµamµmgE∗3E21∑
s
σsse−γssτGs
+ µ f bµbmµmgE∗3E21∑
s
σsse−γssτHs ,
(3.25)
where F, G, and H are sums of triple integrals that depend on t but not on τ. A detailed
presentation of the mathematical form for ρ(3,FWM)f g may be found in Appendix B. The
radiant exitance at the desired frequency is
M(t) =
c
2
N2
∣∣ρg fµ f g + ρ f gµg f ∣∣2 = 2cN2µ2f g (Re {ρ f g})2 , (3.26)
where the second equality follows from the symmetries of the dipole moments and density
matrix; that is, that the density matrix is Hermitian and µ is symmetric.
The real part of the four-wave mixing component of the third-order density matrix
element, ρ(3,FWM)f g , is given by:
Re
{
ρ
(3,FWM)
f g
}
= µ f bµamµmg
∣∣∣σbaE∗3E21F0∣∣∣ cos (ωabτ − 6 (σbaE∗3E21F0))
+ µ f aµbmµmg
∣∣∣σabE∗3E21F1∣∣∣ cos(ωabτ − 6 (σabE∗3E21F1))
+ µ f aµamµmg
∣∣∣∣∣E∗3E21∑s σsse−γssτGs
∣∣∣∣∣ cos
(
6 (E∗3E21∑
s
σsse−γssτGs)
)
+ µ f bµbmµmg
∣∣∣∣∣E∗3E21∑s σsse−γssτHs
∣∣∣∣∣ cos
(
6 (E∗3E21∑
s
σsse−γssτHs)
)
.
(3.27)
With respect to the spectral domain of the interpulse delay, three components are present
in the square of this term: a zero-frequency component, a component that oscillates at
the difference frequency between the states, and a component that oscillates at twice that
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frequency. The zero frequency components correspond to the FWM amplitude that would
be expected if there were no coherence between states a and b.
As described in Section 4.4, a second major peak has been observed in the experimental
interferometric spectrum that corresponds to the difference frequency between the g→ m
and m→ a transitions. Others have also observed this frequency component at relatively
short interpulse delays, and have attributed the component to either free induction de-
cay [34] or to superfluorescence [56]. The observations reported in Section 4.4 indicate the
magnitude of this frequency component remains nearly constant for long interpulse delays.
Along with the observation of the beam in only the forward direction, this experimenal
observation eliminates superradiance and free induction decay as the cause of the signal.
Instead, as will be shown below, this frequency component is due to the atoms that remain
in the intermediate state after the pump pulse.
As will be shown in Section 3.3, a significant number of atoms are expected to be in the
intermediate state immediately after the pump pulse. If photons from the probe pulse
are scattered by the excited atoms within the vapor, ultimately resulting in photons with
a frequency of ω4, the theory presented here correctly predicts the observed behavior.
More specifically, an atom in the intermediate state can interact with a single photon from
the incident probe field to generate idler and signal photons, resulting in an atom in the
ground state. This process is similar to stimulated hyper-Raman scattering (SHRS), the
process by which two photons from the incident optical field scatter from an atom to
produce one photon and leave the atom in a different electronic state. The resultant photon
has an energy that differs from the combined energy of the two incident photons by an
amount equal to the energy difference between the initial and final states of the atom. The
hyperpolarizability, which is related to the second-order density matrix, is the quantity
that describes the SHRS interaction. The second order density matrix element describing
this scattering, ρ(2,S)f g , is calculated using the same techniques as the third-order element,
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and has the form
ρ
(2,S)
f g = µ f bσbmµmgE
∗
3E1e
−(iωbm+γbm)τK0
+ µ f aσamµmgE∗3E1e−(iωam+γam)τK1
+ µ f bµbmσmgE∗3E1e−(iωmg+γmg)τK2
+ µ f aµamσmgE∗3E1e−(iωmg+γmg)τK3 ,
(3.28)
where the Kn are sums of double integrals, given explicitly in Appendix B. Although
the terms are included here for completeness, the bandwidth of the laser used in the
experiments is much too small to efficiently excite the σbm coherence. By adding the
real parts of the second-order and third-order terms together and squaring the result, in
addition to the three frequencies noted due to the third-order term, two new low frequency
components emerge, ωbm −ωmg and ωam −ωmg, which are responsible for the observed
peak. There are a number of spectral components that emerge from the second-order
density matrix element, but they have frequencies on the order of the photon frequency,
and are not readily observable in the experiments.
The signal that is recorded by the detection system is
S =
∫ τp
0
M(t) dt
= 2cN2µ2f g
∫ τp
0
(
Re
{
ρ
(3,FWM)
f g + ρ
(2,S)
f g
})2
dt ,
(3.29)
which contains several spectral components that will be analyzed below. Factoring out the
terms dependent on the atomic response to the probe pulse and collecting the other terms
results in the expressions
Re
{
ρ
(3,FWM)
f g
}
= |σba|X0 cos(ωbaτ + φ0) + X1 , (3.30)
and
Re
{
ρ
(2,S)
f g
}
= |σam|X2 cos(ωamτ + φ2) +
∣∣σmg∣∣X3 cos(ωmgτ + φ3) , (3.31)
where the Xn represent factors that would impact the magnitude and phase of the observed
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quantum beats, but not their existence. By squaring Equations 3.30 and 3.31, spectral
components at frequencies of 0, ±ωba, ±2ωba, and ±(ωam −ωmg) are found in the signal,
along with other higher frequencies. The part of the detected signal that oscillates with
frequency ωab is
S1(τ) = 2cN2µ2f g |σba| cos(ωbaτ + φ0)
∫ τp
0
X0X1 dt . (3.32)
As Equation 3.32 confirms, the expected amplitude of observed quantum beating is pro-
portional to the magnitude of the coherence between states a and b that is driven by the
pump pulse.
The part of the detected signal that oscillates with frequency ωam −ωmg is
S2(τ) = 2cN2µ2f g
∣∣σamσmg∣∣ cos((ωmg −ωam)τ + φ4) ∫ τp
0
X2X3 dt . (3.33)
Although the magnitude of the quantum beat caused by the coherence between states a
and b is directly related to the FWM amplitude through the presence of the X1 term, the
magnitude of the other quantum beat does not exhibit that direct relation.
3.3 Numerical Model
To examine the impacts of different pulse parameters on the quantum beating amplitude,
the density matrix equations of motion of Equations 3.3 were solved numerically, yielding
the state of the atomic system after the pump pulse passed through the vapor. The electric
field was modeled as a linearly polarized pulse with a Gaussian temporal envelope, instead
of the square pulse as in Section 3.2, to more accurately model the interaction between
the vapor and optical field. The numerical model included the nine lowest-energy fine
structure component states of rubidium with principal quantum numbers greater than
four, which included the ground state and all of the states involved in the four-wave
mixing process and exhibited in Table 3.1. The evelope of the incident optical pulse was
assumed to propagate without distortion through the medium. The atomic properties
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used in the model were taken from experimental values of the energies of the atomic
states [55], and from the results of all-order relativistic calculations of the transition dipole
matrix elements [19]. For the simulations, the Rb vapor was assumed to have a nominal
temperature of 220 ◦C; the temperature of the atoms within the model only affected the
coherence relaxation rates. Spontaneous atomic relaxation processes were included in the
numerical model, but only negligibly affected the density matrix because the temporal
duration of the interaction between the pulse and vapor is less than 1 ps.
The density matrix equations of motion were solved numerically by a custom MATLAB
routine. Because the density matrix has Hermitian symmetry, the algorithm discarded the
lower triangular part of the matrix as redundant. The model disregarded the effects of
ionization, which would only result in a reduction in the total population of the atomic
states after the pulse and not any detected signal, as no Rb ionic transitions lie within the
spectral region selected by the filters. At the pulse intensities relevant to the experiment,
the atomic ionization response was expected to be saturated due to two-photon resonant,
three-photon ionization [57].
The pulse parameters were varied to determine the effects that different central wave-
lengths, bandwidths, energy densities, and chirps of the incident electric field had on the
value of the coherence between the 7S and 5D5/2 atomic states after the pump pulse. The
nominal parameters of the standard modeled pulse were: a central wavelength of 770
nm with a bandwidth of 20 nm, zero chirp, and an energy density of 0.69 mJ/cm2. Each
of these parameters was varied separately while holding the three others constant at the
above values to attempt to isolate the effects due to each parameter.
The simulated population of the ground state during illumination by the standard pulse,
shown in Figure 3.3, shows the complex behavior of the interaction between the electric
field and the vapor. The ground state population does not exhibit a monotonic decrease
during the pulse, as would be expected in a low-intensity pulse, but instead exhibits Rabi
oscillations due to coherent processes within the atom that repopulate the ground state.
The generalized Rabi frequency of the transition between the ground state and the Rb
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Figure 3.3 The predicted ground state population density matrix element for Rb vapor
illuminated by the standard modeled pulse.
5P3/2 state, defined as
fR =
1
2pi
√∣∣∣∣2µgmE1h¯
∣∣∣∣2 + |ω1 − Em/h¯|2 , (3.34)
was calculated to be 30 THz assuming a constant pulse envelope. The simulated period of
the oscillations in the ground state was 25 fs, corresponding to a 40 THz frequency. The dif-
ference between the simulated and calculated frequencies indicates that the incorporation
of a Gaussian pulse envelope and the additional states included in the simulation causes a
significant change to the Rabi frequency. Also evident in the figure is an oscillation in the
ground state population with a period of 1.2 fs, which is half the period of the optical field,
and is the component neglected in the rotating wave approximation.
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Table 3.2 The simulated populations of each state of the rubidium vapor after the
canonical pulse.
Energy state Population Energy state Population Energy state Population
5 2S1/2 0.302 5 2P1/2 0.045 5 2P3/2 0.225
5 2D3/2 0.043 5 2D5/2 0.057 7 2S1/2 0.328
As indicated by Figure 3.3, the simulated pump pulse transfers about 70% of the popu-
lation to excited states. Table 3.2 shows the simulated populations after the pump pulse,
which indicates that the 7S and 5P3/2 states have significant populations, and that about
5% of the population is in each of the 5D5/2, 5D3/2, and 5P1/2 states. The simulated state
populations can offer some insight into the interaction of the optical field with the vapor,
but as shown above, other coherences control the visibility of the quantum beat processes.
Figure 3.4 shows the simulated 7S–5D5/2 coherence magnitude after the pump pulse has
left the vapor while fixing three of the four parameters: bandwidth, central wavelength,
chirp, and energy. As shown in Figure 3.4a, pulses with low bandwidths do not efficiently
excite the coherence, because the central wavelength of the two-photon resonance is about
300 cm−1 away from either of the resonant energy levels. As the bandwidth increases, the
pulses gain sufficient bandwidth to efficiently excite the coherence, but at even higher
bandwidths, the efficiency decreases, as would be expected because very large bandwidth
pulses would contain many frequency components that would not efficiently excite the
coherence. For pulses with bandwidths larger than 40 nm, the peak electric field rises high
enough to negate that effect, and the coherence begins to rise again.
Figure 3.4b shows the expected variation in the 7S–5D5/2 coherence magnitude for
pulses with different central wavelengths. The coherence excitation efficiency peaks near
771 nm, which is near the average two-photon energy of the 7S and 5D5/2 states. Optical
fields with central wavelengths near the two-photon resonance of the 7S state at 760 nm
inefficiently transfer population to the intermediate 5P3/2 state, but weakly excite the 5D5/2
state. Optical fields with central wavelengths between 760 and 770 nm more efficiently
excite the two-photon transition to both the 7S and 5D5/2 states because of the intermediate
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Figure 3.4 Simulations of pulse parameter variations show the pulse that produces the
maximum 7S–5D5/2 coherence magnitude to have negative chirp, with a carrier
wavelength and bandwidth of 771 nm and 16 nm. Several different values of the pulse
energy density were found to be nearly identically optimal.
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resonance. Pulses with central wavelengths longer than 770 nm less efficiently excite the
7S state, but do efficiently excite the 5D5/2 state for wavelengths smaller than 790 nm,
which explains the asymmetry in the plot.
Previous experimental results have indicated that pulses with negative values of chirp
result in higher quantum beat amplitudes, in agreement with the results of the simulation
as shown in Fig. 3.4c. Negatively chirped pulses excite atoms to the 7S and 5D5/2 levels,
with the excitation to 7S rising to peak efficiency near −500 fs2 and the excitation to 5D5/2
decreasing to a minimum near 0 fs2. Positively chirped pulses very strongly excite atoms
to the 5D5/2 level, with a peak near 2500 fs2, which when combined with the low-level
excitation to the 7S state, accounts for the peak in the coherence magnitude with positively
chirped pulses.
The applied electric field of the laser pulse causes the atomic energy levels to shift with
a magnitude dependent on the field’s instantaneous magnitude, which results in several
allowed transitions passing through resonance with the applied field [57]. These transient
resonances result in departures from a description based on the third-order nonlinear
susceptibility, which would predict a monotonic increase of the coherence magnitude with
increasing energy density. However, as shown in Figure 3.4d, the energy density used in
these experiments is slightly greater than the region for which that description is valid, and
instead an oscillation of the coherence magnitude with increasing pulse energy density is
expected.
Figure 3.5 shows the same simulation as that of Figure 3.4 for the product of the matrix el-
ements involved with the quantum beat detected by Raman scattering,
∣∣∣σ5S,5P3/2 × σ5P3/2,5D∣∣∣.
The product of those coherences corresponds to the expected observed magnitude of the
quantum beat, which depends on the pulse parameters differently than the quantum beat
discussed previously. The observation of the Raman-detected beat is not maximized for
the canonical modeled pulse, as can be seen in Figure 3.5.
Figure 3.5a shows the variation of the expected quantum beat magnitude with the pulse
bandwidth. Again, pulses with low bandwidths are not expected to result in a large
quantum beat signal. The expected magnitude peaks for a pulse with an 18 nm bandwidth,
which would have strong spectral magnitude at 778 nm, the value of the two-photon
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Figure 3.5 Simulations of pulse parameter variations related to the quantum beat detected
by optical scattering.
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resonance for the 5D state. The expected magnitude then falls and rises again, for the
same reasons as the FWM-detected beat.
Figure 3.5b shows the variation in the expected magnitude for pulses with different
central wavelengths. That variation closely follows the variation in the population of the
5D5/2 state. The smaller peak near 770 nm results from the fact that twice the incident
photon energy is slightly greater than the 5D two-photon resonance, while the larger
peak results from the single-photon resonances due to the 5P states at 780 nm and 795 nm.
Because the variation with central wavelength is clearly qualitatively different between the
two quantum beats, altering the pulse central wavelength would allow clear distinction
between the two processes.
The variation of the expected magnitude with chirp shown in Figure 3.5c is similar to
that of Figure 3.4c. In this case, however, the excitation to the 5P3/2 level alters the chirp
dependence so that positive values result in a more weakly observed beat. Figure 3.5d
shows an oscillatory magnitude with much higher frequency than in Figure 3.4d, which
possibly arises from the suboptimal central wavelength chosen for the simulations of the
Raman-detected beat.
3.4 Phase Matching
To be able to detect the light emission from the processes described above, first the spatial
distribution of the light intensity must be determined, to know whether the process will
result in a uniform spatial distribution of light intensity, as spontaneous emission would,
or if there is a preferred direction of emission. Because the parametric four-wave mixing
process transfers neither energy nor momentum to the atom, the photons interacting with
the atoms must conserve their energy and momentum by obeying the phase matching
conditions:
h¯ω1 + h¯ω2 = h¯ω3 + h¯ω4 (3.35)
k1 + k2 = k3 + k4 , (3.36)
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where kx = c−1n(ωx)ωxuˆx and uˆx is the unit vector in the direction of propagation of the
beam. For an axially phase-matched process, the momentum conservation equation may
be rewritten
2n(ω1)ω1 = n(ω3)ω3 + n(ω4)ω4 (3.37)
where
n(ωx) =
√
1+ χ(1)(ωx)uˆx (3.38)
and the first-order linear susceptibility is expressed as
χ(1)(ω) =
N
3e0h
∑
xy
Sxyρxy
[
1
ωxy −ω− iγxy +
1
ωxy +ω+ iγxy
]
. (3.39)
The Taylor expansion of each term of Equation 3.37 to first order is
n(ωx)ωx ≈ ωx + ωx2 χ
(1)(ωx) , (3.40)
so the phase-matching condition is approximately given by
ω1χ
(1)(ω1) +ω1χ
(1)(ω1) = ω3χ
(1)(ω3) +ω4χ
(1)(ω4) (3.41)
because of the energy conservation condition. Note that, to a first approximation, the
phase-matched frequency is independent of the vapor density. Solving the equations
numerically shows that the wavenumber of the phase-matched radiation varies by less
than 0.02 cm−1 over the range of densities of Rb used in the experiments. For Rb, the
calculated optical frequency is ω4 = 23 790.75 cm−1, which differs from the 6 2P3/2–5 2S1/2
resonance by 1.84 cm−1.
3.5 Pulse Propagation
Because the Rb vapor has single-photon absorption resonances within the bandwidth of
the pump and probe pulses, the pulse envelope changes as it passes through the length of
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the cell. Other reports have noted that the altered pulse envelope can impact the temporal
envelope of the quantum beat process [34].
To estimate the magnitude of the effect that pulse propagation through the cell would
have on the temporal pulse envelope, the expected envelope of the pulse after it passed
through the cell was calculated. The imaginary part of the index of refraction corresponds
to spectral absorption while the frequency-dependent real part could cause a distortion of
the temporal envelope. By determining the frequency-dependent index of refraction as in
the above section, the effects of propagation through a length of rubidium vapor can be
calculated to determine the form of the expected modification.
The calculation of the temporal envelope from the spectral envelope follows the compu-
tation of the temporal representation of a complex baseband signal, a standard technique
in signal processing [58]. The result is
E(t) =
∣∣∣F−1 {E(ω)e−iωn∗z}∣∣∣ , (3.42)
where F−1 is the inverse Fourier transform operator. Figure 3.6 shows the envelope of
the canonical model pulse before and after passing through 3 cm of rubidium vapor at
220 ◦C. The rising edge of the pulse is minimally affected by propagation through the
medium, but the falling edge contains numerous small-amplitude oscillations, similar to
those observed experimentally in [34], but of much smaller amplitude. Remembering that
the irradiance is proportional to the square of the electric field amplitude, the maximum
amplitude of the secondary peaks of the temporal pulse envelope is small compared to the
peak amplitude of the envelope, which indicates that the changes to the pulse envelope
caused by the propagation of the pulse through the medium are negligible.
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Figure 3.6 Propagation of the standard modeled electric field through 3 cm of Rb vapor at
220 ◦C resulted in a modification of the temporal envelope as shown here.
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Chapter 4
Quantum Beat Observations
As calculated in Chapter 3, the expected form of the observed signal is given by the
expression
S(τ) = A(τ) + B(τ) cos (ωabτ + φab) + C(τ) cos (ωammτ + φamm) , (4.1)
where A, B and C represent the amplitudes of the four-wave mixing and quantum beating
processes; τ is the interpulse delay; ωab and φab are the frequency and phase of the
quantum beat due to the 5D and 7S energy states; and ωamm and φamm are the frequency
and phase of the quantum beat detected by Raman scattering. The experiments reported
here recorded the intensity of the 420 nm transition for interpulse delays between 0 ps
and up to 180 ps for several temperatures of the vapor cell between 150 ◦C and 210 ◦C,
corresponding to atomic number densities between 9 · 1013 cm−3 and 1 · 1015 cm−3, and
for pulses with various chirps ranging from −850 fs2 to 0 fs2. This chapter describes in
detail the various analyses that were performed on the experimental signal.
4.1 Temporal Observations
The top left plot of Figure 4.1 shows a representative observation of the optical signal at
420 nm for a cell temperature of 442 K, which corresponds to a rubidium atomic number
density of 2.5 · 1014 cm−3. The long-term variations of the laser pulse energy combined
with misalignment of the pump and probe beams as the interpulse delay was varied
caused a baseline drift evident in the observed signal. The other two plots of Figure 4.1
show that the strongest observed oscillations that persist to the end of the scan result from
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Figure 4.1 Three views of the experimentally observed quantum beating in Rb, observed
by recording the 420 nm coherent emission for a number density of 2.5 · 1014 cm−3 and
pump pulse energy of 120 µJ, with a chirp of 0 fs2. Top left: an overview of the detected
signal as a function of pump–probe delay. Top right and bottom: magnified views of the
detected signal near two arbitrarily chosen interpulse delays.
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Figure 4.2 The observed signal near zero delay.
the 55 fs quantum beat period that corresponds to the 607.939 cm−1 defect between the
rubidium 7S and 5D5/2 states.
Figure 4.2 shows a magnified view of a representative signal near zero interpulse delay.
The 473 fs period observed in Figure 4.2 corresponds to the difference between the 5P3/2–
5S and 5D–5P3/2 transitions. The plot clearly shows a symmetric signal about zero delay,
which decays with a time constant of around 3 ps.
The signal decay is much longer than the 60 fs pulse length, so the fringes are clearly not
solely due to optical interference, but instead indicate that some physical process alters
the atomic coherences after the pump pulse has passed through the vapor. Ariunbold et
al. [56] have observed the same signal with a time constant on the order of 0.5 ps with
pulses centered at 785 nm, but which excite the same set of Rb states. They attributed
that signal to superfluorescence, a spontaneous coherent emission process wherein the
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Figure 4.3 The spectrum of the observed signal. Left inset: a magnified view of the
2.1 THz quantum beat. Right inset: a magnified view of the 18 THz quantum beat.
microscopic dipole moments induced by the pump field coherently interfere and result in
a macroscopic dipole moment that radiates with a much faster time constant than would
be expected of a fluorescent transition. The observed signal near zero delay is consistent
with that which would be expected as a result of superfluorescence.
4.2 Spectral Analysis
The mean value of the signal recorded from the PMT was subtracted from the signal to
obtain a signal with a zero mean. The discrete Fourier transform was applied to that signal,
and a representative spectrum is shown in Figure 4.3. The entire spectrum is shown in
the larger plot extending to 180 THz. The dotted lines on the inset plots correspond to
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the accepted values of the Rb 7S–5D5/2 and 7S–5D3/2 quantum beat frequencies, and the
difference frequency between the 5D5/2–5P3/2 and 5P3/2–5S transitions. The large peak
near zero frequency corresponds to the slowly varying baseline observed in the temporal
domain. The next-highest peak is the Rb 7S–5D5/2 quantum beat near 18.226 THz, which
is magnified in the right inset of Figure 4.3. Closer inspection of that spectral segment
reveals smaller peaks spaced symmetrically about the main peak. The spacing between
the peaks corresponds to a 2 mm displacement of the linear stage, which is the pitch of
the lead screw of the stage, leading to the conclusion that the artifact is a result of stage
nonlinearities. A quantum beat corresponding to the 7S–5D3/2 energy defect was not
observed here. The peak near 2.1 THz is shown in the left inset of Figure 4.3. The different
lineshape of that peak indicates that the temporal evolutions of the two beats differ, and
is evidence that the two peaks result from different physical processes. Because the ratio
of the equivalent distance of the 2.1 THz beat to the lead pitch is about six times lower
than the ratio for the quantum beat peak, the sensitivity to stage artifacts is expected to be
lower, and, in fact, no peaks attributable to the translation stage near the 2.1 THz line were
observed.
Other smaller peaks were observed in the spectrum. For example, the second harmonic
of the quantum beat peak at 36.45 THz was observed. A set of peaks with frequencies
symmetric about the quantum beat peak that corresponds to a 10 µm stage displacement
was also observed. These peaks were attributed to a stage artifact, instead of an unknown
physical process, because they have been observed while examining quantum beating
processes in both rubidium and sodium.
The measured frequencies observed in these experiments for the 18 THz beat are plotted
in Figure 4.4. The mean frequency resulting from the 36 observations was 18.2237 THz
with a standard deviation of 1.7 GHz, and both are indicated on the plot by solid and
dashed lines, respectively. The accepted value for the energy separation between the 7S
and 5D5/2 states is 18 225.56± 0.4 GHz [55], which is about 1.1 standard deviations away
from the values observed here by quantum beating, although the values observed here
have a larger deviation. By keeping the same step size and increasing the maximum delay
over which quantum beating was observed, the standard deviation of the position of the
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Figure 4.4 The observed beat frequencies, along with lines indicating the mean and
standard deviation of the measurements. The zero of the frequency axis corresponds to
the accepted value of the 7S–5D5/2 difference frequency, 18.2256 THz.
recorded peak over several measurements could be reduced.
Figure 4.5 shows the observed frequencies of the 2.1 THz quantum beat. The mean
observed peak frequency was 2.1118 THz with a standard deviation of 1.5 GHz, as indi-
cated on the plot. The frequency of the beat computed from the accepted values of the
energy levels is 2 110.8± 0.4 GHz [55]. The observations of the 2.1 THz quantum beat are
displaced to higher frequency by about 1 GHz, slightly less than one standard deviation.
A comparison between the expected and measured quantum beat magnitude for varying
pulse energies is presented in Figure 4.6. Because the experimental observations were
made with a Gaussian beam while the simulated quantum beat magnitude assumed a
plane-wave excitation, the experimental energy density was scaled to 75% of the peak
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Figure 4.5 The observed beat frequencies, along with lines indicating the mean and
standard deviation of the measurements. The zero of the frequency axis corresponds to
the accepted value of the frequency difference between the 5D5/2–5P3/2 and 5P3/2–5S
transitions, 2.1108 THz.
energy density of a Gaussian beam with the corresponding measured pulse energy. The
observed relative magnitude was determined by integrating the observed spectral signal
between 18.15 and 18.30 THz for several experimental scans only differing by the pulse
energy. The results shown on the plot agree with the predictions made by the model, as
varying pulse energy results in a valley in the quantum beat magnitude near the predicted
value.
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Figure 4.6 Comparison between calculated and measured quantum beat magnitudes for
various pulse pulse energies. The curve indicates the quantum beat magnitude as
predicted by the coherence magnitude established by the pump pulse according to the
theory of Chapter 3, and the circles indicate experimentally observed values.
4.3 Windowed Spectral Analysis
Examination of the signal by a windowed spectral analysis performed with the short-time
Fourier transform (STFT) enabled the temporal evolution of each frequency component to
be separated and analyzed [37]. The STFT was computed by multiplying the temporal
signal with a Hamming window to isolate a specific portion of the signal, computing the
FFT of that windowed signal, and repeating that process by sliding the window along
the duration of the signal. Such analyses resulted in a temporal representation of the
individual spectral components of the observed signal. One of the temporal and spectral
resolutions is allowed to be freely chosen, but they are linked, so that, for example, an STFT
with a temporal resolution of 4 ps has a spectral resolution of 40 GHz. The magnitude of
the temporal representation will be discussed first.
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Figure 4.7 Magnified view of the spectrogram near the 7S–5D quantum beat frequency.
Figure 4.7 shows one method of visualizing the windowed spectral signal—a spec-
trogram [59] in which the magnitude of the spectral components of the observed signal
is plotted as a function of the interpulse delay. The spectrogram has a 12 ps temporal
resolution, corresponding to a 13 GHz spectral bandwidth. The vertical axis of the graph
indicates the frequency, such that a signal composed purely of a constant sinusoid would
be displayed as a horizontal streak with approximately 13 GHz bandwidth. The signal
shown in the graph conforms well to a constant sinusoid description, although some
deviations are evident. For example, the frequency of the beat appears to shift by about
10 GHz between short and long time delays. Also, the beat magnitude is up to 20% lower
for long interpulse delays than it is at shorter delays. The observed decrease in quantum
beat magnitude occurs at shorter interpulse delays than would be expected from the theory
of Chapter 3, a discrepancy which will be explained below.
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Figure 4.8 The raw signal after smoothing the observed signal with a 3.2 ps window
overlaid with the magnitude of the STFT at the quantum beat frequency.
The spectrogram maps spectral magnitude to a color scale, which enables visualization
of the temporal and spectral components of a signal simultaneously, but sacrifices precision
compared to a simple plot. Figure 4.8 shows the 18.225 THz spectral component of the
quantum beat integrated over a 25 GHz bandwidth, and overlaid with a plot of the raw
signal smoothed with a 3.2 ps-long window. The measured quantum beat magnitude, as
calculated by the STFT, is a slowly varying function of the interpulse delay. The smoothed
raw data plotted in Figure 4.8 has been smoothed with a window that is long enough to
average over the observed beats near 2.1 and 18.2 THz, so it is an approximation of the
magnitude of the signal in absence of quantum beating observation, represented by A in
Equation 4.1. The peak near zero delay, known as the coherent transient, results from the
optical interference of the pump and probe pulses, which causes high-frequency, large
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amplitude oscillations in the observed signal.
To determine whether the variation observed in the raw signal as shown in the black
trace of Figure 4.8 was due to experimental artifacts, the experiment was repeated without
propagating the probe pulse through the vapor. Similar low frequency undulations were
observed in the raw signal, although no spectral features corresponding to quantum beats
were observed, so the observed variations were caused by the long-term instability of
the laser. The quantum beat magnitude closely follows this signal, in agreement with the
model of Chapter 3. To try to separate the atomic effects from experimental artifacts, the
18 THz quantum beat magnitude has been normalized to the smoothed raw spectrum in
the following graphs.
Figure 4.9 shows the normalized 18 THz quantum beat signal averaged over two scans,
for three different pulse chirps. The dip near zero delay on each trace primarily results
from the even symmetry of the beat as described above. In addition, comparison of the
curves with several other data captures taken with mostly zero-chirped pulses indicates
that the slowly varying envelopes shown in the graph often trend downward, as they do
in Figure 4.8. The data indicated the observation of the quantum beat deviated by less
than 20% over the entire range of delays and chirps investigated here.
Previous studies have shown possible molecular effects by observing the differences in
the quantum beat signal between different number densities [60]. Figure 4.10 shows the
normalized quantum beat magnitude observed over several different number densities.
The plots of the quantum beat magnitude at densities of 1.5 · 1014 cm−3 and 2.5 · 1014 cm−3
both exhibit stable magnitudes over the first 90 ps delay, then exhibit sharp increases near
100 ps delay, after which the final 30 ps again exhibits stable amplitudes. Observations
with Rb number densities of 6.2 · 1014 cm−3 and 1.4 · 1015 cm−3 both exhibit slight positive
slopes such that the magnitude of the beat grows with increasing interpulse delay, although
toward the end of the observation of the highest number density, the slope turns negative.
As with the chirp variation, the quantum beat was observed to persist for all investigated
interpulse delays, and the curves showing the quantum beat magnitude seemed to cluster
about themselves, especially for shorter interpulse delays. Because these observations
did not exhibit strong Gaussian-like envelopes, as would be expected of quantum beats
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Figure 4.9 The magnitude of the STFT at the 7S–5D quantum beat frequency for several
different chirp values.
from molecular wavepackets [37], this experiment primarily detects the evolution of the
atomic, instead of a molecular, wavepacket. That conclusion is supported theoretically by
the previous assertion of the low number density of diatomic molecules within the vapor
compared to the atomic density, and is an assumption inherent in the theory presented in
Chapter 3.
4.4 2.1 THz Beat
The spectrogram in Figure 4.11 shows the observation of the 2.1 THz beat. The detected
beat peaks near zero time delay, in contrast to the 18 THz quantum beat, and decays from
that maximum value to hold a nearly constant value for the remainder of the observed
63
0 fs2, 120 µJ
1.5 · 1014 cm-3
2.5 · 1014 cm-3
6.2 · 1014 cm-3
1.4 · 1015 cm-3
Re
la
tiv
e 
Be
at
 A
m
pl
itu
de
0
50
100
150
Delay (ps)
0 50 100 150
Figure 4.10 The magnitude of the STFT at the 7S–5D quantum beat frequency for several
different number densities.
signal. The small region of low magnitude at the beat frequency near zero delay is due to
the even symmetry of the beat about zero delay. The beat must have even symmetry with
respect to the interpulse delay because the pump and probe pulses are identical, and a
discrete phase shift may occur at zero delay if the beat amplitude does not happen to be at
an extreme value. That phase shift at zero delay reults in the depression observed in the
spectrogram.
Since the 2.1 THz beat magnitude is highest near zero delay, the phase shift is evident in
the spectral domain as one or more dips in the middle of the beat spectrum. Computing
the Fourier transform of the signal for only positive delays, instead of for all recorded
delays, enables a more precise view of the spectrum of the signal. The relative strengths
between the component of the beat that extends past 150 ps and the component that is
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Figure 4.11 Magnified view of a representative spectrogram near the 2.1 THz beat
frequency recorded for an Rb number density of 6.2 · 1014 cm−3 and 0 fs2 chirp.
sharply peaked about zero delay determine the shape of the spectrum. Since the peak near
zero delay exists for no longer than 30 ps, the spectral width of that component must be
greater than 33 GHz, and widths of greater than 100 GHz have been observed, as shown in
Figure 4.3. The spectral widths of the observed quantum beats are less than 18 GHz, so the
spectral contributions of superfluorescence and Raman scattering may be differentiated
even in the spectral domain.
The STFT of the 2.1 THz beat, shown in Figure 4.12 with a time resolution of 4 ps,
more precisely shows its temporal evolution. The dip near zero is caused by the phase
shift discussed earlier, as the beat for negative delay is out of phase with the beat for
positive delay. The temporal evolution of the 2.1 THz beat significantly differs from the
18 THz quantum beat for delays less than 20 ps, due to the superfluorescent detection, but
resembles the temporal behavior of the 18 THz beat for delays longer than about 20 ps,
though the precise value shifts with changing number density.
Figure 4.13 shows the STFT of the 2.1 THz beat with a 4 ps temporal resolution for
several different pulse chirps observed with a number density of 6.2 · 1014 cm−3. The
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Figure 4.12 The 2.1 THz component of the observed signal.
beat is clearly seen with negatively chirped pulses, and has a small positive slope when
compared to the minimally chirped pulse excitation. The superfluorescent process, evident
from the first 20 ps of data as a narrow peak, is also detected for those observations.
The magnitude of the STFT of the 2.1 THz beat for different number densities with
pulses with zero chirp is shown in Figure 4.14. At low densities, the beat was observed
only through the superfluorescent process that peaks near zero delay, but larger densities
revealed an additional beat component with appreciable magnitude extending to at least
180 ps. Malcuit et al. [61] also have observed superfluorescent processes for which an
increase in temperature leads to an increase in the observed duration of the superfluores-
cence, which was attributed to the transition between amplified spontaneous emission
and superfluorescence. More recently, Ariunbold et al. [62] have observed the pulse en-
ergy dependence of superfluorescence in Rb vapor and recorded several observations of
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Figure 4.13 The magnitude of the STFT at the 2.1 THz beat frequency for several different
chirp values.
superfluorescence that decay between 20 ps and 100 ps, with varying durations attributed
to varying pulse energies.
4.5 2.5 THz Beat
Investigations of rubidium atoms at a temperature corresponding to 1.5 · 1014 cm−3 with
pulses having zero chirp showed a third peak seemingly unrelated to the atomic structure
of rubidium or to a possible experimental artifact. The observed frequency, 2.498 THz,
nearly corresponds to the energy difference between the cesium 8P3/2 and 8P1/2 states,
which is 82.673 cm−1, or 2.4785 THz, to which this beat is tentatively assigned.
One spectrum among those in which this beat was observed is shown in Figure 4.15.
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Figure 4.14 The magnitude of the 2.1 THz component of the STFT for several different
number densities.
Three main features of the spectrum are sharp peaks at 2.498 THz and 3.324 THz, and the
broad peak around 2.1 THz. The latter two peaks correspond to the 10 µm experimental
artifact and to the Raman-detected beat, which was broad because of its brief temporal
duration.
The spectrogram of the signal, shown in Figure 4.16, reveals the temporal evolutions of
the spectral components for a rubidium number density of 1.5 · 1014 cm−3 and for pulses
with zero chirp. The 2.1 THz beat was detected only near zero delay, and the magnitude of
the 2.5 THz beat was relatively constant between 5 ps and 150 ps.
The 2.5 THz beat was only observed at the lowest Rb vapor temperature investigated.
One possible explanation for that is the cesium within the cell was a dilute contaminant
that was completely vaporized at low temperatures, so that high temperatures would
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Figure 4.15 The spectrum of the observed signal observed over a 160 ps range of
pump–probe delay. The number density was 1.5 · 1014 cm−3 and the pump pulse had zero
chirp.
Figure 4.16 Spectrogram showing the evolution of the 2.1 THz and 2.5 THz beats.
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Figure 4.17 The phase of the 7S–5D quantum beat.
not have increased the absolute cesium number density as the rubidium number density
increased. The 2.5 THz beat appears to compete with the long-delay portion of the 2.1 THz
beat, as the two beats were never observed simultaneously, indicating the presence of an
as-yet-unkown physical process that favors the 2.5 THz beat over the 2.1 THz beat at low
temperature.
4.6 18 THz Beat Phase
The phase of the 18 THz rubidium beat as calculated by the STFT was found to be nearly
piecewise linear, as shown in Figure 4.17. The first 30 ps of the plot were fit to a line with a
slope of 9.4 GHz, which corresponds to the frequency offset between the observed beating
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frequency and the standard reference frequency for that period of the scan. The phase for
delays between 90 ps and 140 ps were fit to a line with a corresponding slope of −2.1 GHz,
which indicates the beat observed during that period was shifted by 11.6 GHz from the
beat observed during the first 30 ps of the scan. Because the 2.1 THz beat was observed
to have a significantly higher amplitude during the first 50 ps of the scan, and because
the superfluorescent transition must alter the population of the 5D state, one of the states
responsible for the 18 THz beat, the existence of the observed frequency shift is attributed
to the superfluorescent process.
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Chapter 5
Summary
Probing the interactions between a mode-locked laser pulse and saturated rubidium vapor
with a pump–probe technique has resulted in observations of coherences within the atom
that persist longer than 150 ps. The central wavelength and bandwidth of the excitation
source was tuned to efficiently excite the 5D and 7S coherences, and the quantum beat
caused by interference between those two states was clearly observed for delays up to
180 ps, limited by the travel of the stage used to delay the probe pulse with respect to the
pump pulse. The interference was detected by monitoring the 420 nm beam from the vapor
cell, which was nearly resonant to the 6P3/2 → 5S transition, as the pump–probe delay was
scanned. When the pump and probe pulses overlapped, and up to about 20 ps delay, a beat
was detected by a superfluorescent process that corresponded to the frequency difference
between the 5D–5P3/2 and the 5P3/2–5S transitions. That beat, at a frequency of 2.1 THz,
was also detected for pulse delays of up to 180 ps, an observation which is not consistent
with previous explanations for the beat, which were limited because previous observations
have recorded the beat for delays of less than 30 ps. The 2.1 THz beat has previously
been observed by detecting the free induction decay or superfluorescent processes, but
neither of those processes is consistent with the nearly constant beat amplitude observed
for interpulse delays greater than 50 ps. The model presented here indicates the beat was
observed via a nonlinear scattering process, supplemented by a superradiant process
for delays shorter than 40 ps. A third beat tentatively assigned to a pair of energy states
in cesium, an unwanted contaminant in the vapor cell, was observed to occur for low
temperatures. This third beat was only observed in the absence of the cascade beat,
indicating a competition between the physical processes causing those beats.
The observation of these new beats was made possible by enhancements to the exper-
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imental apparatus and procedure. The replacement of the controller of the computer-
controlled linear stage in the interferometer increased the accuracy of the steps to enable
reliable observation of quantum beats. In addition, a laser amplifier that produced pulses
with sufficiently broad bandwidths to efficiently excite the desired coherence obviated the
use of self-phase modulation, thereby completely eliminating one aspect of the experiment
long assumed to limit reliability. Finally, the observation of the signal without focussing
the excitation beam reduced the stringent requirements to spatially overlap the beam
within the vapor.
The accuracy and precision of the measurements was shown to be approximately the
inverse of the maximum observed delay, which indicates that the precision may still be
extended by increasing the range of delays observed. Since the current experimental
apparatus exhibits artifacts that can be attributed to the laser stability and each 150 ps scan
takes about an hour, it is expected that advances in laser stability and average stage speed
could be made to increase the precision.
The physical model for the quantum beat processes was updated, including processes
to explain the observed 2.1 THz beat and more clearly clarifying the 18 THz beat. By
choosing an appropriate approximate form for the analytic electric field, and choosing to
treat the pump pulse individually, the density matrix equations of motion were analytically
solved and reduced to simple, concise forms. Because of the insight gained through that
approach, the density matrix equations could be numerically solved to find the quantum
beat magnitude expected for an arbitrary pump pulse. The generality of that numerical
solution could be applied to any of the density matrix elements, and was also shown to
apply to the expected cascade beat.
Many interesting avenues of further research are possible to extend this research. For
example, more thoroughly investigating the competition between the observed beats at
2.1 and 2.5 THz should lead to a greater understanding of the interplay between the two
underlying physical processes. The extension of these techniques to even longer interpulse
delays could enable high-precision spectroscopy of the states involved, with resolutions
potentially dependent on the atomic decay instead of on a grating resolution.
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Appendix A
On the Ideal Gas Approximation
Deviations from the ideal gas model become important when a significant number of the
atoms in the gas form molecules. These calculations show that the temperatures for which
molecular formation is important are much higher than those examined in this experiment.
The equilibrium pressure of the diatomic and monatomic components of a gas were
calculated as below. In the following discussion, A represents the atom. When the gas has
equilibrated at a certain temperature, the reaction
A2 ↔ 2A (A.1)
results in no net change between the reactants and products. The equilibrium constant for
the reaction is
KP(T) =
P2A
PA2
, (A.2)
which can also be expressed as
ln(KP(T)) =
−∆rG◦
NAkT
, (A.3)
where
∆rG◦ = 2∆ fG◦[A]− ∆ fG◦[A2] , (A.4)
and the values for ∆ fG◦ may be found from the NIST-JANAF Thermochemical Tables [63].
The next step is to find the fraction of the molecules that will dissociate. The partial
dissociation of an ensemble of molecules may be represented by
A2 → (1− x)A2 + 2xA , (A.5)
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where x is the degree of dissociation. If the pressure of the products is P, the pressure of
the individual components may be found from the following relations:
PA2 =
1− x
1+ x
P (A.6)
PA =
2x
1+ x
P . (A.7)
These results allow us to find the equilibrium constant as a function of the total pressure
of the gas and the degree of dissociation:
KP(T) =
4x2
1− x2P . (A.8)
Because the equilibrium constant is constant with pressure, only the degree of dissociation
may change. The degree of dissociation is
x =
√
KP(T)
4P+ KP(T)
, (A.9)
from which the partial pressures of the individual components may be found.
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Appendix B
Density Matrix Elements
The elements of the density matrix of the atomic vapor required to determine the nonlinear
response are presented below. In Chapter 3, several terms were left incompletely specified
to help focus the discussion of the result. Those terms are specified below in terms which
are known from the properties of the laser pulse and the atomic medium.
B.1 Four-Wave Mixing
By solving Equations 3.14, the part of the matrix element ρ(3)f g resulting from the four-wave
mixing process was found to be
ρ
(3,FWM)
f g = µ f bσbaµamµmgE
∗
3E
2
1e
−(iωab+γba)τDF0
+µ f aσabµbmµmgE∗3E21e
−(iωba+γab)τDF1
+µ f aµamµmgE∗3E21∑
s
σsse−γssτDGs
+µ f bµbmµmgE∗3E21∑
s
σsse−γssτDHs .
(B.1)
Each line of Equation B.1 will be treated as a separate term in stating the result below.
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The first term can be written as:
−i
h¯3
µ f bσbaµamµmgE∗3E21e
−(iω f g+γ f g)te−(iωba+γba)τD
×
{ ∫ t
0
e−(iδ1+γ f m−γ f g)τ
∫ τ
0
e−(i[δ2a−δ1]+γ f a−γ f m)u
∫ u
0
e−(i[δ3−δ2b]+γba−γ f a)v dv du dτ
+
∫ t
0
e−(iδ1+γ f m−γ f g)τ
∫ τ
0
e−(i[−δ2b+δ3]+γbm−γ f m)u
∫ u
0
e−(i[−δ1+δ2a]+γba−γbm)v dv du dτ
+
∫ t
0
e−(i[δ3−δ2b]+γbg−γ f g)τ
∫ τ
0
e−(iδ1+γbm−γbg)u
∫ u
0
e−(i[−δ1+δ2a]+γba−γbm)v dv du dτ
}
.
The second term is:
−i
h¯3
µ f aσabµbmµmgE∗3E21e
−(iω f g+γ f g)te−(iωab+γab)τD
×
{ ∫ t
0
e−(iδ1+γ f m−γ f g)τ
∫ τ
0
e−(i[δ3−δ2a]+γam−γ f m)u
∫ u
0
e−(i[δ2b−δ1]+γab−γam)v dv du dτ
+
∫ t
0
e−(i[δ3−δ2a]+γag−γ f g)τ
∫ τ
0
e−(iδ1+γam−γag)u
∫ u
0
e−(i[−δ1+δ2b]+γab−γam)v dv du dτ
+
∫ t
0
e−(iδ1+γ f m−γ f g)τ
∫ τ
0
e−(i[δ2b−δ1]+γ f b−γ f m)u
∫ u
0
e−(i[δ3−δ2a]+γab−γ f b)v dv du dτ
}
.
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The third term is:
i
h¯3
µ f aµamµmgE∗3E21e
−(iω f g+γ f g)t
×
{
σf f e
−γ f f τD
×
∫ t
0
e−(iδ1+γ f m−γ f g)τ
∫ τ
0
e−(i[δ2a−δ1]+γ f a−γ f m)u
∫ u
0
e−(i[δ3−δ2a]+γ f f−γ f a)v dv du dτ
− σaae−γaaτD
∫ t
0
e−(iδ1+γ f m−γ f g)τ
∫ τ
0
e−(i[δ2a−δ1]+γ f a−γ f m)u
∫ u
0
e−(i[δ3−δ2a]+γaa−γ f a)v dv du dτ
− σaae−γaaτD
∫ t
0
e−(iδ1+γ f m−γ f g)τ
∫ τ
0
e−(i[δ3−δ2a]+γam−γ f m)u
∫ u
0
e−(i[δ2a−δ1]+γaa−γam)v dv du dτ
− σaae−γaaτD
∫ t
0
e−(i[δ3−δ2a]+γag−γ f g)τ
∫ τ
0
e−(iδ1+γam−γag)u
∫ u
0
e−(i[δ2a−δ1]+γaa−γam)v dv du dτ
+ σmme−γmmτD
×
∫ t
0
e−(i[δ3−δ2a]+γag−γ f g)τ
∫ τ
0
e−(i[δ2a−δ1]+γmg−γag)u
∫ u
0
e−(iδ1+γmm−γmg)v dv du dτ
+ σmme−γmmτD
×
∫ t
0
e−(iδ1+γ f m−γ f g)τ
∫ τ
0
e−(i[δ3−δ2a]+γam−γ f m)u
∫ u
0
e−(i[δ2a−δ1]+γmm−γam)v dv du dτ
+ σmme−γmmτD
×
∫ t
0
e−(i[δ3−δ2a]+γag−γ f g)τ
∫ τ
0
e−(iδ1+γam−γag)u
∫ u
0
e−(i[δ2a−δ1]+γmm−γam)v dv du dτ
+ (1− σgg)e−γggτD
×
∫ t
0
e−(i[δ3−δ2a]+γag−γ f g)τ
∫ τ
0
e−(i[δ2a−δ1]+γmg−γag)u
∫ u
0
e−(iδ1+γgg−γmg)v dv du dτ
−
∫ t
0
e−(i[δ3−δ2a]+γag−γ f g)τ
∫ τ
0
e−(i[δ2a−δ1]+γmg−γag)u
∫ u
0
e−(iδ1−γmg)v dv du dτ
}
.
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The fourth term is:
i
h¯3
µ f bµbmµmgE∗3E21e
−(iω f g+γ f g)t
×
{
σf f e
−γ f f τD
×
∫ t
0
e−(iδ1+γ f m−γ f g)τ
∫ τ
0
e−(i[δ2b−δ1]+γ f b−γ f m)u
∫ u
0
e−(i[δ3−δ2b]+γ f f−γ f b)v dv du dτ
− σbbe−γbbτD
∫ t
0
e−(iδ1+γ f m−γ f g)τ
∫ τ
0
e−(i[δ2b−δ1]+γ f b−γ f m)u
∫ u
0
e−(i[δ3−δ2b]+γbb−γ f b)v dv du dτ
− σbbe−γbbτD
∫ t
0
e−(iδ1+γ f m−γ f g)τ
∫ τ
0
e−(i[δ3−δ2b]+γbm−γ f m)u
∫ u
0
e−(i[δ2b−δ1]+γbb−γbm)v dv du dτ
− σbbe−γbbτD
∫ t
0
e−(i[δ3−δ2b]+γbg−γ f g)τ
∫ τ
0
e−(iδ1+γbm−γbg)u
∫ u
0
e−(i[δ2b−δ1]+γbb−γbm)v dv du dτ
+ σmme−γmmτD
×
∫ t
0
e−(i[δ3−δ2b]+γbg−γ f g)τ
∫ τ
0
e−(i[δ2b−δ1]+γmg−γbg)u
∫ u
0
e−(iδ1+γmm−γmg)v dv du dτ
+ σmme−γmmτD
×
∫ t
0
e−(iδ1+γ f m−γ f g)τ
∫ τ
0
e−(i[δ3−δ2b]+γbm−γ f m)u
∫ u
0
e−(i[δ2b−δ1]+γmm−γbm)v dv du dτ
+ σmme−γmmτD
×
∫ t
0
e−(i[δ3−δ2b]+γbg−γ f g)τ
∫ τ
0
e−(iδ1+γbm−γbg)u
∫ u
0
e−(i[δ2b−δ1]+γmm−γbm)v dv du dτ
+ (1− σgg)e−γggτD
×
∫ t
0
e−(i[δ3−δ2b]+γbg−γ f g)τ
∫ τ
0
e−(i[δ2b−δ1]+γmg−γbg)u
∫ u
0
e−(iδ1+γgg−γmg)v dv du dτ
−
∫ t
0
e−(i[δ3−δ2b]+γbg−γ f g)τ
∫ τ
0
e−(i[δ2b−δ1]+γmg−γbg)u
∫ u
0
e−(iδ1−γmg)v dv du dτ
}
.
The above solutions may be valuable in their generality. They show the calculations
involved are long, but tractable, and may be applied to similar excitation schemes involving
four or five atomic states.
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B.2 Scattering
The part of the matrix element ρ(2)f g resulting from the scattering process was found to be
ρ
(2,S)
f g = µ f bσbmµmgE
∗
3E1e
−(iωbm+γbm)τK0
+ µ f aσamµmgE∗3E1e−(iωam+γam)τK1
+ µ f bµbmσmgE∗3E1e−(iωmg+γmg)τK2
+ µ f aµamσmgE∗3E1e−(iωmg+γmg)τK3 .
(B.2)
Each line of Equation B.2 will be treated as a separate term in stating the result below.
The first term can be written as:
µmgσbmµ f b
h¯2
E∗3E1e
−γ f gt−iω f gt
×
∫ t
0
e−γ f mu+γ f gu−i∆1u
∫ u
0
e−γbmτ−iωbmτ+i∆2bv+γ f mv−γbmv−i∆3v dv du
+
µmgσbmµ f b
h¯2
E∗3E1e
−γ f gt−iω f gt
×
∫ t
0
ei∆2bu+γ f gu−γbgu−i∆3u
∫ u
0
e−γbmτ−iωbmτ−γbmv+γbgv−i∆1v dv du .
The second term is
µmgσamµ f a
h¯2
E∗3E1e
−γ f gt−iω f gt
×
∫ t
0
e−γ f mu+γ f gu−i∆1u
∫ u
0
e−γamτ−iωamτ+i∆2av+γ f mv−γamv−i∆3v dv du
+
µmgσamµ f a
h¯2
E∗3E1e
−γ f gt−iω f gt
×
∫ t
0
ei∆2au+γ f gu−γagu−i∆3u
∫ u
0
e−γamτ−iωamτ−γamv+γagv−i∆1v dv du .
The third term is
− σmgµbmµ f b
h¯2
E∗3E1e
−γ f gt−iω f gt
×
∫ t
0
ei∆2bu+γ f gu−γbgu−i∆3u
∫ u
0
e−γmgτ−iωmgτ−i∆2bv+γbgv−γmgv+i∆1v dv du .
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The fourth term is
− σmgµamµ f a
h¯2
E∗3E1e
−γ f gt−iω f gt
×
∫ t
0
ei∆2au+γ f gu−γagu−i∆3u
∫ u
0
e−γmgτ−iωmgτ−i∆2av+γagv−γmgv+i∆1v dv du .
Solving for the elements of the second-order density matrix requires fewer integrations
than required to solve the four-wave mixing elements.
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Appendix C
Sodium Quantum Beats
Using a detection method similar to the one detailed in Chapter 2, quantum beats were
observed in a saturated sodium vapor by detecting the four-wave mixing amplitude in
a pump–probe experiment. The observations reported here indicate the pump–probe
method is suitable to detect quantum beats in various alkali vapors.
C.1 Atomic Sodium Properties
Sodium, as an alkali atom, has an atomic structure similar to that of rubidium. Figure C.1
is an appropriate schematic diagram of the energy levels of sodium, and is identical to
Figure 3.1, clearly illustrating the similarities between the two systems. The g, m, f , a,
and b states labeled in the figure correspond to the sodium 3S, 3P, 4P, 5S, and 4D states,
respectively, and the wavelength of the pump and probe pulses is 590 nm, resulting in
signal and idler wavelengths of 330 nm and 2.76 µm.
Table C.1 lists the line strengths of the transitions relevant to the four-wave mixing
experiments. The four-wave mixing process in sodium vapor only differs from that in
rubidium vapor when considering the numeric values of the relevant transition dipole
moments and energy levels, but the analytic model developed to analyze the rubidium
processes is directly applicable to analyzing the processes in sodium vapor.
C.2 Visible Femtosecond Pulse Generation
A noncollinear optical parametric amplifier (NOPA), designed and built by Clark-MXR,
generated pulses with central wavelengths of 590 nm and bandwidths of 40 nm, necessary
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Figure C.1 The simplified model of the alkali atom used for the analytic calculations.
Roman letters indicate state labels, the four photons involved in the FWM process are
indicated by their angular frequencies ωn, and the angular frequency difference between
the energy state and the photon energy is indicated by δn.
Table C.1 Line strengths in atomic units between selected sodium atomic states, calculated
from absorption oscillator strengths published by Siegel et al. [53]. The wavenumbers of
the respective states in cm−1 [64] are indicated in parentheses.
Energy state 3 2S1/2 5 2S1/2 4 2D3/2 4 2D5/2
(Wavenumber {cm−1}) (0) (33 200.673) (34 548.764) (34 548.729)
3 2P1/2 (16 956.170) 12.39 0.5776 3.715 0
3 2P3/2 (16 973.366) 24.77 1.156 0.7422 6.680
4 2P1/2 (30 266.99) 0.101 69.96 144.9 0
4 2P3/2 (30 272.58) 0.204 140.4 29.07 261.6
due to the limited range of central wavelengths of pulses from the Ti:Al2O3 regenerative
amplifier [65]. About 25% of each pulse from the regenerative amplifier was reflected
from a partially silvered mirror into the NOPA, as necessary to remain below the damage
threshold of the nonlinear crystals within the NOPA. Part of that lower-energy pulse was
focused into a thin sapphire disk to generate a positively chirped continuum, which, after
passing through a filter, extended between 400 and 700 nm. The other part of the pulse was
frequency-doubled in a beta barium borate (BBO) crystal. Both of those pulses were then
recombined at a slight angle in a second BBO crystal to amplify chosen frequencies within
the continuum. The angle between the continuum and pump beams within the crystal,
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along with the delay between the peaks of the pump and continuum pulses, restricted the
range of frequencies for which phase-matching, and thus amplification, would efficiently
occur. The parametrically amplified beam was then amplified in a second stage identical
to the continuum amplification stage. Pulses output by the NOPA could be tuned to have
central wavelengths between 400 and 700 nm, or between 900 and 1600 nm, and could be
compressed to less than 80 fs. At a central wavelength of 590 nm, the NOPA was tuned to
output pulses that had bandwidths of about 40 nm and pulse energies up to 5 µJ.
A prism pair made from SF10 glass was used to control the group delay dispersion of the
pulses. By changing the separation between the two prisms, the group delay dispersion
of the pulse could be varied, which was measured by the FROGScan pulse measurement
device.
A singlet plano-convex lens with a focal length of 26 cm focused the pump and probe
pulses into the atomic vapor cell. The spot size of the focused spot could be related to the
beam diameter in the plane of the lens by
2w0 =
4M2λ f
piφbeam
, (C.1)
where w0 is the beam spot size, M2 is the Gaussian beam parameter, f is the focal length of
the lens, and φbeam is twice the spot size of the beam input to the lens. The peak irradiance
can be related to the pulse energy by
Ipeak =
4W
piτww20
, (C.2)
where W is the pulse energy, and τw is the pulse duration. The pulses interacted with the
vapor to produce a four-wave mixing signal near the 4P → 3S transition of the sodium
atom, which has a wavelength of 330 nm. The beam diameter at the plane of the lens was
approximately 1 cm, so the spot size of the focused spot was about 14 µm, and the peak
irradiance at the focal plane was about 2.6 · 1010 W/cm2.
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Figure C.2 An example spectrum of an experimental observation.
C.3 Spectral Analysis
The frequency difference corresponding to the quantum beat between the 5S and 4D5/2
states of sodium according to the standard reference values was 40.413 70(8)THz, while
the expected beat frequency between the 5S and 4D3/2 states was 40.414 75(8)THz. Be-
cause the frequency difference between the sodium fine structure components is 1.05 GHz
and smaller than the standard deviation of the rubidium beat observations, the experi-
ments were unable to spectrally distinguish between the fine structure components of the
beat. Figure C.2 shows an experimental result with a single peak at 40.404 THz—a relative
error of 2.5 · 10−4 compared to the accepted value. The observed beat in sodium was much
weaker than the beat in rubidium, which could have been caused by the more stringent
requirements on the interferometric system, or by the addition of pulse amplitude noise
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Figure C.3 The frequencies of the observed peaks.
within the NOPA.
Many observations contained multiple peaks. Figure C.3 shows the frequencies of all
observed peaks in the spectrum of the signal, grouped by the mean internuclear separation
between atoms in the vapor. The observed frequencies of the peaks did not seem to exhibit
a trend in magnitude with respect to internuclear separation, as would be expected if the
observed frequencies were due to density-dependent perturbations.
The frequency of the central peak was observed to be 40.418± 0.02 THz, in agreement
with the standard reference value, although with higher uncertainty when compared with
the rubidium observations, as shown in Figure C.4. When recording only the central
peak, no bias with respect to internuclear separation was observed that would indicate an
interatomic force shifting the 5S state with respect to the 4D state.
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Figure C.4 The observed frequencies of the central peaks observed from the sodium vapor.
C.4 Windowed Spectral Analysis
The spectrogram of a representative experimental observation is shown in Figure C.5.
It shows the quantum beating signal is strong for short delays and weak for longer
delays. Temporal evolutions similar to the one plotted here have been used to support the
identification of a molecular process [60]; however, more analysis is needed to make that
conclusion for the data presented here.
Figures C.6 and C.7 show the temporal evolution and spectral content of the quantum
beat signal from the scan shown in Figure C.5. The temporal evolution shows the STFT
amplitude of the spectral component within 20 GHz of the observed quantum beat signal.
Figure C.7 shows the spectral content of the signal at two delays, 40 ps and 80 ps. The
quantum beat at 80 ps has a lower magnitude but a higher frequency when compared with
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Figure C.5 The spectrogram of one observation of quantum beating in sodium.
the quantum beat signal at 40 ps interpulse delay. The results of the windowed spectral
analysis presented in this section, while intriguing, were insufficient to determine whether
a molecular interaction was being detected, although further analysis and observations
may provide an answer.
C.5 Conclusion
Quantum beats corresponding to the sodium 4D–5S energy level separation have been ob-
served, using a pump–probe detection experiment similar to the one previously described
for observations made with rubidium. Due to experimental limitations, the existence of
the beat was clear, but the spectral resolution was insufficient to spectrally resolve the
contributions from the fine structure components of the 4D state, and experimental noise
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Figure C.6 The temporal evolution of the quantum beat signal.
limited the ability to analyze the beat temporal and spectral evolutions. The observation of
a modulation of the quantum beat frequency of nearly exactly 15 THz, a modulation that
had long been observed but unexplained in rubidium quantum beat experiments, clarified
that the modulation was common between the two atomic systems, and thus excluded
an explanation based on atomic perturbations. No Raman-detected beat was observed in
sodium, and neither was the modulation corresponding to the 2 mm lead pitch, probably
due to the decreased signal-to-noise ratio in these experiments. However, the observation
of quantum beating in both rubidium and sodium confirms that the method explained in
this thesis to observe quantum beating may be applied to other atomic systems.
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Figure C.7 The spectrum of the signal at two time delays.
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