Gaze direction is an important communicative cue. In order to use this cue for human-robot interaction, software needs to be developed that enables the estimation of head pose. We began by designing an application that is able to make a good estimate of the head pose, and, contrary to earlier head pose estimation approaches, that works for non-optimal lighting conditions. Initial results show that our approach using multiple networks trained with differing datasets, gives a good estimate of head pose, and it works well in poor lighting conditions and with low-resolution images. We validated our head pose estimation method using a custom built database of images of human heads. The actual head poses were measured using a trakStar (Ascension Technologies) six-degrees-of-freedom sensor. The head pose estimation algorithm allows us to assess a person's focus of attention, which allows robots to react in a timely fashion to dynamic human communicative cues.
INTRODUCTION
In human-robot interaction, gaze direction serves as an important non-verbal communication medium. Not only are users more engaged in the interaction when a robot has its gaze fixed on the user [4] , but the engagement is also influenced by conversational cues like joint attention [3] . Such interactions require the robot to be able to detect the gaze direction of the user. Specifically, in the context of homecare it is important for the robot to detect the engagement of the user during interaction. Head orientation presumably gives an indication of engagement. Methods that are currently available to perform head pose estimation are not compatible with the hardware and context with which we are working. We are not able to (1) use physical sensors attached to the user, (2) use an external high-resolution camera, (3) consume a lot of processing power, and (4) condition the Copyright is held by the author/owner(s). HRI'11, March 6-9, 2011, Lausanne, Switzerland. ACM 978-1-4503-0561-7/11/03. environment for optimal lighting. Therefore, we need a robust, fast and non-intrusive solution to estimate the head pose. With this in mind, we developed a way to estimate the head pose of the user.
NEURAL NETWORK SOLUTION
We chose a neural network approach based on the work of Voit, Nickel and Stiefelhagen [5] . It is relatively fast and remains robust in low spatial resolution. This allows detection of head orientation even when the person is far from the robot. We used two different datasets to train the neural network: Yale's dataset with variable lighting directions [1] and the Face Pointing04 dataset [2] , which is used by [5] . For every image in both datasets, both the pitch and yaw of every head was known.
Creating the Training Set
We detected faces within the pictures provided by the dataset. The cut-out was first transformed to a grayscale image, and then the edges were determined. Instead of outputting an image containing both the grayscale image and the edge detected image, like [5] , we found that the edge detected image creates sufficient results by itself. For all database images we created an output image of 30x90 pixels (Figure 1 ). 5756 training images were created.
Training the Networks
We used the Levenberg-Marquardt training method to train two-layer, feed-forward neural networks for the pitch and yaw values. For every dataset we trained three different neural network sets (a set contains one pitch and one yaw neural network). Four sets were trained with data from both datasets. 
Results
Our approach is able to give, what appears to be, a good estimate of the head pose. Figure 2 shows the pitch data for a nodding gesture; the yaw data remained practically constant as expected. The data in Figure 2 clearly demonstrate that some individual networks perform rather badly (NN 1, 2, 3, 4, 5, 6, 7), with a lot of high-frequency noise. The noise seems not to be systematic across networks. The combination of a low-frequency filter, averaging over three time frames and over multiple networks results in an improvement of the estimate of head pose.
The currently used datasets are limited in the number of backgrounds and faces. Dataset [1] varied the direction of illumination to improve robustness against variation in lighting conditions. This worked well, except for extreme illumination directions when only parts of the face were illuminated. These findings underline the dependence of performance on the training set. Head pose estimation methods are often cross-validated using the same dataset. Because the available and used datasets do not represent conditions normally encountered by a domestic robot, validating the method using these datasets is not appropriate.
CREATING A NATURAL DATASET
To overcome these problems we made a dataset containing images of a larger number of human faces and backgrounds. We devised a setup that is mobile, so that it can be wheeled around. The lighting conditions were varied by varying the time of day and location in normal domestic environments. The actual head poses were recorded in real-time using a sixdegrees-of-freedom trakStar sensor (Ascension Technologies) and synchronized with the recorded images. To get accurate head pose data, we are using a magnetic field sensor that can be attached to the person's head in such a way that it is invisible for the capturing camera. A coil that generates the magnetic field is positioned close to the person. The sensor is calibrated by instructing the person to look directly at the camera and setting the values for yaw, pitch and roll to zero. Then we are able to collect accurate data about the actual head pose. The data are collected by instructing the person to look at specific points in space, indicated by the experimenter, during which we get a few frames per second together with accurate yaw and pitch data. First, this setup will allow us to generate a large dataset with only a small amount of effort and time. With these data, we will be able to cross-validate our current method. Second, we will be able to improve the accuracy and robustness of the head pose estimation by training extra neural networks.
CONCLUSION
We implemented a head pose estimation method that is fast, robust and handles low-resolution images. The head pose estimation solution is implemented in our robot and is working well with human faces and backgrounds that were not originally in the training set. The dataset that we made ourselves will allow us to improve, the accuracy and robustness for domestic environments, and to cross-validate our head pose estimation method.
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