I.
•• I the observable random variables correspond to a finite or countable set of contiguous class intervals. In this context, the two sample problem for grouped data is considered and various efficiency results are also studied. where a..,~and 0'(>0) are real parameters, (c , ... , c ) are known quantities, VI VN.., concerning which we make the following assumptions: 
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I. I I
Hajek [5J has considered the class of cdf's for which the square root of the * Work supported in part by the Army Research Office, Durham, Grant DA-3l-l24-G432.
-2-observable, while in our case, we have a finite or countable set of class probability density function possesses a quadratically integrable derivative [where _00 = a O < a 1 < a 2 < ... < 00 is any (finite or countable) set of ordered points on the real line (-oo,oo),J and the observable stochastic vector is X* = "'V intervals also stick to the assumptions (1.1) through (1.4).
where f(x) = dF(x)!dx and f'(x) = df(x)!dx. Throughout this paper, we shall (X* , ... ,.X* ), where 
Let us denote by T V Consequently,.
-5-variance.
desired level of significance of the test.
Consequently, we get on using the classical central limit theorem and avoiding
(It may be noted that in actual practice both~and a in (1.1) are mostly Thus, from (2.10) and theorem 2.1 we get that the asymptotic power of the
where Tv and r are so chosen that E{1jrl(X*)/H r = E, 0 < E < 1, E being the ,E E NV 0 the details of derivation, the following.
00
Now L: j=O Z ij 6 y i=l, .
•. ,~are independent random variables, and hence Tv is a linear function of N independent random variables, where (1.3) guarantees V the condition for the central limit theorem to be satisfied by the coefficients.
unknown, and as a result, 6.'s are also so. However, as in ( 3.1) 
is the inverse of F(x) and~(u) is defined by (2.4). and it is easy to see that (3.9) also satisfies (2.5), uniformly in (I.} and for J all (F N }. From (3.5) through (3.9), we have 3.2. ASymptotic optimality of *2(~~The main contention of this paper is to establish the asymptotic equivalence of *1(~~) and *2(~)' in (2.10) and (3.11), respectively. For this, let us first consider the following lemmas. {N2/FN .-F·I} is bounded in probability. 
converges to zero, in probability. For an unessential simplification of this 
00 00 
A P as in (3.26) and (3.27), we get that L: J
[Hu)-6 J2 du~O.
Hence, V Hence, the lemma follows from (3.22) and (3.29) .
where E and E stand for the expectation over the permutation distribution fly V and the distribution of the order statistic associated with X*, respectively.
implies the convergence of the expectation to the same constant, we readily get Hence, the lemma. Further, by lemma 3.1, it converges to~j:O 6jP j , in probability. Since, for a bounded valued random variable convergence, in probability, to a constant (1.4», and (ii) 6., defined by (2.2) is not a constant (otherwise, T= 0). J V For many distributions, for which the range is not extended to infinity on both
