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Abstract
Optimal control of bilinear systems has been a well-studied subject in the areas of mathematical and computational optimal control.
However, effective methods for solving emerging optimal control problems involving an ensemble of deterministic or stochastic bilinear
systems are underdeveloped. These burgeoning problems arise in diverse applications from quantum control and molecular imaging to
neuroscience. In this work, we develop an iterative method to find optimal controls for an inhomogeneous bilinear ensemble system with
free-endpoint conditions. The central idea is to represent the bilinear ensemble system at each iteration as a time-varying linear ensemble
system, and then solve it in an iterative manner. We analyze convergence of the iterative procedure and discuss optimality of the convergent
solutions. The method is directly applicable to solve the same class of optimal control problems involving a stochastic bilinear ensemble
system driven by independent additive noise processes. We demonstrate the robustness and applicability of the developed iterative method
through practical control designs in neuroscience and quantum control.
Key words: Ensemble control, Bilinear systems, Iterative method.
1 Introduction
Controlling a population system consisting of a large num-
ber of structurally identical dynamic units is an essential
step that enables many cutting-edge applications in sci-
ence and engineering. For example, in quantum science
and technology, synchronization engineering, and circa-
dian biology, a central control task is to design exogenous
forcing that guides individual subsystems in the population
or ensemble to behave in a desired or an optimal manner
[7,22,17,13,6,14]. Such optimal “broadcast” control designs
are of theoretical and computational challenge because, in
practice, only a single or sparsely distributed control signals
are available to engineer individual or collective behavior
of many or a continuum of dynamical systems [21,25,16].
There exist numerous numerical methods for solving optimal
control problems of nonlinear systems [23], many of which
rely heavily on applying effective discretization schemes to
discretize the system dynamics and then implementing nu-
merical optimizations to solve the resulting nonlinear pro-
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grams (NLPs) [9]. Canonical methods include direct and
indirect shooting methods [26,27] and spectral collocation
methods such as the pseudospectral method [10]. Imple-
menting these commonly-used computational methods to
solve optimal control problems involving an ensemble sys-
tem may encounter low efficiency, slow convergence, and
instability issues. It is because each subsystem in the en-
semble has an identical structure so that the resulting dis-
cretized large-scale NLPs are equipped with a distinctive
sparse structure, and, furthermore, each subsystem shares a
common control input so that these NLPs involve highly lo-
calized and restrictive constraints [20].
In this paper, we study the optimal control of a bilinear en-
semble system with inhomogeneous natural and translational
dynamics, which models a wide range of practical optimal
control design problems across disciplines, for example, op-
timal pulse design in quantum control [5,24] and molecular
imaging [29], motion planning of robots in the presence of
uncertainty [3], and optimal stimulation of spiking neurons
[6]. In our previous study, we investigated ensemble control
designs in these compelling applications and, in particular,
focused on devising minimum-energy controls with fixed-
endpoint constraints [28]. Here, we consider free-endpoint
quadratic optimal bilinear ensemble control problems and
develop an iterative method to solve this class of problems
without the use of numerical optimizations. The procedure
is based on constructing and solving a corresponding opti-
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mal control problem involving a linear ensemble system at
each iteration, which is numerically tractable as shown in
our previous work [15,30]. Moreover, the established itera-
tive method is directly applicable to find optimal controls for
stochastic bilinear systems driven by additive noise, such as
Poisson counters and Brownian motion. We note that itera-
tive methods have been developed for solving free-endpoint
optimal control problems [11] or optimal tracking [4] of a
single deterministic bilinear system. These pervious studies
lay the foundation of our new developments towards solv-
ing optimal control problems involving a bilinear ensemble
system governed by inhomogeneous drift and translational
dynamics.
This paper is organized as follows. In the next section, we
formulate the optimal control problem involving a single
inhomogeneous bilinear system. We present the iterative
method to solve this optimal control problem and show the
convergence of the iterative algorithm by using the fixed-
point theorem. In Section 3, we extend the iterative method
to deal with optimal control problems for bilinear ensem-
ble systems. In Section 4, we illustrate the robustness and
applicability of the iterative method through the examples
of controlling spiking neurons in the presence of jump pro-
cesses and pulse design in protein nuclear magnetic reso-
nance (NMR) spectroscopy.
2 Optimal Control of Inhomogeneous Bilinear Systems
In this paper, we study optimal control problems involving
an ensemble of inhomogeneous bilinear systems with state-
invariant drift and translational dynamics of the form
d
dt
X(t,β ) =A(β )X(t,β )+B(β )u(t)
+
[ m
∑
i=1
ui(t)Bi(β )
]
X(t,β )+g(β ), (1)
where X(t,β ) ∈ Rn denotes the state, β ∈ K ⊂ Rd is the
system parameter varying on the compact set K in the d-
dimensional Euclidean space; u = (u1, . . . ,um)T is the con-
trol function with ui : [0, t f ]→ R being piecewise continu-
ous; A∈C(K;Rn×n), B∈C(K;Rn×m), and Bi ∈C(K;Rn×n),
i = 1, . . . ,m, are real matrices whose elements are contin-
uous functions over K, and g ∈ C(K;Rn). Specifically, we
consider the free-endpoint optimal control minimizing the
cost functional involving the trade-off between the terminal
cost and the energy of the control input.
In the following, we develop an iterative procedure for solv-
ing this challenging optimal ensemble control problem. To
fix the idea, we first illustrate the framework through a free-
endpoint, finite-time, quadratic optimal control problem in-
volving a single deterministic time-invariant inhomogeneous
bilinear system. Namely, we consider the problem
min J =
1
2
∫ t f
0
uT (t)Ru(t)dt+‖x(t f )− xd‖22,
s.t. x˙ = Ax+Bu+
[ m
∑
i=1
uiBi
]
x+g, (P1)
where x(t) ∈ Rn is the state and u(t) = (u1, . . . ,um)T ∈ Rm
is the control with each ui piecewise continuous; A ∈Rn×n,
Bi ∈Rn×n, and B ∈Rn×m are constant matrices, and g ∈Rn
is a constant vector. In the cost functional, R ∈ Rm×m  0
is a positive definite weight matrix for the control energy
and ‖x(t f )−xd‖22 = (x(t f )−xd)T (x(t f )−xd) represents the
terminal cost with respect to the desired state xd ∈ Rn. In
addition, we can represent the time-invariant bilinear system
in (P1) as x˙ = Ax+Bu+
[
∑nj=1 x j(t)N j
]
u+g, in which we
write the bilinear term
(
∑mi=1 uiBi
)
x=
(
∑nj=1 x jN j
)
u with x j
being the jth element of x and N j ∈ Rn×m for j = i, . . . ,n.
We now solve the optimal control problem (P1) by Pontrya-
gin’s maximum principle. The Hamiltonian of this problem
is
H(x,u, p) =
1
2
uT Ru+ pT
{
Ax+
[
B+(
n
∑
j=1
x jN j)
]
u+g
}
,
where p(t) ∈ Rn is the co-state vector. The optimal control
is then obtained by the necessary condition, ∂H∂u = 0 (since
the control u is unconstrained), given by
u∗ =−R−1ΛT p, (2)
where Λ= B+∑nj=1 x jN j, and the optimal trajectories of the
state x and the co-state p satisfy, for t ∈ [0, t f ],
x˙i =
[
Ax
]
i−
[
ΛR−1ΛT p
]
i
+g, (3)
p˙i =−
[
AT p
]
i+ p
T
[
NiR−1ΛT +ΛR−1NTi
]
p, (4)
with the boundary conditions x(0) = x0 and p(t f ) =
2(x(t f )− xd) from the transversality condition, where xi, pi
and [ · ]i, i = 1, . . . ,n, are the ith component of the respective
vectors. By the following change of variables,
A˜i j = Ai j−
[
(N jR−1ΛT +ΛR−1NTj
)
p
]
i
, (5)
B˜R−1B˜T = BR−1BT − ( n∑
j=1
x jN j
)
R−1
( n
∑
j=1
x jN j
)T
, (6)
we can rewrite (3) and (4) into the form
x˙ = A˜x− B˜R−1B˜T p+g, x(0) = x0, (7)
p˙ =−A˜T p, p(t f ) = 2(x(t f )− xd), (8)
2
which are in the similar form, with an additional inhomo-
geneous term g, of the canonical equations that characterize
the optimal trajectories of the LQR problem [1].
2.1 Iteration Procedures
If the matrices A˜ and B˜R−1B˜T in (5) and (6), respectively,
were known, then the two-point boundary value problem
(TPBVP) described in (7) and (8) can be solved numerically,
e.g., by shooting methods [27]. However, they are state de-
pendent, i.e., A˜(x, p) and B˜R−1B˜T (x), so that the TPBVP is
intractable. To overcome this, we propose to solve it in an
iterative manner by considering the iteration equations
x˙(k) = A˜(k−1)x(k)− B˜(k−1)R−1(B˜(k−1))T p(k)+g, (9)
p˙(k) =−(A˜(k−1))T p(k), (10)
with the boundary conditions x(k)(0) = x0 and p(k)(t f ) =
2(x(k)(t f ) − xd) for all iterations k = 0,1,2, . . ., where
the matrices A˜(k−1)(x(k−1), p(k−1)) and O˜(k−1)(x(k−1)) .=
B˜(k−1)R−1(B˜(k−1))T (x(k−1)) are defined according to (5)
and (6), given by
A˜(k)i j = Ai j−
[
(N jR−1(Λ(k))T +Λ(k)R−1N j)p(k)
]
i
, (11)
O˜(k) = BR−1BT − ( n∑
j=1
x(k)j N j
)
R−1
( n
∑
j=1
x(k)j N j
)T
, (12)
with Λ(k) = B+∑nj=1 x
(k)
j N j. In order to solve for (9) and
(10), we let
p(k)(t) = K(k)(t)x(k)(t)+ s(k)(t), (13)
where K(k)(t)∈Rn×n and s(k)(t)∈Rn. Substituting this into
(10) and using (9) yields the Riccati equation
K˙(k) =−K(k)A˜(k−1)− (A˜(k−1))T K(k)+K(k)O˜(k)K(k), (14)
and
s˙(k) =−
[
(A˜(k−1))T −K(k)O˜(k−1)
]
s(k)−K(k)g, (15)
with the terminal conditions K(k)(t f ) = 2In, where In denotes
the n×n identity matrix, and s(k)(t f ) =−2xd . Solving K(k)
and s(k) with (14) and (15) and using (13), x(k) and p(k) in
(9) and (10) can be obtained.
We would like to emphasize that solving these iterative equa-
tions is equivalent to solving the following inhomogeneous
LQR problem at each iteration k = 0,1,2, . . .,
min J =
1
2
∫ t f
0
(u(k))T (t)Ru(k)(t)dt+‖x(k)(t f )− xd‖22,
s.t. x˙(k) = A˜(k−1)x(k)+ B˜(k−1)u(k)+g (P2)
x(k)(0) = x0.
If the iterative procedure is convergent, we expect that the
optimal solution of (P2) is approaching that of (P1). The
convergence behavior and criteria of this iterative method
are analyzed in the following section.
2.2 Convergence of the Iterative Method
In this section, we analyze the convergence of the iter-
ative algorithm and show the dependence of the conver-
gence on the choice of the weight matrix R and on the
translational dynamics g. To facilitate the proof, we intro-
duce the following mathematical tools. Considering the Ba-
nach spaces, X .=C([0, t f ]; Rn), Y
.
=C([0, t f ]; Rn×n), and
Z
.
=C([0, t f ]; Rn) with the norms
‖x‖α = sup
t∈[0,t f ]
[‖x(t)‖exp(−αt)], for x ∈X ,
‖y‖α = sup
t∈[0,t f ]
[‖y(t)‖exp(−α(t f − t))], for y ∈ Y ,
‖z‖α = sup
t∈[0,t f ]
[‖z(t)‖exp(−α(t f − t))], for z ∈Z ,
in which ‖v‖ = ∑ni=1 |vi| for any v ∈ Rn and ‖D‖ =
max1≤ j≤n∑ni=1 |Di j| for D ∈ Rn×n, and the parameter
α serves as an additional degree of freedom to control
the rate of convergence [11], we define the operators
T1 : X × Y ×Z → X , T2 : X × Y ×Z → Y , and
T3 :X ×Y ×Z →Z that describe the dynamics of x∈X ,
K ∈ Y , and s ∈Z as described in (9), (14), and (15) by
d
dt
T1[x,K,s](t) = A˜(x(t),K(t),s(t))T1[x,K,s](t)+g (16)
− O˜(x(t))
(
T3[x,K,s](t)+T2[x,K,s](t)T1[x,K,s](t)
)
,
T1[x,K,s](0) = x0,
d
dt
T2[x,K,s](t) =−T2[x,K,s](t)A˜(x(t),K(t),s(t))
− A˜T (x(t),K(t),s(t))T2[x,K,s](t) (17)
+T2[x,K,s](t)O˜(x(t))T2[x,K,s](t),
T2[x,K,s](t f ) = 2In,
d
dt
T3[x,K,s](t) =−A˜T (x(t),K(t),s(t))T3[x,K,s](t) (18)
+T2[x,K,s](t)O˜(x(t))T3[x,K,s](t)−T2[x,K,s](t)g,
T3[x,K,s](t f ) =−2xd .
With these definitions, the convergence of the iterative
method can be illustrated using the fixed-point theorem.
3
Theorem 1 Consider the iterative method applied to the
optimal control problem (P2) with the iterations evolving
according to
x(k+1)(t) = T1[x(k),K(k),s(k)](t), (19)
K(k+1)(t) = T2[x(k),K(k),s(k)](t), (20)
s(k+1)(t) = T3[x(k),K(k),s(k)](t), (21)
where the operators T1, T2, and T3 are defined in (16),
(17), and (18), respectively. These mappings are contractive,
namely, there exists some matrix M ∈R3×3 with all eigenval-
ues within a unit sphere, such that for all x(k) ∈C([0, t f ]; Rn),
K(k) ∈C([0, t f ]; Rn×n), and s(k) ∈C([0, t f ]; Rn), k = 1,2, . . .,
the inequality

‖T1[x(k),K(k),s(k)]−T1[x(k−1),K(k−1),s(k−1)]‖α
‖T2[x(k),K(k),s(k)]−T2[x(k−1),K(k−1),S(k−1)]‖α
‖T3[x(k),K(k),s(k)]−T3[x(k−1),K(k−1),s(k−1)]‖α

≤M

‖x(k)− x(k−1)‖α
‖K(k)−K(k−1)‖α
‖s(k)− s(k−1)‖α
 (22)
holds component-wise, if the magnitude of R is chosen suf-
ficiently large such that
|m11|+ |m21|+ |m31|< 1, (23)
where mi j is the i jth entry of M. Consequently, starting with
a triple of feasible trajectories (x(0),K(0),s(0)), the iteration
procedure is convergent with the sequences {x(k)}, {K(k)},
and {s(k)} converging to the respective fixed points, x∗, K∗,
and s∗, i.e., x(k)→ x∗, K(k)→ K∗, and s(k)→ s∗.
Proof: From (11) and (12), for each fixed t ∈ [0, t f ], we
obtain the bounds,
‖∆A(k+1)‖ ≤ [
n
∑
i=1
‖Pi‖2]1/2‖p(k+1)− p(k)‖+[
n
∑
i, j=1
‖Qi j‖2]1/2
· (‖p(k+1)‖‖x(k+1)− x(k)‖+‖x(k)‖‖p(k+1)− p(k)‖),
‖∆O(k+1)‖ ≤ [
n
∑
i, j=1
‖Qi j‖2]1/2‖(x(k+1))2− (x(k))2‖,
where ∆A(k+1) .= A˜(k+1) − A˜(k), ∆O(k+1) .= O˜(k+1) − O˜(k),
Pi = NiR−1BT +BR−1NTi , and Qi j = NiR−1NTj +N jR−1NTi
for i, j = 1, · · · ,n. We can further write these bounds in
terms of ∆x(k+1) .= x(k+1)− x(k), ∆K(k+1) .= K(k+1)−K(k),
and ∆s(k+1) .= s(k+1)− s(k), given by
‖∆A(k+1)‖ ≤ {[ n∑
i=1
‖Pi‖2
]1/2
+‖x(k)‖
[ n
∑
i, j=1
‖Qi j‖2
]1/2} ·{‖K(k+1)‖‖∆x(k+1)‖+‖∆K(k+1)‖‖x(k)‖+‖∆s(k+1)‖}
(24)
+
[ n
∑
i, j=1
‖Qi j‖2
]1/2
(‖K(k+1)‖‖x(k+1)‖+‖s(k+1)‖)‖∆x(k+1)‖,
‖∆O(k+1)‖ ≤
[ n
∑
i, j=1
‖Qi j‖2
]1/2{‖x(k+1)‖+‖x(k)‖}‖∆x(k+1)‖.
(25)
In addition, using (15) we obtain
d
dt
∆s(k+1) =−[A˜(k)− O˜(k)K(k+1)]T∆s(k+1)−∆K(k+1)g
+
{
O˜(k−1)∆K(k+1)+∆O(k)K(k+1)−∆A(k)}T s(k)
with ∆s(k+1)(t f ) = 0. Then, we have
∆s(k+1)(t)≤
∫ t f
t
[
β1 ‖∆A(k)(σ)‖+β2 ‖∆O(k)(σ)‖
+β3 ‖∆K(k+1)(σ)‖
]
dσ , (26)
where β1, β2 and β3 are finite time-varying coefficients (see
Appendix 6.1). Using (14), we can write the differential
equation for ∆K(k+1), that is,
d
dt
∆K(k+1) =−∆K(k+1)
[
A˜(k)− O˜(k)K(k+1)
]
−
[
A˜(k−1)− O˜(k−1)K(k)
]T
∆K(k+1) (27)
−K(k)∆A(k)− (∆A(k))T K(k+1)+K(k)∆O(k)K(k+1),
with the terminal condition ∆K(k+1)(t f ) = 0. Applying the
variation of constants formula to (27), backward in time
from t = t f , and evaluating the norm yield the inequality
‖∆K(k+1)(t)‖ ≤
∫ t f
t
[
β4‖∆A(k)(σ)‖+β5‖∆O(k)(σ)‖
]
dσ ,
(28)
where β4 and β5 are both finite time-varying coefficients
(see Appendix 6.1).
Similarly, from (9) and (10), we can write the differential
equation for ∆x(k+1), that is,
d
dt
∆x(k+1) =
[
A˜(k)− O˜(k)K(k+1)]∆x(k+1)
+
{
∆A(k)−∆O(k)K(k+1)− O˜(k−1)∆K(k+1)}x(k)
−∆O(k)s(k+1)− O˜(k−1)∆s(k+1),
4
with the initial condition ∆x(k+1)(0) = 0, which leads to
‖∆x(k+1)(t)‖ ≤
∫ t
0
[
β6‖∆A(k)(σ)‖+β7‖∆K(k+1)(σ)‖
+β8‖∆O(k)(σ)‖+β9‖∆s(k+1)(σ)‖
]
dσ , (29)
where β6, β7, β8 and β9 are finite time-varying coefficients
(see Appendix 6.1). Combining the bounds in (24), (25),
(26), (28), and (29), and using the definitions of the operators
T1, T2, and T3 in (16), (17) and (18), respectively, we reach
the inequality as in (22) that holds component-wise, in which
all of the elements, mi j, of M depend on R−1 through δ and
ζ (see Appendix 6.2).
Now, observe that mi1 > mi2 and mi1 > mi3 for i = 1,2,3,
for example, for i = 3, m31−m32 > ζ (β2 +β3β5)(‖x(k)‖+
‖x(k−1)‖) > 0 and m31 − m33 > ζ (β2 + β3β5)(‖x(k)‖ +
‖x(k−1)‖) > 0. Therefore, due to the multiplicative influ-
ence of R−1, the condition (23) can be fulfilled by choosing
a sufficiently large R, which leads to ρ(M) ≤ ‖M‖1 < 1,
where ρ(M) is the spectral radius of M. Now, by proper
construction of the invariant sets,
D1
.
= {x ∈X : ‖x− x(0)‖α ≤ l1},
D2
.
= {K ∈ Y : ‖K−K(0)‖α ≤ l2},
D3
.
= {s ∈Z : ‖s− s(0)‖α ≤ l3}
with l1, l2, l3 > 0 and appropriate choice of R, the contraction
property of T1, T2, and T3 in D1×D2×D3 can be guaran-
teed. It follows that the iteration procedure is convergent by
the fixed-point theorem [2] with the convergent fixed points
x(k)→ x∗, K(k)→ K∗, and s(k)→ s∗.
This iterative method can be directly applied to solve the
same class of optimal control problems involving a bilinear
ensemble system, which will be discussed in Section 3.
Remark 1 Note that the control weight matrix R has to
be large enough to compensate for the translation drifted
by g, interpreted as the condition (23), so as to guarantee
the convergence. This penalizes the cost of control energy,
which in turn results in greater terminal cost and less control
energy.
2.3 Global Optimality of the Convergent Solution
While the iterative procedure is convergent, the convergent
control u∗ satisfying (9) and (10) as k→∞will in turn satisfy
(7) and (8), which are the necessary optimality condition for
Problem (P1). In this section, we will further illustrate that
u∗ is a global optimal control given appropriate conditions
on the value function associated with Problem (P1).
For each iteration k, (P2) is a time-dependent problem with
the time horizon specified, and the optimal control satisfies
the Hamilton-Jacobi-Bellman (HJB) equation, given by
min
u∈U
{∂V (k)
∂x(k)
(t,x(k))T (A˜(k−1)x(k)+ B˜(k−1)u+g)+
1
2
uT Ru
}
+
∂V (k)
∂ t
(t,x(k))≡ 0, (30)
with the boundary condition V (k)(t f ,x(k)) = 0, where V (k) is
the value function and U ⊆ PC([0, t f ]; Rm) is the set of all
piecewise continuous admissible controls. Since the matrix
R∈Rn×n is positive definite, the function to be minimized in
(30) is strictly convex in the control variable u. As a result,
the minimization problem in (30) has a unique solution given
by the stationary point, satisfying
(B˜(k−1))T
∂V (k)
∂x(k)
(t,x(k))+Ru(k)∗ (t) = 0,
or, equivalently,
u(k)∗ (t) =−R−1(B˜(k−1))T ∂V
(k)
∂x(k)
(t,x(k)). (31)
Substituting (31) into the HJB equation in (30) gives a first-
order nonlinear partial differential equation,
∂V (k)
∂ t
(t,x(k))+
1
2
[∂V (k)
∂x(k)
(t,x(k))T A˜(k−1)x(k)
+(x(k))T (A˜(k−1))T
∂V (k)
∂x(k)
(t,x(k))
]
+
∂V (k)
∂x(k)
(t,x(k))T g (32)
− 1
2
∂V (k)
∂x(k)
(t,x(k))T O˜(k−1)
∂V (k)
∂x(k)
(t,x(k))≡ 0.
Due to the quadratic and symmetric nature of (32), we con-
sider the value function of the form,
V (k)(t,x) =
1
2
xT K(k)x+ xT s(k)+
1
2
q(k), (33)
with the boundary condition V (k)(t f ,x(k)) = 0, where
K(k)(t) ∈ Rn×n, s(k)(t) ∈ Rn, ∀t ∈ [0, t f ] and q(k) ∈ R satis-
fies the differential equation
q˙(k) = (s(k))T O˜(k)s(k)−2(s(k))T g,
with q(k)(t f ) = 0. It is straightforward to verify that
(V (k)(t,x(k)),u(k)∗ ) is a classical solution to the HJB equation
(32) if K(k)(t) and s(k)(t) satisfy the differential equations
(14) and (15), respectively, with the respective boundary
conditions K(k)(t f ) = 2In and s(k)(t f ) = −2xd . Moreover,
the minimizing control for Problem (P2) is given by the
linear feedback law as in (31).
We now have shown that the control u(k)∗ presented in (31)
is the global optimum for the kth iteration in Problem (P2).
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Next, we will show that the convergent solution u∗ of u(k)∗ ,
i.e., u(k)∗ → u∗, for the linear problem (P2) is indeed a global
optimal control for the original bilinear problem (P1) under
some regularity conditions on the value function associated
with (P2) presented in (33).
Theorem 2 Let u∗ be the convergent solution of the optimal
control sequence {u(k)∗ } generated by the iterative procedure,
i.e., u(k)∗ → u∗ as k → ∞, with respect to a given initial
condition x0, and let V ∗ be the corresponding convergent
value function defined in (33), i.e., V (k) → V ∗. If (i) V ∗ ∈
C1, and
∂V ∗
∂ t
and
∂V ∗
∂x
are Lipschitz continuous; and (ii)
there exist real-valued L1 functions, ξ ∈ L1([0, t f ]) and ηi ∈
L1(Rn), i = 1,2, . . . ,n, such that
∣∣∣∂V (k)∂ t (t,x(k)(t))∣∣∣ ≤ ξ (t)
for all k ∈N and for all t ∈ [0, t f ], and for each component i,∣∣∣[∂V (k)∂x (t,x)]i∣∣∣≤ηi(x) for all k∈N and for all x= x(k)(t)∈
Rn, then u∗ is a global optimum for the original Problem
(P1).
Proof: See Appendix 6.3.
3 Optimal Control of Inhomogeneous Bilinear Ensem-
bles
In this section, we extend the iterative method presented in
Section 2 to deal with optimal control problems involving
a bilinear ensemble system as in (1). Specifically, we study
the ensemble analogy of the optimal control problem (P1),
given by
min J =
1
2
∫ t f
0
uT (t)Ru(t)dt+ J1, (P3)
s.t.
d
dt
X(t,β ) = A(β )X +B(β )u+
[ m
∑
i=1
uiBi(β )
]
X +g(β ),
X(0,β ) = X0(β ),
where X0 ∈ C(K;Rn) is a continuous function over K, the
bilinear system X(t,β ) is defined similarly as the system
in (1) with g continuous over K, the control weight matrix
R ∈ Rm×m is positive definite, and the terminal cost J1 is
defined as the averaged terminal error over β by
J1 =
1
µ(K)
∫
K
‖X(t f ,β )−Xd(β )‖2K dµ(β ), (34)
where Xd ∈C(K;Rn) and µ(K) is the Lebesgue measure of
K.
Following the iterative procedure developed in Section 2.1,
we represent the bilinear ensemble system in (P3) as an iter-
ation equation and formulate the optimal ensemble control
Problem (P3)
Problem (P1)
Problem (P4)
Problem (P2)
Convergence
Convergence
Iteration
Iteration
Approximation ApproximationDiscretizationDiscretization
Fig. 1. A schematic diagram for the relationship between the four
types of optimal control problems.
problem as
minJ =
1
2
∫ t f
0
uT (t)Ru(t)dt+ J1, (P4)
s.t.
d
dt
X (k)(t,β ) = A˜(k−1)(t,β )X (k)+ B˜(k−1)(t,β )u(k)+g(β )
X (k)(0,β ) = X0(β ),
where the matrices A˜(k−1)(t,β ) ∈ Rn×n and B˜(k−1)(t,β ) ∈
Rn×m for t ∈ [0, t f ] and β ∈ K are defined analogously as in
(11) and (12).
3.1 Iterative Method for Optimal Ensemble Control
Now, we validate the applicability of the iterative method
presented in Sections 2.1 and 2.2 for solving the optimal en-
semble control problem (P3). In particular, we will demon-
strate that following the iterative method the optimal solu-
tion of the discretized problem of (P4) (discretization over
the parameter domain K), which is in the form of (P2), con-
verges to that of the discretized problem of (P3) (provided
the existence of the optimal solution), which is in the form
of (P1).
Our validation is based on the following steps:
(P3)⇒(P1) (Discretization): We first consider a finite
uniform sample, {β1, . . . ,βq} ⊂ K, q ∈ Z+, of the en-
semble X(t,β ) in (P3) with β1 = a and βq = b, and
then formulate Problem (P1) involving the state vector
Xˆ(t) = [X(t,β1), . . . ,X(t,βq)]T ∈ Rnq, A = A1 ⊕ ·· · ⊕ Aq,
and B = B1 ⊕ ·· · ⊕ Bq, where Ai = A(βi) and Bi =
B(βi) for i = 1, . . . ,q. Then, the cost functional is
J = 12
∫ t f
0 u
T (t)Ru(t)dt + 1q‖Xˆ(t f ) − Xˆd‖22, where Xˆd =
[Xd(β1), . . . ,Xd(βq)]T denotes the target state.
(P1)⇒(P2) (Iterations): Then, following the iterative method
developed in Sections 2.1 and 2.2, we can solve (P1) by
solving (P2), and find, at each iteration k, the optimal solu-
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tion Xˆ (k) to the problem as in (P2), given by
min Jq =
1
2
∫ t f
0
(u(k))T (t)Ru(k)(t)dt+
1
q
‖Xˆ (k)(t f )− Xˆd‖22,
s.t. ˙ˆX (k) = A˜(k−1)Xˆ (k)+ B˜(k−1)u(k)+g, (35)
Xˆ (k)(0) = Xˆ0,
where Xˆ (k)(t) = [X (k)(t,β1), . . . ,X (k)(t,βq)]T ∈ Rnq and
Xˆ0 = [X0(β1), . . . ,X0(βq)]T denotes the initial state.
(P2)⇒(P4) (Approximation): Taking the Riemann sum of
the terminal error, we have, by the continuity of X (k)(t f ,β ),
1
q
‖Xˆ (k)(t f )− Xˆd‖22 =
1
q
q
∑
j=1
‖X (k)(t f ,β j)−Xd(β j)‖22
→ 1
µ(K)
∫
K
‖X (k)(t f ,β )−Xd(β )‖2 dµ(β ) = J1 (36)
as q→ ∞. This implies that, for each k, the solution to the
optimal control problem in (35) (as in the form of (P2))
approaches that of Problem (P4) as q→ ∞.
On the other hand, now we show that the reversed direction,
i.e., (P4)⇒(P2)⇒(P1)⇒(P3) in Figure 1, holds by the con-
vergence of the iterative algorithm, and then conclude the
extension of the iterative method for solving optimal ensem-
ble control problem (P3) via solving (P4) iteratively. Note it
is in practice via solving the discretized problem of (P4)).
(P4)⇒(P2) (Discretization): Starting with Problem (P4), we
consider a discretized problem as in (35) (in the form of (P2))
through uniform discretization over K, in which, at each iter-
ation k, the state is Xˆ (k)(t) = [X (k)(t,β1), . . . ,X (k)(t,βq)]T ∈
Rnq and the system matrices are A˜(k) = A˜(k)1 ⊕ ·· ·⊕ A˜(k)q ∈
Rnq×nq and B˜(k) = B˜(k)1 ⊕ ·· · ⊕ B˜(k)q ∈ Rnq×mq with A˜(k)i =
A˜(k)(t,βi) and B˜
(k)
i = B˜
(k)(t,βi) for i = 1, . . . ,q.
(P2)⇒(P1) (Convergence): Given the convergence of the
iterative method, the optimal solution Xˆ (k) of (35) (in the
form of (P2)) converges to the optimal solution, Xˆ∗, of the
bilinear problem in the form of (P1), i.e., Xˆ (k) → Xˆ∗ as
k→ ∞.
(P1)⇒(P3) (Approximation): The Lipschitz continuity of A
and B in K guarantees that the terminal state X(t f ,β ) is
piecewise continuous in K, and so is the optimal solution
X∗(t f ,β ) to Problem (P3) provided it exits. Then, a similar
argument as in (36) can be made to claim the approximation
of the solution of (P1) to that of (P3), which follows
1
q
‖Xˆ∗(t f )− Xˆd‖22 =
1
q
q
∑
j=1
‖X∗(t f ,β j)−Xd(β j)‖22
→ 1
µ(K)
∫
K
‖X∗(t f ,β )−Xd(β )‖2 dµ(β ) = J1.
Remark 2 (Application of the Iterative Method to Time-
Varying Bilinear Systems) The iterative method can be di-
rectly applied to solve for the same class of quadratic opti-
mal control problems involving a time-varying bilinear en-
semble system. The convergence and optimality of the con-
vergent solution follow the derivations presented in Sections
2 and 3.
3.2 Optimal Control of Stochastic Bilinear Ensembles
In this section, we illustrate a straightforward application of
the iterative method to find optimal controls for stochastic
bilinear ensemble systems in the presence of additive noise.
Consider an ensemble of independent, structurally identical
stochastic bilinear systems driven by an additive noise pro-
cess in the Itoˆ’s form,
dX(t,β ) = A(β )X(t,β )dt+B(β )u(t)dt (37)
+
[ m
∑
i=1
ui(t)Bi(β )
]
X(t,β )dt+G(β )dS(t),
where G ∈ C(K;Rn×k) and the other terms in system (37)
are defined as in (1). The term dS is the differential of a
continuous-time stochastic process S(t) ∈ Rk. If the system
X(t,β ) is driven by the Poisson jump processes, i.e., S(t) =
N(t) ∈ Rk, where N(t) consists of independent and identi-
cally distributed (i.i.d.) Poisson counters with constant in-
tensities λ ∈Rk satisfying EN(t) = λ t and E [N(t)NT (s)] =
Λmin(t,s) with Λ = diag(λ ), then the evolution of the ex-
pected value of the state follows the dynamic equation
d
dt
E X(t,β ) =A(β )E X(t,β )+B(β )u(t) (38)
+
( m
∑
i=1
ui(t)Bi(β )
)
E X(t,β )+G(β )λ ,
which is a deterministic bilinear ensemble system of the
form as in (P3) with g(β ) = G(β )λ . If X(t,β ) is driven by
the standard and independent Wiener processes, i.e., S(t) =
W (t)∈Rk with EW (t)= 0 and E [W (t)W T (s)] = Ik min(t,s),
where Ik is the k× k identity matrix, then g(β ) = 0.
Therefore, the iterative method can be directly adopted to
solve the stochastic optimal ensemble control problem mini-
mizing the quadratic cost functional that considers the trade-
off between the expected terminal error and the energy of
the control input, given by J = 12
∫ t f
0 u
T (t)Ru(t)dt + JE ,
subject to the system dynamics described in (38) and the
initial condition X(0,β ) = X0(β ), where the terminal cost
JE measures the error in the mean, defined by
JE =
1
µ(K)
∫
K
‖E X(t f ,β )−Xd(β )‖2K dµ(β ). (39)
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Fig. 2. (a) The optimal ensemble control that spikes the IAF neuron
ensemble with a variation in the decay rate α ∈ [1.2,1.3] modeled
as in (40) from E x(0) = 0 to E x(10) = 0.5, while minimizing
the cost functional J in (41). The optimal control is calculated
using the iterative method that converges in 17 iterations with
R= 5 based on the stopping criterion ‖x(k+1)−x(k)‖< 10−12. (b)
A sample of optimal expected trajectories following the optimal
ensemble control shown in (a) with 2 sample paths corresponding
to α = 1.2 and α = 1.3 shown in the inset.
4 Examples
In this section, we introduce several practical control design
problems in the areas of neuroscience and quantum control
as examples to illustrate the robustness and applicability of
the developed iterative method. In particular, we illustrate
how the choices of the matrix R determine the convergence
by numerical demonstration of the criterion in (23) using a
pulse design problem for coherence transfer in protein NMR
spectroscopy.
Example 1 (Spiking IAF Neurons) The Integrate and Fire
(IAF) neuron model is widely used in computational neu-
roscience to describe the dynamics of membrane potential
of a population of neurons expressing Channelrhodopsin-2
(ChR2) [6]. It is of practical interest to find an optimal stim-
ulus that controls the spikes of IAF neurons in the presence
of noise. Here, we consider optimal firing of an IAF neuron
population parameterized by the parameters α and γ , mod-
eled by
dx(t,α,γ) =−αx(t,α,γ)dt+ γu(t)(E− x(t,α,γ))dt
+g(α,γ)dN, (40)
where α ∈ [α1,α2] ⊂ R+ depicts the dispersion in the de-
cay rate of the neuron, i.e., the reciprocal of the passive
membrane time constant, and γ ∈ [γ1,γ2]⊂R+ captures the
variation in responsiveness to the environment; the reset-
ting potential E is assumed to be uniform across all neu-
rons with E > xd , where xd is the firing state for ChR2;
x(t,α,γ) ∈ R represents membrane potential of the neuron
expressing ChR2 and the conductance u(t)≥ 0 denotes the
optogenetics control input; N is a Poisson counter with the
jumping rate λ characterizing sudden changes in the mem-
brane potential due to, for example, the opening of an ion
channel; and g(α,γ) ∈ R denotes the intensity of the noise.
In particular, we optimize the objective
J =
1
2
∫ t f
0
uT (t)Ru(t)dt+ JE (41)
that considers the tradeoff between firing performance and
the demand of input energy, where JE is defined as in (39).
We examine two cases in which we consider the parameter
variations in either α or γ:
(Case I) Suppose that, in (40), there exists dispersion in the
decay rate α ∈ K1 = [1.2,1.3] and γ = 2, E = 1, xd = 0.5,
g = 0.15, and λ = 2, and consider minimizing J for time
t f = 10. The optimal ensemble control derived using the it-
erative method is shown in Figure 2(a). Figure 2(b) displays
the resulting expected optimal trajectories, i.e., E x(t,αi,2),
for a sample of 20 neurons with αi uniformly sampled in
K1, in which the inset shows two sample paths of x(t,α,γ)
for (α,γ) = (1.2,2) and (α,γ) = (1.3,2) following the op-
timal control presented in Figure 2(a). The iterative method
converges in 17 iterations based on the stopping criterion
‖x(k+1)− x(k)‖< 10−12 when choosing R = 5.
(Case II) Suppose that the variation appears in the firing
rate with γ ∈ K2 = [1.8,2.2], and, in (40), α = 2.6, E = 1,
xd = 0.2, g = 0.1, and λ = 4, we obtain the optimal ensem-
ble control in 10 iterations using R = 5, shown in Figure
3(a), given the stopping criterion ‖x(k+1)−x(k)‖< 10−12. A
sample of the resulting expected trajectories is displayed in
Figure 3(b) with two sample paths of x(t,α,γ) for (α,γ) =
(2,1.8) and (α,γ) = (2,2.2) illustrated in the inset.
Example 2 (Excitation of Two-Level Systems) Designing
an optimal pulse that excites a collection of two-level
systems is an essential control task that enables various ap-
plications in quantum science and technology [20,8]. The
dynamics of a two-level system obeys the Bloch equations,
which forms a bilinear control system evolving on the
special orthogonal group SO(3), given by
d
dt

x1
x2
x3
=

0 −ω u1
ω 0 −u2
−u1 u2 0


x1
x2
x3
 , (42)
where X = (x1,x2,x3)T denotes the bulk magnetization of
the spins, ω denotes the Larmor frequency of the spins, and
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(b) A sample of optimal expected trajectories
Fig. 3. (a) The optimal ensemble control that spikes the IAF neuron
ensemble with a variation in the firing rate γ ∈ [1.8,2.2] modeled
as in (40) from E x(0) = 0 to E x(10) = 0.2, while minimizing
the cost functional J in (41). The optimal control is calculated
using the iterative method that converges in 10 iterations with
R= 3 based on the stopping criterion ‖x(k+1)−x(k)‖< 10−12. (b)
A sample of optimal expected trajectories following the optimal
ensemble control shown in (a) with 2 sample paths corresponding
to γ = 1.8 and γ = 2.2 shown in the inset.
u1 and u2 are the radio-frequency (RF) fields applied on the
y and the x direction, respectively [18]. A typical problem in
quantum control is to develop a broadcast control field, the
so-called broadband pulse, driving an ensemble of systems
as modeled in (42) with ω ∈ [ω1,ω2] from the equilibrium
state X(0,ω) = X0(ω) = (0,0,1)T as close as possible to a
desired excited state, e.g., Xd(ω) = (1,0,0)T at a specified
time t f , with minimum energy [20].
We apply the iterative method described in Section 2.1 to de-
sign a broadband excitation (pi/2) pulse that minimizes the
cost functional as in (41), where u= (u1,u2)T and the termi-
nal cost JE =
∫ 1
−1[X(t f ,ω)−Xd(ω)]T [X(t f ,ω)−Xd(ω)]dω
with t f = 20. Figure 4(a) shows the derived broadband pulse
with R = I3. The performance, i.e., the x-components of the
final states, are displayed in Figure 4(b). The iterative algo-
rithm converges in 207 iterations given the stopping crite-
rion ‖X (k+1)−X (k)‖< 10−4.
Example 3 (Coherence Transfer of Two-Spin Systems)
Transferring coherence between two spins is a fundamental
step to multidimensional NMR spectroscopy. In protein
NMR spectroscopy, large transverse relaxation rates can
cause degraded sensitivity and thereby limit the size of
macromolecules available for study [12]. Coherence trans-
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Fig. 4. (a) The optimal ensemble control that steers an ensemble
of Bloch systems with ω ∈ [−1,1] from X0(ω) = (0,0,1)T to a
neighborhood of Xd(ω) = (1,0,0)T . The weighted matrix R = I3.
(b) The final states X(20,ω) for 81 spin systems (blue) with their
frequencies uniformly spaced within [−1,1] following the control
displayed in (a).
fer between a spin pair can be modeled as an optimal
control problem involving a bilinear system that described
the spin dynamics of the form X˙(t) = A(X(t),u)X(t), where
X = (z1,y1,x1,x2,y2,z2)T denotes the state (expectation
values of the spin operators [19]) of the two-spin sys-
tem with the natural frequencies ω1 and ω2, respectively;
u = (u1,u2)T is the control pulse, and
A =

0 −u1 u2 0 0 0
u1 −ξa ω1 J −ξc 0
−u2 −ω1 −ξa −ξc J 0
0 J −ξc −ξa −ω2 −u2
0 −ξc J ω2 −ξa u1
0 0 0 u2 −u1 0

. (43)
The parameters J, ξa and ξc represent the scalar coupling
constant, the transverse autocorrelated relaxation rate, and
the cross-correlation relaxation rate.
The objective is to design a relaxation-optimized pulse u
that maximizes the coherence transfer, i.e., maximizes the
final value of x2 at time t f , free to vary as a decision vari-
able, from the initial state X0 = [1,0,0,0,0,0]T . In particular,
we consider the cost functional J =
∫ t f
0
1
2 u
T (t)Ru(t)dt +
‖X(t f )−Xd‖2, where Xd = (0,0,0,0,0,1)T , with the trade-
off between coherence transfer and pulse energy. Applying
the iterative algorithm with R = 1.8I6 results in the conver-
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gent optimal control and optimal trajectory of x2(t) shown
in Figure 5(a) and 5(b), respectively, where the final time
is t f = 5 and the parameters are J = 0.5, ξa = 1, ξc = 0.8,
and ω1 = ω2 = 0.5. The algorithm converges in 64 itera-
tions given the stopping criterion ‖X(t f )−Xd‖ ≤ 10−3. The
maximum transfer is x2 = 0.3425 within the time horizon
t ∈ [0,5].
Moreover, we use this example to illustrate the convergence
condition (23) by comparing the convergence behavior be-
tween difference choices of the control weight matrix. Here,
we use R = 1.8I6 and R = I6. In the latter case, the iterative
algorithm fails to be convergent since the condition (23) is
violated as shown in Figure 5(c), while in the former case,
the condition (23) is satisfied for k ≥ 24. This implies that
(X (k),K(k),s(k)) enters the invariant set containing the fixed
point after 24 iterations.
5 Conclusion
In this paper, we study optimal control problems with free-
endpoint conditions involving an inhomogeneous bilinear
ensemble system with a parameter-dependent drift. We de-
velop an iterative method to solve this class of analytically
intractable problems. The central idea is to represent the bi-
linear system at each iteration as a time-varying linear sys-
tem and then solve it in an iterative manner. We show the
convergence of the iterative procedure by the use of the
fixed-point theorem, and illustrate that the magnitude of the
eigenvalues of the control weight matrix R plays the key
role in the determination of the convergence. Our method
is directly applicable to study stochastic optimal ensemble
control problems driven by additive noise processes such as
the Gaussian and Poisson counting processes.
6 Appendix
6.1 The β Coefficients in the Proof of Theorem 1
Let Φ(k) be the transition matrix associated with the system
x˙ = −[A˜(k)− O˜(k)K(k+1)]T x. The time-varying coefficients
β ’s are as follows:
β1 =‖Φ(k)(σ , t)‖‖s(k)(σ)‖,
β2 =‖Φ(k)(σ , t)‖‖K(k+1)(σ)‖‖s(k)(σ)‖,
β3 =‖Φ(k)(σ , t)‖‖O˜(k−1)(σ)‖‖s(k)(σ)‖+‖Φ(k)(σ , t)‖‖g‖,
β4 =‖Φ(k)(σ , t)‖(‖K(k)(σ)‖+‖K(k+1)(σ)‖)‖Φ(k)(σ , t)‖,
β5 =‖Φ(k)(σ , t)‖‖K(k)(σ)‖‖K(k+1)(σ)‖‖Φ(k)(σ , t)‖,
β6 =‖Φ(k)(t,σ)‖‖x(k)(σ)‖,
β7 =‖Φ(k)(t,σ)‖‖O˜(k−1)(σ)‖‖x(k)(σ)‖,
β8 =‖Φ(k)(t,σ)‖
(
‖K(k+1)(σ)‖‖x(k)(σ)‖+‖s(k+1)(σ)‖
)
,
β9 =‖Φ(k)(t,σ)‖‖O˜(k−1)(σ)‖‖x(k)(σ)‖.
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Fig. 5. (a) The optimal control that maximizes coherence transfer
for the case in which the weighted matrix R= 1.8I6,ω1 =ω2 = 0.5,
ξc = 0.8, and ξa = 1. (b) The resulting z2 trajectory following the
optimal control in (a). (c) The convergence behavior corresponding
to the cases of R= 1.8I6 and R= I6, where in the former case the
convergence criterion in (23) is satisfied after 24 iterations.
6.2 The entries of the matrix M for the contraction map-
ping
Let δ =
√
∑ni=1 ‖Pi‖2 and ζ =
√
∑ni, j=1 ‖Qi j‖2,which ap-
peared in (24) and (25), then the entries of the matrix M
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defined in (22) satisfy the following properties
m11 ∝ (β6+β4β7+β1β9+β3β4β9)
(
(δ +‖x(k−1)‖ζ )‖K(k)‖
+ζ (‖K(k)‖‖x(k)‖+‖s(k)‖)
)
+ζ
(
‖x(k)‖+‖x(k−1)‖
)
·
· (β8+β5β7+β2β9+β3β5β9),
m12 ∝ (β6+β4β7+β1β9+β3β4β9)(δ +‖x(k−1)‖ζ )‖x(k−1)‖,
m13 ∝ (β6+β4β7+β1β9+β3β4β9)(δ +‖x(k−1)‖ζ ),
m21 ∝ β4
(
(δ +‖x(k−1)‖ζ )‖K(k)‖+ζ‖K(k)‖‖x(k)‖
+ζ‖S(k)‖
)
+β5ζ
(
‖x(k)‖+‖x(k−1)‖
)
,
m22 ∝ β4(δ +‖x(k−1)‖ζ )‖x(k−1)‖,
m23 ∝ β4(δ +‖x(k−1)‖ζ ),
m31 ∝ (β1+β3β4)
(
(δ +‖x(k−1)‖ζ )‖K(k)‖+ζ‖K(k)‖‖x(k)‖
+ζ‖s(k))‖
)
+ζ (β2+β3β5)
(
‖x(k)‖+‖x(k−1)‖
)
,
m32 ∝ (β1+β3β4)(δ +‖x(k−1)‖ζ )‖x(k−1)‖,
m33 ∝ (β1+β3β4)(δ +‖x(k−1)‖ζ ).
6.3 The proof for Theorem 2
Proof: Because the partial derivatives of V (k) in (33) with
respect to t and x can be expressed in terms of x(k), K(k),
and s(k), which are convergent according to Theorem 1, the
sequences
{∂V (k)
∂ t
(t,x(k)(t))
}
k
and
{∂V (k)
∂x
(t,x(k)(t))
}
k
are convergent, namely,
∂V (k)
∂ t
(t,x(k)(t)) → Vt(t,x∗) and
∂V (k)
∂x
(t,x(k)(t))→Vx(t,x∗), where
Vt(t,x∗) =
1
2
(x∗)T
[
− (A˜∗)T K∗−K∗A˜∗+K∗O˜∗K∗
]
x∗
+(x∗)T
[
− (A˜∗)T −K∗O˜∗
]
s∗+
1
2
(s∗)T O˜∗s∗,
Vx(t,x∗) = K∗x∗+ s∗ = p∗, (44)
in which A˜(k)→ A˜∗, O˜(k)= B˜(k)R−1(B˜(k))T → B˜∗R−1(B˜∗)T =
O˜∗, and p(k)→ p∗ follow from (11), (12), and (13), respec-
tively. Because
∂V (k)
∂ t
(t,x(k)(t)) and
∂V (k)
∂x
(t,x(k)(t)) are
dominated by ξ (t) and η(x) = (η1, . . . ,ηn)T , respectively,
by the Lebesgue Dominated Convergence theorem, we have
V ∗(t,x) = lim
k→∞
V (k)(t,x) = lim
k→∞
∫ t
0
∂V (k)
∂σ
(σ ,x)dσ
=
∫ t
0
lim
k→∞
∂V (k)
∂σ
(σ ,x)dσ =
∫ t
0
Vt(σ ,x)dσ , (45)
V ∗(t,x) = lim
k→∞
V (k)(t,x) = lim
k→∞
∫ x(t)
x(0)
∂V (k)
∂x
(t,x)dx
=
∫ x(t)
x(0)
lim
k→∞
∂V (k)
∂x
(t,x)dx =
∫ x(t)
x(0)
Vx(t,x)dx. (46)
Because V ∗ is continuously differentiable with respect to
both t and x, we obtain from (45) and (46) the partial deriva-
tives
∂V ∗
∂ t
(t,x) =Vt(t,x),
∂V ∗
∂x
(t,x) =Vx(t,x). (47)
In addition, due to the convergence of the iterative procedure,
(32) is convergent to
Vt(t,x∗)+Vx(t,x∗)T (A˜∗x∗+g)− 12Vx(t,x
∗)T O˜∗Vx(t,x∗)≡ 0.
which, by employing (47) and (44), can be rewritten as,
Vt(t,x∗)+(p∗)T (A˜∗x∗− O˜∗p∗+g)+ 12 (p
∗)T O˜∗p∗ ≡ 0,
with the boundary condition V ∗(t f ,x∗)= 0. Because the con-
vergent solution pair (x∗, p∗) satisfies the necessary condi-
tion, the above equation is equivalent to, by (31), (7) and (8),
∂V ∗
∂ t
(t,x∗)+
∂V ∗
∂x
(t,x∗)T
[
Ax∗+
(
B+
n
∑
i=1
x∗i Ni
)
u∗+g
]
+
1
2
(u∗)T Ru∗ ≡ 0. (48)
Since V ∗ is differentiable, according to the principle of dy-
namic programming, the quantity on the left-hand side in
(48) is non-negative for every control u in the admissible
control set U ⊆ PC([0, t f ]; Rm). It follows that (V ∗,u∗) is a
solution to the HJB equation of the original Problem (P1),
that is,
∂V
∂ t
(t,x)+min
u∈U
{∂V
∂x
(t,x)T
[
Ax+
(
B+
n
∑
i=1
xiNi
)
u+g
]
+
1
2
uT Ru
}
≡ 0, (49)
with the boundary condition V (t f ,x) = 0. Furthermore, the
optimal control u∗ is global since the minimization in (49)
is over a convex (quadratic) function in u. This proves that
the convergent solution u∗ of the iterative method is a global
minimizer to the original Problem (P1). 2
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