ABSTRACT The concept of network virtualization has attracted significant attention from academia to industry. One of the key challenges in network virtualization is the resource allocation problem, which is also termed the virtual network embedding (VNE) problem. It involved with mapping virtual networks onto a substrate network by adhering to some constraints, such as CPU capacity, on the nodes and bandwidth resources on the links. However, prior heuristic VNE algorithms mostly concentrate on measuring the embedding potential of substrate nodes using the multiplication of different nodes' resource metrics. Due to the fact that different resource metrics have different impacts on node ranking, these traditional methods have some limitations that would cause unbalanced embedding problems. Furthermore, the number of hops for the substrate paths that virtual links are mapped onto will have a large impact on the resource utilization of substrate links in a substrate network. In this paper, based on the topology analysis of six situations, we first propose a novel five-node ranking metric to quantify the importance of substrate nodes. Then, we give a comprehensive measurement method for substrate nodes using the simplified ELECTRE method to avoid an unbalanced embedding solution. We present a novel two-stage VNE algorithm, which chooses the substrate nodes with the maximum embedding potential to perform the node mapping procedure, and uses the shortest path algorithm to accomplish the link mapping procedure. Extensive simulation results demonstrated that our proposed method behaves better than the other state-of-the-art algorithms in terms of the long-term average revenue, the revenue-to-cost (R/C) ratio, and the VN request acceptance ratio.
I. INTRODUCTION
Over the past decades, the current Internet has achieved great successes. However, due to the coexistence of multiple Internet Service Providers (ISPs) with the contradictory purposes and strategies, the deployment and installation of new Internet services and protocols on the current Internet architecture are increasingly more and more difficult, which is called as Internet ossification. To fend off the Internet ossification and satisfy the demands of increasing number of diverse applications with various Quality of Service (QoS) requirements, virtual network embedding (VNE) has been propounded as a building block for the future Internet architecture, which has exerted a tremendous fascination on many researchers.
In the network virtualization environments (NVEs), traditional internet service providers (ISPs) are separated into infrastructure providers (InPs) and service providers (SPs). InPs are in charge of maintaining substrate network infrastructures, while SPs perform the role of providing the customized end-to-end network services. Specifically, SPs create heterogeneous virtual networks through aggregating distributed or centralized resources from multiple InPs with an aim to provide diverse services. VNE is a process in which mapping the virtual network requests onto the substrate network infrastructures with the constraints of CPU capacity on nodes and bandwidth resource on links. Due to the constraints of nodes and links, the VNE problem is proved to be an NP-hard problem. Due to its considerable runtime when in medium-size or large-size substrate network, a variety of heuristic algorithms have been proposed to address this issue, with the aim of finding the practical embedding solutions [1] - [3] .
The VNE problem typically consist of two stages: 1) node mapping stage where virtual nodes from virtual network requests (VNRs) are mapped onto substrate nodes meanwhile satisfying the constraints such as CPU capacity on nodes; 2) link mapping stage where virtual links connecting to these virtual nodes are mapped onto the substrate paths meanwhile satisfying the constraints such as bandwidth demand on links. Prior works mainly concentrate on the greedy node mapping algorithms with the aim of giving priority to these substrate nodes with more embedding potential. However, these traditional VNE algorithms measure the node importance simply by the product of their CPU capacity and the total amount of bandwidth resources for their directly connected links. Some heuristic methods incorporate the topological attributes of the substrate network into the node importance ranking process. The aim of these methods is to give embedding priority to the substrate node with the biggest embedding potential [4] - [6] . This would lead to the imbalance problem of these metrics and decrease the resource utilization of substrate network.
ELECTRE is a family of multi-criteria decision analysis methods that originated in Europe in the mid-1960s. The simplified ELECTRE method can increase the computation efficiency and reduce the order complexity, without compromising the algorithm performance. Therefore, we adopt the simplified ELECTRE method to choose the most appropriate substrate node for virtual node in our node mapping process. The detailed description can be found in Section 4.3.
The main contributions and our main ideas are summarized as follows:
1. We define five metrics of node ranking using multiple attributes of substrate nodes in the substrate network. These five metrics can reflect the different aspects of substrate nodes in the substrate network, and facilitate the node mapping procedure from different perspectives.
2. Based on the simplified ELECTRE method, we devise a two-stage VNE algorithm, which is called ELECTRE-VNE, with multiple metrics of node ranking. In the stage of node mapping, based on simplified ELECTRE method, we use multiple node importance ranking metrics to address the issue of the imbalance problem on different evaluation metrics. In the stage of link mapping, we employ the shortest path algorithm to perform the link mapping procedure.
3. Extensive simulations demonstrated that our method is better than the other traditional methods in terms of the longterm average revenue, the revenue to cost (R/C) ratio, and the VN request acceptance ratio.
The reminder of this paper is organized as follows. Section 2 reviews the existing methods for VNE. Section 3 introduces the network model and problem statement. In Section 4, based on the multiple attributes of substrate nodes in the substrate network, we present the multiple metrics of node ranking. In Section 5, we describe our proposed method ELECTRE-VNE in detail. The performance of our method and other methods is evaluated in Section 6. Section 7 concludes this paper.
II. RELATED WORKS
Due to the constraints of nodes and links, the VNE problem is an NP-hard problem even when the topologies of virtual network requests (VNRs) are known in advance. Fischer et al. [7] presented a survey of current studies in the VNE area and introduced a VNE taxonomy. Based on whether the topologies of VN requests are known or not in advance, the VNE algorithms can be classified into two categories. One is the online VN embedding algorithms, the other is the offline VN embedding algorithms. Due to the fact that knowing all the VNRs in advance is not practical in the real situation, most of researchers advocate the online VN embedding algorithms. Given that the VN embedding problem is NP-hard [8] , existing approaches can be roughly divided into three categories: (i) the optimal algorithms based on solving the integer linear programming (ILP) formulation; (ii) the heuristic algorithms based on various node resource estimation methods; and (iii) the meta-heuristic algorithms based on particle swarm optimization or memetic algorithms. In this section, we will review some prior studies in terms of these three aspects.
A. OPTIMAL ALGORITHMS
The most typical optimal algorithms is a VNE algorithm based on subgraph isomorphism detection [9] . The authors embedded nodes and links during the same stage. In the same year, Chowdhury et al. [10] addressed the VN embedding problem with the aim of coordinating two mapping stages including node mapping and link mapping. They constructed an augmented substrate graph based on the node location constraints, and formulated the VN embedding problem as a mixed integer linear programming problem. The authors designed two VN embedding algorithms D-ViNE and R-ViNE using deterministic and randomized techniques, respectively. Wang et al. [11] presented a compact path-based integer linear programming model to tackle with the VNE problem. Additionally, they proposed a branch-and-price framework that embeds a column generation process to address the formulated model. The simulation results demonstrated that the proposed framework can lead to the optimal or near optimal solution. However, this type of algorithms can only deal with the small size of topology for the substrate network and virtual networks due to its exponentially increasing computation time. The studies in [12] formulated an integer linear programming model to address the online VNE issue with the purpose of minimizing the resource consumption and balancing the network load. Melo et al. [12] presented three cost functions striving for the minimization of resource consumption and load balancing. Experimental results indicated that the Weighted Shortest Distance Path (WSDP) was the one which considered to be the optimal cost function. The work VOLUME 6, 2018 in [13] formulated an integer programming model to deal with the energy aware VNE for the purpose of coordinating node mapping and link mapping. The authors proposed two different objective functions to address the resource consumption and energy consumption, respectively. The classical and exact VNE algorithm was proposed by the work in [14] , where the authors utilized the max-flow/min-cut approach to address the two InPs cases, and then extended them to multiple InPs cases. In their work, the authors employed the branch and bound algorithm, so as to solve the MIP program to provide the exact VN embedding solution with simultaneous mappings of nodes and links.
Due to its considerable runtime when in mediumsize or large-size substrate networks, our work mainly concentrates on the uncoordinated VNE heuristic algorithm to address the VNE problem. Therefore, we do not make comparison with these exact or optimal algorithms [10] , [14] , [15] . Instead, we will address these issues in our future work.
B. HEURISTIC ALGORITHMS
Due to the fact that the optimal VN embedding algorithms would consume a large amount of computation time, some works on VNE mainly focus on the heuristic algorithms that consider the local resources of the nodes or the topological information of the substrate network more or less. The most classical heuristic VN embedding algorithm is Greedy-VNE proposed in [16] . The authors used the local resources of nodes to measure the node importance and employed the shortest path algorithm to perform the link mapping. Subsequently, inspired by the PageRank theory, Cheng et al. [17] presented a novel node ranking method using Markov Random Walk (RW) to improve the node ranking method. The authors devised two VN embedding algorithms, which were called RW-MaxMatch and RW-BFS. Extensive experimental results demonstrated that the topology-aware node ranking method was better than the classical resource evaluation method. The work in [5] exploited the topological information of substrate network and virtual networks, and introduced the network centrality analysis and the closeness analysis into the VNE process, by proposing two embedding algorithms to deal with the node ranking problem of substrate nodes. The improved closeness algorithm can dynamically measure the importance of substrate nodes in the substrate network and can increase the revenue of InPs in the long run. Botero and Hesselbach [18] modified and improved the exact existing energy aware VNE algorithms where the objective is to power off as many network nodes and interfaces as possible by consolidating the virtual networks into a subset of active physical networking equipment.
Wang and Hamdi [19] presented an efficient online VNE algorithm and formulated a new multiple objective linear programming optimization problem, and divided it into two stages including node mapping and link mapping. Wang and Hamdi [19] used Blocking Island (BI ) to address the efficient resource allocation problem. The main aim of the proposed method Presto was to maximize the revenue of InPs and minimize the embedding cost of the VNRs. Hesselbach et al. [20] defined an optimization strategy using paths algebra method to address the linear or non-linear parameters of substrate nodes and links in substrate network, and proposed two novel algorithms called NPA and I-NPA to deal with the VNE problem in a coordinated node and link mapping manner.
Our work is similar to one in [21] , the major difference is that our method present five metrics of node importance estimation based on the topology analyses of the substrate network, these metrics are different from those in the work [21] . In addition, we take use of simplified ELECTRE method to calculate the node ranking values of substrate nodes in the substrate network, whose computation complexity is lower than the TOPSIS based on the computation time complexity analysis. Different from [22] , where the authors mainly used the product of multiple metrics of substrate nodes in the substrate network to estimate the node importance, thereby determining the embedding sequences of substrate nodes. Our work takes use of multiple metrics of node importance estimation to give each substrate node a comprehensive estimation value using simplified ELECTRE method, hence, they are essentially different.
C. META-HEURISTIC ALGORITHMS
As the optimal solution for large instances is difficult to find, meta-heuristics such as simulated annealing [23] , genetic algorithm [24] , ant colony optimization [25] or particle swarm optimization [2] can be used to find near optimal solutions by iteratively improving a candidate solution. The authors of [26] employed ant colony optimization metaheuristic algorithm to deal with the VNE problem with the aim of minimizing the rejection rate of requests and maximizing returns for the substrate network provider. Zhang et al. [2] presented a unified enhanced particle swarm optimization method to address the VNE issue aiming to increase the acceptance ratio of VNs and the revenue of InPs by optimizing VN embedding costs. Zhang et al. [27] utilized multiobjective enhanced particle swarm optimization method to minimize the energy consumption of the substrate network by consolidating the major load into the a small number of active substrate nodes and links. Infhr and Raidl [28] introduced the memetic algorithm into the VNE problem, and studied the influence of diverse kinds of hybrid techniques on the VNE problem.
The advantage of these meta-heuristic algorithms is that it leverages the particle swarm optimization algorithm to improve a candidate solution. However, the weakness of these algorithms is that it would consume a large amount of running time. This type of algorithms is a trade-off between exact VNE algorithms and heuristic VNE algorithms. Our work only focuses on the heuristic VNE algorithm, therefore the comparison with these algorithms is beyond our research work. We intend to do this work in our future work. (i, j) , we use BW (l s ) to denote the total amount of available bandwidth resources. We denote the set of all the substrate paths by P s , and denote the set of substrate paths from the source node s to destination node t by P s (s, t).
III. NETWORK MODEL AND PROBLEM STATEMENT
The left part of Fig. 1 illustrates a substrate network. The numbers over the links represent the total bandwidth resources and the residual bandwidth resources separating by a vertical line. The numbers aside the nodes represent the total CPU capacity in the first rectangular box and residual CPU capacity in the second rectangular box. 
B. VIRTUAL NETWORK MODEL
Similarly, a virtual network can also be modeled as a weighted undirected graph and denoted by
, N v and L v represent the set of virtual nodes and the set of virtual links in each VNR, respectively. For a virtual node n v ∈ N v , its computing demand can be expressed by CPU (n v ). For a virtual link l v ∈ L v , its required bandwidth resource can be expressed by BW (l v ). A virtual network request which consists of three virtual nodes and three virtual links is illustrated in the right part of Fig. 1 . The number in the rectangular box which aside the node represents the demanded CPU capacity of the node, and the number over the link represents the required bandwidth resource of the link.
C. VIRTUAL NETWORK EMBEDDING PROBLEM DESCRIPTION
The VNE problem can be modeled as a mapping M :
The mapping process is typically decomposed of two mapping steps: (i) node mapping stage which assigns the virtual nodes to the heterogeneous substrate nodes meanwhile satisfying the resource constraints on the nodes; and (ii) link mapping stage which assigns the virtual links to a loop-free substrate paths on the substrate links meanwhile satisfying the resource constraints on the links.
The left part of Fig 
D. OBJECTIVES
The main goal of VNE is how to make efficient use of the limited substrate network resources to accommodate as many VNRs as possible so as to obtain more revenue from the InPs' point of view. Generally, there are three main objectives to measure the performance of VNE algorithms, i.e., the longterm average revenue, the long-term revenue to cost (R/C) ratio and the VN request acceptance ratio. Similar to the previous studies [15] , [16] , for the InPs, the obtained revenue of accepting a VNR at time t can be defined as the total amount of network resources that VN request required, which can be formulated as follows:
where CPU (n v ) represents the CPU capacity for the virtual node n v , BW (l v ) represents the amount of bandwidth resource requirement for the virtual link l v . The embedding cost of accommodating a VN request G v at time t can be defined as the total amount of substrate network resources that allocated to the VNR, which can be formulated as follows:
where Hops(l v ) represents the number of hops for the substrate path corresponding to the virtual link l v . Similar to the previous literature [16] , the long-term average revenue can be defined as the limit of the average revenue when T trends to infinity, which can be formulated as follows:
The long-term average cost can be defined as the limit of the average cost when T trends to infinity, which can be formulated as follows:
The long-term revenue to cost (R/C) ratio can be formulated as follows:
The VN request acceptance ratio can be defined as follows:
where VNR success represents the number of VN requests which are successfully mapped onto the substrate network, VNR request represents the number of arrived VN requests. Generally, we take use of the long-term average revenue to measure the performance of the algorithms with the purpose of maximizing the revenue of InPs and increasing the resource utilization of substrate network in the long run. If the long-term average revenue of the VNE algorithms is almost the same, we make use of the long-term revenue to cost (R/C) ratio to quantify the efficiency of resource utilization of substrate network. In addition to these above two metrics of the algorithms, we can also take use of the VN request acceptance ratio to distinguish the compared methods.
IV. THE EVALUATION METRICS OF NODE RANKING BASED ON MULTIPLE ATTRIBUTES A. MOTIVATIONS
In the node mapping stage, most of heuristic algorithms are based on the resource evaluation metric of node ranking to give mapping priority to the substrate nodes with the larger metric values. Several greedy node mapping methods measure the embedding potential for each substrate node aiming to determine the mapping sequence of the substrate nodes. Therefore, the evaluation metric of node ranking has a significant influence on the performance of VNE algorithms. The authors of [16] proposed a classical evaluation metric of node ranking which measures the node resource availability by the product of the node CPU capacity and the total amount of the available bandwidth resources of its outgoing links. The evaluation metric of node ranking can be formulated as Eq. (7), and most of VNE methods utilize the same node ranking method to perform the node mapping procedure.
where H (n) represents the resource evaluation metric of node ranking for the node n, CPU (n) represents the CPU capacity of the node n, BW (l) represents the available bandwidth resource of the link l, and neighbor(n) represents the set of links which directly connect to the node n. However, this evaluation metric of node ranking has the following drawbacks.
First, it only takes the local resource metrics of the nodes into consideration while ignoring the resource metrics of their neighborhood nodes, which may lead to the mapping failure during the subsequent link mapping process. For example, as illustrated in Fig. 2 , where the numbers in the rectangular boxes next to the nodes represent the CPU capacity of the nodes and the numbers over the lines represent the available bandwidth resources of the links. As demonstrated in Fig. 2 , the evaluation metric of node B is calculated as H (B) = 30 * (40+40+40) = 3600, and the evaluation metric of node F is calculated as H (F) = 30 * (40+40+40) = 3600, hence, the node B and node F have the same resource evaluation metric of node ranking measured by Eq. (7). Nevertheless, the selection of substrate node F could have more opportunity to obtain the success of subsequent link mapping procedure, due to the fact that the CPU capacity of its neighborhood nodes for node F is more than the corresponding CPU capacity of its neighborhood nodes for node B. Therefore, we assume that the embedding potential of node F is more than that of node B. Second, as illustrated in Fig. 3 , we suppose that the CPU capacity of neighborhood nodes for node B is the same as node F, but the node D has less bandwidth resources than the node H . Apparently, mapping a virtual node onto the node F is better than mapping it onto the node B since the node H has more local resources than the node D in terms of its bandwidth resources.
Third, the aforementioned evaluation metric of node ranking ignores the bandwidth resource constraints on the links and will be prone to cause the failure of the subsequent link mapping procedure. As demonstrated in Fig. 4 , a VN request is shown in the left side of Fig. 4 , provided that the virtual node a is already mapped onto the substrate node A, the substrate nodes B and E are two nodes with the second largest evaluation metric of node ranking, both of their evaluation metric values are 1800, i.e., H (B) = 30 * (20 + 20 + 20) = 1800, H (E) = 60 * (10 + 10 + 10) = 1800, if we map the virtual node b onto the substrate E, the subsequent 37318 VOLUME 6, 2018 link mapping will be fail due to the fact that the available bandwidth resources of substrate path denoted by P s (A, E) are lesser than the required bandwidth resources of the virtual link denoted by l v (a, b) . Hence, not only the CPU capacity of the node and the amount of available bandwidth resources of its outgoing links should be taken into consideration, but also the minimum bandwidth requirement of virtual link which connects the already mapped virtual node and the mapping virtual node should be emphasized.
Fourth, the classical evaluation metric of node ranking only considers the local resources of the nodes while regardless of the topological attribute influence of the substrate network, which cannot give each node a comprehensive metric value. As illustrated in Fig. 5 , in addition to the resource evaluation metrics of its neighborhood nodes and its required bandwidth resources, the node degree should also be taken into consideration. For instance, the substrate nodes B and F have the same evaluation metric values based on the above two metrics, but the degree of substrate node B is degree(B) = 3, the degree of substrate node F is degree(F) = 4, it means that mapping the virtual node onto the substrate node F has more opportunity to obtain the success during the subsequent node mapping and link mapping process. Therefore, with the purpose of improving the performance of VNE algorithm, the degree of substrate nodes should also be incorporated into the evaluation metric computation process. Fifth, for each solution of VN request, the allocated CPU capacity over the substrate nodes for virtual nodes is constant, the difference between two mapping solutions is the allocated bandwidth resource over the substrate paths for virtual links from each VNR. To achieve a higher resource utilization of the substrate network aiming at accommodating more VNRs, and thereby improving the profitability of the InPs, we should map the two adjacent virtual nodes onto the two substrate nodes which are not far away from each other so as to reduce the unnecessary bandwidth consumption of substrate links and decrease the resource fragmentation of the substrate network. As illustrated in Fig. 6 , the node mapping sequences of virtual nodes and substrate nodes computed by Eq. (7) in the virtual network and substrate network are n v a > n v b and
respectively. Based on the greedy node mapping strategy, the node mapping result
represents the node mapping function. When the virtual node n v a has been mapped onto the substrate node n s C , the next virtual node n v b will be mapped onto the substrate node n s A because the substrate node n s A is the unmapped substrate node with the largest node ranking value measured by Eq. (7). However, the substrate node n s G is the most appropriate candidate substrate node although it has the lower node ranking value than the substrate node n s A . Mapping the virtual node n v b onto the substrate node n s G will consume less bandwidth resource for virtual link l v (a, b) during the subsequent link mapping process. The prerequisite is that the substrate node n s G has enough CPU capacity resources to satisfy the computing demand of virtual node n v b . Therefore, the number of hops between the mapping substrate node and the set of already mapped substrate nodes has a significant effect on the resource utilization of substrate network and should be incorporated into the calculating resource evaluation metric of node ranking.
Sixth, apart from these above mentioned aspects which need to be considered in the node mapping stage, the CPU utilization ratio of the substrate node is crucial to the performance of VNE algorithm, as depicted in Fig. 7 . Provided that we are mapping the virtual node n v a , the substrate nodes n s B and n s E are two candidate substrate nodes that can be mapped onto, the CPU demand of the virtual node n v a is CPU (n v a ) = 10, mapping the virtual node n v a onto the substrate node n s B will consume all of its CPU capacity resources and almost cut off the connection between substrate nodes n s A and n s C , and will generate network resource fragmentation. This situation VOLUME 6, 2018 may lead to the failure of subsequent link mapping. Therefore, the CPU utilization ratio of the substrate node has a significant effect on the greedy node mapping algorithm, and must be taken into consideration to avoid this situation.
B. THE EVALUATION METRIC OF NODE RANKING ANALYSIS
Since different evaluation metrics of node ranking will lead to different node mapping sequences, single evaluation metric of node ranking or the multiplication by several evaluation metrics will cause imbalanced evaluation of embedding potential for the substrate nodes, and result in the lower resource utilization of the substrate network. In this section, we introduce some definitions to measure substrate node importance aiming to facilitate the node mapping process.
Definition 1: Resource Capacity can be defined as the sum of node resource evaluation metric and the resource evaluation metric values obtained from its neighborhood nodes.
The resource capacity value of substrate node n i can be formulated as follows:
where RC(n i ) represents the resource capacity of the node n i , nbr(n i ) represents the set of its neighborhood nodes which directly connected to the node n i . If n i ∈ N v , H (n i ) represents the resource evaluation metric value for the virtual node n i , BW (l ij ) represents the required bandwidth resource of the virtual link l ij . If n i ∈ N s , H (n i ) represents the available resource evaluation metric value for the substrate node n i , BW (l ij ) represents the available bandwidth resources of the substrate link l ij . Note that we take the bandwidth resource account for the proportion of total bandwidth resource as the probability, and incorporate the probability information into the Eq. (8) . The definition 1 can deal with the first and second situations. Definition 2: Modified Resource Evaluation Value can be defined as the multiplication of the node CPU capacity and the total amount of bandwidth resource of its adjacent links whose available bandwidth resources are more than the minimum demand of the virtual links.
The modified resource evaluation value of the node can be formulated as follows: (9) where MREV (n i ) denotes the modified resource evaluation value of the node n i , CPU (n i ) denotes the available CPU capacity of the node n i , nbr(n i ) represents the set of adjacent links for the node n i , BW (l) represents the available bandwidth resources of the link l, δ represents a threshold which is set in advance or the minimum bandwidth resource requirement. The definition 2 can deal with the third situation.
Definition 3: Node Degree can be defined as the number of its outgoing links.
The node degree for the node n i can be formulated as follows:
where ND(n i ) represents the degree of the node n i , degree(n i ) refers to the number of the outgoing links of the node n i . There are some studies [22] , [29] that resort to the other centrality metrics such as closeness centrality, betweenness centrality, eigenvector centrality, Katz centrality and so on. The definition 3 can deal with the fourth situation.
Definition 4:
The HOPS between the mapping substrate node and the set of already mapped substrate nodes can be defined as the minimum number of hops between the mapping substrate node and any mapped node from the set of already mapped substrate nodes.
The HOPS between the mapping substrate node and the set of already mapped substrate nodes can be expressed as follows:
where n i represents the mapping substrate node, represents the set of already mapped substrate nodes, HOPS(n i , ) represents the hops between the mapping substrate node n i and the set of already mapped substrate nodes . The definition 4 can deal with the fifth situation.
Definition 5:
The CPU Utilization Ratio of the substrate node can be defined as the ratio between the demanded CPU capacity of each virtual node and the available CPU capacity of the substrate node n s i .
UR(n
where UR(n s i ) represents the CPU utilization ratio of the substrate node n s i , the subscript required and available represent the required CPU capacity for the virtual node n v i and the available CPU capacity for the substrate node n s i , respectively. The definition 5 can deal with the sixth situation.
C. SIMPLIFIED ELECTRE ALGORITHM
The ELECTRE is a notable classical method of multiple attribute decision making which was first proposed in [30] , and Roy and Vanderpooten [31] reported on the works of the European consultancy company SEMA with respect to a specific real world problem. There are many multiple attribute decision-making methods such as TOPSIS [32] , ELECTRE and so on. The reason we choose simplified ELECTRE is that its time complexity can satisfy our needs. In this section, the substrate node is regarded as a solution, the multiple evaluation metric values of substrate nodes are regarded as solution attributes, and then the comprehensive metric of substrate node importance can be transformed into a multiple attribute decision making problem.
The steps of the simplified ELECTRE algorithm are as follows:
Step1: Evaluate each solution denoted by a 1 , a 2 , . . . , a n , where each solution has m evaluation criteria. We calculate the metric values of evaluation criteria for each solution a ij , and we can obtain a decision making matrix and formulate it as follows: 
where each element a ij represents the metric value of j-th evaluation criterion of i-th solution.
Step2: Normalize the decision making matrix. The normalized matrix denoted by R can be obtained through the normalization of column vectors, aiming to eliminate the impacts of different metric values in different dimensionalities. 
(14)
Step3: Calculate the weighted normalized decision making matrix. The weight of each criterion can be formulated as a weighted vector denoted by W (j = 1, 2, . . . , m) , where w j represents the weight coefficient of j-th evaluation criterion to measure the importance of each metric, and must satisfy the constraint equation m j=1 w j = 1. The weighted normalized decision making matrix V can be defined as follows:
Step4: Calculate the consistent matrix and non-consistent matrix.
(i) To compare the two element values in any two different rows in the weighted normalized matrix V , if the i-th row value is larger than the j-th row value in k-th column, the k can be grouped into a consistent set C ij , otherwise the k can be grouped into a non-consistent set D ij , where k = 1, 2, . . . , m. The consistent set and non-consistent set can be formulated as follows:
(ii) To calculate the consistent matrix. The consistent matrix C can be obtained by adding the weighted value of each element in each consistent set. The formulation of the consistent matrix C can be defined as follows:
where c ij represents the relative dominating index of the solution a i compared to the solution a j .
(iii) To calculate the non-consistent matrix. We first compute the maximum value of the differences between any pair of the weighted values for each element corresponding to two solutions. Then we divided it by the maximum value of the differences between any pair of the weighted values for each element corresponding to all of the solutions. Finally, we can obtain the relative inferior value of the two solutions. The non-consistent matrix can be expressed as follows:
where d ij represents the relative inferior index of the solution a i compared to the solution a j . We take the weight information of the index into consideration when calculating the relative inferior index. Relative to c ij which only contains the weight information of the index, d ij increases the differences between two index values, thus, not only contains the weight information, but also has the index information. Furthermore, the relative dominating index and the relative inferior index are not complementary. d ij can reflect the relative inferiority of the solution a i compared to the solution a j . The smaller value means the lower inferiority degree of the solution a i compared to the solution a j .
(iv) To calculate the modified non-consistent matrix. Hwang and Masud [33] redefined the non-consistent matrix, the formulation can be defined as follows:
Step5: Calculate the modified weighted summation matrix. The non-consistent matrix in the traditional ELECTRE method can be modified in order to make the element value in the modified non-consistent matrix and the element value in the modified consistent matrix have the same value. The greater the value, the higher the preference degree is. Therefore, we can take use of the product of these two element values between the element value in consistent matrix and the corresponding element value in non-consistent matrix to obtain the modified weighted summation matrix, and formulate it as follows:
Step6: Calculate the net dominating value. The concept of net dominating value is put forward by Van Delft and VOLUME 6, 2018 Nijkamp in 1976. The net dominating value can be defined as follows:
where C k represents the weighted sum of the solution a k to the other solutions minus the weighted sum of the solution a i , it can reflect the weighted sum of the net dominating value for the solution C k . The bigger the value of C k is, the better the solution a k is.
Step7: Sort the solutions by their weighted sum of the net dominating values. We sort the solutions by their weighted sum of the net dominating values, and can obtain the sequences of the solutions from the best to the worst.
In this paper, we take the resource capacity (RC), modified resource evaluation value (MREV), node degree (ND), hops (HOPS) and CPU utilization ratio (UR) as the evaluation criterions of substrate node importance. We take the reciprocals of HOPS and UR in order to make all of these evaluation criterions the larger the better. Then, we can obtain the ranking orders for substrate nodes through the simplified ELECTRE method.
D. A EXAMPLE FOR SIMPLIFIED ELECTRE
Considering the following topologies of the virtual network and the substrate network as illustrated in Fig. 8 . We assume that the virtual node a has already mapped onto the substrate node A, the subsequent step is to choose another substrate node for virtual node b. For the sake of simplification, here we only annotate the available bandwidth resource for substrate links. The computation of modified resource evaluation value for substrate nodes: MREV (A) = 2400, MREV (B) = 1600, MREV (C) = 3200, MREV (D) = 2400. Note that when mapping the virtual node b, the minimum required bandwidth resource value is 15. Therefore, when we compute the modified resource evaluation value for substrate nodes A and B, the virtual link l s (A, B) should be removed.
The computation of node degree for substrate nodes:
The computation of HOPS for substrate nodes:
Note that the number of HOPS between substrate node B and the set of already mapped substrate nodes = {A} is 3, due to the fact that the bandwidth resource of virtual link l s (A, B) cannot satisfy the minimum requirement.
The computation of CPU utilization ratio for substrate nodes: UR(A) = 
The normalized the decision making matrix: The consistent matrix and non-consistent matrix are formulated as follows:
The modified non-consistent matrix can be formulated as follows:
The modified weighted summation matrix can be formulated as follows:
The computation of the net dominating value for substrate nodes B, C, and D. C B = −.11993, C C = 1.4, C D = −0.2007. We sort the solutions by their weighted sum of the net dominating values, and can obtain the sequences of the solutions from the best to the worst is: C C >C D >C B . Therefore, we should map the virtual node b onto the substrate node C.
V. HEURISTIC ALGORITHM DESIGN
Based on the multiple attribute decision making method and five resource evaluation metrics, we propose a novel heuristic algorithm called as ELECTRE-VNE to deal with the VNE problem, which consists of node mapping process based on simplified ELECTRE method and link mapping process based on the shortest path algorithm.
A. NODE MAPPING ALGORITHM
The detailed steps of node mapping algorithm are illustrated in Algorithm 1. The proposed method is similar to the greedy node mapping approach, the only difference between them is the node ranking method for substrate nodes in the substrate network.
Algorithm 1
The Node Mapping Algorithm Based on Simplified ELECTRE Method 1: Sort the virtual nodes by H in non-increasing order. 2: for all the unmapped virtual nodes in VNR do 3: choose a virtual node n v with the highest H ; 4: for each substrate node n s in substrate network do 5: Calculate RC(n s ), MREV (n s ), ND(n s ), HOPS(n s ), and UR(n s ); 6: Calculate the node ranking values for substrate nodes using simplified ELECTRE method; 7: Sort the substrate nodes by their node ranking values in descending order and denote it by ;
8:
for each n s in do 9: if n s is not mapped and CPU (n s ) ≥ CPU (n v ) then 10: M N (n v ) = n s ; 11: break; 12: end if 13: end for 14: end for 15: end for 16: return true.
Note that we ranking the virtual nodes according to H not ELECRRE, the reason is that through conducting experiments we found that when the number of virtual nodes is less, using ELECTRE method would not improve the performance of node ranking than using H method but increasing the computation time. Therefore, we consist on ranking the virtual nodes according to H.
B. LINK MAPPING ALGORITHM
Here we use the shortest path algorithm to perform the link mapping procedure. The larger number of hops will consume a large amount of bandwidth resource but increase the VN request acceptance ratio. The less number of hops will cause the virtual network mapping failure due to the bandwidth resource bottleneck of substrate links but decrease the ratio of virtual network request acceptance. The detailed steps of link mapping algorithm are demonstrated in Algorithm 2. 
VI. PERFORMANCE EVALUATION
In this section, we describe the settings of our simulation environment in detail, and then present our experimental results. We use the aforementioned three evaluation criteria including the long-term average revenue, the long-term R/C ratio and the VN request acceptance ratio to measure the performance of our method compared with the other methods.
A. ENVIRONMENT SETTINGS
Similar to the prior works [6] , [15] , [16] , we use the GT-ITM [34] to generate the topologies of the substrate network and virtual networks. The number of substrate nodes in VOLUME 6, 2018 substrate network is set to 100, and the connectivity probability between any two substrate nodes is set to 0.5. The CPU capacities of substrate nodes in substrate network are real numbers which follow the uniform distribution between 50 and 100, the bandwidth resources of substrate links in substrate network are real numbers which follow the uniform distribution between 50 and 100. We assume that the arrival of VNR is a Poisson process, and the mean arrival rate is 5 VNRs/100 time units. The duration of each VNR follows negative exponential distribution with an average of 1000 time units. The demanded CPU capacities of virtual nodes in each VNR are real numbers which uniformly distributed between 0 and 50, the required bandwidth resources of virtual links in each VNR are real numbers which uniformly distributed between 0 and 50. The number of nodes in each VNR is uniformly distributed between 2 and 20, and the connectivity probability between any two virtual nodes is assigned to 0.5.
Our simulation experiments evaluate four methods, which are listed in Table 1 . The Greedy-VNE algorithm [16] is the classical VN embedding algorithm, the RW-VNE algorithm [17] is a topology-aware node ranking VN embedding algorithm, the IC-VNE algorithm [5] is an approach of VN embedding based on network centrality analysis and closeness centrality, and the ELECTRE-VNE algorithm is our proposed method. In our work, we do not take into consideration the situation where link mapping solution supports the path splitting. 
B. EVALUATION RESULTS
The existing work generally set the maximum number of hops range from 3 to 7. In our work, we want to maximum the ratio of virtual network request acceptance and avoid unnecessary consumption of bandwidth resource in substrate network. Therefore, we set the maximum number of hops to 5 according our experiences. In order to fully evaluate our method compared with the other three methods from different perspectives, we carried out two experiments aiming to validate the effectiveness and feasibility of our method.
1) SIMULATION EXPERIMENT 1
The first experiment aims to evaluate the performance of our method compared with the other methods. We use the long-term average revenue, the long-term R/C ratio and the VN request acceptance ratio to measure the performances of these compared methods. Fig. 9 shows the long-term average revenue of the compared four methods. From the Fig. 9 , we can observe that our method ELECTRE-VNE is the highest one among these compared methods. According to quantitative analysis from the specific data, the long-term average revenue of our method ELECTRE-VNE is 22.01% higher than GREEDY-VNE, 14.66% higher than RW-VNE, and 6.83% higher than IC-VNE. The main reason is that ELECTRE-VNE incorporates the hops between the mapping substrate node and the set of already mapped substrate nodes into substrate node ranking computation process. Then we can avoid unnecessary bandwidth resource consumption so as to save more bandwidth resource to accommodate more virtual network requests, which leads to the largest long-term average revenue. Fig. 10 , we can observe that our method ELECTRE-VNE is the optimal one among these four methods. According to the quantitative analysis from the obtained data, the R/C ratio of our method ELECTRE-VNE is almost 13.67% higher than GREEDY-VNE, 9.14% higher than RW-VNE, and 5.15% higher than IC-VNE. The main reason is that our method takes into consideration the number of the hops between the mapping substrate node and the set of already mapped substrate nodes, embeds the adjacent virtual nodes onto the two substrate nodes that are not far away from each other with the aim of reducing unnecessary bandwidth resource consumption. Therefore, it can make the R/C ratio higher than the other three methods. Fig. 11 illustrates the VN request acceptance ratio of the compared four methods. From the Fig. 11 , we can observe that the VN request acceptance ratio of our method ELECTRE-VNE is the highest one among these compared four algorithms. Based on the quantitative analysis from the concrete data, the VN request acceptance ratio of our method ELECTRE-VNE is 27.67% higher than GREEDY-VNE, 14.93% than RW-VNE, and 9.24% than IC-VNE. Due to the fact that our method ELECTRE-VNE incorporates the multiple metrics of node ranking into the node importance computation process, which would increase the VN request acceptance ratio from the long run. The main reason is that node degree, modified resource evaluation value and CPU utilization ratio can give a comprehensive node ranking value, the number of hops between the mapping substrate node and the set of already mapped substrate nodes can save bandwidth resources to accommodate more virtual network requests. Both of them can increase the acceptance ratio of virtual network requests.
2) SIMULATION EXPERIMENT 2
The second experiment aims to measure the performance of our method on the VN requests with different CPU capacity requirements. We carried out the second experiment, and let the required CPU capacity of virtual nodes uniformly distribute between 0 and C n , therein C n increases from 10 to 100 step 10. We evaluate our method compared with the other three methods in terms of the long-term average revenue, the long-term R/C ratio and the VN request acceptance ratio.
FIGURE 12.
The long-term average revenue with increasing CPU capacity. Fig. 12 shows the long-term average revenue of the compared four methods with increasing demand of CPU capacity on nodes. We can observe that our method ELECTRE-VNE is the best one among these compared four methods. According to the quantitative analysis from the concrete data, the longterm average revenue of our method ELECTRE-VNE is almost 50% higher than GREEDY-VNE, 31.07% higher than RW-VNE, and 16.98% higher than IC-VNE. From the overall trend, the long-term average revenue is decreasing with the increasing demanded CPU capacity on nodes due to the fact that substrate resources are diminishing with the increasing requirements of CPU capacity on nodes. From the overall trend of four lines, it can be seen that our proposed five definitions do contribute to the performance of our method. There is no obvious fluctuation with the increasing demanded CPU capacities on nodes which can justify our proposed method. Fig. 13 presents the R/C ratio of the compared four methods with increasing demand of CPU capacity on nodes. We can observe that our method ELECTRE-VNE outperforms the other three methods, the main reason is that our method ELECTRE-VNE takes into consideration the hops between the mapping substrate node and the set of already mapped substrate nodes with an aim to reduce the unnecessary bandwidth resource consumption of substrate links. Through incorporating the multiple metrics of node ranking into the node importance computation process, we can choose the substrate node with the most embedding potential to perform the node mapping process, and thereby increase the R/C ratio of VNE algorithm. According to the quantitative analysis from the obtained data, our method ELECTRE-VNE is 17.93% higher than GREEDY-VNE, 13.97% higher than RW-VNE, and 11.56% higher than IC-VNE. Fig. 14 illustrates the VN request acceptance ratio of the compared four methods with increasing demand of CPU capacity on nodes. We can observe that our method ELECTRE-VNE is the highest one among these compared four methods. The main reason is that our method takes into account the multiple metrics of node ranking based on the topological analyses of substrate network, and employ comprehensive multiple attribute decision method ELECTRE to measure the node importance of substrate nodes in substrate network. The resource capacity can give a comprehensive node ranking value for each substrate node. The modified resource evaluation value can reduce the failure probability of subsequent link mapping process. The node degree can improve the node ranking of substrate nodes. The CPU utilization ratio can eliminate the bottleneck substrate node to increase the acceptance ratio of virtual network requests. According to the quantitative analysis from the concrete data, our method ELECTRE-VNE is 10.28% higher than GREEDY-VNE, 8.72% higher than RW-VNE, and 7.10% higher than IC-VNE.
In addition, through the vertical comparison Fig. 10 vs Fig. 13, Fig. 11 vs Fig. 14, we can see that our proposed method on increasing demand of CPU capacity performs better than on normal case. The reason is that our proposed five definitions are all associated with the node importance metric.
VII. CONCLUSIONS
Virtual network embedding is a promising technique to fend off the ossification of the current Internet architecture in network virtualization environments. In this paper, we introduce six situations to demonstrate the main drawbacks of the classical resource evaluation metric of node ranking, and give five definitions to evaluate the node importance with the aim of addressing these issues. We presented a novel VNE algorithm called ELECTRE-VNE, which uses the simplified ELECTRE method for five evaluation metrics to rank the importance of the substrate nodes, and utilizes the shortest path algorithm to perform the link mapping procedure. Two kinds of simulation experiments have shown that our method outperforms the other state-of-the-art methods in terms of the long-term average revenue, the long-term R/C ratio, and the VN request acceptance ratio.
Our method mainly uses different node ranking metrics that are jointly considered using simplified ELECTRE decision making method to perform the node mapping process. Therefore, the proposed method has always worked particularly in the case of distributed scientific computation service, where requiring more CPU capacity on nodes to process data but less bandwidth resource on links to transfer the computation results. In our future work, we will focus on the different link ranking metrics with the aim of increasing universality of our method, such as the case of the live network service requiring more bandwidth resources on links to transport packets but less CPU capacity on nodes to forward packets. In addition, we will concentrate on the energy-aware, security-aware, and QoS-aware VNE algorithms to satisfy diverse kinds of services for virtual networks.
