In this article we analyze the special case p = 1 in more detail and focus on the behavior of the solution as q ! 1. That is, we are interested in the behavior as q ! 1 (q < 1) of the pair (R; u), R a real number (R > 0), u a positive-valued function on (0; R), which satis es the boundary value problem u 00 + 2 + 1 r u 0 + u ? u q = 0; 0 < r < R;
(1:1) u 0 (0) = 0; u(R) = u 0 (R) = 0: (1:2) We consider as a real number, not necessarily half-integer ( 0). The existence and uniqueness of such a solution follow from 2]. The function u is monotone on (0; R).
The Result
We prove the following result.
Theorem 1 For each q 2 0; 1), there is a unique R > 0 such that (1:1); (1:2) admits a (classical) solution u that is positive everywhere on (0; R). The function u is monotonically decreasing on (0; R); u(0) is bounded, but R grows beyond bounds as q ! 1.
In the special case = 
The Proof
Using a shooting argument, we replace the boundary value problem (1.1), ( The results of 2] imply that, for any q 2 0; 1), there is a unique > 1 such that the solution of (3.1), (3.2) decreases from to meet the r-axis with zero slope at some value R > 0. Denoting this solution by u( ; ), we have u(R; ) = 0; u 0 (R; ) = 0: (3: 3) The lower bound on can be sharpened to (2=(1+q)) 1= (1?q) , but 1 su ces for our purpose. The proof consists of a detailed investigation of the behavior of u( ; ).
Down to 1
We begin by showing that u(r; ) decreases monotonically from the value at r = 0 to the value 1 at some nite point r 0 .
Lemma 1 There exists a point r 0 < j ;1 =(1 ? q) 
Beyond r 0
From Lemma 1 we know that u(r; ) decreases monotonically until it reaches the value 1 with a negative slope at r = r 0 . Beyond r 0 , u(r; ) decreases further until either it reaches the value 0 with a negative or zero slope, or it bottoms out at some nite value of r with a minimum value between 0 and 1.
Let r 1 be the point where u(r; ) ceases to be positive, r 1 = sup fr > r 0 : u(s; ) > 0; 0 < s < rg: (3:6) If r 1 is nite and u(r 1 ; ) = 0 , we do not consider u( ; ) beyond r 1 . In this case, we can use the same argument as in the proof of Lemma 1 to show that u( ; ) is monotonically decreasing on the entire interval (0; r 1 ). In particular, if is such that not only u(r 1 ; ) = 0, but also u 0 (r 1 ; ) = 0, then u( ; ) de nes the (unique) solution u of the free boundary problem (3.1), (3.3) , where R = r 1 .
If r 1 = 1, then u(r; ) has a positive minimum at some nite value of r, after which it oscillates with decreasing amplitude around the constant value 1.
Lemma 2 For 0 < r < r 1 , we have 0 < u(r; ) < .
Proof. The lemma is true for 0 < r r 0 (cf. Lemma 1). Beyond r 0 , we use a simple energy argument. The energy E of any solution u of (3.1), de ned by the expression
is a monotonically decreasing function of its argument, as E 0 (r) = ?((2 +1)=r)(u 0 (r)) 2 0 for all r 0.
Suppose the lemma were false for r 0 < r < r 1 . Then u(r 2 ; ) = for some r 2 Proof. Take any r 2 (0; j ;1 = ). It follows from the Kneser-Sommerfeld expansion 3, To estimate the factor in front of the square brackets in (3.24), we observe that 0 < g( r) < 1 on (0; j ;1 = ) and > 1. Furthermore, one readily veri es that where is de ned in (3.19). The upper bound for w(r) given in (3.18) follows.
In terms of u, we have the following bounds:
0 < g( r) < u(r; ) < g( r) + ( r) log ; 0 < r < j ;1 :
(3:30)
Because ( ) increases beyond bounds as g( ) decreases to 0, the upper bound in (3.18) or (3.30) increases inde nitely as r approaches the right endpoint of the interval (0; j ;1 = ).
In the following analysis we also need an estimate of the quantity r Lemma 5 For 0 < r < j ;1 = , we have where h is de ned in (3:32) and is de ned in (3:19).
Proof. The proof is similar to, although slightly more involved than, the proof of Lemma 4.
Instead of (3.16), we use (3.31). The analog of (3.24) is The expression in square brackets can again be evaluated; instead of (3.25) we have (3:36) The lemma follows from (3.31), (3.34), (3.35), (3.36) , and (3.27).
Estimates at r 0
We use the results of Lemmas 4 and 5 to estimate r 0 and r Proof. With the choice of a indicated in the statement of the lemma, we have g(a) > 0 and h(a) < 0. These inequalities follow from the interlacing property of the zeros of Bessel functions, 0 < j ;1 < j +1;1 < j ;2 < j +1;2 < j ;3 < : : : ; cf. 3, Section 15.22].
We begin by observing that w oscillates less than v, where v(r) = rg( r), g de ned by (3.17). Therefore r 0 , which is de ned by the identity w(r) = r= , is certainly beyond the point r 2 , where g( r 2 ) = 1= . Here, we estimate the expression in the right member from below by 0. In the left member, we estimate the ratio w(r 3 )=r 3 from above by 1; cf. (3.11). Thus, (3:47)
The inequalities (3.38) now follow from (3.40) and (3.47).
Down to 0
We are now in a position to prove that the continuation of u beyond r 0 decreases to 0 for all su ciently large , independently of q.
Lemma 7 There exists a constant 2 that does not depend on q ( 2 1 , where 1 is the constant introduced in Lemma 6), such that r 1 < 1 for all 2 .
Proof. The proof is by contradiction, where we assume that, for some 1 , the solution u( ; ) of (3.1), (3.2) is positive for all r 0.
Consider the function w de ned by (3.8 
