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I. INTRODUCTION
Conformal Field Theories (CFTs) are powerful tools for investigating string theory and
for addressing certain mathematical questions, for example, mirror pairs. However the
technology of CFTs derives from 2D quantum field theory, and this limits applicability to
situations that are, at some level, two dimensional.
There is evidence1,2 that theories involving objects with two or more degrees of freedom
might be important for a full understanding of gravity and elementary particles. Thus it
would seem reasonable to examine theories which are higher dimensional versions of CFTs.
However, in general such theories do not have nearly as rich of a structure as 2D CFTs,
and this is because the conformal group in three or more dimensions is finite dimensional,
in contrast to the infinite dimensional Kac-Moody group which arises in 2D CFTs.
However there are higher dimensional theories that possess many of the important char-
acteristics of 2D CFTs. These theories are not conformally invariant in the usual sense,
but they are associated with infinite dimensional algebras that strongly resemble, indeed,
generalize the Kac-Moody groups3–5. The most directly relevant of these theories are the
WZW4 models
6. However, these are in turn associated (in the same manner that WZW2
models are associated with Chern-Simons gauge theories in 3D) with higher dimensional
gauge theories, namely 5D Chern -Simons and Ka¨hler-Chern-Simons theories7–9. What is
especially intriguing here is that two dimensional integrable models can be described by
these theories.
In the beautiful paper by Losev et. al.6, WZW4 models were fairly exhaustively studied.
However, the closely related KCS models have not been as thoroughly studied. In this note,
and in further work in progress, I intend to explore more deeply the quantum aspects of
KCS theories.
Suppose that P is a trivial principle SU(r + 1) bundle over a four dimensional Ka¨hler
manifold (M,ω), where ω is the Ka¨hler form and A is an arbitrary connection on P . In9,10
Nair and Schiff introduced the so-called Ka¨hler-Chern-Simons action:
S =
1
4pi
∫
M×R
ω ∧ Tr[CS(A)] + dt ∧ Tr[(Φ2,0 ∧ F + Φ0,2 ∧ F )], (1)
where CS(A) = A∧dA+ 2
3
A∧A∧A is the Chern-Simons 3-form, t is the ”time” coordinate
on R, Φ2,0 and Φ0,2 are two Lagrange multipliers that are Lie algebra valued (2, 0) and (0, 2)
2
forms on M respectively and F is the curvature 2-form corresponding to a connection A.
According to geometric quantization the physical Hilbert space, which is called the space
of conformal blocks, should be H = H0(M,L) where M is the phase space and L is the
prequantum line bundle11. In6 the author presented a formula for the dimension of the
conformal blocks of the Ka¨hler-Chern-Simons theory. The aim of this paper is to derive this
formula by using Blau and Thompson’s method12.
In section 2 we will analyze this system at the classical level. We show that the phase
space is just the moduli space of Anti-Self-Dual(ASD) instantons. In section 3 and the
appendix we will calculate the partition function of the Ka¨hler-Chern-Simons theory on
M × S1 based on the diagonalization assumption.
II. CLASSICAL KA¨HLER-CHERN-SIMONS THEORY
First let us split the connection A into spatial and ”time” parts A = A0 +B where A0 is
a Lie-algebra valued 1-form on R and B is a Lie-algebra valued 1-form on M . Substituting
A = A0 +B into the Ka¨hler-Chern-Simons action (1) we get
S =
1
4pi
∫
M×R
ω∧Tr[2A0∧ (dB+B∧B)+B ∧d0B]+dt∧Tr(Φ2,0∧F 0,2B +Φ0,2∧F 2,0B ), (2)
where d and d0 are the differential operators on M and R, respectively, and F
0,2(F 2,0) is the
(0, 2)((2, 0)) part of the curvature 2-form of connection B on M . Varying the multipliers
Φ2,0 and Φ0,2 in the Ka¨hler-Chern-Simons action (1) gives equations
F
0,2
B = F
2,0
B = 0. (3)
Further, varying A0 in the first term in (2) gives
ω ∧ FB = 0. (4)
These are the equations of motion. Then the phase space is the moduli space M of the
solutions of (3,4), which is the moduli space of ASD instantons. On M there is a natural
symplectic form
Ω(a, b) :=
1
2pi
∫
M
ω ∧ a ∧ b. (5)
According to geometric quantization, the physical Hilbert space, which is called the space
of conformal blocks, should be H = H0(M,L) where M is the phase space and L is the
3
prequantum line bundle. Further, the Donaldson-Yau-Uhlenbeck theorem tells us thatM is
equivalent to the moduli space of semi-stable bundles13. As with three dimensional Chern-
Simons theory12, we can borrow the statistical mechanics formula
ZM×S1 = Tre
−βH , (6)
for a circle of radius β to calculate the dimension of the physical Hilbert space. From now
on we only consider the Ka¨hler-Chern-Simons theory on M × S1.
III. QUANTIZATION
According to the geometric quantization program6,11,14 the physical Hilbert space H
should be the space of sections of the Quillen determinant bundle14–17. Our purpose is
to try to calculate dimH.
A. Gauge Fixing
From now on we will focus on the following action and add the constraints (3) on the B
fields. In next subsection, I will give the definition of the path integral over the constraint
surface by using Henneaux and Teitelboim’s formula18. Hence we write
S =
1
4pi
∫
M×S1
ω ∧ Tr[2A0 ∧ (dB +B ∧ B) +B ∧ d0B],
=
1
4pi
∫
M×S1
ω ∧ Tr[2A0 ∧ dB +B ∧D0B], (7)
where D0 := d0 + [A0, ·] is the covariant derivative operator on S1. Since the Lie algebra
su(r + 1) has the orthogonal decomposition g = t ⊕ k, the gauge fields A0 and B have the
following decomposition:
A0 = A
t
0 + A
k
0, (8)
B = Bt +Bk. (9)
Subtituting eq. (8, 9) into the action (7) we get
S =
1
4pi
∫
M×S1
ω ∧ Tr[2At0 ∧ dBt + 2Ak0 ∧ dBk +Bt ∧ d0Bt +Bk ∧D0Bk]. (10)
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According to12 we can choose the following gauge fixing
∂tA0t = 0, (11)
Ak0 = 0. (12)
Here A0t are the components of A0, i.e. A0 = A0tdt. This was suggested by the corresponding
insertion for the 3-dimemsional Chern-Simons theory12. Thus we insert the following term
into the action:
1
4pi
∫
M×S1
ω ∧ Tr(Ψ ∧ A0 + 2iω ∧ c¯D0c) (13)
where c, c¯ are Grassmanian-valued functions and Ψ is a Lie algebra valued 2-form on M .
The constraints on c, c¯ and Ψ are
∮
S1
ct =
∮
S1
c¯t =
∮
S1
Ψt ∧ dt = 0. (14)
The first term of eq. (13) is equivalent to adding the constraint (12). Then after choosing
the gauge fixing the action becomes
S =
1
4pi
∫
M×S1
ω ∧ Tr(2At0 ∧ dBt +Bt ∧ d0Bt +Bk ∧D0Bk
+2iω ∧ c¯tD0ct + 2iω ∧ c¯kD0ck), (15)
where the B fields satisfy the constraints (3) and the A0 fields satisfy the constraint (12).
Before entering the next subsection, let us analyze the gauge fixing carefully. We notice that
in the action (15) there are still residual gauge symmetries
At0 → At0,
B → g−1Bg + g−1dg, (16)
where g is a map from M × S1 to the maximum torus T in SU(r + 1) satisfying ∂tg = 0.
Later we will use this residual gauge symmetry to regularize the functional determinant.
Since M is a Ka¨hler manifold, the 1-forms Bt and Bk have the following decomposition:
Bt =
2∑
i=1
(Btiφ
i +Bti¯φ
i¯), (17)
Bk =
2∑
i=1
(Bki φ
i +Bki¯ φ
i¯), (18)
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where φi, φi¯ are the holomorphic and antiholomorphic 1-form fields respectively, and satisfy
ω = i
2
∑2
i=1 φ
i ∧ φi¯19. Plugging (17) and (18) into the action S (15), we get
S =
1
2pi
∫
M×S1
ω ∧ dt ∧ Tr(At0t ∧ dBt) + idV ∧ dtTr(
∑
i
Bti∂tB
t
i¯
+
∑
i
Bki∇tBki¯ + c¯t∇tct + c¯k∇tck), (19)
where dV = ω ∧ ω is the volume form of M and ∇t = ddt + [At0t, .]. Bt is independent of
time. This can be shown by using the Fourier expansion with respect to the time circle S1:
Bt = Bt0e
2nπit. (20)
Thus ∫
M×S1
ω ∧ dt ∧ Tr(At0t ∧ dBt) =
∫
M×S1
ω ∧ dt ∧ Tr(At0t ∧ dBt0). (21)
Here we already use the gauge fixing condition eq. (11). In other words, the Bt in term∫
M×S1
ω ∧ dt ∧ Tr(At0t ∧ dBt) only contains the time independent part.
B. Path Integral
We know that Blau and Thompson’s method has not been established in higher dimensions20.
So here for simplicity we assume the diagnalization is applicable and assume that the com-
plete set of obstructions to diagonalizing are all the T−bundle restrictions of the trivial
SU(r+1) bundle20, where T is the maximum torus of SU(r+1). So after gauge fixing, the
partition function Z is defined as
Z :=
∫
DAt0tDBtDctDc¯tDckDc¯k
2∏
i=1
DBtiDB¯
t
iDB
k
iDB¯
k
i
√
DetΩeiS, (22)
where the B, B¯ fields are on the constraint surface F (0,2) = F (2,0) = 0. In order to avoid sym-
bol confusion we use Bt to replace Bt. According to the analysis of last section, Bt is the time
independent part of the full Bt. Here we borrow Henneaux and Teitelboim’s path integral
definition on the constraint surface18. We know in eq. (1) the equations F (0,2) = F (2,0) = 0
are the second class constraints9. So according to Henneaux and Teitelboim’s definition we
need to insert
√
DetΩ as the determinant of the symplectic form on the constraint surface.
Following Henneaux and Teitelboim’s book18, it is easy to show that this definition (22) is
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equivalent to
Z :=
∫
DAt0tDBtDctDc¯tDckDc¯k
2∏
i=1
DBtiDB¯
t
iDB
k
iDB¯
k
i ·
·
√
Det{F (2,0), F (0,2)}P.B.δ(F (2,0))δ(F (0,2))eiS, (23)
where {F (2,0), F (0,2)}P.B. is the Poinsson bracket between F (2,0) and F (0,2), δ(F (2,0)), δ(F (0,2))
are the Dirac delta functions coming from the path integral over the Lagrangian multipliers
Φ, Φ¯, and B, B¯ fields are unconstraint.
Now we do the ”background expansion”. First choose a background Btc, B¯
t
c which is
time independent and satisfy F
(0,2)
B¯tc
= F
(2,0)
Btc
= 0. Then expand a connection in the small
neighborhood of Btc, B¯
t
c on the constraint surface as
B = Btc +B
t
q +B
k
q ,
B¯ = B¯tc + B¯
t
q + B¯
k
q , (24)
where Btq, B¯
t
q is time dependent. In another word, for an arbitrary connection B using the
Fourier expansion with respect to the time circle S1, we have
B = Btne
2nπit +Bkne
2nπit. (25)
The background expansion means that Btc = B
t
0 ≪ B−Bt0 and Btc = Bt0 is on the constraint
surface. Hence, we have the following equations for Btc, B¯
t
c, B
t
q, B¯
t
q, B
k
q , B¯
k
q :


∂Btc = ∂¯B¯
t
c = ∂B
t
q = ∂¯B¯
t
q = 0
∂BtcB
k
q = ∂¯B¯tcB¯
k
q = 0.
Thus subtituting the background expansion (24) into the action eq. (19), we get
S =
1
2pi
∫
M×S1
ω ∧ dt ∧ Tr(At0t ∧ dBtc) + idV ∧ dtTr(
∑
i
Btqi∂tB¯
t
qi
+
∑
i
Bkqi∇tB¯kqi + c¯t∇tct + c¯k∇tck), (26)
We define ZBc as
ZBtc :=
∫
DctDc¯tDckDc¯k
2∏
i=1
DBtqiDB¯
t
qiDB
k
qiDB¯
k
qi
√
DetΩBtce
iS. (27)
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Here we expand
√
DetΩ around Btc = Btc + B¯tc and denote the leading term as
√
DetΩBtc .
Hence our partition function eq. (22) is
Z =
∫
DAt0tDBtcZBtc (28)
So after integrating out all the modes of Btqi, B
t
qi¯
, Bkqi, B
k
qi¯
, ct, c¯t, ck, c¯k, the partition func-
tion becomes
Z =
∫
DAt0tDBtc
√
DetΩBtc
Det
′
t(∂t)Ω0,0(M)⊗Ω0(S1)
Det
′
t(∂t)Ω0,1∗(M)⊗Ω0(S1)
· Detk(∇t)Ω0,0(M)⊗Ω0(S1)
Detk(∇t)Ω0,1∗(M)⊗Ω0(S1) ·
· exp[ i
2pi
∫
M
ω ∧ Tr(At0tdBtc)], (29)
where Det
′
has no S1 zero modes and Ω0,1∗t (M),Ω
0,1∗
k (M) are defined as follows:
Ω0,1∗t (M) = {B¯q ∈ Ω0,1(M ; t)|∂¯B¯tq = 0}, (30)
Ω0,1∗k (M) = {B¯q ∈ Ω0,1(M ; k)|∂¯B¯kq + B¯tc ∧ B¯kq = 0}. (31)
C. Evaluation Of The Abelianized Partition Function
After substituting the values of the above functional determinants into the path integral
(In the Appendix we show how to evaluate these functional determinants), we get
Z =
∫
DA0DBc
√
DetΩBce
ih
2pi
∫
M
Tr(A0FBc)c1(M) × (−1) 1pi
∫
M
ρ(FBc)c1(M) ·
·
∏
α>0
(
2 sin
α(A0)
2
) 1
6
(c21(M)+c2(M))+c
2
1(kα) · exp
{ i
2pi
∫
M
ω ∧ Tr(A0FBc)}
=
∫
DA0DB
√
DetΩBce
i
2pi
∫
M
Tr(A0FBc)∧(ω+hc1(M)) × (−1) 1pi
∫
M
ρ(FBc)c1(M) ·
·
∏
α>0
(
2 sin
α(A0)
2
) 1
6
(c21(M)+c2(M))+c
2
1(kα)
. (32)
According to12, we know after fixing the gauge, DBc = DFBc . So eq. (32) becomes
Z =
∫
DA0DFBc
√
DetΩBce
i
2pi
∫
M
Tr(A0FBc)∧(ω+hc1(M)) × (−1) 1pi
∫
M
ρ(FBc)c1(M) ·
·
∏
α>0
(
2 sin
α(A0)
2
) 1
6
(c21(M)+c2(M))+c
2
1(kα)
(33)
Denote φ = A0, [FBc ] = η ∈ H2(M,Zr) where η = (ηα1 , · · · , ηαr) ∈ Pic(M)r. Then the
above equation can be rewritten as
8
Z =
∑
η∈Pic(M)r
ch2(⊕ηα)=0
√
DetΩη
∫
t∩△+
Dφe
i
2pi
∫
M
Tr(φ[η])∧(ω+hc1(M)) × (−1) 1pi
∫
M
ρ([η])c1(M) ·
·
∏
α>0
(
2 sin
α(A0)
2
) 1
6
(c21(M)+c2(M))+[η]α·[η]α
(34)
where t ∩ △+ is the Weyl alcove6,12 and ch2(⊕ηα)20 is the 2nd Chern character of bundle
⊕ηα. The condition ch2(⊕ηα) = 0 comes from the assumption that the complete set of
obstructions to diagonalizing are all the T−bundle restrictions of the trivial SU(r + 1)
bundle, where T is the maximum torus of SU(r + 1). In20 Blau and Thompson discussed
the condition for the existence of this restriction.
IV. CONCLUSION AND FURTHER STUDY
As in the three dimensional SU(N) Chern-Simons theory, the partition function Z is equal
to the dimension of the physical Hilbert space, up to a renormalization12, i.e.
dimH = N · Z = N
∑
η∈Pic(M)r
ch2(⊕ηα)=0
√
DetΩη
∫
t∩△+
Dφe
i
2pi
∫
M
Tr(φ[η])∧(ω+hc1(M)) × (−1) 1pi
∫
M
ρ([η])c1(M) ·
·
∏
α>0
(
2 sin
α(A0)
2
) 1
6
(c21(M)+c2(M))+[η]α ·[η]α
(35)
The factor
√
DetΩη is compatible with
6,21,22 in the following sense: in6,21,22 the authors used
the BRST (or equivariant cohomology) technique. In their results the path integral∫
DΨDΨ¯ exp{i
∫
X4×S1
Tr(ω ∧ dt ∧Ψ ∧ Ψ¯)} (36)
corresponds to our factor
√
DetΩη. The difference is that our factor
√
DetΩη is evaluated at
certain ”points” on the reduced surface. Further, it remains to determine the normalization
N . For three dimensional Chern-Simons theory we can borrow the formula for the volume
of the flat connection moduli space12,23. This suggests an investigation of the Ka¨hler-Chern-
Simons theory to see whether we can use the volume of the ASD connection moduli space24,25
to calculate the normalization N . Work on this is in progress.
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Appendix A: APPENDIX: Evluating The Functional Determinants
In this subsection we will focus on the calculation of the determinants
Det
′
t(∂t)Ω0,0(M)⊗Ω0(S1)
Det
′
t(∂t)Ω0,1∗(M)⊗Ω0(S1)
, (A1)
and
Detk(∇t)Ω0,0(M)⊗Ω0(S1)
Detk(∇t)Ω0,1∗(M)⊗Ω0(S1) . (A2)
In order to make sense of these determinants, we need to regularize them. In Section 2 we
already discussed the residual Abelian gauge symmetry. That implies that the regularization
should not break the residual gauge symmetry. We will use the heat kernel regularization
based on the t covariant Laplacian △Bc = −(∂∗Bc∂Bc + ∂Bc∂∗Bc)12. Here we will use the same
definition of the determinant as12,26:
For an operator O we define
logDetO := Tr(e−ǫ△Bc logO) (A3)
Before calculating the determinants (A1) and (A2), let us analyze some exact sequences.
P is a trivial SU(r + 1) bundle on M × S1 and adP denotes its adjoint bundle which is
still trivial. It is easy to find that the pullback bundles on M should also be trivial. From
now on we denote P and adP as pullback bundles on M .
Lemma 0.1 If H0,1(M,C) = H0,2(M,C) = 0, then H0,1(M, adP ⊗ C) = H0,2(M, adP ⊗
C) = 0.
If t is a subbundle of adP ⊗ C, then adP ⊗ C decomposes as adP ⊗ C = t ⊕ k under the
natural metric ”Tr” of adP ⊗ C. In other words, we have the following exact sequence:
0 // t // adP ⊗ C // k // 0 . (A4)
Then we get the following long exact sequence:
// H0,1(M, t) // H0,1(M, adP ⊗ C) // H0,1(M, k) //
// H0,2(M, t) // H0,2(M, adP ⊗ C) // H0,2(M, k) // 0
(A5)
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From the Lemma0.1 we get
H0,2(M, k) = 0, (A6)
H0,1(M, k) ∼= H0,2(M, t). (A7)
Similarly, using the exact sequence
0 // k // adP ⊗ C // t // 0 , (A8)
we can show that
H0,2(M, t) = 0, (A9)
H0,1(M, t) ∼= H0,2(M, k). (A10)
So we have
H0,2(M, k) = H0,1(M, k) = H0,1(M, t) = H0,2(M, t) = 0. (A11)
Now for the B¯tc satisfying ∂¯B¯
t
c = 0, we have the following complex
0 // Ω0,0(M)⊗ t
∂¯
B¯tc
// Ω0,1(M)⊗ t
∂¯
B¯tc
// Ω0,2(M)⊗ t // 0 . (A12)
For ∀f ∈ Ω0,0(M)⊗ t and ∀α ∈ Ω0,1(M)⊗ t,
∂¯B¯tcf = ∂¯f + B¯
t
cf, (A13)
∂¯B¯tcα = ∂¯α + B¯
t
cα. (A14)
Similarly for Btc, which is the complex conjugate of B¯
t
c, we have
0 // Ω0,0(M)⊗ t
∂
Btc
// Ω1,0(M)⊗ t
∂
Btc
// Ω2,0(M)⊗ t // 0 . (A15)
Thus ∀h ∈ Ω0,0(M)⊗ and ∀β ∈ Ω1,0(M)⊗ t,
∂Btch = ∂h +B
t
ch, (A16)
∂Btcβ = ∂β +B
t
cβ. (A17)
Denote
Btc := Btc + B¯tc, (A18)
dBtc := ∂Btc + ∂¯B¯tc . (A19)
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Then for ∀f ∈ Ω0(M)⊗ t, we have Next we will investigate the determinant (31). According
to the regularization (A3) we have
log
Det
′
t(∂t)Ω0,0(M)⊗Ω0(S1)
Det
′
t(∂t)Ω0,1∗(M)⊗Ω0(S1)
= (TrΩ0,0
t
(M)e
−ǫ△
B¯tc − TrΩ0,1∗
t
(M)e
−ǫ△
B¯tc) logDet
′
t∂t|Ω0(S1)
= (dimH0,0(M, t)− dimH0,1(M, t)) logDet′t∂t|Ω0(S1)
= Ind∂¯B¯tc logDet
′
t∂t|Ω0(S1)
=
∫
M
ch(t)Td(M) logDet
′
t∂t|Ω0(S1)
=
∫
M
[r + c1(t) +
1
2
c21(t)− c2(t)][1 + c1(M) +
1
12
(c21(M) + c2(M))] ·
· logDet′t∂t|Ω0(S1)
=
∫
M
[r
1
12
(c21(M) + c2(M))] · logDet
′
t∂t|Ω0(S1), (A20)
where Ind∂¯B¯tc denotes the index of operator ∂¯B¯tc for the complex (A12), ch(t) denotes the
Chern character of bundle t, Td(M) denotes the Todd genus of M and r denote the rank of
bundle t. During the calculation we have used the index theorem. Furthermore, according
to12,23, we know, up to a normalization,
Det
′
t∂t|Ω0(S1) ∼ 1. (A21)
Then we have
Det
′
t(∂t)Ω0,0(M)⊗Ω0(S1)
Det
′
t(∂t)Ω0,1∗(M)⊗Ω0(S1)
∼ 1. (A22)
Next we will calculate the determinant (A2). We know the bundle k has decomposition
k = ⊕α>0(kα ⊕ k−α) where α > 0 are the positive roots of the Lie algebra su(r + 1). Then
we have the exact sequence
0 // kα // k // N // 0 , (A23)
where N is the normal bundle of kα. Then we get the long exact sequence
// H0,1(M, kα) // H
0,1(M, k) // H0,1(M,N ) //
// H0,2(M, kα) // H
0,2(M, k) // H0,2(M,N ) // 0.
(A24)
According to eq. (A11) we have
H0,2(M,N ) = 0, (A25)
H0,1(M,N ) ∼= H0,2(M, kα). (A26)
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Similarly using the exact sequence
0 // N // k // kα // 0 , (A27)
we can get
H0,2(M, kα) = 0, (A28)
H0,1(M, kα) ∼= H0,2(M,N ). (A29)
So
H0,1(M, kα) = H
0,2(M, kα) = H
0,1(M,N ) = H0,2(M,N ) = 0 (A30)
Now we have the complex
0 // Ω0,0(M)⊗ kα
∂¯
B¯tc
// Ω0,1(M)⊗ kα
∂¯
B¯tc
// Ω0,2(M)⊗ kα // 0 , (A31)
where ∂¯B¯tc is same as the previous one in (A12). For this complex, according to the index
theorem, we have
Ind∂¯B¯tc |kα = dimH0,0(M, kα)− dimH0,1(M, kα) + dimH0,2(M, kα)
=
∫
M
ch(kα)Td(M)
=
∫
M
[1 + c1(kα) +
1
2
c21(kα)][1 + c1(M) +
1
12
(c21(M) + c2(M))]
= c1(kα)c1(M) +
1
12
(c21(M) + c2(M)) +
1
2
c21(kα). (A32)
Now let us derive the c1(kα). We have the following sequence
0 // Ω0(M)⊗ kα
d
Btc
// Ω1(M)⊗ kα
d
Btc
// Ω2(M)⊗ kα // · · · , (A33)
where dBtc := ∂Btc+ ∂¯B¯tc and B
t
c is the complex conjugate of B¯
t
c and for ∀f⊗kα ∈ Ω0(M)⊗kα,
dBtc(f ⊗ kα) = df ⊗ kα + f ⊗ [Btc, kα]
= df ⊗ kα + f ⊗ [Btichi, kα]
= [df + iBticαif ]⊗ kα, (A34)
where Btic = Btic + B¯tic and hi, i = 1, · · · , r are the basis of t satisfying [hi, kα] = iαikα. So
we have
c1(kα) = − 1
2pi
α(FBtc) = −
1
2pi
FBtciα(h
i) = − 1
2pi
FBtciα
i, (A35)
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As in12, we have
log
Detkα(∇t)Ω0,0(M)⊗Ω0(S1)
Detkα(∇t)Ω0,1∗(M)⊗Ω0(S1)
=
(
TrΩ0,0
k−α(M)
e
−ǫ△
B¯tc − TrΩ0,1∗
k−α(M)
e
−ǫ△
B¯tc
)
· logDetkα∇t|Ω0(S1)
=
(
dimH0,0(M, k−α)− dimH0,1(M, k−α)
)
· logDetkα∇t|Ω0(S1)
= Ind∂¯B¯tc |k−α · logDetkα∇t|Ω0(S1)
=
[
c1(k−α)c1(M) +
1
12
(c21(M) + c2(M)) +
1
2
c21(k−α)
]
·
· logDetkα∇t|Ω0(S1)
=
[
− c1(kα)c1(M) + 1
12
(c21(M) + c2(M)) +
1
2
c21(kα)
]
·
· logDetkα∇t|Ω0(S1). (A36)
And similarly we have
log
Detk−α(∇t)Ω0,0(M)⊗Ω0(S1)
Detk−α(∇t)Ω0,1∗(M)⊗Ω0(S1)
=
(
TrΩ0,0
kα(M)
e
−ǫ△
B¯tc − TrΩ0,1∗
kα(M)
e
−ǫ△
B¯tc
)
· logDetk−α∇t|Ω0(S1)
=
(
dimH0,0(M, kα)− dimH0,1(M, kα)
)
· logDetk−α∇t|Ω0(S1)
= Ind∂¯B¯tc |kα · logDetk−α∇t|Ω0(S1)
= [c1(kα)c1(M) +
1
12
(c21(M) + c2(M)) +
1
2
c21(kα)] ·
· logDetk−α∇t|Ω0(S1). (A37)
So
log
Detk(∇t)Ω0,0(M)⊗Ω0(S1)
Detk(∇t)Ω0,1∗(M)⊗Ω0(S1) =
∑
α>0
{
[
1
12
(c21(M) + c2(M)) +
1
2
c21(kα)] logDetkα∇t|Ω0(S1) ·
· logDetk−α∇t|Ω0(S1) − c1(kα)c1(M) log
Detkα∇t|Ω0(S1)
Detk−α∇t|Ω0(S1)
}
.
(A38)
Finally
Detk(∇t)Ω0,0(M)⊗Ω0(S1)
Detk(∇t)Ω0,1∗(M)⊗Ω0(S1) =
∏
α>0
exp
{
− c1(kα)c1(M) log
Detkα∇t|Ω0(S1)
Detk−α∇t|Ω0(S1)
}
·
·
∏
α>0
(
Detkα∇t|Ω0(S1)Detk−α∇t|Ω0(S1)
) 1
12
(c21(M)+c2(M))+
1
2
c21(kα)
.
(A39)
From12,23 we know, up to a normalization,
Detkα∇t|Ω0(S1) ∼ Det[Id− Adkα(exp iA0)] = Det[Id−Adkα(eiα(A0))], (A40)
Detk−α∇t|Ω0(S1) ∼ Det[Id− Adk−α(expA0)] = Det[Id− Adk−α(e−iα(A0))]. (A41)
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We denote
Mα := Id−Adkα(eiα(A0)), (A42)
M−α := Id−Adk−α(e−iα(A0)). (A43)
According to12,
Mα
M−α
=
1− eiα(A0)
1− e−iα(A0) = −e
iα(A0). (A44)
So
∏
α>0
exp
{
− c1(kα)c1(M) log
Detkα∇t|Ω0(S1)
Detk−α∇t|Ω0(S1)
}
=
∏
α>0
exp
{
− c1(kα)c1(M) log Mα
M−α
}
=
∏
α>0
exp
{
− c1(kα)c1(M) log(−eiα(A0))
}
=
∏
α>0
{
e−iα(A0)c1(kα)c1(M) × (−1)−c1(kα)c1(M)
}
= e
∑
α>0
{
−iα(A0)c1(kα)c1(M)
}
× (−1)
∑
α>0
{
−c1(kα)c1(M)
}
.
(A45)
According to (A35) we know
−
∑
α>0
α(A0)c1(kα) =
∑
α>0
1
2pi
∫
M
α(A0)α(FBc) =
h
2pi
∫
M
Tr(A0FBc), (A46)
where h is the Coxeter number of SU(r + 1)12. So
∏
α>0
exp
{
− c1(kα)c1(M) log
Detkα∇t|Ω0(S1)
Detk−α∇t|Ω0(S1)
}
= e
ih
2pi
∫
M
Tr(A0FBc)c1(M) × (−1) 1pi
∫
M
ρ(FBc)c1(M),
(A47)
where ρ = 1
2
∑
α>0 α. Finally from
12 we know that
Detkα∇t|Ω0(S1)Detk−α∇t|Ω0(S1) = 4 sin2
α(A0)
2
. (A48)
So we have
∏
α>0
(
Detkα∇t|Ω0(S1)Detk−α∇t|Ω0(S1)
) 1
12
(c21(M)+c2(M))+
1
2
c21(kα)
=
∏
α>0
(
2 sin
α(A0)
2
) 1
6
(c21(M)+c2(M))+c
2
1(kα)
. (A49)
At last, we have
Detk(∇t)Ω0,0(M)⊗Ω0(S1)
Detk(∇t)Ω0,1∗(M)⊗Ω0(S1) =e
ih
2pi
Tr(A0FBc)c1(M) × (−1) 1pi
∫
M
ρ(FBc)c1(M) ·
∏
α>0
(
2 sin
α(A0)
2
) 1
6
(c21(M)+c2(M))+c
2
1(kα)
. (A50)
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