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Abstract Many optical networks face heterogeneous
communication requests requiring topologies to be effi-
cient and fault tolerant. For efficiency and distributed
control, it is common in distributed systems and algo-
rithms to group nodes into intersecting sets referred to
as quorum sets. We show efficiency and distributed con-
trol can also be accomplished in optical network routing
by applying the same established quorum set theory.
Cycle-based optical network routing, whether using
SONET rings or p-cycles, provides the sufficient relia-
bility in the network. Light-trails forming a cycle allow
broadcasts within a cycle to be used for efficient mul-
ticasts. Cyclic quorum sets also have all pairs of nodes
occurring in one or more quorums, so efficient, arbi-
trary unicast communication can occur between any
two nodes. Efficient broadcasts to all network nodes are
possible by a node broadcasting to all quorum cycles to
which it belongs (O(
√
N)).
In this paper, we propose applying the distributed
efficiency of the quorum sets to routing optical cycles
based on light-trails. With this new method of topol-
ogy construction, unicast and multicast communication
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requests do not need to be known or even modeled a pri-
ori. Additionally, in the presence of network link faults,
greater than 99% average coverage enables the contin-
ued operation of nearly all arbitrary unicast and multi-
cast requests in the network. Finally, to further improve
the fault coverage, an augmentation to the ECBRA cy-
cle finding algorithm is proposed.
Keywords Optical fiber networks · WDM networks ·
Routing · Fault tolerance · Unicast · Multicast
communication
1 Introduction
We developed a novel method to enhance fault toler-
ance capabilities of cycles in a network. The cycle-based
routing algorithm is to be used in the optical networks
to achieve routing for both point-to-point and multi-
point communication. The actual cycles are created us-
ing quorums. Within a cycle, multicasts to all nodes in
that cycle is possible. The quorum intersection prop-
erty and the use of cyclic quorums sets provide all of
the unicast capabilities. Exploiting the same proper-
ties, we can achieve efficient broadcasts with O(
√
N)
multicasts. These are significant results for modern and
future optical networks facing dynamic heterogeneous
traffic requests.
Fiber-optic lines make up the foundation of many
networks across the globe. Some networks stretch hun-
dreds of kilometers, while others are contained within
buildings or rooms. These optical circuits are depended
upon for high-speed communications in distributed al-
gorithms, as much as they are needed for the arbitrary
point-to-point communications.
Failures within a network are to be expected and
can happen as much as every couple days [1]. Protecting
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against these optical circuit faults is critical and there
are many different approaches depending on the net-
work needs and individual circumstances. SONET rings
can be used to protect point-to-point and shared paths
while enabling failure location. Using a pre-configured
p-cycle backup [2], all node pair connections can be
protected also.
Knowing the unicast or multicast requests a priori
is often not possible. This constraint makes protection
against faults in those arbitrary communication paths a
challenge. An efficient all-nodes-to-all-nodes protection
scheme supporting both unicast and multicast commu-
nication is necessary.
For efficiency and distributed control, it is common
in distributed systems and algorithms to group nodes
into intersecting sets referred to as quorum sets. In this
paper (and the prior, shorten conference version [3]), it
is shown that efficiency and distributed control can also
be accomplished in optical network routing by applying
the same established quorum set theory.
The rest of the paper is organized as follows. Sec-
tions 2, 3, and 4 establish the network model, node com-
munication, and path routing / fault tolerance. In Sec-
tion. 5, we apply the distributed efficiency of the quo-
rum sets to routing optical cycles. This method of route
construction allows for the efficient handling of dynamic
unicast and multicast communication requests. Sections
6 and 7 address routing and solution efficiencies. Lastly,
Section 8 analyzes the performance of our quorums set
cycle routing techniques in the presence of network link
faults.
2 Network model
No two fiber-optic networks are the same. Some stretch
hundreds of kilometers, while other networks are con-
tained within buildings or rooms. Regardless of the
physical environment, these optical circuits are depend-
ed upon for high-speed communications. Thus, it is im-
portant to extract the network’s critical components
that affect its ability to deliver reliable, arbitrary point-
to-point and multi-point communications.
These fiber-optic networks consist of several trans-
mitters and receivers interconnected by fiber-optic ca-
bles. As you might expect, transmitters and receivers
are typically found together and generically called an
optical node. The cables form the links (i.e., edges) be-
tween those nodes, which leads to a convenient model
of a network in terms of a graph G = (V,E). V are the
set of nodes in the network and E are the set of edges.
Edge (ai, aj) is a fiber-optic link connecting nodes ai
and aj in the network, where ai, aj ∈ V and (ai, aj) ∈
Fig. 1: Four nodes in a light-trail architecture
E. It is a general assumption that the same set of optical
wavelengths are available on all edges in E. The number
of wavelengths available per optical fiber is dependent
on the fiber-optic cables and the transmitter/receiver
pairs.
3 Light-trails
Lightpaths were a critical building block in the first
optical communications, but required significant traf-
fic engineering and aggregation to support point-to-
point communication, or pay the penalty of low re-
source utilization on the fiber-optic link. Lightpaths
cannot support multicast traffic. Light-trails were pro-
posed in [4,5] as a solution to the challenges facing
lightpaths and could be built using commercial off-the-
shelf technology. In the years since the introduction of
light-trails, significant contributions have been made to
enable adoption and advance the architecture [1,6,7,8,
9].
Light-trails enable fast, dynamic creation of an uni-
directional optical communication channel. This com-
munication channel, unlike prior lightpaths, allows for
channel receive and transmit access to all connected
nodes, making them more suitable for IP-centric traffic
[6]. Point-to-point communications from an upstream
node to a downstream node can be scheduled on the
shared light-trail. Similarly, an upstream node can mul-
ticast to any number of downstream nodes.
A scheduling protocol is in place to avoid collisions
within a light-trail and controls when nodes are able to
transmit to downstream nodes. The scheduling is gen-
erally assumed to occur over a control channel, which
may or may not be separate from the shared optical
fiber that is being used for the light-trail.
An example four-node light-trail can be seen in Fig-
ure 1. Optical shutters allow for wavelength reuse within
the network. Start and end nodes have their optical
shutters in the off state, while intermediate nodes have
their optical shutters in the on state. This effectively
isolates an optical signal to a specific light-trail and al-
lows for reuse of optical wavelength(s) elsewhere in the
network.
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Fig. 2: Example light-trail node structure
Nodes can receive from the incoming signal while
the signal is simultaneously continuing to downstream
nodes, sometimes referred to as a drop and continue
function. The node structure can be seen in Figure 2.
DWDM fiber-optic networks use reconfigurable add/drop
multiplexers (ROADMs) to demux incoming signals into
separate wavelengths, then to mux the wavelengths be-
fore being output once again. Each wavelength can sep-
arately support the light-trail architecture, allowing mul-
tiple light-trails to share the same edge in the network.
Next-generation ROADMs further increase add/drop
and switching flexibility while reducing costs [10]. Early
technology supported only a few wavelengths; however,
the latest devices may support over 100 channels for
over 1 Terabits/s [11].
Light-trail communication is all optical and uses the
same wavelength(s) from start to end node. Being all
optical avoids any energy inefficiencies and time de-
lays associated with unnecessary Optical-to-Electrical-
to-Optical (O/E/O) conversions at intermediate hops.
Transmissions within long haul networks, potentially
passing through one or more nodes, used to be lim-
ited by the optical signal to noise ratio (OSNR). In re-
cent years, several advancements and mitigating tech-
niques have allowed for this limitation to be reduced
and in some cases completely removed. One such ad-
vancement was the erbium- and ytterbium-doped op-
tical fiber amplifier. These amplifiers compensate for
signal losses and allow for signals to travel thousands
of kilometers [11].
4 Light-trail, cycle routing, and fault-tolerance
Point-to-point and multi-point traffic requests have a
set of nodes C = {ai, ..., aj} that wish to communicate
and need to be protected against network faults. Es-
tablishing a primary and backup multicast path from
every node to every other node in C can be a waste
Fig. 3: Cycle formed using the light-trail architecture
of resources. Several methods protect the path or links
along the route through an independently found tree or
cycle. In this work, we utilize the light-trail architecture
in the form of a cycle (Fig. 3). The bidirectional cycle
will both route the multi-point request and protect it
at the same time using fewer resources.
Figure 3 is simply a light-trail where the start and
end node is the same node, referred to as the hub node.
The hub node has its optical shutters in the off state,
while intermediate nodes have their optical shutters in
the on state. The resources at each hub node can be
utilized to allow all-to-all communication on the cycle
using only one light-trail. Traffic from a node to nodes
downstream requires a single transmission. Traffic from
a node to an upstream node must undergo Optical-to-
Electrical-to-Optical (O/E/O) conversion at the hub
node and be transmitted on the light-trail a second
time.
Alternately, we choose to set up two light-trails, one
in each direction. This enables upstream communica-
tions without the energy inefficiencies and time delays
associated with O/E/O conversions. It also has fault
tolerance properties.
Additionally, if traffic in the network is expected to
be significantly different than equal traffic between all
node pairs, multiple light-trails can be used to support
those specific cycles expecting heavier traffic.
Failures within an optical network are to be ex-
pected. The generalization of p-cycle protection to al-
low for path and link protection was proposed by [2].
P-cycle protection of unicast and multicast traffic net-
works requires preconfiguration, and the offline nature
allows for the efficient cycles to be selected [12,13]. [14]
examined both path-based and link-based protection
schemes in WDM networks. The use of path-pair pro-
tection, link-based shared protection, spanning paths,
and p-cycles to protect multicast sessions have all been
proposed for WDM networks as well [15,16,17,18,19].
The Optimized Collapsed Rings (OCR) single link pro-
tection heuristic was developed to address the hetero-
geneous, part multicast / part unicast, nature of WDM
traffic [20].
The multi-point cycle routing algorithm (MCRA)
uses bidirectional cycles for fault tolerance and is ca-
pable of supporting SONET rings and p-cycles [1]. Al-
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though finding the smallest cycle supporting the multi-
point communication is NP-Complete, the authors were
able to show that their heuristic performed within 1.2
times of the optimal cycle size. ECBRA is a signifi-
cant improvement of MCRA and outperforms the OCR
heuristic [9].
ECBRA heuristic balances optimality and speed,
taking O(|E| |C|3) steps to find a close to optimal cycle.
First, a modified breadth first search is performed on
each node in set C of required communication nodes.
The goal is to find a shortest path in G that also has
the best ratio of nodes from set C versus total nodes on
the path. The heuristic gives preference to paths with
2-degree C nodes as these 2-degree nodes are required
to be a part of the cycle.
To complete the cycle, a path from the sink node
returning to the source node must be found. No links
may be used twice. If all nodes in C are in the cycle,
then the cycle search is complete. Otherwise, a third
step is required to add any missing nodes.
If needed, the final step iteratively removes edges
from the cycle and inserts paths through missing nodes
in C. Because insertion of the node can be cheaper by
removing some links from the cycle rather than others,
the optimal edge removal from the cycle and path re-
placement is computed for each missing node insertion.
5 Quorums
In distributed communication and algorithms, coordi-
nation, mutual exclusion, and consensus implementa-
tions have grouped N nodes into small sets called quo-
rums. This organization of nodes can minimize com-
munications in operations like negotiating access to a
global resource.
A quorums set minimally has the property that all
quorums in the set must intersect. Specifically for dis-
tributed implementations, it is also desirable that each
node has equal work and equal responsibility within the
quorums set [21].
Not every grouping of nodes into sets (quorums) will
result in having these three properties, nor will the quo-
rum sizes be minimal. [21] proved the lower bound on
the size of quorums set having these three properties.
Cyclic quorums sets with these properties, like other
quorums sets in general, are difficult to find and re-
quire an exhaustive search [21,22]. Quorums sets are
proposed in this paper (and a conference paper [3])
for cycle-based routing to efficiently support arbitrary
point-to-point and multi-point communication.
5.1 Defining quorums set
A is a set of N = |V | nodes. A set Si is a subset of A.
When set Q of subsets (Eq. 3) covers all nodes in A (Eq.
4) and all subsets also have non-empty intersections
(Eq. 5), then set Q is called a quorums set.
A = {a1, ..., aN} (1)
Si = {aj , ...}, j ∈ 1, 2, ..., N (2)
Q = {S1, ..., SN} (3)
N⋃
i=1
Si = {a1, ..., aN} = A (4)
Si ∩ Sj 6= ∅, ∀ i, j ∈ 1, 2, ..., N (5)
The lower bounds for the maximum individual quo-
rum size (i.e., |Si|) in a minimum set is K, where Equa-
tion 6 holds and (K − 1) is a power of a prime, proved
through equivalence to finding a finite projective plane
[21]. Additionally it is desirable that each quorum Si
in the quorum set be of equal size (Eq. 7), such that
there is equal work and it is desirable that each node
be contained in the same number of quorums (Eq. 8),
such that there is equal responsibility.
N ≤ K(K − 1) + 1 (6)
|Si| = K, ∀ i ∈ 1, 2, ..., N (7)
ai is contained in K Sj
′s, ∀ i ∈ 1, 2, ..., N (8)
To the best of our knowledge, no efficient algorithm
is known to find quorums of minimum size that main-
tain the properties used by [21]. Cyclic quorums adhere
to these properties and are based on cyclic block design
and cyclic difference sets; however, searching for opti-
mal cyclic quorum requires an exhaustive search [22].
Cyclic quorums are unique in that once the first quo-
rum (Eq. 9) is defined the remaining quorums can be
generated via incrementing the entity ids (modulus to
keep entity ids within bounds is not shown in Eq. 10
for conciseness). For simplicity assume a1 ∈ S1 without
loss of generality (any one-to-one re-mapping of entity
ids can result in this assumption).
S1 = {a1, ..., aj} (9)
Si = {a1+(i−1), ..., aj+(i−1)} (10)
For our work, we used the N = 4, ..., 111 optimal
cyclic quorums from a paper by Luk and Wong [22].
5.2 Quorums sets for routing
It is important to establish quorums relationship to the
network model G = (V,E). Quorums sets cover N en-
tities, in this case N = |V | optical network nodes. The
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number of entities, N , also defines the number of small
subsets, i.e., quorums, that will be used in our solution.
In this paper (and a conference paper[3]), the use of
quorums for efficient point-to-point, multi-point, and
all-to-all traffic requests in optical networks are pro-
posed. This is important because traffic in many optical
networks is heterogeneous meaning the routing frame-
work must be able to handle all types.
Point-to-point, multi-point, and all-to-all traffic can
be routed through an optical network with N cycles
based on cyclic quorums. The following breaks down the
handling of different traffic request types on the quorum
supporting rings. Sections 5.2.1 and 5.2.2 expand upon
a conference paper presented by Lastine and Somani
[3].
5.2.1 Point-to-point traffic
Using cyclic quorums sets (see additional definitions in
Sect. 5.1) all possible node pairs occurred in at least
one cycle. This ensures for any dynamic point-to-point
request there is at least one cycle that can support it.
For many networks, node pairs will appear in mul-
tiple cycles. When new requests arrive, they can select
a route on the least loaded light-trail available. Taking
this one step further, if cycles with cyclical quorums are
intentionally made larger than the minimum required,
then it can be ensured that all networks have at least
some opportunity for load balancing point-to-point con-
nections.
5.2.2 Multi-point traffic
Optimally, if all multi-point participants belong to the
same cycle, then one cycle can be used. Realistically
though, dynamic requests often will not be of this na-
ture. Requests will span multiple quorums and/or be
larger than a single quorum cycle. Hence in the worst
case, no more than K cycles are required to efficiently
route and protect traffic for each multicast traffic re-
quest (more discussion on this bound in the broadcast
traffic discussion, Sect. 5.2.3).
Additionally, in [7] the problem of multicast in the
general case for light-trails and for light-trail WDM net-
works is studied. A way of transforming the general case
to a minimum Steiner tree problem is given. A polyno-
mial time algorithm is given for the special case of light-
trail WDM ring networks. Work from this paper can be
used to plan multicast requests that become known af-
ter the cycles based on quorums have been selected.
If we know of multicast requests the network will
be serving a priori, we can number nodes to reduce the
number of light-trails required to support the multicast.
The simplest case is when there is only one multicast
that needs to be supported and the nodes involved in
the multicast is equal or smaller than the number of
nodes in a quorum. In this case, we can renumber the
nodes such that they are all in one cyclic quorum.
If there are two known multicasts, each not larger
than a quorum, mapping may still be fairly simple. If
they both use some of the same nodes, there may be a
pair of quorums that also has at least the same number
of overlaps. So two multicast could be accommodated
by numbering nodes common to multicasts with num-
bers common to quorums, and then naming the rest of
the nodes in the multicasts after nodes from one or the
other quorum.
With each additional known multicast to support,
the mapping to quorums can become more of a chal-
lenge. We leave this as an open question on how to
handle the general case of numbering nodes to handle
multiple multicast requests known a priori.
5.2.3 Broadcast traffic
Broadcast traffic is simply the worst case of a multi-
cast traffic request. The upper bound of requiring no
more than K cycles to route and protect up to broad-
cast traffic can described as follows. In Section 5.1, any
entity will occur in at most K quorums. In those K
quorums, all other entities must be present in order to
form necessary point-to-point pairs as described before
(Sect. 5.2.1). Hence, any optical node can communicate
on all K quorum cycles that it is a member and reach
all other optical nodes, thereby efficiently serving any
dynamic broadcast request.
6 Efficiency analysis
The results presented in this section were adapted from
results in a conference paper presented be Lastine and
Somani [3].
NSFNET is a 14 node 22 link network (Fig. 5a). At
a size of 14 nodes, it has cyclic quorums of size five.
An improved version of ECBRA [23] was used to find
cycles that included the specified set of nodes in each
quorum.
Routing efficiency Quorums for NSFNET are given
in Table 1. The first column numbers these quorums
from 1 to 14. The second column lists the actual quo-
rums. The third column lists cycles in the network that
contain the quorums. The fourth column provides the
length (size) of each cycle as a convenience to the reader.
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Table 1: Cyclic quorums and cycles found in NSFNET
# Quorum Cycle Size
1 1 2 3 4 8 1 4 12 13 8 3 2 7
2 2 3 4 5 9 2 1 4 5 6 9 10 7 3 9
3 3 4 5 6 10 3 7 10 9 6 14 4 5 8
4 4 5 6 7 11 4 12 11 10 7 3 5 6 14 9
5 5 6 7 8 12 5 6 9 10 7 8 13 12 4 9
6 6 7 8 9 13 6 9 10 13 8 7 3 5 8
7 7 8 9 10 14 7 8 3 2 14 6 9 10 8
8 8 9 10 11 1 8 13 12 11 10 9 6 14 1 2 3 11
9 9 10 11 12 2 9 6 14 2 1 4 12 11 10 9
10 10 11 12 13 3 10 11 12 13 8 3 7 7
11 11 12 13 14 4 11 10 13 8 3 2 14 4 12 9
12 12 13 14 1 5 12 13 8 3 5 4 14 1 4 9
13 13 14 1 2 6 13 10 9 6 14 2 1 4 12 9
14 14 1 2 3 7 14 6 9 10 7 3 2 1 8
Average: 8.57
Total: 120
Cycle lengths fall in the range 7-11 links. Their aver-
age length being 8.57 links and combined length is 120
links.
Supporting all-to-all traffic using traditional point-
to-point connections would be more expensive. There
are 91 possible node pairs. With only 22 of the pairs
connected via a direct link, it would take over 200 links
to support all point-to-point communication paths. The
quorums set cycle routing required only 120 links.
Resource efficiency Less hardware is required by the
quorum solution as well. The minimum number of trans-
mitters and receivers at a node depends on the number
of times it appears in the set of quorums. From Sec-
tion 5.1, this lower bound is K for optimal cyclic quo-
rums. In the example of the 14 node NSFNET, where
K = 5, a node minimally needs only 5 transmitters and
5 receivers. This is a significant saving over establish-
ing lightpaths between all pairs of nodes which would
require 13 transmitters and 13 receivers at each node.
7 Cycle length
The results presented in this section were adapted from
results in a conference paper presented be Lastine and
Somani [3].
7.1 Random graph solution cost analysis
Nodes are randomly placed inside a grid and links are
randomly inserted with probability given by the Wax-
man model. In general, the probability of a link existing
depends on the distance between a node pair and the
desired density of the network. For context, graphs with
a mean of approximately 2 edges per node are sparse
in optical networking. Whereas a mean of log2n edges
per node would be dense in this context.
Graphs with various parameters had to be consid-
ered, in order to empirically approximate performance
of our quorums set cycle routing on a general network.
Parameters considered were number of nodes (20, 35,
50, and 65), edge density (sparse, medium, and dense),
and edge length (short and long).
Simulation results show that regardless of edge den-
sity or length, networks with more nodes intuitively re-
quired larger cycles in order to connect all nodes to each
other. Denser graphs allow for more route options for
the cycle, which allows for smaller cycles to be formed
including fewer non-quorum nodes in the cycle. Lastly,
graphs with higher probabilities for long edges on av-
erage had smaller cycles than graphs of the same size
and density, but shorter edges. The intuition for this
comes from the need to connect all nodes and longer
edges would allow “skipping” a few middle nodes when
connecting to a node across the network.
A rough measurement of routing efficiency is pro-
duced by computing the ratio of average total nodes in
a cycle to the required quorum nodes. The quorums for
graphs of size (20, 35, 50, and 65) nodes, respectively,
contain (6, 7, 8, and 9) nodes. As expected, simulation
results show that the denser graphs had more efficient
routes. Also graphs with longer edges tended to have
more efficient routes. Interestingly though, increases in
network size did not always result in decreases in effi-
ciency as one might expect. This could be partly due to
the nature of which nodes are included in which quo-
rum, which motivates the next set of results on whether
altering the node number scheme in a graph could im-
pact solution quality.
7.2 Impact of node numbering analysis
Choosing of a node id for a particular node is likely
a result of convenience rather than science. Examining
several random node numberings for graphs found in
literature (Fig. 5), the impact of node numbering on
routing efficiency was investigated.
Total links used for routing (routing efficiency) did
vary depending on the node numbering. All networks
experienced greater than 4% difference between their
observed minimum and maximum total links used in
their randomly numbered graphs. That is like having
an extra cycle routed in each optical network, but not
needing it.
The biggest result from this investigation was that
all random node numberings for all networks had worse
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Fig. 4: Example route fault tolerance using light-trails
routing efficiency than the original node numberings in
Figure 5. There is some intuitiveness to this result. The
cyclic quorums in [22] tend to include several nodes
with closely spaced id numbers and include fewer id
numbers spaced further away. When the original node
numberings of the networks had nodes close to one an-
other with closely spaced id numbers, this worked to the
advantage of forming smaller cycles based on quorums.
8 Fault tolerance analysis
Much of the discussion so far has addressed non-fault
scenarios, specifically showing efficiencies in performing
unicast, multicast, and broadcast operations using cy-
cles based on quorums sets. Optical networks are highly
depended upon. The fault tolerance aspect of this route
design is important and a paired light-trail implemen-
tation is used to address this. When a link fails, both
cycles break. In the Figure 4 example, hub node 3 would
no longer have a downstream edge to node 4; however,
upstream communication can be used to still reach node
4.
8.1 Fault model
The fault model assumed for our work is the single edge
failure. While a simple model, it does cover most real
single fault scenarios.
The most direct fault to consider is the optical link
fault. This occurs when a link is broken, like planned
maintenance or the accidental severing during land ex-
cavation. Modeling link faults as a single edge failure is
straightforward.
Each modeled node needs a pair of transmitters and
receivers for each occurrence in a cycle. These pairs of
devices can fail too. Short of a natural disaster, pairs
will likely fail independently of one another. When a
transmitter/receiver pair fails within a modeled node,
the affect on the global network is similar to that link
failing. Modeling as a single edge failure, while not an
exact fault mapping, is an appropriate abstraction.
We do not examine multiple simultaneous faults in
our simulation models.
8.2 Paired cycle fault simulation
Maintaining the ability to serve all dynamic point-to-
point traffic requests despite fault is important. We ex-
amined the fault tolerance of the NSFNET, ARPANET,
American backbone, Chinese backbone networks (Fig.
5). For each of these four networks, we created 1000
random numbering schemes for the nodes and found
cycles to support cyclical quorums given in [22].
To model the fault, we simulate the failure of each
edge, e ∈ E, in the network model, G = (V,E). We
then examine the network’s ability to serve all potential
point-to-point requests by counting pairs of nodes that
would be able to communicate and conversely those
pairs that are unable to communicate. In the non-fault
case, all nodes can unidirectionally communicate with
all other nodes for a total of |V | ∗ (|V | − 1) pairs.
The results in Table 2 show acceptable fault toler-
ance performance. The mean number of missing com-
munication pairs is less than 3 (95% CI). This means
that any edge fault in the network will typically be re-
coverable and few point-to-point connections will ex-
perience connection loss when using quorums set-based
cycle routing.
To calculate fault coverage in this scenario, we cal-
culated the mean connected pairs divided by the total
pairs.
1− MeanMissing Pairs
Total Pairs
The results of our simulation showed that greater than
99% fault coverage can typically be expected.
8.3 Improving fault-tolerance
Many of the simulated networks typically performed
well, but ideally we would like to see the fewer missing
pairs per fault case. A reduction in the highest missing
pairs observed is also important.
8.3.1 Additional cycle fault protection
Recall from Figure 3 in Section 4 that hub nodes in
cycles have their optical shutters in the off state. When
a fault occurs like in Figure 4, it is possible that the
hub node is 0 and the optical shutters could prevent a
necessary communication path between 3 and 4.
We experimented with adding an additional pair of
cycles to form quad cycles. The pair has its hub node
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(a) NSFNET
14-Node/22-Link
(b) ARPANET
20-Node/31-Link
(c) American Backbone[24]
24-Node/43-Link
(d) Chinese Backbone[24]
54-Node/103-Link
Fig. 5: Networks used for simulations
Table 2: Paired quorum cycle fault simulation results
Total Missing Pairs Fault
Network Nodes Pairs High Mean (95% CI) Low Coverage (%)
NSFNET 14 182 12 0.93644 ± 0.02070 0 99.485
ARPANET 20 380 16 0.76051 ± 0.01715 0 99.800
American 24 552 26 2.05273 ± 0.02812 0 99.628
Chinese 54 2862 56 2.77809 ± 0.02400 0 99.903
directly across from the original pair’s hub node, i.e.,
at position
⌊
CycleLength
2
⌋
. In the Figure 6 example, hub
nodes 0 (inner blue light-trail) and 3 (outer red light-
trail) are across from one another. Node 3 still does not
have a downstream edge to node 4 on either the inner
or outer cycle, but there does exist an upstream path
on the outer cycle to node 4.
The results in Table 3 show that most of the net-
works had the mean number of missing pairs improved
by an order of magnitude (95% CI). Any edge fault
in the quad cycle network will typically be recoverable
and fewer point-to-point connections will experience
Fig. 6: Quad light-trails to provide additional cycle fault
protection
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Table 3: Quad quorum cycle fault simulation results
Total Missing Pairs Fault
Network Nodes Pairs High Mean (95% CI) Low Coverage (%)
NSFNET 14 182 6 0.09130 ± 0.00574 0 99.950
ARPANET 20 380 6 0.08710 ± 0.00496 0 99.977
American 24 552 12 0.28661 ± 0.00833 0 99.948
Chinese 54 2862 20 0.52939 ± 0.00768 0 99.982
connection loss than with only the paired cycles. This
translates into higher fault coverage values as well. Sim-
ilarly the edge faults that generated the highest missing
pairs observed in the simulated networks also decreased
by 50% or more.
Adding the additional pairs of cycles and the still
having missing communication pairs may have been a
bit surprising. While the additional cycles significantly
helped in fault reductions, the underlying missing pairs
come from the intermediate nodes common to both cy-
cles. Depending on the failing edge, these nodes may
not have a downstream or upstream path on any of the
cycles to nodes on the opposite half of the cycle.
8.3.2 Modifying the cycle routing algorithm
Rather than addressing the missing point-to-point com-
munication pairs with additional cycles, we could try
to address the underlying cause of the missing pairs by
changing the cycles themselves. Here, we briefly out-
line additional algorithm steps that could be added to
ECBRA.
In Section 5.2.1, every point-to-point request was
supported by at least one quorum cycle. Being oppor-
tunistic, even if one cycle is experiencing a fault, there
may be another quorum cycle that also is supporting
that point-to-point request. Hence, quantifying missing
pairs and attempting to compensate should only occur
once all cycles for a graph’s quorums set is found.
To enumerate the missing pairs, simulate the fail-
ure of each edge and examine the network’s ability to
serve all potential point-to-point requests by counting
pairs of nodes that would be able to communicate and
conversely those pairs that are unable to communicate.
Given results in Section 8.2 the mean number of miss-
ing pairs is expected to be less than 3 per fault edge
(95% CI). Form a Missing-Pair tuple t =< {s, d}, e >,
where s is the source and d is the destination of the
missing communications pair and e is the edge whose
failure was being simulated.
Every pair missing can be isolated back to a cycle
responsible for the pair (Sect. 5.2.1). For each tuple t,
remove the faulty edge e in the responsible cycle for pair
{s, d}. To complete the cycle, find the shortest path
between the two disconnected nodes, such that cycle
edges are not reused and avoiding the use of e. Once
all Missing-Pair tuples have been processed, repeat the
enumeration and removal of missing pairs once again.
Repetition is required to confirm that in the process
of addressing one Missing-Pair tuple that another new
missing pair was not added.
There is a possibility that a cycle may have to use
edge e. An example would be a node with only two
edges and the node being a member of the quorum for
that cycle. This is a known limitation and is a chal-
lenge in general for establishing appropriate fault tol-
erance for communications to/from this node, as well
as, through this node serving others. This limitation is
discussed further in [9].
9 Conclusion
Many optical networks face heterogeneous communica-
tion requests requiring topologies to be efficient and
fault tolerant. We show efficiency and distributed con-
trol can also be accomplished in optical network routing
by applying the quorums set theory.
Specifically we show cyclic quorums set routing have
all pairs of nodes occurring in one or more quorums.
This allows for efficient, arbitrary unicast and multicast
communications requests that do not need to be known
or even modeled a priori. Even efficient broadcasts to
all network nodes are possible by a node broadcasting
to all quorum cycles to which it belongs.
We analyzed the fault tolerance of our quorums set
routing approach. In the presence of network link faults,
greater than 99% average coverage enables the contin-
ued operation of nearly all arbitrary unicast and multi-
cast requests in the network. Adding additional cycles
showed an order of magnitude reduction in mean miss-
ing point-to-point pairs for most networks (95% CI). Fi-
nally, to address faults at their source, an augmentation
to the ECBRA cycle finding algorithm was proposed.
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10 Future work
In this paper, ECBRA was used to route each of the
quorums-based cycles. It was shown that the quorums
set approach required far fewer links to accomplish the
routing of all-to-all traffic, when compared to using
point-to-point connections.
As an unintended benefit, some quorums sets re-
sult in node pairs occurring in more than one quorums-
based cycle. It was these occurrences of node pairs mul-
tiple times that motivates us to examine whether redun-
dant node pairs could be generated intentionally. Pre-
dictably redundant pairs can improve the dependability
of the optical network, by guaranteeing even if a cycle
failed, all node pairs for point-to-point and multi-point
communications could still be present in the network.
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