ABSTRACT 22 23 Automation has been an important part of biomedical research for decades, and the use of 24 automated and robotic systems is now standard for such tasks as DNA sequencing, 25 microfluidics, and high-throughput screening. Recently, Kodandaramaiah and colleagues (Nat.
automated and robotic systems is now standard for such tasks as DNA sequencing, 25 microfluidics, and high-throughput screening. Recently, Kodandaramaiah and colleagues (Nat. 26 Methods, 2012) demonstrated, using anesthetized animals, the feasibility of automating blind 27 patch clamp recordings in vivo. Blind patch is a good target for automation because it is a 28 complex yet highly stereotyped process that revolves around analysis of a single signal 29 (electrode impedance) and movement along a single axis. Here, we introduce an automated 30 system for blind patch clamp recordings from awake, head-fixed mice running on a wheel. In its 31 design we were guided by three requirements: easy-to-use and easy-to-modify software; 32 seamless integration of behavioral equipment; and efficient use of time. The resulting system 33 employs equipment that is standard for patch recording rigs, moderately priced, or simple to 34 make. It is written entirely in Matlab, a programming environment that has an enormous user 35 base in the neuroscience community and many available resources for analysis and instrument 36 control. Using this system, we obtained 19 whole cell patch recordings from neurons in the 37 prefrontal cortex of awake mice, aged 8-9 weeks. Successful recordings had series resistances 38 that averaged 52 ± 4 MΩ and required 5.7 ± 0.6 attempts to obtain. These numbers are 39 comparable to those of experienced electrophysiologists working manually; and this system, 40 written in a simple and familiar language, will be useful to many cellular electrophysiologists 41 who wish to study awake behaving mice. well-established advantages for cellular and molecular neurobiology, such as transgenic 46 methods for identifying and manipulating specific cell populations, but they have a rich 47 behavioral repertoire that includes sensory, motor, and cognitive aspects (Guo et al. 2014) . 48 Moreover, recent experiments indicate that this behavioral repertoire is only partly diminished 49 when mice are subjected to head fixation. Head-fixed mice have been trained to navigate 50 mazes in virtual reality environments (Domnisoru et vivo is not conceptually difficult, but it requires an experimenter to monitor a living animal 69 while executing a complex series of actions. The challenge is heightened when the animal is not 70 merely living but awake and behaving and when the experimenter must also contend with 71 behavioral equipment (e.g., cameras, locomotion and eye position monitors, virtual reality 72 screens). These kinds of experiments place considerable and (for some) unreasonable demands 73 on experimenter training, labor, expertise, and fortitude; and these demands in turn may limit 74 the yield and quality of the resulting data. 75 Concerns of this sort are not limited to in vivo electrophysiology, and they have led to efforts to Our own work can be viewed as both a complement and an alternative. It is complementary in 93 that many of the advances (e.g., pipette replacement) that result from their project can be 94 readily integrated into ours. It is alternative in that we have, in building an automated patch 95 clamp system for awake behaving mice, made different choices about hardware and software.
96
One striking difference is that our system was written entirely in the Matlab programming 97 environment, which has a presence in the neuroscience community that is both broad and 98 deep and which provides useful tools for analysis and instrument control (Wallisch et al. 2013 ).
99
Another is that our system was constructed with awake, head-fixed mouse experiments in mind 100 (Siegel et al. 2014 ). Our guiding ideal was a single, complete system that -with a minimum of 101 human intervention -could obtain whole cell patch recordings from neurons in behaving mice, 
METHODS

106
An overview of the system is given schematically in Fig. 1 Many of the procedures and parameters used by the system can be changed without having to 115 do any Matlab programming. The ones that users are most likely to wish to change (e.g., the 116 dorsal-ventral depth of the targeted brain area, the angle of electrode approach) can be 117 specified using a graphical user interface (GUI). Others are contained in a single file saved to 118 disk; users can change the numbers and specifications in this file in order to set, for example, At 7 weeks old, mice were surgically implanted with a custom-fabricated titanium head bar and 134 a plastic or stainless steel recording chamber (3.1 mm inner diameter, Turnco Tool; Fig. 2A ) .
135
Animals were initially anesthetized with 3% isoflurane mixed with medical-grade oxygen and 136 then maintained at 1-2% isoflurane throughout procedures. Each mouse was injected with 0.15 137 ml of Rimadyl (1 mg/ml, SQ) and placed in a stereotaxic apparatus. The skull was prepared by 138 scalping the crown and removing the fascia, and scored with the tip of a scalpel blade. After the 139 skull had been cleaned, dried, and leveled, the recording chamber was positioned so that its 140 center was at a stereotaxic coordinate corresponding to area M2 (1.5 mm anterior to bregma, 141 1.0 mm left of the midline) and glued in place. A layer of low-viscosity cyanoacrylate was 142 applied over the surface of the exposed skull. An initial layer of Metabond (Parkell) was applied 143 5 over the cyanoacrylate, the titanium head bar was placed flush against the skull using a custom 144 tool, and additional Metabond was used to cement the head bar to the skull and to encase the 145 recording chamber.
146
Mice were allowed two days of recovery before we began habituating them to the 147 experimental apparatus (see next section). After at least five days of habituation (Fig. 2B) , a 148 second surgery was performed to make a craniotomy that would allow access for patch clamp 149 recordings. Mice were anesthetized with isoflurane as before, injected with 0.15 ml of Rimadyl
150
(1 mg/ml, SQ) and 0.03 ml of dexamethasone (2 mg/ml, SQ), and placed again in the stereotaxic 151 apparatus. The inside of the recording chamber was cleaned with 100% ethanol, and a small 152 craniotomy (0.5-1.0 mm diameter) was made at the stereotaxic coordinate identified earlier.
153
Care was taken to avoid damaging the dura, and bleeding was controlled with sterile saline and Running wheel 160 The running wheel ( Fig. 2A ) was adapted from a design by Medina and colleagues (Chettih et al. training sessions (>30 min), the mouse was occasionally offered a drop of 5% sucrose in water.
179
Mouse movement on the running wheel was recorded using a black-and-white quadrature 180 pattern glued to the wheel's side (Fig. 2C) For most of the patching process, controlling movement was straightforward, as it only entailed 231 moving the electrode by fixed amounts (e.g., 2 µm steps while searching for a neuron to patch).
232
The one complicated part was lowering the electrode into the craniotomy ( Rather than using this somewhat time-consuming procedure, which would have to be repeated 238 for every electrode, we employed a high-magnification (up to 90x), long-range (~5 cm) USB 239 microscope (Dino-Lite) mounted to a Sutter micromanipulator. Images were acquired using the 240 Image Acquisition Toolbox and analyzed using the Image Processing Toolbox (Fig. 3A) .
241
Even though the magnification was not sufficient to resolve the very tip of the electrode, the 242 camera's properties were stable enough and the electrode shape stereotyped enough, that, if 243 the system could localize the visible part of an electrode to a landmark a known distance from 244 the cortical surface (measured at the start of each session; Fig. 3B ), it could bring the electrode 245 tip down to the surface with good accuracy in the vertical (z) direction (36 ± 8 µm, n = 18) and 246 to within ±30 µm in the orthogonal (x and y) directions. That is, the automated system can 247 localize the tip of an electrode to a position in space within a sphere of radius ~40 µm.
248
The localization procedure is described in detail in the system documentation included in the 249 supplementary material that accompanies this article. Here, we describe the steps concisely.
250
The first electrode of a recording session on any given day is crucial: the system uses it to set (stainless steel) recording chamber for this purpose (Fig. 3B) . As an electrode is lowered 264 through the ROI, it fills the ROI pixels in a highly reproducible manner (Fig. 3B , graph at lower 265 right), one that allows the system to determine the z-axis coordinate to ≤40 µm. Finally, the 266 vertical distance between the cortical surface and the ROI can be established by lowering the 267 electrode to the surface until a small resistance change is detected and then raising the 268 electrode until it fills a fixed fraction of the ROI pixels (two button presses in the main GUI are 269 all that is required for this part). In total, these setup steps with the first electrode should take 270 no more than 5 min. Every subsequent electrode in a recording session can then be placed 271 automatically to a position in space to within ~40 µm. It is worth noting explicitly that the 272 positioning system does not depend on the precise position or angle of the camera, the pipette 273 geometry, or where the craniotomy is located within the recording chamber; these properties 274 must remain steady throughout a single recording session, but they can vary between sessions.
275
A second measure of surface position was given by a transient increase in electrode resistance 276 and noise associated with penetrating the dura (Fig. 3D) . In our experiments, the system used 277 the resistance increase, which can be larger than 100%, to identify the precise location of the 278 dura for each electrode. In particular, the electrode position at which a >25% increase was first 279 observed was taken to be the z-axis position of the dura. The system then used this number to compared it to the desired pressure specified by the Matlab program (set) through a USB port, 310 and calculated an error equal to their difference.
311
The microcontroller then used this error to determine an appropriate control signal to send 312 back to the rest of the system, so as to minimize the error. The control algorithm it employed to 313 do this was proportional-integral-derivative (PID), which is generic and widely used (Åström and 314 Murray 2008). PID has three parameters that can be adjusted to eliminate steady-state error, 315 improve temporal response, and minimize "ringing" when the set value is changed suddenly. giving the corners of current deflections a slightly rounded aspect. The only real concern in this 342 regard is that filtering might affect pulsation in the electrode signal associated with mouse 343 heart beat (~8 Hz) and visible when an electrode tip is very close to a neuron or other piece of 344 membrane. This pulsation is often used by experienced electrophysiologists to determine 345 whether an electrode has encountered a neuron (Margrie et al. 2002) . The present version of 346 our system does not make use of heart beat pulsation.
347
Data acquisition and signal generation was done using a PCI card from National Instruments.
348
The Data Acquisition Toolbox (The Mathworks), which is a required component of our system, quarter of electrodes that encountered a false positive were subsequently used to obtain a 407 gigaohm seal, presumably because P was sufficient to keep the electrode tip clean.
408
SEAL: The fourth step is to form a seal (>1 GΩ) between the electrode and the cell membrane. 409 Experienced electrophysiologists vary considerably in how they approach this step: some use 410 12 mouth suction, others syringes; some apply a steady negative pressure, others pulse the 411 negative pressure. In our first experiments, we utilized a protocol in which we ratcheted up 412 negative pressure -increasing it from -0.3 psi to -0.6 psi to -0.9 psi and so on -until a 1 GΩ seal 413 was obtained or a time limit had been exceeded. But in most of our experiments, we instead 414 used the protocol illustrated at lower right in Fig. 5 . After neuron detection, P is set to -0.4 psi 415 and the voltage clamp holding potential is ramped down from 0 mV to -70 mV over 10 sec. The 416 negative pressure is maintained until 90 sec have elapsed or a >1 GΩ seal has formed, 417 whichever comes first. The negative pressure is then removed and the seal is allowed to 418 improve for 1.5-2 min (the system default is 2 min). If the seal resistance at that point is greater 419 than 1 GΩ, the system moves on to the breakthrough step. If the seal resistance is less than 1 420 GΩ, the system default is to return to manual control, allowing the experimenter to decide 421 whether or not to withdraw the electrode. But users can specify, through the main parameters 422 file, that the system should in this case remove any applied pressure and withdraw the 423 electrode automatically in preparation for a new attempt.
424
BREAKTHROUGH: The final step in the patch clamp process is to rupture the membrane below 425 the electrode tip in order to achieve whole cell mode. Our system applies negative pressure 426 pulses (-2 psi, 1 sec) until R drops below a threshold (300 MΩ) or four attempts have been 427 made. Successful or unsuccessful, the system then restores manual control. 428 Our own criteria for a successful whole cell patch recording was a series resistance <75 MΩ and 429 a resting membrane potential <-50 mV. 
Software and GUIs
432
The current version of the automated system was written using Matlab 2014b on a computer 433 running 64-bit Windows 7. We have tested elements of the system in 32-bit and 64-bit 434 Windows XP, Vista, 7, and 8, and with Matlab versions as early as 2012a and as advanced as 435 2015a (beta release). In writing the code, we attempted to minimize our use of specialized 436 toolboxes, which add to expenses, and of older Matlab features, which might limit the longevity 437 of the system. Of special importance in this regard, we exclusively employed the "session- have not done so because the need for this seems unlikely. 446 The system as described here is designed to obtain whole cell patch recordings, rather than In vitro electrophysiology 465 The focus of this paper is on in vivo electrophysiology, but in developing the automated system 466 we made extensive use of in vitro electrophysiology. We used whole cell patch recordings from 467 neurons in brain slices to confirm that the patch electrodes produced by the puller program 468 were suitable for cortical neurons and to validate the automated patch process. 469 The mice were C57BL/6 males (6-8 weeks old, Jackson Laboratory). Brain slices containing 470 medial prefrontal cortex were prepared using standard procedures (Kalmbach et al. 2013 ). 
RESULTS
487
In the preceding section we described a Matlab-based system for obtaining whole cell patch 488 recordings from awake mice running on a wheel. In this section we describe how well the 489 system has performed to date under real conditions. But, to get a sense of the landscape, we 490 begin by describing how the automated system performed in vitro -specifically, in brain slices, 491 which remain the gold standard for patch clamp. (Fig. 6A, right) suggests an analogy with atomic force microscopy, 506 where distance-dependent forces allow a probe to map surface structure with good precision.
507
In these measurements, the pipette pressure was set at 0.2-0.4 psi, just enough to keep the tip 508 clear of debris. To determine how much the blind patch process was affected by the absolute 509 value of pipette pressure, we varied pressure between 0.2 and 1.2 psi as we moved the 510 electrode tip down onto a neuron (n=6) at an x-y point near its center, where the proverbial 511 experienced electrophysiologist would have chosen to place it. We found that the resistance 512 change was strongly sensitive to pressure (Fig. 6B) . When pressures were ≥0.6 psi, resistances To test the automated patch clamp system, we had it attempt to patch layer 2/3 neurons, using 519 a pressure in the detection phase of 0.2 psi. The electrode tip was initially placed either directly 520 above the neuron's center (n=3) or above a peripheral point (n=2). In the former case, the 521 system simply moved the electrode straight down until a 20% resistance change was detected.
522
In the latter case, the system probed the membrane surface using resistance changes and 523 thereby found the center for itself (Fig. 6C) . The search algorithm used was a combination of a 524 15 constrained gradient ascent (fixed number of possible angles and step sizes) and random 525 exploration, with the system stopping at a point where a >50% increase could be measured.
526
This method is reasonable because the center of a neuron, given typical cell body sizes, will be 527 no more than 10 µm from its periphery and because it is not necessary to find the absolute 528 peak of the resistance surface. All five in vitro attempts resulted in whole cell recordings.
530
Automated patching in vivo 531 We used the automated system to obtain 19 whole cell patch recordings from 16 awake mice, showed spontaneous spiking at a low (<1 Hz) but consistent rate, and recordings could be 587 maintained even when animals ran on the wheel as fast as 30 cm/s (Fig. 8A, right) . We were 588 able to probe neurons not only with current steps (Fig. 8A, left) but with more complex stimuli, 589 such as a swept-sine (chirp) stimulus designed to characterize frequency preference (Fig. 8B) . processing that would be difficult to capture in an algorithm. However, our pilot studies suggest 613 that probing membranes using resistance measurements is a promising alternative, which 614 might make a fully automated slice system feasible.
615
Working with anesthetized mice, Kodandaramaiah and colleagues (2012) developed a blind 616 patch clamp system written in the LabVIEW programming environment, which has received 617 considerable -and well-deserved -attention. Their system achieved a success rate (percentage 618 of attempts that resulted in recordings) of nearly 33%, which is considerably higher than our 619 17% rate. It seems reasonable to ascribe much of this disparity to the differences between an 620 anesthetized, stationary mouse and an awake, locomoting one. Even so, it is intriguing to note 621 that, in our experiments, an electrode that successfully reached the neuron hunting stage had a 622 30% (12 out of 40) chance of resulting in a whole cell recording, which is much closer to the 623 39% rate achieved by the Kodandaramaiah system under similar circumstances. That is, our 624 electrodes were much more likely to clog before getting to the hunting stage than theirs were. The system described here differs from conventional and other automated patch clamp 633 systems in ways that involve both hardware and software. 634 The two principal hardware advances are (1) our use of a USB camera and image processing 635 code to direct electrodes into craniotomies and (2) our design of an Arduino-based pressure 636 regulator. The first hardware advance will likely be of interest even to electrophysiologists who 637 do not wish to automate the patch clamp process itself. At the price of a 5-minute setup 638 procedure, the system can thereafter direct the tip of a patch electrode to a point in space to 639 within a sphere of radius ~40 µm. The smallest craniotomies we used were ~500 µm, but the 640 system should certainly be useful, without modification or difficulty, even to researchers who 641 use craniotomies of 100-200 µm. The system does require the purchase of a high-magnification, 642 long-working-distance camera, but it obviates the need for a stereomicroscope, meaning that it 643 does not add to fixed costs and may even reduce them. The second hardware advance, the 644 pressure regulator, is not a conceptual or fundamental advance, as commercial regulators exist. experiments performed on anesthetized animals, which suggests that our success rate with 671 awake behaving animals is reasonable. Even so, there may be ways to improve it. One 672 promising idea is to use heart beat-associated pulsation of the current signal to determine 673 when the electrode has encountered a neuron and seal formation should be attempted; it has 674 been argued that the appearance of pulsation is a more reliable signature than resistance 675 change (Margrie et al. 2002) . A second idea is to monitor mouse locomotion during patching 676 and pause the process if running speed exceeds some value, as brain movement associated 677 with running might make seal formation more difficult (Fig. 7B) . A third idea is, after 678 encountering a neuron, to probe its cross section by moving the electrode laterally while 679 measuring resistance, as we did in the brain slice experiments, so as to identify a good position 680 for patching. experiments that can be done, and increasing recording duration is a chief aim of ongoing work.
686
One simple improvement we have found is reducing the size of the craniotomy. Our earliest 687 craniotomies were ~1 mm diameter, whereas the later ones were ~0.5 mm. Correspondingly, 688 average recording duration increased over time from 5 min (first 6 recordings) to 7 min (next 6) 689 to 12 min (last 7). One thing that distinguishes studies in which durations of 30 min or more 690 are observed is that patching in those studies is often done under visual guidance using two-691 photon microscopy (Polack et al. 2013; Zhou et al. 2014 ). This suggests that optimal placement 692 of the electrode against the neuron (near the center, with the tip just dimpling the surface) is 693 important for recording stability. In the brain slice experiments, we found that the automated 694 system could find this optimal position using resistance measurements alone. Doing so in vivo 695 will be considerably more challenging, because of increased movement, but that challenge will 696 be borne by a computer algorithm rather than an experimenter. That fact, as well as anything, 697 illustrates the potential power of automation in electrophysiology. 
