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CLUSTER ALGEBRAS IV: COEFFICIENTS
SERGEY FOMIN AND ANDREI ZELEVINSKY
Abstract. We study the dependence of a cluster algebra on the choice of coef-
ficients. We write general formulas expressing the cluster variables in any cluster
algebra in terms of the initial data; these formulas involve a family of polynomials
associated with a particular choice of “principal” coefficients.
We show that the exchange graph of a cluster algebra with principal coefficients
covers the exchange graph of any cluster algebra with the same exchange matrix.
We investigate two families of parametrizations of cluster monomials by lattice
points, determined, respectively, by the denominators of their Laurent expansions
and by certain multi-gradings in cluster algebras with principal coefficients. The
properties of these parametrizations, some proven and some conjectural, suggest
links to duality conjectures of V. Fock and A. Goncharov.
The coefficient dynamics leads to a natural generalization of Al. Zamolodchikov’s
Y -systems. We establish a Laurent phenomenon for such Y -systems, previously
known in finite type only, and sharpen the periodicity result from an earlier paper.
For cluster algebras of finite type, we identify a canonical “universal” choice
of coefficients such that an arbitrary cluster algebra can be obtained from the
universal one (of the same type) by an appropriate specialization of coefficients.
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2 SERGEY FOMIN AND ANDREI ZELEVINSKY
1. Introduction
Since their introduction in [11], cluster algebras have found applications in a di-
verse variety of settings which include (in no particular order) total positivity, Lie the-
ory, quiver representations, Teichmu¨ller theory, Poisson geometry, discrete dynamical
systems, tropical geometry, and algebraic combinatorics. See, e.g., [6, 8, 10, 14] and
references therein. This paper, the fourth in a series, continues the study of the
structural theory of cluster algebras undertaken in its prequels [11, 12, 2]. As in
those earlier papers, we try to keep the exposition reasonably self-contained.
A cluster algebra A of rank n is a subalgebra of an ambient field F isomorphic
to a field of rational functions in n variables. Each cluster algebra comes equipped
with a distinguished set of generators called cluster variables; this set is a union of
overlapping algebraically independent n-subsets of F called clusters. The clusters are
related to each other by birational transformations of the following kind: for every
cluster x and every cluster variable x ∈ x, there is another cluster x′ = x−{x}∪{x′},
with the new cluster variable x′ determined by an exchange relation of the form
(1.1) xx′ = p+M+ + p−M− .
Here p+ and p− belong to a coefficient semifield P, while M+ and M− are two
monomials in the elements of x− {x}. (See Definition 2.4 for precise details.) Each
exchange relation involves two different kinds of data: the exchange matrix B en-
coding the exponents in M+ and M−, and the two coefficients p+ and p−. In the
previous papers of this series, a lot of attention was given to exchange matrices and
their dynamics. The current paper brings into focus the dynamics of coefficients.
Before describing the results in detail, we would like to offer some justification for
the importance and timeliness of this study.
• The coefficient dynamics is of interest in its own right. It can be viewed as a far-
reaching generalization of Al. Zamolodchikov’s Y -systems, introduced and studied
in [23] in the context of thermodynamic Bethe Ansatz. Algebraic properties of
Y -systems were investigated in [13]; in particular, we established their periodicity,
confirming a conjecture by Zamolodchikov (the type A case was settled in [15, 17]).
Although our motivation for studying Y -systems came from the coefficient dynamics
in [11, (5.4)–(5.5)], cluster algebras played no explicit role in [13]. In the current
paper, the study of Y -systems in the context of cluster algebras allows us to extend
and sharpen the results of [13].
• Systematically exploring the interplay between two types of dynamics—that of
cluster variables and that of coefficients—leads to a better understanding of both
phenomena. The constructions we use to express this interplay are close in spirit
(albeit different in technical details) to the notion of cluster ensemble introduced
and studied by V. Fock and A. Goncharov [9] as a tool in higher Teichmu¨ller theory.
Our coefficient-based approach uncovers an unexpected “common source” of the
two types of dynamics, expressing both the cluster variables and the coefficients in
terms of a new family of F -polynomials, which generalize the Fibonacci polynomials
of [13]. This approach also yields a new constructive way to express the (conjectural)
“Langlands duality” between the two kinds of dynamics, suggested in [9].
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• Last but not least, all examples of cluster algebras coming from geometry of
semisimple groups (see [12, 2, 14]) have nontrivial coefficients. (By contrast, most of
the recent developments in cluster algebra theory obtained in the context of cluster
categories and cluster tilted algebras deal exclusively with the case of trivial coeffi-
cients.) There are many examples of cluster algebras of geometric origin which have
the same combinatorics of exchange matrices but totally different systems of coeffi-
cients. This motivates the study of the dependence of a cluster algebra structure on
the choice of coefficients. One surprising conclusion that we reach in this study is
the existence of “universal formulas” for cluster variables; these formulas reduce the
case of arbitrary coefficients to a very particular special case of principal coefficients.
The paper is organized as follows. Requisite background on cluster algebras is
presented in Section 2. In keeping with the tradition established in [11, 12, 2],
we rephrase the definitions to better suit our current purposes. In particular, we
reconcile the setups in [11] and [12] by emphasizing the difference between the labeled
seeds attached to the vertices of an n-regular tree (see Definitions 2.3 and 2.8), and
the (unlabeled) seeds attached to the vertices of an exchange graph (see Definitions
4.1–4.2). (Informally, a seed is a cluster x together with the corresponding exchange
matrix B and the collection of coefficients p± appearing in all exchanges from x.)
In Section 3, we introduce some of the main new concepts that play a central
role in the paper, most notably, the cluster algebras with principal coefficients (Def-
inition 3.1) and, based on the latter, the F -polynomials (Definition 3.3). Our first
main result, Theorem 3.7 (sharpened in Corollary 6.3), expresses any cluster variable
in any cluster algebra in terms of the (arbitrary) initial seed using the appropriate
F -polynomials. Thus, one can think of principal coefficients as a crucial special case
providing control over cluster algebras with arbitrary coefficients.
The universal formulas of Theorem 3.7/Corollary 6.3 have an a priori unexpected
“separation of additions” property: each cluster variable is written as a ratio of two
polynomial expressions in the initial data, one of the them (the numerator) employing
only the “ordinary addition” in F , and another one (the denominator) involving only
the “auxiliary addition” in the coefficient semifield P.
These formulas lead to the following structural result obtained in Section 4 (The-
orem 4.6): the exchange graph of an algebra with principal coefficients serves as a
cover for the exchange graph of any cluster algebra with the same exchange matrix.
This is a step towards the much stronger Conjecture 4.3: the exchange graph of a
cluster algebra depends only on the exchange matrix at any seed—but not on the
choice of coefficients.
Properties of F -polynomials are discussed in Section 5. Although the definition
of F -polynomials is simple and elementary, proving some of their properties resisted
our efforts. One example is Conjecture 5.4, an innocent-looking assertion that every
F -polynomial has constant term 1.
In Section 6, we show that a cluster algebra with principal coefficients possesses
a Zn-grading with respect to which all cluster variables are homogeneous elements.
We then discuss general properties (partly proven and partly conjectural) of the
(multi-)degrees of cluster variables, which we refer to as g-vectors. In particular,
we show that these vectors can be expressed in terms of (tropical evaluations of)
F -polynomials.
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Section 7 applies the tools developed in earlier sections to the study of cluster
monomials, that is, monomials in cluster variables all of which belong to the same
cluster. The significance of cluster monomials stems from the expectation that they
belong to the suitably defined “canonical basis” of a cluster algebra. There is still a
long way towards this result: even the linear independence of cluster monomials re-
mains open (see Conjecture 7.2, reproducing [14, Conjecture 4.16]). As a possible tool
in proving this conjecture, we discuss two families of combinatorial parametrizations
of cluster monomials by integer vectors in Zn; they are somewhat reminiscent of two
families of parametrizations of canonical bases (Lusztig’s and string parametriza-
tions) in the theory of quantum groups. One of these parametrizations of cluster
monomials (by denominator vectors) has already appeared in [12, 14]; another one
(by g-vectors) is new. Note that in Section 6, g-vectors are defined in restricted
generality, for the case of principal coefficients only; in Section 7, we find a way to
extend this definition to a much more general class of coefficients.
In the rest of the paper (Sections 8–12), we restrict our attention to some special
classes of cluster algebras. Sections 8–10 deal with the bipartite cluster algebras, a
class that includes all cluster algebras of finite type. A bipartite cluster algebra has a
seed Σ such that, in each of the n exchange relations (1.1) emanating from Σ, one of
the monomials M+ and M− is equal to 1. Such a seed Σ is also called bipartite, and
is naturally included into a sequence of bipartite seeds called the bipartite belt. In
Section 8, we show that the restriction of the coefficient dynamics to the bipartite belt
yields a natural generalization of Zamolodchikov’s Y -systems to the case of arbitrary
symmetrizable generalized Cartan matrices. Two main results of this section sharpen
their counterparts obtained in [13]: Theorem 8.5 (the “Laurent phenomenon”) asserts
that the solutions of a generalized Y -system can be expressed as Laurent polynomials
in the initial data, while Theorem 8.8 improves upon the periodicity theorem of [13]
by showing the necessity of the finite type assumption.
The proof of Theorem 8.8 given in Section 10 relies on the calculation of denom-
inator vectors and g-vectors for the cluster variables on the bipartite belt. We also
need some properties of the root system associated with a symmetrizable general-
ized Cartan matrix. These properties are discussed in Section 9, which can be read
independently of the rest of the paper. We believe these results to be of independent
interest. In particular, Theorem 9.4 and Corollary 9.6 strengthen the following result
obtained in [3]: in the Weyl group associated to an indecomposable symmetrizable
Cartan matrix of infinite type, the “bipartite” Coxeter element has infinite order.
The last two sections 11 and 12 deal with the cluster algebras of finite type, i.e.,
those with finitely many seeds. The classification of these algebras obtained in [12]
is parallel to the Cartan-Killing classification of semisimple Lie algebras and finite
root systems. In Section 11, we demonstrate that several conjectures made in the
preceding sections hold for the algebras of finite type. In particular, we prove linear
independence of cluster monomials (Conjecture 7.2) for the cluster algebras of finite
type; see Theorem 11.2. Other conjectures are proved by combining our results on
bipartite cluster algebras with the structural results in [12], such as the following
property (implicit in [12]): in a cluster algebra of finite type, every cluster variable
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In Theorem 11.6, we show that in finite type, the F -polynomials coincide, up to a
simple twist, with the Fibonacci polynomials of [13].
The concluding Section 12 presents an explicit construction of the “universal”
system of coefficients for cluster algebras of each finite type. This universality is
understood in the following sense. As a consequence of results in [12], for any two
cluster algebras A and A¯ of the same (finite) Cartan-Killing type, there is a natural
bijection between the sets of cluster variables for A and A¯. So the only feature that
distinguishes these algebras from each other is a choice of coefficients (in turn predi-
cated on the choice of the ground ring, the integral group ring ZP of the multiplicative
group of the coefficient semifield P). The main result of Section 12 (Theorem 12.4)
asserts that, among all cluster algebras of a given Cartan-Killing type, there is a
universal cluster algebra Auniv such that every other algebra of this type is obtained
from Auniv by a (unique) “change of base” resulting from a homomorphism of mul-
tiplicative groups of coefficient semifields. The existence of Auniv is by no means
obvious, and it is not clear how far this result can be extended beyond finite type.
The reader will notice a large number of conjectures put forth in Sections 4–7.
We conclude the paper by an index of partial results that we obtained towards these
conjectures. We note that a promising tool for attacking some of these conjectures is
provided by a geometric interpretation (found in [5] and generalized in [7]) of Laurent
expansions of cluster variables in terms of Grassmannians of quiver representations.
2. Preliminaries on cluster algebras
To state our results, we recall the basic setup introduced in [11, 12, 2]. In keeping
with the tradition established in the previous papers in the series, we rephrase the
definitions to better suit the current purposes.
The definition of a cluster algebra A starts with introducing its ground ring. Let
(P,⊕, ·) be a semifield, i.e., an abelian multiplicative group endowed with a binary op-
eration of (auxiliary) addition ⊕ which is commutative, associative, and distributive
with respect to the multiplication in P. The multiplicative group of P is torsion-
free [11, Section 5], hence its group ring ZP—which will be used as a ground ring
for A—is a domain.
The following two examples of semifields will be of particular importance to us.
Definition 2.1 (Universal semifield). Let Q sf(u1, . . . , uℓ) denote the set of all ratio-
nal functions in ℓ independent variables u1, . . . , uℓ which can be written as subtrac-
tion-free rational expressions in u1, . . . , uℓ. For example, u
2−u+1 = u
3+1
u+1
∈ Q sf(u).
The set Q sf(u1, . . . , uℓ) is a semifield with respect to the usual operations of multi-
plication and addition. This example is universal: any subtraction-free identity that
holds in Q sf(u1, . . . , uℓ) remains valid for any elements u1, . . . , uℓ in an arbitrary
semifield (see [1, Lemma 2.1.6]).
Definition 2.2 (Tropical semifield). Let J be a finite set of labels, and let Trop(uj :
j ∈ J) be an abelian group (written multiplicatively) freely generated by the elements
uj (j ∈ J). We define the addition ⊕ in Trop(uj : j ∈ J) by
(2.1)
∏
j
u
aj
j ⊕
∏
j
u
bj
j =
∏
j
u
min(aj ,bj)
j ,
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and call (Trop(uj : j ∈ J),⊕, ·) a tropical semifield. To illustrate, u2 ⊕ u
2
1u
−1
2 = u
−1
2
in Trop(u1, u2). If J is empty, we obtain the trivial semifield consisting of a single
element 1.
The group ring of Trop(uj : j ∈ J) is the ring of Laurent polynomials in the
variables uj .
The terminology in Definition 2.2 is consistent with [11]. It is different from
(although closely related to) the terminology in [1, Section 2.1], nowadays commonly
used in Tropical Geometry.
As an ambient field for a cluster algebra A, we take a field F isomorphic to the
field of rational functions in n independent variables (here n is the rank of A), with
coefficients in QP. Note that the definition of F ignores the auxiliary addition in P.
Definition 2.3 (Labeled seeds). A (skew-symmetrizable) labeled Y -seed in P is a
pair (y, B), where
• y = (y1, . . . , yn) is an n-tuple of elements of P, and
• B = (bij) is an n×n integer matrix which is skew-symmetrizable.
That is, dibij = −djbji for some positive integers d1, . . . , dn. A labeled seed in F is a
triple (x,y, B), where
• (y, B) is a labeled Y -seed, and
• x = (x1, . . . , xn) is an n-tuple of elements of F forming a free generating set.
That is, x1, . . . , xn are algebraically independent over QP, and F = QP(x1, . . . , xn).
We refer to x as the (labeled) cluster of a labeled seed (x,y, B), to the tuple y as
the coefficient tuple, and to the matrix B as the exchange matrix.
The (unlabeled) seeds as defined in [12] and in Definition 4.1 below, are obtained
by identifying labeled seeds that differ from each other by simultaneous permutations
of the components in x and y, and of the rows and columns of B. In this paper, we
will mostly deal with labeled seeds; meanwhile, we will sometimes refer to labeled
seeds simply as seeds, when there is no risk of confusion.
Throughout the paper, we use the notation
[x]+ = max(x, 0);
sgn(x) =


−1 if x < 0;
0 if x = 0;
1 if x > 0;
[1, n] = {1, . . . , n} .
Definition 2.4 (Seed mutations). Let (x,y, B) be a labeled seed in F , as in Defi-
nition 2.3 above, and let k ∈ [1, n]. The seed mutation µk in direction k transforms
(x,y, B) into the labeled seed µk(x,y, B) = (x
′,y′, B′) defined as follows:
• The entries of B′ = (b′ij) are given by
(2.2) b′ij =
{
−bij if i = k or j = k;
bij + sgn(bik) [bikbkj ]+ otherwise.
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• The coefficient tuple y′ = (y′1, . . . , y
′
n) is given by
(2.3) y′j =
{
y−1k if j = k;
yjy
[bkj]+
k (yk ⊕ 1)
−bkj if j 6= k.
• The cluster x′ = (x′1, . . . , x
′
n) is given by x
′
j = xj for j 6= k, whereas x
′
k ∈ F
is determined by the exchange relation
(2.4) x′k =
yk
∏
x
[bik]+
i +
∏
x
[−bik]+
i
(yk ⊕ 1)xk
.
We also say that the Y -seed mutation in direction k transforms (y, B) into the labeled
Y -seed µk(y, B) = (y
′, B′) given by (2.2) and (2.3).
It is easy to see that B′ is skew-symmetrizable (with the same choice of d1, . . . , dn),
implying that (x′,y′, B′) is indeed a labeled seed. Furthermore, the seed mutation µk
is involutive, that is, it transforms (x′,y′, B′) into the original labeled seed (x,y, B).
A few comments are in order.
Remark 2.5. The transformation µk : B 7→ B
′ defined by (2.2) is easily checked to
coincide with the matrix mutation defined in [11, (4.3)]). Another equivalent way to
define it is
(2.5) b′ij =
{
−bij if i = k or j = k;
bij + [−bik]+ bkj + bik[bkj ]+ otherwise.
Remark 2.6. The transformation y 7→ y′ given by (2.3) first appeared in [11, (5.5)],
and then in a different context in [16, Lemma 1.3] and [9, (6)] (cf. Proposition 3.9
below).
Remark 2.7. Originally [11, Definition 5.3] [12, Section 1.2], we defined the coeffi-
cient tuple as a 2n-tuple p = (p±1 , . . . , p
±
n ) of elements of P satisfying the normaliza-
tion condition p+j ⊕ p
−
j = 1 for all j. The equivalence of that setup with the current
one was established in [11, (5.2)-(5.3)]: by setting
(2.6) yj =
p+j
p−j
,
the coefficients p±j are recovered via
(2.7) p+j =
yj
yj ⊕ 1
, p−j =
1
yj ⊕ 1
,
and the exchange relation (2.4) takes the usual form (cf. [12, Definition 1.1])
(2.8) x′k = x
−1
k
(
p+k
n∏
i=1
x
[bik ]+
i + p
−
k
n∏
i=1
x
[−bik ]+
i
)
.
Definition 2.8 (Regular n-ary tree). As in [11], we consider the n-regular tree Tn
whose edges are labeled by the numbers 1, . . . , n, so that the n edges emanating
from each vertex receive different labels. We write t
k
−−− t′ to indicate that vertices
t, t′ ∈ Tn are joined by an edge labeled by k.
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Definition 2.9 (Patterns). A cluster pattern (resp., Y -pattern) is an assignment of a
labeled seed Σt = (xt,yt, Bt) (resp., a labeled Y -seed (yt, Bt)) to every vertex t ∈ Tn,
such that the seeds assigned to the endpoints of any edge t
k
−−− t′ are obtained from
each other by the seed mutation in direction k. The elements of Σt are written as
follows:
(2.9) xt = (x1;t , . . . , xn;t) , yt = (y1;t , . . . , yn;t) , Bt = (b
t
ij) .
Clearly, a cluster pattern (resp., Y -pattern) is uniquely determined by each of its
seeds (resp., Y -seeds), which can be chosen arbitrarily.
As will be explained in Section 8, the notion of a Y -pattern is a far-reaching
generalization of Zamolodchikov’s Y -systems [23, 13].
Example 2.10 (Type A2; cf. [11, Section 6]). Let n = 2. Then the tree T2 is an
infinite chain. We denote its vertices by . . . , t−1 , t0 , t1 , t2 , . . . , and label its edges as
follows:
(2.10) · · ·
2
−−− t−1
1
−−− t0
2
−−− t1
1
−−− t2
2
−−− t3
1
−−− · · · .
We denote the corresponding seeds by Σm = Σtm = (xm,ym, Bm), for m ∈ Z. Let
the initial seed Σ0 be
(2.11) x0 = (x1, x2), y0 = (y1, y2), B0 =
[
0 1
−1 0
]
.
We then recursively compute the seeds Σ1, . . . ,Σ5 as shown in Table 1. Note that the
labeled seed Σ5 is obtained from Σ0 by interchanging the indices 1 and 2; the sequence
then continues by obvious periodicity (so that Σ10 becomes identical to Σ0, etc.)
Now everything is in place for defining cluster algebras.
Definition 2.11 (Cluster algebra). Given a cluster pattern, we denote
(2.12) X =
⋃
t∈Tn
xt = {xi,t : t ∈ Tn , 1 ≤ i ≤ n} ,
the union of clusters of all the seeds in the pattern. We refer to the elements xi,t ∈ X
as cluster variables. The cluster algebra A associated with a given cluster pattern
is the ZP-subalgebra of the ambient field F generated by all cluster variables: A =
ZP[X ]. We denote A = A(x,y, B), where (x,y, B) = (xt,yt, Bt) is any labeled seed
in the underlying cluster pattern.
Definition 2.12 (Geometric type). A cluster algebra (or a Y -pattern, or a cluster
pattern) is of geometric type if the coefficient semifield P is a tropical semifield of
Definition 2.2.
For patterns of geometric type, it is convenient to denote the generators of P
by xn+1, . . . , xm (for some integer m ≥ n), so that P = Trop(xn+1, . . . , xm). As
the coefficients y1;t, . . . , yn;t at each seed Σt = (xt,yt, Bt) are Laurent monomials in
xn+1, . . . , xm, we define the integers b
t
ij , for j ∈ [1, n] and n < i ≤ m, by
(2.13) yj;t =
m∏
i=n+1
x
btij
i .
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t Bt yt xt
0
[
0 1
−1 0
]
y1 y2 x1 x2
1
[
0 −1
1 0
]
y1(y2 ⊕ 1)
1
y2
x1
x1y2 + 1
x2(y2 ⊕ 1)
2
[
0 1
−1 0
]
1
y1(y2 ⊕ 1)
y1y2 ⊕ y1 ⊕ 1
y2
x1y1y2 + y1 + x2
(y1y2 ⊕ y1 ⊕ 1)x1x2
x1y2 + 1
x2(y2 ⊕ 1)
3
[
0 −1
1 0
]
y1 ⊕ 1
y1y2
y2
y1y2 ⊕ y1 ⊕ 1
x1y1y2 + y1 + x2
(y1y2 ⊕ y1 ⊕ 1)x1x2
y1 + x2
x1(y1 ⊕ 1)
4
[
0 1
−1 0
]
y1y2
y1 ⊕ 1
1
y1
x2
y1 + x2
x1(y1 ⊕ 1)
5
[
0 −1
1 0
]
y2 y1 x2 x1
Table 1. Seeds in type A2
That is, we include the exchange matrix Bt as a submatrix into a larger m×n matrix
(2.14) B˜t = (b
t
ij) (1 ≤ i ≤ m, 1 ≤ j ≤ n)
whose matrix elements btij with i > n are used to encode the coefficients yj = yj;t .
It then follows from Definition 2.2 that the formulas (2.7) for a seed Σt become
p+j =
m∏
i=n+1
x
[btij ]+
i , p
−
j =
m∏
i=n+1
x
[−btij ]+
i ,
and the exchange relations (2.8) become
(2.15) x′k = x
−1
k
(
m∏
i=1
x
[bt
ik
]+
i +
m∏
i=1
x
[−bt
ik
]+
i
)
,
where we denote xi = xi;t for i ∈ [1, n]. Furthermore, the Y -seed mutation formulas
(2.3) take the form (2.2), with i > n. (Cf. [11, Proposition 5.8].) Thus, extending
the notion of matrix mutation to rectangular matrices, we have B˜t′ = µk(B˜t) when-
ever t
k
−−− t′. Summing up, the entire Y -pattern (hence, up to isomorphism, the
corresponding cluster algebra of geometric type) is uniquely determined by a single
rectangular matrix B˜t.
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3. Separation formulas
We now introduce a special class of coefficient patterns that will play a central
role in this paper.
Definition 3.1 (Principal coefficients). We say that a Y -pattern t 7→ (yt, Bt) on
Tn (or a cluster pattern t 7→ (xt,yt, Bt), or the corresponding cluster algebra A) has
principal coefficients at a vertex t0 if P = Trop(y1, . . . , yn) and yt0 = (y1, . . . , yn).
In this case, we denote A = A•(Bt0).
Remark 3.2. Definition 3.1 can be rephrased as follows: a cluster algebra A has
principal coefficients at a vertex t0 if A is of geometric type, and is associated with
the matrix B˜t0 of order 2n×n whose principal (i.e., top n×n) part is Bt0 , and whose
complementary (i.e., bottom) part is the n×n identity matrix (cf. [11, Corollary 5.9]).
In Theorem 3.7 below we give a formula that expresses a cluster variable in an
arbitrary cluster algebra with a given initial exchange matrix B0 = Bt0 in terms of
similar formulas for the corresponding cluster algebra with principal coefficients. In
order to write these formulas, we need to introduce some notation.
Definition 3.3 (The functions Xℓ,t and Fℓ,t). Let A = A•(B
0) be the cluster
algebra with principal coefficients at a vertex t0, defined by the initial seed Σt0 =
(xt0 ,yt0 , Bt0) with
(3.1) xt0 = (x1, . . . , xn), yt0 = (y1, . . . , yn), Bt0 = B
0 = (b0ij) .
Thus P = Trop(y1, . . . , yn), and all coefficients in all exchange relations (2.4) are
monomials in y1, . . . , yn . By iterating these exchange relations, we can express every
cluster variable xℓ;t as a (unique) rational function in x1, . . . , xn, y1, . . . , yn given by
a subtraction-free rational expression; we denote this rational function by
(3.2) Xℓ;t = X
B0;t0
ℓ;t ∈ Q sf(x1, . . . , xn; y1, . . . , yn).
Let Fℓ;t = F
B0;t0
ℓ;t ∈ Q sf(y1, . . . , yn) denote the rational function obtained from Xℓ;t
by specializing all the xj to 1:
(3.3) Fℓ;t(y1, . . . , yn) = Xℓ;t(1, . . . , 1; y1, . . . , yn).
For instance, we have Xℓ;t0 = xℓ and Fℓ;t0 = 1 for all ℓ; and if t1
k
−−− t0 , then
XB
0;t0
k;t1
=
yk
∏
x
[b0
ik
]+
i +
∏
x
[−b0
ik
]+
i
xk
, FB
0;t0
k;t1
= yk + 1 .
Example 3.4 (Principal coefficients, type A2). Let n = 2 and B
0 = [ 0 1−1 0 ]. That
is, we consider the special case of Example 2.10 in which the coefficient semifield is
P = Trop(y1, y2). In this case, the formulas in Table 1 simplify considerably. The
results are shown in the first four columns of Table 2, where we use the notation
xt = (X1;t , X2;t), in agreement with Definition 3.3. Setting x1 = x2 = 1 yields the
polynomials Fi;t , shown in the fifth column of the table.
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t B˜t yt X1;t X2;t F1;t F2;t
0
[
0 1
−1 0
1 0
0 1
]
y1 y2 x1 x2 1 1
1
[
0 −1
1 0
1 0
0 −1
]
y1
1
y2
x1
x1y2 + 1
x2
1 y2 + 1
2
[
0 1
−1 0
−1 0
0 −1
]
1
y1
1
y2
x1y1y2 + y1 + x2
x1x2
x1y2 + 1
x2
y1y2 + y1 + 1 y2 + 1
3
[
0 −1
1 0
−1 0
−1 1
]
1
y1y2
y2
x1y1y2 + y1 + x2
x1x2
y1 + x2
x1
y1y2 + y1 + 1 y1 + 1
4
[
0 1
−1 0
1 −1
1 0
]
y1y2
1
y1
x2
y1 + x2
x1
1 y1 + 1
5
[
0 −1
1 0
0 1
1 0
]
y2 y1 x2 x1 1 1
Table 2. Type A2, principal coefficients
As we shall now demonstrate, each rational function Xℓ;t is in fact a Laurent poly-
nomial with integer coefficients, while each Fℓ;t is actually a polynomial in y1, . . . , yn.
Theorem 3.5 (Laurent phenomenon [11, Theorem 3.1]). The cluster algebra A
associated with a seed (x,y, B) is contained in the Laurent polynomial ring ZP[x±1],
i.e., every element of A is a Laurent polynomial over ZP in the cluster variables
from x.
In view of [12, Proposition 11.2], for a cluster algebra with principal coefficients,
Theorem 3.5 can be sharpened as follows.
Proposition 3.6. Let A = A•(B
0) be the cluster algebra with principal coefficients at
a vertex t0 with the initial seed given by (3.1). Then A ⊂ Z[x
±1
1 , . . . , x
±1
n ; y1, . . . , yn].
That is, every element of A is a Laurent polynomial in x1, . . . , xn whose coefficients
are integer polynomials in y1, . . . , yn. Thus
(3.4) Xℓ;t ∈ Z[x
±1
1 , . . . , x
±1
n ; y1, . . . , yn], Fℓ;t ∈ Z[y1, . . . , yn] .
The polynomials in (3.4) are conjectured to have positive coefficients. We note
that not until the positivity of coefficients of the (Laurent) polynomial expansion
for some Xj;t (or Fj;t) has been established, can such an expansion be used for
evaluation in an arbitrary semifield. On the other hand, one can always use an
appropriate subtraction-free expression.
As explained in Section 11, in the special case of cluster algebras of finite type,
the polynomials Fℓ;t are closely related to the “Fibonacci polynomials” of [13].
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We will need one more piece of notation in order to state our next theorem. If
F is a subtraction-free rational expression over Q in several variables, P a semifield,
and u1, . . . , uℓ some elements of P, then we denote by F |P(u1, . . . , uℓ) the evaluation
of F at u1, . . . , uℓ . This is well defined in view of the universality property of the
semifield Q sf(u1, . . . , uℓ) alluded to in Definition 2.1. For example, if F (u1, u2) =
u21 − u1u2 + u
2
2 ∈ Q sf(u1, u2), and P = Trop(y1, y2), then F |P(y1, y2) =
y31⊕y
3
2
y1⊕y2
= 1.
Theorem 3.7. Let A be a cluster algebra over an arbitrary semifield P, with a seed
at an initial vertex t0 given by (3.1). Then the cluster variables in A can be expressed
as follows:
(3.5) xℓ;t =
XB
0;t0
ℓ;t |F(x1, . . . , xn; y1, . . . , yn)
FB
0;t0
ℓ;t |P(y1, . . . , yn)
.
Formula (3.5) exhibits the “separation of additions” phenomenon: the numerator
in the right-hand side is totally independent of the auxiliary addition ⊕, while the
denominator does not involve the (ordinary) addition in F .
Example 3.8. To obtain the expressions for the cluster variables in the last column
of Table 1, one needs to replace each + sign in the fifth column of Table 2 by
the ⊕ sign and then divide each expression in the fourth column of Table 2 by its
counterpart in the fifth column.
The proof of Theorem 3.7, to be given later in this section, requires some prepa-
ration. Our starting point is the following generalization of [16, Lemma 1.3] and
[9, (6)].
Proposition 3.9. Let t 7→ (xt,yt, Bt) be a cluster pattern in F , with
(3.6) xt = (x1;t, . . . , xn;t), yt = (y1;t, . . . , yn;t), Bt = (b
t
ij)
(as in (2.9)). For t ∈ Tn, let yˆt = (yˆ1;t, . . . , yˆn;t) be the n-tuple of elements in F
given by
(3.7) yˆj;t = yj;t
∏
i
x
btij
i;t .
Then t 7→ (yˆt, Bt) is a Y -pattern in F . In other words, for t
k
−−− t′, we have
(cf. (2.3)):
(3.8) yˆj;t′ =

yˆ
−1
k;t if j = k;
yˆj;tyˆ
[bt
kj
]+
k;t (yˆk;t + 1)
−bt
kj if j 6= k.
Proof. We denote
(3.9) xi = xi,t , x
′
i = xi,t′ , yi = yi,t , y
′
i = yi,t′ , bij = b
t
ij , b
′
ij = b
t′
ij
(so as to match the notation of Definition 2.4) and
(3.10) yˆj = yˆj,t , yˆ
′
j = yˆj,t′ .
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With this notation, we get
yˆ′k = y
′
k
∏
i6=k
x
b′
ik
i = y
−1
k
∏
i6=k
x−biki = yˆ
−1
k ,
proving the first case in (3.8). To check the second case, note that the exchange
relation (2.4) can be rewritten as follows:
(3.11) x′k =
yˆk + 1
yk ⊕ 1
x−1k
∏
i
x
[−bik ]+
i .
Using this, for j 6= k, we get
yˆ′j = y
′
j(x
′
k)
−bkj
∏
i6=k
x
b′ij
i = yjy
[bkj ]+
k (yˆk + 1)
−bkjx
bkj
k
∏
i6=k
x
b′ij−[−bik]+bkj
i .
Applying (2.5), we get
yˆ′j = (yj
∏
i6=j
x
bij
i )(yk
∏
i6=k
xbiki )
[bkj ]+(yˆk + 1)
−bkj = yˆj yˆ
[bkj]+
k (yˆk + 1)
−bkj ,
as required. 
To draw some conclusions from Proposition 3.9, we need one more piece of nota-
tion.
Definition 3.10 (Rational functions Yℓ,t). We denote by
Yj;t = Y
B0;t0
j;t ∈ Q sf(y1, . . . , yn) .
the components of the Y -pattern with values in the universal semifield Q sf(y1, . . . , yn)
(see Definition 2.1), and the initial Y -seed ((y1, . . . , yn), B
0) at t0.
Example 3.11. For a Y -pattern of type A2 (see Example 2.10), the functions Y
B0;t0
j;t
appear in the third column of Table 1 (replace ⊕ by + throughout).
By the universality property of the semifield Q sf(y1, . . . , yn), for any Y -pattern
(yt, Bt) with values in an arbitrary semifield P and the initial Y -seed ((y1, . . . , yn), B
0)
at t0, the elements yj;t ∈ P are given by
(3.12) yj;t = Y
B0;t0
j;t |P(y1, . . . , yn).
In particular, using the notation of Definition 3.10, Proposition 3.9 can be restated
as
(3.13) yˆj;t = Y
B0;t0
j;t |F(yˆ1, . . . , yˆn),
where we abbreviate yˆj = yˆj;t0 . Another important specialization of (3.12) is for the
patterns of geometric type: using the notation in (2.13)–(2.14), in this case we have
(3.14) Yj;t|Trop(xn+1,...,xm)(y1, . . . , yn) =
m∏
i=n+1
x
btij
i ,
where yj =
∏m
i=n+1 x
b0ij
i .
Comparing Definitions 3.3 and 3.10, we note that the rational functions Yj;t are
defined by means of “general coefficients” while the definition of the polynomials Fi;t
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involves principal coefficients. Still, both Yj;t and Fi;t lie in the same semifield
Q sf(y1, . . . , yn). In fact, these two families are closely related, as we will now see.
Proposition 3.12. Let t
ℓ
−−− t′ and Bt = (bij). Then
(3.15) Fℓ;t′ =
Yℓ;t + 1
(Yℓ;t + 1)|Trop(y1,...,yn)
· F−1ℓ;t
n∏
i=1
F
[−biℓ]+
i;t .
Proof. The equality (3.15) is a special case of (3.11) for the cluster algebra with
principal coefficients under the specialization x1= · · ·=xn=1. 
Proof of Theorem 3.7. We prove (3.5) by induction on the distance between t and t0
in the tree Tn. The equality in question is trivial for t = t0, both sides of (3.5) being
equal to xi. So it suffices to show the following: if t
ℓ
−−− t′, and all xi;t satisfy (3.5)
then the same is true for xℓ;t′ .
Applying (3.11), we obtain
(3.16) xℓ;t′ =
(Yℓ;t + 1)|F(yˆ1, . . . , yˆn)
(Yℓ;t + 1)|P(y1, . . . , yn)
· x−1ℓ;t
n∏
i=1
x
[−biℓ]+
i;t ,
where the elements yˆj = yˆj;t0 ∈ F are given by (3.7), and B = Bt. Applying (3.16)
to the cluster algebra with principal coefficients at t0, we get
(3.17) Xℓ;t′ =
(Yℓ;t + 1)(yˆ1, . . . , yˆn)
(Yℓ;t + 1)|Trop(y1,...,yn)(y1, . . . , yn)
·X−1ℓ;t
n∏
i=1
X
[−biℓ]+
i;t
(note that further specializing all xi to 1 leads to (3.15)). To see that xℓ;t′ satisfies
(3.5), it suffices to substitute for each xi;t in the right-hand side of (3.16) its expres-
sion given by (3.5), and then to use (3.17) in conjunction with the equality (3.15)
evaluated in P. 
The following proposition establishes another relation between the rational func-
tions Yj;t and the polynomials Fi;t.
Proposition 3.13. For any t ∈ Tn and j ∈ [1, n], we have
(3.18) Yj;t = Yj;t|Trop(y1,...,yn)
n∏
i=1
F
bij
i;t ,
where (bij) = (b
t
ij) = Bt is the exchange matrix at t.
Proof. Apply (3.13) to the cluster algebra with principal coefficients and specialize
x1= · · ·=xn=1 (implying yˆi=yi). Then (3.18) becomes a special case of (3.7). 
Remark 3.14. We note that the monomial Yj;t|Trop(y1,...,yn) appearing in (3.18) is
nothing but the value of yj;t in the cluster algebra with principal coefficients at t0 .
For our running example of type A2 , the monomials Yj;t|Trop(y1,...,yn) appear in the
third column of Table 2.
Proposition 3.13 has the following useful corollary.
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Proposition 3.15. Suppose that t ∈ Tn and j ∈ [1, n] are such that b
t
ij ≥ 0 for all i.
Then Yj;t is a Laurent polynomial in y1, . . . , yn .
Proof. Immediate from (3.18). 
4. Exchange graphs
We start by recalling some basic definitions from [11, 12].
Definition 4.1 (Seeds). We say that two labeled seeds Σ = (x,y, B) and Σ′ =
(x′,y′, B′) define the same seed if Σ′ is obtained from Σ by simultaneous relabeling
of the n-tuples x and y and the corresponding relabeling of the rows and columns
of B. In other words, seeds are equivalence classes of labeled seeds, where
Σ = (x,y, B), x = (x1, . . . , xn), y = (y1, . . . , yn), B = (bij)
and
Σ′ = (x′,y′, B′), x′ = (x′1, . . . , x
′
n), y
′ = (y′1, . . . , y
′
n), B
′ = (b′ij)
are equivalent (denoted Σ ∼ Σ′) if there exists a permutation σ of indices 1, . . . , n
such that
x′i = xσ(i), y
′
j = yσ(j), b
′
i,j = bσ(i),σ(j)
for all i and j. We denote by [Σ] the seed represented by a labeled seed Σ.
For instance, in Example 2.10, the labeled seeds Σ0 and Σ5 define the same seed,
i.e., [Σ0] = [Σ5].
The (unlabeled) cluster of a seed is an (unordered) n-element subset of F which
is a free generating set for F (cf. Definition 2.3). In view of Definition 2.4, for every
element z of the cluster of a seed [Σ], there is a well-defined seed µz([Σ]) = [µk(Σ)],
where z = xk in the labeling provided by Σ; we say that the seed µz([Σ]) is obtained
from [Σ] by mutation in direction z.
The combinatorics of seed mutations is captured by the exchange graph of a cluster
algebra.
Definition 4.2 (Exchange graphs). The exchange graph of a cluster pattern (and
of the corresponding cluster algebra) is the n-regular (finite or infinite) connected
graph whose vertices are the seeds of the cluster pattern and whose edges connect
the seeds related by a single mutation.
To illustrate, the exchange graph in Example 2.10 is a 5-cycle.
The exchange graph can be obtained as a quotient of the tree Tn modulo the equiv-
alence relation on vertices defined by setting t ∼ t′ whenever Σt ∼ Σt′ (equivalently,
[Σt] = [Σt′ ]).
Each exchange graph is endowed with a canonical (discrete) connection, in the
sense of [4, 18]. That is, for any two adjacent vertices [Σ] and [Σ′] in the exchange
graph, the n− 1 edges incident to [Σ] but not to [Σ′] are in a natural bijection with
the edges incident to [Σ′] but not to [Σ]. Specifically, an edge corresponding to the
exchange of a cluster variable z from [Σ] is matched to the edge corresponding to
the exchange of z from [Σ′].
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Clearly, the exchange graph of a cluster algebra depends only on its underlying
Y -pattern, which is in turn determined by a Y -seed at an arbitrary vertex t0 in Tn.
The following stronger statement was conjectured in [14, Conjecture 4.14(1)].
Conjecture 4.3. The exchange graph of a cluster algebra A(x,y, B) (and the canon-
ical connection on this graph) depends only on the matrix B.
Definition 4.4 (Finite type). A cluster algebra A is of finite type if its exchange
graph is finite, that is, A has finitely many distinct seeds.
Cluster algebras of finite type were classified in [12]: they correspond to finite root
systems. As shown in [12], the property of a seed (x,y, B) to define a cluster algebra
of finite type depends only on the matrix B.
For cluster algebras of finite type, Conjecture 4.3 was proved in [12, Theorem 1.13].
It is also known to hold for n ≤ 2 [11, Example 7.6].
As an application of the results in Section 3, we obtain a partial result towards
Conjecture 4.3.
Definition 4.5 (Coverings of exchange graphs). LetA′ andA be two cluster algebras
defined by cluster patterns t 7→ Σt = (xt,yt, Bt) and t 7→ Σ
′
t = (x
′
t,y
′
t, Bt) with the
same exchange matrices Bt . We say that the exchange graph of A
′ covers the
exchange graph of A if the canonical projection of Tn onto the exchange graph of A
factors through the similar projection for A′; in other words, Σ′t1 ∼ Σ
′
t2
implies
Σt1 ∼ Σt2 .
Theorem 4.6. The exchange graph of an arbitrary cluster algebra A is covered by
the exchange graph of the algebra A•(t0) which has the same exchange matrices Bt
(t ∈ Tn) as A and has principal coefficients at some vertex t0.
In other words, among all cluster algebras with a given exchange matrix B0 = Bt0 ,
the one with principal coefficients has the “largest” exchange graph, i.e., one that
covers all exchange graphs in this class. It is immediate from Theorem 4.6 that the
exchange graph of A•(t0) is independent of the choice of t0.
It follows from Definition 4.5 that the “smallest” exchange graph—that is, the one
covered by all others—arises in the case of trivial coefficients (all equal to 1), i.e., in
the case of a cluster algebra over the one-element semifield P = {1}.
Proof of Theorem 4.6. Suppose that in A•(t0), the labeled seeds at two vertices t1
and t2 are equivalent. We need to show that Σt1 ∼ Σt2 in an arbitrary clus-
ter algebra A with the same exchange matrix B0 at t0. By definition, we have
XB
0;t0
i;t2
= XB
0;t0
σ(i);t1
, Y B
0;t0
j;t2
|Trop(y1,...,yn) = Y
B0;t0
σ(j);t1
|Trop(y1,...,yn), and b
t2
ij = b
t1
σ(i),σ(j) for some
permutation σ of [1, n]. This implies in particular that FB
0;t0
i;t2
= FB
0;t0
σ(i);t1
. We need
to show that in A, we have xi;t2 = xσ(i);t1 and yj;t2 = yσ(j);t1 for all i and j. The
former equality follows at once from (3.5); the latter one follows from the equality
Y B
0;t0
j;t2
= Y B
0;t0
σ(j);t1
, which is a consequence of (3.18). 
The following conjecture asserts that the exchange graph of A•(t0) has a purely
combinatorial description in terms of matrix mutations.
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Conjecture 4.7. Let (B˜t)t∈Tn be a family of 2n × n extended exchange matrices
associated with the algebra A•(t0) (see Remark 3.2). Then the labeled seeds at two
vertices t and t′ define the same seed of A•(t0) if and only if B˜t′ is obtained from
B˜t by a simultaneous permutation of rows and columns of the principal part Bt.
In other words, in the cluster algebra A•(t0), the cluster of a seed (x,y, B) is uniquely
determined by the corresponding Y -seed (y, B).
Conjecture 4.7 is not yet checked even for algebras of finite type. Note that it
implies the following combinatorial characterization of finite type exchange matrices.
We say that a matrix B˜ has finite mutation type if its mutation equivalence class
is finite, i.e., only finitely many matrices can be obtained from B˜ by repeated matrix
mutations.
Conjecture 4.8. An exchange matrix Bt0 gives rise to cluster algebras of finite type
if and only if the corresponding 2n × n matrix B˜t0 defined as in Remark 3.2 is of
finite mutation type.
It is the “if” part of Conjecture 4.8 that still remains open. At the moment we
can only prove the following weaker statement.
Proposition 4.9. An exchange matrix B gives rise to cluster algebras of finite type
if and only if any integer matrix B˜ having B as its principal part is of finite mutation
type.
Again, only the “if” part needs a proof. It will be given in Section 10.
5. Properties of F -polynomials
In this section we discuss some properties (partly conjectural) of the polynomials
Fℓ;t = F
B0;t0
ℓ;t ∈ Z[y1, . . . , yn] given by (3.3). We start by writing down, in a closed
form, the recurrence relations for these polynomials.
Proposition 5.1. Let t 7→ B˜t = (b
t
ij) (t ∈ Tn) be the family of 2n × n matrices
associated with the cluster algebra A•(Bt0). That is, B˜t0 is the matrix in Remark 3.2,
and B˜t′ = µk(B˜t) whenever t
k
−−− t′. Then the polynomials Fℓ;t = F
Bt0 ;t0
ℓ;t (y1, . . . , yn)
are uniquely determined by the initial conditions
(5.1) Fℓ;t0 = 1 (ℓ = 1, . . . , n) ,
together with the recurrence relations
Fℓ;t′ = Fℓ;t for ℓ 6= k;(5.2)
Fk;t′ =
∏n
j=1 y
[bt
n+j,k]+
j
∏n
i=1 F
[bt
ik
]+
i;t +
∏n
j=1 y
[−bt
n+j,k]+
j
∏n
i=1 F
[−bt
ik
]+
i;t
Fk;t
,(5.3)
for every edge t
k
−−− t′ such that t lies on the (unique) path from t0 to t
′ in Tn .
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Proof. The relations (5.2)–(5.3) are immediate consequences of the exchange rela-
tions in the cluster algebra with principal coefficients at t0, which are a special case
of (2.15):
(5.4) Xk;tXk;t′ =
n∏
j=1
y
[bt
n+j,k]+
j
n∏
i=1
X
[bt
ik
]+
i;t +
n∏
j=1
y
[−bt
n+j,k]+
j
n∏
i=1
X
[−bt
ik
]+
i;t .
To deduce (5.3) from (5.4), specialize all initial cluster variables to 1. 
We next draw some consequences from (3.5).
Proposition 5.2. Each of the polynomials Fℓ;t(y1, . . . , yn) is not divisible by any yj.
Proof. Applying (3.5) to the algebra with principal coefficients at t0, we conclude
that the denominator on the right-hand side becomes equal to 1, that is,
(5.5) FB
0;t0
ℓ;t |Trop(y1,...,yn) = 1 ,
which is precisely our statement. 
Our next result relates the polynomials FB
0;t0
ℓ;t and F
−B0;t0
ℓ;t .
Proposition 5.3. The polynomials FB
0;t0
ℓ;t and F
−B0;t0
ℓ;t are related by
(5.6) FB
0;t0
ℓ;t (y1, . . . , yn) =
F−B
0;t0
ℓ;t (y
−1
1 , . . . , y
−1
n )
F−B
0;t0
ℓ;t |Trop(y1,...,yn)(y
−1
1 , . . . , y
−1
n )
.
Proof. Using the notation in Definition 3.3, let us introduce the cluster algebra A′
which shares with A = A•(B
0) the same ambient field, the same coefficient semifield
P = Trop(y1, . . . , yn) and the same initial cluster xt0 = (x1, . . . , xn), but has the
initial Y -seed (y′t0 , B
′
t0
) given by y′t0 = (y
−1
1 , . . . , y
−1
n ), B
′
t0
= −B0. Comparing the
definitions, we see that all the cluster variables xℓ;t in A
′ are the same as in A.
Applying (3.5), we get
(5.7) XB
0;t0
ℓ;t (x1, . . . , xn; y1, . . . , yn) =
X−B
0;t0
ℓ;t (x1, . . . , xn; y
−1
1 , . . . , y
−1
n )
F−B
0;t0
ℓ;t |Trop(y1,...,yn)(y
−1
1 , . . . , y
−1
n )
,
which implies (5.6) by specializing all xi to 1. 
We now present a tantalizing conjecture which is a strengthening of Proposi-
tion 5.2.
Conjecture 5.4. Each polynomial FB
0;t0
ℓ;t (y1, . . . , yn) has constant term 1.
In view of Proposition 5.3, Conjecture 5.4 is equivalent to the following.
Conjecture 5.5. Each polynomial FB
0;t0
ℓ;t (y1, . . . , yn) has a unique monomial of max-
imal degree. Furthermore, this monomial has coefficient 1, and it is divisible by all
the other occurring monomials.
Some special cases of Conjecture 5.4 are proved in subsequent sections. Here we
give some equivalent reformulations.
Proposition 5.6. For a given initial seed, the following are equivalent:
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(i) Each polynomial Fℓ;t(y1, . . . , yn) has constant term 1.
(ii) Each tropical evaluation Yℓ;t|Trop(y1,...,yn) is a monomial in y1, . . . , yn which has
either all exponents nonnegative or all exponents nonpositive.
(iii) In the corresponding cluster algebra with principal coefficients, in each ex-
change relation (2.4)/(2.8), exactly one of the coefficients p±k is equal to 1.
Proof. In the notation of Proposition 5.1, we have
(5.8) Yℓ;t|Trop(y1,...,yn) =
n∏
j=1
y
bt
n+j,ℓ
j ;
this is a special case of (3.14). Thus (ii) can be rephrased as follows:
(ii′) For any ℓ and t, the integer vector cℓ;t = (b
t
n+1,ℓ, . . . , b
t
2n,ℓ) has either all
components nonnegative or all components nonpositive.
In view of (5.4), the coefficients in the exchange relations are of the form
p± =
n∏
j=1
y
[±bt
n+j,ℓ]+
j .
Hence (iii)⇒(ii′). To prove the converse implication (ii′)⇒(iii), it remains to show
that (ii′) implies that for any ℓ and t, we have cℓ;t 6= 0 . Recall that B˜t′ = µk(B˜t)
whenever t
k
−−− t′. Under the assumption (ii′), the matrix mutation rule (2.2) can
be rewritten as follows:
(5.9) cℓ;t′ =


−cℓ;t if ℓ = k;
cℓ;t + [bkℓ]+ ck;t if b
t
n+i,k ≥ 0 for all i;
cℓ;t + [−bkℓ]+ ck;t if b
t
n+i,k ≤ 0 for all i.
It follows that, as long as (ii′) holds, matrix mutations act by invertible linear trans-
formations on the bottom part of B˜t . The latter must therefore have full rank, and
so has no zero columns.
It remains to demonstrate that (i)⇔(iii). The implication (i)⇒(iii) is immediate
from (5.3): if all participating F -polynomials take value 1 at y1 = · · · = yn = 0
then exactly one of the coefficients on the right must be equal to 1. The converse
implication (iii)⇒(i) also follows from (5.3) by induction on the distance from t to t0
in Tn . 
6. Principal Zn-gradings
In this section we introduce and study a natural Zn-grading in a cluster algebra
with principal coefficients. As an application, we obtain, in Corollary 6.3 below, a
refinement of Theorem 3.7.
Proposition 6.1. Every Laurent polynomial XB
0;t0
ℓ;t is homogeneous with respect to
the Zn-grading in Z[x±11 , . . . , x
±1
n ; y1, . . . , yn] given by
(6.1) deg(xi) = ei, deg(yj) = −b
0
j ,
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where e1, . . . , en are the standard basis (column) vectors in Z
n, and b0j =
∑
i b
0
ij ei is
the jth column of B0.
Proof. Let yˆ1 , . . . , yˆn be given by
(6.2) yˆj = yj
∏
i
x
b0ij
i
(cf. (3.7)). In view of (6.1), we have
(6.3) deg(yˆj) = 0 .
Now let us apply (3.17). Using induction on the distance from t0 in Tn, it suffices
to show that the element Xℓ;t′ on the left-hand side is homogeneous provided so are
all the elements Xi;t on the right-hand side. In other words, it remains to show the
homogeneity of
(Yℓ;t + 1)(yˆ1, . . . , yˆn)
(Yℓ;t + 1)|Trop(y1,...,yn)(y1, . . . , yn)
.
The numerator (Yℓ;t + 1)(yˆ1, . . . , yˆn) is homogeneous of degree 0 by (6.3). The de-
nominator is a Laurent monomial in y1, . . . , yn, so it is homogeneous as well. 
Proposition 6.1 can be restated as follows (cf. Definitions 3.1 and 3.3).
Corollary 6.2. Under the Zn-grading given by (6.1), the cluster algebra A•(Bt0) is
a Zn-graded subalgebra of Z[x±11 , . . . , x
±1
n ; y1, . . . , yn]. All cluster variables in A•(Bt0)
are homogeneous elements.
We will use the notation
(6.4) gℓ;t = g
B0;t0
ℓ;t =

g1...
gn

 = deg(XB0;t0ℓ;t ) ∈ Zn
(see (6.1)) for the (multi-) degrees of the cluster variables in A•(Bt0), and refer to
the integer vectors thus obtained as g-vectors.
We can now refine the “separation of additions” result in Theorem 3.7, as follows.
Corollary 6.3. Cluster variables in an arbitrary cluster algebra A = A(x0,y0, B
0)
can be expressed in terms of the initial seed (3.1) by the formula
(6.5) xℓ;t =
FB
0;t0
ℓ;t |F(yˆ1, . . . , yˆn)
FB
0;t0
ℓ;t |P(y1, . . . , yn)
xg11 · · ·x
gn
n ,
where we use the notation (6.2) and (6.4).
Proof. Proposition 6.1 can be restated as follows:
(6.6)
XB
0;t0
ℓ;t (γ1x1, . . . , γnxn; . . . ,
∏
k
γ
−b0
kj
k yj, . . . ) =
(∏
k
γgkk
)
XB
0;t0
ℓ;t (x1, . . . , xn; y1, . . . , yn)
for any rational functions γ1, . . . , γn. Applying (6.6) with γk = x
−1
k , we obtain
(6.7) XB
0;t0
ℓ;t (x1, . . . , xn; y1, . . . , yn) = x
g1
1 · · ·x
gn
n F
B0;t0
ℓ;t (yˆ1, . . . , yˆn) .
Substituting (6.7) into (3.5) yields (6.5). 
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Example 6.4. In the special case of type A2 (Examples 2.10 and 3.4), the g-vectors
gℓ;t = g
B0;t0
ℓ;t can be read off the fourth column of Table 2, by taking the monomials
not involving the y variables and recording their exponents. The results are shown
in the second column of Table 3, where we use the shorthand
xgℓ;t =
∏
i
xgii .
Substituting yˆ1 = y1x
−1
2 , yˆ2 = y2x1 into the fifth column of Table 2, we obtain the
Laurent polynomials Fℓ;t(yˆ1, yˆ2) shown in the third column of Table 3. The fourth
column of this table lists the polynomials Fℓ;t|P(y1, y2). Thus, Table 3 provides all
ingredients for the right-hand side of (6.5) for the cluster algebra under consideration.
The resulting formulas for the cluster variables match the ones in the fourth column
of Table 1.
t xg1;t xg2;t F1;t(yˆ1, yˆ2) F2;t(yˆ1, yˆ2) F1;t|P F2;t|P
0 x1 x2 1 1 1 1
1 x1
1
x2
1 x1y2 + 1 1 y2 ⊕ 1
2
1
x1
1
x2
x1y1y2 + y1 + x2
x2
x1y2 + 1 y1y2 ⊕ y1 ⊕ 1 y2 ⊕ 1
3
1
x1
x2
x1
x1y1y2 + y1 + x2
x2
y1 + x2
x2
y1y2 ⊕ y1 ⊕ 1 y1 ⊕ 1
4 x2
x2
x1
1
y1 + x2
x2
1 y1 ⊕ 1
5 x2 x1 1 1 1 1
Table 3. g-vectors and Laurent polynomials Fℓ;t(yˆ1, yˆ2) in type A2
Remark 6.5 (The +/⊕-symmetry). The formula (6.5) exhibits certain symmetry
between the ordinary addition in F and the auxiliary addition in P. To make this
symmetry more transparent, we note that this formula (as well as many other formu-
las in this paper) extends to the following more general setup. Let M be an abelian
multiplicative group, with two distinguished subgroups P and Pˆ, each of which is
endowed with a semifield structure, which we write as (P,⊕) and (Pˆ,+), respec-
tively. (In our current setup, think of M as the multiplicative group of F , with P
the coefficient semifield, and Pˆ the subsemifield in F generated by all the elements
yˆj;t given by (3.7).) We can now define a (labeled) (M,P, Pˆ)-seed as follows:
(6.8) Σ = ((x1, . . . , xn; y1, . . . , yn; yˆ1, . . . , yˆn), B
0) (xj ∈M, yj ∈ P, yˆj ∈ Pˆ) ,
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where B0 is a skew-symmetrizable integer n× n matrix (see Definition 2.3), and the
elements xj , yj and yˆj satisfy (6.2). Then, for any k = 1, . . . , n, the (M,P, Pˆ)-seed
mutation in direction k transforms Σ into
Σ′ = µk(Σ) = ((x
′
1, . . . , x
′
n; y
′
1, . . . , y
′
n; yˆ
′
1, . . . , yˆ
′
n), B
1)
given as follows:
• B1 is obtained from B0 by the matrix mutation in direction k (see (2.2)).
• The tuple (y′1, . . . , y
′
n) (resp., (yˆ
′
1, . . . , yˆ
′
n)) is obtained from (y1, . . . , yn) (resp.,
(yˆ1, . . . , yˆn)) by the Y -seed mutation (2.3) in the semifield P (resp., Pˆ).
• x′i = xi for i 6= k, and x
′
k is given by (3.11) with bik = b
0
ik.
The fact that Σ′ is indeed a (M,P, Pˆ)-seed is shown by calculations in the proof of
Proposition 3.9.
Following Definition 2.9, we can define a (M,P, Pˆ)-pattern as an assignment of
an (M,P, Pˆ)-seed Σt to every vertex t ∈ Tn, such that the seeds assigned to the
endpoints of any edge t
k
−−− t′ are obtained from each other by the mutation in
direction k. If the seed Σt0 is given by (6.8), and Σt is written as
(6.9) Σt = ((x1;t, . . . , xn;t; y1;t, . . . , yn;t; yˆ1;t, . . . , yˆn;t), Bt) ,
then the elements of Σt are given by the expressions (3.12), (3.13) and (6.5), where in
the last two formulas the evaluation in F is replaced by that in Pˆ. These expressions
imply the following +/⊕-duality : every (M,P, Pˆ)-pattern gives rise to a (M, Pˆ,P)-
pattern obtained by replacing each (M,P, Pˆ)-seed (6.9) with the (M, Pˆ,P)-seed
((x−11;t , . . . , x
−1
n;t; yˆ1;t, . . . , yˆn;t; y1;t, . . . , yn;t), Bt) .
Returning to cluster algebras, we note that, in practical terms, using the formula
(6.5) to compute some cluster variable xℓ;t in terms of an initial cluster at a vertex t0
requires calculating the polynomial FB
0;t0
ℓ;t (y1, . . . , yn) and the g-vector g
B0;t0
ℓ;t . The
polynomial FB
0;t0
ℓ;t (y1, . . . , yn) can be calculated recursively by Proposition 5.1. As to
computation of the g-vector, it can be accomplished using recurrences (6.11)–(6.12)
below.
Proposition 6.6. In the notation of Proposition 5.1, the g-vectors gℓ;t = g
B0;t0
ℓ;t are
uniquely determined by the initial conditions
(6.10) gℓ;t = eℓ (ℓ = 1, . . . , n)
together with the recurrence relations
gℓ;t′ = gℓ;t for ℓ 6= k;(6.11)
gk;t′ = −gk;t +
n∑
i=1
[btik]+gi;t −
n∑
j=1
[btn+j,k]+b
0
j ,(6.12)
where the (unique) path from t0 to t
′ in Tn ends with the edge t
k
−−− t′, and b0j stands
for the jth column of B0.
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Proof. The relations (6.11)–(6.12) follow from (5.4) by equating the degree of the
product Xk;tXk;t′ with that of the first term on the right. 
Note that (6.12) can be replaced by the relation
(6.13) gk;t′ = −gk;t +
n∑
i=1
[−btik]+gi;t −
n∑
j=1
[−btn+j,k]+b
0
j ,
obtained by taking the second term on the right in (5.4) instead of the first one. The
fact that (6.12) and (6.13) agree is equivalent to the identity
(6.14)
n∑
i=1
btikgi;t =
n∑
j=1
btn+j,kb
0
j ,
which is simply another way of saying that the element Yk;t(yˆ1, . . . , yˆn) is homoge-
neous of degree 0 (see (6.3) and (3.13)).
Example 6.7. The results of g-vector calculations based on (6.11)–(6.12) for a
cluster algebra of type A2 (Examples 2.10 and 3.4) are shown in the third column of
Table 4.
t B˜t g1;t g2;t d1;t d2;t
0
[
0 1
−1 0
1 0
0 1
] [
1
0
] [
0
1
] [
−1
0
] [
0
−1
]
1
[
0 −1
1 0
1 0
0 −1
] [
1
0
] [
0
−1
] [
−1
0
] [
0
1
]
2
[
0 1
−1 0
−1 0
0 −1
] [
−1
0
] [
0
−1
] [
1
1
] [
0
1
]
3
[
0 −1
1 0
−1 0
−1 1
] [
−1
0
] [
−1
1
] [
1
1
] [
1
0
]
4
[
0 1
−1 0
1 −1
1 0
] [
0
1
] [
−1
1
] [
0
−1
] [
1
0
]
5
[
0 −1
1 0
0 1
1 0
] [
0
1
] [
1
0
] [
0
−1
] [
−1
0
]
Table 4. g-vectors and denominators in type A2
We now present an alternative recursive description of the g-vectors gt0ℓ;t that is
based on fixing ℓ and t and allowing the initial vertex t0 to vary.
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Proposition 6.8. Let t0
k
−−− t1, and B
1 = µk(B
0). Then the g-vectors
gB
0;t0
ℓ;t =

g1...
gn

 and gB1;t1ℓ;t =

g′1...
g′n


are related as follows:
(6.15) gi =
{
−g′k if i = k;
g′i + [−b
0
ik]+g
′
k + b
0
ikh
′
k if i 6= k,
where the integer h′k is defined by
(6.16) uh
′
k = FB
1;t1
ℓ,t |Trop(u)(u
[b0
k1]+ , . . . , u−1, . . . , u[b
0
kn
]+) (u−1 in the kth position).
Proof. We start by preparing some needed notation. We will work in the cluster
algebra A = A•(B
0) with principal coefficients at a vertex t0, and adopt the notation
in Definition 3.3. Thus, the seed Σt0 = (xt0 ,yt0 , Bt0) is given by (3.1), and the
coefficient semifield is P = Trop(y1, . . . , yn). Let Σt1 = (xt1 ,yt1 , Bt1) be the adjacent
seed at t1 obtained from Σt0 by the mutation in direction k given by (2.2) - (2.4). In
more detail, Σt1 is given as follows:
• Its exchange matrix is Bt1 = B
1 = µk(B
0).
• Its coefficient system is yt1 = (y
′
1, . . . , y
′
n), where the y
′
j are given by (2.3)
evaluated in P:
(6.17) y′j =

y
−1
k if j = k;
yjy
[b0
kj
]+
k if j 6= k.
• Its cluster is xt1 = (x
′
1, . . . , x
′
n), where x
′
i = xi for i 6= k, and
(6.18) x′k = x
−1
k (yk
∏
x
[bik ]+
i +
∏
x
[−bik]+
i ) .
Finally, let (yˆ1, . . . , yˆn) be given by (6.2), and let (yˆ
′
1, . . . , yˆ
′
n) be obtained from them
by (2.3), where the addition is the one in the ambient field F .
To prove (6.15), we evaluate the cluster variable xℓ;t ∈ A in two different ways by
applying the formula (6.5) with respect to the seeds at t0 and at t1. Equating the
two expressions yields the identity
(6.19)
FB
0;t0
ℓ;t |F(yˆ1, . . . , yˆn)
FB
0;t0
ℓ;t |P(y1, . . . , yn)
∏
i
xgii =
FB
1;t1
ℓ;t |F(yˆ
′
1, . . . , yˆ
′
n)
FB
1;t1
ℓ;t |P(y
′
1, . . . , y
′
n)
∏
i
(x′i)
g′i .
Note that the denominator on the left of (6.19) is equal to 1 by (5.5). By the same
token, it is easy to see that the denominator on the right of (6.19) is equal to y
h′
k
k
(see (6.16)). Therefore (6.19) simplifies to
(6.20) FB
0;t0
ℓ;t |F(yˆ1, . . . , yˆn)
∏
i
xgii = F
B1;t1
ℓ;t |F(yˆ
′
1, . . . , yˆ
′
n) y
−h′
k
k
∏
i
(x′i)
g′i .
We now specialize (6.20) by setting xi = 1 for all i. By (6.18), x
′
k specializes
to yk + 1, while by (6.2), each yˆj specializes to yj. As for the elements yˆ
′
j, they
specialize to the tuple of elements of F obtained from the yj by (2.3), with the
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addition again understood as the one in F . To distinguish the latter elements from
the ones in (6.17), we denote the specialized yˆ′j by y
′
j; we can thus assume that the
elements y′j belong to the universal semifield Q sf(y1, . . . , yn) and are given by (2.3)
there. In this notation, (6.20) specializes to
(6.21) FB
0;t0
ℓ;t (y1, . . . , yn) = F
B1;t1
ℓ;t (y
′
1, . . . , y
′
n) y
−h′
k
k (yk + 1)
g′
k .
Using the universality of Q sf(y1, . . . , yn), we conclude that (6.21) implies the fol-
lowing:
(6.22) FB
0;t0
ℓ;t |F(yˆ1, . . . , yˆn) = F
B1;t1
ℓ;t |F(yˆ
′
1, . . . , yˆ
′
n) yˆ
−h′
k
k (yˆk + 1)
g′
k .
Substituting (6.22) into (6.20) and performing cancellations, we obtain
(6.23)
∏
i
xgii = (yˆk/yk)
h′
k(yˆk + 1)
−g′
k
∏
i
(x′i)
g′i .
It follows from (6.2) and (6.18) that
yˆk/yk =
∏
i
x
b0
ik
i , yˆk + 1 =
∏
i
x
−[−b0
ik
]+
i xkx
′
k .
Substituting these expressions into (6.23), we see that the powers of x′k on the right
cancel out, so both sides are monomials in x1, . . . , xn. The desired formula (6.15) is
obtained by equating the exponents of each xi on both sides. 
As a byproduct of the above proof, we can express the g-vector gB
0;t0
ℓ;t in terms of
F -polynomials.
Proposition 6.9. In the notation of Proposition 6.8, the component gk of the g-
vector gB
0;t0
ℓ;t is given by
(6.24) ugk =
FB
0;t0
ℓ,t |Trop(u)(u
[−b0
k1]+, . . . , u−1, . . . , u[−b
0
kn
]+)
FB
1;t1
ℓ,t |Trop(u)(u
[b0
k1]+, . . . , u−1, . . . , u[b
0
kn
]+)
(u−1 in the kth position).
Proof. Define the integer hk by
(6.25) uhk = FB
0;t0
ℓ,t |Trop(u)(u
[−b0
k1]+, . . . , u−1, . . . , u[−b
0
kn
]+) (u−1 in the kth position).
Then the desired equality (6.24) takes the form
(6.26) gk = hk − h
′
k .
To prove (6.26), we exploit the symmetry between t0 and t1. To do this, we use
the formula obtained from (6.21) by interchanging t0 and t1. Comparing (6.25)
with (6.16) (and using the first case in the matrix mutation rule (2.2)), we see that
interchanging t0 and t1 replaces h
′
k with hk, and g
′
k with gk; thus, the resulting
counterpart of (6.21) takes the form
(6.27) FB
1;t1
ℓ;t (y
′
1, . . . , y
′
n) = F
B0;t0
ℓ;t (y1, . . . , yn) (y
′
k)
−hk(y′k + 1)
gk .
Using the fact that y′k = y
−1
k (by the first case in (2.3)), we can rewrite (6.27) as
follows:
(6.28) FB
0;t0
ℓ;t (y1, . . . , yn) = F
B1;t1
ℓ;t (y
′
1, . . . , y
′
n) y
gk−hk
k (yk + 1)
−gk .
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Comparing (6.28) with (6.21) yields the desired equality (6.26). 
We conclude this section with several conjectural properties of the g-vectors. The
first one sharpens (6.26).
Conjecture 6.10. In the notation of Proposition 6.8 and (6.25), we have
(6.29) h′k = −[gk]+, hk = −[−gk]+ = min(0, gk) .
The next conjecture somewhat surprisingly expresses the g-vector gB
0;t0
ℓ;t in terms
of the polynomial FB
0;t0
ℓ;t alone.
Conjecture 6.11. Suppose that B0, t0, ℓ and t are such that the polynomial F
B0;t0
ℓ;t
is not identically equal to 1. Then the g-vector gB
0;t0
ℓ;t =
[
g1
···
gn
]
is given by
(6.30) ug11 · · ·u
gn
n =
FB
0;t0
ℓ,t |Trop(u1,...,un)(u
−1
1 , . . . , u
−1
n )
FB
0;t0
ℓ,t |Trop(u1,...,un)
(∏
i u
b0i1
i , . . . ,
∏
i u
b0in
i
) .
To state our last conjecture, the following terminology comes handy.
Definition 6.12. We say that a collection of vectors in Zn (or Rn) are sign-coherent
(to each other) if, for any i ∈ [1, n], the ith coordinates of all these vectors are either
all nonnegative, or all nonpositive.
Conjecture 6.13. For any given B0, t0, and t as above, the vectors g
B0;t0
1;t , . . . , g
B0;t0
n;t
are sign-coherent.
The significance of these conjectures will become clearer in the next sections.
7. Cluster monomials and their parameterizations
Definition 7.1 ([14, Definition 4.15]). A cluster monomial in a cluster algebra A
is a monomial in cluster variables all of which belong to the same cluster. Thus a
cluster monomial at a vertex t ∈ Tn is a product of the form
(7.1) xa;t =
∏
ℓ
xaℓℓ;t ∈ F , with a =

a1...
an

 ∈ Zn≥0 .
Cluster monomials are destined to play an important role in the emerging struc-
tural theory of cluster algebras and its applications. We refer the reader to [14,
Section 4.3] for a discussion of the properties of cluster monomials, both proven and
conjectural. Based on the results for rank 2 obtained in [21], we expect every cluster
monomial to belong to the “canonical basis” that has yet to be defined for an arbi-
trary cluster algebra. Even so, the following basic property has not been established
in general.
Conjecture 7.2 ([14, Conjecture 4.16]). Cluster monomials in any cluster algebra
are linearly independent over the ground ring.
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For cluster algebras of finite type, this conjecture is proved in Theorem 11.2.
In this section, we discuss two families of combinatorial parameterizations of
cluster monomials by integer vectors in Zn. (They are somewhat reminiscent of
Lusztig’s and string parameterizations of canonical bases in the theory of quantum
groups.) One of these parametrizations (by denominator vectors) has already ap-
peared in [12, 14]; another one (by g-vectors) is new. (Note that in Section 6,
g-vectors were defined in restricted generality, for the case of principal coefficients
only.)
We start by recalling the notion of denominator vectors (see, e.g., [14, Section 4.3]).
Let x = (x1, . . . , xn) be a labeled cluster from some seed in A. By Theorem 3.5,
every nonzero element z ∈ A can be uniquely written as
(7.2) z =
N(x1, . . . , xn)
xd11 · · ·x
dn
n
,
where N(x1, . . . , xn) is a polynomial with coefficients in ZP which is not divisible by
any cluster variable xi ∈ x. We denote
(7.3) d(z) = dx(z) =

d1...
dn

 ∈ Zn,
and call the integer vector d(z) the denominator vector of z with respect to the
cluster x. Note that the map z 7→ d(z) has the following multiplicative property:
(7.4) d(z1z2) = d(z1) + d(z2) .
Suppose thatA is associated with a (labeled) cluster pattern t 7→ (xt,yt, Bt) on Tn,
and that x is the cluster of the initial seed (3.1) at t0. We will use the notation
(7.5) dB
0;t0
ℓ;t = dx(xℓ;t)
for the denominator vectors of cluster variables. This notation is unambiguous since
it is easy to see that dx(xℓ;t) is independent of the choice of the coefficient system
y = yt0 ; in fact, the mutation mechanism for generating cluster variables makes it
clear that the whole Newton polytope of xℓ;t (as a Laurent polynomial in x1, . . . , xn)
is independent of this choice.
More explicitly. the vectors dℓ;t = d
B0;t0
ℓ;t are uniquely determined by the initial
conditions
(7.6) dB
0;t0
ℓ;t0
= −eℓ
(as before, e1, . . . , en are the standard basis vectors in Z
n) together with the recur-
rence relations implied by the exchange relation (2.4):
(7.7) dℓ;t′ =


dℓ;t if ℓ 6= k;
−dk;t +max
(∑
i
[btik]+di;t,
∑
i
[−btik]+di;t
)
if ℓ = k
for t
k
−−− t′; here and in what follows, the operations max, min, [a]+, etc., on vectors
are performed component-wise.
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Example 7.3. The denominator vectors dB
0;t0
ℓ;t for a cluster algebra of type A2 (cf.
Examples 2.10, 3.4, and 6.7) are shown in the fourth column of Table 4.
As above, let A be a cluster algebra with the initial exchange matrix Bt0 = B
0.
If a cluster variable xℓ;t belongs to the initial cluster, that is, xℓ;t = xi;t0 for some i,
then its denominator is given by (7.6). Otherwise, we expect its denominator vector
to have the following properties.
Conjecture 7.4. Suppose xℓ;t does not belong to the initial cluster. Let d
B0;t0
ℓ;t =
[
d1
···
dn
]
be the denominator vector of xℓ;t . Then:
(1) All components di are nonnegative.
(2) We have di = 0 if and only if there is a cluster containing both xℓ;t and xi;t0 .
(3) Each component di depends only on xℓ;t and xi;t0, not on the vertices t0 and t.
We note that Conjecture 7.4 implies the following counterpart of Conjecture 6.13
(cf. Definition 6.12).
Conjecture 7.5. For any t and t0 , the vectors d
B0;t0
1;t , . . . ,d
B0;t0
n;t are sign-coherent.
Using (7.4), we can extend the notation (7.5) from cluster variables to cluster
monomials (cf. (7.1)) by setting
(7.8) dB
0;t0
a;t = dx(xa;t) =
n∑
ℓ=1
aℓ d
B0;t0
ℓ;t .
In particular, in view of (7.6), we have
(7.9) dB
0;t0
a;t0 = −a (a ∈ Z
n
≥0) .
Conjecture 7.6 ([14, Conjecture 4.17]). Different cluster monomials have different
denominators with respect to a given initial seed Σt0 . In particular, for any fixed
t ∈ Tn, the correspondence a 7→ d
B0;t0
a;t is an embedding Z
n
≥0 → Z
n, hence the vectors
dB
0;t0
1;t , . . . ,d
B0;t0
n;t form a basis of the vector space Q
n.
Remark 7.7. If the initial seed Σt0 is acyclic (see [2]), we expect the vectors
dB
0;t0
1;t , . . . ,d
B0;t0
n;t to form a Z-basis of the lattice Z
n. We note that this property
does not hold in general. The simplest counterexample is in finite type A3 , for a
non-acyclic seed with the exchange matrix
B0 = Bt0 =

 0 1 −1−1 0 1
1 −1 0

 .
Let t be the vertex connected to t0 by the path
t0
1
−−− t1
2
−−− t2
3
−−− t3
1
−−− t .
Applying the recurrence (7.7), we compute the vectors dB
0;t0
ℓ;t :
dB
0;t0
1;t =

01
1

 , dB0;t02;t =

11
0

 , dB0;t03;t =

10
1

 .
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These vectors generate a proper sublattice of index 2 in Z3.
In view of Remark 7.7, it is unlikely that there exists a simple formula relating the
denominator vectors dB
0;t0
ℓ;t and d
B1;t1
ℓ;t (for t0
k
−−− t1 and µk(B
0) = B1). This feature
is expected to be rectified by passing from the denominator vectors to the g-vector
parametrization. Introducing the latter will require a little preparation.
LetA be a cluster algebra of geometric type associated to anm×nmatrix B˜t0 = B˜
0
(see (2.13)–(2.14)). We assume that A satisfies the following property:
(7.10) The matrix B˜0 has full rank n.
As shown in [16, Lemma 1.2] and [2, Lemma 3.2], the same is then true for all
matrices B˜t. For instance, all the algebras with principal coefficients satisfy (7.10).
The property (7.10) easily implies that, for every t, the elements
(7.11) yˆj;t = yj;t
n∏
i=1
x
btij
i;t =
m∏
i=1
x
btij
i;t (j ∈ [1, n])
(cf. (3.7)) are algebraically independent in F ; here the elements xi;t = xi for n < i ≤
m are the generators of the coefficient semifield P = Trop(xn+1, . . . , xm).
Let M denote the set of all nonzero elements z ∈ A that can be written in the
form
(7.12) z = R(yˆ1;t, . . . , yˆn;t)
m∏
i=1
xaii;t
for some vertex t ∈ Tn, where R is a rational function in n variables with coefficients
in Q, and ai ∈ Z for i ∈ [1, m]. In view of the formulas (3.8) and (3.11), if z is of the
form (7.12) for some t, then it can be written in the same form for any choice of t.
Therefore (or by Corollary 6.3), each cluster variable—hence each cluster monomial—
belongs to M. Clearly, M is a subgroup of the multiplicative group of the ambient
field F .
We call a rational function R(u1, . . . , un) ∈ Q(u1, . . . , un) primitive if it can be
written as a ratio of two polynomials not divisible by any ui. In view of (7.11), any
z ∈ M can be written in the form (7.12) with R primitive. We claim that such a
presentation is unique.
Proposition 7.8. If A satisfies (7.10), then every z ∈ M has a unique presentation
in the form (7.12) with R primitive.
Proof. It is enough to show that if
(7.13) P (yˆ1;t, . . . , yˆn;t) = Q(yˆ1;t, . . . , yˆn;t)
m∏
i=1
xaii;t
for some primitive polynomials P and Q and some integers a1, . . . , am, then ai = 0
for all i, and so P = Q. Since each yˆj;t is a Laurent monomial in m independent
variables x1;t, . . . , xm;t, the relation (7.13) implies that
∏m
i=1 x
ai
i;t can be expressed as
a Laurent monomial in yˆ1;t, . . . , yˆn;t. Since P and Q are primitive, their ratio can be
a Laurent monomial only if they are equal to each other, and we are done. 
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Now everything is in place for defining the g-vector parametrizations (of M).
Definition 7.9. For any z ∈M and any t ∈ Tn, the g-vector of z with respect to t
is the vector gt(z) ∈ Z
n defined as follows: if z is expressed in the form (7.12) with R
primitive, then we set gt(z) =
[
a1
···
an
]
. (This is well defined by Proposition 7.8.)
Definition 7.9 implies at once the following analogue of (7.4):
(7.14) gt(z1z2) = gt(z1) + gt(z2) .
By Corollary 6.3 and Proposition 5.2, we have
(7.15) gt0(xℓ;t) = g
B0;t0
ℓ;t ,
as defined by (6.4); so our terminology is consistent with that of Section 6.
In analogy with (7.8), we use (7.14) to extend the notation (7.15) from cluster
variables to cluster monomials by setting
(7.16) gB
0;t0
a;t = gt0(xa;t) =
n∑
ℓ=1
aℓ g
B0;t0
ℓ;t .
In particular, we have (cf. (7.9))
(7.17) gB
0;t0
a;t0 = a (a ∈ Z
n
≥0) .
We suggest the following counterpart of Conjecture 7.6.
Conjecture 7.10.
(1) Different cluster monomials have different g-vectors with respect to a given
initial seed.
(2) For every t ∈ Tn, the vectors g
B0;t0
1;t , . . . , g
B0;t0
n;t form a Z-basis of the lattice Z
n.
Remark 7.11. It is not hard to see that Part 1 of Conjecture 7.10 together with
Conjecture 5.4 imply Conjecture 7.2 (in a cluster algebra satisfying (7.10)). Indeed,
assuming Conjecture 5.4 and applying Corollary 6.3, we see that the Laurent ex-
pansion of any cluster monomial z in terms of the elements xi = xi;t0 (i ∈ [1, m])
contains a Laurent monomial xa11 · · ·x
am
m such that a =
[
a1
···
an
]
= gt0(z), and the expo-
nent vector of any other Laurent monomial in the same expansion is obtained from a
by adding some nonnegative integer linear combination of the columns of B˜0. Since
the columns of B˜0 are assumed to be linearly independent, the monomial xa11 · · ·x
am
m
is the leading term of z with respect to an appropriate term order. Then Part 1 of
Conjecture 7.10 implies that different cluster monomials have different leading terms,
and so are linearly independent.
The property in Part 2 of Conjecture 7.10 is stronger than the corresponding
(conjectural) property of the denominator vectors (cf. Remark 7.7). Another (con-
jectural) advantage of the g-vectors is the following nice transition rule.
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Conjecture 7.12. Let t0
k
−−− t1 be two adjacent vertices in Tn, and let B
1 = µk(B
0).
Then, for any t ∈ Tn and a ∈ Z
n
≥0, the g-vectors g
B0;t0
a;t = (g1, . . . , gn) and g
B1;t1
a;t =
(g′1, . . . , g
′
n) are related as follows:
(7.18) g′j =
{
−gk if j = k;
gj + [b
0
jk]+gk − b
0
jk min(gk, 0) if j 6= k.
Remark 7.13. Conjecture 7.12 is easily seen to be a consequence of Conjectures 6.10
and 6.13. Indeed, combining (6.15) with (6.29) (and interchanging t0 and t1), we
conclude that (7.18) holds for the g-vectors of cluster variables; the fact that (7.18)
extends to cluster monomials follows from Conjecture 6.13.
Remark 7.14. If g1, . . . , gn are sign-coherent vectors forming a Z-basis in Z
n, then
the transformation (7.18) sends them to a Z-basis in Zn. Thus, the validity of Part 2
of Conjecture 7.10 for all initial seeds would follow from its validity for any single
choice of t0 in conjunction with Conjectures 6.13 and 7.12.
Remark 7.15. Let Zmin,+ denote the set of integers supplied with the following
semifield structure: the multiplication in Zmin,+ is the usual addition of integers,
while the “addition” is given by a⊕ b = min(a, b). Comparing (7.18) with (2.3), we
see that Conjecture 7.12 can be restated as follows: for every cluster monomial z, the
correspondence t 7→ (gt(z), B
T
t ) (here B
T
t denotes the transpose of Bt) is a Y -pattern
(see Definition 2.9) with values in Zmin,+ . The fact that the exchange matrices Bt get
replaced by their transposes brings to mind the Langlands duality. According to Part
1 of Conjecture 7.10, each cluster monomial gives rise to a certain “Langlands dual
tropical Y -pattern.” This conjecture is consistent with the series of conjectures by
V. Fock and A. Goncharov in [9, Section 5] on a “canonical” basis in a cluster algebra.
In fact, our construction of g-vectors was motivated by a desire to understand [9,
Conjecture 5.1] and make the parameterizations introduced there more explicit.
We conclude this section by a proposition and a conjecture relating denominator
vectors of cluster variables to the corresponding g-vectors.
Proposition 7.16. Assume that condition (7.10) holds. Then the denominator vec-
tor dB
0;t0
ℓ;t =
[
d1
···
dn
]
and the g-vector gB
0;t0
ℓ;t =
[
g1
···
gn
]
of the same cluster variable with
respect to the same initial seed satisfy the following relation:
(7.19) u−d1−g11 · · ·u
−dn−gn
n = F
B0;t0
ℓ,t |Trop(u1,...,un)
(∏
i
u
b0i1
i , . . . ,
∏
i
u
b0in
i
)
.
Proof. Remembering the definition (7.2) of the denominator vector, we see that (7.19)
is a consequence of (6.5). 
In view of Proposition 7.16, Conjecture 6.11 can be equivalently restated as follows.
Conjecture 7.17. Suppose that B0, t0, ℓ and t are such that the cluster variable xℓ;t
does not belong to the cluster at t0. Then the denominator vector d
B0;t0
ℓ;t =
[
d1
···
dn
]
is
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given by
(7.20) u−d11 · · ·u
−dn
n = F
B0;t0
ℓ,t |Trop(u1,...,un)(u
−1
1 , . . . , u
−1
n ) .
Remark 7.18. Comparing Conjecture 7.17 with Conjecture 5.5, we see that their
conjunction can be stated as follows: the vector [dB
0;t0
ℓ;t ]+ appears as the vector
of exponents in the unique monomial in the polynomial FB
0;t0
ℓ;t (y1, . . . , yn) that is
divisible by all other occurring monomials.
8. Bipartite belt and Y -systems
Definition 8.1. We call a (labeled) seed (x,y, B) (and its exchange matrix B =
(bij)) bipartite if there is a function ε : [1, n]→ {1,−1} such that, for all i and j,
(8.1) bij > 0 =⇒
{
ε(i) = 1 ,
ε(j) = −1 .
For the rest of this paper, we are working in a cluster algebra A = A(x0,y0, B) of
rank n with a bipartite initial exchange matrix B = (bij).
The Cartan counterpart of B [12, (1.6)] is the (generalized) Cartan matrix A =
A(B) = (aij) defined by
(8.2) aij =
{
2 if i = j;
−|bij | if i 6= j.
The Coxeter graph of A has the vertices 1, . . . , n, with i and j joined by an edge
whenever aij < 0. A Cartan matrix A is the Cartan counterpart of a bipartite matrix
B if and only if the Coxeter graph of A is bipartite, which explains the terminology.
Recall that µk denotes the mutation in direction k; we use the same notation for
seeds, Y -seeds, and exchange matrices. Note that µkµℓ = µℓµk whenever bkℓ = 0.
Therefore the following two “composite” mutations are well defined on bipartite
seeds:
(8.3) µ+ =
∏
ε(k)=1
µk , µ− =
∏
ε(k)=−1
µk .
Furthermore, each of µ+ and µ− is involutive and transforms bipartite seeds to
bipartite ones; in fact, µ±(B) = −B. In the terminology of [12, Section 9.1], these
mutation transformations are “shape-preserving.”
Definition 8.2 (Bipartite belt). The initial bipartite seed Σ0 = (x0,y0, B) is natu-
rally included into a bipartite belt consisting of the seeds
Σm = (xm,ym, (−1)
mB) (m ∈ Z)
defined by setting, for each r > 0,
Σr = (xr,yr, (−1)
rB) = µ± · · ·µ−µ+µ−︸ ︷︷ ︸
r factors
(Σ0),(8.4)
Σ−r = (x−r,y−r, (−1)
rB) = µ∓ · · ·µ+µ−µ+︸ ︷︷ ︸
r factors
(Σ0).(8.5)
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We write the cluster xm and the coefficient tuple ym as
(8.6) xm = (x1;m, . . . , xn;m), ym = (y1;m, . . . , yn;m) .
The mutation rules of Definition 2.4 imply that, for i, j ∈ [1, n] and m ∈ Z,
xi;m+1 = xi;m if ε(i) = (−1)
m ,(8.7)
yj;m+1 = y
−1
j;m if ε(j) = (−1)
m−1 .(8.8)
Hence in studying the elements xi;m and yj;m, we may concentrate on the families
{xi;m : ε(i) = (−1)
m} ,(8.9)
{yj;m : ε(j) = (−1)
m−1} .(8.10)
The following exchange relations are easy consequences of (2.3)–(2.4). First, for
ε(i) = (−1)m, we have
(8.11) yi;m−1 yi;m+1 =
∏
ε(j)=−ε(i)
(yj;m ⊕ 1)
−aji .
Second, for ε(j) = (−1)m−1, we have
(8.12) xj;m−1 xj;m+1 =
yj;m
∏
ε(i)=−ε(j) x
−aij
i;m + 1
yj;m ⊕ 1
.
Example 8.3 (Type A2). Let
(8.13) B =
[
0 1
−1 0
]
, A = A(B) =
[
2 −1
−1 2
]
, ε(1) = 1 , ε(2) = −1.
(This choice of signs is consistent with [13, Section 3.5].) Then µ+ = µ1 , µ− = µ2 ,
and (8.4)–(8.5) become
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
(x−2,y−2, B) = µ2(x−1,y−1,−B),
(x−1,y−1,−B) = µ1(x0,y0, B),
(x1,y1,−B) = µ2(x0,y0, B),
(x2,y2, B) = µ1(x1,y1,−B),
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
in agreement with the notation used in Example 2.10. The families (8.9) and (8.10)
take the form {xi;m : i 6≡ m mod 2} and {yj;m : j ≡ m mod 2}, respectively. These
elements are shown in Table 5, obtained by erasing half of the entries from Table 1
and substituting y1 = u
−1
1 and y2 = u2 , so that the yj;m are expressed in terms of
u1 = y1;−1 = y
−1
1 and u2 = y2;0 = y2
(cf. [13, Example 1.3]), whereas the xi;m are expressed in terms of u1, u2,
x1 = x1;0 and x2 = x2;−1 = x2;0 .
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m y1;m y2;m x1;m x2;m α(1;m) α(2;m)
−1 u1 x2 −α2
0 u2 x1 −α1
1
u2 ⊕ 1
u1
x1u2 + 1
x2(u2 ⊕ 1)
α2
2
u1 ⊕ u2 ⊕ 1
u1u2
x1u2 + x2u1 + 1
(u1 ⊕ u2 ⊕ 1)x1x2
α1 + α2
3
u1 ⊕ 1
u2
x2u1 + 1
x1(u1 ⊕ 1)
α1
4 u1 x2 −α2
5 u2 x1
Table 5. Bipartite dynamics in type A2
Formula (8.11) can be viewed as a recurrence relation for the family (8.10) of ele-
ments yj;m . This recurrence is a natural generalization of Zamolodchikov’s Y -systems
[13, 23], so we refer to it as a (generalized) Y -system (with values in a semifield P)
associated with a (generalized) Cartan matrix A.
There are two natural choices for the initial data in a Y -system. The first one
utilized in [13] takes an arbitrary n-tuple (u1, . . . , un) ∈ P
n given by
(8.14) ui =
{
yi;−1 if ε(i) = +1;
yi;0 if ε(i) = −1.
An alternative choice is to use as the initial settings an arbitrary n-tuple y0 =
(y1, . . . , yn) ∈ P
n. In view of (8.8), the two choices are related by
(8.15) ui =
{
y−1i if ε(i) = +1;
yi if ε(i) = −1,
so passing from one to another does not present any problems.
While dealing with Y -systems, we may (and will) work in the universal semifield
Q sf(y1, . . . , yn) of Definition 2.1. Using y0 = (y1, . . . , yn) as the initial data and
remembering the notation introduced in Definition 3.10, we can write the solution
of a Y -system as
(8.16) yj;m = Y
B;t0
j;tm (y1, . . . , yn) ,
where t0 ∈ Tn (resp., tm ∈ Tn) is the vertex to which the labeled seed Σ0 (resp., Σm)
is attached. (For a general semifield P, one interprets (8.16) as the corresponding
specialization of the rational functions Y B;t0j;tm .)
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Remark 8.4. In a traditional Y -system [13, 23], A is a Cartan matrix of finite
type, the initial data have form (8.14), and P = Q sf(u1, . . . , un). Note that there
is a notational difference between the Y -system relation (8.11) and its counterpart
[13, (1.1)]: these two relations feature the exponents −aji and −aij , respectively.
Accordingly, while translating the results in [13] into our current notation (or vice
versa), the Cartan matrix A should be transposed.
Theorem 8.5 (Laurent phenomenon for generalized Y -systems). In the Y -system
(8.11) associated with an arbitrary symmetrizable generalized Cartan matrix A, every
element yj;m with ε(j) = (−1)
m−1 viewed as a rational function in the initial data
u1, . . . , un (or y1, . . . , yn) is in fact an integer Laurent polynomial.
Theorem 8.5 generalizes the finite type result [13, Theorem 1.5]; note however that
we do not obtain the positivity property established in loc. cit.
Proof. The theorem follows from (8.16) and Proposition 3.15 once we realize that for
Yj;t = yj;m with ε(j) = (−1)
m−1, all the exponents bij in (3.18) are nonnegative. 
Example 8.6 (Y -system of rank 2; cf. [11, (6.9)]). For n = 2, a (generalized) Cartan
matrix is of the form
A =
[
2 −b
−c 2
]
,
where the integers b and c are either both positive or both equal to 0. Setting ε(1) = 1
and ε(2) = −1, and assuming that ⊕ is the ordinary addition, the Y -system becomes:
y2;m+1 =
(y1;m + 1)
b
y2;m−1
if m is odd;
y1;m+1 =
(y2;m + 1)
c
y1;m−1
if m is even.
Using the initial data u1 = y1;−1, u2 = y2;0 (cf. (8.14)), we obtain:
y1;1 =
(u2 + 1)
c
u1
, y2;2 =
( (u2+1)c
u1
+ 1
)b
u2
, y1;3 =
(( (u2+1)c
u1
+ 1
)b
u2
+1
)c
u1
(u2 + 1)c
, etc.
To illustrate Theorem 8.5: to see that y1;3 is indeed a Laurent polynomial in u1 and
u2, we can rewrite it as
y1;3 =
1
ubc−11 u
c
2
(
ub1 +
(
(u2 + 1)
c + u1
)b
− ub1
u2 + 1
)c
.
Example 8.7 (Y -system of type A
(1)
2r−1). Let n be an even integer ≥ 4, and let A be
the Cartan matrix of affine type A
(1)
n−1. So the Coxeter graph of A is a n-cycle, and
aij = −1 for any two adjacent vertices i and j. The corresponding Y -system can
be described in simple terms as follows. Place initial variables u1, . . . , un around a
circle. Alternately color them red and blue. Replace each red variable u by (v+1)(w+1)
u
,
where v and w are the two neighbors of u. Then do the same for all blue variables,
then again for all the red ones, etc. Theorem 8.5 asserts that all rational functions
obtained this way are integer Laurent polynomials in u1, . . . , un. In particular, if the
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initial values are all specialized to 1, then all the numbers generated in this Y -system
become integers. We leave it to the reader to check that these integers are squares
of Fibonacci numbers.
Without losing ground, we can assume that the matrix A is indecomposable, that
is, its Coxeter graph is connected. In most situations, the general case reduces to
this one in an obvious way.
Al. B. Zamolodchikov conjectured [23] and we proved [13, Theorems 1.1–1.2] that
if A is an indecomposable Cartan matrix of finite type, then the corresponding
Y -system exhibits the following periodicity property:
(8.17) yj;m+2(h+2) = yj;m (m ∈ Z, j ∈ [1, n]) ,
where h is the Coxeter number. (In the special case of type An, this was proved
earlier in [15, 17].) Our next result sharpens (8.17) as follows.
Theorem 8.8. Suppose an exchange matrix B is bipartite, and its Cartan counter-
part A = A(B) is indecomposable.
(1) If A is of finite type, then the corresponding bipartite belt (see Definition 8.2)
has the following periodicity property: the labeled seeds Σm and Σm+2(h+2) are
equal to each other for all m ∈ Z.
(2) If A is of infinite type, then all the elements xi;m in (8.9) are distinct, as are
all the elements yj;m in (8.10) viewed as Laurent polynomials in the initial
data.
To rephrase Theorem 8.8: the bipartite belt (or the associated Y -system) is peri-
odic if and only if the Cartan matrix A is of finite type; if it is periodic, then 2(h+2)
is a period; if it is not, then all cluster variables on the bipartite belt are distinct, as
are all Laurent polynomials in the associated Y -system.
Theorem 8.8 is proved in Section 10.
9. Bipartite dynamics on roots
As before, let A = (aij) be a (symmetrizable generalized) n×n Cartan matrix with
a bipartite Coxeter graph. We identify the lattice Zn with the root lattice Q associ-
ated with A. Specifically, the standard basis vectors in Zn are denoted by α1, . . . , αn
and identified with the simple roots. Let W ⊂ GL(Q) be the corresponding Weyl
group; it is generated by the simple reflections s1, . . . , sn which act on the simple
roots by
(9.1) si(αj) = αj − aijαi.
Following [13], we define the elements t± ∈W by setting
(9.2) t+ =
∏
ε(k)=1
sk , t− =
∏
ε(k)=−1
sk .
As in (8.3), these two elements are well defined because the factors in each of the
two products mutually commute. By the same reason, each of them is an involution:
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t2+ = t
2
− = 1. To illustrate (9.1) and (9.2), the actions of t+ and t− on the simple
roots are given by
(9.3) t+(αj) =
{
−αj if ε(j) = +1;
αj −
∑
i6=j aijαi if ε(j) = −1;
(9.4) t−(αj) =
{
αj −
∑
i6=j aijαi if ε(j) = +1;
−αj if ε(j) = −1.
Definition 9.1. We define the vectors α(i;m) ∈ Q, for all i ∈ [1, n] and all m ∈ Z
such that ε(i) = (−1)m, by setting, for all r ≥ 0:
α(i; r) = t−t+ · · · tε(i)︸ ︷︷ ︸
r factors
(−αi) for ε(i) = (−1)
r;(9.5)
α(j;−r − 1) = t+t− · · · tε(j)︸ ︷︷ ︸
r factors
(−αj) for ε(j) = (−1)
r−1.(9.6)
In particular, we have α(i;m) = −αi for m ∈ {0,−1}. (Note that this notation is
slightly different from the one in [13].)
Example 9.2 ([13, Example 2.3]). In type A2 (cf. Example 8.3), the elements t+ = s1
and t− = s2 act as follows:
(9.7) −α1
t+
←−−→ α1
t−
←−−→ α1+α2
t+
←−−→ α2
t−
←−−→ −α2 .
The corresponding vectors α(i;m) with m ∈ [−1, 4] are shown in Table 5 .
Clearly, all the vectors α(i;m) are (real) roots; in particular, for each of them, all
nonzero components are of the same sign. To determine these signs, we assume that
the Cartan matrix A is indecomposable; the general case easily reduces to this one.
Proposition 9.3. Let A be an indecomposable Cartan matrix of finite type (i.e., one
of the Cartan-Killing types An, . . . , G2). Let h be the corresponding Coxeter number,
that is, the order of the Coxeter element t+t− in W . Then α(i;m) is a positive
root for any m ∈ [−h − 1, h] − {−1, 0} and any i with ε(i) = (−1)m. All these
positive roots are distinct, and every positive root associated to A appears among
them. Furthermore, we have:
α(i;−h− 2) = −αi∗ for ε(i) = (−1)
h,(9.8)
α(j; h+ 1) = −αj∗ for ε(j) = (−1)
h−1,(9.9)
where i 7→ i∗ is the involution induced by the longest element w0∈W : w0(αi)=−αi∗ .
Proof. This is an immediate consequence of a classical result of R. Steinberg [22]
(cf. [13, Lemma 2.1, Proposition 2.5]). 
Theorem 9.4. Let A be an indecomposable Cartan matrix of infinite type whose
Coxeter graph is bipartite. Then the vectors α(i;m) (see Definition 9.1) for m ∈
Z− {−1, 0} and ε(i) = (−1)m are distinct positive roots.
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Proof. Consider the matrix A′ = 2−A. Since A′ is symmetrizable, all of its eigenval-
ues are real. Let ρ denote the maximal eigenvalue of A′. As in [3], we observe that
ρ ≥ 2. Indeed, a Cartan matrix A is of finite type if and only if its symmetrization is
positive definite, i.e., all eigenvalues of A are positive or, equivalently, all eigenvalues
of A′ are less than 2. (As shown in [3], A is of affine type if and only if ρ = 2, but
we will not need this.)
We next note that all entries of A′ are nonnegative. Moreover, since A is inde-
composable, some power of A′ has all entries positive. Hence the Perron-Frobenius
theorem applies to A′, implying in particular that an eigenvector for the eigenvalue ρ
of the transpose of A′ can be chosen to have all components positive. Explicitly,
there are positive real numbers c1, . . . , cn such that
(9.10) −
∑
i6=j
aijci = ρcj for any j ∈ [1, n].
Let R2 be a 2-dimensional real vector space with a fixed basis {e+, e−} and two
linear involutions s+ and s− acting in this basis by the matrices
(9.11) s+ =
[
−1 ρ
0 1
]
, s− =
[
1 0
ρ −1
]
.
Let U : Q → R2 be the linear map defined by U(αi) = ci eε(i) for all i, where
(c1, . . . , cn) ∈ R
n
>0 satisfies (9.10).
Lemma 9.5. Ut± = s±U .
Proof. The two cases are completely analogous, so we only treat one. This is a simple
calculation that uses (9.3), (9.10), and (9.11) (in this order):
Ut+(αj) =
{
−cj e+ if ε(j) = +1;
cj e− − (
∑
i6=j aijci) e+ if ε(j) = −1;
=
{
−cj e+ if ε(j) = +1;
cj e− + ρ cj e+ if ε(j) = −1;
= cj s+(eε(j))
= s+ U(αj) ,
as desired. 
Note that U sends positive (resp., negative) roots to positive (resp., negative)
linear combinations of e+ and e− . To show that each α(i;m) with m ∈ Z−{−1, 0}
and ε(i) = (−1)m is a positive root, it therefore suffices to prove that U(α(i;m)) is
a positive linear combination of e+ and e− . By Lemma 9.5,
U(α(i;m)) = U t±t∓ · · · tε(i)(−αi) = ci s±s∓ · · · s−ε(i)(eε(i)).
Thus, we need to show the following elementary statement: if s+ and s− are given
by (9.11) with ρ ≥ 2, then any vector of the form s±s∓ · · · sε(e−ε) is a positive linear
combination of e+ and e−. This statement is hardly new, and easy to prove. Direct
inspection shows that the vectors in question are of the form (Um(ρ), Um+1(ρ)) and
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(Um+1(ρ), Um(ρ)) for m > 0, where the sequence (Um(ρ)) is defined by the linear
recurrence
U0(ρ) = 0, U1(ρ) = 1, Um+1(ρ) = ρUm(ρ)− Um−1(ρ) (m > 0) .
Assuming that Um(ρ) > Um−1(ρ) ≥ 0 for some m > 0 and using the fact that ρ ≥ 2,
we conclude that Um+1(ρ) − Um(ρ) ≥ Um(ρ) − Um−1(ρ) > 0, implying by induction
on m that Um(ρ) > 0 for all m > 0, as desired.
We have shown that all the roots in (9.5) and (9.6) with r > 0, i.e., the roots
α(i; r) and α(j;−r− 1) with r > 0, are positive. To finish the proof of Theorem 9.4,
it remains to show that all these roots are distinct. Thus, we need to show that every
equality of the form
(9.12) t±t∓ · · · tε(i)(−αi) = t±t∓ · · · tε(j)(−αj)
implies that i = j and there are the same number of factors on both sides. Let w
(resp., w′) denote the product t±t∓ · · · tε(i) (resp., t±t∓ · · · tε(j)) on the left (resp., on
the right) side in (9.12). Rewriting (9.12) as
−αi = w
−1w′(−αj),
we note that, unless the products w and w′ are identical, the root w−1w′(−αj) is
positive as shown above, and so cannot be equal to −αi, finishing the proof. 
Theorem 9.4 can be rephrased as follows.
Corollary 9.6. Let A be an n × n indecomposable Cartan matrix of infinite type
whose Coxeter graph is bipartite. Then ℓ((t+t−)
r) = rn for all r > 0, where ℓ(w) is
the length of an element w in the Coxeter group W . Equivalently, the concatenation
of any number of copies of
∏
ε(k)=1 sk
∏
ε(k)=−1 sk is a reduced decomposition in W .
Proof. The equivalence of Corollary 9.6 and Theorem 9.4 is clear from the following
well-known characterization of reduced decompositions: a decomposition si1 · · · siℓ is
reduced if and only if all the roots si1 · · · sik−1(αik) are positive for k = 1, . . . , ℓ. 
Remark 9.7. Corollary 9.6 sharpens the following result in [3]: if A is an inde-
composable Cartan matrix of infinite type with a bipartite Coxeter graph, then the
element t+t− ∈ W is of infinite order. (In fact [19], any Coxeter element in any
infinite Coxeter group has infinite order.) The above proof of Theorem 9.4 is based
on similar ideas as the proof in [3] but seems to be simpler although we prove a
stronger statement.
Remark 9.8. It is conceivable that Corollary 9.6 could be extended to an arbitrary
infinite Coxeter group W (not necessarily crystallographic) with a bipartite Coxeter
graph. We note that in this generality, the Coxeter elements t+t− were studied in [20,
Section 5].
10. Denominators and g-vectors on the bipartite belt
We stick to the notation of the preceding two sections. In this section we compute,
for any cluster variable xi;m lying on the bipartite belt, the denominator vector and
the g-vector of xi;m with respect to the initial cluster x0.
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We begin by obtaining an expression for the denominator vector of xi;m (see (7.2)–
(7.3)) that is similar to the one in Definition 9.1.
Let Φre≥−1 denote the union of the set of real positive roots and the set of negative
simple roots. Following [13], we introduce the involutive permutations τ+ and τ− of
Φre≥−1 by setting
(10.1) τε(α) =
{
α if α = −αj with ε(j) = −ε;
tε(α) otherwise
(see (9.2)).
Example 10.1. In type A2 (cf. Example 9.2), the actions of τ+ and τ− on Φ
re
≥−1 are
given by
(10.2)
−α1
τ+
←−−→ α1
τ−
←−−→ α1+α2
τ+
←−−→ α2
τ−
←−−→ −α2 .
 
τ− τ+
Definition 10.2 (cf. Definition 9.1). We define the vectors d(i;m) ∈ Q, for all
i ∈ [1, n] and all m ∈ Z such that ε(i) = (−1)m, by setting, for all r ≥ 0:
d(i; r) = τ−τ+ · · · τε(i)︸ ︷︷ ︸
r factors
(−αi) for ε(i) = (−1)
r;(10.3)
d(j;−r − 1) = τ+τ− · · · τε(j)︸ ︷︷ ︸
r factors
(−αj) for ε(j) = (−1)
r−1.(10.4)
In particular, d(i;m) = −αi for m ∈ {0,−1}.
Theorem 10.3. The denominator vector for a cluster variable xi;m with respect to
the initial cluster x0 is equal to d(i;m), for any i∈ [1, n] and m∈Z with ε(i)=(−1)
m.
Proof. It suffices to treat the case when the Cartan matrix A is indecomposable. We
start by clarifying the relationship between the vectors d(i;m) and α(i;m). First
suppose that A is of finite type. Comparing Definitions 9.1 and 10.2 and using
Proposition 9.3, we conclude that in this case
(10.5) d(i;m) = α(i;m) (m ∈ [−h− 2, h+ 1]),
and
(10.6) d(i;m+ 2(h+ 2)) = d(i;m) (m ∈ Z).
If A is of infinite type then by Theorem 9.4
(10.7) d(i;m) = α(i;m) (m ∈ Z).
Turning to the proof of Theorem 10.3, note that it holds for m ∈ {−1, 0} since in
this case, for ε(i) = (−1)m, the denominator vector of xi;m is equal to d(i;m) = −αi.
Applying (7.7) to the exchange relations (8.12), we see that to finish the proof it
suffices to show that the vectors d(i;m) with ε(i) = (−1)m satisfy the recurrence
relation
(10.8) d(j;m− 1) + d(j;m+ 1) =
[
−
∑
ε(i)=−ε(j)
aijd(i;m)
]
+
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(recall that the operation a 7→ [a]+ on vectors is understood component-wise).
First suppose that A is of infinite type, and so d(i;m) = α(i;m) for all m ∈ Z.
The equality (10.8) holds for m = 0 since d(j; 1) = α(j; 1) = αj for ε(j) = −1. For
m > 0, all roots α(i;m) are positive by Theorem 9.4, hence (10.8) takes the form
(10.9) α(j;m− 1) + α(j;m+ 1) = −
∑
ε(i)=−ε(j)
aijα(i;m) .
The equality (10.9) is a direct consequence of (9.5):
−α(j;m− 1)−
∑
ε(i)=(−1)m
aij α(i;m) = t−t+t− · · ·︸ ︷︷ ︸
m−1 factors
(αj −
∑
ε(i)=(−1)m
aij αi)
= t−t+t− · · ·︸ ︷︷ ︸
m factors
(αj)
= α(j;m+ 1).
The case m < 0 is treated in the same way.
If A is of finite type, we use (10.5), and then the same argument as above proves
(10.8) form ∈ [−h−1, h]. The casesm = −h−2 and m = h+1 follow from (9.8) and
(9.9); for m outside the interval [−h− 2, h+ 1], use the periodicity property (10.6).

Example 10.4. To illustrate Theorem 10.3, the denominator vectors for the ele-
ments xi;m shown in Table 5 appear in the last column of that table. In type A2, we
have h = 3, so for all the values shown in the last column, (10.5) applies.
As a first corollary of Theorem 10.3, we show that Conjecture 7.5 holds for the
clusters on the bipartite belt.
Corollary 10.5. For any m ∈ Z, the denominator vectors of the cluster variables
{xj;m−1 : ε(j) = (−1)
m−1} ∪ {xi;m : ε(i) = (−1)
m}.
are sign-coherent (see Definition 6.12).
Proof. Combine formulas (10.5)–(10.7) with Proposition 9.3 and Theorem 9.4. 
The following result generalizes its finite-type counterpart obtained in [12, Theo-
rem 1.9].
Corollary 10.6. Each cluster variable xi;m can be written as
xi;m =
Pi;m(x0)
x
d(i;m)
0
,
where Pi;m is a polynomial with nonzero constant term.
Proof. The fact that xi;m is a Laurent polynomial whose numerator has nonzero con-
stant term is proved by induction onm employing [12, Lemma 5.2]. The denominator
is then given by Theorem 10.3. 
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As another application of Theorem 10.3, we compute the tropical evaluation of
the coefficients yj;m. As in (8.16), we use y0 = (y1, . . . , yn) as the initial data. We
will use the shorthand
yd0 =
∏
k∈[1,n]
ydkk for d =

d1...
dn

 ∈ Zn .
Proposition 10.7. For all m ∈ Z and j ∈ [1, n] with ε(j) = (−1)m−1, the elements
yj;m evaluated in the tropical semifield P = Trop(y1, . . . , yn) are given by
(10.10) yj;m|Trop(y1,...,yn) = y
−d(j;m−1)
0
(see Definition 10.2).
Proof. We first verify (10.10) by inspection for m ∈ {−1, 0}. Assuming (10.10) for
some m ∈ Z, we easily see from the definition of the tropical semifield and the sign
coherence property of Corollary 10.5 that the right-hand side of (8.11) takes the form∏
ε(j)=(−1)m−1
(yj;m ⊕ 1)
−aji =
( ∏
ε(j)=(−1)m−1
y
−aji
j;m
)
⊕ 1 .
As a result, the Y -system dynamics (8.11) becomes identical to the cluster dynamics
(8.12) (with trivial coefficients) after identifying yj;m with xj;m−1 . Thus (10.10) can
be seen as a special case of Theorem 10.3. 
Example 10.8. In type A2, the monomials yj;m|Trop(y1,y2) already appeared in Ta-
ble 2. Here we are only interested in the values yj;m with j ≡ m mod 2. See the
second column of Table 6. The corresponding vectors of exponents match the entries
located one row higher in the fourth column of Table 6 (or, equivalently, the last
column of Table 5).
Proposition 10.7 enables us to explicitly write the exchange relations (8.12) in
the cluster algebra A•(B) with principal coefficients at the initial bipartite seed
(x0,y0, B) (see Definitions 3.1 and 8.1) in terms of the denominators d(i;m).
Corollary 10.9. In A•(B), the exchange relations (8.12) take the form
(10.11) xj;m−1 xj;m+1 = y
[−d(j;m−1)]+
0
∏
ε(i)=−ε(j)
x
−aij
i;m + y
[d(j;m−1)]+
0 ,
for m ∈ Z and ε(j) = (−1)m−1.
Corollary 10.10. Conjectures 5.4, 5.5, and 7.17 (hence Conjecture 6.11) hold in
the case when clusters and cluster variables in question belong to the bipartite belt.
Thus, a polynomial FB
0;t0
ℓ;tm
has constant term 1, and among its monomials there is
one, namely y
[d(ℓ;m)]+
0 , which is divisible by all others.
Proof. Conjectures 5.4 and 5.5 follow from the observation that the formula (10.11)
satisfies condition (iii) of Proposition 5.6. It remains to show (7.20). This is also
an easy consequence of (10.11), which implies that the denominator vectors d(ℓ;m)
and the tropical evaluations in (7.20) satisfy the same recurrence relations (we leave
the details to the reader). 
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m y1;m y2;m x1;m x2;m d(1;m) d(2;m) g(1;m) g(2;m)
−1 1
y1
x2 −α2 α2
0 y2 x1 −α1 α1
1 y1
x1y2+1
x2
α2 −α2
2 1
y2
x1y1y2+y1+x2
x1x2
α1 + α2 −α1
3 1
y1y2
y1+x2
x1
α1 −α1 + α2
4 1
y1
x2 −α2 α2
5 y2 x1 −α1 α1
Table 6. Bipartite dynamics with principal coefficients in type A2
Remark 10.11. Tropical evaluations of the elements yj;m in Proposition 10.7 can be
viewed as Y -system analogues of the denominator vectors of cluster variables. Indeed,
by Theorem 8.5, every element yj;m with ε(j) = (−1)
m−1 is an integer Laurent
polynomial in the initial data y1, . . . , yn. In analogy with (7.2), Proposition 10.7 can
be rephrased as saying that this Laurent polynomial has the form
yj;m =
N(y1 , . . . , yn)
y
d(j;m−1)
0
,
where N is an integer polynomial not divisible by any of its n variables. Thus,
Proposition 10.7 provides a “denominator vector” parameterization of the elements
yj;m in a Y -system by the roots in Φ
re
≥−1 contained in the 〈τ+, τ−〉-orbit of the negative
simple roots. This parameterization is close to but different from that of the elements
in a Y -system (by the same set of roots) used in [13] in the finite type situation.
The relationship between these two parameterizations will be discussed in the next
section.
Proof of Theorem 8.8. First suppose that an indecomposable Cartan matrix A is of
infinite type. Combining (10.7) with Theorem 9.4, we conclude that the vectors
d(i;m) for m ∈ Z and ε(i) = (−1)m are all distinct. Therefore, the cluster variables
xi;m (resp., the Laurent polynomials yi;m+1) are all distinct by Theorem 10.3 (resp.,
by Proposition 10.7), proving Part (2) of Theorem 8.8.
Now suppose A is of finite type. In view of (8.17), to prove Part (1) of Theorem 8.8,
one only needs to show that xi;m = xi;m+2(h+2) for all i and m with ε(i) = (−1)
m.
This follows from Theorem 10.3, the periodicity property (10.6), and the following
result, which is a consequence of [12, Theorem 1.9] (see also Proposition 11.1 below):
in a cluster algebra of finite type, a cluster variable is uniquely determined by its
denominator vector with respect to a bipartite initial cluster x0. 
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Proof of Proposition 4.9. The “only if” part is immediate from the fact (established
in [12] and already mentioned in Section 4) that the property of a seed (x,y, B) to
define a cluster algebra of finite type depends only on the matrix B. To prove the
“if” part, we need to show the following:
(∗) If B gives rise to a cluster algebra of infinite type, then there exists a matrix B˜
with principal part B such that B˜ is of infinite mutation type.
As shown in [12], if B gives rise to a cluster algebra of infinite type, then the same is
true for some principal 2×2 submatrix B′ of a matrix obtained from B by a sequence
of mutations. It is then enough to show that (∗) holds for B′. Since B′ is bipartite,
we can take the corresponding B˜′ as a 4× 2 matrix giving rise to the cluster algebra
with principal coefficients; the fact that B˜′ is of infinite mutation type is immediate
from Proposition 10.7 and Theorem 9.4. 
Our next goal is to compute the g-vectors of the cluster variables xi;m. To state
the result, we denote by E the linear automorphism of the root lattice Q acting on
the basis of simple roots by
(10.12) E(αi) = −ε(i)αi for i ∈ [1, n].
Theorem 10.12. For every i ∈ [1, n] and m ∈ Z with ε(i) = (−1)m, the g-vector
g(i;m) of the cluster variable xi;m with respect to the initial seed is given by
(10.13) g(i;m) = Eτ−(d(i;m))
(see (10.12), (10.1) and Definition 10.2).
Proof. The desired equality (10.13) is easily checked for m ∈ {−1, 0}. Indeed, for
ε(j) = −1, we have
Eτ−(d(j;−1)) = Eτ−(−αj) = Eαj = αj = g(j;−1);
and for ε(i) = +1, we have
Eτ−(d(i; 0)) = Eτ−(−αi) = E(−αi) = αi = g(i; 0).
To prove (10.13) for the rest of the values of m, recall (7.15) and (6.4). The vector
g(i;m) is equal to the degree of xi;m in A•(B). In view of Corollary 10.9, for any
m ∈ Z and ε(j) = (−1)m−1, we have
(10.14) g(j;m− 1) + g(j;m+ 1) = deg(y
[d(j;m−1)]+
0 ) .
Remembering the definition (6.1), we rewrite the right-hand side of (10.14) as follows:
deg(y
[d(j;m−1)]+
0 ) =
∑
k
[d(j;m− 1)k]+ deg(yk)(10.15)
=
∑
k
[d(j;m− 1)k]+
∑
i6=k
ε(i)aikαi ,
where d(j;m− 1)k is the kth component of the vector d(j;m− 1).
To simplify (10.15) further, we follow [13, (1.7)] and extend the permutations τ+
and τ− of Φ
re
≥−1 to piecewise-linear involutions of the root lattice Q by setting
(10.16) τε(c1α1 + · · ·+ cnαn) = c
′
1α1 + · · ·+ c
′
nαn,
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where
(10.17) c′i =

−ci −
∑
j 6=i aij[cj ]+ if ε(i) = ε;
ci otherwise.
As an immediate consequence of (10.16)–(10.17), we have, for any α = c1α1 + · · ·+
cnαn ∈ Q:
(10.18) τ+α + τ−α = −
n∑
i=1
∑
j 6=i
aij [cj ]+ αi .
Using (10.18), we rewrite (10.15) as follows:
deg(y
[d(j;m−1)]+
0 ) = E(τ−d(j;m− 1) + τ+d(j;m− 1)) .
In view of (10.3)–(10.4), we have d(j;m − 1) = τ+τ−d(j;m + 1). Hence (10.14)
becomes
g(j;m− 1) + g(j;m+ 1) = E(τ−d(j;m− 1) + τ−d(j;m+ 1)) .
It follows that each of the equalities g(j;m−1) = Eτ−(d(j;m−1)) and g(j;m+1) =
Eτ−(d(j;m+1)) implies the other. Since we already checked these equalities for two
consecutive values of m, they are true for all m ∈ Z, as desired. 
Example 10.13. In type A2 (with the conventions (8.13)), the maps τ± are given
by
τ+(c1α1 + c2α2) = (−c1 + [c2]+)α1 + c2α2 ,
τ−(c1α1 + c2α2) = c1α1 + (−c2 + [c1]+)α2 ,
in agreement with (10.2). The linear map E acts by
E(α1) = −α1 , E(α2) = α2 .
For the corresponding cluster algebra A•(B), the elements xi;m and yj;m are shown
in Table 6. These entries have been imported from Table 2 (or set u1 = y
−1
1 and
u2 = y2 in Table 5 and calculate in Trop(y1, y2)). The denominators d(i;m) and
degrees g(i;m) are copied from Table 4. (Recall that, by convention, α1 = [ 10 ],
α2 = [ 01 ].)
Remark 10.14. Theorem 10.12 and Corollary 10.5 imply that Conjecture 6.13 holds
in the case when the clusters and cluster variables in question lie on the bipartite
belt.
By Theorems 10.3 and 10.12, the denominator vector d and the g-vector g of any
cluster variable xi;m with respect to the initial seed are related by g = Eτ−(d). We
now show that this relationship can be extended to all cluster monomials on the
bipartite belt.
Corollary 10.15. For every cluster monomial of the form xa11;m · · ·x
an
n;m, its g-vector
g and its denominator vector d with respect to the initial seed are related by
(10.19) g = Eτ−(d) .
(Here τ− is the piecewise linear involution of Q given by (10.16)–(10.17).)
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Proof. In view of (7.4) and (7.14), it is enough to show that
τ−
(∑
i
ai d(i;m)
)
=
∑
i
ai τ−(d(i;m))
for any nonnegative integers a1, . . . , an. This follows from the definition (10.16)–
(10.17), once we remember Corollary 10.5. 
The last result in this section provides supporting evidence for Conjectures 6.10
and 7.12 in a bipartite setting.
Proposition 10.16. Let Σ0 and Σ1 = µε(Σ0) be adjacent seeds on the bipartite belt.
Then the g-vectors
g(ℓ;m) =

g1...
gn

 and g′(ℓ;m) =

g′1...
g′n


of a cluster variable xℓ;m (with ε(ℓ) = (−1)
m) computed with respect to the seeds Σ0
and Σ1, respectively, are related by
(10.20) gi =


−g′i if ε(i) = ε;
g′i +
∑
ε(k)=ε
([−b0ik]+g
′
k − b
0
ik[−g
′
k]+), if ε(i) = −ε.
Here, as before, (b0ij) is the exchange matrix at Σ0 .
Proof. It follows from the definitions combined with Theorem 10.12 that
g(ℓ;m) = Eτ−d(ℓ;m),(10.21)
g′(ℓ;m) = −Eτ+d(ℓ;−m).(10.22)
(If B and B′ are the exchange matrices at Σ0 and Σ1, then B
′ = −B, hence the
corresponding sign function ε′ : [1, n] → {1,−1} is equal to −ε; this is why in
passing from (10.21) to (10.22), τ− gets replaced by τ+, and E gets replaced by −E.)
Definition 10.2 implies that d(ℓ;m) = τ−d(ℓ;−m). Consequently,
g(ℓ;m) = Ed(ℓ;−m) = Eτ+E(−g
′(ℓ;m)).
Using (10.12), (10.17), and (8.1), this can be checked to match (10.20). 
11. Finite type
In this section, we focus on the cluster algebras of finite type. By the classification
result of [12], any cluster algebra of finite type has a bipartite seed, so all the results
in Sections 8–10 apply. In fact, a cluster algebra A = A(x0,y0, B) with a bipartite
initial matrix B is of finite type if and only if the Cartan counterpart A = A(B)
(see (8.2)) is a Cartan matrix of finite type. (The “only if” direction follows from
[12, Propositions 9.3 and 9.7].)
The results in [12, 13] imply that things are particularly nice in finite type:
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Proposition 11.1. In a cluster algebra of finite type,
(1) every cluster variable belongs to a seed lying on the bipartite belt;
(2) the denominator vectors establish a bijection between cluster variables and
“almost positive roots” (the elements of Φ≥−1), and between cluster monomi-
als and the root lattice.
Proof. The first statement is a consequence of Proposition 9.3 and [12, Theorems
1.9 and 1.13]. To obtain the second statement, combine these theorems with [13,
Theorems 1.8 and 1.10]. 
We now establish Conjecture 7.2 for the cluster algebras of finite type.
Theorem 11.2. In a cluster algebra A of finite type, the cluster monomials are
linearly independent over the ground ring ZP.
Proof. By Corollary 10.6, each cluster monomial has a unique “leading” term of
smallest total degree with respect to the cluster variables from the initial cluster.
Then Proposition 11.1 implies that different cluster monomials have different leading
terms, hence are linearly independent. 
In [14, Conjecture 4.28], we conjectured that Theorem 11.2 can be strengthened
as follows: in a cluster algebra of finite type, the cluster monomials form an additive
basis. For cluster algebras of infinite type, we expect this property to fail.
We next verify several conjectures from the previous sections in the special case
where A is a cluster algebra of finite type and the initial seed Σ0 = Σt0 is bipartite.
Conjecture 7.4 (hence Conjecture 7.5, already established in more general setting—
see Corollary 10.5) is immediate from [12, Theorems 1.9 and 1.13].
As an application of Proposition 11.1, we extend Corollary 10.15 to all cluster
monomials (not necessarily associated with clusters lying on the bipartite belt).
Proposition 11.3. In a cluster algebra of finite type, the g-vector g and the denom-
inator vector d of any cluster monomial with respect to a bipartite initial seed are
related by (10.19), where the piecewise linear involution τ− and the linear transfor-
mation E are given by (10.16)–(10.17)) and (10.12), respectively.
Proof. In view of Proposition 11.1 and Theorem 10.12, the equality (10.19) holds for
any cluster variable. It then extends to all cluster monomials by the same reasoning
as in Corollary 10.15, using Corollary 10.5. 
We now turn to Conjectures 7.6 and 7.10. In finite type, they can be strengthened
as follows.
Corollary 11.4. For a bipartite seed Σt0 in a cluster algebra of finite type, each of
the maps xa;t 7→ d
B;t0
a;t and xa;t 7→ g
B;t0
a;t is a bijection between the set of all cluster
monomials and Zn.
Proof. The statement about denominator vectors follows from [12, Theorems 1.9
and 1.13] and [13, Theorems 1.8 and 1.10]. It implies the statement about the g-
vectors in view of Proposition 11.3. 
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We next turn our attention to the polynomials FB;t0ℓ;t , under the assumption that
B is of finite type, and both seeds t0 and t lie on the bipartite belt. We will use the
shorthand
Fℓ;m = F
B;t0
ℓ;tm
,
where tm (m ∈ Z) is a vertex on the bipartite belt with an attached seed Σm = Σtm
(see (8.4)–(8.5)).
We establish a link between the polynomials Fℓ;m and the “Fibonacci polynomials”
introduced and studied in [13].
Definition 11.5 (Fibonacci polynomials). For ε ∈ {+,−}, let Eε denote the auto-
morphism of the field Q(y1, . . . , yn) defined by
(11.1) Eε(yi) =
{
y−1i if ε(i) = ε;
yi otherwise.
For ℓ ∈ [1, n] and m ∈ Z, with ε(ℓ) = (−1)m, let
(11.2) fℓ;m
def
= E+(Fℓ;m(y1, . . . , yn))
∏
ε(j)=1
y
[d(ℓ;m)j ]+
j ,
where d(ℓ;m)j stands for the jth component of the denominator vector d(ℓ;m).
By Corollary 10.10, fℓ;m is a polynomial in y1, . . . , yn , which we call a Fibonacci
polynomial.
In plain terms, fℓ;m is obtained from the polynomial Fℓ;m(y1, . . . , yn) by replacing
each variable yj with ε(j) = 1 by its inverse and clearing denominators. It is then
clear that, conversely,
(11.3) Fℓ;m
def
= E+(fℓ;m(y1, . . . , yn))
∏
ε(j)=1
y
[d(ℓ;m)j ]+
j .
For the special case of type A2, the polynomials Fℓ;m and fℓ;m are shown in Table 7.
m F1;m F2;m d(1;m) d(2;m) f1;m f2;m
0 1 −α1 1
1 y2 + 1 α2 y2 + 1
2 y1y2 + y1 + 1 α1 + α2 y1 + y2 + 1
3 y1 + 1 α1 y1 + 1
4 1 −α2 1
5 1 −α1 1
Table 7. Fibonacci polynomials in type A2
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In [13, Theorem 1.6], we introduced a family of polynomials
F [α] ∈ Z[y1, . . . , yn]
labeled by the roots α ∈ Φ≥−1 . Combining [13, Theorem 1.5, Theorem 1.7, and
Remark 2.8] and remembering Remark 8.4 and Definition 10.2 of the current paper,
we see that the polynomials F [α] can be defined as the unique family of polynomials
with the following properties. First, these polynomials satisfy the initial conditions
F [−αi] = 1 (for all i). Second, for any α=d(j;−m−1) ∈ Φ≥−1 with ε(j)=(−1)
m−1,
they satisfy the recurrence relation
(11.4) F [τ+α]F [τ−α] = y
[−α]+
0
∏
i6=j
F [d(i;m)]−aij + y
[α]+
0 .
(We note that τ+α = d(j;m− 1) and τ−α = d(j;m+ 1).)
Theorem 11.6. In a cluster algebra of finite type, fℓ;m = F [α], where α = d(ℓ;m).
Thus, the terminology of Definition 11.5 is consistent with that of [13]: the Fi-
bonacci polynomials fℓ;m and F [α] are indeed the same.
Proof. We need to verify that the polynomials fℓ;m satisfy the recurrence (11.4) (the
initial conditions are immediate). As before, we use the notation y0 = (y1, . . . , yn).
Assuming that ε(j)=(−1)m−1, we denote
d(j;m− 1) = (d1, . . . , dn),
d(j;m+ 1) = (d˜1, . . . , d˜n).
It then follows from (10.16)–(10.17) that
d(j;−m− 1)ℓ =
{
d˜ℓ if ε(ℓ) = 1;
dℓ if ε(ℓ) = −1.
Thus, we need to show that
(11.5) fj;m−1 fj;m+1 =
∏
ε(ℓ)=1
y
[−d˜ℓ]+
ℓ
∏
ε(k)=−1
y
[−dk]+
k
∏
i6=j
f
−aij
i;m +
∏
ε(ℓ)=1
y
[d˜ℓ]+
ℓ
∏
ε(k)=−1
y
[dk]+
k .
This can be deduced from Corollary 10.9 as follows. Combining the latter with (3.3),
we get
Fj;m−1 Fj;m+1 =
∏
ℓ
y
[−dℓ]+
ℓ
∏
ε(i)=−ε(j)
F
−aij
i;m +
∏
ℓ
y
[dℓ]+
ℓ .
Applying E+ and using (11.2), we obtain, after straightforward simplifications:
fj;m−1 fj;m+1 =
∏
ε(ℓ)=1
y
dℓ+[d˜ℓ]+
ℓ
∏
ε(k)=−1
y
[−dk]+
k
∏
i6=j
(
f
−aij
i;m
∏
ε(ℓ)=1
y
aij [d(i;m)ℓ]+
ℓ
)
(11.6)
+
∏
ε(ℓ)=1
y
[d˜ℓ]+
ℓ
∏
ε(k)=−1
y
[dk]+
k .
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We next use (10.8), which in view of Corollary 10.5 can be rewritten as
(11.7) dℓ + d˜ℓ = −
∑
i6=j
aij[d(i;m)ℓ]+ .
Putting (11.6) and (11.7) together yields (11.5). 
Corollary 11.7. Each polynomial Fℓ;m(y1, . . . , yn) has positive coefficients.
Proof. By [13, Theorem 1.6], each polynomial F [α] has positive coefficients. The
claim follows by Theorem 11.6 and (11.3). 
In [13, Section 2.4], we gave explicit formulas for the Fibonacci polynomials F [α]
associated with the root systems of classical types ABCD. The Fibonacci poly-
nomials of exceptional types can be calculated on a computer using the defining
recurrence (11.2). Combining these results with (11.3), one can compute all poly-
nomials Fℓ;m . Corollary 6.3 then yields explicit formulas expressing an arbitrary
cluster variable in an arbitrary cluster algebra of finite type in terms of the bipartite
initial seed. These formulas are too bulky to be included in this paper: as mentioned
in [13, p. 999], the monomial expansion of a Fibonacci polynomial of type E8 can
have up to 26908 terms.
12. Universal coefficients
In this section, we show that among all cluster algebras of a given finite (Cartan-
Killing) type, there is one with the “universal” system of coefficients: any other such
algebra is obtained from this one by a coefficient specialization. To make this precise,
we will need the following definition.
Definition 12.1. Let A and A be cluster algebras of the same rank n over the
coefficient semifields P and P, respectively, with the respective families of cluster
variables (xi;t)i∈[1,n],t∈Tn and (xi;t)i∈[1,n],t∈Tn. We say that A is obtained from A by a
coefficient specialization if:
(1) A and A have the same exchange matrices Bt = Bt at each vertex t ∈ Tn;
(2) there is a homomorphism of multiplicative groups ϕ : P → P that extends to
a (unique) ring homomorphism ϕ : A → A such that ϕ(xi;t) = xi;t for all i
and t.
With some abuse of notation, we denote both maps ϕ : P → P and ϕ : A → A by
the same symbol, and refer to each of them as a coefficient specialization.
Recall from Section 2 that the cluster algebra structure is completely determined
by the underlying Y -pattern t 7→ (yt, Bt), which is in turn completely determined by
a Y -seed (yt0 , Bt0) attached to an arbitrary “initial” vertex t0 ∈ Tn. In the language
of Y -patterns, Definition 12.1 can be rephrased as follows.
Proposition 12.2. Let A and A be cluster algebras over the coefficient semifields
P and P, respectively, sharing the same exchange matrices Bt . Let the underlying
Y -patterns for A and A be t 7→ (yt, Bt) and t 7→ (yt, Bt), respectively. A homo-
morphism of multiplicative groups ϕ : P → P is a coefficient specialization (that is,
satisfies condition (2) in Definition 12.1) if and only if
(12.1) ϕ(yj;t) = yj;t, ϕ(yj;t ⊕ 1) = yj;t ⊕ 1
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for all j ∈ [1, n] and t ∈ Tn.
Proof. We start by restating the condition (12.1) in terms of the coefficients appear-
ing in the exchange relations. Following (2.7), we denote by
(12.2) p+j;t =
yj;t
yj;t ⊕ 1
, p−j;t =
1
yj;t ⊕ 1
the two coefficients in the exchange relation for a cluster variable xj;t at a vertex t
(cf. (2.8)); also let p±j;t denote the counterparts of the coefficients p
±
j;t in the cluster
algebra A. In view of (12.2), for a homomorphism of multiplicative groups ϕ : P → P,
condition (12.1) is equivalent to requiring
(12.3) ϕ(p±j;t) = p
±
j;t
for all j ∈ [1, n] and t ∈ Tn.
Let x0 and x0 be the clusters of A and A at some initial vertex t0. Since the
elements of x0 are algebraically independent over the ground ring ZP, any homo-
morphism of multiplicative groups ϕ : P → P extends to a (unique) ring homomor-
phism ϕ : ZP[x±10 ] → ZP[x
±1
0 ] by setting ϕ(xi;t0) = xi;t0 for all i. Recall that by
Theorem 3.5, A ⊂ ZP[x±10 ] and A ⊂ ZP[x
±1
0 ]. In order to express a cluster variable
at any vertex t1 as a Laurent polynomial in the elements of the initial cluster at t0,
one only needs to iterate the exchange relations of the form (2.4) along the path con-
necting t0 and t1. Since the elements of every cluster are algebraically independent,
the condition that ϕ(xi;t) = xi;t for all i and t is equivalent to the property that ϕ
sends every relation (2.4) in A to the corresponding relation in A, that is, satisfies
the equivalent conditions (12.1) and (12.3). 
One way to get a coefficient specialization is to take any semifield homomorphism
ϕ : P → P. For example, if A is a cluster algebra of geometric type over a semifield
Trop(uj : j ∈ J), then for any subset I ⊂ J , there is a semifield homomorphism
ϕ : Trop(uj : j ∈ J) → Trop(uj : j ∈ I) defined by setting ϕ(uj) = uj for j ∈ I and
ϕ(uj) = 1 for j /∈ I.
Definition 12.3. We say that a cluster algebra A (and the corresponding Y -pattern
t 7→ (yt, Bt)) has universal coefficients if every cluster algebra with the same family
of exchange matrices (Bt) is obtained from A by a unique coefficient specialization.
By the standard universality argument, for a given family of exchange matri-
ces (Bt), a cluster algebra with universal coefficients is unique in the following sense:
for any two such algebrasA and A, there is a canonical isomorphism of multiplicative
groups of their coefficient semifields that extends to a canonical ring isomorphism
A → A sending all cluster variables and all coefficients in the exchange relations forA
to their respective counterparts for A. (A subtle point: the definition of universal
coefficients does not imply the uniqueness of auxiliary addition in the coefficient
semifield.)
Note that the existence of a cluster algebra with universal coefficients is by no
means clear. Below we prove it for the finite type case. To state the result, let us
again recall the main theorem of [12]: any cluster algebra A of finite type has an
initial seed with a bipartite exchange matrix B such that the Cartan counterpart
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A = A(B) is a Cartan matrix of finite type. That is, A is associated with a finite
root system Φ, uniquely defined by A (up to isomorphism).
Theorem 12.4. For any bipartite matrix B such that A = A(B) is a Cartan matrix
of finite type, there exists a universal cluster algebra Auniv(B) = Auniv(Φ) having B
as the initial exchange matrix. Specifically, Auniv(B) can be realized as follows:
• As a coefficient semifield for Auniv(B), take
(12.4) Puniv = Trop(p[α∨] : α∨ ∈ Φ∨≥−1),
the tropical semifield whose generators p[α∨] are labeled by the set Φ∨≥−1 of
“almost positive coroots” (i.e., positive roots and negative simple roots in the
root system dual to Φ).
• Define the initial Y -seed (yuniv0 , B), with y
univ
0 = (y1;0, . . . , yn;0), by
(12.5) yj;0 =
∏
α∨∈Φ∨
≥−1
p[α∨]ε(j)[α
∨:α∨j ],
where ε is the sign function from (8.1), and [α∨ : α∨j ] stands for the coefficient
of α∨j in the expansion of the coroot α
∨ in the basis of simple coroots.
The rank 2 special case of Theorem 12.4 is implicitly contained in [11, Proposi-
tion 6.4 and Remark 6.5].
Before providing a proof of the theorem, we illustrate it by an example.
Example 12.5 (Universal cluster algebra of type A2). Let B = [
0 1
−1 0 ] as in Exam-
ple 8.3. Thus, ε(1) = 1 and ε(2) = −1. Since the root system Φ of type A2 is
simply-laced, we can identify the coroots with the roots. By (12.4), the universal
coefficient semifield Puniv is the tropical semifield with 5 generators:
(12.6) P = Trop(p[−α1], p[−α2], p[α1], p[α1 + α2], p[α2]).
Formula (12.5) gives
(12.7) y1;0 =
p[α1] p[α1 + α2]
p[−α1]
, y2;0 =
p[−α2]
p[α2] p[α1 + α2]
.
Thus, Auniv(B) is the cluster algebra of geometric type defined by the extended
exchange matrix (see (2.14))
B˜ =


0 1
−1 0
−1 0
0 1
1 0
1 −1
0 −1


.
(The rows 3–7 of the matrix B˜ correspond to the variables p[α] (α ∈ Φ≥−1) in
the order listed in (12.6).) We then calculate the rest of the coefficients yj;t by
substituting the above expressions for y1 and y2 into the third column of Table 1,
and computing the resulting expressions in Puniv. (It is useful to note the following:
if Y and Y ′ are two disjoint monomials in the generators of Puniv, then Y
Y ′
⊕ 1 = 1
Y ′
.)
The results are shown in the third column of Table 8.
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t Bt y1;t y2;t x1;t x2;t
0
[
0 1
−1 0
]
p[α1] p[α1 + α2]
p[−α1]
p[−α2]
p[α2] p[α1 + α2]
x[−α1] x[−α2]
1
[
0 −1
1 0
]
p[α1]
p[−α1] p[α2]
p[α2] p[α1 + α2]
p[−α2]
x[−α1] x[α2]
2
[
0 1
−1 0
]
p[−α1] p[α2]
p[α1]
p[α1 + α2]
p[−α1] p[−α2]
x[α1 + α2] x[α2]
3
[
0 −1
1 0
]
p[α2]
p[−α2] p[α1]
p[−α1] p[−α2]
p[α1 + α2]
x[α1 + α2] x[α1]
4
[
0 1
−1 0
]
p[−α2] p[α1]
p[α2]
p[−α1]
p[α1] p[α1 + α2]
x[−α2] x[α1]
5
[
0 −1
1 0
]
p[−α2]
p[α2] p[α1 + α2]
p[α1] p[α1 + α2]
p[−α1]
x[−α2] x[−α1]
Table 8. Universal coefficients in type A2
We conclude this example by writing down the exchange relations in the universal
cluster algebra of type A2 . The coefficients in each of these relations are obtained
by splitting the appropriate Laurent monomial in the third column of Table 8 into
its numerator and its denominator. To have a consistent notation for the 5 cluster
variables in Auniv(B), we use the denominator parametrization: let x[α] denote the
cluster variable whose denominator vector is α. See the fourth column of Table 8.
With the notation agreed upon above, the exchange relations in Auniv(B) are:
x[−α2] x[α2] = p[−α2] x[−α1] + p[α2] p[α1 + α2] ,(12.8)
x[−α1] x[α1 + α2] = p[α1] x[α2] + p[−α1] p[α2] ,(12.9)
x[α2] x[α1] = p[α1 + α2] x[α1 + α2] + p[−α1] p[−α2] ,(12.10)
x[α1 + α2] x[−α2] = p[α2] x[α1] + p[−α2] p[α1] ,(12.11)
x[α1] x[−α1] = p[−α1] x[−α2] + p[α1] p[α1 + α2] .(12.12)
These exchange relations (thus, implicitly, the algebra Auniv(B)) have already
appeared in [11, Example 7.6]1.
Proof of Theorem 12.4. In the following argument, we fix the bipartite exchange
matrix B of finite type associated with a root system Φ, and work with the class
of cluster algebras A having B attached to an initial seed. We start by taking an
inventory of the exchange relations in A. By Proposition 11.1, the denominator
1Correction: in [11, Figure 3], the exchange relation between y2 and y5 contained a typo.
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vectors with respect to the initial cluster provide a bijection α 7→ x[α] between
the set Φ≥−1 of “almost positive” roots and the set of all cluster variables in A;
furthermore, this bijection extends to a bijection γ 7→ x[γ] between the root lattice
Q and the set of all cluster monomials in A. Using these bijective parameterizations,
we can write every exchange relation in A in the form
(12.13) x[β] x[β ′] = p1x[γ1] + p2x[γ2],
where β, β ′ ∈ Φ≥−1, γ1, γ2 ∈ Q, and p1 and p2 belong to the coefficient semifield P.
These exchange relations have the following properties:
• The pairs {β, β ′} appearing in the left-hand sides depend only on the root
system Φ, that is, are the same for all choices of coefficients; see [12, Propo-
sition 3.5 and Corollary 4.4], where such pairs are called exchangeable.
• The pair {γ1, γ2} on the right is uniquely determined by {β, β
′}; so it also
does not depend on the choice of the coefficient system in A. (See [12, (5.1)],
where γ1 and γ2 are explicitly expressed in terms of β and β
′.)
In view of these properties, we will denote the coefficients in (12.13) as follows:
(12.14) pi = p({β, β
′}; γi) (i = 1, 2).
This notation becomes slightly ambiguous if γ1 = γ2. But this can only happen if
β = αi and β
′ = −αi are the two roots of an irreducible component of type A1 in Φ,
in which case γ1 = γ2 = 0; all the arguments below will be valid in this case as well,
even if both coefficients will carry the same notation.
Among the coefficients p({β, β ′}; γ), the following ones will be of special impor-
tance.
Definition 12.6. A coefficient p({β, β ′}; γ1) in (12.13)–(12.14) is called primitive if
γ2 = 0, i.e., the “opposite” monomial x[γ2] is equal to 1.
The following lemma provides several equivalent descriptions of exchange relations
with primitive coefficients.
Lemma 12.7. For an exchange relation (12.13) the following conditions are equiv-
alent:
(1) One of the coefficients p({β, β ′}; γ1) and p({β, β
′}; γ2) is primitive.
(2) The relation in question appears on the bipartite belt, that is, {β, β ′} =
{d(j;m−1),d(j;m+1)} for some j ∈ [1, n] and m ∈ Z (see Theorem 10.3).
(3) {β, β ′} = {τ+α, τ−α} for some α ∈ Φ≥−1.
Recall that τ+ and τ− appearing in condition (3) are the involutive permutations of
Φ≥−1 given by (10.1); they extend to piecewise-linear involutions of the root lattice Q
via (10.16)–(10.17).
Proof. The equivalence of (2) and (3) is clear from the formulas (10.3)–(10.4). The
implication (2)⇒(1) follows from the definition of the bipartite belt. To prove
(1)⇒(2), we use the formula given in [12, (5.1)], which gives explicit expressions
for γ1 and γ2 in terms of {β, β
′}. As a special case of loc. cit., condition (1) is
equivalent to the following: σ(β) + σ(β ′) = 0 for some transformation σ belong-
ing to the group generated by τ+ and τ−. Since both σ(β) and σ(β
′) belong to
Φ≥−1, the only way they can add up to 0 is if say σ(β) = −αj and σ(β
′) = αj
CLUSTER ALGEBRAS IV 55
for some j. Again remembering (10.3)–(10.4), it is easy to see that in that case,
{β, β ′} = {d(j;m− 1),d(j;m+ 1)} for some m ∈ Z, and we are done. 
Lemma 12.8. In the algebra Auniv(B) given by (12.4) and (12.5), the primitive
coefficients are precisely the generators p[α∨] of Puniv. More specifically, if {β, β ′} =
{τ+(α), τ−(α)} for some α ∈ Φ≥−1 (see Lemma 12.7(3)), then the corresponding
primitive coefficient in (12.13) is equal to p[α∨], where α∨ is the coroot associated
with a root α.
Proof. Let us explicitly solve the Y -system (8.11) in the semifield Puniv defined
by (12.4) with the initial conditions
(12.15)
yi;−1 =
∏
α∨∈Φ∨
≥−1
p[α∨]−[α
∨:α∨i ] (ε(i) = +1),
yj;0 =
∏
α∨∈Φ∨
≥−1
p[α∨]−[α
∨:α∨j ] (ε(j) = −1);
by (8.8), these conditions are equivalent to (12.5). We will need the analogue of
(10.16)–(10.17) for the dual root system, which can be written as
(12.16) [τεα
∨ : α∨j ] =

−[α
∨ : α∨j ]−
∑
i6=j aij [[α
∨ : α∨i ]]+ if ε(j) = ε;
[α∨ : α∨j ] otherwise.
Using (12.16) and proceeding by induction, it is straightforward to verify that the
solution of (8.11) in Puniv with the initial conditions (12.15) is given by
(12.17)
yi;−r−1 =
∏
α∨∈Φ∨
≥−1
p[α∨]
−[τ
(r)
ε(i)
α∨:α∨i ] (ε(i) = (−1)r),
yj;r =
∏
α∨∈Φ∨
≥−1
p[α∨]−[τ
(r)
ε(j)
α∨:α∨j ] (ε(j) = (−1)r−1)
for all r ≥ 0, where we abbreviate τ
(r)
ε = τετ−ετε · · ·︸ ︷︷ ︸
r factors
.
Substituting the expressions given by (12.17) into (8.12), we obtain explicit formu-
las for exchange relations in Auniv that belong to the bipartite belt. By comparing
(12.17) with the expressions (10.3) and (10.4) for the denominator vectors, it is easy
to see that if the exchange relation in question has {β, β ′} = {τ+(α), τ−(α)} then
the corresponding primitive coefficient p({β, β ′}; γ1) is equal to p[α
∨], completing the
proof. (There is also a nice formula for the other coefficient in the same relation:
(12.18) p({β, β ′}; γ2) =
∏
β∨
p[β∨](β
∨‖α∨),
where β∨ runs over Φ∨≥−1, and (β
∨‖α∨) is the compatibility degree introduced in [13,
Section 3.1]. We do not need this formula for the proof.) 
We continue the proof of Theorem 12.4. By Lemma 12.8, every generator p[α∨] of
Puniv appears as a coefficient in an exchange relation on the bipartite belt. It follows
56 SERGEY FOMIN AND ANDREI ZELEVINSKY
that the coefficients in the exchange relations generate Puniv as a multiplicative group.
In view of (12.3), we arrive at the following conclusion:
• If a cluster algebra A is obtained from Auniv by a coefficient specialization ϕ,
then ϕ is unique.
It remains to prove the existence of a coefficient specialization ϕ : Auniv → A.
To do this, we introduce the following terminology.
Definition 12.9. Amultiplicative coefficient identity (MCI for short) is a multiplica-
tive relation among the coefficients p({β, β ′}; γ) that holds in all cluster algebras of
a given type, independently of the choice of coefficients.
The remaining (existence) part of Theorem 12.4 is an immediate consequence of
Lemma 12.8 in conjunction with the following lemma.
Lemma 12.10. For every non-primitive coefficient p({β, β ′}; γ), there is an MCI
expressing it as a product of primitive ones (not necessarily distinct).
Proof. We start by deducing the desired statement from the following formally weaker
assertion:
For every non-primitive coefficient p({β, β ′}; γ), there is an MCI that(12.19)
expresses it as a product of two or more other coefficients.
Indeed, let us assume that (12.19) holds, and fix an MCI as in (12.19) for each non-
primitive coefficient p({β, β ′}; γ). To prove that every non-primitive coefficient p
factors into a product of primitive ones, we write a chosen MCI for p as p = p1 · · · ps,
then substitute for each pi the product given by the corresponding MCI, and continue
in the same way. To show that this process terminates, consider the following directed
graph Γ: the vertices of Γ correspond to all the coefficients p({β, β ′}; γ) in the
exchange relations, and the edges are of the form p → p′ whenever p′ is one of
the factors in the chosen MCI for p. Since the sinks of Γ are precisely the primitive
coefficients, it suffices to show that Γ has no oriented cycles. Suppose on the contrary
that p1 → p2 → · · · → ps → p1 is an oriented cycle in Γ. Multiplying the chosen
MCIs along this cycle and canceling p1 · · ·ps, we obtain an MCI that expresses 1
as a product of several coefficients: 1 = q1 · · · qr. Being an MCI, this identity must
be satisfied in any cluster algebra of the given type. Returning for a moment to
the nomenclature of coefficients used in the preceding sections, we can write q1 in
the form q1 = p
+
j;t for some j ∈ [1, n] and t ∈ Tn. Now let A• be the algebra
(of the same finite type) with principal coefficients at t. Its coefficient semifield is
Trop(y1, . . . , yn), with q1 = yj , while the rest of the factors q2, . . . , qr are monomials
in y1, . . . , yn (with nonnegative exponents). Hence the equality 1 = q1 · · · qr does not
hold in A• and so cannot be an MCI. This contradiction proves that Lemma 12.10
is indeed a consequence of (12.19).
The proof of (12.19) follows from the results in [11]: applying the reduction pro-
cedure in [11, Section 2], we reduce the statement to the rank 2 case, and then the
desired MCI can be obtained as one of the identities [11, (6.11)–(6.13)]. For the
convenience of the reader, we provide a little more details here. Let us start with a
relation of the form (12.13) with the coefficient p1 non-primitive. This means that
the cluster monomial x[γ2] is non-trivial, hence contains some cluster variable x[β
′′].
CLUSTER ALGEBRAS IV 57
Let x be a cluster containing x[β] and such that x−{x[β]}∪{x[β ′]} is another cluster.
Let z ⊂ x be the (n− 2)-element subset x− {x[β], x[β ′′]}. Following [11, Section 2],
we can consider the rank 2 cluster algebra setup with the initial cluster {x[β], x[β ′′]}
obtained by “freezing” the cluster variables from z, i.e., viewing them as “constants”
or “new coefficients.” This algebra is of one of the finite types A2, B2 or G2; the type
A1×A1 cannot occur because then all the cluster variables occurring in x[γ1] or x[γ2]
would belong to z. Its exchange graph is an (h+ 2)-cycle (cf. Theorem 8.8), that is,
a 5-cycle (resp., 6-cycle, 8-cycle) for the type A2 (resp., B2, G2). In determining the
MCIs along this cycle, we can ignore the terms from z, which reduces the proof of
(12.19) to the rank 2 case, and brings us into the setup studied in [11, Section 6].
Let us rewrite the results in loc. cit. in our current notation. Assume that Φ
is of one of the types A2, B2 or G2. Let Φ≥−1 = {β1, . . . , βh+2}, where the roots
are ordered cyclically around the origin; for instance, in type A2 we use the same
ordering as in (12.6). We use the convention that the subscripts are considered
modulo (h + 2). Then the exchange relations and the corresponding MCIs can be
described as follows.
Type A2. The exchange relations have the form
x[βm−1] x[βm+1] = qm x[βm] + rm .
For every m, there is an MCI expressing the non-primitive coefficient rm as a product
rm = qm+2qm+3 .
Type B2. In this case, in the sequence β1, β2, . . . , the long and short roots alternate.
The exchange relations have the form
x[βm−1] x[βm+1] = qm x[βm]
bm + rm,
where bm = 1 (resp., 2) if βm−1 and βm+1 are short (resp., long). The corresponding
MCIs look as follows: rm = qm+2 q
bm
m+3 qm+4.
Type G2. Again, in the sequence β1, β2, . . . , the long and short roots alternate. The
exchange relations have the form
x[βm−1] x[βm+1] = qm x[βm]
bm + rm,
where bm = 1 (resp., 3) if βm−1 and βm+1 are short (resp., long). The corresponding
MCIs look as follows:
rm =
{
qm+2 qm+3 q
2
m+4 qm+5 qm+6 if βm−1 and βm+1 are short;
qm+2 q
3
m+3 q
2
m+4 q
3
m+5 qm+6 if βm−1 and βm+1 are long.
This completes the proof of Lemma 12.10. 
Theorem 12.4 is proved. 
Remark 12.11. Once it is proved that the cluster monomials form a ZP-basis in any
cluster algebra A of finite type (see [14, Conjecture 4.28]), Theorem 12.4 will imply
that any suchA can be obtained by a “base change” from the universal cluster algebra
Auniv of the same type: that is, A is canonically isomorphic to Auniv ⊗ZPuniv ZP.
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13. Index of conjectures
Table 9 gives pointers to partial results which provide supporting evidence towards
conjectures proposed in this paper: either for bipartite initial seeds, or under the
additional assumption of finite type.
bipartite case; finite type;
conjecture seeds/variables on bipartite
the bipartite belt initial seed
Conjecture 4.3 [12, Theorem 1.13]
[14, Conjecture 4.14(1)]
Conjectures 5.4–5.5 Corollary 10.10
Conjecture 6.10 Proposition 10.16
Conjecture 6.11 Corollary 10.10
Conjecture 6.13 Remark 10.14
Conjecture 7.2 Theorem 11.2
[14, Conjecture 4.16]
Conjecture 7.4 [12, Theorems 1.9, 1.13]
Conjecture 7.5 Corollary 10.5
Conjecture 7.6 Proposition 11.1
[14, Conjecture 4.17]
Conjecture 7.10 Corollary 11.4
Conjecture 7.12 Proposition 10.16
Conjecture 7.17 Corollary 10.10
Table 9. Index of conjectures
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