Intermittent availability of grid resources results in delays or failures of application execution. Hence, the reliability of application execution declines. In order to achieve a reliable application execution, a consistent availability of computing service is required. This paper proposes a grid computing system that achieves a consistent availability in order to achieve a reliable application execution. In the proposed system, steady state availability is achieved for longer durations. Therefore, the system may be deployed to execute longduration applications. The availability and reliability of the proposed computing service is analyzed using a Markov model. Simulation results prove that the proposed system achieves better reliability and availability compared to the existing replicated application execution system proposed in grid environment.
Introduction
Grid Computing involves the coordinated sharing of heterogeneous and dynamic resources scattered across large scale geographical areas (Foster and Kesselman, 2003) . Its objective is to create high performance computing infrastructure without owning and installing the underlying resources at one place. Hence, grid computing is considered as a low cost solution for complex applications which need enormous resources of large capacities. Despite providing accessibility to the vast number of resources, grid computing has not emerged as an obvious choice of computing. One of the reasons is its tendency to failure during delivery of computing service. Resources in grid environment possess full autonomy and have the freedom to decide and vary their service schedules. They can leave or join the grid instantly on the behest of their owners. Besides this, heterogeneity, resource failures and network anomalies also complicate the service inception, and delivery in grid degrades the service reliability.
Reliability has been the primary area of research in grid environment since its inception. Although many proposals have been made in the literature for achieving a reliable application execution, a standard general reliability solution has still not been reached. The behavior of individual resources cannot be controlled or interfered within the autonomous grid. Grid resources largely operate under the control of their owners. Resources are made available for external use as per the policies and priorities of their owners. Therefore, for reliability, the solution scope is to take into account the dynamic resource behavior while finalizing the schedule of application execution. One of the commonly proposed solutions in literature is to replicate the application execution on more than one resource.
In replicated application execution, resources may be organized as primary-backup to complete the application execution. In primary-backup resource organization, a backup version (on the backup resource) of the application is executed alongside the primary version (on the primary resource). The backup version is used if the primary version fails. Zheng et al. (2009) proposed application execution through primary-backup resource organization. In grid environment, both the primary and the backup resource are exposed to failure. Therefore, the application fails if both the primary and backup resources fail. Other option is to execute the application on multiple grid resources where all the resources acts as primary. The application is completed when one of the resources completes the execution. Dai et al. (2007) , Levitin et al. (2006) , Levitin et al. (2007) , Leu et al. (2010) , and Rood and Lewis (2000) proposed application execution on multiple grid resources. This technique results in low resource utilization as multiple resources are reserved to execute same application.
The replicated application execution is considered as a computing system consisting of multiple grid resources organized in parallel. All the resources execute an independent version of the same application. Application execution is continued as long as at least one resource is available in the computing system. In the replicated application execution, resource repairing is not provided. Therefore, all the resources become unavailable as time progresses, and the system becomes unavailable to execute the application. For reliable service, the application must be completed before the computing system becomes unavailable. Therefore, while executing an application, the number of replicas is carefully selected, taking into account the failure rate of resources as well as the duration of the application.
In the present paper, we propose a computing system with resource grouping to achieve service reliability and availability. The proposed computing system consists of repairable resources. Resource usage is optimized in the proposed system by organizing the resources as primary and standby. The availability of the proposed and replicated computing system is modeled using Markov modeling, and a comparison is drawn.
The rest of the paper is organized as follows: the next section presents the proposed computing system; Section 3 presents the modeling of the reliability and availability of the proposed and replicated computing systems; system reliability and availability is evaluated through simulation in Section 4; Section 5 concludes the paper.
Proposed Computing System
In this paper, a star topology grid system (Levitin et al., 2006; Levitin and Dai, 2007) is considered with the assumption that enough resources with similar statistical characteristics (Padmanabhan et al., 2010) are available in the grid. Resources are connected to a resource manager in the grid. The resource manager receives requests for application execution and performs resource matching. Resources in the proposed computing system are organized as primary-backup to execute the application. At any time, one of the resources in the system acts as the primary resource and executes the application. The rest of the resources act as backup resources. The backup resources provide backup service in cold standby mode (Zheng et al.; in the computing system. Resources in the computing system are assumed to be repairable. For the application, resources are considered to have binary states as available and unavailable. In the available state, a resource is ready to execute the application, whereas in the unavailable state, a resource cannot execute the application. Resource states may have mutual transitions during application execution. If the state of the primary resource changes from available to unavailable, the application is migrated to one of the backup resources, which then becomes the primary resource. State transition of a backup resource from available to unavailable does not affect application execution. The proposed computing system is maintained dynamically by providing resource repairing in the system. For repairing resources, unavailable (failed) resources are replaced with matching available resources from the grid system. Resource state transition (available-unavailable and unavailable-available) is generated stochastically through an exponential distribution function taking the mean rate of resource failure and repair. Through incremental checkpointing (Agarwal et al., 2004; MehnertSpahn et al., 2009) , the application state of the primary resource is shared with the backup resources at regular intervals. During application migration, the application is restarted from the last saved state.
The number of resources, n, to be included in the computing system is decided so as to achieve a required reliability level. The decision of the number of resources in the computing system is defined as a reliability optimization problem (Mustafi, 1995) . Each resource included in the proposed computing system involves the overhead of communication for application state sharing. The overhead of communication is taken in terms of network usage charges. Therefore, the number of resources are decided so as to achieve a required reliability level at a minimum overhead of communication.
An Analysis of Reliability and Availability
The availability and reliability of the proposed and replicated computing systems are modeled using repairable and non-repairable Markov models (Dhillon, 2006) respectively. A failed (unavailable) resource in the parallel computing system is repaired by replacing it with an available matching resource from the grid. Let λ be the mean rate of resource failure and µ be the mean rate of resource repair. The mean rate of resource failure is considered to be constant and similar for all resources in the system. The mean rate of resource repair is also considered to be constant and similar for all resources in the system.
Reliability and Availability for the Proposed Computing System
In the proposed computing system, the reliability of the repairable resource is equivalent to the instant availability of the resource. The instant availability of the repairable resource is derived from the instant availability model for a single-component repairable Markov system (Dhillon, 2006) (2) In grid environment, the application may range from small commercial services of very small duration to complex scientific evaluations of long durations. Therefore, it is interesting to analyze the availability of the computing system over longer durations. For longer durations, the system availability is analyzed by taking time limit to infinity in equation (2) Equation (3) results in steady state availability for longer durations. The availability of the proposed system is shown in Fig. 1 . At longer durations, the system availability reaches a steady state. 
Replicated Computing System
In the replicated computing system, there is no provision of resource repairing. Therefore, the instant availability and reliability of a resource at duration t are equivalent. The reliability of a nonrepairable resource at duration t is observed as:
Therefore, the probability of failure of the resource before the observed duration t is:
The failure probability of the replicated system with n parallel resources is observed as:
Using equation (4), the system reliability is obtained as:
The system availability and reliability at longer durations is obtained by taking the time limits to infinity in equation (5): Fig. 2 shows the availability of the replicated computing system for increasing application durations. In the replicated computing system, availability and reliability reaches approximately to zero level at a certain point of time (larger durations). Therefore, the probability of failure increases for applications of large durations. To avoid failure of the application, either the number of replications has to be increased, or resources with a low failure rate are to be selected for application replication. Increased number of replications increases resource wastage in grid systems. Further, resource failure is uncertain in grid environments. External factors such as network failure and network overloading may make a resource unavailable for the application. Therefore, the accurate estimation of resource failure rate is very difficult in grid environments. 
Simulation Results and Discussion
A 'C' language based grid simulator was implemented to obtain the simulation results. The simulator supports the modeling of about 500 heterogeneous and geographically distributed grid resources and dispatching of grid applications to the available resources. Intermittent availability (failure) of grid resources is controlled through the mean rate of resource failure and repair in the simulator. The duration of the simulated application is specified in minutes. To generalize the results, simulation experiments are repeated using different resource failure and repair rates and durations of grid applications. The obtained system reliabilities to execute the applications of different durations in the proposed computing system and existing replicated computing system are plotted in Fig. 3 . Fig. 3 shows that the proposed system achieves a stable reliability value for different durations of applications. In the existing replicated computing system, all of the resources fail as the time progresses due to the lack of resource repairing. Therefore, its reliability value reaches to a zero level as the time progresses. 
Conclusion and Future Directions
The reliability and availability of computing services in grid environments is an important issue. Replicated application execution is commonly recommended in grid literature to ensure the availability of the computing system and to increase the reliability of execution. Replicated application execution achieves this result only for specific durations. The system becomes unavailable at longer durations. The proposed computing system in this paper is able to achieve steady-state system availability and achieves reliability of application execution in grid environments. A general solution is provided for system availability and reliability that is applicable under different system conditions, for example, rate of resource failure and application duration. In particular, for high rates of resource failure and longer durations of applications, the proposed computing system shows a great improvement of availability and reliability in comparison with the existing replicated computing system. In future study, the network anomalies will be taken into account while obtaining the simulation results.
