Abstract-In this paper, we study radio resource allocation for multicasting in OFDMA based high altitude platforms (HAPs). We formulate and solve an optimization problem that finds the best allocation of HAP resources such as radio power, subchannels, and time slots. The problem also finds the best possible frequency reuse across the cells that constitute the service area of the HAP. The objective is to maximize the number of user terminals that receive the requested multicast streams in the HAP service area in a given OFDMA frame. A bounding subroutine in a branch and bound algorithm can be obtained by decomposing it into two easier subproblems, due to its high complexity, and solving them iteratively. Subproblem 1 turns out to be a binary integer linear program of no explicitly noticeable structure and therefore Lagrangian relaxation is used to dualize some constraints to get a structure that is easy to solve. Subproblem 2 turns out to be a linear program with a continuous knapsack problem structure. Hence a greedy algorithm is proposed to solve subproblem 2 to optimality. The subgradient method is used to solve for the dual variables in the dual problem to get the tightest bounds.
I. INTRODUCTION

H
IGH altitude platforms (HAPs) are quasi-stationary aerial platforms that are meant to be located at a height of 17-22 km above Earth's surface in the stratosphere layer. Many of their pros are a combination of those in both, terrestrial wireless and satellite communication systems. Some of those pros are [1] :
• Their ability to fly on demand to temporarily or permanently serve regions with unavailable telecommunications infrastructure.
• A single HAP has a large area coverage compared to a single terrestrial cellular base station (BS) with a radius that can go up to 150 km.
• Low propagation delays compared to satellites which implies better perceived quality of service (QoS) by the users for real time applications like voice and video.
• Stronger received signal strengths as compared to satellites and hence user terminals need not be bulky.
• Deployment time is low since one platform and ground support are sufficient to start the service.
• Much less ground-based infrastructure compared to terrestrial cellular networks.
The amount of published research in RRA over HAPs is not much, inspite of its importance and the challenge it poses, and almost all consider UMTS-CDMA wireless interface which differs a lot from OFDMA based interface. Some of the published work in HAP RRA came in [2] - [9] . In this paper, we consider radio resource allocation (RRA) for OFDMA based HAP system with multicasting in the downlink in order to best utilize the scarce radio resources to maximize the number of user terminals (UTs) that can be admitted to receive the requested multicast session in a given OFDMA frame. We exploit an important feature that HAPs have over terrestrial wireless communications networks that is central power management at the platform level rather than at the base station (HAP antenna) level [5] . This yields a greater flexibility in power allocation. Furthermore, we also use central management for all the frequency-time slots of the OFDMA frame at the HAP level and dynamically reuse them across the cells that constitute the HAP service area provided a signal-to-interference-noise-ratio (SINR) threshold is satisfied.
An optimization problem is formulated with the objective of maximizing the total number of UTs receiving transmission in a given OFDMA frame while satisfying certain quality of service (QoS) requirements like bit-error rate (BER) and data rate with the available resources. The problem turns out to be a complicated Mixed Integer Non-Linear Program (MINLP) [10] which we decompose to two easier subproblems and solve each separately to get an acceptable solution bound.
Our proposed technique requires solving the subproblems sequentially using the solution of one to solve the other and to iterate back and forth between the two subproblems as in [8] to obtain a better solution. The first subproblem turns out to be a Binary Integer Linear Program (BILP) whose solution decides which UTs to select for service in a multicast session group in a particular cell and which frequency-time slots to allocate to the chosen user terminals. The second subproblem is a power allocation subproblem. It is a linear program (LP) [11] problem that allocates power for different multicast sessions across different cells in the HAP service area in each frequency-time slot.
For subproblem 1, we propose different methods based on Lagrangian relaxation [12] , [13] and use the subgradient method [14] to find the optimal dual variable values of the subproblem. We compare between those different methods in terms of complexity and bound goodness. For subproblem 2, we were able to model the problem as a continuous knapsack problem (CKS) and proposed a greedy approach to solve it optimally. The obtained solution is an upper bound on the optimal solution to subproblem 1 that can be used as a bounding technique in branch and bound (BnB) algorithm [11] to get a feasible solution to the subproblem.
II. RELATED WORK ON RRA FOR MULTICASTING IN OFDM SYSTEMS
While lots of research exists on RRA in unicast terrestrial multiuser OFDM systems, research on multicast RRA is still emerging in broadband wireless systems in general. There are two types of multicast transmissions, single-rate transmissions and multi-rate transmissions. In single-rate, the transmission to all users in each multicast group is with the same rate irrespective of their non-uniform achievable capacities. In multi-rate however, the transmission to each user in each multicast group can be at different rates based on what each user can handle.
There are three simple schemes that have been adopted for single-rate transmissions [15] Single rate is popular for its implementation simplicity and low complexity. This scheme guarantees reliable multicasting to user terminals with poor link conditions. However it puts severe restriction on the achievable throughput. Multi-rate, on the other hand, has been receiving more attention lately because of the necessity to achieve user throughput differentiation such that improved system spectral efficiency is attained. Multi-rate multicasting addresses the sub-optimality that exists in singlerate transmission considering the intrinsic heterogeneous channel characteristics of each user terminal in a multicast group. Its aim is to alleviate the problem of intra-group unfairness in single-rate transmissions caused by large differences in channel conditions for different users in a multicast group. However it exhibits higher coding and synchronization complexities, requires high computational power and requires heavy retransmission overhead [15] . In the literature, there are three main categories for multicasting RRA, those are Strict Throughput Maximization (STM), Max-Min Fairness (MMF) and Proportional Throughput with Fairness (PTF). For each, various algorithms and optimization techniques have been proposed, those are summarized in [15] .
In this paper, we choose single rate transmissions for its advantages that were mentioned earlier, especially that our resource allocation problem is a very complex one with five degrees of freedom. Hence the low complexity feature in single rate transmission is desirable. Also, in our problem we are trying to maximize the number of served (or admitted) users in the service area rather than maximizing the throughput. So the drawback of the LCG single rate scheme mentioned earlier is not a concern for us.
Existing studies in radio resource allocation for multicast services in OFDMA systems have mainly investigated a single multicast session. Those studies, along with the few that considered multiple multicast sessions, mostly considered a single cell system [15] . As an effort to fill in this gap, we combine multiple muticast sessions with a multicellular HAP system.
III. SYSTEM MODEL
We consider the scenario of a single HAP at an altitude of 20 km in the stratosphere providing cellular coverage to a number of UTs in a given geographical area. Unlike terrestrial cellular systems, all the cells in the service area have one common platform power source with a total power P total PF which allows for better and flexible power utilization. Also, the HAP centrally manages all the radio resources (power, subchannels and time slots) assignment among all the cells in its service area which is quite complicated. This is not the case usually in terrestrial cellular networks which have many base stations and different network entities where distribution and cooperation can be used to make the resource allocation problem simpler than that in HAP.
The OFDMA frame consists of a fixed number of subchannels C and an equal number of time slots T on each subchannel. Therefore, a frequency-time slot refers to one subchannel c in time slot t, i.e. a slot (c, t), with B as its bandwidth and T its time duration. The gains g i,k,c,t for each slot (c, t) for a UT k in cell i are independent and we assume that their values are known at the HAP side. The channel gains depend upon the instantaneous values of large scale fading and small scale fading. In a HAP system, large scale fading is a result of free space path loss and attenuation due to rain and clouds [18] . Small scale fading is acceptably modeled as Ricean fading due to the presence of line of sight rays from the HAP to most of the locations in the HAP service area [19] . The channel gain g i,k,c,t between base station (antenna) i and UT k on the frequencytime slot (c, t) can hence be given as:
where
is the gain seen at an angle i,k between user terminal k and antenna i boresight axis.
• d k is the distance between the HAP and user terminal k.
• C light is the speed of light and f c is the carrier frequency.
• A(d k ) is the attenuation due to clouds and rain. This depends on the distance between the HAP and each user k in the service area.
• G u k the antenna's gain of user terminal k.
• ϕ k,c,t is the Ricean small scale gain in frequency-time slot (c, t) for user terminal k.
All the antennas are co-located on the HAP. The interference to a user in a particular cell is due to the reception of unwanted transmissions at boresight angles greater than angles that subtend the neighbor cell footprints through the mainlobes and side lobes of their antennas [20] . A frequency-time slot is reused across different cells for any multicast sessions as long as an SINR threshold γ th for the UTs satisfy an acceptable BER in that slot. However within any cell i, a frequencytime slot cannot be assigned to more than one multicast session m. Let the set of UTs that get admitted to multicast session m in cell i for a given OFDMA frame be N m,i . The transmission rate r m,i,c,t in a frequency-time slot (c, t) in cell i for session m has to be supported by the UTs with the worst SINR among all the UTs k ∈ N m,i to ensure they can all properly receive the multicast session. We define r m,i,c,t as Shannon's capacity on slot (c, t) for the UT with the poorest link conditions in N m,i : where F is the OFDMA frame duration and γ c,t k is the SINR of UT k on slot (c, t) and is defined as
where S is the set of cell indices, p m,i,c,t is the power allocated for session m in cell i over slot (c, t) and σ 2 is the noise power per subchannel.
In each cell i in the HAP service area, there is a set of UTs that are tuned to receive (or request to receive) a multicast session m, let this set be s m,i . We are trying to find the following such that the number of UTs receiving transmission in a given OFDMA frame is maximum: The quality of service (QoS) requirements which the RRA must satisfy are:
• Minimum and maximum capacity requirements (R m and
The optimization problem is therefore a joint admission control-RRA-scheduling scheme to maximize the number of UTs receiving multicast transmissions in the entire HAP service area over a given OFDMA frame.
IV. PROBLEM FORMULATION
In this section, we illustrate our optimization problem for the RRA. Table I gives the definitions of the different variables, constants and notations. The optimization problem can be given as:
The following is a brief explanation of the objective function and the constraints:
• We construct a single aggregate objective function by summing the user terminals in all frequency-time slots in all cells and multicast sessions.
• Constraint C1 means that a user terminal k may be assigned to receive a multicast transmission for session m in cell i in an OFDMA frame slot (c, t) only if it is tuned to (or requests) that session and resides in the cell i.
• Constraint C2 is to ensure that user terminals assigned to receive session m in cell i over a set of slots in the OFDMA frame should be the same in each of those assigned slots since all users receiving multicast transmission share the same resources.
• In constraint C3 the selection of user k residing in cell i to receive a session m in a particular slot (c, t) (i.e. the value of z m,i,k,c,t ) depends on whether there is enough power for that user to join the multicast group m and receive transmission in slot (c, t) of cell i while satisfying the minimum SINR value. This is important since different users have different channel gains on each slot (c, t).
• In constraint C4 the value of z m,i,k,c,t depends on whether there is enough power for that user to satisfy the minimum and maximum rate constraints.
• Constraint C5 defines a binary integer variable x m,i,c,t whose value is 1 if p m,i,c,t is non-zero.
• Constraint C6 implies that p m,i,c,t can only be non zero for at most one session in a particular slot (c, t) for a cell i.
• Constraint C7 guarantees that for a given time slot, the total power of the HAP is not exceeded and C8 guarantees that the power values are always non-negative.
Using some algebraic and logical manipulation, we were able to obtain an easier formulation with the variables z m,i,k,c,t and p m,i,c,t only. The reformulation is obtained by: 1) replacing the slot indicator variable x m,i,c,t in Problem O and its corresponding constraints C6 with a set of linear constraints in z m,i,k,c,t and p m,i,c,t and 2) getting around the difficulty with the capacity constraint C4 by replacing it with non-logarithmic constraint sets in z m,i,k,c,t and p m,i,c,t . Either the lower capacity bound constraint or the SINR constraint can be selected and the other can be ignored due to its redundancy. The following constraints in Problem O maybe rewritten as follows:
• C1 can be written as:
• C2 can be written as:
• C5 and C6 can be replaced by:
We also found that the following constraints are sufficient to satisfy C3 and C4 in Problem O: are predetermined integer constants defined as the minimum and maximum number of frequency-time slots respectively that can be allocated to a multicast session.
Finally our optimization problem can be expressed as:
In the next section, we explain the proposed solution techniques that we use for Problem OP1.
V. PROPOSED SOLUTION TECHNIQUES
To find acceptable bounds in the bounding subroutine of the branch and bound algorithm that solves Problem OP1, we construct the Lagrangian relaxation problem Problem LR.
The relaxed constraints are replaced with a penalty term in the objective function involving the amount of violation of the constraints and their dual variables. For the minimization part, the subgradient algorithm is used to solve for the dual variable vector u in Problem LR [12] , [13] . + u (b 1 (z, p) − b 2 (z, p) )) (LR) s.t. For the maximization part, we solve two separate subproblems for the variable vectors z and p. We use three different configurations of dualized constraints to solve z. Each configuration exploits the structure of the relaxed problem depending on the relaxed constraint sets. The basis of the approach is to solve the problem in two phases iteratively where in phase 1, we solve subproblem 1 for z while using a constant p obtained from the previous iteration of the Lagrangian relaxation problem. In phase 2, the opposite is done by solving subproblem 2 for p while fixing z at the value obtained from phase1. For both phases, we have linear optimization problems with special structures that we could exploit to solve easily. The subproblem in z (phase 1) is the joint scheduling-subchannel allocation Lagrangian relaxation subproblem for each user terminal while the subproblem in p (phase 2) is the Lagrangian relaxation subproblem Problem LR for the power allocation for each multicast session across the entire HAP service area.
Solving iteratively on two phases can enhance the solution of the maximization part in the Lagrangian problem Problem LR or at least does not worsen it. The larger the value of the objective function, for a given dual vector u, the smaller the duality gap which means a better bound goodness. For a given dual vector u l in a subgradient algorithm iteration l, solving for z in phase 1 of the first iteration requires fixing p to an arbitrary value p * that satisfies the constraints C * 2 and C * 4 of Problem LR. The obtained solution for z * can then be substituted in Problem LR to find a value for p which is either a better solution or in the worst case a solution that yields the same value for the objective function obtained from the previous phase. We believe that the new solution for p will not be worse than the older one since both solutions are feasible to the Lagrangian relaxation problem Problem LR, hence either the new solution is better than the older one or at least is equal to it.
The algorithm is used to continue solving phase 1 and phase 2 iteratively until one of the stopping criteria is satisfied:
1) The duality gap given by: duality gap(%) = 100 − 100
where f i,j (u l , z, p) is the value of the Lagrangian relaxation objective function of Problem LR after solving phase i in iteration j of the proposed technique, f * i,j (u l , z, p) is the best feasible solution obtained and o is the acceptable duality gap in percent.
2) The solution does not improve in a specified number of iterations N. 3) The maximum iteration limit, J, is reached.
If there is no improvement achieved after a number of iterations N or if the improvement is slow such that the number of iterations reaches the maximum allowable iterations J before an acceptable duality gap is achieved, the subgradient algorithm can move on to the next iteration l + 1 to calculate the value of the new dual variable vector u l+1 in its path to find the optimal solution u * * of the dual problem. In the next section we show the different dualization configurations and the corresponding solution methods for subproblem 1 that solves the Lagrangian relaxation problem Problem LR for z (phase1).
A. Proposed Solution Methods for Phase 1 and Their Corresponding Dualizations
The following are the three different proposed dualization configurations and their corresponding proposed solution methods for the phase 1 subproblem to solve for z • Method1: We dualize all the constraint sets except constraint D7,
and D8, z m,i,k,c,t ∈ {0, 1}, ∀ m, i, k, c, t. The Lagrangian relaxation problem can then be further broken into M × S × K independent sub-problems that can all be solved separately. Those subproblems can each be solved to optimality using a heap sort algorithm to find the highest y max m objective function coefficients of the Lagrangian relaxation problem. The strategy is to go through the coefficients once, and keep a list of the highest y max m elements found so far. This is done efficiently by always knowing the smallest element in this top-y max m , so that it can be possibly replaced by a larger one. The heap structure makes it easy to maintain this list without wasting any effort. This way does enough of the sort to find the smallest element, and that is why it is fast. . This problem can be solved using branch and bound with LP relaxation to obtain the bounds at each node in the tree [22] . The BnB algorithm may stop either after the optimal solution to the Lagrangian relaxation problem is obtained or at an acceptably close to optimal feasible solution. The worst case complexity of BnB occurs when it requires examination of all the nodes in its tree. In this case its complexity is O(2 MSKCT ).
VI. POWER ALLOCATION SUBPROBLEM (PHASE 2) AND PROPOSED SOLUTION
Solving for the power vector p could be done using the simplex algorithm [22] for any of the three proposed dual configurations. This is because for the fixed value of the vector z obtained from phase 1, the Lagrangian relaxation Problem LR is a linear program in p. However for dualization configuration 1 (method 1), a greedy algorithm can be used to solve the special structured linear program which is described in this section. This has a much lower worst case complexity as we will see compared to the exponential worst case complexity of simplex algorithm.
For a subgradient algorithm iteration l, for a given dual variable vector u l , a power allocation linear optimization problem is given by problem: m,i,k,c,t ) , z m,i,k,c,t )  A 4 (z m,i,k,c,t ) A 10
e is a vector of ones,b 1 The worst case complexity analysis for this algorithm is simple, knowing that the Merge − Sort has a worst case time complexity of O (Nlog(N) ), where N = CT. Besides that, the simple 'for loop' shows and the initial vector assignment both have a linear time complexity O(N). It was easily shown that the column swapping algorithm has a worst case complexity O(MSN). Therefore, the overall complexity of the algorithm is hence O (Nlog(N) + (MSN) + N) for the entire solution procedure for Problem PW. This is much lower than the exponential worst case time complexity of the simplex algorithm which happen if the simplex algorithm has to test all the corner points of the feasible region polyhedron [22] .
VII. SOLVING THE DUAL PROBLEM
To solve for the dual variable vector u in Problem LR, the subgradient algorithm is used to calculate the search direction and step size ω l at each iteration l. As in [12] and [13] , the direction is given by the vector (b 1 (z, p) − b 2 (z, p) ) obtained from the relaxed constraints. The formula used to determine the sequence of values of the dual variable vector u l in every iteration is given by [13] :
For the step size ω l , we compare three different step size rules, these are:
Step size rule 1: Square summable but not summable [14] which satisfies: where ω l is the step size at the l th iteration. Therefore we choose
2)
Step size rule 2: Nonsummable diminishing [14] which satisfies:
and hence we choose
3)
Step size rule 3: The formula that Fisher suggested in his papers [12] and [13] :
where ρ l is a scalar satisfying 0 < ρ l ≤ 2.
The termination conditions for the sub-gradient algorithm are chosen to be any of the following that first takes place: 1) f (u) < f * where f * is the best feasible solution found.
2) An acceptable duality gap (%). 3) A maximum iteration limit L.
The entire procedure used to find a suitable bound for the problem Problem OP1 is given in Fig. 1 .
VIII. NUMERICAL AND SIMULATION RESULTS
In this section we illustrate some numerical and simulation results for both subproblems 1 and 2. First we perform some numerical experiments with parameters that yield a medium sized optimization problem. The aim of these experiments is to numerically compare the bounds obtained by different solution methods, find the most suitable step size formula to use and to find out whether the initial values of the dual variable vectors affect the bounds. Based on the obtained results, we use the step size formula that performed best in a realistic simulation scenario that is described in detail later to numerically observe and compare the results of the proposed Lagranigan relaxation based solution methods in terms of bounds.
For initial numerical experiments for subproblem1, the bound goodness is calculated as
is the objective function value of the dual problem of phase 1 with p fixed to a value p * , • f * is the value of the objective function of the primal problem Problem OP1 at its optimal feasible solution for a fixed power vector value p * .
TABLE II EXPERIMENTAL VALUES FOR MODEL PARAMETERS
The optimization problem for M = 2, S = 2, K = 4, C = 2, T = 2, y min m = 1 ∀ m, y max m = 3 ∀ m is considered and the rest of the numerical parameters of the problem are shown in Table II . The parameter ρ l of step size rule 3 begins with a value of 2 and is reduced by half if the bound does not decrease for 500 iterations. LP relaxation is used as a reference scheme, where the integer constraint of z m,i,k,c,t is relaxed to take any values in the range 0 ≤ z m,i,k,c,t ≤ 1. Fig. 2(a) shows the goodness of the bounds obtained using Methods 1, 2, and 3 by using step size rule 1 compared to that of LP relaxation when the initial dual variable vector u is set to 0. For all the three methods, the subgradient algorithm converged to bounds with the goodness shown on the chart and remained at those values for thousands of iterations before the algorithm reached its maximum iteration limit. They all seem to perform almost at least as the LP relaxation in the worst case. Fig. 2(b) and (c) are similar charts for step size rules 2 and 3, respectively. We can see that the bounds provided by step size rule 3 are the worst. This is because there are no guarantees that they converge to the optimal solution f (u * ) since according to [12] , step size rule 3 does not satisfy the sufficient conditions of correct convergence given by lim l→∞ ω l = 0 and ∞ l=1 ω l = ∞. As a result, some of the relaxations perform much poorer than LP relaxation using this step size rule as the chart in Fig. 2(c) shows. The charts show that among the three proposed solution methods, method 1 has the lowest bound goodness and, depending upon the constraint sets relaxed, the highest is either Method 2 or Method 3. However, it is worth mentioning that according to the worst case complexity mentioned previously in this paper, Method 1 has the lowest complexity. Therefore, there is a trade-off between Methods 1 and 2 in terms of bound goodness and worst case complexity. Fig. 3(a) -(c) show the bound goodness for each of the proposed solution methods versus the initial values of the dual variables for step size rules 1, 2 and 3 respectively. For Fig. 3(a) , the difference in bound goodness for different initial values of u is relatively large because the convergence using step size rule 1 is not as fast as that in Fig. 3(b) (step size rule 2) . The faster convergence for step size rule 2 compared to that of 1 is expected due to the higher dampness. Fig. 4(a) and (b) support our argument which give the absolute value of the obtained bounds versus the number of iterations of the subgradient algorithm for step size rules 1 and 2 respectively. For those initial points that do not lead to convergence in the iteration limit mentioned previously, convergence is expected for a larger iteration limit.
For step size rule 3 in Fig. 3(c) , the difference in the goodness of bounds due to different initial dual variable values is huge. The reason is that as Fig. 4(c) shows, convergence is too slow to the extent that leads us to question if it ever converges to the same solution. We believe that this is due to the fact that it does not satisfy the sufficient conditions for convergence as Fisher mentioned in his paper [12] .
Step size rule 2 seems to converge quickly to the same solution even if the initial point differs and hence is the best choice for our problem. We then vary the optimization problem size by varying the number of users terminals (K) in the range 3-7. All the other model parameters that we used remain the same as those in Table II . Consider step size rules 1 and 2, Fig. 5(a) and (b) show that proposed Method 2 performs better than others in terms of bound goodness. For step size rule 3, the bound goodness is poor compared to step size rules 1 and 2 as Fig. 5(c) shows. These results are consistent with the previous results.
A more realistic simulation was conducted for a cell surrounded by its six first tier neighbor cells of the HAP service area (i.e. 7 cells total). Each cell has a radius of 5 km and the UTs are uniformly distributed around its center. The HAP • HAP height is 20 Km.
• Total platform power P Total PF = 7W.
• Initial power distribution p m,i,c,t = P Total PF /M.S.C is uniform across all subchannels, cells and multicast sessions.
• Four subchannels.
• Two time slots.
• Two multicast sessions in the service area.
• R m = 256 Kbps and C m = 10 Mbps.
• y min m = 1 for m = 1, 2, while y max 1 = 6 and y max 2 = 4.
• The values of noise power spectral density, OFDMA frame length, total bandwidth, target BER and carrier frequency are in Table II . For the channel model, we considered the following:
• Free space path loss was considered for the large scale fading, (i.e. path-loss exponent of 2).
• a rain attenuation model over the first 3 km of height as the one used in [18] is used:
where h is the HAP height, χ is the attenuation through the clouds and rain in dB/km. • For the small scale fading we use Ricean fading with a Rice factor of 20 dB.
For the HAP antennas we use the aperture antenna model that was used in [20] in which the gain of the main lobe with respect to the boresight angle is defined as:
where Ap eff is the aperture efficiency which we consider to be unity and n is the roll-off factor of the antenna. The roll-off factor value is chosen to maximize the gain at the cell borders as in [20] . The side lobes are modeled by a flat level at −40 dB. Each user is considered to have parabolic antenna, whose gain when receiving a transmission from the HAP antenna of the cell to which the user belongs to is given by:
where A u eff is the aperture efficiency of the parabolic antenna and we take that to be unity in our simulation and D is the diameter of the parabolic reflector. Any received transmission from any other HAP antenna of the other cells falls in the sidelobes of the user antenna which is modelled by a flat level of 0 dB.
Using the observations from the previous results of smaller problem sizes, we use step size rule 2 for its quick and correct convergence regardless of the initial dual variable vector values. Fig. 6(a) and (b) , show the bound values and the required number of subgradient iterations for dual configuration 1 (Method 1) and dual configuration 2 (Method 2) when the number of users are varied from in the range 10-30 at increments of five. Method 3 was not shown since its is BnB based have a much higher (exponential) complexity compared to the other Method 1 and Method2 and cannot be implemented for real time resource allocation. In Fig. 6(a) , a low bound is tighter than a higher one and hence is closer to the solution.
The results for the bounds obtained are consistent with the previous results that showed the bound goodness for each method. Also, the results in Fig. 6(b) . The number of subgradient algorithm iterations required to converge to the bound value was lowest for dual configuration 2 (Method 2) when the undualized constraints are D4 and/or D3 and D1. However in a single iteration, the worst case complexity for dual configu- In a second experiment that we conducted, we show the value of the objective function versus the number of iterations between phases 1 and 2. Since this is a Lagrangian relaxation problem, we set initial values for the dual variable vector u and try u = 1, u = {2, 2 . . . 2}, u = {3, 3 . . . 3}. The reason for comparing the results for different dual variable values is that these and the initial power configurations are the only parameters whose values can differ for each subgradient iteration. We therefore want to make sure that the behavior is the same for different values of those parameters. For power initialization, we use p m,i,c,t = P total PF pm×M×C×S where pm is an integer power multiplier that we vary in the range 1-4.
The results provided in Fig. 7 show that for a given dual variable vector u:
1) The value of the Lagrangian relaxation objective function monotonically increases. 2) The solution is bounded since the value if the Lagrangian relaxation objective function stops increasing after a finite number of iterations. 3) No matter what the initial power multiplier value pm is, the the procedure converges to the same solution. 4) The number of required iterations to reach convergence in the experiments that we conducted was no more than three iterations only.
IX. CONCLUSION
In this paper, we focused on RRA for OFDMA based HAP system for multicast transmissions in the downlink in order to maximize the number of user terminals being served. We formulated an optimization problem for our considered system that turned out to be an MINLP. We suggested a technique to obtain bounds in BnB to solve the problem based on Lagrangian relaxation. We explained in details different algorithms and methods to solve the z and p Lagrangian subproblems. Numerical and simulation results showed the goodnesses of the bounds. Dual configuration 2 (method 2) and dual configuration 3 (method 3) gave the best bounds while dual configuration 1 (method 1) gave acceptable bounds that are almost equal to those given by LP relaxation. Also, we used three different step size rules for the subgradient algorithm which was used to find the dual variable vector u and numerically compared their bound goodness.
Step size rule 2 gave correct and quicker convergence compared to the other two.
Although dual configuration 2 (Method 2) gave better bounds than method 1, we showed that Method 1 can be implemented with lower complexity per subgradient iteration. Lower complexity is important to us due to the too quick radio link condition variations. Therefore, Method 1 seems a reasonable choice with acceptable bounds. Using, dual configuration 1 (Method1) for phase 1, we were able to show how a greedy algorithm can solve for p in Problem LR, a linear program, with a lower worst case complexity than simplex. We gave some results that showed that both phases 1 and 2 converge to a solution (a local solution at least) in three iterations.
For future work, energy efficiency and delay can be considered in our problem as these were not considered in this paper.
