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Abstract
In this paper, we propose a new rate control algorithm for
conversational multimedia flows. In our approach, along
with Real-time Transport Protocol (RTP) media packets,
we propose sending redundant packets to probe for avail-
able bandwidth. These redundant packets are Forward Er-
ror Correction (FEC) encoded RTP packets. A straight-
forward interpretation is that if no losses occur, the sender
can increase the sending rate to include the FEC bit rate,
and in the case of losses due to congestion the redundant
packets help in recovering the lost packets. We also show
that by varying the FEC bit rate, the sender is able to con-
servatively or aggressively probe for available bandwidth.
We evaluate our FEC-based Rate Adaptation (FBRA) al-
gorithm in a network simulator and in the real-world and
compare it to other congestion control algorithms.
1 Introduction
The development of Web Real-Time Communication
(WebRTC) and telepresence systems is going to encour-
age wide-scale deployment of video communication on
the Internet. The main reason is the shift from desktop or
native real-time communication (RTC) applications (e.g.,
Skype, Google Talk, Yahoo and MSN messenger) to RTC-
based web browsers or web applications. Currently, each
web application implements their RTC stack as a plugin,
which the user downloads. With WebRTC the multime-
dia stack is built into the web-browser internals and the
developers need to just use the appropriate HTML5 API.
With the expected increase in multimedia traffic, con-
gestion control is a re-emergent problem. These flows
are subject to the fluctuations in path properties, such as
packet loss, queuing delay, path changes, etc. Moreover,
buffer bloat [1] and drop-tail routers can cause delay and
bursty loss, which affects the user experience. Unlike in
elastic applications, there are normally bit rate constraints
on codecs, i.e., the codec encoding rates have a limited
range of adaptation, and can only pick a few rates be-
tween these limits. Moreover, varying the encoding rate
too often or in large steps degrades video quality [2]. Con-
versational multimedia differs from streaming multimedia
because the former imposes a strict delay on end-to-end
packet delivery. Consequently, it affects the size of the
playout buffer, which for the conversational multimedia
flows is at least an order of magnitude smaller than for
streaming.
To tackle congestion control, the IETF has chartered a
new working group, RMCAT1, to standardize congestion-
control for real-time communication, which is expected
to be a multi-year process [3]. Therefore, [4] proposes
minimum circuit breaker conditions under which a con-
versational multimedia flow should terminate its session.
While this is not enough to perform congestion control,
it reduces the effect of an unadaptive multimedia flow on
the network [5].
Conversational multimedia systems use Forward Error
Correction (FEC) and Packet Loss Indication (PLI) to pro-
tect against packet loss [6–8], i.e., the endpoint trades-
off part of the sending rate for redundant packets or re-
transmissions to reduce the effect of losses on the user
experience. An endpoint prefers to use FEC in networks
where retransmissions would arrive later than the play-
back time of the packet and the loss rate is determinis-
tic. Figure 1 shows the applicability of different error-
resilience schemes based on network latency and packet
loss [6]. If the loss rate differs significantly over sev-
eral FEC intervals from the expected rate, the endpoint
needs to adapt the FEC rate. To summarize, an RTC
endpoint needs to adapts the sending rate to best fit the
changing network capacity and the amount of FEC (or
FEC interval) to best fit the observed network loss rate.
1http://tools.ietf.org/wg/rmcat/
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Figure 1: shows the applicability of an error-resilience
scheme based on the network delay and packet loss [6].
UEP is Unequal level of protection implemented by FEC,
SSA is slice size adaptation, RPS is reference picture se-
lection, NACK are retransmissions.
Therefore, in this paper, we investigate the use of redun-
dant packets not only for error-concealment but also as
a probing mechanism for congestion control (ramping up
the sending rate). Other error-resilience methods like, re-
transmissions (such as, ARQ [6]), sending duplicate pack-
ets [9] (reduces network efficiency), error-concealment at
the sender and receiver [8] are ignored.
By choosing a high FEC rate, an endpoint aggressively
probes for available capacity and conversely by choosing
a low FEC rate, the endpoint is conservative in probing
for additional capacity. If during probing for additional
capacity, a packet is lost due to congestion, the receiver
may be able to recover it from the FEC packet (i.e., if
the FEC arrives in time for decoding). If no packet is lost,
the sender can increase the media encoding rate to include
the FEC rate. This method can be especially useful when
the sending rate is close to the bottleneck link rate, by
choosing an appropriate FEC rate the endpoint can probe
for available capacity without affecting the baseline media
stream.
To verify that FEC can be applied to multimedia con-
gestion control (for WebRTC), we propose a new RTP rate
adaptation algorithm, termed FEC Based Rate Adapta-
tion–FBRA (see Section 4). We evaluate its applicability
using ns-2 [10] in various simulation scenarios and in a
real-world testbed (Section 5). Furthermore, to better un-
derstand the concept, we have developed a simplified state
machine of the algorithm (Section 3). Finally, we present
also a detailed description of the design of the Adaptive
Multimedia Subsystem (Section 6).
2 Related Work
The Real-time Transport Protocol (RTP) [11] is used to
deliver conversational multimedia flows and is favored
over TCP for media delivery due to the very stringent tim-
ing requirements of multimedia [12]. RTP carries the me-
dia packets while the RTCP reports carry media playout
and sender-to-receiver path statistics, such as, jitter, RTT,
loss rate, etc. The media playout information can be used
to synchronize the audio and video streams at the receiver
and the path statistics are used by the sender to monitor
the session.
Standard RTP limits the reporting interval to a mini-
mum of 5 ± 2.5s to avoid frequent reporting. Due to the
long reporting interval, the end-to-end path statistics be-
come too coarse-grained to be applicable for congestion
control. However, RFC4585 [13] removes this minimum
reporting interval constraint and endpoints can use up to
5% of the media rate for RTCP. With the smaller report-
ing interval, the congestion control algorithm can expect
feedback packets on a per-packet, per-frame or per-RTT
basis [14]. Using RTCP Extended Reports (XR) [15],
an endpoint can report other path heuristics, such as dis-
carded packets, bursts and gaps of losses, playout delay,
packet delay variation, among others.
Several sender-driven congestion control algorithms
have been proposed over the years. Most prominent is the
TCP Friendly Rate Control (TFRC) [16], which can be
implemented using the information contained in standard
RTCP reports (e.g., RTT and loss measurements). How-
ever, TFRC requires feedback on a per-packet basis [17],
which can produce an increase and decrease in the media
rate (sawtooth) in a very short interval of time [18, 19].
RAP [20] uses a token bucket approach to additively in-
crease and multiplicatively decrease the rate (AIMD), but
as the media rate reaches the bottleneck rate the encoding
rate in this case as well exhibits a sawtooth-type of be-
havior. Due to the impact on perceived media quality, any
algorithm that consistently produces a sawtooth-type of
behavior is not well suited for conversational multimedia
communication [21, 22].
Instead of just relying on RTT and loss for congestion
control, Garudadri et al. [23] also use the receiver play-
out buffer to detect under and overuse and schedule RTCP
feedback packets every 200-380ms to have timely feed-
back. Singh et al. [24] use a combination of congestion
indicators: frame inter-arrival time, playout buffer size
for congestion control. Zhu et al. [25] use ECN and loss
rate to get an accurate estimate of losses for congestion
control. O’Hanlon et al. [26] use a delay-based estimate
when competing with similar traffic and use a windowed-
approach when competing with TCP-type cross traffic,
they switch modes by using a threshold on the observed
end-to-end delay, their idea is similar to the one discussed
in [27]. Holmer et al. [28] proposes a Receive-side Real-
time Congestion Control (RRTCC) algorithm, which uses
the variation in frame inter-arrival time to detect link un-
der and overuse. The new media rate is calculated at
1s intervals by the receiver and signaled to the sender
in a Temporary Maximum Media Stream Bit Rate Re-
quest (TMMBR) message [29]. RRTCC also does not
react to losses less than 2%, instead increases the rate un-
til 10% losses are observed. Recent analysis of RRTCC
shows that it performs poorly when competing with cross-
traffic [30, 31].
Most of the above literature for congestion-control
of conversational multimedia considers using error re-
silience and congestion control separately. Zhu et al.
[32, 33] propose using Unequal Loss Protection (ULP)
for both congestion control and error-resilience. Firstly,
they estimate the available rate using a variant of
TFRC, called Multimedia Streaming TCP-friendly pro-
tocol (MSTFP) [34]. Secondly, they take packet loss
and historical sending rate to smooth out the encoding
rate. Lastly, they apply FEC while performing conges-
tion control and their results show a significant increase
in Peak Signal-to-Noise Ratio (PSNR). MSTFP does not
use RTP/RTCP, applies it to streaming video and acknowl-
edges each packet for calculating the TFRC estimate.
While our proposal applies to conversational video with
tight delay requirements.
3 Concept: Using FEC for Conges-
tion Control
FEC is one method of error protection that improves flow
reliability by adding redundant data to the primary flow
which is used by the receiver to recover parts that have
been lost due to either congestion, or bit-errors. The rate
control algorithm on the other hand aims at providing
the best possible network path utilization, but risks over-
estimating the available end-to-end capacity that may lead
to congestion induced losses.
The main idea behind using FEC for rate control is
to enable FEC alongside the media stream and use it to
probe the path for available bandwidth. If the path condi-
tions are good and stable after the FEC stream is switched
on, the media encoding rate is increased by the amount
of the FEC stream rate and the FEC stream is disabled
(see figure 2). The main advantage of this approach is
that the applied rate control algorithm can be more ad-
venturous in probing for available capacity, as improved
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Figure 2: shows the concept of using FEC for rate control.
When congestion cues indicate no congestion, the FEC
stream is enabled to probe for available bandwidth. When
no losses are reported in the next RTCP report, the media
bit rate is increased. When congestion is observed, the
congestion control algorithm reduces the media rate.
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Figure 3: State machine of a congestion control algorithm
enabling FEC. It shows that after enabling FEC three con-
ditions may occur. 1) No more bandwidth is available, the
sender should keep the current rate, 2) Stable conditions
are detected, the sender should increase the rate and dis-
able FEC, and 3) Unstable conditions are detected, and
the sender should reduce the rate to the goodput.
reliability compensates for possible errors resulting from
link overuse.
Figure 3 illustrates the state machine of a congestion
control algorithm incorporating FEC for probing. The
state machine includes 4 states: STAY, PROBE, UP, and
DOWN. The rate adaptation algorithm decides based on
the congestion cues (such as, RTT, loss/discard rate, jitter,
packet delay variation, ECN, etc.) to stay in the current
state, or transit to another. The state machine does not
specify the conditions for the transition between states,
but only gives a very generic description of the path con-
ditions and leaves the interpretation to the underlying con-
gestion control algorithm.
The primary consideration for probing using FEC is
“How much FEC should be introduced alongside the me-
dia stream?” If the endpoint uses a higher FEC rate, it has
better protection against losses, irrespective of what FEC
scheme it is using. Moreover, the ramp-up is quicker but
at the risk of overloading the path and causing congestion.
If the endpoint uses a lower FEC rate, it has weaker pro-
tection against losses and also a potentially slower ramp-
up. Therefore, the sender should observe the congestion
cues to make its decision. If the congestion cues indicate
that it is operating close to the bottleneck link, it should
use lower FEC rate; however, if the cues indicate that it
is underutilizing the link it should use a higher FEC rate.
Hence, an important aspect of the rate adaptation algo-
rithm is the ability to find the correct FEC rate for the cur-
rent network conditions. Another aspect to consider is the
FEC scheme. It determines the amount of redundancy in-
jected into the network. An application may employ FEC
at the packet-level, frame-level or use an unequal level of
protection (ULP).
4 FEC-Based Rate-control
Algorithm (FBRA)
In this section, we describe our proposed congestion con-
trol algorithm and the RTP/RTCP extensions it uses. We
also describe the conditions under which to enable FEC.
4.1 Using RTP/RTCP Extensions
Our algorithm uses a short RTCP reporting interval and
our experiments show that the interval need not be shorter
than 2 × RTT . In exigent circumstances, such as the re-
ceiver detects that the playout buffer is about to underflow
due to late arrival of packets2 then the receiver may send
the RTCP feedback early, however, an endpoint can only
send an early feedback once every other reporting inter-
vals [13].
Apart from the congestion cues reported in the stan-
dard RTCP Receiver Report (RR), such as jitter, RTT, and
loss rate, we additionally use Run-length encoded (RLE)
lost [15], and RLE discarded [35] packets. Using the
RLE lost and discarded packets3 the sender can corre-
late when exactly the loss and discard events took place
in the reporting interval. If these events occurred earlier
2Typically underflow may occur due to routing updates or queuing
delay at an intermediate router.
3Packets that arrive too late to be displayed are discarded by the re-
ceiver.
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Figure 4: The plot shows the variation in measure OWD
value (dark line) during a video call, the low and high
watermark represent the 40th and 80th percentile. The
FBRA algorithm uses the α and β thresholds to validate,
if the recently measured OWD value falls in the region of
operation (shaded area).
in the reporting interval, the sender may ignore them as
transient and keep the same sending rate. Conversely,
if the events occurred later in the interval (more recent)
then the sender would calculate the exact goodput4 and
use that as the sending rate. Furthermore, using the RLE
lost and discarded packet information the receiver may be
able to distinguish between bit-error losses and conges-
tion losses [24].
RTT, as a congestion cue, has one fundamental issue,
namely it assumes that the network paths in both direc-
tions are symmetric and that the congestion upstream is
similar to the congestion downstream, which may not be
always true [36]. As a result, we use the technique defined
in [36] to precisely calculate the one-way delay (OWD) at
the receiver without the need for clock synchronization
and the receiving endpoint reports the observed OWD in
the reporting interval using the extension defined in [37].
Increase in the one-way delay may indicate a queuing
delay in the network, which is an early sign of conges-
tion. To calculate the uncongested OWD, the sender only
collects the reported OWD from the RTCP RRs that do
not report any losses or discards into a data structure,
OWDhistory. The sender then uses the OWDhistory to
determine the optimum OWD.
As most of the OWDhistory values are close to the
“ideal” OWD value, we use the 40th percentile5 to de-
termine the threshold for increasing the sending rate
(low watermark), i.e., if the current OWD measurement
is smaller than the 40th percentile value indicates link
under-utilization.
Similarly, we use the 80th percentile, (which is at the
higher end of the distribution) to set the threshold for de-
4using the history of sent, lost and discarded packets in the last re-
porting interval [19].
5in our experiments, we find that the 40th percentile value provides
better tolerance than the median.
creasing the rate (high watermark), i.e., if the most re-
cent OWD measurement is larger than the 80th percentile
value indicates the onset of congestion (see Figure 4).
This method is very similar to the one used in [19], which
uses RTT measurements instead of OWD.
CorrelatedlowOWD =
currentOWD
40thpercentile(OWDhistory)
CorrelatedhighOWD =
currentOWD
80thpercentile(OWDhistory)
The FBRA algorithm uses the correlated OWD by
checking if its value exceeds thresholds: α and β. α and β
thresholds values must be within [1;2] interval, and have
been derived empirically in a series of experiments. Be-
cause these values depend on the state of the congestion
control algorithm, the exact thresholds are described in
more detail in Section 4.3.
4.2 Size of FECinterval
In this paper, we use FEC for both rate adaptation and for
the error protection because we can adapt the rate with-
out the fear of creating packet losses that impair QoE.
We use a basic per packet parity FEC scheme because it
gives 1 redundant packet for every N RTP packets. By
varying the number of RTP packets encoded by a single
FEC packet (known as the FECinterval) the congestion
control algorithm can vary the ramp-up rate, i.e., to in-
crease redundancy the congestion control algorithm only
needs to reduce the FECinterval. Therefore, for the rest
of the paper, we have ignored the use of more complex
FEC schemes and leave it for further study.
We have limited the FECinterval to encode between 2
and 14 RTP packets. The minimum FECinterval = 2 is
the lowest possible and creates maximum redundancy and
high FEC rate, whereas, the maximumFECinterval = 14
creates low redundancy and a low FEC rate. In our exper-
iment, we found that a FECinterval > 14 had negligible
impact on both congestion control (because the additional
FEC rate is too small) and for error protection (because
the FEC packet is generated too late to help in decoding
the lost packet, the playout buffer of an interactive flow is
very small).
The FECinterval is calculated based on the following
observations. When the RTP media rate is low, it is as-
sumed that there is a lot of available end-to-end capac-
ity for the media stream, and the FECinterval is set low.
This allows the sender to quickly ramp-up the sending
rate, and if the link is overused it also provides higher
protection against possible losses. Conversely, when the
Sub-algorithm 1a DOWN state function
1: function STATE DOWN
2: if Recent Losses ∨Discards then
3: if PreviousState = DOWN then
4: NewState← STAY
5: else
6: if Discards ∧No losses then
7: Undershoot without disabling rate control
8: else
9: Undershoot and disable rate control
10: end if
11: NewState← DOWN
12: end if
13: else if CorrhighOWD > αundershoot then .
αundershoot = 2.0
14: Undershoot and disable rate control
15: NewState← DOWN
16: else
17: NewState← STAY
18: end if
19: Disable FEC
20: end function
RTP media rate is high, it is assumed that the sender is
approaching the bottleneck link capacity and there may
not be much more bandwidth left for the media stream,
and the FECinterval is set to a high value. This allows
the sender to ramp-up slowly and avoid overshooting the
bottleneck link capacity. To determine if the current me-
dia rate is low or high, the sender keeps a history of all
the rates (goodput, sending rate, combined FEC and RTP
sending rate) recorded in the last two seconds, and com-
pares the current rate with the highest recorded value in
the set and with the initial goodput.
4.3 FBRA: Algorithm
The FBRA algorithm has the following states: STAY,
PROBE, UP, DOWN. The state names match exactly the
ones described in Section 3. The algorithm changes state
depending on the information received in the new RTCP
RR and is constrained by the following state transition
rules.
In the DOWN state the algorithm (see Sub-
algorithm 1a), reduces the sending rate by executing the
undershooting procedure. If no congestion is reported in
the next RTCP interval the algorithm transits to the STAY
state. However, if losses and discards still appear the al-
gorithm stays in the DOWN state. In the edge case, when
high OWD values are reported, the DOWN state is also
kept. As the algorithm should not be very sensitive to
high OWD values during congestion, the threshold for the
edge case is set to αundershoot = 2.0.
In the STAY state the algorithm (see Sub-
algorithm 1b), keeps the sending rate constant, and
the FEC packets are not generated. The algorithm can
remain in this state and not probe for additional capacity
Sub-algorithm 1b STAY state function
1: function STATE STAY
2: if Losses then
3: if Recent Losses then
4: Undershoot and disable rate control
5: NewState← DOWN
6: else
7: NewState← STAY
8: end if
9: Disable FEC
10: else
11: if Recent Discards then
12: Undershoot, disable rate control and FEC
13: NewState← DOWN
14: else
15: if CorrhighOWD > αstay then . αstay = 1.1
16: if PreviousState = STAY then
17: Undershoot and disable rate control
18: NewState← DOWN
19: else
20: NewState← STAY
21: end if
22: Disable FEC
23: else
24: NewState← PROBE
25: EnableFEC
26: end if
27: end if
28: end if
29: end function
if the congestion cues indicate that the sender is operating
very close to the bottleneck link capacity. Otherwise, it
can transit to the PROBE state for probing the path for
additional capacity or for error-resilience. In either case,
the stream may benefit with stability or increased error-
resilience. In order to switch to the PROBE state, the
CorrelatedhighOWD must be lower than αstay = 1.1.
Direct transition to the PROBE state is not possible when
the current sending rate is higher than 90% of the highest
rate recorded in the last 2 seconds. In this case, the
algorithm assumes that the current rate is operating close
to the bottleneck link capacity, and it must make sure that
current rate is stable by staying in the current state for
one more RTCP report interval before probing further.
Obviously, if congestion is detected, the algorithm goes
from the STAY state to the DOWN state.
In the PROBE state the algorithm (See Sub-
algorithm 1c) maintains the current sending rate, but sends
FEC packets alongside. If the next RTCP report shows
signs of congestion, the algorithm disables FEC and goes
back to the STAY state and if further congestion is de-
tected, it goes to the DOWN state. Otherwise it nor-
mally transitions to the UP state. When no losses and
discards are observed, the state transition is based on the
measured OWD. If the observed OWD is higher than the
CorrelatedhighOWD, the sender assumes that congestion
is severe and thus cuts the sending rate more drastically.
Our experiments show that the best results are obtained
when αdown parameter, which is the threshold for enter-
Sub-algorithm 1c PROBE state function
1: function STATE PROBE
2: if Recent Losses ∨Recent Discards then
3: Undershoot, disable rate control and FEC
4: NewState← DOWN
5: else if Losses ∨Discards then
6: NewState← STAY
7: Disable FEC
8: else
9: if CorrhighOWD > αdown then . αdown ∈ [1.4; 1.6]
10: Undershoot, disable rate control and FEC
11: NewState← DOWN
12: else if CorrhighOWD > αstay then . αstay = 1.1
13: NewState← STAY
14: Disable FEC
15: else if CorrlowOWD > β then . β = 1.2
16: IncrementFECinterval
17: NewState← PROBE
18: else
19: NewState← UP
20: NewRate← CurrentRate+ FECRate
21: Disable FEC
22: end if
23: end if
24: end function
Sub-algorithm 1d UP state function
1: function STATE UP
2: if (RecentLosses ∨Discards ∨ CorrhighOWD > αdown
then . αdown ∈ [1.4; 1.6]
3: Undershoot and disable rate control
4: NewState← DOWN
5: else
6: NewState← STAY
7: Disable FEC
8: end if
9: end function
ing the DOWN state is between 1.4 and 1.6. Because
in this state, it is desirable to find out if the link is un-
derutilized, less sensitivity is needed. Thus, we choose
αdown = 1.6. Less sensitivity, increases possibility of
getting discards, but appearance of them allows us to find
out about the link limit. Transition back to the STAY state
occurs for correlation values exceeding αstay = 1.1 (sim-
ilarly to the STAY state). Furthermore, the algorithm may
also decrease amount of the FEC rate if the OWD value is
unexpectedly higher. This condition is checked by com-
parison the CorrelatedlowOWD value against the β pa-
rameter. If the OWD value is low enough the UP state
is entered, thus β parameter should be close to the lower
boundary of [1;2] interval (we use β = 1.2).
In the UP state the algorithm (See Sub-algorithm 1d)
increases the sending rate by replacing the FEC rate with
additional RTP media rate. If congestion is detected, the
algorithm transits to the DOWN state, or else to maintain
stability for one more reporting interval, it transits to the
STAY state. Transition to the DOWN state happens when
the CorrelatedhighOWD exceeds αdown value. We use
αdown = 1.4, as in the UP state more sensitivity for early
congestion indication is required.
The algorithm is also sensitive to the RTCP reporting
interval duration. This means that if the sender receives
an RTCP RR at an interval shorter than 1.5×RTTmedian,
it assumes this is an early report and immediately tran-
sits to the DOWN state. Furthermore, If no RTCP report
is received for 2s, the sender halves the rate entering the
DOWN state [4].
4.4 FBRA: Undershooting & Bounce-back
Procedure
We define two additional procedures: the undershoot-
ing and the bounce-back procedure. The undershooting
procedure attempts to reduce the overuse of the network
caused by the stream. The stream sets the new sending
rate to a value lower than the current goodput [19,28], i.e.,
the sender calculates the new sending rate by subtracting
twice the difference between the current sending rate and
the current goodput and taking 90% of the obtained value.
After undershooting, if the sender predicts that the con-
gestion cues in the upcoming reports may still show signs
of congestion due to the previous overuse, the sender may
disable the rate adaptation for a brief period of time. This
action prevents any further reduction in the sending rate,
while waiting for the congestion cues to stabilize. The
deactivation period is is a bit more than the RTCP Inter-
val, i.e., the sender ignores the next RTCP report that ar-
rives. After the deactivation period expires, the bounce-
back procedure is executed.
In the bounce-back procedure, the sender examines the
most recent RTCP report (the one received after the pe-
riod expires), and if there are no signs of congestion, it in-
creases the sending rate to 90% of the goodput stored dur-
ing the undershooting. The algorithm in this case attempts
to gradually bring the sending rate back to the goodput ob-
served at the moment of undershooting. However, if the
new RTCP RRs continues to report congestion, the FBRA
once again enters the undershooting procedure and this
time does not disable the congestion control.
5 Performance Evaluation
In this section, we evaluate the performance of our pro-
posed algorithm, FBRA, RRTCC [28] and C-NADU [24]
in ns-2 [10]. Our simulations comprise of the following
scenarios: a single RTP flow on a variable link capacity,
one or more RTP flows competing on a bottleneck link,
and one or more RTP flows competing with other short
TCP flows on a bottleneck link. This paper mainly fo-
cuses on the congestion control in the Internet environ-
ment, where bit-error losses are few, therefore, we use
simple duplex-links with no link loss rate. For interme-
diate routers we set the queue length to 50 packets (ns-
2 default) and drop-tail queuing strategy, i.e., the packet
loss observed in the simulation results are due to link
overuse. In all the scenarios, we further divide the sim-
ulations into three sub-scenarios with each sub-scenario
using a different bottleneck link delay (50 ms, 100 ms,
and 240 ms) [12, 38, 39]. For statistical relevance, each
sub-scenario is simulated 30 times and the standard devi-
ation is noted for each metric. The simulation scenarios
and the corresponding evaluation parameters are based on
those defined in the RTP evaluation framework [40].
Furthermore, as the simulations are performed at the
packet/frame level, we decided not to differentiate be-
tween the different types of video frames (namely, I-, P-
frames), but represent each frame as a packet of equal size
corresponding to the instantaneous sending rate. How-
ever, the sender may fragment large frames (at high bit
rate) to fit the MTU size (= 1500 bytes). The endpoints
generate the frames at 30 FPS and all three congestion
control algorithms use the same frame rate and packe-
tization methodology. Startup rate is outside the scope
of this paper and therefore both endpoints begin their
session with an initial sending rate of 128kbps, and re-
strict the minimum rate for each congestion control algo-
rithm to 32kbps. There is no restriction on the maximum
rate but, the maximum allowed end-to-end packet delay
(delaymax) for a packet is set to 400ms [38], packets ar-
riving after this cut-off are discarded by the receiver with-
out sending them to the playout buffer.
5.1 Metrics
Apart from the standard metrics—e.g., goodput, Peak
signal-to-noise ratio (PSNR), Packet Loss Rate (PLR),
Average Bandwidth Utilization (ABU)—for evaluating
the impact of the congestion control algorithm, we pro-
pose three new metrics to evaluate the performance of us-
ing FEC for rate control.
FEC Rate-Control Correctness: FRCC specifies
times the fraction of time the congestion control algo-
rithm correctly uses FEC, i.e., the algorithm starts from
the STAY state, enables FEC and returns to the STAY state
without entering the DOWN state. Consequently, the de-
cision is incorrect if the algorithm enters the DOWN state
after enabling FEC. Figure 3 shows which state transitions
are allowed and which are not. Formally, we define:
FRCC =
count(FEC raises rate) + count(FEC keeps rate)
count(FEC enabled)
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Figure 5: Shows the ns-2 simulation topologies for (a)
single RTP flow on a variable capacity link and (b) One
or more RTP flows competing with multiple short TCP
flows.
FEC Frame Recovery Efficiency: FFRE specifies the
fraction of successfully recovered frames from all the lost
frames that were protected by FEC. Formally:
FFRE =
framesrecovered
framesprotected but lost + framesrecovered
TCP fair share: TFS specifies the ratio between the
TCP flow throughput and the fair amount of bandwidth
that should be granted to it. The ratio can be greater than
1, if TCP uses more than its fair share. Formally:
TFS =
(
TCP Throughput
no.of TCP flows
)
(
Total Throughput
no. of flows
)
5.2 Single RTP flow on a Variable Capacity
Link
Figure 5a illustrates this scenario topology, an RTP node
is simulating a video conversation with another node con-
nected through a constrained bottleneck link (dumbbell
topology). The access links have a capacity of 100Mbps
and 1ms delay, while the bottleneck link capacity varies
Table 1: Overall metrics for an RTP Flow on a Variable
Capacity Link
Delay Metric FBRA RRTCC C-NADUavg. σ avg. σ avg. σ
50
m
s Goodput [kbps] 179.13 2.26 181.8 3.11 165.42 3.87
Loss rate [%] 1.23 0.28 4.27 0.78 0.34 0.11
No. of lost frames 441.43 82.37 1842 25.4 93.67 29.64
10
0m
s Goodput [kbps] 172.83 2.74 172.48 6.6 163.84 3.11
Loss rate [%] 1.72 0.37 3.09 0.85 0.17 0.09
No. of lost frames 562.83 103.44 740 42.82 46.4 22.94
24
0m
s Goodput [kbps] 144.89 8.35 169.22 5.68 153.52 6.81
Loss rate [%] 2.82 0.89 2.98 0.55 0.19 0.07
No. of lost frames 789.93 223.55 705.67 41.33 53.23 21.41
between 100kbps and 256kbps. In the scenario, we eval-
uate the reactivity and convergence of the congestion con-
trol algorithm to the available end-to-end capacity.
Our simulations show that RRTCC achieves the best
goodput (169-180kbps) for the three bottleneck link de-
lays (see Table 1), but has the worst loss rate (3-4%).
RRTCC is aggressive in its probing for available band-
width and as per the algorithm defined in [28] does not
react to losses up to 2%. On the other hand, C-NADU
achieves excellent reliability (0.15-0.5%) results in all
the cases, but has lower goodput (about 10-15kbps lower
than RRTCC). The two algorithms trade-off throughput
for packet loss and vice-versa.
For the 50ms and 100ms bottleneck link delay, the
goodput achieved by FBRA is comparable to RRTCC
but with comparatively lower loss rates (≈1.5%). Fig-
ures 6(a)–(b) show that the FBRA can quite quickly
bounce-back after undershooting. The figure also shows
that the FEC probing rate increases when the FBRA ramps
up and the FEC rate is low or disabled when the FBRA
undershoots. However, FBRA is primarily a delay-based
control algorithm and for the 240ms bottleneck delay, it
observes that the packets are arriving very close to the
delaymax and is therefore, conservative in its probing for
available bandwidth (this is observed by the low FEC rate
in Figure 6c). FEC rate is about 10% of the media rate at
about 15-20kbps and the accuracy of using FEC for con-
gestion control (FRCC > 90%) is also very high in each
case.
5.3 One RTP flow competing with multiple
short TCP flows
In this simulation experiment, we evaluate the perfor-
mance of the RTP flow when it competes with a num-
ber of TCP flows. Similar to the previous scenario, we
use a dumbbell topology but instead of just a single RTP
flow traversing the bottleneck link, it is shared with 10
short TCP connections (for e.g., having 10 tabs open in
a browser). Each TCP flow is modeled as a sequence
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Figure 6: The plot shows the performance of a single RTP flow using FBRA in a varying link capacity scenario with
different bottleneck delays. The plots also show the FEC probing rate. We observe that the FEC rate is low when the
FBRA rate drops and FEC rate is high when the FBRA is ramping-up, but with FRCC > 90% in all the cases shows
that the FEC probing was accurate. The bandwidth utilization in the high delay (240ms) scenario is low because the
FBRA senses that the one-way delay is very close to the delaymax(= 400ms) and is conservative in its bandwidth
probing.
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Figure 7: The plot shows the performance of a single RTP flow using FBRA when competing with 10 short TCP
flows on a common bottleneck link. The bottleneck link capacity is a constant 5Mbps. To show the bottleneck link
utilization, the FBRA rate and the Average TCP rate are stacked on top of each other. The FEC probing rate is plot
independently to show that the FEC probing rate correlates with the FBRA sending rate. As before, the link utilization
in the very high delay (OWD = 240ms) scenario is low because the FBRA sense that it is operating very close to the
delaymax.
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Figure 8: The plot shows the performance of two RTP flows using FBRA competing with 10 short TCP flows on a
bottleneck link with different delays. The sending rate for the two RTP flows and the average TCP throughput are
stacked on top each other. The flows in all cases appear fair to one another, but as observed in the previous scenarios
the FBRA is very conservative in probing for available bandwidth in the high delay scenario (OWD = 240ms).
of file downloads interleaved with idle periods (on-off
traffic simulating webpage downloads). The sizes of the
webpages are obtained from a uniform distribution be-
tween 100KB and 1.5MB. Lengths of the idle periods
Table 2: Overall metrics for 1 RTP Flow competing with
10 TCP Flows
Delay Metric FBRA RRTCC C-NADUavg. σ avg. σ avg. σ
50
m
s Goodput [kbps] 1044.24 122.9 3592. 9 279 2657.1 164
Loss rate [%] 1.95 0.26 3.68 0.26 0.67 0.15
No. of lost frames 821.63 106.5 5292 153 1418 134
TCP flow throughput [kbps] 669.76 5.41 688.5 52.98 502.28 94.75
TFS [%] 147.35 1.19 151.2 7.59 142.27 2.3
10
0m
s Goodput [kbps] 1219.83 210.11 3699.43 419.81 2968.84 59.38
Loss rate [%] 1.54 0.17 4.05 0.19 0.64 0.09
No. of lost frames 685.47 89.34 6210.82 261.12 1422 49.26
TCP flow throughput [kbps] 491.34 4.17 323.13 110.99 515.29 68.73
TFS [%] 108.1 0.92 71.09 0.21 113.37 0.73
24
0m
s Goodput [kbps] 504.82 82.18 3827.42 423.55 3028.22 78.55
Loss rate [%] 0.4 0.05 4.82 0.17 0.36 0.05
No. of lost frames 165.07 27.7 8547.93 526.8 597.24 123.96
TCP flow throughput [kbps] 299.12 2.56 262.4 88.34 291.22 37.05
TFS [%] 65.81 0.56 57.73 0.13 64.07 0.6
are drawn from an exponential distribution with the mean
value of 10 seconds. Unlike the previous scenario, the bot-
tleneck link has a constant available capacity of 5Mbps
and the topology is illustrated in the Figure 5b.
In our simulations, the RRTCC produces the highest
goodput (3.6-3.8Mbps), but with high variation (see stan-
dard deviation in Table 2). Additionally, the RTP flow ex-
periences high packet loss (3.5-5%). C-NADU makes the
opposite trade-off between throughput and loss rate and
therefore, has lower goodput (2.6-3Mbps) and lower loss
rate (0.3-0.7%).
Similar to the previous scenario, the FBRA algorithm
performs very well in the 50ms and 100ms delay cases
with goodput over 1Mbps and compared to RRTCC sig-
nificantly lower loss rate (0.4-2.0%) and standard devi-
ation of goodput results. In the 240ms bottleneck delay
case the goodput falls to 505kbps because the FBRA be-
ing delay-based becomes conservative. Furthermore, we
observe that at 240ms, FEC becomes more useful for error
protection (FFRE = 18%) than for congestion control
(FFRC = 83.6%). For other delays the FFRE is lower
(11-12%) and FFRC is higher (87-91%). In all the scenar-
ios the FEC rate is about 10% of the media rate and we ob-
serve recoveries due to congestion losses in this scenario,
with 10-20% of the protected lost packets are recovered.
Some packets were lost in bursts, in these cases a parity
FEC scheme cannot provide additional protection.
5.4 Multiple RTP flows competing with
multiple TCP flows
In this simulation experiment, we add another RTP flow
to the scenario in Section 5.3, i.e., the second flow com-
petes for capacity with the other flows at the bottleneck
link. All other parameters including the network topol-
ogy, link characteristics, and traffic source properties re-
main the same (see Figure 5c for details).
The goodput for each RTP flow is comparable to the
Table 3: Overall metrics for 2 RTP Flows competing with
10 TCP flows
Delay Metric FBRA RRTCC C-NADUavg. σ avg. σ avg. σ
50
m
s
Fl
ow
1 Goodput [kbps] 571.21 94.42 1640.29 37.625 742.63 100.55
Loss rate [%] 2.1 0.21 5.65 0.09 1.2 0.12
No. of lost frames 746.83 94.84 7787.67 124.83 801 68.11
Fl
ow
2 Goodput [kbps] 520.08 84.33 1750.09 65.45 748.65 72.95
Loss rate [%] 2.4 0.18 5.48 0.30 1.17 0.14
No. of lost frames 674.5 74.99 8140.33 420.82 787.67 128.85
T
C
P Throughput [kbps] 674.28 4.78 389.53 36.65 786.13 37.80
Fair share [%] 134.86 0.96 77.9 7.78 152.7 2.92
10
0m
sd
el
ay Fl
ow
1 Goodput [kbps] 745.42 87.85 1782.71 54.49 811.52 89.20
Loss rate [%] 1.43 0.2 5.42 0.33 0.69 0.15
No. of lost frames 566.53 77.02 8112.67 480.53 484 137.49
Fl
ow
2 Goodput [kbps] 691.8 83.58 1904.13 46.69 879.89 140.26
Loss rate [%] 1.67 0.18 5.3 0.17 0.77 0.14
No. of lost frames 521.57 68.05 8579.67 214.22 578.33 115.8
T
C
P Throughput [kbps] 466.21 3.26 281.7 23.51 547.63 32.77
Fair share [%] 93.24 0.65 56.2 7.27 109.4 3.91
24
0m
sd
el
ay Fl
ow
1 Goodput [kbps] 260.26 100.42 2145.09 18.96 1299.87 364.3
Loss rate [%] 0.59 0.19 6.26 0.26 0.47 0.19
No. of lost frames 155.47 52.85 11001.3 440.96 514.67 104.71
Fl
ow
2 Goodput [kbps] 287.41 140.73 2231.51 14.01 1039.08 277.35
Loss rate [%] 0.71 0.19 6.02 0.06 0.54 0.09
No. of lost frames 174.37 61.59 11234.67 120.29 459.67 119.68
T
C
P Throughput [kbps] 299.91 1.94 101.6 6.52 291.22 37.05
Fair share [%] 59.98 0.39 20.32 0.10 58.24 0.41
other for all three congestion control algorithms, i.e., each
RTP flow is fair to the other and leaves the competing RTP
flow enough bandwidth to provide a similar user experi-
ence. However, what differs between them is the inter-
action with the short TCP flows. At low bottleneck link
delays, the TCP Fair Share (TFS) for TCP flows compet-
ing with FBRA and C-NADU is around or greater than
100% (see Table 3), which shows that both algorithms
move out of the way of the TCP flows. However, RRTCC
is more competitive and allows TCP flows only 55-80%
of their fair share, which affects the completion times for
these TCP flow sand may raise some doubts about its fair-
ness. Our observations show that TCP flows competing
with RRTCC will take 2-3 times longer than TCP flows
competing with C-NADU or FBRA (compare the average
TCP throughputs in Table 3).
FBRA’s performance is comparable to C-NADU in the
low delay scenario but due to its delay sensing behav-
ior performs conservatively in the high delay scenario
(240ms). The FEC rate is 10% of the media rate and the
FEC recovers FFRE = 13-17% of the protected media
packets. The FEC is more accurate for congestion control
in the low delay scenario (FFRC = 88-91%) than for
high delay (240ms) scenario (FFRC = 81-82%).
5.5 Real World
Ns-2 simulations only take the network aspects into ac-
count, such as packet loss due to router drop, bit-error
loss, queuing delay etc., ignoring multimedia aspects like,
the Group of Picture (GOP) structure, different types of
video frames (I- P-, or B-frames), etc. Since no real me-
dia packets are sent in ns-2, the simulations can neither
measure the PSNR nor determine the Mean-opinion Score
(MoS) for evaluating the multimedia quality experienced
by the user. Simulations in ns-2 also ignore the perfor-
mance issues with real-life systems, like OS kernel, de-
vice drivers, etc. Therefore, we also conduct experiments
in a real-world setting.
Our video call application is built on top of open-source
libraries: Gstreamer6, x2647 and JRTPLib8. We have
also extended the JRTPLib to generate and decode FEC,
perform congestion control, generate RTCP XRs, and be
compliant with RFC4585 RTCP timing rules. In addition,
the FEC module is fully compatible with RFC 5109 [41].
The application can encode and decode files or take input
from a webcam and render on the screen. To evaluate per-
formance, we use the “News” video sequence9 in VGA
frame size and 15 FPS. Details concerning the system de-
sign are presented in section 6.
Due to heterogeneity in the networks, interactive mul-
timedia applications use a short GOP structure (≤ 5) [19,
23,38,42], helping overcoming variability in the available
end-to-end capacity, bit-error losses, etc. By using FEC
for congestion control, our experiments show that the con-
gestion control algorithms can use a very long GOP struc-
ture. Since FBRA’s maximum FECinterval is 14 packets,
we propose using a GOP of a similar size. In addition, the
encoding/decoding complexity of a stream using a larger
GOP is much smaller than of a stream using a smaller
GOP and for the same encoding rate P-frames can be less
compressed. Hence, a larger GOP stream should lead to a
better PSNR and improved energy consumption [43].
We use Dummynet10 [44] to emulate the variation in
link capacity, latency and/or losses in our testbed. Using
Dummynet, we evaluate the FBRA algorithm in two sce-
narios: 1) two RTP flows compete on a bottleneck link,
2) RTP flow competes against short TCP flows on a bot-
tleneck link. In both scenarios, the bottleneck link capac-
ity is 1Mbps and the end-to-end path latencies are 50ms
and 100ms. The TCP traffic model is identical to the
one implemented in the simulations. Finally, we initiate
a video call between a Linux machine at Aalto University
(Helsinki) and an Amazon EC2 virtual machine over the
public Internet. For deriving statistical significance, each
scenario is run 10 times.
To compare our results with RRTCC in the real-world,
we use Google’s Chrome browsers and the video source
uses the same test YUV file instead of a webcam. To
evaluate the performance, the browsers send the media
6http://gstreamer.freedesktop.org/
7http://www.videolan.org/developers/x264.html
8http://research.edm. uhasselt.be/˜jori/
9http://xiph.org
10http://info.iet.unipi.it/ luigi/dummynet/
Table 4: Dummynet: Two RTP flows on a bottleneck link
Metric Call 1 Call 2avg. σ avg. σ
50
m
sd
el
ay
Goodput [kb/s] 375.39 88.25 348.77 83.64
Loss rate [%] 1.21 0.19 1.39 0.69
FEC rate [kb/s] 12.24 1.64 11.78 1.39
No. of lost frames 72.5 7.8 80.1 27.85
No. of FEC protected lost frames 15.3 3.44 14.6 2.73
FFRE [%] 7.41 9.76 2.2 3.58
FRCC [%] 83.19 2.55 83.39 2.62
PSNR [dB] 38.08 2.1 37.7 1.53
10
0m
sd
el
ay
Goodput [kb/s] 295.33 48.27 351.1 63.4
Loss rate [%] 3.15 0.93 2.33 0.87
FEC rate [kb/s] 10.7 0.68 11.69 1.52
No. of lost frames 174.6 92.44 133.8 42.33
No. of FEC protected lost frames 3.0 2.1 4.1 3.14
FFRE [%] 0.0 0.0 1.54 4.62
FRCC [%] 82.99 2.16 84.69 3.79
PSNR [dB] 35.64 1.17 37.32 1.65
streams through our dummynet testbed.
Dummynet two RTP flows competition scenario:
The RTP flows using FBRA are fair to one another (see
Table 4) and the goodput results are similar in magnitude
when compared to the simulation results. The loss rate
is much lower than in the simulation results. Hence, the
frame recoveries (FFRE) are also lower. The difference
in the goodput of the calls in the two delay cases is about
30-50 kbps, but the PSNR of these calls are similar (see
Table 4). Therefore, we conclude that small rate variations
(≈ 10%-20%) have little bearing on the quality of the call.
The FEC rate is about 10-12kbps and is smaller than the
rate achieved in the simulations, which means that actual
overhead introduced by FEC addition is also smaller. This
also implies that the rate control algorithm remains longer
in the STAY state, thus avoiding abrupt changes to the en-
coding rate, which is detrimental for user experience [2].
On the other hand, RTT variations in the physical net-
works causes the accuracy of using FEC for rate control
(FRCC) to be also lower than in the simulations, and is
around 83-84%.
RRTCC calls have a throughput of 392 kbps (σ = 120)
and 545 kbps (σ = 130) for 50 ms delay scenario and
approximately 10-25 kbps lower for the 100 ms delay
scenario. These results are comparable to the goodput
achieved by FBRA. However, the higher standard devia-
tion in the bandwidth measurement of the RRTCC calls
denotes higher variation during the session and hence,
poor user experience.
Dummynet RTP vs. TCP flows competition sce-
nario: The RTP flow competes well against short TCP
flows achieving an average goodput of 302 kbps and 280
kbps in the 50ms and 100ms delay scenario, respectively
(see Table 5). The TCP flow achieves a throughput of
around 600 kbps on average, the loss rate is around 4%,
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Figure 9: Shows the goodput of two RTP calls sharing
a common bottleneck. To illustrate amount of empty link
capacity and how two flows push one another, we plot one
of them on the reverse axis. The end-to-end path capacity
is 1Mbps in both delay scenarios and delays are 50ms
and 100ms. The plot also shows the PSNR variation for
the two calls (on the minor Y-axis).
Table 5: Dummynet: An RTP flow sharing a bottleneck
link with short TCP flows
Metric 50ms delay 100ms delay
avg. σ avg. σ
Goodput [kb/s] 302.24 87.07 280.97 92.15
Loss rate [%] 4.24 0.89 4.1 0.58
FEC rate [kb/s] 13.6 2.15 12.58 2.18
No. of lost frames 154.6 16.56 170.9 12.38
No. of FEC protected lost frames 38.0 6.08 23.7 8.99
FFRE [%] 6.62 4.01 6.77 5.8
FRCC [%] 83.32 2.7 84.06 2.81
PSNR [dB] 35.62 1.49 34.7 2.26
TCP throughput [kbit/s] 612.22 48.45 575.11 45.67
which is higher than in the simulation results. This effect
mainly arises from the variations in RTT, which leads to a
higher amount of packet discards at the receiver. Frame
recoveries are also less frequent with FFRE ≈ 6-7%.
PSNR results obtained in both scenarios are very similar
(≈ 35dB), the PSNR is lower for the 100ms delay sce-
nario because the average goodput is also a bit lower in
this case. Similar to the previous scenario, the FEC rate is
about 12-13kbps and the FRCC≈ 83-84%. This is lower
than in the ns-2 simulations, and is again due to the RTT
variations, which are not present in the simulation envi-
ronment.
RRTCC calls have a throughput of 203 kbps (σ = 26)
in the 50 ms delay scenario, with TCP throughput of 761
kbps (σ = 238). In the 100 ms case, RRTCC obtains 189
kbps (σ = 23), while TCP reaches 867 kbps (σ = 236).
Higher standard deviation is not the only metric in
which FBRA outperforms RRTCC. While RRTCC flows
achieve high throughput, they also induce higher packet
delay. Figure 10 illustrates the variation in the observed
packet delay: 1) when two RRTCC flows compete with
one another, and 2) when an RRTCC flow competes with
a short TCP flow on a bottleneck link. We observe that the
packet delay constantly exceeds the recommended 400ms
end-to-end delay [38] and sometimes spikes to values as
high as 3s (see figure 10b). On the other hand, FBRA al-
ways maintains packet delay below 400ms, and discards
all packets that arrive later. As a result, despite very com-
parable results in terms of throughput, FBRA provides
better user experience, as the throughput variations are
smoother, and the packet delay variation is lower.
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Figure 10: shows the variation in packet delay for RRTCC
congestion control. We observe packet delay much higher
than the 100ms link latency. Furthermore, the observed
end-to-end delay rarely goes below the recommended
400ms, and sometimes the delay spikes to 3s, which
makes video conversation effectively impossible. This
is a representative plot of 10 successive runs using the
Chrome browser on our testbed.
Call over the public Internet: By initiating a video
call between a host on an Amazon EC2 instance and a
machine at the university, we measure the performance of
the FBRA in the public Internet. We observe varying re-
sults between each successive run, as the public Internet
has varying amount of cross traffic. The goodput ranges
between 100-700 kbps and the maximum loss rate does
not exceed 1.5%. The PSNR of the calls also varies be-
tween 35-40 dB. Despite results diversity, we show that
FBRA may work in the public Internet.
6 System considerations
Congestion control algorithms for multimedia communi-
cation are never used stand-alone, but are built into ad-
vanced systems where tight co-operation between multi-
ple components is required. In this section, we present
the design and implementation of the Adaptive Multime-
dia System (AMuSys).
6.1 System Description
AMuSys is made up of 3 sub-systems, namely, the appli-
cation, codecs and the networking components. Figure 11
illustrates the integration of the application, codec, and
the network subsystems in AMuSys. It also implements
the control loops (presented in [45]) needed to design ad-
vanced congestion control algorithms that take into con-
sideration the codec constraints along with the network-
related parameters. Application developers, who may not
be multimedia communication experts, may delegate the
responsibility for the whole communication process to
AMuSys by just specifying the desired application pref-
erences. AMuSys defines three main interfaces, namely
the application interface, the network interface, and the
codec interface. Table 6 summarizes the methods offered
by each interface.
The application interface allows an end-user ap-
plication to specify its preferences by calling the
setPreferences() method. The typical preferences
are:
(1) codec type,
(2) expected frame rate,
(3) signal source device,
(4) expected display resolution.
These preference may also be a result of capability nego-
tiation during session setup between the endpoints
The codec interface allows the AMuSys to modify the
codec settings during an ongoing multimedia session.
The interface is designed to be flexible and codec in-
dependent. Therefore, all codec parameters are set us-
ing the setParam() method, which takes 2 arguments,
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Figure 11: shows the design of the Adaptive Multimedia
System (AMuSys). The system provides APIs to commu-
nicate between the application, the network component
and the codec.
namely a key-value pair containing the name of the codec-
parameter, and the updated value. Since the method
is codec-independent, it is the responsibility of the sys-
tems integrator to use the correct parameter name and
value. Using incorrect arguments causes a non-fatal er-
ror to be reported and the parameter is not modified.
The interface also provides a getParam() method to
be able to fetch the current value of a desired param-
eter. In addition, the interface explicitly provides a
method to obtain and update the media encoding rate.
The setBitrate() method updates the encoding rate,
while the getBitrate() method can be used to check
if the requested rate has been actually imposed by the en-
coder, or to monitor how quickly the codec is able to con-
verge its encoding rate to the requested value.
The network interface provides functions to modify
the network parameters of the multimedia session. The
features are divided into two main categories. The
first one comprises callback functions that are invoked
in the AMuSys control unit by the network compo-
nent (e.g., RTP library) when a specific event occurs.
For instance, it may process the RTCP RR in the
onReceivedRTCPPacket() callback. The most im-
portant callback functions are listed in the table 6. The
second category consists of basic session settings that can
be updated during runtime. These settings include:
(1) session profile choice (AVP [11] vs. AVPF [13]),
(2) RTCP interval modifications,
(3) RTCP extensions choice (e.g., XR blocks [15],
(4) rapid timestamp synchronization (RFC 6051 [46]).
Since the AMuSys is able to access information from
the other interfaces, it has a better understanding of the
Name Input Output Description
Application interface
setPreferences() dictionary - Specifies end-user application requirements
Codec interface
getParam() name value Gets value of parameter name
setParam() name, value true/false Sets parameter name to value
getBitrate() - value Gets current bitrate
setBitrate() value - Sets bitrate to value
Network interface
onReceivedRTPPacket() payload, source address, timestamp - Invoked on RTP packet reception
onReceivedRTCPPacket() payload, source address, timestamp - Invoked on RTCP packet reception
onSendRTPPacket() payload, timestamp - Invoked after RTP packet sending
onSendFECPacket() payload, timestamp - Invoked after FEC packet sending
onReceivedFECPacket() payload, source address, timestamp - Invoked on FEC packet reception
enableFEC() true/false - Switches on/off FEC
setFECScheme() Scheme specific input - Updates used FEC scheme
setSessionParams() dictionary - Specifies session parameters
sendEarlyRTCPReport() - - Sends early RTCP packet
Table 6: Methods exposed by the application, codec and network subsystems of AMuSys.
current system state, i.e., the current network, codec and
application state, and thus is able to make better decisions
for providing good quality user-experience.
7 Conclusion
In this paper, we show that FEC can be applied not only
for error resilience, but can also be used for conges-
tion control. We present a new congestion control algo-
rithm (FBRA) that incorporates FEC packets for prob-
ing for available capacity. Performance of FBRA is
compared with two other congestion control algorithms,
namely, RRTCC and C-NADU. Our simulations show
that RRTCC and C-NADU make opposite performance
trade-offs (higher capacity instead of lower packet loss
rate, and vice-versa). The FBRA algorithm evaluation
shows that it can perform at a trade-off point between the
other two algorithm. FBRA on average has better goodput
than C-NADU and better packet loss rate than RRTCC.
We also note that FBRA’s performance drops at high e2e
delay (240ms), because FBRA uses OWD to sense con-
gestion. Also the applicability of FEC for congestion con-
trol reduces at high link delays, which is visible in wors-
ening FRCC metric.
Furthermore, we evaluate the performance of FBRA
and RRTCC in the real-world scenarios. We show that
despite obtaining comparable throughput, FBRA provides
users with enhanced user experience, as its packet delay
variation and goodput variations are far lower.
Finally, we measure the performance of FBRA on the
public Internet and show that the algorithm can be suc-
cessfully applied. Since using FEC increases error re-
silience, we are able to increase the GOP size, which re-
duces the encoding and decoding complexity without af-
fecting the user-experience.
As our concept is targeted to work on top of a conges-
tion control unit, we believe that it can be applied not only
to the FBRA algorithm, but also to any other rate control
algorithm. This idea can be realized by adding an extra
FEC subsystem to the congestion controller. For instance
in RRTCC, when it receives a TMMBR message for in-
creasing the rate, it can allocate the difference in the cur-
rent rate and the new rate to FEC.
In the future work, we envision exploring incorporation
of more complex FEC schemes. As the FEC frame recov-
ery metric still shows room for improvement, we believe
that application of different FEC scheme can provide use-
ful gain to the overall performance. Furthermore, we are
also interested in applying our concept in challenging het-
erogeneous environments where FEC features can prove
to be particularly useful.
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