Advances in high-performance computing have led to the broad use of computational studies in everyday engineering and scientific applications. A single study may require thousands of computational experiments, each corresponding to individual runs of simulation software with different parameter settings; in complex studies, the pattern of parameter changes is complex and may have to be adjusted by the user based on partial simulation results. Unfortunately, existing tools have limited high-level support for managing large ensembles of simultaneous computational experiments.
Introduction
Computer simulation has become widely accepted as an integral part of the scientific method. Advances in highperformance computing hardware and software have enabled simulations of ever increasing scale and accuracy, and have led to the broad use of computational studies in everyday engineering and scientific applications. A typical computational study is built out of multiple computational experiments corresponding to individual runs of simulation software. Simple computational studies may involve either few experiments or a larger number of experiments with simple predefined parameter variation patterns. In more complex studies, the pattern of parameter changes is more complex and may have to be adjusted by the user continuously, based on partial results. Examples of the latter kind range from exploration of design spaces in engineering to molecular simulations for drug design.
With few exceptions, existing parallel system software tools are inadequate for managing complex computational studies. Such tools either offer limited interactivity, or require the scientist to explicitly control individual experiments, an approach that does not scale for studies that involve thousands of experiments.
This paper describes the architecture of the Sim-X system, which attempts to address these shortcomings, and our initial experiments with a prototype of the system. Sim-X builds on several research efforts over the past decade on computational steering tools [20, 12, 11, 23, 4] , domainspecific problem solving environments [14] , and parametersweep tools introduced in the context of grid computing [6, 2, 1, 22, 19, 3, 5, 10 ] to enable interactive computational studies. Sim-X uses the following key principles: Dynamic resource allocation. Sim-X relies on a more permeable interface between parallel system software and numerical simulation codes than is usually assumed by traditional environments. By exposing more of the internal simulation structures to the system and vice-versa, our approach enables application-specific prioritization of activities (reflected in how resources are assigned), faster adaptation to changing objectives, and the ability to flexibly tradeoff simulation result accuracy and precision versus resource needs so as to meet user requirements. Reuse. Sim-X relies on the expanded system-application interface to aggressively reuse available data in carrying forward new computations. Sim-X enables a study to return to a previously abandoned experiment, or perform a new experiment faster using the results of an experiment for nearby parameter values as a starting point. High-level user control. Sim-X frees the user from micromanaging every individual computational task, complementing existing computational steering tools in targeting interactive manipulation of entire computational studies, rather than individual experiments.
Reuse and high-level control are crucial features for bringing computational studies closer to interactive performance rates. In our experiments, we observe a 40-fold improvement in performance compared to simple parameter sweep-like approaches.
The rest of this paper is organized as follows. Section 2 draws a clearer distinction between previous efforts and the goals of the Sim-X system, and introduces a bridge design study where the designer's interest is in identifying a Pareto frontier that defines optimal tradeoffs among several design parameters. This study serves as a running example through the rest of the paper. Section 3 presents the overall architecture of the Sim-X system, and we discuss our implementation of key components of the architecture in Section 4. The benefits of the architecture and this expanded interface are evaluated in Section 5. We conclude in Section 6.
Background

Related Work
Sim-X builds on a considerable body of prior work in computational steering toolkits and scheduling of parameter sweep applications. Computational steering infrastructures. Since Bob Haber and David McNabb first demonstrated the concept in 1989 [13] , several systems have been developed to provide an infrastructure for visualizing and steering largescale parallel scientific experiments. A brief chronological history includes Falcon [12, 21] , SCIRun [20, 18] , CU-MULVS [11] , UINTAH [9] , DISCOVER [16] , CSE [23] , RealityGrid [4] , gViz [24] , and SCIRun2 [25] .
Sim-X shares with these systems the ideas of standardized component architectures, enabling application developers to mix-and-match compute, steering, and visualization modules and reuse generic modules across multiple application domains, and supporting a low latency visualization/steering interaction cycle [12, 21] .
However, in marked contrast to most of these systems, which have focused on steering individual (or a small number of) experiments, Sim-X aims to steer computational studies involving a multitude of short-running experiments, requiring introduction of higher level user interface tools and a framework for dynamic resource management that emphasizes reuse and adaptation rather than fault-tolerance and heterogeneous task migration. Scheduling of parameter sweep applications. Several grid computing infrastructures (APST [6] , Nimrod [2, 1] , Condor [22] , Globus [19, 3] , Netsolve [5] , Virtual Instruments [10] ) provide support for the scheduling of parameter sweep applications, where the same application is run with a change in parameter values across distributed resources. The underlying tools simplify the running of multiple simulation experiments, possibly running into the tens of thou- sands. Such support differs from our focus on an interactive computational study; with the exceptions below, these schedulers assume that the simulations are independent and hence can be run in batch mode. A small number of parameter sweep tools do support user interaction. Condor DAGman permits specification of a workflow involving several related parameter sweep jobs; however, each job is still executed in batch fashion. Nimrod/O [1] supports applications where the user's interest is in identifying the point in parameter space that maximizes a particular objective function. Sim-X generalizes this support to support more interactive exploration of fuzzier and dynamically changing optimization criteria. Closer to our goals is the scheduling module of the Virtual Instruments project [10] , which implements priority-based resource allocation for the application's tasks. Sim-X extends this support to factor in reuse of results from previous tasks and control of the internal behavior of tasks.
Example Computational Study
In this paper, we use as an example, a sample computational study from the domain of engineering design. Our model problem is to design an elastically deforming bridge with four supports, two of which are fixed at the endpoints (see Figure 1 ). This specific problem is relatively straightforward, and the individual simulations are relatively fast. At the same time, it captures many essential features present in a real-life engineering design situation, e.g., one involving simulations of a car body or a more complex structure.
Engineering design is a process of design space exploration where one trades off amongst multiple performance measures, subject to a set of constraints. 1 In our bridge de-sign example, the two parameters defining the design space are the locations of the two non-fixed supports. We assume that the cost of supports changes as we move away from the endpoints (e.g., due to the variable profile of the riverbed and the difficulty of constructing a support further away). A desirable design would thus trade off among two performance measures: the cost of bridge construction and the maximal deformation of the bridge. A typical strategy for design space exploration is Pareto optimization (e.g. [17] ). Pareto optimization seeks to find a set of optimal points, with each Pareto-optimal point corresponding to a different trade-off of design preferences, e.g., two bridge designs may be equally desirable, one for its lower deformation and the other for its cost. A Paretooptimal point has the property that improving one measure can only be achieved at the expense of another, e.g., a bridge design is Pareto-optimal if cost cannot be improved while holding deformation fixed, and vice-versa. This set of optimal points is the Pareto frontier.
In general the number of simulations to fully resolve the Pareto frontier is prohibitive for all but the simplest design problems, however using aggregation methods engineers can steer the exploration toward regions of the Pareto frontier that are particularly promising. Furthermore, engineers are able to choose a good design point in the presence of an incomplete or fuzzy localization of the frontier, further reducing computational cost. Both aggregation and fuzzy localization make the underlying computational study interactive: the engineer looks at the frontier as it is evolving and makes decisions about how to steer the study to refine specific regions of the frontier to the desired accuracy.
3 System Architecture Figure 2 shows the overall structure of the Sim-X architecture. We briefly discuss its main components from a user, application and system points of view. User view. The platform is able to run a large number of computational experiments (simulations) organized into a study. Simulations differ in their input parameters, which control properties of the underlying physical/mathematical model and the simulation technique and define the parameter space for the study.
Typically, the result of a simulation is not examined by the user directly; rather, a collection of measures is observed. In our example, the measures are maximal deflection of the bridge and the cost of the construction. The ranges of all measures forms the observation space.
The system permits a user to select domains of interest in the parameter and observation spaces, by identifying admissible ranges of parameter values and measures. In addition, inside the observation domain, the user may implicitly we use terminology more typical of the engineering design community. specify a target set of interest: the goal of the study is to identify this set. The most common example of such a set is the Pareto frontier.
The user may additionally define functions on both the parameter and observation domains, which inform the system about the priorities of the user. The crucial aspect of the system is that most if not all of the user selections above can be modified as the study is underway. Application developer view. The application developer is expected to provide three kinds of modules: (1) simulation modules whose execution corresponds to the actual experiment; (2) visualization and interaction modules that make up the user interface, and (optionally) (3) transformation modules, which make it possible to transform a state of a simulation with one parameter set into that compatible with another (e.g., interpolation of an intermediate solution from a finer to a coarser grid).
Simulation modules need to adhere to a standard interface to permit their active manipulation by the system. Specifically, they need to support:
• Checkpointing: With some sufficiently fine granularity, the module should be able to create a dataset from which the current state of the simulation can be reconstructed with a minimal amount of computation.
• Time estimates: To allocate resources to active experiments, the modules must be able to provide estimates for their time to completion, assuming simulation parameters do not change; other cost estimates, such as the cost of adding/releasing resources, can be added.
• Snapshots of observation measures: In simulations using iterative and hierarchical solvers, intermediate results are useful approximations to the final solution; observation measures can be evaluated against these results to provide quick feedback to the user. System view. As shown in Figure 2 , the core functionality of the system is realized by two modules, the active sampler and the resource allocator. A shared object space layer provides a machine-wide repository of shared state, including both simulation checkpoints and different meta-information about the ongoing study.
The active sampler converts user specifications of parameter and observation space domains, the target set, and priority/time target/precision functions into a collection of sample points in the parameter domain for which simulations need to be run. Whenever new user input arrives (communicated to the active sampler by the user interface modules), the sample set is adjusted. The active sampler occupies an intermediate position between system and application software. Adding domain knowledge to the sampler is likely to enhance its performance, but narrow the applicability of the system; making the sampler completely application-independent may result in suboptimal sampling strategies in important cases. Our prototype implementation provides an active sampler for computing the Pareto frontier (Section 4.3).
The resource allocator manages the pool of simulations of the computational study. It receives its directives from the active sampler module via a task list, and responds by starting new simulations and modifying the parameters of or terminating active ones. The goal of the resource allocator is to optimize completion time for these simulations.
Current Implementation
We report on a prototype implementation of the Sim-X architecture, which is being refined as we continue to gain experience with supporting different kinds of studies.
Execution substrate
The overall functionality of the Sim-X architecture is realized by two types of communicating processes: managers and simulation containers. These processes communicate via a generic satellite interface. In our current implementation, the processes are just standard UNIX processes, and the satellite interface is implemented using TCP socket calls. The code is modular, so replacing the satellite implementation with one that uses a different transport mechanism (e.g., MPI) is relatively simple.
The interaction between these processes is shown in Figure 3 . One or more simulation containers are started off first; they constitute the worker pool to which the manager farms off individual simulations. After initializing themselves, the simulation containers wait to be contacted by a manager process, which sends it simulations corresponding to regions in the parameter space identified by the active sampler and resource allocator modules.
The simulation container code is structured to overlap manager interactions with computation (of a previously received piece of work). Similarly, the manager code is structured to permit asynchronous receipt of messages from any of its simulation containers; message arrival triggers a preregistered callback function. The satellite interface provides a generic interface for any process to retrieve and send information about the ongoing studies to the simulation containers. It allows different kinds of processes to be distinguished, and supports both pull-based and push-based interactions (e.g., for viewers to update their display).
In addition to the explicit interactions described above, the processes also implicitly communicate using the shared object space layer. Simulations running within the simulation containers write checkpoints and results to this layer, while manager processes optionally write meta-information about the study; this information is read by other simulations and the manager.
Test simulation problem
Our prototype implementation works with the bridge design study introduced earlier (see Figure 1 ). We present its details here to provide context for the discussion of the active sampler, resource allocator, and shared object space layer modules below. The design problem is to construct a simple bridge with four supports, two of which are fixed and clamped at the end points, with the remaining two modelled as columns made of a homogenous elastic material.
The design parameters of the problem are positions of the two columns. The performance parameters are the combined costs of the column construction as a function of the distance from the endpoints, and the maximum vertical deflection of the bridge.
We consider a nonlinear model for the problem, as linear models typically allow considerable simplifications of the design process, which do not apply in more general cases. To obtain a realistic understanding of typical solver behavior, our implementation uses a widely used scientific computing library (PETSc) to solve the discretized systems. Problem formulation and the parameter space. The bridge is modeled as a one-dimensional rod, elastically deforming in two dimensions. The continuous energy of the bridge in a static configuration is given by
where the five terms correspond to the bending energy, the membrane energy, the potential energy due to gravity, and the potential energies due to the two elastic supports. The parameter t is the distance from a material point to a reference point (t 0 and t 1 are the endpoints), s(t) is the arclength distance from a material point to the reference point in the deformed configuration, κ(t) is the curvature of the deformed configuration at t, and p(t) = (p x (t), p y (t)) is the displacement of a point. r 0 and r 1 are the locations of intermediate elastic supports, and K c is the effective elastic stiffness of the supporting columns.
The boundary conditions for the problem are fixed locations for supports: p(t 0 ) = (t 0 , 0), p(t 1 ) = (t 1 , 0). The parameters r 0 and r 1 define the parameter space for the model. Performance space. We use two performance measures: one is the maximal displacement of the bridge; for support positions r 0 and r 1 and the corresponding deformed configuration of the bridge p(t)
The second performance measure is computed using a user-defined cost function f (r − t 0 ) for support placement:
Intuitively, the function f (r) is dictated by the shape of the riverbed as shown in Figure 1 . Discretization. We use a simple nonlinear discretization of the problem, where t i = hi, i = 0 . . . N and h = (t 1 − t 0 )/N . The discretized energy is given by:
2 where l i = |p i+1 −p i |, and θ i is the angle between segments (p i−1 , p i ) and (p i , p i+1 ). One can show that for small displacements, this is equivalent to using piecewise linear basis functions to discretize the membrane energy and piecewise quadratic functions to discretize curvature. In addition, we assume supports of the bridge to be elastically deformable, modeling them as simple elastic springs of high stiffness. The forces and force derivatives are obtained by differentiating the energy with respect to the degrees of freedom. Numerical methods. To solve the nonlinear problem, we use the Newton method with cubic line search; the only numerical parameter that we choose is the residual tolerance. We solve the linear system in the interior loop of the linear solver using a direct LU solver. Instrumentation. To interface the code with the system, we added two components; in each case, the resulting modification was minor. First, after each Newton iteration, a checkpoint is saved into the shared object space layer (SISOL) decribed below. Each checkpoint contains the information about the parameters of the system and the positions of all nodes. In the current implementation, the checkpoint is a PETSc vector containing t 0 ... t N .
Second, the simulation can be started using checkpoint information from a different simulation run. A simple transformation module is included, which maps the solution obtained for a particular configuration of supports to a new configuration using linear rescaling and cubic interpolation of the solution.
Active sampler
Our current implementation of the Sim-X architecture features an active sampler that resolves the Pareto frontier in a breadth-first, coarse-to-fine manner. Consequently, (a) the user perceives a low response time as a rough depiction of the frontier is displayed within seconds, (b) as the display resolution progressively increases, so does the required number of simulations, but so does the sampling density, enabling better reuse of simulation results in the resource allocator as described below.
A variety of techniques have been developed for discovering Pareto frontiers (e.g. [8, 17, 7] ). We have implemented a general hierarchical approach which requires no specific information about cost functions other than an evaluation procedure, which is consistent with our goals of providing a framework for interactive experimentation: coarse scale results can be obtained first and gradually refined, and arbitrary simulations can be used as a part of the cost functional computation. Approach. Assume that the parameter space has been sampled at a finite number of points, yielding a discrete finite set, V , of evaluated designs. The discrete approximation of the Pareto frontier is the subset, R ⊆ V , containing only the undominated points. 2 We start by discretizing the parameter space into a coarse lattice and proceed as follows. Seed the computation by evaluating one or more (arbitrary) lattice points, always adding evaluated points to V . Every time a change is made to V , incrementally update R. If a point is added to R, then the sampler requests evaluation of all lattice-neighbors of the new point. This effectively walks along the Pareto frontier: lattice-neighbors that are off the frontier will be dominated, hence will not propagate further; neighbors on the frontier will be added to R, thus advancing the walk. At all times, R represents the best approximation to the Paretofrontier given current data. At the end of this computation, R is the best approximation of the Pareto frontier at the current lattice resolution. When we reach this point, we refine the Pareto approximation: resolution is increased and points on a finer lattice adjacent to points in R are evaluated. Parallelization The active sampler must efficiently and correctly resolve the Pareto frontier in the setting of multiple simulation containers. This is an inherently difficult task consisting of conflicting goals: optimal sampling dictates using all information at hand in choosing the next evaluation point; full loading requires that every simulation container have queued jobs.
Full loading of simulation containers requires the sampler to issue evaluation points in the absence of complete knowledge. Therefore in comparing a parallel to a sequential implementation we expect (and observe) that some evaluations, issued with incomplete knowledge, would not have been issued under complete knowledge. These excess evaluations are inevitable in the parallel setting. Even so, the active sampler satisfies the goal of optimal sampling by issuing simulations based only on known completed simulations (in effect, treating pending simulations as if they would be dominated). When new information may indicate that a previously issued evaluation is (in retrospect) in excess, this may lead to a truncation of search stemming from the excess evaluation.
Resource allocator
Our current implementation of the resource allocator allocates work units to simulation containers using a simple FIFO queue. This decision was largely motivated by the fact that individual simulation runs for our test problem execute on the order of a few tens of microseconds each, so a more sophisticated scheme would have yielded few additional benefits.
The one decision that the resource allocator does make is to choose a nearby checkpoint from which to jumpstart the requested simulation. This choice is made by querying the shared object space layer for the nearest evaluated parameter space point and then supplying this as an additional modifier to the work unit.
Shared object space layer (SISOL)
A central component of the Sim-X implementation is the SISOL module, which implements a spatially-indexed shared object layer. Interface. The primary abstraction provided by SISOL is one of a spatially-indexed object set, elements within which can be inserted and retrieved using spatial coordinates. In addition to looking up specific objects by their coordinates, SISOL also supports neighborhood queries to retrieve an arbitrary number of objects that are within a certain distance from a specified coordinate. Table 1 shows the high-level interface functions provided by SISOL. The interface supports typed objects (e.g., PETSc vectors) which can be either sequential or parallel. Implementation. The choice to explicitly distinguish between object reads and writes, and to delimit these accesses with start and stop calls enables an efficient distributed caching implementation of the SISOL layer [15] . Multiple read copies of an object can be simultaneously cached at multiple nodes; however, only one of these copies can be valid for a write access. The SISOL interface supports application-specific custom coherence protocols to reduce coherence traffic in commonly encountered access patterns.
For the results that we report in Section 5, we work with a simpler implementation where the object storage is partitioned among multiple SISOL server processes; each SISOL client communicates with a statically chosen server process over TCP connections to implement the interface functionality but does not itself cache retrieved objects. Note that this implementation can be scaled easily by growing the number of SISOL server processes as the number of clients increase. Such scaling comes at the cost of not all updates being visible to all clients, but this tradeoff is likely acceptable in most situations including in our model problem.
The test simulation code and active sampler work with two object sets: a 2-dimensional set that stores the simulation checkpoints corresponding to different points in the parameter space, and a 2-dimensional set that stores the simulation results for retrieval by the active sampler and viewer modules. Both the active sampler and the simulations themselves make heavy use of neighborhood queries.
Our implementation internally supports two variants for how one maintains the objects within a set: a simple hashtable, and a more involved R-tree based implementation. Create object set of arity dimensions to store objects of type typeID. The weights array specifies a weighted Euclidean distance metric. Registration int RegisterSet(int setID, void ** objSet)
Registers client as participant; retrieves object set metadata in objSet.
void UnregisterSet(void * objSet) Unregisters client. Access void Insert(void * objSet, double * coords, void * obj) void Remove(void * objSet, double * coords) Insert/remove an object into/from the set.
void * StartRead(void * objSet, double * coords) void * StartWrite(void * objSet, double * coords) void EndRead(void * objSet, double * coords, void * obj) void EndWrite(void * objSet, double * coords, void * obj) Start/end a read/write operation on an object.
Query
void QueryClosest(void * objSet, double * coords, int numToLookup, int * numRetrieved, double ** retrCoords)
Query for up to numToLookup closest neighbors Table 1 . Interface of the spatially-indexed shared object space layer (SISOL).
The results in the next section use the hash table implementation, which for the particular object sets of interest yielded lower operation times.
Evaluation
To understand the costs and benefits of the Sim-X architecture, we evaluated the performance characteristics and outputs of the bridge design computational study for multiple user input and execution environment scenarios. We discuss some of these scenarios below. Experiment setting. For all of the experiments in this section, the study was run on a homogenous IBM eServer cluster comprising 256 nodes, each with two 64-bit 2.2 GHz PowerPC 970 processors and 2 GB RAM, interconnected via a Myrinet network. The study involved a single manager process, from one to four SISOL server processes serving the checkpoint object set, and varying numbers of simulation container processes, each hosted on a separate physical processor.
To quantify the impact of the different features of the Sim-X architecture, we defined the following four system configurations:
1. GS: a grid-based sampling of the parameter space, which progressively refines the Pareto frontier by evaluating simulations at grid points of increasing resolution. 2. GS+C: grid-based sampling, with reuse of checkpoints from prior runs. 3. AS: active sampling of the parameter space. 4. AS+C: active sampling, with reuse of checkpoints from prior runs.
In each case, the objective of the study was to identify a Pareto frontier corresponding to minimum bridge deflection and a bridge cost function. To ensure that the study results were not affected by human interaction delays, the manager read the study specifications from a file. Both samplers are seeded with a 40x40 grid over the parameter space, and the studies terminate after the samplers resolve the Pareto frontier to the fourth refinement level of the original grid. The results are written into the SISOL server processes, and collected after each refinement of the partial Pareto frontier. High-level control of the study. Figure 4 shows the evolution of the Pareto frontier over time for the AS+C configuration run with 128 simulation containers. For comparison, we are showing the evolution of the Pareto frontier for the GS configuration. Table 2 shows in detail the wall-clock time needed by each of the GS, GS+C, AS, and AS+C configurations to reach each stage of the Pareto frontier's evolution.
Two points can be observed from the plots. First, even relatively early on in the study, the overall shape of the Pareto frontier is visible, which permits a user to interact and optionally change the study parameters without waiting for completion of a set number of simulation runs.
Second, the Sim-X architecture managed to provision resources to explore only those portions of the parameter space that were most productive from the point of view of developing the Pareto frontier. This is seen by the sparsity of the evaluations in the AS+C configuration, which is very unlike what is seen for the GS configuration. Figure 5 shows the quality of the Partial frontier available at particular times for the AS+C and GS+C configurations respectively, as measured by the Hausdroff distance metric in the observation space . It can be seen as early as ten seconds into the study that the AS+C configuration already yields a good approximation of the final answer. The GS+C configuration is clearly non-competitive. Performance benefits of Sim-X. Table 2 shows the performance benefits from Sim-X's use of the active sampler and reuse of application checkpoints. Checkpoint reuse has the effect of reducing average per-simulation runtimes by 60% to more than 90%, depending on the pool of checkpoints that the manager can draw from. These savings result from a reduction in the number of iterations taken by the solver to converge, which goes down from 40-50 for the initial simulations to as low as 3-4 for later ones. 3 Independent of this, the active sampler cuts down total runtime by up to an additional factor of 35×, depending on the target refinement level. These savings result from a reduction in the number of simulations needed to generate a frontier. Scaling behavior. Table 3 shows the breakdown of execution times on the manager, simulation container, and SISOL server processes into various components for different numbers of processors. The runs used four SISOL server processes, each handling requests from an equal-sized partition of the simulation container processes. (See the caption for an explanation of the different components).
The high level conclusion that one can draw from the table is that all of the components of the Sim-X architecture scale relatively well for our target numbers of processors, and spend relatively little time on overhead activities, e.g., dispatching new work to the simulation containers or interacting with the SISOL service. While we did have to increase the the number of SISOL servers as the number of simulation containers increased, no additional implementation effort was needed. Our detailed measurements also indicate that the tradeoff of not having all checkpoints accessible to all containers, while having some effect, did not increase overall run times in any noticeable fashion.
Benefits in other environments. More detailed analysis of the data in Table 3 and the reasons behind them is instructive to understand how the Sim-X architecture would perform on different workloads or on larger numbers of processors.
The first observation not directly seen in the data is that simulation sizes are non-uniform. At the beginning of the study, few checkpoints have been created. The manager has a relatively small pool of checkpoints to draw from, and thus is less likely to find a checkpoint that benefits the simulation. Therefore, early simulations take longer to run. This phenomenon is illustrated in Table 4 . Such non-uniformity ultimately affects scalability because the active sampler sets up dependencies between the simulations it issues. On the other hand, these results suggest that manager resources can perhaps be used to do additional (exploratory) work during the early stage of the study to make more informed choices about which simulations to run.
Beyond this non-uniformity, the primary source of parallel overhead in Sim-X appears to be algorithmic, resulting from the active sampler basing its decisions on incomplete information. As discussed in section 4.3, when the active sampler chooses a parameter point to issue, it assumes all the parameter points that are still running to be not on the Pareto frontier. If those points are found to be on the frontier when their results arrive, then the active sampler will have to issue extra simulations to fix the frontier. As the number of parallel processes increases, the number of simulations being run at any one time increases, therefore the chance of the sampler making a mistake also increases. As a result, the number of evaluations needed to construct a Pareto frontier also increases. Table 3 illustrates this overhead, which indicates the need for improving the active sampler algorithm to better track inter-simulation dependencies. Table 3 also shows that on larger numbers of processors and for studies involving lighter-weight simulations, the interaction overheads of the manager and SISOL server processes can potentially become bottlenecks. Manager scalability can be addressed by setting up a hierarchy of managers each of which takes responsibility for exploring a portion of the design space; the challenge here is in orchestrating active sampler decisions across these portions.
SISOL server scalability is easier to address: the dominant cause for the increased runtimes seen for SISOL server operations appears to be the linear search of the hash table entries to resolve neighborhood queries. A smarter search strategy, e.g., one that combines an R-tree implementation with more approximate responses to neighborhood queries would alleviate this problem, as would further partitioning the SISOL server activity. Ultimately however, the tradeoff inherent in partitioning, where not all updates are visible everywhere, may become a problem. We expect that the distributed caching implementation of the SISOL server to provide a longer-term solution to this issue, effectively approximating a SISOL server per simulation container, yet still permitting propagation of updates.
Summary
The results we have obtained with our initial prototype of Sim-X suggests that the Sim-X system does go a long way towards meeting the two goals we started off with: providing a framework for high-level user interaction with computational studies, and increasing the sizes of computational studies that can be performed at interactive rates. For our sample problem, significant improvements were observed both from intelligent parameter space navigation strategy implemented in the active sampler, and reuse of previously computed solutions.
There are several next steps we intend to pursue: support for parallel simultion codes that run on multiple simulation containers, support for heterogeneous multiscale models often used in engineering, and a user interface supporting computational study steering. As our implementation matures, we hope that Sim-X will substantially improve the ease with which scientists and engineers can perform sophisticated computational studies on small and mediumsize parallel platforms.
