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Abstract—We study the effects of instantaneous feedback of
channel topology on the degrees of freedom (DoF) of the bursty
MIMO X channel, where the four transmitter-receiver links
are intermittently on-and-off, governed by four independent
Bernoulli (𝑝) random sequences, and each transmitter and
receiver are equipped with 𝑀 and 𝑁 antennas, respectively. We
partially characterize this channel: The sum DoF is characterized
when 𝑝 ≤ 1
2
or when min(𝑀,𝑁)
max(𝑀,𝑁)
≤ 2
3
. In the remaining regime,
the lower bound is within 5.2% of the upper bound. Strictly
higher DoF is achieved by coding across channel topologies. In
particular, codes over as many as 5 topologies are proposed to
achieve the sum DoF of the channel when 𝑝 ≤ 1
2
. A transfer
function view of the network is employed to simplify the code
design and to elucidate the fact that these are space-time codes,
obtained by interference alignment over space and time.
I. INTRODUCTION
Interference is a critical issue in wireless communication,
limiting the capacity of a network, and the two-user-pair
interference channel (IC) has been a canonical model for
studying the capacity of interference networks. The degrees of
freedom (DoF) of an MIMO IC with three antennas at each
terminal, for instance, is only 3, instead of 6 when there is no
interference between the two pairs of users [1]. An interesting
discovery is made in [2]–[4], however, that the sum DoF of this
network can be easily increased to 4 by simply allowing cross
messaging between the two pairs of users, and this network
is referred to as X channel (XC) in the literature. Recently,
however, questions were raised as to how the capacity of an
interference network would change when the links between
the transmitters and receivers exist only intermittently due to
frequency hopping, shadowing, co-channel interference, ... etc,
c.f. [5], [6], [9] among others. This conceptually simple change
turns out to have profound implications. Take the bursty
MIMO XC for example [6]. Burstiness of the channel disrupts
the network topology, turning the XC into a new network with
16 different topologies. This significantly changes its channel
capacity and achievability schemes, and greatly complicates
the characterization of the sum DoF.
Availability of channel state information at the transmitters
(CSIT) is long known to have a great impact on the channel
capacity. Interestingly, it is also discovered in [7] that delayed
CSIT is still very useful, even if it is completely stale. This
motivates a sequence of works to further explore the benefits
of delayed CSIT, including [8]–[10] for the IC and XC. More-
over, for networks with time-varying topology, communication
rate gains have been reported even with only topological
information at the transmitters [11], [12]. The highlight of the
achievability schemes in these works is coding over multiple
channel uses or topologies. This motivates us to consider how
channel topology information at the transmitters (CTIT) may
be used to enhance the achievable rates on the bursty MIMO
XC. As a first step, we consider instantaneous feedback of
channel topology to the transmitters in this work.
Unlike [8]–[12], where the channel matrices are time-
varying, we study the bursty MIMO XC whose channel
matrices are drawn from a continuous distribution and are fixed
throughout the communication. The only time-varying compo-
nent in this channel is its topology, which is assumed known
to the receivers and is fed back to transmitters instantaneously.
Each transmitter and each receiver are equipped with 𝑀 and 𝑁
antennas, respectively. The four links between the transmitters
and receivers are on-and-off intermittently, governed by four
independent Bernoulli (𝑝) random sequences, similar to the
model in [9]. For this bursty MIMO XC, we ask these
questions: How may we exploit the topology feedback to
achieve higher DoF? What is its sum DoF? How does it
compare to the case where there is no topology feedback [6]
or no cross-link messaging [9]?
Our key findings are the following: First, strictly higher DoF
can be achieved on this bursty MIMO XC by coding across
channel topologies. In particular, sophisticated codes across as
many as 5 topologies prove beneficial on this channel. This in
contrast to the simpler codes for the channels considered in
[12], [11], or [9]. Secondly, the search of DoF-optimal codes
by trials-and-errors is prohibitive due to the large space of
coding possibilities for this channel. The transfer function view
of the parallel channel across topologies, on the other hand,
affords a systematic approach that dramatically reduces the
effort of code design and makes it much more manageable.
It also elucidates the fact that these are space-time codes,
obtained by interference alignment over space and time. A
similar observation of the interference alignment interpretation
is also made in [7] albeit for the broadcast channel. Thirdly,
armed with these codes, we give a partial characterization of
the sum DoF of this channel. The sum DoF is determined when
𝑝 ≤ 12 , or when the antenna ratio 𝑟, defined as min(𝑀,𝑁)max(𝑀,𝑁) , is
no greater than 23 . When 𝑟 >
2
3 and 𝑝 >
1
2 , the sum DoF is
not fully characterized. However, we provide a lower bound
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Figure 1. The normalized sum DoF of the channel when 𝑝 = 0.7 (The DoF
normalization is against max(𝑀,𝑁). 1-topology codes: No coding across
topologies. T2: 𝑀 ≥ 𝑁 . T1: 𝑀 ≤ 𝑁 . Dashed lines: lower bounds.)
that is within 5.2% of the upper bound, in the worst case.
Figure 1 illustrates the sum DoF of this channel, the benefits of
coding across topologies, and how the sum DoF of the channel
varies when topology feedback or cross-link messaging is not
allowed.
II. PROBLEM FORMULATION
The system model of the bursty MIMO XC is depicted in
Figure 2. There are two transmitters and two receivers in the
system, denoted by Tx𝑖 and Rx𝑗, respectively, for 𝑖, 𝑗 ∈ {1, 2}.
Each transmitter is equipped with 𝑀 antennas, while each re-
ceiver has 𝑁 antennas. 𝑀𝑗𝑖 ∼ Unif{1, 2, . . . , 2𝑛𝑅𝑗𝑖} denotes
the message from Tx𝑖 to Rx𝑗, encoded over a code block of 𝑛
symbols with code rate 𝑅𝑗𝑖, and ?^?𝑗𝑖 is the decoded message
at Rx𝑗. 𝑋𝑖 represents the signal transmitted by Tx𝑖 and 𝑌𝑗
is the received signal at Rx𝑗. Each transmitter has an average
transmit power constraint 𝑃 , i.e. 1𝑛
∑︀𝑛
𝑘=1 ‖𝑋𝑖[𝑘]‖2 ≤ 𝑃, 𝑖 ∈
{1, 2}, where 𝑋𝑖[𝑘] denotes the 𝑘-th transmitted symbol of
Tx𝑖. 𝐻𝑗𝑖 models the 𝑁 ×𝑀 channel matrix from Tx𝑖 to Rx𝑗.
To simplify the notations in Section IV and V, we assign
the following aliases: 𝐻1 = 𝐻11, 𝐻2 = 𝐻12, 𝐻3 = 𝐻21
and 𝐻4 = 𝐻22. The channel matrices are drawn randomly
from a continuous distribution with i.i.d. elements, but are
fixed during the transmission. Each transmitter or receiver is
assumed to have perfect knowledge of all channel matrices.
𝑍𝑗 is the additive Gaussian noise at Rx𝑗 with zero mean and
unit variance, i.i.d. in time.
The four Tx-Rx links are intermittently on and off,
controlled by four independent and identically distributed
Bernoulli (𝑝) random sequences, 𝑆11[𝑘], 𝑆12[𝑘], 𝑆21[𝑘], and
𝑆22[𝑘]. The link from Tx𝑖 to Rx𝑗 is on with probability
𝑝 at the 𝑘-th time instant when 𝑆𝑗𝑖[𝑘] = 1. The link is
off if 𝑆𝑗𝑖[𝑘] = 0. For convenience we define 𝑞 , 1 − 𝑝,
and for brevity of notation, we may drop the dummy time
index (𝑘) hereafter and abbreviate 𝑆𝑗𝑖[𝑘] as 𝑆𝑗𝑖 when there
is no confusion. Each receiver has perfect knowledge of the
burstiness of the two incoming links, e.g. Rx1 knows 𝑆11
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Figure 2. Model of the bursty MIMO X channel
and 𝑆12, and feeds this topological information back to both
transmitters instantaneously.
A rate tuple (𝑅11, 𝑅12, 𝑅21, 𝑅22) is said to be achievable on
the bursty MIMO X channel if there exists a sequence of codes
such that 𝒫{?^?𝑗𝑖 ̸= 𝑀𝑗𝑖, for some 𝑖, 𝑗 ∈ {1, 2}} converges
to zero as the block length of the codes tends to infinity. The
capacity region of the channel is the set of all achievable
rate tuples (𝑅11, 𝑅12, 𝑅21, 𝑅22), and the sum capacity of the
channel, 𝐶sum, is the supremum of the achievable sum rates
(𝑅11 + 𝑅12 + 𝑅21 + 𝑅22). The sum DoF, 𝜂, of the channel
follows conventional definition, i.e.
𝜂 , lim
𝑃→∞
𝐶sum
( 12 ) log(𝑃 )
. (1)
For convenience, we also define the normalized sum DoF to
be 𝜂/max(𝑀,𝑁).
In this paper we evaluate the sum DoF of the channel in
the almost surely (a.s.) sense, since the channel matrices are
drawn from a continuous probability distribution as in [3].
III. MAIN RESULTS
The normalized sum DoF of the bursty MIMO XC with
instantaneous feedback of channel topology is characterized
and bounded by the following two theorems.
Theorem 1. The normalized sum DoF of this channel, when
𝑟 ≤ 23 or 𝑝 ≤ 12 , is given by⎧⎪⎨⎪⎩
2𝑟𝑝(1 + 𝑞), 𝑟 ≤ 1
2
2𝑟(𝑝2 + 2𝑝𝑞2) + 2𝑝2𝑞, 𝑟 >
1
2
and (𝑟 ≤ 2
3
or 𝑝 ≤ 1
2
).
(Recall that 𝑟 , min(𝑀,𝑁)max(𝑀,𝑁) and 𝑞 , 1− 𝑝.)
Theorem 2. When 𝑟 > 23 and 𝑝 >
1
2 , the normalized sum
DoF is upper bounded by min(𝜂ub1 , 𝜂
ub
2 ), where
𝜂ub1 , 2𝑟(𝑝2 + 2𝑝𝑞2) + 2𝑝2𝑞,
𝜂ub2 , 4𝑟𝑝𝑞 +
4
3
𝑝2,
and is lower bounded by 𝜂lb, given by
𝜂lb , 𝑟𝑝𝑞(4𝑞2 + 6𝑝) + 2𝑝2𝑞 + 4
3
(𝑝4 − 𝑝3𝑞).
Figure 3. Topologies of the Bursty MIMO XC (Topologies on the same row
have the same probability, indicated in the leftmost column.)
Remark 1. It is easily verified that 𝜂lb is within 5.2% of
min(𝜂ub1 , 𝜂
ub
2 ), and the maximum gap occurs when 𝑟 ≃ 0.81
and 𝑝 ≃ 0.77.
The sum DoF of this bursty MIMO XC has the following
properties, as illustrated in Figure 1:
1) The sum DoF of the bursty MIMO XC can be larger than
that of the non-bursty channel when 𝑟 is large, e.g. 𝑟 ≃
1. In contrast, without transmitter knowledge of channel
topology (CTIT), the best known achievable sum DoF of
the bursty channel is always lower.
2) However, when 𝑟 ≤ 23 , burstiness of the channel, i.e.
𝑝 < 1, always reduces the sum DoF of the channel.
3) Coding across channel topologies can lead to strictly
higher sum DoF, but only when 𝑟 > 12 .
4) When 𝑟 ≤ 12 and 𝑀 ≥ 𝑁 , lack of CTIT does not
decrease the sum DoF.
5) When 𝑟 ≤ 12 and 𝑀 ≤ 𝑁 , lack of CTIT and lack of
cross messaging both lead to the same lower sum DoF.
6) Existence of cross-links can increase the sum DoF when
the channel is bursty (𝑝 < 1).
We prove the achievability of Theorem 1 and 𝜂lb of Theo-
rem 2 for 𝑀 ≥ 𝑁 in the next section. The rest of the proof
can be found in the appendices, including the converse proof
and the 𝑀 ≤ 𝑁 case.
IV. ACHIEVABILITY SCHEMES AND DOF LOWER BOUNDS
In this section, we present the coding schemes and prove
achievability of the sum DoF given by Theorem 1 and the 𝜂lb
lower bound of Theorem 2 with 𝑀 ≥ 𝑁 . Key to the proof
are the following two lemmas which establish the sum DoF
of two parallel MIMO channels, each consisting of a subset
of the topologies illustrated in Figure 3.
Lemma 1. For the {𝑧1, 𝑧2} parallel MIMO channel consisting
of the 𝑧1 and 𝑧2 topologies, 2𝑁 +𝑀 sum DoF is achievable
(a.s.), when 12 <
𝑁
𝑀 ≤ 1.
Proof. To prove this, we combine the strategy of coding across
topologies in [12] with interference nulling beamforming in
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Figure 4. Coding scheme for the {𝑧1, 𝑧2} parallel MIMO channel(𝐼𝑀 , 𝐼𝑀 :
first 𝑁 and 2𝑀 −𝑁 columns of 𝐼𝑀 , respectively. 𝐻2𝜓2 = 𝐻4𝜑4 = 0. )
[6], [4]. As illustrated in Figure 4, the 𝜑2 and 𝜑4 filters are
𝑀 × (𝑀 −𝑁) full-rank matrices satisfying 𝐻2𝜑2 = 𝐻4𝜑4 =
0, and the 𝐼𝑀 and 𝐼𝑀 consist of the first 𝑁 and 2𝑀 − 𝑁
columns of the identity matrix 𝐼𝑀 , respectively. 𝑎, 𝑏, 𝑐, 𝑑, 𝑒
denote vectors of 𝑁,𝑀−𝑁, 2𝑁−𝑀,𝑁,𝑀−𝑁 real variables,
respectively.
When the signal power (𝑃 ) is large, it is obvious from the
schematic that (𝑏, 𝑐) can be solved reliably at Rx2 and so can
(𝑒, 𝑐) at Rx1. Moreover, since 𝐻2𝜑2 = 0, Rx1 also receives a
linear combination of 𝑎 and 𝑐, denoted by 𝐿(𝑎, 𝑐), plus noise,
from which 𝑎 can be solved reliably as 𝑐 is known. By the
same token, 𝑑 can also be solved reliably at Rx2. Hence we
can communicate a total of 2𝑁 +𝑀 variables reliably as 𝑃
tends to infinity, proving the achievability of the sum DoF.
Since the {𝑧3, 𝑧4} parallel channel is identical to the
{𝑧1, 𝑧2} channel after a relabeling, it obviously has the same
DoF. Hence 2(2𝑁 + 𝑀) + 43𝑀 sum DoF is achievable on
the parallel channel comprising the 𝑧1, 𝑧2, 𝑧3, 𝑧4, 𝑓 topologies,
when 12 <
𝑁
𝑀 ≤ 1. Interestingly, we can do better.
Lemma 2. For the {𝑧, 𝑓} parallel MIMO channel consisting
of the 𝑧1, 𝑧2, 𝑧3, 𝑧4 and 𝑓 topologies, 6𝑁 + 2𝑀 sum DoF is
achievable (a.s.), when 23 <
𝑁
𝑀 ≤ 1.
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Figure 5. Coding scheme for the {𝑧, 𝑓} parallel MIMO channel
Table I
LENGTH OF VECTORS IN THE {𝑧, 𝑓} CODING SCHEME
vector length 𝑁 2𝑁 −𝑀 𝑀 −𝑁
Tx1 vectors 𝑎, 𝑏 𝑐, 𝑑 𝑒, 𝑓, 𝑔
Tx2 vectors ℎ, 𝑖 𝑗, 𝑘 𝑙,𝑚, 𝑛
Proof. The key idea is to incorporate both interference align-
ment [3] and interference nulling [6], [4] into coding across
topologies. As in the proof of Lemma 1, let 𝐼𝑀 consist of the
first 𝑁 columns of 𝐼𝑀 , and let 𝜑𝑖 be an 𝑀 × (𝑀 −𝑁) full-
rank matrix satisfying 𝐻𝑖𝜑𝑖 = 0, 𝑖 = 1, 2, 3, 4. In addition,
let us define 𝐺𝑖 to comprise the first (2𝑁 −𝑀) columns of
the pseudo inverse of 𝐻𝑖, namely 𝐻𝑇𝑖 (𝐻𝑖𝐻
𝑇
𝑖 )
−1, and consider
the coding scheme depicted in Figure 5, where 𝑎, 𝑏, 𝑐, ..., 𝑛 are
vectors of real variables with their length specified in Table I.
Assuming large signal power (𝑃 ), we decode with succes-
sive interference cancellation in three steps:
Step 1: Decode the variables at the receiver of each 𝑧𝑖-
topology with only one incoming link (indicated by an → in
the figure). At Rx2 of the 𝑧1-topology, for example, (𝑗, 𝑙) can
clearly be decoded reliably. The other 𝑧𝑖-topologies can be
treated similarly.
Step 2: Decode the variables at both receivers of the 𝑓 -
topology. Consider Rx1 first. Since (𝑑, 𝑘) have been decoded
in Step 1, we can remove them. Note also that vector 𝑛 is gone
due to interference nulling, i.e. 𝐻2𝜑2 = 0. Moreover, vectors
𝑐 and 𝑗 are aligned because 𝐻1𝐺1 = 𝐻2𝐺2. As a result, we
can reliably decode 𝑔 and 𝐿(𝑐, 𝑗), a linear combination of 𝑐
and 𝑗, as illustrated in Figure 5. Rx2 is decoded similarly.
Step 3: Finally, we decode the remaining receiver of each
𝑧𝑖-topology. Take Rx1 of the 𝑧1-topology for instance. Vector
𝑙 is nulled, while 𝑐 and 𝑗 are aligned and 𝐿(𝑐, 𝑗) has been
decoded in Step 2. Canceling it, vector 𝑎 can hence be decoded
reliably. The same strategy applies to the other 𝑧𝑖-topologies.
Therefore, vectors 𝑎, 𝑏, 𝑐, ..., 𝑛 can all be reliably decoded,
leading to an achievable sum DoF of 4𝑁+4(2𝑁−𝑀)+
6(𝑀−𝑁) = 6𝑁+2𝑀.
Remark 2. With simple converse arguments, one can show
that the DoF achieved in Lemma 1 and 2 are in fact optimal.
A. Achievability proof of Theorem 1
To prove Theorem 1, we distinguish three cases:
When 𝑁 ≤ 12𝑀 , it is unnecessary to code across topology.
With DoF-optimal code for each topology, it is easy to verify
that the following sum DoF is achievable (a.s.):
𝑁(4𝑝𝑞3 + 10𝑝2𝑞2 + 8𝑝3𝑞 + 2𝑝4) = 2𝑁𝑝(1 + 𝑞). (2)
When 12𝑀 < 𝑁 ≤ 23𝑀 , we use codes across {𝑧1, 𝑧2}
topologies and {𝑧3, 𝑧4} topologies, together with per-topology
DoF-optimal codes for the remaining topologies. With Lemma
1, it follows that we can achieve (a.s.) a sum DoF of
𝑝𝑞34𝑁 + 𝑝2𝑞2(6𝑁 + 2𝑀) + 𝑝3𝑞(4𝑁 + 2𝑀) + 𝑝42𝑁
=2𝑁(𝑝2 + 2𝑝𝑞2) + 2𝑀𝑝2𝑞. (3)
Lastly, let us consider the case where 23𝑀 < 𝑁 ≤ 𝑀
and 𝑝 ≤ 12 . For a long period of (𝑛) channel uses, the
𝑓 -topology occurs approximately 𝑛𝑝4 times, while each 𝑧𝑖-
topology occurs approximately 𝑛𝑝3𝑞 times. We first code
across the {𝑧1, 𝑧2, 𝑧3, 𝑧4, 𝑓} topologies and totally consume
the 𝑓 -topologies. Since 𝑝4 ≤ 𝑝3𝑞, we then use {𝑧1, 𝑧2}-
and {𝑧3, 𝑧4}-topological codes on the remaining 𝑧𝑖-topologies.
For the other topologies, simply employ a DoF-optimal
code on each topology. Thus, by Lemma 1 and 2, we
can achieve sum DoF of 𝑝𝑞34𝑁+𝑝2𝑞2(6𝑁+2𝑀)+𝑝4(6𝑁+
2𝑀)+(𝑝3𝑞−𝑝4)(4𝑁+2𝑀), or equivalently
2𝑁(𝑝2 + 2𝑝𝑞2) + 2𝑀𝑝2𝑞, (4)
which, interestingly, coincides with (3). The achievability of
Theorem 1 is hence established by (2)–(4).
B. Proof of 𝜂lb of Theorem 2
When 23𝑀 < 𝑁 ≤ 𝑀 and 𝑝 > 12 , the priority is again
to use the {𝑧, 𝑓}-topological code as much as possible. For
the remaining topologies, DoF-optimal code is employed on
each of them. Noting that 𝑝4 > 𝑝3𝑞, we conclude that the
following sum DoF is achievable (a.s.): 𝑝𝑞34𝑁+𝑝2𝑞2(6𝑁+
2𝑀)+𝑝3𝑞(6𝑁+2𝑀)+(𝑝4−𝑝3𝑞) 43𝑀 , or equivalently
𝑝𝑞34𝑁 + 𝑝2𝑞(6𝑁 + 2𝑀) + (𝑝4 − 𝑝3𝑞)4
3
𝑀, (5)
proving the 𝜂lb of Theorem 2.
V. TRANSFER FUNCTION VIEW
For simple codes across a couple of topologies, the DoF-
optimal codes are not hard to find by inspecting the schematic,
e.g. Figure 4, and trials and errors. This approach, however,
quickly becomes impractical as the topologies and antennas
increase. Take the 5-topology parallel channel shown in Figure
5, for example. This parallel channel has 10 transmitters and
10 receivers, and with 𝑀 = 4 and 𝑁 = 3, its sum DoF is 26.
To find a DoF-optimal code from the schematic by trials-and-
errors, we need to decide how to distribute these 26 variables
among the 10 transmitters. Some variables may be used multi-
ple times and combined with other variables. For each variable,
we also have the flexibility of choosing a beamforming vector.
There are simply too many possibilities—assuming even just
4 coding choices on each transmitter, this would amount to
410 possibilities! Not to mention the decoding schemes across
the receivers. We need a more systematic method.
One such approach can be obtained from the transfer
function view of the entire {𝑧, 𝑓}-parallel channel, namely⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑌1,𝑧1
𝑌1,𝑧2
𝑌1,𝑧3
𝑌1,𝑧4
𝑌1,𝑓
𝑌2,𝑧1
𝑌2,𝑧2
𝑌2,𝑧3
𝑌2,𝑧4
𝑌2,𝑓
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝐻1 0 0 0 0 𝐻2 0 0 0 0
0 0 0 0 0 0 𝐻2 0 0 0
0 0 𝐻1 0 0 0 0 0 0 0
0 0 0 𝐻1 0 0 0 0 𝐻2 0
0 0 0 0 𝐻1 0 0 0 0 𝐻2
0 0 0 0 0 𝐻4 0 0 0 0
0 𝐻3 0 0 0 0 𝐻4 0 0 0
0 0 𝐻3 0 0 0 0 𝐻4 0 0
0 0 0 𝐻3 0 0 0 0 0 0
0 0 0 0 𝐻3 0 0 0 0 𝐻4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑋1,𝑧1
𝑋1,𝑧2
𝑋1,𝑧3
𝑋1,𝑧4
𝑋1,𝑓
𝑋2,𝑧1
𝑋2,𝑧2
𝑋2,𝑧3
𝑋2,𝑧4
𝑋2,𝑓
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where the noise is ignored, and 𝑋𝑖,𝑡, 𝑌𝑗,𝑡 denote the trans-
mitted and received vector at Tx𝑖 and Rx𝑗 of the 𝑡 topology,
respectively. More compactly, we write[︂
𝑌1
𝑌2
]︂
=
[︂
𝐻1 𝐻2
𝐻3 𝐻3
]︂ [︂
𝑋1
𝑋2
]︂
, (6)
where 𝑋𝑖, 𝑌𝑖 refer to the super vector across 5 topologies at
Tx𝑖 and Rx𝑖, respectively, and 𝐻𝑖 denotes the corresponding
5𝑁 × 5𝑀 super channel matrix. Our goal is to design a
precoding matrix P = diag(𝐴,𝐵) so that we can solve the
desired number of variables from the transformed system of
linear equations:[︂
𝑌1
𝑌2
]︂
=
(︂[︂
𝐻1 𝐻2
𝐻3 𝐻3
]︂ [︂
𝐴 0
0 𝐵
]︂)︂[︂
𝑈1
𝑈2
]︂
, Heff
[︂
𝑈1
𝑈2
]︂
. (7)
Note that 𝑋1 = 𝐴𝑈1, 𝑋2 = 𝐵𝑈2, where 𝑈𝑖 is the effective
super input vector at Tx𝑖, across topologies. For concreteness,
we illustrate the approach with 𝑀 = 4, 𝑁 = 3 again. The
extension to general 𝑀 and 𝑁 is straightforward.
A. Block-level interference alignment: 24 DoF achievable
A moment of reflection on (7) and the block structure of
the 𝐻𝑖 super channel matrix suggests the following simple
precoding scheme via block-level interference alignment:
𝐴 =
⎡⎢⎢⎢⎢⎢⎣
0 𝐻†1 𝐼4 0
𝐼4 0 0 𝐻
†
3
0 0 0 𝐻†3
0 𝐻†1 0 0
0 𝐻†1 0 𝐻
†
3
⎤⎥⎥⎥⎥⎥⎦ , 𝐵 =
⎡⎢⎢⎢⎢⎢⎣
0 𝐻†2 0 0
0 0 0 𝐻†4
𝐼4 0 0 𝐻
†
4
0 𝐻†2 𝐼4 0
0 𝐻†2 0 𝐻
†
4
⎤⎥⎥⎥⎥⎥⎦ , (8)
where 𝐼4 consists of the first 3 columns of identity matrix 𝐼4
and 𝐻†𝑖 is the pseudo inverse of 𝐻𝑖. This leads to the following
Heff :⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 𝐼3 ?˜?1 0 0 𝐼3 0 0
0 0 0 0 0 0 0 𝐻2𝐻
†
4
0 0 0 𝐻1𝐻
†
3 0 0 0 0
0 𝐼3 0 0 0 𝐼3 ?˜?2 0
0 𝐼3 0 𝐻1𝐻
†
3 0 𝐼3 0 𝐻2𝐻
†
4
0 0 0 0 0 𝐻4𝐻
†
2 0 0
?˜?3 0 0 𝐼3 0 0 0 𝐼3
0 0 0 𝐼3 ?˜?4 0 0 𝐼3
0 𝐻3𝐻
†
1 0 0 0 0 0 0
0 𝐻3𝐻
†
1 0 𝐼3 0 𝐻4𝐻
†
2 0 𝐼3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (9)
where ?˜?𝑖 denotes the first 3 columns of 𝐻𝑖. With this
precoding scheme, the 1𝑠𝑡 and 5𝑡ℎ columns are nulled at 𝑌 1,
while the 2𝑛𝑑 and 6𝑡ℎ columns are aligned. In addition, the
non-zero columns are linearly independent, so 12 variables
may be solved at 𝑌 1. Similar arguments hold at 𝑌 2. So this
scheme can achieve a sum DoF of 24.
B. Refined interference alignment: 26 DoF achievable
A simple refinement of the above scheme leads to even
higher DoF. Specifically, zooming into each 𝐻𝑖 matrix quickly
reveals that it has 1 dimension of null space which we may
exploit. For example, replace each 𝐻†1 and 𝐻
†
2 in (8) with
[𝐺1, 𝜑1, 𝜑3] and [𝐺2, 𝜑2], respectively, where 𝐺𝑖 consists of
the first 2 columns of 𝐻†𝑖 and 𝜑𝑖 is a basis vector of the null
space of 𝐻𝑖. Similarly, substitute [𝐺3, 𝜑3] and [𝐺4, 𝜑4, 𝜑2]
for each 𝐻†3 and 𝐻
†
4 in (8), respectively, and the Heff now
becomes:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 [𝐼3, 0, 𝐻1𝜑3] ?˜?1 0 0 [𝐼3, 0] 0 0
0 0 0 0 0 0 0 [𝐻2[𝐺4, 𝜑4], 0]
0 0 0 𝐻1[𝐺3, 𝜑3] 0 0 0 0
0 [𝐼3, 0, 𝐻1𝜑3] 0 0 0 [𝐼3, 0] ?˜?2 0
0 [𝐼3, 0, 𝐻1𝜑3] 0 𝐻1[𝐺3, 𝜑3] 0 [𝐼3, 0] 0 [𝐻2[𝐺4, 𝜑4], 0]
0 0 0 0 0 𝐻4[𝐺2, 𝜑2] 0 0
?˜?3 0 0 [𝐼3, 0] 0 0 0 [𝐼3, 0, 𝐻4𝜑2]
0 0 0 [𝐼3, 0] ?˜?4 0 0 [𝐼3, 0, 𝐻4𝜑2]
0 [𝐻3[𝐺1, 𝜑1], 0] 0 0 0 0 0 0
0 [𝐻3[𝐺1, 𝜑1], 0] 0 [𝐼3, 0] 0 𝐻4[𝐺2, 𝜑2] 0 [𝐼3, 0, 𝐻4𝜑2]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where 𝐼3 denotes the first 2 columns of 𝐼3.
Now consider [𝐺1, 𝜑1, 𝜑3] first. The essence is to take away
one of the dimensions used by interference alignment, and
to save it for interference nulling vectors 𝜑1 and 𝜑3. Since
𝜑1 vanishes at 𝑌 1 and so does 𝜑3 at 𝑌 2, these two vectors
occupy only 1 dimension at either receiver, but they enable us
to send one more variable through the network. The rationale
for [𝐺4, 𝜑4, 𝜑2] is the same, and the linear independence of
the non-zero columns at each receiver is maintained.
Hence the optimal 26 DoF is achievable with this scheme.
Moreover, we obtain the code shown in Figure 5 after a slight
optimization (of reducing the number of 𝜑𝑖 filters.) It is also
clear in this view that this code is a space-time code, obtained
by interference alignment over space and time (topologies).
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APPENDIX A
DOF UPPER BOUND I
We prove an upper bound of the sum DoF of the bursty
MIMO XC in this appendix, which establishes the converse
part of Theorem 1 and 𝜂ub1 of Theorem 2. To simplify the
notations, we define 𝑆 , (𝑆11, 𝑆12, 𝑆21, 𝑆22) and adopt the
convention of using 𝑋𝑛 to denote a sequence of random
variables, (𝑋1, 𝑋2, · · · , 𝑋𝑛).
𝑛(𝑅11 +𝑅12 − 𝜖𝑛)
≤ 𝐼(𝑀11,𝑀12;𝑌 𝑛1 , 𝑆𝑛)
≤ 𝐼(𝑀11,𝑀12;𝑌 𝑛1 , 𝑆𝑛,𝑀21)
(𝑎)
= 𝐼(𝑀11,𝑀12;𝑌
𝑛
1 | 𝑆𝑛,𝑀21)
= ℎ(𝑌 𝑛1 | 𝑆𝑛,𝑀21)− ℎ(𝑌 𝑛1 | 𝑆𝑛,𝑀21,𝑀11,𝑀12)
(𝑏)
= ℎ(𝑌 𝑛1 | 𝑆𝑛,𝑀21)− ℎ((𝑆12𝐻12𝑋2 + 𝑍1)𝑛 | 𝑆𝑛,𝑀12),
(10)
where (𝑎) is due to the independence between (𝑀11,𝑀12)
and (𝑆𝑛,𝑀21), (𝑏) follows from the fact that 𝑋𝑛1 becomes
deterministic when 𝑆𝑛,𝑀11,𝑀21 are given, and (𝑆12𝐻12𝑋2+
𝑍1)
𝑛 denotes {𝑆12𝑖𝐻12𝑋2𝑖 + 𝑍1𝑖 : 𝑖 = 1, 2, · · · , 𝑛}.By
symmetry, we also have
𝑛(𝑅21 +𝑅22 − 𝜖𝑛)
= ℎ(𝑌 𝑛2 | 𝑆𝑛,𝑀12)− ℎ((𝑆21𝐻21𝑋1 + 𝑍2)𝑛 | 𝑆𝑛,𝑀21).
(11)
Let us bound ℎ(𝑌 𝑛1 | 𝑆𝑛,𝑀21) − ℎ((𝑆21𝐻21𝑋1 + 𝑍2)𝑛 |
𝑆𝑛,𝑀21) first. Denoting (𝑆21𝐻21𝑋1 + 𝑍2)𝑛 by Ω, we note
that
ℎ(𝑌 𝑛1 | 𝑆𝑛,𝑀21)
= 𝐼(𝑌 𝑛1 ;𝑋
𝑛
1 , 𝑋
𝑛
2 | 𝑆𝑛,𝑀21) + ℎ(𝑍𝑛1 )
≤ 𝐼(𝑌 𝑛1 ,Ω;𝑋𝑛1 , 𝑋𝑛2 | 𝑆𝑛,𝑀21) + ℎ(𝑍𝑛1 )
= ℎ(𝑌 𝑛1 ,Ω | 𝑆𝑛,𝑀21)− ℎ(𝑍𝑛1 , 𝑍𝑛2 ) + ℎ(𝑍𝑛1 )
= ℎ(Ω | 𝑆𝑛,𝑀21) + ℎ(𝑌 𝑛1 | 𝑆𝑛,𝑀21,Ω)− ℎ(𝑍𝑛2 ). (12)
So it follows that
ℎ(𝑌 𝑛1 | 𝑆𝑛,𝑀21)− ℎ((𝑆21𝐻21𝑋1 + 𝑍2)𝑛 | 𝑆𝑛,𝑀21)
≤ ℎ(𝑌 𝑛1 | 𝑆𝑛,𝑀21, (𝑆21𝐻21𝑋1 + 𝑍2)𝑛)
≤ ℎ(𝑌 𝑛1 | 𝑆𝑛, (𝑆21𝐻21𝑋1 + 𝑍2)𝑛)
≤
𝑛∑︁
𝑖=1
ℎ(𝑌1𝑖 | 𝑆𝑖, (𝑆21𝐻21𝑋1 + 𝑍2)𝑖)
(𝑎)
≤
𝑛∑︁
𝑖=1
ℎ(𝑌1𝑖 | 𝑆11𝑖, 𝑆12𝑖, 𝑆21𝑖, (𝑆21𝐻21𝑋1 + 𝑍2)𝑖), (13)
where (𝑎) holds because 𝑆𝑖 = (𝑆11𝑖, 𝑆12𝑖, 𝑆21𝑖, 𝑆22𝑖). We
then bound ℎ(𝑌1𝑖 | 𝑆11𝑖, 𝑆12𝑖, 𝑆21𝑖, (𝑆21𝐻21𝑋1 + 𝑍2)𝑖)
by letting (𝑆11𝑖, 𝑆12𝑖, 𝑆21𝑖) assume the values of
(1, 1, 1), (1, 0, 1), (0, 1, 1), (0, 0, 1), (1, 1, 0), (1, 0, 0), (0, 1, 0),
and (0, 0, 0). This leads to an upper bound of
𝑝3ℎ(𝐻11𝑋1𝑖 +𝐻12𝑋2𝑖 + 𝑍1𝑖 | 𝐻21𝑋1𝑖 + 𝑍2𝑖)
+𝑝2𝑞ℎ(𝐻11𝑋1𝑖 + 𝑍1𝑖 | 𝐻21𝑋1𝑖 + 𝑍2𝑖)
+𝑝2𝑞ℎ(𝐻12𝑋2𝑖 + 𝑍1𝑖 | 𝐻21𝑋1𝑖 + 𝑍2𝑖)
+𝑝𝑞2ℎ(𝑍1𝑖 | 𝐻21𝑋1𝑖 + 𝑍2𝑖)
+𝑝2𝑞ℎ(𝐻11𝑋1𝑖 +𝐻12𝑋2𝑖 + 𝑍1𝑖 | 𝑍2𝑖)
+𝑝𝑞2ℎ(𝐻11𝑋1𝑖 + 𝑍1𝑖 | 𝑍2𝑖)
+𝑝𝑞2ℎ(𝐻12𝑋2𝑖 + 𝑍1𝑖 | 𝑍2𝑖)
+𝑞3ℎ(𝑍1𝑖 | 𝑍2𝑖).
(14)
Now we distinguish four cases based on 𝑀 and 𝑁 . In
each case, with well-known facts such as Fact 1 of [6], it
is straightforward to verify that if we divide (14) by 12 log𝑃
and let 𝑃 →∞, it is upper bounded by
1) 𝑁 ≤𝑀/2 :
𝑁(𝑝3 + 𝑝2𝑞 + 𝑝2𝑞 + 0 + 𝑝2𝑞 + 𝑝𝑞2 + 𝑝𝑞2 + 0)
=𝑁𝑝(1 + 𝑞), (15)
2) 𝑀/2 < 𝑁 ≤𝑀 :
𝑝3𝑁 + 𝑝2𝑞(𝑀 −𝑁) + 𝑝2𝑞𝑁 + 0 + 𝑝2𝑞𝑁 + 𝑝𝑞2𝑁
+ 𝑝𝑞2𝑁 + 0
=𝑁(𝑝2 + 2𝑝𝑞2) +𝑀𝑝2𝑞, (16)
3) 𝑀 ≤ 𝑁/2 :
𝑀(𝑝3 + 0 + 𝑝2𝑞 + 0 + 2𝑝2𝑞 + 𝑝𝑞2 + 𝑝𝑞2 + 0)
=𝑀𝑝(1 + 𝑞), (17)
4) 𝑁/2 < 𝑀 ≤ 𝑁 :
𝑝3𝑀 + 0 + 𝑝2𝑞𝑀 + 0 + 𝑝2𝑞𝑁 + 𝑝𝑞2𝑀 + 𝑝𝑞2𝑀 + 0
=𝑀(𝑝2 + 2𝑝𝑞2) +𝑁𝑝2𝑞. (18)
It is easily checked that (15)–(18) coincide with Theorem 1
and 𝜂ub1 of Theorem 2, except for a factor 2. Due to symmetry
ℎ(𝑌 𝑛2 | 𝑆𝑛,𝑀12) − ℎ((𝑆12𝐻12𝑋2 + 𝑍1)𝑛 | 𝑆𝑛,𝑀12) can
be bounded in the same way, so the proof is completed by
combining (10)–(11) and (13)–(18), and letting 𝑛→∞.
APPENDIX B
DOF UPPER BOUND II
𝜂ub2 of Theorem 2 is proved by bounding each sum of three
rates:
𝑛(𝑅21 +𝑅22 − 𝜖1,𝑛)
≤ 𝐼(𝑀21,𝑀22;𝑌 𝑛2 , 𝑆𝑛)
≤ 𝐼(𝑀21,𝑀22;𝑌 𝑛2 , 𝑆𝑛,𝑀11)
(𝑎)
= 𝐼(𝑀21,𝑀22;𝑌
𝑛
2 | 𝑆𝑛,𝑀11)
= ℎ(𝑌 𝑛2 | 𝑆𝑛,𝑀11)− ℎ(𝑌 𝑛2 | 𝑆𝑛,𝑀11,𝑀21,𝑀22)
(𝑏)
= ℎ(𝑌 𝑛2 | 𝑆𝑛,𝑀11)− ℎ((𝑆22𝐻22𝑋2 + 𝑍2)𝑛 | 𝑆𝑛,𝑀22),
(19)
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Figure 6. 𝜂ub2 complements 𝜂
𝑢𝑏
1 when 𝑝 is large. (𝑟 = 0.81)
where the reason for (𝑎) and (𝑏) parallels the one in (10). In
addition, 𝑅12 is bounded by
𝑛(𝑅12 − 𝜖2,𝑛)
≤ 𝐼(𝑀12;𝑌 𝑛1 , 𝑆𝑛)
≤ 𝐼(𝑀12;𝑌 𝑛1 , 𝑆𝑛, 𝑌 𝑛2 , 𝑋𝑛1 ,𝑀22)
= 𝐼(𝑀12;𝑌
𝑛
1 , 𝑌
𝑛
2 | 𝑆𝑛, 𝑋𝑛1 ,𝑀22)
= ℎ(𝑌 𝑛1 , 𝑌
𝑛
2 | 𝑆𝑛, 𝑋𝑛1 ,𝑀22)− ℎ(𝑍𝑛1 , 𝑍𝑛2 )
≤ ℎ((𝑆22𝐻22𝑋2 + 𝑍2)𝑛 | 𝑆𝑛,𝑀22)
+ ℎ((𝑆22𝐻22𝑋2 + 𝑍2)
𝑛 | 𝑆𝑛,𝑀22, (𝑆12𝐻12𝑋1 + 𝑍1)𝑛).
(20)
Combining (19) and (20), we have
𝑛(𝑅12 +𝑅21 +𝑅22 − 𝜖1,𝑛 − 𝜖2,𝑛)
≤ ℎ(𝑌 𝑛2 | 𝑆𝑛)
+ ℎ((𝑆22𝐻22𝑋2 + 𝑍2)
𝑛 | 𝑆𝑛, (𝑆12𝐻12𝑋1 + 𝑍1)𝑛)
≤
𝑛∑︁
𝑖=1
ℎ(𝑌2𝑖 | 𝑆𝑖)
+ ℎ((𝑆12𝐻12𝑋1 + 𝑍1)𝑖 | 𝑆𝑖, (𝑆22𝐻22𝑋2 + 𝑍2)𝑖), (21)
where
ℎ(𝑌2𝑖 | 𝑆𝑖)
≤ 𝑝2ℎ(𝐻21𝑋1𝑖 +𝐻22𝑋2𝑖 + 𝑍2𝑖) + 𝑝𝑞ℎ(𝐻21𝑋1𝑖 + 𝑍2𝑖)
+ 𝑝𝑞ℎ(𝐻22𝑋2𝑖 + 𝑍2𝑖) (22)
and
ℎ((𝑆12𝐻12𝑋1 + 𝑍1)𝑖 | 𝑆𝑖, (𝑆22𝐻22𝑋2 + 𝑍2)𝑖)
≤ 𝑝2ℎ(𝐻12𝑋1𝑖 + 𝑍1𝑖 | 𝐻22𝑋2𝑖 + 𝑍2𝑖)
+ 𝑝𝑞ℎ(𝑍1𝑖 | 𝐻22𝑋2𝑖 + 𝑍2𝑖) + 𝑝𝑞ℎ(𝐻12𝑋1𝑖 + 𝑍1𝑖 | 𝑍2𝑖).
(23)
Hence, with the same techniques employed in Appendix A,
as 𝑛 → ∞ and 𝑃 → ∞, (𝑅12 + 𝑅21 + 𝑅22)/( 12 log𝑃 ) can
be upper bounded by
1) 𝑁 ≤𝑀 :
𝑝2𝑁+𝑝𝑞𝑁+𝑝𝑞𝑁+𝑝2(𝑀−𝑁)+0+𝑝𝑞𝑁 = 𝑝2𝑀+3𝑝𝑞𝑁
(24)
2) 𝑁/2 ≤𝑀 ≤ 𝑁 :
𝑝2𝑁+𝑝𝑞𝑀+𝑝𝑞𝑀+0+0+𝑝𝑞𝑀 = 𝑝2𝑁+3𝑝𝑞𝑀, (25)
which agrees with 𝜂ub2 , except for a factor of
4
3 . The proof is
hence completed after a straightforward verification that the
same bound applies to 𝑅11 + 𝑅21 + 𝑅22, 𝑅11 + 𝑅12 + 𝑅22
and 𝑅11 +𝑅12 +𝑅21 as well.
Figure 6 illustrates how 𝜂ub2 complements 𝜂
ub
1 when 𝑝 is
large. (The lower bound is tight when 𝑝 ≤ 0.5.)
APPENDIX C
CODING SCHEMES FOR 𝑀 ≤ 𝑁 AND PROOF OF THEOREMS
1 AND 2
The coding schemes for 𝑀 ≤ 𝑁 are similar to those
for 𝑀 ≥ 𝑁 , and are included here for completeness. They
are in fact simpler. Instead of exploiting the null spaces of
the channel matrices with interference nulling beamforming
(INBF) on the transmitters when 𝑀 ≥ 𝑁 , we just make use
of the extra received signal dimensions at the receivers when
𝑀 ≤ 𝑁 , eliminating the need for INBF. We demonstrate this
in the proof of the following two dual lemmas.
Lemma 3. For the {𝑧1, 𝑧2} parallel MIMO channel consisting
of the 𝑧1 and 𝑧2 topologies, 2𝑀 +𝑁 sum DoF is achievable
(a.s.), when 12 <
𝑀
𝑁 ≤ 1.
Proof. Consider the coding scheme illustrated in Figure 7,
where 𝐼𝑀 and 𝐼𝑀 comprise the first 𝑁−𝑀 and last 2𝑀−𝑁
columns of the identity matrix 𝐼𝑀 , respectively. Note that
we simply send 𝑎 and (𝑏, 𝑐) on Tx1 and Tx2 of the 𝑧1
topology without beamforming (or with the trivial identity
beamforming), and 𝑎, 𝑏, 𝑐 consist of 𝑀,𝑁 − 𝑀, 2𝑀 − 𝑁
variables, respectively. Similarly, 𝑑 and (𝑒, 𝑐) are sent on Tx1
and Tx2 of the 𝑧2 topology, respectively.
At high SNR, clearly (𝑏, 𝑐) can be decoded reliably at Rx2
of the 𝑧1 topology, and so can (𝑒, 𝑐) at Rx1 of the 𝑧2 topology.
Hence we may cancel 𝑐 from the received signal at Rx1 of
the 𝑧1 topology, and solve (𝑎, 𝑏) reliably. By the same token,
(𝑑, 𝑒) can be retrieved at Rx2 of the 𝑧2 topology. This shows
that 2𝑀 +𝑁 sum DoF is achievable (a.s.).
Lemma 4. For the {𝑧, 𝑓} parallel MIMO channel consisting
of the 𝑧1, 𝑧2, 𝑧3, 𝑧4 and 𝑓 topologies, 6𝑀 + 2𝑁 sum DoF is
achievable (a.s.), when 23 <
𝑀
𝑁 ≤ 1.
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Figure 7. Coding scheme for the {𝑧1, 𝑧2} parallel MIMO channel when
𝑀 ≤ 𝑁 . (𝐼𝑀 , 𝐼𝑀 : first 𝑁−𝑀 and 2𝑀−𝑁 columns of 𝐼𝑀 , respectively.)
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Figure 8. Coding scheme for the {𝑧, 𝑓} parallel MIMO channel when 𝑀 ≤
𝑁 . (𝐼𝑀 : first 𝑁 − 𝑀 columns of 𝐼𝑀 , 𝐺𝑖 : 𝑀 × (2𝑀 − 𝑁) matrices
satisfying 𝐻1𝐺1 = 𝐻2𝐺2 and 𝐻3𝐺3 = 𝐻4𝐺4. )
Table II
LENGTH OF VECTORS IN THE {𝑧, 𝑓} CODING SCHEME
vector length 𝑀 2𝑀 −𝑁 𝑁 −𝑀
Tx1 vectors 𝑎, 𝑏 𝑐, 𝑑 𝑒, 𝑓, 𝑔
Tx2 vectors ℎ, 𝑖 𝑗, 𝑘 𝑙,𝑚, 𝑛
Proof. We use the achievability scheme depicted in Figure
8, where 𝐼𝑀 again consists of the 𝑁 −𝑀 columns of 𝐼𝑀 .
On the other hand, 𝐺𝑖’s are full-rank matrices of dimensions
𝑀 × (2𝑀 − 𝑁) and satisfy 𝐻1𝐺1 = 𝐻2𝐺2 and 𝐻3𝐺3 =
𝐻4𝐺4. The number of variables contained in 𝑎, 𝑏, 𝑐, · · · , 𝑛
vectors are indicated in Table II. The decoding closely parallels
the 3-step successive interference cancellation procedure in the
proof of Lemma 2:
Step 1 is the same as in the proof of Lemma 2.
Step 2 is very similar to that of the proof of Lemma 2, with
the only difference being the observation that both 𝑔 and 𝑛
can be decoded at either receivers of the 𝑓 topology due to
the extra receiver dimensions afforded by 𝑁 ≥𝑀 .
Step 3 is also similar. The only difference again is that more
variables can be decoded at each receiver. Take Rx1 of the 𝑧1
topology for example. 𝐿(𝑐, 𝑗) is decoded in Step 2 and can
be canceled, so only 𝑎 and 𝑙 remain, and both can be decoded
since we have 𝑁 antennas at Rx1. Similar arguments hold at
the other receivers.
Therefore, 𝑎, 𝑏, 𝑐, · · · , 𝑛 can all be reliably solved at high
SNR, proving the achievability of 6𝑀 + 2𝑁 sum DoF (a.s.).
With Lemmas 3 and 4, it is straightforward to complete the
proof of the achievability of Theorem 1 and 𝜂lb of Theorem 2
for 𝑀 ≤ 𝑁 , with obvious arguments dual to those in Section
IV.
