Among the most critical components of a computerized system for automated melanoma detection is image sampling and pooling of the extracted features. In this paper, we propose a new method for sampling and pooling based on a combination of spatial pooling and graph theory features. The performance of the new method is evaluated using a dataset of more than 1,500 images representing pigmented skin lesions of known pathology. In our comparisons, we include several methods ranging from simple and multi-scale sampling on a regular grid to more sophisticated approaches, such as blob and curvilinear structure detectors. Our results show that, despite its simplicity, simple sampling on a regular grid provides highly competitive performance, compared to the more sophisticated approaches, while multi-scale sampling yields only trivial improvements. However, the proposed method provides significant performance improvement in terms of sensitivity and area under the receiver operating characteristic curve (95% t-test), and the best performance in terms of specificity compared to all other methods explored.
INTRODUCTION
The American Cancer Society predicts that there will be approximately 68,130 new cases of melanoma and 8,700 deaths because of melanoma in US in 2010 [1] . Thus, detection of an early melanoma is of paramount importance for successful skin cancer screening. The use of Dermoscopy, an imaging technique to visualize structures inside pigmented skin lesions beyond the naked eye, and computerized systems for automated classification of dermoscopic images [2] can drastically improve the diagnostic accuracy of early melanoma.
Image classification using interest points has shown success in previous studies [3] . Of particular importance is the concept of dermoscopic interest points (DIPs, [4] ) which represent crucial dermoscopic features for accurate diagnosis.
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Zhou et al. [4] proposed the use of a blob detector and a curvilinear structure detector for DIPs and compared the results obtained with regions of interest drawn by domain experts. He also tested the invariance property of different descriptors and samplers with respect to scaling, orientation, and illumination. However, the discriminative property of DIP was not evaluated.
We have recently developed an automated procedure for lesion classification [5] based on the well known bag-offeatures (BoF) framework [3] . In the present study we use the same BoF framework to implement lesion classification using DIPs. Two of the most important steps for correct classification are image sampling and feature pooling. At present, most methods use average pooling [3, 5] inside the whole image region, which unfortunately, does not consider any spatial information. Thus, we propose a new method that combines a spatial pooling scheme with graph theory features.
The new method is evaluated using a set of more than 1,500 images of known classification and its performance, in terms of classification of a lesion as malignant or benign, is compared against several other methods for sampling and pooling. In this study the benign category includes melanocytic and nonmelanocytic benign lesions as well as Clark or dysplastic nevi.
METHODS
Our lesion classification procedure [5] consists of five main steps: image sampling, feature extraction, coding, pooling, and final classification [6] . For a given image, we first identify DIPs inside the lesion and then extract a patch around each DIP. On each patch, we then compute several low level texture and color features using Haar wavelets and color moments, which are important for melanoma detection. In the coding stage, a patch is assigned to a codeword from a pre-learned codebook using hard or soft assignment. In our case, each patch is assigned to its nearest neighbor in the codebook with hard assignment. We then pool the assignments of all patches extracted from a lesion into one feature vector. The last step is to classify the lesion based on the feature vector obtained from pooling. The following analysis focuses on evaluating only the image sampling and feature pooling components of the whole system and their effects on the final classification of a lesion.
Image Sampling Strategies
The sampling operator selects N pixels inside a lesion and then it centers a p × p pixel patch at each pixel location. For DIP detection, we investigate four sampling strategies: The first two are specifically designed for blobs and curvilinear components, respectively, which are the typical structures seen inside a lesion [4] . The other two, however, are not targeting any particular lesion structure; yet, they result in excellent image classification performance.
Detector for blobs and corners: Blobs, dots, and globular structures are frequently observed in a lesion. We use the scale-invariant feature transform (SIFT) [7] to detect these structures, a procedure also used in [4] . Fig. 1 gives an example of a SIFT detector. Detector for curvilinear structures: the SIFT operator is not stable for ridge detection [7] and it may fail to localize curvilinear structures in the lesion, as it was noted also by Zhou et al [4] . Instead, for curvilinear structures, we apply a Frangi filter (Frangi) [9] at three scales σ =1, 2, and 3 [9] . Points with higher filter responses have higher probabilities of being curvilinear structures. A Frangi filter is similar to the Steger filter [10] used in [4] . An example of this procedure is shown in Fig. 2 . Grid sampling: Sampling on a regular grid of size of g (Grid-g) placed on a lesion. When g is small, this is also called dense sampling.
Radial sampling: Sampling using polar coordinates on axes placed on the lesion with origin at the center of the lesion (Radial). The rationale behind this scheme is that a lesion generally follows a radially growing pattern [11] .
Feature Pooling Schemes
We investigate two pooling schemes: the popular average pooling and a spatial pooling.
Average pooling uses averaging of the class assignments across all patches. This is equivalent to building a normalized histogram, whereby each bin corresponds to a codeword in a codebook and the bin's value is proportional to the number of patches assigned to that codeword.
Spatial pooling detects homogeneous regions inside a lesion and then uses average pooling in each homogeneous region. A lesion is segmented into 3 to 8 regions using the normalized cut method (e.g., Fig. 3 ). Tiny regions are grouped with nearby larger ones. Thus, after spatial pooling, a single vector (histogram) is produced for each segmented region.
In the proposed method, a whole lesion is represented as a fully connected weighted graph, whose nodes correspond to homogeneous regions. The weight of an edge is the Euclidean distance between the vectors of the two connected nodes (regions). We then represent a lesion using six features implemented in the graph measure toolbox [12] , namely clustering coefficient, maximized modularity, characteristic path length, eccentricity for each vertex, radius, and diameter of the graph (graph eccentricity, radius, and diameter are not the same lesion measures defined in [2] ). Tree and graph schemes have been proposed before (e.g., [13, 14] ), however, not for malignant classification. The proposed weighted graph model extends our recent work in which we employed a non-weighted graph lesion representation for melanoma detection [15] . 
Codebook and Classifier Implementation Details
We build codebooks using K-mean clustering on a set of patches obtained by randomly sampling 1,000 patches from every lesion so that every lesion contributes equally to the codebook construction. Thus, our evaluation uses transductive inference [16] i.e., in our classifier learning method we employ labeled training data and unlabeled testing data while for testing we predict labels for the latter. The number of cluster is 200 for wavelet features and 100 for color features. The overall performance is not sensitive to these choices. We build separate codebooks for wavelet and color, and different codebooks for the three patch sizes: 16, 24, and 32. By default, we use average pooling, if not specified otherwise. Our classifier uses support vector machines (SVMs) with a χ 2 kernel, which is the state-of-the-art setting for BoF model.
For graph theory features, we use a Gaussian kernel which is the common choice for SVMs. We choose the threshold for the classifier's output by maximizing the average of sensitivity and specificity on the labeled training data. For classifier combination, we use simple ensemble averaging (weighted combination [17] yielded very similar results on our dataset).
Data and Procedure
We use a dataset with 1,505 epiluminescence microscopy (ELM) images, in which 1,098 lesions are benign and 407 lesions are melanoma. The images are mainly collected from [8, 18] . The image size ranges from 712×454 to 1,024×768 pixels, and lesion size ranges from 7,662 to 804,527 pixels. We use manual segmentation of all lesions to ensure that evaluation of the various sampling strategies is not affected by possible differences in automated identification of the lesion boundary.
We perform ten times ten-fold stratified cross-validation. We use sensitivity, specificity, balanced accuracy (BAC, i.e., average of sensitivity and specificity), and area under the receiver operating characteristic curve (AUC) as performance criteria. For sensitivity and specificity, we report the mean and 95% confidence interval (CI) estimated from a binomial distribution, and their average for BAC. For AUC we show both the mean value and standard deviation (std) of the values obtained.
RESULTS

The Effect of Number of Patches Sampled
Choosing the same number of patches for all lesions is not reasonable, since lesions differ in size. Instead, we choose a number of patches proportional to that lesion's area. We use simple grid sampling and grid size choosen from the set {1, 5, 10, 20, 40, 100}. Using a grid size g is equivalent to sampling approximately 100/g 2 % points from a lesion. We use a square patch of 24 pixels in size. Fig. 4 shows that this percentage value affects significantly both performance measures. BAC starts to converge when the number of points approaches 4% of the lesion's area, while AUC converges earlier at about 1%. Thus, we need to sample only 4% of points (i.e., Grid-5) from a lesion without decreasing performance significantly (for both BAC and AUC). 
The Effect of Sampling Strategy
We now consider four lesion sampling methods, namely Grid-5, Radial, SIFT, and Frangi, and adjust the parameters and thresholds of the latter three methods to retain 4% of all possible samples. In addition, we combine the classifiers from Radial, SIFT, and Frangi with Grid-1 (denoted as Com) to test whether classification accuracy improves when combining classifier training with interest points located at dermoscopic structures instead of simply using all possible points alone (i.e., Grid-1). Fig. 5 shows that regular grid sampling Grid-5 provides results comparable to Radial, SIFT, and Frangi. A comparison between Com and Grid-1 reveals only a marginal improvement in BAC, but no improvement in AUC, when incorporating the more complicated interest point detectors instead of using simple dense sampling alone. 
The Effect of Sampling at Multiple Scales
For each sampling strategy, we extract square patches of size 16, 24, and 32 pixels, and then we group the classifiers obtained from these three scales. For the multi-scale model of Com, we ensemble 12 classifiers from four sampling methods and three scales. Fig. 6 shows that multi-scale sampling can improve the performance of some methods compared to sampling at a single scale with patches of size 24. However, none of the multi-scale models in Fig. 6 is significantly better than Grid-1 using a single scale sampling. 
The Effect of Spatial Pooling
We use spatial pooling for patches of size 16×16 centered on every pixel, since we empirically observed that a patch of size 16 performs better than size 24 or size 32 for graph theory features. We ensemble the classifiers built from spatial pooling and Grid-1, and denote the combined model as DenSpa.
We compare DenSpa with Grid-1, Com, and the multiscale models of Grid-1 and Com, denoted as GridMul and ComMul, respectively, in Table 1 . We see that DenSpa performs the best among the five schemes in all measures. The mean sensitivity of the other four methods without spatial pooling is below the 95% CI of DenSpa. The improvement for specificity is not so significant, but the AUC of DenSpa is significantly different from the other four methods as revealed by an unpaired t-test at 95% confidence level. 
DISCUSSION
Our results show that dense sampling on a single scale with average pooling performs very well when compared against three other sampling schemes, namely SIFT, Frangi, and Radial, or multi-scale sampling. Furthermore, our results demonstrate that spatial pooling can improve overall accuracy of melanoma detection. One possible explanation is that malignant lesions usually exhibit high heterogeneity in texture and/or color, and the use of graph theory features on a weighted graph built from spatial pooling can capture this heterogeneity.
Grid-5 uses only about 4% of the patches used by Grid-1, which extracts all possible patches of size 24 from a lesion; yet, the performance of the former is similar to that of the latter. A sparser representation of a lesion has the advantage of reduced computational time. For instance, Grid-5 is theoretically 25 times faster than Grid-1. This can be significant when computational resources are limited, such as, for example, when screening of melanoma using a handheld device.
CONCLUSIONS
Evaluation on a dataset with more than 1,500 lesions shows that sampling on a regular grid can serve as a highly competitive baseline for sampling strategies of dermoscopic interest points for the purpose of classification between melanoma and benign lesions. We find that combining spatial pooling and graph theory features provides a significant performance improvement for sensitivity and area under the receiver operating characteristic curve (95% t-test).
