We describe the implementation of a hierarchical constrained Bayesian Optimization algorithm and it's application to joint optimization of features, acoustic model structure and decoding parameters for deep neural network (DNN)-based large vocabulary continuous speech recognition (LVCSR) systems. Within our hierarchical optimization method we perform constrained Bayesian optimization jointly of feature hyper-parameters and acoustic model structure in the first-level, and then perform an iteration of constrained Bayesian optimization for the decoder hyper-parameters in the second. We show the the proposed hierarchical optimization method can generate a model with higher performance than a manually optimized system on a server platform. Furthermore, we demonstrate that the proposed framework can be used to automatically build real-time speech recognition systems for graphics processing unit (GPU)-enabled embedded platforms that retain similar accuracy to a server platform, while running with constrained computing resources.
Introduction
Deep Neural Networks (DNN) acoustic models, in their variety of forms, currently obtain state-of-the-art performance for ASR [1] . Although they are trained in a statistical approach to learn the parameters of the models, they are governed by a set of tunable parameters, called hyper-parameters, that determine the model structure and generalization performance.
State of the art on-line speech recognition systems for large vocabulary continuous speech recognition (LVCSR) are typically built with large acoustic models and language models. Performing speech recognition on embedded platforms like smartphones requires consideration of the limited computational power for the platform. Hence, we need a method to train a speech recognizer that gives the best performance in terms of word error rate (WER) faster than real time, allowing for other tasks to run in parallel when performing real-time speech recognition.
Typically, experts use manual tuning, or an exhaustive grid search of hyper-parameters for the given task. However, this is usually not efficient [2] , or in the case of grid search, can quickly become infeasible as the number of hyper-parameters, or their granularity increases. Automated hyper-parameter optimization has shown to perform well in terms of exploration and exploitation of the hyper-parameter search space. However, these too can be affected by the curse of dimensionality: As the number of dimensions increases, it takes longer to converge to a good solution. We observe that the tuning of hyper-parameters can be split based on where they come into play. For speech recognition, the feature and model hyper-parameters are relevant to the training stage, and decoder hyper-parameters can be iterated over far quicker for a given DNN acoustic model during evaluation. Doing so would prevent a good training model configuration from being ignored simply because the decoder hyper-parameters were poorly chosen.
In this paper, we do the following:
• We propose a technique of hierarchical constrained optimization with a separation between training and evaluation hyper-parameters.
• We compare it's performance to manual optimization, decoder-only optimization and simultaneous optimization of all hyper-parameters.
• We perform the comparison across three platforms : a server, and two embedded platforms.
• We demonstrate that our method yields configurations for embedded platforms that retains performance similar to the server platform, while satisfying the given constraint.
Related Work
In [3] , the authors show that Bayesian optimization and covariance mean adaptation evolution strategy (CMA-ES) outperform manual optimization, but use only word error rate (WER) as the objective and tune a GMM model on the Resource management task. [4] looks at multi-objective CMA-ES to optimize towards model size and WER for a DNN-HMM system. However, they perform only tuning of DNN model hyper-parameters and do not look at the decoder hyper-parameters. [5] use constrained Bayesian optimization to tune DNN model hyper-parameters using improvement in terms of WER of the validation set with RTF as the constraint. [6] perform a scalarization of WER and real time factor (RTF) and perform a variation of co-ordinate descent to tune decoder hyper-parameters, but only deal with continuous hyper-parameters. We are not aware of any research that focuses on the joint automated optimization of feature, model and decoder hyper-parameters for LVCSR.
parameters in the feature-space, DNN model-space, and the decoder.
Feature Hyper-parameters
For the audio features, we use log-Mel filter-bank features. The hyper-parameters that we optimize for this are the size of each frame, the amount of shift between consecutive frames, and the number of filters used in the Mel filter-banks. We experiment with window size varying from 5 ms to 50 ms in increments of 5, for the window shift: 5ms to 25ms in steps of 5ms, and 5 to 50 Mel filters in steps of 5.
Model Hyper-parameters
In the model-space, the hyper-parameters explored in this paper govern the structure and size of the DNN. The number of consecutive feature frames to be spliced at the input layer were from 0 to 9 before and after the current frame. The number of hidden layers are from 1 to 6. The number of neurons per hidden layer are from 512 to 2304 in steps of 256.
Decoder Hyper-parameters
For the decoder hyper-parameters, we vary the acoustic scale from 0.05 to 0.15, the decoder beam from 10 to 18, the lattice beam from 4 to 10, the minimum number of active states from 50 to 600 in steps of 50, the maximum number of active states from 2000 to 7000 in steps of 500, and the lattice pruning interval from 5ms to 50ms in steps of 5ms. Descriptions of these hyper-parameters can be found in [8] and [9] . In addition to the above hyper-parameters, there are other hyper-parameters like the learning rate, amount of regularization for the DNN training, and language model pruning type and amount, which we have not considered in this paper. These can also be incorporated into our techniques to explore further possible gains.
Proposed Hyper-Parameter Optimization Technique
We describe the proposed approach for hierarchical constrained Bayesian optimization in section 4.3, starting with some prerequisite theory in sections 4.1 and 4.2.
Bayesian Optimization
Sequential model-based global optimization (SMBO) is a hyper-parameter optimization method that uses the results of objective function evaluations done previously to guide the search. It fits a model over the observed values, and uses that to determine where to evaluate the objective next. The resultant information is added to the history to update the model. The standard SMBO is given in Algorithm 1.
is the set of hyper-parameter configurations and corresponding results seen till current time t. M0 is the initial model to be fit over existing observations. S is the surrogate function or acquisition function that is used to determine where to evaluate next.
Bayesian Optimization is an SMBO technique that models the objective function as a Gaussian process (GP) over the hyper-parameters [10] . We assume that the objective function to be minimized is modelled by a GP prior:
H ← φ, 3: for t ← 1 to T do
4:
Fit a model Mt to H, 5:
Evaluate f (x * ), (Expensive)
H ← H ∪ (x * , f (x * )), 8: end for 9: return H 10: end procedure where m(x) is the prior mean function, and k(x, x ) is the covariance function that determines the smoothness properties of the samples drawn from the GP. Given t arbitrary points, and the corresponding function value {x1:t, f1:t}, the posterior distribution of the function at any arbitrary point x is a multivariate Gaussian. Assuming the prior mean function is 0 for simplicity,
where
This mean and variance function is used to create a surrogate function which is easier to evaluate compared to the actual evaluation function. This function guides the hyper-parameter search and balances between exploration and exploitation. We used expected improvement [11] as the surrogate function since it has been shown to generalize well to multiple examples [12] .
x + is the hyper-parameter with the best observed objective function value so far. φ(.) is the normal probability distribution and Φ(.) is the normal cumulative distribution. More details can be found in [10] .
Constrained Bayesian Optimization (CBO)
Constrained Bayesian optimization as proposed by [13] incorporates constraints with the original optimization metric. It modifies the surrogate function with a probability term associated with the fulfillment of the constraint. Let Cm(x) represent the m th constraint condition, which indicates if the constraint is satisfied at x. Then, the probabilistic constraint is P (Cm(x)) ≥ 1 − δm where 1 − δm is a user specified minimum confidence for the m th constraint. All M constraints have to be satisfied. Assuming independence amongst them, they are modelled by independent GPs. This can be done by specifying the constraints by a function gm(x) such that gm(x) ≥ 0 only if Cm(x) is satisfied.The surrogate function in (4) is modified to
When no feasible regions are present, the algorithm performs an exploitative search over the constraint function till a feasible region is found. This modifies the surrogate function to:
This enables the algorithm to perform an exploitative search over the space to find feasible regions, and then perform normal exploration to find the best possible setting to satisfy the constraints.
Hierarchical Constrained Bayesian Optimization (HCBO)
In this approach, we split the hyper-parameters optimization procedure into two levels. The outer level performs the joint tuning of the feature and model hyper-parameters using constrained Bayesian Optimization. For a given set of feature and model hyper-parameters, one iteration of the training pipeline is performed. With the resultant model, an inner loop of constrained Bayesian optimization is performed using the decoder hyper-parameters for a given number of iterations. Once the given number of iterations are done, the minimum validation WER whose RTF falls below the threshold is selected as the result for the upper level. If no such decoder setting is found, the minimum WER and it's corresponding RTF are passed to the upper level.
Experimental Setup
For these experiments, we use the Wall Street Journal corpus [14] for the training data. We use the WER of the dev93 data-set for hyper-parameter optimization. We also give the eval92 dataset results for the best systems. For the embedded platform, we use two platforms: the NVidia TK1 and the NVidia TX1 developer boards. The server platform was an Intel Core-i7-5930K processor with the NVidia TitanX with Maxwell architecture as the graphics processing unit (GPU).
Training Pipeline
For each iteration of optimization, we execute the standard Kaldi training recipe upto the speaker dependent training stage (tri4b) for Wall Street Journal [9] . We use MFCC features with the window size and window shift as specified by the hyperparameters. Then, alignments from this model along with logMel filter-bank features are used to create the training data for the DNN.
The training data is then split into a training and crossvalidation set in the ratio of 90:10, which is given to the DNN training framework used in [15] . The DNN training procedure performs 10 epochs of stochastic gradient descent using momentum. The training hyper-parameters like learning rate are not changed for the experiments. The best result is selected as the model that gives the minimum frame level error on the cross-validation data. All hidden layers were rectified linear units (ReLU) [16] with a soft-max output layer. Typically, the training takes an average of 10 hours for 10 epochs.
Decoding Pipeline
A hybrid GPU based Weighted finite state transducer (WFST) decoder [17] is used for decoding. The GPU is used to generate the acoustic model likelihoods, while the decoding graph is traversed on the CPU. The language model consists of a 3-gram pruned language model (gram-counts: 146k, 758k, 566k) with special noise and silence words generated from the training text. This is made into a fully composed decoding graph, with the DNN assuming the role of the acoustic model. We use the hybrid decoder to generate state level lattices for the utterances in the data-set. These lattices were then rescored using a 4-gram const-arpa language model (gram-counts: 146k, 4.5M, 3.1M, 2.6M). We perform a multi-threaded decode for all the utterances, but measure the RTF on a single thread with a single GPU. Typically, it takes about 5 minutes on average per decode, but this time can vary depending on the quality of the model and the lattice sizes generated.
Optimization Pipeline
For our task, we set the RTF threshold as 0.2 for the server platform, and 0.5 for the TK1 and TX1 platforms. The rationale behind this is that we typically expect lesser amount of multitasking on the embedded platforms, and hence, can devote a larger part of the compute capability for speech recognition.
For the manual experiments, we performed some manual iterations of model hyper-parameter optimization, and performed a few iterations of manual decoder hyper-parameter optimization on the beam, lattice beam and number of active states till the RTF threshold constraint was met. For the decoder-CBO experiments (CBO-D), we used the manually selected model hyper-parameter configuration and ran 20 iterations of constrained Bayesian Optimization. The choice of 20 rounds of decoder hyper-parameter optimization is based on the methodology tried in [18] .
For the constrained optimization experiments with all hyper-parameters (CBO-A), we report the best system obtained after 25 iterations of training and decoding. We chose the number of iterations to be 25 so that the experiments could complete within a reasonable time frame of 10 days, since it took an average of 10 hours per build.
For the hierarchical constrained optimization (HCBO) experiments, we perform 25 iterations of joint feature and modelspace hyper-parameter optimization. Within each model build, we perform 20 iterations of decoder hyper-parameter constrained optimization, and report the configuration with the best WER with RTF below the specified threshold. Thus, though we perform 20× the number of decoder function evaluations in the proposed approach, we still train the same number of DNN models, using about 10% more wall time compared to optimization using all hyper-parameters simultaneously.
Results
We compare the performance of manual optimization against direct constrained Bayesian optimization of all hyperparameters and the proposed hierarchical constrained Bayesian optimization. We perform the comparison on both the TK1 and the TX1 platforms.
The results of the various optimization techniques on the server platform are given in table 1 in lines 1-4. Given the RTF constraint of 0.2, on optimizing the decoder hyper-parameters for the manual baseline, we get 1% improvement in WER, but with 1.1× improvement in speed. Constrained Bayesian opti- mization using all hyper-parameters yields a configuration that is 13% worse in terms of validation WER. However, this system is 1.18× faster. On performing HCBO, after 25 iterations, the best system performs 1.8% relative better than the manual optimization system in terms of validation WER. However in terms of RTF, the HCBO system performs 3.16× faster. Among the 25 iterations for CBO-A, only 8 models trained fell below the RTF threshold. For HCBO, 24 models gave validation WERs with RTF below the threshold. The performance on embedded platforms is given in table 1 in lines 5-12. We see similar trends for WER in the TK1 and TX1 platforms, with joint constrained optimization of all hyperparameters yields a poorly performing system. Automated optimization of only the decoder optimization yields a system that is better than the manually optimized system. The proposed hierarchical method yields even better performance compared to all the tried techniques. In the TK1 platform, HCBO yields a system satisfying the RTF constraint with 2% relative improvement in validation WER compared to the server manual baseline. In the TX1 platform, HCBO yields a system with 1.3% relative improvement in validation WER compared to the manual server baseline. HCBO yielded 23 and 24 system configurations with RTF below the threshold for TK1 and TX1 respectively.
Observing the hyper-parameters of the optimal systems generated for the three platforms, we see that in the feature space, all the systems gravitate towards a larger frame size, while maintaining the same frame shift of 10ms. The reason for this would be that for greater window shifts, for this datasets, progressively fewer utterances got successful alignments, reducing the available training data. The optimized systems prefer larger number of mel-filters in the filter-bank. We assume that this gives the DNN a more representative feature set.
In the model space, all the optimal systems gravitate towards thin and deep neural networks. The amount of context splicing was in general spread over multiple values.
In the decoder, the default acoustic scale does not transition well to different model configurations, with thin deep systems leaning towards giving the acoustic model more weight. The lattice beam also seems to be mixed between the three architectures. In terms of minimum number of active states, maximum number of active states and the lattice pruning interval, systems from HCBO gravitate towards a larger size, indicating that keeping more paths active for longer yields a better performing system, while still giving better computational performance.
Conclusion
We have presented a novel hierarchical hyper-parameter optimization method for LVCSR systems. We see that for this task, with the given constraints, hierarchical optimization outperforms standard constrained Bayesian optimization using all hyper-parameters since it gets the best available decoder hyperparameter setting for a given feature and model hyper-parameter combination. This is because the inner level of optimization reuses the same DNN model, but finds the best possible decoder settings for the same within the specified number of iterations, mitigating the curse of dimensionality. We see that this method generalizes across three hardware platforms, giving a model that is close to or outperforming the baseline in terms of WER while still satisfying the RTF constraints specified for the given hardware. The only manual intervention needed is to specify the ranges of the hyper-parameters and to specify at which level they are to be optimized.Although we have only shown this working with Bayesian optimization, this method can easily be extended to other existing optimization techniques.
Studying the optimal systems has yielded some insight into the nature of hyper-parameters that need to be selected. Generalization of these selections and trends remain to be seen in other datasets and platforms.
We have explored only one set of constraints for the task. The performance of this method to more stringent constraints, and even multiple constraints, though supported, remains to be tested.
Currently, each inner loop of the hierarchical optimization does not use the information of the inner loops of previous optimizations. A future direction of research is to transfer the information from previously completed inner loops to a new inner loop. This may yield potentially faster convergence of the inner loop, reducing training time. Incorporating other hyperparameters like learning rate, regularization, etc. can yield potential improvement in WER using this technique.
