Abstract-A test sequence is used to select the best rule from a rich class of discrimination rules defined in terms of the training sequence . The Vapnik-Chervonenkis and related inequalities are used to obtain distribution-free bounds on the difference between the probability of error o€ the selected rule and the probability of error of the best rule in the given class . The bounds are used to prove the consistency and asymptotic optimality for several popular classes, including linear discriminators, nearest neighbor rules, kernel-based rules, histogram rules, binary tree classifiers, and Fourier series classifiers . In particular, the method can be used to choose the smoothing parameter in kernel-based rules, to choose k in the k-nearest neighbor rule, and to choose between parametric and nonparametric rules.
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I . INTRODUCTION
N pattern recognition, we normally use the data, either directly (via formulas) or indirectly (by peeking), in the selection of a discrimination rule and/or its parameters . For example, a quick inspection of the data can convince us that a linear discriminator is appropriate in a given situation . The actual position of the discriminating hyperplane is usually determined from the data . In other words, we choose our discriminator from a class D of discriminators . This class can be small (e .g ., ' all k-nearest neighbor rules'') or large (e .g ., "all linear and quadratic discriminators, and all nonparametric discriminators of the kernel type with smoothing factor h > 0") . If we knew the underlying distribution of the data, then the selection process would be simple : we would pick the Bayes rule . Unfortunately, the Bayes rule is not in D unless we are incredibly lucky . Also, the underlying distribution is not known . Thus, it is important to know how close we are to the performance of the best discriminator in D . If D is large enough, then hopefully, the performance of the best discriminator in it is close to that of the Bayes discriminator . There are two issues here which should be separated from each other .
1) The closeness of the best element of D to the Bayes rule .
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2) The closeness of the actual element picked from D to the best element in D .
The former issue is related to the consistency of the estimators in D, and will only be dealt with briefly . Our main concern is with the second problem : to what extent can we let the data select the discriminator, and how much are we paying for this luxury? The paper is an exercise in compromises : on the one hand, D should be rich enough so that every Bayes rule can be asymptotically approached by a sequence of rules picked from a sequence of D's, and on the other hand, D should not be too rich because it would lead to trivial selections, as any data can be fit to some discriminator in such a class D . One of the biggest advantages of the empirical selection is that the programmer does not have to worry about the choice of smoothing factors and design parameters .
Our statistical model is as follows . The data consists of a sequence of n +, m iid R d x { 0, 1 } -valued random vectors (X 1 , Y1 ), • • • , (Xn+m, Yn+m ) • The XD 's are called the observations, and the Y's are usually called the classes . The fact that we limit the number of classes to two should not take anything away from the main message of this paper . Note also that the data are artificially split by us into two independent sequences, one of length n, and one of length m . This will facilitate the discussion and the ensuing analysis immensely . We will call the n sequence the training sequence, and the m sequence the testing sequence . The testing sequence is used as an impartial judge in the selection process . A discrimination rule is a function : R d x (R d x {O, 1 } ) n { 0, 1 } . It classifies a point x e R d as coming from class i (x, (X 1 , Y1), ' ' ' , (Xn+m~ Yn+m)) • We will write >'(x) for the sake of convenience .
The probability of error is
where (X, Y) is independent of the data sequence and is distributed as (X1 , Y1 ) . Of course, we would like Ln+m to be small, although we know that Ln+m cannot be smaller than the Bayes probability of error
In the construction of a rule with small probability of error, we proceed as follows : D is a (possibly infinite) cot-lection of functions 4 : R d x (R d x { 0, 1 } ) n { 0, 1 }, from which a particular function 4' is picked by minimizing the empirical risk based upon the testing sequence 1 n+m
Here it is noted that c(Z) _ ~( x1, (X I, Y1 ) , . . . , (Xn, Yn))
i .e ., the discriminators themselves are based upon the training sequence . Let us formally write
It is necessary to do this because depends upon both the training sequence and the testing sequence . Since Ln,m ( ) is an unbiased binomial estimate of L n ( ), it is not unlikely that L n +m ( ) is close to inf QED Ln ( ), yet this has to be proven rigorously . It is this closeness that is under investigation here . We observe that the idea of minimizing the empirical risk in the construction of a rule goes back to Vapnik and Chervonenkis [130] - [134] . If we define our empirical risk entirely in terms of the training sequence, i .e ., if we count the number of errors committed by a rule on the training sequence itself, then we can end up with strange rules . Consider, for example, the problem of the data-based choice of k in a k-NN rule . It is obvious that no errors are committed on the training sequence itself when k = 1, yet k = 1 can, but does not have to be the optimal choice in a given situation . Glick [53] , [55] has shown, however, that for many nonparametric rules such as the kernel rule, counting the errors on the training sequence is essentially harmless provided that the nonparametric rule is consistent . Unfortunately, we want to choose the best discriminator from huge collections of discriminators from which it is possible to draw many nonconsistent sequences . The presence of nonconsistent rules is practically appealing (one can mix parametric and nonparametric discriminators ; recall also that we can include all k-NN rules in D without restriction on k), but dangerous since we surely do not want our procedure to lead to nonconsistency . Cover [22] suggested taking m = 1, and counting the number of errors committed by considering n + 1 training sets, each time leaving one of the observations (X e , Y) out, and verifying whether the rule classifies the deleted Xi as Y . This, at least, reduces the anomaly observed when our collection of discriminators includes the 1-NN rule and no deletion is employed . Our approach is nothing more than an attempt to obtain an alternative to Cover's suggestion for which we can obtain good analytical guarantees of the performance . Not separating a training set 531 from a testing set works in some cases, but it seems that good bounds on the probability of error can only be obtained when the collections are very nice or simple .
When [121] ), holdout, resubstitution, rotation, and bootstrap (Efron [39] , [40] ) which can be employed to construct an empirical risk from the training sequence, thus obviating the need for a testing sequence (see Kanal [74] , Cover and Wagner [23] , and Toussaint [126] for surveys, and Giick [56] for a discussion and empirical comparison) . This works well in many important situations (see Vapnik and Chervonenkis [132] - [134] , Vapnik [136] , Devroye and Wagner [28] - [30] ), but can fail miserably in other circumstances . This would then force us to restrict D to such an extent that our results would be less powerful . We will make a case for the split-data method by showing just how good the empirical choice is for most popular discrimination rules . This universality seems more difficult to obtain with other methods . In addition, we will argue that the testing sequence can often be taken much smaller than the training sequence (iii = o(n)) . It seems probable that more sophisticated methods such as cross validation would be equally good or better than the split-data method, but we have not been able to show this thus far .
Error estimation is used by us as a tool ; we are not interested in actual values of error estimates per se, although it is always nice to have some good estimates of the probability of error . Thus, we will not address issues such as the bias and variance of error estimates, which have led to interesting discussions in the past (see Lachenbruch and Mickey [81] , McLachlan [88] . Glick [54] , [56], Lachenbruch et al. [82] , and Lissack and Fu [84] ) . On the other hand, good automatic selection is impossible without good error estimates, and thus it should come as no surprise that the estimate on which the automatic selection is based can serve as an estimate of the probability of error of the selected rule . This relationship is captured in the following . In other words, by bounding sup QED Ln,m ( ~) _ Ln (~) , we kill two flies at once . It is particularly useful to know that even though L n , m (~' ) is usually optimistically biased, it is within given bounds of the unknown probability of error with ', and that no other test sample is needed to estimate this probability of error . Whenever our bounds indicate that we are close to the optimum in D, we must at the same time have a good estimate of the probability of error, and vice versa .
All the probabilities and expected values written P n and En are conditional on the training sequence of length n, whereas P and E refer to unconditional probabilities and expected values . The bounds derived below refer to conditional quantities, and they do not depend upon the training sequence . In other words, they are valid uniformly over all training sequences . The important consequence of this is that the testing sequence should have the right distribution and be iid, but the training sequence can, in fact, be arbitrary . In particular, annoying phenomena such as dependence between observations, noisy data, etc ., become irrelevant for our bounds----they could have a negative impact on the actual value of the probability of error, though .
IL FINITE CLASSES
We consider first finite classes D, with cardinality bounded by Nn . We have the following . where we used Hoeffding's inequality (Hoeffding [73] ) and the fact that mLn , m (4) is binomially distributed with parameters m and Ln ( ), The last part of Theorem 1 is a direct corollary of Lemma l .
Remark 1-Size of the Error : If we take m = n and assume that Nn is large, then Theorem 1 shows that on the average, we are within ,flog (N)/(2n) n of the best possible error rate, whatever it is . Since most common error probabilities tend to the Bayes probability of error at a rate much slower than 1 / ~, the loss in error rate studied here is asymptotically negligible in many cases relative to the difference between the probability of error and LBa y es, at least when Nn increases at a polynomial rate in n . ∎ Remark 2-Distribution-Free Properties : Theorem 1 shows that the problem studied here is purely combinatorial . The actual distribution of the data does not play a role at all in the upper bounds . $m log (2n)
Since k/n -4 0, k -~ oo imply that E(L) -+ LBayes for the k-nearest neighbor with data-independent (deterministic) k for all possible distributions (Stone [119] ), we see that our strategy leads to a universally consistent rule whenever log (n) /m -4 0 . Thus, we can take m equal to a small fraction of n without losing consistency . That we cannot take m = 1 and hope to obtain consistency should be obvious . It shoul d also be noted that for m = n, we are roughly within log (n) /n of the best possible probability of error within the given class . The same remark remains valid for k-nearest neighbor rules defined in terms of all Lp metrics or in terms of the transformation-invariant metric of Olshen (see Olshen [9b] , Devroye [27] ) . ∎
III . CONSISTENCY
Although it was not our objective to discuss consistency of our rules, it is perhaps worth our while to present Theorem 2 . Let us first recall the definition of a consistent rule (to be more precise, a consistent sequence of 4's) : a rule is consistent if E ( L" ) -LBayes as n -r oo . Consistency may depend upon the distribution of the data . If it does not, then we say that the rule is universally consistent . Proof of Theorem 2 : This is a direct corollary of Theorem l . ∎ If one is just worried about consistency, Theorem 2 reassures us that nothing is lost as long as we take m much larger than log (Na ) . Often, this reduces to a very weak condition on the size m of the training set : recall Remark 3 for the k-nearest neighbor estimate .
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Remark 4-Infinite Nn : Taking Nn very large, possibly infinite can be dangerous . One might even lose consistency in the process . Consider, for example, the class D of all measurable functions , i .e ., all rules . This class contains by definition the Bayes rule, but it also contains many rules which agree completely with the training sequence, i .e ., functions 4 for which (X; ) = Y, for all n + 1 s i ~ n + m . Our selection process selects one of the latter 4's . If it happens to select the function which takes the value 0 everywhere except possibly at the points X, (where 4 (X,) = 1' ;), then there is no hope of obtaining universal consistency . The culprit here is the size of N n . Note that consistency is lost regardless of how large m is picked . ∎ IV . ASYMPTOTIC OPTIMALITY Let us now introduce the notion of asymptotic optimality . A sequence of rules is said to be asymptotically optimal for a given distribution of (X, Y) when
Our definition is not entirely fair because > uses n + m observations, whereas the class of rules in the denominator is restricted to using n observations . If i' is not taken from the same D, then it is possible to have a ratio which is smaller than one . But if _ ~' E D, then the ratio always is at least one . That is why the definition makes sense in our setup . When our selected rule is asymptotically optimal, we have achieved something very strong : we have, in effect, picked a rule (or better, a sequence of rules) which has a probability of error converging at the optimal rate attainable within the sequence of D's . And we do not even have to know what the optimal rate of convergence is . This is especially important in nonparametric rules where some researchers choose smoothing factors in function of theoretical results about the optimal attainable rate of convergence for certain classes of problems .
We are constantly faced with the problem of choosing between parametric and nonparametric discriminators . Parametric discriminators are based upon an underlying model in which a finite number of unknown parameters is estimated from the data . A point in case is the multivariate normal distribution, which leads to linear or quadratic discriminators . If the model is wrong, parametric methods can perform very poorly ; when the model is right, their performance is difficult to beat . Our method chooses among the best discriminator depending upon which happens to be best for the given data . We can throw in D a variety of rules, including nearest neighbor rules, a few linear discriminators, a couple of tree classifiers, and perhaps a kernel-type rule . Theorems 1 and 2 should be used when the cardinality of D does not get out of hand .
To save space further on in the paper, we introduce here the notion of e,, optimality where E n is a positive sequence The proof uses the following decomposition :
where the second factor tends to lim (n /(n + m )) P if this limit exists and is finite . Choose m = Len] for e positive, but very small . This shows that the second factor can be made arbitrarily close to 1 . The first factor is less than 1 + 4(Jlog (1 + Nn )/m)/(MJlog (1 + Nn )/n) for some large M and all n large enough (apply Theorem 1 and our assumption) . This, in turn, is less than one plus a constant times M -1 times , which can be made arbitrarily small by choice of M . ∎ V, INFINI'T'E CLASSES Theorem 1 is useless when Nn = oo . It is here that we can apply the inequality of Vapnik and Chervonenkis [130] , [131] or one of its modifications . We will need some new notation . Let µ be the probability measure of (X, Y) on J = R d x { 0, 1 } , and let µ 00 be the empirical
where C is the collection of all sets {{x : ~ = 1} x {0}} U ~{x : ~ = 0} x {1}}, 'ED .
At this point, we recall the Vapnik-Chervonenkis inequality .
Theorem 3 : Let Nc (x 1 , , x 00 ), (x 1 , E jm be the number of different sets in {{ x1, . . . , x00 } rl C CEC} and define the shatter coe dent as For more information about these inequalities, see also [130] , [131] ), we see that Jlog (s(C, in))/in is at most 1IV log (m)/m . This is in our applications often smaller than V28 V / ~. For fixed v, Theorem 5 is usually preferable . We will compute the functions s ( C, m ) for several important discrimination rules . The index V of C cannot be determined directly from these computations, so some additional (and often nontrivial) work will be required of the users .
The suprema in Theorems 3 and 4 are not always measurable ; the measurability must be verified for every class C (for all our examples, the quantities are indeed measurable) . For more on the measurability question, see Dudley [37] , [38], Massart [87] , and Gaenssler [48] . Gine and Zinn [52] and Yukich [141] provide further work on suprema of the type shown in Theorems 3 and 4 . ways of dichotomizing m points in R d by hyperplanes (see, e .g ., Cover [21] ) (this takes into account that there are two ways of attaching 0's and 1's to the two half spaces) .
We see that d S(n, m) ~ 2 k=o m 1 < 2(an d + l) . k In this case, it is clearly indicated to take n = 0 . The resulting discriminator picks the best separating hyperplane from all possible hyperplanes simply based upon the testing sample m . Glick [55] pointed out that for this estimator, Ln, n, ( ~' ) -L n ( ~' ) I -0 almost surely . Bounds of the type obtained above can also be found in Devroye and Wagner [26] , [28] - [30] .
When n > 0 and the training sequence is used to assign a class to each half space by a majority vote, then [46] ) that it is perhaps better to first define a suitable metric in R d based upon the data, and then use this metric in the determination of near neighbors . Typically, the metric is an L2 metric based upon a data-dependent positive definite scale-rotation matrix . If D contains all NN rules with metric dependent upon the training sequence only, then the bound S (n, m) n of the previous section remains valid . If, however, D includes all NN rules with all L2 metrics, then the situation is very different . The collection no longer depends upon n (as in the linear discrimination case), and it contains an infinite number of rules . If k is not properly restricted, there is virtually no hope of obtaining a useful bound for S (n, m) .
B . Generalized Linear Discrimination Rules

E . NN Rule Based upon Reference Data
Hart [71] [125] , and Devijver and Kittler [25] all study 1-NN rules based upon a subsequence of the training sequence . This sequence can be considered as representative of the whole training sequence . Its choice is based upon certain criteria, which do not concern us here . Certainly, it seems that the most impartial criterion is the one that uses the empirical risk computed from a testing sequence . Assume thus that D includes all condensed (or edited) NN rules with reduced training set of at most k members, i .e ., all NN rules based upon a subset of k (X,, Y )'s selected from the training sequence . A simple counting argument shows that D has at most k (n<k+i n J -I J members . The rule is Jk log (n) /m optimal . This implies, for example, that to obtain n -2/5 optimality, we can take k no larger than O (n 1/5/log (n)) when m = n . Thus, k needs to be restricted . We also note that k -p oo and m / (k log (n)) -p oo are sufficient for universal consistency . [31] , [32] . It is possible to let the testing sequence choose the best weight vector for a fixed k . In that case, D contains all weighted k-NN rules . Its cardinality is infinite . To compute S (n, ,n), note that each Xf in the testing set is classified as 1 or 0 according to whether the sign of the following expression is positive or nonpositive : k 1=1 ate where a1~ E { -1, 1 } depends upon the class of the i th nearest neighbor of X3 in the training sequence (and does 537 not depend upon the vt's) . Every weight vector v = ( VI, , vk) yields a vector of m classes to which the XD's in the testing sequence are assigned . In the computation of s (C, m), we consider the au's as fixed numbers . Let V be the k-dimensional space of all weight vectors v . The collection of all v's for which X1 is assigned to class 1 is a linear half space of V . Therefore, s ( C, m ) is bounded from above by the cardinality of the partition of V defined by m linear hyperplanes . This is bounded by mk . Thus, S(n, m) ~ mk .
We observe that even though s ( C, m ) depends upon the training sequence (and thus, n) via the au's, we used an argument that did not require the actual values of the a,~'s . The bound on S (n, m) does not depend upon n .
The rule is universally consistent when k -> oo and m / (k log (m)) -3 oo . It is [k log (m) /m optimal . Automatic selection is useful here when Jk log (m) /m is small compared to the difference between the actual probability of error of the rule and the Bayes rule, which is nearly always at least 1 / . In the extreme case m = n, our bound is not good enough, as I will now show . With m = n, the choice k = n415 (which is optimal in certain ways) leads to Jlog n n optimality . Taking k smaller is not something we would like to do because the rate of convergence of the best rule within D is likely to slow down . In other words, D is too rich for the interesting values of k to apply automatic selection .
G . Kernel-Based Rules
Kernel-based rules are derived from the kernel estimate in density estimation originally studied by Parzen [98] , Rosenblatt [108], and Cacoullos [16] . A point x is assigned class 1 if
and to class 0 otherwise where K is a fixed function called the kernel and h > 0 is a smoothing factor . It is easy to verify that this is a voting scheme in which the i th observation carries weight K(x -X~/h) . Thus, K is usually decreasing along rays . [89] . Statistical analysis of these rules and/or the corresponding regression function estimate can be found in Nadaraya [93] , [95] , Rejto and Revesz [106] , Devroye and Wagner [26] , [31] , [32] , and Greblicki [60] - [62] . Hardle and Marron [70] proposed and studied a crossvalidation method for choosing the optimal h for the kernel regression estimate . They obtain asymptotic optimality for the integrated square error . Although their method gives us a choice for h if we consider P (Y = 1 X = x ) as the regression function, it is not clear that the thus obtained h is optimal for the probability of error . Consider next two well-separated classes . Then a little thought shows that the optimal h is, in fact, constant, independent of n . This shows that we should not a priori exclude any values of h, as is commonly done in studies on regression and density estimation .
Devroye and Wagner [28] - [30] obtained distributionfree error bounds for the cross-validation estimate of the probability of error . Unfortunately, their results are only valid for fixed choices of K and h .
We begin by considering the collection D of all kernel rules for all values of h, but fixed kernel K = IA where I is the indicator function and A is any star-shaped set of unit Lebesgue measure (a set A is star shaped if x A implies that cx A for all c ? 1) . We vary h monotonically from 0 to oo . For fixed X1 in the testing sequence, the function g (X 1 ) on which the decision is based can at most take n values . Therefore, s(C, m) : inn + 1 and S(m,n)~mn+l .
If K = E ; = 1 a 1 IA ; for some finite k, some numbers a ; , and some star-shaped sets A ; , then S (m, n) ~ kmn + 1 .
We can generalize in several directions . First, there is the question of more general K . There is an interesting subclass of kernels K of the form
where A is star shaped and r ? 0 is a constant . Observe that Kh (x) = h r-d I xI -rIA (x/h) . Thus, for fixed ;,
changes sign at most n times as h increases from 0 to oQ . For these kernels, we also have S ( m, n )~ mn + 1 . The kernels have the desirable property that if a decision is based upon l points, then changing h does not change the decision unless one or more points become excluded or new points are considered in the decision . For r = 0, we obtain the uniform kernel discussed earlier . For 0 < r < d, the kernel is integrable, but has an infinite peak at the origin . For r ? d, the kernel is not integrable . It has been pointed out by several authors that the integrability of K is not necessary for the consistency of kernel rules in discrimination and regression : in fact, kernels with r = d have been suggested as early as 1962 by Sebestyen t112} .
In the class D considered above, only one parameter was varied . In d-dimensional pattern recognition, it is often necessary to adjust the scales of many component variables . Thus, it seems natural to classify x = (x 1 , sional quadrant of mn points obtained by taking the absolute values of the vectors X~-X;, n < j < n + m, 1 i s n (the absolute value of a vector is a vector whose components are the absolute values of the components of the vector) . To compute S (m, n), it suffices to count how many different subsets can be obtained from these mn points by considering all possible rectangles with one vertex at the origin and the diagonally opposite vertex in the quadrant . This is 1 + (mn) d .
The consistency of the class D is ensured when K is the uniform kernel on the unit hypercube, by applying the universal consistency theorem of Devroye and Wagner [31] , [32] and Spiegelman and Sacks [117] (see also Greblicki et al. [67] or Krzyzak [76] ) provided that m lim n -r d log (mn ) = as m lim log( n ) -oo .
is id log (mn) /2 m optimal when both m, n --~oo . In particular, it is /log (n) /n optimal when m = n . This is good news since the standard bounds for relating the probability of error to the L 1 error in density estimation (see, e .g ., Devroye and Gyorfi [35] ), combined with wellknown results about the best possible expected error with any kernel density estimate (i .e ., the best possible expected L 1 error is about equal to a constant times n -2/(4+d)~ see Devroye and Gyorfi [35] , give us upper bounds for E (Ln ( ) -LBayes ) that decrease as n-27(4+d) where is the kernel discrimination rule in which the h is chosen in an optimal way for the underlying densities . Since this tends to 0 slower than Jlog (n) /n, it seems plausible that the automatic selection rule with m = n I -E (with an appropriately picked small r) is asymptotically optimal for large classes of distributions . There are distributions for which s/log (n) /n optimality does not give us asymptotic optimality : consider, for example, discrete distributions putting all their mass on a finite number of points . For such distributions, the optimal rule within D has an error rate roughly equal to LBayeS plus a constant times 1 1~. Hence, the error introduced by the selection process exceeds the error of the best rule when all errors are considered relative to LBayeS . Even when X has a density, the best h for density estimation is usually not the optimal h for discrimination, and the bounds linking density estimation errors to classification errors are suboptimal . Thus, we cannot just claim that the automatic selection rule is asymptotically optimal for all densities . A case in point is when given Y = 1, X puts its mass on [0, 1], and given Y = 0, it puts its mass on [3, 4] . The kernel rule with h = 1 and kernel uniform on [-1, 1 ] has expected error tending to zero at an exponential rate, while the Bayes error is 0 . Yet, this choice for h is far from optimal for the individual density estimates since it usually does not even imply consistency of the density estimates!
H. Histogram Rules
Histogram rules are simply rules in which R d is partitioned into a countable (but usually finite) number of sets A;, and the decision for x e A r is based upon a majority vote among all pairs (X;, Y;) for which X; e A 1 . In case of a voting tie, we arbitrarily classify x as coming from class one (our strategy in case of a tie does not matter much) . The ordinary histogram rules can be traced back to a histogram regression function estimate of Tukey [127] . The consistency is established by Glick [54] and Gordon and Olshen [57] , [58] . Devroye and Gyorfi [34] showed that for all distributions of (X, Y), the simple histogram rule is strongly consistent, provided that h -~ 0 and nh 00asn-p oo .
When h is fixed, a quick but rather loose upper bound for S (n, m) can be obtained as follows : start with a = 0 ; clearly, we need only count the number of different m vectors of decisions as a increases to h (because of peri-539 odicity) . It is straightforward to see that the vector of decisions can only change when a histogram interval boundary point reaches one of the n + m data points . Therefore, S(n,m)~n+m+1 .
If a = 0 is fixed, but h varies, a much more common assumption, S (n, m) becomes very large .
Rather than varying h over an infinite range, it is often computationally more attractive to restrict h to all possible values X; -X; I , 1 ~ i C j ~ n . In that case, we can use Theorem 1 with Nn = n (n --l)/2 . The d-dimensional generalization in which we consider all rectangular partitions with two training points as extreme vertices has the same Nn .
I. Statistically Equivalent Blocks
Considerable attention has been paid over the years to histogram rules based upon order statistics . Basically, the order statistics of the components of the training data are used to construct a partition into rectangles . The great advantage of these rules is their invariance with respect to all strictly monotone transformations of the coordinate axes . For example, it has been suggested to partition the real line by using the kth, 2kth, etc ., order statistics (Mahalanobis [8b] ; see also Parthasarathy and Bhattacharya [97] ) : when k is the free design parameter in the class of rules, Theorem 1 can be used with N n = n . The d-dimensional generalizations of these rules include rules based upon statistically equivalent blocks . The idea is to define rectangles containing k points each . For example, the kth smallest x coordinate among the training data could define the first cut . The (infinite) rectangle with n -k points can be cut according to the y axis, isolating another k points . This can be repeated on a rotational basis for all coordinate axes . However, it is obvious that one can proceed in many other ways as well ; see, e .g ., Anderson [8], Patrick [99] , Patrick and Fisher [ 100] , Quesenberry and Gessaman [105] , and Gessaman and Gessaman [51] . Consider now all rules in which the partition depends entirely upon the training data sequence and upon k, and let k be the free design parameter . Once again, regardless of the dimension, Theorem 1 is applicable with N n = n . The universal consistency is guaranteed by the results of Gordon and Olshen [57] when d = 1 and the kth-order statistics are used with k/n -i 0 and k/I -~ oo .
Rules have been developed in which the rectangular partition depends not only upon the X's in the training sequence, but also upon the Y's ; see, e .g ., Henrichon and Fu [72] , Meisel and Michalopoulos [90] , and Friedman [44] . For example, Friedman cuts the axes at the places where the absolute differences between the marginal empirical distribution functions are largest to ensure minimal empirical error after the cut . His procedure is based upon an observation of Stoller [1 18] .
The rules described above are called distribution free since they remain invariant under monotone transformations of the coordinate axes . For a survey of such rules, see Das Gupta [24] . The problem of designing automatic distribution-free rules was first attacked in the papers of Anderson and Benning [7] and Beakley and Tuteur [12] .
In our setup, we should let the test data decide where cuts should be made . This leads very quickly to oversized classes of rules, so we will impose reasonable restrictions . We consider cuts into at most k rectangles where k is a number picked beforehand . Recall that for a fixed partition, the class assigned to every rectangle is decided upon by a majority vote among the training points . On the real line, choosing a partition into at most k sets is equivalent to choosing k -1 cut positions from n + m + 1 spacings between all test and training points . J . Binary Tree Classifiers Binary tree classifiers have become increasingly important because of their conceptual simplicity and computational feasibility . The forefathers of these classifiers are the histogram rules based upon statistically equivalent blocks described in the previous section . Many strategies have been proposed for constructing the binary decision tree (in which each internal node corresponds to a cut, and each terminal node corresponds to a set in the partition : see, for example, You and Fu [140] [15] , and Casey and Nagy [17] .
If we consider all binary trees in which each internal node corresponds to a split perpendicular to one of the axes, then, as we have shown in the previous section The restriction imposed on the number of internal nodes is rather unrealistic . For example, Breiman et al. [15] construct a tree with n leaves, one per training point . Then, the tree is trimmed from the bottom up by combining leaves . Yet, without some sort of condition on the size of D, our results are not useful .
K. Boolean Classifiers
Pearl [102] has studied Boolean classifiers . These classifiers can only be used when X takes values in { 0, 1 } d . Each discrimination rule, { 0, 1 }-valued itself, can be written as a Boolean expression involving NOT, OR, and AND bit operations . The complexity c of such a discrimination rule is the minimum number of such operations needed to describe the discrimination rule . Thus, c adequately represents the computation time needed to apply the discrimination rule . Let D be the collection of all discrimination rules with complexity not exceeding c . Then 16(d + c) 2 C (Pippenger [103] ) . The use of this expression in the Yapnik-Chervonenkis inequality leads to an inequality of Pearl [102] . Again, we should take n = 0, as the training data are not used in the definition of D .
L. Series Method
Some classifiers are derived from the Fourier series estimate or other series estimates of an unknown density . The density estimates go back to the work of Cencov [18] , Schwartz [111] , Kronmal and Tarter [75] , Tarter and Kronmal [123] , and Specht [116] . Their use in classification was considered by Greblicki [64] and Greblicki and Pawlak [63] , [65] , [66] .
Nearly all these estimators can be put into the following form : classify x as belonging to class 1 if N at, n g~ (x ) =1 2 where the g's are fixed functions, forming a base for the series estimate, a ; n is a fixed function of the training data, and N controls the amount of smoothing . When the g's are the usual trigonometric base, then this leads to the Fourier series classifier studied by Greblicki and Pawlak [63] , [65] . When the g i 's form an orthonormal system based upon Hermite polynomials, we obtain the classifiers studied by Greblicki [64] and Greblicki and Pawlak [6b] , [68] .
If we let D be the class of all classifiers of one type (i .e ., one set of g's and corresponding functions a i, n ), with N restricted to 1, 2, . . . , k where k is a large integer usually not exceeding n, then the class is finite, with k members . Hence, we can choose the amount of smoothing automatically, and have ,flog (k)/m optimality . The rates of convergence of the probability of error to the Bayes probability of error commonly found in the literature are typically 0 ( n~~) for some constant 0 < a 1 /2 (see, e .g ., Greblicki and Pawlak [65] , [66] ) . When k = m = n, the selected rule is 'Ilog (n) /n optimal, and thus possibly asymptotically optimal . The difficulty in the verification of the asymptotic optimality is due to the fact that lower bounds on actual rates of convergence to LBayes are not available .
If 
