Introduction
The automatic recognition of low-level tasks of a surgical workflow may be performed using different sensors. For example, RFID-Tags were already used to track the surgical instruments needed during the operation and to track the medical personnel in the operating room [1] . Ultrasound sensors and video cameras were also proposed to identify the movements of nurses and surgeons [2] . In this work, we propose to use an infrared thermal camera to recognize the hand position of the surgeon, called gesture, and identify therefore the surgical instrument he is currently handling. Thermography was already evaluated for the recognition of isolated and continuous gestures to classify alphabets and numbers with good results [3] . One advantage, in comparison with video imaging, is the easier identification of the hands in the thermal images since they are supposed to be warmer than the environment. However, we assume here that the gesture is specific to the kind of surgical instrument. This has to be evaluated. Therefore, the goal of this paper is to demonstrate that a gesture can be correctly classified accordingly to the instrument it is handling using thermography.
Methods
Our method includes different steps, described here.
Acquisition of thermal images
The surgical scene is monitored using an infrared thermal camera (Optris PI160), focused on the acquisition of the hands. The radiation emitted by the objects and bodies in the room are converted into real temperature values based on a previous calibration of the camera. These temperature values are represented within color or grey level in the images (Fig. 1) . The thermal images are grabbed and processed by a system that we implemented in this project. It is described in the following.
Image processing
The thermal images are first thresholded with a thresholding value corresponding to the skin temperature. Thus, the objects whose temperature is below 32°C, i.e. the background and the instruments, are removed from the images.
Blob detection
Afterward, the thresholded images are processed by a blob detection algorithm extracting areas of connected pixels [4] . The small detected blob areas are removed. The remaining blob areas are saved in sub-images of size 50x50 pixels.
Gesture recognition
At this step, the sub-images including the gestures are classified in categories corresponding to the handled instruments. The gesture recognition is performed using a hierarchical temporal memory (HTM) network [5] . The HTM network allows classifying unknown images into categories. The method is based on Bayesian networks and clustering algorithms and thus includes a training phase. Based on images belonging to known categories and provided by the user, the network learns to recognize the categories. Afterwards, the network is able to classify an unknown image into the right category. In our application, the categories represent the different surgical instruments used by the surgeon. The entire system is able to classify in real time thermal images acquired by the camera. 
Results
We tested our method on thermal images of a simulated scene (Fig. 2) . A user handled four different instruments in front of the camera: elevator, clamps, tweezers and scissors. In total, 90 seconds of the video including ten frames pro second were analyzed. In order to validate our system with these acquired thermal data, the following repeated random sub-sampling technique was chosen. Eighty percent of the extracted sub-images were randomly selected to constitute the training set of the HTM network. The classification includes five categories corresponding to the four instruments, plus a last category called "none" corresponding to images containing no gesture. Then, the 20% remaining thermal images were used as test set: they were processed and classified based on the previous training phase. This step was repeated ten times, each time performed with different training and test sets, randomly selected. Table 1 . The sensitivity is larger than 95% while the fall-out is lower than 1%.
Discussion
We showed here that it is possible to correctly classify gestures using an infrared thermal camera. Gestures handling a similar instrument, such as the scissors and the clamps, could be well differentiated. The main advantage of thermography in comparison to video imaging is the easier extraction of the hands from its environment because of the temperature information. The learning phase of the HTM network was performed here with 80% of the extracted sub-images. Furthermore the video does not contain variations of the gesture like it is to be expected in a real intervention. This explains the high rates of recognition obtained. Moreover, it would be interesting to compare our results with a classification performed on video-images of the same scene. This requires however other pre-processing algorithms which are so far not included in our system. We plane to evaluate the system on a simulated operation which follows a real surgical workflow, before testing it on a real surgery in the operating room.
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