ABSTRACT: Medical practices, clinicai practice guideiines, ciinical performance measures and measurements, and a variety of health care-reiated administrative decisions, such as insurance coverage decisions, are claiming to be "evidence based" with increasing frequency, in this paper we examine the "evidence based" iabel; discuss how evidence ought to have been assembled, evaluated, and synthesized; and when evidence is sufficient for the "evidence-based" moniker to rightfully apply. We also highlight several considerations other than the strength of evidence that are relevant to several common types of health care-related administrative decisions and that influence the extent to which the resulting decisions are truly evidence based,
amine it more closely. In this paper we review the methods that should be employed to rate strength of evidence, and we describe the differences involved in evaluating the strength of evidence that emerges from a single study versus a body of evidence, as well as the additional issues that need to be considered when rating the evidence underlying a clinical practice guideline or performance measure. We then describe several considerations other than strength of evidence that may be pertinent to particular health care-related decisions. We conclude by discussing four types of health care-related decisions and the extent to which they deserve to be considered "evidence based,"
Brief Historical Perspective
The term "evidence-based medicine" seems to have first appeared in publication in the early 1990s,' Although described as a "paradigm shift," it really was more of a next stage in the evolution of a focus on critical appraisal of available evidence that had been in progress for years, Erom 1960, when randomized controlled trials (RCTs) became increasingly common, until the mid-1980s, bodies of evidence were summarized in Review Articles, These were written by clinical experts, lacked a formal critical appraisal of study design methods, and provided a more qualitative than quantitative synthesis of available evidence. Practicing physicians' care patterns were based largely on their medical training, local custom and opinions, as well as their own clinical experience. This period is sometimes referred to as the period of "eminence-based medicine,"
Erom 1970 through the mid-1980s there was an increasing focus on "technology assessment," During this time, the congressional Office of Technology Assessment and Institute of Medicine emphasized the need for well-designed studies to evaluate technologies meaningfully,^ Very few clinical practice guidelines were published during this period. Beginning in the mid-1980s, evaluative research then moved toward "outcomes research," reflecting an increased tendency to compare strategies for managing clinical problems rather than individual technologies, and a focus on functional status and patient satisfaction in addition to clinical outcomes. Interest in "real-world outcomes" also grew. Stimulated by concerns that payers' efforts to cut costs would "cut muscle along with fat," professional medical and surgical societies began to issue clinical practice guidelines in an effort to preempt nonclinicians from dictating how medicine would be practiced. Early guidelines tended to be strongly influenced by expert opinion. During the past ten years, methods for identification, critical appraisal and synthesis of published evidence have become more formal, rigorous, quantitative, and sophisticated,'
How Shouid The Strength Of Evidence Be Rated?
Much progress has been made during the past two decades in the development of sound methods for rating the strength of evidence derived from an individual study, implicit in a body of evidence composed of the results of many studies, and HEALTH AFFAIRS -Votumc 24, Number I 81 underlying a clinical practice guideline or standard. Although certain methods are shared in each of these three types of activities, additional methodological issues arise as one moves from assessing an individual study, to a body of evidence, to a guideline or standard, • Evaluation of an individual study. Unfortunately, the fact that a report regarding a scientific study has been published in a peer-reviewed journal does not guarantee that the study design was methodologically sound; that the study was well-conducted, even if the study design was methodologically sound; that the analysis of study data was performed correctly; or that the study results were interpreted properly. As a result, before deciding how much credence to give to any study's findings, it is necessary to critically evaluate the "quality" of the study, Kathleen Lohr and Timothy Carey define study quahty as "the extent to which all aspects of a study's design and conduct can be shown to protect against systematic bias, non-systematic bias, and inferential error,"''
The RTI International-University of North Carolina Evidence-based Practice Center (EPC) recently completed a comprehensive review of approaches that have been employed to rate the quality of evidence reported in individual studies,T he EPC's findings were striking: 121 different approaches for rating the quality of an individual study were identified, but only 19 of them met the EPC's a priori standards for such assessments,B ecause different types of study designs have different degrees of susceptibility to bias that can threaten studies' validity, one of the most important considerations when evaluating the quality of an individual study is the particular study design employed. There is general agreement that the susceptibility to bias is lowest in a well-designed and -executed RCT, and increases in the following order of other types of study designs: nonrandomized controlled trials, prospective or retrospective cohort studies, cross-sectional studies, case control studies, case series and registries, and case reports,'' That said, one cannot determine the quality of an individual study solely on the basis of the type of study design, A poorly designed study that is high in the preceding hierarchy may well be more susceptible to bias than a well-designed study that is lower. One of the authors (Steinberg) and his colleagues, for example, assigned a "methods score" to each of 857 articles related to management of endstage renal disease based on a critical appraisal of twenty-four aspects of the methods employed in each study,^ The same group also assigned a subjective global rating of methodological quality (excellent, very good, good, fair, poor) to each study. They then examined the statistical association between the type of design employed in the study and each of these two measures of study quality. Although both the average quantitative methods score and the average subjective global rating of study quality decreased monotonically as one descended the hierarchy of study designs described above, there was a broad range of methods scores within any individual category of study-design types, with considerable overlap in scores across study-design categories, A detailed discussion of the many aspects of study design that need to be considered to meaningfully assess the strength of evidence that emerges from a study is beyond the scope of this paper; it is available in clinical epidemiology textbooks and elsewhere, ' One point that should be made here, however, relates to the relative strength of direct versus indirect evidence. Evidence is said to be "direct" if both the use of the treatment and the occurrence of the outcomes are observed in the same study. In contrast, evidence is said to be "indirect" if two or more bodies of evidence are required to relate the use of the treatment to the occurrence of health outcomes,'" Direct evidence is preferred because it does not require any assumptions about the integrity of the links needed to connect the different bodies of evidence. Many, if not most, evidence-based clinical practice guidelines are based on indirect evidence because they rely on a chain of reasoning that is based on several distinct bodies of evidence. We return to this point later,
• Evaluation of a body of evidence. When evaluating a health care intervention, one would always hke to be able to review the results of more than one study. Obvious benefits of having multiple studies include increased sample size and an increased likehhood of determining whether the results reported in any given study were attributable to chance. It is more difficult to rate the quality of a body of evidence related to a health care intervention than to evaluate the quality of an individual study, however. To rate the strength of evidence that emerges from a group of studies, one has to not only identify all relevant studies and evaluate the quality of each individual study, but also assess the consistency of study results and the heterogeneity of key elements of study design to determine the comparabihty of studies.
The RTI-UNC EPC also recently completed a comprehensive review of approaches used to grade the strength of evidence that emerges from the entire body of research on a particular topic," In this case, the EPC identified forty approaches for rating the strength of an overall body of evidence, only eight of which met standards that the EPC had set for those types of evaluations,'^ Key considerations when evaluating a body of evidence include whether the approach used to identify potentially pertinent literature was comprehensive and unbiased, and whether bias was avoided in evaluating, synthesizing, and interpreting available evidence, Meta-analysis and other statistical approaches that can be used to develop a single estimate of the effectiveness or safety of a particular intervention, or both, have become more sophisticated during the past decade. Approaches for rating the strength of a body of evidence also have become richer, based on consideration of the quality (internal validity of each study), quantity (for example, the number of studies or aggregate sample size), consistency (the extent to which similar findings are reported in studies that employed similar or different study designs), and coherence of evidence (do the findings make sense as a whole?),'^ Even so, a synthesis of the results of multiple studies often involves not only quantitative analysis but also substantial subjectivity in the form of judgments regarding the admis-sibHity (that is, is a particular study fatally flawed, and hence to be ignored?), relevance, or importance of individual pieces of evidence,
• Development of an evidence-based ciinicai practice guideiine. Evaluating the strength of evidence underlying a clinical practice guideline is even more difficult and complicated than assessing the quality or strength of a body of evidence. One reason for this is that evaluation of the strength of evidence underlying a practice guideline typically requires evaluation of several bodies of evidence, each of which relates to a different "link" in a chain of reasoning that, in total, underlies the practice guidehne. In this sense, many clinical practice guidehnes are based on chains of direct evidence that, in aggregate, constitute indirect evidence, A second reason is that when there is such a chain of reasoning underlying a guideline, one needs a heuristic to produce a rating of the strength of evidence underlying all of the hnks in the chain of reasoning in combination.
One could employ many potential approaches to rate the quality of evidence underlying a clinical practice guideline that is based on a chain of reasoning," Eor example, one could use the lowest grade of evidence assigned to any of the links in the chain of reasoning; use the mean or median grade of evidence assigned to each of the links in the chain of evidence; decide what constitutes the most important link in the chain of reasoning and base the strength of evidence underlying the guideline on the strength of evidence underlying that link in the chain; or calculate a weighted average of the grades of evidence assigned to each link in the chain, where the weights are based either on the relative importance of, or the number of patients enrolled in studies related to, each link in the chain of reasoning. Thus, rating the strength of evidence underlying a particular clinical practice guideline is a more complicated exercise than many people realize. These considerations also highlight the fact that it is difficult to produce clinical practice guidelines that are completely evidence based. In fact, opinion often fills in gaps in the evidence base related to a chain of reasoning that underlies a clinical guideline, A good example of a chain of reasoning consisting of links based on various strengths of evidence and a link based in part on opinion is a clinical practice guideline regarding reuse of hemodialyzers that was issued by the National Kidney Eoundation (NKE),^^ Some dialysis centers reuse hemodialyzers multiple times, which reduces cost but also can reduce the effectiveness and safety of dialysis. After reviewing all available evidence, an expert panel appointed by the NKE concluded that dialyzers should only be reused if they scored high enough on a particular test related to their structure. There was evidence regarding the best test to employ as well as how that test should be performed, but a recommendation regarding the cutoff value below which the dialyzer should no longer be used was based in part on evidence and in part on opinion. Should such a guideline be labeled as being based on evidence or opinion? If the strength of evidence regarding the best test to employ, compared with how that test should be performed, differs, how should the strength of evidence underlying such a guideline be rated?
important Considerations Other Than Strength Of Evidence
In addition to the quality or strength of evidence, which tends to be based on assessments of the internal validity of available studies, other issues should be considered when clinical management or policy decisions need to be made.
The first is that the absence of evidence regarding the effectiveness or safety of a particular health care intervention does not mean that the intervention is not safe or effective. Unfortunately, because many medical practices have not been rigorously evaluated, we do not really know what their impacts on effectiveness and safety are, Michael Millenson, citing work by John Williamson, claimed that more than half of all medical treatments, and perhaps as many as 85 percent, have never been validated by clinical trials,'* According to an expert committee of the Institute of Medicine (IOM), only about 4 percent of all services have strong strength of evidence, and more than half have very weak or no evidence,'''
A second important consideration is that a rating of the strength of evidence regarding the effectiveness or safety of a particular health care intervention does not in and of itself provide any insight into the magnitude (or importance) of the effectiveness or safety of that technology, Eor example, there could be strong evidence that a particular health care intervention has a very large impact, or strong evidence that it has a very small impact, on patient outcome. Similarly, although the apparent impact of a technology on patient outcome might be large, the strength of evidence regarding that impact could be strong or weak, A third important consideration is the relevance of available evidence to either the particular patient or patient population to be cared for, or the particular policy decision that needs to be made. In comparison to the (justifiably) tremendous importance that has been placed on the internal validity of individual studies (that is, the validity of the findings for the population and settings that were studied), it is striking how little importance has been placed on evaluating or considering the external validity of individual studies or an entire body of evidence (that is, the relevance or generalizability of the findings for populations or care settings other than those that were studied). This disparity is illogical. If one were confronted with a randomized or nonrandomized study that showed that a group of patients who received a particular health care intervention had clinically and statistically better outcomes than a group of patients who received no intervention or a placebo, but the two groups of patients were quite different in terms of age, sex, and clinical characteristics, one would not consider that evidence to be particularly strong or high quality. One would consider the evidence to be even weaker or more suspect if, in addition, there were important differences between the physicians who cared for the patients in the two groups. Somehow, however, the same individuals who would dismiss such a study as being seriously if not fatally flawed are willing to apply, or often don't warn the intended audience about applying, the results of a well-designed study of an intervention evaluated in a narrowly defined group of patients to a much broader group of patients who differ from the study group in clinically meaningful ways.
To determine the external validity (generalizability) of a study's findings, one needs to consider whether (1) the patients enrolled in the study are similar in terms of demographic (age, sex, race) and clinical characteristics (severity of primary disease, number and types of comorbidities) to those to whom the health care intervention might be applied, and (2) the real-life setting approximates that tested in the research setting (for example, the skill and experience of the practitioner and the quality of nursing and availability of specialized support services).
The importance of these two considerations is reflected in the distinction made between "efficacy" and "effectiveness," A health care intervention is considered to be "efficacious" when there is evidence that the intervention is beneficial when administered by experts in a research setting. Such evidence is typically derived from a controlled study in which a narrowly defined population has been enrolled. In contrast, a health care intervention is considered to be "effective" when there is evidence that the technology is beneficial when it is administered by a representative sample of physicians in routine practice settings to the full spectrum of patients to whom the technology is likely to be provided in real life, Andre Knottnerus and Geert Jan Dinant have cleverly referred to this conflict between internal and external validity as the need for "medicine-based evidence" as opposed to "evidence-based medicine,"'^ Lohr and colleagues have highlighted the importance of the same distinction in the realm of health care-related policy decision making: "The fundamental basic science imperative may be to generate information about the efficacy of health care interventions, but the practical realities of policy and economic decisions call for knowledge about effectiveness,"'' In our view, a much higher priority needs to be placed on performance of Phase IV (postmarketing) studies of the safety and effectiveness of Eood and Drug Administration (EDA)-approved technologies for both labeled and off-label indications,^"
The importance of monitoring the impacts of health care interventions as they are used in real life was highlighted recently by a study that demonstrated that the impacts of a particular treatment were quite different (and sometimes lethal) when it was used in patients who differed in clinically meaningful ways from those enrolled in the clinical trials upon which a practice recommendation was based,^' The authors of the editorial that accompanied this study urged that "every effort should be made to define the inclusion criteria for clinical trials as broadly, and the exclusion criteria as narrowly, as possible, so that the findings are relevant to the greatest proportion of patients in clinical practice,"^^ Just as important, investigators should make a point of highlighting particular patient populations to whom it might be hazardous to apply a study's findings, A fourth important consideration is that a judgment regarding how strong the evidence should be when making a particular type of decision should depend on the consequences of drawing a wrong conclusion. One's willingness to act on comparatively weak evidence may logically be influenced by the anticipated na-ture and magnitude of the impact of a particular intervention on patient outcome.
There are two types of errors that one can make when drawing conclusions from a study: (1) concluding that there is a difference between two alternatives when, in fact, an observed difference is attributable to chance (Type I error), and (2) concluding there is no difference between two alternatives when, in fact, there is a difference (Type II error). The consequences of these types of errors depend on the types of outcomes that may be affected by the intervention (for example, survival, major disability, or minor symptoms), the potential magnitude of the difference in impact of the alternative interventions on those types of outcomes (effect size), and the patient's own preferences or value judgments with regard to tradeoffs between potential outcomes (for example, quantity versus quality of life).
The final relevant considerations relate to cost-the cost of intervening, the magnitude of the potential improvement in health outcome relative to the cost of the intervention (cost-effectiveness), and who is paying for the intervention.
Types Of Decisions
One of the reasons that real-world decisions regarding health care are often so difficult to make is that all of the considerations we have just discussed apply: the potential nature and magnitude of the impact of a health care intervention; the best estimate of the probability that those impacts will occur; the uncertainty surrounding that estimate, as reflected in the strength of available evidence regarding safety and efficacy; the uncertainty surrounding that estimate as a result of uncertainty regarding the generalizability of study findings to other patient populations or care settings (efficacy versus effectiveness); the fact that data from studies regarding an intervention's impacts are not always available; the consequences of being wrong from different people's or entities' perspectives; and costs in light of limited resources and potential alternative uses of them. To illustrate how these considerations may take on varying degrees of importance in different decisionmaking contexts, and the extent to which resulting decisions should be considered "evidence based," we discuss four types of health care decisions/judgments that policymakers and society likely assume are based on evidence,
• FDA approval for marketing. Eor a company to market a drug or device, current law requires the company to demonstrate to the EDA' s satisfaction that the product is "safe and effective," In reality, the EDA requires companies to prove that their products are efficacious and improve net health outcome (that is, their benefits outweigh their harms) when used as described on the product's label.
The EDA' s focus on efficacy rather than effectiveness is pragmatic. To develop evidence regarding whether a drug or a therapeutic device has a hypothesized effect, companies typically perform RCTs with narrowly defined patient populations with few comorbidities in research settings in which their product is compared with a placebo. When performed properly, such studies provide the best evidence of a biological effect. They also are easier to perform, and less likely to show adverse effects, tlian studies involving diverse patients and many pliysicians. Since it is impossible to demonstrate that a product will never cause adverse effects, the FDA requires that a company provide a variety of types of evidence that the risks associated with a product are "acceptable" compared with the demonstrated benefits of the product. For example, many chemotherapies are very toxic, but their side effects are deemed acceptable when considered in light of their benefits.
It is worth noting that although the FDA requires a company to show that its product is efficacious, it does not require a company to show that its product is at least as efficacious as products that are already in use. Given the FDA's mission, this policy is reasonable, particularly in light of patients' varied responses to different treatments. If a product "works" and is "safe enough," society probably benefits from having the product available for use, even if it is less efficacious or less safe than other products.
Although the FDA does not permit a company to market a product for an offlabel indication, it does not regulate how physicians use a product once it is introduced into commerce. Consequently, many drugs and devices are used in patient populations in whom, and for indications for which, they were never evaluated. The net impact of some of those uses is undoubtedly quite different from those demonstrated in the RCTs that prompted the FDA to approve the product for marketing. The cost associated with performing studies of such off-label uses would be quite high, and the FDA has elected to let the medical profession and the marketplace weed out ineffective off-label uses, instead of requiring companies to study them. We would be much better informed if providers, insurers, and product manufacturers systematically evaluated the effectiveness of labeled and offlabel uses. Unfortunately, manufacturers often lack an economic incentive, and providers and insurers typically lack the resources, to perform such studies.
In addition, because the number of patients enrolled in most RCTs is modest and the frequency with which many adverse events occur is low, clinically significant adverse events associated with a product often are not detected before a product is approved for marketing. In instances in which the FDA has lingering concerns about a product's safety but the product has important benefits, it may require a manufacturer to perform postmarketing surveillance of the product until the product has been used in large numbers of patients. Voluntary reporting of adverse events is far less reliable than systematic postmarketing surveillance.
These considerations highlight an important but often unrecognized fact: namely, that FDA approval of a product for marketing does not in and of itself provide strong evidence that the product is either safe or effective when used in routine clinical practice. For this reason, David Fddy has suggested that even after a technology has been approved by the FDA, the technology should be considered "investigational" if there is not sufficient evidence to enable appropriately trained, motivated, and impartial people to draw conclusions about the magnitudes of the effects of the treatment as it is going to be used in clinical practice, compared with no treatment, on all of the health outcomes they consider important.^^ Given the nature of FDA decision making, FDA approval thus is typically necessary but not sufficient to determine whether a technology is investigational in this sense.
• Insurance coverage decisions. Just as heterogeneity of patients' responses and variabihty in physicians' technical expertise provide a rationale for the FDA to approve technologies that have been shown to be better than placebo but not better than technologies that are already available, the same considerations provide a rationale for insurance coverage in the same circumstances. Pubhc and private insurers, however, can play an important role in ensuring that evidence exists regarding the effectiveness and safety of health care interventions in routine practice by conditioning coverage on the availabOity of such evidence for new technologies and by limiting coverage for new technologies to settings comparable to those in which the safety and efficacy of the technologies were estabhshed.
Eddy has argued persuasively for "evidence-and outcomes-based criteria" for health insurance coverage-that is, that treatments covered by health insurers should be backed by sufficient evidence to determine their effects on outcomes that people can experience and care about, such as death, pain, suffering, and disability; and that a comparison of the outcomes should show that the treatment is effective, beneficial, and cost-effective.^"* The alternative to "evidence-and outcomes-based criteria" for insurance coverage is to cover treatments whose effectiveness and net impact on health outcomes are unproven.
The BlueCross BlueShield Association's Technology Evaluation Center (TEC) employs many of these concepts when evaluating health care interventions.^^ Specifically, TEC determines whether available scientific evidence permits a conclusion concerning the effect of the technology on health outcomes and whether the technology improves net health outcome. In addition, TEC determines whether a technology is at least as beneficial as any established alternatives and whether the improvement in health outcome is likely to be attainable outside the investigational setting. TEC does not make insurance coverage decisions. Rather, individual Blue Cross and Blue Shield plans, as well as other insurers, consider but are not bound by TEC assessments when making coverage decisions. As a result. Blues plans and other insurers sometimes cover technologies that don't meet TEC criteria and sometimes don't cover technologies that do meet TEC criteria.. Thus, as was true in the case of FDA decision making, the fact that a technology is covered by an insurer does not necessarily mean there is strong evidence that the technology is safe and effective. In addition, the absence of insurance coverage for a technology does not mean that a technology is not both safe and effective.
There are circumstances in which there is a rationale for providing insurance coverage for interventions that Eddy defines as "investigational." One such circumstance involves interventions that have been in use for long periods of time but have not been evaluated in well-designed studies. Although we would like to have information regarding the net health impacts of these interventions, there may be no practical way of obtaining that information. In May 2004, however, the Tennessee state legislature limited coverage under the state Medicaid program (TennCare) to items and services for which there is adequate "empirically-based objective clinical scientific evidence of its safety and effectiveness for the particular use in question,"^* While we support such a standard in the case of new services, we believe that more harm than good may be done if nonexperimental evidence is ignored when such a strict standard is being applied to services that have been in use for long periods of time,
A second circumstance in which there is a rationale for providing insurance coverage for interventions that Eddy defines as "investigational" involves situations in which the likelihood of death or severe disability in the absence of treatment is high and there are promising but not definitive data that a treatment could improve a patient's outcome. In fact, many people might be happy to buy insurance that would cover investigational health care interventions. In a setting of hmited resources, particularly with health insurance becoming so expensive, it makes more sense to offer coverage for investigational interventions as an option than as part of a basic insurance policy,
• Insurance payment amounts. Once an insurer decides to cover a particular health care intervention, it must decide how much it will pay for the service and how much of that amount will be paid by the insurer and by the insured person. Although a full discussion of this subject is beyond the scope of this paper, we comment on one dimension of it: how much to pay for a technology relative to another technology. In our view, it is hard to rationahze paying more for Technology A than Technology B if the two technologies are functionally equivalent-that is, if their safety and effectiveness are the same. In such a circumstance, instead of covering only the less costly technology, we believe that insurers should cover both technologies but pay the lesser amount for both of them. The Medicare Prescription Drug, Improvement, and Modernization Act (MMA) of 2003, however, includes a provision that precludes the secretary of health and human services (HHS) from making a judgment that two health care interventions are functionally equivalent, thus precluding Medicare from employing the commonsense notion that one should not purchase a product that is more costly than another product that is equivalent to it,
• Evaluation of quality of care. Quality of care is being evaluated for an increasing number of purposes with what are said to be "evidence-based" measures. These purposes include to inform the pubhc regarding the quality of care provided by particular providers, promote quahty improvement, financially reward providers who dehver higher-quahty care, and provide a financial incentive to patients to use providers who deliver higher-quahty care. Providers and payers sometimes differ in their views regarding how strong the evidence underlying a measure of the quahty of care provided by a health plan, hospital, or physician must be to employ it to compare the performance of different providers, with payers sometimes being willing to employ measures that are based on evidence that providers consider to be less than compelling. Even when a clinical performance measure is based on a guideline with strong underlying evidence, when constructing the measure, one must be careful to consider the impact of alternative technical specifications on the sensitivity and specificity of the measure, as well as the implications of false positives versus false negatives; to ensure that the illness severity of the patient population to whom the quality measure is being applied is similar to that to which the guideline on which it is based applies; to distinguish between use of a technology for diagnosis versus screening; and to account for legitimate differences in patients' preferences and physicians' judgment.-^'' Physicians have good reason to be concerned about whether adequate attention has been paid to these issues during construction of measures used to assess the performance of individual physicians or physician groups.
Concluding Comments
Rigorous methods now exist for identifying, critically appraising, and synthesizing available evidence derived from clinical studies regarding particular health care interventions. Even so, because these methods are not applied consistently and because the results of the syntheses are sometimes not interpreted properly, there is much variation in the validity of health care-related decisions, judgments, and recommendations that claim to be "evidence based." In addition, evidence may be available for some but not all issues related to a decision or recommendation that has to be made, or the evidence that is available may not be directly relevant to the situation to which it is being applied. As a result, physicians, policymakers, and others acting on the basis of judgments, recommendations, or measures labeled as being "evidence based" should not blindly assume that the label truly applies. Additionally, investigators and clinical specialty societies should comment more consistently on the patient populations to whom it may be hazardous to apply a study's conclusions and should clarify how a study's conclusions might be adapted for them to be relevant to patient populations or provider groups other than those studied.
