Introduction
Consumption depends on income, so testing theories of consumption involves testing theories of income. A prominent recent example is the work by Campbell and Deaton (1989) , which uncovers a paradox. They model income as having a unit root instead of as a fluctuation around a trend, and so they find that consumption looks too smooth: the permanent-income hypothesis does not hold. Like some previous researchers, they find that a difference-stationary process fits the data better than a trend-stationary process.
The choice between a difference-stationary process and a trend-stationary process, however, ignores the intermediate class of fractionally differenced processes. Since fractional processes exhibit long-term dependence, they are often classified as having a unit root rather than as trend stationary. This makes permanent income seem rougher than it really is, while consumption, which responds to the true, fractional income, looks too smooth. Specifying consumption correctly removes the paradox. This paper reviews the techniques of fractionally differenced stochastic processes, calculates the stochastic properties of consumption when income follows a fractional stochastic process, and shows how this may explain the excess-smoothness results.
Fractional Methods
Intuition suggests that differencing a time series roughens it, while summing a time series smooths it. A fractional difference between 0 and 1 can be Manipulating equation (5) yields the corresponding moving average (MA) representation of X,:
The time-series properties of X, depend crucially on the difference parameter, d. For example, when d is less than one-half, X, is stationary; when d is greater than minus one-half, X, is invertible (Granger and Joyeux [1980] , Hosking [1981] ). Likewise, the autocorrelation properties of X, depend on the parameter d. The MA coefficients, E$, indicate the effect of a shock K periods ahead and the extent to which current levels depend on past values. Using Stirling's approximation, we know that Comparing this with the decay of an AR(1) process highlights the central "long-memory" feature of fractional processes: They decay hyperbolically, at rate kl-d, rather than at the exponential rate, pk, of an AR (1) . For example, compare in Figure 1 the autocorrelation function of the fractionally differenced series (~-L)~.~"X, = c, with the AR(l)X, = 0.9X,-, + c,. Although both have first-order autocorrelations of 0.90, the AR(1)'s autocorrelation function decays much more rapidly. Figure 2A plots the impulse-response functions of these two processes. At lag 1, the MA coefficients of the fractionally differenced series and the AR(1) are 0.475 and 0.900, respectively; at lag 10, they are 0.158 and 0.349, and at lag 100, they are 0.048 and 0.000027. The persistence of the fractionally differenced series is apparent at the longer lags. Alternatively, we may ask what value of an AR(1)'s autoregressive parameter will, for a given lag, yield the same impulse response as the fractionally differenced series (equation [I] ). This value is simply the k-th root of %, and is plotted in Figure 2B for various lags when d -0.475. For large values of k, this autoregressive parameter must be very close to unity.
These representations also show how standard econometric methods can fail to detect fractional processes. Although a high-order ARMA process can mimic the hyperbolic decay of a fractionally differenced series in finite samples, the large number of parameters required would give the estimation a poor rating from the usual Akaike or Schwartz criteria. A n explicitly fractional process, however, captures that pattern with a single parameter, d. Granger and Joyeux (1980) and Geweke and Porter-Hudak (1983) provide empirical support by showing that fractional models often out-predict fitted ARMA models.
The lag polynomials A(L) and B(L) provide a metric for the persistence of . Suppose % represents GNP, which falls unexpectedly this year. How much should this decline change a forecast of future GNP? To address this issue, define % as the coefficients of the lag polynomial, C(L), that satisfies the relation (1 -L)% = C(L)e,, where the process % is given by equation (1) . One measure used by Campbell and Mankiw (1987) is
For large values of k, the value of B, measures the response of Xt+k to an innovation at time t, a natural metric for persistence. From equation (7), it is immediate that for 0 < d < 1, C(l) = 0, and that, asymptotically, there is no persistence in a fractionally differenced series, even though the autocorrelations die out very slowly. This holds true not only for d -1/2 (the stationary case), but also for 1/2 < d < 1, when the process is nonstationary.
From these calculations, it is apparent that the long-run dependence of fractional processes relates to the slow decay of the autocorrelations, not to any permanent effect. This distinction is important; for example, an IMA (1,l) can have small but positive persistence, but the coefficients will never mimic the slow decay of a fractional process.
. Fractional Differencing and the Theory of Consumption
The excess-smoothness paradox can be stated more precisely as follows.
Assuming the standard certainty equivalence framework (for example, quadratic utility; see Hall [1978] , Flavin [1981] Hansen and Sargent (1981) show that this formula holds for both stationary and nonstationary processes. Since consumption is a random walk (more generally a martingale) in this framework, the variance of the change in consumption (equation [9] ) also represents the variance of innovations to consumption. Under the traditional assumption that income follows a trend-stationary process (because the shocks die out), the variance of innovations to consumption, var(ACt), should be less than the variance of innovations to income, i. This is what Friedman was trying to explain with the permanent-income hypothesis --namely, that consumption looks smoother than income. If, however, income is first-difference stationary, as researchers since Nelson and Plosser (1982) have claimed, the revision in permanent income exceeds the revision in actual income. Consumption imovation should then exceed income innovation, a:. Deaton (1987) finds that it does not.
A numerical example based on the data used in this paper illustrates excess smoothness. Suppose income is a random walk. In that case, the variance of the change in consumption should equal the variance of the change in income, as intuition or equation (9) suggests. In fact, the figure for consumption is 11.65, while that for income is 61.14.
The key point to note, both in predicting the variance of consumption and in determining the variance of income innovations, is that we must make some assumptions or estimates of the income process. By making a different and better assumption about income --fractional differencing --the paradox can be resolved.
Another advantage of assuming a fractional-differencing process for income is that it allows us to retain two assumptions jettisoned by others. First, the income process is univariate, and consumers have no information about it that is hidden from the econometrician. West (1988) shows that such hidden information can spuriously create excess smoothness, because true income surprises would then be less than measured income surprises. Various methods that correct for hidden information (Campbell and Deaton [1989], Flavin [1988] ) still show excessive smoothness, however. Second, the permanent-income hypothesis is maintained throughout. Both Campbell and Deaton and Flavin show that departures from this can simultaneously produce both excess smoothness and excess sensitivity.
The remainder of this section attempts to answer two basic questions.
First, does there exist a difference parameter, d, that resolves the paradox --that is, if income follows such a process, consumption will no longer look too smooth? Second, does actual income follow such a process? In other words, will the fractional parameter that provides a solution fit the income data that we have?
Using data for the United States, I proceed in four basic steps.l Section 3.1 reports estimates of the variance of income and consumption changes using both Generalized Method of Moments (GMM) and classical chi-squared techniques to determine the estimates' precision. In section 3.2, using the permanent-income hypothesis, I find a range of d in the income process that will produce the variance of consumption found in the first step.
In section 3.3, I employ a test for fractional differencing in the income series. Finally, in section 3.4, I use simulations to estimate the probability that fractional parameters reported in section 3.2 would produce the value found in section 3.3. This may be appropriate for consumption, which, according to theory, should follow a random walk. It has the advantage of being correct for finite samples.
The GMM approach allows for heteroskedasticity and autocorrelation.
Designed to handle much more complicated estimation problems (Hansen [1982] , Hansen and Singleton [1982] ), it reduces to a fairly simple form when used to The Newey-West matrix also requires that a choice be made on the number of lags used to compute the matrix. The authors suggest using the fourth root of the sample size, but the convergence results for this small number depend on mixing conditions, which will generally be violated in the case of long-term dependence. In more general cases, they suggest employing the cube or square root, while Chatfield (1984, p. 141 ) recommends using twice the square root.
With a sample size of 120 for the consumption series and 137 for the two income series, I use five lags. This follows Ng Lo (1988), who finds that this choice works well even in larger samples for a variety of series. Table 1 shows the sample variances for per-capita consumption of nondurables and services, plus both per-capita income measures used (labor and disposable). It also reports the 95 percent confidence bounds obtained using both the classical and GMM approaches. Since the GMM bounds are broader (because income shows autocorrelation), they are used in the next part of this exercise.
Implied Variance
The variance of income and consumption depends on an unobservable (to the is strong-mixing, with mixing coefficients , that satisfy Conditions (C2) through (C4) allow dependence and heteroskedasticity, but prevent them from being too large. Thus, short-term dependent processes, such as finite-order ARMA models, are included in the null hypothesis, as are models with conditional heteroskedasticity. Unlike the statistic used by Mandelbrot, the modified R/S statistic used here is robust to short-term dependence. A more in-depth discussion of these conditions appears in Phillips (1987) , Haubrich and Lo (1989) , and Lo (forthcoming).
To construct the modified R/S statistic, take a sample XI, 3 , ...
X, , ,
with sample mean En, choose q lags, and calculate:
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Intuitively, the numerator in equation (14) Figure 3 plots the distribution and density. Note that the distribution is skewed, with most of its mass between three-fourths and two. Table 4 reports the results of the modified R/S statistic applied to first differences of labor income and disposable income. Note that none are significantly different from the mean at the 5 percent level.
Simulation Results
Although the modified R/S statistic provides a good test (in terms of size and power) for detecting long-term dependence, it does not directly provide the d parameter. To better assess the chances that a d parameter from the correct range will fit the data, I use simulation methodology.
Simulations employed here ran as follows. I used a Vax Fortran program (a modification of one written by Lo) to generate 10,000 series of length 135
(not quite matching the data-series length of 136, to compare this study to other papers). The series were generated to have fractional differencing parameter d for several d. I then computed the modified R/S statistic for each series and counted the number of times that this value fell below the value obtained from the income data above (Table 4) . This gives the percentage of times the statistic would be that low if the income series actually had that d parameter. I emphasize low because in f irst-difference form the relevant d would be negative, which should show up as a low R/S statistic. Table 5 reports these results and also answers the question: If the process is really fractionally differenced with a particular d, what is the probability that we would see the V,(q) number found in the data, or even a lower number? Of course, subtracting these numbers from one gives the probability of obtaining a higher R/S statistic. The reader may draw different conclusions from Table 5 , but I think that the results provide mild support for the belief that fractional processes can explain the excess-smoothness problem. It seems unlikely that the actual d for either income process is smaller than the lower bounds obtained above; we would expect to see much lower numbers than those in Table 4 . That is, Table 5 tells us that the probability of seeing that number or a lower one is very high for such a process with a d of -0.21 or -0.28. On the other hand, the chance of d = -0.04 or -0.05 producing such a number is more reasonable.
Earlier in this section, we saw what range d could fall into and still resolve the Deaton paradox. Now we see, in a general way, how likely it is that d could be in that range. The chance remains that d is too close to zero to resolve the paradox by invoking fractional methods. I submit that Table 5 opens the very real possibility that d falls into the relevant range.
Conclusion
Judging the smoothness of consumption depends on the estimate of permanent income, which in turn depends on our estimate of income. Paradoxes under one specification --excess smoothness when income is assumed to have a unit root --do not arise when income is fractional.
The explanation that I propose leaves intact two similar problems in the consumption literature. First, panel studies have found excess sensitivity of Auerbach and Hassett (1989) and National Income and Product Accounts. Disposable = As above. Source: Auerbach and Hassett (1989) . income Tables 2A and 2B Approximations: Closed-form solutions f o r the i n f i n i t e sums used i n these calculations do not e x i s t . An upper bound on the f i n i t e sum of N terms and the i n f i n i t e sum is ;(l/l+r)'.
The approximation is i n f a c t b e t t e r . 10,000 terms were used f o r the i n t e r e s t r a t e s r = 0.01 and r = 0.002, leading
t o e r r o r s of l e s s than 1 x lo-' and 1.05 x 20,000 terms used f o r r = 0.0005 give an e r r o r of l e s s than 0.09. Source: Haubrich and Lo (1989) . Source: Haubrich and Lo (1989) .
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