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Matrix product states (MPS) and matrix product operators (MPOs) are one dimensional tensor
networks that underlie the modern density matrix renormalization group (DMRG) algorithm. The
use of MPOs accounts for the high level of generality and wide range of applicability of DMRG.
However, current algorithms for two dimensional (2D) tensor network states, known as projected
entangled-pair states (PEPS), rarely employ the associated 2D tensor network operators, projected
entangled-pair operators (PEPOs), due to their computational cost and conceptual complexity. To
lower these two barriers, we describe how to reformulate a PEPO into a set of tensor network opera-
tors that resemble MPOs by considering the different sets of local operators that are generated from
sequential bipartitions of the 2D system. The expectation value of a PEPO can then be evaluated
on-the-fly using only the action of MPOs and generalized MPOs at each step of the approximate
contraction of the 2D tensor network. This technique allows for the simpler construction and more
efficient energy evaluation of 2D Hamiltonians that contain finite-range interactions, and provides
an improved strategy to encode long-range interactions that is orders of magnitude more accurate
and efficient than existing schemes.
I. INTRODUCTION
The density matrix renormalization group (DMRG) al-
gorithm [1, 2] is a popular and successful [3] technique for
finding the variational ground state of the Schro¨dinger
equation in one spatial dimension (1D). In its modern
form, the variational wave function and the Hamiltonian
are represented as 1D tensor networks (TNs), namely ma-
trix product states (MPS) [4–7] and matrix product op-
erators (MPOs) [8–12]. The widespread use of MPOs has
allowed for the development of very general, efficient im-
plementations of the algorithm [13], permitting the study
of large classes of complex problems in a relatively black-
box manner.
However, the two-dimensional (2D) generalization
of MPS, known as projected entangled-pair states
(PEPS) [14–17], and their associated ground state algo-
rithms [10, 18–22] have not yet come close to the same
level of generality or range of applicability. One signifi-
cant reason for this is that projected entangled-pair op-
erators (PEPOs) [11, 23–25], the 2D generalization of
MPOs, have been scarcely used in the tensor network
literature to date. The ground state optimization algo-
rithms employed by most authors instead utilize a sig-
nificantly less general representation of the Hamiltonian
that is restricted to relatively local interactions [10, 18–
22, 26]. We conjecture that this under-utilization of PE-
POs in favor of simpler operator representations can be
attributed to two facts. Firstly, the construction of a
PEPO for an arbitrary 2D Hamiltonian is more concep-
tually complicated than the construction of the MPO for
the analogous Hamiltonian in 1D, which itself is still more
complicated than building the local operators currently
used in 2D simulations. Secondly, when compared to the
local operators currently used in 2D, the use of PEPOs
in a ground state optimization significantly increases the
computational cost of the approximate contraction algo-
rithms for 2D tensor networks in both the finite [27] and
infinite (iPEPS) [18, 19, 28] cases.
In this article we describe how to overcome both
the computational and conceptual complexity of using
general tensor network operator representations of the
Hamiltonian in 2D algorithms. To do so, we first briefly
summarize the MPO formalism and review some well-
known examples that are central ideas in this work (Sec-
tion II). We then introduce a new type of tensor net-
work operator known as a generalized MPO (gMPO),
which is closely related to the traditional MPO (Sec-
tion III A). Next we show how to reformulate the cal-
culation of the expectation value of a general PEPO
into a series of operations involving only MPOs and gM-
POs, which we call the boundary gMPO method (Sec-
tion III B). Since the language of MPOs is much better
known than that of PEPOs, this reformulation serves to
simplify the construction of general 2D Hamiltonians for
most readers. In Section IV we demonstrate this simplic-
ity by reporting the explicit forms of the gMPOs for var-
ious representative types of 2D Hamiltonians. We also
show that the new scheme sacrifices no accuracy com-
pared to the explicit usage of a PEPO, while providing
large speedups in computational time. In addition, a new
scheme for efficiently constructing and evaluating Hamil-
tonians with long-range interactions is shown to be many
orders of magnitude more accurate and efficient than ex-
isting PEPO-based approaches [25, 29, 30].
II. MATRIX PRODUCT OPERATORS (MPOS)
Since many detailed and comprehensive presentations
of MPOs already exist [7, 11, 12, 23, 24], this section
will simply contain a brief overview in order to establish
notation, as well as some simple examples which we will
call upon in later sections.
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2FIG. 1. Tensor network diagrams of (a) an MPO, (b) a
gMPO, and (c) a PEPO.
A. Overview
Consider a 1D system which has been discretized into
L localized sites, each with a local Hilbert space Hi of
dimension di. A general operator Oˆ acting on such a
system can be written as,
Oˆ =
∑
{oˆi}
Oo1o2...oL oˆ1oˆ2...oˆL, (1)
where {oˆi} is the set of local operators acting on Hi and
O is a rank-L tensor with indices oi whose dimensions
are equal to the cardinality of their respective set {oˆi}.
O contains the weights associated with all possible con-
figurations of the local operators oˆi.
By fixing the indices, a specific element Oo1o2...oL of
the tensor O can then be decomposed into a product of
matrices W [i],
Oo1o2...oL =
∑
{α}
W o1α1 [1] W
o2
α1α2 [2] ... W
oL
αL−1 [L], (2)
where α indexes the so-called “virtual” or “auxiliary”
indices which are introduced to perform the matrix mul-
tiplication. In Eq. (2) the oi are simply labels, intended
to indicate that each matrix W [i] is chosen specifically
so that their product reproduces the element Oo1o2...oL .
However, if the labels are all reinterpreted as their corre-
sponding indices from Eq. (1), then we see that the full
tensor O can be reconstructed as the contraction over
rank-3 tensors W [i].
Similar to MPS, this decomposition of a rank-L ten-
sor into L rank-3 tensors is motivated by the fact that
most operators of interest do not contain general L-body
interactions, but instead are usually limited to few-body
terms. This means that, while in general this decomposi-
tion could be exponentially expensive, often the O tensor
is quite sparse and such a transformation can be a highly
efficient way to represent the full tensor.
It is common and frequently useful to associate the
operators oˆi with their corresponding coefficient tensor
W [i] according to,
Wˆαi−1αi [i] =
∑
oi
W oiαi−1αi [i] oˆi. (3)
This yields matrices Wˆ [i] in which every element is a
di × di local operator acting on Hi. The full operator Oˆ
is thus reconstructed via simple matrix multiplication,
Oˆ =
∑
{α}
Wˆα1 [1] Wˆα1α2 [2] ... WˆαL−1 [L], (4)
and the set of matrices {Wˆ [i]} are referred to as the MPO
representation of Oˆ. This form of an MPO is commonly
used throughout the literature, and will be heavily uti-
lized in the remainder of this work.
We will now relate the MPO form in Eq. (4) to the
common diagrammatic representation, as seen in Fig. 1.
Since every element of Wˆαi−1αi [i] is itself a di×di matrix,
each individual numerical element can be exposed by in-
troducing two new indices pi and p
′
i, each of dimension
di. By fixing each of αi−1, αi, pi, and p′i, the expression
(Wˆαi−1αi [i])pip′i yields a single number. More commonly
written as Wˆ
pip
′
i
αi−1αi [i], the correspondence to the rank-4
tensors shown in MPO diagrams becomes apparent. The
new indices pi and p
′
i are the so-called “physical” indices,
which map the action of the local operators onto the cor-
responding site tensors of an MPS.
B. Examples
Frequently the operator that one wants to encode as
an MPO is a Hamiltonian Hˆ, so that the DMRG algo-
rithm can be used to find its ground state in the form of
an MPS. Here we will explicitly write out the well-known
matrices Wˆ [i] which make up the MPO representations
of several common Hamiltonians consisting of 1- and 2-
body terms. There are multiple techniques that can be
used to derive these matrices, each with their own con-
ventions and notation, but in this work we will remain
agnostic to these different languages in an attempt to
make the presentation in the following sections as con-
ceptually simple and widely accessible as possible. To do
so, we will simply refer back to these explicit examples.
In lieu of derivations we will point to helpful references
for readers who do not already have a preferred technique
for understanding the form of MPO matrices.
1. Nearest-neighbor interactions
Consider a system of L sites, which are indexed by
i ∈ {1, 2, ..., L}, and a Hamiltonian consisting of local
terms and nearest-neighbor interactions of the form Hˆ =∑L
i=1 Cˆi +
∑L−1
i=1 AˆiBˆi+1. In the MPO literature this
Hamiltonian is usually written with Bˆ = Aˆ so that the
interaction is symmetric and Hˆ is Hermitian, however in
this paper we will always keep the operators distinct for
purposes of notational clarity, even though this means
that some Hamiltonians under consideration will be non-
Hermitian when Bˆ 6= Aˆ. The MPO matrices for this
3Hamiltonian, denoted WˆNN , are given by,
WˆNN [1] =
(
Cˆ Aˆ Iˆ
)
, WˆNN [L] =
(
Iˆ Bˆ Cˆ
)T
,
WˆNN [i] =
 Iˆ 0ˆ 0ˆBˆ 0ˆ 0ˆ
Cˆ Aˆ Iˆ
 , (5)
where Iˆ is the identity operator and 0ˆ is the zero operator.
If instead the interaction is symmetric so that Hˆ =∑L
i=1 Cˆi +
∑L−1
i=1 (AˆiBˆi+1 + BˆiAˆi+1), then the MPO ma-
trices (WˆNN−sym) are given by,
WˆNN−sym[1] =
(
Cˆ Aˆ Bˆ Iˆ
)
,
WˆNN−sym[L] =
(
Iˆ Bˆ Aˆ Cˆ
)T
,
WˆNN−sym[i] =

Iˆ 0ˆ 0ˆ 0ˆ
Bˆ 0ˆ 0ˆ 0ˆ
Aˆ 0ˆ 0ˆ 0ˆ
Cˆ Aˆ Bˆ Iˆ
 . (6)
In general, for an exact MPO representation of a
Hamiltonian Hˆ, the required bond dimension of the MPO
matrices is D = 2 + b · r, where r is the maximum dis-
tance over which interactions occur and b is the number
of unique operators that act “first” in the interactions.
This is reflected in Eq. (5) where r = 1 and b = 1, and
in Eq. (6) where r = 1 and b = 2. To understand these
patterns, as well as the form of the MPO matrices in this
section, we recommend Ref. [23].
2. Exponentially decaying interactions
One important exception to the above result is the
MPO representation of a Hamiltonian which has long-
range interactions that decay exponentially, such as Hˆ =∑
i Cˆi +
∑
i<j e
−λ(j−i)AˆiBˆj . Here we have introduced
a second index j which runs from i + 1 to L. Despite
the fact that r = L in this case, the Hamiltonian has an
exact, compact representation with D = 3 MPO matrices
(Wˆexp) of the form,
Wˆexp[1] =
(
Cˆ Aˆ Iˆ
)
, Wˆexp[L] =
(
Iˆ e−λBˆ Cˆ
)T
,
Wˆexp[i] =
 Iˆ 0ˆ 0ˆe−λBˆ e−λIˆ 0ˆ
Cˆ Aˆ Iˆ
 . (7)
Refs. [11, 24, 29, 31] provide insight into why this is pos-
sible for the unique case of exponential interactions.
A special case of this representation, which will prove
useful in later sections, is when λ = 0. The Hamiltonian
then has long-range interactions between every pair of
sites but the strength of the interactions are all the same,
Hˆ =
∑
i Cˆi+
∑
i<j AˆiBˆj . We will denote this special case
with its own MPO notation: Wˆuniform.
Much like before, if the interactions are symmetric so
that Hˆ =
∑
i Cˆi +
∑
i 6=j e
−λ|j−i|AˆiBˆj (where now both
i, j ∈ {1, ..., L}), the MPO matrices become,
Wˆexp−sym[1] =
(
Cˆ Aˆ Bˆ Iˆ
)
,
Wˆexp−sym[L] =
(
Iˆ e−λBˆ e−λAˆ Cˆ
)T
,
Wˆexp−sym[i] =

Iˆ 0ˆ 0ˆ 0ˆ
e−λBˆ e−λIˆ 0ˆ 0ˆ
e−λAˆ 0ˆ e−λIˆ 0ˆ
Cˆ Aˆ Bˆ Iˆ
 . (8)
Again, we will give the special case of λ = 0 its own
notation, Wˆuniform−sym, which will prove useful in the
coming sections.
3. General two-body long-range interactions
As mentioned previously, exact MPO representations
of Hamiltonians with general long-range interaction co-
efficients Hˆgen =
∑
i Cˆi +
∑
i<j VijAˆiBˆj require a bond
dimension which is proportional to L [24]. However, if
Vij is a smoothly decaying function of the distance be-
tween two sites, Vij = f(j − i), then highly accurate
approximate MPO representations of Hˆgen can often be
found which have finite, constant bond dimensions. The
traditional technique is to fit f(j − i) by a sum of expo-
nentials [11, 31],
f(j − i) =
K∑
k=1
ake
−λk(j−i). (9)
This yields an MPO representation of Hˆgen with bond
dimension K+2, where the MPO matrices take the form,
WˆK−exp[1] =
(
Cˆ a1Aˆ a2Aˆ · · · aKAˆ Iˆ
)
,
WˆK−exp[L] =
(
Iˆ e−λ1Bˆ e−λ2Bˆ · · · e−λK Bˆ Cˆ )T ,
WˆK−exp[i] =

Iˆ 0ˆ 0ˆ · · · 0ˆ 0ˆ
e−λ1Bˆ e−λ1 Iˆ 0ˆ · · · 0ˆ 0ˆ
e−λ2Bˆ 0ˆ e−λ2 Iˆ · · · 0ˆ 0ˆ
...
...
...
. . . 0ˆ 0ˆ
e−λK Bˆ 0ˆ 0ˆ · · · e−λK Iˆ 0ˆ
Cˆ a1Aˆ a2Aˆ · · · aKAˆ Iˆ

.
(10)
The accuracy of the representation {WˆK−exp} is deter-
mined by the quality of the fit in Eq. (9).
Although this is often a reasonably accurate approach,
several more sophisticated techniques have been devel-
oped in recent years which are based on the singular value
decomposition (SVD) of blocks of Vij [12, 32]. These
methods also work most effectively when Vij is a smooth
function of the distance, but they are able to fit more
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FIG. 2. A set of tensor network diagrams that represent
the elements of the operator-valued MPO matrix Wˆgen[i] (a),
along with the additional elements needed for Wˆgen−sym[i]
(b). Here we assume Wˆgen[i] is a (2 + li) × (2 + ri) matrix
and Wˆgen−sym[i] is a (2 + 2li) × (2 + 2ri) matrix. We use
the symbol “1” to denote the first value of a given index, e
to denote the final value of a given index, a to denote the
set of values ranging from 2 to li + 1, b to denote the set of
values ranging from li + 2 to 2li + 1, a
′ to denote the set of
values ranging from 2 to ri + 1, and b
′ to denote the set of
values ranging from ri + 2 to 2ri + 1. This index labelling
corresponds directly to the expressions in Equations (11) and
(12).
general functions f that may be challenging to repre-
sent directly with exponentials like those in Eq. (9) [12].
They also can be a bit more efficient, producing a higher
accuracy representation of Hˆgen with a smaller bond di-
mension than Eq. (10) [32].
In this work, we utilize the technique described in
Ref. [32]. The basic idea is that the MPO matrices Wˆgen
for the general Hamiltonian Hˆgen can be written as,
Wˆgen[i] =
 Iˆ 0ˆ 0ˆ(vi)aBˆ (Xi)aa′ Iˆ 0ˆ
Cˆ (wi)a′Aˆ Iˆ
 , (11)
where ~vi is a column vector of coefficients that has length
li and is indexed by a, Xi is an li × ri matrix of co-
efficients indexed by a and a′, and ~wi is a row vector
of coefficients that has length ri and is indexed by a
′,
yielding a (2 + li) × (2 + ri) MPO matrix. We write
the indexed elements of ~vi, ~wi, and Xi in Eq. (11) to
remind the reader of the shape of these quantities. For
clarity, tensor network diagrams for this matrix are given
in Fig. 2(a). If the coefficients contained in Wˆgen[i] can
be, to a good approximation, related to the coefficients
contained in Wˆgen[i+ 1] by a linear transformation, then
the MPO matrices for each site can be successively gen-
erated by finding the correct linear transformation on the
coefficients contained in the MPO matrix on the previous
site. These linear transformations can be found by tak-
ing SVDs of certain blocks of the upper triangle of Vij . It
is observed in [32] that if Vij is a smooth function of the
distance |j − i|, the transformations are often compact
(i.e. their dimensions do not scale with L) and highly
accurate because sub-blocks of the upper triangle of Vij
are low-rank. These ideas are developed in full detail in
the supplementary information of Ref. [32] [33].
The form of this MPO matrix can be viewed as a direct
generalization of Wˆuniform. The “coefficients” in adja-
cent Wˆuniform matrices can be related to each other via
the simplest possible linear transformation (X1×1 = 1,
~v = ~w = 1) because all the interactions are of identical
strength and thus all sub-blocks of Vij are rank 1. How-
ever, when the interaction coefficients vary with distance
and the sub-blocks of the upper triangle of Vij are rank-
l, the single Iˆ in the center of Wˆuniform gets generalized
to an l × l block Xl×lIˆ in Wˆgen. By extension, ~v and ~w
undergo the same generalization. The MPOs Wˆexp and
WˆK−exp are special, simple cases of this generalization.
As a final note, if the interactions in the general Hamil-
tonian Hˆgen become symmetric so that Hˆ =
∑
i Cˆi +∑
i 6=j VijAˆiBˆj =
∑
i Cˆi+
∑
i<j VijAˆiBˆj +
∑
j<i VijBˆjAˆi,
then the general MPO matrices become,
Wˆgen−sym[i] =

Iˆ 0ˆ 0ˆ 0ˆ
(vi)aBˆ (Xi)aa′ Iˆ 0ˆ 0ˆ
(v′i)bAˆ 0ˆ (X
′
i)bb′ Iˆ 0ˆ
Cˆ (wi)a′Aˆ (w
′
i)b′Bˆ Iˆ
 . (12)
Tensor network diagrams representing this matrix are
given in Fig. 2. Here we have introduced the additional
indices b and b′ to index the new vectors ~v′i, ~w′i and the
new matrix X ′i, as described in Fig. 2. If we have the ad-
ditional property that interaction coefficients themselves
are symmetric, Vij = Vji, then the above expression can
be simplified according to: ~v′i = ~vi, ~w′i = ~wi, X ′i = Xi.
III. PEPO EXPECTATION VALUE VIA
GENERALIZED MPOS
A. Generalized MPOs (gMPOs)
In order to relate the contraction of PEPOs to the well-
known 1D MPOs described in Section II B, we must first
introduce the notion of a generalized MPO (gMPO). In
a gMPO, the operator-valued MPO matrices Wˆ [i] are el-
evated to rank-3 tensors, which will be indicated by the
addition of a virtual index βi ∈ {1, 2, ..., g}. The new
operator-valued, rank-3 gMPO tensors will be denoted
by Mˆβi [i]. Exposing all the indices explicitly, this gives
a rank-5 tensor M
pip
′
i
αi−1αiβi [i], which is shown in diagram-
matic form in Fig. 1.
The basic notion of a gMPO is that for each value of
βi, a different MPO matrix Wˆ [i] can be encoded in the
gMPO tensor. In the simplest case βi only takes a single
value (g = 1) and thus every gMPO tensor can only rep-
resent a single MPO matrix, reducing the gMPO back to
5FIG. 3. A gMPO-based representation of the two-row exam-
ple Hamiltonian in Section III A for a 2×5 system. Left : The
gMPO tensors (blue) appear on the sites in row 2, while the
complementary operator vectors (red) appear on the sites in
row 1. Physical indices are suppressed for simplicity. Right :
The resulting tensor network along row 2 (an MPO) after
contractions over the β indices have been performed.
a regular MPO. If instead βi takes two values (g = 2),
then every tensor can represent two different MPO matri-
ces, and the gMPO can encode 2L different 1D MPOs. In
practice, however, the βi are not “free” indices but are
instead summed over in the final network just like the
α indices in a regular MPO (see Eq. (4)). The proper
notion of a gMPO is therefore as a tensor network oper-
ator that can represent a sum of many regular 1D MPOs
after the βi are appropriately summed over. This formu-
lation is useful because it provides a flexible framework
in which operators in regular MPOs can be coupled with
other operators that act “outside” of the 1D domain of
the regular MPO. In general it allows for the complete
coupling of two distinct MPOs into one, however in this
work we only utilize a simpler special case in which spe-
cific local operators are coupled together. Much like how
a local operator on site i can be coupled to a local op-
erator on site i + 1 by summing over the index αi in a
regular MPO, we use the gMPO formalism to couple a
local operator that acts “below” site i to the local op-
erators on site i by performing an appropriate sum over
βi.
For clarity, let us consider a simple example. Given a
2D system of size 2×L consisting of two rows with L sites
each, we can label each site by (i, y), where i ∈ {1, ..., L}
as usual and y ∈ {1, 2}, as depicted in Fig. 3. Con-
sider the Hamiltonian Hˆ = Hˆ1 + Hˆ2 =
∑
i(Aˆi,1Bˆi,2 +
Aˆi,2Bˆi+1,2), where there are nearest-neighbor interac-
tions between row 1 and row 2 (Hˆ1), as well as nearest-
neighbor interactions within row 2 (Hˆ2). This Hamilto-
nian can be represented by a simple gMPO (Mˆ) acting
on row 2 along with the complementary operators (Oˆ)
that act locally on the sites in row 1.
Since there are no interactions between sites in row 1,
the operators {Oˆ[i, 1]} that are applied in this row take
the form of vectors, like those at the ends of a regular
MPO, but applied along the βi index instead of α (see
Fig. 3),
O
pi,1p
′
i,1
βi
[i, 1]→ Oˆβi [i, 1] =
(
Iˆi,1 Aˆi,1
)
. (13)
To couple these operators with the local operators in row
2, as well as to encode the nearest-neighbor interactions
within row 2, gMPO tensors can be used in row 2. They
take the form,
Mˆ1[i, 2] = WˆNN [i],
Mˆ2[1, 2] =
(
Bˆ1,2 0ˆ 0ˆ
)
, Mˆ2[L, 2] =
(
0ˆ 0ˆ BˆL,2
)T
,
Mˆ2[1 < i < L, 2] =
 0ˆ 0ˆ 0ˆ0ˆ 0ˆ 0ˆ
Bˆi,2 0ˆ 0ˆ
 , (14)
where WˆNN is from Section II B 1 (with Cˆ = 0ˆ). The
reason why the matrix Mˆ2[i, 2] takes this form can be
understood by explicitly considering what happens dur-
ing the contraction over βi for a given column i.∑
βi
Oˆβi [i, 1] Mˆβi [i, 2] =
Iˆi,1 ·
 Iˆi,2 0ˆ 0ˆBˆi,2 0ˆ 0ˆ
0ˆ Aˆi,2 Iˆi,2
+ Aˆi,1 ·
 0ˆ 0ˆ 0ˆ0ˆ 0ˆ 0ˆ
Bˆi,2 0ˆ 0ˆ

=
 Iˆ 0ˆ 0ˆBˆi,2 0ˆ 0ˆ
Aˆi,1Bˆi,2 Aˆi,2 Iˆ
 . (15)
The resulting tensor network operator now looks like a
regular MPO along row 2 (see Fig. 3), and the form of its
matrices looks very similar to WˆNN (Eq. (5)), which en-
codes non-symmetric nearest neighbor interactions. The
only difference is that in the place of Cˆ, the 1-body on-
site term in Section II B 1, there is now the inter-row
interaction term Hˆ1 for column i. Thus, if these MPO
matrices are now all contracted together along the α in-
dices in row 2, we will exactly recover all the terms in
our original two row Hamiltonian.
The function of Mˆ2[i, 2] is thus evident: it couples the
inter-row interactions into an intra-row MPO matrix in
a consistent manner with the structure of the intra-row
MPO. Without Mˆ2, the action of Aˆi,1 could not be selec-
tively coupled into specific matrix elements of Mˆ1. Thus,
the form of Mˆ2 can be simply determined based on an
understanding of the structure of the “in-row” MPO ma-
trix Mˆ1; namely, to which matrix elements the “external”
operators should couple. Although this formalism may
appear unnecessarily general in the context of this simple
example, its full utility will become apparent in the sub-
sequent sections as more complicated Hamiltonians are
considered.
B. Evaluation of PEPO expectation values using
gMPOs
To this point, the Hamiltonians under consideration
have acted on lattices that are either strictly or quasi- one
dimensional. In this section we will present an algorithm
that utilizes the gMPO formalism to evaluate the expec-
tation value of fully 2D Hamiltonians with the same level
6...
envs[0]
envs[1]
envs[2]
envs[3]
row 1
envs[2]
row 2
intops
intops =
row 1
row 2
intops_old
intops
≈
(a) (b)
(c)
(d) (e)
(f)
(g)
FIG. 4. The first full iteration of the boundary gMPO algo-
rithm for a 5 × 5 PEPS. (a) A 5 × 5 PEPO (with physical
indices that are suppressed) that is bipartitioned by a cut
between rows 2 and 3. (b) A useful diagrammatic defini-
tion: when a flat square lattice TN diagram is drawn with
some red bonds and some black bonds, the red corresponds
to where a tensor network operator has been sandwiched be-
tween the bra and ket. Black bonds contain just bra and ket
virtual indices. Figures (c)-(g) are the diagrams that directly
correspond to the algorithm steps 1-5, respectively (see Sec-
tion III B). Green bonds are used to denote the pre-computed
environments from step 1.
of generality as PEPOs, but with simpler and more famil-
iar concepts. This presentation will focus on the case of a
finite Lx×Ly rectangular lattice, but prospects for its ex-
tension to the infinite case will be discussed in Section V.
The concepts for this technique begin with consideration
of the three subsets of local operators that are distin-
guished by a bipartitioning of the system. Namely, given
the full system Hamiltonian Hˆ represented by a localized
structure such as a PEPO and a horizontal bipartition of
it (as depicted in Fig. 4(a)), all the local operators in Hˆ
can be grouped into three mutually exclusive groups: (i)
those for which there are interactions between sites that
are all below the line (Hˆbot), (ii) all above the line (Hˆtop),
or (iii) those for which interactions occur across the line
(Oˆint). This decomposition,
Hˆ = Hˆbot +
∑
ij
hijOˆiOˆj + Hˆtop, (16)
where i indexes sites below the partition, j indexes sites
above the partition, and hij contains the coefficients for
the interactions that get “cut”, is a familiar concept in 1D
for the analysis of MPOs and is the basis of an efficient
implementation of the DMRG algorithm [12]. In 2D,
it allows for the evaluation of 〈ψ|Hˆ|ψ〉 on-the-fly using
gMPOs.
To see how, first consider the contraction of the finite,
2-layer, 2D tensor network corresponding to 〈ψ|ψ〉 for
some PEPS |ψ〉 using the “boundary MPS” method [27].
Starting from the bottom, the first point of reference is
row 1 and as the contraction progresses, it shifts up-
ward to row 2, then row 3, etc. During this process
the Hamiltonian can be successively partitioned along
with the reference row of the norm contraction, so that
the first line lies between row 1 and row 2, then the
next is between row 2 and row 3, etc. Using this idea,
the total energy 〈ψ|Hˆ|ψ〉 can be accumulated as follows
(shown graphically in Fig. 4):
1. Pre-compute all the partial contractions of 〈ψ|ψ〉
using the boundary method, starting from the
top with row Ly and working downward. They
should be stored as {envs[0], ..., envs[Ly−2]}
(Fig. 4(c)).
2. Construct an MPO which contains all the 1-body
terms in Hˆ that act locally in row 1 as well as all
the interactions between sites in row 1. In other
words, this should be the MPO representation of
Hˆbot when the partition is between row 1 and row
2. Apply this MPO between the bra and ket ten-
sors of row 1, and evaluate Ebot = 〈ψ|Hˆbot|ψ〉
by contracting this partial TN with envs[Ly − 2]
(Fig. 4(d)).
3. Construct complementary operator vectors which
contain the local operators Oˆint that act in row
1 but have interactions with sites above row 1
(as in Section III A). Apply these vectors between
the corresponding row 1 ket and bra tensors along
the vertical bonds. This partial TN will be called
intops (Fig. 4(e)).
4. Shift the partition line up by 1 row (in general, now
in between rows y and y+ 1). Construct a gMPO
to be applied in row y that encodes all the terms
in the new Hˆbot that have not already been eval-
uated. Apply the gMPO between the row y bra
and ket tensors, and contract this TN with intops
(below) and envs[Ly − y − 1] (above). Add the
resulting scalar to Ebot to obtain a new Ebot, which
now accounts for all the terms in 〈ψ|Hˆbot|ψ〉 given
the new partition position. For clarity, the case im-
mediately following step 3 would be when y = 2.
7To accumulate the proper terms, this gMPO should
include interactions within row 2, as well as all the
interactions between sites in row 2 and sites in the
rows beneath it, which is just row 1 for now (y = 2
case shown in Fig. 4(f)).
5. Construct an updated (approximate) intops.
This step can be understood as iteratively building
up MPOs along the vertical bonds. First a comple-
mentary operator matrix (which is just an MPO
matrix) is constructed for each column, which re-
lates the Oˆint in a given column of row y−1 to the
Oˆint in the same column of row y. This is exactly
like how a regular MPO matrix relates the opera-
tors on site x− 1 to the operators on site x. Then
these complementary operator matrices are applied
between each of the bra and ket tensors of row y
along the vertical indices. This row can then be
contracted with the old intops and its horizontal
bond dimension can be compressed according to the
boundary method contraction routine. This yields
a new approximate intops that contains the ac-
tion of all the local operators Oˆint that lie below
the partition when it is between rows y and y + 1
(y = 2 case shown in Fig. 4(g))
6. Iterate steps 4 and 5 until the top of the PEPS is
reached. When the final gMPO is applied to row
Ly and contracted with intops, the expectation
values of all the terms in Hˆ will have been tallied
in the running total Ebot.
Given a Hamiltonian with general interactions of the
form AˆiBˆj , where i < j, the big picture of this algorithm
(which we will call the “boundary gMPO” method for fu-
ture reference) can be succinctly summarized as follows:
To compute 〈ψ|Hˆ|ψ〉, we think about classifying terms
in Hˆ into 3 non-mutually exclusive groups according to
the bipartition of a PEPO between rows y and y + 1.
Group (1) contains terms where Aˆ and Bˆ are both be-
low the partition. Group (2) contains terms where Aˆ is
below the partition but Bˆ is somewhere above it. Group
(3) contains terms where Aˆ and Bˆ are both below the
previous partition (when it was between rows y− 1 and
y). At each iteration of the algorithm, we first compute
〈ψ|Hˆ|ψ〉 for the set of terms in the difference (1) - (3)
by contracting a gMPO with intops, and then we con-
struct a new intops for the next iteration that accounts
for all the terms in (2) by slightly modifying the previous
intops.
This can be viewed as a “decomposed” contraction of
the expectation value of a PEPO. As the partition is
iteratively shifted upwards, MPOs are sequentially con-
structed and applied tensor-by-tensor along the vertical
bonds and gMPOs are applied along the horizontal bonds
in order to “extract” the expectation values of the terms
in Hˆbot, as it is defined based on the current progress of
the contraction. When explicitly contracting the expec-
tation value of a PEPO, the boundary tensors accumulate
the identical terms but they are not fully evaluated un-
til the entire contraction is complete. By extracting the
“completed” terms along the way, the boundary gMPO
method allows for the energy evaluation of the same set of
general 2D Hamiltonians that can be represented by PE-
POs while only invoking MPOs and gMPOs. Since the
ideas for constructing MPOs, and thus also gMPOs, are
more familiar and well-established in the literature than
PEPOs, we expect that this will be a useful conceptual
simplification.
Additionally, this formulation leads to a reduction in
computational cost because intops can always be con-
structed with operator virtual indices pointing only in
the vertical direction [34]. When compared to the con-
traction of a PEPO, the cost of boundary absorption
and compression (the time-dominant step; step 5 and
Fig. 4(g) above) is reduced because the boundary ten-
sors no longer contain any operator virtual indices along
the horizontal bonds. This decreases the cost of bound-
ary absorption by a factor of D4op and compression by
a factor of D6op (where Dop is the virtual bond dimen-
sion of the PEPO/vertical bond dimension of intops
operators) [35].
In the context of a variational [21, 22] ground state
optimization of a PEPS with respect to the Hamiltonian
Hˆ, this algorithm fits very nicely within the framework
of the newly-developed differentiable programming tech-
niques for tensor networks [36]. Since the expectation
values of different sets of operators are evaluated during
different iterations, each iteration of steps 4 and 5 can
be differentiated separately. This allows for the gradient
of the energy to also be computed on-the-fly as the en-
ergy itself is being computed, leading to a highly efficient
computational formulation.
IV. RESULTS
In this section, we will present the explicit construc-
tions of the MPOs and gMPOs needed to implement the
boundary gMPO algorithm described in Section III B for
various types of 2D Hamiltonians. From the set of Hamil-
tonians that we explicitly describe, we expect that the
construction of most other Hamiltonians of potential in-
terest will be conceptually straightforward. We will also
demonstrate the speed and accuracy of the new algo-
rithm, and compare it to the performance of expecta-
tion value computations using explicit PEPOs as well as
“brute force” application of all the Hamiltonian terms
separately (this technique is analogous to the current
technique used in 2D simulations, as mentioned in Sec-
tion I).
In our brute force implementations we do not utilize
any caching strategies for contraction intermediates that
are recyclable between the evalutation of multiple differ-
ent Hamiltonian terms. This would lead to a faster rou-
tine, and might allow for a more direct comparison to the
boundary gMPO algorithm since it inherently utilizes a
8HˆNN HˆD HˆLRNC HˆLRAC
D = 2, χ = 5 2.52 3.70 3.66 18.6
D = 2, χ = 10 6.94 11.9 11.6 18.4
D = 2, χ = 20 13.2 27.9 27.2 19.1
D = 3, χ = 15 20.5 39.2 37.5 1.63
D = 3, χ = 30 25.3 52.6 51.7 1.36
D = 3, χ = 40 24.0 50.9 51.2 1.41
D = 4, χ = 15 19.0 33.5 34.2
D = 4, χ = 30 27.8 59.3 60.3
D = 4, χ = 40 32.7 62.8 62.5
TABLE I. The average computational speedups of the
boundary gMPO algorithm over PEPO-based expectation
value calculations for a representative set of 2D Hamiltoni-
ans (Eqns. (17), (19), (22), and (25)). The gMPO-based
scheme is generically and significantly faster than the PEPOs
for all the Hamiltonians except the one with long-range inter-
actions mediated by a distance-dependent potential (LRAC).
The reported numbers are averages taken over multiple cal-
culations for each of multiple different trial wavefunctions:
PEPS ground states for the 8×8 AFM Heisenberg model and
FM transverse field Ising model (h = 3.5). D denotes the
bond dimension of the trial PEPSs and χ denotes the maxi-
mum boundary bond dimension used during contraction [27].
Both algorithms were implemented in a straightforward man-
ner in order to compare their runtimes as fairly as possible.
This data should be used in conjunction with Fig. 5.
(quite limited) caching strategy. However, while the im-
plementation of the envs intermediates in the boundary
gMPO method is very straightforward, proper caching
for the brute force technique is more complicated, espe-
cially for Hamiltonians which include long-range interac-
tions. To keep the results for all Hamiltonians compa-
rable, we thus always refrain from caching in the brute
force method.
In all cases we will consider a finite two-dimensional
system on a rectangular lattice of Lx × Ly sites labelled
(x, y), where x indexes the sites in a row and y indexes
the sites in a column. By the conventions of the previous
sections, (1, 1) corresponds to the bottom left corner and
(Lx, Ly) to the top right corner. When a sum is taken
over all the sites in the lattice using a single index, such
as
∑Lx×Ly
i=1 , the order in which the sites are indexed is
such that site (x+ 1, y) always has a larger label number
than site (x, y), and site (x, y+ 1) also has a larger label
number than (x, y). This convention will be important
when restrictions are placed on the sums, such as the
condition i < j.
HˆNN HˆD HˆLRNC HˆLRAC
D = 2, χ = 5 60.8 118.4 1066 34.2
D = 2, χ = 10 59.9 107.6 975.7 33.0
D = 2, χ = 20 49.4 84.6 782.2 24.2
D = 3, χ = 15 43.1 72.8 672.3 16.9
D = 3, χ = 30 36.6 64.6 609.6 16.1
D = 3, χ = 40 37.3 65.4 628.9 16.8
D = 4, χ = 15 39.9 61.8 592.6
D = 4, χ = 30 35.3 63.4 569.8
D = 4, χ = 40 37.5 68.7 623.8
16× 16, D = 2, χ = 20 296.1
TABLE II. The average computational speedups of the
boundary gMPO algorithm over “brute force” expectation
value calculations for a representative set of 2D Hamiltonians
(Eqns. (17), (19), (22), and (25)). The gMPO-based scheme
is significantly faster for all the Hamiltonians under consider-
ation, especially those which contain long-range interactions
(LRNC and LRAC). In the brute force technique, the Hamil-
tonian is evaluated term-by-term by explicitly applying each
pair of local operators. Both algorithms were implemented in
a straightforward manner in order to compare their runtimes
as fairly as possible. The reported numbers are averages taken
in an identical manner to Table I, and the parameters D and
χ are also indentically defined. This data should be used in
conjunction with Fig. 5.
A. Local Hamiltonians
1. Nearest-neighbor interactions
Consider a Hamiltonian with local 1-body terms and
non-symmetric nearest-neighbor interactions of the form,
HˆNN =
Lx×Ly∑
i=1
Cˆi +
∑
〈ij〉,i<j
AˆiBˆj , (17)
where both i and j index through all Lx ×Ly sites. The
MPO in step 2 of the boundary gMPO algorithm is given
by WˆNN from Eq. (5), Section II B. The vertical MPOs
that are applied tensor-by-tensor as the algorithm pro-
gresses in order to produce intops are given by,
Oˆβ1 [x, 1] =
(
Iˆ Aˆ
)
,
Oˆβy−1βy [x, Ly > y > 1] =
(
Iˆ Aˆ
0ˆ 0ˆ
)
. (18)
Note that here we use the index label βy to denote its po-
sition (y) along the vertical bonds within column. This
is a slight abuse of notation when compared to Sec-
tion III A, where the subscript on β was used to denote
its position (x) within in a single row. A fully consistent
notation would require an x and y subscript on every
β, but for all Hamiltonians under consideration in Sec-
tion IV the vertical MPO matrices will be the same for
every x, so we always suppress the x label (and some-
times also the y label when the context is unambiguous)
on β for simplicity.
9Also note that these MPO matrices (Eq. (18)) only
need to be of dimension 2 × 2 because each time a new
intops is created, the expectation values of interaction
terms with the row above are immediately extracted by
contracting it with an appropriate gMPO. Unlike a typi-
cal MPO, we therefore never need to “complete” an inter-
action with a Bˆ operator in these matrices because that
is taken care of in the gMPO. This eliminates the need
for the third row and column to account for Bˆ. In the
current case of nearest neighbor interactions, the bottom
row of Oˆβy−1βy is all 0ˆs because the action of Aˆ in row y
does not need to be stored once the point of reference is
shifted up to row y + 1.
The gMPO tensors, used in step 4 to extract the ex-
pectation values of terms in Hˆbot, were given as the
example in Eq. (14). To make the notation consistent
with a fully 2D Hamiltonian, the coordinates of the ten-
sors in that expression should be transformed according
to: Mˆ1[i, 2] → Mˆ1[x, y > 1]; Mˆ2[1, 2] → Mˆ2[1, y > 1];
Mˆ2[L, 2] → Mˆ2[Lx, y > 1]; Mˆ2[i, 2] → Mˆ2[Lx > x >
1, y > 1]. Additionally, for generality we do not have
Cˆ = 0ˆ in our current example. In essence, the evaluation
of this Hamiltonian’s expectation value amounts to per-
forming the same calculation as the one outlined in the
example of Section III A for every row in the system.
The accuracy of the boundary gMPO algorithm us-
ing these tensors to evaluate the expectation value of
the given Hamiltonian (with Cˆ = 0ˆ, Aˆ = Bˆ = σz) with
respect to various trial PEPS is shown in Fig. 5. It is al-
most identically accurate to the brute force scheme and
its accuracy is also very similar to the PEPO-based im-
plementation in most cases, with the outliers showing an
improved accuracy for the gMPOs. Despite the similar
accuracies, using the gMPOs allows for a computational
speedup of up to ∼ 30× over the PEPOs and ∼ 40× over
the brute force implementation, as seen in Tables I-II.
2. Diagonal-neighbor interactions
Now consider a Hamiltonian that has local 1-body
terms as well as both nearest-neighbor and diagonal-
neighbor interactions, with strengths J1 and J2 respec-
tively,
HˆD =
Lx×Ly∑
i=1
Cˆi + J1
∑
〈ij〉,i<j
AˆiBˆj + J2
∑
〈〈ij〉〉,i<j
AˆiBˆj .
(19)
Although we are again considering the non-symmetric
Hamiltonian construction (denoted by i < j) for simplic-
ity, if the interaction operators are chosen to be symmet-
ric (i.e. Bˆ = Aˆ) then the given Hamiltonian differs from
the truly symmetric one Hˆsym (i.e. i < j → i 6= j) by a
factor of 2 in the interaction coefficients, Hˆsym(J1, J2) =
HˆD(2J1, 2J2). If the representation of Hˆsym is needed
when Bˆ 6= Aˆ, it can be determined by using the results
in this section and following the examples in Section II B.
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FIG. 5. The relative error of the gMPO-based expectation
values compared to the relative errors obtained using both
PEPO-based calculations and the “brute force” technique of
evaluating each term in the Hamiltonian separately. For the
majority of cases tested, all three techniques exhibit the same
level of accuracy. None of these Hamiltonians (Eqns. (17),
(19), (22)) contain long-range distance-dependent potentials.
The expectation values are calculated with respect to various
8 × 8 trial PEPS of bond dimensions D = 2, 3, 4. A single
point compares the relative error of gMPOs with either PE-
POs or brute force, with each technique using the same trial
state and χ value (the boundary bond dimension during con-
traction [27]). All errors are measured with respect to a brute
force evaluation that is highly converged in χ. The displayed
points are for selected values of χ less than the converged
value, in order to compare the levels of accuracy that can be
obtained with a given computational effort. For a full picture
of the computational effort, this data should be used in con-
junction with the speedups reported in Tables I-II, which also
include the χ values for each of the points here.
The MPO in step 2 is again given by WˆNN (Eq. (5),
Section II B), and the vertical MPO matrices are still
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given by Eq. (18). The gMPO tensors are,
Mˆ1[1, y > 1] =
(
Cˆ J1Aˆ Bˆ Iˆ
)
,
Mˆ1[Lx, y > 1] =
(
Iˆ Bˆ 0ˆ Cˆ
)T
,
Mˆ1[Lx > x > 1, y > 1] =

Iˆ 0ˆ 0ˆ 0ˆ
Bˆ 0ˆ 0ˆ 0ˆ
0ˆ 0ˆ 0ˆ 0ˆ
Cˆ J1Aˆ Bˆ Iˆ
 ,
Mˆ2[1, y > 1] =
(
J1Bˆ J2Iˆ 0ˆ 0ˆ
)
,
Mˆ2[Lx, y > 1] =
(
0ˆ 0ˆ J2Iˆ J1Bˆ
)T
,
Mˆ2[Lx > x > 1, y > 1] =

0ˆ 0ˆ 0ˆ 0ˆ
0ˆ 0ˆ 0ˆ 0ˆ
J2Iˆ 0ˆ 0ˆ 0ˆ
J1Bˆ J2Iˆ 0ˆ 0ˆ
 . (20)
These matrices can be understood by noting the similar-
ity between Mˆ1 and WˆNN−sym from Eq. (6). The only
difference is that in Mˆ1 the entry for Aˆ in the first column
is made to be 0ˆ (and interaction coefficients are included).
This is done to prevent symmetric nearest-neighbor in-
teractions of the form Bˆx−1,yAˆx,y from being included
along the gMPO row (in these coordinates the gMPO is
being applied to row y). However, since the sites are or-
dered in such a way that the (non-symmetric) diagonal-
neighbor interactions occur between site (x, y − 1) and
sites (x− 1, y), (x+ 1, y), we still want to include the ac-
tion of Bˆ “on the left” on site (x− 1, y). This is exactly
what the form of WˆNN−sym is designed to do.
If the Mˆ1 matrices were the only ones included in the
gMPO, then this action of Bˆx−1,y “on the left” would
never be utilized due to the 0ˆ in place of Aˆx,y in the first
column. However, Mˆ2 couples the action of Aˆx,y−1 (from
intops) into the two typical locations of Aˆ in WˆNN−sym
(and also multiplies by J2). This allows the “on the left”
action of Bˆx−1,y to interact with the action of J2Aˆx,y−1,
which is exactly the diagonal interaction that we want to
include. Mˆ2 also couples J2Aˆx,y−1 into the same position
as J1Aˆx,y in Mˆ1, which allows for the nearest-neighbor
horizontal interaction and diagonal-neighbor interaction
“to the right” to be accounted for simultaneously. Specif-
ically, after the βy−1 indices have been appropriately con-
tracted over, the subsequent contraction over an α index
will yield a term like (J2Aˆx,y−1 + J1Aˆx,y)Bˆx+1,y. For
clarity, in the spirit of the example in Eq. (15), a typical
contraction over the βy−1 index (with Cˆ = 0ˆ) would look
like, ∑
βy−1
Oˆβy−1 [x, y − 1] Mˆβy−1 [x, y] =
Iˆ ·

Iˆx,y 0ˆ 0ˆ 0ˆ
Bˆx,y 0ˆ 0ˆ 0ˆ
0ˆ 0ˆ 0ˆ 0ˆ
0ˆ J1Aˆx,y Bˆx,y Iˆx,y
+
Aˆx,y−1 ·

0ˆ 0ˆ 0ˆ 0ˆ
0ˆ 0ˆ 0ˆ 0ˆ
J2Iˆx,y 0ˆ 0ˆ 0ˆ
J1Bˆx,y J2Iˆx,y 0ˆ 0ˆ

=

Iˆ 0ˆ 0ˆ 0ˆ
Bˆx,y 0ˆ 0ˆ 0ˆ
J2Aˆx,y−1 0ˆ 0ˆ 0ˆ
J1Aˆx,y−1Bˆx,y J1Aˆx,y + J2Aˆx,y−1 Bˆx,y Iˆ
 .
(21)
The form of this gMPO, which is the simplest case
where Aˆ can interact with a Bˆ from a different row and
column, is the basis for generating all the more com-
plicated finite-range 2D Hamiltonians with interactions
between more distant neighbors. In essence, the form of
Mˆ1 has to be adapted to the desired pattern of operators
within the gMPO row, and then Mˆ2, Mˆ3, ..., etc. take the
forms which properly couple the operators from the verti-
cal MPOs (intops) into Mˆ1. For a general construction
of this form that includes all non-symmetric interactions
between neighbors up to range R, see Appendix A.
The speed and accuracy of the boundary gMPOs using
these tensors (with Cˆ = 0ˆ, Aˆ = Bˆ = σz, J2 = J1/2) is
compared to a PEPO-based implementation and a brute
force implementation in Fig. 5 and Tables I-II. The gM-
POs produce accuracies which are nearly identical to the
brute force scheme, but with a computational effort that
is ∼ 60−70× less. When compared to PEPOs, a speedup
of up to ∼ 50× is observed and in most cases the gMPOs
and PEPOs also produce the same level of accuracy. In
cases where they differ, the gMPOs are observed to be
more accurate.
B. Long-range Hamiltonians with no coefficients
We will now consider a Hamiltonian which has local 1-
body terms and non-symmetric pairwise interactions of
equal strength between every site on the lattice. This
can be viewed as the 2D version of the Hamiltonian rep-
resented by Wˆuniform (see Section II B 2). We have,
HˆLRNC =
∑
i
Cˆi +
∑
i<j
AˆiBˆj . (22)
The MPO used in step 2 of the boundary gMPO algo-
rithm is given by Wˆuniform. The vertical MPOs used for
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the construction of intops are given by,
Oˆβ1 [x, 1] =
(
Iˆ Aˆ
)
,
Oˆβy−1βy [x, Ly > y > 1] =
(
Iˆ Aˆ
0ˆ Iˆ
)
. (23)
These MPO matrices differ from those in Eq. (18) be-
cause they “remember” the action of all the local oper-
ators in a given column x. In Eq. (18), the contractions
over βy−1 that are performed in step 5 result in oper-
ator vectors of the form
(
Iˆ , Aˆx,y
)
. This was sufficient
because the previous Hamiltonians under consideration
were local, so the action of the Aˆx,y−1, Aˆx,y−2, ..., etc. op-
erators had already been completely accounted for by the
time the reference row was shifted up by one. However, in
our current Hamiltonian the interactions are long-ranged,
so the action of all the local operators in a given column
must be accounted for in a single intops tensor. This
is achieved by the MPO matrices in Eq. (23), for which
a contraction over β1, β2, ..., βy−1 yields operator vectors
of the form
(
I, Aˆx,1 + Aˆx,2 + ...+ Aˆx,y
)
.
The corresponding gMPO tensors are given by,
Mˆ1[1, y > 1] =
(
Cˆ Aˆ Bˆ Iˆ
)
,
Mˆ1[Lx, y > 1] =
(
Iˆ Bˆ 0ˆ Cˆ
)T
,
Mˆ1[Lx > x > 1, y > 1] =

Iˆ 0ˆ 0ˆ 0ˆ
Bˆ Iˆ 0ˆ 0ˆ
0ˆ 0ˆ Iˆ 0ˆ
Cˆ Aˆ Bˆ Iˆ
 ,
Mˆ2[1, y > 1] =
(
Bˆ Iˆ 0ˆ 0ˆ
)
,
Mˆ2[Lx, y > 1] =
(
0ˆ 0ˆ Iˆ Bˆ
)T
,
Mˆ2[Lx > x > 1, y > 1] =

0ˆ 0ˆ 0ˆ 0ˆ
0ˆ 0ˆ 0ˆ 0ˆ
Iˆ 0ˆ 0ˆ 0ˆ
Bˆ Iˆ 0ˆ 0ˆ
 . (24)
Note that this result is nearly identical to the gMPO
tensors in the previous section for diagonal interactions
(Eq. (20)). The only difference is the replacement of
two 0ˆs with Iˆs in Mˆ1 (and the removal of the interac-
tion coefficients). The reason for this similarity can be
understood in two distinct ways. Firstly, the addition
of these identities can be viewed as an elevation of the
symmetric nearest-neighbor interactions in WˆNN−sym to
symmetric interactions of arbitrary range, which captures
all the new terms in HˆLRNC . Secondly, we can see a
direct analogy between the relations of the current Mˆ1
to Wˆuniform−sym (Section II B 2) and the previous Mˆ1
(Eq. (20)) to WˆNN−sym. In other words, in the pre-
vious section we argued that because Mˆ1 only differed
from WˆNN−sym by a single element, it was clear that it
would encode the symmetric nearest-neighbor action of
Bˆ about site (x, y) that was necessary to generate the
diagonal interactions. Now in the current case, we re-
place the modified WˆNN−sym with an identically modi-
fied Wˆuniform−sym to obtain the symmetric action of Bˆ
on all sites to the left and right of (x, y). This is pre-
cisely the pattern of operators that needs to be encoded
in order to generate all the terms in Hˆbot.
The performance of the boundary gMPOs using these
tensors (with Cˆ = 0ˆ, Aˆ = Bˆ = σz) is compared to a
PEPO-based implementation and a brute force imple-
mentation in Fig. 5 and Tables I-II. In this case, due
to the long-range nature of the interactions, the scaling
of our brute force evaluation is O(N3). While this can
be slightly reduced with appropriate caching of contrac-
tion intermediates, the gMPO- and PEPO-based tech-
niques only scale as ∼ O(N) (where N is the total num-
ber of sites in the system). Thus in addition to the
∼ 60× speedup over the PEPOs, the gMPOs attain large
speedups of ∼ 600× over the brute force algorithm for the
N = 64 cases that we consider. For larger systems, this
speedup will grow rapidly. Given this poor scaling and
the fact that the gMPOs can reproduce the accuracy of
the brute force calculations in all of the most challenging
test cases, it is clear that the brute force technique is not
a viable approach to study systems with non-local inter-
actions. Of the two viable strategies, gMPOs show very
similar accuracy to PEPOs across most of the test cases,
as in the previous sections.
C. Long-range isotropic Hamiltonians with
approximate coefficients
In the previous section, we demonstrated an exact and
compact representation of a long-range interacting 2D
Hamiltonian when the interactions coefficients were all
the same (this can also be done with a PEPO [25]). De-
spite this, it is a challenging problem to efficiently [37]
represent a 2D Hamiltonian which has long-range inter-
action coefficients that depend on the distance between
sites, even in an approximate manner [24, 25, 29, 30].
Various solutions to this problem have been proposed re-
cently [25, 29, 30], but they all require the explicit use of
PEPOs, making their computational cost high.
The introduction of the gMPO formalism allows for
a new, simpler approach to be derived, which we will
show to be many orders of magnitude more accurate and
efficient than the PEPO-based approaches. We will con-
sider a restricted case of the general long-range interact-
ing Hamiltonian on the 2D lattice,
HˆLRAC =
∑
i
Cˆi +
∑
i<j
VijAˆiBˆj , (25)
where V is a translation invariant, decaying function of
the Euclidean distance between sites i and j (i.e. it is
isotropic).
The crux of the long-range interaction problem on the
2D lattice is that functions of the Euclidean distance
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f(
√
x2 + y2), which are necessary for physical poten-
tials V , are difficult to represent efficiently within a ten-
sor network structure [25, 29]. Although 1D functions
of x and y can be independently constructed with ease
(see Section II B 2), the known possibilities for combin-
ing them within a 2D tensor network ansatz yield func-
tions of the Manhattan distance f(|x| + |y|) or product
functions f(x)g(y), but not the desired radially symmet-
ric ones f(r) = f(
√
x2 + y2). However, the Gaussian
function e−λr
2
has the unique property that f(x)f(y) =
e−λ(x
2+y2) = f(r2). This connection allows for a radi-
ally symmetric Gaussian function in 2D to be created
from the product of two 1D Gaussians f(x) = e−λx
2
and
f(y) = e−λy
2
.
This observation can be directly exploited by the
gMPO-based algorithm. If the vertical MPOs encode
the interactions Hˆ1 =
∑Ly
i=1
∑
j>i e
−λ(j−i)2(AˆiIˆj+AˆiBˆj)
and the gMPOs encode horizontal interactions of the
form Hˆ2 =
∑Lx
i=1
∑
j>i e
−λ(j−i)2(IˆiBˆj + BˆiIˆj + AˆiBˆj),
then they can be combined as a product (as in Sec-
tions IV A 2, IV B) to make complete interactions of
the form e−λ(a
2+b2)Aˆx,yBˆx+a,y±b + e−λa
2
Aˆx,yBˆx+a,y +
e−λb
2
Aˆx,yBˆx,y+b. The two-dimensional, radially sym-
metric Gaussians can then be used as a basis to fit the
desired long-range potential,
V (x, y) ≈
K∑
k=1
cke
−λk(x2+y2), (26)
which is a well-studied problem with highly accurate,
compact solutions when V smoothly decays with dis-
tance [38–40]. The expectation value of the desired
Hamiltonian can then be evaluated as the sum over the
expectation values obtained using K different sets of ver-
tical MPOs and gMPOs (for the K different values of λ).
Since the only requirement of this technique is the rep-
resentation of 1D Gaussian functions, this basis can be
encoded directly within the MPO and gMPO tensors,
which completely avoids the conceptual and computa-
tional complexity of introducing fictitious superlattices,
as in Refs. [25, 29].
Unfortunately, there is no known exact, compact rep-
resentation of a 1D MPO with pairwise Gaussian inter-
actions. However, it can be generated in a nearly numer-
ically exact manner using the method outlined in Sec-
tion II B 3 to create Wˆgen. Fig. 7(a) shows the required
bond dimension for the Gaussian MPO for different val-
ues of λ. The result that Dop = 14 in the worst case
for an accuracy of ∼ 10−10 is a modest bond dimension
for an MPO, which is what makes the current approach
of using an exact Gaussian basis amenable to the gMPO
algorithm. Although this same scheme could, in princi-
ple, be implemented using PEPOs on the same lattice,
it would require the use of PEPOs with Dop = 28 in the
worst case. In practice, the factor of D7op in the computa-
tional cost of PEPO-based contractions makes a PEPO
with a bond dimension of this size unusable. However,
(a)
(b)
(c)
FIG. 6. The gMPO tensors Mˆ [x, y > 1] for long-range Gaus-
sian interactions (Eq. (28)). (a) Is for 1 < x < Lx, (b) is for
x = Lx, and (c) is for x = 1. Since the dimension of each bond
αx−1, αx, and β can vary depending on x, y and the value of
the exponential coefficient λ in the Gaussian interaction, we
will use symbols to label specific values of the indices. For
a horizontal (α) index of bond dimension 2g + 2 that takes
index values {1, 2, ..., 2g + 2}, we label the first value by “1”,
the next g values by a (if the bond points left) or a′ (if the
bond points right), the next g values by b (if the bond points
left) or b′ (if the bond points right), and the final value by
e. This is the convention that is explained in Eq. (12) and is
also used in Eq. (28). For a vertical (β) index of bond dimen-
sion g+1 that takes index values {1, 2, ..., g+1}, we label the
first element by “1” and the remaining g elements by c. This
corresponds directly with Eqns. (27) & (28)
since the use of gMPOs reduces the dependence of the
cost on the operator bond dimension to at most D3op (in
step 4), and D1op in the most time intensive step (com-
pression in step 5), using this bond dimension for the
vertical MPOs and gMPOs is entirely feasible.
The explicit forms of the tensors in this case can be
viewed as a direct generalization of the tensors from
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the previous Section (IV B), Eqs. (23) & (24). This fol-
lows from the discussion in Section II B 3 regarding Wˆgen
and Wˆgen−sym as direct generalizations of Wˆuniform
and Wˆuniform−sym, respectively. Since the tensors in
Section IV B are derived from Wˆuniform(−sym) and in
the current case we want to use tensors based on the
Wˆgen(−sym) representation of a Gaussian MPO, the ten-
sors in (23) and (24) generalize to the current case in
an analogous way to the Wˆuniform(−sym) → Wˆgen(−sym)
generalization of Section II B 3.
Specifically, the MPO for step 2 is the Wˆgen representa-
tion of Gaussian interactions with exponential coefficient
λk, which is determined from the algorithm in Ref. [32].
From this MPO, the data for each ~vi, ~wi, and Xi can
be extracted (according to Eq. (11)). These can then be
used to construct the other tensors for pairwise interac-
tions mediated by a 2D Gaussian potential. The vertical
MPO tensors are given by,
Oˆβ1 [x, 1] =
(
Iˆ (w1)cAˆ
)
,
Oˆβy−1βy [x, Ly > y > 1] =
(
Iˆ (wy)cAˆ
0ˆ (Xy)c′cIˆ
)
, (27)
where c and c′ index through the vector ~wy and matrix
Xy, like in Eq. (11). The gMPO tensors are,
Mˆ1[1, y > 1] =
(
Cˆ, (w1)a′Aˆ, (w1)b′Bˆ, Iˆ
)
,
Mˆ1[Lx, y > 1] =
(
Iˆ , (vLx)aBˆ, 0ˆ, Cˆ
)T
,
Mˆ1[Lx > x > 1, y > 1] =

Iˆ 0ˆ 0ˆ 0ˆ
(vx)aBˆ (Xx)aa′ Iˆ 0ˆ 0ˆ
0ˆ 0ˆ (Xx)bb′ Iˆ 0ˆ
Cˆ (wx)a′Aˆ (wx)b′Bˆ Iˆ
 ,
Mˆc[1, y > 1] =
(
(vy)cBˆ, (vy)c · (w1)a′ Iˆ , 0ˆ, 0ˆ
)
,
Mˆc[Lx, y > 1] =
(
0ˆ, 0ˆ, (vy)c · (vLx)bIˆ , (vy)cBˆ
)T
,
Mˆc[Lx > x > 1, y > 1] =
0ˆ 0ˆ 0ˆ 0ˆ
0ˆ 0ˆ 0ˆ 0ˆ
(vy)c · (vx)bIˆ 0ˆ 0ˆ 0ˆ
(vy)cBˆ (vy)c · (wx)a′ Iˆ 0ˆ 0ˆ
 ,
c ∈ {2, 3, ...,len(~wy−1) + 1}. (28)
Here c is used consistently between Eqns. (27) & (28) to
index the vertical MPO bond β. In an identical manner
to Eq. (12), a, a′, b, b′ are used to index the coefficient
vectors ~wx, ~vx and the coefficient matrix Xx. Note that
within a given Mˆc matrix, the value of c is fixed while
the values of a, a′, b, b′ range appropritely over the di-
mensions of the matrix. This means that an expression
such as (vy)c · (vx)b in Eq. (28) is a scalar multiplying a
vector.
For these expressions to always make sense, we require
Lx ≥ Ly so that the bottom MPO is long enough to
extract all the necessary coefficient vectors and matri-
ces for the vertical direction. The crucial component of
this representation is how ~w and ~v appear in Mˆc. For
the Iˆ operator in the bottom row of the matrix, which
couples the action of Aˆ (from below) to the action of
Bˆ (to the right) in the gMPO row, the “completion”
interaction coefficients ~vy are encoded along the β in-
dex while the “beginning” interaction coefficients ~wx are
encoded along the αx index. Similarly for the Iˆ oper-
ator in the first column of the matrix, which couples
the action of Aˆ (from below) to the action of Bˆ (to
the left) in the gMPO row, the “completion” interac-
tion coefficients ~vy are encoded along the β index while
the “completion” interaction coefficients ~vx are encoded
along the αx−1 index. This formulation allows for vertical
interactions of the form
∑y
i=1 e
−λ(y−i)2AˆiIˆy to be “com-
pleted” and thus scalar multiplied by “completed” hori-
zontal interactions of the form
∑L
i=x+1 e
−λ(i−x)2 IˆxBˆi and∑x
i=1 e
−λ(x−i)2BˆiIˆx, yielding the desired 2D Gaussian
potential. The other entries of the tensors can be under-
stood by their analogous form to the previous section and
their direct correspondence with Wˆgen−sym (Eq. (12)).
Due to the inherent challenge of explicitly writing and
interpreting the algebraic expressions for Mˆ when the
dimension of the β index is greater than 2, it can be more
intuitive to understand the form of these gMPO tensors
from a graphical presentation, which is given in Fig. 6.
Additionally, a straightforward example implementation
of these tensors can be found online [41].
The performance of this scheme relative to the PEPO-
based scheme from Ref. [25] for evaluating the expecta-
tion value of Hˆ =
∑
i<j(σ
z
i σ
z
j )/|ri−rj | is shown in Fig. 7
and Table I. One notable difference between this case and
the previous sections is that there is no longer a generic,
guaranteed speedup of the gMPOs over PEPOs because
the two methods work differently. The PEPOs encode
long-range coefficients by introducing a large auxiliary
lattice, while the gMPOs do so by using an increased
bond dimension. Since these things affect the compu-
tational scaling in different ways and their precise costs
depend on specific numerical thresholds, one method is
not strictly faster than the other.
However, in practice we observe that the gMPOs are
many orders of magnitude more computationally efficient
than the PEPOs. The simplest way to see this is to
first note that for given values of K, χ, and D > 2,
the CF-PEPO and gMPO schemes require similar levels
of computational effort (Table I). Yet with these same
parameters, the gMPOs are approximately 4 orders of
magnitude more accurate than the CF-PEPOs (Fig. 7).
This can be extended to recognize that in order to obtain
a given level of accuracy, the gMPOs will be many orders
of magnitude faster than the PEPOs, or more generally
that the gMPOs can obtain a more accurate answer than
the PEPOs in less time.
Additionally, the convergence towards high accuracy
is faster and more straightforward when using gMPOs
than when using PEPOs. In the case of the gMPOs,
the accuracy is systematically governed by χ and K (see
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FIG. 7. (a) The maximum bond dimension of a numerically
exact L = 250 MPO representation of long-range pairwise
Gaussian interactions for various values of the exponential
coefficient λ. The algorithm from [32] was used with a sin-
gular value threshold of 10−10. (b)-(c) The relative error in
the computed expectation value of Hˆ =
∑
i<j σ
z
i σ
z
j /|ri − rj |
for 8 × 8, D = 2 (dashed) and 3 (solid) ground states of the
AFM Heisenberg model (pentagons) and FM transverse field
Ising model (triangles). We compare the Gaussian gMPO
technique (red) with the CF-PEPO technique (blue) from
Ref. [25]. In (b) we use 12 basis functions to fit the Coulomb
potential and vary the boundary dimension χ of the contrac-
tion algorithm [27]. In (c) we fix χ = 35 for D = 2, χ = 50
for D = 3 and vary the number of basis functions K. The
convergence of the gMPOs is rapid and strictly governed by
K and χ (for a given trial state, either the curve in (b) or in
(c) is always decreasing), while the PEPOs converge slowly
and become saturated by other sources of numerical error.
Fig. 7(b)-(c)). This becomes clear by observing that, for
a given trial state, its curve in either Fig. 7(b) or (c) is al-
ways decreasing. On the other hand, the convergence of
the PEPO curves stall. The medium- and high-accuracy
regimes are not bounded by errors due to the basis size
or χ, but instead by larger numerical errors stemming
from additional complicated parameters involved with
making the basis radially symmetric [25, 29]. In fact,
this is the inherent reason for the major accuracy differ-
ence. The gMPO Gaussian basis is radially symmetric
up to ∼ 10−10 (the singular value threshold used in the
approximation algorithm), whereas the PEPO bases are
only radially symmetric up to significant numerical er-
rors [25, 29].
As a final point, we note that a slightly faster imple-
mentation of this long-range gMPO scheme is possible.
Since the bond dimensions Dop reported in Fig. 7(a)
are only for Wˆgen, the horizontal bond dimension of the
gMPO tensors in Eq. (28) is almost twice as large. A fac-
tor of ∼ 2 speedup can be gained in step 4 of the bound-
ary gMPO algorithm if non-symmetric gMPO tensors of
horizontal dimension Dop are used instead, so that the
interactions Aˆx,yBˆx,y+b+ Aˆx,yBˆx+a,y+ Aˆx,yBˆx+a,y+b are
encoded in one gMPO and the interactions Aˆx,yBˆx−a,y+b
in another. The cost of this bond dimension reduction is
an increase in the number of gMPOs that need to be in-
dependently evaluated from K to 2K, but this still leaves
a factor of 2 for the speedup because the cost of step 4
depends quadratically on the horizontal bond dimension
of the gMPOs.
V. CONCLUSIONS
In this work we have presented an algorithm which
can evaluate the expectation value of general 2D Hamil-
tonians without using a PEPO. To accomplish this, we
introduced the formalism of a gMPO and showed how
it can be used in combination with MPOs to efficiently
compute the energy of a PEPO on-the-fly. In addition
to the conceptual simplification of rewriting PEPOs in
terms of the more familiar MPOs, we also showed that
computing the energy using this strategy is 1-2 orders
of magnitude faster while being equally as accurate as
explicitly using a PEPO. The structure of the algorithm
also allows for a new technique to be used for construct-
ing and evaluating 2D Hamiltonians with physical long-
range interaction potentials, which we demonstrated to
be multiple orders of magnitude more accurate and effi-
cient than existing strategies. We expect that this work
will lower the computational and conceptual barriers to
using tensor network operators in future PEPS calcula-
tions. We hope that this opens the door to the study of
new, more complicated Hamiltonians in the tensor net-
work community.
Finally, although this work focused on the specific case
of finite systems, the fundamental requirement for the
formulation of the algorithm to apply is that the con-
traction method starts from the boundary. Since much
is known about infinite MPOs [42–44] and many promi-
nent contraction methods for infinite PEPS [18] also be-
gin from the boundary [19, 21, 22, 45], we expect that
the concepts presented in this work can be generalized to
the infinite case.
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APPENDIX A: MPO AND GMPO FOR
GENERAL FINITE-RANGE HAMILTONIAN
In Section IV A 2, we reported the exact construction
of the vertical MPO matrices and the gMPO tensors for
a Hamiltonian that had non-symmetric “linear” interac-
tions up to distance R = 1, and non-symmetric diago-
nal interactions up to distance R =
√
2. Following the
concepts in that example, and the general ideas behind
MPO construction, in this Appendix we will give the ex-
act construction for a Hamiltonian with non-symmetric
linear interactions up to a general distance R, and non-
symmetric diagonal interactions up to
√
2R. The inter-
actions coefficients will be denoted jx,y, where x is the
horizontal distance between the local operators and y is
the vertical distance.
The vertical MPO matrices are size (R+ 2)× (R+ 2)
and they are given by,
Oˆβ1 [x, 1] =
(
Iˆ Aˆ
[
0ˆ
]
R−1
)
,
Oˆβy−1βy [x, y > 1] =
 Iˆ Aˆ 0ˆ0ˆ 0ˆ 1(R−1)×(R−1)Iˆ
0ˆ 0ˆ 0ˆ
 . (29)
The gMPO tensors are size (2R+2)×(2R+2)×(R+1),
where the third dimension is the size of the β index. They
are given by,
Mˆ1[1, y > 1] =(
Cˆ, j1,0Aˆ, · · · , jR,0Aˆ, Bˆ,
[
0ˆ
]
R−1 Iˆ
)
,
Mˆ1[1, y > 1] =
(
Iˆ , Bˆ,
[
0ˆ
]
2R−1 Cˆ
)T
,
Mˆ1[Lx > x > 1, y > 1] =
Iˆ 0ˆ 0ˆ 0ˆ 0ˆ 0ˆ
Bˆ 0ˆ 0ˆ 0ˆ 0ˆ 0ˆ
0ˆ 1(R−1)×(R−1)Iˆ 0ˆ 0ˆ 0ˆ 0ˆ
0ˆ 0ˆ 0ˆ 0ˆ 1(R−1)×(R−1)Iˆ 0ˆ
0ˆ 0ˆ 0ˆ 0ˆ 0ˆ 0ˆ
Cˆ j1,0Aˆ, · · · , jR−1,0Aˆ jR,0Aˆ Bˆ 0ˆ Iˆ

,
Mˆk[1, y > 1] =(
j0,k−1Bˆ, j1,k−1Iˆ , · · · , jR,k−1Iˆ ,
[
0ˆ
]
R+1
)
,
Mˆk[Lx, y > 1] =( [
0ˆ
]
R+1
j1,k−1Iˆ , · · · , jR,k−1Iˆ , j0,k−1Bˆ
)T
,
Mˆk[Lx > x > 1, y > 1] =
[
0ˆ
]
R+1
0ˆ 0ˆ
j1,k−1Iˆ
j2,k−1Iˆ
...
jR,k−1Iˆ
0ˆ 0ˆ
j0,k−1Bˆ j1,k−1Iˆ , j2,k−1Iˆ , · · · , jR,k−1Iˆ
[
0ˆ
]
R+1

,
k ∈ {2, 3, ..., R+ 1}. (30)
In these expressions, 1N×N is an N × N identity ma-
trix. Additionally, when something is enclosed in square
brackets and labelled with a subscript n, it means “re-
peat this n times”. Based on the dimensions of the other
blocks, it should be clear which axis it should be ex-
panded along. This is only used in places where it is
not otherwise obvious to expand the blocks to match the
dimensions of adjacent blocks.
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