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THE LARGE SIEVE AND RANDOM WALKS ON LEFT COSETS OF
ARITHMETIC GROUPS
F. JOUVE
Abstrat. Building on reent work of Kowalski on random walks on SL(n,Z) and Sp(2g,Z),
we onsider similar problems (we try to estimate the probability with whih, after k steps, the
matrix obtained has a harateristi polynomial with maximal Galois group or has no nonzero
squares among its entries) for more general lasses of sets: in GL(n, A), where A is a subring
of Q ontaining Z that we speify, we perform a random walk on the set of matries with xed
determinant D ∈ A×. We also investigate the ase where the set involved is any of the two
left osets of the speial orthogonal group SO(n,m)(Z) with respet to the spinorial kernel
Ω(n,m)(Z).
Introdution and statement of the results
For G a xed subgroup of GL(n,Q), it is natural to wonder what the typial behavior of an
element g ∈ G hosen at random should be. That kind of question is investigated by Kowalski
in [KoSieve, Chap. 7℄. With in mind suh intuitive fats as: a random element should have,
with high probability, an irreduible harateristi polynomial (or indeed, one with large splitting
eld) and no square among its entries, Kowalski shows that the k-th step of a random walk lies
in the set of the exeptional elements of G (i.e. the elements whih do not satisfy the desired
property) with probability tending to zero exponentially as k grows to innity.
In lo. it., these results are obtained, in the ase where G = SL(n,Z) or Sp(2g,Z) (for
n > 2 and g > 2), as an appliation of the very general large sieve framework exposed in the
rst hapters of [KoSieve℄.
In this paper, we answer the same type of questions (i.e. we try to detet similar properties)
for sets Y being either left osets αSL(n,A) of GL(n,A) (where n > 2 and A is a subring of Q
ontaining Z whih we will speify) or left osets of SO(n,m)(Z) for n+m > 6 (i.e. we will x an
indenite quadrati form with signature (n,m) when seen as dened over a (n+m)-dimensional
spae over R) with respet to the normal subgroup Ω(n,m)(Z) (whih is to be desribed later).
The method used is that of the oset sieve desribed by Kowalski in [KoSieve, Chap. 3.3℄
(see also [KoZeta℄ where that idea already appears to study properties of the numerator of zeta
funtions of urves over nite elds).
Let us now dene what is needed to give the preise statements for the main results of this
paper. The rst kind of subgroups G of GL(n,Q) we onsider are of the type G = GL(n,A)
where, if P denotes a (possibly innite) set of primes with omplement having positive density,
then A is taken to be equal to the ring Z[1/P] whih is the smallest subring of Q ontaining Z
in whih every p ∈ P is invertible. The left oset to whih we apply large sieve tehniques in
that rst ase is a xed element of GL(n,A)/SL(n,A).
We also onsider the ase where G is the subgroup of integral points of a speial orthogo-
nal group: for n + m > 6, let (M,Q) be a quadrati module over Z suh that, seen over R,
the quadrati form Q is indenite with signature (n,m). The group of automorphisms of M
preserving Q an be seen as the subgroup of integral points (denoted O(n,m)(Z)) of the alge-
brai group O(n,m)/Q. We will restrit ourselves to the ase where G = SO(n,m)(Z), the
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subgroup of integral points of the algebrai group SO(n,m)/Q. In SO(n,m)(Z) lies the nor-
mal subgroup Ω(n,m)(Z) (see [HM, Setion 7.2C, pp 422424℄ where that subgroup is denoted
O′(M)). A preise desription for that group will be given in Setion 2 in the ase where M
is a vetor spae over a nite eld and in Setion 3.1 in the general ase. However, to state
our results, the important thing is that the xed oset we onsider in that ase is an element of
SO(n,m)(Z)/Ω(n,m)(Z) (an abelian quotient; see [HM, 7.2.21℄).
In the sequel, we emphasize the ase where (M,Q) is a free hyperboli module over Z (see [HM,
page 197℄), i.e. M is a Z-module of rank 2n equipped with a quadrati form Q (with attahed
bilinear form denoted h) suh that there exists a basis of isotropi vetors X = (x1, . . . , x2n)
suh that,
MatXh =
( 0 Id
Id 0
)
,
where the inner bloks are n× n matries.
Seen over R, suh a quadrati form has signature (n, n) and we will restrit ourselves to suh
quadrati forms to state Theorem 1 (whih is a sample of Theorem 17 in whih the ase of more
general quadrati modules is handled).
The question of the irreduibility of the harateristi polynomial of a an element hosen
at random, in one of the two types of groups we have just desribed, is only relevant if no
trivial fatorisation pattern is imposed by the denition of the groups involved. If we only
suppose that g ∈ GL(n,A), there is no a priori imposed fator for the harateristi polynomial
Pg(T ) = det(T − g), but things are dierent if g is an orthogonal matrix. Indeed, Pg veries in
that ase the funtional equation:
(1) Pg(T ) = det(−g)T
NPg(
1
T
) ,
where g is assumed to be a N ×N matrix.
It seems natural now to wonder about the fatorisation properties of the redued harateristi
polynomial whih is dened by
det(T − g)red =


det(T − g)/(T − det(g)) , if N is odd ,
det(T − g)/(T 2 − 1) , if N is even and det(g) = −1 ,
det(T − g) , otherwise .
Here, the matrix g will always lie in the speial orthogonal group attahed to Q, so that, in
the ase where N is even, we will always have det(T − g)red = det(T − g). Notie moreover that
the degree Nred of det(T − g)red is always even.
Now, with the above notation, let G be the group GL(n,A), for n > 2 (resp. SO(n, n)(Z), for
n > 3), and Gg the normal subgroup SL(n,A) (resp. Ω(n, n)(Z)) of G. Let S be a symmetri
generating system for Gg (i.e. for any s ∈ S, we have s−1 ∈ S). Notie here that we do not
assume Gg to be nitely generated, so that S ould be innite (but still ountable). Let (ps)s∈S
be a sequene of stritly positive real numbers indexed by S satisfying
∑
s∈S ps = 1 and ps = ps−1
for any s ∈ S. Finally let α be a xed element of G.
Suppose a probability spae (Ψ,Σ,P) is given and let (Xk)k be the (left invariant) random
walk on the left oset αGg dened by
X0 = α , Xk+1 = Xkξk+1 ,
where (ξk)k>1 is a sequene of independent uniformly distributed random variables with values
in S and law
P(ξk = s) = P(ξk = s
−1) = ps ,
for any s ∈ S.
Our main result quanties the speed of rarefation of non-typial elements reahed by the
k-th step of the random walk as k grows. In order to state it in a unied way, the redued
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polynomial det(T − g)red denotes, in the rst ase, nothing but the usual harateristi polyno-
mial det(T − g); while in the seond ase, the ring A denotes nothing but the ring Z. A weak
version of our result an be stated as follows:
Theorem 1. With notation as above, there exists a β1 > 0 suh that for all k > 1, we have
P(det(T −Xk)red ∈ A[T ] is reduible)≪ exp(−β1k) ,
with β1 depending only on the underlying algebrai group G/Q, on the generating set S and on
the sequene (ps)s (i.e. on the distribution of the ξk). Moreover the implied onstant depends
only on G and the density of P in the set of all rational prime numbers (in the ase where
G = GL(n,Z[1/P])).
There exists a β2 > 0 suh that for all k > 1, we have
P(an entry of the matrix Xk is a square inA)≪ exp(−β2k) ,
with the same dependeny for β2 as for β1 and the same dependeny for the implied onstant as
in the previous ase.
In the above statement, the underlying algebrai group is SL(n) if G = GL(n,Z[1/P]) (with
n > 3) and SO(n, n) if G = SO(n, n)(Z) (with n > 3).
Of ourse, the seond statement of Theorem 1 is only a very speial ase of the kind of
properties that an be investigated using larege sieve tehniques. In Setion 3, we give a more
general statement of the above Theorem in whih the ommon points of the properties that are
likely to be suessfully studied via our method appear learly.
1. Estimates for the large sieve onstants
In this setion we will often need to refer to results oming from the large sieve tehniques
exposed in the appendix. So, before getting into the proof of Theorem 1, the reader might
either want to hek the appendix or assume Propositions 25 and 26 (whih are self-ontained
statements) to be true and postpone the reading of the whole appendix.
With notation as in Propositions 25 and 26, let Λ be a set onsisting of odd primes (with the
additional ondition Λ ∩ P = ∅ in the ase where G = GL(n,Z[1/P])) and L∗ the nite subset
of Λ onsisting of the elements smaller than a given integer L > 1.
In both Propositions 25 and 26 (note that it is natural to emphasize the ase where the sets
Θℓ are onjugay invariant as the estimates are improved when using this speial property), the
heart of the large sieve method lies in the following inequality
(2) P(ρℓ(Xk) 6∈ Θℓ for all ℓ 6 L) 6 ∆(Xk, L)H
−1 ,
where
H =
∑
ℓ6L
ℓ∈Λ
|Θℓ|(|G
g
ℓ | − |Θℓ|)
−1
is the saving fator whih depends only on the sieving sets Θℓ and where we denote ∆(Xk, L) for
the onstant ∆ of Propostions 25 and 26 with the above hoie of L∗. In this setion, though,
we fous on the large sieve onstant ∆(Xk, L) for whih we give an upper bound in the ase
where G is one of the two groups that Theorem 1 deals with.
The possibility to obtain the sort of quantitative information stated in Theorem 1 for the
random walk (Xk) dened in the introdution depends ruially on the sharpness of the upper
bound we an nd for the large sieve onstants involved. It is not realisti to hope for any useful
expliit bound without any assumption on the group G we are working with. As the sums (17)
and (19) involve representations of the group G (that fator through nite groups), the fat that
Lubtotzky's Property (τ) omes into play is not so surprising. Let us rst review some denitons
and fats onerning that property.
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1.1. Lubotzky's Property (τ). We rst reall the denition of the property, as stated in [LZ,
1.4℄ or [Lu, Page 49℄.
Denition 2. Let G be a topologial group and N = {Ni}i a family of normal nite index
subgroups of G, indexed by a set I. The group G has Property (τ) with respet to N if there
exists a nite set S and ε > 0 suh that, for any unitary irreduible ontinuous representation ρ
of G on a Hilbert spae H suh that ker(ρ) ⊃ Ni for some i and that leaves no nonzero vetor
invariant, we have
max
s∈S
‖ρ(s)v − v‖ > ε‖v‖ ,
for all nonzero v ∈ H. The pair (ε, S) is alled a (τ)-onstant for G and S is alled a (τ)-set for
G.
If, in the denition, we do not require ρ to fator through a subgroup taken from a xed
family, then the group G is said to have Kazhdan's Property (T ). So, as is obvious from the
denition, Lubotzky's Property is a weak version of Kazhdan's. That means, of ourse, that
any group with Property (T ) also has Property (τ) with respet to any family of its nite index
subgroups. However, that property is indeed stritly weaker: for instane SL(2,Z) does not
have (T ) (see [HV, Prop. 6 page 34℄) but has (τ) with respet to the family of its ongruene
subgroups (
Γ(d) = ker(ρd : SL(2,Z)→ SL(2,Z/dZ))
)
d>1
.
That last fat, though, does not ome for free, as it requires Selberg's result on the eigenvalues
of the hyperboli laplaian ating on L2(Γ(d)\H) (see, for instane [Lu, 4.4℄).
Remark. A useful interpretation for Property (τ) is the following: if G is a group and S is a
subset of G, reall that the Cayley graph C(G,S) is the oriented graph with vertex set equal to
the set of elements in G and where x is onneted to y if there exists an s ∈ S suh that xs = y.
If we suppose that S is symmetri, then C(G,S) an be onsidered as a non oriented graph and
if S spans G, that graph is onneted. Now, with these two additional assumptions, the fat
that G has Property (τ) with resept to a family N = {Ni}i of subgroups is equivalent to the
property of expansion of the family of Cayley graphs (C(G/Ni, Si))i, where, for eah i, Si is the
projetion of S to the orresponding quotient. More generally a graph X = (V,E) is said to
be a δ-expander graph (where δ > 0), if, for any subset A of V ontaining less than one half of
the elements of V , the number of verties in V \ A whih are neighbors of elements of A is at
least δ|A|. Moreover, the expansion ration δ is expliitely related to the (τ)-onstant for G with
respet to N . The notion of expander, born in the 1970's in order to solve problems linked to
networks, has motivated lots of mathematial researhes. The beautiful onstrutions of suh
families that an be found in [Chung℄, [Mo℄ or [LPS℄, rely heavily on deep mathematial tools.
If G is nitely generated (whih is the ase in the appliations developped by Kowalski
in [KoSieve, Chap. 7℄) and has Property (τ) with respet to N , it an be shown that any
generating set S an be hosen as the (τ)-set for G (see [LZ, Prop. 1.2℄ or [Lu, Th. 4.3.2℄).
For the appliations we have in mind, however, we need to work with groups whih are not
neessarily nitely generated (this is obviously the ase for SL(n,Z[1/P]) if P is innite). The
following result, explained by M. Burger, shows that in this ase, we an also hoose a (τ)-set
among the elements of a generating system for G.
Proposition 3. Let G be a group with Property (τ) with respet to a family of nite index
subgroups N = {Ni}i. Let S be a generating system for G, then there exists a nite subset S0
of S whih is a (τ)-set for G.
Proof. Let F be a (nite) (τ)-set for G and δ > 0 suh that (δ, F ) is a (τ)-onstant for G. As F
is nite, there exists a subset S0 of S and an integer n > 1 suh that F ⊂ S
n
0 (i.e. eah element
in F an be written as the produt of at most n elements of S0). Now let π : G → U(H) be
a ontinuous unitary representation of G whih fators through Ni for some i (i.e. kerπ ⊃ Ni)
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and without any nonzero invariant vetors in H. If v ∈ H has norm 1, then there exists
f = s10 · · · s
n
0 ∈ F suh that
δ 6 ‖π(f)(v)− v‖
6
∥∥π(s10 · · · sn0 )(v) − v∥∥ .
Using the fat that the representation π is unitary, the right hand side of the above inequality
an be written∥∥∥∥∥∥
n−1∑
j=0
(
π(s10 · · · s
j+1
0 )(v) − π(s
1
0 · · · s
j
0)v
)∥∥∥∥∥∥ 6
n−1∑
j=0
∥∥∥π(s10 · · · sj0)(π(sj+10 )(v) − v)∥∥∥
6
n−1∑
j=0
∥∥∥π(sj+10 )(v) − v∥∥∥ .
Combining these last two series of inequalities, we dedue there exists a t0 ∈ S0 suh that
δ
n
6 ‖π(t0)(v)− v‖ .

Before explaining how Property (τ) yields the kind of upper bound we need for the large
sieve onstants, let us rst give (an innite family of) examples of groups having Property (τ)
(with respet to a ertain family of subgroups for eah of these examples). Note moreover that
in the ase where n = 2 the following lemma provides us with innitely many examples of
groups having Property (τ) (with respet to a suitably hosen family of subgroups) without
being Kazhdan groups. These groups, of ourse, are diretly involved in the proof of Theorem 1.
Lemma 4. Let P be a proper subset of the rational primes. For any n > 2 the group SL(n,Z[1/P])
has Property (τ) with respet to the family of its ongruene subgroups(
ker πd : SL(n,Z[1/P]) → SL(n,Z[1/P]/dZ[1/P])
)
{d>1| p∤d if p∈P}
.
Proof. Let S1 be a nite generating system for SL(n,Z) (the elementary transformations for
instane). As already mentioned, S1 is a (τ)-set for SL(n,Z). The natural inlusion
SL(n,Z) →֒ SL(n,Z[1/P])
enables us to onsider a generating set S ⊃ S1 for SL(n,Z[1/P]). Let m be an integer without
prime fators in P; we onsider the projetion
πm : SL(n,Z[1/P]) → SL(n,Z[1/P]/mZ[1/P]) ≃ SL(n,Z/mZ).
The restrition of the morphism πm to SL(n,Z) is surjetive, so, sine the family of Cayley
graphs
(
C(SL(n,Z)/(ker πm∩SL(n,Z)), πm(S1))
)
m
(indexed by the integers m oprime to any
element in P) is an expander family (see the disussion preeding remark above and reall that,
for n > 3, the group SL(n,Z) is a Kazhdan group), then so is the family(
C(SL(n,Z[1/P])/ ker πm, πm(S1))
)
m
.
A fortiori, the family
(
C(SL(n,Z[1/P])/ ker πm, πm(S))
)
m
forms of family of expanders. In
other words, the group SL(n,Z[1/P]) has Property (τ) with respet to the family of its ongru-
ene subgroups. 
1.2. Upper bounds for ∆(Xk, L). Coming bak to our sieve framework (see the appendix),
we now state the key proposition making preise all the assumptions that will need to be veried
for the arithmeti groups we onsider, in order to obtain a suiently sharp bound for the large
sieve onstants ∆ and H of Propositions 25 and 26 (this is the analogue of [KoSieve, Prop 7.2℄).
Proposition 5. We reall G is a disrete group, Gg a normal subgroup of G with abelian quotient
G/Gg ant let T be a nite subset of G/Gg in whih we let α vary. For a xed symmetri
generating system S of Gg we onsider the random walk (Xk), dened in the introdution, on
the oset αGg (with α ∈ T ) and we suppose
• there exists a relation of odd length c among the elements of S:
s1 · · · sc = 1 ,
• the steps ξk, for k > 1, are independent and independent of X0,
• Gg has Property (τ) with respet to a family (Ni)i∈I of nite index subgroups,
then there exists η > 0 suh that, for any nite dimensional representation
π : G→ GL(V ) ,
satisfying ker π|Gg ⊃ Ni, for some i and without any nonzero G
g
-invariant vetor, the inequality
|E(〈π(Xk)e; f〉)| 6 ||e|| ||f || exp(−ηk) ,
holds for all vetors e, f in V and all k > 0; 〈 ; 〉 denoting a G-invariant inner produt on V .
The onstant η only depends on the (τ)-onstant assoiated to (Gg, S, (Ni)), on the distribution
of the ξk and on the length c of a xed relation in S.
Proof. The proof is quite similar to that of [KoSieve, Prop. 7.2℄; many tehnial points need to
be modied, though, so we give the full detail of the arguments here.
We x an index i ∈ I and a representation
π : G→ GL(V ) ,
suh that the restrition π|Gg fators through Ni and has no nonzero G
g
-invariant vetor. Con-
sider
M = E(π(ξk)) =
∑
s∈S
p(s)π(s) ;
M is a well-dened element of End(V ) sine the series dening M onverges absolutely (beause
π is a unitary representation and
∑
s p(s) = 1). From M , we an then dene two other elements
of End(V ):
M+ = Id−M , M− = Id +M .
Note that these formulæ dene two operators whih are both independent of k and self
adjoint. Indeed, the set S as well as the distribution of the ξk are symmetri; moreover the
mapping assoiating its adjoint to an operator is linear and ontinuous. We also need to dene
N0 = E(π(X0)) =
∑
t∈T
P(X0 = t)π(t) ∈ End(V ) .
The random variables X0 and ξk being independent, for k > 1, we have
E(π(Xk)) = N0M
k ,
thus, by linearity,
E(〈π(Xk)e; f〉) = 〈M
ke;N∗0 f〉 ,
where N∗0 denotes the adjoint of N0.
As
∑
s∈S p(s) = 1 and sine for every s ∈ S, π(s) is a unitary operator, the eigenvalues of M
are in the interval [−1; 1]. Now, let ρ be the spetral radius of M :
ρ = max{|γ| | γ is an eigenvalue ofM} .
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We have the inequality
|〈Mke;N∗0 f〉| 6 ‖e‖ ‖f‖ ρ
k ,
sine the norm of N0 is smaller than 1.
We need to exhibit a δ > 0 independent of i and π suh that 0 6 ρ 6 1 − δ. We will then
be able to hoose η = − log(1 − δ) > 0 for the onstant we are looking for. We use the fat
that ρ = max(ρ+, ρ−) where ρ+ (resp. ρ−) is the real number equal to the greatest positive
eigenvalue of M (resp. equal to the opposite of the smallest negative eigenvalue of M). It is
enough to prove that ρ± < 1− δ± for some onstants δ± whih are independent of i and π. To
that purpose, we use the variational interpretation for the eigenvalues of a self adjoint operator
on a nite dimensional Hilbert spae. Indeed 1 − ρ+ (resp. 1 + ρ−), whih is the smallest
eigenvalue of M+ (resp. of M−), is equal to
λ = min
v 6=0
〈Tv; v〉
‖v‖2
,
where T = M±. Now applying Proposition 3, we know that there exists, for the group Gg, a
nite (τ)-set S0 inluded in S; this yields
〈M+v; v〉
||v||2
=
1
2
∑
s∈S
ps
||π(s)v − v||2
||v||2
>
1
2
∑
s∈S0
ps
||π(s)v − v||2
||v||2
>
p0
+
2
inf
̟
inf
v 6=0
max
s∈S0
||̟(s)v − v||2
||v||2
,
where p+0 = mins∈S0 p(s) > 0 and ̟ runs over the respresentations of G
g
without any nonzero
Gg-invariant vetor and whih fatorize through Nj for some index j. Let κ > 0 be suh that
(κ, S0) is a (τ)-onstant for G
g
with respet to (Ni)i∈I , we an hoose
δ+ =
κp+0
2
.
To determine δ−, the argument is very lose to that of [KoSieve, Prop. 7.2℄. As there exists,
by assumption, a relation of odd length c among the elements of S, we write, for v ∈ V ,
v =
1
2
(
(v + π(s1)v)− (π(s1)v + π(s1s2)v) + · · ·+ (π(s1 · · · sc−1)v + π(1)v)
)
.
Then, invoking Cauhy-Shwarz's inequality and using the G-invariane of the inner produt,
|v‖2 6
c
4
c−1∑
i=0
‖π(ri)v + π(risi+1)v‖
2
6
c
4
c−1∑
i=0
‖v + π(si+1)v‖
2 ,
where r0 = 1 and ri = s1 · · · si for i > 1. In partiular, we dedue
‖v‖2 6
c
4
min
16i6c
1
p(si)
c−1∑
i=0
p(si+1) ‖v + π(si+1)v‖
2 ,
then, taking into aount the possible repetitions of generators in the sequene (s1, . . . , sc),
‖v‖2 6
c2
4
1
min {p(si) | 1 6 i 6 c}
∑
s∈S
p(s) ‖π(s)v + v‖2 6
c2
2
(
min {p(si) | 1 6 i 6 c}
)−1
〈M−v; v〉 .
Therefore we an hoose δ− = 2c2 min {p(si) | 1 6 i 6 c} > 0. 
The next two propositions give, under the assumptions of Proposition 5 together with an
additional hypothesis of linear disjointness (whih really is a property of independene of ℓ of
the setting) the upper bound we need for the two large sieve onstants ∆ we are working with.
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To begin with, we onsider the ase of the onjugay oset sieve whih is somewhat simpler
to handle.
Proposition 6. Let (Y,Λ, (ρℓ : Y → Yℓ)) be the onjugay oset sieve of the appendix (see
Proposition 25). We suppose that
• the assumptions of Proposition 5 are veried,
• the system (ρℓ)ℓ∈Λ is linearly disjoint, i.e. the restrited produt map dened for ℓ, ℓ
′ ∈ Λ,
ℓ 6= ℓ′, by
ρℓ,ℓ′ = ρℓ × ρℓ′ : G
g → Ggℓ,ℓ′ = G
g
ℓ ×G
g
ℓ′
is surjetive.
Then, with notation as in Proposition 25, there exists η > 0 suh that
∆(Xk, L) 6 1 + L
A exp(−ηk) ,
where η > 0 depends only on G, S and the distribution of the ξk and A = (3d+ 2)/2, with d =
n2−1 in the ase where G = SL(n,Z[1/P]) and d = (n+m)(n+m−1)/2 if G = SO(n,m)(Z).
Proof. From Proposition 25, we have
∆(Xk, L) 6 max
ℓ∈L∗
max
π∈Π∗ℓ
∑
ℓ′∈L∗
∑
τ∈Π∗
ℓ′
|W (π, τ)| .
For ℓ, ℓ′ ∈ Λ, we need to give an upper bound for the sums
W (ϕπ, ϕτ ) =
1√
|Γˆπℓ ||Γˆ
τ
ℓ′ |
E(Tr[π, τ¯ ]ρℓ,ℓ′(Xk)) ,
one rewritten using the trik explained in the appendix after Lemma 24.
With notation as in the appendix (see the paragraphs before and after Lemma 24), if [π, τ¯ ]ρℓ,ℓ′
has no Gg-invariant vetor then Proposition 5 yields an upper bound for
|E(Tr[π, τ¯ ]ρℓ,ℓ′(Xk))| .
Indeed, it is enough to hoose e = f running over an orthonormal basis of the representation
spae V of [π, τ¯ ]ρℓ,ℓ′ and then to sum the terms obtained over e.
We are redued to omputing the multipliity of the trivial representation of Gg in the restri-
tion of [π, τ¯ ]ρℓ,ℓ′ to G
g
. As the sieve setting we work with is supposed to be linearly disjoint, that
quantity is the same as the multipliity of the trivial representation of Ggℓ,ℓ′ in [π, τ¯ ]|Ggℓ,ℓ′
. From
Lemma 24 of the appendix, we know that multipliity is zero unless (ℓ, π) = (ℓ′, τ) in whih
ase its value is |Γˆπℓ |. Thus, denoting [π, τ¯ ]0 the part of [π, τ¯ ] without any nonzero G
g
-invariant
vetor, we dedue:
Tr[π, τ¯ ]ρℓ,ℓ′(Xk) = |Γˆ
π
ℓ |δ((ℓ, π), (ℓ
′, τ)) + Tr[π, τ¯ ]0ρℓ,ℓ′(Xk) .
Applying Proposition 5 to the representation [π, τ¯ ]0ρℓ,ℓ′ of G
g
yields
|W (π, τ)− δ((ℓ, π), (ℓ′, τ))| 6 (dimπ)(dim τ) exp(−ηk) ,
where we use the trivial upper bound
(√
|Γˆπℓ ||Γˆ
τ
ℓ′ |
)−1
6 1.
The result follows from exploiting suh trivial bounds as:
dimπ 6
√
|G| ,
∑
π∈irr(G)
dimπ 6 |G| ,
for any irreduible omplex representation π of a nite group G (see [KoSieve, Chap. 5℄ for
better bounds for suh quantities).

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In the next proposition, we give an upper bound for∆(Xk,L
∗) in the ase of the non-onjugay
oset sieve, very lose to the one stated in Proposition 6. However, needing to use another
equivalene relation to dene the orthonormal basis for the L2 spae involved (ompare the
statements of Proposition 25 and 26), the above proof annot be diretly adapted to the ase of
the non-onjugay oset sieve. Indeed, to prove the following result, we use the remark following
Proposition 26 about the generalisation of the sieve statements of the appendix to a framework
in whih we do not only use primes but more generally squarefree integers to perform the sieve.
Proposition 7. Let (Y = αGg,Λ, (ρℓ : Y → Yℓ)) be the non onjugay oset sieve of the
appendix (see, e.g., Proposition 26). For any xed integer L > 1 and under the same assumptions
as in Proposition 6, there exists η′ > 0 suh that
∆(Xk, L) 6 1 + L
A′ exp(−η′k) ,
where η′ > 0 depends only on G, the (τ)-onstant for Gg, the distribution of the ξk and A
′ =
(17d + 4)/4 with d = n2 − 1 if G = SL(n,Z[1/P]) and d = (n + m)(n + m − 1)/2 if G =
SO(n,m)(Z).
Proof. As in the proof of the previous proposition, we need to evaluate a sum involving group
haraters. The point is that the maximal ontribution, in those sums, omes from the funtion
orresponding to the trivial representation. Following that idea, we apply an equidistribution
approah in order to obtain the estimate we are aiming at:
E(〈[π, τ¯ ](ρℓ,ℓ′(Xk))e˜ ; f˜〉[π,τ¯ ]) =
∑
y∈Yℓ,ℓ′
〈[π, τ¯ ](y)e˜ ; f˜〉[π,τ¯ ]Iy ,
where the notation are those of (15) and where Iy, on the right hand side of the equality is
dened by:
Iy = P(ρℓ,ℓ′(Xk) = y) .
To evaluate Iy we deompose the harateristi funtion χy of {y} in Fourier series. To
that purpose, we need to extend by multipliativity the result of Proposition 26 to the ase of
squarefree integers (not only primes, see the remark in the appendix, after Proposition 26). In
L2(Yℓ,ℓ′ , νℓ,ℓ′), the following equality holds:
χy =
∑
ϕ∈Bℓ,ℓ′
〈ϕ;χy〉ϕ =
∑
ϕ∈Bℓ,ℓ′
ϕ(y)|Ggℓ,ℓ′ |
−1ϕ .
Thus, we obtain
Iy = E(χy(ρℓ,ℓ′Xk)) =
1
|Ggℓ,ℓ′ |
∑
ϕ∈Bℓ,ℓ′
ϕ(y)E(ϕρℓ,ℓ′(Xk))
=
1
|Ggℓ,ℓ′ |
+
1
|Ggℓ,ℓ′ |
∑
ϕ∈Bℓ,ℓ′\{1}
ϕ(y)E(ϕρℓ,ℓ′(Xk)) .
Now, if ϕ = ϕπℓ,ℓ′ ,e′,f ′ is an element of Bℓ,ℓ′ (up to a suitable normalisation, see Lemma 23)
dierent from 1, we know in partiular that πℓ,ℓ′ is an irreduible representation of Gℓ,ℓ′ and the
quantity for whih we need to nd an upper bound is
|E(〈πℓ,ℓ′ρℓ,ℓ′(Xk)e
′; f ′〉πℓ,ℓ′ )| .
To apply Proposition 5, we need to determine the multipliity of the trivial representation
of Ggℓ,ℓ′ in the restrition of πℓ,ℓ′ to G
g
ℓ,ℓ′ . As we assume linear disjointness of the sieve setting,
this multipliity is the same as that of 1Gg in πℓ,ℓ′ρℓ,ℓ′ for the group G
g
. Applying Lemma 24
(one extended by multipliativity) with π = πℓ,ℓ′ , τ = 1Gℓ (note that the assertion of Lemma 24
remains valid for the trivial representation, see [KoSieve, Proof of Lemma 3.2℄), and using the fat
that ℓ is a prime fator of ppcm(ℓ, ℓ′), we see that multipliity is zero unless ppcm(ℓ, ℓ′) = ℓ (i.e.
ℓ′ = ℓ) and πℓ,ℓ′ |Gg
ℓ,ℓ′
= 1|Gg
ℓ,ℓ′
(or more preisely, applying [KoSieve, Lemma 3.2℄, πℓ,ℓ′⊗ψ ≃ 1Gℓ,ℓ′
9
for a ertain harater ψ of Gℓ,ℓ′/G
g
ℓ,ℓ′). In partiular, πℓ,ℓ′ has dimension 1 and, for every vetor
e′ with norm 1 spanning the representation spae of πℓ,ℓ′ and every g ∈ G
g
ℓ,ℓ′ ,
〈πℓ,ℓ′(g)e
′; e′〉 = 〈e′; e′〉 = 1 ,
where the index πℓ,ℓ′ is purposely omitted to avoid the use of too muh notation. Thus, with
notation as in Lemma 23, we dedue that ϕπℓ,ℓ′ ,e′,e′ ∼ 1, whih is a ontradition.
Invoking proposition 5 now yields an η′ > 0 suh that for all ϕ = ϕπℓ,ℓ′ ,e′,f ′ ∈ Bℓ,ℓ′ \ {1},
|E(〈πℓ,ℓ′ρℓ,ℓ′(Xk)e
′; f ′〉πℓ,ℓ′ )| 6 exp(−η
′k) .
Finally, for the quantity
(dimπ)(−1/2)(dim τ)(−1/2)
∣∣∣W (ϕπ,e,f , ϕτ,ε,φ)− δ(ϕπ,e,f , ϕτ,ε,φ)∣∣∣ ,
we obtain the following upper bound (note that the inverse of the denominator of the normali-
sation fator is trivially smaller than 1):∣∣∣ 1
|Ggℓ,ℓ′ |
∑
y∈Yℓ,ℓ′
(
〈[π, τ¯ ](y)e˜; f˜〉[π,τ¯ ]
∑
ϕ∈Bℓ,ℓ′\{1}
ϕ(y)E(ϕρℓ,ℓ′(Xk))
)∣∣∣ .
Applying Cauhy-Shwarz's inequality, we obtain
|〈[π, τ¯ ](y)e˜; f˜〉[π,τ¯ ]| 6 ||[π, τ¯ ](y)e˜||[π,τ¯ ] ||f˜ ||[π,τ¯ ]
6 1
and more generally |ϕ(y)| 6 1, for all y ∈ Yℓ,ℓ′ and all ϕ ∈ Bℓ,ℓ′ \ {1}. We dedue an upper
bound for (dimπ)(−1/2)(dim τ)(−1/2)
∣∣∣W (ϕπ,e,f , ϕτ,ε,φ) − δ(ϕπ,e,f , ϕτ,ε,φ)∣∣∣, by using the triangle
inequality,
(|Bℓ,ℓ′ | − 1) exp(−η
′k) .
Now, by lassial group representation theory,
|Bℓ,ℓ′ | 6
∑
π∈irr(Gℓ,ℓ′ )
(dimπ)2 = |Gℓ,ℓ′ |.
We nally dedue an upper bound for the large sieve onstant:
∆(Xk, L) 6 1 + L
A′ exp(−ηk) ,
with A′ = (17d + 4)/4 and either d = n2 − 1 if G = GL(n,Z[1/P]), or d = (n +m)(+m− 1)/2
if G = SO(n,m)(Z). Indeed, from the argument above, we just need to use the same kind
of trivial bounds as the ones at the end of the proof of Proposition 6 as well as the obvious
inequality |Gℓ,ℓ′ | 6 |Gℓ||Gℓ′ |.

2. Loal densities for polynomials and orthogonal matries
In this setion, whih is independent of the others, we ompute dierent densities in subsets
of the ring Fℓ[T ] or of the orthogonal group O(N,Fℓ) (notie that we do not assume anything
here on the integer N and, in partiular, we do not distinguish between the split and non split
model for the orthogonal group, in the ase N is even).
The goal of this setion is to give enough quantitative information in order to nd a useful
lower bound for the onstant H appearing in (2). However, that setion having an interest of its
own, we do not restrit ourselves to the omputations that are stritly needed for the purpose
of the paper. The style in whih we expose the dierent estimates we are interested in is very
muh inspired by [Chav, Setion 3℄. Doing so, it is easy to point out the ommon points as
well as the dierenes between the sympleti ase (treated by Chavdarov in lo. it.) and the
orthogonal ase. We will namely highlight that the lak of good topologial properties for the
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orthogonal group imposes to be very areful in the statement of our results (suh preautions
need not be taken in the ase of the sympleti group).
2.1. Review of orthogonal groups over nite elds. We briey reall some basi fats and
notation about orthogonal groups, as exposed in [KaL, Setion 6℄. The proofs and details an
be found e.g. in [ABS℄.
Let V be a vetor spae with dimension greater or equal to 2 over a xed nite eld Fq with
harateristi dierent from 2. We assume we are given a non degenerate quadrati form Q on
V (we will denote by Φ the bilinear form attahed to Q). If T (V ) denotes the tensor algebra
assoiated to V , we an onsider the ideal I(Q) generated by the elements x⊗x−Q(x).1, where
x runs over the elements of V . The quotient algebra Cl(V,Q) = T (V )/I(Q) is the Cliord
algebra of V with respet to Q. That onstrution yields a natural injetion
iQ : V → T (V )→ Cl(V,Q) ,
whih enables us to see Cl(V,Q) as the solution of the following universal problem: for every
morphism of Fq-vetor spaes f : V → A, where A is an Fq-algebra satisfying f(x)
2 = Q(x).1A,
there exists a unique Fq-algebra homomorphism f˜ : Cl(V,Q)→ A suh that f˜ ◦ iQ = f .
Now, the involution v 7→ −v in V , an be extended to an involution, denoted I, of Cl(V,Q).
Another morphism plays a ruial role in the theory of Cliord algebras: it is the antiautomor-
phism t : Cl(V,Q) → Cl(V,Q) oming from the natural antiautomorphism dened on the k-th
tensor power of V by
v1 ⊗ v2 ⊗ · · · ⊗ vk 7→ vk ⊗ · · · ⊗ v2 ⊗ v1 .
Let Cl× be the group of invertible elements of Cl(V,Q). It ats on Cl(V,Q) via the morphism
ρ dened by
ρ(u)x = I(u)xu−1 ,
for every u ∈ Cl× and x ∈ Cl(V,Q). The elements of Cl× that leave V globally invariant form
a subgroup, denoted C× and alled the Cliord group, of Cl×. Typial elements of C× are the
images in Cl(V,Q) of non isotropi vetors v ∈ V , sine the transformation x 7→ I(u)xu−1 is
then the reexion with respet to the hyperplane whih is orthogonal to v. In fat, any element
of C× is a salar multiple of a produt of suh vetors (the transformation assoiated to that
element being an automorphism of the quadrati module (V,Q)).
Finally, we dene the map Norm : u ∈ C× 7→ t(u)u whih takes its values in F×q (see [ABS,
Prop. 3.3 and 3.8℄ where the proof, given in the ase where the base eld is R, an be easily
adapted to the nite eld ase). The spinor group Spin(V,Q) is then dened as the subgroup
Spin(V,Q) = (kerNorm)I ,
of the elements of C× that are xed by I. When V is N -dimensional and there is no ambiguity
on the hosen quadrati form Q, we will denote that group Spin(N,Fq) instead of Spin(V,Q).
With suh notation, the group Spin(N,Fq) an in fat be seen as the group of Fq-rational points
of an algebrai group dened over Fq, denoted Spin(N), and whih we will also refer to as the
spinor group. It is well-known that the spinor group is a onneted simply-onneted algebrai
group and that it is in fat the universal over of the speial orthogonal group SO(N)/Fq . In
other words ([Hu, page 189℄) there exists an isogeny ϕ suh that we have an exat sequene of
algebrai groups
(3) 1 −−−−→ {±1} −−−−→ Spin(N)
ϕ
−−−−→ SO(N) −−−−→ 1 .
Thus the spinor group shares the same dimension as the speial orthogonal group N(N−1)/2
and the same rank ⌊N/2⌋.
Remark. In all of the above, we do not need to assume that the base eld is a nite eld. Every
onstrution and denition we have realled an in fat be stated for quadrati modules over
any perfet eld.
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Now, if Fq denotes a xed separable losure of Fq, the short exat sequene (3) gives rise to
the following exat sequene of Gal(Fq/Fq)-invariant groups:
(4) 1 −→ {±1} −−−−→ Spin(N,Fq)
ρ
−−−−→ SO(N,Fq)
NSpin
−−−−→ {±1} −→ 1 ,
where the group homomorphism NSpin is alled the spinor norm and an be dened as follows.
For a non isotropi vetor v ∈ V , the image of the reetion with respet to v by NSpin is the
lass of Q(v) in F×q /(F
×
q )
2
(the group of lasses modulo nonzero squares of F×q ). The morphism
NSpin is entirely determined by the images of those elements and it an be shown (see [KaL,
Setion 6℄) that NSpin an be extended to a surjetive morphism from O(N,Fq) onto {±1} sine
we have supposed N > 2.
Finally, we will denote Ω(N,Fq) the image of ρ in (4) (i.e. the kernel of NSpin). That group
whih is of great importane in our sieving ontext, is easily seen to be the derived group of
both SO(N,Fq) and O(N,Fq) (see [Ar.E, 5.17℄). We note that it an be diretly dened from
O(N,Fq) by saying that it is the simultaneous kernel of the determinant and the spinor norm.
To perform the density omputations we need, we will have to estimate the ardinalty of
sets of orthogonal matries with xed determinant and/or spinor norm. In pratie, it will
be onvenient to relate those quantities to the number of polynomials with oeients in the
base eld that an be realized as harateristi polynomials of suh matries. To exhibit the link
between these ardinalities, the ruial point lies in the possibility to see the value of the spinor
norm and of the determinant of a matrix g in the oeients of its harateristi polynomial.
This is, of ourse, very easy in the ase of the determinant. But as far as the spinor norm is
onerned, we do not see any obvious reason for suh an expliit link to exist. However the
following beautiful result of Zassenhaus (whih we reall here, in view of its importane), gives
us, under ertain onditions, the kind of link we need:
Theorem 8 (Zassenhaus,1962). If g is an element of the orthogonal group assoiated to the
quadrati spae (V,Q) (satisfying the same assumptions as above), then, provided −1 is not an
eigenvalue of g, we have:
det(
g + 1
2
) = NSpin(g) ,
where both det and NSpin are seen as appliations with values in {±1}.
In [Za℄, Zassenhaus rst denes the spinor norm via the formula of the theorem above (see
(2.1) in lo. it.) and then proves that denition oinides we the one we gave earlier in this
setion (see the orollary of [Za, Th. page 446℄).
Remark. Over nite elds of odd harateristi, we know that there are two isomorphism lasses
of quadrati forms (lassied by the value of the disriminant of the quadrati form). In the
ase where the dimension is odd, these two lasses give rise to the same orthogonal group,
but this does not hold if the dimension is even. Indeed if N = 2n, two distint models for
the orthogonal group O(2n,Fq) need to be distinguished: they are respetively alled the split
and nonsplit model, refering to the algebrai group O(2n) being split or not over Fq (see [KaL,
Setion 6℄ for examples of quadrati forms orresponding to eah of these two models). Note that
the omputations in the sequel are performed independently of the hosen model of orthogonal
group. However, we will see later how a result of Baeza makes the hoie of the split or of the
nonsplit model ome bak into play.
2.2. Charateristi polynomials of orthogonal matries over nite elds. Let ℓ be an
odd prime number and N > 2 an integer. As in the previous subsetion, (V,Q) still denotes
a quadrati spae over Fℓ and Q is still assumed to be non degenerate. For g an element of
O(N,Fℓ), we denote by Pg the reversed harateristi polynomial of g:
Pg(T ) = det(1 − Tg) .
This polynomial also satises the funtional equation (1). A short proof of that fat goes as
follows: if σ is the automorphism of the ambiant quadrati spae (V,Q) attahed to the matrix
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g, we denote by Q the matrix of the quadrati form Q wrtitten in the basis in whih the matrix
of σ equals g. Then we have gQ(tg) = Q; we dedue
Pg(T ) = det(1− Tg) = det(1− T (
tg))
= det(1− T (Q−1g−1Q))
= TN det(g−1) det(g/T − 1) = (−T )N det(g)Pg(1/T ) .
Here one should be areful that Pg no longer designates the usual harateristi polynomial
det(T − g), as in the introdution. However, it is easily seen (and it an be proved in the
exat same way), that the reversed harateristi polynomial Pg still satises (1). Moreover,
another motivation to hange the notation is that Chavdarov works with reversed harateristi
polynomials in [Chav℄, so that we an easily understand to what extent his results an be
transposed to the orthogonal ase.
The funtional equation (1) imposes Pg to be almost self-reiproal, i.e., its roots α1, . . . , αN
an be reordered in suh a way that{
αiαN+1−i = 1 , 1 6 i 6 n, ifN = 2n ,
αiαN+1−i = 1 , 1 6 i 6 n and αn+1 = det(g), if N = 2n+ 1 ,
That leads naturally to the onsideration of the set of polynomials
MN,ℓ =
{
1 + b1T + · · · + bNT
N | bi ∈ Fℓ, b
2
N = 1 and bN−i = bN bi, if 0 6 i 6 ⌊N/2⌋
}
.
Before studying ertain subsets of MN,ℓ, we reall a result due to Edawrds whih gives in the
ase where N is even a (quite surprising at rst) link between the disriminant of a polynomial
f ∈MN,ℓ and the values f takes at ±1.
Lemma 9 (Edwards). Let N be an even integer and let f ∈MN,ℓ be a moni separable polyno-
mial, then we have
disc(f) ≡ f(1)f(−1) (mod (F×ℓ )
2) .
That result is obtained by ombinig Theorem 1 and Theorem 2 of [E℄ (note that the denition
of the disriminant of a polynomial used in lo. it. is not the standard one hene the statement
of Lemma 9 only oinides with the one of [E℄ up to sign).
We are interested in the ardinality of ertain subsets ofMN,ℓ. Our rst result in this diretion,
whih is very lose to [Chav, Lemma 3.2℄, deals with the subset of irreduible polynomials in
MN,ℓ, or rather of those whih are irreduible one redued. Indeed, using the notation of the
introdution and remembering we onsider reversed harateristi polynomials here, we will use
the notation
• if N = 2n,
KεN,ℓ =
{
f(T ) ∈MN,ℓ | f(T )red =
f(T )
1− εT 2
is irreduible
}
,
with ε = 1 if bN = −1 and ε = 0 otherwise,
• if N = 2n+ 1,
KεN,ℓ =
{
f(T ) ∈MN,ℓ | f(T )red =
f(T )
1− εT
is irreduible
}
,
with ε = ±1 if bN = ∓1.
In both ases we will denote by Nred the degree of the redued polynomial fred.
For those sets we have the following estimates:
Proposition 10. • If N is even,
1 + ℓN/2−ε
N − 2ε
> |KεN,ℓ| >
ℓN/2−ε
N − 2ε
−
√
ℓN/2−ε .
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• If N is odd,
1 + ℓ(N−1)/2
N − 1
> |KεN,ℓ| >
ℓ(N−1)/2
N − 1
−
√
ℓ(N−1)/2 .
Proof. It is enough to onsider the ase where N is even and ε = 0. Indeed, if N is even and ε = 1
(whih means that the leading oeient of f is −1), we are interested in the irreduibility of
g(T ) = f(T )/(1−T 2). The leading oeient of g is obviously 1 and it is lear that g ∈MN−2,ℓ.
Thus g ∈ K0N−2,ℓ as soon as f ∈ K
1
N,ℓ.
In the ase whereN is odd, then g(T ) = f(T )/(1−εT ) has leading oeient 1 and g ∈MN−1,ℓ
so that g ∈ K0N−1,ℓ as soon as f ∈ K
ε
N,ℓ. In other words:
• if N is even, |K1N,ℓ| = |K
0
N−2,ℓ|, and
• if N is odd, |KεN,ℓ| = |K
0
N−1,ℓ|.
We are now redued to omputing the number of elements of
K0N,ℓ =
{
f(T ) ∈MN,ℓ | N even , bN−i = bi, 0 6 i 6 N/2 , f moni, irreduible
}
.
This happens to be exatly the set K1g studied by Chavdarov in [Chav, Lemma 3.2℄ for
g = N/2. In lo. it., Chavdarov proves that for N even,
1 + ℓN/2
N
> |K0N,ℓ| >
ℓN/2
N
− ℓN/4 ,
and this ompletes the proof. 
Restriting ourselves to polynomials f satisfying f = fred (i.e. N = deg f is even and f is
moni), we are interested in the same kind of omputation as above with the extra ondition
that f must be suh that f(1) and f(−1) are in a given lass (not neessarily the same for f(1)
and f(−1)) of F×ℓ modulo its subgroup of nonzero squares, i.e., by Lemma 9 and Theorem 8, we
work with polynomials having xed disriminant and that an only be harateristi polynomials
for elements with xed spinor norm. At rst, it seems likely that we will get a good proportion
of suh polynomials among the set of irreduible self-reipoal polynomials of even degree (that
proportion should roughly be 1/4). However, the following result of Meyn (see [Me, Th. 8℄) tells
us that this intuition is wrong:
Proposition 11 (Meyn). Let f be a self-reiproal moni polynomial of even degree N over Fℓ.
Let us write
f = xN/2h(x+ x−1)
with h moni of degree N/2. If h is an irreduible polynomial then f is irreduible i h(2)h(−2)
is a nonsquare of Fℓ.
Moreover, with notation as in the above satement, it is easy to see that if we start with an
irreduible f , the attahed polynomial h will also be irreduible. So any self-reiproal moni
polynomial f with f(1) and f(−1) hosen in suh a way that (−1)N/2f(1)f(−1) is a square in
Fℓ is not irreduible. This means that out of the four lasses determined by the imposed value
in 1 and −1 modulo squares, only two are non empty.
The following result asserts that the expeted equidistribution property holds for the two non
empty lasses.
Lemma 12. Let N > 4 be an even integer. Then, if ε
(1)
ℓ , ε
(2)
ℓ are (non neessarily distint)
xed elements of a xed set {1, ε0} of representatives of F
×
ℓ /(F
×
ℓ )
2
and if (−1)N/2ε
(1)
ℓ ε
(2)
ℓ is a
nonsquare of Fℓ, then we have∣∣∣{f ∈MN,ℓ | f is irreduible and f(a) ≡ ε1ℓ , f(b) ≡ ε2ℓ}∣∣∣ > ℓN/22N
(
1−
2(1 +N)
ℓ
)
.
where, in the set of the left hand side, ongruenes are taken modulo the group of nonzero squares
of Fℓ.
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Proof. By Meyn's Theorem and the disussion preeding Lemma 12, the set we are interested
in is in one-to-one orrespondene with{
h ∈ Fℓ[T ] moni of degree N/2 | h is irreduible and h(2) ≡ ε
(1)
ℓ , h(−2) ≡ (−1)
N/2ε
(2)
ℓ
}
.
If we vary ε
(1)
ℓ and ε
(2)
ℓ in {1, ε0}, we see that omputing the ardinality of the above set
amounts to evaluating the four following harater sums
1
4
∑
h
(1± χℓ(h(2)))(1 ± χℓ(h(−2))) ,
where the sum is taken over all moni degree N/2 irreduible polynomials of Fℓ[T ] and where
χℓ denotes the Legendre harater of Fℓ.
It is enough to fous on the study of the sum
S =
∑
h
(1 + χℓ(h(2)))(1 + χℓ(h(−2))) =
∑
h
1+
∑
h
χℓ(h(2))+
∑
h
χℓ(h(−2))+
∑
h
χℓ(h(2)h(−2)) .
The rst sum of the right hand side is nothing but the number of irreduible moni polynomials
of degree N/2 in Fℓ[T ]. There are well known lower bounds for that quantity. For our purpose,
it is enough to use the inequality (see, e.g. [Chav, Lemma 3.1℄)∑
h
1 >
2ℓN/2
N
− ℓN/4 .
Next we onsider both the sums
∑
h χℓ(h(2)) and
∑
h χℓ(h(−2)). As N/2 > 2 (and thus an
irreduible h of degree N/2 annot be X ± 2), we have, from the denition of χℓ:∑
h
χℓ(h(2)) = 2
∑
a nonzero square
|{h | h(2) = a}| −
∑
h
1
Notie that the summand of the right hand side does not depend on the point of Fℓ at whih h
is evaluated (i.e. imposing the value of h at any point of Fℓ yields a set with the same ardinality
as the analogue set where the value imposed is h(0)), so using on the one hand the lower bound
(see [KoSieve, Appendix B, formula B.8℄)
|{h ∈ Fℓ[T ] | h moni irreduible ,deg h = N/2, h(2) = a}| >
2ℓN/2−1
N
− ℓN/4 ,
and on the other hand the upper bound (see [Chav, Lemma 3.1℄ or [KoSieve, Appendix B,
Lemma B.1℄)
|{h ∈ Fℓ[T ] | h moni irreduible ,deg h = N/2}| 6
2ℓN/2
N
,
we get:
−
∑
h
χℓ(h(2)) 6
2ℓN/2
N
− (ℓ− 1)
(2ℓN/2−1
N
− ℓN/4
)
6
2ℓN/2−1
N
+ ℓN/4+1 .
For the remaining sum, we need to be more areful (as the value of the polynomials onsidered
at two dierent elements of Fℓ are involved). To begin with, the sum an be expressed as follows:∑
h
χℓ(h(2)h(−2)) =
2
N
∑
α,degα=N/2
χℓ(Norm((−1)
N/2(2− α)(2 + α))) ,
where Norm denotes the norm map with respet to the extension FℓN/2/Fℓ. Now, using the
inlusion-exlusion priniple, we get∑
α,deg α=N/2
χℓ(Norm(4− α
2)) =
∑
d|N/2
(−1)N/2−d
∑
α∈F
ℓd
χℓ(Norm(4− α
2)) .
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For eah divisor d of N/2, if we set χℓ,N = χℓ ◦ Norm (whih is a multipliative harater of
Fℓd), we need to evaluate
∑
α∈F
ℓd
χℓ,N(4− α
2). From the Riemann Hypothesis for urves over
nite elds, we derive ∣∣∣ ∑
α∈F
ℓd
χℓ,N(4− α
2)
∣∣∣ 6 ℓd/2 ,
sine the polynomial X2−4 has distint roots in Fℓ (see [KaMul, Intro and Th. 1℄ for the state-
ment and the proof of a more general result handling the ase of higher dimensional varieties).
Using the trivial fat that the number of divisors of N/2 is less than N/2, we get the upper
bound:
−
∑
α,degα=N/2
χℓ(Norm(4− α
2)) 6
N
2
ℓN/4 .
Thus ∑
h
χℓ(h(2)h(−2)) > −ℓ
N/4 .
Finally, putting the above estimates together, we get
S >
2ℓN/2
N
−
4ℓN/2−1
N
− 2ℓN/4+1 − 2ℓN/4 >
2ℓN/2
N
(
1−
2(1 +N)
ℓ
)
.

In the last lemma of this subsetion, we are interested in ounting moni polynomials h of
degree N/2 with ertain imposed fatorization patterns and imposed value modulo squares at 2
and −2. Indeed it will be onvenient, in the setions to ome, to use suh information in order
to prove the existene of ertain elements in the Galois group of an integral polynomial f whose
redution f (mod ℓ) an be written f = xN/2h(x+ x−1).
Lemma 13. Let N > 4 be an even integer and ℓ > 5 be prime. With notation as above (e.g. all
the ongruenes are taken modulo the subgroup of nonzero squares of Fℓ), if we denote
(i) Θ˜ℓ,3 for the set of moni polynomials f ∈MN,ℓ suh that the orresponding h is separable,
has an irreduible fator of prime degree > N/4 and suh that h(2) ≡ ε
(1)
ℓ , h(−2) ≡ ε
(2)
ℓ , then
we have
|Θ˜ℓ,3| >
ℓN/2
N
(7
2
−
1
ℓ
(7 +
15N
2
)
)
,
(ii) Θ˜ℓ,4 for the set of moni polynomials f ∈MN,ℓ suh that the orresponding h is separable,
has a unique irreduible quadrati fator, no other irreduible fator of even degree and suh that
h(2) ≡ ε
(1)
ℓ , h(−2) ≡ ε
(2)
ℓ , then we have
|Θ˜ℓ,4| ≫
ℓN/2
N
,
with an absolute implied onstant.
Proof. (i) Let ℓ′ be a prime suh that N/4 < ℓ′ 6 N/2. The ardinality we are omputing is
greater than that of the set of moni polynomials h of degree N/2 whih fator as the produt
of a moni irreduible polynomial of degree ℓ′ with imposed values modulo squares at 2 and
−2 with any moni irreduible polynomial of degree N/2 − ℓ′ (note that N/2 − ℓ′ < N/4 so
that no double root may our in this way). So, applying Lemma 12 (more preisely, using the
arguments of the proof) and using one more the lower bound of [Chav, Lemma 3.1℄, we get
|Θ˜ℓ,3| >
ℓℓ
′
4ℓ′
(
1−
2(1 + 2ℓ′)
ℓ
)( ℓN/2−ℓ′
N/2− ℓ′
− ℓN/4−ℓ
′/2
)
.
As N/4 < ℓ′ 6 N/2, we have, on the one hand,
ℓℓ
′
4ℓ′
(
1−
2(1 + 2ℓ′)
ℓ
) ℓN/2−ℓ′
N/2− ℓ′
>
4ℓN/2
N
(
1−
2(1 +N)
ℓ
)
,
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and on the other hand
ℓℓ
′
4ℓ′
(
1−
2(1 + 2ℓ′)
ℓ
)
ℓN/4−ℓ
′/2 6
ℓN/2
2N
(
1−
2 +N
ℓ
)
.
Gathering those two inequalities we get the estimate we wanted to establish.
(ii) We onsider separately the ase where N/2 is odd and the ase where N/2 is even. In
the former ase, the ardinality of Θ˜ℓ,4 is greater than that of the set of polynomials fatoring
as the produt of an irreduible quadrati polynomial having imposed values modulo squares at
2 and −2 with any moni irreduible polynomial of degree N/2− 2. Thus
|Θ˜ℓ,4| >
ℓ2
8
(
1−
10
ℓ
)( ℓN/2−2
N/2− 2
− ℓN/4−1
)
.
Now, if N/2 is even, the set we onsider ontains all the polynomials whih, one divided
by their quadrati fator (still with imposed values modulo squares at ±2) are produts of a
polynomial of degree 1 (dierent from X±2) with any irreduible polynomial of degree N/2−3
(note that if N = 4, suh a polynomial does not exist and, if N = 8, the other fator of degree
1 as well as the polynomials X ± 2 must be removed from the set from whih that polynomial
of degree N/2 − 3 is piked). Thus, using the same inequalities as above,

if N = 4, |Θ˜ℓ,4| >
ℓ2
8
(
1− 10ℓ
)
,
if N = 8, |Θ˜ℓ,4| >
ℓ2
8
(
1− 10ℓ
)
(ℓ− 2)(ℓ − 3) ,
if N > 12, |Θ˜ℓ,4| >
ℓ2
8
(
1− 10ℓ
)
(ℓ− 2)
(
ℓN/2−3
N/2−3 − ℓ
(N−6)/4
)
,
so that we get in partiular the estimate stated. 
2.3. Number of matries with presribed harateristi polynomial. In our sieving
ontext, we need a result whih would be the analogue, in the orthogonal ase, of [Chav, Th.
3.5℄. The point is that we need to know, for a xed f ∈MN,ℓ, how many matries in O(N,Fℓ)
have a reversed harateristi polynomial equal to f . Towards suh a omputation, our rst
task is to show that there exists at least one matrix g ∈ O(N,Fℓ) suh that Pg = f . This
is, at least, a ruial step of the proof if we try to follow Chadarov's method. Unfortunately
his proof relies heavily on the fat that the sympleti group Sp(2g) (as an algebrai group
over Fℓ) is simply onneted and thus (by a Theorem of Steinberg), that the entralizer under
Sp(2g) of any semisimple element in Sp(2g,Fℓ) is a onneted algebrai group to whih Lang's
rationality Theorem may be applied. As we already mentioned neither O(N) nor SO(N) is
a simply onneted algebrai group. As a matter of fat, we an easily onstrut examples
of polynomials in MN,ℓ whih are not the reversed harateristi polynomials of any matrix
in O(N,Fℓ). Take, e.g. the polynomial f(T ) = T
2 + T + 1 ∈ M2,ℓ and suppose that the
quadrati struture on the ambiant spae Fℓ × Fℓ is given by the standard salar produt:
Φ((x1, y1), (x2, y2)) = x1x2 + y1y2. A straightforward omputation shows that any matrix in
O(2,Fℓ) with f as reversed harateristi polynomial must have its non diagonal oeients
equal to half a square root of 3, and this is obviously not always possible for matries with
oeients in Fℓ (problems already our for ℓ = 5...).
While the diret adaptation of Chavadarov's method to the orthogonal ase seems to be
hopeless, we an however use a result of Baeza (see [Ba℄) that gives a very useful riterion, in
the ase where the dimension is even, to deide whether an f ∈ MN,ℓ is or is not the reversed
harateristi polynomial of a g ∈ O(N,Fℓ). From Baeza's result, we derive the following
proposition:
Proposition 14. Let N be even and f ∈MN,ℓ suh that
(1) f is moni,
(2) f is separable,
(3) disc(f) = disc(Q).
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Then there exists a semisimple element A ∈ SO(N,Fℓ) suh that
det(1− TA) = f .
The equality of disriminants (ondition (3)) is seen as an equality of residue lasses in
F×ℓ /(F
×
ℓ )
2
. This ondition is ruial and we easily see that, in our ounterexample, disc(P ) = −1
while disc(Q) = 1 in the ase where ℓ = 5.
Proof. From [Ba, Th. (3.7)℄, we know that the quadrati forms Q′ on V suh that there exists
a σ ∈ SO(V,Q′) satisfying
det(1− Tσ) = det(σ − T ) = f(T ) ,
are exatly those that an be written s∗(K,n), in the notation of lo. it. We briey reall how
these quadrati spaes are onstruted: the separable Fℓ-algebra K = Fℓ[T ]/(f(T )) = Fℓ[x] is
equipped with the involution
x 7→ x−1 .
If we onsider the subalgebra L = Fℓ(x+ x
−1), then we have a norm map
n : K → L ,
that denes a non degenerate quadrati form (K,n) with oeients in L. For any trae map
s : L → Fℓ, we an then onsider the omposition s ◦ n : K → Fℓ; it denes a non degenerate
quadrati form on K. We denote s∗(K,n) the quadrati spae obtained (see [Ba, disussion
following Prop. 3.6℄ and the referenes therein for details, namely onerning trae maps).
For suh a xed quadrati spae s∗(K,n), let us onsider a σ ∈ SO(s∗(K,n)) suh that
det(1− Tσ) = det(σ − T ) = f(T ) .
From [Ba, Th. 1.2℄, we then have disc(f) = disc(s∗(K,n)) thus, by assumption, disc(s∗(K,n)) =
disc(Q). But we know that quadrati forms over Fℓ are lassied by their disriminant: so
s∗(K,n) ≃ (V,Q). Finally, to the element σ orresponds a matrix A ∈ SO(V,Q) ≃ SO(N,Fℓ)
suh that
det(1− TA) = f(T ) .
The semisimpliity of A is obvious from the separability assumption on f . 
In that proof, we see how the distintion between the two models of orthogonal groups (in
the ase N is even) naturally appears. In partiular we notie that, with the notation of Baeza,
the quadrati spae s∗(K,n) is preisely the one hosen by Katz in [KaL, Setion 6℄ to desribe
a model for the nonsplit orthogonal group.
We are now ready to prove the main result of this setion. Provided the assumptions of
Proposition 14 are veried, the statement is the analogue, in the orthogonal ase, of [Chav, Th.
3.5℄ and it an be interpreted as a property of equidistribution of harateristi polynomials of
orthogonal matries among the polynomials of MN,ℓ. Apart from the use of Proposition 14, the
arguments developped in the proof are quite lose to those of lo. it.
Theorem 15. Let N be even and let f ∈MN,ℓ be suh that
(1) f is moni,
(2) f is separable,
(3) disc(f) = disc(Q).
Then, ∣∣∣{B ∈ O(N,Fℓ) | f(T ) = det(1− TB)}∣∣∣≫ ℓN2/2−N ,
with an implied onstant independent of N .
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Proof. Let A be a semisimple element of SO(N,Fℓ) with reversed harateristi polynomial
equal to f (the existene of suh an A is justied by Proposition 14). Let
∆ = {B ∈ O(N,Fℓ) | det(1− TB) = f} .
If B ∈ ∆, its Jordan deomposition an be written
B = BsBu , BsBu = BuBs , Bs, Bu ∈ O(N,Fℓ) ,
with Bs semisimple and Bu unipotent.
In partiular det(1− TBs) = det(1− TA), therefore the set of matries Bs satisfying det(1−
TBs) = f(T ) ontains the set of all semisimple matries whih are SO(N,Fℓ)-onjugate to A.
Hene the lower bound
|∆| > {(Bs, Bu) | Bs SO(N,Fℓ)-onjugate toA ,Bu ∈ (CSO(N)(Bs))u(Fℓ)} ,
where CSO(N)(Bs) (resp. (CSO(N)(Bs))u) denotes the entralizer of Bs, seen as an algebrai
group, under the ation of SO(N) (resp. the unipotent part of that entralizer).
As already mentioned, we an not guarantee that the algebrai group CSO(N)(A) is onneted
and we will denote CSO(N)(A)
0
its (onneted) identity omponent. Then we argue as in [Chav,
proof of Th. 3.5℄ to obtain
|{Unipotent elements of (CSO(N)(A))
0(Fℓ)}| = ℓ
dim(CSO(N)(A))
0−rk(CSO(N)(A))
0
.
From [Bo, II.12.2, prop.℄, CSO(N)(A)
0
is a maximal torus in SO(N) (indeed SO(N) is a
redutive group and from the separability assumption on f , we know A is regular semisimple),
thus
rk(CSO(N)(A))
0 = rkSO(N) =
N
2
.
This nally yields the lower bound:
|∆| > ℓdim(CSO(N)(A))
0−N/2 |SO(N,Fℓ)|
|CSO(N)(A)(Fℓ)|
.
Moreover, a Theorem of Steinberg asserts that the group of onneted omponents of an
algebrai group is always a subgroup of its fundamental group (see [SpSt, II Cor. 4.4℄). We
dedue that CSO(N)(A) has at most 2 onneted omponents. Adapting the result of Nori
(see [No℄) used by Chavdarov ([Chav, page 160℄), we obtain
|CSO(N)(A)(Fℓ)| 6 2(ℓ+ 1)
dim(CSO(N)(A))
0
.
Thanks to the formula (see, e.g., [Ar.E, page 147℄) on the ardinality of the speial orthogonal
group over Fℓ in the even dimensional ase, we dedue
(ℓ− 1)N(N−1)/2 6 |SO(N,Fℓ)| 6 ℓ
N(N−1)/2 .
Combining those last inequalities, we get
|∆| ≫ ℓ−N/2(ℓ− 1)N(N−1)/2 ,
thus |∆| ≫ ℓN
2/2−N
, where, in these last two inequalities, the implied onstant does not depend
on N . 
The purpose of the last result we give in this setion is to relate the ardinalities of a given
onjugay invariant subset of O(N,Fℓ) and of the set of orresponding reversed harateristi
polynomials in MN,ℓ. To that extent, its main interest lies in how we an apply it to our
sieving problem. The arguments being very lose to those used in the proofs of Theorem 15 and
Proposition 14, it seems fair to inlude it in this independent setion.
Lemma 16. Let N > 2 be an integer and ℓ be an odd prime number. Consider a subset Θ˜ℓ with
ardinality θ˜ℓ of MNred,ℓ suh that the elements f ∈ Θ˜ℓ satisfy
(1) f is moni,
(2) f is separable,
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(3) disc(f) = disc(Q),
(4) either f(−1) is a nonzero square of Fℓ for every f ∈ Θ˜ℓ, or f(−1) is a non square for
every f ∈ Θ˜ℓ.
Moreover let ε
(1)
ℓ , ε
(2)
ℓ be two elements of Fℓ eah equal to ±1 and suh that ε
(2)
ℓ is the residue
lass in F×ℓ /F
×
ℓ
2
dened by ondition (3) above and Lemma 9. Let
Θℓ = {g ∈ O(N,Fℓ) | (det,NSpin)(g) = (ε
(1)
ℓ , ε
(2)
ℓ ), det(1− Tg)red ∈ Θ˜ℓ} .
Then, if θℓ = |Θℓ|, we have
θℓ|Ω(N,Fℓ)|
−1
> θ˜ℓℓ
−Nred/2
(
1−
1
ℓ+ 1
)Nred(Nred−1)/2
.
At rst, the above statement an look ambiguous as the integer Nred is not entirely dened
by N but also depends on the matrix we onsider. The point is, that one the determinant is
xed (whih is the ase in the Lemma sine we restrit ourselves to matries with determinant
ε
(1)
ℓ ), there is only one integer Nred that an orrespond to N , so that, a posteriori, the assertion
of the Lemma makes sense.
Proof. Let us rst onsider the auxiliary set
(5) {h ∈ O(Nred,Fℓ) | (det,NSpin)(h) = (1, ε˜
(2)
ℓ ),det(1− Th) = det(1− Th)red ∈ Θ˜ℓ} ,
where ε˜
(2)
ℓ is a xed element of {1, ε0} (whih still denotes a set of representatives for Fℓ/F
×
ℓ
2
).
We an trivially injet the set (5) in Θℓ via the map h 7→ h ⊕ u where u is any representative
of a xed lass of O(N − Nred,Fℓ) modulo Ω(N − Nred,Fℓ) (that lass orresponding to the
ouple (x, y) ∈ {±1} suh that (1, ε˜
(2)
ℓ ) × (x, y) = (ε
(1)
ℓ , ε
(2)
ℓ )) and the quadrati struture on
the orresponding (N −Nred)-dimensional being hosen with disriminant 1. Imbedding (5) in
Θℓ that way, we end up with a Nred-dimensional quadrati spae having the same disriminant
as the ambiant N -dimensional quadrati spae (V,Q). Moreover, from a xed h in the set (5)
we onstrut (Ω(N,Fℓ) : Ω(Nred,Fℓ)) distint elements of Θℓ. So, following the same idea as
in [KoZeta, Lemma 7.2℄, we an now ompute a lower bound for θℓ involving θ˜ℓ. First, we have:
θℓ >
|Ω(N,Fℓ)|
|Ω(Nred,Fℓ)|
∑
f∈Θ˜ℓ
|{g ∈ O(Nred,Fℓ) | (det,NSpin)(g) = (1, ε
(2)
ℓ ),det(1− Tg) = f}| ,
We know, thanks to the assumption (3), that Proposition 14 an be applied and so, that eah
summand of the right hand side of the above inequality is nonzero. More preisely eah of these
quantities is equal to the ardinality of the set ∆ (depending on the polynomial f ) of the proof
of Theorem 15. Following that proof and using the above inequality, we get
θℓ > ℓ
−Nred/2
|Ω(N,Fℓ)|
|Ω(Nred,Fℓ)|
∑
f∈Θ˜ℓ
ℓdf |SO(Nred,Fℓ)|
|CSO(Nred)(Af )(Fℓ)|
,
where, for eah f ∈ Θ˜ℓ, the matrix Af is the semisimple element whose existene is guaranted by
Proposition 14 , CSO(Nred)(Af ) denotes the entralizer of Af under the ation of SO(Nred) and
df is the dimension of the identity omponent of that algebrai group. The proof of Theorem 15
yields
|CSO(Nred)(Af )| 6 2(ℓ+ 1)
df .
Now the derived group Ω(Nred,Fℓ) has index 2 in SO(Nred,Fℓ) so we have
θℓ
|Ω(N,Fℓ)|
> 2ℓ−Nred/2
∑
f∈Θ˜ℓ
ℓdf
2(ℓ+ 1)df
.
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Thus
θℓ|Ω(N,Fℓ)|
−1
> ℓ−Nred/2
∑
f∈Θ˜ℓ
(
1−
1
ℓ+ 1
)df
> ℓ−Nred/2
(
1−
1
ℓ+ 1
)Nred(Nred−1)/2
θ˜ℓ ,
sine we have df 6 dimSO(Nred) = Nred(Nred − 1)/2.

Remark. One an wonder why, in all the omputations performed in this setion, we always
gave uniform bounds (with respet to the parameter N) for the quantities studied rather than
asymtoti estimates whih, most likely, would have been easier to establish and would sue for
the argument needed in the proof of Theorems 1 and 17. This is beause we have in mind another
possible appliation (that we postpone to a future paper) involving L-funtions of families of
ellipti urves over funtion elds. In that work, we will show how the large sieve arguments used
here an yield a lower bound for the proportion of ellipti urves with irreduible (up to trivial
fators) L-funtion (seen as a Q-polynomial), when the urve varies in a suitable algebrai
family, whih is uniform with respet to the ommon ondutor of the family (provided the
related estimates for the loal densities involved are uniform as well).
3. Statement and proof of the main result
In this last setion, we state the main result of this paper whih generalizes Theorem 1
in two dierent ways. To that purpose we show that for the two dierent kinds of group
onsidered, Proposition 6 and Proposition 7 hold. Then, to derive our results from the large
sieve inequality (2), we need to nd a suitable lower bound for the onstant H. That issue, in
the ase where the groups involved are orthogonal groups, an be handled thanks to the results
of Setion 2. In the other ase we onsider (G = GL(n,A), Gg = SL(n,A)), the question of
nding a lower bound for H turns out to be easier, as we do not have as many onstraints on
the matries onsidered as in the former ase.
Let us rst explain the additional terminology needed to state our result in full generality.
Indeed, we need not (as Theorem 1 would suggest) restrit ourselves to the study of the ir-
reduibility of harateristi polynomials of random matries, but the sieve setting we are
working with enables us to study the Galois group of those Q-polynomials (see [KoSieve, Chap.
7℄ for the analogous study for the groups SL(n,Z) and Sp(2g,Z)). The Galois group of the
(splitting eld over Q of) the harateristi polynomial of a matrix of GL(n,Z[1/P]) an a
priori be as big as the whole symmetri group Sn, but in the ase of orthogonal matries, (1)
imposes onditions on the roots: if we denote N = n+m and Nred = 2⌊(n+m)/2⌋, the biggest
subgroup of SNred that an be realized as the Galois group of the harateristi polynomial of a
matrix g ∈ SO(n,m)(Z) is the group denoted WNred whih an be seen as the subgroup of SNred
permuting Nred/2 pairs of elements of {1, 2, . . . , Nred}. Of ourse if the Galois group of the har-
ateristi polynomial of an element g ∈ G is maximal (i.e. is equal to Sn if G = GL(n,Z[1/P])
or to WNred if G = SO(n,m)(Z)) then the polynomial is irreduible.
We an also state a generalized version of the seond part of Theorem 1. To do so, it is
onvenient to use (some of the basis of) the language of logi (as done in [KoDef℄). Reall
(see Setion 2 of lo. it.) that a term in the language of rings is simply a polynomial f ∈
Z[x1, . . . , xn] and that an atomi formula ϕ is a formula of the form f = g where f and g are
polynomials (non neessarily in the same variables). Now if ϕ is an atomi formula, A is a ring
and if we assign the family of elements a = (ai) to the set of variables involved in the denition
of ϕ, we say that ϕ(a) is satised in A and we denote
A |= ϕ(a) ,
if the equality whih is ϕ is satised in A when the variables are given the values ai. From
atomi formulæ we an build the so-alled rst order formulæ by indution, using the symbols
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¬, ∨, ∧ and the quantiers ∃, ∀ (we refer the reader to lo. it. for examples of quite ompliated
formulæ that an be obtained in this way). Next, if ϕ(x) is a rst order formula with respet
to the variables x = (x1, . . . , xn) and if A is a ring, then we denote
ϕ(A) = {x ∈ An | A |= ϕ(x)} .
With suh a terminology, we an state the main result of this paper:
Theorem 17. With the above notation (as well as those used in the introdution) and assuming
that the rst ondition of Proposition 5 holds and that n + m > 6 (resp. n > 2) in the ase
G = SO(n,m)(Z) (resp. G = GL(n,Z[1/P]), we have
(i) there exists a β3 > 0 suh that for all k > 1, we have
P(det(T −Xk)red ∈ A[T ] is reduible or does not have maximal Galois group)≪ exp(−β3k) ,
with β3 depending only on the underlying algebrai group G/Q, on the generating set S and
on the sequene (ps)s (i.e. on the distribution of the ξk) and where maximality of the Galois
group means with Galois group over Q equal to Sn (resp. WNred) if G = GL(n,Z[1/P])
(resp. G = SO(n,m)(Z) and Nred = 2⌊(n + m)/2⌋). Moreover the implied onstant depends
only on G and the density of P in the set of all rational prime numbers (in the ase where
G = GL(n,Z[1/P])).
(ii) Let ϕ be a rst order formula in the language of rings with respet to the variables x =
(xi,j)16i,j6N (where N = n if G = GL(n,Z[1/P]) and N = n+m if G = SO(n,m)(Z)). Set
Λδ =
{
ℓ prime | |
(
¬ϕ(Fℓ)
)
∩ Yℓ| · |G
g
ℓ |
−1
> δ
}
,
and assume
(6) there exists δ > 0 suh that Λδ has stritly positive Dirihlet density ,
then there exists a β4 > 0 suh that for all k > 1, we have
P(A |= ϕ(Xk))≪ exp(−β4k) ,
with the same dependeny for β4 as for β3 and the same dependeny for the implied onstant as
in the previous ase.
Remarks. (i) If G is the subgroup of integral points of a speial orthogonal group, the fat that
we emphasize (e.g. in Theorem 1) the ase where the quadrati struture is hyperboli (i.e. the
signature of the orresponding form is (n, n)) omes from the rst ondition of Proposition 5.
Indeed, in the hyperboli ase, that ondition is always fulfuilled (as we will see in Lemma 18).
Another (somewhat artiial) way to ensure we an nd in the general ase a relation of odd
length among the elements of a generating set S ould be to add the identity element to S.
Doing so we would end up with a lazy random walk for whih we would have at eah step a
probability pId > 0 to stay at the same point.
The same problem ours in the ase where G = SL(2,Z[1/P]) (and this explains why
this ase is omitted in the statement of Theorem 1); indeed, while the periodiity ondition is
always fullled for any generating system S of SL(n,Z[1/P]) if n > 3 (as will be proved in
Lemma 19(ii)), there are examples of suh sets S for whih that property does not hold in the
ase n = 2 (see [KoSieve, Setion 7.4℄ for further details).
(ii) The group denoted WNred that omes into play in the ase of orthogonal groups has a
more funtorial desription as the one given above. Indeed it is the so-alled Weyl group of
the algebrai group SO(N). The fat that the Galois groups we investigate an be embedded in
the Weyl group of the underlying algebrai group seems to be a quite general fat (it is proven
by Kowalski for SL(n) and Sp(2g) in [KoSieve, Chap. 7℄ and the ase of (the split form of) the
exeptional group E8 is treated in [JKZ℄).
Before getting into the details of the proof, let us give a few more remarks on part (ii) of the
statement. First, for a xed rst order formula ϕ, the set(
¬ϕ(Fℓ)
)
∩ Yℓ
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(reall Yℓ = ρℓ(α)G
g
ℓ ) in the above statement is in fat the sieving set Θℓ with index ℓ, in the
notation of (2) and of the appendix. Next, to dedue the seond part of Theorem 1 from (ii) of
Theorem 17, we hoose for ϕ the formula:
ϕ(x) :
∨
16i,j6N
∃y, y2 = xi,j .
Thus, assuming Theorem 17, proving the seond part of Theorem 1 is equivalent (one shown
that the hypotheses of Proposition 7 are satised for the groups we study) to the fat that (6)
holds for that hoie of ϕ.
Finally, let us give examples of situations (i.e. hoies of ϕ) for whih (6) holds/does not hold:
onsider for instane the ase where ϕ(Fℓ) is the set of Fℓ-rational points of a subvariey V/Fℓ
with odimension > 1 in G. Then (6) learly holds sine |V (Fℓ)| is trivially bounded by Cℓ
dimV
where C is an absolute onstant. In the opposite diretion, if we investigate the probability with
whih the trae of a matrix in αGg is sum of two squares, we quikly see that our method does
not yield any quantitative information at all: indeed, if ℓ is an odd prime number, any element
in Fℓ is the sum of two squares (a quite lassial appliation of the pigeonhole priniple) so
that (6) is false for the hoie
ϕ((xi,j)) : ∃a,∃b,
N∑
i=1
xi,i = a
2 + b2 .
The remaining setions are devoted to the proof of Theorem 1 and its generalization The-
orem 17. In order to handle the ase of orthogonal groups, we rst review some useful fats
onerning ertain quadrati modules over Z.
3.1. Quadrati modules over Z. Let n,m be integers suh that n +m > 4 and let (M,Q)
be a quadrati module over Z with signature (n,m). The notion of spinor group we reviewed at
the beginning of Setion 2 an be extended to the ase of quadrati modules (see [HM, Setion
7.2A℄): in that more general ase, we still have a morphism
Spin(M)→ O(M) ,
the image of whih is denoted Ω(M) and the kernel of whih is ±1 (see [HM, Th. 7.2.21℄). In
other words, these groups t the exat sequene
(7) 1→ {±1} → Spin(M)→ Ω(M)→ 1 ,
where Ω(M) an one more be seen as the simultaneous kernel in O(M) of the determinant and
the spinor norm (as dened in [HM, p 419℄). In the arithemti ontext we are interested in we
will respetively denote by O(n,m)(Z), SO(n,m)(Z) and Ω(n,m)(Z) for O(M), SO(M) and
Ω(M). Moreover, it will be onvenient sometimes to see the rst two of these groups as the
groups of integral points of the algebrai groups O(n,m)/Q and SO(n,m)/Q respetively. The
properties we need Ω(n,m)(Z) to verify, in order to apply Propositions 6 and 7 are ontained
in the following lemma
Lemma 18. (i) For integers n,m suh that n+m > 4, we have
(1) If d > 1 is a squarefree integer whose only prime fators are outside a xed nite set S,
then the redution modulo d: Ω(n,m)(Z)→ Ω(n,m)(Z/dZ) is onto.
(2) Property (τ) holds for Ω(n,m)(Z) with respet to the family of its ongruene subgroups(
ker(ρd : Ω(n,m)(Z)→ Ω(n,m)(Z/dZ))
)
d>1
.
(ii) If in addition the quadrati module onsidered is hyperboli (in the sense of the introdution,
in partiular n = m), and if n > 3, we have
(1) Ω(n, n)(Z) is nitely generated.
(2) For every symmetri generating system S of Ω(n, n)(Z) there exits a relation of odd
length c inside S:
s1 · · · sc = 1 , si ∈ S .
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Proof. For (ii) we use the useful elements of the automorphism group of O(n, n)(Z) alled Eihler
transformations (see [HM, 5.2.9℄). As the ambiant quadrati module (M,Q) we onsider here
is hyperboli, we know from Theorem 9.2.14 of lo. it. that these transformations span the
subgroup Ω(n, n)(Z). This proves (ii)(1). Moreover the same result asserts that the unitary
elementary transformations Ei,j(1), where i 6= j run over a nite set of indies, span the group
Ω(n, n)(Z) and satisfy the ommutator relation
[Ei,j(1) : Ek,l(1)] = Ei,l(1) ,
if i, j, k, l are distint and run over the same (suitably hosen) set of indies (see [HM, Th.
9.2.14℄). Hene Ω(n, n)(Z) equals its own derived group. Now to prove (ii)(2) let us assume,
by ontradition, that there is no relation of odd length among a xed symmetri generating
system S of Ω(n, n)(Z) and let F (S) denote thre free group generated by S. The morphism
F (S)→ {±1}
s 7→ −1 ,
indues a surjetive morphism Ω(n, n)(Z)→ {±1}. Thus a quotient of Ω(n, n)(Z) is isomorphi
to {±1}; this ontradits the fat that Ω(n, n)(Z) is its own derived group.
For (i)(1) we rst use strong approximation to justify the surjetivity of the redution
πp : Spin(n,m)(Z)→ Spin(n,m)(Fp) ,
where p runs over the set of all prime numbers whih do not lie in a xed nite set S. Indeed,
using the fat that the group Spin(n,m)(R) is not ompat (the algebrai group Spin(n, n)
is said to be of non ompat type), we an apply Borel's Density Theorem (see [PR, Th.
4.10℄). Now Spin(n,m)(Z) is a Zariski dense subgroup of the simply onneted algebrai group
Spin(n,m)/Q, so strong approximation an be applied; more preisely, thanks to [PR, Th.
7.15℄, we dedue the surjetivity of πp provided p remains outside of a nite set S of prime
numbers.
Then, using (7), we an onsider the diagram with exat rows
1 −−−−→ {±1} −−−−→ Spin(n,m)(Z) −−−−→ Ω(n,m)(Z) −−−−→ 1yπp yπp y
1 −−−−→ {±1} −−−−→ Spin(n,m)(Fp) −−−−→ Spin(n,m)(Fp)/{±1} −−−−→ 1 .
If p is a prime not lying in S, the two left vertial arrows of the above diagram are onto (as we
have assumed to be working only with odd prime numbers). Then, if we dene the last vertial
arrow in suh a way that the diagram ommutes, this map must be onto as well. Moreover, it
is easily seen that this last arrow also orresponds to the usual redution modulo p
Ω(n,m)(Z)→ Ω(n,m)(Fp) .
Now, for a squarefree integer d without any prime fator in S, we invoke Goursat-Ribet's
Lemma (as stated in [Chav, Prop. 5.1℄). Indeed, for p 6∈ S, the group Ω(n,m)(Fp) has no non
entral proper normal subgroup and the group Ω(n,m)(Fp) modulo its enter is a simple group.
So, for suh a d, we have a surjetive morphism
Ω(n,m)(Z)→ Ω(n,m)(Z/dZ) .
Finally, for (3), we an apply [HV, Th. 8, page 23℄, thanks to whih we know that, as
n + m > 4, the group SO(n,m)(R) has Kazhdan's Property (T ). Combining this with [HV,
Cor. 5 to Th. 4 page 33℄ we dedue rst that SO(n,m)(Z) has Property (T ) and then that
Ω(n,m)(Z) also has Property (T ). The weaker Property (τ) fot Ω(n,m)(Z) with respet to the
family of its ongruene subgroups follows immediately. 
Remark. In the above proof, we use the notation Spin(n,m)(Fp) or Ω(n,m)(Fp) just to keep
trak of the indenite quadrati form over Q giving rise to the matrix groups for whih we then
take the redution modulo p.
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3.2. Proof of the main Theorem. Reall that we are working out the two following ases:
• Either, for n +m > 6 and with notation as above, G = SO(n,m)(Z), Gg = Ω(n,m)(Z),
and Γ = SO(n,m)(Z)/Ω(n,m)(Z), in whih ase, these groups t the following ommutative
diagram with exat rows and surjetive left vertial map
1 −−−−→ Ω(n,m)(Z) −−−−→ SO(n,m)(Z) −−−−→ Γ −−−−→ 1yπp yπp y
1 −−−−→ Ω(n,m)(Fp) −−−−→ SO(n,m)(Fp) −−−−→ Γp −−−−→ 1 ,
provided p 6∈ S (see Lemma 18), and where Γp denotes the abelianization of SO(n,m)(Fp).
• Or, for n > 2 and with notation as in the introdution, we set G = GL(n,Z[1/P]), Gg =
SL(n,Z[1/P]), Γ = Z[1/P]×, in whih ase these groups t the following ommutative diagram
with exat rows
1 −−−−→ SL(n,Z[1/P]) −−−−→ GL(n,Z[1/P]) −−−−→ Γ −−−−→ 1yπp yπp y
1 −−−−→ SL(n,Fp) −−−−→ GL(n,Fp) −−−−→ F
×
p −−−−→ 1 ,
provided p 6∈ P. The question of the surjetivity of the downward arrows πp (whih still de-
note redution modulo p) is easily answered here. Indeed, it is straightforward to hek that
GL(n,Z) → GL(n,Fp) is surjetive and the fat that its restrition SL(n,Z) → SL(n,Fp) is
also surjetive is well known (see, for instane [Sh, Lemma 1.38℄ where the surjetivity is proved
in the more general ase of the redution SL(n,Z)→ SL(n,Z/dZ) modulo any positive integer
d). As we want to apply Propositions 5, 6 and 7 to this ase, we need the following analogue for
the points of Lemma 18
Lemma 19. (i) For n > 2, we have the following properties:
(1) SL(n,Z[1/P]) surjets onto SL(n,Z/dZ) for eah squarefree d without prime fators in
P.
(2) SL(n,Z[1/P]) has Property (τ) with respet to the family of its ongruene subgroups(
ker(ρd : SL(n,Z[1/P]) → SL(n,Z/dZ))
)
d
,
where d runs over the set of squarefree integers without prime fators in P.
(ii) If we suppose n > 3 then, for every symmetri generating system S of SL(n,Z[1/P]),
there exists a relation of odd length c:
s1 · · · sc = 1, si ∈ S .
Proof. We have just disussed point (i)(1) and (i)(2) is proven in Lemma 4.
For (ii), we note that, as the ring Z[1/P] is eulidian, the group SL(n,Z[1/P]) is generated
by the (innite) set of transvetion matries Ti,j(a) (the sum of the identity matrix and the
matrix with all entries equal to zero exept for the one in position (i, j) whih equals a), where
a ∈ Z[1/P]× and 1 6 i 6= j 6 n. Suh matries satisfy the ommutator relation
[Ti,j(a1), Tj,k(a2)] = Ti,k(a1a2) ,
as soon as i, j, k are pairwise distint (suh a hoie is indeed possible sine n > 3). From that
equality, we dedue that SL(n,Z[1/P]) equals its own ommutator subgroup. The end of the
proof is then exatly the same as for the last point of Lemma 18. 
We are now ready to prove Theorem 17. Thanks to Lemmas 18 and 19, Propositions 6
and 7 hold with data orresponding to the two ases desribed above. To prove the exponential
derease of the probabilities investigated as k grows, we need to give a suitable lower bound for
the onstant
H =
∑
ℓ∈L∗
νℓ(Θℓ)
1− νℓ(Θℓ)
,
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where L∗ is the set of primes in Λ up to a xed L > 1 and Λ is a set of primes with stritly
positive Dirihlet density that we will make preise in due ourse.
Both for the onjugay and the non-onjugay oset sieve, we have
H >
∑
ℓ∈L∗
|Θℓ|
|Ggℓ |
.
We shall prove that
(8)
|Θℓ|
|Ggℓ |
≫ 1 ,
with an implied onstant depending only on n and on the underlying algebrai group G, for our
dierent hoies of sieving sets Θℓ and groups G
g
ℓ . Suh an estimate will turn out to be suient
to prove Theorem 17 (and dedue Theorem 1).
First we note this inequality is quite obvious in the setting of (ii) of Theorem 17 with the
hoie Λ = Λδ (the hypotheses are hosen puposely for that estimate to be true). Indeed, in
that ase, we have Θℓ =
(
¬ϕ(Fℓ)
)
∩ Yℓ, so that, by assumption, there exists a δ > 0 suh that
|Θℓ|
|Ggℓ |
> δ ,
for all ℓ ∈ Λδ. Then, looking bak at (2) and using Proposition 7 as well as the Prime Number
Theorem, we an easily get (ii). Indeed, we have
P
(
Fℓ |= ϕ(ρℓ(Xk)) for all ℓ 6 L
)
≪ (1 + L(17d+4)/4 exp(−ηk))L−1 logL ,
with an implied onstant depending only on n and the density of Λδ as a subset of the rational
primes. Setting L = exp( 4ηk17d+4 ), we obtain (ii) of Theorem 17.
Now as far as (i) of Theorem 17 is onerned, the set Λ we hoose is, depending on the
type of group onsidered, either the set of primes whih are not in S (see Lemma 18) or the
omplementary of P in a subset (with nite omplement as we will see later) of all prime numbers
(see Lemma 19). The onjugay oset sieve enables us to study the redued harateristi
polynomial of Xk as k grows. For a xed α ∈ G, we hoose:
(9) Θℓ = {g ∈ ρℓ(α)G
g
ℓ | det(T − g)red ∈ Θ˜ℓ} ,
where Θ˜ℓ is, for eah ℓ, a set of polynomials having imposed fatorisation patterns. Eah Θℓ
will be a onjugay invariant subset of Yℓ. Moreover, in the ase where G = SO(n,m)(Z) and
Gg = Ω(n,m)(Z), the set Θℓ an be seen as a subset of O(n+m,Fℓ) onsisting of matries with
xed determinant (equal to 1) and xed spinor norm.
Whereas the estimate (8) will be derived diretly, for suitable families (Θℓ) in the ase where
G = GL(n,Z[1/P]), from [KoSieve, Appendix B℄, the analogue study for G = SO(n,m)(Z)
requires a few additional omputations based on the ideas of [KoZeta, Lemmas 7.1 and 7.2℄.
The strategy of lo. it. relies on the fat that as soon as a few partiular onjugay lasses of
WNred (where we keep the notation Nred = 2⌊(n+m)/2⌋) are deteted in the Galois group of a
polynomial P ∈ Z[T ], the Galois group of P is neessarily isomorphi to the whole group WNred .
It is well-known that suh onjugay lasses an be deteted through the study of the fatorisa-
tion patterns of P (mod ℓ) with ℓ taking many dierent prime values. As explained in [KoSieve,
Lemmas 7.1 and 7.3℄, it is enough to onsider four distint families (Θℓ) or equivalently (via (9))
four families of sets of polynomials (Θ˜ℓ) (for simpliity we will denote in the sequel N = n+m
and Nred = 2⌊(n +m)/2⌋):
(1) Let Θ˜
(1)
ℓ be the set of polynomials f in MNred,ℓ
• whih are irreduible if N is odd or whih are irreduible with a xed value mod-
ulo nonzero squares of Fℓ in −1 and satisfy disc(f) = disc(Q) if N is even and
O(Nred,Fℓ) = O(N,Fℓ) is nonsplit,
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• whih fator as a produt of two distint moni irreduible polynomials of degree
Nred/2 if N = Nred is even, O(Nred,Fℓ) is split and ℓ ≡ 1 (mod 4),
• whih fator as a produt of an irreduible moni quadrati polynomial and an
irreduible polynomial of degree Nred − 2 if N = Nred is even, O(Nred,Fℓ) is split
and ℓ ≡ 3 (mod 4).
(2) Let Θ˜
(2)
ℓ be the set of polynomials f inMNred,ℓ with a xed value modulo nonzero squares
of Fℓ in −1, whih satisfy disc(f) = disc(Q) and whih fator as a produt of a moni
quadrati polynomial with distint moni irreduible polynomials of odd degrees.
(3) Let Θ˜
(3)
ℓ be the set of polynomials f inMNred,ℓ with a xed value modulo nonzero squares
of Fℓ in −1, whih satisfy disc(f) = disc(Q) and with assoiated polynomial h (suh that
f = xnh(x+ x−1)) being separable with at least one fator of prime degree > Nred/4.
(4) Let Θ˜
(4)
ℓ be the set of polynomials f inMNred,ℓ with a xed value modulo nonzero squares
of Fℓ in −1, whih satisfy disc(f) = disc(Q) and with assoiated polynomial h being
separable with one irreduible quadrati fator and no other irreduible fator of even
degree.
Lemma 20. For 1 6 i 6 4 we have, with the above notation,
|Θ
(i)
ℓ |
|Ω(N,Fℓ)|
≫ 1 ,
with an implied onstant depending only on N .
Proof. For (Θ
(1)
ℓ )ℓ, let us rst onsider the ase where N = Nred is even. It is enough in the
nonsplit ase to ombine Lemma 12 and Lemma 16. This yields:
|Θ
(1)
ℓ |
|Ω(N,Fℓ)|
>
1
2N
(
1−
2(1 +N)
ℓ
)(
1−
1
ℓ+ 1
)N(N−1)/2
,
from whih we derive the estimate we want.
In the split ase, the estimate we need is exatly the statement of the lemmas 6.5 and 6.6
of [KaL℄. Indeed, we dedue diretly from lo. it.
|Θ
(1)
ℓ |
|Ω(N,Fℓ)|
>
1
4N2
.
Now if N is odd, we invoke a new lemma of [KaL, Setion 6℄ (namely Lemma 6.4 of lo. it.)
from whih we get:
|Θ
(1)
ℓ |
|Ω(N,Fℓ)|
>
1
2N − 2
,
for ℓ > max(7, (N − 1)/2).
As far as (Θ
(2)
ℓ )ℓ is onerned, we argue as in the proof of Lemma 16 (when we embedded (5)
in Θℓ) so that we an work with a quadrati spae Vred of dimension Nred having the same
disriminant as the ambiant N -dimenional spae. Then, notie that we an take as a model of
our quadrati spae
Vred = (F
2
ℓ , nonsplit)⊕ (F
Nred−2
ℓ , split) ,
if O(Nred,Fℓ) is the nonsplit model for the orthogonal group in dimension Nred over Fℓ, and
Vred = (F
2
ℓ , nonsplit)⊕ (F
Nred−2
ℓ , nonsplit) ,
if we deal with the split model for the orthogonal group.
Now we proeed as in the proof of [KoSieve, Lemma 7.3℄ i.e. we onsider separately the ase
where Nred/2 is even and the ase where Nred/2 is odd. We perform the same omputation
as in lo. it. with the slight dierene that the (only) irreduible quadrati fator of eah of
the polynomial we onsider takes imposed values modulo squares in 1 and −1, so that we need
to invoke Lemma 12 to dedue the number of possible quadrati fators is greater or equal to
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(ℓ/4)× (1−6/ℓ) (instead of (ℓ/2)(1−1/ℓ) in [KoSieve, Proof of Lemma 7.3(iii)℄). So ombining
lo. it. and Lemma 16, we get
|Θ
(2)
ℓ |
|Ω(2n,Fℓ)|
>
1
4Nred
(
1−
1
ℓ
)Nred/2−1(
1−
1
6ℓ
)(
1−
1
ℓ+ 1
)Nred(Nred−1)/2
>
1
4N
(
1−
1
ℓ
)N/2−1(
1−
1
6ℓ
)(
1−
1
ℓ+ 1
)N(N−1)/2
.
hene the estimate we want to prove.
Finally, for (Θ
(3)
ℓ )ℓ and (Θ
(4)
ℓ )ℓ, it is straightforward to verify that the ombinaton of Lemma 13
and Lemma 16 yields the estimate of Lemma 20. 
Next we turn to the ase of the onjugay oset sieve for αSL(n,Z[1/P]). In that ase, we
have, for eah ℓ 6∈ P, Ggℓ = SL(n,Fℓ) and the sieving sets we hoose are still given by (9) with
this time, for any onjugay lass c ∈ Sn whose elements have a deomposition in disjoint yles
involving ni yles of length i for 1 6 i 6 r ,
Θ˜ℓ,c = {f ∈ Fℓ[T ] | f has fatorisation type c and f(0) = det(ρℓ(α))} ,
where we say that a moni separable polynomial f ∈ Fℓ[T ] of degree r > 1 has fatorisation
type c ∈ Sr if f fators as
f = f1 · · · fr ,
where fi is a produt of ni ditint irreduible moni polynomials of degree i and
∑
ini = r.
In the ase of the trivial left oset ρℓ(α) = 1, the estimate we need is given by Kowalski
in [KoSieve, Appendix B, Lemmas B.2 and B.5℄. For the ase of the general left oset, it is
straightforward (by performing the obvious hange of variable sending ρℓ(α) to 1) to verify that
the same estimate holds, so that we get the following result:
Lemma 21. With the above notation, we have
|Θℓ,c|
|SL(n,Fℓ)|
≫ 1 ,
as soon as ℓ > 16n2, with an implied onstant depending only on n.
Note that, to perform our sieve, the above statement suggests we should remove the primes
smaller than 16n2 from Λ but this does not aet the nal result as the Dirihlet density of Λ
remains unhanged.
Now we use the inequality:
P(det(T −Xk)red does not have maximal Galois group) 6
∑
P
(
Gal(det(T −Xk)) ∩Θ
♯ = ∅
)
,
where Θ♯ is the onjugay lass of WNred (resp. Sn) determined by the family Θ = (Θℓ)ℓ
and where the sum runs over the family (Θ(i))16i64 (resp. (Θc)c∈S♯n
) if G = SO(n,m)(Z) and
Nred = 2⌊(n +m)/2⌋ (resp. G = GL(n,Z[1/P]).
Looking bak one more at (2) and applying both Proposition 6 and the Prime Number
Theorem, we obtain, for the two types of groups investigated
P(det(T −Xk)red does not have maximal Galois group)≪ (1 + L
(3d+2)/2) exp(−ηk)L−1 logL ,
with an implied onstant depending on n and the (stritly positive) density of Λ in the set of all
rational primes. If we set L = exp( 2kη3d+2 ), then hoosing for β3 any positive real number smaller
than
2η
3d+2 yields (i) of Theorem 17.
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3.3. Proof of Theorem 1. As a onlusion, we explain how to dedue Theorem 1 from Theo-
rem 17. Notie rst that the rst part of Theorem 1 is a trivial onsequene of (i) of Theorem 17.
As explained in the previous subsetion, the only thing we need to prove to get the seond in-
equality of Theorem 1 is that the rst order formula
ϕ(x) :
∨
16i,j6N
∃y, y2 = xi,j ,
yields sets Θℓ =
(
¬ϕ(Fℓ)
)
∩ Yℓ (indexed by a set of primes Λδ to be determined) suh that
|Θℓ| · |G
g
ℓ |
−1 ≫ 1.
For both the ase where G = SO(n,m)(Z) and G = SL(n,Z[1/P]), the above sets Θℓ an be
expressed in the following way
Θℓ = {g = (gi,j) ∈ αℓG
g
ℓ | gi,j is not a quare inA/(ℓ) = Fℓ} ,
with notation as in Theorem 1 and where Ggℓ denotes Ω(n,m)(Fℓ) or SL(n,Fℓ) depending on
what is G. The element αℓ = ρℓ(α) determines, in both ases, the left oset of Gℓ (with respet
to Ggℓ ) whih ontains Θℓ.
We rst onsider the ase where G = SL(n,Z[1/P]) (so Ggℓ = SL(n,Fℓ) for ℓ 6∈ P). As a
representative of the left oset of GL(n,Fℓ) onsisting of the matries with xed determinant
say dℓ, we an hoose the diagonal matrix αℓ given by αℓ,(1,1) = dℓ and αℓ,(i,i) = 1 if i > 2. Using
the Legendre harater ( ·ℓ) to detet squares, we want to evaluate
1
2|SL(n,Fℓ)|
∑
g∈αℓSL(n,Fℓ)
gi,j 6=0
(
1 +
(gi,j
ℓ
))
.
Thus to obtain the inequality |Θℓ||SL(n,Fℓ)|
−1 ≫ 1, it is enough to prove∑
g∈(αℓSL(n,Fℓ))i,j
(gi,j
ℓ
)
≪ ℓd−1/2 ,
where we denote (αℓSL(n,Fℓ))i,j the matries of αℓSL(n,Fℓ) with a nonzero entry in position
(i, j), and where d equals n2 − 1, the dimension of the algebrai group SL(n).
Now, for eah g ∈ αℓSL(n,Fℓ), there exists h ∈ SL(n,Fℓ) suh that g = αℓh. The (i, j)-th
entry of g is given by
gi,j =
∑
k
αℓ,(i,k)hk,j = αℓ,(i,i)hi,j ,
sine the matrix αℓ is diagonal. So it is enough to prove(αℓ,(i,i)
ℓ
) ∑
h∈SL(n,Fℓ)i,j
(hi,j
ℓ
)
≪ ℓd−1/2 ,
whih an also be written in the following way:∑
h∈SL(n,Fℓ)i,j
(hi,j
ℓ
)
≪ ℓd−1/2 .
This inequality is proved in [KoSieve, Appendix B., Prop. B.4℄. Thus (6) of Theorem 17 (ii)
holds if we hoose for Λδ the omplementary of P in the rational primes, and we dedue the
seond part of Theorem 1 in the ase where G = GL(n,Z[1/P]).
Finally, in the ase where G = SO(n,m)(Z) (i.e. Ggℓ = Ω(n,m)(Fℓ)), things are slightly
dierent as this time, the group Ω(n,m)(Fℓ) annot be seen as the group of Fℓ-points of an
algebrai group. In order to end up applying the same tehniques as above, we need to relate
for xed indies 1 6 i, j 6 n+m the ardinality of the sieving set
Θℓ = {g ∈ αℓΩ(n,m)(Fℓ) | gi,j is a square inFℓ} ,
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to the ardinality of
ΘSOℓ = {g ∈ SO(n,m)(Fℓ) | gi,j is a square inFℓ} .
To that purpose, we rst make a speial hoie for the basis thanks to whih we identify the
elements of SO(n,m)(Fℓ) with their matrix representation. Indeed the surjetivity of the spinor
norm (see Setion 2) onto {±1} enables us to hoose a vetor, say e1, suh that NSpin(re1) = −1,
where re1 denotes the reetion with respet to the hyperplane He1 whih is orthogonal to e1.
We an onsider the restrition of the quadrati form Q on the ambiant spae to He1 . This
restrition is still non degenerate ([OM, page 139℄) and we an hoose the seond vetor e2 of
the basis we are onstruting in suh a way that the orresponding reetion r
He1
e2 of He1 has
spinor norm 1 (see [KaL, Proof of Lemma 6.3℄). Then we an omplete the basis of He1 with
vetors {e3, . . . , en+m} in suh a way that the matrix of r
He1
e2 written in the basis (e2, . . . , en+m)
has diagonal oeients (−1, 1, . . . , 1) and zeros outside the diagonal. Finally we an extend rHe2
to the whole ambiant spae by making it at trivially on e1. We get a reexion re2 of the whole
spae. Now the produt re1re2 is an element of SO(n,m)(Fℓ) with spinor norm −1 (note that
NSpin(re2) = NSpin(r
He1
e2 )) and the matrixMe1,e2 of re1re2 in the basis (ei)i is the diagonal matrix
with Me1,e2(i, i) = −1 if i = 1, 2 and Me1,e2(i, i) = 1 otherwise. Now onsider the involution
Θℓ → Θ
ε
ℓ
g 7→Me1,e2g
where ε is any representative of the left oset of SO(n,m)(Fℓ) onsisting of elements with spinor
norm −1 and
Θεℓ = {g ∈ (εαℓ)Ω(n,m)(Fℓ) | gi,j is a square inFℓ} .
We have (Me1e2g)i,j = −gi,j if j = 1, 2 and (Me1e2g)i,j = gi,j otherwise. So, for primes
ℓ ≡ 1 (mod 4), gi,j is a square in Fℓ if and only if (Me1e2g)i,j is a square as well. For suh primes,
we dedue that,
|ΘSOℓ | = |Θℓ|+ |Θ
ε
ℓ| = 2|Θℓ| .
So
1
2|Ω(n,m)(Fℓ)|
∑
g∈αℓΩ(n,m)(Fℓ)
gi,j 6=0
(
1 +
(gi,j
ℓ
))
=
1
4|Ω(n,m)(Fℓ)|
∑
g∈SO(n,m)(Fℓ)
gi,j 6=0
(
1 +
(gi,j
ℓ
))
=
1
2|SO(n,m)(Fℓ)|
∑
g∈SO(n,m)(Fℓ)
gi,j 6=0
(
1 +
(gi,j
ℓ
))
,
as soon as we restrit ourselves to primes suh that ℓ ≡ 1 (mod 4).
To dedue from the last inequality that |Θℓ||Ω(n,m)(Fℓ)|
−1 ≫ 1 (with an implied onstant
depending only on n and m), we use the exat same argument as in the previous ase (where
the nite group involved was SL(n,Fℓ)). Indeed, we an now see the sum investigated as a
harater sum over the Fℓ-points of the geometrially irreduible variety SO(n,m)/Fℓ.
So we an hoose Λδ = {primes ongruent to 1 modulo 4} (whih has Dirihlet density 1/2)
and then apply one more (ii) of Theorem 17 to get the seond part of Theorem 1 in the ase
G = SO(n,m)(Z).
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4. Appendix: Coset Sieves
The purpose of this appendix is to explain the role that the large sieve plays in the proof
of Theorem 17. We give here the full statements with proofs of the dierent kinds of a priori
estimates we need to get the kind of expliit upper bounds of Theorem 17. The results we expose
here are very muh in the spirit of [KoSieve℄ (espeially Setion 3.3 of lo. it.) and sometimes,
we only reall some results of [KoSieve℄. Moreover in the last subsetion, we give self-ontained
versions of these statements in order to make it possible for the reader to follow the proof of
Theorem 17 without having to get too muh involved in the details of the sieving mahinery.
4.1. The general framework. Our general sieving ontext is that of the oset sieve. A general
desription of that sieve goes as follows: we suppose we are given a disrete group G with a
normal subgroup Gg suh that the quotient Γ = G/Gg is abelian. Moreover, we suppose that
there exists a subset Λ of the rational primes suh that, for any ℓ ∈ Λ, we have a surjetive
group homomorphism
ρℓ : G→ Gℓ ,
where Gℓ is a nite group.
That is, of ourse, a very natural generalisation of the redution modulo ℓ morphism from Z
to Z/ℓZ. We emphasize here the fat that the above data is really all we need to set the sieve
for osets that we apply (and this is really the strong idea underlying [KoSieve, Chap. 3.3℄). All
the framework we build from there, omes from natural dedutions. First, we denote
Ggℓ = ρℓ(G
g)
for ℓ ∈ Λ. That subgroup is normal in Gℓ beause G
g
is a normal subgroup of G and, sine
for every ℓ ∈ Λ, the morphism ρℓ is onto. Now, all these groups t the following ommutative
diagram with exat rows (suh a diagram an already be found, in a geometri ontext, in [Chav,
Th. 4.1℄, and is extensively used in [KoZeta℄):
(10)
1 −−−−→ Gg −−−−→ G
d
−−−−→ Γ = G/Gg −−−−→ 1yρℓ yρℓ yprℓ
1 −−−−→ Ggℓ −−−−→ Gℓ
d
−−−−→ Γℓ = Gℓ/G
g
ℓ −−−−→ 1
where the surjetive morphism prℓ is dened in suh a way that the diagram ommutes. In
both rows, the quotient map is denoted d, in order to avoid the introdution of an additional
notation.
An important feature of that sieve setting, in view of the proof of (i) of Theorem 17, is that
eah left oset αGg of G (α being any xed element of G) is onjugay invariant. This omes
from the fat that the quotient Γ = G/Gg is an abelian group.
We now x an element α ∈ G, and, use, from now on, the upper index ♯ to denote the set of
onjugay lasses of the (onjugay invariant) set onsidered. The two following sieve settings
(Y,Λ, (ρℓ : Y → Yℓ)) will be useful for our purpose:
• either Y = (αGg)♯, Yℓ = (ρℓ(α)G
g
ℓ )
♯
and ρℓ also denotes the restrition (whih remains
surjetive) Y → Yℓ, for any ℓ ∈ Λ (this will be referred to as the onjugay oset sieve).
• or Y = αGg, Yℓ = ρℓ(α)G
g
ℓ and ρℓ also denotes the (surjetive) restrition Y → Yℓ, for
any ℓ ∈ Λ (this will be referred to as the non-onjugay oset sieve).
As we do in the introdution, we assume we are given a probability spae (Ψ,Σ,P). The
random walk (Xk) we are interested in (see the introdution again), an be seen as an appliation
on Ψ with values in Y (whatever hoie we make for the set Y among the two possibilities above).
For eah k, we end up with a siftable set (Ψ,Xk,P). Following Kowalski's book [KoSieve℄, let us
denote by L∗ (the prime sieve support) the set of elements ℓ ∈ Λ that are smaller than a xed
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integer L > 1. The large sieve method we use here onsists in giving, for any family Θ = (Θℓ)
of subsets of Yℓ (the sieving sets) indexed by Λ, an upper bound for the probability
P({x ∈ Ψ | ρℓ(Xk(x)) 6∈ Θℓ for all ℓ ∈ L
∗}) .
For a matter of onveniene, we will rewrite this probability in the standard way
P(ρℓ(Xk) 6∈ Θℓ for all ℓ ∈ L
∗) .
We need to make preise the meaning and the denition of the onstants ∆ and H appearing
in the fundamental inequality 2 (the onstant ∆ is sometimes denoted ∆(Xk,L
∗) when we want
to emphasize the dependeny on the parameters). From now on, we will assume we are given a
probability density νℓ on Θℓ for any ℓ ∈ Λ; then the onstant H an be taken to be equal to
H =
∑
ℓ∈L∗
νℓ(Θℓ)
1− νℓ(Θℓ)
.
To dene the large sieve onstant ∆(Xk,L
∗), we should rst emphasize that the entral issue,
in order to get a useful upper bound from (2), is to nd a suitable basis for the spae L2(Yℓ, νℓ)
whih is the omplex Hilbert spae with assoiated inner produt (dened for C-valued funtions
f and g on Yℓ):
〈f ; g〉 =
∑
y∈Yℓ
νℓ(y)f(y)g(y) .
If Bℓ denotes an orthonormal basis of that spae ontaining the onstant funtion 1 and if
B∗ℓ = Bℓ \ {1}, then, for any square integrable funtion β : Ψ → C, the large sieve onstant
∆(Xk,L
∗) is dened as the smallest onstant ∆ satisfying∑
ℓ∈L∗
∑
ϕ∈B∗ℓ
∣∣∣∫
Ψ
β(ω)ϕ(ρℓ(Xk(ω)))dP(ω)
∣∣∣2 6 ∆ ∫
Ψ
|β(ω)|2dP(ω) ,
whih an also be written, denoting by E(X) the expetation of a random variable X,∑
ℓ∈L∗
∑
ϕ∈B∗ℓ
∣∣∣E(β · ϕ(ρℓ(Xk)))∣∣∣2 6 ∆E(|β|2) .
The proof of the inequality (2) as we state it, an be found in [KoSieve, Prop. 2.3℄. To nd an
upper bound for ∆(Xk,L
∗), we use (see [KoZeta, Setion 5℄ for an analogue given in a geometri
ontext):
(11) ∆ 6 max
ℓ∈L∗
max
ϕ′∈B∗ℓ
∑
ℓ′∈L∗
∑
ϕ∈B∗ℓ
|W (ϕ,ϕ′)| ,
where the W (ϕ,ϕ′) are the exponential sums given by
(12) W (ϕ,ϕ′) = E(ϕ(ρℓ′(Xk))ϕ′(ρℓ(Xk))) .
Obviously the usefulness of (11) lies in the fat that it now sues to give estimates for the
individual sums W (ϕ,ϕ′) to dedue an upper bound for the large sieve onstant. In our ontext
where the sets Yℓ are left osets in nite groups, it is natural to use the irreduible haraters
of the nite groups Gℓ in order to onstrut a suitable basis Bℓ. Moreover, that explains why it
seems fair to all the W (ϕ,ϕ′) exponential sums.
4.2. Exhibiting orthonormal bases. In what follows, we give the desription, for eah ℓ ∈ Λ,
of the basis Bℓ we need (note that we need to handle both the onjugay oset sieve and the
non-onjugay oset sieve).
First, we reall the following Lemma, due to Kowalski (see [KoSieve, Lemma 3.2℄) in whih a
basis for L2(Yℓ, νℓ) is desribed in the ase of a onjugay oset sieve (we reall that in that ase,
Yℓ = (ρℓ(α)G
g
ℓ )
♯
) where the density νℓ is the uniform density dened by νℓ(y
♯) = |y♯||Ggℓ |
−1
.
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Lemma 22. With the same notation as above, let
ϕπ : y
♯ ∈ G♯ℓ 7→ Tr(π(y
♯)) ,
where ℓ ∈ Λ and π is an irreduible representation of Gℓ. Let L
2(Yℓ, νℓ) denote the Hilbert spae
of omplex valued square integrable funtions with respet to the salar produt:
〈f ; g〉 =
1
|Ggℓ |
∑
y♯∈Yℓ
νℓ(y
♯)f(y♯)g(y♯) .
Then we have
(1) If π and τ are irreduible representations of Gℓ,
(13) 〈ϕπ;ϕτ 〉 =


0 , if π|Ggℓ
6≃ τ|Ggℓ or ϕπ |Yℓ = 0 ,
ψ(d ◦ ρℓ(α))|Γˆ
π
ℓ | , otherwise ,
where Γˆℓ is the harater group of Γℓ and ψ is an element of the group Γˆ
π
ℓ = {ψ ∈ Γˆℓ |
π ≃ π ⊗ ψ}.
(2) Let Bℓ be the family of funtions
Yℓ → C
y♯ 7→ |Γˆπℓ |
−1/2ϕπ(y
♯) ,
where π runs over the subset Π∗ℓ of a set Πℓ of representatives for the irreduible repre-
sentations of Gℓ with respet to the equivalene relation
π ∼ τ if and only if π|Ggℓ ≃ τ|G
g
ℓ
,
and where π ∈ Π∗ℓ if and only if ϕπ |Yℓ 6= 0. Then the family Bℓ is an orthonormal basis
for L2(Yℓ, νℓ).
In the ase of the non-onjugay oset sieve, the irreduible representations of Gℓ annot be
used in suh a diret way to onstrut Bℓ, but in spite of that, they turn out to be very useful
one more.
Fix an ℓ ∈ Λ and a nite dimensional irreduible representation πℓ of Gℓ. Let
Bπℓ = (e
1
πℓ
, . . . , edim πℓπℓ )
denote an orthonormal basis of the representation spae Vπℓ of πℓ, with respet to a Gℓ-invariant
inner produt on Vπℓ denoted 〈 ; 〉πℓ (note that, ρℓ having nite image, it is always possible to
assume the existene of suh a Gℓ-invariant inner produt). Then for any two elements e and f
of {e1πℓ , . . . , e
dim πℓ
πℓ
}, onsider the funtion
ϕπℓ,e,f : x ∈ Gℓ 7→
√
dimπℓ〈πℓ(x)e; f〉πℓ ,
alled a matrix oeient.
Then the family (ϕπℓ,e,f ) obtained by varying πℓ in Πℓ (where Πℓ denotes a set of respresen-
tatives for the isomorphism lasses of irreduible representations of Gℓ) and e, f in a xed basis
Bπℓ , forms an orthonormal basis for L
2(Gℓ, νℓ) of square integrable omplex valued funtions on
Gℓ with respet to the inner produt
〈f ; g〉 =
1
|Gℓ|
∑
x∈Gℓ
f(x)g(x) ,
orresponding to the uniform density νℓ dened for y ∈ Gℓ by νℓ(y) = |Gℓ|
−1
(see [Kn, Setion
I.5℄ for a proof).
From that result we an derive, in the non-onjugay sieve setting, a useful orthonormal basis
for L2(Yℓ, νℓ), where we reall that Yℓ = ρℓ(α)G
g
ℓ and where, for y ∈ Yℓ, νℓ(y) = |G
g
ℓ |
−1
:
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Lemma 23. With notation as above, onsider the inner produt on L2(Yℓ, νℓ) dened by
〈f ; g〉 =
1
|Ggℓ |
∑
y∈Yℓ
f(y)g(y) ,
Let πℓ and τℓ be irreduible representations of Gℓ and (e, f) (resp. (ε, φ)) a ouple of elements
of an orthonormal basis Bπℓ (resp. Bτℓ) of Vπℓ (resp. Vτℓ). The funtions ϕπℓ,e,f and ϕτℓ,ε,φ
are said to be equivalent (in whih ase we will note ϕπℓ,e,f ∼ ϕτℓ,ε,φ) if the entry (e, f) of
MatBπℓπℓ(g) and the entry (ε, φ) of MatBτℓ τℓ(g) oinide for all g ∈ G
g
ℓ .
Then
(1) If πℓ and τℓ are irredutible representations of Gℓ, and if we denote
Γˆ
ϕπℓ,e,f
ℓ = {χ ∈ Γˆℓ | ϕπℓ,e,f ⊗ χ = ϕπℓ,e,f inL
2(Gℓ)} ,
we have
〈ϕπℓ,e,f ;ϕτℓ,ε,φ〉 =


0 ifϕπℓ,e,f 6∼ ϕτℓ,ε,φ or if the entry (e, f) (resp.(ε, φ))
of MatBπℓπℓ(g) (resp.MatBτℓ τℓ(g)) is zero for all g ∈ Yℓ ,
ψ(d(αℓ))|Γˆ
ϕπℓ,e,f
ℓ | otherwise, whereαℓ = ρℓ(α), ψ ∈ Γˆℓ andϕπℓ,e,f ⊗ ψ ≃ ϕτℓ,ε,φ .
(2) Let Bℓ be the family of funtions
Yℓ → C
x 7→ |Γˆ
ϕπℓ,e,f
ℓ |
(−1/2)ϕπℓ,e,f(x) ,
where (πℓ, e, f) runs over the triples orresponding to a system of representatives for the
equivalene relation ∼ and where we assume that for every triple (πℓ, e, f), there exists
an element g ∈ Yℓ suh that the entry (e, f) of MatBπℓπℓ(g) is nonzero. Then Bℓ is an
orthonormal basis for L2(Yℓ, νℓ).
Proof. (1) We evaluate the salar produt
〈ϕπℓ,e,f ;ϕτℓ,ε,φ〉 =
1
|Ggℓ |
∑
y∈Yℓ
ϕπℓ,e,f(y)ϕτℓ ,ε,φ(y)
=
1
|Ggℓ |
∑
y∈Gℓ
d(y)=d(αℓ)
ϕπℓ,e,f(y)ϕτℓ,ε,φ(y)
=
1
|Ggℓ |
1
|Γˆℓ|
∑
y∈Gℓ
(∑
ψ∈Γˆℓ
ψ(αℓ)ψ(y)
)
ϕπℓ,e,f(y)ϕτℓ ,ε,φ(y) ,
where the last inequality is obtained using Frobenius reiproity.
Obviously the right hand side of the above equality vanishes as soon as ϕπℓ,e,f |Yℓ or ϕτℓ,ε,φ|Yℓ is
identially zero (whih orresponds respetively to the vanishing of the entry (e, f) ofMatBπℓπℓ(g)
or (ε, φ) of MatBτℓ τℓ(g), for all g ∈ Yℓ). However, if that quantity does not vanish, we have, on
the right hand side, ∑
ψ∈Γˆℓ
ψ(d(αℓ))〈ϕπℓ,e,f ⊗ ψ;ϕτℓ,ε,φ〉Gℓ .
Now, in L2(Yℓ, νℓ), we have the equality of funtions ϕπℓ,e,f ⊗ ψ = ϕπℓ⊗ψ,e,f . Indeed any
Gℓ-invariant salar produt 〈 ; 〉πℓ on Vπℓ ≃ Vπℓ⊗ψ (as vetor spaes) remains Gℓ-invariant if Gℓ
ats via πℓ ⊗ ψ (whih is still an irreduible representation of Gℓ). We dedue
〈ϕπℓ,e,f ;ϕτℓ,ε,φ〉 =
∑
ψ∈Γˆℓ
ψ(d(αℓ))δ(ϕπℓ⊗ψ,e,f , ϕτℓ,ε,φ) ,
where δ denotes Kroneker's symbol.
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The quantity δ(ϕπℓ⊗ψ,e,f , ϕτℓ,ε,φ) equals 1 if and only if ϕπℓ⊗ψ,e,f = ϕτℓ,ε,φ in L
2(Gℓ). This
ondition is equivalent to the oinidene of the restritions ϕπℓ,e,f |Ggℓ
and ϕτℓ,ε,φ|Ggℓ
, i.e. the
equality between the entry (e, f) of MatBπℓπℓ(g) and the entry (ε, φ) of MatBτℓ τℓ(g), for all
g ∈ Ggℓ . In that ase we dedue, using [KoSieve, Lemma 3.2℄,
〈ϕπℓ,e,f ;ϕτℓ,ε,φ〉 = ψ(d(αℓ))|Γˆ
ϕπℓ,e,f
ℓ | ,
where ψ is any of the haraters of Γˆℓ suh that
ϕπℓ,e,f ⊗ ψ ≃ ϕτℓ,ε,φ .
The assertion (2) is straightforward using (1) and the above arguments.

Remarks. (i) In the ourse of the proof of Lemma 23, we have seen that the relation ϕπℓ,e,f ∼
ϕτℓ,ε,φ is equivalent to the existene of a harater ψ ∈ Γˆℓ suh that
ϕπℓ,e,f ⊗ ψ = ϕπℓ⊗ψ,e,f = ϕτℓ,ε,φ ,
in L2(Gℓ). Then we proved that the salar produt
〈ϕπℓ,e,f ;ϕτℓ,ε,φ〉 ,
is equal to ψ(d(αℓ))|{χ ∈ Γˆℓ | ϕπℓ,e,f ⊗ χ = ϕπℓ,e,f in L
2(Gℓ)}|. Thus, if πℓ is an irreduible
representation of Gℓ, the group Γˆ
πℓ
ℓ , in the sense of Lemma 22, is a subgroup of Γˆ
ϕπℓ,e,f
ℓ for any
hoie of vetors e, f in an orthonormal basis of the representation spae Vπℓ . Indeed, if ψ ∈ Γˆ
π
ℓ ,
we have an isomorphism of Gℓ-representations: πℓ ⊗ ψ ≃ πℓ, hene,
(ϕπℓ,e,f ⊗ ψ)(g) = ϕπℓ⊗ψ,e,f(g) = 〈πℓ ⊗ ψ(g)e; f〉πℓ
= 〈πℓ(g)e; f〉πℓ = ϕπℓ,e,f (g) ,
for every g ∈ Gℓ. That means that the equivalene relation of Lemma 22 is stronger than
the one desribed in Lemma 23 (in the sense that the lasses for the former relation, whih are
ontained in those for the latter, may form strit subsets in those lasses).
(ii) Using the example of the dihedral group Dn, n even > 2, we see that the equivalene
relation ∼ dened in Lemma 23 an atually be non trivial, i.e., we an exhibit two non isomor-
phi irredutible representations (π, Vπ) and (τ, Vτ ) of Dn and two ouples of vetors (e, f) and
(ε, φ) (respetively in Vπ and Vτ ) suh that ϕπ,e,f (g) = ϕτ,ε,φ(g), for all g ∈ G
g
, with a suitable
hoie of group Gg.
With notation as in [Ser, 5.3℄, let Gg = Cn, be the yli group of order n. It is of index 2 in
Dn and we have an exat sequene of nite groups:
1→ Cn → Dn → Z/2Z→ 1 .
We x the trivial left oset representative α = 1 (with respet to the quotient Dn/Cn). If h1
and h2 are two distint integers suh that h1 ≡ −h2 (modn), then the representations ρ
h1
and
ρh2 given in the anonial basis of C2 by
ρhi(rk) =
(
ωhik 0
0 ω−hik
)
,
(where, as in lo. it., r is a generator for Cn, 0 6 k 6 n−1 and ω = exp(2iπ/n)), are irreduible
of degree 2 and are not isomorphi. A straightforward omputation shows that the anonial
basis (e, f) of C2 is in fat an orthonormal basis of the representation spae Vρhi , i = 1, 2, with
respet to the Dn-invariant inner produt 〈 ; 〉ρhi onstruted from the anonial salar produt
on C2 by averaging over Dn. Then we have, for all g ∈ Cn,
ϕρh1 ,e,e(g) = ϕρh2 ,f,f (g) ,
sine, for all 0 6 k 6 n− 1, the equality ωh1k = ω−h2k holds.
35
Via that example, we also see that there do exist funtions ϕπ,e,f that vanish identially on a
whole left oset of G = Dn with respet to G
g = Cn. Indeed, we have, for 0 6 k 6 n− 1,
ϕρh1 ,e,f(r
k) = 0 ,
i.e. ϕρh1 ,e,f (g) = 0 for all g ∈ Cn.
A ommon feature in the two lemmas above is that eah individual sumW (ϕ,ϕ′) involves two
(a priori) distint representations (of two a priori distint groups). In order to estimate those
sums, it will be onvenient to rewrite them in suh a way that a single group representation
appears for eah of the W (ϕ,ϕ′). For that purpose, we need to introdue additional notation:
for ℓ and ℓ′ two elements of Λ, let Gℓ,ℓ′ be the group:
Gℓ,ℓ′ =
{
Gℓ ×Gℓ′ if ℓ 6= ℓ
′ ,
Gℓ , otherwise .
Now, for π (resp. τ) an irreduible representation of Gℓ (resp. Gℓ′), we dene the represen-
tation of Gℓ,ℓ′ :
[π, τ ] =
{
π ⊠ τ if ℓ 6= ℓ′
π ⊗ τ , otherwise ,
where ⊠ (resp. ⊗) denotes the external (resp. inner) tensor produt of representations.
With suh notation, we an give the statement of [KoSieve, Lemma 3.4℄ whih is useful in the
proofs of Propositions 6 and 7:
Lemma 24. Let ℓ, ℓ′ in Λ, π (resp. τ) a non trivial irreduible representation of Gℓ (resp. of
Gℓ′). The multipliity of the trivial representation in the restrition of [π, τ¯ ] to G
g
ℓ,ℓ′ is equal to
zero if (ℓ, π) 6= (ℓ′, τ), and is equal to |Γˆπℓ | if (ℓ, π) = (ℓ
′, τ).
If ℓ 6= ℓ′, it is well known that the family ([π, τ ]) of representations of Gℓ,ℓ′ , with π (resp. τ)
running over a system of representatives of irreduible representations of Gℓ (resp. Gℓ′) forms
itself a system of representatives for the irreduible representations of Gℓ,ℓ′ .
The above notation and the sieving ontext we would like to work with, suggest us to ombine
the maps ρℓ and ρℓ′ (assuming ℓ and ℓ
′
are distint elements of Λ) in a single map
ρℓ,ℓ′ : G→ Gℓ,ℓ′
g 7→ (ρℓ(g), ρℓ′(g)) ,
whih is nothing but the produt map from G to Gℓ ×Gℓ′ .
Now we laim that the exponential sums (12) an be rewritten, aording to the sieve setting
onsidered, in one of the following forms:
• in the ase of the onjugay oset sieve, we have
(14) W (ϕπ, ϕτ ) =
1√
|Γˆπm||Γˆ
τ
n|
E(Tr([π, τ¯ ]ρℓ,ℓ′(Xk)) ,
with notation as in Lemma 22,
• in the ase of the non-onjugay oset sieve, we have
(15) W (ϕπ,e,f , ϕτ,ε,φ) =
√
(dimπ)(dim τ)
|Γˆ
ϕπ,e,f
m ||Γˆ
ϕτ,ε,φ
n |
E(< [π, τ¯ ](ρℓ,ℓ′(Xk))e˜; f˜ >[π,τ¯]) ,
with notation as in Lemma 23 and where e˜ = e⊗ ε, f˜ = f ⊗ φ.
Both fats are a diret appliation of [KoSieve, Lemma 2.11℄.
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4.3. Self-ontained statements. We nish this appendix by giving self-ontained statements
(i.e. using no new terminology) for Lemmas 22 and 23 in order to make it possible for the reader
to follow the whole proof of Theorem 1 without having to get too muh involved (at least for
a rst reading of the paper) in the details of the sieve. To begin with, we give the following
self-ontained version of Lemma 22 (this is [KoSieve, Prop. 3.7℄):
Proposition 25. Let G be a group, Gg a normal subgroup of G with abelian quotient Γ; denote
d : G→ Γ the quotient map. Let Λ be a subset of the rational primes and let ρℓ : G→ Gℓ, for
ℓ ∈ Λ, be a family of surjetive homomorphisms onto nite groups. Denote Ggℓ = ρℓ(G
g). Let
α ∈ Γ be xed, Y = d−1(α) ⊂ G and Yℓ = ρℓ(Y ). Let (Ψ,Σ,P) be a probability spae and X a
random variable with values in Y . For any
ℓ ∈ Λ let Πℓ be a set of representatives of the set of irreduible representations of Gℓ modulo
equality restrited to Ggℓ , ontaining the onstant funtion 1. Moreover, let Π
∗
ℓ = Πℓ \ {1} and
Γˆπℓ be the set of haraters ψ of Γℓ = Gℓ/G
g
ℓ suh that π ⊗ ψ ≃ π for a representation π of Gℓ.
Let L∗ be a nite subset of Λ. Then, for any onjugay invariant subsets Θℓ ⊂ Yℓ for ℓ ∈ L
∗
,
we have
P(ρℓ(X) /∈ Θℓ, for all ℓ ∈ L
∗) 6 ∆H−1
where ∆ is the smallest non-negative real number suh that∑
ℓ∈L∗
∑
π∈Π∗ℓ
∣∣∣E(β · Trπ(ρℓ(X)))∣∣∣2 6 ∆E(|β|2)
for all square-integrable funtions β ∈ L2(Ψ,P), and
H =
∑
ℓ∈L∗
|Θℓ|
|Ggℓ | − |Θℓ|
.
In addition, we have
(16) ∆ 6 max
ℓ∈L∗
max
π∈Π∗ℓ
∑
ℓ′∈L∗
∑
τ∈Π∗
ℓ′
|W (π, τ)|,
with
(17) W (π, τ) =
1√
|Γˆπℓ ||Γˆ
τ
ℓ′ |
E(Trπ(ρℓ(X))Trτ(ρℓ′(X))) =
1√
|Γˆπℓ ||Γˆ
τ
ℓ′ |
E(Tr[π, τ¯ ](ρℓ,ℓ′(X))) ,
using the notation ρℓ,ℓ′ for the produt map ρℓ × ρℓ′ : G → Gℓ × Gℓ′ if ℓ 6= ℓ
′
and ρℓ,ℓ′ = ρℓ
otherwise, and [π, τ¯ ] = π ⊗ τ¯ for the (internal or external, depending on whether ℓ = ℓ′ or not)
tensor produt of the representations π and τ¯ .
The analogue self-ontained statement in the non-onjugay oset sieve setting is the following
reformulation of Lemma 23:
Proposition 26. Let (G,Gg ,Λ, (ρℓ), (Gℓ), (G
g
ℓ )), (Ψ,Σ,P) and α, Y, (Yℓ),X be as in Propo-
sition 25 . Moreover, for eah ℓ ∈ Λ and eah nite dimensional irreduible representation
π ∈ Irr(Gℓ) (the set of isomorphism lasses of suh irreduible representations), let
Bπ = (e
1
π, . . . , e
dim π
π )
be an orthonormal basis of the spae of π with respet to a Gℓ-invariant inner produt 〈 ; 〉π. For
the set of triples {(π, e, f) | π ∈ Irr(Gℓ), e, f ∈ Bπ}, we denote by Πℓ a set of representatives for
the equivalene relation:
(π, e, f) ∼ (τ, ε, φ) if 〈π(g)e; f〉π = 〈τ(g)ε;φ〉τ , for all g ∈ G
g
ℓ
suh that (1, e, e) ∈ Πℓ (where 1 denotes the trivial representation and e is a basis for the 1-
dimensional spae attahed to it) and suh that there is no (π, e, f) ∈ Πℓ satisfying 〈π(g)e; f〉π =
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0 for all g ∈ Gg. Let Π∗ℓ = Πℓ \ {(1, e, e)} and let L
∗
be a nite subset of Λ. Then, for any
subsets Θℓ ⊂ Yℓ for ℓ ∈ L
∗
, we have
P(ρℓ(X) /∈ Θℓ, for ℓ ∈ L
∗) 6 ∆H−1
where ∆ is the smallest non-negative real number suh that∑
ℓ∈L∗
∑
(π,e,f)∈Π∗ℓ
√
dim(π)
∣∣∣E(β · 〈π(ρℓ(X))e; f〉)∣∣∣2 6 ∆E(|β|2)
for all square-integrable funtions β ∈ L2(Ψ,P), where
H =
∑
ℓ∈L∗
|Θℓ|
|Gℓ| − |Θℓ|
.
Moreover we have
(18) ∆ 6 max
ℓ∈L∗
max
(π,e,f)∈Π∗ℓ
∑
ℓ′∈L∗
∑
(τ,ε,φ)∈Π∗
ℓ′
|W ((π, e, f), (τ, ε, φ))| ,
where, with the same notations as in (17),
W ((π, e, f), (τ, ε, φ)) =
√
(dimπ)(dim τ)
|Γˆ
(π,e,f)
ℓ ||Γˆ
(τ,ε,φ)
ℓ′ |
E(〈π(ρℓ(X))e; f〉π〈τ(ρ′ℓ(X))ε;φ〉τ )(19)
=
√
(dimπ)(dim τ)
|Γˆ
ϕπ,e,f
m ||Γˆ
ϕτ,ε,φ
n |
E(〈[π, τ¯ ](ρℓ,ℓ′(X))(e ⊗ ε); (f ⊗ φ)〉[π,τ¯ ]) .
with Γˆ
(π,e,f)
ℓ denoting the set of haraters χ of Γℓ suh that
〈π(g)e; f〉π · χ(g) = 〈π(g)e; f〉π .
Remark. In our desription of oset sieves, we have restrited ourselves to sieve supports ontain-
ing only prime numbers. Nevertheless as suggested by the disussions preeding and following
Lemma 24, we ould quite easily extend our sieve method to a framework in whih we would use
squarefree integers (and not only primes) as a sieve support. As desribed in [KoSieve, Chap.
3℄, going from a prime sieve support to a squarefree sieve support an be done naturally by
extending a few of the denitions we have given in this appendix by multipliativity. Although
using that extended sieve support would surely yield better estimates in Theorem 1, we prefer
working only with a prime sieve support, so that we avoid the use of additional notation. How-
ever, for the proof of Proposition 7, it is onvenient to use objets dened by multipliativity
from two (not more) primes in Λ. So, for ℓ 6= ℓ′ two suh primes, let
Yℓ,ℓ′ = Yℓ × Yℓ′ ,
on whih we have the produt density νℓ,ℓ′(y, y
′) = νℓ(y)νℓ′(y
′), so that it makes sense to
speak about the spae L2(Yℓ,ℓ′, νℓ,ℓ′). It is straightforward to hek that if Bℓ (resp. Bℓ′)
is an orthonormal basis of L2(Yℓ, νℓ) (resp. of L
2(Yℓ′ , νℓ′)), the family of funtions dened
by (y, y′) ∈ Yℓ,ℓ′ 7→ ϕ(y)ϕ
′(y′), where ϕ ∈ Bℓ and ϕ
′ ∈ Bℓ′ , forms an orthonormal basis of
L2(Yℓ,ℓ′ , νℓ,ℓ′). Note nally, that, to unify all the possible ases, we an extend the above deni-
tions to the ase ℓ = ℓ′ by dening Yℓ,ℓ′ = Yℓ, νℓ,ℓ′ = νℓ and Bℓ,ℓ′ = Bℓ.
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