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Abstract
We show that a combination of two simple preprocessing steps
would generally improve the conditioning of a homogeneous system
of linear inequalities. Our approach is based on a comparison among
three different but related notions of conditioning for linear inequali-
ties.
1 Introduction
Condition numbers play an important role in numerical analysis. The
condition number of a problem is a key parameter in the computational
complexity of iterative algorithms as well as in issues of numerical sta-
bility. A related challenge of paramount importance is to precondition
a given problem instance, that is, perform some kind of data pre-
processing to transform a given problem instance into an equivalent
one with that is better conditioned. Preconditioning has been exten-
sively studied in numerical linear algebra [10, 15] and is an integral
part of the computational implementation of numerous algorithms for
solving linear systems of equations. In the more general optimiza-
tion context, the task of designing preconditioners has been studied
by Epelman and Freund [6] as well as by Belloni and Freund [3]. In
a similar spirit, we propose two simple preconditioning procedures for
homogeneous systems of linear inequalities. As we formalize in the se-
quel, these procedures lead to improvements in three types of condition
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numbers for homogeneous systems of linear inequalities, namely Rene-
gar’s [12], Goffin-Cucker-Cheung’s [5, 9], and the Grassmann condition
number [1, 4]. Both Renegar’s and Goffin-Cheung-Chucker’s condition
numbers are key parameters in the analyses of algorithmic schemes
and other numerical properties of constraint systems [7, 8, 11–14]. The
more recently developed Grassmann condition number is especially
well-suited for probabilistic analysis [2].
We recall the definition of the above condition numbers in Section 2
below. These condition numbers quantify certain properties associated
to the homogenous systems of inequalities (1) and (2) defined by a ma-
trix A ∈ Rm×n, where m ≤ n. Renegar’s condition number is defined
in terms of the distance from A to a set of ill-posed instances in the
space Rm×n. Goffin-Cucker-Cheung’s condition number is defined in
terms of the best conditioned solution to the system defined by A. Al-
ternatively, it can be seen as the reciprocal of a measure of thickness
of the cone of feasible solutions to the system defined by A. Goffin-
Cucker-Cheung’s condition number is intrinsic to certain geometry in
the column space of A. The more recent Grassmann condition number,
introduced in a special case by Belloni and Freund [4] and subsequently
generalized by Amelunxen-Burgisser [1] is based on the projection dis-
tance from the linear subspace spanned by the rows of A to a set of
ill-posed subspaces in Rn. The Grassmann condition number is intrin-
sic to certain geometry in the row space of A.
The Goffin-Cucker-Cheung’s condition number and the Grassmann
condition numbers are respectively invariant under column scaling and
elementary row operations on the matrix A respectively. For suitable
choices of norms, each of them is also always smaller than Renegar’s
condition number (see (4) and (5) below). We observe that these prop-
erties have an interesting parallel and naturally suggest two precondi-
tioning procedures, namely column normalization and row balancing.
Our main results, presented in Section 3, discuss some interesting prop-
erties of these two preconditioning procedures. In particular, we show
that a combination of them would improve the values of the three
condition numbers.
2 Condition numbers and their relations
Given a matrix A ∈ Rm×n with m ≤ n, consider the homogeneous
feasibility problem
Ax = 0, x ≥ 0, x 6= 0, (1)
and its alternative
ATy ≥ 0, y 6= 0. (2)
Let FP and FD denote the sets of matrices A such that (1) and (2) are
respectively feasible. The sets FP and FD are closed and FP ∪ FD =
2
R
m×n. The set Σ := FP ∩ FD is the set of ill-posed matrices. For a
given A ∈ Σ, arbitrary small perturbations on A can lead to a change
with respect to the feasibility of (1) and (2).
Renegar’s condition number is defined as
CR(A) := ‖A‖
min{‖A−A′‖ : A′ ∈ Σ} .
Here ‖A‖ denotes the operator norm of A induced by a given choice of
norms in Rn and Rm. When the Euclidean norms are used in both Rn
and Rm, we shall write C2,2R (A) for CR(A). On the other hand, when
the one-norm is used in Rn and the Euclidean norm is used in Rm we
shall write C1,2R (A) for CR(A). These are the two cases we will consider
in the sequel.
Assume A =
[
a1 · · · an
] ∈ Rm×n with ai 6= 0 for i = 1, . . . , n.
Goffin-Cheung-Cucker’s condition number is defined as
CGCC(A) := min‖y‖2=1 maxi∈{1,...,n}
‖ai‖2
aTi y
.
Here ‖·‖2 denotes the Euclidean norm in Rm. The quantity 1/CGCC(A)
is the Euclidean distance from the origin to the boundary of the con-
vex hull of the set of normalized vectors
{
ai
‖ai‖2 , i = 1, . . . , n
}
. Further-
more, when A ∈ FD, this distance coincides with the thickness of the
cone of feasible solutions to (2).
Let Grn,m denote the set of m-dimensional linear subspaces in R
n,
that is, the m-dimensional Grassmann manifold in Rn. Let
Pm := {W ∈ Grn,m :W⊥ ∩ Rn+ 6= {0}},
Dm := {W ∈ Grn,m :W ∩ Rn+ 6= {0}},
and
Σm = Pm ∩Dm =
{
W ∈ Grm,n : W ∩ Rn+ 6= {0} ,W ∩ int(Rn+) = ∅
}
.
The sets Pm, Dm, and Σm are analogous to the sets FP , FD, and Σ
respectively: If A ∈ Rm×n is full-rank then A ∈ FP ⇔ span(AT) ∈ Pm
and A ∈ FD ⇔ span(AT) ∈ Dm. In particular, A ∈ Σ ⇔ span(AT) ∈
Σm. The Grassmann condition number is defined as [1]:
CGr(A) := 1
min{d(span(AT),W ) :W ∈ Σm} .
Here d(W1,W2) = σmax(ΠW1 −ΠW2), where ΠWi denotes the orthogo-
nal projection onto Wi for i = 1, 2. In the above expression and in the
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sequel, σmax(M) and σmin(M) denote the largest and smallest singular
values of the matrix M respectively.
We next recall some key properties of the condition numbers C1,2R ,
C2,2R , CGCC and CGr. Throughout the remaining part of the paper
assume A =
[
a1 · · · an
] ∈ Rm×n is full-rank and ai 6= 0 for i =
1, . . . , n. From the relationship between the one-norm and the Eu-
clidean norm, it readily follows that
C2,2R (A)√
n
≤ C1,2R (A) ≤
√
nC2,2R (A), (3)
The following property is a consequence of [5, Theorem 1]:
CGCC(A) ≤ C1,2R (A) ≤
max
i=1,...,n
‖ai‖2
min
i=1,...,n
‖ai‖2 CGCC(A). (4)
The following property was established in [1, Theorem 1.4]:
CGr(A) ≤ C2,2R (A) ≤
σmax(A)
σmin(A)
CGr(A). (5)
The inequalities (4) and (5) reveal an interesting parallel between the
pairs CGCC(A), C1,2R (A) and CGr(A), C2,2R (A). This parallel becomes
especially striking by observing that the fractions in the right hand
sides of (4) and (5) can be written respectively as
max
i=1,...,n
‖ai‖2
min
i=1,...,n
‖ai‖2 =
max{‖Ax‖2 : ‖x‖1 = 1}
min{‖Ax‖2 : ‖x‖1 = 1} ,
and
σmax(A)
σmin(A)
=
max{‖ATy‖2 : ‖y‖2 = 1}
min{‖ATy‖2 : ‖y‖2 = 1} .
3 Preconditioning via normalization and
balancing
Inequalities (4) and (5) suggest two preconditioning procedures for im-
proving Renegar’s condition number CR(A). The first one is to normal-
ize, that is, scale the columns of A so that the preconditioned matrix
A˜ satisfies max
i=1,...,n
‖a˜i‖ = min
i=1,...,n
‖a˜i‖. The second one is to balance,
that is, apply an orthogonalization procedure to the rows of A such as
Gram-Schmidt or QR-factorization so that the preconditioned matrix
A˜ satisfies σmax(A˜) = σmin(A˜). Observe that if the initial matrix A
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is full rank and has non-zero columns, these properties are preserved
by each of the above two preconditioning procedures. The following
proposition formally states some properties of these two procedures.
Proposition 1 Assume A =
[
a1 · · · an
] ∈ Rm×n is full-rank and
ai 6= 0 for i = 1, . . . , n.
(a) Let A˜ be the matrix obtained after normalizing the columns of A,
that is, a˜i =
ai
‖ai‖ , i = 1, . . . , n. Then
C1,2R (A˜) = CGCC(A˜) = CGCC(A).
This transformation is optimal in the following sense
C1,2R (A˜) = min{C1,2R (AD) : D is diagonal positive definite}.
(b) Let A˜ be the matrix obtained after balancing the rows of A, that
is, A˜ = QT, where QR = AT with Q ∈ Rn×m, R ∈ Rm×m is the
QR-decomposition of AT. Then
C2,2R (A˜) = CGr(A˜) = CGr(A).
This transformation is optimal in the following sense
C2,2R (A˜) = min{C2,2R (PA) : P ∈ Rm×m is non-singular}.
Proof: Parts (a) and (b) follow respectively from (4) and (5). 
Observe that the normalization procedure transforms the solutions
to the original problem (1) when this system is feasible. More precisely,
observe that Ax = 0, x ≥ 0 if and only if A˜D−1x = 0, D−1x ≥ 0,
where D is the diagonal matrix whose diagonal entries are the norms
of the columns of A. Thus a solution to the original problem (1) can be
readily obtained from a solution to the column-normalized precondi-
tioned problem: premultiply by D. At the same time, observe that the
solution to (2) does not change when the columns of A are normalized.
Similarly, the balancing procedure transforms the solutions to the
original problem (2). In this case ATy ≥ 0, y 6= 0 if and only if
A˜TR−1y ≥ 0, R−1y 6= 0, where QR = AT is the QR-decomposition
of AT. Hence a solution to the original problem (2) can be readily
obtained from a solution to the row-balanced preconditioned problem:
premultiply by R. At the same time, observe that the solution to (1)
does not change when the rows of A are balanced.
We next present our main result concerning properties of the two
combinations of normalization and balancing procedures.
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Theorem 1 Assume A =
[
a1 · · · an
] ∈ Rm×n is full-rank and
ai 6= 0 for i = 1, . . . , n.
(a) Let Aˆ be the matrix obtained after normalizing the columns of A
and then balancing the rows of the resulting matrix. Then
1√
n
CGCC(Aˆ) ≤ C2,2R (Aˆ) = CGr(Aˆ) ≤
√
nCGCC(A). (6)
(b) Let Aˆ be the matrix obtained after balancing the rows of A and
then normalizing the columns of the resulting matrix. Then
1√
n
CGr(Aˆ) ≤ C1,2R (Aˆ) = CGCC(Aˆ) ≤
√
nCGr(A). (7)
Proof:
(a) Let A˜ be the matrix obtained by normalizing the columns of A.
Proposition 1(a) yields
C1,2R (A˜) = CGCC(A˜) = CGCC(A). (8)
Since Aˆ is obtained by balancing the rows of A˜, Proposition 1(b)
yields
C2,2R (Aˆ) = CGr(Aˆ) = CGr(A˜) ≤ C2,2R (A˜). (9)
Inequality (6) now follows by combining (3), (4), (8), and (9).
(b) The proof this part is essentially identical to that of part (a) af-
ter using the parallel roles of the pairs CGCC , C1,2R and CGr, C2,2R
apparent from (4), (5), and Proposition 1.

Observe that both combined preconditioners in Theorem 1 trans-
form A to a Aˆ = PAD where D is a diagonal matrix and P is a square
non-singular matrix. The particular P and D depend on what pro-
cedure is applied first. Hence each of the combined preconditioners
transforms both sets of solutions to the original pair of problems (1)
and (2). In this case, solutions to the original problems can be readily
obtained from solutions to the preconditioned problems via premulti-
plication by D for the solutions to (1) and by PT for the solutions to
(2).
As discussed in [1, Section 5], there is no general relationship be-
tween CGr and CGCC , meaning that either one can be much larger
than the other in a dimension-independent fashion. Theorem 1(a)
shows that when CGCC(A) ≪ CGr(A) column normalization followed
by row balancing would reduce both CGr and C1,2R while not increasing
CGCC beyond a factor of
√
n. Likewise, Theorem 1(b) shows that when
CGr(A) ≪ CGCC(A) row balancing followed by column normalization
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would reduce both CGCC and C1,2R while not increasing CGr beyond a
factor of
√
n. In other words, one of the two combinations of column
normalization and by row balancing will always improve the values
of all three condition numbers CGCC(A), CGr(A) and CR(A) modulo
a factor of
√
n. The following two questions concerning a potential
strengthening of Thorem 1 naturally arise:
(i) Does the order of row balancing and column normalization matter
in each part of Theorem 1?
(ii) Are the leftmost and rightmost expressions in (6) and (7) within
a small power of n? In other words, do the combined pre-
conditioners make all CGCC(A), CGr(A) and CR(A) the same mod-
ulo a small power of n?
The examples below, adapted from [1, Section 5], show that the an-
swers to these questions are ‘yes’ and ‘no’ respectively. Hence without
further assumptions, the statement of Theorem 1 cannot be strength-
ened along these lines.
Example 1 Assume ǫ > 0 and let A =
[
2/ǫ 1 1
0 −1 1
]
. It is easy to see
that CGCC(A) =
√
2. After balancing the rows of A and normalizing
the columns of the resulting matrix we get
Aˆ =
1√
2(1 + ǫ2)
[√
2(1 + ǫ2) ǫ ǫ
0 −√2 + ǫ2 √2 + ǫ2
]
.
It is easy to show that CGCC(Aˆ) =
√
2(1+ǫ2)
ǫ
. Thus for ǫ > 0 sufficiently
small, CGCC(Aˆ) can be arbitrarily larger than CGCC(A). Therefore (6)
does not hold for A, Aˆ.
Example 2 Assume 0 < ǫ < 1/2 and let A =
[−ǫ −1 1
0 −1 1 + ǫ
]
. Us-
ing [1, Proposition 1.6], it can be shown that CGr(A) =
√
2 + (1 + ǫ)
2
. After normalizing the columns of A and balancing the rows of the
resulting matrix, we obtain
Aˆ =
1√
δ

−θδ −
√
2θǫ (1 + ǫ) −θǫ
√
1 + (1 + ǫ)
2
0 −
√
1 + (1 + ǫ)
2 √
2 (1 + ǫ)

 .
where δ = 1 + 3 (1 + ǫ)2 and θ = 1√
δ+ǫ2
. Using [1, Proposition 1.6]
again, it can be shown that CGr(Aˆ) =
√
1 + δ
ǫ2
. Therefore, CGr(Aˆ) can
be arbitrarily larger than CGr(A). Hence (7) does not hold for A, Aˆ.
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Example 3 Assume ǫ > 0 and let A =
[
1 + ǫ 1 + ǫ −1 + ǫ
−1 −1 1
]
. In
this case CGCC(A) =
√
2+2(1+ǫ)2
ǫ
. After normalizing the columns of A
and balancing the rows of the resulting matrix, we get
Aˆ =
1√
2γ2 + 2β2
[
β β
√
2γ
−γ −γ √2β
]
,
where β =
√
1+(1+ǫ)2
2 and γ =
√
1 + (1− ǫ)2. It is easy to see that
CGCC(Aˆ) =
√
2. Therefore, CGCC(Aˆ) can be arbitrarily smaller than
CGCC(A) in (6).
Example 4 Assume 0 < ǫ < 1/2 and let A =
[
2ǫ 1 1
0 −1 1
]
. In
this case CGr(A) =
√
1 + 12ǫ2 . After balancing the rows of A and
normalizing the columns of the resulting matrix we get
Aˆ =
1√
2(1 + ǫ2)
[√
2(1 + ǫ2) 1 1
0 −√1 + 2ǫ2 √1 + 2ǫ2
]
.
Using [1, Proposition 1.6], it can be shown that CGr(Aˆ) =
√
2 + ǫ2.
Thus CGr(Aˆ) can be arbitrarily smaller than CGr(A) in (7).
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