Introduction
The BaBar experiment at Stanford Linear Accelerating Center (SLAC) is a collaboration of approximately 500 scientist from 12 countries. These scientists work together to study CP-violation by observing the decay of B-mesons and B-mesons [1] . Along with B and B pairs, other interesting results can be generated from the electron ¡ positron collisions at SLAC.
The 180 computers in the BaBar Online Computing Infrastructure are constantly sending information such as available memory, CPU cycles, incoming bytes, etc. from clients on each computer to a central monitoring server. In addition to receiving the information regarding the running conditions of the clients, the monitoring server must also archive the data for future reference.
As the clients are sending data pertaining to their vital statistics, the monitoring server is receiving the information in 5 second intervals.
Currently, there is no systematic archiving of the data being carried out; the data that are being collected from the clients is being sent to a central monitoring system. These raw data (available memory, CPU cycles, data transfered, data read/written, etc) can be used to compute rates and percentages such as cycles per second, bytes sent per second, and percentage of memory remaining, to name a few. Currently, there is no tool to display these rates and percentages.
To correct this, the incoming data can be used to compute these various rates and percentages of data. The computations can be done the moment that the information is collected. After the calculations are made, the data will be put into an Input/Output Controller (IOC), where each client will be represented by one channel within the IOC, which runs EPICS (Experimental Physics and Industrial Control System) software [2] . From there, the data can be accessed using the EPICS display interface.
These data of the systems, CPUs, networks, and disks (and access thereto) are important for the BaBar experiment to maintain its data storage capabilities as luminosity levels as SLAC continue to improve output. If a client is sending erroneous data, receiving/sending no network information, soon to have no more free memory, or any other problem, that must be known so that proper action can be taken. This project will allow easy and efficient access to the data in question. 1
A program was written in C [3] to gather data from the clients. Along with gathering the data, it is also in the C program that the data are used to compute various rates and percentages. After the C program makes these computations, it sends the data to an EPICS database, where the data are accessed for viewing and stored for archiving.
To begin, the program opens the server port by address and binds the data socket to that port [4] . After the port is opened, the program begins looping through all of the servers connected the the socket, receiving data from each one every five seconds.
The first event to occur with any one server is the retrieval of the name of the server sending the data. If the program cannot find the name of the client, or it finds that the client doesn't have a name, the program will loop back to the beginning, and start with a new client. Once it is known that the client's name in fact exists, the program first compares that client's name to two separate arrays. The first array is a list of clients to whom the program can send data (CLIENT LIST); the second is a list of hosts from which the program can retrieve data (HOST LIST). If the name does not compare to both lists, the name is first compared to a file with acceptable names for the CLIENT LIST, and if the name matches, it is added to the CLIENT LIST and the HOST LIST. If the client's name does not match the acceptable list of names for CLIENT LIST, the program will simply ignore it and start anew with the next client. Once the client has been added to both lists, a channel name is created for each datum that will be computed. These channels are used to directly translate the data into the EPICS database.
Information from the client can pertain to the system, CPU, network, or disk (available memory, cycles, I/O bytes and packets, and bytes and packets read and written). The information is collected in the order listed above and used for computations immediately after its collection. The information is scaler values, which are values that have been integrated over the entire time since the system was booted. For example, to compute the rate of incoming bytes, the difference between the current total number of bytes received and the last total number of bytes received is divided by the amount of time passed. These computations are then stored as elements of an array. The 2 last operation done by the C program is to transmit the data from the array of computed rates and percentages to the EPICS database; once completed, the program loops back to the beginning and selects a new client.
Once the information is transferred to the EPICS channels, further computations can be easily done. From the rate of incoming bytes and packets, for example, one can compute the number of bytes per packet. BaBar specific software then extracts these computed values from their respective channels and stores them in a database for future archiving. In addition to archiving, the data can also be used to produce graphic representations of the computing processes using the StripTool program.
Results
In this project, the data from the clients could be successfully obtained, and the various rates and percentages therefrom could be properly calculated. 
Discussion and Conclusions
In this project, it was found that the data from the clients were not all sent as exclusively 64-bit or 32-bit; network data were 32-bit, while system, CPU and disk data were 64-bit This can be a serious problem, because an event will occur when the amount of data exceeds ¢ ¡ ¤ £ ¦ ¥ § bits. It does not take long for data from the network to exceed this number (approx. © § ! # " ), and when it does, the information will be reset to zero and continue from that point. When computing a rate, it will appear as though the current value is less than the previous value, and the computation
7 6 ( 8 will be less than zero. Hence, the following corrections must be included:
This ensures that if the last datum caused an overflow and was less than 2 Gigabytes, the recorded value would be set equal to the amount that the raw datum changed, while the last value would be set to zero. The data that are set to 64-bit most likely never will experience this problem because of the shear size of 64 bits; however, I have included a similar correction factor in case such an event does occur. Figure 1 displays the format in which the data are obtained, and the rates into which those data are calculated. In the 'system' structure, freemem and maxmem are used to compute available physical memory, freeswap and maxswap are used to compute available swap memory, and all four are used together to compute available virtual memory. The data in the system structure are not scalers, unlike the other three structures. From the 'CPU' structure, all three elements are used to compute the percentage of all cycles in the last 5 seconds that had been system, user, or idle cycles.
The network structure uses ibytes, ipackets, obytes, and opackets to compute the rates of incoming KBytes and packets and outgoing KBytes and packets, while the other elements are not used. For the 'disk' structure, all elements are used in the computations.
In addition to computing rates such as bytes per second in the C program, the EPICS software computes statistics such as CPU usage, which is calculated with
, bytes per packet, and the asymmetry of a system. In a two CPU system, the asymmetry,
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, follows the equation
. When this unit-less number is zero, the two CPUs are running at equal load. (In a system of more than two CPUs, the numerator must be set equal to the sum of all possible differences.) Figure 5 shows the reception of network data from 8 clients into the EPICS database. The green line, which begins at 3.4 minutes, corresponds to a client that was added to the graph after the others. Figure 6 reveals a graph of the number of KBytes read from and written to a clients disk. During the graphed process, the machine was writing data and then read the data back to confirm the process. The last graph, figure 7, displays the CPU usage for two CPUs in one system, with the asymmetry for those two CPUs graphed also. When the two CPUs are running at around the same load, the line graph of asymmetry should be around 0, which, because of a change of scales, would appear as 50 on the graph. These graphs were all created by the StripTool program.
The program I have written for this project is not limited to the use of the BaBar team alone.
This program can be easily modified to accommodate any series of clients. It's primary use will be to identify bottlenecks and systems that are running low on memory, and beyond that it can be used for packet size analysis, asymmetry analysis, and other operations. If I had had more time on this project, the only additional modification I would make is for an alarm to sound when memory becomes too low or when network traffic produces a collision. 
