Symmetry problems on stationary isothermic surfaces in Euclidean spaces by Sakaguchi, Shigeru
ar
X
iv
:1
60
1.
01
09
7v
2 
 [m
ath
.A
P]
  5
 A
pr
 20
16
Symmetry problems on stationary isothermic surfaces
in Euclidean spaces ∗
Shigeru Sakaguchi†
January 3, 2018
Abstract
Let S be a smooth hypersurface properly embedded in RN withN ≥ 3 and consider
its tubular neighborhood N . We show that, if a heat flow over N with appropriate
initial and boundary conditions has S as a stationary isothermic surface, then S must
have some sort of symmetry.
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stationary isothermic surface, symmetry.
AMS subject classifications. Primary 35K05 ; Secondary 35B40, 35K15, 35K20.
1 Introduction
The stationary isothermic surfaces of solutions of the heat equation have been much stud-
ied, and it has been shown that the existence of a stationary isothermic surface forces the
problems to have some sort of symmetry (see [MPeS, MPrS, MS2, MS3, MS5, MS6, MS7,
S]). A balance law for stationary zeros of temperature introduced by [MS1] plays a key
role in the proofs. To be more precise, the balance law gives us that for any pair of points
x and y in the stationary isothermic surface the heat contents of two balls centered at x
and y respectively with an equal radius are equal for every time. The above papers always
deal with the cases where each ball touches the boundary only at one point eventually.
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Then by studying the initial behavior of the heat content of each ball the authors extract
some information of the principal curvatures of the boundary at the touching point.
We emphasize that in the present paper we deal with the cases where each ball touches
the boundary exactly at two points. Another new point is to give simply a C2 hypersurface
properly embedded in RN as a candidate for a stationary isothermic surface from the
beginning.
Let us establish our setting. Let Ω be a C2 domain in RN with N ≥ 3, whose boundary
∂Ω is connected and not necessarily bounded. Namely, ∂Ω is a C2 hypersurface properly
embedded in RN . Assume that there exists a number R > 0 satisfying:
(A-1) : The principal curvatures κ1(x), . . . , κN−1(x) of ∂Ω at x ∈ ∂Ω with respect to the
outward normal direction to ∂Ω satisfy
max
1≤j≤N−1
|κj(x)| <
1
R
for every x ∈ ∂Ω.
(A-2) : The tubular neighborhood NR of ∂Ω given by
NR = {x ∈ R
N : dist(x, ∂Ω) < R},
is a C2 domain in RN and its boundary ∂NR consists of two connected components
Γ+,Γ− each of which is diffeomorphic to ∂Ω.
Let us introduce two C2 domains Ω+,Ω− in R
N with ∂Ω+ = Γ+, ∂Ω− = Γ−, respectively,
such that the three domains Ω+,Ω−,NR are disjoint, Ω− ⊂ Ω, and Ω+ ∪Ω− ∪NR = R
N .
Denote by XΩ+ ,XΩ− the characteristic functions of the sets Ω+,Ω−, respectively. Consider
the following initial-boundary value problem for the heat equation:
ut = ∆u in NR × (0,+∞), (1.1)
u = 1 on ∂NR × (0,+∞), (1.2)
u = 0 on NR × {0}, (1.3)
and the Cauchy problem for the heat equation:
ut = ∆u in R
N × (0,+∞) and u = XΩ+ + XΩ− on R
N × {0}. (1.4)
We have the following theorem.
Theorem 1.1 Let N = 3 and let u be the unique bounded solution of either problem
(1.1)-(1.3) or problem (1.4). Assume that there exists a function a(t) satisfying
u(x, t) = a(t) for every (x, t) ∈ ∂Ω× (0,+∞). (1.5)
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Then, ∂Ω must be either a plane or a sphere, provided at least one of the following condi-
tions is satisfied:
(a) ∂Ω has an umbilical point p ∈ ∂Ω, that is, κ1(p) = κ2(p).
(b) There exists a sequence of points {pj} ⊂ ∂Ω with lim
j→∞
κ1(pj) = lim
j→∞
κ2(pj) ∈ R.
When ∂Ω is bounded, the Hopf-Poincare´ theorem [H, Theorem II, p. 113] says that the
sum of the indices of all the isolated umbilical points equals the Euler number χ(∂Ω)(=
2− 2 × genus ) of ∂Ω and hence if the genus of ∂Ω does not equal 1 then ∂Ω must have
at least one umbilical point. Therefore we have the following direct corollary.
Corollary 1.2 Let N = 3 and let u be the unique bounded solution of either problem
(1.1)-(1.3) or problem (1.4). Assume that (1.5) holds for some function a(t). Then, if ∂Ω
is bounded and the genus of ∂Ω does not equal 1, ∂Ω must be a sphere.
We next consider the following initial-boundary value problem for the heat equation:
ut = ∆u in NR × (0,+∞), (1.6)
u = 1 on Γ+ × (0,+∞), (1.7)
u = −1 on Γ− × (0,+∞), (1.8)
u = 0 on NR × {0}, (1.9)
and the Cauchy problem for the heat equation:
ut = ∆u in R
N × (0,+∞) and u = XΩ+ − XΩ− on R
N × {0}. (1.10)
Then we have
Theorem 1.3 Let N ≥ 3 and let u be the unique bounded solution of either problem
(1.6)-(1.9) or problem (1.10). Assume that (1.5) holds for some function a(t). Then:
(1) If ∂Ω is bounded, ∂Ω must be a sphere.
(2) If N = 3 and ∂Ω is an entire graph over R2, ∂Ω must be a plane.
By using the asymptotic formula of the heat content
∫
BR(x)
u(z, t) dz of an open ball
BR(x) with radius R > 0 centered at x ∈ ∂Ω as t→ +0 introduced in [MS4] together with
the balance law given in [MS1], we prove Theorems 1.1 and 1.3. Moreover Aleksandrov’s
sphere theorem and Bernstein’s theorem for the minimal surface equation are needed to
prove Theorem 1.3. In sections 2 and 3, we prove Theorems 1.1 and 1.3, respectively. The
final section 4 gives several remarks and problems.
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2 Proof of Theorem 1.1
The proofs of Theorems 1.1 and 1.3 have common ingredients. Therefore we begin with
general dimensions N for later use, although Theorem 1.1 assumes that N = 3.
Let u be the unique bounded solution of either problem (1.1)-(1.3) or problem (1.4).
Denote by u± = u±(x, t) the unique bounded solutions of the initial-boundary value
problems for the heat equation:
ut = ∆u in
(
R
N \Ω±
)
× (0,+∞), (2.1)
u = 1 on Γ± × (0,+∞), (2.2)
u = 0 on
(
R
N \ Ω±
)
× {0}, (2.3)
respectively, or of the Cauchy problems for the heat equation:
ut = ∆u in R
N × (0,+∞) and u = XΩ± on R
N × {0}, (2.4)
respectively. Notice that u = u+ + u− when u is the solution of problem (1.4). Then, by
a result of Varadhan [V](see also [MS7, Theorem A, p. 2024]), we see that
− 4t log
(
u±(x, t)
)
→ dist(x,Γ±)
2 as t→ +0 (2.5)
uniformly on every compact sets in RN \ Ω±.
By the assumptions (A-1) and (A-2), every point x ∈ ∂Ω determines two points x+ ∈
Γ+ and x− ∈ Γ− satisfying
∂BR(x) ∩ Γ+ = {x+} and ∂BR(x) ∩ Γ− = {x−},
respectively. Moreover, by letting κ±1 (x±), . . . , κ
±
N−1(x±) denote the principal curvatures
of Γ± at x± with respect to the inward normal direction to ∂NR, respectively, we observe
that
1−Rκ+j (x+) =
1
1−Rκj(x)
> 0 and 1−Rκ−j (x−) =
1
1 +Rκj(x)
> 0 (2.6)
for every x ∈ ∂Ω and every j = 1, . . . , N − 1.
On the other hand, it follows from the balance law (see [MS1, Theorem 4, p. 704] or
[MS2, Theorem 2.1, pp. 934-935]) that (1.5) gives
∫
BR(x)
u(z, t) dz =
∫
BR(y)
u(z, t) dz for t > 0 (2.7)
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for every x, y ∈ ∂Ω. Moreover, by virtue of (2.6), an asymptotic formula given by [MS4]
(see also [MS7, Theorem B, pp. 2024-2025]) yields that
lim
t→+0
t−
N+1
4
∫
BR(x)
u±(z, t) dz = c(N)


N−1∏
j=1
[
1
R
− κ±j (x±)
]

− 1
2
, (2.8)
respectively. Here, c(N) is a positive constant depending only on N and of course c(N)
depends on the problems (2.1)-(2.3) or (2.4). Then we have
Lemma 2.1 Let u be the unique bounded solution of either problem (1.1)-(1.3) or problem
(1.4). Assume that (1.5) holds for some function a(t). Then there exists a constant c > 0
satisfying


N−1∏
j=1
(1−Rκj(x))


1
2
+


N−1∏
j=1
(1 +Rκj(x))


1
2
= c for every x ∈ ∂Ω, (2.9)
where κ1(x), . . . , κN−1(x) denote the principal curvatures of ∂Ω given in (A-1).
Proof. Let u be the unique bounded solution of problem (1.4). Then we have that
u = u+ + u−. Hence, combining (2.7) with (2.8) yields that there exists a constant c > 0
satisfying 

N−1∏
j=1
(
1−Rκ+j (x+)
)

− 1
2
+


N−1∏
j=1
(
1−Rκ−j (x−)
)

− 1
2
= c (2.10)
for every x ∈ ∂Ω. Therefore (2.6) gives the conclusion.
Let u be the solution of problem (1.1)-(1.3). It follows from the comparison principle
that
max{u+, u−} ≤ u ≤ u+ + u− in NR × (0,∞).
Therefore, in view of (2.5) and (2.8), we notice that for every x ∈ ∂Ω
c(N)


N−1∏
j=1
[
1
R
− κ+j (x+)
]

− 1
2
+ c(N)


N−1∏
j=1
[
1
R
− κ−j (x−)
]

− 1
2
= lim
t→+0
t−
N+1
4
∫
BR(x)
u+(z, t) dz + lim
t→+0
t−
N+1
4
∫
BR(x)
u−(z, t) dz
= lim
t→+0
t−
N+1
4
∫
BR(x)\Ω
u+(z, t) dz + lim
t→+0
t−
N+1
4
∫
BR(x)∩Ω
u−(z, t) dz
= lim
t→+0
t−
N+1
4
∫
BR(x)\Ω
u(z, t) dz + lim
t→+0
t−
N+1
4
∫
BR(x)∩Ω
u(z, t) dz
= lim
t→+0
t−
N+1
4
∫
BR(x)
u(z, t) dz.
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Hence, with the aid of (2.7), we obtain (2.10) which yields the conclusion by (2.6).
Proof of Theorem 1.1: Set N = 3 in (2.9). With the aid of the arithmetic-geometric
mean inequality, we obtain from (2.9) that
c =
√
(1−Rκ1)(1−Rκ2)+
√
(1 +Rκ1)(1 +Rκ2) ≤
2−R(κ1 + κ2)
2
+
2 +R(κ1 + κ2)
2
= 2
where κj = κj(x) with j = 1, 2. By the assumption, ∂Ω has an umbilical point p ∈ ∂Ω,
that is, κ1(p) = κ2(p), or there exists a sequence of points {pj} ⊂ ∂Ω with lim
j→∞
κ1(pj) =
lim
j→∞
κ2(pj) ∈ R. Then we conclude that c = 2 and the equality holds in the above
inequality. Hence κ1 = κ2 on ∂Ω, that is, ∂Ω is called totally umbilical. Thus from
classical results in differential geometry ∂Ω must be either a plane or a sphere(see [H,
Remark, p. 124] or [MoR, Theorem 3.30, p. 84] for instance).
3 Proof of Theorem 1.3
Let us use the auxiliary functions u± = u±(x, t) given in section 2. We begin with the
following lemma:
Lemma 3.1 Let u be the unique bounded solution of either problem (1.6)-(1.9) or problem
(1.10). Assume that (1.5) holds for some function a(t). Then there exists a constant c
satisfying


N−1∏
j=1
(1−Rκj(x))


1
2
−


N−1∏
j=1
(1 +Rκj(x))


1
2
= c for every x ∈ ∂Ω, (3.1)
where κ1(x), . . . , κN−1(x) denote the principal curvatures of ∂Ω given in (A-1).
Proof. Let u be the solution of problem (1.10). Then we have that u = u+−u−. Therefore
the conclusion follows from the same argument as in the proof of Lemma 2.1.
Let u be the solution of problem (1.6)-(1.9). It follows from the comparison principle
that
max{−u−, u+ − 2u−} ≤ u ≤ min{u+, 2u+ − u−} in NR × (0,∞).
With the aid of these inequalities, in view of (2.5) and (2.8), by carrying out calculations
similar to those in the proof of Lemma 2.1 for every x ∈ ∂Ω, we can reach the conclusion.
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Proof of Theorem 1.3: Set
−Φ(κ1, . . . , κN−1) = the left-hand side of (3.1).
Then we have that ∂Φ
∂κj
> 0 for j = 1, . . . , N − 1. Therefore, by introducing local coordi-
nates, the condition Φ(κ1, . . . , κN−1) = constant on the surface ∂Ω can be converted into a
second order partial differential equation which is of elliptic type. Hence, if ∂Ω is bounded,
then ∂Ω must be a sphere by Aleksandrov’s sphere theorem [A]. Thus proposition (1) is
proved.
Let us proceed to proposition (2). Set N = 3 in (3.1). Then
√
(1−Rκ1)(1−Rκ2)−
√
(1 +Rκ1)(1 +Rκ2) = c, (3.2)
where κj = κj(x) with j = 1, 2, and hence
− 4RH = c
(√
(1−Rκ1)(1−Rκ2) +
√
(1 +Rκ1)(1 +Rκ2)
)
, (3.3)
where H = 12(κ1 + κ2) is the mean curvature of ∂Ω. We distinguish three cases:
(i) c = 0, (ii) c > 0, (iii) c < 0.
In case (i), by (3.3) we have H = 0 on ∂Ω and hence ∂Ω is the minimal entire graph of a
function over R2. Therefore, by Bernstein’s theorem for the minimal surface equation, ∂Ω
must be a plane. This gives the conclusion desired. (See [GT, G] for Bernstein’s theorem.)
In case (ii), by (3.3) we have H < 0 on ∂Ω. Suppose that there exists a sequence of points
{pn} with lim
n→∞
H(pn) = 0. Since Rκ1(pn), Rκ2(pn) ∈ [−1, 1], by the Bolzano-Weierstrass
theorem, by taking a subsequence if necessary, we may assume that {Rκ1(pn)}, {Rκ2(pn)}
converge to numbers α,−α, respectively, for some α ∈ [−1, 1]. Hence by (3.2) we get c = 0
which is a contradiction. Therefore, there exists a number δ > 0 such that
H ≤ −δ on ∂Ω,
which contradicts the fact that ∂Ω is an entire graph over R2 with the aid of the divergence
theorem as in the proof of [MS3, Theorem 3.3, pp. 2732–2733]. The remaining case (iii)
can be dealt with in a similar manner. Thus proposition (2) is proved.
Remark 3.2 In section 2 we did not use the same argument as in section 3, for by
introducing local coordinates, the condition (2.9) on the surface ∂Ω can not be converted
into a second order partial differential equation which is of elliptic type.
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4 Concluding Remarks and Problems
In this final section, we mention several remarks and problems.
Concerning Theorem 1.1, spherical cylinders satisfy the assumption (1.5). Therefore, as
in [MPeS], a theorem including a spherical cylinder as a conclusion is expected. Corollary
1.2 excludes closed surfaces with genus 1, but this might be technical. Concerning Theorem
1.3, right helicoids satisfy the assumption (1.5). Therefore, a theorem including a right
helicoid as a conclusion is expected.
Let us set N = 3 both in (2.9) and in (3.1) and assume that ∂Ω is a minimal surface
properly embedded in R3. Then (2.9) yields that the Gauss curvature is constant and
hence ∂Ω must be a plane. On the other hand, (3.1) holds true for every minimal surface
by setting c = 0.
Concerning technical points in the theory of partial differential equations, (2.9) is not
of elliptic type but (3.1) is of elliptic type, as is mentioned in section 3. Therefore, for (3.1)
in general dimensions, Liouville-type theorems characterizing hyperplanes are expected as
in [MS5, S].
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