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Theoretical and Practical Limits of
Kolmogorov-Zurbenko Periodograms with DiRienzo-Zurbenko Algorithm Smoothing
in the Spectral Analysis of Time Series Data   
ABSTRACT
The Kolomogorov-Zurbenko periodogram with DiRienzo-Zurbenko algorithm smoothing is the 
state-of-the-art method for spectral analysis of time series data.  Because this approach assumes 
that a sinusoidal model underlies time-series data and because its algorithms are adaptive in 
nature, it is superior to traditional use of autoregressive integral moving average (ARIMA) 
algorithms. This article begins with a presentation of its statistical derivation and development 
followed by instructions for accessing and utilizing this approach within the R statistical program 
platform.  The discussion then turns to a presentation of its theoretical and practical limits with 
regard to sensitivity (i.e., ability to detect weak signals), accuracy (i.e., ability to correctly 
identify signal frequencies), resolution (i.e., ability to resolve signals with close frequencies), and 
robustness with respect to missing data (i.e., sensitivity and accuracy despite high levels of 
missingness). Next using a simulated time series in which two signals close in frequency are 
embedded in significant amounts of random noise, the predictive power of this approach is 
compared to the traditional ARIMA approach, with support also garnered for its being robust 
even in the face of significant levels of missing data.  The article concludes with brief 
descriptions of studies across a range of scientific disciplines that have capitalized on the power 
of the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko algorithm smoothing.
KEYWORDS
Kolmogorov-Zurbenko periodogram, DiRienzo-Zurbenko smoothing, Neagu-Zurbenko 
smoothing, spectral analysis, time-series analysis, kza package
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This article demonstrates why the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko 
algorithm smoothing is the state-of-the-art method for conducting spectral analyses with time 
series data, with this superiority based on its theoretical and practical limits.  Simply put, a time 
series tracks the value of a given variable over time and time series analyses focus on how that 
variable changes with respect to time.  The vast majority of time series analyses assume a linear 
model and its most common algorithm is the autoregressive integrated moving average 
(ARIMA).  However, the linear model underlying these algorithms limits their predictive power
because of the assumption of linearity when, if fact, trends in the data are better described as 
signals that are sinusoidal in nature. For a full discussion, see the texts of Koopmans (1995), 
Montgomery, Jennings, and Kulahci (2015), and Wei (Wei, 2018)
Other time series analyses are based on sinusoidal models and there are two principle types.  The 
first focuses on the temporal dimension and examines regularity in patterns with which the given 
variable changes over time.  To extract this pattern, these analyses utilize band pass filters to 
extract the true signal from an otherwise noisy background of random fluctuations in the variable
(Zurbenko, 1986).  Among the best-known filters is the Kolmogorov-Zurbenko adaptive filter
(Yang & Zurbenko, 2010; Zurbenko, 1991).  While this filter also utilizes a moving average, it 
does so by varying the width of the filter’s window (i.e., the number of observations averaged) 
such that it more accurately eliminates random noise and the actual variation in the variable over 
time (i.e., the signal) can be more clearly seen.
The second type of time series analysis based on sinusoidal models focuses on the spectral 
dimension and searches for signals present in a given time series.  To find these signals, such 
analyses utilize periodograms to identify specific signal frequencies present across the range of 
all possible frequencies.  Among the best-know periodograms is the Kolmogorov-Zurbenko 
periodogram with DiRienzo-Zubenko algorithm smoothing (DiRienzo & Zurbenko, 1999).  This 
periodogram, likewise, uses a moving average but with a window width that varies across 
increments of the frequency spectrum such that it can precisely pinpoint the frequency of each 
signal present in the time series.
This discussion begins with a straight-forward definition of time series as a stochastic process, 
followed by a brief exploration of the statistical foundations of a standard spectral analysis along 
with its subsequent refinement with the Kolmogorov-Zurbenko periodogram in concert with 
DiRienzo-Zurbenko algorithm smoothing. Next, instructions for accessing and utilizing these 
algorithms are provided.  The foundations for the superiority of the Kolmogorov-Zurbenko 
periodogram with DiRienzo-Zurbenko algorithm smoothing are established through discussions
and demonstrations of its theoretical and practical limits with respect to signal sensitivity, 
accuracy, and resolution as well as its practical limits with respect to robustness in the face of
missing data. Using a simulated time series dataset with two relatively weak signals embedded in 
significant levels of noise, the article then presents a demonstration of the sensitivity, accuracy, 
resolution, and robustness of the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko 
algorithm smoothing, in addition to showcasing its predictive power in contrast to the ARIMA 
model, even with a significant level of missing data.  The article concludes with a brief section 
describing a number of substantive studies from across a range of scientific disciplines that have 
utilized the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko algorithm smoothing.
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1.  Development and Logic of the Kolmogorov-Zurbenko Periodogram with DiRienzo-
Zurbenko Algorithm Smoothing
This section provides a brief summary of the mathematical development and underlying logic of
spectral analysis via the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko algorithm 
smoothing as explicated in an article published by its creators (DiRienzo & Zurbenko, 1999). In 
approaching the problem of finding the spectral density and related periodogram, DiRienzo and 
Zurbenko began with a ‘worst case scenario’ by assuming a nonstationary time series process 
with a mixed spectrum.  Defined in trigonometric form, it is:
ܺ௧ = ∑ ߩ௝ cos൫ ௝߱ݐ + ߶௝൯ + ߝ௧௃௝ୀଵ , ݐ = 0, ±1,±2,… , (1.1)
where ௝߱ is a constant frequency, ߩ௝ is a constant amplitude, ߶௝ is a uniform phase shift on the 
interval (−ߨ, ߨ), and ߝ௧ is random noise that is stationary and bounded with continuous spectral 
density ఌ݂(⋅).  Consequently, the spectral density of ܺ௧, that is ௑݂(⋅), is superimposed on the 
spectral density of ߝ௧, that is ఌ݂(⋅).
For an ordinary stationary process ܺ௧, the spectral density is a function of a Fourier transform of 
the time series dataset, a selected spectral window form, and a selected spectral window width.
One such basic estimate of the spectral density and its corresponding periodogram is the 
Grenander-Rosenblatt spectral estimate (Grenander, 1984), which is given by:
መ݂ே(ߣ௞) = ∑ Φே(ߣ௝ − ߣ௞)ܫே(ߣ௝)ே ଶ⁄௝ୀିே ଶ⁄ ା ଵ (1.2)
with
ܫே(ߣ௞) = ଵଶగே |∑ ܺ௧ exp(−݅ߣ௞ݐ)ேିଵ௧ୀ଴ |ଶ (1.3)
calculated at the Fourier frequencies ߣ௞ = ଶగ௞ே , where ݇ = −ܰ 2⁄ + 1,… ,ܰ 2⁄ , and withΦே(⋅) being a spectral window such that 
Φே(ݔ) = ܣேܩ(ܣேݔ) ቄ∫ ܩ(ݔ෤)݀ݔ෤஺ಿగି஺ಿగ ቅିଵ,    −ߨ ≤ ݔ ≤ ߨ; 1 ≪ ܣே ≪ ܰ (1.4)
where ܩ(⋅) is the spectral window form and ܣே is the spectral window width.  Spectral window 
forms include uniform, Bartlett, Gaussian, Parzen, and Tukey-Hamming (Priestley, 1980; 
Zurbenko, 1986) and the spectral window width is assumed to be a selected constant.
However, the spectral estimate መ݂ே(ߣ௞), can have a large bias, a large variance, or both; such a 
situation typically occurs when the spectral density has a large amount of variability in its values 
or order of smoothness. The mean square error of a periodogram includes both bias and variance 
and can be used to assess the quality of a spectral estimate.  As a result, it can be used as a 
criterion for selecting the best spectral window and the best bandwidth. Unfortunately, regular 
statistical estimations of spectra use fixed spectral window smoothing and this use of a fixed 
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spectral windows frequently smooths out some of the spectral lines. In response, DiRienzo and 
Zurbenko recognized that optimal spectral estimation requires that both the window form and the 
bandwidth vary with frequency and that the mean square error can be used to assess the local
quality of a spectral estimate (i.e., the quality around a given frequency).  However, bandwidth 
has a substantially greater impact on the asymptotic mean square error than does the window 
form; consequently, DiRienzo and Zurbenko focused on selection of optimal local bandwidths to 
ensure the optimal local quality of a spectrum estimate.
To this end, they first proved that the asymptote of the local squared variation of ݂(ߣ) is similar 
to the asymptote of the inverse optimal width, ܣே(ߣ) as defined in Equation (4), and, second,
that the local squared variation of ݂(ߣ) within the optimal width ܣேିଵ(ߣ) is virtually constant 
independent of sample size.  As a result, they created an algorithm which permits a dynamic 
(variable) bandwidth that depends on the local characteristics of the underlying spectral density.
The logic behind the DiRienzo-Zurbenko algorithm is as follows.  For each frequency, ߣ௞, in 
Equation (2), the width of the spectral window is increased until the local squared variation of 
the periodogram, ܫே(⋅), reaches a pre-selected constant value; this constant value is selected by 
the analyst and is a set proportion of the total variance in the time series dataset (e.g., 0.05, 0.01),
designated as the DiRienzo-Zurbenko proportion of smoothness.  Consequently, the resulting 
periodogram is formed using a dynamic window – the width of the window becomes narrow 
(i.e., zooms in) when a signal is present which increases the local variance sharply and the 
periodogram spikes up; conversely, the width of the window becomes wide (i.e., zooms out) 
when no signal is present which decreases local variance and the periodogram becomes smooth 
(i.e., relatively flat).  As a result, it more clearly displays a spectral estimate that is sensitive to 
weak signals, accurate in identifying frequencies correctly, and powerful in its ability to resolve 
signals that are close to one another.
Spectral analyses of time series data using the Kolmogorov-Zurbenko periodogram with 
DiRienzo-Zurbenko algorithm smoothing focus on spectral variances.  However, some time 
series analysts may be more comfortable framing spectral analyses in term of information (i.e., 
entropy) because it allows comparisons in terms of percentages and proportions rather than the 
magnitudes of variances. To this end, an algorithm that adaptively smooths the log-periodogram 
has also been developed.
Based on Kolmogorov’s proof that the error of prediction for a stationary sequence is constant 
(Kolmogorov, 1941, 1992), Kolmogorov’s algorithmic approach to quantifying information 
(Kolmogorov, 1965), and Wu’s casting the spectral domain as information (Wu, 1997), 
Zurbenko (2001) developed an algorithm that adaptively smooths spectra by applying a variation 
of the DiRienzo-Zurbenko algorithm to periodograms that have been transformed into 
information by taking the log of a given periodogram.  This approach was subsequently refined 
by Neagu and Zurbenko to form the Neagu-Zurbenko algorithm (Neagu & Zurbenko, 2002, 
2003).
As a result, the Kolmogorov-Zurbenko periodogram with Neagu-Zurbenko smoothing utilizes a 
dynamic window that expands and contracts based on a set proportion of the total information; 
that is, it ‘zooms in’ when local information spikes, indicating the presence of a signal, and it 
This PDF is created at https://www.pdfonline.com/convert-pdf/
Theoretical and Practical Limits of KZ Periodograms with DZA Smoothing
6
‘zooms out’ when local information is low, indicating that no signal is present. A comparison of 
the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko algorithm smoothing to one 
using Neagu-Zurbenko algorithm smoothing can be found in Neagu and Zurbenko (2003).
2.  Access and Utilization of Software
While DiRienzo and Zurbenko have fully described the motivation, development, and basic 
principles underlying their algorithm, there is little in the way of how one can access and utilize
it.  This section details where the DiRienzo-Zurbenko algorithm can be found and how to use it 
with a given dataset.
2.1 Access
The DiRienzo-Zurbenko algorithm is included in the kza package (Close et al., 2018) and is 
available for download for use in the R platform for data analysis.  Because it is not part of R’s 
base package, the kza package must be installed (i.e., downloaded) and loaded into one’s existing 
R software.  Within the kza package, the kzp program is used to construct the Kolmogorov-
Zurbenko periodogram for a given time series dataset and results in a spectral density estimate 
using the Kolomogorov-Zurbenko Fourier transform (KZFT).  In turn, the DiRienzo-Zurbenko 
algorithm is an optional method that is accessed when running the kzp program within the kzp
package.
2.2 Utilization
To construct the Kolmogorov-Zurbenko periodogram utilizing DiRienzo-Zurbenko algorithm
smoothing for a given time series dataset, a researcher must specify the raw time series dataset to 
be analyzed, the initial width of the filtering window, the number of iterations of the KZFT, the 
smoothness level of the periodogram, the DiRienzo-Zurbenko algorithm as the method for 
smoothing, and the number of top signal frequencies to be identified. With respect to the number 
of iterations, the first iteration applies the KZFT to the time series dataset, the second iteration 
applies the KZFT to the result of the first iteration, and so on, such that the transfer function for 
the selected number of iterations is a product of the selected number of iterations of the KZFT 
transfer function.  With a starting frequency of 0, one iteration results in a standard periodogram 
while two or more iterations approach a Gaussian distribution, thereby eliminating false low-
level frequency spikes.
In its basic form, the R code to construct a Kolomogorov-Zurbenko periodogram with DiRienzo-
Zurbenko algorithm smoothing is:
>kzp(y, m, k, smooth_level, method, digits, top)
where:
y raw time series dataset (a time ordered vector of values)
m initial window width
k number of iterations of KZFT
smooth_level proportion of total periodogram variance
(a.k.a proportion of smoothness)
This PDF is created at https://www.pdfonline.com/convert-pdf/
Theoretical and Practical Limits of KZ Periodograms with DZA Smoothing
7
method method for smoothing:
“DZ” for DiRienzo-Zurbenko, “NZ” for Neagu-Zurbenko
digits number of significant  digits
top number of top frequencies to be reported
This command returns the top frequencies evident in a raw dataset, a vector of values for the 
regular periodogram, the total variance of the spectral density, and a vector of values for the 
Kolmogorov-Zurbenko periodogram with the selected method and level of smoothing.
In addition, a plot of the Kolmogorov-Zurbenko periodogram can be obtained using the 
following R commands:
>A = kzp(y=y, m=m, k=k, smooth_level=sl, method=“DZ”, digits=d, top=t)
>plot(A)
This generates the Kolmogorov-Zurbenko periodogram with frequency on the x-axis and 
intensity on the y-axis.
The KZFT is used by the Kolmogorov-Zurbenko periodogram program (i.e., kzp) to estimate the 
spectral density across the range of frequencies through use of a moving average.  The initial 
width of the window used to compute the moving average is selected by the researcher (i.e., 
m=m); however and as noted earlier, the DiRienzo-Zurbenko algorithm adapts the width in such 
a way as to ‘zoom in’ where values of the spectral density spike up and ‘zoom out’ where values 
of the spectral density are relatively flat.  It does this by utilizing the preselected smoothness 
level; that is, the selected smoothness level is a proportion of total variance in the raw time series 
dataset.  With the smoothness level set, the width of the window used in computing moving 
averages across the frequency spectrum varies so that the proportion of variance contained in the 
window remains constant (i.e., the set proportion); thus, the window shrinks in size when the 
spectral density spikes up (i.e., local variance is relatively high) and expands in size when 
spectral density is relatively flat (i.e., local variance is relatively low).
Finally, for time series analysts who prefer to conduct spectral analyses in terms of information 
rather than in terms of variance, the Neagu-Zurbenko algorithm is also included as a method of 
smoothing in the kzp program found within the kza package in R (i.e., set method = “NZ”).  
Consequently, the kzp program adapts to the spectral analyst, depending on his or her preference 
for working in variances or in information!
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3. Theoretical and Practical Limits
Performance of the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko algorithm 
smoothing was assessed using four criteria:  (1) sensitivity, (2) accuracy, (3) resolution, and (4) 
robustness with respect to missing data.  For each of the four criteria, this section briefly defines 
the respective criterion, provides its theoretical limits where available (i.e., sensitivity, accuracy, 
resolution), and reports the performance of the Kolmogorov-Zurbenko periodogram with 
DiRienzo-Zurbenko algorithm smoothing through a series of analyses of simulated time series 
datasets.
All simulations had a primary signal frequency of ߣ = 0.040 with noise amplitude of 16.  Initial 
window widths were set to m = 500 and the number of iterations of the KZFT were set to k = 3.  
For each criterion, two different numbers of observations were examined,  N = 5000 and N = 
1000, and two different levels for the DiRienzo-Zurbenko proportion of smoothness were 
utilized, DZ = 0.05 and DZ = 0.01; taken in combination, this resulted in four possible scenarios 
for each of the four criteria (i.e, sixteen series of analyses).
3.1 Sensitivity
The first criterion in assessing the performance of a given periodogram algorithm is sensitivity.  
In this context, sensitivity is the ability to detect a signal embedded in random noise.  As such, 
the analyst must know how strong a given signal must be relative to the strength of the 
surrounding noise in order for it to be detected. To this end, a good algorithm will be able to 
detect a weak signal in the presence of high levels of noise. Without this quality, an algorithm 
will  be virtually useless with all but the strongest of signals relative to noise.
With regard to the theoretical limit for sensitivity using the Kolmogorov-Zurbenko periodogram 
with DiRienzo-Zurbenko algorithm smoothing, the signal-to-noise ratio must be greater than or 
equal to the proportion of DiRienzo-Zurbenko smoothing set by the analyst.  That is:
௦మ
௡మ ≥ ܦܼ (3.1.1)
where: ݏଶ = variance of signal;݊ଶ = total variance of noise; andܦܼ = DiRienzo-Zurbenko proportion of smoothness
Indeed, stated differently, this becomes:
ݏଶ ≥ ܦܼ ∙ ݊ଶ (3.1.2)
meaning that, within a given local window, the variance of the signal must be greater than or 
equal to the selected proportion of the variance due to noise in the whole dataset.  Because the 
proportion of total variance within a given local window is set by the DiRienzo-Zurbenko 
proportion of smoothness, the limit for detecting a signal is a signal-to-noise ratio equal to the 
DiRienzo-Zurbenko proportion of smoothness. Typical values for the DiRienzo-Zurbenko 
proportion of smoothness are 0.05 and 0.01.  Thus, the theoretical limit of the signal-to-noise 
ratio for detecting a signal is incredibly small.  Consequently, the Kolmogorov-Zurbenko 
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periodogram with DiRienzo-Zurbenko algorithm smoothing has the potential to detect a very 
weak signal in the midst of high levels of noise.
To assess sensitivity, the signal-to-noise ratio was made to vary by adjusting the amplitude of the 
respective signals across the four scenarios.  For scenarios in which the DiRienzo-Zurbenko 
proportion of smoothness was set at 0.05, the signal-to-noise ratio ranged from 0.052 to 0.045 in 
increments of 0.001.  Likewise, for scenarios in which the DiRienzo-Zurbenko proportion of 
smoothness was set at 0.01, the signal-to-noise ratio ranged from 0.017 to 0.010, in increments of 
0.001.  The ranges of signal-to-noise ratio for the two levels of smoothness were different 
because the theoretical limit of sensitivity for a given scenario is determined by the level of the 
DiRienzo-Zurbenko proportion of smoothness.
The results in scenarios where the number of observations were set at N=5000 and N=1000, with 
the smoothness set at 0.05, the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko 
algorithm smoothing performed better than expected, identifying the signal frequency ߣ = 0.040 
within 0.004, with a signal-to-noise ratio of 0.045, which is below the theoretical limit of 0.05 
(see Table 3.1.1). When the DiRienzo-Zurbenko algorithm proportion of smoothness was set at 
0.01, the performance reached the theoretical limit when the number of observations was N = 
5000 (i.e., the signal of frequency ߣ = 0.040 was identified with a signal-to-noise ratio of 0.01).
However, when the number of observations was decreased to N = 1000, the signal was lost when 
moving from a signal-to-noise ratio of 0.013 to one of 0.012; nevertheless, the Komogorov-
Zurbenko periodogram with DiRienzo-Zurbenko algorithm smoothing did come quite close to 
the theoretical limit of 0.01 (see Table 3.1.1).
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SENSITIVITY:  OBSERVED TOP SIGNAL FREQUENCY
Actual Signal Frequency = 0.040          Amplitude of Noise = 16
N = 5000 N = 1000
DZ = 0.05 DZ = 0.01 DZ = 0.05 DZ = 0.01
S/N
Ratio
Observed
Top
Frequency
S/N
Ratio
Observed
Top
Frequency
S/N
Ratio
Observed
Top
Frequency
S/N
Ratio
Observed
Top
Frequency
0.052 0.040 0.017 0.040 0.052 0.044 0.017 0.040
0.051 0.040 0.016 0.040 0.051 0.044 0.016 0.040
0.050 0.040 0.015 0.040 0.050 0.044 0.015 0.044
0.049 0.040 0.014 0.040 0.049 0.044 0.014 0.044
0.048 0.040 0.013 0.040 0.048 0.044 0.013 0.044
0.047 0.040 0.012 0.040 0.047 0.044 0.012 0.016
0.046 0.040 0.011 0.040 0.046 0.044 0.011 0.016
0.045 0.040 0.010 0.040 0.045 0.044 0.010 0.016
Table 3.1.1.  Observed Top Frequencies in Kolmogorov-Zurbenko Periodograms using 
DiRienzo-Zurbenko Algorithm Smoothing for Signal Frequency = 0.040 and Noise 
Amplitude = 16 with Number of Observations N = 5000 or N = 1000 and Proportion of 
Smoothness DZ = 0.05 or DZ = 0.01 across Varying Signal-To-Noise (S/N) Ratios.
NB. Initial Window Width m = 500 and Number of Iterations k = 3.
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3.2 Accuracy
The second criterion in assessing the performance of a given periodogram algorithm is accuracy.  
With regard to these algorithms, accuracy is the ability to precisely identify the frequency of a 
given signal.  This adds to the dimension of sensitivity by pinpointing the exact frequency of a 
weak signal surrounded by high levels of noise. Without accuracy, predicted values of the 
variable will quickly diverge from the true values as one moves forward in time; conversely, 
with high levels of accuracy, predicted values of the variable will remain close to the true values 
into perpetuity for all intents and purposes.
The theoretical limit for accuracy using the Kolmogorov-Zurbenko periodogram with DiRienzo-
Zurbenko algorithm smoothing is 1 ܰ⁄ .  The Kolmogorov-Zurbenko periodogram is determined 
by using the Kolmogorov-Zurbenko Fourier transform (KZFT).  The KZFT works by 
reconstructing the original signal in a raw time series dataset using a weighted sum of all 
possible empirical sinusoidal waves that could be present in the dataset.  Because there are N 
observations in a given dataset, there are N-1 possible sinusoidal waves, with any two 
consecutive waves separated by 1 ܰ⁄ .  Because deviation of a signal by more than 1 ܰ⁄ would be 
attributed to the next possible sinusoidal wave for the given number of observations, the 
theoretical limit of accuracy for the frequency of any given signal is an incredible 1 ܰ⁄ .
To assess accuracy, signal amplitude was set at 2 (i.e., signal-to-noise ratio = 0.016) and actual 
signal frequencies were set at 0.400, 0.440, or 0.444, thus allowing assessment of accuracy in 
tenths, hundredths, and thousands.  As with assessment of sensitivity, two number of 
observations were considered, N = 5000 and N = 1000, as were two levels of proportion of 
smoothing, DZ = 0.05 and DZ = 0.01.
In scenarios where the number of observations was set at N = 5000, the Kolmogorov-Zurbenko 
periodogram with DiRienzo-Zurbenko algorithm smoothing was able to accurately identify 
signal frequencies to the thousandths place regardless of whether the proportion of smoothing 
was set to 0.05 or to 0.01.  The same was true when the number of observations was N = 1000, 
with a proportion of smoothing set at 0.01.  However, there was an anomaly when the number of 
observations was set to N=1000 and the proportion of smoothing was set at 0.05; when the actual 
signal frequency was 0.400, the observed top frequency was 0.446 (a difference of 0.046), when 
the actual signal frequency was 0.440, the observed top frequency was 0.446 (a difference of 
0.006), and when the actual signal frequency was 0.444, the observed top frequency was 0.448 (a 
difference of 0.002).While the latter two findings are reasonable in that they approach their 
respective theoretical limit, the first is irregular but may be due to effects of coincidental random 
error in the dataset.  (See Table 3.2.1)
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ACCURACY:  OBSERVED TOP SIGNAL FREQUENCY
Amplitude of Signal = 2 Amplitude of Noise = 16
Actual Signal
Frequency
N = 5000 N = 1000
DZ = 0.05 DZ = 0.01 DZ = 0.05 DZ = 0.01
0.400 0.400 0.400 0.446 0.400
0.440 0.440 0.440 0.446 0.440
0.444 0.444 0.444 0.448 0.444
Table 3.2.1. Observed Top Frequencies in Kolmogorov-Zurbenko Periodograms using 
DiRienzo-Zurbenko Algorithm Smoothing with Signal Amplitude = 2, Noise Amplitude = 
16, Number of Observations N = 5000 or N = 1000, and Proportion of Smoothness DZ = 
0.05 or DZ = 0.01 across Varying Signal Frequencies.
NB. Initial Window Width m = 500 and Number of Iterations k = 3.
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3.3 Resolution
The third criterion in assessing the performance of a given periodogram algorithm is resolution.  
In spectral analysis, resolution is the ability to precisely identify the frequencies of two signals 
that are close together.  In this situation, it is important to know how close two frequencies can 
be before a periodogram algorithm is no longer able to separate them. Without the ability to 
resolve close signals, a periodogram will merge the signals into a single peak, making accurate 
prediction of future values of a variable all but impossible.  Thus, despite having a common 
starting point, two signals with two different frequencies will have a much different effect on the 
value of a variable over time compared to one signal of a single frequency.  Consequently, a 
periodogram algorithm must be able to not only identify each signal with great accuracy but
must also have the ability to resolve two such signals when they are close together.
The theoretical limit of the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko
algorithm smoothing is 2 ܰ⁄ . As stated above, the Kolmogorov-Zurbenko periodogram is 
determined by using the KZFT which reconstructs an original raw dataset using a weighted sum 
of all possible empirical sinusoidal waves that could be present in a time series dataset.  Given N 
observations in such a dataset, there are N-1 possible sinusoidal waves and any two consecutive 
sinusoidal waves have a separation of 1 ܰ⁄ .  Clearly, the spike in spectral density of two 
consecutive empirical frequencies would overlap and could not be distinguished from one 
another.  However, if the distance between two close frequencies is 2 ∙ (1 ܰ⁄ ) or 2 ܰ⁄ , then 
resolution of the frequencies becomes possible.  Thus, the theoretical limit for resolution of two 
signals that are close to one another is an astonishing separation in frequency of 2 ܰ⁄ .
To assess resolution, signal amplitudes were set at 8 (signal-to-noise ratio = 0.500).  Because this 
was a test of how well the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko 
algorithm smoothing could resolve two frequencies that are close to one another, one frequency 
was fixed at ߣଵ = 0.040, while a second signal frequency increased so as to approach the first 
signal frequency, with ߣଶ = 0.030, 0.033, 0.036, 0.037, 0.038, and 0.039.  Again and as with the 
assessment of sensitivity and accuracy, the number of observations were N = 5000 and N = 1000 
and DiRienzo-Zurbenko algorithm proportions of smoothness were DZ = 0.05 and DZ = 0.01.  
With regard to resolution, the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko 
algorithm smoothing performed admirably across all four scenarios (i.e., N = 5000 and N = 1000 
crossed with DZ = 0.05 and DZ = 0.01).  With only one anomaly (at N = 1000, DZ = 0.05, ߣଶ=0.033), top observed signal frequencies were no more than 0.004 from true signal frequencies 
in the most discrepant cases, thus approaching the theoretical limit of 0.002); again, the anomaly 
could be attributed to random error (see Table 3.3.1).
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RESOLUTION:   OBSERVED TOP SIGNAL FREQUENCIES
Amplitude of Signal Frequencies = 8          Amplitude of Noise = 16
N = 5000 N = 1000
DZ = 0.05 DZ = 0.01 DZ = 0.05 DZ = 0.01ࣅ૚ ࣅ૛ ࣅ૚෢ ࣅ૛෢ ࣅ૚෢ ࣅ૛෢ ࣅ૚෢ ࣅ૛෢ ࣅ૚෢ ࣅ૛෢
0.040 0.030 0.040 0.030 0.040 0.030 0.030 0.040 0.040 0.030
0.040 0.033 0.040 0.034 0.040 0.032 0.040 0.042 0.040 0.032
0.040 0.036 0.040 0.036 0.040 0.036 0.036 0.040 0.036 0.040
0.040 0.037 0.040 0.038 0.040 0.036 0.038 0.040 0.040 0.036
0.040 0.038 0.040 0.038 0.040 0.038 0.038 0.044 0.040 0.038
0.040 0.039 0.040 0.038 0.040 0.038 0.044 0.036 0.040 0.038
Table 3.3.1. Observed Top Frequencies in Kolmogorov-Zurbenko Periodograms using 
DiRienzo-Zurbenko Algorithm Smoothing with Signal Amplitude = 8, Noise Amplitude = 
16, Number of Observations N = 5000 or N = 1000, and Proportion of Smoothness DZ = 
0.05 or DZ = 0.01 for Varying Signal Frequencies.
NB. Initial Window Width m = 500 and Number of Iterations k = 3.
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3.4. Robustness with Respect to Missing Data
The fourth criterion used to assess periodogram performance is robustness with respect to
missing data.  Here, a periodogram algorithm can be viewed as robust with respect to 
missingness if it remains sensitive and accurate in identifying the signal of given frequency with 
a high percentage of missing data. This criterion is important because time series analysists 
frequently encounter situations where data is missing (e.g., instrument malfunction, human error 
in data collection).
With regard to missingness, it is not possible to establish a theoretical limit for the percent 
missing.  However, it is possible to assess a periodogram algorithm’s performance under 
increasing percentages of missingness with respect to its theoretical limits of sensitivity and 
accuracy.  In other words, one must discern how high a level of missingness is tolerable while 
still approaching established theoretical limits for sensitivity and accuracy.
To test the robustness of the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko
smoothing, an analysis was done on a simulated time series dataset in which the signal frequency 
was set to 0.040 and amplitude of noise set at 16.  As with assessments of sensitivity and 
accuracy, two numbers of observations were considered:  N = 5000 and N = 1000.  For scenarios 
where the DiRienzo-Zurbenko proportion of smoothness was set at DZ = 0.05, the signal-to-
noise ratio set at 0.055 with corresponding signal amplitude of 3.7523; likewise, for scenarios 
where the DiRienzo-Zurbenko proportion of smoothness was set at DZ = 0.01, the signal-to-
noise ratio set at 0.015 with corresponding signal amplitude of 1.9596.
Once a simulated dataset was generated for a given scenario, missingness was introduced 
utilizing random draws from a binomial distribution (i.e., 0 = not missing, 1 = missing) such that 
data were missing completely at random and the percentage missing ranged from 0 percent to 70 
percent, in increments of 10 percent.  In each scenario and at each percentage of missingness, it 
was possible to assess sensitivity by determining whether or not the top identified signal 
frequency was the true frequency of 0.040; such identification should be possible because the 
signal-to-noise ratio exceeded the DiRienzo-Zurbenko proportion of smoothness in each scenario 
(i.e., 0.055 ≥ 0.050 and 0.015 ≥ 0.010).  Likewise, it was also possible to assess accuracy by 
determining whether the top signal frequency was close to the theoretical limit of 0.001 because 
the kzp program within the kza package reports top frequencies to three decimal places.
With respect to robustness in the context of missing data, the Kolmogorov-Zurbenko 
periodogram with DiRienzo-Zurbenko smoothing performed respectably. With just one anomaly 
across all scenarios (i.e., N = 5000 and N = 1000 crossed with DZ = 0.05 and DZ = 0.01), the 
actual signal was detected (sensitivity) and the observed frequency was no more than 0.006 away 
from the true value (accuracy) with up to 50 percent of data missing; this finding is quite good 
given the relatively low signal-to-noise ratios used in the respective scenarios.  The specific 
anomaly occurred with number of observations N = 1000 and DiRienzo-Zurbenko proportion of 
smoothing = 0.05 when missingness was at 20 percent; in this instance, the true signal was 0.040 
but the observed top frequency was 0.192 (a difference of 0.152).  As in the anomalous results 
with respect to accuracy, this may also be due to coincidental random error.  See Table 3.4.1.
This PDF is created at https://www.pdfonline.com/convert-pdf/
Theoretical and Practical Limits of KZ Periodograms with DZA Smoothing
16
ROBUSTNESS:  OBSERVED TOP FREQUENCIES
Signal Frequency = 0.040
Percent of
Missing Data
N = 5000 N = 1000
DZ = 0.05 DZ = 0.01 DZ = 0.05 DZ = 0.01
0 0.040 0.040 0.044 0.040
10 0.040 0.040 0.044 0.040
20 0.040 0.040 0.046 0.040
30 0.040 0.040 0.192 0.040
40 0.040 0.040 0.042 0.040
50 0.040 0.040 0.038 0.040
60 0.164 0.118 0.162 0.164
70 0.040 0.036 0.286 0.284
Table 3.4.1.  Observed Top Frequencies in the Kolmogorov-Zurbenko Periodogram using 
DiRienzo-Zurbenko Algorithm Smoothing with Number of Observations N = 5000 or N = 
1000 and Proportion of Smoothness DZ = 0.05 (Signal-to-Noise Ratio = 0.055) or DZ = 0.01 
(Signal-to-Noise Ratio = 0.015) across Varying Percentages of Missing Data.
NB. Initial Window Width m = 500 and Number of Iterations k = 3.
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4. Simulated Example
The Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko smoothing used in 
conjunction with the Kolmogorov-Zurbenko Fourier Transform represents a superior approach to 
time series analysis.  To demonstrate the sensitivity, accuracy, and resolution as well as its
predictive power of this approach, a simulated time series dataset was constructed with known 
frequencies and known levels of random noise.  The Kolmogorov-Zurbenko periodogram with 
DiRienzo-Zurbenko smoothing was used to identify signal frequencies and the Kolmogorov-
Zurbenko Fourier Transform was used to reconstruct the signal.  The predictive power of the 
reconstructed signal was assessed by computing the proportion of variance in the original signal 
accounted for by the reconstructed signal; this result, in turn was compared to the predictive 
power of an autoregression model, the standard method used by most time series analysts.  The 
example concludes with a re-analysis of the timeseries dataset with 50% of the data missing, 
again demonstrating the sensitivity, accuracy, and resolution as well as its predictive power with 
the reconstructed signal.
4.1 Construction of the Time Series Dataset
A time series dataset of variable X at time t was constructed as:
ܺ௧ = ܽଵ ∙ sin(2ߨߣଵݐ) + ܽଶ ∙ sin(2ߨߣଶݐ) + ܰ(ߤ, ߪଶ) (4.1.1)
setting frequency 1 at ߣଵ = 0.084, amplitude 1 at ܽଵ = 1, frequency 2 at ߣଶ = 0.098, amplitude 
2 at ܽଶ = 1.5, and random noise at ܰ(ߤ, ߪଶ) = ܰ(0, 16).  In generating the dataset, time went 
from ݐ = 1 to ݐ = 5000, thus producing 5000 observed values of X. An interval of this time 
series, from ݐ = 30 to ݐ = 80, is displayed in Figure 4.1.1.  Here, one can see its rather chaotic 
nature, with no apparent pattern visible.  This is so because two regular signals close in 
frequency and in amplitude were combined with a substantial level of random noise, resulting in 
a signal-to-noise ratio of 0.203.
4.2 Identification of Signals
A standard periodogram algorithm (i.e., R command periodogram( ) ) is also available in the 
kza package in R and was used to identify signals in the time series dataset.  The result of this 
algorithm is displayed in Figure 4.2.1(a).  One can see that there are two prominent signal spikes, 
one at ߣଵ = 0.084 and the other at ߣଶ = 0.098.  However, there are a multitude of minor spikes 
and it is not clear whether these are actual signals or random fluctuations in the periodogram.  To 
gain a clearer notion of what signals are actually present, the Kolmogorov-Zurbenko 
periodogram with DiRienzo-Zurbenko smoothing was constructed and is displayed in Figure
4.2.1(b).  One can easily see that the multitude of minor spikes have dissolved and those 
remaining are all but muted, even when one considers that the standard periodogram displays in
actual magnitude while the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko 
smoothing displays in a logarithmic scale.
To conclude, a standard periodogram is somewhat ambiguous with respect to the presence of 
weaker signals, but the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko smoothing 
clearly identifies ߣଵ = 0.084 and ߣଶ = 0.098 with less ambiguity with regard to other possible 
signals.  Given the obvious strength of the two identified signals, it appeared possible to 
reconstruct of the original signal.
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Figure 4.1.1.  Time Series Plot between t=30 and t=80 for Complete Data where:ࢄ(࢚) = ૚ ∙ ܛܑܖ(૛࣊(૙. ૙ૡ૝)࢚) + ૚. ૞ ∙ ܛܑܖ(૛࣊(૙. ૙ૢૡ)࢚) + ࡺ(૙, ૚૟).
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Figure 4.2.1.  Spectral Analyses using Complete Data
(a) Standard Periodogram
(b) The Kolmogorov-Zurbenko Periodogram with DiRienzo-Zurbenko Smoothing
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x.axis
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(b) Kolmogovov-Zurbenko Periodogram with DiRienzo-Zurbenko Smoothing
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4.3 Reconstruction of Original Signal
In reconstructing the original time series signal, the goal is to correctly predict the values of 
variable X over time, using the identified signals using the Kolmogorov-Zurbenko periodogram 
with DiRienzo-Zurbenko smoothing.  To reconstruct the signal, the Kolmogorov-Zurbenko 
Fourier Transform was used to construct two signals, one with ߣଵ = 0.084 and the other with ߣଶ = 0.098.  These two signals were added together, then the real-valued component extracted 
and multiplied by 2 to form the reconstructed signal. It must be remembered that the 
Kolmogorov-Zurbenko Fourier Transform generates complex numbers; thus, the real part must 
be extracted and multiplied by 2 to obtain the signal estimates for each value of t.
For the time series interval running from ݐ = 30 to ݐ = 80, Figure 4.3.1 displays the original 
data (i.e., signal plus noise), the original signal (i.e., signal only), and the reconstructed signal.  
Despite the fact that the original signal cannot be easily identified in the plot of the original data 
(signal plus noise), it can be seen that the reconstructed signal runs a very close approximation to 
the original signal (signal only). Further, the predictive power of the reconstructed signal is 
phenomenal.  Across the interval from ݐ = 4 to ݐ = 5000, the correlation between the original 
signal and the reconstructed signal is ݎ = 0.977, thus accounting for 95.4% of the variance in the 
original signal.  It should be noted that the first three observations are lost due to averaging 
within the algorithm.
4.4 Comparison to Autoregression
Autoregression models are used extensively in time series analysis.  However, the approach 
using the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko algorithm smoothing 
followed with signal reconstruction using the Kolmogorov-Zurbenko Fourier Transform is far 
superior to autoregression modeling in relation to prediction.  To demonstrate this, 
autoregression analysis was done on the time series dataset.  The standard autoregression 
algorithm in R is ar( ) and can be found in the stats package.  It identified an autoregression 
model of order 12, meaning that the values of X at time t correlated with subsequent values of X
up to 12-time units ahead.  However, correlations were extremely weak, with magnitudes 
ranging from 0.021 at t+8 to 0.125 at t+6.  Figure 4.4.1 presents the related correlogram.
The autoregression analysis indicated that the variance that could not be accounted for in the 
model was 16.578.  However, the total variance of the time series dataset was 17.403.  As a 
result, the autoregression analysis could not account for 95.3% of the total variance.  Thus, the 
autoregression model accounted for only 4.7% of the total variance in the time series dataset, 
while the reconstructed signal based on the approach using the Kolmogorov-Zurbenko 
periodogram with DiRienzo-Zurbenko smoothing in conjunction with the Kolmogorov-Zurbenko 
Fourier Transform accounted for 95.4% of the variance in the actual signal. The autoregression 
model for the signal provided above resembles mostly heavy noise with no practical opportunity 
to predict the periodic signal buried within that noise. This situation is common in practice and
can only be resolved by utilizing the Kolmogorov-Zurbenko periodogram with DiRienzo-
Zurbenko algorithm smoothing to identify hidden signal frequencies, followed by use of the 
Kolmogorov-Zurbenko Fourier Transform to reconstruct the hidden signal, as was demonstrated 
above.
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Figure 4.3.1.  Plots of signal+noise, signal, and reconstructed signal using the Kolmogorov-
Zurbenko Fourier Transform (m=500 and k=3).
30 40 50 60 70 80
Time
Signal+Noise (solid dot) 
Signal (open dot) 
Reconstructed Signal (solid line)
This PDF is created at https://www.pdfonline.com/convert-pdf/
Theoretical and Practical Limits of KZ Periodograms with DZA Smoothing
22
Figure 4.4.1.  Correlogram of Autoregression Analysis for Simulated Time Series for
Complete Data
0 2 4 6 8 10 12
Lag
Series SignalAndNoise
Autoregression Order = 12
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4.5 Robustness with Respect to Missing Data
Identification of signal frequencies and reconstruction of the original signal was repeated, but 
with 50% of the datapoints missing.  As in the earlier assessment of robustness in the context of 
missing data, assessment began with the complete time series dataset and missingness was 
introduced using random draws from a binomial distribution (i.e., 0=not missing, 1=missing) so 
that data were missing completely at random with the percentage set at 50%.  Next, the 
Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko smoothing was constructed and is 
displayed in Figure 4.5.1(a).  Despite a missingness rate of 50%, one again sees two signal 
spikes, one at ߣଵ = 0.084 and the other at ߣଶ = 0.098.
To reconstruct the original signal, the Kolmogorov-Zurbenko Fourier Transform was again used 
to construct two signals, one at ߣଵ = 0.084 and the other at ߣଶ = 0.098, which were, in turn, 
added together with the real-valued component extracted and multiplied by 2.  Figure 4.5.1(b) 
displays the original data (signal plus noise), original signal (signal only), and the reconstructed 
signal, with the former two plots notably missing values of ܺ௧.  Again, one can see that the 
reconstructed signal closely approximates the original signal.
The predictive power of the reconstructed signal was also phenomenal.  Across the available 
data, the correlation of the reconstructed signal with the original data was 0.954, thus accounting 
for 91.0% of the variance in the original signal.
4.6 Conclusion
This  section demonstrated the ease of use and predictive power of an approach to time series 
analysis that utilizes the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko 
smoothing to identify signals and the Kolmogorov-Zurbenko Fourier Transform to reconstruct 
the original time series.  The utility and power of this approach is apparent, even when signals 
are weak relative to random noise (i.e., low signal-to-noise ratio), even when signals are close in 
frequency and amplitude, and even when there is a substantial amount of missing data.
The predictive power of this approach is all the more astonishing compared to the current 
standard of time series analysis, the autoregression model.  Not only is the spectral approach 
incredibly good in predicting future values of an underlying set of signals, it is able to do so into 
perpetuity, assuming no catastrophic event impacts the time series process.
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Figure 4.5.1.  Time Series Analysis and Signal Reconstruction with 50% Missing Data.
(a) The Kolmogorov-Zurbenko periodogram using DiRienzo-Zurbenko smoothing
(m=500, k=3, and DZ=0.01)
(b) Plots of signal+noise, signal, and estimated signal using the Kolmogorov-
Zurbenko Fourier Transform (m=500 and k=3)
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5.  Examples in Current Research
There are a range of studies, many in the field of earth and atmospheric sciences, that have 
utilized the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko algorithm smoothing 
to identify heretofore hidden periodicities in time series data.  For example, Zurbenko and 
Potrzeba (Zurbenko & Potrzeba, 2010, 2013) have used this approach to identify important 
patterns in atmospheric tides and tidal waves.  Just as oceans have oceanic tides, the atmosphere 
has its own tides and their work identified critical patterns (signals) in these tides that can 
attenuate or can exacerbate the destructive power of hurricanes.  In regard to climate, these same 
researchers utilized the Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko algorithm 
smoothing to identify patterns related to climate change:  Potrzeba-Macrina and Zurbenko
(Potrzeba-Macrina & Zurbenko, 2019) found that cycles in the planetary orbits have an impact 
on sunspot activity and, in turn, Zurbenko and Potrzeba-Macrina (2019) were able to assess the 
relative impact of solar irradiation, sunspot activity, and human factors on temperature.  As a last 
example, Close and Zurbenko (2008) used the Kolmogorov-Zurbenko periodogram with 
DiRienzo-Zurbenko algorithm smoothing to identify seasonal, weekly, and daily patterns in 
traffic fatalities.  The reader is encouraged to review these original works to gain a better 
understanding of how this approach has been used as well as the power of the methods 
themselves.
6.  Summary
This discussion began with a brief description of the development of and logic underlying the 
Kolmogorov-Zurbenko algorithm periodogram with DiRienzo-Zurbenko algorithm smoothing.  
While other methods used to construct a periodogram utilize a spectral window with a fixed 
width, the notable feature of this adaptive algorithm is its ability to zoom in (decrease the width 
of the filtering window) when a signal frequency is present, and zoom out (increase the width of 
the filtering window) when signal frequencies are not present.  As a result, the Kolmogorov-
Zurbenko periodogram with DiRienzo-Zurbenko algorithm smoothing more clearly identifies 
hidden signals and represents a superior approach in the construction of periodograms. Although
the Kolmogorov-Zurbenko periodogram is cast in terms of variance, it can also be re-cast as 
information by taking its logarithm; in this context, use of the Neagu-Zurbenko algorithm for 
smoothing likewise adapts the width of the filtering window depending on whether a signal is 
present and, thereby, more clearly identifies hidden signals.
The discussion then turned to accessing the Kolmogorov-Zurbenko periodogram algorithm 
within the statistical platform R, along with basic instructions in its use.  While spectral analysts 
who prefer working in terms of variances can invoke DiRienzo-Zurbenko algorithm smoothing,
those who prefer to work in terms of information can choose Neagu-Zurbenko algorithm 
smoothing.  This was followed by a discussion of the theoretical and practical limits of the 
Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko algorithm smoothing with regard
to sensitivity (ability to detect weak signals), accuracy (ability to correctly identify signal 
frequencies), resolution (ability to resolve signals with close frequencies), and robustness with 
respect to missing data (sensitivity and accuracy).
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Finally, an example was presented using a simulated time series dataset in which two signals
close in frequency and amplitude were embedded in a moderate level of random noise.  The 
Kolmogorov-Zurbenko periodogram with DiRienzo-Zurbenko algorithm smoothing was used to 
identify signal frequencies and the Kolmogorov-Zurbenko Fourier Transform was used to 
recreate the original signal. The reconstructed signal had a high level of predictive power, 
accounting for 95.4% of the variance in the original signal using the complete dataset and 
accounting for 91.0% of the variance in the original signal when 50% of the data were missing.  
By comparison, an autoregression model of order 12 only accounted for 4.7% of the variance 
present in the original signal-plus-noise.  Thus, an approach using the Kolmogorov-Zurbenko 
periodogram with DiRienzo-Zurbenko algorithm smoothing to identify hidden signal frequencies 
followed by signal reconstruction using the Kolmogorov-Zurbenko Fourier Transform represents 
a state-of-the-art approach that is straightforward in its use and produces results that have a 
considerably high level of predictive power.
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