In this paper, we are concerned with 2p-order Hamiltonian systems with impulsive effects. We investigate the variational structure associated to this system. In addition, we obtain some results of multiple solutions for asymptotically linear 2p-order Hamiltonian systems via variational methods and critical point theorems. Meanwhile, some examples are presented to illustrate our main results.
INTRODUCTION AND MAIN RESULTS
In recent years, variational methods have been introduced to investigate various impulsive differential equations since papers [10, 13] appeared. As one kind of widely applicable differential equations, Hamiltonian systems with impulsive effects have been also concerned on widely and many new corresponding results have been obtained, see for instance [3, 7-9, 11, 12, 15] . However, in aforementioned papers Hamiltonian systems are second order. To the best of our knowledge, few authors have considered asymptotically linear 2p-order Hamiltonian systems with impulsive effects. One difficulty is that the suitable impulsive effects associated to this system have been not found. Another is that the suitable critical point theorems have been not applied. In this paper, we present such impulsive conditions. More precisely, we investigate multiple solutions for 8 < :
. 1/ pC1 u .2p/ C rV .t; u/ D 0; a:e: t 2 OE0; T ; u .j / .0/ D u .j / .T /; j D 0; 1; ; 2p 1;
.u i .2p j / .t k // D I ij k .u i .j 1/ .t k //; i D 1; 2; ; N; j D 1; 2; ; p; k D 1; 2; ; q;
(1.1)
The author was supported in part by the National Natural Science Foundation of China, Grant No. 11171157. c 2019 Miskolc University Press where p is a positive integer, u.t / D .u 1 .t /; u 2 .t /; ; u N .t //, V W OE0; T R N ! R is measurable with respect to t, for every u 2 R N , continuously differentiable in u, for almost every t 2 OE0; T , 0 D t 0 < t 1 < < t q < t qC1 D T , t k .k D 1; 2; ; q/ are the instants where the impulses occur, .u i .2p j / .t k // D u i .2p j / .t C k / u i .2p j / .t k / and I ij k W R ! R .i D 1; 2; ; N; j D 1; 2; ; p; k D 1; 2; ; q/ are continuous.
From now on, we write A, B and C as f1; 2; ; N g; f1; 2; ; pg and f1; 2; ; qg respectively. In addition, L s .R N / stands for the space of symmetric matrices of order N and I N is the unit matrix in L s .R N /. For any A 1 ; A 2 2 L s .R N /, we denote by A 1 Ä A 2 if A 2 A 1 is positively semi-definite, and denote by A 1 < A 2 if A 2 A 1 is positively definite. For any A 1 ; A 2 2 L 1 .OE0; T I L s .R N //, we denote by A 1 Ä A 2 if A 1 .t / Ä A 2 .t / for a:e: t 20; T OE, and denote by A 1 < A 2 if A 1 Ä A 2 and A 1 .t / < A 2 .t / on a subset of 0; T OE with nonzero measure.
Let us have the space
where . ; / denotes the inner product in R N . The corresponding norm is defined by
Suppose that I ij k and V satisfy that the following some conditions: .I 1 / Every I ij k .i 2 A; j 2 B; k 2 C/ is bounded and
for every u 2 R N with juj r, and a.e. t 2 OE0; T .
Our main results are the following two theorems. 
Then, problem .1:1/ has at least ji p .A 1 / i p .A 0 /j distinct pairs of nontrivial weak solutions. Remark 1. Here i p .A/ and p .A/ are called the index and nullity of A respectively. Indeed, for any A 2 L 1 .OE0; T I L s .R N //, we define
For This paper is organized as follows. In Section 2, we first recall several critical point theorems. Then, we investigate the variational structure associated to problem .1:1/ in H p 1 . Finally, we quote the two lemmas which are crucial in our argument. In Section 3, we verify our main results by applying variational methods and critical point theorems when V satisfies the generalized asymptotically linear conditions. Our results extends some conclusions directly in [4] . Analogously, by new definition of weak solution, one can be dealt with problem .1:1/ when V satisfies some other conditions, such as the convex potential condition, the even type potential condition, the Ahmad-Lazer-Paul type coercive condition and its several generalizations, the sublinear potential condition, the superquadratic potential condition, the subquadratic potential condition and the asymptotically quadratic potential condition. In Section 4, we present some examples in order to illustrate our results.
PRELIMINARIES
Let X be a Hilbert space. We first recall some critical point theorems in critical point theory. These theorems are due to K. C. Chang. (ii) there is a j-codimensional subspace X 2 such that inf
Then f has at least m j distinct pairs of critical points provided m j > 0.
Theorem 4 ([1, Theorem 4.3.6]). Let f 2 C 1 .X; R/ be even and f .0/ D 0. Assume f satisfies PS condition and (i) there is a j-codimensional subspace X 1 and two constants r;˛> 0 such that f .x/ ˛f or any x 2 X 1 \ @U r ;
(ii) there is a m-dimensional subspace X 2 and a constant R > 0 such that f .x/ Ä 0 f or any x 2 X 2 nU R :
The last one is called three solutions theorem and can be verified by Theorem 5:1, Theorem 5:2 and Corollary 5:2 in [2] . One can find its proof in [6] . Remark 2. Here f a D fx 2 X jf .x/ Ä a; a 2 Rg. The Morse nullity and Morse index of f at x 2 X are defined as dim.ker f 00 .x// and the supremum of the dimensions of the vector subsequence of X in which f 00 .x/ is negative definite respectively. Both are denoted by m 0 .f 00 .x// and m .f 00 .x// respectively. Next, we investigate the variational structure of (1.1). This idea comes from papers [10, 14] .
This leads to impulsive effects.
Let us take y 2 H p 1 , multiply both sides of the equation in (1.1) by y, and integrate between 0 and T , then
Similarly, combining u .2p j / .0/ D u .2p j / .T /, j 2 Bnf1g, one has
Hence,
for any rV .t; u/ 2 H p 1 . Hence, the following lemma holds by (2.4) and Definition 1. Lemma 1. If u 2 H p 1 is a critical point of ', then u is a weak solution for (1.1). Finally, we quote the two important lemmas. The first lemma is identical with Proposition in [6] when T D 1 and it's proof is absolutely similar to the proof of Proposition 5.3.1.
(2.7) and g. ; u. // 2 L 1 .OE0; T ; R N / is bounded for all u 2 L 2 .OE0; T ; R N /:
(2.8) (2.9) and p .A/ 2 f0; 1; ; pN g.
And the equality holds if and only if u 2 H
PROOFS OF MAIN RESULTS
Proof of Theorem 1. By Theorem 5 and Lemma 3.iv/, we complete the whole proof by three steps.
Step 1: ' 2 C 2 .H 
Considering that K is compact, we obtain that R.' 00 .0// D H p 1 from ker ' 00 .0/ D f0g. Hence, ' 00 .0/ has a bounded inverse. Namely, 0 is a non-degenerate critical point of '.
Step 2: ' satisfies PS -condition.
If .
Let f'.u n /g be a bounded sequence such that ' 0 .u n / ! 0. We first prove that fu n g is bounded in H p T . Indeed, by .2:4/, we have
Let F D C.OE0; T I R N / with the norm kuk 1 D max t2OE0;T ju.t /j. We only need to verify that fu n g will be bounded in F . If not, we can assume ku n k 1 ! C1 and set v n D u n =ku n k 1 . By (3.2) and (2.5), we get
It implies that fv n g is bounded in H p 1 . Without loss of generality, we assume v n * v 0 in H p 1 , then v n ! v 0 in F . By mean of kv n k 1 D 1, we have kv 0 k 1 D 1. In addition,
However, by .2:6/ and .2:7/, there exists Q
(3.5) by going to subsequences if necessary, and
Since ' 0 .u n / ! 0 and ku n k 1 ! C1, the right side of .3:4/ tends to zero. .3:4/ and .3:5/ imply that
Hence, v 0 is the solution of the following problem (
By (3.6) and Lemma 3.v/, we have
A/ D 0 and .3:8/ has only trivial solution. This contradicts kv 0 k 1 D 1.
Next, we prove that fu n g contains a convergent subsequence. Since fu n g is bounded, there exists a subsequence fu n m g such that u n m * u 0 in H p 1 . Then u n m ! u 0 uniformly in OE0; 1 and u n m ! u 0 (3.9) inL 2 .OE0; T /; R N /. By .3:2/, we have
It follows that (3.10)
By Lemma 2, we know that From Lemma 3.i i i /, we can verify that k k 1 and k k 2 are equivalent to k k on H 1 and H 2 respectively. Hence, by .2:4/, for any u D u 1 C u 2 with u 1 2 H 1 ; u 2 2 H 2 , we have
where C i 2 R C .i D 1; 2/, R C is a set of positive constants, C i 2 R.i D 3; 4; 5/. It follows that there exists R 0 > 0 such that
is a closed ball with center 0 and radius R 0 . Since ' is decreasing along vector field V .u/ D u 2 C u 1 for every u D u 2 C u 1 6 2 M, we can define the flow .t; u/ D e t u 2 C e t u 1 , and the time T u arriving at M satisfies e T u ku 2 k D R 0 . Set
for kuk Ä R 0 ; .T u t; u/; for kuk > R 0 :
We can verify that for any a > '.0/ large enough, Á.t; u/ is a deformation retract from .H 
Let .t; u/ D e t u 2 Ce t u 1 , for every u 2 M \.' a 2 n' a 1 /, '. .t; u// is continuous with respect to t, '. .0; u// D '.u/ > a 1 and '. .t; u// ! 1.t ! C1/, so there exists uniquely t D T 1 .u/ such that .t; u/ 2 M \ ' a 1 and '. .t; u// D a 1 . Define
By the map Á.t; u/ D Á 2 .t; Á 1 .t; u// we can verify that . 
Moreover, we find that ' is even and '.0/ D 0 when .I 1 /; .I 2 /; .V 4 / and .V 5 / hold. In fact,
Now it suffices to consider the two possibilities: i p .A 0 / > i p .A 1 / and i p .A 0 / < i p .A 1 /. In fact, we only consider the second case because the first case can be investigated as before by Theorem 3. For small " > 0 satisfying p .A 0 C "I N / D 0 D p .A 1 "I N /, i p .A 0 C "I N / D i p .A 0 / and i p .A 1 "I N / D i p .A 1 /, similar to .3:13/ and .3:15/, we can verify that for any x 2 H 
