Abstract. We have implemented two parallel versions of the Bellman-FordMoore algorithm for the single-source shortest-paths problem. Our software is written in C and runs on the CM-5 parallel supercomputer using CMMD communication primitives. We have compared the performance of our parallel programs with a serial implementation of the Bellman-Ford-Moore algorithm developed by Cherkassky, Goldberg and Radzik. In our experiments we used 50 randomly generated graphs with up to 2 15 vertices and 2 21 edges. Our fastest parallel program always achieved speedups greater than 1 when the average degree of the graphs exceeded 2 5 for the smaller and 2 3 for the larger inputs in our test suite. On dense graphs, we achieved speedups of up to 7.8 on a CM-5 with 32 processors.
Introduction
The shortest-paths problem is a classic combinatorial optimization problem that arises in a wide spectrum of applications including VLSI design, network routing, and commodity ow. Several serial and parallel algorithms have been proposed for computing shortest paths in graphs 1, 4, 6, 9] . The nature of most of these studies is theoretical, however. An empirical study of serial algorithms for shortest paths was only recently presented in 3]. Moreover, the e cient implementation and practical performance of parallel algorithms for computing shortest paths remains a largely unexplored eld.
We recently embarked on an empirical comparison of serial and parallel shortestpaths algorithms. We implemented several parallel versions of the Bellman-FordMoore algorithm for single-source shortest paths. This algorithm is the asymptotically fastest polynomial-time scheme for the general shortest-paths problem on uniprocessors. We developed our code on the CM-5 parallel supercomputer platform using the C programming language and CMMD communication primitives. In this paper we describe two of our implementations, and we present an empirical comparison of their performance with a serial Bellman-Ford-Moore code due to Cherkassky, Goldberg, and Radzik 3] that ran on a Sparc 2. The Cherkassky-Goldberg-Radzik code was the fastest public-domain implementation of the Bellman-Ford-Moore algorithm we were aware of. Achieving parallel speedups over this fast serial code was far more challenging than achieving speedups over uniprocessor executions of our parallel programs.
The speedups achieved by our parallel programs depended on the sparsity and the size of the input graphs. Our test suite comprised directed graphs with integer edge-weights that were generated using the sprand random graph generator from 3]. The size of our graphs ranged between 2 10 and 2 15 vertices and between 2 11 and 2 21 edges. On the sparse inputs, neither of our two parallel programs matched the performance of the serial one. Even on the largest of our input graphs that had millions of edges, the serial implementation terminated within a few seconds. For the denser input graphs, however, our parallel programs were signi cantly faster than the serial one, achieving speedups of up to 7.8 on a CM-5 with 32 processors.
Over the range of inputs tested, both of our programs achieved speedups greater than 1 when the average degree of the graphs exceeded 2 6 . On the inputs with more than 2 11 vertices, our fastest parallel algorithm achieved speedups greater than 1 as soon as the average degree of the graphs exceeded 2 3 .
The remainder of this paper is organized as follows. In Section 2 we brie y present the shortest paths problem and describe the Bellman-Ford-Moore procedure for solving it. We also describe the serial implementation of this procedure by Cherkassky, Goldberg and Radzik. In Section 3 we describe the two parallel programs we experimented with: a coarse-grain program and a ne-grain one. Both programs proceed by alternating computation and communication phases. The coarse-grain program performs fewer communication operations than the ne-grain one. The ne-grain program, however, communicates smaller messages and employs an edge-ordering heuristic to speed up its operation. In Section 4 we describe our input graphs and data partitioning schemes. We present our experimental results in Section 5. We conclude our paper with a discussion of ongoing work and directions for further research.
Shortest-paths and the serial Bellman-Ford-Moore algorithm
We begin this section with a brief review of the single-source shortest-paths problem. We then outline the Bellman-Ford-Moore algorithm for computing singlesource shortest paths, and we discuss the Cherkassky-Goldberg-Radzik implementation of this algorithm that we used in our investigation.
In the single-source shortest-paths problem we are given an edge-weighted directed graph G = (V; E; w), and for each vertex v 2 V , we wish to nd a minimumweight path from a speci ed source vertex s 2 V to v. This problem is equivalent to computing an assignment d : V ! Z that maximizes d(v) for each vertex v 2 V , subject to the constraints that d(s) = 0 and that for each edge (u; v) 2 E, we have In the general case, where the edge-weights w(u; v) can assume any real value, the scheme proposed independently by Bellman, Ford, and Moore is the asymptotically fastest strongly-polynomial algorithm for computing shortest paths 2, 5, 8] . The values of these labels are monotonically decreasing after each pass, approaching the length of the shortest path. After i passes, this procedure has correctly computed the labels d(u) for all vertices u whose shortest path from s has at most i edges. Thus, after at most jV j?1 passes, the algorithm has computed all shortest paths from the source s, or it has discovered a directed cycle with negative edge-weight. The Bellman-Ford-Moore algorithm terminates in O(jV jjEj) steps.
An interesting property of the Bellman-Ford-Moore algorithm is that during each iteration the edges in G can be relaxed in any order without a ecting correctness. Several heuristics have been proposed that improve the practical running time of the Bellman-Ford-Moore algorithm by relaxing edges in a speci c order 4]. Although these heuristics do not improve the algorithm's asymptotic behavior, they seem to work well in practice.
The serial Bellman-Ford-Moore code we experimented with employs a parentchecking heuristic to determine a good order for relaxing the edges in a graph G 3] . In this implementation, vertices are maintained in a FIFO queue which initially contains only the source s. For each vertex u pulled o the queue, all outgoing edges (u; v) are relaxed only if u's parent (u) is not currently in the queue. Intuitively, if (u) is in the queue then the label d(u) will be updated again, and so it is pointless to relax u's outgoing edges until that update takes place. Vertices are inserted into the queue if a relaxation updates their labels.
Parallelizing the Bellman-Ford-Moore algorithm
We have experimented with several di erent parallel implementations of the Bellman-Ford-Moore algorithm on the CM-5. In this section we describe our two most e cient programs: a coarse-grain program that uses vector communication primitives and a ne-grain program that relies on scalar communication primitives.
Our two implementations have several common characteristics. In both programs, for example, we have an alternation of computation and communication phases. Moreover, both programs maintain on each processor local copies of the labels d(u) for all u 2 V . In the coarse-grain program, all labels d(u) are updated with one global vector operation. In the ne-grain program, a global update is performed on a single d(u), each time trying to pick the best u to update. Thus, the coarse-grain program terminates after at most V vector updates, whereas the ne-grain may require up to V 2 scalar updates.
3.1. The coarse-grain program. At the beginning of our coarse-grain program, each processor of the CM-5 is assigned a subset of the graph's edges according to the data distribution scheme that we describe in Section 5. These subsets are disjoint and their assignment never changes during the execution of the program. Our program proceeds by iteratively performing a computation phase followed by a communication phase. During the computation phase, each processor makes a pass over its edges and updates its local labels d(v begins the next computation phase with the best approximation that has been computed so far for every label d(u). We have implemented the vector communication on the CM-5 using the vector reduce operation with the min operator. Each iteration in the coarse-grain program corresponds to a pass of the serial Bellman-Ford-Moore algorithm over the edge set E. The number of iterations in the two implementations is not the same, however, because during each computation phase the relaxations on each processor are based only on its local edges. Thus, the coarse-grain program may require more iterations to propagate vertex labels along shortest paths whose edges are not all on the same processor.
We applied two heuristics to speed up our coarse-grain program by increasing the e ectiveness of each computation phase. The rst heuristic orders the edge relaxations on each processor so that a single pass brings the labels d(u) as close as possible to the shortest-paths lengths. In the beginning of the program, each processor performs a breadth-rst search on the graph. In each subsequent computation phase, it visits vertices in the order speci ed by the arrival times of the breadth-rst search and relaxes all their outgoing edges. Intuitively, this ordering propagates changes in the labels as far as possible in the graph.
The second heuristic avoids unnecessary edge relaxations by ensuring that an edge (u; v) is relaxed only if the label d(u) has been updated. To that e ect, in the beginning of each computation phase, our program marks all vertices whose labels have changed after the preceeding communication phase. It also marks the vertices whose labels are updated during the computation phase. As vertices are visited in the order speci ed by the rst heuristic, their outgoing edges are relaxed if and only if these vertices are marked. Subsequently, it visits the vertices in the breadth-rst order speci ed in the beginning and relaxes all edges (u; v) emanating out of marked vertices u. Using a good ordering, the vertices v marked in the nested for loop will tend to be downstream from u, that is, they will come after the current vertex u in the order. Thus, the edges of these vertices will be relaxed before the next communication.
The 3.2. The ne-grain program. In the Bellman-Ford-Moore algorithm, any e ort spent relaxing edges emanating from a vertex u is wasted until the label d(u) has attained its nal value. One ine ciency of the coarse-grain algorithm is that each processor independently selects any vertex u whose label has been updated and relaxes only its local edges (u; v). In the ne-grain program we describe in this section, all processors heuristically select the best vertex u and relax all its outgoing edges (u; v).
The best vertices u are those whose labels d(u) equal their shortest-paths lengths. Our ne-grain program makes a good guess in nding one of these vertices by selecting the vertex u with the minimum label d(u) among the candidate vertices. If the graph contains no negative-weight edges, this scheme is identical to the selection scheme in Dijkstra's algorithm 4]. If there are edges with negative edge-weights, our scheme is still a reasonable heuristic. 
Implementation issues. An important implementationdecision for both
programs was the use of the CM-5 vector units (parallel arrays). Although the CM-5 we experimented with was equipped with vector units, our programs did not use them, because the only communication operations they support are ordinary send's and receive's and we preferred to use the more powerful reduce primitives instead.
For our coarse-grain program, we were mainly concerned with the e cient execution of its computation phase. In an early version of our program, we let each processor relax all marked vertices in each phase. To our surprise, we found that we achieved signi cantly better performance by making only one pass over the vertices, usually without increasing the number of iterations. The reason behind this phenomenon is that the rst pass updates many more labels than subsequent passes.
Our major concern with the ne-grain program was the e ciency of its communication phase. In our implementation, we reduce the number of communications required during each communication phase by combining the vertex u and its label d(u) in a single communication operation. Speci cally, we view heap elements as pairs (u; d(u)) encoded into w-bit cells. In the dlog V e low-order bits of each cell we store u, and in the remaining b = w ? dlog V e high-order bits we store d(u). For the high-order bits, we reserve the values OF= 
Input graphs and data partitioning
In our experiments, we concentrated on cyclic graphs that included edges with negative weights. We generated these graphs using the sprand random network generator of Cherkassky, Goldberg and Radzik 3] with the command sprand V E 561 -lm 0 -ll 5 -pm 0 -pl 5. The resulting graphs had edge-weights in the interval -5, 10] and initially contained one connected cycle of length V . The other edges in the graph were inserted randomly. To facilitate data partitioning, we preprocessed the input graphs by sorting the edge-lists so that edges leaving the same vertex were grouped together.
To facilitate I/O on the CM-5, we converted each input into a binary format that presented each processor with a xed and predictable number of bytes. In our format, the rst word gave jV j, the second word gave jEj, and the remaining 3 jEj words gave the vertices u and v of the edge (u; v) and the weight w(u; v).
During a read operation, each processor read the rst two words of the input le in CMMD sync bc mode and then switched to CMMD sync seq mode to read its block of the input le. In the CMMD sync seq mode, each processor p read B bytes starting at address j + p B, where B was equal to the total number of bytes in the input le divided by the number of processors in the CM-5 partition, and j was the position of the le pointer before the read operation.
We experimented with several data partitioning strategies, including \unshuf-ing", that is, dealing the input edges into M piles and then concatenating the piles. Unshu ing into M piles can be performed iteratively in O(jEj logM) steps. When the input of the coarse-grain program was unshu ed into 2 piles, we found that its performance was only marginally better than with the sorted input, and then only for very dense graphs. With its input unshu ed into 128 piles, the coarse-grain program performed signi cantly worse than with the original sorted input. Despite its poor performance with our coarse-grain program, unshu ing was well-suited to our ne-grain program. This result was in accord with our intuition about the operation of the ne-grain program. In each computation phase of this program all processors relax edges emanating from the same vertex. By spreading these edges evenly across the machine, unshu ing balances the computational load and results in better performance. For all our experiments with the ne-grain program, we unshu ed the input graphs into 32 piles; for the coarse-grain program we did not unshu e.
Experimental results
In this section we rst describe our experimental procedure. We then present our results and discuss the performance of our parallel programs.
We ran our parallel programs on a 32-processor partition of a CM-5 parallel supercomputer. Each processing element of the CM-5 in our experiments was a Sparc 2 with 32MB of main memory and attached vector units. We ran the Cherkassky-Goldberg-Radzik serial code on the front-end of the CM-5 which was a Sparc 2 with 64MB of main memory. To ensure the correctness of our parallel programs, we developed a serial and two other parallel implementations of the Bellman-Ford-Moore algorithm in addition to the parallel programs we describe in this paper. For each test run, we cross-checked the outputs of all these programs and found them in accord with each other. We compiled our programs with gcc using the -O ag.
Our experimntal results are shown in gure 3. The vertex count of the graphs in our experiments ranged between 2 10 and 2 15 . For each vertex count V , we measured the performance of the three programs on a collection of graphs with edge counts E between 2V and V 2 in powers of 2. All our timings are CPU seconds devoted to the execution of the shortest-paths programs themselves and do not include I/O setup time nor time spent on other processes. The setup time required to load the data on the processors was several minutes for the largest of our input graphs.
In our experiments, our ne-grain program performed better than the coarsegrain implementation and was outperformed by the serial code only on the sparse input graphs. For the smaller test graphs, the ne-grain program became faster than the serial code when the average degree exceeded 2 5 . For the larger graphs in our test suite, the ne-grain program achieved speedups greater than 1 when their average degree exceeded 2 3 .
For graphs with E V (not shown), the performance of the coarse-grain program blew up by a factor of 20. In these graphs the depth of the shortest-paths tree was almost V , and the program required many phases to update the labels all the way to the leaves of the tree. For denser graphs, however, shortest-paths trees were much shallower and labels propagated within a few iterations. For the larger of our graphs, the depth of the shortest-paths tree did not exceed 30 vertices, and the coarse-grain program terminated within ve or six iterations.
We ran the serial Cherkassky-Goldberg-Radzik code on the input graphs exactly as they came out of their graph generator. For our parallel implementations, however, we relabeled vertices randomly, because the cycles produced by the generator were much too predictable to be di cult for our programs. Thus, our parallel algorithms were looking at more di cult inputs than the serial CherkasskyGoldberg-Radzik code.
Future work
To date we have not been able to run our programs on graphs with more than 2 21 edges due to lack of memory on the front-end of the CM-5 we have been using for our experiments. Moreover, we have not experimented thoroughly with larger CM-5 con gurations, due to restrictions on access to the CM-5. Our preliminary results indicate that our programs scale well with larger inputs and larger numbers of processors. Our short-term goal is to perform a more thorough study of the scalability of our current implementations.
In the course of our work, we realized the importance of being able to gauge the di culty of input graphs. We learned, for example, that bigger graphs are not necessarily more di cult graphs, and that adding random edges usually makes the problem easier, not harder. Moreover, graphs with taller shortest-paths trees will probably make more di cult inputs. Before we go much farther with the implementation of new algorithms, we wish to design a graph generator that allows us to \shape" its output graphs with speci c characteristics.
Based on the short running times of our programs, we feel that dynamic load balancing for shortest-paths problems with a few millions edges is not an important issue. Static data partitioning techniques seem to be working just ne. The simple data partitioning schemes we described in this paper were the result of a compromise between programming ease and e cient execution. In the future we plan to develop more e ective data partitioning schemes based on graph-separator techniques.
