Using results from optimal matching, we find the exact order of convergence for ß (Pn,P) and p(Pn, P) , where ß denotes the dual bounded Lipschitz metric, p the Prokhorov metric and P" the nth empirical measure associated to P , the uniform measure on the unit square. The results solve a long-open problem in empirical measures.
Introduction
This article describes some interesting connections between certain optimal matching problems and Glivenko-Cantelli convergence of empirical measures. More precisely, it is observed that average edge length matching and minimax grid matching problems have close connections to empirical processes. Classical duality results from linear programming as well as the deep recent results of Shor [Shi] and Leighton and Shor [LS] play an important connecting role.
It turns out that tight bounds for these matching problems are essentially equivalent to sharp rates for Glivenko-Cantelli convergence. In this way, some long-open problems in empirical processes are solved in a relatively simple fashion. Also, some new estimates for matching problems are found in the non-i.i.d. case.
Notation. Throughout, ¿P(R ) denotes the set of all Borel probability measures on R , d > 1 . Weak-star convergence in 3°(R ) is metrizable by various metrics; the following definition recalls two of them. A := {y G R : \\y -z\\ < e for some z g A}.
The metric ß was apparently first used by Fortet and Mourier [FM] ; see Dudley [Dul] for general relations between ß and p. Definition 1.2. Let & be a class of functions on R , d > 1, and let P G ¿P(R). The S? (P) bracketing number for & is defined for all e > 0 as N, ,(e,.9~,P) := inf{n : 3 fx,...,fn measurable such that for all f G&~ there are i, j < n with f¡< f < f¡ pointwise and ¡\fj-fi\dPKe).
log A. ,(e,.^ ,P) is called metric entropy with bracketing and was first introduced by Dudley [Du3] . Definition 1.3. Say that f(x) = 0(g(x)) iff 3 C < oo such that limx^oo/(x)/ g(x) < C;f(x) = Q(g(x)) iff 3 C> 0 such that limx^ocf(x)/g(xf> C.
Throughout, c and C denote finite, strictly positive constants; their values may change from line to line.
Average edge length and the dual bounded Lipschitz metric ß
Given two sets of points Xx, ... , X and Y,,... ,Y match the X points to the Y points so as to minimize the sum of the edge lengths (equivalently, minimize the average edge length). Thus, find Tn:=minJTd(XnU),Y,),
7=1
where d denotes distance and the min is taken over all permutations n of the integers 1, ... ,n .
If P denotes the uniform distribution on [0,1]" and if the X and Y points are chosen at random, independently of each other with distribution P, then there exist constants c and C such that with probability 1 -o(l)
This result is originally due to Ajtai, Komlós and Tusnády [AKT] , where Tn de-1 il notes transportation cost. Karp [Ka] had apparently proved Tn = 0(n '"log«) at an earlier date. Later, Shor showed that the lower bound in (2.1) holds with probability 1 -2~' for any £ < 1 [Shi, Finding the minimum average edge length TJn is an example of the bipartite matching problem: given a complete bipartite graph G with weights (e.g. distances) associated to the edges, find a minimum perfect matching. Bipartite matching has a dual problem, with the maximum solution to the dual problem equal to the minimum weight matching. The dual problem is just the linear programming dual of bipartite matching [PS] , [Ke] .
The dual relationship involving T shows that
where L(l) denotes the set of Lipschitz ( 1 ) 
This is just a special case of the Kantorovich-Rubinstein theorem applied to the uniform discrete measures with support on {X¡)"=x and {Yj}"j=x , respectively (see e.g. [Fe] ). Without loss of generality L(l) can be replaced by BL(\) in (2.2).
It is important to observe that the stochastic convergence rate for Tn is, modulo constant factors, identical to that for
To see this, observe that Tn(X,Y) < D (X) + Dn(Y) shows one direction and by now classical symmetrization techniques show the other (see e.g. Lemma 2.5 of [GZ] ).
The quantity DJn is just the supremum of the empirical process indexed by BL(\) functions. In other words, since the X¡, i > 1 , are i.i.d. P,
where Pn denotes the usual «th empirical measure, i.e. Pn(co) = « (Sx (ftl) + • • • + 5y . ,), where S denotes the unit mass at x . For other connections between matching problems and empirical processes, see Rhee and Talagrand [RT] .
By definition of ß , ß(Pn, P) = Dn/n and (2.1) consequently implies: Theorem 2.1. There exist constants c and C such that lim^Pr {c < (n/logn)l/2ß(Pn,P) < C} = 1.
Modulo only constant factors, this gives the exact rate of convergence for ß(Pn , P), improving upon the existing estimates of Dudley [Du2] , Zuker [Zu] , Massart [Ma] and Bakhvalov [Ba] . Whether there is a constant C such that \\m.n^oo(n/lo%,n) ß(P ,P) = C a.s. remains an open question.
It should be noted that an a.s. higher dimensional analog of Theorem 2.1 is already known: if P denotes the uniform measure on the unit cube [0,1] , d > 3 , then there are constants c := c(d) and C := C(d) such that 0<c<ljmn/dß(Pn,P) <îïm«1/dß(Pn,P) < C < oo a.s.
The lower bound always holds and is implied by Bakhvalov's results [Ba] ; for a direct proof, see Dudley [Du4, Theorem 1] . The upper bound follows from standard entropy estimates [KT] Average edge length in the nonuniform and non-i.i.d. case. Conversely, it is worth noting that rates for ß(Pn , P) yield rates for Tn ; this is so in the nonuniform and non-i.i.d. case. This is of interest in optimization theory. For example, if the X and Y points are i.i.d. P , P any law on [0, 1] , d > 3 , then ïïm«"1 + 1A/r <Wm2nldß(Pn,P) < C a.s., which again follows from entropy estimates and the a.s.bounds of [Al] . In fact, the estimate
holds when the X and Y points are weakly dependent [Ga] , which is intuitively expected. These remarks also apply to the non-i.i. implies that upper bounds on convergence rates for Dn yield the same upper bound for Tn . Combining the entropy bound [KT] lo%NuL,BL(l),n-xj^P(\ =0 (e~2) with Corollary 2.5 of [Al] shows that in the non-i.i.d. case
The log« term could probably be sharpened to log « ; however, this remains open.
As a final extension, suppose that the X and Y points have values in an arbitrary compact metric space S. Bounds on the transportation cost follow from rates for ß(Pn, P), where S?(X) =2'(Y) = Pg 3°(S) ; see e.g. [Du2] .
Minimax grid matching and the Prokhorov metric p
Letting « be a perfect square, consider the unit square in the plane that contains the set G of « grid points arranged in a regularly spaced « xnL icense or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use array and « random points, X^co), 1 < i < «, located independently and randomly according to the uniform distribution P on the square. From now on, P.n) will denote the collection of random points {Xx(to), ... ,Xn(co)} . Given P{n), let L(P(n), G) denote the minimum length such that there exists a perfect matching of the (random) points in P., to the grid points G for which the distance between every pair of matched points is at most L(P.,, G). In other words, E(P,., G) is the minimum over all perfect matchings of the maximum distance between any pair of matched points; L(P, ., G) is thus called the minimax matching length for P.. [LS] . In their remarkable paper, Leighton and Shor [LS] show that (3.1) clog3/4« < nl/2L(P{n),G) < Clog3/4«; moreover (3.1) holds with "very high probability", i.e., with probability exceeding 1 -«"" , where a = i2(log «). The somewhat unexpected result (3.1) is based upon a dual discrepancy result (the discrepancy of a region R of the square is the absolute value of the difference between the expected number of points contained in R and the actual number of points in R). Let I" be a partition of [0,1] into «/log3/2 « subsquares, each with side length log3/4 n/n12. Leighton and Shor [LS] show that every simply connected region whose boundary lies along the edges of Y has discrepancy at most 0(p log «/« ), where p is the perimeter of the region.
Considering this dual discrepancy result it is not surprising that the Prokhorov distance p(Pn,P) between P and the empirical measure P is related to L(P,n), G). In fact, it will be shown that the upper bound in (3.1) implies the upper bound of the following result.
Theorem 3.1. There exist constants c and C such that (3.2) lim_ Pr jc < ^^P(P" ,P)<c\=\.
The bounds in (3.2) thus resolve the long-open problem of finding the exact order of convergence of p(Pn, P). This problem was originally raised by Dudley [Du2] and since then there has been substantial progress, notably by Zuker [Zu] and Massart [Ma] . Massart actually determines the exact order of convergence of p(Pn ,P) up to a power of log« ; (3.2) supplies the missing power.
Proof. To prove the upper bound in (3.2) it suffices to show it for « a perfect square, since for 0 < j < 2«!/" + 1, it is easily verified that p(Pn+-,P) < p(Pn+J,PH) + p{PH,P) = 0(n-i/2) + p(Pn,P) = 0(loei/a(n+j)/(n + j)1/2) + p(Pn, P). Thus, with « a perfect square, let Gn be the probability measure which places mass «" at each of the « grid points. By definition of p, it is clear that p(Pn , GJ < L(P{n), G). Moreover, p(Gn , P) = 0(«~'/2), since if A "-I/2 contains exactly k of the « grid points in G, then k/n = GJA) < P(A ). Since p satisfies the triangle inequality, the upper bound in (3.2) is established.
To establish the lower bound in (3.2), we first need a lemma involving the discrepancy of lower layers in the unit square. Recall that a subset B of [0,1] is called a lower layer if it is closed and it contains (x, y) whenever it contains some point (x ,y) with x > x, y >y. Lemma 3.2. With probability 1 -o (I) there exists a lower layer A such that
Proof. This estimate is part of the main theorem of Rhee and Talagrand [RT] , who refer to an earlier result of Shor [Sh2, Theorem 3 and its proof] involving the dual problem of upright matching. (Leighton and Shor [LS] also state [without proof] that Shor's theorem implies (3.3) with very high probability.) Shor's result is nonetheless one about expectations and so (3.3) is not completely obvious. To see that (3.3) does hold, make the following additions to the proof of Shor's Theorem 3.
Given n , recall [Sh2] that there are 6(log«) stages involved in constructing the desired lower layer A . At the ¿th stage, there are 2' "central quadrilaterals" which are candidates for inclusion in the lower region. Each quadrilateral has area 1/(6 • 4'log1/2«) ; by appropriate choice of the constant implicit in i = 0(log«), we may assume that «/4'log « -► oo as « -► oo. For the _/'th such quadrilateral ß(. , 1 < j < 2*, define the corresponding random variable Z).. to be the number of + points minus the number of -points in 0.. (take D¡¡ as zero if this difference is negative). Notice that Z>(.. < \2K¡} -m¡]\, where K¿J is a binomial random variable with parameters m¡¡ and 1/2, 0 < m. < « . The parameter m¡¡ is random and has expected value equal to «• (area of Q.. ), the expected number of points in Q... D¡¡ represents the discrepancy for Q.. and Jlj<2' Dj, the total added discrepancy resulting from stage i. Note that the D¡j are independent.
Following Shor [Sh2, p. 192] , there exists c > 0 such that for « large and all i,j, 1 <j <2\ £ö;7>c«1/2/(2'log1/4«).
Since ED. = 0(«/4'log ' «), independence implies the upper bound
for the variance of the sum. For / = 0(log«), Chebyshev's inequality implies that the lower bound holds with probability at least 1 -n~" , where a depends only on the constant implicit in the lower estimate i = í2(log«). By the defining property of a lower layer it is clear that for all e > 0 GJA£)-GJA)<2(e + n~i/2),
i.e.,
Combining (3.5) and (3.6) yields PJA) -GJA£) > clog3'4 n/n'2 -2(e + «"1/2).
Setting £ := p :-p(P",Gn) and using the definition of p it follows that with probability 1 -o(l) clog3/4 «/«'/2 -2(p + «"1/2) < PJA) -G JA") < p, i.e., 3p > clog314 n/n12 -2«~1/2. Thus, p(Pn ,GJ > clog3'4n/n l2 and since -1 II p(P,GJ = 0(n ), the triangle inequality implies that the first inequality in (3.2) holds. Q.E.D.
Notice that the above proof actually shows lim(n /log n)p(Pn,P) < C a.s.; whether limn^oo(«1' /log' n)p(Pn,P) = C a.s. remains an open question, however. Also, concerning the possible extensions of Theorem 3.1 to general probability measures P, see Dudley [Du2] . Among other things he showed that for Cantor-type measures P on [0,l]rf, rates for p(Pn,P) can be about as slow as «~1/( , where k = rilog2/log3. Later, Zuker [Zu, §4] showed that these rates can actually be about as slow as n~ ,k < d.
Extensions to higher dimension. Let P denote the uniform measure on the unit cube [0,1] , d>3, and p{ \P ,P) the Prokhorov distance between P and Pn . If G denotes a « ' x-x« ' grid on [0,1] and Gn the probability measure which places mass «~ at each of the n grid points, then (3.7) p{d)(Gn,P) = 0(n'l/d).
Massart [Ma] Actually it is possible to show that this lower bound is tight. In a related article [SY] it is shown that there is a finite constant C :-C(d) such that thê -dimensional minimax grid matching length L(P,n), G) satisfies (d > 3) (3.8) lim L(P{n),G)(n/log n)1/d <C a.s.
While (3.8) is of interest in multi-dimensional bin packing and allocation problems [LS and KLM] , it shows that the a.s. exact order rate of convergence for p(d)(Pn,P) is (logn/n)l/d , d>3.
