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Boundary conditions for the two-dimensional fermions in ribbons of the hexagonal lattice are
studied in the dice model whose energy spectrum in infinite system consists of three bands with
one completely flat band of zero energy. Like in graphene the regular lattice terminations are of the
armchair and zigzag types. However, there are four possible zigzag edge terminations in contrast
to graphene where only one type of zigzag termination is possible. Determining the boundary
conditions for these lattice terminations, the energy spectra of pseudospin-1 fermions in dice model
ribbons with zigzag and armchair boundary conditions are found. It is shown that the energy
levels for armchair ribbons display the same features as in graphene except the zero energy flat
band inherent to the dice model. In addition, unlike graphene, there are no propagating edge states
localized at zigzag boundary and there are specific zigzag terminations which give rise to bulk modes
of a metallic type in dice model ribbons. We find that the existence of the flat zero-energy band in
the dice model is very robust and is not affected by the zigzag and armchair boundaries.
PACS numbers: 81.05.ue, 73.22.Pr
I. INTRODUCTION
After the experimental discovery of graphene [1] there was an explosion of activity in the study of materials with
relativistic like spectrum of quasiparticles whose dynamics is governed by the Dirac or Weyl equation. In addition to
graphene, they are topological insulators [2,3] and 3D Dirac and Weyl semimetals [4–6]. However, the properties and
energy dispersion of the electron states in condensed matter systems are constrained by the crystal space group rather
than the Poincare group. This gives rises to the possibility of fermionic excitations with no analogues in high-energy
physics. Indeed, it was proposed [7] that the three non-symmorphic space groups host fermionic excitations with
three-fold degeneracies. The corresponding touchings of three bands are topologically non-trivial and either carry a
Chern number ±2 or sit at the critical point separating the two Chern insulators.
The triply degenerate fermions with nodal points located closely to the Fermi surface were predicted in the
RERh6Ge4 (RE = (Y,La,Lu)) [8] and NaCu3Te2 [9] compounds. They are expected to occur at a high symme-
try point in the Brillouin zone and are protected by nonsymmorphic symmetry [7]. Latter they were suggested also
to exist at a symmetric axis [10]-[15]. Experimentally, the three-component fermions were observed in MoP and WC
[16,17]. The triply degenerate topological semimetals provide an interesting platform for studying exotic physical
properties such as the Fermi arcs, transport anomalies, and topological Lifshitz transitions. The pairing problem in
materials with three bands crossing was studied in Ref.[18]. A pressure induced superconductivity was reported in
MoP [19].
Certain lattice systems possess strictly flat bands [20] (for a recent review of artificial flat band systems, see Ref.[21]).
The dice model provides the historically first example of such a system. It is a tight-binding model of two-dimensional
fermions living on the so-called T3 (or dice) lattice where atoms are situated at both the vertices of a hexagonal lattice
and the hexagons centers [22,23]. Since the dice model has three sites per unit cell, the electron states in this model
are described by three-component fermions. It is natural then that the spectrum of the model is comprised of three
bands. The two of them form a Dirac cone and the third band is completely flat and has zero energy [24]. All three
bands meet at the K and K ′ points, which are situated at the corners of the Brillouin zone. The T3 lattice has been
experimentally realized in Josephson arrays [25] and its optical realization by laser beams was proposed in Ref.[26].
In linear order to momentum deviations from the K and K ′ points, the low-energy Hamiltonian of the dice model
describes massless pseudospin-1 fermions. These fermions give a surprising strong paramagnetic response in a magnetic
field [24]. The minimal conductivity and topological Berry winding were analyzed in three-band semimetals in Ref.[27].
The dynamic polarizability of the dice model was calculated in the random phase approximation [28] and it was found
that the plasmon branch due to strong screening in the flat band is pinched to the point ω = |k| = µ. In addition, the
singular nature of the Lindhard function leads to much faster decay of the Friedel oscillations. The magneto-optical
conductivity of pseudospin-1 fermions was calculated in Ref.[29].
Perfectly flat bands are expected to be not stable with respect to generic perturbations. The presence of boundaries
is one of such perturbations. The question whether the flat band survives in finite size systems provides one of the
main motivation for the present study. To answer this question, we consider the two-dimensional dice lattice model,
2determine the possible types of its terminations and the corresponding boundary conditions. Then we find the energy
spectra and electron states in the dice model ribbons.
The paper is organized as follows. The dice model and its electron states in infinite system are described in Sec.II.
The electron states and energy spectra in ribbons with zigzag and armchair edges are studied in Secs.III and IV,
respectively. The results are summarized in Sec.V. The general form of the boundary condition for the electric
current is considered in Appendices A and B.
II. MODEL AND BOUNDARY CONDITION FOR CURRENT
The dice model describes quasiparticles in two dimensions with pseudospin S = 1 on the T3 lattice schematically
shown in Fig.1. This lattice has a unit cell with three different lattice sites whose two sites (A,C) like in graphene
form a honeycomb lattice with hopping amplitude tAC = t1 and additional B sites at the center of each hexagon are
connected to the C sites with hopping amplitude tBC = t2. The two hopping parameters t1 and t2 are not equal in
general. The corresponding model is known as the α−T3 model [24]. The dice model corresponds to the limit t1 = t2.
The basis vectors of the triangle Bravais lattice are
a1 = (
√
3, 0)a, a2 =
(√
3
2
,
3
2
)
a, (1)
where a is the distance between two neighbors. The set of vectors with a3 = a2 − a1
δ1 =
a1 + a2
3
, δ2 =
a3 − a1
3
, δ3 = −a2 + a3
3
(2)
connect atoms from A sublattice with nearest C atoms (also these vectors with minus sign connect atoms B with C).
The tight-binding equations are [30]
εΨC(r) = −t1
∑
j
ΨA(r + δj)− t2
∑
j
ΨB(r − δj),
εΨA(r) = −t1
∑
j
ΨC(r − δj),
εΨB(r) = −t2
∑
j
ΨC(r + δj). (3)
The corresponding Hamiltonian in momentum space reads [24]
H =

 0 fk cosϕ 0f∗
k
cosϕ 0 fk sinϕ
0 f∗
k
sinϕ 0

 , α ≡ tanϕ = t2
t1
, fk = −
√
t21 + t
2
2 (1 + e
−ika2 + e−ika3). (4)
It is easy to find the energy spectrum of the above Hamiltonian, which is qualitatively the same for any α and consists
of three bands: a zero-energy flat band, ε0(k) = 0, and two dispersive bands
ελ(k) = λ|fk| = λ
√
t21 + t
2
2
[
3 + 2(cos(a1k) + cos(a2k) + cos(a3k))
]1/2
, λ = ±. (5)
The presence of a completely flat band with zero energy is perhaps one of the remarkable properties of the α − T3
lattice model. Since we will consider in this paper the boundary conditions for fermions in the dice model, we will set
α = 1 in what follows and denote t1 = t2 = t/
√
2.
There are six values of momentum for which fk = 0 and all three bands meet. They are situated at the corners of
the hexagonal Brillouin zone. Two inequivalent point, for example, are
K =
2pi
a
(√
3
9
,
1
3
)
, K′ =
2pi
a
(
−
√
3
9
,
1
3
)
. (6)
For momenta near the K-points, k =K(K ′) + k˜ we find that fk is linear in k˜, i.e., fk = ~vF (ξk˜x − ik˜y) with ξ = ±,
where vF = 3ta/2~ is the Fermi velocity, and in what follows we omit for the simplicity of notation the tilde over
3a1
a2a3
FIG. 1: The T3 lattice whose red points display the atoms of the A sublattice, the blue points describe the B sublattice, and
the green points define the C sublattice. The vectors a1 = (
√
3, 0)a and a2 = (
√
3/2, 3/2)a are the basis vectors of the C
sublattice.
momentum. Thus, we obtain the low-energy Hamiltonian near the K-point in the form [28]
Hd = ~vFSk = ~vF√
2

 0 k− 0k+ 0 k−
0 k+ 0

 , Sx = 1√
2

 0 1 01 0 1
0 1 0

 , Sy = 1√
2

 0 −i 0i 0 −i
0 i 0

 , (7)
where S are the spin matrices of the spin 1 representation and k± = kx±iky. The Hamiltonian acts on three-component
wave functions ΨT = (ΨA,ΨC ,ΨB). In our analysis of boundary conditions for different lattice terminations, we will
need, in general, the full low-energy Hamiltonian in both K and K ′ valleys. Therefore, it is worth writing down this
Hamiltonian explicitly
H =
( Hd 0
0 −Hd
)
, (8)
which acts on 6-component spinor Ψ = (ψA, ψC , ψB, ψ
′
B, ψ
′
C , ψ
′
A), where like in graphene the A and B spinor compo-
nents are interchanged in the K ′ valley. We note that the tight-binding equations (3) have the electron-hole symmetry
ψC → −ψC , ε → −ε or, equivalently, ψA → −ψA, ψB → −ψB, ε → −ε. For the tight-binding Hamiltonian (4), as
well as the continuum Dirac-like Hamiltonian (8), this symmetry is translated into the anticommutation relation
{H, Cˆ} = 0 with the charge conjugation operator (A16) in Appendix A. This particle-hole symmetry implies that if
E(k) is an eigenvalue at given k, then so is −E(k). Since, in the present case, the total number of bands is odd, this
makes it necessary the existence of a zero eigenvalue at all k, hence a zero energy flat band. The Hamiltonian (8) is
invariant also with respect to the time reversal Tˆ transformation where the operator Tˆ has the form Tˆ = τ1 ⊗ FKˆ,
here Kˆ is the operator of complex conjugation and the matrix F is given by Eq.(A10).
In the analysis of boundary conditions, it is convenient to represent 6× 6 matrices in the form of a tensor product
τµ ⊗ λν , where τµ = (τ0, τi) and λν = (λ0, λj) act in the valley and sublattice spaces, respectively. Here τi are the
Pauli matrices, λj are the Gell-Mann matrices, and τ0 and λ0 are the unit 2 × 2 and 3 × 3 matrices, respectively.
Clearly, if no leads are attached to the material, the electric current through boundary should vanish. The current
operator in the direction n normal to a boundary in our theory reads
nJ = vF τ3 ⊗ (Sn) = vF√
2
τ3 ⊗

 0 n− 0n+ 0 n−
0 n+ 0

 , n± = nx ± iny. (9)
Since the current operator is not a differential operator, vanishing of electric current at boundary cannot be formulated
as the Neumann condition as is usual in nonrelativistic physics. The same situation occurs in graphene whose low-
energy Hamiltonian is also linear in momentum. Therefore, like in graphene [31,32], the general boundary condition
for the current to vanish at boundary can be formulated as a requirement that the wave function satisfies the following
condition at boundary:
Ψboundary =MΨboundary, (10)
4where matrix M is Hermitian and anticommutes with the current operator, i.e.,
M =M †, {M,nJ} = 0. (11)
In view of 〈Ψ|nJ|Ψ〉 = 〈Ψ|(nJ)M |Ψ〉 = −〈Ψ|M(nJ)|Ψ〉 = −〈Ψ|nJ|Ψ〉, the anticommutation of M with the current
operator guarantees that the current normal to the boundary vanishes. However, unlike graphene [31] we cannot
prove the inverse statement that the anticommutation relation of M with the current operator follows from the
current conservation requirement because det[nJ] = 0 in the case under consideration. The most general form of 6×6
matrix M is considered in AppendixA.
III. RIBBONS WITH ZIGZAG BOUNDARY CONDITIONS
In this section, we will study the boundary conditions and electron states in ribbons with zigzag edges along the y = 0
and y = L sides. Since the dice lattice does not have mirror symmetry (or, equivalently, the pi rotational symmetry),
possible zigzag terminations on both lower and upper sides of a ribbon should be analyzed. The corresponding
terminations are displayed in Fig.2. Its upper and lower panels imply that there are four possible zigzag terminations.
It is worth recalling here that graphene ribbons admit only one type of the zigzag edge.
Since the zigzag boundary conditions do not mix wave functions from different valleys, it suffices to perform our
analysis in the K valley using the low-energy Hamiltonian (7). In view of the translation symmetry in the x-direction,
we seek the wave function in the form Ψµ = e
ikxxϕµ(y) and replace ky → −i∂y. Then we obtain the system of
equations for ϕµ(x) with µ = (A,C,B),
 0 kx − ∂y 0kx + ∂y 0 kx − ∂y
0 kx + ∂y 0



 ϕAϕC
ϕB

 = ε˜

 ϕAϕC
ϕB

 , (12)
where ε˜ = ε
√
2
~vF
and y belongs to the [0, L] interval. For ε˜ 6= 0, expressing ϕA and ϕB through ϕC and then substituting
them into the second line of Eq.(12), we obtain the following second-order equation for ϕC :
(∂2y − k2x)ϕC = −
ε˜2
2
ϕC , (13)
whose general solution is given by (we use the short-hand notation z =
√
ε˜2
2 − k2x )
ϕC(y) = Ae
izy +Be−izy . (14)
Then we easily find the following expressions for the ϕA and ϕB components(
ϕA
ϕB
)
=
1
ε˜
(
(kx − iz)Aeizy + (kx + iz)Be−izy
(kx + iz)Ae
izy + (kx − iz)Be−izy
)
. (15)
For ε˜ = 0 the component ϕC = 0 and we get one equation for two functions,
(kx + ∂y)ϕA + (kx − ∂y)ϕB = 0, (16)
that leads to infinite degeneracy of this band. The above equations are analyzed below for different boundary
conditions.
A. Analytic results at non-zero energy
In this subsection, we enumerate all possible zigzag terminations, analyze the corresponding boundary conditions,
and determine analytically the energy spectrum for ribbons with zigzag edges at non-zero energy.
1. The C-C boundary conditions.
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FIG. 2: Upper panels: 3 possible types of the zigzag termination at y = L with C, CB, and BA missing atoms. Lower panels:
3 possible types of zigzag termination at y = 0 with C, CA, and AB missing atoms.
It is very easy to check that vanishing of the C-component of the spinor wave function at the boundaries
ϕC(y = 0) = ϕC(y = L) = 0, where L is the width of the ribbon, follows from the general boundary condition
(10) with the matrix
MC = τ0 ⊗

 1 0 00 −1 0
0 0 1

 . (17)
Note that the other necessary conditions (11) on matrix M are satisfied too. This matrix also preserves both
time reversal and electron-hole symmetries. Since MC does not mix states from different K points, we omit
below the matrix τ0. Applying the obtained boundary conditions to the general solution (14), we easily find the
spectrum
ε˜n(kx) = ±
√
2k2x +
2pi2n2
L2
, n = 1, 2, . . . (18)
and the corresponding wave functions normalized in one valley as
L∫
0
dyΨ†(kx, y)Ψ(kx, y) = 1,
Ψn(kx, y) =
1
ε˜n
√
L

 kx sin
(
piny
L
)− pinL cos (pinyL )
ε˜n sin
(
piny
L
)
kx sin
(
piny
L
)
+ pinL cos
(
piny
L
)

 eikxx, (19)
which describe the particle and hole bands for positive and negative energies, respectively. These are extended
bulk states which are gapped due to a spatial confinement in a finite width ribbon.
2. The BA-AB boundary conditions.
It is straightforward to satisfy the boundary conditions ϕA(y = 0) = ϕB(y = 0) = 0 and ϕA(y = L) = ϕB(y =
L) = 0 by choosing the matrix M in the form
MAB =

 −1 0 00 1 0
0 0 −1

 . (20)
6Obviously, conditions (11) are satisfied also because MAB = −MC and M defined in Eq.(20) give four linearly
independent boundary conditions on the components of the wave function. Then combining them with Eq.(15),
we obtain only trivial solutions. However, the direct numerical tight-binding calculations in the lattice model
give nontrivial solutions shown in the left panel of Fig.4 (see also the corresponding discussion in Sec.III C). This
means that we should try to find other BA-AB boundary conditions in the continuum model which reproduce
at low energies the numerical solutions found in the lattice model.
According to Eq.(B2) in Appendix B, the normal component of the current vanishes if either ϕC = 0 or
ϕA−ϕB = 0 as is clear from Eq.(B3). Definitely, we should choose the second variant because the first describes
the case of C missing atoms considered above. Note that the boundary condition ϕA − ϕB = 0 is not just a
lattice termination, but allows for local electric fields and strained bonds. For the equation ϕA − ϕB = 0, the
corresponding matrix M has the form
MAB =

 0 0 10 1 0
1 0 0

 . (21)
Obviously, this matrix anticommutes with the Jy current operator and preserves both T- and C-symmetries.
AlthoughMAB is quite different fromMC , the results in the cases of the C-C and BA-AB boundary conditions
are similar. Using solutions (15) and imposing the boundary conditions with the matrix MAB, we obtain
equations for constants A and B. This gives the same spectrum as in the C-C zigzag ribbons with the normalized
wave functions
Ψn(kx, y) =
1
ε˜n
√
L

 kx cos
(
piny
L
)
+ pinL sin
(
piny
L
)
ε˜n cos
(
piny
L
)
kx cos
(
piny
L
)− pinL sin (pinyL )

 eikxx, n = 0, 1, 2, . . . (22)
(compare these functions with those in Eq.(19). Note that the solution with n = 0 is special with the gapless
linear energy dispersion ε˜ = ±√2kx and constant wave function ϕC(y) = const 6= 0. This is the only case of
ribbons with zigzag terminations which have bulk gapless (metallic) modes. Such modes are absent for graphene
zigzag ribbons [33].
3. The C-AB boundary conditions correspond to ϕC(y = 0) = 0 and ϕA(y = L) − ϕB(y = L) = 0. Combining
equations (14) and (15), we obtain the energy spectrum
ε˜2n(kx) = 2k
2
x +
2pi2
L2
(
n+
1
2
)2
, n = 0, 1, 2, . . . , (23)
and wave functions
Ψn(kx, y) =
1
ε˜n
√
L

 kx sin
(
piy
L
(
n+ 12
))− piL (n+ 12) cos (piyL (n+ 12))
ε˜n sin
(
piy
L
(
n+ 12
))
kx sin
(
piy
L
(
n+ 12
))
+ piL
(
n+ 12
)
cos
(
piy
L
(
n+ 12
))

 eikxx. (24)
Obviously, spectrum (23) is shifted compared to that in Eq.(18) due to the presence of 1/2 in the brackets and
is plotted in the right panel of Fig.4.
The analysis of the BA-C boundary conditions ϕA(y = 0)− ϕB(y = 0) = 0, ϕC(y = L) = 0 is similar because
it does not matter to which side the AB and C boundary conditions are imposed.
4. The CB-CA boundary conditions.
Naively, one may try to use the boundary conditions ϕA(y = 0) = ϕC(y = 0) = 0 and ϕB(y = L) = ϕC(y =
L) = 0. However, the eigenvalue problem (12) becomes overdetermined for these boundary conditions and
does not have nontrivial solutions. Like in the case of the BA-AB boundary conditions considered above, the
numerical tight-binding calculations in the lattice model give nontrivial solutions shown in the right panel of
Fig.3. Once again, this means that we should try to find other CB-CA boundary conditions in the continuum
model which reproduce at low energies the numerical solutions found in the lattice model.
Recall that Eq.(B3) in Appendix B implies the normal component of the current vanishes if either ϕC = 0 or
ϕA − ϕB = 0. Since we have already used the second variant for the BA-AB boundary conditions, the only
remaining way to impose the boundary condition in the continuum theory is to use the condition ϕC |y=L = 0
7as an approximation. Certainly, the corrections from the boundary conditions with the missing A and B atoms
in the lattice model may become notable at high energies. However, as we checked in Subsec.III C below, this is
not important in the low-energy model. Therefore, the zigzag boundary conditions CB-CA in the low-energy
continuum model are similar to the C-C zigzag ones.
5. There are four other possible zigzag C-CA, CB-C, CB-AB, BA-CA terminations of a ribbon, however, all of
them are equivalent to the cases discussed above.
Thus, we end up with the two main types of zigzag terminations C and AB on each side on a ribbon leading,
obviously, to four possible zigzag edges. Note that the spectrum in each case differs from that in graphene [33] and
there are no states localized near the edges of the ribbon. On the other hand, ribbons with the BA-AB boundary
conditions contain solutions of metallic type in bulk and this is a new feature of zigzag boundary conditions in the
dice model compared to graphene ribbons where metallic states in bulk are absent. [It is worth mentioning that the
dispersion relations for bulk states in graphene ribbons are essentially nonlinear unlike the bulk states in the dice
lattice model found here.] Ribbons with other combinations of terminations are insulators at zero chemical potential.
B. Zero energy
The case of zero energy is of a special interest. The crucial question is whether the zero energy flat band present
in an infinite size system survives in the presence of boundaries. It is appropriate to recall that the zero-energy
solution in the dice model in the absence of boundaries have ϕC ≡ 0 [24,30]. For the strip of finite width we also have
ϕC ≡ 0, and only one equation (16) for two components ϕA, ϕB that reflects an infinite degeneracy of the zero-energy
band. An arbitrary function defined on a segment [0, L] can be parameterized by the coefficients of its Fourier series.
Therefore, we seek the solutions of Eq.(16) in the form
ϕA(y) = A1 sin(zy) +A2 cos(zy), ϕB(y) = B1 sin(zy) +B2 cos(zy) (25)
that gives the equation
(kxA1 − zA2 + kxB1 + zB2) sin(zy) + (zA1 + kxA2 − zB1 + kxB2) cos(zy) = 0, (26)
which is identically satisfied for any 0 < y < L when the coefficients near sin(zx) and cos(zx) are zero.
As was discussed in previous section, there are two main different types of conditions - C and AB. For brevity, we
analyze one of the possible terminations in Sec.III A, namely, the BA-AB termination with the boundary conditions
ϕA − ϕB = 0. Equation (26) and the boundary conditions at the y = 0 and y = L edges give the system
kxA1 − zA2 + kxB1 + zB2 = 0, zA1 + kxA2 − zB1 + kxB2 = 0,
A2 −B2 = 0, (A1 −B1) sin(zL) + (A2 −B2) cos(zL) = 0, (27)
which has nontrivial solutions when sin(zL) = 0, i.e., z = zn =
pin
L with n = 1, 2 . . . . The normalized wave functions
are
Ψ0(zn, kx) =
1√
L
(
k2x +
pi2n2
L2
)−1/2 kx sin
(
piny
L
)− pinL cos (pinyL )
0
−kx sin
(
piny
L
)− pinL cos (pinyL )

 eikxx. (28)
Solutions for other terminations can be found similarly. The found solutions are in accordance with the general
solution of the tight-binding Hamiltonian for the zero-energy band in the case of infinite system [24,30].
C. Numerical results
In the previous two subsections, we determined the energy spectrum and wave functions for ribbons with the
zigzag boundary conditions in the low energy continuum model. However, we met some problems in imposing the
BA, CB, and CA boundary conditions. Therefore, it is necessary to perform the calculations in the tight-binding
model, compare the corresponding results, and find out how the spectrum looks like at high energy where the low
energy continuum model is, strictly speaking, not applicable. For the unit computation cell with the zigzag CB-CA
boundary conditions shown in left panel of Fig.3, we plot in the right panel of the same figure the corresponding
energy levels calculated at the K point as well as the energy levels in the low energy continuum model shown by
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FIG. 3: (Left panel) The cell denoted by black rectangle is used in the calculation of ribbons with the zigzag CB-CA boundary
conditions. (Right panel) The energy bands for ribbons with CB-CA boundary conditions as functions of the wave vector k
parallel to the nanoribbon edge, measured with respect to the center of the Brillouin zone. The blue lines denote the energy
levels determined from the tight-binding equations and the red dashed lines are plotted by using the theoretical formula (18)
only at positive energy for the clarity of presentation. The gray point denotes the K-point. The number of elementary cells in
the numerical calculations is 100.
red dashed lines. The latter are shown only in the upper energy half-plane for the clarity of presentation because
the energy levels in the lower half-plane trivially follow from the particle-hole symmetry of the spectrum. Since the
energy levels for the C-C and CA-C boundary conditions are practically indistinguishable from the energy levels in
the right panel of Fig.3, we do not plot them separately. In addition, the left and right panels in Fig.4 describe the
results obtained for the BA-AB and BA-C boundary conditions, respectively. Our main results are the following:
1. The results found in the low energy continuum model are very accurate and the energy of the n−th level for
k = 0 equals ε˜n =
√
2pin
L , where L = 3Na/2 is the width of the ribbon and N is the number of elementary cells
in the calculation cell.
2. The CB-CA boundary conditions as well as the C-CA and CB-C ones lead to the same dispersion as the C-C
boundary conditions. This supports our conclusion that at small momenta the CB and CA zigzag boundary
conditions type are similar to the C boundary condition. However, the energy dispersion for the BA-AB
boundary conditions shown on the left panel in Fig.4 is qualitatively different and contains two gapless modes.
3. The BA-C boundary conditions lead to a shifted spectrum, as predicted by Eq.(23).
4. The numerical results shown in Fig.5 demonstrate the energy levels found in the continuum and tight-binding
models in the zigzag ribbons with C-C, CB-CA, and BA-AB boundary conditions throughout the Brillouin
zone.
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FIG. 4: The left and right panels describe the results obtained for the BA-AB and BA-C boundary conditions, respectively.
The number of elementary cells in the numerical calculations is 100. Note that there are two gapless states for a ribbon with the
BA-AB boundary conditions. The theoretical curves are represented as red dashed lines only in the upper energy half-plane
for the clarity of presentation. The gray point denotes the K-point.
9−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5
k
−3
−2
−1
0
1
2
3
̃ ε
KK ′
−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5
k
−3
−2
−1
0
1
2
3
̃ ε
KK ′
−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5
k
−3
−2
−1
0
1
2
3
̃ ε
KK ′
FIG. 5: The numerically calculated energy spectrum throughout the Brillouin zone for ribbons with the zigzag C-C boundary
conditions (left panel), the CB-CA boundary conditions (middle panel), and the BA-AB boundary conditions (right panel).
The number of elementary cells in the calculations is 10.
IV. RIBBONS WITH ARMCHAIR BOUNDARY CONDITIONS
In this section, we will study the electron states and energy spectrum in ribbons with the armchair boundary
conditions imposed at the x = 0 and x = L sides. Such a ribbon is schematically shown in Fig.6. Following the
derivation of corresponding boundary conditions in graphene [34], we find that the µ = A, B,C components of the
wave function obey the equations
ϕµ(x = 0) = ϕ
′
µ(x = 0), ϕµ(x = L) = e
i∆KLϕ′µ(x = L). (29)
The armchair boundary conditions mix states from the different K and K ′ valleys and the factor ∆K = 4pi
3
√
3a
comes
from the scalar product (K −K′)(Lex), which describes the phase difference between states from different valleys on
the x = L edge. Note that the phase in the second equation (29) is similar to graphene [33]. Therefore, the matrix
M has nonzero off-diagonal blocks and equals
M1
∣∣∣∣
x=0
= τ1 ⊗

 0 0 10 1 0
1 0 0

 = τ1 ⊗ F, M2
∣∣∣∣
x=L
=
(
0 ei∆KL
e−i∆KL 0
)
⊗

 0 0 10 1 0
1 0 0

 . (30)
Obviously,M †1,2 =M1,2 and the matricesM1,2 anticommute with the normal component of the current {M1,2,nJ} = 0
for nx = ±1. Both matrices M1,2 also preserve T - and C-symmetries. Our next step is to find nontrivial solutions for
ribbons with the armchair boundary conditions.
A. Armchair ribbons
We seek a solution in the form Φ = eikyy(ϕA(x), ϕC (x), ϕB(x);ϕ
′
B(x), ϕ
′
C(x), ϕ
′
A(x)). The wave functions in the K
valley satisfy the equations
 0 −i∂x − iky 0−i∂x + iky 0 −i∂x − iky
0 −i∂x + iky 0



 ϕA(x)ϕC(x)
ϕB(x)

 = ε˜

 ϕA(x)ϕC(x)
ϕB(x)

 . (31)
The wave function in the K ′ valley satisfies the same equation with the replacement ε˜ → −ε˜ and the inverse order
of components. The armchair boundary conditions are given in Eq.(29). For ε˜ 6= 0, we can express the ϕA and ϕB
components through ϕC by using Eq.(31) in both valleys. Then the second equation in system (31) gives the equation
for ϕC (the same equation is valid for ϕ
′
C too)
ε˜2
2
ϕC = −(∂2x − k2y)ϕC . (32)
Its general solution is given by Eq.(14). The boundary conditions lead to the following system of equations for
constants A, B, A′, B′ with z =
√
ε˜2/2− k2y :
A+ B = A′ +B′, AeizL +Be−izL = A′eizL+i∆KL +B′e−izL+i∆KL; (33)
A− B = −A′ +B′, AeizL −Be−izL = −A′eizL+i∆KL +B′e−izL+i∆KL. (34)
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FIG. 6: Ribbon with the armchair boundary conditions. The unit cell for which tight-binding calculations are performed is
shown as a black rectangle.
This system of linear homogeneous equations has nontrivial solutions when
8ei∆KL(cos(∆KL)− cos(2Lz)) = 0. (35)
The solutions to the above equation are 2zL = ±∆KL+2pin. Note that by definition z ≥ 0, which gives limits on n.
Combining the ”+” and ”−” solutions gives the energy spectrum
1
2
ε˜2 = k2y +
(
pin
L
− ∆K
2
)2
(36)
with integer n = 0,±1,±2, . . . and the wave functions
ΨKn (ky, x) =
1
ε˜n
√
2L

 −∆K2 + pinL − ikyε˜n
−∆K2 + pinL + iky

 ei(−∆K2 +pinL )x+ikyy,
ΨK
′
n (ky, x) =
1
ε˜n
√
2L

 −∆K2 + pinL + ikyε˜n
−∆K2 + pinL − iky

 e−i(−∆K2 +pinL )x+ikyy. (37)
The solutions are plain waves like in graphene [33].
The length L is defined as L =
√
3
2 (N˜ + 1)a for a strip with N˜ atomic rows. For L such that ∆KL = 2piN with
integer N , the gap in spectrum Eq.(36) vanishes when N˜ = 3N − 1. In this case, the spectrum contains two gapless
(semi-metallic) modes with the linear dispersion ε˜ = ±√2ky. The other energy levels have band gaps ∼ 1/L and
are doubly degenerate. Ribbons with N˜ 6= 3N − 1 have nondegenerate states and do not possess zero energy modes,
hence these ribbons are band insulators. In general, for armchair ribbons, we have the results similar to graphene [33]
except the existence of the zero-energy flat band inherent to the dice lattice model.
B. Zero energy
For the zero energy ε = 0, we have again only one equation for the two components in each valley
(−∂x + ky)ϕA(x) + (−∂x − ky)ϕB(x) = 0, (−∂x + ky)ϕ′B(x) + (−∂x − ky)ϕ′A(x) = 0 (38)
with the boundary conditions (29) for ϕA, ϕ
′
A and ϕB , ϕ
′
B functions. We seek the solution in the form
ϕA(x) = A1e
izx +A2e
−izx, ϕ′A(x) = A
′
1e
izx +A′2e
−izx,
ϕB(x) = B1e
izx +B2e
−izx, ϕ′B(x) = B
′
1e
izx +B′2e
−izx. (39)
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Combining Eqs.(38) and (39), we obtain the system[
(−iz + ky)A1 + (−iz − ky)B1
]
eizx +
[
(iz + ky)A2 + (iz − ky)B2
]
e−izx = 0,[
(−iz − ky)A′1 + (−iz + ky)B′1
]
eizx +
[
(iz − ky)A′2 + (iz + ky)B′2
]
e−izx = 0, (40)
which is satisfied for any 0 < x < L when the coefficients near eizx and e−izx functions are zero. The armchair
boundary conditions at the x = 0 and x = L edges give{
A1 +A2 = A
′
1 +A
′
2
B1 +B2 = B
′
1 +B
′
2
,
{
A1e
izL + A2e
−izL = ei∆KL[A′1e
izL +A′2e
−izL],
B1e
izL +B2e
−izL = ei∆KL[B′1e
izL +B′2e
−izL]
. (41)
Eqs.(40) together with Eq.(41) have nontrivial solutions when
32k2yz
2ei∆KL(cos(∆KL)− cos(2zL)) = 0. (42)
This means that the system has nontrivial solutions for z = ±∆K2 + pinL with such integer n that z ≥ 0. The
corresponding normalized wave functions for + and − solutions can be combined and written as
ΨK0 (zn, ky) =
1√
2(k2y + z
2
n)L

 ky + izn0
ky − izn

 eiznx+ikyy,
ΨK
′
0 (zn, ky) =
1√
2(k2y + z
2
n)L

 ky − izn0
ky + izn

 e−iznx+ikyy, (43)
where we used short-hand notation zn = −∆K2 + pinL with n = 0,±1, . . . . Hence the flat band with zero energy has
infinite degeneracy parameterized by quantum numbers ky and n.
C. Numerical results
For ribbons with the armchair edges, we compare the energy spectrum (36) with the results of tight-binding
calculations in Fig.7, where L =
√
3
2 (N˜ + 1)a with N˜ atomic rows. The theoretical results are plotted as red dashed
lines only in the upper energy half-plane for the clarity of presentation. The corresponding curves in the lower half-
plane trivially follow from the particle-hole symmetry. As was mentioned before, only ribbons with N˜ = 3N − 1
demonstrate metallic type of spectrum, which contain gapless states with linear dispersion (see the right panel in
Fig.7). The gapped (semiconducting) states are arranged in pairs with very small gaps between them for wide
ribbons, while the continuum model predicts double degeneracy of these states. The spectrum for ribbons with a
number of atomic rows different from 3N − 1 fits very well the spectrum of continuum model (see left panel in Fig.7).
Similar situation is valid for graphene [33] where, of course, the zero-energy flat band is absent.
V. SUMMARY
We studied the possible lattice terminations in the dice model and determined the corresponding boundary condi-
tions. We found that there are four possible non-equivalent zigzag terminations, but they produce in the low energy
continuum model only two different types of low-energy boundary conditions. As to the armchair boundary condition,
it is unique. All these types of boundary conditions preserve the charge conjugation and time reversal symmetries. We
found the most general 6× 6 matrix M which determines boundary conditions for the wave function of the Dirac-like
equation for pseudospin-1 fermions in continuum model which extends the form of analogous matrix for graphene [31].
We determined the energy spectrum of ribbons with the zigzag and armchair edges. We found that in some cases
the presence of boundaries opens an energy gap between the zero-energy band and the first discrete level and leads to
an insulating behavior of the system. While the energy levels for a ribbon with armchair boundary conditions show
the same features as in graphene [31,33] (except, of course, the zero-energy flat band absent in graphene), the results
for ribbons with the zigzag boundary conditions are quite different. In particular, in the dice lattice ribbons there
12
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FIG. 7: The numerical results (blue solid curves) and the energy dispersion given by Eq.(36) (red dashed curves in the upper
energy half-plane) for a ribbon with the armchair edges. The left panel demonstrates insulating spectrum for a strip with 100
atomic rows. The right panel shows semi-metallic spectrum for a strip with 101 atomic rows. The gray point denotes the
K-point.
are no propagating edge states localized at a zigzag boundary. On the other hand, there are ribbons with specific
terminations which contain modes of metallic type in a bulk.
Our numerical calculations in the tight-binding model for wide ribbons excellently confirm the analytic results
obtained in the low energy continuum model. Moreover, the qualitative structure of the energy levels in both models
agrees also, although there some quantitative differences at wave vectors far from the K and K ′ points. We found
that the zero-energy flat band in the dice lattice model is very robust. Our calculations show that it exists for both
zigzag and armchair dice lattice terminations. The boundary conditions affect only the degeneracy of this band which
is quantified by the wave vector along the termination side and an integer quantum number n. It was already known
[23,24] that the zero-energy flat band survives even in the presence of an external magnetic field which breaks both
the time reversal and charge conjugation symmetries. This clearly differs from the case of graphene in a magnetic
field, where the flat Landau levels in infinite system are deformed by the finite size of the system (see, for example,
Refs.[35,36]).
It would be interesting to study the effects of external electric and magnetic fields in the dice model. Some of them
for infinite dice lattice in a magnetic field are already described in the literature [24,29] but not for ribbons. Other
effects, like the Schwinger particle-hole pair creation [37] or Klein tunneling [34,38] in electric field wait for their study
for pseudospin-1 fermions. Also, the electronic states of pseudospin-1 fermions in the field of charged impurities are
of considerable interest (for a similar study in graphene, see, for example, review [39]).
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Appendix A: Derivation of general boundary condition
It is convenient to represent M in the basis
M =
3∑
µ=0
8∑
ν=0
(τµ ⊗ λν)cµν , (A1)
where the coefficients cµν are real because matrix M is Hermitian.
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1. General form of matrix M
By using the property (A⊗B)(C ⊗D) = (AC)⊗ (BD), we easily find that vanishing of the anticommutator of M
with the normal component of the electric current at a boundary {M,nJ} = 0 gives
3∑
µ=0
8∑
ν=0
[
(τµτ3)⊗ (λν (Sn)) + (τ3τµ)⊗ ((Sn)λν)
]
cµν = 0. (A2)
Since τ3 commutes with the τ0 and τ3 matrices and anticommutes with τ1 and τ2, we obtain the following equations
for cµν :
8∑
µ=0
{
λµ, (Sn)
}
c(0,3)µ = 0, (A3)
8∑
ν=0
[
λν , (Sn)
]
c(1,2)ν = 0, (A4)
or explicitly in terms of the Gell-Mann matrices,
8∑
µ=0
{
λµ, (λ1 + λ6)nx + (λ2 + λ7)ny
}
c(0,3)µ = 0, (A5)
8∑
ν=0
[
λν , (λ1 + λ6)nx + (λ2 + λ7)ny
]
c(1,2)ν = 0. (A6)
Calculating the anticommutator in the first equation and the commutator in the second, we obtain two matrix
equations. Further, setting the coefficients at different Gell-Mann matrices to zero, we find the following system of
equations for the coefficients of matrix M :
nyf2 = −nxf1, f4 = 2
3
(n2x − n2y)(−3f0 + f3), f5 =
4
3
nxny(−3f0 + f3), f6 = −f1, nyf7 = nxf1, f8 = − 1√
3
f3,
nxg2 = nyg1, g4 = 2(n
2
y − n2x)g3, g5 = −4nxnyg3, g6 = g1, nxg7 = nyg1, g8 = −
1√
3
g3, (A7)
where we used the notation c(0,3),µ = fµ and c(1,2),ν = gν . Thus, we have 3-parametric family of fµ and gν which
defines a 12-parametric family of M -matrices. The condition M2 = 1 further reduces the number of parameters
leaving only six independent ones.
2. Symmetry restrictions
The Hamiltonian of the dice model is invariant with respect to the time reversal T and charge conjugation C
transformations. The operator T has the form Tˆ = τ1 ⊗ FKˆ and Kˆ is the operator of complex conjugation. The
relation
TˆH(k)Tˆ−1 = H(−k) (A8)
implies the two following equations for F :
FSxF
−1 = Sx, FSyF−1 = −Sy, (A9)
whose solution with F †F = 1 and up to an arbitrary phase factor is
F =

 0 0 10 1 0
1 0 0

 . (A10)
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The time reversal operator Tˆ satisfies Tˆ 2 = 1. Note that in the presence of a real spin degree of freedom the operator
Tˆ should be replaced by the operator Tˆ = iσ2 ⊗ Tˆ which satisfies the standard condition Tˆ 2 = −1 with the matrix
σ2 acting in real spin space.
Clearly, Sˆ is a symmetry if MSˆ = SˆM . Using the general form of matrix M given by Eq.(A1), we find that the
time reversal symmetry leads to
M(τ1 ⊗ F )− (τ1 ⊗ F )M∗ = 0 (A11)
that gives for real cµν
3∑
µ=0
8∑
ν=0
(
(τµτ1)⊗ (λνF )− (τ1τ∗µ)⊗ (Fλ∗ν)
)
cµ,ν = 0. (A12)
The above equation implies
8∑
ν=0
(λνF − Fλ∗ν) cµ,ν = 0 ⇒ cµ,1 = cµ,6, cµ,2 = cµ,7, cµ,8 = −
1√
3
cµ,3, (A13)
for µ = 0, 1, 2, and
8∑
ν=0
(λνF + Fλ
∗
ν) c3,ν = 0 ⇒ c3,0 = c3,4 = c3,5 = 0, c3,1 = −c3,6, c3,2 = −c3,7, c3,8 =
√
3c3,3 (A14)
for µ = 3.
Combining Eq.(A7) with conditions (A13) and (A14) we find the set of nine survived parameters,
c0,0, c0,3, c3,1, c(1,2),0, c(1,2),1, c(1,2),3 , if the condition M
2 = 1 is not taken into account. The condition
M2 = 1 gives one more constraint and leaves free only five parameters.
The operator of the charge conjugation does not interchange spinors from different K valleys, therefore, it is defined
by the equation
CˆH(k)Cˆ−1 = −H(k), (A15)
whose solution is
Cˆ = τ0 ⊗

 1 0 00 −1 0
0 0 1

 = τ0 ⊗
(
1
3
λ0 + λ3 − 1√
3
λ8
)
. (A16)
Using the general form of matrix M given by Eq.(A1), we find that the charge conjugation symmetry leads to the
following equation for M :
MSˆC − SˆCM = 0 ⇒
3∑
µ=0
8∑
ν=0
τµ ⊗
[
λν ,
(
1
3
λ0 + λ3 − 1√
3
λ8
)]
cµ,ν = 0, (A17)
which for every µ = 0, 1, 2, 3 gives the following restrictions on parameters:
cµ,1 = cµ,2 = cµ,6 = cµ,7 = 0. (A18)
According to Eq.(A7), there remain independent only eight parameters, which can be chosen as
c0,0, c3,0, c0,3, c3,3, c1,0, c2,0, c1,3, c2,3 (without taking into account the constraints M
2 = 1).
The general form of matrix M, which preserves T- and C-symmetries is:
MST , SC = τ0 ⊗
(
c0,0λ0 + c0,3λ3 +
2
3
(n2x − n2y)(−3c0,0 + c0,3)λ4 +
4
3
nxny(−3c0,0 + c0,3)λ5 − 1√
3
c0,3λ8
)
+
+
2∑
i=1
τi ⊗
(
λ0ci,0 + (λ3 + 2(n
2
y − n2x)λ4 − 4nxnyλ5 −
1√
3
λ8)ci,3
)
. (A19)
Note that this expression contains six independent parameters. The condition M2 = 1 further restricts the number
of free parameters giving several families of solutions with a maximal subset having two parameters.
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Appendix B: Boundary conditions from zero boundary current
We start with the exact formula for the matrix element of current (9)
1
vF
〈Ψ|nBJ |Ψ〉 =
[
Ψ∗An−ΨC +Ψ
∗
C(n+ΨA + n−ΨB) + Ψ
∗
Bn+ΨC
]
−
[
Ψ∗B′n−ΨC′ +Ψ
∗
C′(n+ΨB′ + n−ΨA′) + Ψ
∗
A′n+ΨC′
]
, (B1)
where n± = nx ± iny. We begin with the zigzag boundary conditions nx = 0, ny = 1.
1. Zigzag boundary conditions. For the zigzag boundary conditions, it is sufficient to analyze only one valley. The
matrix element in the K valley has the form
1
vF
〈Ψ|nBJ |Ψ〉
∣∣∣∣
K
= (Ψ∗An− +Ψ
∗
Bn+)ΨC +Ψ
∗
C(n+ΨA + n−ΨB) = 0. (B2)
Obviously, the above equation has two possible solutions for ny = ±1:
ΨA −ΨB = 0 and ΨC = 0. (B3)
This means that the AB boundary condition can be written as ΨA −ΨB = 0.
For the CA or BC boundary conditions, we automatically have missing C-atoms. Then, the simplest boundary
condition is ΨC = 0. There are also some corrections from missing A- or B-atoms, but we can neglect them in our
analysis, because these corrections are important only for upper levels, where the linearized Hamiltonian cannot be
applied.
2. Armchair boundary conditions. Here we need to combine both valleys. Imposing the armchair boundary
conditions on the x sides, (nB = (±1, 0)), we find for the matrix element of the current
1
vF
〈Ψ|nBJ |Ψ〉 =
[
(Ψ∗A +Ψ
∗
B)ΨC +Ψ
∗
C(ΨA +ΨB)
]
−
[
(Ψ∗A′ +Ψ
∗
B′)ΨC′ +Ψ
∗
C′(ΨA′ +ΨB′)
]
= 0. (B4)
Therefore, the possible types of conditions are
Ψµ = e
iαΨµ′ , Ψµ = e
iαΨ∗µ′ µ = A,B,C (B5)
with real phase α, which is equal to all three functions (this phase cancels out due to complex conjugation in the
products).
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