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Abstract 
Facing the urgency of taking actions to guarantee the water supply to Brazil's Capital, the project 
called IWAS/ÁguaDF aims to provide scientific knowledge for the development of an Integrated 
Water Resources Management (IWRM) concept. The project is organized in multiple working groups 
wherein climate is considered as one of the main drivers. The water supply system of Distrito Federal 
(DF) is mainly dependent on three major complexes: river basins, waste water and drinking water. 
Anthropogenic climate change has the potential to affect these water complexes in a number of ways 
such as by losing storage capacity due to erosion and sedimentation, through altered persistency of dry 
events and due to increasing water demand. As a contribution to the IWAS/ÁguaDF project, this study 
focuses on the development of climate change projections for hydrological impact assessments at 
local/regional scale. The development of proper climate information is a challenging task. The level of 
complexity corresponds directly to the issues that concern impact modellers as well as technical 
aspects such as available observational data, human and computational resources. The identification of 
the needs for water-related issues gives the foundation for deriving proper climate projections. Before 
making projections, it is necessary to assess the current climate conditions, or baseline climate. 
Despite a better understanding of the regional aspects of the climate and the ongoing changes, the 
baseline climate provides the foundation for calibrating and validating climate models and 
downscaling methods. The General Circulation Models (GCMs) are the most preferred tools in 
simulating the response of the climate system to anthropogenic activities, like increasing greenhouse 
gases and aerosol emissions. However, the climate information required for regional impact studies, 
such as water resources management in DF, is of a spatial scale much finer than that provided by 
GCMs and therefore often demands a downscaling procedure. Hydrological models are usually 
sensitive to the temporal variability of precipitation at scales that are not well represented by GCMs. 
Statistical downscaling methods have the potential to bridge the mismatch between GCMs and impact 
models by adding local variability that is consistent with both the large-scale signal and local 
observations. The tool used (i.e., Statistical DownScaling Model - SDSM) is described as a hybrid of 
regression-based and stochastic weather generator. The systematic calibration adopted provides the 
appropriated predictors and model parameterization. The validation procedure takes into account the 
metrics relevant to the requirements of hydrological studies. Moreover, the downscaling approach 
considers several climate models (i.e., 18 GCMs) and emission scenarios (i.e., SRES A1B, A2, B1) in 
order to sample the widest sources of uncertainties available. In spite of the elevated level of 
uncertainties in the magnitude of change, most of the downscaled projections agree with positive 
changes in temperature and precipitation for the period of 2046-2065 when compared to the reference 
period (i.e., 1980-1999). Large ensembles are preferable but are often associated with massive amount 
of data which have limited application in hydrological impact studies. An alternative is to identify 
subsets of projections that are most likely and projections that have lower likelihood but higher 
impact. A set of representative climate projections is suggested for hydrological impact assessments. 
Although high resolution information is preferable, it relies on limited assumptions inherent to 
observations and coarse-resolution projections and, therefore, its use alone is not recommended. The 
combination of the baseline climate with large- and local-scale projections achieved in this study 
provides a wide envelope of climate information for assessing the sensitivity of hydrological systems 
in DF. A better understanding of the vulnerability of hydrological systems through the application of 
multiple sources of climate information and appropriate sampling of known uncertainties is perhaps 
the best way to contribute to the development of robust adaptation strategies. 
  
 
 
  
 
 
Zusammenfassung 
Starkes Bevölkerungswachstum sowie Landnutzungs- und Klimawandel gefährden die Wasser-
versorgung der Metropolregion Brasília. Vor diesem Hintergrund soll das Projekt IWAS/ÁguaDF die 
wissenschaftlichen Grundlagen für ein Integriertes Wasserressourcen-Management (IWRM) im 
Distrito Federal (DF) erarbeiten. Das Projekt gliedert sich in drei klimasensitive Bereiche: 
Einzugsgebietsmanagement, Abwasseraufbereitung und Trinkwasserversorgung. Klimaänderungen 
können die Wasserversorgung im DF vielfältig beeinflussen, durch Veränderung der speicherbaren 
Wassermenge (Wasserdargebot, Speicherkapazität von Talsperren durch Sedimentation), der Dauer 
von Dürreperioden und des Wasserbedarfs (z.B. für Bewässerung). Klimaprojektionen für regionale 
hydrologische Impaktstudien stellen jedoch eine große Heraus-forderung dar. Ihre Komplexität richtet 
sich nach dem Bedarf des Impaktmodellierers und hängt zudem von technischen Voraussetzungen ab, 
wie der Verfügbarkeit von Beobachtungsdaten sowie von Personal- und Rechenressourcen. Die 
Ableitung geeigneter Maßnahmen für ein nachhaltiges Wasserressourcenmanagement im DF stellt 
hohe Ansprüche an die Qualität der zu entwickelnden Klimaprojektionen. Noch vor der Projektion 
müssen die gegenwärtigen klimatischen Bedingungen (Referenzklima) analysiert und bewertet 
werden. Die Analyse des Referenzklimas ermöglicht ein besseres Verständnis regionaler Unterschiede 
und aktueller Tendenzen und bildet die  Grundlage für die Kalibrierung und Validierung von 
Klimamodellen und Downscaling-Methoden. Globale Klimamodelle (GCM) simulieren die Reaktion 
des Klimasystems auf anthropogene Treibhausgas- und Aerosolemissionen. Ihre räumliche Auflösung 
ist jedoch meist zu grob für regionale Klimaimpaktstudien. Zudem reagieren hydrologische Modelle 
meist sehr sensitiv auf zeitlich variable Niederschläge, welche in hoher zeitlicher Auflösung 
(Tagesschritte) ebenfalls nur unzureichend in GCM abgebildet werden. Statistische Downscaling-
Verfahren können diese Inkohärenz zwischen GCM und Impaktmodellen reduzieren, indem sie das 
projizierte Klimasignal um lokale Variabilität (konsistent gegenüber den Beobachtungen) erweitern. 
Das in der vorliegenden Arbeit verwendete Tool, Statistical DownScaling Model - SDSM, vereint 
regressionsbasierte und stochastische Methoden der Wettergenerierung. Geeignete Prädiktoren und 
Modelparameter wurden durch systematische Kalibrierung bestimmt und anschließend validiert, 
wobei unter anderem auch hydrologisch relevante Gütekriterien verwendet wurden. Der gewählte 
Downscaling-Ansatz berücksichtigt zudem eine Vielzahl verschiedener Globalmodelle (18 GCM) und 
Emissionsszenarien (SRES A1B, A2 und B1) um die mit Klimaprojektionen verbundene hohe 
Unsicherheit möglichst breit abzudecken. Die Mehrheit der regionalen Projektionen weist auf eine 
Zunahme von Temperatur und Niederschlag hin (Zeitraum 2046 bis 2065 gegenüber Referenz-
zeitraum, 1980 bis 1999), wenngleich die Stärke des Änderungssignals stark über das Ensemble 
variiert. Große Modellensemble sind zwar von Vorteil, sie sind jedoch auch mit einer erheblichen 
Datenmenge verbunden, welche für hydrologische Impaktstudien nur begrenzt nutzbar ist. Alternativ 
können einzelne „wahrscheinliche“ Projektionen verwendet werden sowie Projektionen, die weniger 
wahrscheinlich, aber mit einem starken Impakt verbunden sind. Ein solcher Satz repräsentativer 
Klimaprojektionen wurde für weitergehende Impaktstudien ausgewählt. Auch wenn in der Regel 
hochaufgelöste Klimaprojektionen angestrebt werden, ihr alleiniger Einsatz in Impaktstudien ist nicht 
zu empfehlen, aufgrund der vereinfachten Annahmen über die statistische Beziehung zwischen 
Beobachtungsdaten und den Modellergebnissen grob aufgelöster Globalmodelle. Der Vergleich des 
Referenzklimas mit großräumigen und lokalen Projektionen, wie er in dieser Arbeit durchgeführt 
wurde, liefert ein breites Spektrum an Klimainformationen zur Bewertung der Vulnerabilität 
hydrologischer Systeme im DF. Die Einbeziehung einer Vielzahl vorhandener Klimamodelle und die 
gezielte, den ermittelten Unsicherheitsbereich vollständig abdeckende Auswahl an Projektionen sollte 
die Entwicklung robuster Anpassungsstrategien bestmöglich unterstützen. 
 
 
  
 
 
Sumário 
Diante do desafio de garantir o abastecimento de água potável da capital federal do Brasil, o projeto 
denominado IWAS/ÁguaDF tem como objetivo prover conhecimento científico para o 
desenvolvimento de um conceito de Gestão Integrada dos Recursos Hídricos (PGIRH). Afim de 
atingir esta proposta, o projeto é organizado em multiplos grupos de trabalho entre os quais o clima é 
considerado um dos principais fatores de influência. O sistema de abastecimento de água do Distrito 
Federal (DF) depende praticamente de três complexos: bacias hidrográficas, águas residuais e água 
potável. Mudanças climáticas causadas por ações antropogênicas apresentam um enorme potencial de 
impacto a estes complexos, por exemplo através de alterações no regime de chuvas, perda de volume 
dos reservatórios por assoriamento e aumento na demanda de água. Como contribuição ao projeto 
IWAS/ÁguaDF, este estudo tem como foco o desenvolvimento de projeções de mudanças climáticas 
para estudo de impacto nos recursos hídricos na escala local/regional. O nível de complexidade 
corresponde diretamente às questões levantadas pelos modeladores de impacto, bem como aspecto 
técnicos como a disponibilidade de dados observados e recursos humanos e computacionais. A 
identificação das necessidades de questões relacionadas à água no DF dão a base para derivar 
projeções climáticas adequadas. Antes de qualquer projeção futura, é indispensável avaliar as 
condições atuais do clima, também chamado de linha de base do clima. Além de fornecer a 
compreenção dos aspectos regionais do clima e mudaças em curso, a linha de base provê dados para a 
calibração e validação de modelos globais de clima e técnicas de regionalização (downscaling). Os 
Modelos de Circulação Geral (GCM) são as ferramentas mais adotadas na simulação da resposta do 
sistema climático às atividades antropogênicas, tais como aumento de emissões de gases do efeito 
estufa e aerosóis. No entanto, a informação necessária para estudos regionais de impacto, tais como 
gestão de recursos hídricos, é de escala espacial mais refinada do que a resolução espacial fornecida 
pelos GCMs e, dessa forma, técnicas de regionalização são frequentemente demandadas. Modelos 
hidrológicos são geralmente sensitivos à variabilidade temporal de precipitação em escalas não 
representadas pelos modelos globais. Métodos estatísticos de ‘downscaling’ apresentam um potencial 
para auxiliar no descompasso entre GCMs e modelos de impacto através da adição de variabilidade 
local consistente com o sinal de larga escala e as observações locais. A ferramenta utilizada (Statistical 
DownScaling Model - SDSM) é descrita como um híbrido entre regressão linear e gerador de tempo 
estocástico. A calibração sistemática adotada fornece apropriados preditores e uma parameterização 
consistente.  O procedimento de validação do modelo leva em conta as métricas relevantes aos 
requerimentos dos estudos hidrológicos. Ainda, a abordagem aqui utilizada considera diversos 
modelos globais (isto é, 18 GCMs) e cenários de emissões (isto é, SRES A1B, A2 e B1) afim de 
contemplar as mais abrangentes fontes de incertezas disponíveis. Embora o elevado nível de incertezas 
na magnitude das mudançãs de clima, a grande maioria das projeções regionalizadas concordam com 
o aumento de temperatura e precipiatação para o período de 2046-2065 quando comparado com o 
período de referência (isto é, 1980-1999). Grandes conjuntos de projeções são preferíveis, mas são 
frequentement associados com uma quantidade exorbitante de dados os quais são de aplicação 
limiatada nos estudos de impacto. Uma alternativa é identificar sub-conjuntos de projeções que são as 
mais prováveis e projeções que são menos prováveis, porém apresentam maior impacto. Embora altas 
resoluções são preferíveis, estas baseiam-se em hipóteses inerentes às observações e projeções de larga 
escala e, dessa forma, não é recomendável o seu uso sozinho. A combinação do clima de base com 
projeções de resoluções baixas e altas fornece um amplo envelope de imformações climáticas para 
avaliar a sensitividade dos sistemas hidrológicos no DF. Um compreendimento mais apurado da 
vunerabilidade dos sistemas hidrológicos através da aplicação de multiplas fontes de informação e 
apropriada abordagem das incertezas conhecidas é talvez a melhor maneira para contribuir para o 
desenvolvimento de estratégias robustas de adaptação.  
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1 INTRODUCTION 
1.1 OVERVIEW 
Facing the challenge launched by the United Nations (UN) in the Millennium Development Goals 
(MDGs, Lim et al 2005; WWAP-UN 2009), the Dresden University of Technology, the 
Helmholtz Centre for Environmental Research (UFZ) and the Stadtentwässerung Dresden set an 
initiative called International Water Research Alliance Saxony (IWAS). The main objective of 
this research alliance is to contribute to the development of system solutions, adaptation 
strategies, tools and methods to particular water related problems in five regions worldwide under 
the concept of Integrated Water Resources Management (IWRM, Kalbus et al 2011). The capital 
city of Brazil, Brasília-Distrito Federal, is included as a challenging case study in improving water 
supply management concepts in large urban areas. Due to unplanned and accelerated urbanization 
and changes in land use, the Distrito Federal (DF) is already experiencing increasing pressure on 
its water resources (Lorz et al 2011). The local water supplier (i.e., Environmental Sanitation 
Company of the Distrito Federal - CAESB) claims that demand is already exceeding the 
capability of the water supply system. Potential changes in regional climate may enhance these 
impacts. Torres et al (2012) suggest that Brasília is characterized by a very high socio-climatic 
vulnerability indicator and climate change impacts are likely to be remarkable in the region. 
Confronted with the urgency of taking action to ensure the water supply of Brazil’s capital, a joint 
cooperation between the IWAS initiative and the local cooperation project Água-DF was 
established. The aim of the IWAS/Água-DF project is to provide scientific knowledge for the 
sustainable management of water resources in DF (Lorz et al 2011). In order to identify the 
meaning and relevance of the existing natural boundary conditions (i.e., climate, hydrological 
cycle, and land use) and their connection to water supply systems, the DPSIR approach (driving 
forces-pressures-state-impacts-responses, European Environment Agency 1999) was adopted. 
This framework is useful in describing the relationships between the origins and consequences of 
environmental problems. The DPSIR scheme of the IWAS/Água-DF (Figure 1-1), formulated by 
Lorz et al (2011), subdivide the water supply system into three major complexes river basins, 
waste water and drinking water. The balance of these complexes is mainly dependent on climatic 
and non-climatic factors such as population growth, land use, policies and economy. Following 
this framework, the climate is a driven force which can put pressure on water balance, water 
quality and sediment loads. Substantial shifts in the regional climate patterns can affect the water 
supply system, which requires decision-makers to take action in the management of water 
resources. Besides the recommendations to guarantee the water supply of DF, the IWAS/Água-
DF concept is scientific-based rather than decision-making oriented. Prior to the assessment of 
vulnerability and adaptation strategies (see Carter et al 2007), the IWAS/Água-DF project aims to 
investigate and understand the interactions between the IWRM systems by assessing the 
sensitivity of the water supply systems to their driving forces (e.g., land-use and climate change). 
Once the scientific understanding of the ‘cause-and-effect’ processes is achieved, potential risks 
and management responses can be evaluated (Jones et al 2014). 
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Figure 1-1: The DPSRI scheme of the IWAS/Água-DF project. Source: Lorz et al (2012) 
A common approach used to assess the impacts of anthropogenic climate change on water 
resources is the scenario-based pathway (Kundzewicz et al 2007; Jiménez Cisneros et al 2014). 
The method involves a sequence of analytical steps and quantification of uncertainties in the 
modelling processes from global to local scale. In order to characterize the future, the sequence 
begins with a variety of socio-economic scenarios which is translated to emissions scenarios of 
greenhouse gases (GHG) and aerosols. From that, future scenarios of GHG and aerosols 
concentrations in the atmosphere are estimated. Further, a variety of numerical representations of 
the climate system (i.e., Atmosphere–Ocean General Circulation Models - AOGCMs) generate 
climate projections based on the respective concentrations scenarios. The climate change 
scenarios are than applied as input to impact models. Depending on the need of the impact study, 
downscaling techniques are required (Carter et al 2007; Giorgi et al 2009; Hewitson et al 2014). 
Once the impact assessment is concluded, adaptation measures may be required in order to 
minimize negative consequences of climate change impact to society. However, the ‘predict-then-
act’, or  “top-down”, approach is of limited application due to the wide range of uncertainties of 
climate-related impact as well as the disordered realities of decision support. Several authors (e.g., 
Dessai et al 2009; Wilby and Dessai 2010; Ekström et al 2013; Weaver et al 2013) argue that the 
standard impact assessment via the ‘top-down’ approach is not decision-oriented. Approaches 
beginning at local scale and assessing socio-economic responses to past and present climate 
(‘bottom-up’) are claimed to be more appropriated. This process is useful for evaluating the 
current socio-economic conditions in response to impacts caused by present climate change but it 
raises inconsistencies about potential future changes. To construct impact assessments in which 
biophysical conditions are coupled with socioeconomic development is still very challenging 
(Carter et al 2007; Jones et al 2014). Although adaptation measures and vulnerability are usually 
assessed using ‘bottom-up’ approaches, the application of scenario-based, or ‘top-down’, impact 
assessments is a primary step to understand the complexity and interactions of climate-
hydrological systems. Assessing the sensitivity of hydrological systems to a plausible range of 
climate change projections (‘top-down’) together with a variety of adaptation strategies restricted 
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to local capabilities (‘bottom-up’) is perhaps the most appropriated approach to support decision-
makers (Mimura et al 2014). 
Anthropogenic climate change has the potential to affect water systems in DF in several ways; 
however, “how?” and “at what extent?” are still remaining questions. Providing proper climate 
information for impact assessments is a challenging task and the level of complexity is directly 
related to the issues to be addressed by impact modellers. Each of the IWAS/Água-DF complexes 
demands information at different spatial and temporal resolutions as well as for distinct set of 
variables. The first step is to identify the need for water-related issues in DF concerning climate 
information. Once the set of climatic variables and spatial and temporal resolutions are known, 
one can make assumption on the level of complexity of climate change information required.  
The baseline, or recent climate, is essential information for assessing implications of future 
changes on water resources and it is indispensable before deriving any future climate projection 
(Carter et al 2007; IPCC-TGICA 2007; WMO 2011). Based on historical observations, the 
baseline climate provides a better understanding of the regional aspects of climate as well as the 
ongoing trends and changes. Learning from the past provides knowledge about what to be 
expected in the future; however, the response of the climate system to anthropogenic GHG and 
aerosols emissions is non-linear to and therefore the extrapolation of ongoing trends is 
problematic.  
Nevertheless, AOGCMs, or simply General Circulation Models (GCMs), are the most preferable 
tool in simulating the response of climate to anthropogenic activities (Carter et al 2007; Burkett et 
al 2014). The GCM is a numerical representation of the climate system which accounts for 
interactions and feedbacks of physical, chemical and biological properties between the 
components of the climate system (i.e., atmosphere, ocean, cryosphere and land surface). 
However, for several reasons, climate models are limited when explicitly representing relevant 
small-scale processes of the climate system. Moreover, GCMs are not explicitly designed for 
hydrological studies and their ability in simulating the hydrological-relevant climate variables is 
unlikely to fulfil the need of the IWAS/Água-DF.  
Several methods and techniques, referred to downscaling, have emerged as means of bridging the 
scale discrepancy between coarse-resolution climate projections and the spatial resolution 
required for hydrological impact assessment. Rather than an interpolation technique, downscaling 
methods are based on the assumption that large-scale atmospheric circulation strongly affects 
local-scale weather. Downscaling methods can be classified as two fundamental approaches. First, 
the dynamical method applies a higher resolution climate model than the model used as boundary 
condition. Second, the statistical method builds empirical relationships between large-scale 
circulation and local/regional observed weather (Hewitson and Crane 1996; Wilby and Wigley 
1997; IPCC 2013a). Dynamical downscaling is performed by regional climate models (RCM) and 
is more preferable than statistical downscaling due to its reasonable physical consistency. 
However, RCMs are computationally expensive, fact that limits the application of a large range of 
plausible boundary conditions (i.e., emissions scenarios, GCMs and initial conditions) (Wilby et 
al 2002; Fowler et al 2007; Maraun et al 2010; Rummukainen 2010). Additionally, the 
physiographic features of DF, such as topography, are fairly homogeneous and may not be 
relevant enough to justify the application of dynamical models. Given the features driving the 
regional climate of DF and limited human resources in the context of the IWAS/Água-DF, 
statistical downscaling represents a potential alternative. The reliability of this family of methods 
is mainly dependent on the quality and length of observations available, criterion which is likely 
to be fulfilled in DF. Among numerous methods, the Statistical Dowscaling Model (SDSM) has 
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demonstrated to be an attractive tool. Developed by Wilby et al (2002), the SDSM is a hybrid of 
regression model with a stochastic weather generator. This approach improves the representation 
of temporal variability of climate projections at local level and its application has been verified as 
fairly reasonable in several hydrological studies (Wilby and Dawson 2013). Moreover, the 
sampling of all sources of uncertainties involved in the climate model-based projections is 
essential for the development of robust local/regional climate information. The use of several 
emissions scenarios, GCMs and initial conditions, also referred to multi-model ensemble (MME), 
is a common approach in sampling these uncertainties (Stainforth et al 2005; Christensen et al 
2007; Tebaldi and Knutti 2007; Giorgi et al 2009; van der Linden and Mitchell 2009; Jacob et al 
2013). The computationally undemanding characteristic of SDSM allows the generation of local 
projections from a large range of driving boundary conditions. Nevertheless, massive amount of 
data provided by large ensembles are of limited application in hydrological impact assessments 
and means of identifying representative projections are required. An alternative is to identify 
subsets of projections that are most likely and projections that have highest impact.   
Although high resolution information is preferable, it relies on assumptions that are inherent to 
observations and coarse-resolution projections and, therefore, its use alone is not recommended. 
A robust understanding of the regional climate-related impacts can only be achieved by 
integrating current climate information with both large- and local-scale projections (Carter et al 
2007; Hewitson et al 2014). As this has not been applied to DF so far, the propose of this study is 
to assess multiple sources of climate information as well as to appropriately sample a large variety 
of source of uncertainties in order to provide a wide envelope of information required for the 
development of regional climate projections for hydrological impact assessments. 
1.2 OBJECTIVES 
The development of proper regional climate change projections for hydrological impact 
assessments demands systematic analysis across several sources of climate information. In the 
first step, the need for hydrological impact studies is reviewed and identified in the context of the 
IWAS/Água-DF (section 2.1). Second, an understanding of the current climate characteristic of 
DF is achieved through the assessment the baseline climate (section 2.2). Since the GCMs are the 
most preferable tools in simulating the response of climate to anthropogenic activities, projections 
derived directly from coarse-resolution climate models are analysed (section 2.3). The major 
focus of this study is to demonstrate the application of a particular downscaling model as well as 
to identify its major advantages and limitations (section 3). Besides the plausible realizations of 
local climate by applying large ensemble of host GCMs, the study also addresses the added value 
of the downscaling technique (section 3.2.4). Emerging from the massive amount of downscaled 
data, a reduced set of projections should be identified in order to support its application to 
hydrological impact assessments (section 3.2.6). Finally, the integration of multiple sources of 
information can provide a robust understanding of the regional impacts of climate change on 
water resources and therefore the summary of all findings are described (section 5). 
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2 CLIMATE CHANGE INFORMATION FOR 
HYDROLOGICAL IMPACT ASSESSMENT 
With growing concern about changing climate due to anthropogenic pressure, scientific 
community and planners have been searching for new strategies for improving the management of 
water resources. Potential impacts of climate change on water availability and quality is of great 
interest for decision-makers elsewhere (Lim et al 2005; WMO 2008; WMO 2008; WWAP-UN 
2009).  
Changes in the hydrological cycle are driven by climatic and non-climatic factors. Climate change 
is one of many stressors of water resources. Non-climatic drivers such as population growth, 
economic development, urbanization and land-use suppress the sustainability of resources by 
either decreasing water supply or increasing demand. Although in the global scale the impacts on 
water balance are often related to changes in climate conditions, the attribution of hydrological 
impacts is not totally described at catchment-scale and is commonly associated to non-climatic 
factors (Kundzewicz et al 2007; Jiménez Cisneros et al 2014). For instance, the freshwater 
systems in DF are already strongly affected by demographic and land use changes. Increasing 
demand due to population growth and high consumption rates are already limiting the water 
supply capacity. Non-planned urbanization and land use are increasing sediment loads in the 
freshwater reservoirs affecting quality and storage capacity (Lorz et al 2011; Strauch et al 2013).  
Future changes in climate are also expected to affect the water resources in DF, but “how?” and 
“at what extent?” are still remaining questions. Climate change impact assessment aims to 
identify and evaluate the likely effects of anthropogenic climate change on a specific natural 
and/or human system (Carter et al 2007; IPCC 2014a).  It provides information to evaluate the 
need for adaptation measures to reduce vulnerabilities to climate risk. Although subject of 
criticism while applied for adaptation planning and risk management (e.g., Dessai and Hulme 
2004; New et al 2007; Stainforth et al 2007; Dessai et al 2009; Ekström et al 2013; Weaver et al 
2013), scenario-based impact assessment, or ‘top-down’ cause and effect pathway, is a 
recommended method for providing valuable information for resources management and 
infrastructures investments (Lim et al 2005; Jones et al 2014; Mimura et al 2014).  
The scenario-based impact assessments can contribute to vulnerability and risk assessment but a 
series of translations need to be performed (Kundzewicz et al 2007). The GHG and aerosols 
concentrations in the atmosphere, derived from anthropogenic emissions scenarios, are converted 
to changes in climate. Climate scenarios are translated into biophysical and socio-economic 
variables (e.g., river flow, food supply, biodiversity, health outcome) and the resulting climate 
impacts and risks are then issue to decision making on risk management and policy. Despite the 
simplicity of the rational-linear process, this sequence of translations requires the transformation 
of data across numerous scales of time and space, between natural and social sciences, utilizing a 
wide variety of analytical tools which, at the end, results to a wide range of uncertainties (Lim et 
al 2005; Jones et al 2014). 
Climate models are the most plausible tools in simulating the changes in climate due to 
anthropogenic forcing (Carter et al 2007; Burkett et al 2014). However, climate models are 
restricted in simulating the climate at the time and spatial resolution required for hydrological 
studies. Regionalization methods are often required but they also represent an extra source of 
uncertainty which should be sampled and informed to impact modellers (Déqué et al 2007; Giorgi 
et al 2009; Cubasch et al 2013). 
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The uncertainty stems from different sources such as socio-economic scenarios, GHG 
concentrations, general circulation models, regionalization methods and impact models. The 
cascade of uncertainty propagates and accumulates throughout all stages of hydrological impact 
assessment (Jones 2000; Wilby and Harris 2006; New et al 2007; Manning et al 2009).  
There is much evidence that the major source of uncertainty in modelling the impacts of climate 
change on the water resources at a catchment scale arises from the choice of the climate model 
and partly from the regionalization procedure rather than the hydrological model parameterization 
or structure (Jiménez Cisneros et al 2014). Additionally, the uncertainties related to emissions 
scenarios are likely to be more prominent only after the second half of the 21
st
 century. Given the 
complex nature of both the climate and hydrological systems, prospects for significantly reducing 
uncertainties are limited (Hawkins and Sutton 2009; Hawkins and Sutton 2010; Knutti and 
Sedláček 2012) and the expectations of decision-makers are unlikely to be fulfilled. The present-
day society is strongly founded on science- and evidence-based decision-making. Numerical 
modelling can be measured and is claimed to have a predictive power; however, it is unavoidably 
uncertain (Box and Draper 1987; Wilks 2011). Climate models must be seen as information of 
opportunity rather than the perfect description of the reality (Knutti 2010). Once properly 
developed, climate scenarios can provide useful information for impact assessment and adaptation 
strategies (Burkett et al 2014; Hewitson et al 2014; Mimura et al 2014).  
In this case, an ensemble approach using multiple models and scenarios can sample the 
uncertainties involved until the impact modelling step (Stainforth et al 2005; Christensen et al 
2007; Tebaldi and Knutti 2007; Giorgi et al 2009; van der Linden and Mitchell 2009; Jacob et al 
2013). Such robust and plausible information can help to assess the vulnerability of the systems 
(e.g., water resources, agriculture, public health, biodiversity, energy security, disaster 
management) and explore adaptation solutions without demanding precise predictions of future 
climate (Jones et al 2014; Mimura et al 2014). For instance, the robustness of adaptation options 
in the water sector can be tested against uncertainties of plausible climate change projections 
(Dessai and Hulme 2007; Footitt 2007; Dessai et al 2009). 
An increasing number of studies (e.g., Wilby and Harris 2006; Chen et al 2011; Bosshard et al 
2013) have combined a variety of emissions scenarios, climate models and downscaling 
techniques for hydrological applications in order to sample the largest sources of uncertainties 
possible. Attempts in translating regional scenarios in terms of likelihood are now emerging but 
the reliability of probabilistic representations of uncertainties is still questionable (e.g., Dessai and 
Hulme 2004; New et al 2007; Dessai et al 2009; Ekström et al 2013; Weaver et al 2013). With or 
without probabilities, the ensemble approach is still the most appropriate way to provide 
comprehensive sampling of the uncertainties involved in the development of climate change 
projections. The downscaling process should therefore account for the full range of GCMs 
projections (i.e., models and initializations) and respective emissions scenarios available.  
Additionally, the integration of multiple sources of information provides a robust understanding 
of the regional climate and its related impacts (Jones 2000; Stainforth et al 2007; Hewitson et al 
2014). In order to obtain a broad envelope of information about the current and future climate of 
DF, this study follows a strategy divided in four general steps (Figure 2-1) as recommended by 
IPCC-TGICA (2007). First, the need for climate projections is identified in the context of the 
IWAS/Água-DF (section 2.1). Further, in order to characterize current conditions and guarantee 
good quality data for future projections, the climatological baseline is assessed (section 2.3). In 
spite of the incompatibility of spatial scale, GCMs scenarios can deliver important information for 
hydrological impact studies at catchment scale and hence the large-scale climate change signal is 
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investigated (section 2.3). Finally, as impact modellers might require local/regional climate 
variability that is consistent with the large-scale signal, regional climate projections are provided 
by applying downscaling techniques (section 2.4).  
 
 
 
Figure 2-1: Workflow of the four stages for the development of regional climate change projections for 
hydrological impact assessments in Distrito Federal, Brazil. Arrows indicates ‘providing information’. 
Dashed arrows symbolize ‘communication of needs’. 
2.1 NEED FOR CLIMATE PROJECTIONS  
The assessment of climate change impacts on water resources embraces many different aspects of 
the hydrological cycle and thus a proper approach to be adopted relies greatly on the focus of the 
study (IPCC-TGICA 2007; Bronstert et al 2007; Maraun et al 2010). Hydrological processes span 
across several orders of magnitude in both space and time (Blöschl and Sivapalan 1995; Grayson 
and Blöschl 2000). From unsaturated vertical flow in a 1 meter soil profile to groundwater 
recharge in an area of hundreds of square kilometers. Or from flashfloods of a couple of hours to 
groundwater flows in aquifer over decades. Several hydrological processes respond to 
atmospheric processes at similar spatial and temporal scales, but also with a delay. Both the 
temporal scale and delay increases as the area and heterogeneity of the water pathway increases. 
Runoff caused by infiltration excess (i.e., rainfall intensity is greater than the soil infiltration rate) 
has a very rapid response at a local scale. This hydrological process is associated to high intensity 
of rainfall which is often driven by local atmospheric processes, such as cumulus convection. On 
the other hand, groundwater yield needs a certain minimum catchment area to be operative and, as 
it also include more water pathways (e.g., sub-surface flow), the response to rainfall variability 
can last from months to hundreds of years (Blöschl and Sivapalan 1995). In this case, variations 
on large scale atmospheric processes, such as dry and wet periods caused by the ENSO, are more 
likely to affect the groundwater storage than local convective rainfall events. 
In the context of IWAS/Água-DF, climate is considered one of the main drivers of the water 
supply systems of DF (Figure 1-1). Plausible representations of the future variability of both 
precipitation and temperature are required to assess the vulnerability of hydrological systems. 
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Following the DPSIR approach established by Lorz et al (2011), the water supply system is 
dependent on three complexes: river basins, waste water and drinking water. Each of them 
demands information of distinct set of climatic variables at different spatial and temporal scales. 
For instance, urban drainage system modellers are interested in rainfall intensity which requires 
very high temporal resolution (e.g., few minutes data) and modelling capacity (e.g., Onof and 
Arnbjerg-Nielsen 2009; Olsson et al 2009; Willems and Vrac 2011). The response of sediment 
loads to best management practices can be modelled by applying daily data sets without 
demanding high spatial resolution (e.g., Strauch et al 2012; Strauch et al 2013). While monthly 
data should be enough to evaluate the climate impacts on storage capacity and yield of large 
reservoirs (WMO 2008). 
The level of vulnerability of hydrological systems to climate can be estimated through the 
sensitivity analysis. Sensitivity analysis is a common approach applied in model-based climate 
change impacts studies. The main objective is to understand the behaviour of a system to 
alterations in its major driving forces (Christensen et al 2004; Bower et al 2004; Jones et al 2006). 
Alterations are usually done in an arbitrary way by applying a range of synthetic scenarios within 
different spatial and temporal resolutions. This step gives the basis for understanding the 
hydrological system and the kind of climate information (i.e., variables, spatial and temporal 
resolutions) necessary to perform impact assessments addressed to a specific issue. It supports the 
choice of appropriate temporal and spatial resolution of climate information and, therefore, the 
most adequate downscaling method(s) and corresponding evaluation technique (Fowler et al 
2007; Maraun et al 2010; Flato et al 2013). A reliable way to assess the need of IWAS/Água-DF 
hydrological studies is to identify the sensitivity of hydrological parameters to climatological 
variables for each specific question to be addressed; however, due to the mismatch on research 
agendas this information is obtained through assumptions derived from literature research and 
personal communication. 
Although the sensitivity of the IWAS/Água-DF complexes to non-climatic factors has been at 
some extent assessed in a number of studies, there is still a lack of sensitivity studies to climatic 
factors. Stream flow models, such as that employed by Strauch et al (2012), demands daily data 
sets of precipitation amounts, maximum and minimum temperature, solar radiation, wind speed 
and relative humidity. The short-term temporal variability of such variables, particularly 
precipitation, may strongly influence the model output. On the other hand, the spatial distribution 
of rainfall does not considerably affect the results in that specific river basin. Impacts on 
reservoirs are also at great interest of local water supplier. According to Lorz et al (2011), more 
than 75% of the drinking water of Distrito Federal is obtained from two reservoirs (i.e., Santa 
Maria and Descoberto). In order to guarantee the current and future demand, two more reservoirs 
(i.e., Paranoá and Corumbá IV) are planned to integrate the drinking water system of Brazil’s 
capital (GDF 2012a). Despite the Santa Maria Lake, all other reservoirs are under intense land use 
pressure, either due to agriculture and pasture activities or, in the case of Paranoá Lake, due to 
urbanization (GDF 2012b). Most of the water volume of these reservoirs is accumulated from 
October to April, when more than 90% of the precipitation occurs. Evaporation reaches the 
highest rates from June to August, when almost no rain falls (Borges et al 2014a, see publication 
in section 4.1). Quality and storage capacity of drinking water reservoirs are directly related to 
drainage systems. Particularly in DF, Lorz et al (2011) and Strauch et al (2013) aware to the loss 
of quality and storage capacity of important drinking water resources due to sediment loads 
associated to inadequate sediment management plan, which can be hampered by changes in 
rainfall intensities and frequency of extreme events. Moreover, freshwater ecosystems and water 
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quality of reservoirs and stream flows may be under concern due to future alterations in the 
temperature and precipitation (van Vliet et al 2013).  
There are many ways in characterising the future climate. Carter et al (2007) classify the future 
climate in several groups (e.g., artificial experiments, analogues, scenarios) which are 
distinguished in terms of plausibility and comprehensiveness. The physical plausibility of climate 
models (i.e., GCMs) associated to the comprehensiveness of emissions scenarios are, by far, the 
most preferable representations of future climate used for impact assessment (Carter et al 2007; 
Burkett et al 2014). However, GCMs are not specifically designed for hydrological studies and 
their ability in simulating the hydrological-relevant climate parameters depends on the resolution, 
variable of interest and study region. The main climatic drivers controlling freshwater resources 
are precipitation, temperature and evapotranspiration (Kundzewicz et al 2007; Jiménez Cisneros 
et al 2014). Most climate models demonstrate consistency between observed and simulated 
temperature, while evapotranspiration and precipitation are poorly represented (Randall et al 
2007; Flato et al 2013), including in Central Brazil (Barfus and Bernhofer 2014).  Due to the lack 
of capacity of GCMs in simulating climate variables at high spatial and temporal resolutions, the 
requirements for hydrological impact studies are unlikely to be fulfilled. Improved results can be 
obtained through the application of downscaling techniques. Downscaling methods are based on 
the assumption that large-scale circulation drives local-scale weather (Hewitson and Crane 1996; 
Wilby and Wigley 1997; IPCC 2013a). A variety of methods are available and the most used are 
described in the section 2.4. 
Downscaling is often recommended; however, any modelling procedure is a source of uncertainty 
which should be sampled and informed to impact modellers (Déqué et al 2007; Giorgi et al 2009; 
Cubasch et al 2013). The added valued of regionalization techniques is limited and it should be 
assessed in order to justify its application against the inherent uncertainties (Hewitson et al 2014). 
2.2 BASELINE CLIMATE 
The baseline, or recent climate, is essential information to assess implications of future changes 
on water resources. The recent climate describes average conditions as well as the spatial and 
temporal variability of climate variables of interest. It has four objectives: i) give information for 
a better understanding of features and patterns of recent climate at local/regional scale; ii) identify 
likely ongoing trends; iii) provide a benchmark for comparisons against future changes; and iv) 
calibrate and validate the performance of climate models and downscaling techniques. The 
baseline can substantially influence the outcome of a climate impact assessment and, hence, high 
quality observational data is required. A systematic analysis of the data quality is crucial to 
characterise a reliable baseline climate (Carter et al 2007; IPCC-TGICA 2007; WMO 2011).  
The baseline period is chosen according to the representativeness of the period to the recent 
climate. The period must have sufficient length to include a range of climatic variations (e.g., El 
Niño events, droughts, cool season). Moreover, the baseline should cover a period for which data 
are abundant, satisfactorily distributed over space and accessible for use (IPCC-TGICA 2007; 
WMO 2011). A widely applied climatological baseline period is the 30-year "normal" (i.e., 1961-
1990) period as defined by the WMO (1989). In many regions the observed data might not be 
available for this period due to recent observational network and, thus, periods starting in the 
1970’s can also be applied (WMO 2007). The quality of observational data should be assessed 
trough metadata verification and homogenization tests (WMO 2011). 
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In the case of DF, formal studies available did not address the necessary spatial and temporal 
scale for detailed climate diagnosis required in the context of the IWAS/Água-DF project. 
Moreover, they did not fulfil the requirements for the development of local/regional climate 
projections (Borges et al 2014a). The following sections describe the region’s climate based on 
literature review and analysis taken from surface observed data. 
2.2.1 Overview of the region’s climate 
According to Köppen’s classification, the Distrito Federal’s climate is classified as Cwa and Cwb 
climate. Some authors (e.g., Alves 2009; GDF 2012a) classify the climate in DF as tropical wet 
and dry climate or savannah climate (Aw after Köppen’s classification). This climate is 
characterized by particular temporal distribution of temperatures and precipitation with two very 
well defined seasons with dry and cold winters and wet and hot summers. In average, the mean 
surface air temperature is 20.5 °C, while rainfall amounts to 1500 mm per year (Ramos 2009). 
However, more than 90 % of the precipitation occurs from October to April and potential 
evaporation has its annual maximum in the driest months of the year, i.e. June, July and August 
which are the months with lowest precipitation in DF. The annual variation of climatological 
variables such as precipitation can be explained by its dependence on the Amazonian atmospheric 
circulation system, located to the northwest of the study region. The upper-tropospheric 
anticyclone (i.e., Bolivian High) causes strong convective heating of the atmosphere in the 
Amazon during the austral summer (Virji 1981). Low-level jets (LLJ) coming from the North 
Tropical Atlantic converge to the southeast due to Andes Cordillera bringing increasing 
temperature and humidity from the Amazon basin to Central Brazil (Rao et al 1996; Gan et al 
2004; Vera et al 2006). During the same period, there is band of cloudiness and moisture which 
extends over Amazon region to the Subtropical Atlantic Ocean, with the orientation northeast-
southwest, denominated the South Atlantic Convergence Zone – SACZ (Carvalho and Jones 
2009). 
2.2.2 Observed database 
Climatological data in Brazil is recorded by a variety of institutions and observational centres. In 
DF, the major sources of surface climatological data are the Instituto Nacional de Meteorologia 
(INMET, Brazilian National Institute of Meteorology) and the Sistema de Informações 
Hidrológicas (HIDROWEB, Brazilian Hydrological Information System, 
http://hidroweb.ana.gov.br/) database from Agência Nacional de Águas (ANA, Brazilian National 
Water Agency). Observation methods and data quality control implemented by INMET follow the 
international standards suggested by the World Meteorological Organization (WMO). A complete 
description of the observation procedures and quality control adopted by INMET is available at 
INMET (1999). The HIDROWEB database also considers quality control measures by using a 
consistency test tool called Programa de Homogeneização de Dados Pluviométricos (HidroPLU, 
see ANA 2012). By any suspicious value, metadata documentation is checked and station 
operators are consulted. However, the implementation of quality control systems is a challenging 
and time-consuming task that requires a systematic procedure and local specialist knowledge 
(WMO 2011). Moreover, data providers are recommended to apply data quality control procedure 
in a qualitative manner rather than corrective. For instance, the HIDROWEB provide both raw 
and consistent data.  
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In a first step, the database called CLIMA-DF (Borges et al 2014a) was developed in order to 
assimilate, organize and guarantee the quality of all available surface observations in DF and 
surroundings. The database is customized approach based on the Statistische Untersuchungen 
Regionaler Klimatrends in Sachsen – CLISAX (Bernhofer et al 2008) which check for suspicious 
values (one- or two-tailed test after Dixon 1950) and test the homogeneity of the data by graphical 
(i.e., Craddock test, double sum analysis, quotient criteria, and difference in limits) and numerical 
tests (i.e., Abbe, Buishand, and standard normal homogeneity test—SNHT) (Craddock 1956; 
Buishand 1982; Alexandersson 1986; Dahmen and Hall 1990; Herzog and Müller-Westermeier 
1998). The CLIMA-DF database comprises daily time series of air temperature [°C] (i.e., mean, 
maximum and minimum), precipitation [mm], relative humidity [%] (i.e., mean, maximum and 
minimum), insolation [hs] and wind velocity [m/s] from 37 meteorological stations and 120 rain 
gauge stations located in Central Brazil region (here defined as longitude: 44° to 51° west; 
latitude: 14° to 18° south, see Figure 2-2).  
As mentioned before, the baseline climate should cover a period where data are abundant and 
spatially representative to the physiographic features of the region (IPCC-TGICA 2007; WMO 
2011). The first records start in 1941; however, most of the registered observations begin on the 
seventies and, therefore, the climatological period adopted is 1971-2000. Time series considered 
in further investigations were selected according to the length of record and data completeness 
(i.e., “3/5 rule” for missing data, see WMO 1989). As expected, several stations do not fulfil the 
criteria in representing the baseline climate and hence 5 meteorological stations and 55 rain 
gauges were considered in the characterization of the baseline climate of DF (Figure 2-2). The 
network density corresponding to the baseline climate is one station per ca. 5.000 km² for the 
whole study area, while one station per ca. 400 km² in Distrito Federal (Borges et al 2015, see 
publication in section 4.3).  
 
Figure 2-2: Distribution of the CLIMA-DF observation network over Central Brazil. 
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2.2.3 Characterization of baseline climate 
Once the quality of observed data was guaranteed by the CLIMA-DF database, investigations on 
recent climate were performed and climate data products were derived. As many questions 
addressing water resources demand spatial estimations of climate data (WMO 2008; WMO 2011), 
Borges et al (2015) tested the performance of eight different interpolation methods in estimating 
the distribution of annual and seasonal climatologies of precipitation. Significant patterns of the 
distribution of precipitation over space were identified, for instance the dependency of annual 
rainfall on longitude which is representative to atmospheric circulation systems coming from the 
northwest regions (i.e., Amazon basin). From that, reliable spatial estimations of precipitation and 
temperature climatologies were derived. Borges et al (2014a) demonstrate that mean surface air 
temperature in DF depends on the topography with a gradient in annual scale of about 0.7 °C/100 
m. On the other hand, spatial distribution of rainfall is fairly heterogenic with more accentuated 
rainfall over the west and northwest parts (Borges et al 2015).  
The detection of period changes and trends in climate data are of a remarkable interest in water 
resource management (Footitt 2007; Kundzewicz et al 2007; WWAP-UN 2009; WMO 2011). 
Many regions present a significant warming trend in the last decades which is very likely related 
to anthropogenic forcing (Bindoff et al 2013; Cubasch et al 2013). According to Borges et al 
(2014a), Central Brazil is already a subject of a recent climate warming but the attribution of it 
(e.g., GHG and aerosols emissions or urbanization) is still unclear. Comparison between the 
climatological period 2001–2010 and the normal 1971–2000 demonstrates considerable increase 
in annual mean temperature of +0.7 °C (spatial average). Highly significant (i.e., Mann-Kendall 
test number Q>3, see Schönwiese 2006) trends of, at least, +1.1 °C were identified for the 1971-
2010’s period in all five stations analysed.  
The 2001-2010’s period shows decreasing rainfall mostly in winter and spring, while the summer 
faced increasing precipitation amounts when compared to the baseline period (i.e., 1971-2000). 
Likewise, the long-term trends analysis (i.e., 1971-2010) expresses significant (i.e., Q>1.5) 
decrease in rainfall in winter, spring, and autumn; whereas in summer, most of the records 
analysed reveal positive trends.  
The CLIMA-DF database guarantees the quality of observational data required for reference data 
under future projections and for calibrating and validating downscaling models. Likewise, the 
methodical analysis and data products of the observed climate contribute to a better understanding 
of regional climate mechanisms in Central Brazil, as well as the detection of expected future 
climate. This information is essential for proper development and interpretation of regional 
climate change scenarios and their application in impact assessments.   
2.3 FUTURE CLIMATE 
There is an increasing confidence that climate has been changing in the last decades due to rising 
atmospheric GHG and aerosols and it is likely that crucial patterns of the climate will not remain 
the same until the end of the 21
st
 century. Adaptation and mitigation measures rely therefore in 
assumptions about the non-stationarity of future socio-economic and climate conditions. 
Moreover, decision-makers should evaluate how these conditions will affect the natural and 
human systems (Cubasch et al 2013; Burkett et al 2014).  
This assumptions can be whether explicit or implicit and several types of future climate 
representations have been used in impact studies. The most plausible and physically consistent 
Climate change information for hydrological impact assessment 
13 
 
representations of future climate due to anthropogenic forcing are the projections provided by 
climate models (e.g., GCMs). But in many cases climate change impact and adaptation studies do 
not demand a model-based scenarios. Major information for vulnerability and adaptive capacity 
can be assessed by simply using data from past events (Carter et al 2007; IPCC-TGICA 2007; 
Wilby et al 2009). Although scenarios derived from climate models might be helpful in indicating 
the range of plausible climate change projections, their representation of uncertainties by means 
of large ensembles and probabilities can be not appropriate to certain evaluations, for instance 
climate risk assessment (Dessai and Hulme 2004; New et al 2007; Stainforth et al 2007; Dessai et 
al 2009; Ekström et al 2013; Weaver et al 2013). Giving the fact that narrowing of uncertainties is 
limited (Hawkins and Sutton 2009; Hawkins and Sutton 2010; Knutti and Sedláček 2012) and 
scenarios provided by GCMs and regionalization models are unlikely to satisfy the need for 
certain adaptation assessments, the application of vintage methods (i.e., synthetic scenarios and 
analogues) have emerged again (e.g., Wilby et al 2009; Wilby et al 2014). From the point of view 
of adaptation, impact assessments based on reliable observations combined with skilful short-term 
forecasting may provide more effective information for adaptation responses than long-term 
future changes derived from uncertain socio-economic conditions. For instance adaptation 
strategies due to flood events are usually based on probabilities from historical records expressed 
in return periods (i.e., temporal analogues) combined with short-term weather forecasting (Footitt 
2007; IPCC 2012). However, the plausibility of these characterizations of future climate is 
proportional to their simplicity and observed data available. Moreover, they are much less 
comprehensive than climate model projections based on emission or radiative forcing scenarios 
(Carter et al 2007). The choice of proper representation(s) of future climate relies on the 
objectives of the investigations as well as on human and computational resources available 
(Fowler et al 2007; Wilby et al 2009). Methods in characterizing the future climate are usually 
divided into three main classes: synthetic future climate, analogues and climate model-based 
scenarios (Carter et al 2007; IPCC-TGICA 2007).  
2.3.1 Synthetic future climate 
Synthetic scenarios are the simplest representations of future climate to construct and apply in 
impact assessments. A synthetic scenario is constructed by perturbing an historical record for a 
specific climate variable in a realistic but arbitrary form (e.g., by increasing precipitation by 
15%). It is usually used in sensitivity analyses in order to identify the response of a particular 
system (e.g., stream flow) to a range of climatic variations. This method has been often applied in 
impact studies related to agriculture yields. Applications range from the simplest way by setting 
constant changes throughout the year to arbitrary changes in inter-annual, within-month and 
diurnal variability (Barrow et al 2004; Carter et al 2007; IPCC-TGICA 2007). 
Although the credibility of this method has decreased in the last decade, recently some authors 
(e.g., Dessai et al 2009; Wilby and Dessai 2010) have suggested the method as a rapid and 
practical way to assess the sensitivity of systems and hence identifying and appraising adaptation 
options. Additionally, impact modellers can benefit from synthetic scenarios by identifying 
climatological parameters, as well as spatial and temporal resolutions, affecting hydrological 
parameters addressed to a specific issue (Fowler et al 2007; Maraun et al 2010). Recently, Wilby 
et al (2014) have added a synthetic time series generator to the SDSM tool. The Decision Centric 
(SDSM-DC) module enables users to realize different kind of perturbations on observations 
independently from GCM outputs. The main disadvantage of this method is the lack of physical 
plausibility, inconsistency between the climate variables and possible non-conformity with 
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scenarios derived from GCMs. Although this method has the potential to help understanding the 
response of hydrological systems to climatic conditions, it is advisable that it should not be used 
alone but as a complementary, or preliminary, method to physically-based scenarios (Barrow et al 
2004; Carter et al 2007; IPCC-TGICA 2007). 
2.3.2 Future climate analogues  
This method assumes that future climate is reproducible from observed and experienced 
conditions. The record can be from the past (temporal analogues) or from a different region 
(spatial analogues). Temporal analogues are based on information from either the geological 
record (paleoclimatic) or the historical observational record (instrumentally-based). Spatial 
analogues require the identification of regions having a climate equivalent to future conditions of 
the study region.  At some point, analogues are physically consistent because they rely on 
empirical assumptions, but may be implausible because no two periods of time or places are 
equal, especially under increasing influence of anthropogenic forcing. Although analogue 
scenarios are usually not recommended in quantitative impact assessments, they can be useful 
when combined with other sources of information such as short-term weather forecasting and 
output of GCMs. Temporal analogues are mostly used in adaptation measures to disasters and 
extreme weather events such as heat wave and intense precipitation causing floods. The 
recurrence of such events is basic information for planners which can be assessed only through 
empirical knowledge from past experience. The GCMs outputs can improve the analogue 
representation of future climate by adding an approximate likelihood of changes in the intensity 
and frequency of such events under future socio-economic conditions (Barrow et al 2004; Carter 
et al 2007; IPCC-TGICA 2007).  
2.3.3 Climate model-based projections 
2.3.3.1 The climate system  
The climate system is influenced by its own internal dynamics (i.e., natural internal variability) 
and due to changes in external factors that affect climate, called ‘forcings’. External forcings 
include natural phenomena such as volcanic eruptions and solar variations, as well as human-
induced changes in atmospheric composition. The entire climate system interactions are mainly 
driven by energy provided from solar radiation. The radiation balance of the Earth can be affected 
by three fundamental ways: i) changing the incoming solar radiation (i.e., incoming short-wave 
radiation); ii) modifying the fraction of reflected solar radiation (i.e., planetary albedo); and iii) 
altering the radiation from Earth back towards space (i.e., outgoing long-wave radiation) 
(Trenberth 1992; Myhre et al 2013). 
Kiehl and Trenberth (1997) propose an estimate of the annual global mean energy budget of the 
Earth (Figure 2-3). From the total incoming short-wave radiation, about 30% is reflected back to 
the space due to clouds, aerosols and atmospheric gases, as well as by surfaces with high 
reflectivity (i.e., surface albedo, e.g., snow, ice and deserts). Volcanic eruptions can dramatic 
change the reflectivity of the sunlight by ejecting great amounts of aerosols into the atmosphere. 
The unreflected radiant energy is absorbed by the Earth‘s surface and atmosphere. Since the 
wavelength of radiant energy is inversely proportional to the temperature of the radiator, the Earth 
emits radiant energy primarily in the long-wave region while the Sun in the short-wave portion of 
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the spectrum (Goody 1989; Oke 1992; Schneider 1992). To balance the incoming short-wave 
radiation, absorbed energy is transformed into heat and radiated back to the space in form of long-
wave radiation. However, the presence of optically active gases in the atmosphere such as water 
vapour (i.e., clouds) and carbon dioxide absorb and re-emit part of the long-wave radiation back 
to the surface. This blanketing effect is known as the natural greenhouse effect. Although clouds 
exert a greenhouse effect higher than carbon dioxide, its reflectivity to short-wave radiation tends, 
overall, to have a cooling effect on global climate (Trenberth 1992; IPCC 2013a; Myhre et al 
2013). On the other hand, carbon dioxide (CO2), nitrous oxide (N2O) and methane (CH4) absorb 
great parts of the long-wave (i.e., surface radiation) spectrum range, while only very few parts of 
the short-wave spectrum (i.e., solar radiation) (Fleagle and Businger 1980; Oke 1992; Trenberth 
1992). Part of the energy absorbed in the surface is vertically transferred to the atmosphere 
through thermals (i.e., sensible heat) and evapotranspiration (i.e., latent heat) (Salby 1992; Kiehl 
and Trenberth 1997). 
The amount and distribution of solar radiation in the Earth is very heterogenic and depends on the 
geometrical relations between the Earth surface and the solar beam radiation. Regions where the 
angle between surface and solar radiation are high (e.g., tropics) receive more solar radiation per 
area than regions with lower angle (e.g., high latitude) (Oke 1992; Monteith 2008). Since the 
atmosphere and the ocean are fluid components, thermal equilibrium must be preserved and 
therefore energy must be transferred from equatorial areas to higher latitudes via atmospheric and 
oceanic circulations.  In the atmosphere, radiative heating expands the atmospheric column and 
raises the centre of mass, whereas radiative cooling compresses the atmospheric column and 
lowers the centre of mass. The uneven resulting distribution of mass results in an imbalance of 
pressure forces which drives meridional motion of air (Salby 1992).  
Wind stress and heat transfer influence the circulation of the oceans, which has marked influence 
on the heating and moisture content of the atmosphere. The patterns of atmospheric and ocean 
circulation are also driven by rotation of the Earth, land-ocean temperature differences and 
obstacles such as geomorphology, ice sheets and land cover. In fact, the whole system interacts 
continuously with some parts lagging or leading other parts depending on range of response 
times. Moreover, feedback mechanisms can substantially affect a change in climate forcing. 
Detecting, understanding and accurately quantifying climate system interactions and feedbacks 
are the focus of climate modelling scientists. Although numerical climate models cannot simulate 
the full complexity of the climate system, they can reveal the logical consequences of plausible 
assumptions about the climate system processes, for instance the influence of anthropogenic 
forcing (Trenberth 1992; Cubasch et al 2013). Although human activities can directly affect the 
radiation balance by modifying Earth’s surface albedo (e.g., urbanization, land use changes), the 
most significant contribution relies on the composition of the atmosphere.  The prominent 
contribution comes from the burning of fossil fuels, which releases carbon dioxide gas to the 
atmosphere increasing therefore the greenhouse effect (Trenberth 1992; Cubasch et al 2013). 
Since the first Assessment Report (AR) of Intergovernmental Panel on Climate Change (IPCC), 
climate science has substantially progressed and there are multiple lines of evidence based on 
observations and modelling that the global climate system has been warming mainly due to 
increasing anthropogenic emissions of greenhouse gases (IPCC 2013b).  
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Figure 2-3: The Earth’s annual mean energy balance according to Kiehl and Trenberth (1997). 
2.3.3.2 Climate models 
The effects of socio-economic development on future climate rely upon the use of numerical 
climate models. The climate model is a numerical representation of the climate system which 
accounts for interactions and feedbacks of physical, chemical and biological properties between 
the climate system components (atmosphere, ocean, cryosphere and land surface). The climate 
system can be represented by models of varying complexity, that is, for each component or 
combination of components a spectrum or hierarchy of models can be identified, differing in such 
aspects as the number of spatial dimensions, the extent to which physical, chemical or biological 
processes are explicitly represented or the level at which empirical parameterizations are involved 
(Trenberth 1992; Cubasch et al 2013; Flato et al 2013). Over recent decades, the increasing 
computational capacity has enabled a continuous evolution of these models in terms of model 
complexity, length of the simulations and resolution. Coupled Atmosphere–Ocean General 
Circulation Models (AOGCMs) provide a representation of the climate system that is at the most 
comprehensive end of the models hierarchy currently available (IPCC 2013a). It involves 
coupling of comprehensive three-dimensional atmospheric general circulation models (AGCMs), 
with ocean general circulation models (OGCMs), sea-ice and land-surface models (Trenberth 
1992; Cubasch et al 2013; Flato et al 2013). AOGCMs are the standard climate models applied in 
the fourth assessment report (AR4) of IPCC. Their primary purpose is to understand the dynamics 
of the physical components of the climate system (see Figure 2-4). From that, capabilities and 
limitations in the modelling process should be identified and communicated in order to properly 
interpret climate projections based on anthropogenic forcing (Randall et al 2007; Flato et al 
2013). 
The IPCC Fifth Assessment Report (AR5) has made use of more complex models by adding 
representations of various biogeochemical cycles. Earth system models (ESMs) are the current 
state-of-the-art models for simulating past and future response of the climate system to external 
forcing (Cubasch et al 2013; IPCC 2013a). Unfortunately, until the conclusion of this study the 
projections were not accessible for all models at the Coupled Model Intercomparison Project 
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Phase 5 (CMIP5) database and therefore, the Coupled Model Intercomparison Project Phase 3 
(CMIP3) data was used.  
 
Figure 2-4: Schematic view of the components of the climate system, their processes and interactions 
addresses by climate models. Source: Adapted from NCAR
1
 and NOAA
2
 
The climate models are based on our understanding of the nature described by fundamental laws 
of energy, mass and momentum conservation. The development of climate models involves 
several steps and, despite their increasing complexity, models are limited in representing the 
whole complexity of the climate system. First, the description of the system requires 
mathematical expressions derived from theoretical and observational studies. Second, numerical 
methods are required to allow the solution of the discretized mathematical expressions (Randall et 
al 2007; Flato et al 2013). At last but not least, numerical representation of the climate system is 
limited in explicitly representing some important processes either due to complexity or to 
spatial/temporal scales. Several of these processes occur over a much smaller scale than the grid 
resolution provided by climate models. For instance the cloud formation, which is a key event in 
both greenhouse effect and reflection of incoming short-wave radiation, occurs in a sub-grid 
scale. Essential sub-grid processes are substituted by parameterizations, which are functions of 
unresolved variable to an explicitly resolved variable. A parameterization is usually based on 
climatological observations to derive statistical relationships between the variables that are 
resolved by the grid resolution and those that are unresolved. However, the parameterized 
processes are not fully explained by the resolved variable and are, therefore, a source of 
uncertainty (Murphy et al 2004; Randall et al 2007). Moreover, since parameterizations are based 
on past data, these empirical relationships may not be well represented due to observation 
uncertainties leading to incorrect projections of future climate (Tebaldi and Knutti 2007; Flato et 
                                                     
1
 https://www2.ucar.edu/climate/faq/aren-t-computer-models-used-predict-climate-really-simplistic 
2
 http://celebrating200years.noaa.gov/breakthroughs/climate_model/welcome.html 
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al 2013). Likewise, they present an intrinsically limitation in the presence of non-stationarity of 
the future climate system (Schneider 1992; Wilks 2011). 
Nevertheless, during the assembling of model components (e.g., atmosphere, ocean) parameters 
are adjusted to match observed climate system behaviour under stable global control climate. The 
so called ‘model tuning’, can lead to a set of parameter that, by different combination, can yield to 
equally plausible models. Consequently, model tuning may mask structural model errors and limit 
the evaluation of models performance (Tebaldi and Knutti 2007; Mauritsen et al 2012). 
The different representations of unresolved processes and feedbacks lead to quite different 
responses of climate models to the same forcing. The ability of a single model in simulating the 
climate depends on the spatial and temporal resolution, climate variable and region (Meehl et al 
2007; Gleckler et al 2008). Despite the known limitations, climate models have proven to be 
fundamental tools for simulating and understanding the climate system. Nowadays there is 
substantial confidence that models are able to provide reliable estimates of future climate change 
driven by anthropogenic forcing, particularly at larger scales (Randall et al 2007; Flato et al 
2013). 
2.3.3.2.1 Forcing scenarios 
The main reason for climate change scenarios in impact assessments is to estimate how human 
development and changes in natural conditions can alter the climate over the time. Climate 
projections derived from climate models can provide physically plausible representations of the 
climate in response to future socio-economic and biophysical conditions. In principle, adaptation 
and mitigation strategies can be developed by assessing the impacts of climate change due to 
different socio-economic assumptions (i.e., storylines) (Nakicenovic and Swart 2000; Collins et al 
2013b; IPCC 2013a). These assumptions include future trends in population growth, economic 
development, energy demand, emissions of GHG and aerosol, land use change as well as 
assumptions about the behaviour of the climate system over long time scales (i.e., natural internal 
variability). The uncertainties associated to these assumptions are, therefore, very high. Climate 
model-based scenarios used in impact assessments are usually those driven by GHG and aerosols 
emissions scenarios which are derived from coherent but uncertain assumptions of socio-
economic developments (Carter et al 2007). The scenarios adopted in the IPCC AR5 are based on 
a new procedure which considers targets of radiative forcings (Cubasch et al 2013). 
The most common used emissions scenarios are the Special Report on Emissions Scenarios 
(SRES). The SRES base was developed by Nakicenovic and Swart (2000) and adopted since the 
IPCC TAR report (IPCC 2001) as well as in the majority of investigations of the IPCC AR4 
report (IPCC 2007) and several impact studies of the IPCC AR5 (IPCC 2014b). The SRES 
scenarios were constructed to explore plausible GHG and aerosols emissions in the atmosphere 
according to demographic, social, economic, technological, and environmental developments. It 
consists of six groups from four narrative storylines labelled A1, A2, B1 and B2. Each of them 
describes the relationships between the forces driving GHG and aerosols emissions and their 
progress all over the 21st century. Each storyline represents different socio-economic 
developments that diverge in irreversible ways.  
 A1 storyline and scenario family: future world where global population increases till mid-
century and declines thereafter, very rapid economic growth, and rapid employ of new 
and efficient technologies. This scenarios family is divided in tree groups describing 
alternative developments of energy technologies: A1FI (fossil intensive), A1T 
(predominantly non-fossil) and A1B (balanced across energy sources); 
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 A2 storyline and scenario family: continuously increasing global population in a very 
heterogeneous world. The economic growth is fragmented, more regional oriented and 
slower than in other storylines; 
 B1 storyline and scenario family: the same global population dynamic as in the A1 
storyline but with rapid changes in economic structures focused in reductions in materials 
intensity. Employment of clean and resource efficient technologies; 
 B2 storyline and scenario family: a world with continuously increasing population (lower 
than A2) with emphasis is on local solutions to economic, social, and environmental 
sustainability. 
Each storyline was quantified using integrated assessment models (IAMs). They are based in 
consistent assumptions of quantitative projections of driving variables, such as population and 
economic development, provided by trustworthy international sources (e.g., United Nations, 
World Bank and International Institute for Applied Systems Analysis - IIASA). The scenarios 
have no assignment of probabilities of occurrence and thus all scenarios are equally valid 
(Nakicenovic and Swart 2000; IPCC-TGICA 2007).  
Most of the investigations of the AR4 make use of climate change scenarios data from the 
CMIP3. The CMIP3 database provides mainly the projections of GCMs based on SRES A2, A1B 
and B1 scenarios. Although not all GCMs have runs using all SRES scenarios, the CMIP3 
database offers the widest range of plausible climate change scenarios accessible to be used in 
impact assessments (see https://esg.llnl.gov:8443/). However, given the diversity of GCMs, the 
same emissions scenario can lead to different concentrations of GHG and aerosols in the 
atmosphere and consequently distinct radiative forcing responses (Meehl et al 2007; Cubasch et al 
2013). Moreover, the steady characterization of the socio-economic scenarios represents a limit to 
develop climate policy (Moss et al 2010).  
As a result of these and other shortcomings, a new procedure for the development of scenarios 
was adopted in the AR5. The Representative Concentration Pathways (RCPs) is a process driven 
by radiative forcing (RF) targets that leads primary to concentrations but also to emissions 
scenarios. In the pathway, IAMs are used to derive concentrations and emissions projections from 
previously established RF targets. These projections are then used as inputs to dynamical Earth 
System Models (ESMs) in simulations that are concentration-driven or emissions-driven (only for 
RCP8.5). The RCPs are internally consistent sets of time-dependent forcing projections that can 
be generated with more than one socio-economic scenario. They are identified by the approximate 
value of the RF (in W m
–2
) at 2100 relative to pre-industrial period. The lowest target is the 
RCP2.6, which peaks at 3.0 W m
–2 
and then declines to 2.6 W m
–2 
in 2100.  RCP4.5 and RCP6.0 
stabilize after 2100 at 4.2 and 6.0 W m
–2
 respectively. The RCP8.5 is the highest target which 
reaches 8.3 W m
–2 
in 2100 (Moss et al 2010; Cubasch et al 2013). Unlike the SRES scenarios, 
RCPs are driven by RF targets rather than socio-economic scenarios. However, depending on the 
period, SRES scenarios used in CMIP3 can be consistent with RCP scenarios used in CMIP5. 
Until middle of the 21
st
 century, SRES B1 is close to RCP4.5 and RCP6.0, while SRES A2 and 
A1B are closer to RCP8.5 (Collins et al 2013b). 
2.3.3.2.2 Notes on terms used: prediction, projection and scenario 
According to the IPCC (2013a) a ‘climate prediction’ is “the result of an attempt to produce an 
estimate of the actual evolution of the climate in the future”. The term ‘prediction’ attempts to 
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answer the question: ‘What will happen in the future?’; however, climate models are sensitive to 
initial conditions and therefore such predictions are usually probabilistic.  
The term ‘projection’ is the response of a system (e.g., emissions, climate) to a certain condition 
previously established. A ‘scenario’ is a coherent, internally consistent, and plausible description 
of a possible future state. Although scenarios can be constructed from projections, they are not 
predictions or forecasts but alternative images without ascribed likelihoods.  
The climate scientific community refers to both terms ‘scenario’ and ‘projection’ in distinct 
circumstances. In summary, the ‘emission/concentration/radiative forcing scenarios’ are coherent 
descriptions of the future used to force the climate models. The term ‘climate projection’ is the 
response of the climate system to a certain emission/concentration/radiative forcing. Projections 
attempts to answer the question: ‘In case of a certain forcing, what will happen with the future 
climate?’. Finally, a ‘climate scenario’ is a simplified representation of the future climate derived 
from a set of projections. It is based on an internally consistent set of climatological relationships 
and is commonly used to drive impact models. 
2.3.3.3 Uncertainties 
While driven by either SRES scenarios or RCPs, climate models have the potential to provide 
plausible and comprehensive estimates of future climate required for impact assessments. Unlike 
weather forecasts, climate projections are not predictions. Derived from a set of projections, a 
climate scenario is a plausible representation of what the future is likely to be over decades or 
centuries given a specific set of assumptions (e.g., socio-economic conditions, RF, representation 
of the climate system). However, the climate model-based projections are subject of considerable 
uncertainty and, while used in impact assessments, the corresponding limitations should be 
communicated. Uncertainties in climate change projections arise from: i) dependency on 
scenarios of future anthropogenic and natural forcings; ii) incomplete understanding and capacity 
of numerical models in representing the climate system, and iii) existence of internal climate 
variability (Meehl et al 2007; Stainforth et al 2007; Giorgi et al 2009; van der Linden and 
Mitchell 2009; Hawkins and Sutton 2009; Burkett et al 2014). 
The unpredictable development of the future society leads to considerable uncertainty in the 
assumptions about emissions scenarios (Nakicenovic and Swart 2000). The effects of future 
society in the climate system, or anthropogenic forcing, can be sampled by considering the 
emissions scenario that are representative to the spread of different socio-economic assumptions 
(i.e., SRES) or, in the case of RCP, the extent of RF targets. 
Given the complex nature of the climate system, the ability of climate models in representing the 
nature is achieved by simplifications on the representation and interactions of physical, chemical 
and biological properties. These generalizations vary from model to model in terms of the 
numeric structure, coupled processes considered, grid characteristics and parameterizations 
(Schneider 1992; Randall et al 2007; Flato et al 2013). Although all models are source of errors 
(Box and Draper 1987; Smith 2001; Knutti 2010), simplifications can lead to considerable 
consequences on projections that may be incompatible to the need for adaptation and mitigation 
strategies.  
Stemming from the chaotic nature of the system, any projection derived from a climate model will 
be affected by natural internal variability (Meehl et al 2007; Deser et al 2010; Collins et al 
2013b).  Internal variability, also termed ‘climate noise’, corresponds to natural internal processes 
of the climate system. The components of the climate system have distinct feedbacks, non-linear 
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interactions and different responses in time and space. The climate system is therefore never in 
equilibrium and are constantly varying.  An example of such internal climate variability is the El 
Niño-Southern Oscillation (ENSO), which is a result of interactions between atmosphere and 
ocean in the tropical Pacific (IPCC 2001). Although the uncertainties from internal variability can 
be reduced by averaging time periods (Meehl et al 2007), no amount of time averaging can 
completely avoid the effects of internal variability in projections. Moreover, a climate model can 
project different internal variability depending on its structure and initial condition (Collins et al 
2013b).  
A consistent treatment of the uncertainties associated to modelling structure, and intrinsic natural 
internal variability, can be achieved by including the widest amount of models and initial 
conditions available (Stainforth et al 2005; Christensen et al 2007; Tebaldi and Knutti 2007; 
Giorgi et al 2009; van der Linden and Mitchell 2009; Jacob et al 2013). The climate change signal 
due to anthropogenic forcing (i.e., emissions scenario) can be affected by both the climate noise 
and uncertainties related to model structure. The relative importance of sources of uncertainty in 
the climate modelling process depends on the spatial scale, time horizon and variable under 
concern (Collins et al 2013b).  
At global scale, internal variability uncertainties remains approximately constant while model 
range and emissions scenario variability increases over time. Up until middle of the 21st century, 
climate models and internal variability dominate the amount of global mean surface air 
temperature variation. After that, the emissions scenario and model range account for the majority 
of uncertainties source. By the end of the century, the major fraction of uncertainty is due to 
anthropogenic forcing. For global average precipitation projections, most of the uncertainty is due 
to discrepancies between climate models. At regional scales, internal variability may remain a 
considerable source of uncertainty all over the time (Hawkins and Sutton 2009; Hawkins and 
Sutton 2010; Knutti and Sedláček 2012). 
2.3.3.4 Multi-model ensemble 
A common approach in sampling all aspects of model uncertainties in climate science is the 
multi-model ensemble (MME) method. Inspired on Gauss (1809), Thompson (1977) has explicit 
demonstrated that the combination of two or more independent predictions leads to a more 
accurate representation of the future than any of them taken individually. Many authors (e.g., 
Stainforth et al 2005; Christensen et al 2007; Tebaldi and Knutti 2007; Giorgi et al 2009; van der 
Linden and Mitchell 2009; Jacob et al 2013) demonstrated that the application of a MME does not 
only benefit from error compensation but also from its greater consistency and reliability. An 
ensemble prediction system is based on the statement that no model performs better than other, 
and that combining models has the potential to increase the skill, reliability and consistency of 
projections.  
MMEs comprises quasi-independent climate models in a ‘ensemble of opportunity’ and are a 
valuable tool for representing the range of uncertainties involved in the climate modelling process 
(Palmer et al 2005; Meehl et al 2007; Tebaldi and Knutti 2007; Reichler and Kim 2008). A 
quantitative way of dealing with uncertainty is the employment of probabilistic methods, the 
mathematical language of uncertainty (Wilks 2011). Likewise, a large ensemble of GCMs and 
emissions scenarios offers the opportunity for a probabilistic approach in assessing climate 
change impacts. A variety of impact assessments, including in water resources, are communicated 
in terms of risk. Since risk is a combination of likelihood of certain event that leads to a certain 
impact (i.e., negative consequences), the probabilistic information has the potential to support 
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responses under limited available funds and inherently uncertain future climate conditions (Lim et 
al 2005; IPCC 2012; Oppenheimer et al 2014).  
A common method in representing the likelihood and range of uncertainties of MME projections 
is the probability density function (PDF) (van der Linden and Mitchell 2009). PDFs reveal 
characteristics of the ensemble distribution such as central tendency and spread, which allow us to 
estimate the likelihood of certain climate conditions (Wilks 2011). Several authors (e.g., New et al 
2007; Manning et al 2009; Christierson et al 2012) have made use of probabilistic approach in 
their hydrological impact studies by combining projections from multiple climate projections and, 
sometimes, different emissions scenarios. The probabilistic approach provides more informative 
results that enables the quantification of potential risk of climate change impacts but it requires 
substantial assumptions. Distinct methods produce considerably different results. So far, there is 
no agreement on a robust methodology to deliver uncertainty quantification of future changes in 
climate. Techniques to assess and quantify uncertainties have been developed but a full 
probabilistic method remains very challenging. The MME is strictly an ‘ensemble of opportunity’ 
which does not consider all sources of model uncertainty mainly due to the lack of model 
consistency with observations, model dependence and the degree to which the relevant processes 
are understood and represented in the models. Since models cannot be systematically evaluated 
due to the characteristics of the models (e.g., parameterization schemes, tuning) and restricted 
observed data, the capacity of models in simulating the climate system is assumed to be at some 
point irrelevant. The distribution of projections from several models is thus subjective and may 
considerably affect the probabilistic representations of the ensemble (Meehl et al 2007; Stainforth 
et al 2007; Tebaldi and Knutti 2007; Hall 2007; Collins et al 2013b).  
Despite the probabilistic representations, MME is a valuable approach in sampling the range of 
uncertainties involved in the development of the climate model-based scenarios. Recently, the 
climate modelling community has regularly collaborated in providing coordinated experiments 
forming MMEs (e.g., ENSEMBLES, van der Linden and Mitchell 2009; Prediction of Regional 
Scenarios and Uncertainties for Defining European Climate Change Risks and Effects – 
PRUDENCE, Christensen and Christensen 2007; and Coordinated Regional Climate Downscaling 
Experiment – CORDEX, Giorgi et al 2009). Nevertheless, an increasing number of hydrological 
impact studies have included large ensembles of model-based projections (e.g., Wilby and Harris 
2006; Chen et al 2011; Bosshard et al 2013). 
2.3.3.5 Climate model-based projections for Distrito Federal 
As discussed before, robust impact assessments demand plausible climate projections with proper 
representations of uncertainties. Investigations in the context of the IWAS/Água-DF framework 
are not an exception and thus the MME approach is applied. Some impact studies may demand 
climate projections at local or regional scale. Although local variability is often not well 
represented by GCMs, the direct investigation of their outputs should provide important 
information, for instance period changes and trends to be expected in regional climate projections 
(Christensen et al 2007). Van der Linden and Mitchell (2009) recommend the analysis of the 
climate change signal of the raw GCM before applying any downscaling technique. In order to 
provide plausible information about future climate in DF, Borges et al (2014b) analysed trends, 
level of agreement and uncertainties range of climate change signal of mean surface air 
temperature and precipitation projections from a multi-model dataset of 22 GCMs of the CMIP3 
database (see publication in section 4.2).  
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The main result is a consensus of the MME to increasing mean surface air temperature up until 
the middle of the 21
st
 century when compared to the reference period (i.e., 1961-1990). The 
ensemble median shows extremely significant (i.e., Q>4) positive trends for any scenario and all 
temporal scales analysed. For the annual scale, the lowest significant trend simulated was an 
increase of 0.7K until 2050, while the highest was 1.9K. Decadal change shows temperature 
increase ranging from 0.8 to 2.9K for the 2040’s. Precipitation trends at significant levels were 
detected mostly in the dry season (JJA). However, the level of agreement in the sign of change 
between simulations is not consistent. PDFs also illustrate the high degree of uncertainties of 
multi-model ensemble of precipitation anomaly in DF. Concerning extreme indices, the most 
substantial results are an increase in heat wave duration index (HWDI), percent of time when 
minimum temperature exceeds the 90th percentile value of daily minimum temperature (TN90) 
and maximum number of consecutive dry days (CDD). Trends are highly significant for the first 
and the second index. Consistency of the ensemble in the sign of change is absolute for TN90, 
while for HWDI and CDD the level of agreement between the simulations gets more evident at 
the end of the first half of the 21
st
 century. PDFs clearly indicate that changes in temperature 
extremes are much more coherent than for precipitation. 
Considering the period analysed (i.e., 2011-2050), the study is consistent with the assumptions of 
Hawkins and Sutton (2009) and Hawkins and Sutton (2010). Despite of the unequal number of 
simulations, the choice of a certain emissions scenario substantially affects neither the 
temperature nor the precipitation projections. Extreme indices seem to be more sensitive to the 
choice of the emissions scenario; however, no specific investigation on the source of uncertainties 
was performed. The results achieved by Borges et al (2014b) are in close agreement with studies 
taken in South America and regional scenarios provided by the Climate Wizard portal 
(http://www.climatewizard.org/). 
The outcomes obtained can be employed for sensitivity analysis in impact studies.  Once the 
differences between control and future scenarios of GCMs are available, these change factors are 
added to the baseline observations in a method known as “delta-change” (Hay et al 2000). 
Moreover, the range of projections can be used as a benchmark for the generation of synthetic 
future climates. The narratives of the future climate such as the coldest/driest scenario (e.g., trend 
of +0.7K and precipitation -17.2%) and warmest/wettest scenarios (e.g., trend of +1.9K and 
precipitation +14.9%) are used to perturb observations, and hence to generate a synthetic time 
series to be used in sensitivity analysis. In this case, it is assumed that the temporal variability 
(i.e., variance) at local scale remains the same as the baseline. Therefore, more sophisticated 
regionalization techniques, such as dynamical and statistical downscaling, are recommended and 
described in the subsequent section. 
2.4 REGIONAL CLIMATE CHANGE PROJECTIONS 
There is an increasing confidence that rising atmospheric GHG and aerosols are changing crucial 
patterns of the climate, for instance global mean surface temperature. At local/regional scale, the 
estimates of how the climate will change remain very uncertain. Mainly due to the limited 
capacity of climate models in explicitly representing relevant small-scale processes of the climate 
system, such as cloud formation and orographic effects (Schneider 1992; Laprise et al 2008; Flato 
et al 2013). Most of the decision-making strategies related to water resources management is at 
the local or regional level (Lim et al 2005; WWAP-UN 2009; Jones et al 2014), for instance in the 
context of the IWAS/Água-DF project. 
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Several approaches have subsequently emerged as means of reconciling the scale discrepancy 
between coarse-resolution climate projections and the resolution required for hydrological impact 
assessment. More than an interpolation technique, downscaling is based on the assumption that 
large-scale circulation strongly affects local-scale weather (Hewitson and Crane 1996; Wilby and 
Wigley 1997; IPCC 2013a). During the last two decades, extensive downscaling research has 
been carried out achieving expressive advances on methods and their applications to impact 
assessments (Fowler et al 2007; Maraun et al 2010; Hewitson et al 2014).   
Most of hydrological impact assessments have applied the “delta-change” approach (Jiménez 
Cisneros et al 2014). This simple method derives change factors (CF) from the difference between 
20
th
 Century run and future scenarios of GCMs, and adds them to the baseline observations. The 
“delta-change” method can rapidly provide a wide ensemble of regionalized climate projections 
but it has a number of limitations, for instance it neglects changes in temporal variability (Fowler 
et al 2007; Maraun et al 2010). In the last decade, an increasing number of studies have run 
hydrological models using outputs from more sophisticated downscaling methods which can be 
classified in two fundamental approaches. First, the dynamical method applies a higher resolution 
climate model than the model used as boundary condition. Second, the statistical method builds 
empirical relationships between large-scale atmospheric circulation and local/regional observed 
weather (Hewitson and Crane 1996; Wilby et al 2002; IPCC 2013a).  
Comparisons between dynamical and statistical downscaling approaches have, in general, found 
similar skill in replicating observations proper for hydrological studies. Although dynamical 
methods are more plausible due to their physical consistency, some applications may benefit from 
the ability of statistical downscaling in providing estimates at local scale as well as large 
ensembles due to its computational efficiency (Murphy 1999; Wood et al 2004; Haylock et al 
2006; Fowler et al 2007). Moreover, an increasing number of studies have applied statistical 
techniques to bridge the gap between dynamical models and impact assessments (Maraun et al 
2010; Hewitson et al 2014; Jiménez Cisneros et al 2014). 
A direct comparison of model performance between different downscaling methods is a very 
challenging task and depends mainly on the variables, time-scale, region, quality of observations 
and metrics used. Even though, a satisfactory performance of the current climate does not 
necessarily imply that the downscaling skill will remain under future climate (Murphy 1999; 
Christensen and Christensen 2007; Hewitson et al 2014). In all cases, the quality of the 
downscaled information is limited to the driving model (i.e., GCM). Both methods present 
benefits and limitations, and the choice of the proper method(s) depends on data availability, 
relevance of the dynamical boundary condition to local climate, the objectives of the 
investigations as well as the available human and computational resources (Fowler et al 2007; 
Wilby et al 2009; Maraun et al 2010).  
The need for downscaling is also an important issue to be considered. The expected added value 
of downscaling techniques depends on the specific problem and is often associated to the 
influence of landscape features in the local/regional climate (Fowler et al 2007; Laprise et al 
2008; Flato et al 2013). Limitations and application of downscaling techniques have been 
discussed elsewhere (e.g., Giorgi and Mearns 1991; Wilby and Wigley 1997; Fowler et al 2007; 
Maraun et al 2010; Hewitson et al 2013). Each family of method is briefly reviewed below. 
Additionally the following sections discuss in more detail the limitations of downscaling 
techniques and its applicability in the context of the IWAS/Água-DF project. 
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2.4.1 Methods 
2.4.1.1 Dynamical downscaling 
Regional Climate models (RCMs) are representations of dynamical and physical processes of the 
climate system at a resolution much finer than GCMs. The time-varying atmospheric boundary 
conditions of the GCM are nested into the finite boundary of a high resolution RCM. In these one-
way nesting, the behaviour of the RCM does not influence the driving GCM. In practice, RCMs 
were designed to cover sub-grid processes that are not well represented by the GCMs, such as 
orographic effects, land-sea contrast and land cover. The higher resolution representation of the 
surface features enables RCMs to resolve important atmospheric process in physically plausible 
manners. Depending on the information needed (i.e., time-averaged quantities) or study region 
(i.e., fairly homogeneous topography), differences between RCM and GCM simulations are not 
always clear. The added value of RCMs is mainly expected in the simulation of extremes and 
precipitation amounts at regions where the temporal variability is influenced by landscape 
features such as complex terrain (Giorgi and Mearns 1991; Laprise et al 2008; Rummukainen 
2010; Flato et al 2013).  
However, like GCMs, RCMs are subject of parameterization schemes which lead to inherent 
uncertainties in the modelling process. Distinct model formulations and grid resolutions are also 
non-negligible sources of uncertainties. Moreover, a large portion of uncertainty derives from the 
application of different host GCMs. Accessing these uncertainties is often limited due to the 
computationally demanding characteristic of dynamical downscaling models (Fowler et al 2007; 
Maraun et al 2010; Rummukainen 2010). 
Nevertheless, RCMs can considerably produce systematic biases in simulating observed climate. 
Although subject of criticism (Maraun 2012; Maraun 2013), bias-correction techniques are widely 
applied to the RCM outputs (e.g., Christensen et al 2008; Kling et al 2012; Teutschbein and 
Seibert 2012). A variety of alternatives, such as model output statistics (MOS), have recently 
emerged (Maraun et al 2010; Hewitson et al 2014; Jiménez Cisneros et al 2014). 
Recent developments have increased the reliability of RCM in providing scenarios at resolutions 
around 25 km, with some studies reaching resolutions below 15 km (e.g., Suklitsch et al 2010; 
Pavlik et al 2011; Kendon et al 2012). However, long projections at very high resolution, or using 
several lateral boundary conditions (e.g., GCMs and respective emissions scenarios), are still 
limited due to the relatively high computational cost of RCMs and therefore the scenarios derived 
are often insufficient for robust impact assessments (Rummukainen 2010; Flato et al 2013).  
Dynamical downscaling models have been applied in Brazil, mostly for the semi-arid, Amazon 
and Southeast regions (e.g., Alves et al 2012, Marengo et al 2013, Santos e Silva et al 2014). 
Other efforts have used different dynamical models for establishing regional climate projections 
for the South America domain under the Coordinated Regional Downscaling Experiment 
(CORDEX) project (e.g., Giorgi et al 2012; Jacob et al 2012; da Rocha et al 2014; Llopart et al 
2104). Few studies in Brazil (e.g., Alves et al 2012; Braga et al 2013) have used climate 
projections derived from dynamical models as boundary conditions for hydrological models. In 
these cases, the dynamical downscaling model was coupled with hydrological models in a one-
way, or “off-line”, process.  
Conventional assessments of climate change impacts on water resources use downscaled 
projections which neglect and, therefore, isolate the terrestrial water cycle from the climate. The 
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simultaneous conservation of mass and energy is either neglected or only slightly corrected, 
especially at the daily or sub-daily time scales (Butts et al 2014). Fully coupled hydro-
meteorological models, such as the Hydrological extension package of the Weather Research 
and Forecasting model (WRF-Hydro, see Gochis et al 2013) and the Joint UK Land Environment 
Simulator (JULES, see Best et al 2011), have been developed in order to account the two-ways 
interactions and feedbacks between hydrological and atmospheric processes across a range of 
scales. These models are, in principle, more preferable due to their physical consistency. 
However, due to the strong nonlinearity in the life cycle of atmospheric convection, our 
understanding of land‐atmosphere interactions in different scales is still highly limited. There is 
still a lot to be improved, especially concerning to the parameterization schemes. These models 
are still in their investigative phase rather than predictive. Due to the lack of comprehension on 
the interaction between hydrological and atmospheric processes and the high computational 
demand, robust and reliable estimates of precipitation derived from these models are still unlikely 
to be obtained for meso- to small-scale catchments (Wood et al 2011; Butts et al 2014; Bierkens 
et al 2015). 
2.4.1.2 Statistical downscaling 
Statistical downscaling rely on the principle that regional climate is largely a function of the 
large-scale atmospheric state. The relationship may be expressed in a stochastic and/or 
deterministic manner. The function is described as R=F(L), where R represents the regional 
climate variable (i.e., predictand) to be downscaled, L is the set of large-scale climate variables 
(i.e., predictor) and F() is the function which relates both. The function is typically established by 
time-independent training and validation procedures using observations (e.g., stations, reanalysis). 
Key statements are inherent to the statistical downscaling process: i) the predictor-predictand 
relationship should be physically plausible; ii) the predictor must be adequately represented by the 
GCM on a range of different timescales; iii) predictor must reflect the climate change signal; and 
iv) the predictor-predictand relationship is assumed to be time-invariant (i.e., stationary) even 
under future non-stationarity of the climate (Hewitson and Crane 1996; Wilby et al 2002; IPCC-
TGICA 2007; Hewitson et al 2013). Additionally, a reliable statistical downscaling model should 
be based on representative observational time series. Particularly due to stationarity issues which 
are potentially more serious for statistical techniques than for dynamical models (Maraun et al 
2010). 
Statistical downscaling has substantially increased in the last decade and has become a widely 
applied method in providing regional climate change scenarios for impact assessments, including 
in water related studies (Flato et al 2013; Wilby and Dawson 2013; Hewitson et al 2013). Briefly 
reviewed below, this study considers three categories (i.e., regression methods, weather typing 
and stochastic weather generators) as suggested by several authors (e.g., Wilby and Wigley 1997; 
IPCC 2001; Fowler et al 2007). 
2.4.1.2.1 Regression methods 
Regression methods rely on empirical relationships between local-scale predictand and large-scale 
predictor(s). Also known as transfer function, it comprises a range of different statistical 
numerical functions such as standard ordinary least-squares regression, artificial neural networks 
(ANN), generalized linear model (GLM), vector generalized linear model (VGLM), canonical 
correlation analysis (CCA) and principal component analysis (PCA) (IPCC 2001; Fowler et al 
2007; Maraun et al 2010; Hewitson et al 2013).  
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Linear regression is one of the most simple and widely used methods for statistical downscaling. 
In general, the predictors explain only part of the variability of the predictand, and hence the 
method under-represent the local-scale variance (Murphy 1999; Fowler et al 2007; Maraun et al 
2010). The unexplained variability is recommended to be inflated, although von Storch (1999) 
disagrees and, in replacement, suggests the addition of explicit random noise. Non-linear 
regression techniques, such as ANN, have proved to be effective in reproducing precipitation and 
are also widespread applied (e.g., Hewitson and Crane 1996; Coulibaly et al 2005; Haylock et al 
2006).  
Regression models have shown potential predictive power, especially for time-averaged 
quantities, and are relative easy to be applied. On the other hand, they often failed in explaining 
most of the observed temporal variability, especially for precipitation. The unsolved part of the 
transfer functions usually comprises extreme values, and hence regression models often fail in 
reproducing extreme climate events (IPCC 2001; Fowler et al 2007; Maraun et al 2010). Simple 
regression models disregards any residual noise term, whereas more recent methods explicitly 
comprise a noise model to represent variability and extremes (e.g., Statistical DownScaling Model 
– SDSM).  Nevertheless, the ability in simulating observation is highly dependent on the choice 
of predictor and statistical transfer function, and hence no generalization on methods performance 
is feasible.  
2.4.1.2.2 Weather typing 
Weather typing, or weather pattern, techniques emerged from the synoptic climatological 
perspective. The local surface observations are associated with a range of classes, or type, of 
large-scale atmospheric circulations. These classes can be defined subjectively by synoptic 
situations such as European Grosswetterlagen (Hess 1977), the British Isles Lamb Weather Types 
(Lamb 1972) and daily weather types for the Delaware River basin (Hay et al 1991). Or 
objectively by employing clustering or classification algorithms such as principal components 
(PCA) (White et al 1991), canonical correlation analyses (CCA) (Gyalistras et al 1994) , fuzzy 
rules (Bardossy et al 1995) and empirical orthogonal functions (EOF) (Goodess and Palutikof 
1998). 
The frequency distributions of local/regional climate are obtained by weighting the local climate 
states with the relative frequencies of the weather classes. Regional climate projections are then 
estimated by evaluating the frequency distribution of weather classes simulated by the GCM. The 
main advantage of weather typing that large-scale atmospheric patterns are likely to remain its 
influence on local climate as climate varies and changes. On the other hand, the method is 
inadequate for simulating extreme events and, as all statistical models, is entirely dependent on 
stationary relationships (IPCC 2001; Fowler et al 2007; Schoof 2013). Moreover, there is a lack 
of systematic studies evaluating the performance of GCMs in reproducing weather patterns and, 
in some cases, the changes in the frequency of observed weather patterns are not consistent with 
GCM simulations (Wilby et al 2002; Flato et al 2013). 
2.4.1.2.3 Stochastic weather generators 
Weather generators (WG) are stochastic models that reproduce weather sequences based on 
statistical properties of observed weather (Wilks and Wilby 1999; IPCC 2001; Fowler et al 2007). 
Simple WGs (e.g., WGEN, Wilks 1999) generate precipitation occurrence using two-state, first-
order Markov chains and amounts on wet-days are simulated using a gamma distribution. Most of 
WGs are based on Markov models and some on spell length approach. Markov chains are defined 
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as transitions from one state to another wherein its behaviour is governed by a set of probabilities 
(Richardson 1981; Wilks and Wilby 1999; Wilks 2011). A two-state Markov chain is a statistical 
model for the persistence of binary events. The probability of occurrence of certain weather state 
is defined by the state of today’s weather. For example, usually a rainy day in summer in Brasília 
is followed by another rainy day. Conversely, a dry day in winter is likely to be followed by a dry 
day. The probability of occurrence of a certain weather state (i.e., model parameter) is derived 
from finite observations. By using a (pseudo) random number generator (e.g., using a Monte 
Carlo method, see Rubinstein 1981) it is possible to reproduce indefinite lengths of time-series. 
First order models usually underestimate long dry spells. To better reproduce precipitation 
occurrence or persistence, more complex models such as second-order and third-order Markov 
chains models as well as generators with conditional process (e.g., LARS-WG, Semenov et al 
1998) have been developed. Nevertheless, seasonality can be incorporated by estimating the 
parameters separately for each month or season. More recent studies tend to focus on model 
variants employing weather typing schemes. This includes approaches where the persistence 
probabilities are conditioned on the current state of both the weather and atmospheric circulation 
pattern (Fowler et al 2007; Wilby et al 2009; Maraun et al 2010).  
WGs have been widely applied to reproduce long synthetic weather series to test the sensitivity of 
systems (e.g., water resources, crop yields and ecosystem dynamics) to current climate where 
weather data is inadequate. Stochastic weather models have been also used to reproduce scenarios 
of climate change. For that, the climate is stochastically simulated by perturbing the parameters of 
the model (Semenov and Barrow 1997; Wilks 1999). These parameter perturbations are 
performed in a direct proportion to the corresponding changes in a GCM. As applied in several 
impact studies (e.g., Kilsby et al 2007; Jones et al 2011; Schütze et al 2011), the difference 
between GCM control and scenario is used as a factor to modify the parameters in the WG and 
hence generate the future synthetic time series consistent to the large-scale signal.  
The main advantage of applying WGs for climate change studies is its computationally 
inexpensive characteristic which enables the simulation of large ensemble of scenarios proper for 
sensitivity analysis. Moreover, WGs have demonstrated satisfactory skill in simulating wet-day 
occurrence and the amount distributions. However, a weather generator is only able to reproduce 
events which exist in the observed climate record used to calibrate the generator. Generally they 
fail in reproducing persistent events, extreme events, inter-annual variability and linear trends. As 
usual for all statistical downscaling methods, the major disadvantage of WGs in producing 
climate projections is their dependency on current climate and thus the persistence probabilities 
are unlikely to remain the same under future climate change (Wilks 1999; IPCC 2001; IPCC-
TGICA 2007; Fowler et al 2007).  
2.4.2 Limitations and considerations  
2.4.2.1 Spatial resolution vs. needs for impact assessment 
A common perception is that higher resolution climate projections derived from downscaling 
methods imply more useable and plausible information. Unfortunately the ability to downscale to 
finer spatial scales does not necessarily imply an increase of confidence in the resulting climate 
change information (Wilby and Dessai 2010; Feser et al 2011; Pielke and Wilby 2012). High 
resolution projections are preferable in all cases, but might not be necessary in most of them. High 
resolution information can be plausible but not completely certain. In fact, users have to balance 
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between the need for higher resolution projections and the reliability of such projections. Often 
the range of uncertainties derived from the downscaling procedure overlaps the necessity for fine 
resolution scenarios. Scenarios can have low resolution but they might be less uncertain and 
sufficiently plausible for many applications (Hewitson et al 2014).  
The need for downscaling is therefore an issue to be considered. Downscaling methods are 
regularly tested to evaluate whether they add value to climate projections. The need for 
downscaling is proved if the downscaled projection agrees to observations better than the model 
from which the boundary conditions were obtained (i.e., GCM). Downscaling might be more 
appropriated to regions presenting local or regional characteristics that are not well represented by 
the GCMs, such as topographical and coastal forcings (Fowler et al 2007; Maraun et al 2010; 
Rummukainen 2010; Flato et al 2013). 
For instance, there is evidence that the temporal variability of climate variables increases with 
refined spatial scales (Giorgi and Mearns 1991; Fowler et al 2007; Beecham et al 2014). For 
hydrological impact studies, the value of downscaling is mainly related to the addition of 
local/regional temporal variability that is consistent with the large-scale signal (Fowler et al 2007; 
Maraun et al 2010; Feser et al 2011; Di Luca et al 2011). However, achieving the results required 
is not a completely feasible task. The ability of downscaling methods in reproducing consistent 
temporal variability, such as for precipitation, remains limited. Moreover, the quality of the 
downscaled scenarios is dependent on the quality of the boundary conditions provided by the 
GCM, and certain large-scale atmospheric patterns affecting precipitation are still not well 
explained by GCMs (Gleckler et al 2008; Flato et al 2013). Additionally, applying any 
downscaling modelling process means adding a new source of errors which should be considered 
in the cascade of uncertainty.  
2.4.2.2 Baseline observations 
Uncertainties related to observations make the development and evaluation of downscaling 
models a challenging task. Models are calibrated, parameterized, corrected and evaluated 
according to observations. The quality and availability of observations is a key aspect in the 
formulation of reliable downscaling models and limitations are directly related to the uncertainties 
in observational data. These uncertainties are hampered in remote areas with scarce or relative 
new observation network (Randall et al 2007; Flato et al 2013). In the case of dynamical models, 
the uncertainties related to observations might be as significant as for statistical downscaling. The 
spatial resolution provided by RCMs does not match the point data of current observation network 
and hence models are dependent on reanalysis data which are an extra source of uncertainty 
(Laprise et al 2008; Rummukainen 2010). 
2.4.2.3 Stationarity  
Stationarity is an issue to be concerned in the whole climate modelling process, either in the 
downscaling step (i.e., statistical and dynamical) or in their driving boundary conditions (i.e., 
GCMs) (Flato et al 2013; Hewitson et al 2013). Increasing concentrations of GHG and aerosols in 
the atmosphere does not only direct affect the climate due to alterations in the Earth’s energy 
balance but also due to changes in the interactions between the systems. Since climate interactions 
can significantly change, any empirical representation of these processes has the potential to not 
well characterize future conditions (Schneider 1992; Wilks 2011). The imperfect representation of 
the atmospheric physics in climate models (i.e., GCMs and RCMs) led to parameterization 
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schemes based on empirical relationships. These relationships are derived from observations and 
validated according to the baseline climatology. As the interactions of the climate system (i.e., 
those which are not explicit explained by a model) might not remain under future conditions, 
parameterizations schemes might not be sufficiently representative (Murphy et al 2004; Tebaldi 
and Knutti 2007; Flato et al 2013). 
The sensitivity of climate models to parameterization schemes vary considerably depending on 
the structure of the model (e.g., grid resolution) and dynamical characteristic of the study region, 
as well as the variable under concern. In general, the higher the resolution, the more complex the 
atmospheric interactions and therefore the larger the unresolved part of the model (Laprise et al 
2008; Rummukainen 2010). The uncertainties related to parameterization schemes are also a 
function of the local/regional dynamical features, particularly for precipitation in regions with 
complex orography. Therefore, RCMs performing well for regions with distinct physiographic 
characteristics present more reliable parameterization schemes than RCMs evaluated for a single 
region (Christensen et al 2007; Jacob et al 2012; Flato et al 2013).   
Likewise, RCMs projections are subject of errors and bias correction, or MOS, techniques are 
often recommended. Correction techniques are based on empirical relationships between 
simulated present day climate and the corresponding observations (Christensen et al 2008; 
Maraun et al 2010). A crucial assumption for the application of bias correction, or MOS, is the 
stationarity of the model errors over the time. Model errors are equivalent to imperfect model 
representation of the atmospheric conditions in the current climate. Since the atmospheric 
conditions might not remain the same in the future, model deficiencies may change and therefore 
errors might not be equal in the future (Maraun 2012). 
The stationarity issue is even more noteworthy when applying statistical downscaling methods. 
The lesser the physical predictors-predictand relationship, the more susceptible the method can be 
to non-stationarity of the climate system (Fowler et al 2007; Maraun et al 2010; Hewitson et al 
2013).  
A reasonable way to employ statistical downscaling is to calibrate the model with a length of 
observations that is representative enough to capture to the widest variety of climate conditions 
(Wilby 1994; Winkler et al 1997; Zorita and Von Storch 1999). The confidence of the model 
increases while accounting for changes in the frequency of events that are represented in the 
calibration period. Moreover, the range of variability of the large-scale variable in a future climate 
should be of the same order as the current climate (Maraun et al 2010).   
More sophisticated approaches assess the sensitivity of statistical models using calibration periods 
that present climate conditions opposite to those in the validation period. For instance, calibrating 
the model using the driest years, and validate it using the wettest years. But the model might be at 
feasible application only for regions where the variability of the large-scale predictor does not 
significantly affect the model. Otherwise, both model formulations should be included in the 
ensemble as a part of the source of uncertainty in the downscaling process.  
2.4.3 In the context of IWAS/Água-DF 
In general, precipitation and temperature are the most relevant meteorological variables for 
hydrological impact studies (Xu 1999; Bronstert et al 2007). Precipitation presents a high spatial 
and temporal variability and due to its nonlinear nature is considerably more difficult to be 
simulated by GCMs than temperature (Randall et al 2007; Flato et al 2013). Downscaling 
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methods have the potential to better represent local climate variability, information which is often 
required for impact assessments. 
In the context of IWAS/Águas-DF, the climate change information required for impact studies 
embraces a variety of demands in terms of spatial and temporal resolution. Many impact studies 
may be interested in proper representations of temporal variability at local scale, as well as the 
persistence of events such as dry days. This information is expected to be robust by accounting all 
the uncertainties involved but, at the same time, rapid delivered under limited human resources. 
Several studies compare dynamical and statistical downscaling applied to hydrological studies 
and, in general, no downscaling technique performs the best. Ideally, the greater the variety of 
models, the more reliable the climate information (Jones 2000; Stainforth et al 2007; Giorgi et al 
2009; Jacob et al 2012; Hewitson et al 2014). But available human and computational resources 
can be a limiting factor in using several methods. This is a reality in many water management 
projects (WWAP-UN 2009; IPCC 2012; Jiménez Cisneros et al 2014), and the IWAS/Águas-DF 
is not an exception.  
Dynamical downscaling is often more preferable than statistical downscaling due to its reasonable 
physical consistency (Maraun et al 2010; Rummukainen 2010). RCMs present many limitations, 
as described before, which are inherent to the user needs and characteristics of the region. 
Physiographic features of DF, such as topography, are fairly homogeneous and may not be 
relevant enough to justify the application of dynamical models. Additionally, RCMs are 
computationally expensive, fact that limits the application of a large range of plausible boundary 
conditions (i.e., GCMs and scenarios). 
Given the features driving the regional climate of DF and limited computational and human 
resources, statistical downscaling methods represent a potential alternative. Since these family of 
methods rely on empirical relationships, their reliability is mainly dependent on the quality and 
length of observations available. Observation network in DF is satisfactory representative to the 
landscape features of the region, as also comprises long and reliable records (Borges et al 2014; 
Borges et al 2015). As briefly described before, there is a variety of statistical downscaling 
methods available and most of them have been extensively applied in hydrological studies.   
Among them, the Statistical Dowscaling Model (SDSM) has demonstrated to be the most 
attractive. Developed by Wilby et al (2002), the SDSM is a hybrid of regression model with a 
stochastic weather generator. The deterministic component explains the influence of large-scale 
atmospheric circulation to local-scale weather, while the stochastic part provides realizations of 
noise based on the systematic errors of the deterministic part. This approach can improve the 
simulation of temporal variability of climate variables at local level and its application is 
reasonable for hydrological studies (Wilby and Dawson 2013). Comparison studies demonstrated 
that the SDSM satisfactorily simulates mean surface air temperatures, the annual precipitation 
cycle, seasonal and annual precipitation totals, including in regions under high seasonal climate 
variability such as DF. On the other hand, the tool can fail in reproducing accurate precipitation 
amounts at short time-scales or extremes due to convective events, but this inability is inherent to 
most of downscaling models, including RCMs (Fowler et al 2007; Maraun 2012; Flato et al 
2013).   
Concerning to impact assessment, the application of the full range of boundary conditions (i.e., 
emissions scenarios, GCMs and initial conditions) in the downscaling process is essential to 
properly sample the uncertainties involved in the previous steps. The computational efficiency of 
SDSM permits the downscaling of a large range of GCM projections and corresponding 
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emissions scenarios providing therefore proper information for communicating climate change. 
Only the integration of multiple sources of information can provide a robust understanding of the 
impacts of climate change. Including other downscaling methods, such as RCMs, would be 
preferable. However, available human resources are limited and the SDSM tool is employed in 
this study as a preliminary investigation to evaluate the potential of application of downscaling 
methods in DF.    
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3 STATISTICAL DOWNSCALING 
Since the coarse-resolution of GCMs may not fulfil the need of hydrological impact modellers in 
the context of the IWAS/Água-DF, the requirements and the added value of a specific 
downscaling method is assessed. Among several downscaling methods, this study applies a 
statistical downscaling method named SDSM which is described as a hybrid of regression-based 
and stochastic weather generator. Although SDSM is often preferred due to its simplicity, key 
issues on the employment of the downscaling technique should be considered. The section 3.1.1 
describes in detail the SDSM model, the database considered here is described in the section 3.1.2 
while the section 3.1.3 addresses the major subjects concerning to its application, for instance the 
proper selection of grid-box predictors and trainings period.  
The minimum standard for assessing the reliability of a downscaling method is that the model 
should be able to reproduce the past. Nevertheless, the capacity of the models in reproducing the 
past depends on specific targets of the study. In the context of the IWAS/Água-DF, the added 
value of the downscaling method is mainly expected in the simulation the local temporal 
variability as well as usual metrics such as annual cycle, totals, averages and persistence of 
events. The validation procedure is based on the need of hydrological impact studies in DF which 
are described in the section 3.1.4. 
The section 3.2 describes the results concerning to the selection of predictors, model 
parameterization and validation. Once validated, the proper model parameterization is used to 
generate local climate projections by substituting large-scale observed predictors (i.e., reanalysis) 
with the corresponding simulated GCMs predictors (section 3.2.5). Moreover, large ensemble of 
climate projections is of limited use in impact assessments due to the massive amounts of data. 
The section 3.2.6 illustrates a summarized way to properly derived climate change scenarios from 
projections.  
3.1 METHODOLOGY  
3.1.1 Statistical DownScaling Model – SDSM 
The Statistical DownScaling Model (SDSM), developed by Wilby et al (2002), is a downscaling 
tool that facilitates the rapid and low-cost development of multiple single-site projections of daily 
surface climate variables under current and future climate forcing. The SDSM is described as a 
hybrid of regression-based and stochastic weather generator. More recently, Wilby and Dawson 
(2013) defined the tool as a conditional weather generator. The downscaling process can be either 
unconditional, e.g., as with wet-day occurrence or air temperature; or conditional on an event, 
e.g., rainfall amounts are conditional to wet-day occurrence. In the first case, there is a direct 
linear relationship between the predictand Ui and the chosen predictors Xij : 
               
 
   
 (1) 
In the case of a conditional procedure, an unconditional method is primarily assumed. The 
element Wi has a direct linear dependency on n predictors Xij on day i : 
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n
j 1
    (2) 
under the limit 0 ≤Wi ≤ 1, the event occurs when the stochastically generated random number r 
≤Wi . Next, when the event occurrence is returned, the predictand amount Pi is derived from: 
  
        
 
   
       (3) 
In both processes, the predictors explain only part of the variability of the predictand and hence 
the unsolved part (ei) is used to explicitly add random noise to the simulated time series. The 
noise fraction is represented by the standard error which is assumed to be normal (Gaussian) 
distributed. Following the method of (Rubinstein 1981), a (pseudo)random number generator 
replicates values based on the normally distributed errors. The stochastic error is added on a daily 
basis to the deterministic component. The noise adds local variance to the model and enables 
closer fitting the variance of simulations with observations. Moreover, the SDSM enables the 
generation of ensembles to reflect the range of model uncertainty. 
All transfer function coefficients (γj , αj and βj) are obtained by calibration of the local predictand 
against large-scale predictor(s). Lagged predictand can be also used as a predictor in SDSM by 
adding the autoregressive component. In order to identify the most appropriated set of predictors 
and downscaling coefficients, a screening of candidate predictors is required. The transfer 
function relies on multiple linear regressions which can be optimized by either a dual simplex or 
ordinary least squares (Wilby and Dawson 2007). 
Based on the nature of the predictors, the predictor-predictand relationship can be mainly derived 
from two approaches: MOS and/or perfect prog(nosis) (Wilby et al 2002; Wilby and Dawson 
2007). In the first, predictors derived from the climate model (i.e., GCM) are used for both the 
development of the transfer function and simulation of future local climate. While in the perfect 
prog(nosis) approach, the model is first trained using large-scale observations (i.e., reanalysis) 
and, once the transfer function is defined, reanalysis predictors are then substituted by predictors 
derived from GCMs (Xu 1999; Maraun et al 2010; Teutschbein et al 2011). The MOS is usually 
preferred in classical statistical weather forecasts (Wilks 2011) but in climate projections the 
climate models (i.e., either GCM or RCM) are forced towards large-scale observations. It is 
therefore reasonable to assume that simulated and observed large-scale climate states have a 
direct correspondence which can be directly related through perfect prog(nosis) approach 
(Maraun et al 2010). Nevertheless, the perfect prog(nosis) approach is the most widely adopted 
when applying SDSM.   
The large-scale observations are obtained from reanalysis data. Reanalysis products are derived 
from numerical models that reproduce past atmospheric states that are consistent with a sort of 
observations. Several reanalysis products are available. They embrace distinct model structure, 
spatial and temporal resolutions and sources of observations, for instance National Centres for 
Environmental Prediction/National Centre for Atmospheric Research (NCEP/NCAR,  (Kalnay et 
al 1996) and ERA40 (Uppala et al 2005). It is widely known that reanalysis data is not perfect and 
their biases may subsequently affect the development of the transfer function of the downscaling 
model (Koukidis and Berg 2009; Brands et al 2012; Kannan et al 2014). Although these biases 
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depend on the variable and region under concern, no reanalysis can be identified as the best 
product. This is mainly due to the errors involved in the modelling process and lack of 
observation data in several regions in the Earth (Flato et al 2013; Collins et al 2013a). Instead, the 
proper approach in dealing with different reanalysis products is sampling these uncertainties by 
calibrating the statistical downscaling model using multiple reanalysis products (Koukidis and 
Berg 2009; Kannan et al 2014) Unfortunately, the uncertainties related to the reference large-scale 
observations are not addressed here. This study adopt the NCEP/NCAR reanalysis 1 data as 
reference large-scale predictors for calibrating the downscaling model, as applied in several the 
studies using SDSM (e.g., Wilby et al 2002; Diaz-Nieto and Wilby 2005; Harpham and Wilby 
2005; Khan et al 2006; Wilby et al 2006; Crawford et al 2007; Teutschbein et al 2011; Mullan et 
al 2012). 
The straightforwardness of SDSM tool allows climate-impacts community, with relatively little 
knowledge of atmospheric physics, to create their own local or site-specific climate change 
scenarios. However, the simplicity can lead to false perception of the underlying concept to these 
downscaling models and, therefore, to unreliable representations of climate projections. A robust 
downscaling scheme should: i) consider a significant amount of candidate predictors; i) apply a 
detailed screening of predictors; iii) understand the predictor-predictand physical interactions; iv) 
apply a systematic grid-box/site selection; v) consider the mismatches between observation and 
reanalysis timing; vi) choose the most appropriated period for both calibration and validation; vii) 
adopt proper metrics for validation according to the end user needs; and viii) consider the largest 
number of boundary conditions (i.e., GCMs) as possible.     
3.1.2 Database 
The local-scale weather data (i.e., predictand) used in this study comprises observed daily mean 
surface air temperature (in degrees Celsius) and precipitation (in millimetre). The weather station 
considered, called Brasília-INMET, is located at latitude 15.7897º south, longitude 47.9258º west 
and altitude of 1160 meters above the sea level. Although the use of more stations is preferred, the 
location of the Brasília-INMET is fairly representative to the entire DF domain area (Figure 3-1, 
D1). The weather station is located in between the three main reservoirs in DF and at similar 
altitude. Moreover, the station provides a long period of record appropriated for statistical 
downscaling and metadata is well documented. The data were tested for suspicious values and 
homogenization tests were performed in a previous work (see publication in section 4.1). The 
reanalysis 1 dataset of NCEP/NCAR is applied as the observed large-scale climate data to 
calibrate and validate the downscaling model. It includes daily data of 23 atmospheric variables at 
a grid scale of 2.5 x 2.5 degrees. Local weather may present significant relationships with 
neighbouring grid-cells rather than the overlying grid-box alone. The Figure 3-1 (D2) illustrates 
the NCEP/NCAR grid-boxes considered in the selection of proper predictor. The GCMs are used 
as boundary conditions for the downscaling of future climate. Daily datasets are provided by the 
World Climate Research Programme’s (WCRP's) CMIP3 multi-model dataset 
(https://esg.llnl.gov:8443/). Projections are available for many distinct time slices depending on 
the GCM wanted. Most of the projections are available for the 20-year period of 2046-2065. 
Since this study aims to use the highest number of model-based projections, the period of 2046-
2065 is adopted. The Table 3-1 briefly describes the 18 GCMs, respective initial conditions (i.e., 
runs) and emissions scenarios (i.e., SRES) considered in this study. Moreover, a reference period 
is required for the calculation of climate change projections, as well as for standardization of 
predictors, and therefore the simulations of the 20th century (i.e., 20C3M) are used.  
Statistical Downscaling 
36 
 
 
Figure 3-1: Location of the Brasília-INMET weather station in the context of physiographic characteristics 
of DF, such as altitude and water bodies (D1, top right), and in relation to the NCEP/NCAR grid-boxes 
used in this study (D2, bottom). 
 
 
  
 
 
 
Table 3-1: Description of GCMs and corresponding initial conditions (runs) and SRES scenarios used in this study. 
Model 
(Acronym) 
Research Centre 
Resolution 
(Lat. x Lon.) 
Runs 
SRES 
scenarios 
References  
BCM2.0.0.0.0 Bjerknes Centre for Climate Research, Norway ~1.9° x 1.9° 1 A1B, B1 (CSMD 2005) 
CGCM3-MR 
Canadian Centre for Climate Modelling and Analysis, Canada 
~2.8° x 2.8° 1, 2, 3 A1B, A2, B1 (Flato 2005) 
CGCM3-HR ~1.9° x 1.9° 1 A1B, B1 (Flato 2005) 
CM3 Centre National de Recherches Meteorologiques, France ~1.9° x 1.9° 1 A1B, A2, B1 (Déqué et al 1994) 
Mk3.0 Australia's Commonwealth Scientific and Industrial Research 
Organisation, Australia 
~1.9° x 1.9° 
1 A1B, A2, B1 
(Gordon et al 2002) 
Mk3.5 1 A1B, A2, B1 
CM2.0 
Geophysical Fluid Dynamics Laboratory, USA 2.0° x 2.5° 
1 A1B, A2, B1 (GFDL 2004) 
CM2.1 1 A1B, A2, B1 (GFDL 2004) 
AOM 
Goddard Institute for Space Studies, USA 
3.0° x 4.0° 1 A1B, B1 (Russel 2005) 
E-R 4.0° x 5.0° 1 A1B, A2, B1 (Schmidt et al 2006) 
FGOALS-g1.0 Institute of Atmospheric Physics, China ~2.8° x 2.8° 1, 2, 3 A1B, B1 (Wang 2004) 
INGV-SXG National Institute of Geophysics and Volcanology ~1.13° x1.13° 1 A1B, A2 (Scoccimarro et al 2007) 
CM4 Institute Pierre Simon Laplace, France 2.5° x 3.75° 1 A1B, A2, B1 (Hourdin et al 2006) 
MIROC3.2-hires 
National Institute for Environmental Studies,  Japan 
~1.1° x 1.1° 1 A1B, B1 
(K-1 Model Developers 2004) 
MIROC3.2-medres ~2.8° x 2.8° 1 A1B, A2, B1 
ECHAM5-OM Max-Planck-Institut for Meteorology, Germany ~1.9° x 1.9° 1, 4 A1B, A2*, 
B1* 
(Roeckner et al 2003) 
CGCM2.3.2 Meteorological Research Institute, Japan ~2.8° x 2.8° 1 A1B, A2, B1 (Shibata et al 1999) 
HadCM3 UK Met. Office 2.5° x 3.75° 1 A2 (Pope et al 2000) 
* Available only for the run 1. 
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3.1.3 Predictor-Predictand relationship 
3.1.3.1 Standardization  
Also referred as normalization, it reduces a time series to a normal (Gaussian) distribution with 
the mean near zero and a standard deviation near unity. The method aims to remove the physical 
units of the original data, so standardized data is dimensionless quantities. Different batches of 
data are therefore reduced to equal footings permitting therefore better agreement and integrations 
between them (Wilks 2011). The technique is widely applied in statistical downscaling methods, 
for instance while using weather generators (e.g., Richardson 1981; Katz 1996; Wilks 1999). 
Regression-based models can also benefit from the method (Karl et al 1990). In the case of 
SDSM, the standardization is recommended to reduce systematic biases in the mean and variance 
of GCM predictors relative to local observations or reanalysis (Wilby et al 2002; Wilby and 
Dawson 2013). Hence, all predictors from both NCEP/NCAR reanalysis and GCMs are 
standardized with respect to the 1961-1990 average: 
   
    
  
 (4) 
Where tû  is the standardized atmospheric variable at a certain time t , tu is the original data, u is 
the multiyear average of the period wanted, and u is the standard deviation. 
3.1.3.2 Selection of predictors 
The selection of predictor variables should be based on physically and conceptually reasonable 
linkages between large-scale forcing and local climate response. Predictors should be well 
reproduced by the GCM and able to reflect the processes driving climatic variability. Individual 
explained variance and correlation coefficients statistically support the predictor’s selection by 
identifying variables which are strongly and consistently associated to the predictand. Moreover, 
the selection depends on the availability of both observed (i.e., reanalysis) and GCM output data 
(Wilby et al 2002; IPCC-TGICA 2007; Fowler et al 2007). To ensure the highest coefficient of 
determination (R²) and the lowest standard error (SE) of the multiple regression component of the 
model, the best set of predictors is defined according to the partial correlation (r) at 95% of 
confidence level with the predictand. Partial correlation analysis is aimed to identify the amount 
of explanatory power of each predictor without the influence of other predictors (Kendall and 
Stuart 1969). The predictability of the regression model is also influenced by the number of 
variables used. Too many predictors may increase model noise and, therefore, lead to a decrease 
of predictive power. On the other hand, few predictors can neglect valuable information (Wilks 
2011). Several authors (e.g., Wilby and Wigley 1997; Maraun et al 2010; Wilby and Dawson 
2013) suggest predictors representing atmospheric circulation, pressure gradient, humidity and 
temperature. The set of meaningful and available candidate predictors considered in this study are 
shown in Table 3-2.  
Since the annual climate variability of Central Brazil is evidently influenced by seasonality, the 
most appropriated set of predictors may differ seasonally or even monthly. Hence, the temporal 
resolution of the model is set as monthly, wherewith the model transfer functions are derived for 
each calendar month using a common set of predictors (Wilby and Dawson 2007). Beyond that, 
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this study aims to analyse and select predictor’s set for each individual calendar month. Moreover, 
grid-box/site choice and time mismatches in data may influence the choice of proper predictors 
and hence they should be included in the set of candidate predictors. 
In a first step, candidate predictors are ranked according to the highest explained variation. For 
each of the eleven large-scale variables (Table 3-2), the predictor with highest explained variation 
is selected. From that pre-selection, the designation of the most appropriated set of predictors 
follows the finest partial correlation between the eleven candidates. The optimization of the 
regression model is set as ordinary least squares. The stochastic part of SDSM assumes the 
distribution of residuals equal to the normal (Gaussian) distribution. The distribution of the daily 
precipitation is highly skewed and transformations are often required (Wilby and Dawson 2013). 
In order to check the most appropriated transformation for precipitation, the distribution errors are 
tested against the normal distribution using the chi-squared distribution (CHISQ) goodness of fit 
measure. The Figure 3-2 illustrates the distribution of errors of the non-transformed data (Figure 
3-2.a) and three transformed data (Figure 3-2.b, 3-2.c and 3-2.d) for the station of Brasília-
INMET. The visual test and CHISQ confirms that the normal distribution is best fitted when the 
Inverse Normal transformation is applied (Figure 3-2.d). The Inverse Normal transformation is 
consistent with Wilby et al (2003) and is considered in subsequent downscaling of GCMs.  
Table 3-2: List of predictor variables considered in the selection process. 
Variable Code  Variable Code 
Mean Sea Level Pressure mslp  850hPa meridional velocity p8_v 
Surface Zonal Velocity p__u  Near surface specific humidity shum 
Surface Meridional Velocity p__v  500hPa specific humidity s500 
500hPa zonal velocity p5_u  850hPa specific humidity s850 
500hPa meridional velocity p5_v  Mean temperature at 2m temp 
850hPa zonal velocity p8_u    
 
 
Figure 3-2: Distribution of precipitation residuals derived from the regression-model according to model 
transformation: a) no transformation, b) Fourth Root, c) Natural log and d) Inverse Normal. The CHISQ 
indicates the goodness of fit measure (i.e., the lesser the better). 
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3.1.3.3 Grid-box/site choice 
The information of neighbouring grid-boxes is not independent and spatial offsets between 
predictand and predictors may exist. Predictands are also related to predictors from neighbouring 
grid-boxes rather than only from the overlying grid-box (Wilby and Wigley 2000; Brinkmann 
2002; Crawford et al 2007). There are many techniques in reducing the dimensionality of the 
predictor field such as PCA or CCA. As applied by several authors (e.g., Wilby et al 2006; 
Teutschbein et al 2011; Mullan et al 2012), this study make use of the ‘site-specific optimum 
predictor’s sets analysis’. In this method, a set of predictors from the grid-box overlying the target 
weather station, as well as the neighbouring grid-boxes, are ranked according to their explained 
variance with the predictand.  
Additionally, the application of the large-scale data from the overlying grid-box presents some 
drawbacks, for instance there might be sites falling in between different grid-cells. The 
interpolation of large-scale variables to the target site (i.e., station coordinates) can overcome the 
problem of discontinuities of sites between different grid boxes, but it might also induce to an 
incorrect geographical precision of estimates. Nevertheless, interpolation may enhance the 
explanatory power of predictors and hence the estimated values are included in the set of 
candidate predictors. Local bilinear approximation is useful for interpolating fields between grids 
in spherical coordinates, particularly gridded data from climate models (Jones 1998). In order to 
extract point values from concerning quadrilateral grid-boxes centroids, the bilinear interpolation 
method was applied. In total, the selection process considers a set of predictors from 29 sites (i.e., 
28 grid-boxes and one interpolated to target station). The grid-boxes considered are illustrated in 
Figure 3-1 (D2). 
3.1.3.4 Time mismatch (lagged data) 
Local- and large-scale observations are usually not recorded at the same time. For instance, the 
weather station of Brasília-INMET records observations at 09:00GMT while NCEP/NCAR daily 
averages are set at 12:00GMT. Differences between both in the time of record can hide direct 
relationships between predictand and predictors. Moreover, predictors from distant grid-boxes 
may also influence the local climate in distinct time. In this case, observation in space is replaced 
by observation in time. To consider time mismatches, some authors (e.g., Harpham and Wilby 
2005; Crawford et al 2007) suggest the lagging of daily predictor variables. All candidate 
predictors are therefore lagged forward (lag +1) and backward (lag -1) and included in the 
selection scheme. 
3.1.3.5 Period of calibration 
Since the statistical downscaling is dependent on empirical relationships, the period of calibration 
is an important issue to be concerned. The SDSM model parameters (i.e., γj, αj, βj and ei) are 
directly associated to the period in which the model is calibrated. Although long periods are often 
recommended (e.g., Wilby 1994; Winkler et al 1997; Zorita and Von Storch 1999), lengthy 
periods do not always show improvements over shorter periods. In fact, independently of the 
length, the period of calibration should be representative enough to capture all variety of possible 
climate conditions. Ideally, the model should be tested for periods representing completely 
different, but still plausible, climate conditions (Mullan et al 2012). The sensitivity of the model 
can be assessed for instance by training the model in both the driest and the wettest years. These 
two model parameterizations can give the range of uncertainties concerned to the choice of 
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calibration period. Some studies (e.g., García-Bustamante et al 2011; Lafon et al 2013) have given 
attention to the sensitivity of statistical downscaling methods on the training’s period. A 
systematic sampling of the uncertainty associated to the model configurations (i.e., period of 
calibration) is, however, still lacking for SDSM. This issue is here recognized but the proper 
calibration’s period was selected according to the signal of large-scale factors affecting the 
regional climate.  
Since the energy balance of the Earth is conditional to the incoming short-wave radiation, the 
model calibration period should capture the 11-years solar cycle (see Beer et al 2000). Moreover, 
the region’s climate is likely affected by large-scale oscillation phenomena such as the El Niño 
Southern Oscillation (ENSO) (Grimm and Natori 2006). Although less investigated, decadal 
variability climate patterns such as North Atlantic Oscillation (NAO) and Pacific Decadal 
Oscillation (PDO) can also substantially influence the climate in South America (Zhou and Lau 
2001; Marengo 2004). The  Figure 3-3 shows that the period of 1971-2000 covers several and 
adverse observed annual mean surface air temperature and precipitation conditions, almost three 
11-years solar cycles, many warm/cold phases of the ENSO, several positive/negative surface sea-
level pressure phases of the NAO and a couple of warm/cold phases of PDO. From that, it is 
expected that regional climate variability is well captured by the calibration period chosen. 
Nevertheless, in order to proper evaluate the capacity of the model in simulating observed climate 
the period of validation should also embrace different conditions of mean surface temperature and 
precipitation. The Figure 3-3 demonstrates that the period of 2001-2010 is therefore appropriate. 
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Figure 3-3: Long-term variability of observed annual mean temperature and precipitation (i.e., Brasília-
INMET station) plotted over a) ENSO
3
, b) NAO
4
; c) PDO
5
 oscillation indexes; and sunspot numbers
6
 
against calibration and validation periods. 
3.1.4 Model evaluation  
Although stationarity is an issue of concern while using any downscaling method, the minimum 
requirements for useful downscaling procedure is that the model should satisfactorily reproduce 
the observed conditions (Wood et al 2004; Wilks 2011). The SDSM is divided in a regression-
based model (deterministic) and realizations of noise (stochastic). The regression model settings 
(e.g., predictors, calibration period, model process, transformation and algorithm optimisation) are 
adjusted during the calibration procedure. The most appropriated parameterization scheme is 
verified by obtaining the highest explained variance (r²) and lowest standard error (SE). The 
                                                     
3
 NOAA/NWS/CPC (http://gcmd.nasa.gov/records/GCMD_NOAA_NWS_CPC_ONI.html) 
4
 NOAA/NWS/CPC (http://www.cpc.ncep.noaa.gov/data/teledoc/nao.shtml) 
5
 Mantua et al. 2007 (ftp://ftp.atmos.washington.edu/mantua/pnw_impacts/INDICES/PDO.latest) 
6
 USAF/NOAA (http://solarscience.msfc.nasa.gov/greenwch.shtml) 
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performance of the entire model, regression model combined with the stochastic part, is then 
possible in the validation process. With that, it is possible to verify the level of dependency of the 
model on both the deterministic and stochastic structures. This procedure is important in order to 
assess the capacity and limitations of the model and is a common practice in evaluating the SDSM 
performance (e.g., Wilby et al 2002; Khan et al 2006; Mullan et al 2012). 
Moreover, the validation procedure must be independent from the calibration period (Wigley et al 
1990; Wilby et al 2002; Maraun et al 2010). As illustrated in Figure 3-3, the data is divided into 
calibration and validation periods (i.e., 2001-2010). The process of comparing model output with 
observations is essential step to guarantee the model reliability in simulating future climate but the 
capacity of the model depends on a particular question to be addressed (Fowler et al 2007; 
Maraun et al 2010; Flato et al 2013). For instance, a specific model parameterization can well 
reproduce monthly precipitation and annual cycle, while persistence of events not.  
In the context of IWAS/Água-DF, end users demand satisfactory representations of daily 
temperature and precipitation, as well as persistency of events such as consecutive dry days. 
Moreover, the application of a downscaling technique is justified only if the model is able to well 
reproduce local temporal variability and the added value of the downscaling method is therefore 
investigated. 
3.1.4.1 Validation metrics 
Considering the requirements of the potential end users, this study embraces a set of metrics 
regarding temporal characteristics and intensity of mean surface temperature and precipitation. 
First, the temporal metrics of mean/total (temperature/precipitation) and variance are represented 
in terms of both annual cycle (i.e., year-month 10-years climatology) and the interannual 
variability at monthly scale. Second, the validation process considers temporal characteristics of 
precipitation occurrence in terms of percentage of wet days (PWD). 
The changing climate leads also to changes in the intensity and duration of events resulting in 
unprecedented impacts such as droughts or urban floods (IPCC 2012). Apart from the generic 
statistical tests, the validation process considers three climate indices which might be relevant for 
impact assessments in DF. The maximum precipitation accumulated over 5 days (R5D) is a 
measure of precipitation intensity common used to indicate possible flood events (Frich et al 
2002). Moreover, the climate of DF is characterized by the high persistency of wet and dry 
events. The first occurs from November to March; while long dry periods are observed from July 
to August. Potential changes in the persistency of wet and dry events are of great interest for 
reservoir management in DF and therefore two indices are considered: maximum number of 
consecutive wet days (CWD) and maximum number of consecutive dry days (CDD). All climate 
indicators used in the validation procedure of this study are summarized in the Table 3-3.  
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Table 3-3: Climate indicators used in the validation process. 
Variable Abbreviation  Indicator Unit Rationale  
Mean 
surface air  
temperature 
T_MEAN Mean  °C Standard state of the temperature 
T_VARIANCE Variance °C Express temporal variability of the data. 
Precipitation P_TOTAL Total mm Standard state of the precipitation 
P_VARIANCE Variance mm Express temporal variability of the data. 
PWD Percentage of 
wet days 
% Basic measure reflecting the precipitation 
occurrence. It counts for percentage of days 
where Pday ≥ 1 mm. 
R5D Maximum 
precipitation 
accumulated 
over 5 days  
mm A measure of short-term precipitation 
intensity. Potential flood indicator 
CWD Maximum 
number of 
consecutive wet 
days  
days Persistency of a wet event. Count the largest 
number of consecutive days where Pday ≥ 1 
mm. Potential flood indicator. 
CDD Maximum 
number of 
consecutive dry 
days   
days Persistency of a dry event. Count the largest 
number of consecutive days where Pday < 1 
mm. Potential drought indicator.  
3.1.4.2 Validation measures 
In order to statistically measure the quality of the simulation according to the observations, the 
bias (BIAS), root mean square error (RMSE) and linear Pearson’s correlation coefficient 
(CORREL) are applied. The bias, or systematic bias, measures the correspondence between the 
average simulated data ( y ) and the average reference data ( o ):  
         (5) 
Due to the squaring function, the RMSE is a measure of error more sensitive to outliers:  
      
 
 
        
 
 
   
 (6) 
While CORREL corresponds to the linear Pearson’s correlation coefficient, which is single-
valued measure of association between two times series (Eq. 6) (Wilks 2011): 
       
               
 
   
        
  
           
  
   
 (7) 
 
Finally, the capacity of the SDSM in simulating intensities of mean surface air temperature and 
precipitation is verified through quantile–quantile plots. The so called Q-Q plot is a graphical 
method for comparing two probability distributions by plotting two quantiles against each other.  
This informative metric is useful in evaluating the model capacity in simulating extremes (Wilks 
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2011) and has been often applied in SDSM validations (e.g., Harpham and Wilby 2005; Wilby et 
al 2006; Dibike et al 2007).  
3.2 RESULTS 
3.2.1 Set of predictors 
The selection of the most appropriated predictors is a challenging task. As described before, many 
issues concerning to candidate predictors must be taken into account, such as grid-box choice and 
lagged data. Nevertheless, this study aims to verify assumptions regarding to the use of sets of 
predictors for individual calendar months, as well as the application of site interpolated values. 
For that, the selection process is performed considering four groups of candidate predictors, 
named here as experiments:  
1. The first experiment (i.e., EXP1) is a common practice adopted in SDSM studies (e.g., 
Dibike and Coulibaly 2005; Souvignet and Heinrich 2011; Chen et al 2012) which 
considers only the candidate predictors from the grid-box overlying the target weather 
station, eleven in this case;  
2. Similar to several authors (e.g., Wilby et al 2006; Teutschbein et al 2011; Mullan et al 
2012), the second experiment (i.e., EXP2) comprises predictors from several grid-boxes, 
site interpolated and lagged data. In total, 957 candidates predictors are evaluated (i.e., 11 
large-scale variables * 29 sites * 3 lagged and non-lagged data) 
3. The third experiment (i.e., EXP3) considers the same amount of candidate predictors as 
the second experiment; however, for each individual calendar month. In SDSM, the 
regression model is usually set as monthly. That means that the model coefficients vary 
for each calendar month but the set of predictors remains the same. Whereas in the third 
experiment each calendar month has a set of predictors that is independent from other 
calendar months; 
4. In the fourth experiment (i.e., EXP4), candidates are restricted to site interpolated 
predictors only (i.e., eleven).  
The selection of predictors is mainly related to the deterministic part of the model. During the 
calibration, it is desired that the regression model should explain the variance of the predictand at 
the uppermost rates. The capacity of the deterministic part of the SDSM in reproducing the mean 
surface air temperature and precipitation observations is explored for all four sets of predictors. 
Moreover, due to non-stationarities of the climate, it is important to check the capacity of the 
regression model in simulating an independent period. The level of stationarity of the predictor-
predictands relationship is assessed by considering both the calibration (1971-2000) and the 
validation (2001-2010) period. 
3.2.1.1 Mean surface air temperature  
The Table 3-4 describes the results of the four experiments in reproducing the mean surface air 
temperature of the station of Brasília-INMET for the period of 1971-2000. The EXP3 and EXP4 
simulate the lowest errors and highest correlations. The high performance of EXP3 was expected 
due to more detailed selection of predictors. Right after, the EXP4 performs satisfactory results 
for all months, with top scores in five months. Although the EXP1 simulates the best score in only 
a single month, results are equivalent to EXP3 and EXP4. Apart from April, the EXP2 performs 
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the poorest results. Similar results were obtained for the validation period (Table 3-5). 
Nonetheless, in few occasions the EXP1 show the lowest errors (e.g., August) and highest 
correlation (e.g., August, October and December).  
Table 3-4: Monthly root mean square error (RMSE) and Pearson’s correlation (CORREL) values for four 
different predictor’s selection experiments for the downscaling of mean surface temperature of Brasília-
INMET station. Values correspond to the calibration period of 1971-2000. The lowest RMSE and highest 
CORREL are highlighted in light blue.  
 
 EXP1  EXP2  EXP3  EXP4 
Month  RMSE CORREL  RMSE CORREL  RMSE CORREL  RMSE CORREL 
Jan  0.91 0.777  1.00 0.723  0.91 0.777  0.91 0.778 
Feb  0.94 0.737  1.08 0.636  0.90 0.763  0.93 0.743 
Mar  0.86 0.704  0.94 0.633  0.79 0.754  0.85 0.707 
Apr  0.81 0.736  0.86 0.704  0.87 0.693  0.81 0.742 
May  0.91 0.779  1.04 0.697  0.95 0.751  0.90 0.781 
Jun  0.95 0.763  1.12 0.644  0.99 0.731  0.95 0.760 
Jul  0.97 0.803  1.05 0.765  0.89 0.840  0.97 0.803 
Aug  1.08 0.823  1.26 0.749  1.05 0.836  1.08 0.823 
Sep  1.39 0.690  1.44 0.660  1.30 0.739  1.37 0.700 
Oct  1.22 0.771  1.40 0.680  1.26 0.754  1.22 0.771 
Nov  0.98 0.778  1.19 0.644  1.02 0.755  0.97 0.779 
Dec  0.93 0.715  1.06 0.602  0.88 0.749  0.92 0.721 
Table 3-5: Monthly root mean square error (RMSE) and Pearson’s correlation (CORREL) values for four 
different predictor’s selection experiments for the downscaling of mean surface temperature of Brasília-
INMET station. Values correspond to the validation period of 2001-2010. The lowest RMSE and highest 
CORREL are highlighted in light blue. 
 
 EXP1  EXP2  EXP3  EXP4 
Month  RMSE CORREL  RMSE CORREL  RMSE CORREL  RMSE CORREL 
Jan  0.90 0.755  1.03 0.658  0.94 0.729  0.89 0.756 
Feb  0.97 0.696  1.26 0.543  0.91 0.746  0.97 0.702 
Mar  0.85 0.630  1.04 0.511  0.82 0.660  0.84 0.644 
Apr  0.74 0.719  0.85 0.633  0.88 0.623  0.72 0.737 
May  0.91 0.799  1.19 0.674  1.05 0.735  0.85 0.802 
Jun  1.11 0.640  1.26 0.479  1.06 0.640  1.11 0.643 
Jul  1.24 0.847  1.32 0.828  1.11 0.872  1.22 0.851 
Aug  1.09 0.847  1.40 0.752  1.30 0.846  1.13 0.845 
Sep  1.48 0.732  1.54 0.684  1.39 0.750  1.46 0.723 
Oct  1.27 0.813  1.43 0.759  1.28 0.801  1.27 0.800 
Nov  1.03 0.736  1.30 0.552  1.10 0.689  1.01 0.740 
Dec  1.09 0.782  1.34 0.679  1.04 0.781  1.07 0.781 
3.2.1.2 Precipitation 
The capacity of the four experiments in simulating monthly precipitation is displayed for the 
calibration (Table 3-6) and validation period (Table 3-7). Overall, the EXP1 expresses the lowest 
number of top scores (i.e., lowest errors and highest correlation), but not always the poorest 
results. A part from June, the EXP2 simulates well in most of the cases, particularly for April and 
May. Although a much more comprehensive set of candidate predictors, the EXP3 presents the 
best scores only for the rainy months during the calibration period, while May and June in the 
validation period. The EXP4 presents not always the best but consistent scores in both periods 
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analysed. Except for August in the 1971-2000’s period and May in the 2001-2010’s period, 
differences in the results between the two periods suggest that the stationarity of the predictor-
predictands relationship implies to different predictive skill under future conditions.   
The outcome is partly consistent with other studies (e.g., Wilby and Wigley 2000; Brinkmann 
2002; Crawford et al 2007) which demonstrated that the grid-box overlying the local observation 
does not necessarily provide the best predictive skill. On the other hand, the results obtained here 
suggest that site interpolated values have the potential to increase the model skill. However, by 
less than 30% explained variation (i.e., correlation coefficient of 0.55) the stochastic component 
of SDSM superimposes the deterministic. In all cases, the deterministic component did not 
achieve the reasonable rate in simulating precipitation amounts and, therefore, the model 
essentially becomes a weather generator (Wilby et al 1999; Chen et al 2011). It is important to 
highlight that the simulation of precipitation amounts is conditional to the estimation wet-day 
occurrence. Usually, the deterministic model is able to better reproduce of wet-day occurrence 
than rainfall amounts but for the experiments tested here explained variance still lies below 30%.   
Table 3-6: Monthly root mean square error (RMSE) and Pearson’s correlation (CORREL) values for four 
different predictor’s selection experiments for the downscaling of precipitation of Brasília-INMET station. 
Values correspond to the calibration period of 1971-2000. The lowest RMSE and highest CORREL are 
highlighted in light blue.  
 
 EXP1  EXP2  EXP3  EXP4 
Month  RMSE CORREL  RMSE CORREL  RMSE CORREL  RMSE CORREL 
Jan  13.03 0.229  13.03 0.232  12.74 0.290  12.95 0.247 
Feb  12.10 0.250  12.04 0.266  11.95 0.280  12.03 0.264 
Mar  11.96 0.229  11.76 0.275  11.82 0.263  11.84 0.253 
Apr  11.31 0.135  11.14 0.185  11.29 0.152  11.20 0.166 
May  5.37 0.098  5.31 0.132  5.28 0.132  5.36 0.102 
Jun  2.49 0.075  2.56 0.068  3.10 0.054  2.47 0.051 
Jul  3.81 0.053  4.32 0.033  3.83 0.082  3.82 0.045 
Aug  4.19 0.101  3.87 0.194  3.82 0.200  3.95 0.170 
Sep  5.84 0.181  5.90 0.186  5.86 0.240  5.85 0.186 
Oct  12.11 0.174  12.10 0.175  11.99 0.207  12.14 0.169 
Nov  13.60 0.186  13.64 0.178  13.42 0.235  13.71 0.165 
Dec  12.83 0.118  12.77 0.135  12.59 0.178  12.86 0.111 
 
  
Statistical Downscaling 
48 
 
Table 3-7: Monthly root mean square error (RMSE) and Pearson’s correlation (CORREL) values for four 
different predictor’s selection experiments for the downscaling of precipitation of Brasília-INMET station. 
Values correspond to the validation period of 2001-2010. The lowest RMSE and highest CORREL are 
highlighted in light blue.  
 
 EXP1  EXP2  EXP3  EXP4 
Month  RMSE CORREL  RMSE CORREL  RMSE CORREL  RMSE CORREL 
Jan  10.66 0.224  10.44 0.270  10.84 0.203  10.56 0.231 
Feb  13.79 0.260  13.71 0.270  14.28 0.150  13.56 0.285 
Mar  12.41 0.176  12.40 0.188  12.59 0.141  12.22 0.208 
Apr  14.03 0.241  13.77 0.301  14.28 0.147  13.86 0.273 
May  3.663 0.093  3.63 0.049  3.71 0.066  3.61 0.074 
Jun  0.864 0.025  1.18 0.146  2.28 0.080  0.86 0.063 
Jul  1.482 -0.001  2.01 -0.007  1.36 0.046  1.32 0.022 
Aug  5.069 0.119  5.07 0.162  4.99 0.182  4.88 0.241 
Sep  4.931 0.198  5.02 0.214  5.06 0.175  4.86 0.246 
Oct  12.21 0.236  12.21 0.225  12.32 0.222  12.14 0.247 
Nov  11.74 0.155  11.67 0.160  12.28 0.084  11.67 0.170 
Dec  14.26 0.217  14.25 0.219  14.82 0.198  14.47 0.162 
3.2.2 Model parameterization 
In summary, the statistical measures show that all experiments tested are equivalent and 
differences may not be sufficient to considerably affect the downscaling performance, as 
suggested by Dibike et al (2007). Overall, the EXP4 demonstrates a potential to increase the 
explanatory power of the deterministic model. Since this procedure has not been applied in any 
study using SDSM, the parameterization of the EXP4 is used here for the downscaling of GCM 
projections.  
Rising from the EXP4, the set of large-scale variables used as predictors for mean surface air 
temperature and precipitation is displayed in Table 3-8. Mean surface air temperature is driven by 
mean sea level pressure (mslp), zonal velocity at 500hPa (p5_u), specific humidity at 500hPa 
(s500) and mean temperature at 2 meters (temp) as well as the autoregression term. Precipitation 
variance is better explained by zonal velocity at 500hPa (p5_u) and specific humidity at both 
500hPa (s500) and 850hPa (s850). In principle, all predictors used are physically related to the 
concerning predictand. The ‘mslp’ reflects the atmospheric pressure systems (high/low) which 
induce different weather types. For instance, high pressure systems are usually associated to 
stable weather while low pressure systems bring unsettled weather (Oke 1992; Cavalcanti 2009).  
Moreover, the climate variability in Central Brazil is conditional to Amazonian atmospheric 
circulation system. As described in section 2.2.1, low-level winds coming from the Amazon basin 
converge to the southeast due to Andes Cordillera bringing increasing temperature and humidity 
to Central Brazil (Rao et al 1996; Vera et al 2006). The temperature at surface and specific 
humidity are intrinsic connected whilst the west–east direction of air flows are reflected by the 
zonal velocity predictor. Nevertheless the selected predictors are in close agreement with other 
studies (e.g., Dibike and Coulibaly 2005; Harpham and Wilby 2005; Maraun et al 2010; Mullan et 
al 2012). The detailed parameterization settings are presented in the Table 3-8. Moreover, future 
projections in SDSM are driven by predictors variables derived from GCMs. Following the 
assumptions of perfect prog(nosis) approach, its application is justified if the variables are 
realistically represented by the climate models (Flato et al 2013). In a general evaluation, Gleckler 
et al (2008) demonstrate that the performance of climate models is very distinct but, in all cases, 
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the multi-model ensemble median is the most reliable estimate. In other words, although the full 
set of predictors aimed is not well simulated by a single model, the use of an ensemble of GCMs 
should guarantee the reliability of predictors in simulating future local climate.  
Table 3-8: Settings of the SDSM model applied in this study for the downscaling of mean surface air 
temperature and precipitation. 
Setting Mean surface air temperature Precipitation 
Predictors mslp, p_5u, s500, temp, auto p_5u, s500, s850 
Autoregressive term yes no 
Grid-box/site Site interpolated Site interpolated 
Model type Monthly Monthly 
Process Unconditional Conditional 
Event threshold no* 1 mm 
Transformation none* Inverse normal 
Variance Inflation 12* 12* 
Bias correction 1* 1* 
Calibration period 1971-2000 1971-2000 
*  model default 
3.2.3 Validation 
3.2.3.1 Mean surface air temperature  
The performance of the calibrated model was assessed by comparing synthetic time series of 20 
ensemble members with the observations for the period 2001–2010. The annual cycle of mean 
surface air temperature is well simulated by the model. The Figure 3-4.a illustrates that 
simulations underestimate the observation in May, June, July, August and September; however, 
differences are less than 0.5 °C. In summary, the measures of errors and correlation coefficient 
show close agreement between observed and simulated data. Validation measures reveal that the 
variance of mean surface air temperature is well simulated by the model (Figure 3-4.b). Slightly 
overestimations arise from January to June; while, in a similar magnitude, the observation is 
underestimated in December.  
 
Figure 3-4: The annual cycle of a) mean surface air temperature and b) variance of mean surface air 
temperature for the validation period 2001-2010. Comparison between observation (i.e., red) and the 20 
ensemble members simulated by SDSM using the NCEP/NCAR reanalysis data (i.e., green). Measures of 
errors and correlation coefficient are displayed in the box at the top right corner of each plot. Comparisons 
of individual ensemble member with the observation are represented in terms of range of values (i.e., 
minimum and maximum). 
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The monthly interannual variability of both mean and variance are well simulated along the 
period of 2001-2010. The Figure 3-5 illustrates the satisfactory measure of errors and correlation 
between observation and simulations. As also shown before, the Figure 3-5.a confirms that the 
model presents a negative bias in synthesizing mean surface air temperature for cold months. The 
variance is usually overestimated; however, many peaks are often captured by the model (Figure 
3-5.b).  
 
Figure 3-5: Monthly interannual variability of a) mean surface air temperature and b) variance of mean 
surface air temperature for the validation period 2001-2010. Comparison between observation (i.e., red) and 
the 20 ensemble members simulated by SDSM using the NCEP/NCAR reanalysis data (i.e., green). 
Measures of errors and correlation coefficient are displayed in the box at the top right corner of each plot. 
Comparisons of individual ensemble member with the observation are represented in terms of range of 
values (i.e., minimum and maximum). 
The capacity of the model in simulating the magnitude of mean surface air temperature is 
represented by the Q-Q plot. A perfect representation of the observed data would have all points 
falling on the 1:1 diagonal line. The Figure 3-6 indicates that the simulated daily mean surface air 
temperature (i.e., 20 ensemble members) corresponds well to the observation through most of its 
range. The simulations seem to underestimate temperature in most of the quantiles, particularly 
the extreme values. Although the tails of the distributions show some discrepancies between the 
ensemble members, the simulated ensemble members are usually close to the observations. For 
instance, the lowest quantile of the observation distribution is about 17.1 °C, while the respective 
quantile for the simulations vary from 16.0 °C to 16.3 °C depending on the ensemble member.  
As explained in the section 3.1.1, the stochastic module is dependent on the inability of the 
regression model in simulating the observations. The stochastic component relies on the 
probabilistic distribution of the errors of the regression model. The greater the errors of the 
regression model, the larger the spread of the distribution of the probabilistic model. Extreme 
values are usually poorly represented by linear regression models (IPCC 2001; Fowler et al 2007; 
Maraun et al 2010) and therefore the discrepancy between the ensemble members of SDSM is 
high. In fact, the stochastic component of SDSM reflects the errors of the regression component 
which can be clear visualized through Q-Q plots. Overall, the results obtained in the validation of 
mean surface air temperature are satisfactory. Outcomes are consistent with other studies (e.g., 
Hessami et al 2008; Chu et al 2009; Samadi et al 2012) and the SDSM parameterization obtained 
is recommended for the downscaling of projections derived from GCMs. 
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Figure 3-6: Q-Q plot between daily observed and simulated mean surface air temperature for the period 
2001-2010. Simulations includes the 20 ensemble members generated by SDSM using the NCEP/NCAR 
reanalysis 1 data 
3.2.3.2 Precipitation  
The annual cycle of precipitation totals is satisfactorily represented by the model 
parameterizations. The Figure 3-7.a shows that the model tends to overestimate the precipitation 
amounts in January and March; while April shows substantial underestimation of the simulations. 
The lack of model capacity in simulating rainfall amounts is more evident while looking at the 
monthly variance (Figure 3-7.b). Although the model is able to capture the variance in most of the 
months, the model shows a relative high uncertainty in representing rainy months (i.e., January, 
February, March, November and December). In April, the model fails in simulating the variance 
and consequently the total rainfall is affected. On the other hand, the model is able to reproduce 
very well the percentage of wet days (Figure 3-7.c) and maximum number of consecutive dry 
days (Figure 3-7.f), including in April. Two indices (i.e., R5D and CWD) show some 
inconsistencies between simulations and observation in the rainy months and April. The measures 
of errors and correlation coefficient confirm that the model was generally able to reproduce the 
R5D but with relative high disagreement between the ensemble members (Figure 3-7.d). While 
the model overestimates the maximum number of consecutive wet days (CWD) in November and 
December (Figure 3-7.e).  
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Figure 3-7: The annual cycle of precipitation in terms of a) total accumulated and b) variance as well as 
precipitation indices: c) percentage of wet days (PWD), d) maximum total accumulated rainfall in 5 days 
(R5D), e) maximum number of consecutive wet days (CWD) and f) maximum number of consecutive dry 
days (CDD) for the validation period 2001-2010. Comparison between observation (i.e., red) and the 20 
ensemble members simulated by SDSM using the NCEP/NCAR reanalysis data (i.e., green). Measures of 
errors and correlation coefficient are displayed in the box at the top right corner of each plot. Comparisons 
of individual ensemble member with the observation are represented in terms of range of values (i.e., 
minimum to maximum). 
The model is able to reproduce well the monthly interannual variability of observed precipitation. 
The monthly totals are illustrated in the Figure 3-8.a. The observed variance is also well captured 
by simulations, even under high peaks such as at the end of 2006 (Figure 3-8.b). The measures of 
errors and correlation show the capacity of the model in representing the interannual variability of 
both total and variance of rainfall. However, inconsistencies between the ensemble members 
reveal that the model is susceptible to substantial uncertainties.  
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The main reason is the fact that the precipitation model works mainly as a stochastic weather 
generator due to limitations of the regression module. The stochastic component of SDSM is able 
to well generate precipitation amounts but with the cost of high uncertainties.  
The percentage of wet days is the index that is better simulated by the model in terms of monthly 
interannual variability (Figure 3-8.c). Measures of errors are relatively low and correlation 
coefficient is sufficiently high to demonstrate the consistency of the model in representing the 
observation. Extreme precipitation indices, such as maximum total accumulated precipitation over 
5 days (R5D), usually demands more capacity of downscaling models (Wilby and Dawson 2013). 
Here, the model was in general able to reproduce the observed R5D (Figure 3-8.d). The model is 
also capable to represent the persistence of events. The maximum number of consecutive wet 
days is overestimated (Figure 3-8.e) but the measures of errors shows that the discrepancies 
between simulations and observation are not high. The model reproduces fairly well the 
persistency of dry periods (Figure 3-8.f). The correlation coefficient is high and measures of 
errors are satisfactory, for instance the poorest simulation shows an average bias of less than one 
day.   
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Figure 3-8: Monthly interannual variability of precipitation in terms of a) total accumulated and b) variance 
as well as precipitation indices: c) percentage of wet days (PWD), d) maximum total accumulated rainfall in 
5 days (R5D), e) maximum number of consecutive wet days (CWD) and f) maximum number of 
consecutive dry days (CDD) for the validation period 2001-2010. Comparison between observation (i.e., 
red) and the 20 ensemble members simulated by SDSM using the NCEP/NCAR reanalysis data (i.e., 
green). Measures of errors and correlation coefficient are displayed in the box at the top right corner of each 
plot. Comparisons of individual ensemble member with the observation are represented in terms of range of 
values (i.e., minimum and maximum). 
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Concerning to intensity of precipitation, the Q-Q plot shows a good agreement between the 
simulated quantiles against the observed quantiles (Figure 3-9). The model tends to underestimate 
the daily observation as the rainfall amounts increases. With a focus on the tail of the distribution, 
the limitation of the model is more evident when a rainfall event exceeds 30 mm. Uncertainties 
become more apparent while simulating rainfall over 40 mm. In this quantile, the range of model 
uncertainty is around 5 mm, whereas ca. 10 mm in the highest quantile. Overall, the relative 
uncertainty relies on ca. 20% of the quantile value. In spite of the considerable model 
uncertainties in simulating extreme rainfall, the range of ensembles still capture the observation. 
Moreover, the relative uncertainty produced by the model seems to be satisfactory for modelling 
discharge and suspended sediments of rivers in DF (Strauch et al 2012; Strauch et al 2013) 
confirming, therefore, the model capability in generating precipitations for this specific issue. 
In summary, the rainfall was satisfactorily simulated by the model. The model uncertainty is more 
evident while simulating high amounts of rainfall due to the stochastic component of the model 
superimposing the deterministic. Nevertheless, the results obtained here are in close agreement 
with other studies (e.g., Diaz-Nieto and Wilby 2005; Harpham and Wilby 2005; Chen et al 2012). 
Although the applicability of the model parameterizations achieved in this work also depends on 
the sensitivity of the systems been analysing, the model shows satisfactory consistency and 
reliability for its application in hydrological impact studies in DF.  
 
 
 
Figure 3-9: Q-Q plot between daily observed and simulated precipitation for the period 2001-2010. 
Simulations include the 20 ensemble members generated by SDSM using the NCEP/NCAR reanalysis data. 
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3.2.4 The added value of SDSM 
The downscaling is justified when GCM projections are unrealistic at the spatial scales of interest.  
In essence, the added value is confirmed if the downscaled simulation agrees better with the 
observations than the host GCM (Flato et al. 2013; Hewitson et al 2014). The added value of the 
SDSM was estimated for monthly mean surface temperature and precipitation for the period of 
1980-1999. The coarse-resolution historic simulations (i.e., 20C3M) from the GCMs were 
interpolated to the station of Brasília-INMET using the method of Jones (1998). A relatively 
skilful simulation should agree with observations in both the pattern and amplitude of variability. 
The linear Pearson’s correlation coefficient and variance, or standard deviation, are useful 
statistical measures to assess model skill. The Taylor diagram allows visual comparison of 
simulations relative to observations. The similarity between simulated and observed series is 
quantified in terms of their correlation, their centred root-mean-square difference and the 
amplitude of their variations which are all summarized by a single point on a plot (Taylor 2001). 
These diagrams are useful in measuring the relative skill of many different simulations and have 
been applied in several ways in numerous studies (e.g., Gleckler et al 2008; Flato et al 2013; 
Barfus and Bernhofer 2014). Here, the Taylor diagram is used to identify the skill of two sets of 
simulations, in this case the coarse-resolution GCMs and downscaled simulations using SDSM.  
The level of correlation of SDSM simulations is equivalent to the GCMs projections (Figure 
3-10). In some occasions the coarse-resolution projections slightly outperforms the downscaled 
simulations. The temporal variability (expressed in terms of standard deviation) of mean 
temperature is overestimated in both cases; however, the downscaling tends to approximate 
projections to observations (Figure 3-10.a). Likewise, the precipitation variability is well captured 
by several GCMs but the SDSM simulations are more consistent (Figure 3-10.b). In general, the 
downscaling method demonstrates a relative higher skill in simulating observed mean temperature 
and precipitation comparing to the raw GCM projections. There is no substantial added value of 
the downscaling in terms of correlation but, as expected, the amplitude of variability (i.e., 
standard deviation) is better represented. In summary, both present the same level of accuracy but 
the downscaled set is more precise. The application of the SDSM may add substantial value to 
future projections and its application is justified through the results obtained here. However, the 
evaluation taken is limited. Although the model is not calibrated with GCMs, the period 
considered in this investigation is within the training’s period and thus the model is expected to 
perform better than for independent periods. Nevertheless, the analysis contemplates a specific 
metric and therefore a more detailed investigation on the added value of the SDSM, such as for 
specific seasons, is recommended.  
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Figure 3-10: Taylor diagrams displaying a statistical comparison of observations (Brasília-INMET) with 
CMIP3 projections (red dots) and SDSM estimates (blue dots) of monthly a) mean surface air temperature 
and b) precipitation. 
3.2.5 Local climate change projections 
Once the downscaling model was properly calibrated and validated, the next step is to use the 
model parameterizations to produce downscaled projections derived from the GCMs. As 
previously discussed, the multi-model ensemble approach is much more robust than a single 
model simulation. The sampling of uncertainties associated to climate projections is essential to 
achieve reliable representations of future climate, including when applying a regionalization 
technique. In order to consider the major uncertainties until the downscaling procedure, several 
GCM data available at CMIP3 database are regarded here. That includes uncertainties associated 
to socio-economic scenarios and GHG and aerosols emissions (i.e., SRES scenarios) as well as 
climate model uncertainties, such as internal natural variability (i.e., runs) and model structure 
(i.e., GCMs). The uncertainty related to the stochastic module of SDSM is also taken into 
account. In total, the ensemble embraces 1140 simulations.  
The downscaled climate change projections are summarized in period change at monthly scale. 
The changes, or anomalies, are the differences between the future projections (i.e., SRES) and the 
historic run (i.e., 20c3m), both from the same GCM. Averaging over long time periods can reduce 
internal variability in the model response. The 30-year climatological period is the most 
traditional; however, due to the transient nature of the simulations and the larger size of the 
ensemble the 20-year period is preferred when deriving climate change projections (Meehl et al 
2007). Unsurprisingly, the database provided by CMIP3 embraces a 20-year period (i.e., 2046-
2065) and hence the reference period should follow the same span.  Recent studies using CMIP5 
database consider the 1986-2005’s period as baseline; however, the CMIP3 database do not 
provide historic simulations (i.e., 20C3M) beyond the year 2000. Alternatively, several studies 
have applied the period of 1980-1999 as reference for comparisons against future projections and, 
although less updated, it is claimed to represent the current climate as well (Collins et al 2013b).  
The level of uncertainties of the period changes is illustrated through box plots and whiskers. The 
box plot represents the interquartile range (IQR), while whiskers indicate the variability outside 
the upper and lower quartiles. The median is designated by the bar inside the box. Analogous to 
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PDFs, this descriptive statistic can assist the identification of the most likely changes (i.e., IQR) 
as well as the range of uncertainties (i.e., whiskers) of the ensemble of projections (Wilks 2011).  
The detection of trends is also of remarkable interest in water resource management.  However, 
the analysis of trends using inappropriate periods can be masked by the natural variability of the 
climate. What might appear a trend can be part of a multidecadal oscillation that cannot be clearly 
identified due to the assumed time length and interval. The WMO (2011) recommends trend 
analysis using periods of at least 30 years long. Since projections are limited to the 20-years 
period of 2046-2065, the analysis of trends was neglected in this study. The following sections 
demonstrate the downscaled future changes in mean surface air temperature and precipitation for 
the station of Brasília-INMET.  
3.2.5.1 Mean surface air temperature  
The projected future changes in mean surface air temperature show a substantial agreement in 
warming climate (Figure 3-11.a).  For all months, more than 80% of the ensemble members 
project increasing temperature. The ensemble median and spread reveal that changes might be 
more considerable in April, May, Jun, July, August, November and December. On average, mean 
surface air temperature of the 20-year period of 2046-2065 is expected to be 0.8 °C higher than 
the reference period of 1980-1999. The variance of mean surface air temperature should increase 
as well but the changes are more uncertain than for the mean state (Figure 3-11.b). The high 
agreements in the sign of change between the simulations (more than 75%) were shown in 
January, February, March and December. In general, the variance is likely to increase in not more 
than 0.5 °C. 
The projected changes in mean temperature obtained in this study are consistent with other studies 
taken for Brazil. The PBMC (2012) reports an increase of about 1 °C in annual mean temperature 
in the Cerrado region until 2040. For a similar period of analysis (i.e., 2040–2070), Torres and 
Marengo (2013) show a very likely temperature increase from 1.5 to 2 °C depending on the 
scenario and season considered. Projections derived directly from the GCMs suggest an increase 
in mean surface temperature in DF as well. According to Borges et al (2014b), the mean 
temperature anomalies for the 10-year period of 2041-2050 range from 0.8 K to 2.9 K. Regional 
projections at 0.5 degree resolution provided by the Climate Wizard portal (see 
http://www.climatewizard.org/) reveal a similar increase in temperature for the 2046-2065 period 
while compared to 1961-1999. These findings are more severe than the downscaled projections 
suggesting that the statistical downscaling procedure add local information to the estimation of 
future climate. However, the study of Borges et al (2014b) and regional projections available at 
the Climate Wizard portal consider different time periods, GCMs and domain area; and therefore 
a direct comparison is impracticable.  
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Figure 3-11: Changes in monthly a) mean surface air temperature and b) variance of mean surface air 
temperature. The box plot (IQR) and whiskers represent the full ensemble range (i.e., 1140 simulations). 
3.2.5.2 Precipitation  
The Figure 3-12 shows the monthly changes of total precipitation, variance and related indices. 
The total precipitation (Figure 3-12.a) is expected to increase in the rainy months as well as in 
transitional months (i.e., January, February, March, April, September, October, November and 
December). In spite of the high spread of the ensemble, there is a clear agreement between the 
projections on a positive change. For instance the IQR and the upper quartile (ca. 75% of the 
bandwidth) are placed over the positive change zone in most of the months. Positive changes are 
also identified for the variance of precipitation (Figure 3-12.b) but the level of agreement in the 
sign of change is lower than for total precipitation. Although high uncertainties in the level of 
change, the percentage of wet days (PWD) is likely to increase for all months (Figure 3-12.c). 
Consistent positive changes in R5D are verified for January, February, March, April, September 
and October (Figure 3-12.d). The persistence of wet events (i.e., CWD) demonstrated high 
agreement in positive changes (Figure 3-12.e).  Analogous, the persistence of dry events (CDD) is 
expected to diminish, more likely in January, February, March, April and December (Figure 
3-12.f). Known as dry months, June, July and August also show a decrease in CDD but the 
changes are neither substantial (less than 3 days) nor consistent (less than 75% of ensemble 
agreement in the sign of change). All rainfall indicators demonstrate a consistent increase of 
precipitation in April and September. Known as transitional months, results suggest an extension 
of the rainy period and consequently a shortening of the dry period. In order to enforce this 
statement, a more detailed analysis is required.    
Previous studies (Marengo et al 2009b; Marengo et al 2009a; PBMC 2012; Torres and Marengo 
2013; Reboita et al 2014) report that precipitation change in Central Brazil is more likely only by 
the end of the 21
st
 century. Nevertheless, these studies suggest a decrease of rainfall and more 
severe dry events. The findings of Borges et al (2014b) also contradict the downscaled 
projections. A part from the low consistency in the sign of any change in precipitation, 
consecutive dry days is, at some extent, expected to increase until 2050. Changes in R5D agree 
with the downscaled projections but the signal is still unclear. Regional projections available at 
the Climate Wizard portal also confirm precipitation changes in DF as very uncertain, even in the 
sign of change. 
The annual variability of precipitation in Central Brazil is strongly influenced by the SACZ and 
associated LLJ (Carvalho and Jones 2009). Recent studies suggest increasing frequency of the 
LLJ over South America and intensification of precipitation caused by SACZ (Soares and 
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Marengo 2009; Seth et al 2009). Additionally, a southward displacement of SACZ was identified 
in projections of CMIP3 and CMIP5 models. This geographic shift would lead to possible 
reductions of rainfall in DF but the level of confidence on the shift of the SACZ is still not 
satisfactory (Christensen et al 2013). Nevertheless, the fact that DF is located on the border of this 
shift may explain the low agreement between CMIP3 projections in the sign of precipitation 
change as demonstrated by Borges et al (2014b). 
The results obtained in this study are, at some extent, contradictory to earlier investigations. 
However, previous analyses focus on distinct periods and the domain area is often averaged over 
large regions. Without a common framework, direct comparisons are unfeasible. Nevertheless, the 
statistical downscaling model applied seems to add information to the projections of future 
climate which are not reflected in the projections derived from the GCMs. Nevertheless, this is 
only the initial assumption and systematic investigations on the added value of the downscaling 
method are required.  
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Figure 3-12: Changes in monthly a) total accumulated and b) variance of precipitation as well as rainfall 
indices: c) percentage of wet days (PWD), d) maximum total accumulated rainfall in 5 days (R5D), e) 
maximum number of consecutive wet days (CWD) and f) maximum number of consecutive dry days 
(CDD). The box plot (IQR) and whiskers represent the full ensemble range (i.e., 1140 simulations). 
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3.2.6 Communication of climate change 
Large ensembles are undoubtedly preferable but they are often associated with massive amount of 
data which are of limited application in hydrological impact assessments. Since impact modellers 
are interested in assessing the sensitivity of systems to climate change, an alternative is to 
summarize the outcomes in terms of ‘climate scenarios’ (see section 2.3.3.2.2), here defined as 
representative regional climate change scenario (RCS). The RCSs are derived from a subset of 
projections that are most likely and projections that have lower likelihood but high impact. 
Namely, one should use projections equivalent to both the central tendency and spread of the full 
ensemble set. This can be achieved by assessing the ensemble distribution of variables of interest, 
for instance temperature and precipitation. However, the RCS should assume an internally 
consistent set of climatological relationships. That means, for each projection of precipitation 
there is an associated simulation of temperature. A practical way to identify relevant projections is 
to match the distribution of both temperature and precipitation in a scatter plot. Subsequently, the 
projections are categorized according to the percentiles intended (i.e., 10
th
, 50
th
 and 90
th
 
percentiles). The representative projections are communicated in five distinct RCSs: Cold/Wet, 
Cold/Dry, Hot/Wet, Hot/Dry and Central Tendency. Similar approaches have been applied in 
several hydrological impact studies (e.g., Stainforth et al 2007; Salathe et al 2007; Kling et al 
2012; Brekke et al 2014).  
The Figure 3-13 shows a scatter plot between mean surface air temperature changes and 
precipitation changes at annual scale. For impact assessments, it is recommended to use a cluster 
of projections (i.e., 10 simulations) in order to minimize the impact of internal variability from 
one single simulation (Brekke et al 2014). The Table 3-9 describes the projections representing 
each RCS. The Cold/Wet scenario shows, in average, an increase of +0.5 °C in mean surface 
temperature and +37% in annual precipitation.  The Cold/Dry scenario suggests also an increase 
of ca. +0.5 °C in temperature and precipitation is expected to increase in more than +14%. The 
Hot/Wet scenario indicates substantial increase in annual temperature of about +1.1 °C and +39% 
for precipitation. The Hot/Dry scenario indicates temperature increase similar to the last scenario 
while precipitation should increase, at least, +10 %. The most likely scenario (i.e., Central 
Tendency) suggests an increase of +0.8 °C in annual mean surface temperature and +27% in 
annual precipitation.  In summary, all scenarios show a hotter and wetter climate for the period of 
2046-2065 while compared to the reference period of 1980-1999. Additionally, most of the 
projections belonging to the less severe RCS are associated with the SRES B1 scenario, what is 
consistent with the assumptions of emissions of this scenario.   
Changes in temporal variability of mean surface air temperature and precipitation are of great 
interest in hydrological studies. The RCS for variance are defined as LowT/HighP, LowT/LowP, 
HighT/HighP, HighT/LowP and Central Tendency. Low and High indicate the intensity of 
variance while T and P are mean surface air temperature and precipitation, respectively. The 
Figure 3-14 illustrates the projections of changes in variance of both mean temperature and 
precipitation.  Equivalent to the scatter plot, the Table 3-10 describes the most relevant 
projections to inform changes in the variance of mean surface air temperature and precipitation. 
The scenario LowT/HighP exhibits that annual temperature variance can decrease -0.4 °C and 
precipitation variance may increase 43 mm. The scenario showing the lowest variance for both 
temperature and precipitation (LowT/LowP) shows a decrease in temperature similar to the 
previous scenario, while annual precipitation can increase about +12 mm.  The HighT/HighP 
scenario suggests, in average, an increase of +0.7 °C in temperature and +42 mm in precipitation 
variances. The HighT/LowP scenario also shows an increase of +0.7 °C, while precipitation 
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variance may increase no less than +9 mm. The Central Tendency demonstrates that the increase 
in temperature variance of about +0.4 °C and the rising of 25 mm in precipitation are the most 
likely scenarios to be expected. Although modest values, the projected changes in variance are 
considerable when compared to the observed baseline climate. The observation for the period of 
1980-1999 shows a variance of 3.7 °C for annual mean surface air temperature and 102.6 mm for 
annual precipitation. In general, low variance is regarded to the SRES B1 scenarios, while high 
variance is often associated to SRES A2 scenarios. The results obtained are in close agreement 
with the assumptions of many authors (e.g., Meehl et al 2007; IPCC 2012; Collins et al 2013b) 
which relates the high-emissions scenarios (i.e., SRES A2) with increasing temporal variability of 
the climate.  
The Figure 3-15 includes the most representative projections of variance change in the Figure 
3-13. This scatter plot illustrates how changes in the mean state of the climate are related to 
changes in the variance. Although not equal, the projections belonging to the RCS of variance 
tend to cluster with the respective RCS of the mean state. For instance, the projections 
representing the LowT/HighP RCS are in close agreement with the Cold/Wet projections. The 
broad set of projections attained in this study (i.e., 100 simulations) should support the 
investigation of potential impacts on the water resources of Distrito Federal. Impact modellers can 
assess the response of a specific hydrological system to the downscaled climate projections 
suggested. 
 
 
Figure 3-13: Scatter plot of changes in annually averaged mean surface air temperature and precipitation for 
each projection member (2046-2065 minus 1980-1999). Each cross corresponds to a combination of GCM, 
SRES emissions scenario, initial condition (i.e., run) and ensemble member generated by the stochastic 
module of the SDSM. Coloured crosses indicate the projections (i.e., 10 members) associated to a subset of 
RCS (i.e., Cold/Wet, Cold/Dry, Hot/Wet, Hot/Dry and Central Tendency). Dotted lines are 10th and 90th 
percentiles and dashed line the 50th percentile. 
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Figure 3-14: Scatter plot of changes in annually averaged variance of both mean surface air temperature and 
precipitation for each projection member (2046-2065 minus 1980-1999). Each cross corresponds to a 
combination of GCM, SRES emissions scenario, initial condition (i.e., run) and ensemble member 
generated by the stochastic module of the SDSM. Coloured circles indicate the projections (i.e., 10 
members) associated to a subset of RCS (i.e., LowT/HighP, LowT/LowP, HighT/HighP, HighT/LowP and 
Central Tendency). Dotted lines are 10th and 90th percentiles and dashed line the 50th percentile. 
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Table 3-9: The most representative downscaled projections based on annually averaged mean surface air 
temperature and precipitation. 
RCS GCM SRES Run Member ∆T[°C]/∆P[%] 
Cold/Wet 
Mk3.0  A2 1 2       0.5/32.4 
Mk3.0  A2 1 8       0.5/31.7 
Mk3.0  A2 1 12       0.5/31.6 
Mk3.0  A2 1 13       0.5/33.7 
Mk3.0  A2 1 18       0.5/30.9 
Mk3.0  A2 1 10       0.5/33.6 
CGCM3-MR  B1 3 18       0.5/34.2 
ECHAM5-OM  B1 1 6       0.5/34.3 
ECHAM5-OM  B1 1 19       0.5/31.4 
ECHAM5-OM  B1 1 15       0.6/33.2 
Cold/Dry 
FGOALS-g1.0  B1 1 2       0.5/10.0 
CGCM3-MR  B1 1 20        0.5/9.9 
CGCM3-MR  B1 1 9        0.5/9.7 
FGOALS-g1.0  B1 1 3        0.5/9.9 
FGOALS-g1.0  B1 1 19       0.5/10.9 
BCM2.0.0  B1 1 5       0.5/10.5 
CGCM3-MR  B1 1 8        0.5/8.6 
FGOALS-g1.0  B1 2 12       0.5/11.8 
BCM2.0.0  B1 1 13        0.5/8.7 
FGOALS-g1.0  B1 2 17       0.4/10.6 
Hot/Wet 
Mk3.5 A1B 1 20       1.0/31.9 
Mk3.5 A1B 1 12       1.0/33.8 
Mk3.5 A1B 1 13       1.0/31.3 
Mk3.5 A1B 1 6       1.1/31.1 
Mk3.5 A1B 1 11       1.1/33.3 
Mk3.5  A2 1 13       1.0/30.9 
Mk3.5 A1B 1 7       1.0/34.7 
Mk3.5 A1B 1 2       1.0/30.3 
CGCM3-MR  A2 2 1       1.0/34.8 
Mk3.5  B1 1 11       1.0/32.0 
Hot/Dry 
CM2.0  A2 1 13       1.0/10.6 
CM2.1 A1B 1 2       1.0/10.1 
CGCM3-MR  A2 3 9       1.1/10.6 
CM2.0  A2 1 3        1.1/9.6 
CM2.0  A2 1 8        1.0/8.5 
CM2.0  A2 1 2       1.1/11.0 
CM2.1 A1B 1 1       1.1/10.8 
CGCM3-MR  A2 3 17       1.1/10.1 
CM2.0  A2 1 7        1.1/9.1 
CGCM3-MR  A2 3 16       1.0/12.3 
Central 
Tendency 
CM4  A2 1 11       0.7/21.2 
CGCM3-MR  A2 1 9       0.8/21.9 
CM4  A2 1 12       0.8/21.5 
CGCM3-MR  A2 1 3       0.7/21.2 
MIROC3.2-
medres 
 A2 1 17       0.7/22.1 
E-R  B1 1 1       0.7/21.4 
NGV-SXG A1B 1 8       0.8/20.6 
MIROC3.2-
medres 
 A2 1 1       0.8/22.5 
CGCM3-MR A1B 1 19       0.8/20.5 
AOM A1B 1 7       0.7/22.5 
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Table 3-10: The most representative downscaled projections based on annually averaged variance of both 
mean surface air temperature and precipitation. 
RCS AOGCM SRES Run Member ∆T[°C]/∆P[mm] 
LowT/HighP 
Mk3.0 A2 1 15      -0.2/36.0 
AOM B1 1 6      -0.2/33.9 
FGOALS-g1.0 A1B 2 5      -0.1/34.4 
AOM B1 1 9      -0.1/35.1 
Mk3.0 B1 1 9      -0.2/34.0 
CM3 A1B 1 7      -0.3/35.9 
AOM B1 1 5      -0.1/33.3 
FGOALS-g1.0 A1B 3 11      -0.3/37.3 
Mk3.0 B1 1 8      -0.1/36.2 
FGOALS-g1.0 A1B 3 7      -0.1/33.0 
LowT/LowP 
FGOALS-g1.0 B1 1 19       -0.1/6.9 
FGOALS-g1.0 A1B 2 12       -0.1/6.8 
Mk3.0 B1 1 15       -0.1/4.9 
FGOALS-g1.0 B1 1 16       -0.1/8.7 
AOM B1 1 19       -0.2/9.1 
FGOALS-g1.0 B1 1 4       -0.1/4.0 
BCM2.0.0 B1 1 1       -0.1/8.9 
BCM2.0.0 B1 1 8       -0.1/6.3 
BCM2.0.0 B1 1 5       -0.0/6.5 
Mk3.5 B1 1 5       -0.2/9.7 
HighT/HighP 
E-R A2 1 2       0.8/34.4 
E-R A1B 1 3       0.9/34.3 
E-R A2 1 1       0.9/33.7 
CM4 A2 1 19       0.7/33.7 
E-R A1B 1 17       0.7/33.5 
CGCM3-MR A2 3 18       0.7/33.6 
MIROC3.2-
medres 
A2 1 15       0.8/31.2 
E-R A1B 1 7       0.9/31.7 
E-R A2 1 20       0.8/39.3 
CGCM3-MR B1 2 4       0.6/35.3 
HighT/LowP 
E-R B1 1 3        0.8/4.9 
CGCM3-MR A2 3 8        0.8/4.8 
E-R B1 1 11        0.8/7.6 
MIROC3.2-
medres 
A2 1 7        0.8/4.7 
CM2.1 B1 1 2        0.7/5.9 
CM2.0 B1 1 15        0.8/8.0 
E-R A1B 1 12        0.7/6.0 
CGCM3-MR A2 3 20        0.7/9.1 
INGV-SXG A2 1 9        0.7/8.7 
MIROC3.2-
medres 
A1B 1 11        0.7/8.3 
Central  
Tendency 
CGCM2.3.2 A1B 1 3       0.3/21.6 
CGCM3-MR A1B 1 8       0.3/21.6 
CGCM2.3.2 A1B 1 9       0.4/21.5 
CGCM3-MR B1 1 15       0.3/21.5 
CGCM3-MR B1 2 20       0.3/20.8 
FGOALS-g1.0 A1B 1 12       0.4/20.9 
CGCM3-MR A1B 1 5       0.3/21.9 
CM3 B1 1 13       0.4/21.3 
CGCM3-MR B1 2 18       0.4/20.2 
MIROC3.2-hires B1 1 7       0.4/21.5 
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Figure 3-15: The projections of variance RCS indicated over the scatter plot of changes in annually 
averaged mean surface air temperature and precipitation for each projection member. Coloured crosses 
indicate the projections (i.e., 10 members) associated to a subset of mean state RCS (i.e., Cold/Wet, 
Cold/Dry, Hot/Wet, Hot/Dry and Central Tendency). Coloured circles indicate the projections (i.e., 10 
members) associated to a subset of variance RCS (i.e., LowT/HighP, LowT/LowP, HighT/HighP, 
HighT/LowP and Central Tendency).  
3.3 CONCLUSIONS 
3.3.1 SDSM performance 
The applied validation metrics and measures illustrate the benefits and drawbacks of the model 
whereas intended for hydrological applications in DF. The performance of SDSM was 
satisfactory in simulating historical mean surface air temperature and precipitation. Nevertheless, 
the variables selected as predictors reflect large-scale atmospheric circulation patterns that are 
physically consistent with the local weather. For instance, zonal velocity and humidity are 
associated to LLJ bringing increasing temperature and humidity from the Amazon region.  
Although not extensive, some limitations of the model were identified. For instance, the model 
underestimates mean surface air temperature in certain months. Precipitation is underestimated in 
April, probably in consequence of the high observed variance in that specific time period (2001-
2010) which was not captured by the model. Concerning to the parameterization, precipitation is 
poorly explained by the deterministic component of the model and uncertainties are reflected in 
the differences between the ensemble members produced by the stochastic component of SDSM 
(i.e., 20 members). These uncertainties are mainly associated to the simulation of extreme rainfall, 
as demonstrated by the Q-Q plot and R5D index. Differences between individual members were 
expected for precipitation due to its characteristics in displaying more “noise” arising from local 
factors which are not detected by the deterministic transfer function. Narrowing of the 
uncertainties would be possible only in case of improving the deterministic model. Nevertheless, 
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in most of the months the model is able to capture the observation and the source of uncertainties 
is anyhow transferred to the downscaling of GCMs. For instance, each large-scale future 
projection (i.e., emissions scenarios, GCMs and respective initial conditions) is downscaled into 
several realizations of local climate (i.e., 20 members).   
The most considerable drawback of any empirical downscaling method is the assumption of 
stationarity. Through a non-stationary regime of the climate due to enhanced emissions of GHGs 
and aerosols the relation between local-predictand and large-scale predictors may not remain 
constant. If the effects of large-scale atmospheric circulations in local weather change, the model 
will not reflect this. Besides the changes in atmospheric circulation features, increasing GHGs are 
expected to enhance radiative forcing.  Since radiative forcing is not included in the method’s 
choice of predictors, changes in temperature, and consequently precipitation, may not be reflected 
while applying the usual set of predictors (Hewitson et al 2013).  
A reasonable alternative is to guarantee that the model parameterizations are not dependent on a 
single group of large-scale atmospheric circulation patterns. It is recommended therefore to make 
use of additional model parameterizations considering set of predictors in which the variables are 
distinct from the main model (i.e., EXP4). For instance, if the main model considers specific 
humidity and zonal velocity, an alternative parameterization should use mean sea level pressure 
and meridional velocity as predictors. Furthermore, radiation fluxes reflecting the greenhouse 
effect, such as downwelling longwave radiation flux, should be included in the selection of 
predictors.  
The transfer function is also affected by the choice of source of large-scale observations. If the 
reanalysis product used is not able to well simulate the variables affecting local weather, the 
model will reflect this deficiency. Many reanalysis products are available and they should be used 
to test the sensitivity of the SDSM to different “perfect” boundary conditions. Nevertheless, the 
sensitivity of empirical models to the training periods is widely known. In order to account for the 
range of uncertainties concerning the calibration period, two additional model parameterizations 
should be included. For instance, a second precipitation model could be trained using only wet 
years. Conversely, a third model could be calibrated for a period with dry years, such as those 
illustrated in the Figure 3-3.  
Although extreme values are usually not well reproduced by SDSM, some calibration issues have 
not been explored yet. Extreme events can be triggered by specific large-scale weather patterns. 
When customized for particular events, the selection of candidate predictors and model 
parameterizations may add skill to the model. For instance, the transfer function can be 
conditioned to events according to a threshold of interest (e.g., 40 mm). In this case, the screening 
of predictors can identify large-scale signals associated to events over the threshold only. 
Moreover, the duration of the rainy season is a relevant aspect for the management of water 
resources in DF. The identification of shifts in the onset and offset of rainy season has not been 
explored in SDSM so far. Previously, changes in the duration of the rainy season should be 
assessed for the baseline climate. Once the process is well understood, assumptions can be done 
for a proper application of SDSM in this issue.   
Additionally, further studies should evaluate the performance of SDSM in downscaling other 
variables such as minimum and maximum surface air temperature, relative humidity and solar 
radiation. They are of great interest to water resources studies and are frequently required for 
hydrological modelling, especially maximum temperature. More localities are also required. This 
study focuses on the development of projections of climate change for a specific locality and 
projections at regional scale would therefore require more weather stations. For instance stations 
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located in areas which are representative to the physiographic features of DF or located in areas of 
interest for a specific hydrological study (e.g., Pipiripau river basin, see Strauch et al 2012; 
Strauch et al 2013).     
The general recommendation is to identify and sample all sources of uncertainties associated to 
the SDSM. The graphical user interface (GUI) of SDSM provides comprehensive and user-
friendly means to derive downscaled projections. However, testing the sensitivity of the model 
and performing downscaling with several parameterizations is limited. Furthermore the tool is 
restricted to the analysis of a single station and hence the application of several stations is a 
massive time consuming task. A proper procedure would therefore require the design of a more 
flexible tool wherein different parameterizations can be assessed and used in the generation of 
future projections for multiple stations and predictands. Nevertheless, the local physical processes 
influencing the climate variability in DF (e.g., convective rainfall) should be deeply investigated. 
The understanding of these processes may give the opportunity to explicitly improve the 
stochastic character of the tool.  
3.3.2 Local-scale climate change projections 
Downscaled climate change projections for the station of Brasília-INMET have demonstrated an 
increase in mean surface air temperature and precipitation. In general average states and variance 
are expected to increase in the 20-year period of 2046-2065 when compared to the reference 
period 1980-1999. The large ensemble applied is reflected by the uncertainties of the projections.  
Differences between projection members can vary till 2 °C and more than 200 mm for 
precipitation depending on the month. Despite the uncertainties in the order of magnitude of 
change, a common agreement in the sign of change was identified. For most of the months, more 
than 75% of the ensemble members project increasing temperature and precipitation. This is also 
reflected in the variance and precipitation indices. Wet events are expected to be more persistent 
while percentage and maximum consecutive dry days are likely to decrease. Although not fully 
investigated, results suggest an increase of the rainy period and consequently a shortening of the 
dry period. The results are partly consistent with other studies suggesting an added value of the 
downscaling technique applied.   
In summary, the SDSM adds substantial value in terms of amplitude of variability when 
compared with projections derived directly from the host GCM. Its application is justified but the 
evaluation taken is limited and therefore a more detailed analysis, such as for specific seasons, is 
recommended. 
The plotting of projections members according to their changes in mean surface air temperature 
and precipitation provides a broad overview of the range of possible future climate changes in DF. 
The most likely representations of the future climate are clustered around the median while 
projections related to the lowest and highest quantiles (i.e., 10
th
 and 90
th
) represent high potential 
impacts. The set of projections identified as representative to the ensemble range are than 
suggested to be applied in further impact assessments.    
Despite the uncertainties concerned to emissions scenarios and GCMs, the ensemble of 
projections accounts for the uncertainties associated to the regression part of the SDSM which is 
intrinsic to the stochastic simulations. The largest source of uncertainties is related to the host 
GCM but there are still some key issue concerning the uncertainties related to the downscaling 
model used. As recommended before, further studies should assess the uncertainties associated to 
parameterizations of SDSM. From that it would be possible to sample the sources of uncertainties 
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derived from emissions scenarios until the downscaling method and hence provide more reliable 
projections. The use of other techniques, such as dynamical downscaling, are strongly 
recommended and should be included in further studies in order to support, or not, the findings of 
this study. 
The RCS approach is useful manner to identify projections relevant to impact assessments. This 
study focused on changes in the average state and variance of both annual mean temperature and 
precipitation. Nevertheless, the identification of the representative projections depends on the 
specific problem to be addressed. Impact modellers may be interested in changes for specific 
months, such as rainy season, as well as in variables not addressed here (e.g., in maximum and 
minimum temperature). A closer communication between data providers and users is therefore 
recommended. 
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5 SUMMARY OF RESULTS 
The climate information is increasingly seen as a driver for impact assessments and adaptation 
decision. In most of the cases impact modellers adopt a single or few sources of climate 
information in their studies due to limited accessibility to climate information or restricted human 
resources and/or time. Moreover, understanding and extracting clear messages from a diverse and 
contradictory evidence base is a challenging task. From the climate science perspective, no single 
source of information can provide the definitive message. For instance, the baseline climate 
provides historical evidence that is likely to explain future behaviour of the climate. However, due 
to the non-linear response of the climate system to anthropogenic GHG and aerosols emissions, 
the extrapolation of ongoing trends is of limited application in hydrological impact studies. In 
spite of the spatial scale disparities, GCMs can be informative for regional applications. Their 
capacity in simulating large-scale atmospheric processes contribute to a better understanding of 
the expected changes at regional scales as well as they provide plausible predictors for driving 
projections at local/regional scales. However, the ability of GCMs in simulating the climate 
parameters relevant for hydrological studies depends on the resolution, variable of interest and 
study region. GCMs are not specifically designed for hydrological proposes and their projections 
may not be representative at catchment scale, particularly for evapotranspiration and precipitation 
(Kundzewicz et al 2007; Jiménez Cisneros et al 2014). Downscaling techniques are often used to 
bridge the resolution gap between GCMs and impact models but they are strongly sensitive to 
their intrinsic assumptions. The choice, parameterization and evaluation of a specific downscaling 
method strongly rely on the aim of the study and, consequently, the needs of the hydrological 
impact model. Therefore, achieving robust understanding of local climate changes demands a 
drawing on multiple sources (Jones 2000; Stainforth et al 2007; Hewitson et al 2014). A synthesis 
of the main outcomes concerning to climate in Distrito Federal is presented in Table 5-1. As 
demonstrated by Borges et al (2014a), period changes and trend analysis confirms a warming of 
the recent, or baseline, climate. High evidences of increasing temperature were also revealed for 
future projections. The GCM-derived projections reveal an increasing mean surface temperature 
in both trends and period changes until 2050. With a more consistent change signal than the host 
GCMs, local projections exhibit a warmer climate for the period of 2046-2065 when compared to 
the reference period of 1980-1999. Whereas temperature increase seems to be unequivocal, results 
for precipitation are more contradictory. In terms of annual precipitation, no clear evidence was 
found for the historical data while future projections shows medium evidence for direct outputs 
from GCM and high evidence for the downscaled projections. The dry period (JJA) has become 
drier in recent periods and medium evidence (i.e., GCMs), or no evidence (i.e., SDSM), of more 
severe dry periods were detected for the future. At some level of evidence, increase of 
precipitation in the rainy season (DJF) is consistent for the past and for the future. Analysis of 
extremes is still lacking for the baseline climate. Nevertheless, there is medium evidence that R5D 
should increase in the future for both large- and local-scale projections. On the other hand, the 
increase of persistence of dry events (CDD) projected by the GCMs is not consistent to the local-
scale projections.  
The change in the annual cycle of precipitation and shifts on rainy season can affect the operation 
and design of drinking water reservoirs. Longer dry events may affect the soil moisture, litter 
cover, biomass production and raise the risk of wildfires what, consequently, can increase the 
exposure and susceptibility of the soil to rainfall. Increase of precipitation extremes and soil 
vulnerability suggests an increase in rainfall erosivity that would enhance soil erosion and stream 
sediment loads (Kundzewicz et al 2007; Jiménez Cisneros et al 2014). This scenario may raise the 
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risk of loss of storage capacity and quality of reservoirs in DF. Higher temperatures may rampage 
the impacts on the water supply system of DF by increasing evaporation rates of reservoirs and 
water consume. 
Despite the distinct assumptions of methods and analysis, all three sources informs climate at 
different time periods. In general, the level of climate change signal is a function of time. The 
precipitation change signal driven by emissions scenarios is likely to be stronger only from the 
second half of the 21
st
 century (Hawkins and Sutton 2010). Until this point, most of the variability 
is related to either the internal natural variability of the climate system or due to uncertainties 
related to the numerical models (i.e., GCMs). The precipitation in the end of the last century has 
not been affected by GHG and aerosols emissions as it might be in the 21
st
 century. Additionally, 
the signal is likely to be stronger in the 2046-2065’s period (i.e., SDSM projections) than in the 
2010-2050’s period (i.e., GCM projections).  
The climate information obtained is still limited. GCMs are spatially averaged and do not account 
for local variability, while the downscaling procedure considers only one parameterization, one 
model and one station.  Since the highest the number of sources the more robust the information, 
the application of distinct techniques, such as dynamical downscaling, are strongly recommended. 
Nevertheless contradictions are important for understanding the limitations and capabilities of 
downscaling methods. Finally, although not complete, the envelope of information achieved here 
is anyhow more robust than a single source of climate information.  
  
Summary of results 
117 
 
Table 5-1: Synthesis of observed and projected future changes in mean surface air temperature, 
precipitation and extreme indices over Distrito Federal. 
   Projected 
  Baseline
1
 GCM
2
 SDSM
3
 
Mean surface 
air 
temperature 
Annual 
   
MAM 
   
JJA 
   
SON 
   
DJF 
   
Precipitation 
Annual 
   
MAM 
   
JJA 
   
SON 
   
DJF 
   
Extremes     
R5D Annual 
   
CDD Annual 
   
1 
Borges et al. 2014a; ² Borges et al. 2014b; ³ section 3.2.5 
Symbols 
 
Increasing trend or period change with high evidence  
 
Increasing trend or period change with medium evidence 
 
Decreasing trend or period change with high evidence 
 
Decreasing trend or period change with medium evidence 
 
Insufficient evidence 
 
Not analysed 
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6 GENERAL CONCLUSIONS  
In the context of the IWAS/Agua-DF project, climate is one of the main drivers affecting the 
management of water resource in Distrito Federal. Changes on the climate have the potential to 
affect water systems in a number of ways: through water available for storage, by losing storage 
capacity due erosion and sedimentation, through altered persistency of dry events and due to 
increasing water demand. Providing proper climate information for impact assessments is a 
challenging task and the level of complexity corresponds directly to the issues under the concern 
of impact modelers. The identification of the need for water-related issues in DF gives the 
foundation for deriving the climate projections addressed in this study.  
Before deriving any future projection, it is indispensable to assess the current climate conditions, 
or baseline climate. A better understanding of the regional aspects of climate was achieved and 
ongoing changes were identified given the opportunity to derive future projections. The temporal 
and spatial distribution of climatic variables over Central Brazil is consistent with large-scale 
atmospheric circulation systems coming from the Amazon basin. This supports basic assumptions 
in selecting physically plausible variables as predictors in statistical downscaling. Moreover, 
substantial warming and changes on seasonal precipitation such as more severe dry period and 
increasing rainfall in rainy season were observed in the last decades. Since the climate system has 
been already affected by GHG and aerosols emissions in the corresponding period, equivalent 
changes are expected for the future. However, the response of the climate system is not linear to 
and therefore extrapolating these trends is problematic. 
The GCMs are the most preferable tool in simulating the response of climate to anthropogenic 
activities such as GHG and aerosols emissions. Although local variability is often not well 
represented by GCMs, the outcomes give a broad view of the changes at large-scale as well as 
previous indication of climate patterns likely to be expected in DF. The analysis of projections 
from 22 GCMs exhibit a consensus of the multi-model ensemble to increasing temperature under 
any emissions scenario and all temporal scales until the middle of the 21
st
 century. Although 
slight and less consistent than temperature, the dry season is suggested to become even drier. 
Nevertheless, GCMs are not designed for hydrological models. Climate information required is of 
a spatial scale much finer than that provided by climate models and downscaling procedure are 
therefore often demanded. Hydrological models are usually sensitive to the temporal variability of 
precipitation at local scale. Statistical downscaling methods have the potential to bridge the 
mismatch between GCMs and impact models by adding local variability that is consistent with 
both the large-scale signal and local observations.  
The tool used (i.e., SDSM) is described as a hybrid of regression-based and stochastic weather 
generator. Between several downscaling approaches, the SDSM was selected mainly due to its 
plausibility as well as its computationally undemanding characteristic. In summary, the 
deterministic part of SDSM relates large-scale atmospheric circulations with local weather 
whereas the stochastic component adds the necessary small-scale variability by realizations of 
noise. The systematic calibration and validation procedures demonstrate a satisfactory capacity of 
the model in simulating the metrics relevant to the requirements of hydrological studies in DF. 
The average state and variance of mean surface air temperature and precipitation are of great 
interest to water-related studies. Nevertheless, climate change is manifest through changes in 
persistence and intensity of precipitation events and hence four indices (i.e., PWD, R5D, CWD 
and CDD) were included in this study.  
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Drawbacks of the approach were identified and, together with downscaled projections, the 
limitations here identified should be communicated to end users. Nevertheless, statistical 
downscaling methods rely completely on assumptions of stationarity which demand careful 
considerations about the selection of predictors and model parameterizations. Moreover, the 
approach adopted (i.e., perfect prog(nosis) method) is entirely dependent on the reference data 
used. Since there is no ‘true’ reanalysis product, different reference datasets should be considered 
in further works. Assessing the uncertainties associated to SDSM is limited at the available user-
interface and therefore it is recommended to develop a more flexible tool using an equivalent 
numerical model. 
Concerning to climate change projections at local scale, robust outcomes could be generated by 
sampling the full sources of uncertainties involved until large-scale projections. By using a large 
ensemble of host GCM projections, SDSM could provide local climate projections which take 
into account uncertainties from emissions scenarios till numerical representations of climate 
system.  
A large number of climate models (i.e., 18 GCMs) and emissions scenarios (i.e., SRES A1B, A2 
and B1) are considered to downscaling in order to sample the widest sources of uncertainties 
possible. In spite of the high uncertainties in the magnitude of change, most of the downscaled 
projections agree with positive changes in temperature and precipitation for the period of 2046-
2065 when compared to the reference period (i.e., 1980-1999). 
Large ensembles are preferable but are often associated with massive amount of data which are of 
limited application in hydrological impact studies. An alternative is to identify subsets of 
projections that are most likely and projections that have lower likelihood but higher impact. The 
representative projections can be communicated as Cold/Wet, Cold/Dry, Hot/Wet, Hot/Dry and 
Central Tendency. The most relevant projections are identified according to the average states and 
variance of both mean surface air temperature and precipitation. From an ensemble of 1140 
downscaled projections, the most representative simulations (i.e., 100 members) are identified and 
suggested for hydrological impact studies in DF. 
Many authors (e.g., IPCC 2001; IPCC-TGICA 2007; Hewitson et al 2014) have claimed that 
downscaled climate information must address the criteria of being plausible with the known 
dynamics of the physical system, consistent with other findings and demonstrating strong 
evidence. The approach and the downscaling method adopted fulfill these criteria; however, 
downscaled scenarios using statistical methods, such as SDSM, are sensitive to the intrinsic 
assumptions. For instance, outcomes may be strongly influenced by the reference observation 
(i.e., reanalysis) used as well as by the training period adopted. The sensitivity of projections to 
different assumptions must be investigated in further studies.  
Moreover the development of proper local/regional climate change projections demands the 
application of additional techniques which implies to an extra source of uncertainty. Although 
demanded for impact assessments and adaptation strategies, downscaling methods are still in the 
level of foundation research and there is still an opportunity to investigate the sensitivity of 
projections to different models and associated assumptions. 
This work attempts to provide valuable climate change information for hydrological studies. 
Although downscaling is often required, low resolution data may be sufficient for many 
applications. At the end, no projection is the best and a robust understanding of climate change is 
developed through the integration of multiple sources of information. Regardless the spatial 
resolution, the most essential is to appropriately sampling the range of known uncertainties.  
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Nevertheless the combination of baseline climate and large- and local-scale projections achieved 
in this study can provide an envelope of climate information for assessing the sensitivity of 
hydrological impact models. In summary, the current climate and projections agree with a 
substantial warming while increasing precipitation tends to be more consistent after the first half 
of the 21
st
 century.  
These projections sample a large number of uncertainties involved in the development of climate 
scenarios and they are recommended for testing the response of hydrological models. This task 
would give a better understand of the interactions between climate and hydrological systems. 
Before applying this information for adaptation proposes, many other steps would be required, for 
instance to assess the uncertainties involved in the downscaling process by considering additional 
methods. The uncertainties associated to the impact model should be also taken into account. 
Analogous to the downscaling process, distinct parameterizations and model numerics have to be 
incorporated before making plausible statements about future impacts.  
Given the complex nature of both the climate and hydrological systems, prospects for 
significantly reducing uncertainties are limited. The expectations of decision-makers are usually 
unlikely to be fulfilled due to the large uncertainties of impact projections. However, adaptation 
strategies have to move beyond the ‘predict-then-act’ concept and seek for a range of solutions 
under a range of impact scenarios in order to minimize regret. Decision-makers should assess the 
performance of their adaptation strategies over a wide range of plausible climate-related impacts. 
Such robust information can help identifying adaptation strategies without demanding accurate 
and precise predictions of future climate and related impacts. In the context of IWRM, a better 
understanding of the vulnerability of hydrological systems to the full range of uncertainties of 
both the climate and adaptation measures is perhaps more essential than attempting narrowing the 
uncertainties associated to climate change projections. 
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SON September, October and November 
SRES Special Report on Emissions Scenarios 
T_MEAN Mean surface air temperature 
T_VARIANCE Variance of mean surface air temperature 
temp Mean temperature at 2m 
TN90 Percent of time when minimum temperature exceeds the 90th percentile value of daily minimum 
temperature  
UFZ Helmholtz-Zentrum für Umweltforschung 
UN United Nations  
USAF/NOAA United States Air Force/National Oceanic and Atmospheric Administration 
VGLM Vector generalized linear model 
WCRP World Climate Research Programme 
WRF-Hydro Hydrological extension package of the Weather Research and Forecasting model 
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Wi Element of the conditional process (SDSM) 
Pi Predictand amount (SDSM) 
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αj Transfer function coefficient (SDSM) 
βj Transfer function coefficient (SDSM) 
tû  Standardized atmospheric variable (SDSM) 
u  Standard deviation 
tu  Original data 
u  Multiyear average of the period wanted 
R² Coefficient of determination 
r Partial correlation at 95% of confidence level 
Pday Percentage of days 
y  Average simulated data 
o  Average reference data 
Q Coefficient of significance level 
  
List of Symbols 
144 
 
  
List of author’s publications 
145 
 
LIST OF AUTHOR’S PUBLICATIONS 
Lorz C, Abbt-Braun G, Bakker F, Borges PA, Börnick H, Fortes L, Frimmel F, Gaffron A, 
Hebben N, Höfer R, Makeschin F, Neder K, Roig HL, Steiniger B, Strauch M, Walde DH, 
Weiß H, Worch E and Wummel J (2011) Die Bedeutung von Landnutzungsänderungen für 
ein integriertes Wasserressourcen-Management - Eine Fallstudie aus dem westlichen 
Zentral-BrasilienWasser / Abwasser - GWF 152(9):828-837 
Lorz C, Abbt-Braun G, Bakker F, Borges PA, Börnick H, Fortes L, Frimmel F, Gaffron A, 
Hebben N, Höfer R, Makeschin F, Neder K, Roig HL, Steiniger B, Strauch M, Walde DH, 
Weiß H, Worch E and Wummel J (2012) Challenges of an integrated water resource 
management for the Federal District, Western Central Brazil: climate, land-use and water 
resources. Environmental Earth Sciences 65(5):1363-1366 
Borges PA, Franke J, Silva FDS, Weiss H, Bernhofer C (2014) Difference between 
climatological periods (2001-2010 vs1971-2000) and statistical analysis of climate trends 
in Central Brazil. Theoretical and Applied Climatology 116:191-202 
Borges PA, Silva FDS, Barfus K, Ramos AM, Fabio C, Bernhofer C (2014) Climate in Central 
BrazilIn: Integrated Water Resource Management in Central Brazil [Lorz C, Makeschin F, 
Weiss H (eds)]. IWA Publishing, London 
Borges PA, Barfus K, Weiss H and Bernhofer C (2014) Trend analysis and uncertainties of mean 
surface air temperature, precipitation and extreme indices in CMIP3 GCMs in Distrito 
Federal, Brazil. Environmental Earth Sciences 72(12):4817-4833 
Bernhofer C, Barfus K, Pavlik D, Borges PA, Söhl D (2014) Climate Change information in 
IWRM. Manuscript submitted for publication 
Borges PA, Franke J, Tanaka M, Weiss H, Bernhofer C (2015) Comparison of spatial 
interpolation methods for the estimation of precipitation distribution in Distrito Federal, 
Brazil. Theoretical and Applied Climatology. Advance online publication 
  
List of author’s publications 
146 
 
  
Acknowledgements 
147 
 
ACKNOWLEDGEMENTS  
 
A great acknowledgement to Prof. Dr. Christian Bernhofer for the whole support given in 
supervising this research. Likewise, he provided unconditional support to guarantee all resources 
necessary for the proper development of this study. 
I am very thankful to the co-authors of the publications, particularly to Dr. Johannes Franke and 
Dr. Klemens Barfus who have directly contributed to the quality of this research. 
I thank Jörg Seegert to introduce me in the International Water Research Alliance Saxony—
IWAS initiative and all colleagues and friends that I have made along this fours years, for 
instance from UFZ, TUD and INMET.  
I wish to thank the International Postgraduate Studies in Water Technologies—IPSWaT 
scholarship program, funded by the German Federal Ministry of Education and Research—
BMBF, for the funding and opportunity given. Thanks to the Graduiertenakademie - TUD for the 
financial support in the last phase of this work.  
At last but not least, a very special acknowledgement to Prof. Dr. Holger Weiss whom has given 
great contributions to this work but also along my research and professional career. His support 
and wisdom was essential to motivate me in initiating, developing and finalizing the doctorate. He 
is a reference of character and more than a supervisor and boss I consider him a godfather.   
“Holger obrigado pela oportunidade de compartilhar o seu conhecimento.”  
 
 
  
 
 
ERKLÄRUNG 
 
Hiermit versichere ich, dass ich die vorliegende Arbeit ohne unzulässige Hilfe Dritter und ohne 
Benutzung anderer als der angegebenen Hilfsmittel angefertigt habe; die aus fremden Quellen direkt 
oder indirekt übernommenen Gedanken sind als diese kenntlich gemacht worden. Bei der Auswahl 
und Auswertung des Materials sowie bei der Herstellung des Manuskriptes habe ich 
Unterstützungsleistungen von folgenden Personen erhalten: 
 
Prof. Dr. Christian Bernhofer  TU Dresden, Institut für Hydrologie und Meteorologie, Professur für 
Meteorologie 
Prof. Dr. Holger Weiss  Helmholtz-Zentrum für Umweltforschung GmbH – UFZ, Department 
Grundwassersanierung 
Dr. Johannes Franke  TU Dresden, Institut für Hydrologie und Meteorologie, Professur für 
Meteorologie 
Dr. Klemens Barfus  TU Dresden, Institut für Hydrologie und Meteorologie, Professur für 
Hydrologie 
 
Weitere Personen waren an der geistigen Herstellung der vorliegenden Arbeit nicht beteiligt. 
Insbesondere habe ich nicht die Hilfe eines oder mehrerer Promotionsberater(s) in Anspruch 
genommen. Dritte haben von mir weder unmittelbar noch mittelbar geldwerte Leistungen für Arbeiten 
erhalten, die im Zusammenhang mit dem Inhalt der vorgelegten Dissertation stehen. 
 
Die Arbeit wurde bisher weder im Inland noch im Ausland in gleicher oder ähnlicher Form einer 
anderen Prüfungsbehörde zum Zwecke der Promotion vorgelegt. 
 
Ich bestätige, dass ich die Promotionsordnung der Fakultät Umweltwissenschaften der TU Dresden 
anerkenne. 
 
 
 
Ort, Datum  
 
 
 
 
Unterschrift 
Pablo Borges de Amorim 
 
 
