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Thème 1 — Réseaux et systèmes
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Abstract: In this paper, we introduce a morphism on Sturmian words which is tightly related to the coefficients
of a particular continued fraction the ceiled continued fraction. This morphism will be applied to factorize
periodic Sturmian words called Christoffel words, as well as, to characterize and construct discrete geometric
objects called cellular line.
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Une nouvelle factorisation des mots mécaniques
Résumé : Dans ces travaux, nous introduisons un morphisme sur les mots de Sturm qui est intimement relié aux
coefficients d’une fraction continue particulière : la fraction continue ceiled. Ce morphisme va être appliqué
pour factoriser des “mots Sturmiens périodiques” appelés mots de Christoffel, tout comme pour construire et
caractériser des objets de géométrie discrète : les lignes cellulaires.
Mots-clés : Fractions continues, morphismes sturmiens, lignes cellulaires, mots de Christoffel.
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1 Introduction
Sturmian words are infinite binary words formally introduced in [16]. These words have been studied exten-
sively because they appear in different fields such as physic [1], number theory [2], or combinatorics [14]. In
particular, the factorization of aperiodic Sturmian words have been investigated in numerous papers (see [4]
and references therein) and are generally done by multiple iterations of morphisms on words. In this paper, we
present a new morphism which, combined with coefficients of a special expansion in continued fraction, can be
applied to get a new factorization of mechanical words (also known as bracket sequences, Beatty sequences).
Furthermore, this morphism has several nice properties: the number of iterations before convergence differs
from this one obtained with the use of classical morphisms (it can be divided by two). Also it provides alter-
native and simple proofs of convergence theorems (such as Theorem 22). This morphism has also been used
in optimal control [7, 8, 17]. Finally, this morphism provides a mean to construct discrete geometric objects,
called cellular lines, with the help of mechanical words.
This paper is structured as follows : in section 2 we present preliminaries of mechanical words and con-
tinued fractions. The section 3 is devoted to the introduction of the morphism and its application to the factor-
ization of mechanical words with ceiled continued fractions, while in section 4 we present the dual result by
the factorization of mechanical words with a morphism derived to this one presented in the previous section.
The last section, section 5, is dedicated to the presentation of several algorithmic applications of the morphism
previously presented. In section 5.1, we will see how to check if a word is mechanical, while in section 5.2 we
will show how to construct cellular lines from mechanical words.
2 Preliminaries
Here is a brief overview of the theory of words (finite as well as infinite). Most of the definitions and conventions
in the following comes from [14] and [15].
Let A    0  1  be the alphabet. The free monoid A  is the set of the finite words on A . An infinite word is
an element of A  . The set of finite and infinite words is denoted by A ∞   A  A  .
Let w be a word. The word f is called a factor of w if it exists two words (potentially empty) x and y such
that w   x f y.
Hence a word w is factorized in  f1  f2 
	
	
	 fn  if it exists a decomposition of w which only uses the factors
 f1  f2 
	
	
	 fn  , but it may happen that this decomposition is not unique. A set of finite words is a code (resp.
an ω-code) if for any word of A  (resp. A  ) it exists at most one factorization using the words of this set.
Proposition 1 ([15]).
i) Any couple of words

x  y  is a code except if it exists a word m and two integer number i and j, such that
x   mi and y   m j.
ii) Any code composed of two elements is an ω-code.
We denote by S the shift of a word. This is a morphism from A  onto A  such that if w is a word which
nth letter is denoted by w  n  then we have
S  w  0  w  1  w  2  	
	
	    w  1  w  2  w  3  	
	
		
The composition of m shifts will be denoted by Sm and
Sm  w  0  w  1  	
	




The slope of a finite nonempty word w is the number :















is the length of w.
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Let w   n   n  1 be the prefix of length n of an infinite word w. If the sequence s  w   n   converges when
n  ∞, the limit is called the slope of w.
A finite or infinite word w is balanced if for any factors x and y such that

x
    y  we have 
 x  1    y  1  1.
2.1 Mechanical words
Infinite aperiodic mechanical words have been exhaustively studied in the past [15] mainly since they are
Sturmian words. Finite (or periodic) mechanical words are called Christoffel words.
For a real number x,  x 	 (resp. 
 x  ) is the largest (resp. smallest) integer smaller (resp. larger) than x.




1 and intercept θ is the
infinite word mθα where the nth letter n  0, is :
mθα  n   
  n  1  α  θ 
 n  α  θ  	 (1)
The lower mechanical word with slope α and intercept θ is the infinite word mθα with:
mθα  n     n  1  α  θ 	 n  α  θ 	 	 (2)
The characteristic word of slope α and intercept θ is the infinite word cθα with:
cθα  n     n  2  α  θ 	  n  1  α  θ 	 	
In the following, mα, mα will denote respectively the upper and the lower mechanical words of slope α and
of intercept 0 and cα is the characteristic word of intercept 0 of slope α.
Lemma 3 (Properties of mechanical words).
i) If α is a rational number (α   pq ), then mθα  mθα  cθα are all periodic of period q. If α is an irrational number,
then mθα  mθα  cθα are all aperiodic.
ii) Let α be a real number, then the maximum number of consecutive 0 in mα is 
 α  1  1 and the minimum
number of consecutive 0 in mα is  α  1 	 1.
Proof. The proofs can be found in [15].
In the following, by a slight abuse of notation when an infinite word w is periodic we also denote by w its




1 in Definition 2 can be relaxed. Indeed, if we assume that k

α  k  1
with k  , by the use of Formulas (2) and (1), we get that the words mθα, mθα and cθα are the mechanical and
characteristic words over the alphabet

k  k  1  which can be replaced by  0  1  .
2.2 Classical Continued Fraction
Definition 4. Let s be a real number, the computation of the expansion in the classical continued fraction of s
is given by 
s   a0  s0 ; a0   s 	
sn   1an  1  sn  1 ; an  1    sn   1 	 ;  n  0  	 (3)
When s is a rational number the expansion stops after a finite number of steps: there exists an integer







finite continued fraction is denoted by  a0  a1 
	
	
	 an  , while a partial continued fraction of order n of the number
s is denoted by  a0 
	
	
	 an  sn  .







define the rational number ρn  s  as the classical convergent of order n of s by keeping only the n first coefficients
of the continued fraction. We have ρn  s   " a0 
	
	
	 an  .
It is well known that convergents form a sequence of rational numbers that converge to s as fast as possible,
in the sense that no rational number with a denominator smaller that ρn is closer to s than ρn, [13].
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2.3 Ceiled continued fractions
Ceiled continued fraction have be connected to the numbering of combinatoric objects see [11]. An example
for the numbering of trajectories in lattice with ceiled continued fraction can be found [6].
Definition 6. Let s be a real number such that 0  s  1. The expansion in ceiled continued fraction of s is
given by :  


s   0  1
l1  s1  l1  
 s  1 
sn   1ln  1  sn  1  ln  1  
  sn   1   n  1
 
 	 (4)
If s is a rational number, the process stops after a finite number of steps (when sn   1ln  1 ), while if s is
irrational then the expansion is infinite. An infinite ceiled continued fraction expansion is written in the form
!
 l1  l2 
	
	
	  ln 
	
	





	  ln ! , while a partial ceiled





	 ln  αn ! .













	 ! . We define the sequence rn  s  of rational numbers rn  s    
!
 l1  l2 
	
	
	 ln ! by stopping the
expansion and keeping the n first coefficients. These numbers are called ceiled convergents of s.
Since rn  s  are rational numbers one can write them under the form rn  s    pn  s   qn  s  , where pn  s  and
qn  s  could be computed for n  2 with the following recurrence relation :
pn  s    ln pn  1  s   pn  2  s  and qn  s    lnqn  1  s   qn  2  s  
with initial conditions p0  s   0  p1  s 	  1  q0  s 	  1 and q1  s   l1.
The sequence of ceiled convergents of s converge to s optimally from below: rn  s  is the rational number
with the smallest denominator in the interval  rn  1  s   s  . Furthermore, the sequence of ceiled convergents
define a sequence of Farey’s intervals.
Note that the even classical convergents form a subsequence of the ceiled convergents.
3 Factorization of mechanical words with ceiled continued fraction
While the factorizations of mechanical words with classical continued fraction is well known and has been
developed in numerous works (see [4]), the relation between the ceiled continued fractions and mechanicals
word presented here is new and has several advantages as shown later. From now on, we focus on mechanical
words with intercept 0.
Let M be the set of all upper mechanical words and Mk be the set of all mechanical words of slope α such
that  k  1   1  α  k  1. From Lemma 3, all the words of Mk have either k  1 or k consecutive zeros between
any two ones.
The morphism ϕk : Mk  A   A  , replaces the maximal sub-words which begin by 1 and then only contain













	 0  0 
if α    k  1   1 then the word ϕk  mα  is reduced to zero. For example, m3  7   1010100  M2 thus ϕ2  m3  7   
110.
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In order to extend the domain of ϕk to the set M, consider the morphism Φ:
Φ :
M  A   A 
mα  ϕ   α  1   mα  	
Note that the morphisms defined above are different of the classical morphisms on words. Indeed it replaces
groups of letters by one letter while usual morphisms replace single letters by groups of letters.
Lemma 8. Let mα be the upper mechanical word of slope α, then Φ  mα  is the upper mechanical word of slope
 α  1  α  1.
Proof. If α  1 is an integer number, then Φ  mα  is reduced to the word “0”, and the result follows since 
 α  1  
α  1   0.
If α  1 is not an integer number, since mα  n  is defined by Formula (1) we know the sequence of the indexes
of letter 1. Let ik be an integer number such that ik is the index of the kth occurrence of the letter one in mα
(assuming the first one is the 0th occurrence). This implies that mα  0  	
	
	 mα  ik  contains k  1 letters one and
mα  0  	
	
	 mα  ik  1  contains k letters one. This means
 α  ik  1     k  1 
 αik    k 	
These equalities imply ik    kα  1 	 .
Now, define the morphism ψk, which replaces maximal sub-words by a letter similarly as ϕ. This morphism













	 0  1 	
Let l    α  1 	 and let w   ψl  mα  . The word w describes the sequence of the numbers of consecutive 0’s
between two consecutive 1’s in mα. The letter 1 in w corresponds to the largest number of consecutive 0’s in
mα while the letter 0 in w corresponds to the smallest number of consecutive 0’s in mα. Hence, the sequence
 w  k 
 k  0 of letters of w can be computed by w  k    ik  1  ik  l. Then w  k      k  1  α  1  l  k  1  	  kα  1  kl 	 , and therefore w is the lower mechanical word of slope α  1  l
Define now the morphism γ such that
γ : 1  0
0  1 	
From [15], it is known that the morphism γ transforms a lower mechanical word of slope α into an upper
mechanical word of slope 1  α and conversely. Let w    γ  w  , w  is the upper mechanical word of slope
1   α  1  l  .
It can be checked that Φ   γ  ψ, hence Φ  mα  is the upper mechanical word of slope 1   α  1   α  1 	   
 α  1  α  1.
The following corollary shows the connection between Φ  mα  and the ceiled continued fraction of the slope
of mα.





	  ln  1  ln  αn ! , with n  1. If
m   Φ  mα  then the slope of m satisfies s  m   
!
 l2  l3 
	
	
	 ln  1  ln  αn ! .
Proof. From (4), it comes α    l1  α1   1 and α1   
!
 l2  l3 
	
	
	 ln  αn ! . With Lemma 8, we get s  m   
 α  1  α  1   l1  α  1   α1. Therefore s  m   
!
 l2  l3 
	
	
	 ln  1  ln  αn ! .
The previous corollary can be re-expressed as, if α   
!
 l1  α1 ! , then Φ  mα    mα1 . These results allow
one to apply a recurrence relation on the number of terms in a continued fraction expansion.
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Theorem 10 ((x,y)-factor decomposition). Let α  0  α  1 be any given real number with α   
!




and consider the two sequences,

xi  α   i  0 and  yi  α   i  0, computed by :
x0  α    1  xi  α    xi  1  α    yi  1  α  li  2  for i  1 
y0  α    0  yi  α    xi  1  α    yi  1  α   li  1  for i  1 	 (5)
Then the upper mechanical word mα can be factorized only using the two factors xi  α  and yi  α  . These two
sequences are called (x-y)-factor decomposition sequences associated with the mechanical expansion of α.
Proof. The finite sequences

xi  α   0  i  n,  yi  α   0  i  n are associated with the partial mechanical continued
fraction expansion of α and this will prove the result by induction.
Step 1. α  
!
 l1  α1 ! . Since, from Lemma 3, the number of consecutive 0 between to 1 can take only two
values, mα can be factorized with x1  α  and y1  α  .
Step n. We have α   
!
 l1  l2 
	
	
	 ln  αn ! . Let w   Φ  mα  , by Corollary 9, s  w    
!
 l2  l3 
	
	
	  ln  1  ln  αn ! .
Let 
xi  s  w 
  0  i  n  1 and  yi  s  w 
  0  i  n  1 
be the two (x-y)-factor decomposition sequences associated with the partial mechanical expansion of s  w  . By
induction hypothesis, w can be factorized only using xi  s  w 
 and yi  s  w 
 . Introduce now the sequences x i and
y i such that
x 0   1  y 0   0  ϕl1  1  x i    xi  1  s  w 
  ϕl1  1  y i    yi  1  s  w 
   i  1 	
But w   Φ  mα  can be factorized only using ϕl1  1  x i  and ϕl1  1  y i  , this  i  0. Therefore mα can be fac-
torized only using x i and y i, since Φ  mα    ϕl1  1  mα  . Note now that the sequences x i, y i are the (x-y)-factor
decomposition sequences associated with 
!
 l1  l2 
	
	
	  ln ! . The use of Proposition 1 ends the proof.
Let ∆  and Γ  u  v  be two morphisms on words such that ∆   u  v     uv v  and Γ  u  v     u  uv  . Then, the
(x,y) factors verify for all n  0,  ∆   ln  xn  1  α   yn 1  α 
    xn  α   yn 1  α 
 and Γ  xn  α   yn  1  α 
    xn  α   yn  α 
 .
This implies that the factor xn  α  and the factor yn  α  form a Christoffel pair, since the family of Christoffel
pairs is the smallest set of words containing  0  1  and closed under ∆  and Γ, (see [15]).
When α is a rational number the factorization is stopped and the upper mechanical word can be factorized
under a special form





	 ln ! . Then yn  α    mrn  α    mα.
Proof. The proof holds by induction on the number of terms in the finite mechanical expansion.
Step 1. Considering that α  
!
 l1 ! then α is a rational number with α  1   l1. Hence mα   10 	
	
	 0, where
the number of consecutive 0 is α  1  1   l1  1. Thus mα   y1  α  and the induction hypothesis is proved.
Step n. We have α   
!
 l1  l2 
	
	





	  ln ! . Using the induction hypothesis we obtain w   yn  1  s  w 
 and w   mrn  1  s  m  . Since yn  1  s  w 
  ϕl1  1  yn  α 
 , then mα   yn  α  .
Example 12. Let α   1129 . With the use of Equations (4), the ceiled continued fraction of α is 
!
 3  3  4 ! ,
and m11  29   10100101001001010010010100100. Then Φ  m11  29    10100100100, Φ  2   m11  29    1000, and
Φ  3   m11  29    0.
The construction of the (x,y) factors gives
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Remark 13. Since Φ  n   mα    ϕln  1  	
	
	  ϕl2  1  ϕl1  1  mα  , then xn  α  and yn  α  are the only factors of mα
verifying
Φ  n   xn  α 
   1 and Φ  n   yn  α 
   0 	
From this, it can be deduced that the slope of Φ  n   mα  represents the frequency of xn  α  in mα.
Also note that xi  α  is a factor with a larger slope than α while yi  α  is a factor with a smaller slope than
α.
Corollary 14. Let yn  α  be the sequence of factors computed by Formula (5), then the sequences of yn  α  is a
sequence of suffixes of mα which, furthermore, for any α   0  1  satisfies limn   ∞ yn  α    mα .
Proof. The proof follows of Lemma 11 and Remark 13.
Finally note that all the results presented in this section also hold for lower mechanical words by inverting
the order of the factors xn  α  and yn  α  at each step.
3.1 Ceiled factorization of the characteristic words
The (x,y)-factor decomposition allows to have a finite sequence of prefixes of the characteristic word.
Since 0cα   mα0 when α is rational and since 0cα   mα otherwise, we deal with lower mechanical words,
in order to keep the results more general. Indeed, we handle only with prefixes of cα. Thus, the factors x and y
are now these ones associated with the factorization of the lower mechanical word. For notation simplicity, the
indication of the slope is skipped.
Corollary 15. Let zn be a sequence of factors defined by zn   x1x2 	
	
	 xn. Then, the sequence zn is a sequence
of prefixes of cα, which for any irrational α satisfies limn   ∞ zn   cα.
Proof. Let mn be the word such that 0mn   yn. We claim that mn   x1x2 	
	
	 xn. The proof of the claim is made
by induction. At step 1 by (5) we have m1   x1. At step n, it comes
yn   yn  1  yn  1  ln  2xn  1   0mn  1xn   0x1x2 	
	
	 xn 	
Noticing that the yn form a sequence of prefixes of mα and since 0cα   mα ends the proof.
Note that, Φ  0zn    0 and furthermore if vn is the word such that mα   0znvn, then Φ  vn    cαn .
Example 16 (Fibonacci word). We present now the factorization of the characteristic word of slope α  
 1   5   2. The ceiled expansion of α is 
!
 2  3  3 	
	



















4 Factorization with Classical Continued Fraction
This section can be seen as the dual of Section 3, in the sense that it connects the factorization of mechanical
words with a morphism which, in turn is correlated to the classical continued fraction. Moreover, this morphism
leads to factors with similar properties as those presented in Remark 13. For simplicity, the results are presented
on lower mechanical words only, but could also be obtained for upper mechanical words.
M is the set of all lower mechanical words and Mk the set of all lower mechanical words whose slope α
verifies  k  1   1  α  k  1. The morphism Φ from M  M is defined by Φ   γ  Φ  γ.
Lemma 17. Let α   0  1  be such that α    0  a1  α1  . The morphism Φ changes the lower mechanical word
of slope 1  α into the lower mechanical word of slope α1.
INRIA
A new factorization of mechanical word 9
Proof. Let m be the word such that m   γ  m1  α  , it is known that m   mα. Let m    Φ  m  , then m    mα  1
where α 1 is the remainder of the ceiled continued fraction at the first order of the expansion, i.e. α   
!
 l1  α 1 ! .
Let m     γ  m   then m     m1  α  1 . By rewriting 1  α 1 in function of α, and using (4), α 1   
 1α  1α , one gets
1  α 1   1α    
 1α  1  , yielding 1  α 1   1α  1α 	 . Thus 1  α 1   α1.
The morphism Φ is an the extension of the morphism φk to M by Φ  mα    φ
  1  α   1   mα  . Since the words
mα and mα are mechanical, then the number of consecutive ones in mα and mα can only take two values. More
precisely, the maximum number of consecutive ones is equal to 
  1  α   1  1, while the minimum number of
consecutive ones is equal to   1  α   1 	 1. This can be deduced from Lemma 3 using the fact that the number
of consecutive ones of a word m is equal to the number of consecutive zeros in γ  m  . Hence, the morphism Φ
deals with words with consecutive one, while Φ deals with words with consecutive 0.
Consider the following example: m3  11   00010001001, this means that Φ  m3  11    φ1  m3  11    00100101  
m3  8. Also consider m5  7   0110111, then Φ  m5  7    φ3  m5  7    01.
We can deduce then
Theorem 18 (  x  y  factorization of lower mechanical words). Let α  0  1  such that its classical continued






	  . We define now the two sequences of factors  xn  α   n   and  yn  α   n   computed
by x0   0, y0   1,
xn   yan  1n  1 xn  1  yn   yann  1xn  1  if n is odd  (6)
xn   yn  1xann  1  yn   yn  1xan  1n  1  if n is even (7)
Then the word mα can be factorized only by the factors xn  α  and yn  α  .
Proof. Let α be a real number such that α    a1  α1     a1  a2  α2    	
	
	    a1  a2 
	
	
	 an  αn  . By Lemma
8, we know that the application of the morphism Φ transforms mα in a lower mechanical word which slope is
1  α1. From Lemma 17, the morphism Φ transforms m1  α1 in a lower mechanical word of slope α2 whereα1    a2  α2  . Hence we have Φ  Φ  mα    mα2 . Applied to any even order of the expansion in continued
fraction this composition morphisms gives a lower mechanical word which slope is an even remainder of the
continued fraction.
Lemma 8 and Lemma 17 as well as the definition of Φ show that xi  α  and yi  α  are sequences built such
that the factors xi  α  are represented by the letter 1 and such that the factors y i  α  are represented by the letter
0 in any composition of the morphism Φi   Φ  Φ   j   mα  with i equal to 0 or 1 and j   , assuming that Φ0 is
the identity.
The use of a similar induction as for Theorem 10 ends the proof.
Remark 19. One other interest of the two factorizations presented here is related to computer graphics espe-
cially the display of straight lines. Indeed, the maximal and the minimal consecutive either 0 or 1 in words
is called the span and the crucial points in the field concerns the manner to distribute the maximal and the
minimal spans in the word. We think that this can be done using the factorization here while it was not efficient
with former factorizations of Sturmian words (see [3]).
Example 20 (Factorization of m11  29). In this example we will consider the lower mechanical word of slope
11  29    2  1  1  1  3  : m11  29   00100101001001010010010100101. Then, we have Φ  m8  19    m4  11  
00100100101, Φ  m4  11    m4  7   0101011, Φ  m4  7    m1  4   0001, Φ  m1  4    m1  3   001, Φ  m1  3   
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m1   1. The (x-y) factorization of the lower mechanical word is
m11  29  
y
4












































































Note the factorization requires, here, 5 steps while the factorization of section 3 requires only 3 steps.
The factors are at each order of the expansion built differently because of the ordering of convergents of the
classical continued fraction. The even convergents of a number s form an an increasing sequence and the odd
convergents form a decreasing sequence.
Remark 21. Corollary 14 does not have a counterpart. Indeed, if N denotes the last order of a classical
expansion of a rational number α, then if N is even, ΦN   0 and if N is odd, ΦN   1. This means that mα   yN
for an even N and mα   xN for an odd N.
4.1 Connection with classical factorisations
There exists a connection between this factorization and that presented in [15] for mechanical words.
Theorem 22 ([15]). Let α   a1  1  a2 
	
	
	! then the sequence of words un built by u0   0, u  1   1, u1   u0  a1  1u1,
un    un  1  an un  2 if n is odd  un   un2  un  1  an if n is even 
is a sequence of factors of mα such that limn   ∞ un   mα.
Lemma 23. Let un be the sequence of factor defined above, then un   xn when n is odd and un   yn when n is
even.
Proof. We have by (6) u0   y0 and u1   x1. Assume that the result is true still for n  1 and that n is even. We
have
un   un2  un  1  an   yn  2  xn  1  an   yn  2xn  1  xn  1  an  1   yn  1  xn  1  an  1 
hence un   yn. The odd case is similar.
An new (simple) proof of Theorem 22 follows immediately from the Lemma 23 and Theorem 18. It can be
also deduced from these two results that for any n  1 we have un   mρn , but in contrary to of the factorization
presented section 3 this can not be associated with sequences of either prefixes or suffixes.
4.2 Comparison of speeds of convergence
As seen in Example 20, the number of steps required to approximate a number differs according to the continued
fraction expansion chosen. We give here a brief comparison of these numbers of steps for each of the continued
fraction.
Definition 24 (Intermediate convergent). Let α be a given real number in  0  1  . Let ρ2n  " a1 
	
	
	 a2n  be the
sequence of the even classical convergents of α. We define as intermediate convergents the rational numbers
given by  a1 
	
	
	 a2n  1  j  , with j   1 
	
	
	  a2n  .
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The sequence of intermediate convergents and even convergents of α is the sequence of ceiled convergents
rn of α. Indeed, from [12], the nth ceiled convergent of α is the rational number with smallest denominator in rn  1  α   α  . On the other hand, using Farey’s properties of classical convergents, at order n the jth intermediate
convergents is the rational number of smallest denominator in the interval   a1 
	
	
	 a2n  1  j   ρ2n  1   that is
the rational number of smallest denominator in   a1 
	
	
	 a2n  1  j   α. Noticing that, by definition, a1  1   l1
concludes the claim.
Since the number of intermediate convergents is the number of ceiled convergents between two classical
even convergents, then the differences of numbers of steps between ceiled continued fraction and classical
continued fraction can be computed and depend only on the value of the even coefficients of the classical
continued fraction.
Lemma 25. Let α be a number in  0  1  such that α    a1  a2 
	
	
	 an  αn  , where αn can be null. If,
  n  2 
∑
i   1
1  a2i   1     n  2 ∑
i   1
 a2i  1  
then it is most efficient to use a ceiled continued fraction expansion.
Proof. We focus on a given even order : 2i, since the rest of the proof follows. Let assume that ρ2  i  1    r2  i  1  .
If a2i   1, then the number of intermediate convergents is 0 and ρ2i   r2i  1. If a2i   2, then the number of
intermediate convergents is 1 and ρ2i   r2i. If a2i   j, with j  3, then the number of intermediate convergents
is j  1 and ρ2i   r2i  j  1.
However, the most efficient expansion cannot be guessed a priori and one has to compute the classical
expansion, in order to know which expansion is the most efficient.
Remark 26. Using the previous lemma it could be noticed that the factorization of the Fibonacci word c  1 5   2





We present now some algorithmic applications of the morphism Φ. Indeed, this morphism is different from the
classical morphisms on words because it replaces groups of letters by one letter while usual morphisms replace
single letters by groups of letters. This remark is the starting point of several applications of this morphism to
construction problems. All algorithms provided in the following have optimal (linear) asymptotic complexity.
5.1 A linear test for periodic mechanical words
The morphism Φ can be used to check if a finite word w is mechanical in linear time (O   w   ). The outline of
this algorithm is given in Figure 5.1.
Correctness and linearity of the algorithm The correctness of the algorithm can be deduced from Lemma
8 and Corollary 9.
The linearity comes from the fact that the word obtained in step 4, is at least twice shorter as previously.
Since, during steps 1, 2, and 3 the number of operations is linear with the length of the word treated, then the







  2 





and the algorithm is linear.
Note that some improvements can be achieved on the constant K by merging operations during steps 1, 2
and 3.
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  1, scan the word w to compute its slope α.
If α   0 or α   1, then output("the word is mechanical") and stop.
3. If α   1  2, then w :   γ  w  and α :   1  α.
4. Apply a circular shift on w so that it starts with "1".
Try to apply morphism ϕ   α  1  on the shifted w.
If this fails, then output("the word is not mechanical”) and stop, else w :   ϕ   α  1   w  and go to step 2.
Figure 1: Algorithm to test if a finite word is mechanical
5.2 Cellular lines
Cellular lines are finite combinatoric objects used in discrete geometry for the computations of discrete straight
lines [9]. Actually, they first appeared in operations research for Ant algorithms [5]. A characterization in terms
of words has been made in [10] .
Up to our knowledge, no fast constructions of cellular lines has been proposed yet. However, [10] provides
a method to verify if a given word is a cellular line but this does not give any polynomial algorithm to compute
cellular lines. This is done here using the factorization procedure defined in the previous sections.
Let T r be the set of all finite words made of two consecutive integers, whose length is  and whose sum is
r. In a word in T r the least frequent symbol is called the minority symbol while the other symbol is called the
majority symbol. If both symbols appear the same number of times, the minority symbol is chosen arbitrarily.
Definition 27 (fully partitioned words). A finite word is said fully partitioned if the minority symbol partitions
the word into n  1 non empty sub-words, of majority symbols (where n is the number of occurrences of the
minority symbol) or, if both symbols appear the same number of times, into n non empty sub-words.
Let φ be the transformation on fully partitioned words into finite words, which replaces each maximum
sub-words of consecutive majority symbols by the length of these sub-words and which delete all the minority
symbols. Furthermore, the application of φ on the word reduced to the letter 1 gives the word 1. Let w be a
finite fully partitioned word. If φ j  w  can be constructed, it is called the derivated word of order j of w ([10]).
Definition 28 ([10]). A finite word c  r  T r is a cellular line with parameters   r  if its derivated words exist
for all orders j  0.
Example 29 (Cellular line c6  8). It is build over the integers 1    86 	 and 2    86 	  1 since the six letters must
sum to 8. Consider the fully partitioned word w   121121. φ  121121    121 is the first order derivation. The
second order derivated word is φ  121    11, the third order derivated is 2 and all the derivated words with
larger orders are all 1. Thus 121121 is a cellular line of parameters 6 and 8.
On the other hand, w    121211 is fully partitioned but the word φ  w     112 is not fully partitioned and
121211 is not a cellular line.
Cellular lines have unusual characteristics. For example the concatenation of the cellular line cc  r with
itself may not be the cellular line c2c  2r . Hence, c14  32   c7  16 c7  16. Also note that Cellular lines are not finite
mechanical words. For example, the cellular line c8  10   11211211 is not mechanical. However, in the following
we will show that they are suffixes of finite mechanical words.
5.2.1 Determination of cellular line with mechanical words
We present now an algorithm to construct all cellular lines, which is based on the fact that φ and Φ are similar
except that Φ handles the first minority symbol.
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For convenience, the alphabet of two consecutive positive integers is replaced by A    0  1  . Clearly, a
word over A can represent many cellular lines. However, all the cellular lines with the same representative in
A , have the same behavior for φ. The letter  r  	 is replaced by 0 while each letter  r   	  1 is replaced by
1. The word obtained by such transformation has now a slope equal to r  r 	 and will be called cellular lines
with slope p  q   r  r 	 in the following.
We furthermore assume, with no loss of generality, that the slope of the cellular line is less than 1  2 (else
switch the roles of 0 and 1 in the construction below).
We consider now three functions f1, f2 and f3. These functions allow one to compute the output of φ over
the slope of the derivative word and to compute the minority and majority symbols. Let f1 be defined by :
f1 :  2    p  2p  : p      2 , with f1  p  q     q  p  p  1  . Let p and q be two integer numbers with p   q.
Let us introduce α such that p   αq  r, α    r  q. We define αM and αm such that αM   α if r  q  r and
αM   α  1 if r  q  r and such that αm   α if r  q  r and αm   α  1 if r  q  r. Consider then the functions
f2 and f3 : f2 :  2   2 , f3 :  2   2 defined by f2  p  q     min  r q  r   q  and f3  p  q     αM  αm  . When
q   2p then we set  f2  f1   p  2p     0  p  and  f3  f1   p  2p     1  1  .
The special treatment of the cases  p  2p  is due to the alternative definition of cellular lines when the
number of majority symbols is equal to the number of minority symbols, since φ  c p  2p    c0  p, (or φ  cp  2p   
cp  p).
The following lemma precises the effects of φ on a fully partitionned word.
Lemma 30. Let w be a fully partitioned word in A of slope p  q  1  2 such that its first derivated word w 
exists and is fully partitioned. After replacement in w  of the minority (resp. majority) symbol by 1 (resp 0),
then the slope of w  is p   q  where  p   q      f2  f1   p  q  .
Proof. Since w is fully partitioned and since 2p  q then w is composed of p  1 sets of majority symbol : 0.
The number of 0 is equal to q  p. Since w and w  are fully partitioned then w  is composed of two kinds of
sets of letters containing either α or α  1 letters, where α is the quotient q  p   p  1  . The number of sets
containing α  1 letters is equal to the remainder of the division : r. Noticing that the  w     p  1 and that the
number of 1 after replacement is min  r q  p  r  gives the result.
Lemma 31. If p  q  1  2, then, there exists n  q such that  f2  f1  n  p  q     0  a  .
Proof. Let  f2  f1   p  q     u  v  . Then u  v and v  q. This shows the lemma.
5.2.2 Algorithm
Here is an algorithm to construct a cellular line using Φ.
1.  0  a  :    f2  f1  n  p  q  .
2. mn  1 :   0a.
3. for k from n to 1 do
(a)  αM  αm  :   f3  f1   f2  f1  k  1  p  q 
(b) • if αM  αm : mk   φ  1αM  mk  1  ,
• if αM  αm : mk   φ  1αM  γ  mk  1 
 .
(c) remove the first 1 in mk, except if the slope is equal to 1  2.
Theorem 32 (Correctness of the algorithm). The output m1 of the algorithm above is a cellular line with
parameters  p  q  . Moreover, the time complexity of this construction is O  m1   .
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Proof. From Lemmas 30 and 31 then all mk are fully partitioned. The decomposition of a cellular line starting
from m1 finds iteratively the words m2 
	 	 	  mn where 0 replaces the majority symbol and 1 the minority symbol.
Since all mk are fully partitioned and are the derivative words of m1, therefore m1 is the cellular line with
parameters p  q.
Similar arguments as in Section 5.1 insure the linear complexity.
Actually, the algorithm presented above can be adapted to construct all cellular lines. Indeed, by [10] for
a given rate p  q there exists either one or two cellular lines. The number of cellular lines is two, if and only
if  f2  f1  n  1  p  q     k  2k  with k   . In these cases, two cellular lines with the same parameter exist, one
using mn  1   γ   φ  1αM  mn   and one using mn  1   φ  1αm  mn  .




n  1 are also cellular lines of parameters  f2 
f1  k  1  p  q  .
Corollary 33. All cellular lines are suffixes of mechanical words (a fortiori a cellular line is balanced).
Proof. Use the same construction as before without step (c) that removes the first symbol. This corresponds to
the application of Φ  1. Since the morphism Φ transforms a mechanical word into a mechanical word then φ  1
does the same. Thus, the output of this last construction is mechanical since the initial state is.
The slope of the mechanical word obtained using the construction presented in Corollary 33 depends on the
whole construction process and cannot be guessed a priori. Note that if γ is never used then one gets an upper
mechanical word.
Example 34. Construction of the cellular line with slope 4  13. The consecutive uses of f1, f2 and f3 give
f1  4  13     9  5   f2  9  5     1  5   f3  9  5     2  1  
f1  1  5     4  2   f2  4  2     0  2   f3  4  2     2  0  
We get m3   00. Since at orders 2 and 3 αM   αm then m2   φ  12  00  with the first one removed: m2   00100
and m1   φ  12  00100  , hence the cellular line is m1   0010010100100.
For the cellular line of slope 4  13, the mechanical word obtained with the method presented in Corollary 33
gives two periods of m3  8 : m3  8   m3  8   1010010010100100. Finally, 10010010100100 is also a mechanical
word (with slope 5  14) with the cellular line of slope 4  13 as a suffix. Moreover it is shorter than m3  8   m3  8
and has a better slope:

5  14  4  13    3  8  4  13  . Computing the shortest mechanical word for which a
given cellular line is a suffix (or a prefix) seems to be a more difficult problem.
6 Conclusion
This paper presents a morphism on Christoffel words. This morphism allows one to factorize upper and lower
mechanical words of intercept 0 and to extend a previous result on the factorization of characteristic words. It
also allows us to characterize and to build combinatorial object called Cellular lines. The use of these objects
in optimization problems with Ant algorithms, their characterizations by mechanical words as well as the role
played by mechanical words in operation research problems [7] call for further investigations for possible
contributions in the optimization field, of this morphism and of Christoffel words.
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