Introduction
Let G be a finite, simple, undirected, and connected graph of order at least two with vertex set V (G) and edge set E(G). The distance between two vertices x, y ∈ V (G), denoted by d G (x, y), is the length of a shortest path between x and y in G, and the distance between a vertex u ∈ V (G) and a set S ⊆ V (G), denoted by d G (v, S), is min{d G (v, x) : x ∈ S}. The eccentricity, e G (v), of a vertex v ∈ V (G) is max{d(v, x) : x ∈ V (G)}. The radius, rad(G), of G is min{e(v) : v ∈ V (G)} and the diameter, diam(G), of G is max{e(v) : v ∈ V (G)}; note that rad(G) ≤ diam(G) ≤ 2rad(G). A vertex u ∈ V (G) with e(u) = rad(G) is called a central vertex of G. The open neighborhood of a vertex v ∈ V (G) is N G (v) = {u ∈ V (G) | uv ∈ E(G)}, and its closed neighborhood is N G [v] = N G (v) ∪ {v}. For a set S ⊆ V (G), its open neighborhood is the set N G (S) = ∪ v∈S N G (v) and its closed neighborhood is the set N G [S] = N G (S) ∪ S. The degree of a vertex u in G, denoted by deg G (u) is |N G (u)|; a leaf is a vertex of degree one, and a major vertex is a vertex of degree at least three. A vertex v ∈ V (G) is called a cut-vertex if G − v is disconnected. For S ⊆ V (G), we denote by G[S] the considering the well-known fact that dim(G) = 2 does not imply the planarity of G (see [12] ). Of course, cdim(G) = 2 is simply saying that G is resolved by {x, y} where xy ∈ E(G). We show an example of a non-planar graph G resolved by {x, y} ⊆ V (G) such that d(x, y) = 2. For each positive integer k ≥ 3, we construct a non-planar graph G satisfying cdim(G) = k. In section 5, we determine cdim(G) and cdim G (v), for v ∈ V (G), when G is a tree, the Petersen graph, a wheel graph, a bouquet of m cycles (the vertex sum of m cycles at one common vertex) for m ≥ 2, a complete multi-partite graph, or a grid graph (the Cartesian product of two paths). In section 6, we examine the effect of vertex or edge deletion on the connected metric dimension. In section 7, noting that cdim(G) ≥ dim(G) and that cdim(G) − dim(G) can be arbitrarily large, we characterize graphs G satisfying cdim(G) = dim(G) when G is a tree or a unicyclic graph. In section 8, we conclude this paper with some open problems.
Preliminaries
In this section, we recall for use later some known results on metric dimension. 
For a tree T , a leaf ℓ is called a terminal vertex of a major vertex v if d(ℓ, v) < d(ℓ, w) for every other major vertex w in T , and an exterior major vertex is a major vertex that has at least one terminal vertex.
Theorem 2.3. [3, 12, 13] If T is a tree that is not a path, then dim(T ) = σ(T ) − ex(T ), where σ(T ) denotes the number of leaves of T and ex(T ) denotes the number of exterior major vertices of T .
Theorem 2.4. [11] For the Petersen graph P, dim(P) = 3.
Theorem 2.5. [1, 15] For n ≥ 3, let W n = C n + K 1 be the wheel graph on (n + 1) vertices. Then dim(W n ) = 3 if n ∈ {3, 6}, ⌊ Proposition 2.8. [2] For the grid graph G = P s P t (s, t ≥ 2), dim(G) = 2.
Some general results on connected metric dimension
In this section, we record some useful observations involving the connected metric dimension of graphs. We observe the relation between the resolving diameter and the resolving radius of a graph. We show the existence of a pair (G, v) such that cdim G (v) takes all positive integer values from dim(G) to |V (G)| − 1, as v varies in a fixed graph G. We characterize pairs (G, v) for which cdim G (v) = 1 and cdim G (v) = |V (G)| − 1, respectively. We begin with some useful observations for general graphs. We first recall the following well-known result. 
Proof. Let G be a connected graph of order n ≥ 2.
(a) Since a minimum connected resolving set of G is a resolving set of G, dim(G) ≤ cdim(G). By Lemma 3.1, there exists u ∈ V (G) such that u is not a cut-vertex of G; then S = V (G) − {u} forms a connected resolving set of G; thus cdim(G) ≤ n − 1.
. By Lemma 3.1, there exist two distinct vertices, say u and w, in G that are not cut-vertices. Assume, WLOG, that u = v, then S = V (G)−{u} is a connected resolving set at v and thus cdim G (v) ≤ n−1.
(c) This is immediate from the two definitions.
(d) Put the inequality as −1 ≤ cdim G (x) − cdim G (y) ≤ 1, and let xy ∈ E(G). If S is a minimum connected resolving set of G with x ∈ S, then S ∪ {y} is a connected resolving set of G containing y; thus cdim G (y) ≤ |S| + 1 = cdim G (x) + 1. Swapping the roles played by x and y yields the other inequality. 
Next, we show the existence of a graph G and its vertices such that cdim G (v) takes all positive integer values on the closed interval [dim(G), |V (G)| − 1] as v varies in G. 
Proof. For a ≥ 3 and b ≥ 1, let G = G a,b be the graph obtained from the disjoint union of K a and P b by joining an edge between a vertex of K a and a leaf of P b (see Figure 1 for G 6,5 ). Let V (K a ) = {u 0 , u 1 , u 2 , . . . , u a−1 } and let P b be given by w 1 , w 2 , . . . , w b such that u 0 w 1 ∈ E(G); note that |V (G)| = a + b.
First, we show that dim(G) = a − 1. Let S be any minimum resolving set of G. Since any two vertices in ∪
i=0 {u i } forms a resolving set of G with |S| = a − 1, we have dim(G) = a − 1.
Second, we show that cdim G (v) takes all integer values on [a − 1, a + b − 1] for some v ∈ V (G); notice that a − 1 = dim(G) and a + b − 1 = |V (G)| − 1. With S as defined, we have cdim G (u 0 ) = a − 1 by Observation 3.4. Further, we have cdim G (w j ) = a + j − 1 for j ∈ {1, 2, . . . , b}, since any minimum connected resolving set S ′ at w j must satisfy
Next, we consider the relation between rrad(G) and rdiam(G). For the usual eccentricity, diam(G) ≤ 2rad(G); however, a similar relationship between resolving diameter and resolving radius does not hold. Proposition 3.6. For a connected graph G of order at least two,
where both bounds are sharp.
Proof. The lower bound is Observation 3.2(b) and follows directly from the definitions. For the upper bound, let cdim G (x) = rdiam(G), cdim G (y) = rrad(G), and S be a minimum connected resolving set at y. Let y = y 0 , y 1 , . . . , y k−1 , y k = x denote the vertices along a shortest path from y to x. Then S ∪ {y 1 , . . . , y k−1 , y k = x} is a connected resolving set at x, and k ≤ diam(G) by definition of the diameter.
For the sharpness of the lower bound, let G be any vertex-transitive graph; then rdiam(G) = rrad(G) by Observation 3.3.
For the sharpness of the upper bound, let G be the graph obtained from P n−4 , for n ≥ 5, by joining a leaf of P n−4 to every vertex of P 4 (see Figure 2 ). It's easy to check that {u 2 , u 3 } forms a connected resolving set of G, and hence rrad(G) = cdim(G) = 2. Notice that diam(G) = n − 4, since u i , w 1 , . . . , w n−4 yield a diametral path for 1 ≤ i ≤ 4. It's also easy to see that cdim G (w n−4 ) = n − 2 = rdiam(G), since w 1 can not resolve u i from u j .
Remark 3.7. For a fixed graph G, rdiam(G) − rrad(G) can be arbitrarily large. Let 
It's a result of Harary and Norman [8] that all central vertices of any connected graph G are contained in a subgraph of G with no cut-vertices. Figure 3 shows that a similar result does not hold for resolving centers. 
(b) There exists a graph G such that any connected subgraph of G containing RC(G) contains cut-vertices (see Figure 3 ).
(c) Note that RC(G) is the union of all minimum connected resolving sets of G.
G: Next, we characterize graphs (vertices in graphs, respectively) with
. For 2 ≤ r ≤ n − 2, let P r be the path given by u 1 , u 2 , . . . , u r . Let H 1 be the graph obtained from a disjoint union of P r and K n−r by joining u r to every vertex of K n−r , and let H 2 be the graph obtained from a disjoint union of P r and K n−r by joining u r to every vertex of K n−r . Theorem 3.9. Let G be a connected graph of order n ≥ 2, and let v ∈ V (G). Then (a) cdim G (v) = 1 if and only if G = P n and v is a leaf of G,
Proof. Let G be a connected graph of order n ≥ 2, and let v ∈ V (G).
(a) (⇐) If v is a leaf of P n , then {v} is a resolving set of P n ; thus, cdim G (v) = 1.
Second, let G = K 1,n−1 such that w is the central vertex of G and L = {ℓ 1 , ℓ 2 , . . . , ℓ n−1 } is the set of leaves of G, where n ≥ 4. Let S be any minimum resolving set of G. Then |S∩L| = n−2 = dim(G) by Theorem 2.3 and the fact that any two distinct vertices in L are twin vertices. So, cdim(G) = n−1:
Third, when G = K 1,2 , the claim is obvious. Fourth, let G ∈ {H 1 , H 2 } and v = u 1 . Let S be any minimum resolving set of G, and let S ′ be any connected resolving set of G with
as G is connected. If n = 3, then G = P 3 and claim (ii) of (b) follows. So let n ≥ 4; then, excluding v, there exist three distinct vertices x, y, z such that xy ∈ E(G) and xz ∈ E(G).
, there is exactly one vertex u ∈ V (G) with d(v, u) = p. Assume, to the contrary, that there exists p ∈ [1, k − 1] such that there are at least two distinct vertices at distance p from v in G, and take q to be the maximum of all such p's. Let A = {x 1 , x 2 , . . . , x α } be all vertices in G at distance q from v.
First, assume q ≤ k − 2; note that k ≥ 3 in this case. Then there is exactly one vertex y ∈ V (G), lying on a shortest v − t path, such that d(v, y) = q + 1. Without loss of generality, let x 1 y ∈ E(G). Then V (G) − {x 2 , t} forms a connected resolving set of G: (i) since d(v, t) = e(v), no shortest v − s path contains t for s ∈ V (G) − {t}; (ii) for any vertex s ∈ V (G) with 1 ≤ d(v, s) ≤ q, no shortest v − s path contains x 2 ; (iii) since y is the only vertex at distance q + 1 from v in G and x 1 y ∈ E(G), for every s ∈ V (G) with q < d(v, s) ≤ k, there is a shortest v − s path that contains both x 1 and y, but not x 2 ; (iv) v resolves x 2 from t in G. Thus, cdim G (v) ≤ n − 2, contradicting the assumption. Now, let q = k − 1. If t is the only vertex at distance q + 1 = k from v such that x 1 lies on a shortest v − t path, one can show, as before, that V (G) − {x 2 , t} is a connected resolving set of
Thus, for every positive integer p ∈ [1, k − 1], there is exactly one vertex at distance p from v, which implies that v is a leaf of P k ⊂ G. Let the P k be given by v = u 1 , u 2 , . . . , u k , and let C = {w 1 , w 2 , . . . , w n−k } be the set of vertices at distance k from v; note that n − k ≥ 2, otherwise, G is a path and cdim
there are three distinct vertices x, y, and z at distance k from v such that xy ∈ E(G) and xz ∈ E(G). This again makes V (G) − {y, z} a connected resolving set of G, contradicting cdim G (v) = n − 1.
As an immediate consequence of Observation 3.2(b) and Theorem 3.9, we have the following
cdim(G) = 2 implies G is planar
A graph is planar if it can be drawn in a plane without edge crossing. It is well known that dim(G) = 2 does not imply the planarity of G (see [12] ). In this section, we show that cdim(G) = 2 implies G is planar via the construction of graphs G with cdim(G) ≤ 2. For each positive integer k ≥ 3, we show the existence of a non-planar graph G with cdim(G) = k. Note that cdim(G) = 2 is simply saying that G is resolved by {x, y} where xy ∈ E(G). We show an example of a non-planar graph G resolved by {x, y} ⊆ V (G) such that d(x, y) = 2.
We first recall a result on the characterization of planar graphs due to Wagner (1937) . For two graphs G and H, H is called a minor of G if H can be obtained from G by vertex deletion, edge deletion, or edge contraction.
Theorem 4.1. [17] A graph G is planar if and only if neither
For a positive integer r, we define a family of graphs F r as follows. Let G ∈ F r . For some positive integer r, we have {u, w} ⊆ V (G) ⊆ {u, w} ∪ {x a , y a , z a : 1 ≤ a ≤ r}. The vertices and edges must satisfy the following rules:
then at least one of the following must be true:
(ii) y a−1 ∈ V (G) and y a−1 y a ∈ E(G) (R8) Any of the edges x a y a , x a z a , or y a z a might or might not be in E(G), for each a with 1 ≤ a ≤ r.
(R9) There are no other edges in G. Proof. Suppose cdim(G) ≤ 2. Then there is a connected resolving set S for G with two vertices, say S = {u, w}. Since S is a connected resolving set, uw ∈ E(G). Let r = max v∈V (G) {min{x, y} : code S (v) = (x, y)}}. Notice, since u and w are adjacent, that the two entries in a code for a vertex of G can differ by at most one. Thus, the set of possible codes for vertices other than u and w are {(a, a + 1), (a, a), (a + 1, a) : 1 ≤ a ≤ r}. Let x a be the vertex with code (a, a + 1), if it exists, let y a be the vertex with code (a, a), if it exists, and let z a be the vertex with code (a + 1, a), if it exists.
(R2), (R3), and (R4) follow, since a vertex can have code (1, 2) only if it is adjacent to u and not w, code (1, 1) only if it is adjacent to both u and w, and code (2, 1) only if it is adjacent to w and not u.
Regarding (R5), if a vertex x a has code (a, a+1), then it must be adjacent to a vertex at distance a − 1 from u but cannot be adjacent to a vertex at distance a − 1 from w, so x a must be adjacent to a vertex with code (a − 1, a), namely x a−1 , and cannot be adjacent to y a−1 or z a−1 . Similarly, (R6) follows.
Regarding (R7), if a vertex y a has code (a, a), then it must be adjacent to a vertex at distance a − 1 from u and to a (possibly the same or different) vertex at distance a − 1 from w. So y a could be adjacent to a vertex with code (a − 1, a − 1), or to two vertices with codes (a − 1, a) and (a, a − 1), or to both.
If we let S a = {x a , y a , z a }, notice that edges within a set S a do not affect the codes on the vertices, since their distances from u and w differ by at most one. However, an edge between S a and S b , where b ≥ a + 2, would change the codes on the vertices. So, (R8) and (R9) follow. Next, we show that there exists a non-planar graph G such that cdim(G) = k ≥ 3. 
2(c). More generally, there exists a non-planar graph
Figure 5: A non-planar graph G with cdim(G) = 3.
Let G be a connected graph with dim(G) = 2, and let C be the collection of all minimum resolving sets of G.
implies G is planar (see Corollary 4.3). Given that dim(G) = 2 does not imply planarity of G, it is a natural question to consider values of d for which planarity of G is guaranteed. We will show that d = 2 fails to imply planarity of G. 
The connected metric dimension of some graphs
In this section, we determine cdim(G) and cdim G (v), for any v ∈ V (G), when G is a tree, the Petersen graph, a wheel graph, a bouquet of m cycles for m ≥ 2, a complete multi-partite graph, or a grid graph. Along the way, we show that cdim(G) − dim(G) can be arbitrarily large.
First, we consider trees. We recall some terminologies. Fix a graph G. A leaf ℓ is called a terminal vertex of a major vertex v if d(ℓ, v) < d(ℓ, w) for every other major vertex w in G. The terminal degree, ter G (v), of a major vertex v is the number of terminal vertices of v in G. An exterior major vertex is a major vertex that has positive terminal degree. An exterior degree-two vertex is a vertex of degree two that lies on a path from a terminal vertex to its major vertex, and an interior degree-two vertex is a vertex of degree two such that the shortest path to any terminal vertex includes a major vertex. Let ex(G) be the number of exterior major vertices of G, and let σ(G) be the number of leaves of G.
For a tree T , let M(T ) be the set of exterior major vertices of
For any vertex v ∈ M(T ), let T v be the subtree of T induced by v and all vertices belonging to the paths joining v with its terminal vertices. And, let 
Now, we consider cdim(T ) and cdim T (v) for a tree T and v ∈ V (T ). 
Let C be the collection of all minimum connected resolving sets of T .
Case 1: M(T ) = ∅. In this case, T is a path. If v is a leaf, then cdim T (v) = 1 by Theorem 3.9(a). If v is not a leaf, say vw ∈ E(T ), then {v, w} forms a connected resolving set of T , and thus cdim T (v) = 2 by Theorem 3.9(a).
Case 2: Second, let v ∈ V (T 1 ) − Γ; then v ∈ V (T u ) − {u} for some u ∈ M 1 (T ). Let Q be the u − v path, and let
Next, we consider the Petersen graph. Proof. Let P be the Petersen graph with its labeling as in Figure 7 . We note that P is vertextransitive and edge-transitive (see [9] ); thus, cdim(P) = cdim P (v), for any v ∈ V (P), by Observation 3.3. By Theorem 2.4 and Observation 3.2(a), cdim(P) ≥ dim(P) = 3. Since S = {u 1 , u 2 , u 3 , u 4 , u 5 } forms a connected resolving set of P, cdim(P) ≤ 5. We will show that cdim(P) ≥ 5; it suffices to show that cdim(P) ∈ {3, 4}. Let S be any minimum resolving set of P. First, suppose that cdim(P) = 3. Then there exists S satisfying P[S] ∼ = P 3 . Since two adjacent vertices of P must belong to S, we may assume that X = {u 1 , w 1 } ⊂ S by edge-transitivity of P. Then code X (u 3 ) = code X (u 4 ) = code X (w 2 ) = code X (w 5 ). Since diam(P) = 2, any vertex in V (P) − X can distinguish at most three vertices of {u 3 , u 4 , w 2 , w 5 } by distances; thus cdim(P) = 3.
Second, suppose that cdim(P) = 4. If there exist two adjacent vertices of P that belong to S, then cdim(P) = 4 by the same argument used to show that cdim(P) = 3. So, assume that no two vertices in S are adjacent in P. Since cdim(P) = 4 and P is 3-regular, S = N (z) for some z ∈ V (P). We may assume that S = {u 2 , u 5 , w 1 } by vertex-transitivity of P. Then code S (u 3 ) = code S (w 2 ), code S (u 4 ) = code S (w 5 ), and code S (w 3 ) = code S (w 4 ), contradicting the assumption that S is a resolving set of P; thus cdim(P) = 4.
Therefore, by Observation 3.3, cdim(P) = 5 = cdim P (v) for any v ∈ V (P).
Next, we consider wheel graphs. We begin by recalling the following Observation 5.6.
[1] For n ≥ 7, let W n be the wheel graph on (n + 1) vertices, and let w be the central vertex of W n . Then, for any minimum resolving set S of W n , w ∈ S and G[S] is disconnected.
Proposition 5.7. For n ≥ 3, let W n be the wheel graph on (n + 1) vertices, and let w be the central vertex of W n . Then, for any v ∈ V (W n ),
(b) for n ∈ {4, 5}, cdim(W n ) = 2 = cdim Wn (v) for v = w, and cdim Wn (w) = 3;
Proof. Let W n = C n +K 1 be the wheel graph on (n+1) vertices, where C n is given by u 1 , u 2 , . . . , u n , u 1 and w is the central vertex of W n ; note that the vertices on C n are vertex-transitive. Let S be any minimum resolving set of W n . First, let n = 3; then W 3 = K 4 . By Observation 3.3 and Theorem 3.9(b), cdim(W 3 ) = 3 = cdim W3 (v) for any vertex v ∈ V (W 3 ).
Second, let n ∈ {4, 5}; then dim(W n ) = 2 by Theorem 2.5. So, w ∈ S. Since S ′ = {u 1 , u 2 } forms a minimum connected resolving set of W n , cdim(W n ) = 2 = cdim Wn (v) for v = w and cdim Wn (w) = 3, where n ∈ {4, 5}.
Third, let n = 6; then dim(W 6 ) = 3 by Theorem 2.5. Since both S 1 = {u 1 , u 2 , u 3 } and S 2 = {u 1 , w, u 3 } form minimum connected resolving sets of W 6 , cdim(W 6 ) = 3 = cdim W6 (v) for any v ∈ V (W 6 ) by Observations 3.2(c) and 3.4.
Next, let n ≥ 7. By Observation 5.6, w ∈ S and G[S] is disconnected; thus, cdim(W n ) ≥ dim(W n ) + 1 = ⌊ 2n+2 5 ⌋ + 1 by Theorem 2.5. On the other hand, S * = S ∪ {w} forms a connected resolving set of W n , and thus cdim(W n ) ≤ |S
Next, we consider a bouquet of cycles. We begin with the following Proof. Let C i be given by w, u i,1 , u i,2 , . . . , u i,αi , w for each i ∈ {1, 2, . . . , m}, where m ≥ 2. (a) If S ∩ V (P i ) = ∅ for some i ∈ {1, 2, . . . , m}, then code S (u i,1 ) = code S (u i,αi ), contradicting the assumption that S is a resolving set of B m . So, S ∩ V (P i ) = ∅ for each i ∈ {1, 2, . . . , m}. (b) Let x be the number of even cycles of B m . If x ∈ {0, 1}, then w ∈ S by Theorem 2.6 and (a) of the present observation. So, suppose that x ≥ 2. If w ∈ S, then, by Theorem 2.6 and (a) of the present observation, there exist two even cycles C i and
2 ⌉ ∈ S, say the former, then code S (u i,1 ) = code S (u i,αi ), contradicting the assumption that S is a resolving set of B m . So, we may assume that |S ∩ {u i,1 , u i,2 , . . . , u i,⌊ α i 2 ⌋ }| = 1 = |S ∩ {u j,1 , u j,2 , . . . , u j,⌊ α j 2 ⌋ }| by relabeling if necessary; then code S (u i,αi ) = code S (u j,αj ), contradicting the assumption that S is a resolving set of B m . Thus, w ∈ S when x ≥ 2. Therefore, w ∈ S for any minimum resolving set S of B m . 
Proof. Let w be the cut-vertex of B m (m ≥ 2), and let P i = C i − {w} for each i ∈ {1, 2, . . . , m}. If a = 0, let C i be given by w, u i,1 , u i,2 , . . . , u i,2ki , w for each i ∈ {1, 2, . . . , a}, and assume that
, v j,2kj +1 , w for each j ∈ {a + 1, a + 2, . . . , m}. Let S be any minimum resolving set of B m ; then B m [S] is disconnected by Observation 5.8.
Case 1: a = m. In this case, B m has no even cycles. Since |S ∩ V (P i )| = 1 for each i ∈ {1, 2, . . . , m} by Theorem 2.6 and Observation 5.8(a), we may assume that |S ∩ (∪ ki j=1 {u i,j })| = 1 for each i ∈ {1, 2, . . . , m}, by relabeling if necessary. First, we claim that |S ∩ {u i,1 , u i,2 , . . . , u i,ki−1 }| = 1 for at most one i ∈ {1, 2, . . . , m}.
(1)
If k m = 1 or k m−1 = 1, then (1) obviously holds. So, suppose that k m−1 ≥ 2. If there exist two distinct x, y ∈ {1, 2, . . . , m} such that |S ∩{u x,1 , u x,2 , . . . , u x,kx−1 }| = 1 = |S ∩{u y,1 , u y,2 , . . . , u y,ky−1 }|, where k x ≥ 2 and k y ≥ 2, then code S (u x,2kx ) = code S (u y,2ky ), contradicting the assumption that S is a resolving set of B m . Thus, (1) holds. Next, we show that cdim( (1), and one can easily check that S 1 ∪{u z,1 } forms a minimum resolving set of B m . Since any minimum connected resolving set of B m that contains S 1 ∪{u z,1 } must also contain all vertices lying on the shortest w−u i,ki path for each i ∈ {1, 2, . . . , m}−{z}, cdim(B m ) ≥ 2+( (2) We claim that u i,ki ∈ S for each i ∈ {1, . . . , a}.
If u α,kα ∈ S for some α ∈ {1, . . . , a}, then code S (u α,2kα ) = code S (v m,2km+1 ), contradicting the assumption that S is a resolving set of B m . So, (3) holds. Next, we show that cdim( 
otherwise. Next, we consider complete multi-partite graphs.
Proposition 5.13. For k ≥ 2, let G = K a1,a2,...,a k be a complete k-partite graph of order n = k i=1 a i , and let s be the number of partite sets of G consisting of exactly one element. Then
, where i ∈ {1, 2, . . . , k} and k ≥ 2. Without loss of generality, let
and Observation 3.2(c).
(b) Let v be any vertex in G. Let S be any minimum connected resolving set of G; then |S| = cdim(G) = dim(G) by (a) of the present Proposition.
First, let s = 0. Note that, for each i ∈ {1, 2, . . . , k}, any two vertices in V i are vertex-transitive in G and S ∩ V i = ∅. So, let v ∈ S by relabeling if necessary. Thus cdim
(ii) for each j ∈ {s + 1, . . . , k}, any two distinct vertices in V j are vertex-transitive in G and S ∩ V j = ∅. So, we may assume that v ∈ S, and thus cdim G (v) = |S| = cdim(G).
Third, let s = 1. We note that S ∩ V 1 = ∅; otherwise, there exists i ∈ {2, 3, . . . , k} such that |S ∩ V i | ≤ a i − 2, say x, y ∈ V i − S, and code S (x) = code S (y), contradicting the assumption that S is a resolving set of G. Also, note that, for each i ∈ {2, 3, . . . , k}, any two distinct vertices in V i are vertex-transitive in G and
, we may assume that v ∈ S, and hence cdim G (v) = |S| = cdim(G).
Next, we consider the grid graphs (the Cartesian product of two paths). The Cartesian product of two graphs G and H, denoted by G H, is the graph with the vertex set V (G) × V (H) such that (u, w) is adjacent to (u ′ , w ′ ) if and only if either u = u ′ and ww ′ ∈ E(H), or w = w ′ and uu ′ ∈ E(G). See Figure 9 for the labeling of P 7 P 4 .
Lemma 5.14. For s, t ≥ 2, let G = P s P t be the grid graph with labeling as in Figure 9 . Let S 1 = {(u 1 , w 1 ), (u 1 , w t )}, S 2 = {(u 1 , w 1 ), (u s , w 1 )}, S 3 = {(u 1 , w t ), (u s , w t )}, and S 4 = {(u s , w 1 ), (u s , w t )}. Then S is a minimum resolving set of G if and only if S = S i for some i ∈ {1, 2, 3, 4}.
Proof. (⇐) We will show that S 1 forms a minimum resolving set of G. Let v 1 = (u a , w b ) and (
We will show that R is not a minimum resolving set of G.
Case 1: a = x. Without loss of generality, let b < y. First, let R ∩ S i = ∅ for some i ∈ {1, 2, 3, 4}, say R ∩ S 1 = ∅, without loss of generality (other cases can be handled similarly). If a = 1 and b = 1, then code R ((u 1 , w y+1 )) = code R ((u 2 , w y )). If x = 1 and y = t, then code R ((u 1 , w b−1 )) = code R ((u 2 , w b ) ). In each case, R fails to be a resolving set of G.
Second, let , w b ) ) and code R ((u a−1 , w y )) = code R ((u a+1 , w y )). In each case, R fails to be a resolving set of G.
Case 2: b = y. Without loss of generality, let a < x. First, let R ∩ S i = ∅ for some i ∈ {1, 2, 3, 4}, say R ∩ S 1 = ∅, without loss of generality (other cases are similar). If a = 1 and b = 1, then code R ((u x , w 2 )) = code R ((u x+1 , w 1 ) ). If a = 1 and b = t, then code R ((u x , w t−1 )) = code R ((u x+1 , w t )). In each case, R fails to be a resolving set of G.
Second, let R∩S j = ∅ for each j ∈ {1, 2, 3, 4}. If b = 1, then code R ((u a−1 , w 1 )) = code R ((u a , w 2 )) and code R ((u x , w 2 )) = code R ((u x+1 , w 1 ) ). If b = t, then code R ((u a−1 , w t )) = code R ((u a , w t−1 )) and code R ((u x , w t−1 )) = code R ((u x+1 , w t )). If b ∈ {1, t}, then code R ((u a , w b−1 )) = code R ((u a , w b+1 )) and code R ((u x , w b−1 )) = code R ((u x , w b+1 )). In each case, R fails to be a resolving set of G.
Case 3: a = x and b = y. Let a < x and b < y (other cases can be handled similarly). First, let R ∩ S i = ∅ for some i ∈ {1, 2, 3, 4}, say R ∩ S 1 = ∅, without loss of generality (other cases are similar). Then a = b = 1 and code R ((u 1 , w 2 )) = code R ((u 2 , w 1 )), and thus R fails to be a resolving set of G.
Second, let R ∩ S j = ∅ for each j ∈ {1, 2, 3, 4}. If a = 1 or b = 1 (but not both), then code R ((u a , w b+1 )) = code R ((u a+1 , w b ) ). If x = s or y = t (but not both), then code R ((u x−1 , w y )) = code R ((u x , w y−1 )). If a = 1, b = 1, x = s, and y = t, then code R ((u a−1 , w b )) = code R ((u a , w b−1 )) and code R ((u x , w y+1 )) = code R ((u x+1 , w y ) ). In each case, R fails to be a resolving set of G.
Theorem 5.15. For s, t ≥ 2, let G = P s P t be the grid graph with labeling as in Figure 9 . Then (a) cdim(G) = min{s, t};
Proof. (a) By Lemma 5.14, cdim(G) = min{s, t}.
6 The effect of vertex or edge deletion on the connected metric dimension of graphs Throughout this section, let v and e, respectively, denote a vertex and an edge of a connected graph G such that both G−v and G−e are connected graphs. In [5] , it was shown that dim(G)−dim(G−v) can be arbitrarily large (also see [1] ); it was also shown that dim(G − v) − dim(G) can be arbitrarily large. We recall the following results on the effect of an edge deletion on metric dimension of graphs.
(a) For any graph G and any edge e ∈ E(G), dim(G − e) ≤ dim(G) + 2.
(b) There exists a graph G such that dim(G) − dim(G − e) can be arbitrarily large.
In particular, if G − e is a tree (i.e., G is a unicyclic graph), we have the following 
Now, we examine the effect of a vertex deletion on the connected metric dimension of graphs. Figure 10) . Then cdim(G − v) = k + 2 by Theorem 5.4(a), and cdim(G) ≤ 7 since S = {u 0 , u 1 , ℓ 1 , v, ℓ k , u k , u k+1 } forms a connected resolving set with |S| = 7. So, Figure 10 : A graph G such that cdim(G − v) − cdim(G) can be arbitrarily large.
Next, we examine the effect of an edge deletion on the connected metric dimension of graphs.
Remark 6.5. There exists a graph G such that cdim(G) − cdim(G − e) can be arbitrarily large. Let G − e be a tree with ex(G − e) = 1. Let w be the exterior major vertex of G − e, and let ℓ 1 , ℓ 2 , . . . , ℓ k be the terminal vertices of w in G, where Figure 11 . By Lemma 5.3, cdim(G − e) = k. Next, we show that cdim(G) = k + a − 3. Let S be any minimum resolving set of G. We denote by P i the w − ℓ i path, excluding w, where Figure 11 : A graph G such that cdim(G) − cdim(G − e) can be arbitrarily large. 7 Trees and unicyclic graphs G satisfying cdim(G) = dim(G)
As stated in Observation 3.2(a), cdim(G) ≥ dim(G) for any connected graph G. Moreover, it was shown in Remark 5.12 that cdim(G) − dim(G) can be arbitrarily large. So, it is natural to consider connected graphs G for which cdim(G) = dim(G) holds. Clearly, cdim(K n ) = dim(K n ) and cdim(K n − e) = dim(K n − e) for any e ∈ E(K n ). However, it appears to be a challenging task to characterize all graphs G satisfying cdim(G) = dim(G). In this section, we characterize graphs G satisfying cdim(G) = dim(G) when G is a tree or a unicyclic graph. First, we consider trees.
Proposition 7.1. Let G be a tree of order n ≥ 2. Then cdim(G) = dim(G) if and only if G = P n .
Proof. (⇐) If G = P n , cdim(P n ) = 1 = dim(P n ) by Theorem 2.2(a) and Observation 3.2(a). (⇒) Let G be a tree. If ex(G) = 0, then G = P n and cdim(P n ) = dim(P n ). If ex(G) ≥ 1, then dim(G) < cdim(G) by Theorems 2.3 and 5.4(a).
Next, we consider unicyclic graphs. For m ≥ 3, a unicyclic graph obtained from C m by adding at most one path to each vertex of C m is called a generalized m-sun (see Figure 12 for an example of a generalized 8-sun). Proof. Let C m be the unique cycle of G given by u 1 , u 2 , . . . , u m , u 1 , where m ≥ 3. Let T ui be the subtree of G rooted at the vertex u i , where i ∈ {1, 2, . . . , m}; here, T ui = u i if deg G (u i ) = 2. Let S be any minimum resolving set of G.
Claim 1:
For each i ∈ {1, 2, . . . , m}, deg G (u i ) ≤ 3.
Proof of Claim 1. Assume, to the contrary, that there exists a vertex, say u 1 , lying on C m with deg G (u 1 ) > 3. First, we note that S ∩ (V (T u1 ) − {u 1 }) = ∅; otherwise, |N G (u 1 ) − {u 2 , u m }| ≥ 2 and no vertex in N G (u 1 ) − {u 2 , u m } are resolved by any vertex in S, contradicting the assumption that S is a resolving set of G. Second, note that S ∩ (V (G) − V (T u1 )) = ∅; otherwise, code S (u 2 ) = code S (u m ), contradicting the assumption that S is a resolving set of G. Third, we will show that u 1 ∈ S; then G[S] is disconnected, and thus cdim(G) = dim(G) by Observation 3.2(c). Let w 1 ∈ S ∩ (V (T u1 ) − {u 1 }) and w 2 ∈ S ∩ (V (G) − V (T u1 )). Let x and y be two distinct vertices in G. If x, y ∈ V (G) − V (T u1 ) are resolved by u 1 , then x and y are also resolved by w 1 . If x, y ∈ V (T u1 ) are resolved by u 1 , then x and y are also resolved by w 2 . So, assume that x ∈ V (G) − V (T u1 ) and y ∈ V (T u1 ) are resolved by u 1 , i. 
