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Abstract
The superiority of vector supercomputers for large-scale scientific simulations is basically
supported by their main memory systems. Vector processors have higher memory bandwidths
than scalar processors. Thus, in many scientific simulations whose performances are limited by
the sustained memory bandwidth, vector processors can potentially achieve a higher computa-
tional efficiency than scalar processors. Moreover, towards the post-Peta scale computing era,
vector processors will employ a chip multi-processor (CMP) architecture. To exploit the thread-
level parallelism in addition to the loop-level parallelism, a chip multi vector processor (CMVP)
has been proposed. A CMVP can potentially achieve a higher performance as the number of
cores on a chip increases.
However, the ratio of memory bandwidth to computational performance (Bytes/Flop, B/F)
of modern processors including vector processors has decreased. This is because the number of
I/O pins on a chip is physically limited, and hence it is difficult to further improve the mem-
ory bandwidth. On the other hand, the advances in the semiconductor integration technology
rapidly improve the computational performance. Hence, the B/F ratio is decreased year by year.
The computational efficiency is strongly affected by the B/F ratio, and hence the computational
efficiencies of many scientific simulations decrease with the decreasing B/F ratio.
The need for saving energy has also become important and is now a critical design factor.
Therefore, the need for saving energy has become the top priority in high performance comput-
ing. The Green500 started in November 2006, as a list providing the ranking of supercomputers
based on metrics such as energy efficiency (Flops/W). However, the degradation of the B/F ra-
tio makes the computational efficiency lower. Especially, the B/F ratio of a CMVP is decreased
as the number of cores increases. Therefore, a mechanism for saving energy consumption of a
CMVP is required.
To cover the insufficient B/F, modern vector processors are equipped with on-chip cache
mechanisms. It is important for such vector processors to use the cache mechanisms effectively
by cache-aware program optimizations. However, cache-aware program optimizations often con-
flict with conventional vector-aware optimizations. Although the sustained performance of vec-
tor supercomputers with a cache mechanism has already been reported, the performance gain
due to the cache is not quantitatively examined yet. Moreover, there are few studies of optimiza-
tion methods for vector processors.
The objective of this dissertation is to establish a program tuning strategy to exploit the
potential of vector processors with cache mechanisms. To realize the objective, this dissertation
discusses the following three approaches.
The first approach is to establish a performance model of a vector processor with a cache
mechanism. The bottleneck analysis of an application is essential to apply tuning techniques to




The second approach is to establish a performance-oriented tuning method. Several opti-
mization techniques have their own strengths and weaknesses, and sometimes influence each
other. Then, programmers need to find an appropriate combination of optimization techniques.
Therefore, it is important to systematically find out the appropriate combination and optimiza-
tion parameters to help programmers optimize their applications.
The third approach is to establish an energy-oriented tuning method. A CMVP can poten-
tially achieve a high performance. However, the computational efficiency decreases with a de-
crease in the B/F ratio, and thereby the energy efficiency of a vector processor decreases. Hence,
a mechanism for saving energy consumption of a CMVP is needed.
In Chapter 2, a performance model of a vector processor with a cache mechanism is first
designed based on the roofline model. Although the performances of vector supercomputers
with cache mechanisms have already been reported, the optimization methodology to improve
cache utilization of a vector processor is not established yet. Therefore, Chapter 2 presents the
performance model to analyze the bottleneck to suggest the performance tuning method effective
for the application. An important factor for vector processors to achieve a high performance is
to exploit their high memory bandwidths. As the roofline model takes into account the memory
bandwidth, the performance model is established based on the roofline model.
The effect of the cache mechanism on performance is evaluated using various real applica-
tions. The validity of using the roofline model for bottleneck analysis of vector processors and a
CMVP is also demonstrated in the evaluation. The roofline model clearly shows the performance
bottleneck of an application. Therefore, the roofline model is useful to choose an appropriate op-
timization technique to improve the performance on a vector processor with a cache mechanism.
Chapter 3 focuses on two important optimization techniques, loop unrolling and cache block-
ing, and proposes a performance-oriented tuning method. The effects of those techniques are
incompatible, and a programmer hence needs to carefully tune the parameters of those tech-
niques. The order of applying those techniques also affects the performance gain. A key idea of
the proposed tuning method is to strategically find the order and the parameters based on the
bottleneck analysis. In the strategy, if the sustained performance of an application is limited
by the memory bandwidth, cache blocking is first applied to the application, and then loop un-
rolling is applied to the blocked code. On the other hand, if the sustained performance is limited
by the computation capability, loop unrolling is first applied, and then cache blocking is applied
to the unrolled code.
The superiority of the performance-oriented tuning method based on the strategy is eval-
uated using basic kernels and real applications. The evaluation results clearly show that the
tuning method drastically improves the sustained performance due to effective use of both vec-
tor pipelines and cache. In the case of the computation-intensive application, the sustained
performance is improved to be three times higher by using the proposed strategy. In the case of
the memory-intensive application, the sustained performance is doubled by using the proposed
strategy.
In addition, the effects of the strategy on the performance of a CMVP are evaluated. The
evaluation results show that the performances of most benchmarks do not scale with the in-
creasing number of cores due to shortage of the memory bandwidth. In such a situation, cache
blocking remarkably improves the performance. These results clearly indicate that cache-aware
performance tuning becomes more important for CMVPs with high computational performances.
Therefore, this chapter establishes the performance-oriented tuning method to achieve a high
sustained performance of a vector processor with a cache mechanism.
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Finally, in Chapter 4, an energy-oriented tuning method is proposed. A CMVP can poten-
tially achieve a higher performance as the number of cores on a chip increases. However, in the
case of a memory-intensive application, the energy efficiency decreases with a decrease in the
computational efficiency due to shortage of the B/F ratio. Hence, an optimization method which
reduces the energy consumption is required.
To improve the energy efficiency, per-core power gating (PCPG) is introduced to a CMVP.
One important issue is to find the optimal number of cores activated by PCPG. In the proposed
energy-oriented tuning method, the number of active cores is adjusted based on the bottleneck
analysis with the roofline model. If the sustained performance of an application is limited by
the memory bandwidth, PCPG decreases the number of active cores to save the power con-
sumption without performance loss. As a result, the energy efficiency improves. On the other
hand, if the sustained performance does not reach the ceiling of the memory bandwidth, PCPG
keeps the number of active cores to avoid hurting the performance. Accordingly, the tuning
method uses the proposed strategy to prevent the performance degradation induced by exces-
sive power-gating. In addition, to further improve the energy efficiency, the number of active
cores is determined according to the required performance as a threshold by a programmer. If
the sustained performance is not decreased so much with the decreasing number of active cores
due to the memory bandwidth bottleneck, the energy efficiency is improved by further decreas-
ing the number of active cores.
The evaluation results show that the energy-oriented tuning method can drastically increase
energy efficiencies of memory-intensive applications. The energy efficiency is improved to be
3.5 times higher by reducing the number of active cores from 16 to eight without performance
loss. Moreover, the energy efficiency is further improved to be five times higher by reducing the
number of active cores to four with only 5% performance loss. Therefore,this chapter established
the energy-oriented tuning method for a CMVP to achieve a high energy efficiency.
In conclusion, the performance tuning strategy based on the roofline model can clarify the
performance bottleneck of a modern vector processor for a given application. It is demonstrated
that the program tuning strategy is promising to achieve a high sustained performance and a
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1.1 Performance Trend of Vector Processors
Vector supercomputer systems can achieve a high sustained performance for
scientific simulation in the fields of advanced science and engineering [1]. Al-
though the growing gap between sustained and peak performances for scientific
applications is a well-known problem in high performance computing, a vector
supercomputer system has higher computational efficiency than a scalar super-
computer system [2][3]. This is because a vector supercomputer system has a
high memory bandwidth [4]. Hence, the superiority of vector supercomputers for
large-scale scientific simulations is basically supported by their main memory
systems [5][6][7].
However, vector supercomputers have also been encountering the memory
wall problem [8][9]. This is because the number of I/O pins on a chip is physically
limited and hence it is difficult to further improve the memory bandwidth [10].
On the other hand, the advances in the semiconductor integration technology
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Figure 1.1: Performance trend of the NEC SX series
rapidly improve the computational performance. As a result, the ratio of mem-
ory bandwidth to computational performance (Bytes/Flop : B/F) of modern pro-
cessors including vector processors is decreasing [11], resulting in degradation
of the computational efficiency of future vector processors.
Figure 1.1 shows the performance trend of NEC SX systems from 1998 to
2008. The B/F ratio has decreased from 8 B/F to 2.5 B/F. There is a concern
that the sustained performance of vector supercomputers decreases with the de-
creasing B/F ratio. Furthermore, NEC is developing the next generation vector
supercomputer system called SX-X to be released in 2013. The vector proces-
sor of SX-X will employ a chip multi vector processor architecture (CMVP) and
has high peak performance than a conventional vector processor [12]. The gap
2
1.1. Performance Trend of Vector Processors
between the computational performance and the memory bandwidth widens as
the number of cores increases because the memory bandwidth is shared by all
cores. Although the B/F ratio of a vector processor is higher than that of a scalar
processor, the B/F ratio of future vector processors will degrade seriously.
An on-chip cache mechanism has been proposed [13] to reduce the perfor-
mance degradation due to the decrease in the B/F. A cache memory for vector
processors has been employed by modern vector processors such as Cray X1 and
NEC SX-9 [14][15]. An on-chip memory can provide data to vector registers at
a higher memory bandwidth than an off-chip memory [16]. In addition, a cache
mechanism can reduce the data traffic between the main memory and a vector
processor, and thus enable to effectively use the memory bandwidth. As a result,
it can alleviate the effects of the degradation of the B/F ratio.
3
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1.2 Program Optimization for a Vector Proces-
sor with a Cache Memory
To realize efficient large-scale simulations on the modern vector supercomput-
ers, optimization techniques to exploit the limited size of a cache memory are
required. Those techniques will become more important for future vector su-
percomputers to obtain a high sustained performance. Although the perfor-
mance of vector supercomputers with a cache mechanism has already been re-
ported [17][18][19][20], cache-aware optimization methods for a vector processor
with a cache mechanism are not established yet.
Application programs which are developed for conventional vector processors
have not been considered to use cache mechanisms. For conventional vector pro-
cessors, the innermost loop length is increased as much as possible, because the
memory access latency can be hidden by subsequent vector instructions if the
innermost loop length is large enough [21]. On the other hand, for vector pro-
cessors with cache mechanisms, longer innermost loops may degrade the cache
hit ratio and hence the sustained performance due to cache capacity shortage.
Accordingly, for such vector processors, the innermost loop length must be care-
fully tuned by a loop optimization so as to achieve both a high average vector
length and a high cache hit ratio. Moreover, several optimization techniques
have influence each other. To apply appropriate optimization techniques to an
application, its bottleneck analysis is essential. Therefore, a performance model
of a vector processor with a cache mechanism is needed to analyze the bottleneck
of the application in detail.
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1.3 Objective of the Dissertation
Vector processors can potentially achieve a higher computational efficiency than
scalar processors. However, the gap in performance between the computation
and the memory bandwidth is getting wider because of the limitation of the
number of I/O pins on a chip. This fact makes it more difficult for future vector
processors to keep a high memory bandwidth balanced with the computational
performance. Moreover, the energy consumption of vector processors is grow-
ing concern. A cache mechanism can decrease the energy consumption because
a main memory access is replaced with a cache memory access that consumes
lower energy. Therefore, it is important for future vector processors to use cache
mechanisms effectively. In order to exploit the performance of vector processors
with cache mechanisms, cache-aware performance optimizations are essential.
Hence, the main objective of this dissertation is to establish a performance tun-
ing strategy to achieve high performance and energy-efficient scientific simu-
lations on modern vector processors. To realize the objective, this dissertation
presents the following three approaches.
The first approach is to establish a performance model of a vector processor
with a cache mechanism. The bottleneck analysis of an application is essential
to apply tuning techniques to the application. Therefore, a performance model
is built to clarify the performance bottleneck of an application.
The second approach is to establish a performance-oriented tuning method
using the tuning strategy. Several optimization techniques have their own strengths
and weaknesses, and sometimes influence each other. Hence, it is necessary to
find an appropriate combination of optimization techniques. By using the pro-
posed strategy, the appropriate combination and optimization parameters are
found out systematically to help programmers optimize their applications.
5
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The third approach is to establish an energy-oriented tuning method using
the tuning strategy. A CMVP can potentially achieve a high performance. How-
ever, the computational efficiency decreases with the decreasing B/F ratio, and
thereby the energy efficiency of a vector processor decreases. Hence, a method
for saving energy consumption of a CMVP is presented.
The proposed tuning strategy selects an appropriate combination of opti-
mization techniques. As a result, a high performance and a high energy efficient
computing on a vector processor with a cache mechanism will be achieved by the
tuning strategy.
6
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1.4 Organization of the Dissertation
This dissertation is organized as follows.
In Chapter 1, the background of optimization techniques for vector proces-
sors is described. The importance of optimization techniques to cover the mem-
ory bandwidth shortage is discussed.
In Chapter 2, a performance model of a vector processor with a cache mech-
anism is proposed to analyze the effects of a cache mechanism and a bottleneck
of an application. Chapter 2 first presents the related work of vector processors
with cache mechanisms. Then, a performance model of the vector processors
with cache mechanisms is designed based on the roofline model. The effects of
the cache mechanism on performance are evaluated using various real appli-
cations, and the validity of the performance model is also demonstrated in the
evaluation.
In Chapter 3, a performance-oriented tuning method is proposed to com-
bine several optimization techniques. Chapter 3 first analyzes the performance
bottleneck and effect of several optimization techniques. Then, a performance-
oriented tuning method with combining two important loop transformations is
proposed. The superiority of the performance-oriented tuning method is evalu-
ated using basic kernels and real applications.
In Chapter 4, an energy-oriented optimization method is proposed for a CMVP.
Chapter 4 first analyzes the energy consumption of a CMVP. To improve the
energy efficiency, per-core power gating (PCPG) is introduced to a CMVP. One
important issue is to find the optimal number of cores activated by PCPG. In the
proposed energy-oriented tuning method, the number of active cores is adjusted
based on the bottleneck analysis with the performance model. In addtion, the
energy-oriented optimization method is evaluated using several applications.
7
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Finally, the conclusions of the dissertation are given in Chapter 5.
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Chapter 2
Performance Model of a Vector
Processor with a Cache
Mechanism
2.1 Introduction
As described in Chapter 1, vector processors have higher memory bandwidths
than scalar processors. However, it becomes difficult to further improve mem-
ory bandwidth because the number of I/O pins on a chip is physically limited.
On the other hand, the advances in the semiconductor integration technology
rapidly improve the computational performance. As a result, the B/F is decreas-




To relax the performance degradation caused by the decrease in B/F, an on-
chip vector cache mechanism with a high memory bandwidth has been pro-
posed [13]. The memory bandwidth between an on-chip cache memory and vec-
tor registers can be kept higher than that between an off-chip memory and vec-
tor registers. A cache memory for vector processors has been so far employed by
modern vector processors such as Cray X1 and NEC SX-9 [14][15]. Although the
performance of vector supercomputers with a cache memory has already been
reported [18][19][20][22], the performance gain due to the cache is not quantita-
tively examined yet.
The purpose of this chapter is to establish a performance model of a vector
processor with a cache mechanism. A performance model of a vector processor
with a cache mechanism is first designed based on the roofline model. The ef-
fects of the cache mechanism on performance are evaluated using various real
applications. The validity of using the performance model for vector procesors




There have been two kinds of commercial vector processors that employ an on-
chip cache mechanism. One is the vector processor of Cray X1 [14]. The other is
the vector processor of NEC SX-9 System [23].
Cray X1 employs an on-chip cache memory of 512 Kbytes called ECache,
and four ECaches are shared by four vector processors [14][24]. Whereas the
memory bandwidth between main memory and the vector register is 2.7 B/F,
the memory bandwidth between ECache and the vector register is 4 B/F. By
using the higher bandwidth of ECache, the systems can achieve a high sus-
tained performance. However, although the performance of the whole system
has been evaluated, the performance gain due to ECache is not quantitatively
discussed [19][20].
NEC SX-9 processor has a software-controllable on-chip cache memory of 256
Kbytes called Assignable Data Buffer (ADB) that is used to store reusable data
specified by a programmer [23]. Whereas the memory bandwidth between main
memory and the vector register is 2.5 B/F, the memory bandwidth between ADB
and the vector registers is 4 B/F. Due to the high bandwidth, ADB can signifi-
cantly improve the sustained performance [25]. In the cases of the earthquake
analysis and land mine detection applications, it has been reported that SX-9
with ADB can achieve 1.7 times and 1.2 times better performances than SX-9
without ADB [18][15].
Musa et al. have proposed a cache memory for a vector processor [26]. A
cache memory with a high bandwidth is introduced to overcome to the mem-
ory wall problem in future vector supercomputers. The proposed cache mem-
ory called vector cache has three mechanism: bypass mechanism, miss status
handling register mechanism, and prefetch mechanism. These mechanisms can
11
2.2. Related Work
reduce the number of memory accesses to the off-chip main memory, and the
limited memory bandwidth is efficiently used only for non-cached data. As a
result, the sustained memory bandwidth is eventually increased. Therefore, a
vector processor with vector cache achieves a higher computational efficiency.
Moreover, Musa et al. have proposed a chip multi vector processor (CMVP), and
a CMVP employs vector cache [27]. Alghough the B/F ratio of a CMVP decreases
as the number of cores increases, vector cache can cover the degradation of the
B/F ratio. Therefore, their results indicate that the importance of cache memory
systems will increase in future vector processors such as a CMVP.
The above studies have already shown that on-chip cache mechanisms are
effective to improve the performance of vector processors. Although the sus-
tained performance of vector supercomputers with a cache mechanism has al-
ready been reported, the performance gain due to the cache is not quantitatively
examined yet.
12
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2.3 Characteristics of Vector Processors with Cache
Mechanisms
2.3.1 Structure of a Vector Processor with Vector Cache
The architecture of the vector processor with vector cache that has been pro-
posed in [26] is illustrated in Figure 2.1. The vector processor has a vector unit,
a scalar unit and an address control unit. The vector unit contains vector reg-
isters and vector arithmetic pipelines. There are five types of vector arithmetic
pipelines; Mask, Logical, Add/Shift, Multiply, and Divide. The vector add and
multiply pipeline sets can work in parallel by the vector chaining mechanism.
To realize a high bandwidth, vector cache is divided into sub-caches, each cor-
responding to a memory port. Hence, there are N sub-caches if the number of
memory ports is N. In the case of reusing data in vector cache, the data can be
provided to vector registers at a short latency and a high bandwidth. In addi-
tion, a bypass mechanism and miss status handling registers (MSHR) [28] are
adopted in vector cache for effective use of the limited capacity.
The bypass mechanism can directly transfer data from the main memory
to vector registers. Only reusable data specified by a programmer are kept in
vector cache, and the other data bypass vector cache by using the mechanism.
MSHR holds information of in-flight load requests: instruction address and
memory address of loaded data. When the memory address of a subsequent
load request is equal to that of in-flight load data, the subsequent load request
is not sent to the main memory. Then, the subsequent load data are immediately
written to the register files after the in-flight load data arrive at the MSHR. This
mechanism can reduce the number of redundant load requests between vector
cache and the main memory. In addition, the latency of the subsequent load
13
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Figure 2.1: The vector processor with vector cache
requests can be shortened.
Vector cache can improve the sustained memory bandwidth due to a reduc-
tion in the number of memory accesses. In addition, vector cache can also de-
crease the energy consumption because a memory access is replaced with vector
cache access that consumes lower energy. Therefore, the effective use of vector
cache is essential for a vector supercomputer to realize both high performance
and low energy consumption.
Source Code 2.1 shows an implementation of a different formula: a kernel
routine of Finite Difference Time Domain Method (FDTD method). This loop
has 24 vector load instructions and 24 vector arithmetic instructions. In the
case where all vector data are in double precision, the B/F ratio of the kernel
is 8. The B/F ratio of the kernel is usually higher than that of modern vector
supercomputers. Thus, the kernel is likely to be memory intensive. Accordingly,
14
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most applications for vector supercomputers have high B/F ratios, and hence
their performances are limited by the memory bandwidth.
As described in Chapter 1, the B/F ratio of vector supercomputers has been
recently decreased. Therefore, it is important to exploit vector cache in order to
cover the shortage of bandwidth between the main memory and the processor.
For example, in Source Code 2.1, arrays Hx, Hy, and Hz can be reused by vector
cache. By usigh vector cache, the number of memory accesses decreases. As
described above, the memory bandwidth tends to be the performance bottleneck.
Therefore, optimization techniques for effectively using cache mechanisms are
essential to reduce the number of memory accesses and thereby improve the
performance of future vector processors with low B/F ratios.
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Figure 2.2: Block diagram of a CMVP
2.3.2 Structure of Chip Multi Vector Processor
In this section, the architecture of a CMVP is reviewed. The block diagram of
a CMVP is illustrated in Figure 2.2. A CMVP consists of N vector cores and
a vector cache mechanism. The off-chip main memory employs an interleaved
memory system for a high memory bandwidth. Therefore, the vector cache also
consists of multiple cache banks, called sub-caches, each connecting to an off-
chip memory bank. Each crossbar switch in Figure 2.2 has a priority control
mechanism of data transfer from the cores to the vector cache. When two or
more cores send data at once, the data are forwarded to the vector cache ac-
cording to their priorities. Each core has 32 memory ports and the cores are
interconnected to each sub-cache through 32 crossbar switches.
16
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2.4 Roofline Model of Vector Processors with Cache
Mechanisms
2.4.1 Roofline Model of a Vector Processor with a Vector
Cache
The memory bandwidth is important for vector processors to achieve a high sus-
tained performance, because a huge number of memory access operations are
performed in a large-scale scientific application. Thus, a performance model
for vector processors has to take into account the memory bandwidth. The
roofline model proposed by Williams et al. [29] is one of performance models
that show the relationship between the memory bandwidth and the sustained
performance. Therefore, to analyze the performance of the vector processors
with the vector cache, a performance model of the vector processor is designed
based on the roofline model.
Depending on the memory bandwidth required by an application, the sus-
tained performance for the application is limited by either the computational
performance or the memory bandwidth of the computing system. Operational
Intensity (Flops/Byte) is defined by the ratio of the number of floating-point op-
erations in the application to the data size that is transferred from/to the mem-
ory. In an application whose operational intensity is low, the memory bandwidth
of the system restricts the sustained performance. On the other hand, in an
application with a high operational intensity, the computational performance of
the system restricts the sustained performance. The roofline model ties floating-
point performance, operational intensity, and memory performance together in
a two-dimensional graph. In the model, the sustained performance limited by
17
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Figure 2.3: Roofline model for the vector processor
characteristics of the processor used in the system is defined as the upper limit
called roofline of the performance in a given situation. The comparison of the
sustained performance and operational intensity enables analysis of the bottle-
neck in computer systems.
The roofline model of the vector processor is defined as shown in Figure 2.3.
Here, the vertical axis indicates the computational efficiency, and the horizontal
axis indicates the oprational intensity. The highest horizontal line of the roofline
model represents the peak computational performance. A diagonal line of the
roofline model represents the peak memory bandwidth that is achieved when
a sequential data set is transferred from/to the memory using vector load/store
instructions.
Figure 2.3 has two types of ceilings: vector chaining and vector length. The
peak computational performance of the vector processor is achieved when two
18
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pipelines are working at the same time using the vector chaining mechanism [23].
The sustained performance is also affected by the vector length, which is the
number of elements executed by a vector instruction. Hockney et al. has nor-
malized the formula that defines the expected speedup ratio by using a vector
instruction [30]. The total execution time of a vector instruction is determined
by a vector startup time and throughput of a vector pipeline. A vector startup
time is the time to get the first result of a vector instruction. It is the sum of
the time to prepare the pipeline and the time to go through the pipeline. When
a vector length of a vector instruction is sufficiently large, a startup time of the
vector instruction is hidden by the other vector instructions. However, a strtup
time of a vector instruction with a small vector length cannot be hidden. For this
reason, the vector length are worth considering to determining some ceilings in
the roofline model.
In this way, the roofline model represents the relationship between the mem-
ory bandwidth and the computational performance derived from characteristics
of vector processors and applications. In addition, when the vertical axis indi-
cates the computational efficiency, the ceiling of the memory bandwidth is de-
scribed as the B/F ratio. Therefore, the roofline model can graphically show and
analyze the effects of a performance tuning on the computational efficiency of
vector processors for any applications.
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Figure 2.4: Roofline model of a CMVP with ceilings of thread-level parallelism
2.4.2 Roofline model of a CMVP
Next, a roofline model of a CMVP is described. Unlike a conventional vector
processor modeled in Figure 2.3, the sustained performance of a CMVP is also
restricted by the thread-level parallelism. The roofline model of a CMVP with
ceilings of thread-level parallelism is defined as shown in Figure 2.4. Here,
the number of cores is assumed to be 1 to 16. The vertical axis indicates the
sustained performance. The peak performance of a vector core is assumed to
be 16 GFlops, and the peak performance of a CMVP is the product of the peak
performance of a vector core and the number of cores. The memory bandwidth
is constant with the number of cores and shared by all cores. Then, the diagonal
line that indicates the ceiling of memory bandwidth is extended to the peak
performance.
In Figure 2.5, the roofline model of a CMVP with 16 cores is shown. The
roofline model is drawn by combining Figures 2.3 and 2.4. If a program has
20


































Figure 2.5: Roofline model of a CMVP (16 cores)
thread-level parallelism sufficiently, a higher sustained performance may be ex-
pected as the number of cores increases. However, the memory bandwidth be-
comes the performance bottleneck more easily. On the other hand, the roofline
model of a CMVP with four cores is shown in Figure 2.6. While the peak perfor-
mance of a CMVP with four cores is lower than that of a CMVP with 16 cores,
the computational efficiency can be higher because the memory bandwidth per
core is higher.
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Figure 2.6: Roofline model of a CMVP (four cores)
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2.5 Validity of the Performance Model of the Vec-
tor Processor with the Vector Cache
2.5.1 Evaluation Setup
To confirm the effects of the vector cache and the validity of the performance
model for the vector processor with the vector cache, the performance for real
scientific applications are evaluated. The goal of this evaluation is to clarify the
potential of the roofline model to analyze the bottleneck of an application. A
trace-driven simulator of the vector processor with the vector cache has been
developed for this evaluation. It is based on an NEC SX simulator, which accu-
rately models a single processor of the SX architecture comprised of the vector
unit, the scalar unit, and the memory system. The simulator takes a system
parameter file and a trace file as input data, and the output of the simulator
contains the instruction cycle counts of a benchmark program and the cache
hit information. The system parameters used in the evaluation are listed in
Table 2.1.
2.5.2 Benchmarks
The applications evaluated in this chapter are shown in Table 2.2. Here, V. Op. ra-
tio is the vector operation ratio, and V. length indicates the average number
of vector elements (double-precision floating-point data) per vector instruction.
Three kernels and six real applications in Table 2.2 developed for an NEC SX-9
vector supercomputing system are used as benchmark programs. The bench-
mark programs are compiled by the NEC FORTRAN compiler; FORTRAN90/SX.
It supports ANSI/ISO Fortran95 with automatic vectorization.
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Table 2.1: Summary of setting parameters
Type of Parallel Pipeline Set Mask, Logical, Add/Shift,
Multiply, Divide
Number of Parallel Pipelines per Set 8
Main Memory DDR-SDRAM
Vector Cache SRAM
Vector Cache Size 1MB
Number of Sub-caches 32
Associativity 2-Way
Cache Policy LRU, Write-through
Cache Bank Cycle 5% of memory cycle
Cache Latency 15% of memory latency
Line Size 8B





Table 2.2: Summary of scientific applications
Name Method Data size V. Op. ratio V. length
Matrix Multiply - 1024 × 1024 99.5% 256
7-pt Stencil - 256 × 256 × 256 99.7% 256
27-pt Stencil - 256 × 256 × 256 99.7% 256
Earthquake Friction Law 2047 × 2047 × 257 99.5% 256
Land Mine FDTD 1500 × 1500 × 50 99.7% 250
Turbulent Flow DNS 512 × 512 × 256 99.9% 256
Antenna FDTD 252756 × 9 × 138 99.5% 256
Turbine DNS 480 × 80 × 80 99.9% 240
BCM SOR 64 × 64 × 64 99.7% 256
24
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Earthquake Earthquake uses the three-dimensional numerical Plate Bound-
ary Model to explain an observed variation in the propagation speed of
postseismic slip [31]. This simulation code adopts a frictional constitutive
law derived from laboratory rock deformation experiments and assumes
that both the oceanic and continental plates in the earth’s shallow crust
are composed of homogeneous elastic mediums.
Land Mine Land Mine evaluates the performance of a SAR-GPR (Synthetic
Aperture Rader - Ground Penetrating Rader) in detection of buried anti
personnel mines under conditions of a rough surface and inhomogeneous
subsurface mediums [32]. The simulation uses the three dimensional FDTD
(Finite-difference time-domain) method with Berenger’s PML (Perfectly
matched layer).
Turbulent Flow Turbulent Flow is a direct numerical simulation of unsteady
flow through turbine channels for hydroelectric generators [33]. The fun-
damental equations are the continuity and the Navier-Stokes equations.
For the spatial discretization, the finite difference method is adopted. Time
advancements are executed by the semi-implicit scheme: the second-order
Crank-Nicolson is used for the viscous terms and the second-order Adams-
Bashforth methods for the other terms.
Antenna Antenna is for studying radiation patterns of an Anti-Podal Fermi
Antenna (APFA) to design high gain antennas [34]. The simulation con-
sists of two sections, a calculation of the electromagnetic field around an
APFA using the FDTD method with Berenger’s PML, and an analysis of
the radiation patterns using the Fourier transform. The performance of
25
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the simulation is primarily determined by calculations of the radiation pat-
terns.
Turbine Turbine is a numerical simulation of unsteady transonic flows with
condensation through steam turbine stator-rotor channels [35]. Funda-
mental equations solved here consist of conservation laws of mixed gas,
water vapor, water liquid, and the number density of water droplets, cou-
pled with the momentum equations and the energy equation. In addition,
the shear-stress transport (SST) turbulence model is employed to predict
the turbulent quantities. The numerical method is based on the high-
order high-resolution finite-difference method. The fourth-order monotone
upstream-centered schemes for conservation laws (MUSCL) with the total
variation diminishing (TVD) scheme, Roe’s approximate Riemann solver,
and the lower-upper symmetric Gauss-Seidel (LU-SGS) scheme are em-
ployed in the numerical method.
BCM Building Cube Method (BCM) is a computation technique that stacks
various sized cubic blocks (cubes) in the computation space, and provides
each cube with high-density, the same number of equally-spaced Carte-
sian meshes (cells) [36]. The application solves the incompressible Navier-
Stokes equations using the third-order upwind difference approximation
for the convection terms, the second-order explicit scheme for the time in-
tegration based on the staggered grid fractional step method. The appli-
cation solves the Poisson equations on the pressure using the second-order
central difference and the SOR method. In the evaluation, the kernel pro-
gram of the SOR method is evaluated.
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Figure 2.7: Computational performance of the benchmarks
2.5.3 Performance Analysis Based on the Roofline Model
Figure 2.7 shows the computational efficiency of all the benchmarks. The com-
putational efficiencies of all the benchmarks are normalized by the sustained
performances of the vector processor without the vector cache. Table 2.3 de-
scribes the cache hit ratios of all the benchmarks. All the benchmarks achieve
the performance improvement by using the vector cache. The computational ef-
ficiencies of 7-pt Stencil, 27-pt Stencil, and Turbulent Flow become two or more
times higher by the vector cache. Especially, the computational efficiency of 7-pt
Stencil becomes 2.4 times higher by the vector cache. On the other hand, the
efficiencies of the other benchmarks are hardly improved by the vector cache.
The computational efficiency of Antenna does not change by the vector cache.
Although the vector cache is effective for improving the performance, the per-
formance gains differ among the benchmarks. The effects of the vector cache on
27
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the performance for each benchmark are analyzed by the roofline model to clar-
ify the effectiveness of the vector cache for the vector processor. In the following,
the performance analyses using the roofline model are described in detail.
Performance Analysis of Matrix Multiply
Figure 2.8 shows the roofline model of Matrix Multiply. In Matrix Multiply,
the computational efficiency without the vector cache is limited by the memory
bandwidth. When using the vector cache, the efficiency is no longer limited by
the memory bandwidth even though the cache hit ratio is only 28.5%. As a re-
sult, the computational efficiency increases from 24.6% to 33.8%. Although the
memory bandwidth bottleneck is removed by using the vector cache, the compu-
tational efficiency is not well improved due to the computational bottleneck.
Performance Analysis of Stencil
Figure 2.9 shows the roofline model of 7-pt Stencil. In the both cases of 7-pt
Stencil and 27-pt Stencil, the computational efficiencies are still limited by the
memory bandwidth even though the vector cache is used. Alghough the cache
28





















Operaonal intensity (Flops/Byte) 
Peak Computaonal Performance 
24.6% 
33.8% 
Figure 2.8: Roofline model of Matrix Multiply
hit ratio of 7-pt Steincil is 30%, the operational intensity of 7-pt Stencil is lower
than that of Matrix Multiply. This is because 7-pt Stencil has a large number
of memory access operations compared to arithmetic operations. Therefore, the
cache hit ratio should be increased to improve the sustained performance.
Performance Analysis of Earthquake
Figure 2.10 shows the roofline model of Earthquake. The operational intensity
of Earthquake is 0.16, and the computational efficiency is 12.5% without the
vector cache. In the case of using the vector cache, the operational intensity is
increased by reusing the data, and the computational efficiency reaches 16.8%.
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Figure 2.9: Roofline model of 7-pt Stencil
Even though the operational intensity is 0.5 with the vector cache, the improve-
ment in computational efficiency is not remarkable as shown in Figure 2.7. This
is because of the imbalance between arithmetic operations and vector load/store
operations. In this case, arithmetic operations cannot be executed until the data
are transferred from main/cache memory to vector registers. Therefore, parallel
pipelines are not used efficiently. To alleviate the imbalance, Earthquake needs
an optimization technique that reduces the number of vector load operations
such as loop unrolling.
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Figure 2.10: Roofline model of Earthquake
Performance Analysis of Land Mine
Figure 2.11 shows the roofline model of Land Mine. The operational intensity of
Land Mine is as low as of 0.16, and the computational efficiency is 15.0% without
the vector cache due to the bottleneck of the memory bandwidth. Even in the
case of using the vector cache, the computational efficiency is only 16.8% with
a low cache hit ratio of 11.3%. Figure 2.7 shows the low operational intensity
and the bottleneck of the memory bandwidth. Therefore, the number of main
memory accesses should be decreased by using the vector cache more effectively.
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Figure 2.11: Roofline model of Land Mine
Performance Analysis of Turbulent Flow
Figure 2.12 shows the roofline model of Turbulent Flow. The computational ef-
ficiency of Turbulent Flow without the vector cache is 45.8% and limited by the
memory bandwidth. On the other hand, in the case of using the vector cache,
the computational efficiency is 89.3% due to removing the bottleneck. The kernel
loop of Turbulent Flow has many scalar-vector multiple operations. Moreover,
Turbulent Flow performs the difference scheme, and hence the data of a vector
load instruction is almost the same as those of its preceding vector load instruc-
tion. Due to the high data reusability, the vector cache enables Turbulent Flow
to achieve a high computational efficiency without any program optimization.
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Figure 2.12: Roofline model of Turbulent Flow
Performance Analysis of Antenna
Figure 2.13 shows the roofline model of Antenna. The operational intensity
of Antenna is 0.58. In this case, the memory bandwidth is the bottleneck of
the computational efficiency. In Antenna, the length of the innermost loop is
252756 and the data size is about 27 MB. As a result, the cache hit rate is as low
as 0.3%. Therefore, to overcome the memory bandwidth bottleneck, the cache
hit ratio should be increased by optimization techniques.
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Figure 2.13: Roofline model of Antenna
Performance Analysis of Turbine
Figure 2.14 shows the roofline model of Turbine. The computational efficiency
without the vector cache is 31.2% with the operational intensity of 0.67. When
using the vector cache, the computational efficiency is improved to 35.3% with
the operational intensity of 2.0. The cache hit ratio of Turbine is 77.7% due
to a high temporal locality of reference. However, the computational efficiency
of Turbine is limited by two factors. One is the arithmetic imbalance between
vector add and multiply operations. The number of vector add operations is one
third of that of vector multiply operations. Then, a vector chaining mechanism
34
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Figure 2.14: Roofline model of Turbine
does not efficiently work. The other factor is that a vector move instruction ac-
counts for a substantial fraction of all instructions of Turbine. The vector move
instruction is a data transfer instruction between a vector arithmetic register
and a vector data register. The number of vector move instructions accounts for
30% of the whole instructions. Although the execution time of a vector move
instruction is several cycles, the execution time of Turbine is spent for fetch
and decode time of vector move instructions. As a result, the computational ef-
ficiency is limited by the scalar unit which operates fetch and decode of vector
instructions. In Turbine, hence, it is needed to reduce the number of vector move
instructions to improve the computational efficiency.
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Figure 2.15: Roofline model of BCM
Performance Analysis of BCM
Figure 2.15 shows the roofline model of BCM. The computational efficiency with-
out the vector cache is 13.5% with the operational intensity of 0.13. The compu-
tational efficiency without the vector cache is limited by the memory bandwidth.
In the case of using the vector cache, the computational efficiency is improved
to 18.8% with the operational intensity of 0.18. Although the computational
efficiency is improved by the vector cache, it is still limited by the memory band-
width due to the low cache hit ratio of 29.2%. Therefore, the cache hit ratio
should be increased to improve the computational efficiency.
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Discussion
The performance model based on the roofline model clarifies the effects of the
vector cache. The computational efficiencies of most benchmarks are limited by
the memory bandwidth if the vector cache is not used. By using the vector cache,
some applications are no longer limited by the memory bandwidth, the others
are still limited by the memory bandwidth.
In 7-pt Stencil, 27-pt Stencil, Land Mine, Antenna and BCM, the perfor-
mance model of the vector processor with the vector cache shows that the sus-
tained performances are limited by the memory bandwidth. On the other hand,
in Matrix Multiply, Earthquake, Turbulent Flow and Turbine, the performance
model shows that the sustained performances are limited by the computational
ceilings. In this way, the performance model based on the roofline model can
analyze the effects of the vector cache.
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Table 2.4: Summary of setting parameters of CMVP
Name Parameter
Base Core Architecture NEC SX-8
Number of Cores 1–16
Main Memory DDR-SDRAM
Vector Cache SRAM
Vector Cache Size 1MB
Number of Sub-caches 32
Associativity 2-Way
Cache Policy LRU, Write-through
Cache Bank Cycle 5% of memory cycle
Cache Latency 15% of memory latency
Line Size 8B
MSHR Entries (Sub-cache) 8192(256)
Off-chip Memory Bandwidth 64GB/sec
Cache-Core Bandwidth 64GB/sec/core
2.6 Validity of the Performance Model of a CMVP
The validity of the performance model of a CMVP is discussed in this section.
A trace-driven simulator of a CMVP has been developed for performance eval-
uation. The system parameters used in the evaluation are listed in Table 2.4.
Particularly, this simulator deals with a parallelized program by multi-threads
of a DO loop level using the automatic parallelization and OpenMP. Optimiza-
tion parameters of loop unrolling and cache blocking are searched by power of
two.
First, parallelization efficiency, which is the sustained performance per core,
is evaluated. The memory bandwidth is fixed to 64GB/sec, and thus the memory
bandwidths per core are decreased as the number of cores increases (e.g., 4B/F
with one core, 2B/F with two cores, 1B/F with four cores, 0.5B/F with eight cores
and 0.25B/F with 16 cores).
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Figure 2.16 shows the sustained performance of a CMVP. The sustained per-
formances of most benchmarks increase as the number of cores increases up
to eight cores. However, in the case of 16 cores, the parallelization efficiency
degrades in all benchmarks. This is because the memory bandwidth per core
decreases.
The performances of Matrix Multiply, Earthquake, and Turbulent Flow scale
well as the number of cores increases. This is because the shared vector cache
for a CMVP is effective to reduce the number of off-chip memory accesses. How-
ever, in the case of 16 cores, the parallelization efficiencies degrade as the num-
ber of cores increases because of the shortage of the memory bandwidth per
core. Moreover, in the case of Turbulent Flow, the cache hit ratio decreases from
82.9 % of one core to 61.0 % of 16 cores due to cache capacity shortage. As a re-
sult, the sustained performance of Turbulent Flow decreases as the number of
cores increases. Similarly in the case of Antenna, the data size is larger than the
cache capacity, and hence cache hit ratio decreases with an increase in the num-
ber of cores. Therefore, an optimization technique which improves the cache hit
ratio is needed to improve the parallelization efficiency.
The performance improvements of 7-pt Stencil, 27-pt Stencil and Land Mine
are lower than those of the others, because those benchmarks have a larger
number of memory accesses. Thus, the memory bandwidth significantly im-
pacts the performance. As a result, the vector cache hardly contributes to the
performance improvement for such applications. Especially, the cache hit ratio
of Land Mine is too low of 9.7%.
Next, the roofline model is drawn to analyze the performance of a CMVP in
detail. The roofline model of a CMVP with 16 cores shown in Figure 2.17 are
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Figure 2.16: Sustained performance of a CMVP
used to analyze the performance bottleneck. The performances of all the bench-
marks except Matrix Multiply are lower than half of the peak performance. In
the case of Matrix Multiply, the performance is not limited by the memory band-
width. For this reason, Matrix Multiply can achieve high scalability.
The performances of all the benchmarks except Matrix Multiply and Earth-
quake are still limited by the memory bandwidth even though the vector cache
is used. This is because the memory bandwidth per core is too as low as 0.25
B/F. Moreover, the vector cache does not work effectively if the cache hit ratio
is low. In a CMVP, the computational performance is very high compared with
the memory bandwidth. As a result, the memory bandwidth is the performance
bottleneck in most benchmarks. Accordingly, cache blocking is required in most
cases to reduce the number of off-chip memory accesses and effectively use the
limited bandwidth.
In this way, the roofline model can analyze the bottleneck of an application.
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Figure 2.17: Roofline model for the applications on a CMVP (16 cores)
To improve the sustained performance of an application, an optimization tech-
nique which can remove the bottleneck is essential. It is important to analyze
the bottleneck to select an appropriate optimization. Therefore, the roofline
model is effective to optimize an application for a vector processor with a cache
mechanism. In Chapter 3, the roofline model is used to determine the optimiza-




In this chapter, the roofline model of a vector processor with a cache mechanism
has been proposed to analyze the effects of the cache mechanism and the bot-
tleneck of an application. An important factor for vector processors to achieve
a high performance is to exploit their high memory bandwidths. As the roofline
model takes into account the memory bandwidth, it is useful to figure out the re-
lationship between the memory bandwidth and the computational performance
derived from the characteristics of vector processors and applications.
The performance evaluation of the vector processor with the vector cache has
been carried out using three basic kernels and seven real applications. The va-
lidity of using the performance model for the bottleneck analysis of a vector pro-
cessor with a cache mechanism is also demonstrated using several benchmarks.
The performance model based on the roofline model clearly shows the perfor-
mance bottleneck of an application. Therefore, the performance model is useful
to choose an appropriate optimization technique to improve the performance on
a vector processor with a cache mechanism.
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THE PROGRAM OPTIMIZATION STRATEGY
Chapter 3
A Performance-oriented Tuning
Method Using the Program
Optimization Strategy
3.1 Introduction
As shown in Chapter 2, a cache mechanism is effective to improve the sustained
performance of a vector processor, and it has been employed by modern vec-
tor processors. However, application programs which are developed for conven-
tional vector processors have not been considered to use the cache mechanism.
Under this situation, optimization techniques are needed to be appropriately
applied to the programs to effectively use the cache mechanism.
One major difference in performance tuning for the conventional vector pro-
cessors and vector processors with cache mechanisms is how to handle the in-
nermost loop length. For the conventional vector processors, the innermost loop
length is increased as much as possible, because the memory access latency can
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be hidden by subsequent vector instructions if the innermost loop length is large
enough [21]. Hence, the sustained performance increases with the problem size
of an application. However, for vector processors with cache mechanisms, longer
innermost loops may degrade the cache hit ratio, and hence the sustained per-
formance decreases. In addition, although the problem size of an application
increases, the sustained performance decreases due to decrease in the cache hit
ratio. Accordingly, for such modern vector processors, the innermost loop length
must be carefully controlled by cache blocking to keep a large vector length and
high cache hit ratio.
Loop unrolling is another important technique for the conventional vector
processors. However, the cache hit ratio may decrease due to alteration of a
temporal locality by loop unrolling. Therefore, two tuning techniques, cache
blocking and loop unrolling, have influence on each other.
The purpose of this chapter is to establish a performance-oriented tuning
method using the optimization strategy based on the roofline model. This chap-
ter first discusses the optimization techniques and the relationships between




High-level loop transformations such as cache blocking and loop unrolling are
well known to improve the sustained performance. However, the process of these
loop transformations is time consuming to achieve the performance improve-
ment. Moreover, optimization parameters, such a blocking size and an unroll
degree, are system-dependent. Due to the difficulty in setting the optimization
parameters, a strategy is required to systematically find the optimal ones.
Wolf et al. have presented a model that estimates the total machine cycle
time, which considers cache misses, register pressure, and loop overhead [37],
[38]. Based on this model, an algorithm that can intelligently search through
various optimization techniques has been developed. The experimental results
show that the approach is effective for optimizing numerical programs.
Gannon et al. have presented a method to estimate the demands of cache and
local memory in highly iterative scientific codes [39]. The experimental results
show that the method can provide parameters of loop optimization techniques
to improve the cache performance.
McKinley et al. have presented compiler optimization techniques to improve
data locality based on a simply yet accurate cost model [40] [41]. The cost model
computes both temporal and spatial reuse of cache lines to find desirable loop
organizations. The experimental results show that the cost model can select the
best loop structure for a nest of kernel.
Williams et al. have presented an auto-tuning approach to optimize appli-
cation performance on emerging multicore architectures [42]. The methodology
extends the idea of search-based performance optimizations in linear algebra
and FFT libraries. The performance evaluation shows that auto-tuned codes




The optimization techniques described in this section are mainly focused on
scalar processors. On the other hand, there are few works for vector processors
in this research field. This is because the performance of a vector processor is
not affected by the register pressure and loop overhead so much. Furthermore,
it is important to use a cache mechanism effectively to cover the shortage of the
memory bandwidth between the main memory and modern vector processor.
Hence, to exploit the potential of a vector processor with a cache mechanism,
it is essential to determine appropriate optimization parameters based on the
characteristics of such a vector processor. In addition, the effects of optimization
techniques are incompatible. Under this situation, in this chapter, an optimiza-





Loop transformations; loop unrolling, cache blocking, loop interchange, loop fu-
sion, etc, are well-known optimization techniques to improve the sustained per-
formance. To select optimization parameters for transformations such as loop
unrolling and cache blocking, most compilers use analytical models. However,
when the analytical models may not be accurate or up-to-date with the newest
hardware, optimization parameters can not be chosen to achieve a high perfor-
mance [43]. This section describes optimization techniques mainly focused in
this dissertation; cache blocking and loop unrolling. The relationships between
those two techniques are also discussed in this section.
3.3.1 Loop Unrolling
Loop unrolling is a technique that replicates the original DO loop body multiple
times. This technique increases the degree of vector instruction parallelism,
and thereby decreases load/store and control operations across iterations. As
a result, the sustained performance increases because parallel pipelines work
efficiently [44].
For example, the kernel program of Matrix Multiply is shown in Source
Code 3.1 and the kernel program that loop unrolling is applied is shown in
Source Code 3.2. In the original kernel loop has two vector floating-point in-
structions and two vector load instructions in the innermost loop that operate
on A(I,K) and B(I,J). After applying loop unrolling, four vector floating-point
instructions and three vector load instructions are included in the loop body.
Hence, loop unrolling can make the operational intensity higher.
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Source Code 3.1: The kernel loop of Matrix Multiply
1 DO K = 1, n
2 DO J = 1, n
3 DO I = 1, n




Source Code 3.2: The kernel loop when applying loop unrolling
1 DO K = 1, n, 2
2 DO J = 1, n
3 DO I = 1, n
4 A(I,K) = A(I,K) + B(I,J) ∗ C(J,K)





Cache blocking is a technique that decomposes a DO loop into some short DO
loops. Then, the short DO loops are processed serially. This technique improves
the temporal locality by dividing a matrix into smaller sub-matrices accessed
iteratively. As a result, the operational intensity is increased by improving the
cache hit ratio. Moreover, the energy consumption is reduced by the cache block-
ing due to a reduction in the number of the main memory accesses.
For example, the kernel program that cache blocking is applied is shown in
Source Code 3.3. The working set size in the loop of K consists of the entire
arrays B(I,J), A(I,K) and C(J,K). If this working set is too large for the vector
cache to handle, the loop can be divided as shown in Source Code 3.3. Here IB
is chosen so that the entire data set accessed is kept the vector cache.
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Source Code 3.3: The kernel loop when applying cache blocking
1 DO II = 1, n, IB
2 DO K = 1, n
3 DO J = 1, n
4 DO I = II, min(II+IB−1, n)





3.3.3 Relationships Between Optimization Techniques
Loop unrolling and cache blocking have their own strengths and weaknesses,
and sometimes influence each other. Therefore, in this section, the relationships
between these two techniques are discussed.
Loop unrolling increases the degree of vector instruction parallelism, and
thereby decreases load/store and control operations across iterations. As a re-
sult, the sustained performance increases because parallel pipelines work effi-
ciently. However, loop unrolling also needs a larger vector cache to hold all the
data of an unrolled DO loop iteration. As a result, the computational perfor-
mance may degrade because the cache hit ratio decreases by unrolling a DO
loop. Therefore, there is a trade-off between the degree of loop unrolling and the
cache hit ratio.
Cache blocking improves the temporal locality of the main memory accesses
by dividing a matrix into smaller sub-matrices accessed iteratively. As a result,
the operational intensity is increased by improving the cache hit ratio. However,
cache blocking shortens the length of a DO loop and thereby may lead to short-
ening the vector length. Since the vector operation on a short vector cannot hide
the memory latency and the parallel pipeline does not efficiently work, cache
blocking may degrade the performance. Accordingly, even if the cache blocking









































































































Size of cache blocking 
Degree of unrolling 
Figure 3.1: Relationship between optimization techniques
efficiency of vector operations. Hence, the performance tuning method needs to
find a good trade-off between the vector length and cache hit ratio.
Figure 3.1 shows the relationship between loop unrolling and cache blocking.
This figure is obtained by applying those two techniques to Matrix Multiply. In
the evaluation, cache blocking is carried out by changing the block size from
1024 to 64, and loop unrolling is applied to the code changing the unroll degree
from 1 to 16. The best sustained performance is achieved with the unroll degree
of 8 and the blocking size of 256. If the block size is tuned with fixing the unroll
degree and then the unroll degree is tuned for the blocked code, the sustained
performance does not reach the best performance. On the other hand, the sus-
tained performance reaches the best if the unroll degree is first tuned and then
the block size is tuned for the unrolled code.
In this way, loop unrolling and cache blocking influence each other, and hence
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those techniques should not be applied independently. To apply the optimization
techniques to an application with appropriate optimization parameters, it is im-
portant to determine an appropriate order of applying the techniques. There-
fore, an optimization method which strategically determine the order of apply-
ing the optimization techniques is needed.
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2 
The operaonal intensity should be 
increased by opmizaon to remove 
the bandwidth boleneck 
Figure 3.2: The case of memory bandwidth bottleneck
3.4 A Performance-oriented Tuning Method Us-
ing the Program Optimization Strategy
3.4.1 A Program Optimization Strategy based on the Roofline
Model
This section describes a performance tuning method with loop transformations
to exploit the potential of the vector processor with the vector cache. First, a pro-
gram optimization strategy which selects an appropriate optimization technique
based on the bottleneck analysis using the roofline model is described.
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Improve the efficiency of the vector pipelines 
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Figure 3.3: The case of computational bottleneck
Figure 3.2 illustrates the case where the performance of an application is
limited by the memory bandwidth. If the sustained performance reaches the
ceiling of the bandwidth, the operational intensity of the application should be
increased by reducing the number of the memory accesses. To reduce the num-
ber of memory accesses, it is necessary to increase the cache hit ratio. Accord-
ingly, the optimization techniques that improve the cache hit ratio should be
applied to the application.
On the other hand, Figure 3.3 illustrates the case where the performance
of an application is limited by the computation. If the sustained performance
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does not reach the ceilings of computational performance and the memory band-
width, more computations should be introduced into the innermost loop. Accord-
ingly, it is necessary to improve the degree of vector instruction parallelism.
The sustained performance improved by the optimization depends on which
technique is firstly applied to each loop. This is because the effect of these tech-
niques varies with the performance bottleneck of an application. Hence, the
optimization to remove the bottleneck is applied preferentially.
3.4.2 A Performance-oriented Tuning Method
A performance-oriented tuning method which strategically finds the applying or-
der and the parameters of optimization techniques is proposed. In the proposed
tuning method, the performance bottleneck is analyzed first by the roofline
model. Then, cache blocking is applied earlier than loop unrolling if the anal-
ysis result indicates that the sustained performance is limited by the memory
bandwidth. If the analysis indicates that the sustained performance is limited
by the computation capability, loop unrolling is applied first earlier than cache
blocking. By using the optimization strategy, the optimization which removes
the bottleneck is preferentially applied to an application.
To find optimal parameter set of the unroll degree and the cache block size, a
greedy algorithm is employed on the tuning method [45]. Although the optimiza-
tion techniques are applied with the parameter set found by the greedy search,
they are not always the best. The best parameter for one technique would be
changed by applying the other technique. Therefore, after the best parameter
for the preceding optimization is found, the parameter for the subsequent one
has to be searched.
The procedure of the performance-oriented tuning method is illustrated in
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Figure 3.4: The procedure of the performance-oriented tuning method
Figure 3.4. First, the order of applying the two techniques is determined based
on the bottleneck analysis. Then, the best parameter of the preceding technique
to each loop is explored with the greedy search; all the possible values are ex-
amined. Finally, the best parameter for the subsequent technique is searched
while keeping the parameter of the preceding technique. The proposed method
searches the optimization parameter with considering the effects of other opti-
mization parameters. As a result, the proposed method based on the optimiza-
tion strategy finds an appropriate combination of the optimization parameters
to improve the sustained performance.
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Figure 3.5: Bottleneck Analysis of all the benchmarks
3.5 Performance Evaluation of the Performance-
oriented Tuning Method
3.5.1 Methodology
The trace-driven simulator used in Chapter 2 is also used in the following eval-
uation. The system parameters used in the evaluation are also the same as
Table 2.1 in Chapter 2.
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3.5.2 Bottleneck Analysis of the Benchmarks
The performance bottleneck is analyzed by the roofline model before applying
the optimization techniques. Figure 3.5 shows the roofline model of all the
benchmarks. Figure 3.5 indicates that the computation is the performance
bottleneck in Matrix Multiply, Earthquake, and Turbulent Flow. For these
computation-intensive benchmarks, the optimization strategy suggests that loop
unrolling is effective to improve the sustained performance.
On the other hand, in Land Mine, 7-pt Stencil, 27-pt Stencil Antenna, and
BCM, the efficiencies are still limited by the memory bandwidth even though the
vector cache is used. This is because the vector cache does not work effectively
if the cache hit ratio is too low. For these memory-intensive benchmarks, the
optimization strategy suggests that cache blocking is effective to improve the
sustained performance.
3.5.3 Performance Evaluation of the Vector Processor with
the Vector Cache
Figure 3.6 shows the evaluation results of the tuning strategy applied to the
applications. The vertical axis indicates the speedup ratio, which is the com-
putational performance normalized by that of the non-optimized code running
without the vector cache. To evaluate the effectiveness of the proposed strat-
egy, the results obtained by an independent strategy are also shown in Fig-
ure 3.6. The independent strategy applies two optimization techniques with the
best parameters of the two techniques. Accordingly, this strategy does not care
the trade-off between loop unrolling and cache blocking. The evaluation results
clearly indicate that the proposed strategy can achieve the best performance for
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non-opt (without vector cache) non-opt (with vector cache) 
independent strategy proposed strategy 
Figure 3.6: The performance gain using the performance tuning strategy
all the benchmarks. The details of the evaluation results of each benchmark are
described as follows.
Performance tuning strategy on the computation bottleneck
The performances of Matrix Multiply and Earthquake are drastically improved
by the proposed strategy in Figure 3.6. Figure 3.7 shows the roofline model of
Matrix Multiply with the proposed strategy. When using the proposed strategy,
loop unrolling is applied first to Matrix Multiply. As a result, loop unrolling
with the degree of 8 and cache blocking with the size of 256 are applied to Ma-
trix Multiply. The computational efficiency is increased from 33.8% to 97.2%
with the unroll degree of 8. Then, by using cache blocking, the computational
efficiency reaches 97.9% with the blocking size of 256. On the other hand, when
using the independent strategy, cache blocking is applied with the blocking size
of 128 and loop unrolling is applied with the degree of 8. However, the efficiency
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Figure 3.7: Roofline model of Matrix Multiply with the tuning strategy
of the independent strategy is 83.6% and lower than that of the proposed strat-
egy, even though the operational intensity of the independent strategy is higher
than that of the proposed strategy.
In order to analyze a trade-off between loop unrolling and cache blocking,
Figure 3.8 shows the relationship between them. When the loop unrolling is not
applied to Matrix Multiply, the performance reaches the peak with the blocking
size of 128. On the other hand, in the case of the unroll degree of 8, the per-
formance reaches the peak with the blocking size of 256. This means that the
blocking size should be small as the unroll degree increases. This is because the
vector startup time of the vector pipeline is exposed due to a small vector length.
The proportion of the vector startup time to the execution time increases as the
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non-unroll unroll = 2 unroll = 4 unroll = 8 
Figure 3.8: Relationship between loop unrolling and cache blocking (Matrix
Multiply)
vector length shortens. Furthermore, the computational efficiency of the unroll
degree of 8 is higher than that of not applying loop unrolling. Thus, the effect of
the small vector length becomes larger as the unroll degree increases.
Figure 3.9 shows the roofline model of Earthquake. According to the pro-
posed strategy, loop unrolling is applied first because the sustained performance
is limited by the computational bottleneck. The computational efficiency is in-
creased from 16.8% to 44.5% with unroll degree of 16. Here, the operational
intensity is constant. This is because the number of data transfers between
the vector cache and the vector register is reduced by loop unrolling. Although
the operational intensity does not increase, the efficiency of the vector pipelines
increases by loop unrolling. Thus, the computational performance is increased
without the improvement of the operational intensity. Furthermore, the com-
putational efficiency reaches 45.1% with the blocking size of 512. On the other
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Figure 3.9: Roofline model of Earthquake with the tuning strategy
hand, when using the independent strategy, the blocking size of 128 is the best
parameter to utilize the vector cache. The computational efficiency decreases
when the blocking size of 128 due to the effect of the small vector length.
In this way, when the computational efficiency is limited by the computa-
tion, cache blocking hardly improves as the unroll degree increases. In addition,
though loop unrolling utilizes the vector pipelines, cache blocking degrades the
performance if the blocking size is less than the vector register length, i.e. 256.
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Figure 3.10: Roofline model of Land Mine with the tuning strategy
Performance tuning strategy for the memory bandwidth bottleneck
Figure 3.10 shows the roofline model of Land Mine. When using the proposed
strategy, cache blocking is applied first because the memory bandwidth is the
performance bottleneck. As a result, cache blocking with the size of 128 is ap-
plied to Land Mine. The operational intensity is increased from 0.18 to 0.20,
and the computational efficiency is increased from 16.8% to 18.6%. Although
loop unrolling is applied secondly, loop unrolling decreases the performance due
to increasing the effects of the small vector length. When using the indepen-
dent strategy, the best parameter of loop unrolling is the degree of 2 and the
best parameter of cache blocking is the size of 63. Although the computational
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Figure 3.11: Relationship between loop unrolling and cache blocking (Land
Mine)
efficiency is improved by applying either loop unrolling or cache blocking, the
computational efficiency is decreased by applying both loop unrolling and cache
blocking.
Figure 3.11 shows the relationship between loop unrolling and cache block-
ing. If the cache blocking is applied with the size of 64, the computational effi-
ciency reaches 18.6%. However, in the case of applying both optimizations with
the best parameters, loop unrolling decreases the performance due to the effects
of the small vector length. For this reason, loop unrolling sometimes should not
be applied for memory bottleneck applications. Therefore, the proposed strategy
can select which of loop unrolling and cache blocking is more effective to improve
the performance, and find a good combination of optimization parameters. In
this way, the proposed tuning strategy can improve the sustained performance
63























29.2% Cache blocking 
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non-opt (without vector cache) 
non-opt (with vector cache) 
Proposed strategy 
Figure 3.12: Roofline model of BCM with the tuning strategy
of both the computational bottleneck and the memory bandwidth bottleneck ap-
plications.
Figure 3.12 shows the roofline model of BCM. When applying the proposed
strategy, cache blocking is firstly applied to BCM due to the memory bandwidth
bottleneck. As a result, the computational efficiency is increased from 18.8%
to 29.2% by the proposed strategy. On the other hand, loop unrolling cannot be
applied to BCM. This is because the kernel loop of BCM is not nested. Therefore,
the proposed strategy only applies cache blocking to BCM.
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Figure 3.13: Sustained performance of a CMVP
3.5.4 Performance Evaluation of a CMVP with Performance
Tuning
In this section, the effects of the performance-oriented tuning method using the
optimization strategy for a CMVP are discussed. The performance of the bench-
marks with the proposed strategy is evaluated while changing the number of
cores.
Figure 3.13 shows the sustained performance of a CMVP. In the figure, w/o
tuning indicates the evaluation results without the proposed strategy, and w/
tuning indicates the evaluation results with the proposed strategy. In the case of
not using the proposed strategy, the sustained performance of most benchmarks
except Matrix Multiply does not scale with the increasing number of cores. This
is because the B/F ratio decreases as the number of cores increases. In the
case of using the proposed strategy, the performances of all the benchmarks
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Table 3.1: Summary of optimization parameters (16 cores)
Application Unrolling degree Blocking size
Matrix Multiply 8 1024 → 256
7-pt Stencil 1 256 → 64
27-pt Stencil 1 256 → 64
Earthquake 8 2048 → 512
Land Mine 1 1500 → 250
Turbulent Flow 1 512 → 128
Antenna 1 252756 → 9216
improve by a factor of up to five. The tuning parameters of the benchmarks
are shown in Table 3.1. As the sustained performances of Matrix Multiply and
Earthquake are limited by the computation, loop unrolling is applied to these
benchmarks when using the proposed strategy. The sustained performances of
these benchmarks increase as the unroll degree increases till the degree of 8.
However, a higher degree of unrolling causes register conflicts and increases the
scalar instructions. As a result, the sustained performance decreases. The best
parameter of loop unrolling is 8 in Table 3.1. In addition, cache blocking leads to
further performance gain with improvement of the temporal locality. Therefore,
the tuning strategy for a CMVP leads to performance improvement by getting
the appropriate parameter set.
In the case of the memory bandwidth bottleneck benchmarks, the optimiza-
tion is required to improve the sustained memory bandwidth with using the
vector cache effectively to overcome the bottleneck. Hence, when using the pro-
posed strategy, cache blocking is applied to the benchmarks in preference to loop
unrolling. In Table 3.1, the blocking sizes of several benchmarks are less than
the vector register length. Although a small vector length may degrade the per-
formance, cache blocking can increase the sustained memory bandwidth with
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Figure 3.14: Roofline model for the applications with performance tuning on a
CMVP (16 cores)
using the vector cache effectively in the case of the memory bottleneck. The pro-
posed strategy can find a good trade-off between the vector length and the cache
hit ratio. As a result, the performance of the memory bottleneck benchmarks
increase by a factor of up to four.
The roofline model with tuning is illustrated in Figure 3.14. In the case of
computation-intensive applications, Matrix Multiply achieves the highest per-
formance among all the benchmarks, and Earthquake achieves the second high-
est performance. Although the operational intensity of Earthquake does not
increase, the efficiency of the vector pipelines increases by loop unrolling.
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In the cases of the memory bottleneck applications, the operational intensi-
ties of 27-pt Stencil, Turbulent Flow, and Antenna increase remarkably because
the main memory accesses are replaced with cache accesses due to the effects of
cache blocking. Then, the performance bottlenecks of these three benchmarks
are turned from the memory bandwidth to the computation. However, loop un-
rolling reduces the performance because of degradation of the cache hit ratio. In
such cases, loop unrolling is not applied to the applications. In this way, if the
bottleneck of a benchmark is the memory bandwidth, cache blocking is highly
effective and loop unrolling offers little benefit. Therefore, the proposed strategy
based on the roofline model can choice effective tuning techniques easily.
3.5.5 Discussion
In this section, the availability of considering other techniques in the optimiza-
tion strategy is discussed. First, this section describes four optimization tech-
niques; loop interchange, loop collapsing, loop fusion, and loop distribution. In
the following, the optimization strategy with these techniques is discussed.
Loop interchange is the optimization technique that reverses the execution
order of two loops in a loop nest. If the loop length of the innermost loop is
shorter than the other outer loop, this technique increases the vector length by
reversing the order of the loops. Moreover, the locality of reference is changed
by reversing the order of the loops. As a result, loop interchange may increase
opportunities for reusing the data on a cache mechanism. Thus, this technique is
effective to improve the performance of both the computational and the memory
bandwidth bottleneck applications.
Loop collapsing is the optimization technique that a multiple-nested loop is
fused to be a single-nested loop. This technique increases the vector length due
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to increasing the innermost loop length. However, the cache hit ratio decreases
by increasing in the working set size of the innermost loop. Thus, this technique
is effective to improve the performance of a computation-intensive application.
Loop fusion is the optimization technique that two adjacent loops with the
same loop nest combine their loop bodies into a single loop. This technique
reduces a loop overhead by fusing two loops. Thus, loop fusion is used to improve
the performance of a computation bottleneck application. On the other hand,
loop distribution is the opposite optimization technique as loop fusion. This
technique improves a cache hit ratio due to a reduction in the working set size
of a single loop. Thus, loop distribution is used to improve the performance of a
memory bottleneck application.
When applying these optimization techniques to an application, it is difficult
to find an appropriate combination of many techniques due to a large number
of combinations. The optimization strategy can classify the optimization tech-
niques according to the bottleneck of an application, and hence the number of
combinations of the optimization techniques decreases. In the case of the com-
putational bottleneck, loop unrolling, loop interchange, loop collapsing, and loop
fusion are effective to improve the performance. On the other hand, in the case of
the memory bottleneck, cache blocking, loop interchange, and loop distribution
are effective to improve the performance. Hence, when using the optimization
strategy, programmers only consider the combinations of the candidates effec-




There are two important loop transformations for optimizing a code. One is
loop unrolling, and the other is cache blocking. Loop unrolling is an important
technique for conventional vector processors. On the other hand, cache blocking
is an essential technique to effectively use a cache memory. However, these
techniques have influence on each other. Hence, it is necessary to carefully apply
these techniques to a code.
To decide which of loop unrolling and cache blocking is performed first, the
roofline model is employed to analyze the performance bottleneck. Then, the
optimization effective to remove the bottleneck is applied preferentially. To de-
termine the unroll degree and the block size, the greedy search algorithm is
employed.
The superiority of the performance-oriented tuning method based on the op-
timization strategy is evaluated using simple kernels and real applications. The
evaluation results clearly show that the proposed strategy drastically improves
the sustained performance due to effective use of both the vector pipelines and
the vector cache.
In addition, the effects of the strategy on the performance of a CMVP are
evaluated. The evaluation results show that the sustained performance of most
benchmarks does not increase with the increasing number of cores due to short-
age of the memory bandwidth. In such a situation, cache blocking remarkably
improves the performance. These results clearly indicate that cache-aware per-
formance tuning becomes more important for CMVPs with high computational
performances. Therefore, this chapter has established the performance-oriented
tuning method using the optimization strategy to achieve a high sustained per-
formance of vector processors with cache mechanisms.
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Method Using the Program
Optimization Strategy
4.1 Introduction
In recent years, the need for saving energy has become important and is now a
critical design factor. In August 2007, the U.S. Environmental Protection Agency
estimated that data centers consumed about 61-billion kilowatt-hours (kWh) of
electricity in 2006 [46]. In the future exascale systems, the floating-point units
themselves are predicted to consume around 20 megawatts (MW) of power [47].
Therefore, the need for saving energy has become the top priority in high per-
formance computing. The Green500 was started in November 2006, as a list
providing the ranking of supercomputers based on metrics such as energy effi-




Towards the post-Peta scale computing era, vector processors should also
employ the CMP architecture. To exploit the thread-level parallelism in addition
to the loop-level parallelism, a chip multi vector processor (CMVP) has been
proposed [50]. A CMVP can potentially achieve a higher performance as the
number of cores on a chip increases [51]. However, the gap in performance
between the computation and the memory bandwidth is getting wider because
of the limitation of the number of I/O pins on a chip. As a result, the B/F ratio of a
CMVP decreases and the degradation of the B/F ratio makes the computational
efficiency lower. As the computational efficiency decreases by increasing the
number of cores, the energy efficiency of a CMVP also degrades. Under this
situation, optimization methods which can improve the performance and reduce
the energy consumption are required for both high performance and low energy
consumption computing.
The purpose of this chapter is to establish an energy-oriented tuning method
for the future vector processors. To this end, this chapter first reviews the en-
ergy consumption model of a vector processor with a cache mechanism. Then,
an energy-oriented tuning method using the program optimization strategy is





Reducing energy consumption has become an important design restriction on
high performance microprocessors. Energy reduction techniques for chip multi
processors have been studied well by many articles.
To reduce the energy consumption on the CMP, Albonesi et al. have pro-
posed an adaptive control scheme for major computational resources [52]. This
approach allows developers to achieve greater energy efficiency with a reason-
able hardware and software overhead while avoiding performance degradations.
Li et al. have presented the thrifty barrier, a hardware-software approach to re-
duce the energy in parallel applications, which exhibit barrier synchronization
imbalance [53]. Threads that arrive early to the thrifty barrier pick up one of
low power sleep modes based on a predicted barrier stall time.
Shirako et al. have proposed the OSCAR multigrain parallelizing compiler [54],
which has a statically control scheme of computational resources for reduc-
ing energy consumption. The OSCAR compiler can control DVFS and clock-
/power gating with required performance restriction. Using hardware param-
eters and parallelized program information, the OSCAR compiler determines
suitable voltage and frequency of each active core and appropriate schedule of
clock and power gating.
Hsu et al. have presented the design and implementation of a compiler al-
gorithm that effectively optimizes programs for energy usage using dynamic
voltage scaling [55]. The algorithm identifies program regions where the CPU
can be slowed down with negligible performance loss. The evaluation results
show that the system energy and energy delay product are reduced by 9% and
11%, respectively.
On studies of hardware power management mechanisms to reduce the power
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of a chip, Dynamic Voltage and Frequency Scaling (DVFS) is one of the most suc-
cessful power management mechanisms provided by modern processors. Wu et
al. have designed an analytic online DVFS scheme for a Multiple Clock Domain
(MCD) processor [56]. Then, Wu et al. have presented an effective online DVFS
scheme for an MCD processor which takes a formal analytic approach. In their
approach, an MCD processor is modeled as a queue-domain network. In addi-
tion, the online DVFS is also modeled as a feedback control problem with issue
queue occupancies as feedback signals. A DVFS controller is designed and ver-
ified by stability analysis. The evaluation results show that the online DVFS
scheme is substantially more effective than a conventional approach, which is a
heuristic-based approach. On the other hand, the efficacy of DVFS is limited by
the dynamic range, ultimately fixed by the minimum voltage necessary to oper-
ate the transistors and the maximum voltage that can be thermally tolerated.
Leverich et al. have studied the case of per-core power gating (PCPG) [57].
PCPG is the ability to cut the voltage supply to selected cores, thus the leakage
power of the gated cores is reduced to almost zero. Using a commercial 4-core
chip with a set of real-world application traces from enterprise environment,
PCPG can significantly reduce the energy consumption of processors by up to
40% without significant performance overheads.
Under this situation, there are few studies for energy saving mechanisms for
a vector processor with a cache mechanism. Although Chapter 3 discusses the
sustained performance of the vector processor, it does not consider the energy
efficiency. Thus, a vector processor with a cache mechanism from the viewpoint
of the energy efficiency is discussed in this chapter.
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Figure 4.1: Vector core with per-core power gating
4.3 Energy Consumption of Chip Multi Vector Pro-
cessor
In this section, the energy consumption of a CMVP is discussed. First, a CMVP
with PCPG is described. Then, the energy consumption model of a CMVP is
described. In addition, the energy consumption is estimated and analyzed based
on the energy consumption model.
4.3.1 Chip Multi Vector Processor with Per-Core Power Gat-
ing
PCPG has been widely adopted for several processors such as Intel Nehalem
processor [58] and AMD Fusion processor [59]. PCPG is an effective technique
to reduce leakage power in multi-core systems. Therefore, a CMVP is introduced
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PCPG as an energy saving mechanism. When the performance of an application
is memory-bound, the computational efficiency of vector cores may be low. In
such a case, extra power of vector cores can be saved by disabling some of the
cores using PCPG.
The Nehalem processor implements a variation of PCPG, using processor-
optimized sleep transistors to gate each core [58]. A key feature of Nehalem is an
integrated Power Controller Unit (PCU) that is able to turn off cores when they
are idle according to some proprietary algorithm. PCPG is explicitly operated
by a software-based controller.
Figure 4.1 illustrates the CMVP with the PCPG. Each core has a power gate
as a sleep transistor. Since it is assumed that a sleep transistor has little resis-
tance, switching energy and time primarily depend on the charging/discharging
process of the capacitance seen from the V irtual Vss. As a result, the energy
overhead of a transition is quite low. When the power is gated, it introduces
leakage power of roughly a milliwatt. Hence, the leakage power of a vector core
with gating the power is zero because the leakage power is low relative to that of
a vector core without gating the power. When there are no dependences among
threads of an application, power gating of each core is controlled by compiler
directives given by the programmer [60].
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4.3.2 Energy Consumption Model of the Vector Processor
with the Vector Cache
To analyze the energy consumption of a CMVP in detail, the energy consumption
model of the vector core, the vector cache with MSHR, and the main memory are
discussed.
The energy consumption of the vector core (Ecore) can be described as;
Ecore = Ncore × Pcore × T, (4.1)
where Ncore is the number of cores, Pcore represents the sum of dynamic and
static power consumptions of a vector core, and T is the execution time of an ap-
plication. In the case of a single-core vector processor, the number of cores is one.
Next, the energy consumption of the main memory access (Emem) is expressed
by the following equation;
Emem = Nr × Er + Nw × Ew + Pleak × T, (4.2)
where Er and Ew indicate dynamic energies of one read access and one write
access, Nr and Nw are the numbers of read accesses and write accesses, respec-
tively. Pleak represents static power consumption of the memory system. Note
that the energies of the Ser/Des logic for one read access and one write access
are also included in Er and Ew, respectively.
The energy consumption of the vector cache Ecache is
Ecache = N
′
r × E ′r + N ′w × E ′w + P ′leak × T. (4.3)
In this equation, E ′r and E
′
w are dynamic energies of one read access and write
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access, P ′leak × T indicates static energy consumption of the vector cache. The
vector cache employs the MSHR mechanism. The energy consumed by MSHR
(Emshr) can be described as,
Emshr = Nmshr−hold × Emshr−hold + Nmshr−hit × Emshr−hit
+ Pmshr−leak × T,
(4.4)
where Emshr−hold, Emshr−hit, Pmshr−leak × T are energies for holding data and ad-
dress in MSHR, and static energy consumption of MSHR, respectively. Nmshr−hold
and Nmshr−hit indicate the numbers of holding data and addresses.
In Equation (4.2), Nr can be replaced with N ′r by employing the vector cache
with MSHR. As a result, the energy consumption of the main memory access
Emem would be decreased. If the vector cache has a large capacity, the effects of
the reduction of Emem would be accelerated, due to a high hit rate of the vector
cache. On the other hand, Equations (4.3) and (4.4) indicate that the effective
usage of the vector cache with MSHR increases the energy of the vector cache
Ecache and MSHR Emshr. However, vector cache and MSHR have a potential to
shorten T and reduce the total energy consumption. Based on Equations (4.1) to
(4.4), the total energy consumption of the vector processor with the vector cache
is described as follows.
Etotal = Ecore + Emem + Ecache + Emshr
= Nr × Er + N ′r × E ′r + Nw × Ew + N ′w × E ′w
+ Nmshr−hold × Emshr−hold + Nmshr−hit × Emshr−hit
+ (Ncore × Pcore + Pleak + P ′leak + Pmshr−leak) × T.
(4.5)
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Figure 4.2: Relationship between sustained performance and optimization pa-
rameters
4.3.3 Analysis of the Energy Consumption
In this section, the relationship between energy efficiency and optimization pa-
rameters is discussed.
Figure 4.2 shows the relationship between sustained performance and opti-
mization parameters. The results are obtained by executing Turbulent Flow [33].
The sustained performances are normalized by that of one-core execution. The
sustained performance increases with the increasing number of active cores.
Moreover, program optimization improves the sustained performance. Espe-
cially, cache blocking is useful to improve the sustained performance due to an
increase in the cache hit ratio when executing on 16 cores. As a result, the sus-
tained performance of 16-core execution is the best performance among all the
configurations.
Figure 4.3 shows the relationship between energy efficiency and performance
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Figure 4.3: Relationship between energy efficiency and optimization parameters
optimization parameters. As with Figure 4.2, the results are obtained by exe-
cuting Turbulent Flow. The energy efficiencies are normalized by that of one-
core execution. In Figure 4.2, the highest sustained performance is achieved
when 16 cores are used. However, in Figure 4.3, the highest energy efficiency
is achieved when four cores are used. This is because the power decreases with
the increasing number of active cores. On the other hand, when the number of
active cores is more than eight, the energy efficiency decreases as the number
of active cores increases. This is because the sustained performance degrades
when the number of active cores is fewer than a particular number. There is
a trade-off between the performance and the energy consumption. In addition,
the number of active cores which can maintain the sustained performance varies
among applications. Hence, to achieve a high energy efficiency, it is important to
decide the appropriate number of active cores while maintaining the sustained
performance.
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The tendency of the energy efficiencies with different optimization param-
eters matches that of the sustained performance. This is because the energy
efficiency is strongly affected by the execution time.
81
4.4. An Energy-oriented Tuning Method Using the Program Optimization
Strategy
4.4 An Energy-oriented Tuning Method Using the
Program Optimization Strategy
This section proposes an energy-oriented tuning method using the program op-
timization strategy to achieve a high energy efficiency. To save the energy by
disabling some of cores, it is important to maintain the sustained performance.
The optimization parameters to achieve the highest sustained performance dif-
fer among the numbers of active cores. In the case of the CMVP assumed in
this dissertation, the number of active cores has a larger impact on the energy
consumption than the optimization parameters. Therefore, the number of active
cores is firstly determined in the proposed tuning method.
The number of active cores, which achieves the highest energy efficiency,
changes among applications. Thus, the proposed method estimates it based on
the bottleneck analysis with the roofline model. If the sustained performance
reaches the ceiling of the memory bandwidth, it is limited by the memory band-
width. Due to the memory bandwidth bottleneck, the peak performance has lit-
tle effect on the sustained performance. Hence, the number of active cores can
be reduced with maintaining the sustained performance. On the other hand, if
the sustained performance does not reach the ceiling of the memory bandwidth,
it is limited by the computational performance. In this case, the sustained per-
formance may decrease if the number of active cores is reduced. Hence, the
tuning method keeps the number of active cores.
Figure 4.4 shows how to estimate an appropriate number of active cores. The
number of active cores is determined according to the required performance as
a threshold given by a programmer. In Figure 4.4, if the sustained performance
is needed to achieve the highest performance, the number of active cores can be
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Figure 4.4: Energy-oriented tuning method
reduced to eight.
In addition, the energy efficiency is further improved as the threshold de-
creases. After the number of active cores is determined, the optimization pa-
rameters are tuned by the tuning method using the roofline model to further
improve the energy efficiency.
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4.5 Performance Evaluation of the Energy-oriented
Tuning Method
4.5.1 Methodology
For calculating energy consumption, the numbers of accesses to the main mem-
ory and the vector cache are counted using the trace-driven simulator. The sys-
tem parameters of the single-core vector processor with the vector cache are the
same as Table 2.1 in Chapter 2. Energy consumption for one access to the vec-
tor cache is calculated using CACTI 5.1 [61]. The energy consumptions of the
vector core and the static energy consumption of one off-chip memory access are
configured considering their actual measurement values.
4.5.2 Evaluation Results
Figure 4.5 shows the analysis of the benchmarks on the roofline model. The
results indicate that the sustained performances of the 7-pt Stencil and Land
Mine are limited by the ceiling of the memory bandwidth. As shown in Chap-
ter3, 7-pt Stencil has a large number of main memory accesses. Land Mine has
a low cache hit ratio due to low locality of reference. Therefore, the numbers
of active cores of 7-pt Stencil and Land Mine can be small to achieve the same
sustained performance.
Figure 4.6 shows the evaluation results of an energy-oriented tuning method.
The energy efficiencies vary with the thresholds. The energy efficiencies of a
program are normalized by the energy efficiency of its non-optimized version
(original(16cores)). The energy efficiency of 7-pt Stencil is improved by tuning
optimization parameters. This is because the number of memory accesses is
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Figure 4.5: Roofline model of a CMVP
reduced and the execution time is shortened by the tuning. On the other hand,
the energy efficiency of Land Mine is hardly improved by tuning optimization
parameters. This is because the locality of reference of Land Mine is inherently
low and hence the cache hit ratio does not improve.
The energy efficiencies are drastically improved by reducing the number of
active cores. In the case of the threshold of 100%, the energy efficiencies of both
benchmarks are improved. Both benchmarks are the memory-intensive appli-
cations, and hence the sustained performances are almost the same as those of
16-core execution; energy saving is achieved without performance loss. In the
case of the threshold of 95%, the energy efficiency of 7-pt Stencil is improved
by reducing the number of active cores to four. On the other hand, the energy
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Figure 4.6: Evaluation results of the energy-oriented tuning method
efficiency of Land Mine is not improved by decreasing the threshold value. This
is because there is no room to further decrease the number of active cores. The
sustained performance of Land Mine is only 12 GFlops and hence the number of
active cores is decreased to only two even in the case of the threshold of 100%. In
the case of the threshold of 85%, the energy efficiency of 7-pt Stencil is further
improved by reducing the number of active cores to two. However, in the case
of the threshold of 30%, the energy efficiency of 7-pt Stencil decreases. This is
because the sustained performance severely degrades by excessively disabling
cores.
Figure 4.7 shows the evaluation results of the sustained performance of a
CMVP. The sustained performances are normalized by the sustained perfor-
mance of 16-core execution. Red horizontal dashed lines on Figure 4.7 indicate
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Figure 4.7: Sustained performance varied with the threshold
the thresholds to determine the number of active cores. Matrix Multiply, Earth-
quake and Turbulent Flow are the computation-intensive benchmarks. The sus-
tained performances of these benchmarks are affected heavily by reduction of
the number of active cores. On the other hand, 7-pt Stencil and Land Mine
are memory-intensive benchmarks. As a result, the sustained performances of
these benchmarks do not decrease when the number of cores reduces from 16
to four. Therefore, the energy efficiency is drastically improved by activating an




The objective of this chapter is to increase the energy efficiency of a CMVP. Al-
though the computational performance of a CMVP increases with the increasing
number of cores, the B/F ratio will decrease. To cover the insufficient B/F ratio,
the CMVP has the shared vector cache. Therefore, to exploit the potential of
a CMVP, applications for a CMVP should be optimized to effectively use the
vector cache. Moreover, the ratio of the power consumption of the vector core
to the memory subsystem increases as the number of cores increases while the
energy efficiency decreases. In addition, the number of cores with the highest
energy efficiency differs among applications. Hence, a tuning method to decide
the number of using cores with any benchmark is needed to realize the high
performance and low energy consumption vector supercomputer.
To achieve high energy efficiency, it is important to activate an appropriate
number of cores to maintain the sustained performance. Hence, the number of
active cores is determined by the roofline model. If the sustained performance
of an application is limited by the memory bandwidth, the number of active
cores can be decreased. This is because the sustained performance is not limited
by the peak computational performance. After the number of active cores is
determined, the optimization parameters are searched by the tuning method
using the roofline model to further improve the energy efficiency.
The evaluation results show that the energy efficiencies of memory-intensive
applications increase drastically. The energy efficiencies are improved with the
reduction of the number of cores. In the case of the threshold of 100%, the en-
ergy efficiencies of 7-pt Stencil and Land Mine are improved. Moreover, in the
case of the threshold of 95%, the energy efficiencies of these benchmarks are
further improved. The energy-oriented tuning method can improve the energy
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efficiency with maintaining the sustained performance. Therefore, this chapter
has established the energy-oriented tuning method using the program optimiza-





In this dissertation, a program tuning strategy has been proposed to achieve a
high sustained performance and a high energy efficiency in future vector proces-
sor. The B/F ratio is decreasing in recent vector processors. As a result, the com-
putational efficiency of modern vector processors decreases with the decreasing
B/F ratio. To cover the insufficient B/F, modern vector processors are equipped
with on-chip cache mechanisms. It is important for such vector processors to
use the cache mechanisms effectively by cache-aware program optimizations.
However, cache-aware program optimizations often conflict with conventional
vector-aware optimizations.
Under this situation, the objective of this dissertation is to establish a pro-
gram tuning strategy to exploit the potential of vector processors with cache
mechanisms based on the following three approaches.
• To establish a performance model of a vector processor with a cache mech-
anism to analyze the bottleneck of an application
• To establish a performance-oriented tuning method which can combine
loop transformations with optimal parameters to exploit the potential of
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a vector processor with a cache mechanism
• To establish an energy-oriented tuning method which can reduce the en-
ergy consumption of a CMVP with PCPG
In Chapter 2, the performance model of a vector processor with a cache mech-
anism has been proposed. The bottleneck analysis of an application is essen-
tial to apply appropriate optimization techniques to an application. Then, the
roofline model is employed as a performance model to analyze the bottleneck. It
is clarified that the effects of the cache mechanism on performance using various
real applications. The validity of using the roofline model for bottleneck analysis
of vector processors is clarified in the evaluation. Accordingly, the roofline model
of vector processors can clarify the bottleneck of an application.
Chapter 3 has proposed a performance-oriented tuning method using the op-
timization strategy. There are two important loop transformations for optimiz-
ing a code. One is loop unrolling, and the other is cache blocking. Loop unrolling
is an important technique as a vector-aware program optimization technique.
On the other hand, cache blocking is an essential technique to use a cache mem-
ory effectively. However, these techniques have influence on each other. Hence,
it is necessary to strategically apply these techniques to a code. To combine the
techniques with appropriate optimization parameters, the performance-oriented
tuning method using the optimization strategy has been proposed. In the pro-
posed strategy, the roofline model is employed to analyze the performance bot-
tleneck. Then, the optimization effective to remove the bottleneck is applied
preferentially. To determine the number of loop unrolls and the cache blocking
size, the greedy search algorithm is employed.
The superiority of the performance-oriented tuning method is evaluated us-
ing simple kernels and real applications. The evaluation results clearly show
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that the tuning method drastically improves the sustained performance due to
effective use of both vector pipelines and cache. Accordingly, this chapter has es-
tablished the performance-orieted tuning method using the optimization strat-
egy.
Chapter 4 has proposed an energy-oriented tuning method using the opti-
mization strategy. The need for improvement of the energy efficiency has be-
come the top priority in high performance computing. However, there is no en-
ergy saving mechanism for a CMVP. To achieve a high energy efficiency, PCPG
is introduced to a CMVP. For energy consumption by PCPG, it is important to
activate the appropriate number of cores on a CMVP. To determine the appropri-
ate number of cores, the energy-oriented tuning method using the optimization
strategy has been proposed. In the energy-oriented tuning method, the num-
ber of active cores is adjusted based on the bottleneck analysis with the roofline
model. If the sustained performance of an application is limited by the memory
bandwidth, PCPG decreases the number of active cores to save the power con-
sumption without performance loss. As a result, the energy efficiency improves.
The evaluation results show that the tuning method can drastically increase
energy efficiencies of memory-intensive applications. Accordingly, the energy-
oriented tuning method uses the proposed strategy to prevent the performance
degradation induced by excessive power-gating.
From above approaches, this dissertation proves that the proposed tuning
strategy selects appropriate combination of optimization techniques based on
the roofline model. This innovative progress presented in this dissertation con-
duces to achieve a high sustained performance and an energy efficiency in future
vector processors.
Finally, the future directions are as follows.
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The proposed strategy does not consider a multiprocessor system. The mem-
ory traffic of a multiprocessor system is more than that of a single-processor sys-
tem. To exploit the potential of the multiprocessor system, the effective use of
memory bandwidth is important. The sustained memory bandwidth is affected
by a parallelization method, and hence, the effects of parallelization method
should be analyzed in detail. In addition, to use the optimization strategy for
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