Abstract. Pan-sharpening of remote sensing multispectral imagery directly influences the accuracy of interpretation, classification, and other data mining methods. Different tasks of multispectral image analysis and processing require specific properties of input pan-sharpened multispectral data such as spectral and spatial consistency, complexity of the pan-sharpening method, and other properties. The quality of a pan-sharpened image is assessed using quantitative measures. Generally, the quantitative measures for pan-sharpening assessment are taken from other topics of image processing (e.g., image similarity indexes), but the applicability basis of these measures (i.e., whether a measure provides correct and undistorted assessment of pan-sharpened imagery) is not checked and proven. For example, should (or should not) a quantitative measure be used for pan-sharpening assessment is still an open research topic. Also, there is a chance that some measures can provide distorted results of the quality assessment and the suitability of these quantitative measures as well as the application for pan-sharpened imagery assessment is under question. The aim of the authors is to perform statistical analysis of widely employed measures for remote sensing imagery pan-sharpening assessment and to show which of the measures are the most suitable for use. To find and prove which measures are the most suitable, sets of multispectral images are processed by the general fusion framework method (GFF) with varying parameters. The GFF is a type of general image fusion method. Variation of the method parameter set values allows one to produce imagery data with predefined quality (i.e., spatial and spectral consistency) for further statistical analysis of the assessment measures. The use of several main multispectral sensors (Landsat 7ETMþ, IKONOS, and WorldView-2) imagery allows one to assess and compare available quality assessment measures and illustrate which of them are most suitable for each satellite. Experimental analysis illustrates adequate assessment decisions produced by the selected measures for the results of representative pan-sharpening methods.
Introduction
Pan-sharpened remote sensing data have many areas of application; therefore, different requirements are posed on the pan-sharpened data quality. The requirements can be on spectral consistency, spatial consistency or on both together. Spectral consistency assumes that the pan-sharpened image has increased spatial resolution with spectral properties of the original image. Spatial consistency assumes that "A high spatial quality merged image is that which incorporates the spatial detail features present in the panchromatic image and missing in the initial multispectral one." 1 The ideal case of pan-sharpening is the highest spectral and spatial consistency together.
To meet the requirements on the fused image quality, the pan-sharpened image is assessed using numerical assessment measures, mostly taken from other areas of image and signal processing. The employment of such measures is wide, but the applicability and comparison of the measures, as well as recommendations on the use in the sense of pan-sharpened image assessment, is not given.
In most papers several assessment measures are employed, and the decision on the pansharpening quality is made by taking into account all the numerical scores calculated by the measures. In many cases several measures can give contradictory results (see Ref. 2) , and the decision on the pan-sharpening quality is difficult to make. Such contradictory results may be caused by the fact that the measures are inappropriate for such use. Therefore, the question on the applicability of the measures should be made clear, and the motivation of this research is analysis and comparison of widely employed pan-sharpening assessment measures and to show which of them are most suitable for this use.
Inspired by the work of Avcibas et al. 3 on the comparison of image quality measures (sensitivity to different types of distortions in images), in this paper a comparison of pansharpening assessment measures for remote sensing is carried out on a specially generated test set of images. The test set is composed of remote sensing pan-sharpened images, produced with different quality (spectral and spatial consistency). Analysis of variance and pairwise comparison statistical tests are performed on the numerical results of the assessment measures. The difference from Ref. 3 is that the pan-sharpening assessment measure is required to be sensitive to the pan-sharpened imagery quality change (i.e., able to separate imagery with different quality) as well as sensitive to the increase or decrease of the image quality (i.e., provides the increase or decrease of the assessment score). The measures that are most sensitive to the quality change (according to statistical assessment results) are recommended for use.
Influence of Pan-Sharpening on Multispectral Data Analysis
The influence of pan-sharpening on analysis and processing of multispectral remotely sensed data is widely discussed by Yun Zhang in Ref. 4 . In this section we refer to this review work. Several important and widely used methods such as classification, 5 change detection, 6 feature extraction, 7, 8 urban area growth, 9 and land cover mapping 10 illustrate the advantages of pan-sharpened data use. Such methods are evaluated on pan-sharpened multispectral data and Table 1 presents influence results of the pan-sharpening method on multispectral data analysis.
Most of the works report an increase of interpretation, analysis, or exploration accuracy during pan-sharpened multispectral data use compared to the use of the original multispectral data. Therefore, pan-sharpening becomes an important preprocessing step for multispectral data, especially for applications dealing with high and very high resolution imagery.
Numerical Measures for Pan-Sharpening Assessment
A pan-sharpening method may provide perfect spectral consistency together with a poor spatial consistency and vice versa. Therefore, to make a proper assessment of fusion results, assessment of both spectral and spatial consistency should be performed. The most known and used measures are designed for spectral consistency assessment, while there are not many for the spatial consistency assessment.
Spectral Consistency
Spectral consistency assessment is usually performed using Wald's protocol in order to have a multispectral image of high resolution. There is a variety of developed and well-known similarity measures used for spectral consistency assessment. The most known and popular are: spectral angle mapper (SAM) (calculated as the angle between two vectors, which are composed using the pixel values of the compared multispectral images); Structural SIMilarity SSIM 16 or extended SSIM-Q4, 17 (correlation, contrast, and luminance similarity between two images are used to calculate one similarity value); ERGAS 18 (similarity measure for multispectral images, based on the mean squared error estimator); Zero mean normalized cross-correlation, ZNCC or often named CORR.
Spatial Consistency
Spatial consistency is another aspect of fused imagery assessment. Until now, not many papers have dealt with spatial consistency assessment. Almost all the methods use a single-scale edge detector (gradient, Laplacian, Sobel edge detector) and an evaluation metric to calculate the distance between the edge maps (usually correlation coefficient). [20] [21] [22] For example, the highpass correlation coefficient (HPCC) employs Laplacian and normalized correlation. Here, the comparison is made between the fused bands and the corresponding panchromatic image. Another approach calculates the percentage of true and false edges introduced into the fused band using the Sobel edge detector. 22 Several works on fusion use the SSIM and ERGAS measures for spatial consistency assessment 1, 23 (the panchromatic image is used as the reference instead of a spectral band, the measures are labeled as as SSIM_PAN and ERGAS_PAN).
An additional measure for spatial consistency assessment is recently proposed for use in Ref. 24 . This measure uses phase congruency (PC) 25 for feature extraction from the pansharpened image. Invariance to intensity and contrast change as well as the multiscale nature of this measure allows one to obtain a more confident assessment compared to single-scale edge detectors.
Assessment of Measures

General Assumptions
An assessment measure (spectral or spatial consistency) should calculate a score according to the pan-sharpened image quality. For example, pan-sharpened images of different quality can be produced for the same scene. Similar assessment scores calculated by the measure for all these pan-sharpened images mean that the measure is not suitable and can provide distorted results. A measure providing good separation (in the meaning of the numerical score) of pan-sharpened imagery according to the quality is preferred.
The assessment measure should be sensitive to change (monotonous increase or decrease) of pan-sharpened image quality. The higher the quality, the higher the calculated score of the measure and vice versa. Increase (or decrease) of the image quality should lead to an increase up to the ideal value (or decrease) of the assessment score.
A numerical measure can be assessed using test data, i.e., a test set of images. Variation of image quality in the test set allows one to analyze the sensitivity of the measure using statistical methods. Pan-sharpened images produced with specified quality for one scene can be used as the test images to show which assessment measures are more sensitive to the quality change.
We have used the general fusion framework (GFF) pan-sharpening method proposed in Ref. 26 for the pan-sharpened image generation. Similar to the general image fusion (GIF) method, 27 the GFF method shows that many pan-sharpening methods are quite similar and can be described as special cases of more general fusion methods. The GFF pan-sharpening method is selected for this study as it can precisely control the amount of high-frequency data (extracted from the panchromatic image) added to the interpolated low-resolution spectral image. Therefore, the quality of pan-sharpened images can be controlled by varying the amount of added high-frequency data. Variations of this amount allow us to create a test set of images with specific quality.
Multispectral Data
Medium and high resolution (Landsat 7ETMþ, IKONOS, and WorldView-2) spaceborne imagery is used for generation of the test sets (one test set is produced for each sensor). The images were obtained in different parts of the Earth and have different land cover classes, such as urban, rural, agricultural areas, forest and water regions to represent a high variety. Two scenes for each satellite are chosen. Landsat 7ETMþ images (8-bit) were acquired on July 7, 1999, and on September 13, 1999, for the areas of San Jose, California, and Plattling, Germany. IKONOS images (11-bit) were acquired on July 15, 2005, 10:28 GMT, and on July 24, 2004, 09:25 GMT for the areas of Munich, Germany, and Athens, Greece. WorldView-2 (11-bit) images were acquired on July 12, 2010, 10:30 GMT, and on December 10, 2009, 10:30 GMT for the areas of north of Munich and Rome, Italy.
Ten nonoverlapping tiles are taken from the acquired images (multispectral and panchromatic) for each sensor. The size is 2000 × 2000 for panchromatic and 500 × 500 for multispectral IKONOS, WorldView-2, or 1000 × 1000 for multispectral Landsat 7ETMþ. Figures 1-3 present the employed tiles taken from acquired Landsat-7ETMþ, IKONOS, and WorldView-2 images, respectively. The selected tiles contain desired varying land cover types depicting typical real world content of remotely sensed images.
Pan-Sharpening Method
A lot of existing multi-resolution methods can be expressed as an implementation of the GFF proposed in Ref. 26 . The GFF consists of the following steps:
1. Low-resolution spectral image interpolation: msi ¼ IðmsÞ, 2. Fusion: msf ¼ Fðmsi; panÞ, 3. Histogram matching: msf ¼ Mðmsf; msÞ, where the ms is a low-resolution spectral image and pan is the panchromatic (high resolution) image. The first and third steps can be included in the fusion step depending on the method. Usually, the I is a bilinear or cubic convolution interpolation and the F is a linear function of images (e.g., GIF method in Ref. 27). In order to preserve spectral properties of a low-resolution image ms one should add only high-frequency information extracted from high resolution image pan. The general way is to perform such calculations in Fourier domain (signal processing view). First, both images are transformed into Fourier domain MS ¼ FFTðmsÞ and PAN ¼ FFTðpanÞ. Then, high frequencies are extracted from the PAN and added to the zero padded spectrum of the MS. The formula is written as
where the ZP stands for zero padding, the W is the Hamming window (used to avoid aliasing and ringing), and the HPF is a high-pass filter (e.g., Butterworth 19 ). Cut-off frequency of the HPF filter (parameter hf) allows us to control the amount of high-frequency data added to the low-resolution image. We can rewrite Eq. (1) in signal domain as: msf ¼ msi þ pan Ã hpf; (2) where Ã stands for convolution and hpf ¼ FFT −1 ðHPFÞ. High-frequency addition or high-pass filtering method (e.g., Ref. 27 ) is described by the same Eq. (2) as the GFF.
The GFF has three important advantages compared to the methods run in signal domain. First, instead of interpolation of the msi, the GFF employs zero padding. Second, high-pass filtering using box filters in signal domain make difficult the precise design of a filter with the required characteristics. Finally, a linear regression is used instead of histogram matching.
The GFF pan-sharpening method is used for the test data set generation due to its generality and high quality of produced fusion results. This method allows us to control the quality of the produced pan-sharpened image by varying the parameter hf. The hf is in the range ½0; 1 and controls the proportionality (0% to 100%) of the high-frequency panchromatic image data to be added to the low-resolution spectral image. The higher the value, the larger the high-pass filter width and the more high-frequency data is added. Variation of this parameter allows us to create fused images with the desired quality: the higher the hf value, the more high-frequency data is added, and the higher spatial (lower spectral) consistency, and vice versa.
Test Data Generation
The nonoverlapping tiles are pan-sharpened by the GFF method with five values for the parameter hf (hf ¼ 0.95, 0.90, 0.85, 0.80, and 0.75, i.e., 95%, 90%, 85%, 80%, and 75% of high-frequency panchromatic image data is added). Five groups of fused images (each group consists of 10 pan-sharpened tiles) are generated for each test set (Fig. 4, Step 1). To show Fig. 4 Diagram of statistical assessment of pan-sharpening assessment measures. First, the multispectral images (n ¼ 10 multispectral images with m bands) are pan-sharpened by the GFF method five times with different parameter hf . Second, the numerical scores are calculated by the assessment measures (five groups of numerical scores, each group consists of n ¼ 10 scores) are produced. Third, the statistical tests are performed: Kruskal-Wallis one-way test on the five groups of numerical scores, pairwise Wilcoxon test is performed on the pairs of the groups (95% and 90%, 90%, and 85%, and so forth). Table 2 for comparison of the pan-sharpening quality with the ARSIS fusion. The quality of the ARSIS fusion (f) is comparable with the GFF 90% (b) (see Table 2 ).
that the GFF performs pan-sharpening with a competitive quality, the same image tiles are pan-sharpened by the ARSIS fusion method 28 (the ARSIS method is used for a comparison). 25 fusion is comparable to the GFF fusion with 90% and 85% of added high-frequency data (see Table 2 ). This shows an example that the GFF produces fusion with a comparable quality (spectral and spatial consistency).
Statistical Assessment
A numerical measure (except for the SAM, ERGAS, and ERGAS_PAN) is calculated for every channel in the pan-sharpened multispectral images (six channels in Landsat 7ETMþ, four in IKONOS, and eight in WorldView-2). Measures on spectral consistency are performed using Wald's protocol. 18 To obtain one numeric score for a multispectral image the mean value is taken on the scores calculated for the channels. Five groups of assessment scores (also named as: 95%, 90%, 85%, 80%, and 75%) (Fig. 4, Step 2) are calculated and used to assess the sensitivity of the measure to the quality change (the first test) and to estimate and analyze the trend of the measure (increase or decrease, e.g., the measure score changes from 95% to 90%, from 90% to 85%, and so forth; the second test).
Sensitivity of a measure to the quality variation is assessed using the Kruskal-Wallis one-way analysis of variance 29 on the scores calculated for the 95%, 90%, 85%, 80%, and 75% pansharpened images (Fig. 4, Step 3) . The Kruskal-Wallis test is a nonparametric alternative to the one-way analysis of variance (ANOVA) and used for testing equality of population medians among groups. The Kruskal-Wallis test does not assume a normal population and can be applied on samples with relatively small size, unlike the analogous one-way ANOVA.
Sensitivity of a measure to the monotonous change of the quality is assessed using pairwise comparisons (pairwise one tailed Wilcoxon rank sum test 30 ). The test is performed on each of the following four pairs of the score groups: 1. 0.95% and 0.90%; 2. 0.90% and 0.85%; 3. 0.85% and (Fig. 4, Step 3 ). In the case of a quality increase, it is expected that the median of the 0.95% group is less than the median of the 0.90% group, and so forth for the measure with the minimal score equal to zero and the ideal value equal to some value (in most cases 1).
A post-hoc analysis (i.e., a special correction) should be carried out to determine if the statistical tests are significant. Such correction for tests with multiple comparisons is used when several statistical tests (dependent or independent) are being performed simultaneously (to reduce the Type I error rejecting the null hypothesis inappropriately). Bonferroni correction 31 is the most known and used way for the results adjustment. In order to get a higher accuracy, a novel method proposed by Benjamini and Yekutieli 32 is employed for the correction of KruskalWallis and the pairwise tests.
In the ideal case, the statistical tests should be carried out at some significance level (e.g., α ¼ 0.05). Significance level α specifies the probability level to accept that an event did not appear by chance. The lower the significance level, the stronger the evidence required. Usual values for significance level α are 0.05, 0.1, or 0.15. α ¼ 0.05 requires stronger evidence than α ¼ 0.1, α ¼ 0.1 requires stronger evidence than α ¼ 0.15, and so forth. The p-value less than 0.05 corresponds to a 5% chance of rejecting the null hypothesis when it is true (Type I error). A p-value less than a predefined α level indicates that the null hypothesis should be rejected (i.e., there is a change of the calculated measure scores, and the measure is sensitive to the quality variation or to the monotonous change). A p-value more than α level indicates that the null hypothesis should be accepted (i.e., there is no change of the calculated measure scores, and the measure is not sensitive). A low p-value confirms higher significance of the test statistic and more support to reject the null hypothesis. Since it is not guaranteed that resultant p-values will be less than α ¼ 0.05 significance level, the other levels (α ¼ 0.1 or α ¼ 0.15) can be used. 
Results and Discussion
The spectral consistency of the produced groups of pan-sharpened images (95%, 90%, 85%, 80%, and 75%) is monotonously increasing, while the spatial consistency is monotonously decreasing (since less of the high-frequency data is added). Therefore, the numerical scores of the measures SSIM, CORR (spectral consistency), and ERGAS_PAN (spatial consistency) are expected to increase, while the ERGAS and SAM scores are expected to decrease. The SSIM_PAN, CORR_PAN, HPCC, and PC (spatial consistency) scores are also expected to decrease since less high-frequency data is added. Tables 3-5 show results of the statistical tests for Landsat 7ETMþ, IKONOS, and WorldView-2, respectively. p-values of the Kruskal-Wallis test and pairwise tests are given for all the measures under comparison. Statistical tests illustrate that some measures cannot separate the pan-sharpened imagery according to the quality [e.g., high p-values of the tests for the HPCC for Landsat 7ETMþ (Table 3) , ERGAS_PAN for IKONOS (Table 4) and WorldView-2 (Table 5) , the SAM for IKONOS (Table 4) , and the CORR_PAN for WorldView-2 (Table 5) ]. Comparing and ranging the results of the tests by the p-values (in the ideal case a low value is expected), the measures can be ranged from the best one to the worst one. A low p-value of the Kruskal-Wallis test does not guarantee that the measure has required properties, since a pair of different (e.g., 95% and 75%) score sets can contribute to the low p-value. To select the best assessment measure, a low p-value of the Kruskal-Wallis test together with low p-values of the pairwise tests are expected.
For Landsat 7ETMþ pan-sharpening assessment (Table 3) the ERGAS, CORR (spectral consistency), and the PC, SSIM_PAN (spatial consistency) measures are preferable according to separability of the pan-sharpened imagery with different quality and estimated trends. These measures illustrated better estimation of the quality trend [less overlapped boxplots in Fig. 6(b) (ERGAS score decrease), 6(d) (CORR score increase), 6(i) (PC score decrease), and 6(e) (SSIM_PAN score decrease)]. A boxplot is a convenient way to create a graphical description of groups of numerical data in the five-number summaries: 1. the sample minimum; 2. the first quartile (Q 1 , lowest 25% of data, 25th percentile); 3. the median (Q 2 , 50th percentile); 4. the third quartile (Q 3 , highest 25% of data, 75th percentile); 5. the sample maximum. Observations considered as outliers are plotted as small circles.
For IKONOS (Table 4) , the CORR (spectral consistency), and the PC (spatial consistency) measures are preferable. The measures show regular estimation of the quality trend in Fig. 7(d) (CORR score increase) and 7(i) (PC score decrease).
For WorldView-2 (Table 5) , the CORR (spectral consistency), and the SSIM_PAN, and PC (spatial consistency) measures are preferable (Fig. 8) because of the good estimation of the regular trend in Fig. 8(d) (CORR score increase), 8(e) (SSIM_PAN score decrease), and 8(i) (PC score decrease).
Compared to other measures the SAM provides stable assessment scores on the imagery with varying spectral consistency. This measure is not sensitive to the quality change [high p-values in Tables 3-5 , similar median values in the boxplots, Figs. 6(c), 7(c), and 8(c) ]. This behavior of the SAM measure can be explained as follows. During pan-sharpening, the values in the channels are modified by the addition of one value (the high-frequency data is added to the interpolated multispectral image, see Ref. 27) . Therefore, there is a change of the vector length (constructed from the pixel values of the pan-sharpened multispectral image), but there is no change of the angle between the compared vectors. The SAM allows robust assessment of the spectral consistency irrespective to the change of spatial consistency.
The HPCC does not show high accuracy of spatial consistency assessment of the pansharpened imagery [the score trend is wrong during comparison of the 95% and 90% score groups, Figs. 6(h), 7(h), and 8(h) ]. This may be explained because the edge detector in the Table 6 Recommended measures for pan-sharpened imagery assessment (spectral and spatial consistency). show that the measures do not estimate the quality change properly (wrong trend is estimated). Table 6 contains the list of the measures more suitable for the Landsat 7ETMþ, IKONOS, and WorldView-2 pan-sharpened imagery assessment according to the obtained results.
The same statistical assessment experiment is carried out on the pan-sharpened data produced by Ehlers fusion 33 to illustrate the applicability of the selected measures for the data produced by other known methods. Ehlers method (in comparison to IHS, PCA, Brovey fusion) allows us to control the amount of high-frequency information extracted from a panchromatic image injected into an interpolated spectral image. In this experiment WorldView-2 data is pan-sharpened, and the recommended measures (spectral consistency: CORR, spatial consistency: SSIM_PAN, PC) are employed. The assessment results (see Table 7 and Fig. 9 ) illustrate an adequate trend [ Fig. 9(d) for the CORR, Fig. 9 (e) and 9(i) for the SSIM_PAN and PC]. Correct trends on the measures assessment results illustrate that the selected measures can be applied for the 25 evaluation of the pan-sharpened data produced by the other well-known and representative pan-sharpening methods.
Pan-Sharpened Data Assessment Using Selected Measures
In this section the selected measures are employed for an assessment of pan-sharpened images produced by widely employed methods. The following representative methods are selected: Brovey transform, intensity-hue-saturation fusion (IHS), principal component analysis based fusion (PCA), Gram-Schmidt fusion (GS), and ARSIS fusion (from French name "Amèlioration de la Rèsolution Spatiale par Injection de Structures"). The employed methods are thoroughly investigated in the literature and possess known properties and produce pan-sharpened imagery with an expected quality (spectral and spatial consistency). Knowing the properties of the employed method (e.g., IHS fusion produces a high spatial consistency with a loss of spectral properties or ARSIS fusion allows one to obtain a high spectral and spatial consistency), a measure assessment result obtained for the methods can be compared and a conclusion on the measure sensitivity can be made.
In this experiment only the bands in RGB range are used since Brovey and the IHS fusion methods can be run only for RGB data. Landsat 7ETMþ, IKONOS, and WorldView-2 data is used. Calculating the CORR, PC, and SSIM_PAN measures for separate bands a mean value is calculated and used for comparison. Table 8 presents the numerical assessment results for the selected measures on the pan-sharpened images produced by the representative methods. The highest spectral accuracy assessment result has been given to ARSIS fusion by ERGAS and CORR, while these measures result in low spectral consistency for Brovey fusion, IHS, PCA, and GS. The PC and SSIM_PAN are showing highest spatial consistencies in comparison to Brovey fusion, IHS, PCA and GS, while ARSIS receives a lower spatial consistency assessment result. The experimental results agree with the expectations that the selected measures calculate adequate assessment results. It can be concluded that the selected measures in most cases represent the properties of the pan-sharpened imagery (with some small variations). 
Conclusions
Statistical analysis reveals that not all the widely employed measures calculate accurate regular results of pan-sharpened imagery assessment and distortion of calculated scores can appear. A proper assessment of pan-sharpened results requires selection of appropriate assessment measures, and the measures are important for both spectral and spatial consistency. Use of the selected assessment measures is expected to decrease errors during pan-sharpened imagery assessment.
The following recommendations can be given according to the experimental results. Spectral consistency assessment should employ ERGAS and Normalized Correlation measures (ERGAS and Normalized Correlation for Landsat 7ETMþ, Normalized Correlation for IKONOS and WorldView-2). Spatial consistency assessment should employ Phase Congruency and SSIM measures (Phase Congruency and SSIM for Landsat 7ETMþ and WorldView-2, Phase Congruency for IKONOS). SAM provides stable assessment scores of the imagery irrespective to varying spectral and spatial consistency; therefore, it should be used with caution. The SSIM measure illustrates suitability for spatial consistency assessment, but unfortunately this measure is not widely used. Phase Congruency shows a good separability of pan-sharpened imagery in the sense of spatial consistency and sensitivity to the trend of the quality change (for all used sensors data). Therefore it can be recommended for spatial consistency assessment.
Assessment of pan-sharpened imagery acquired by other satellites can be performed by the measures recommended for the medium, or high resolution imagery, respectively. 
