A high precision epipolar line restoration algorithm based on Multipopulation Cooperative PSO (MCPSO) is proposed in this paper. It adopts Harris operator to extract corner point and finishes gray cross -correlation matching. Firstly, the fundamental matrix initial value between matches in two images is calculated by 8 pairs matches algorithm. And then the optimal value of this matrix is gotten by MCPSO and PSO respectively based on the object function which is the distance between the point and corresponding polar line. Finally, the experiment results prove the validity and practicability of the proposed method.
Introduction
For a pair of related views obtained from binocular vision system the epipolar geometry provides a complete description of relative camera geometry [1] . It can be computed from a certain number of point correspondences obtained from the pair of images independently of any other knowledge about the world. Epipolar geometry can be represented by a fundamental matrix (F matrix) in algebra, dimension of the matrix is defined as 3 × 3 and rank of which is 2 [2] . The simple method is to select more than 8 matches manually and uses 8 point algorithm to calculate F matrix [3, 4] . But this method is not accurate for the precision of corner point coordinate. The practical method is restoration online [5] which uses two cameras to acquire some pair of real scene images. Firstly, the corner points are detected, and then initial matching is finished by cross-correlation algorithm and relaxation algorithm, finally, nonlinear optimization algorithm is applied to get more accurate F matrix. Binocular vision can be divided into parallel binocular vision and non-parallel binocular vision according to the optical axis of two cameras, and the former is widely used such as the binocular vision on the Mars rover. The epipolar geometry restoration for binocular vision is investigated in this paper. The initial value of F matrix is gotten by 8 point algorithm, and then the object function is defined as the distance between the point and corresponding polar line, subsequently, the optimal value of this matrix is gotten by MCPSO and PSO respectively, finally, the experiment results prove the validity of the related algorithms.
Epipolar Geometry for Binocular Vision
The parallel binocular vision system is characterized by its parallel optical axis of two cameras. Figure 1 shows the configuration of the parallel binocular vision system. There exists only translation between two cameras along the x direction, where the translation b is the length of baseline. The image coordinate along the v direction of the matching points is equal while u coordinate is not same. 
Feature Extraction and Matching
Harris [5] and Stephens put forward a point feature extraction operator based on static image which is called Harris operator. According to the definition of Harris operator, for any point in the image, if its horizontal curvature value and vertical curvature value are bigger than the other points in the neighborhood, then this point is considered as a corner point. Generally speaking, the corner points are detected by Harris operator in pixel precision, then sub-pixel precision corner points are gotten by interpolation. According to corner points extracted in two images acquired by binocular vision, matching process can be completed by crosscorrelation algorithm [6] .
Estimation of F Matrix

Epipolar Line Equation and Initial Value for F Matrix
The epipolar line equation is as follows:
[ ] 
Where F 11~F32 are the unknown variable in the F matrix, it can be calculated by at least 8 pairs of matching points. In order to promote the F matrix accuracy, we use more than 8 pairs of matching points and calculate it by least square algorithm.
Nonlinear Optimization Estimation for F Matrix
Nonlinear iterative optimization algorithm is adopted here in order to achieve higher estimation accuracy. In figure 1 , 
Equation (2) and (3) The corresponding nonlinear iterative optimization algorithm is as follows:
(1) Calculate the initial value of fundamental matrix by least square algorithm using all corners.
(2) Take the initial value of fundamental matrix into equation (5) Threshold δ is usually considered to be 0.05. The smaller δ is, the more the circular times of calculation is, but the calculation result will be more accurate.
F Matrix Optimization Based on PSO
The particle swarm optimization (PSO) algorithm stems from researching the predation behavior of birds; it is an iterative optimization tool which is similar with genetic algorithm (GA) [7] . Initialize PSO as a group of random particle (random solution), the particles update themselves by tracing two extreme value. The first is the best solution found by particle itself and named individual extreme point(its position is expressed by pbest ).There is another extreme point, called global extreme point(its position is expressed by gbest ) in the global version PSO, is the best solution which is found in the entire swarm at present. After the two best solution are found, the particles update equation (6) and (7) according to the following speed and position so that update their own speed and position. 
Fmatrix Optimization Based on MCPSO
What have been proposed and set by MCPSO is a supposition which is shared in society based on the same kind of information. It has reflected the individual (fish, bird, insect) cooperation relation in a group (school, herd).It's obvious that it is not the relation of natural attribute. Many species evolve their surviving by collaborating (within their own species) and interacting with other species in natural ecosystem. The collaboration can be found in the organism from cell(for example, eukaryotic organisms produced by mutualistic symbiosis and interaction between the prokaryotic cells and other removed cells by them) to superior being(for example, African ticking bird gets stable food source by clearing the parasite on giraffe, zebras and other animals), the collaboration is also called co-evolution symbiosis [8] .
The master-slave model is introduced to PSO in the paper which is aroused by symbiotic relationship of natural ecological system, then multi-swarm (species) cooperative optimization (MCPSO) will be generated [9] . In the method, the swarm consists of master swarm and slave swarm. The symbiotic relationship of masterslave will balance detection and development which is crucial for optimization.
Figure2 shows the relationship model between master and slave, and the model has assigned a suitable evaluation and maintained the algorithm synchronization.
The slave swarm is an independent swarm (species) from each other which connected by "node". Each node executes a sole PSO or its variant and it includes updating position and speed and the generation of the new local swarm. Each node sends the best individual in the local area to the master swarm node when all the nodes are ready for the new generation. Master swarm nodes choose the best individual of all the nodes being sent and evolve(evolution) according the following formula:
M is master swarm, 3 c is transport coefficient, 3 R is an uniform random sequence ii. iii.
S gd
p : Previous best position of the slave swarms.
Fig. 2. The master-slave model
It is shown in equation (8) that the first term is the sum of inertia (the particles go on moving along their original direction), and the second term represents the memory (the optimal point of particle attracted to the track), the third represents collaboration (master swarm find all the particles that attracted to optimal position), the last term represents information transformation (slave swarm find all the particles that attracted to optimal position). Pseudo code of MCPSO algorithm can be found in literature [9] . Two pairs of standard test stereo images are downloaded from internet to test the related algorithms. Take the Head portrait image as example, the feature points extracted by Harris operator distribute the whole image in uniformity which can be seen from the left and right images. There are 68 pairs of matches in the images, the line direction is the disparity direction and length of it represents the disparity value.
Some restored epipolar lines in the left image according to the F matrix optimized by PSO and MCPSO are shown in figure 4 . We can see that the precision of F matrix optimized by tow algorithms is similar and all the epipolar lines are parallel with scanlines which illustrates the accuracy of 8 points algorithm and the validity of the optimal strategy. The number of epipolar lines in two images is almost equal.
Take the Castle image as example, the feature points extracted by Harris operator also distribute the whole image in uniformity and there are 33 pairs of matches in the images which can be seen form the images. We can see from figure 6 that the precision of F matrix optimized by tow algorithms is similar and all the epipolar lines are parallel with scanlines. The number of epipolar lines in two images is also almost equal. The author also made the following experiment to make comparison on equation residual and iteration, and the results are shown in the above figures and table 1. For the Head portrait image, it shows that the descent speed of residual is slower in MCPSO than in PSO, and the residual of MCPSO tends to stable about 50th iteration, and the residual of PSO tends to stable about 30th iteration. The difference is determined by master-slave swarm structure so that the MCPSO is more timeconsuming. However, the equation residual with MCPSO is 15.86 less than 16.52 with traditional PSO. This demonstrates that the capacity of searching optimal solution is better in MCPSO than in PSO. For the Castle image, the descent speed of residual with MCPSO is also slower than that with PSO, and the residual of MCPSO tends to stable about 40th iteration, and the residual of PSO tends to stable about 20th iteration. The equation residual with MCPSO is 18.01 less than 18.27 with traditional PSO.
Conclusions
On the basis of Harris corner point detection and matching, the initial value of F matrix is calculated by 8 points algorithm in this paper. Then the object function is formed by the distance between the point and corresponding polar line, and the optimization of F matrix is executed by PSO and MCPSO. The performance between the two optimal algorithms is compared in the experiment process and the results show that the proposed algorithm is effective and practical.
