Abstract. The place prioritization problem in conservation biology is that of establishing a sequentially prioritized list of places on the basis of biodiversity content. Such a list can then be used to select reserve networks that are designed to be fully representative of the biodiversity of an area as efficiently as possible (for instance, with minimum area or cost). The usual goal is the representation of all chosen biodiversity surrogates up to or beyond a required target, or to the greatest available extent. The purpose of this paper is to compare the respective performances of two place prioritization software packages, SITES and ResNet, on four datasets (distributions of termite genera in Namibia, breeding bird species in the Falkland Islands/Islas Malvinas, vertebrate species in Texas and flora and fauna species that are at risk in Québec), to determine their respective merits. The two software packages implement radically different algorithms: SITES is based on a simulated annealing procedure for finding (local) optima; ResNet uses an algorithm based on rarity and complementarity. This analysis indicates that the rarity-complementarity based algorithm of ResNet surpasses the simulated annealing approach of SITES with respect to time and completeness. SITES, however, contains other features that are useful in conservation planning. Ways in which the two packages can be used together effectively are suggested.
INTRODUCTION
One of the major tasks of conservation biology is that of selecting reserve networks that are fully representative of the biodiversity of an area. In real-world scenarios, however, full representation is often impossible, because not all places of biological interest can be conserved. Consequently, the practical problem must be reduced to that of the representation of biodiversity surrogates up to a specified target as efficiently as possible, with efficiency being measured by criteria such as the minimum total area or cost. Places must therefore be prioritized before a final set is selected for reservation or other conservation action. Place prioritization algorithms are becoming a critical tool in the practice of biodiversity conservation. The purpose of this note is to compare the respective performances of two software packages implementing radically different place prioritization algorithms, SITES and ResNet, on four datasets to determine which is preferable for use in systematic conservation planning, or how they may be used together profitably. Both of these packages can be downloaded freely from the web (see Ball, 2000 for the design of SITES; Andelman et al ., 1999 for downloading SITES; and Aggarwal et al ., 2000 and Sarkar et al ., 2002 for downloading ResNet). The algorithms incorporated in these packages, although not the specific packages themselves, have been compared previously by Csuti et al ., 1997 ; see also Pressey et al. (1997) .
The algorithms implemented in SITES and ResNet are radically different. SITES implements the widely used simulated annealing algorithm (Kirkpatrick et al ., 1983; Otten et al ., 1989) . Using a cost equation which computes the sum of a set of weighted components, the procedure iteratively selects new places, compares resulting changes to the cost equation, and attempts to minimize the total cost. A unique feature of SITES is the large number of optional parameters which can be incorporated into the calculation of the cost, and which require user-defined weights for the search process. These parameters include a boundary length modifier (which allows the user greater control over the level of adjacency or 'clumping' of cells), conservation categories and a penalty factor for under-representing the target. SITES has been utilized in several conservation projects in the United States, including regions in southern California and the Columbia Plateau (Andelman & Fagan, 2000) .
ResNet implements a hierarchically controlled, rarity-complementarity-based selection algorithm (Margules et al ., 1988; Aggarwal et al ., 2000) . The place prioritization procedure is initialized by the selection of a first cell on the basis of rarity, richness or from a user-defined set of cells. (The last option is relevant if a reserve network is to be built by extension of an existing set of reserves.) ResNet then employs an iterative procedure that selects places on the basis of rarity; then, to break ties between cells with equally rare surrogates, it uses complementarity (that is, it selects the cell that contains the most surrogates not already represented up to the specified target among the cells that have already been chosen). Should ties still remain, ResNet optionally uses adjacency (when a cell adjacent to already selected cells is preferred to one that is not); and finally selects by lexical order (that is, randomly). The user also has the option of incorporating a redundancy check, as well as area and cost constraints. ResNet has been applied to datasets from Québec, Namibia and Islas Malvinas / Falkland Islands (Sarakinos et al ., 2001; Sarkar et al ., 2001) , and has been used in conjunction with the GAP Analysis Project in Texas (Sarkar et al ., 2001) .
Although the two algorithms can be compared using a variety of different criteria, the radically disparate strategies used by the two algorithms narrow the ambit of quantitative evaluation. Only completeness in surrogate coverage (meeting the specified target levels), efficiency (doing so while selecting the minimum possible area) and computational time are parameters common to the performance of both algorithms. These were used as the most important indices of comparison in this analysis. Efficiency is particularly important because both SITES and ResNet use heuristic algorithms. While both attempt to produce a solution that meets a specified target, neither guarantees that a better (that is to say, more efficient) solution is not possible. [In other words, both algorithms guarantee that a local optimum solution is obtained; neither guarantees that the global optimum is found. For a discussion of algorithms that find the global optimum, but require much more computational time, and for a discussion of the relative merits of algorithms that are minor variants of the one implemented in ResNet, see Csuti et al . (1997) .]
METHODS
Both packages were run on an IBM-compatible personal computer. The first dataset consists of 1250 data cells (each 0.25 × 0.25 degrees of longitude and latitude) in Namibia containing records of the presence of 33 termite genera (cf. Sarkar et al ., 2002 for a full description of the dataset). The second dataset consists of 254 cells (each 10 km × 10 km) in the Falkland Islands/ Islas Malvinas, containing records of the presence of 65 breeding bird species (cf. Sarkar et al ., 2002 for a full description of the dataset). The third dataset consists of 1183 cells (each a hexagon of about 649 km 2 produced by the GAP Analysis Project) in Texas containing records of the presence of 655 vertebrate species (cf. Sarkar et al ., 2001 for a full description of the dataset). The fourth dataset consists of 16 500 data cells (each 0.2 × 0.2 degrees of longitude and latitude) in Québec, containing records of the presence of 387 species of flora and fauna at risk distributed over 709 of the data cells (cf. Sarakinos et al ., 2001 for a full description of the dataset). Each algorithm was run with the target of representation of surrogates specified at 1, 5, 10, 15 and 20. Only the target of 1 is guaranteed to be met by all surrogates because each surrogate must occur at least once in the dataset. When faced with a surrogate for which the assigned target cannot be met because it does not occur that many times in the dataset, ResNet automatically revises that surrogate's target level to its total presence. We will refer to these target levels of representation as the 'initial target' and the 'revised target'. The first two datasets are computationally simple; they are also far too sparse to be of much use in any realistic policy formulation situation; the last two are much more complex and can potentially be used in practice for reserve network design. (The Québec dataset has already been used by Sarakinos et al ., 2001 to make policy recommendations.)
For each target of representation, SITES produces up to six output files: (i) projectName _best.txt ('best file'), a prioritized list of places containing all cells selected in the single most cost-effective of the runs; (ii) projectName _ssoln.txt ('summed solution file'); which contains the complete list of cells selected in every run where these cells are grouped into frequency categories depending on the number of runs in which they were selected (thus for our purposes there were 50 frequency categories because there were up to 50 runs -see below); (iii) projectName _mvbest.txt file, which contains information on the extent to which the surrogates selected in the best run meet the targets of representation; (iv) projectName _sum.txt file, which records summary statistics for all runs for a given target; (v) projectName _sen.dat file, which provides a general performance report and information on the algorithm employed; and (vi) finally, a file in which one also has the option of recording the different solutions obtained for each of the runs. The last option was not used for this analysis. The summed solution file is a unique feature of the SITES software package, intended to support the analysis of the robustness of the corresponding 'best file'. Its potential use in this context will be discussed below. (cf. Andelman et al ., 1999 for a more detailed explanation of the various data reporting options offered in the SITES software package.)
ResNet produces up to five output files. Four of these output files consist of lists of prioritized places. These five files are: (i) for every application of ResNet, the first output file ('basic output file') records the solution arrived at without the use of adjacency or a check for redundancy; (ii) if the 'adjacency' option is selected, a second output file records the corresponding solution when adjacent cells are given preference as explained above; (iii) if the 'redundancy' option is selected, a third output file records the corresponding solution when redundant cells are removed; (iv) if the procedure described in (iii) is modified with a 'secondary adjacency' checking option, which results in the retention of redundant cells which are adjacent to a selected nonredundant cell, a fourth output file records the corresponding solution; and (v) finally, for every application of ResNet, a log file is produced that records, for each cell contained in the prioritized list, the rule under which it was selected, and the percentage of surrogates which have cumulatively met the revised target of representation. The 'adjacency' and 'secondary adjacency' modifications were not used in this analysis.
SITES was tested according to the recommended minimum standards (50 runs, 10 6 iterations per run) (Andelman et al ., 1999) . To ensure testing integrity, SITES was also subjected to a longer 'control run' using 100 runs and 2 × 10 6 iterations at a target level of 10 to see if increasing the size of the computation improved performance. The result was negligibly different (and, in fact, slightly worse). For all targets of representation, ResNet was initialized by rarity which is known to produce the most efficient results (Sarkar et al ., 2002) , and run with and without the removal of redundant cells.
The distance between two solutions was defined as the ratio of the number of unshared selected cells to the total number of selected cells (in both solutions). Thus, if all cells are shared, the distance is 0; if no cells are shared, the distance is 1.
In the first comparison, reported in Table 1 , the relative efficiency of the two place prioritization algorithms was compared by setting an initial target of representation for each surrogate and comparing the total number of cells selected by each algorithm in attaining the revised target. ResNet automatically guarantees complete surrogate coverage by the end of a run of the program. In general, SITES does not guarantee such coverage; since it tries to optimize over other parameters besides the presence of surrogates, the program may terminate before complete coverage is attained because other parameters have been optimized sufficiently. For this analysis, complete surrogate coverage was achieved through a trial-and-error process of sufficiently weighting the surrogate absence penalty factor of the cost equation to prevent target incompleteness.
In the second comparison, SITES was run with site costs uniformly set equal to each other, and the penalty factor costs for surrogate absence were given equal weights to the cost of a site. In this method of comparison efficiency can no longer be measured simply by comparing the number of cells selected by the algorithms for a given target level. The comparison of efficiency of the two algorithms must be indirect.
Three different methods were used. ResNet was asked to terminate after selecting exactly the same number of cells as contained in the SITES 'best file' and the number of surrogates for which targets were met by each algorithm were compared. In an effort to establish more wide-ranging comparisons between the two algorithms, similar tests were conducted with two subsets of the SITES 'summed solution file': (i) the group of cells selected in every run for a given target (and thus falling within the highest frequency category, which will be referred to as the 'common set'); and (ii) the group of cells with the highest frequency measured across all runs for a given target, up to the number of cells selected by ResNet for that target (which will be referred to as the 'top set').
(In other words, if ResNet selects n cells for a given target, then the 'top set' consists of SITES' n most frequently selected cells.)
RESULTS
The numerical results are reported in Tables 1a,b − 4a,b. In all Tables, initial targets of representation for each run are listed in Column 1. Column 2 lists the number of surrogates that met or exceeded the initial target level.
In the first (direct) comparison for efficiency (Tables 1a-4a ), the number of cells selected by ResNet (column 3) was occasionally slightly lower than that selected by SITES (column 4) for revised targets of one and five representations, whereas for revised targets of 10, 15 and 20 representations the algorithms were almost equally efficient. Owing to the high penalty for surrogate absence imposed on the SITES algorithm (see above), ResNet and SITES both The number of surrogates selected in the SITES best file/the total number of surrogates in the dataset. 6. The number of surrogates for which revised targets were met in the SITES best file/the number of surrogates for which the revised target levels were met when ResNet selected only the same number of cells as in the SITES best file (column 4). 7. The number of cells selected in the SITES 'common set' (that is, those grouped into the highest frequency category of 50). 8. The number of surrogates which meet revised targets in the SITES 'common set'/the number of surrogates for which the revised target levels were met when ResNet selected the same number of cells as in the SITES 'common set'. 9. The number of surrogates in the SITES 'top set' (the cells most frequently selected by SITES when it selects as many cells as are required by ResNet to meet the targets) that meet revised target. 10. The number of cells in a solution when: (i) from the SITES summed solution file, the same number of cells is selected as is required by ResNet to meet the target (that is, column 3); and (ii) then ResNet is used to extend the selected set until all targets are met. 11. The number of cells shared by the SITES best files (column 4) and the corresponding ResNet solutions (column 3). 12. The distance between the two solutions mentioned in column 11. 13. The number of cells shared by the SITES 'common sets' (column 7) and the corresponding ResNet solution (column 3). 14. The number of cells shared by the SITES 'top sets' (column 8) and the corresponding ResNet solution (column 3). 15. The total number of cells contained in the SITES summed solution file (that is, those selected at least once over all 50 runs). 16. The number of cells within the summed solution file required to attain completeness of surrogate coverage (as evaluated by running ResNet with the summed solution file as an input sets). 17. The run time of ResNet. 18. The run time of SITES over the full annealing schedule. achieved completeness in surrogate coverage. For all targets, ResNet completed computation in approximately 1% of the time required by SITES (see columns 7, 8) for the datasets from Namibia, the Falklands/Malvinas and Québec. In the case of Texas, SITES took more time to make its selection over ResNet by a factor of at least 250 (Table 3a , columns 7, 8). Thus, both complex datasets presented severe problems for SITES with respect to the time required to produce a solution. Column 6 records the ordinal number of the run during the annealing procedure in which SITES found an optimal solution. These vary widely (from 1 to 38); that not more than 38 runs were needed in any case may suggest that a smaller number of runs than recommended (50) can be used. However, this increases the risk of not finding a solution during one annealing schedule. Since the number of runs does not seem to make a significant difference in the computation time (column 8), such a reduction of the annealing procedure is not recommended. The distance between the solutions (Table 1, column 5) is large when the target is 1 for the two larger datasets (Texas and Québec), but becomes small with bigger targets indicating that similar sets of cells were being selected by both programs. For the smaller datasets (Namibia and Falklands/Malvinas), the distance is consistently small.
In the second (indirect) comparison of the two software packages (Tables 1b − 4b), ResNet consistently selected more cells per target level than the SITES 'best files' (columns 3, 4) but satisfied the (revised) targets of representation. However, SITES never achieved complete surrogate coverage except in two cases (Table 2b , column 5 with targets of 1 and 5); the performance became worse with higher targets (column 5). When The SITES selections (column 15) were insufficient for complete target representation. The additional cells were selected using ResNet.
ResNet was constrained to select the same number of cells as contained in the SITES 'best files' solution, the SITES best file achieved a higher target completeness than the ResNet solution for a target of 1; for all higher target levels, the SITES achieved less completeness (column 6) except in three cases (Table 2b , column 6 with targets of 1, 5 and 10). Nevertheless, the number of shared cells in the corresponding solutions (column 11) and the distance between the two solution sets (Table 2 , column 12) indicate that the cell sets selected by both algorithms are highly similar. This is increasingly so for greater target levels, although the increase does not appear to be significant. The cells in the SITES 'common set', which were common to all 50 runs (Tables 1b − 4b, column 7) did not yield effective surrogate coverage. This is not surprising because these sets contained so few cells; as is to be expected, these cells were also selected by ResNet (which is why there is a great deal of agreement between columns 7 and 13). When ResNet was constrained to select the same number of cells as in the SITES 'common set' there were mixed results on completeness of surrogate coverage. The ResNet solutions also greatly under-represented the revised targets of representation (column 8).
While the SITES 'top sets' attained a higher level of surrogate coverage than the SITES 'common sets' for each target (compare Tables 1b  -4b , columns 9 and 8), these sets were still less effective than ResNet solutions which obtain complete coverage. However, the difference does Redundancy checks removed * one cell; ** removed three cells. Redundancy check removed * one cell; ** removed three cells. The SITES selections (column 15) were insufficient for complete target representation. The additional cells were selected using ResNet.
not appear to be significant (see column 2, column 9). The number of cells shared between the 'top sets' and those selected by ResNet are shown in Table 2 , column 14. As a final test, the entirety of the 'summed solutions' file was evaluated with respect to completeness of surrogate coverage for each target level. The number of cells contained in the 'summed solution file' is shown in Tables 1b − 4b, column 15, whereas the number of those actually needed to obtain full surrogate coverage is listed in column 16. When cells were selected from these, using ResNet, to meet targets, the solutions were only slightly larger than those produced by ResNet (column 10). This comparison is important because the SITES 'summed solutions' file provides one way to use SITES and ResNet together. Finally, columns 17 and 18 once again underscore how computationally expensive SITES is when compared to ResNet.
DISCUSSION
The main advantages of rarity-complementarity based algorithms such as the one implemented in ResNet are computational speed and a guarantee of complete surrogate target coverage. SITES took over an hour to process the Québec dataset and more than four hours to process the Texas dataset (with one exception). Moreover, as will be detailed further below, the speed permits the exploration of a variety of solutions using different initializations or randomizations of the dataset. This is important for three reasons. Starting with a large number of solutions which all satisfy the target set for the biodiversity surrogates: (i) biological considerations that did not enter into the prioritization process, such as the prognosis for the biodiversity contents of a place (their 'viability') can be used to refine the solution set; (ii) other considerations such as social and economic cost can be used to find 'non-dominated' solutions (which are not worse than some other on every relevant criterion). These non-dominated solution sets can then be presented as alternatives to be perused by policy makers (see below). As has been recognized in the literature on reserve design (Faith, 1995; Sarkar et al ., 2001) , most conservation projects require the production of several such alternative lists of prioritized places in order to represent the feasibility of trade-offs between multiple, and often conflicting, constraints on their implementation on the ground; and (iii) it is likely to produce solutions that are, purely by accident, close to the global optimum (see Csuti et al ., 1987 who show that an exact algorithm does marginally better than a raritycomplementarity-based algorithm even with a single initialization).
Compared to SITES, ResNet is so much faster because its algorithm iteratively adds cells singly, unlike the more global approach in the SITES algorithm which computes the cost equation for an entire set of cells at each step. In many planning scenarios, new plans, for instance, starting with a new initial set of selected areas may have to be devised very rapidly, perhaps during a planning meeting. In such situations, the several hours required by a reasonable annealing schedule in programs such as SITES compromises the utility of these programs. Another advantage of ResNet is that the cell selection is transparent, because the rule used for every selection is explicitly documented. Thus, decision-makers can know exactly what a new cell is adding to a plan.
However, an apparent disadvantage of using ResNet is that the differences in cost or area between cells are not incorporated explicitly into the iterative selection procedure. ResNet can be run using the option of terminating the selection procedure if some maximum permissible cost or area is exceeded. ResNet was written with the view that considerations other than biodiversity should not be reduced to a single parameter along with biodiversity. Multiple criteria, although important, are often incompatible and must be analysed separately. Sarkar (in preparation) generated 32 distinct solutions from the Texas dataset, all satisfying the criterion of meeting biodiversity targets, using ResNet. These 'feasible' solutions were then analysed further to find those two solutions which were 'non-dominated' with respect to social and economic costs. Potentially these can now be forwarded to planners for the last stage of selecting a reserve network. Such an extensive analysis was possible only because of the speed with which ResNet produces results; the program was run 100 times to find these solutions in less than 2 hours.
The main advantage of the SITES software package is the availability of the large number of optional parameters which allows a user to tailor its cost equation in many ways. Moreover, the assignment of user-defined weights to selection criteria, insofar as they allow cost considerations to play a role in the iterative procedure, may give SITES the ability to produce solutions that take many more relevant criteria for reserve design than ResNet. However, the problem is that many of these weights can only be assigned arbitrarily. This results in two potential problems: (i) the weights may be misleading; and (ii) it assumes that all the criteria that go into reserve design (biodiversity, social cost, economic cost, etc.) are commensurable on a single scale. (As noted earlier, this approach is rejected intentionally in ResNet.) At the technical level, another disadvantage to using SITES is that its approach to place prioritization requires backpropagation of error detection to correct weights in the algorithm, and this is a resource-intensive and imprecise procedure.
The set of cells in the 'summed solution file' provides one potential way in which ResNet and SITES can be used together. The initial set of cells can be screened once to remove those that are apparently undesirable under all the criteria of interest using SITES in a computationally intensive phase. Then ResNet can be used to achieve completeness of surrogate coverage and efficiency with different initializations in a computationally fast way. This may well be the most effective use of SITES and ResNet together. Since most conservation projects require the production of several alternative lists of prioritized places, we suggest that the two programs could be applied fruitfully together to yield a diversity of conservation scenarios for a given region. These scenarios could then be the basis for the selection of individual plans on socio-political grounds which can probably never be incorporated into precise algorithms.
