We study conformal metrics on R 3 , i.e., metrics of the form g u = e 2u |dx| 2 , which have constant Q-curvature and finite volume. This is equivalent to studying the non-local equation
Introduction
In this paper, we study existence and asymptotics for solutions of (−∆)
with
where (−∆) |v(x)| 1 + |x| 4 dx < ∞ , which makes (−∆) 1 2 v be a tempered distribution (see [32] ).
Definition 1.
Given a tempered distribution f in R 3 , we say that u is a solution of (−∆) 
where S(R 3 ) is the Schwarz space of rapidly decreasing smooth functions in R 3 .
Note that the LHS of (3) is finite since ∆u ∈ L 1/2 (R 3 ) and (34) holds. Equation (1) is a prescribed Q-curvature equation, in the sense that if a smooth function u solves (−∆)
for some function K, then the metric g u := e 2u |dx| 2 (which is a conformal perturbation of the Euclidean metric |dx| 2 ) has Q-curvature K, see e.g. [6] , [9] or [13] and the references therein. Moreover, the quantity V appearing in (2) is simply the volume of g u .
Problem (1)- (2) is the three dimensional case of the problem
which has been received considerable attentions, particularly in the case n even. It is wellknown that the function w 0 (x) := log 2 1+|x| 2 is a solution of (4) with V = |S n | for any n ≥ 1. Indeed, w 0 has the following geometric interpretation: If π : S n \ {p} → R n is the stereographic projection from the sphere S n = {x ∈ R n+1 : |x| = 1} minus the south pole p given by π(x ′ , x n+1 ) = x ′ 1 + x n+1 , x ′ = (x 1 , . . . , x n ) and g 0 is the round metric on S n , then (π −1 ) * g 0 = e 2w 0 |dx| 2 .
Applying the Möbius transformations (translations and dilations) to w 0 (or to (π −1 ) * g 0 to be more precise), we obtain the functions w x 0 ,λ (x) = log 2λ 1 + λ 2 |x − x 0 | 2 , x 0 ∈ R n , λ > 0,
which also solve (4) with V = |S n |. Because of their geometric origin, they can be called spherical solutions.
In dimension 2, where (4) reduces to −∆u = e 2u , it was proven by Chen-Li [10] that all solutions of (4) are spherical. Things are different in higher dimensions as shown by A. Chang and W-X. Chen [7] . Theorem A ( [7] ). For every n ≥ 4 even and V ∈ (0, |S n |) there exists a (non-spherical) solution u ∈ C ∞ (R n ) of (4).
The restriction to n even in Theorem A is essentially technical: for n odd the operator (−∆) n 2 is non-local and several difficulties arise. On the other hand, we will show, at least in dimension 3 that the arguments in [7] can be adapted to the non-local setting.
Theorem 2. For every
It is natural to try to gather information about the non-spherical smooth solutions produced by Theorem 2, in particular their behavior at infinity. To do that, let us first recall that the fundamental solution of (−∆)
in the sense of tempered distributions. This follows, e.g., from ∆ log |x| = |x| −2 and Lemma 21 below. Set
and
where u is a smooth solution of (1)- (2) . The function v looks quite similar to Γ * 2e 3u = Γ * (−∆) 3 2 u (except for the additional |y| appearing in the argument of the logarithm, which is necessary to make the integral in (7) convergent, but which plays no role after one differentiates v). In fact, as we shall see in Lemma 14 that (−∆)
u, it is reasonable to ask how u and v are related. Since for any polynomial p of degree at most 2 one has (−∆) 3 2 p = 0, one could wonder whether u − v = p for a polynomial of degree 0 (a constant), 1 or 2. It turns out that this is the case, and p is either a constant or a polynomial of degree 2 bounded from above. Moreover, v exhibits a well-controlled behavior at infinity. Theorem 3. Let u be a smooth solution of (1) satisfying (2) . Then
where p is a polynomial of degree 0 or 2 bounded from above, v is as in (7) . Moreover, v satisfies
v(x) = −α log |x| + o(log |x|), as |x| → ∞,
where α > 0 is given by (6) .
The behavior at infinity of u in terms of the decomposition u = v + p in Theorem 3 can be used to give necessary and sufficient conditions under which a solution of (1)- (2) is spherical. This is the content of the following theorem.
Theorem 4.
Let u be a smooth solution of (1) satisfying (2) . Then the following are equivalent:
(ii) deg p = 0, where p is the polynomial in (8);
(v) lim inf |x|→+∞ R gu > −∞, where g u = e 2u |dx| 2 , and R gu is the scalar curvature of g u ; (vi) π * g u can be extended to a Riemannian metric on S 3 , where π : S 3 \ {p} → R 3 is the stereographic projection and p ∈ S 3 is the south pole.
Moreover, if u is not a spherical solution then there exists a constant a > 0 such that
Conclusions similar to those of Theorem 3 for solutions of (4) were proven by C-S. Lin [17] in dimension 4 and by L. Martinazzi [20] in arbitrary even dimension. Also Theorem 4, in this generality, was proven by Lin in dimension 4 and Martinazzi in arbitrary even dimension, extending several previous results in [9, 36, 39] .
It is also interesting to investigate what values the volume V in (2) can be attained. According to Theorem 2, and in analogy with Theorem A, every value in (0, 2π 2 ) can be attained, and of course the value V = 2π 2 is attained by the spherical solutions. Can V attain values bigger than the volume of S 3 ? The corresponding question in dimension 4 was answered in the negative by C-S. Lin [17] , which shows that Theorem A is sharp as far as V is concerned. (4) with n = 4 one has V < |S 4 |. Surprisingly, it was recently shown by Martinazzi [24] that in dimension n = 6 things are quite different and (4) has solutions for V arbitrarily large.
Theorem B ([17]). For every non-spherical solution of Problem

Theorem C ([24]
). There exist V * > |S 6 | and V * > 0 such that for every V ∈ (0, V * ] and for every V ≥ V * there exists a solution of (4) with n = 6.
It turns out that in dimension 3 Problem (4) behaves like in dimension 4 and not like in dimension 6. More precisely:
Theorem 5. Let u be a non-spherical smooth solution of (1)-(2). Then V < 2π 2 .
Let us spend a few words about the potential applications of Theorems 3 and 4. In even dimension n = 2m, their analogs (compare to Problem (4)) have been widely used to prove compactness, quantization and existence results for equations of order 2m with critical growth, such as the equation
satisfied by critical points of some Moser-Trudinger type inequality, see, e.g., [1, 2, 11, 15, 22, 25, 30, 35] , or the equation
which prescribes the Q-curvature of the manifold (M, e 2u g), see, e.g., [12, 18, 19, 21, 34] , or to the higher order Liouville equation
see, e.g., [23, 28, 29, 31, 26] . The main idea is that if a sequence {u k } of solutions (or the heat flow) of (12), (13) or (14) is not pre-compact, then a suitably blown-up subsequence will converge strongly (say in C 2m loc (R 2m )) to a solution of (4). Then it is understandably important to know the behavior of the solutions of (4), and in particular to have geometric or analytic conditions which ensure that a solution is spherical. Therefore, we expect that the above Theorems 3 and 4 will be useful in understanding the non-local analogs of (12), (13) and (14) in dimension 3.
The paper is organized as follows. In Section 2 we start with some definitions and results which will be necessary to give a simple and essentially self-contained (up to Beckner's inequalities and the Sobolev embeddings) proof of Theorem 2. The proof of Theorem 2 will be then given in Section 3, and it will follow from Theorem 10. In Section 4 we prove the main lemmas which will be used to prove Theorems 3, 4 and 5. In the appendix we collect a few definitions and theorems about the fractional Laplacian.
Preliminaries
Let g 0 be the standard metric on S 3 and ∆ g 0 be the Laplace-Beltrami operator. Let {λ k = k(k + 2), k ∈ N ∪ {0}} be the eigenvalues of −∆ g 0 . The eigenspace of λ k is of finite dimension N k and is spanned by spherical harmonics Y ℓ k of degree k, where ℓ = 1, · · · , N k (see, e.g., [33] ). We renormalize them so that
One can define an operator P 3 g 0 as follows (see e.g. [3] and [8] ). Given u ∈ L 2 (S 3 ) with spherical harmonics expansion as in (15) 
we define
Notice that on H 3 (S 3 ) the operator P 3 g 0 coincides with the operator (−∆ g 0 + 1)
, where the operator (−∆ g 0 + 1) 1 2 is also understood in terms of spectral decomposition of the LaplaceBeltrami operator:
Therefore, P 3 g 0 is the well-known intertwining operator on S 3 (see, e.g., [4] ). Define the space
endowed with the seminorm
and with the norm
Since the operator P 3 g 0 is self-adjoint and non-negative, one can define the operator (P 3 g 0 )
but not for p = ∞, in which case the following inequality is a useful replacement.
where
, u is the average of u on S 3 and dV 0 is the standard volume element of S 3 . Remark: Our statement might appear slightly different from the one in [3] . In [3] the right-hand side is replaced by
. Moreover, in [3] the volume element dξ is the renormalized volume on the sphere, i.e. dξ = 1 2π 2 dV 0 . We will also use the following compactness property.
Proposition 7. For every
where the last inequality follows from Theorem 6. Since C ∞ (S 3 ) is dense in H 3 2 (S 3 ) (this follows immediately from the spherical harmonics decomposition), it is easy to see that (18) actually holds for arbitrary u, v ∈ H
For the compactness we first notice that
Then by Theorem 6, the boundedness of u
implies the boundedness of ∇e u L 1 . Now we can conclude that the map is compact from
. If we replace u by pu, we have the compactness into L p (S 3 ).
for every ϕ ∈ H 3 2 (S 3 ), where ·, · is the duality bracket.
be a weak solution of
Proof. By the Beckner's inequality (17), we have
, which is equivalent to u ∈ H 3 (S 3 ), as clear from (16) .
Existence of non-spherical solutions
In this section we will prove Theorem 2. The proof will follow the ideas in [7] , and will be a simple consequence of the following theorem about the prescribed Q-curvature on R 3 .
is positive and satisfies
Then for µ ∈ 0, min
the problem
has at least one solution w (in the sense of Definition 1). Moreover, w ∈ H 3 loc (R 3 ).
Proof. Consider
which is a spherical solution of (1). Set dV µ = e −3µw 0 •π dV 0 andK = K • π, where π is the stereographic projection, and consider the functional
Notice that J(w) is well-defined on H 3 2 (S 3 ) since (22) yields
and thus,
where Beckner's inequality (17) is used in the last inequality. Since J(w + c) = J(w) for every c ∈ R, we can choose a minimizing sequence {w k } ⊂ H 3 2 (S 3 ) such that
We will show that {w k } is bounded in H 3 2 (S 3 ). From (25) and (26) we obtain
With the Poincaré inequality
which follows easily from (26) 
This shows that u is a minimizer of J. In particular, u is a weak solution of
in the sense of Definition 8. Choose a constant C such thatũ := u + C satisfies
Thenũ solves P
By (24) we know thatKe −3µw 0 •π ∈ L ∞ (S 3 ). Hence,ũ ∈ H 3 (S 3 ) by Proposition 9. It follows from Lemma 11 below and
is a solution of (23).
Lemma 11.
If π is the stereographic projection from S 3 \ {p} to R 3 , then the pull back of the operator (−∆)
in the sense of tempered distributions.
Proof. We know from [5] that (28) holds for u ∈ C ∞ (S 3 ). For u ∈ H 3 (S 3 ) it follows from standard approximations. Notice first that ∆(u
Therefore, if we consider the first term on the right-hand side, we get with Hölder's inequality and Sobolev's embedding
A similar inequality holds for the second term and we get
. By (28) we have
The left hand side converges to (P 3 g 0 u)•π −1 in the sense of tempered distribution, since
. On the other hand, (29) implies that
. Since e −3w 0 ϕ ∈ S(R 3 ) for every ϕ ∈ S(R 3 ), we also have e −3w 0 (−∆) ∈ (0, 1) and let w be the corresponding solution of (23) . Since (−∆) 3 2 (−a|x| 2 ) = 0, we have that u := w − a|x| 2 is a solution of (1). Moreover,
Thus, (2) is satisfied. Finally, by noticing that u ∈ H 3 loc (R 3 ) ֒→ C 1,α loc (R 3 ) for some α > 0, we have (−∆)
. By the Schauder estimates for fractional Laplacian equations (Corollary 25 in the appendix), ∆u ∈ C 2,α loc (R n ), and thus, u ∈ C 4,α loc (R n ) by the classical Schauder estimates. In particular, e 3u ∈ C 4,α loc (R n ). By the bootstrap procedure, we have that u ∈ C ∞ (R 3 ).
Remark 12.
In Theorem 10, if one additionally assumes that K is radially symmetric, one can prove the existence of a radially symmetric solution of (23) . Indeed, it suffices to minimize J among rotationally symmetric functions only. Since J is invariant under rotations, the minimizer will be a critical point of J in all of H 3 2 (S 3 ), i.e., it solves (27) , see e.g. [27] . Since we chose K(x) = 2e −3a|x| 2 in the proof of Theorem 2, it follows that for V ∈ (0, 2π 2 ) we can find a solution to (1)- (2) which is radially symmetric. Taking the results of [14] and [38] into account, we expect that for each V ∈ (0, 2π 2 ) there are many non-radially symmetric solutions to Problem (1)-(2).
Estimates and technical lemmas
In this section, we establish some estimates for smooth solutions u of (1)-(2). (1)- (2) and v be as in (7) . Then there exists a positive constant C such that for |x| ≥ 4,
Lemma 13. Let u be a smooth solution of
Proof. This is a special case of Lemma 9 in [20] (originally proven in dimension 4 in [17, Lemma 2.1]). (1)- (2) and v be as in (7) . Then ∆v ∈ L 1/2 (R 3 ) and
Lemma 14. Let u be a smooth solution of
Proof. Differentiating under the integral in (7) we obtain
where f := 2e 3u ∈ L 1 (R 3 ). Then the conclusion follows at once from Lemma 21.
Proof. The lemma follows from the estimates for w and a scaling argument. By Proposition 22 in the appendix, we have
where C > 0 is a universal constant. Given x ∈ R 3 , we choose r > |x| and set w r (y) := w(ry). Then,
Since (−∆)
|w(x)| r 4 + |x| 4 dx → 0 as r → ∞.
Then ∇w(x) = ∇w(0). Since x was arbitrary, ∇w is a constant and w is an affine function. On the other hand, it is clear that the only affine functions in L 1/2 (R 3 ) are the constant functions. (1)- (2) and v be as (7) . Let p = u − v. Then p is a polynomial of degree 0 or 2. Moreover, ∆p ≤ 0 and sup R 3 p < ∞.
Proposition 16. Let u be a smooth solution of
Proof. It follows from Lemma 14 that (−∆)
3 2 p = 0 in R 3 . By Lemma 15, ∆p is a constant, and in particular ∆ 2 p ≡ 0. Taking Lemma 13 and (2) into account it then follows from a generalization of Liouville's theorem (see e.g. Theorem 6 in [20] ) that p is a polynomial of degree at most 2. Since u satisfies (2), then p can not be of degree 1, particularly in view of Lemma 13. The claim sup R 3 p < ∞ follows from Lemma 11 in [20] .
It remains to show that ∆p ≤ 0 in R 3 . We shall adapt some arguments from the proof of Lemma 2.2 in [17] . By Pizzetti's formula (see e.g. (10) in [20] ) we have for any x 0 ∈ R 3 and r > 0,
where − denotes the average. Hence by Jensen's inequality,
where the estimate of v is used in the second inequality and C is a constant independent of r.
Integrating with respect to r it follows that
Hence, ∆p(x 0 ) ≤ 0.
A consequence of Proposition 16 is the following.
Corollary 17. Let u be a smooth solution of (1)- (2). Then
for some constant a ≥ 0.
Lemma 18. Let u be a smooth solution of (1)- (2). Then 0 ≤ −∆u(x) ≤ A in R 3 , where A > 0 is a constant depending on u. Consequently, there exists a constant B > 0 depending only on A and V such that u ≤ B in R 3 .
Proof. It follows from Corollary 17 that u satisfies (30) . Then the conclusion follows from Lemmas 3.1 and 3.2 in [39] . Note that although the statement of Lemma 3.1 in [39] is for solutions of (30) with a = 0, its proof still works for solutions of (30) with the following mild changes. The function q(x) defined after (3.8) of [39] is replaced by
where p(x) is the polynomial of degree 2 defined in Proposition 16. The bound (3.9) of [39] , now is replaced by 0 ≤ −∆q ≤ V + a.
The bound w(y) = q(y) + h(y) ≤ C + h(y) on page 10 of [39] is replaced by
where we use that sup R 3 p(x) ≤ C.
Lemma 19.
Let u be a smooth solution of (1)-(2) and v be as in (7) . Then for any ε > 0 there exists R > 0 such that for all |x| ≥ R,
Moreover, (9) holds.
Proof. As in the proof of Lemma 2.4 of [17] , we can show that for any ε > 0 there exists
where B 1 (x) denotes the ball with center x and radius 1. By Lemma 18, the last term is bounded from below independently of x, which implies that −v(x) ≥ (α − ε) log |x| for large |x|.
Meanwhile, for ℓ = 1, 2
e 3u(y) |x − y| ℓ dy Then we bound
since v(x) ≤ (−α + ε) log |x| and p(x) is bounded from above by Proposition 16. On the other hand, by the dominated convergence theorem,
e 3u(y) |x − y| ℓ dy → 0 as |x| → ∞, ℓ = 1, 2, and (9) follows.
In the proof of Theorem 5 we shall also use the following Pohozaev-type identity, whose proof can be found in [39, Theorem 2.1].
Lemma 20 ([39])
. Let w ∈ C 1 (R 3 ) solve the integral equation
where K ∈ C 1 (R 3 ) and Ke 3w ∈ L 1 (R 3 ). Then, setting
Proof of Theorems 3, 4 and 5
Proof of Theorem 3. It follows from Lemma 13, Proposition 16, and Lemma 19.
Proof of Theorem 4. Clearly (i) implies (ii)-(vi).
In view of (8), (9) and (10) it is also easy to see that (ii), (iii) and (iv) are equivalent. Now if (ii) holds, then u = v + C, i.e. u solves an integral equation and Theorem 4.1 in [39] implies that u is spherical.
To prove that either (v) or (vi) imply (i) we assume that (i) does not hold. Then (ii) does not hold and deg p = 2. Hence |∇p| 2 is a polynomial of degree 2. Then
It follows from (9) at once that lim inf |x|→∞ R gu = −∞, so (vi) does not hold. As for (v), if (i) fails to hold, then deg p = 2 and from (10) we infer
This implies that π * (e 2u |dx| 2 ) is either discontinuous or vanishes at the point (0, 0, 0, −1) ∈ S 3 , and therefore (vi) also fails to hold (see [20] for more details). Finally, assuming that u is non-spherical one has that (ii) does not hold. So ∆p = const = 0 (the case ∆p ≡ 0, together with sup R 3 p < ∞ would yield p ≡ const by Liouville's theorem), and (11) follows at once from ∆u = ∆v + ∆p and (9).
Proof of Theorem 5. The function v(x) satisfies the integral equation (7), which can be written as
and p is the polynomial given by Theorem 3. Since u is non-spherical, we have that p is not a constant and, up to a translation
for some coefficients a i ≥ 0 not all vanishing. In particular
This of course implies
It follows from (32) that α < 2, i.e.
A The fractional Laplacian in R n
If σ ∈ (0, 1) and u belongs to the Schwarz space S of rapidly decreasing smooth functions in R n , then (−∆) σ u is defined by
denotes the Fourier transform. An equivalent definition is the following:
where the right-hand side is defined in the sense of the principal value. One can see that (33) makes sense for classes of functions larger than the Schwarz space, for instance for functions in C 2σ+α loc
and that (−∆) σ : S → S is symmetric, as shown in [32] , one can define (−∆) σ u by duality for functions u ∈ L σ (R n ) as a tempered distribution via the relation
That for u ∈ C 2σ+α loc (R n ) ∩ L σ (R n ) the definitions (33) and (35) coincide is shown in [32, Proposition 2.4] .
The following lemma is well-known, but we include a proof here for convenience and completeness.
in the sense of (35) .
Proof. First of all, it follows easily from Theorem 5.9 in [16] that (36) holds if we assume
where the last inclusion follows from Hölder's inequality.
. Then for every ϕ ∈ S we have
−ε , and thus, in L 1/2 (R 3 ) by Hölder's inequality. Similarly,
. By (34), we find
Hence, we conclude that (−∆) 1 2 (K * f ) = f in the sense of (35) .
A.1 Schauder estimates
The following proposition should be well-known, but we include here an elementary proof of the estimate (37) which was used in Section 4.
Let Ω be a domain in R n and f ∈ L 1 (Ω). We say that u ∈ L σ (R n ) is a solution of
for some σ ∈ (0, 1) and (−∆) σ u = 0 in B 2r for some r > 0, then u ∈ C ∞ (B 2r ). Moreover, for every k ∈ N the following estimate holds:
where C n,σ,k is a positive constant depending only on n, σ and k.
Notice that the right-hand sides of (37) are equivalent to C n,σ,k,α,r u Lσ for every fixed r and, although this term is more compact, it is not scale invariant with respect to r.
For the proof of this proposition we will use a couple of results from [32] . Following the notations of Silvestre [32] we set Φ(x) = Cn,σ |x| n−2σ the fundamental solution of (−∆) σ and we construct Γ from Φ by modifying Φ only in B 1 so that Γ ∈ C ∞ (R n ). Via a rescaling, we consider for λ > 0 the function
and also define γ λ (x) := (−∆) σ Γ λ (x). Notice that
By [32, Prop. 2.7] γ λ ∈ C ∞ (R n ). We will need the following two results: 
22).
Assume that u ∈ L σ (R n ) such that (−∆) σ u = 0 in Ω ⊂ R n . Then u ∈ C 0 (Ω) and u(x) = u * γ λ (x) for every x ∈ Ω and λ ∈ (0, dist(x, ∂Ω)).
We remark that, although our definition of Γ (hence of Γ λ and γ λ ) is slightly different from the one in [32] , the proofs of the above propositions go through with almost no change.
Proof of Proposition 22. The proof uses Proposition 24 and a standard convolution argument. For every k ∈ N ∪ {0}, we have from Proposition 24 that ∇ k u = u * ∇ k γ λ (we use the notation that ∇ 0 is the identity operator) in B r for λ = r/2. Hence, for x ∈ B r ,
|u(y)||∇ k γ λ (x − y)|dy + B 2r
|u(y)||∇ k γ λ (x − y)|dy =: I + II.
Notice that 1 |x − y − z| n+2σ+k ≤ 1 (|y| − r − λ) n+2σ+k ≤ C n,σ,k |y| n+2σ+k , |y| > 2r, |x| < r, |z| < λ = r 2 .
Then we have, by differentiating (39),
|Φ(z) − Γ λ (z)| |x − y − z| n+2σ+k dz ≤ C n,σ,k λ 2σ |y| n+2σ+k , |y| > 2r, |x| < r, λ = r 2 .
It follows that I ≤ C n,σ r 2σ−k R n \B 2r |u(y)| |y| n+2σ dy.
As for II, notice that (38) implies ∇ k γ λ = λ −n−k ∇ k γ 1 x λ , from which one bounds
|u(y)|dy ≤ C n,σ,k r n+k u L 1 (B 2r ) .
The proof of (37) is completed.
Corollary 25.
Suppose u ∈ L σ (R n ) for some σ ∈ (0, 1) and (−∆) σ u = f in B 2 for some f ∈ C k,α (B 2 ), where α ∈ (0, 1), k ∈ N ∪ {0} and α + 2σ is not an integer. Then u ∈ C k,α+2σ (B 1 ) (C k,β (B 1 ) = C k+1,β−1 (B 1 ) if β > 1). Moreover,
Proof. This can be proven similarly as in Proposition 2.8 of [32] , by using the estimates in Proposition 22.
