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Zusammenfassung
Die vorliegende Arbeit bescha¨ftigt sich mit geometrischen Kru¨mmungsenergien. Diese
sind auf Kurven, oder allgemeiner metrischen Ra¨umen, definiert und stehen in Zusammen-
hang mit der Kru¨mmung dieser Objekte. Zumeist bestehen die Energien aus Doppel- oder
Dreifachintegralen. Wir zeigen, daß der Grenzwert des Kehrwertes des Umkreisradius dreier
Punkte, die sogenannte Menger-Kru¨mmung, die klassische Kru¨mmung einer glatten Kurve
ergeben, falls diese Punkte gegen einen einzigen konvergieren. Weiterhin reicht die bloße
Existenz dieser Kru¨mmung, damit ein ebenes Kontinuum bereits eine glatte Kurve ist. Diese
Menger Kru¨mmung interpretieren wir sodann im Kontext einer Einbettungskru¨mmung und
beweisen ein Analogon zu einem Satz von Wald. Das Supremum u¨ber den Umkreisradius auf
einer Spha¨re eines normierten Vektorraums entscheidet daru¨ber, ob dieser Raum ein inneres
Produkt besitzt. Als integrale p Menger Kru¨mmung wird das dreifach Integral u¨ber den
Kehrwert des Umkreisradius zur p-ten Potenz bezeichnet. Diese Energie sowie verschiedene
verwandte Energien werden hinsichtlich der topologischen Regularita¨t, beispielsweise Vermei-
dung von Verzweigungspunkten, untersucht, welche die Endlichkeit der Energie gewa¨hrleistet.
Zusa¨tzlich wird auch untersucht welche tangentiale Regularita¨t bei endlicher Energie in jedem
Punkt erwartet werden kann. Wir beweisen den Satz, daß eine geschlossene Hyperfla¨che
positive Reichweite dann und nur dann besitzt, wenn sie von der Klasse C1,1 ist. Neben
einer neuen Charakterisierung von Mengen mit positiver Reichweite, welche alternierende
Steiner-Formeln involviert, verwenden wir diese Resultate um eine bereits bekannte Lo¨sung
eines Problems von Hadwiger in einem neuen Licht erscheinen zu lassen. Der letzte Teil
der vorliegenden Arbeit widmet sich diskreten Versionen der integralen Menger Kru¨mmung,
der Dicke und der Mo¨bius Energie, einem Doppelintegral u¨ber die Differenz zwischen den
quadrierten Kehrwerten von extrinsischer und intrinsischer Distanz zweier Punkte einer Kurve.
Diese diskreten Kru¨mmungsenergien sind definiert auf gleichseitigen Polygonen der La¨nge 1
mit n Segmenten und wir beweisen Γ-Konvergenz Resultate. Unter zusa¨tzlichen Annahmen
zeigt dies auch direkt die Konvergenz von (fast) Minimierern der diskreten Energien in einer
festgewa¨hlten Knotenklasse gegen Minimierer der Grenzenergie in derselben Knotenklasse.
Weiterhin beweisen wir, daß der absolute Minimierer von diskreter Dicke und diskreter Mo¨bius
Energie jeweils das regelma¨ßige n-gon ist.
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Abstract
In this thesis we consider geometric curvature energies, which are energies defined on
curves, or more generally metric spaces, that are in some way connected to curvature. Most
of these energies are defined as double or triple integrals. We show that the limit of the
inverse circumradius of triangles that converge to a single point in a metric space, called
Menger curvature, coincides with the classic curvature of a smooth space curve and that the
mere existence of this Menger curvature ensures that a plane continuum already is a smooth
curve. Furthermore, we find a way to regard Menger curvature as an embedding curvature
and show that there is an analog to Wald’s Theorem for this curvature. The supremum of
the circumradius on a sphere in a normed vector space, is sufficient to decide wether or not
this space can be endowed with an inner product. The integral p-Menger curvature is the
triple integral of the p-th power of the inverse circumradius of a metric space. Various closely
related energies, so-called intermediate energies, are investigated with respect to topological
restrictions, for example the avoidance of ramification points, that the finiteness of the energy
imposes on the metric space. Additionally, it is studied which tangential regularity can be
expected at every point of an arbitrary subset of Rd if these energies or the integral Menger
curvature are finite. We prove the folklore theorem that a hypersurface has positive reach
if and only if it is of class C1,1. Besides, we give a new characterisation of sets of positive
reach in terms of alternating Steiner formulæ for the parallel sets and use these results to
shed new light on already known answers to a problem by Hadwiger. In the last part of
the thesis we are concerned with discrete versions of integral Menger curvature, thickness
and the Mo¨bius energy, which is the double integral over the difference between the squared
inverse extrinsic and squared inverse intrinsic distance of all pairs on a space curve. These
discrete curvature energies are defined on equilateral polygons of length 1 with n segments. We
establish Γ-convergence results for n→∞. Under additional hypotheses this directly implies
the convergence of (almost) discrete minimizers in a fixed knot class to smooth minimizers in
the same knot class. Moreover, we show that the unique minimizers of the discrete Mo¨bius
energy and discrete thickness amongst all polygons is the regular n-gon.
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Introduction
In the present thesis the main objects of investigation are geometric curvature energies,
defined on curves, or more generally metric spaces, that are in some way connected to curvature.
Among the most prominent of these energies are the Mo¨bius energy
E(γ) :=
∫
SL
∫
SL
( 1
|γ(t)− γ(s)|2 −
1
dSL(t, s)
2
)
dsdt,
the α-dimensional (integral) p-Menger curvature
Mαp (X) :=
∫
X
∫
X
∫
X
r−p(x, y, z) dHα(x) dHα(y) dHα(z),
for α, p ∈ (0,∞) and the thickness
∆[X] := inf
u,v,w∈X
u6=v 6=w 6=u
r(u, v, w).
The Mo¨bius energy is defined on closed rectifiable arc length curves γ of length L. Here SL is
the circle with length L and dSL the intrinsic metric on SL. Both, integral Menger curvature
and the thickness, are defined on metric spaces (X, d), where Hα for α ∈ (0,∞) denotes the
α-dimensional Hausdorff measure and r(u, v, w) the circumradius of three mutually distinct
points u, v, w ∈ X, i.e. the circumradius of the triangle arising by the isometric embedding of
these three points in the Euclidean plane
r(u, v, w) =
abc√
(a+ b+ c)(a+ b− c)(a− b+ c)(−a+ b+ c)
for a := d(u, v), b := d(v, w), c := d(w, u) and t/0 =∞ for t > 0.
Mo¨bius Energy
The Mo¨bius energy was introduced by O’Hara in [O’H91] and has the interesting property
that it is invariant under Mo¨bius transformations, hence its name. O’Hara could show that
finite energy prevents the curve from having selfintersections. Later on, the existence of energy
minimizers in prime knot classes was proven by Freedman, He and Wang in [FHW94], while
due to computer experiments done in [KS97] there is a folklore conjecture, usually attributed to
Kusner and Sullivan, that questions the existence in composite knot classes. Additionally, it was
shown in [FHW94] that the unique absolute minimizer is the round circle, see [ACF+03] for a
uniqueness result for a broader class of energies. In [FHW94, He00, Rei48, Rei10, BRS12]
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the regularity of minimizers and, more generally, of critical points is investigated and it could
be proven that they are smooth. Furthermore, it was shown in [Bla12a] that the Mo¨bius
energy of a curve is finite if and only if the curve is simple and the arc length parametrisation
belongs to the fractional Sobolev space W 1+
1
2 ,2. The gradient flow of the Mo¨bius energy was
investigated in [Bla12b] and regularity results for the larger class of O’Hara’s knot energies
can be found in [BR08, Rei12, BR13a].
Integral Menger Curvature
In [Le´g99] Le´ger was able to show a remarkable theorem,1 which states that one–dimen-
sional Borel sets in Rd with finite integral Menger curvature M12 are 1-rectifiable. These
results for M12 were later extended to metric spaces in [Hah08], and in [LM01] to sets of
fractional dimension, where C1-α-rectifiability of measurable sets with positive and finite Hα
measure could be shown ifMα2α is finite and α ∈ (0, 1/2] under the additional assumption that
these sets are α-Ahlfors regular.2 As a consequence Le´ger’s theorem also ensures that an H1
measurable set E ⊂ Rd with M12(E) <∞ has approximate 1-tangents at H1 a.e point.
Complementary to this research, where highly irregular sets are permitted, was the in-
vestigation of rectifiable curves, which have a classic tangent H1 a.e. to begin with, of finite
M1p energy. It turns out, see [SSvdM10], that for p > 3 this guarantees that the curve is
simple and that the arc length parametrisation is of class C1,1−3/p, which can be interpreted
as a geometric Morrey-Sobolev imbedding. In [Bla13b] it could be shown that the space of
curves with finite M1p for p > 3 is that of Sobolev-Slobodeckij embeddings of class W 2−2/p,p,
for results regarding optimal Ho¨lder regularity see [KS13].
We would like to point out the important role of integral Menger curvature for p = 2 in
the solution of the Painleve´ problem, i.e. to find geometric characterisations of removable sets
for bounded analytic functions, see [Paj02, Dud10, Tol14] for a detailed presentation and
references.
Besides integral Menger curvature there are other interesting curvature energies that
are closely related and have been investigated in the same vein. In [GM99] Gonzales and
Maddocks encouraged to investigate the integral curvature energies
Uαp (X) :=
∫
X
[ inf
y,z∈X
x 6=y 6=z 6=x
r(x, y, z)]−p dHα(x),
Iαp (X) :=
∫
X
∫
X
[ inf
z∈X
x 6=y 6=z 6=x
r(x, y, z)]−p dHα(x) dHα(y).
In the series of works [SvdM07, SSvdM09] the integral curvature energies U1p and I1p have
been investigated for closed rectifiable curves, to find that the arc length parametrisations
of curves with finite energy for p ∈ [1,∞), p ∈ (2,∞), respectively, are simple and actually
belong to the class C1,βF (p), where βU (p) = 1 − 1/p and βI(p) = 1 − 2/p. In [Bla13b] it
could be shown that the space of curves with finite I1p for p > 2 is that of Sobolev-Slobodeckij
embeddings of class W 2−1/p,p and [SvdM07] shows that finite U1p energy is characterised by
embeddings of class W 2,p for p > 1. Similar kind of energies for curves, surfaces and higher di-
mensional sets have been examined in [SvdM05, SvdM06, LW09, Kol11, LW11, SvdM11,
BK12, SvdM12, Bla13a, BR13b, KS13, KSvdM13, SvdM13b, BR14, Kol15]. For an
1Le´ger refers to unpublished work of G. David that had inspired his work.
2It was also shown that these results are sharp, i.e. wrong for s ∈ (1/2, 1), and that there is no hope of
maintaining these results for s ∈ (0, 1) if one drops the α-Ahlfors regularity.
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overview of knot theoretic properties of different curvature energies see [SSvdM13, SvdM13a,
SvdM14].
Thickness
The thickness of a curve was introduced in [GM99] and is equivalent to Federer’s reach,
see [Fed59]. Geometrically, the thickness of a curve gives the radius of the largest uniform
tubular neighbourhood about the curve that does not intersect itself. The ropelength, which
is length divided by thickness, is scale invariant and a knot is called ideal if it minimizes
ropelength in a fixed knot class or, equivalently, minimizes this energy amongst all curves
in this knot class with fixed length. These ideal knots are of great interest, not only to
mathematicians but also to biologists, chemists, physicists, . . ., since they exhibit interesting
physical features and resemble the time-averaged shapes of knotted DNA molecules in solution
[SKB+96, KBM+96, KOP+97], see [SKK98, Sim02] for an overview of physical knot
theory with applications. The existence of ideal knots in every knot class was settled in
[CKS02, GMS+02, GdlL03] and it was found that the unique absolute minimizer is the
round circle. Furthermore, this energy is self-repulsive, meaning that finite energy prevents the
curve from having self intersections. By now it is well-known that thick curves, or in general
manifolds of positive reach, are of class C1,1 and vice versa, see [Fed59, SvdM03, Lyt05]. In
[CKS02] it was shown that ideal links must not be of class C2 and computer experiments in
[Sul02] suggest that C1,1 regularity is optimal for knots, too. A previous conjecture [CKS02,
Conjecture 24] that ropelength minimizers are piecewise analytic seems to be reversed by
numerical results in [BPP08, PP14], which indicate that there might be more singularities
than previously expected. Further interesting properties of critical points as well as the
Euler-Lagrange equation were derived in [SvdM03, SvdM04, CFK+14].
In the rest of the introduction we present the results of the present thesis. Each chapter is
concerned with a different aspect and can be read and understood, with very few exceptions,
without further knowledge of the other chapters.
Wald’s Theorem for Curves
The Austrian mathematician Menger wanted to build a metric fundament for differential
geometry and to rid it from the many, in his opinion, unnecessary and complicated assumptions
on the one hand and obtain deeper insight into the underlying concepts and clues as to
how these concepts might be generalised and developed on the other hand. He began his
studies on differential geometric properties of continua in [Men30]. There he considered an
alternative curvature, defined only in terms of distances of points, for curves. This so-called
Menger curvature is essentially the limit of the inverse circumradius of three points, as these
points all converge to a single point. These concepts were then developed further by Menger’s
student Wald, who in [Wal36] introduced the Wald curvature κW , a metric version of the
Gauss curvature for surfaces. Roughly speaking, it is defined as the limit of the curvature of
quadruples of points, as these points all converge to a single point. Here, the curvature of
four points is given by the Gauss curvature of the surface of constant Gauss curvature in
which this quadruple can be isometrically embedded. Hence this curvature is also often called
embedding curvature. In his work Wald proved the following notable theorem:
Theorem (Wald’s Theorem, [Wal36]).
Let (X, d) be a compact, convex metric space such that κW (p) exists for all p ∈ X. Then
• X is a topological 2-manifold,
3
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• for every p ∈ X there exists a neighbourhood Up of p, a surface patch Sp and a home-
omorphism ϕp : Up → Sp such that for all q ∈ Up the Gauss curvature KG is given
by
κW (q) = κW (ϕp(q)) = KG(ϕp(q)).
Note, that this last item stresses two points: the Wald curvature of q computed in X and
of ϕp(q) computed in Sp coincide with each other and, additionally, with the Gauss curvature
of the surface at this point.
If we observe that a circle (a straight line being considered as circle of zero curvature) of
curvature κ is the, up to Euclidean motions, unique plane curve with constant curvature κ, we
can regard the Menger curvature as an embedding curvature as well. Although we should keep
in mind that Gauss curvature is an intrinsic and the curvature of curves an extrinsic notion of
curvature. With such a nice analogy we expect a theorem similar to Wald’s Theorem to hold
for Menger curvature. Indeed, we prove a more detailed version of the following theorem.
Theorem 1 (One-dimensional Wald theorem).
Let (X, d) be a compact, connected metric space such that the Menger curvature κM (p) exists
for all p ∈ X. Then
• X is a topological 1-manifold,
• for every p ∈ X there exists a neighbourhood Up of p, an arc Ap of a C2 curve and a
homeomorphism ϕp : Up → Ap such that for all q ∈ Up the curvature κ is given by
κM (q) = κM (ϕp(q)) = κ(ϕp(q)).
As intermediate stages of the proof we show that if the Menger curvature of a continuum
exists at all points the thickness is positive, that continua with positive thickness cannot have
ramification points and that thick sets in Rd are contained in nonintersecting C1,1 curves
and are thus C1,1 1-rectifiable. Additionally, we prove that for curves of class C2 the Menger
curvature exists and equals the classic curvature at all points. To prove the converse for plane
continua, see the subsequent corollary, we need a variant of the fundamental theorem of plane
curves.
Corollary 2 (Planar continua where κM ex. are C
2 curves).
Let C ⊂ R2 be a continuum such that κM (p) exists for all points p ∈ C. Then there is a simple
curve γ ∈ C2(D,R2), D ∈ {[0, L],S1} with γ(D) = C.
Characterisation of Inner Product Spaces3
It is an important and particularly well researched topic to find conditions that classify
inner product spaces amongst, say, normed vector spaces. This area of research really took
off in 1935, where several of these characterisations were given. The best known of these
characterisations is the one by Jordan and von Neumann [JvN35]. They showed that an
inner product, which induces the norm, can be defined in a normed vector space if and
only if the parallelogram law holds. For detailed historical information we refer the reader
to the introduction and chronological publication list in [Ami86]. A good overview of the
criteria available in their respective times can be found in [Day62, Ist87] and, of course, the
very comprehensive monograph [Ami86]. The book [AST10] gives a survey of the many
characterisations in terms of norm derivatives. Up to the present day this topic still remains
3The results of this chapter already appeared in [Sch13].
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very active and fruitful, so that, because of the sheer number of publications in this area, we
restrain ourselves from trying to give a survey and instead refer the interested reader to the
books mentioned above and the papers which are cited below as a starting point.
In Chapter 3 we give a new characterisation of inner product spaces amongst normed vector
spaces, which involves the maximal circumradius of points in spheres. If we abbreviate
S(M) := sup
u,v,w∈M
u6=v 6=w 6=u
r(u, v, w) ∈ (0,∞]
for a subset M of a metric space (X, d), the aforementioned characterisation takes the following
form:
Theorem 3 (Characterisation of ips via circumradius).
Let (X, ‖·‖) be a normed vector space, dimX ≥ 2. The following items are equivalent
1. (X, ‖·‖) is an inner product space,
2. for all x0 ∈ X and all r > 0 we have S(∂Br(x0)) = r,
3. there exists x0 ∈ X and r > 0 such that S(∂Br(x0)) = r.
In [Kle60] a characterisation of inner product spaces under normed vector spaces in terms
of the X-radius
rX(M) := inf{r ∈ (0,∞) | ∃x0 ∈ X : M ⊂ Br(x0)}
of a bounded subset M of a normed vector space X was given. If dimX ≥ 3 the existence
of an inner product is equivalent to rC(C) = rX(C) for every bounded convex set C ⊂ X.
Further results connected with the classic circumradius of points can be found in [AGT96],
where a characterisation of inner product spaces is given in terms of the radius of the inscribed
circle and the circumradius of triangles. More precisely they use two notions of each radius:
one notion is defined only in terms of distances and the other additionally involves an inner
product. Both these notions agree in inner product spaces. To make sense of the second notion
for normed vector spaces, a generalized inner product on normed vector spaces, namely the
norm derivative, is used. It can be shown that inner product spaces are exactly those normed
vector spaces in which these two notions of radius agree. In case of the inscribed circle this
was restricted to spaces of dimension larger than two and for the circumradius to spaces of
dimension at least three with the additional restriction of being strictly convex. In fact, in
[Tom05] it was shown that a strictly convex normed space of dimension larger than three is
an inner product space if and only if a circumcenter, in the sense of the intersection of the
perpendicular bisectors of the edges, exists for certain types of triangles. In general there may
be more than one point in this intersection, i.e. more than one circumcenter. Subsequently it
was shown that a strictly convex normed vector space is an inner product space, if and only if
for every collection of points on a sphere centred at the origin one of these circumcenters is
the origin.
Topological Regularity
In [CKS02, GMS+02, GdlL03, SvdM07, SSvdM09] it was shown that if p ≥ 1 and
U1p (X) <∞, p ≥ 2 and I1p(X) <∞ or ∆−1[X] <∞ then this guarantees that the space curve
X cannot have selfintersections. The purpose of Chapter 4 is to investigate which topological
regularity the finiteness of these geometric curvature energies imposes on a metric space. The
appropriate notion of a selfintersection in a (connected) metric space is a ramification point,
5
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that is a point x0 ∈ X such that there is an r0 > 0 with #∂Br(x0) ≥ 3 for r ∈ (0, r0), i.e.
every small enough sphere about x0 contains at least three points, see Lemma 4.7. For the
previously mentioned energies and the according parameter ranges we obtain the analogous
result for metric spaces, if in the case of I1p we restrict to metric spaces having the Euclidean
four point property, which means every subset that consists of four points can be isometrically
embedded in R3. Notably, all inner product spaces have the Euclidean four-point property.
Proposition 4 (Topological regularity).
Let (X, d) be a metric space.
• If ∆[X]−1 <∞ then X has no ramification point.
• Let p ≥ 1. If U1p (X) <∞ then X has no ramification point.
• Let X be a four-point metric space and p ≥ 2. If I1p(X) <∞ then X has no ramification
point.
By way of an explicit example, presented in the subsequent chapter, we see that the
exponents in the previous result are optimal.
Proposition 5 (Exponents are sharp, cf. Proposition 9).
For E := ([−1, 1]× {0}) ∪ ({0} × [0, 1]) we have
• Up(E) <∞ for p ∈ (0, 1),
• Ip(E) <∞ for p ∈ (0, 2).
For subsets of Rd we obtain from Lemma 8 below and Corollary 5.3 the following local
finiteness result, or in other words a regularity result for the Hausdorff measure of the set.
Lemma 6 (Measure theoretical regularity).
Let α ∈ [1,∞), p ∈ (0,∞), F ∈ {Uαp , Iαp ,Mαp ,∆−1} and X ⊂ Rd be a set with F(X) < ∞.
Then HαX is a Radon measure and thus dimH(X) ≤ α.
Tangential Regularity4
As previously mentioned, Le´ger’s theorem [Le´g99] states that one-dimensional Borel sets
in Rd with finite integral Menger curvature M12 are 1-rectifiable an thus ensures that an H1
measurable set E ⊂ Rd with M12(E) <∞ has approximate 1-tangents at H1 a.e point. By an
approximate α-tangent at a point x we mean a direction s ∈ Sd−1 such that
lim
r↓0
Hα([X\Cs,ε(x)] ∩Br(x))
(2r)α
= 0 for all ε > 0,
where Cs,ε(x) is the double cone with opening angle ε in direction s about x, cf. [Mat95,
p. 203]; for different tangential regularity properties compare also to [MM88]. One might
think of it as a kind of geometric or measure theoretic counterpart to differentiability. Roughly
speaking it means that the set is locally well approximated by the approximate tangent.
For example a regular, differentiable curve has approximate 1-tangents at all points and
these tangents coincide with the usual tangent, but the arc length parametrisation of the set
S := {(x, 0) | x ∈ [0, 1]} ∪ {(x, x2) | x ∈ [0, 1]} has no tangent at (0, 0), despite the set having
an approximate 1-tangent at this point, see the second remark after Lemma 5.7.
Now one could ask if the conditionM12(X) <∞ also guarantees that the set has approximate
1-tangents at all points, or, if this is not the case, which influence, if any, the exponent p of the
4The results of this chapter already appeared in [Sch12].
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energy M1p has on these matters. To be more precise we will investigate if a set X possesses
an approximate α-tangent or at least a weak approximate α-tangent at every point x. A weak
approximate α-tangent is a mapping s : (0, ρ)→ Sd−1 such that
lim
r↓0
Hα([X\Cs(r),ε(x)] ∩Br(x))
(2r)α
= 0 for all ε > 0.
For the example of the T-shaped set E := ([−1, 1] × {0}) ∪ ({0} × [0, 1]) it is shown that
M12(E) < ∞ does not suffice to infer that the set has weak approximate 1-tangents at all
points with positive lower density, see Lemma 5.13. So it seems that these properties might
depend on the exponent p and the parameter α of the integral curvature energies Uαp , Iαp and
Mαp . Thus our aim is to find conditions on p and α that ensure the existence of α-tangents at
all points with positive lower density. We shall solve this question thoroughly, to be honest
with one minor additional technical requirement in case of Mαp , namely Θ∗α(Hα, X, x) <∞,
that, despite our best efforts, we were not able to remove. We have gathered the findings
from different chapters in the following Theorem. Note that compared to [LM01] we do not
require the set to be measurable and α-Ahlfors regular and have more detailed information on
which points do possess tangents, but we pay for that by a more restrictive requirement on
the parameter p. We also want to remark that in [Lin97, 1.5 Corollary, p. 13] it is shown
that for α > 1 and an Hα measurable set X ⊂ Rd with 0 < Hα(X) < ∞ we always have
Mα2α(X) =∞, which somewhat restricts the extent of the next theorem for α > 1. On the
other hand, however, there are a lot more sets allowed in the theorem that still could have
finite Mα2α.
Theorem 7 (Tangential regularity).
Let X ⊂ Rd, x ∈ Rd, α ∈ (0,∞).
• Let ∆[X]−1 <∞. Then X has an approximate 1-tangent at x.
• Let p ∈ [α,∞), Uαp (X) <∞. Then X has an approximate α-tangent at x.
• Let p ∈ [2α,∞), Iαp (X) <∞ and Θα∗ (Hα, X, x) > 0. Then X has a weak approximate
α-tangent at x.
• Let p ∈ [3α,∞), Mαp (X) <∞ and
0 < Θα∗ (Hα, X, x) ≤ Θ∗α(Hα, X, x) <∞.
Then X has a weak approximate α-tangent at x.
Even more is true for the inverse thickness:
Lemma 8 (Higher order rectifiability obtained from finite inverse thickness).
Let X ⊂ Rd be a set with ∆[X]−1 < ∞. Then every bounded subset of X is contained in a
finite number of nonintersecting (neither self-intersecting nor intersecting with each other)
C1,1 curves, especially X is C1,1 1-rectifiable.
To the best of our knowledge these are the first results regarding regularity that incorporate
the critical cases p = 2 for I1p and p = 3 for M1p. Moreover, we show that the exponents are
sharp for α = 1, that is, there is a set, namely the T-shaped set E from above, that contains a
point without weak approximate 1-tangent and has finite energy if p is below the respective
threshold value.
Proposition 9 (Exponents are sharp for α = 1).
For E := ([−1, 1]× {0}) ∪ ({0} × [0, 1]) we have
• U1p (E) <∞ for p ∈ (0, 1),
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• I1p(E) <∞ for p ∈ (0, 2),
• M1p(E) <∞ for p ∈ (0, 3).
Furthermore, we demonstrate that there is a set F that has a point without an approximate
1-tangent and finite I1p and M1p for all p ∈ (0,∞). Hence, there is no hope of obtaining the
analog to the result for U1p in Theorem 7 for these two energies.
Proposition 10 (Weak approximate 1-tangents are optimal for α = 1).
There is a set F ⊂ Rd, x ∈ Rd, such that F has no approximate 1-tangent at x and
• I1p(F ) <∞ for p ∈ (0,∞),
• M1p(F ) <∞ for p ∈ (0,∞).
In the last part of this chapter we show that the M1p energy of all simple polygons is finite
if and only if p ∈ (0, 3). Similar statements hold for U1p and I1p for p below the scale invariant
threshold value.
Hypersurfaces of Positive Reach and Alternating Steiner
Formulæ
In his seminal paper [Fed59] Federer introduced the notion of sets of positive reach.
Roughly speaking, the reach of a closed set A is the largest s ≥ 0 such that all points whose
distance to A is smaller than s possess a unique nearest point in A. Sets of positive reach share
many of the properties that make convex sets so interesting and important, but it is a much
broader class. All closed convex sets as well as all compact connected C2 submanifolds of Rn
without boundary have positive reach in particular. One of Federer’s main results is a Steiner
formula for sets of positive reach. In the simplest case this means that for A ⊂ Rn closed and
0 ≤ s < reach(A) the volume V (As) := Hn(As) of the parallel set As is a polynomial of degree
at most n. More precisely, there are real numbers Wk(A), k = 0, . . . , n such that
V (As) =
n∑
k=0
(
n
k
)
Wk(A)s
k (1)
for 0 ≤ s < reach(A) [Fed59, 5.8 Theorem]. Here, the parallel set of a nonempty set A ⊂ Rn
is defined by
As :=
{
{x ∈ Rn | dist(x,A) ≤ s}, s ≥ 0,
{x ∈ A | dist(x, ∂A) ≥ −s}, s < 0.
In case of convex sets the Wk are called quermaßintegrals and in the more general context of
sets with positive reach total curvatures (although the total curvatures differ from the Wk by
a multiplicative constant depending on n and k and are usually numbered in reverse order).
These are important geometric quantities that characterise the sets involved. For example,
for a nonempty compact set A with positive reach we have W0(A) = Hn(A), Wn(A) =
χ(A)Hn(B1(0)) (see [Fed59, 5.19 Theorem]); for n ≥ 2 holds W1(A) = n−1SM(A) and if
additionally A is convex and has nonempty interior we even have W1(A) = n
−1Hn−1(∂A).5
Here, χ(A) is the Euler-Poincare´ characteristic of A and SM(A) is the outer Minkowski content
of A, for a definition see [ACV08]. In case of sets A ⊂ Rn of positive reach whose boundaries
are of class C1,1 the quermaßintegrals can also be written as mean curvature integrals, that is,
5For an example of a compact set A ⊂ R2 of positive reach with 2−1H1(∂A) < W1(A) see [ACV08,
Example 1].
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as an integral over ∂A of certain combinations of the classic principal curvatures that exist a.e.
(see Lemma 6.17); this is what the title of Federer’s paper alludes to.
There are different characterisations of the reach of a set. For example, it can be defined
as the largest t such that two normals do not intersect in As for all s < t (see Lemma 6.3
and for the definition of normals in this context (6.2)). In Theorem 11 we give two new
characterisations of sets of positive reach. The first tells us that a set has positive reach if and
only if the set and its outer parallel sets satisfy an alternating Steiner formula. By alternating
we mean that the Steiner formula not only gives the volume of the outer parallel sets (in our
case (As)t for t ≥ 0), as in Federer’s case, but the same polynomial also describes the volume
of the inner parallel sets (t < 0 is admissible). The second characterisation says that a set has
positive reach if and only if the parallel sets exhibit a semigroup-like structure.
Theorem 11 (Characterisation of sets of positive reach).
Let A ⊂ Rn closed, A 6∈ {∅,Rn} and r > 0. Then the following are equivalent
• for all s ∈ (0, r) there are Wk(As) ∈ R such that for 0 < s+ t < r holds
V ((As)t) =
n∑
k=0
(
n
k
)
Wk(As)t
k,
• (As)t = As+t for all for all s ∈ (0, r) and 0 < s+ t < r,
• reach(A) ≥ r.
By means of the example A := [−b, b]2\[−a, a]2 for 0 < a < b, where
V (As) = 4(b
2 − a2) + 8(b+ a)s+ (pi − 4)s2 for 0 ≤ s ≤ a,
see Figure 1, we find that it is essential to have the Steiner formula for the outer parallel sets,
in order to characterise sets of positive reach. The related question whether a set with the
property that the volume of the parallel sets is a polynomial must be convex was considered in
[HHL04]. There it was shown that in dimension n = 2 this is true, while in higher dimensions
there are counterexamples.
As we have seen before, a set of positive reach possesses a Steiner formula (1) for 0 ≤
s < reach(A). Now, it is an obvious question to ask wether or not this formula can also
be extended to the inside of the set, i.e. if there is u < 0 such that (1) also holds for
u < s < reach(A). Disappointingly, the answer is, in general and even for convex bodies:
No! This can easily be seen by A := [−1, 1]2, because V (As) = 4 + 8s + pis2 for s ≥ 0 but
V (As) = (2 + 2s)
2 = 4 + 8s+ 4s2 for s ∈ (−1, 0), or by the example of the semi-circle, where
the formula for the volume of the inner parallel bodies is not even a polynomial (see [KR12,
Example 2]). In [HS10c] a conjecture by Matheron, that the volume of the inner parallel
bodies of a convex set is bounded below by the Steiner polynomial, is disproven and conditions
for different bounds on the volume of the inner parallel bodies are given. This line of research
was continued in [HS10b]. Furthermore [KR12] showed that the volume of the inner parallel
bodies of a polytope in Rn is, what the authors called, a degree n pluriphase Steiner-like
function, which basically allows the quermaßintegrals to change their values at a finite number
of points. In Theorem 12 we characterise closed sets whose inner and outer parallel sets posses
an alternating Steiner formula as those sets of this class whose boundaries have positive reach.
Theorem 12 (Alternating Steiner formula and reach of the boundary).
Let A ⊂ Rn be closed and bounded by a closed hypersurface, r > 0. Then the following are
equivalent
9
Introduction
Figure 1: The set A := [−b, b]2\[−a, a]2 with outer parallel set.
• for all s ∈ (−r, r) there are Wk(As) ∈ R such that for −r < s+ t < r holds
V ((As)t) =
n∑
k=0
(
n
k
)
Wk(As)t
k,
• (As)t = As+t for all for all s ∈ (−r, r) and −r < s+ t < r,
• reach(∂A) ≥ r,
• ∂A is a closed C1,1 hypersurface with reach(∂A) ≥ r.
To prove this theorem we need a characterization of closed hypersurfaces of positive reach.
By a closed hypersurface in Rn we mean an (n− 1)-dimensional compact connected topological
submanifold without boundary. By Alexander’s duality [Wil49, p. 263] the complement of a
closed hypersurface consists of exactly two connected components.
Theorem 13 (Closed hypersurfaces have positive reach iff C1,1).
Let A be a closed hypersurface in Rn. Then A has positive reach if and only if A is a C1,1
manifold.
This result was already featured in [Luc57, §4 Theorem 1], a reference that is not easily
accessible and which does not seem to be widely known. Clearly, the result was stated in a
slightly different form, as Federer had not coined the term reach yet and is also proven by
different methods. In resources more readily available, we find the direction reach(A) > 0
implies C1,1 in [Lyt05, Proposition 1.4] and [GH14]. The other direction can, other than
[Luc57, §4 Theorem 1], only be found as a remark without proof, for example in [Fu89, below
2.1 Definitions] or [Lyt04, under Theorem 1.1]. Another hint to this result may be found in
[Fed59, 4.20 Remark]. Considering that Theorem 13 is mostly folklore and a uniform proof of
both directions together is not available it seems to be worth to give a detailed proof of this
result. To prove C1,1 regularity we show that the surface can be locally written as the graph
of a function that is semi-concave and semi-convex with linear modulus of semi-concavity.
To some extent Theorem 13 can be thought of as a generalization of [CKS02, Lemma
4], [GMS+02, Lemma 2], [SvdM03, Theorem 1 (iii)] and [SvdM06, Theorems 5.1 and 5.2]
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to higher dimension (although the codimension is not restricted to one). There, different
notions of thickness, specific to either curves or surfaces, were investigated and sets of positive
thickness were characterized. These notions of thickness are equal to the reach of the curves
and surfaces under consideration.
The problem of characterising convex sets whose quermaßintegrals are differentiable, is
known as Hadwiger’s problem [Had55]. To be more precise, denote by Kn the class of
nonempty compact convex sets in Rn and by Rp(r), for r ≥ 0 and 0 ≤ p ≤ n− 1, the class of
all K ∈ Kn such that ϕi : (−r,∞) → R, s 7→ Wi(Ks) for i = 0, . . . , p are differentiable with
W ′i (s) = (n − i)Wi+1(s), where we abbreviate Wi(s) = Wi(Ks). In [HS10a, Theorem 1.1]
the class Rn−1 of convex sets K whose quermaßintegrals are differentiable on (−r(K),∞),
where r(K) is the inradius, is identified as the set of outer parallel bodies of lower dimensional
convex sets, i.e.
Rn−1 = {Ls | L ∈ Kn,dim(L) ≤ n− 1, s ≥ 0}, (2)
and [HS14] gives a characterisation of Rn−2 of a more complicated nature.6 Using our results
from before we can give the following new characterisation of the class Rn−1(r):
Theorem 14 (Characterisation of Rn−1(r)).
Let K ∈ Kn, r > 0. Then the following are equivalent
• K ∈ Rn−1(r),
• there is a convex L with K = Lr,
• K = (K−r)r,
• reach(∂K) ≥ r,
• ∂K is a closed C1,1 hypersurface with reach(∂K) ≥ r.
Additionally, these results give us a long time existence result for the energy dissipation
equality (EDE) gradient flow of the mean breadth Wn−1 on the space K1,1, of all sets in Kn
with nonempty interior and C1,1 boundary, equipped with the Hausdorff distance distH. For
the essential notation see the beginning of Section 6.2.2 and for more detailed information on
gradient flows on metric spaces we refer to [AGS05].
Proposition 15 (Gradient flow of the mean breath Wn−1 on (K1,1,distH)).
Let K ∈ K1,1 and T := ω−1n reach(∂K) then
x : [0, T )→ K1,1, t 7→ K−ωnt
is a gradient flow in the (EDE) sense for Wn−1 on (K1,1,distH), i.e.
Wn−1(x(t)) +
1
2
∫ t
s
|x˙(u)|2du+ 1
2
∫ t
s
|∇Wn−1|2(x(u))du = Wn−1(x(s)) (3)
for all 0 ≤ s ≤ t < T and x is an absolutely continuous curve. Additionally, x(t)→ x(T ) in
distH for t→ T , where x(T ) := K− reach(∂K), and x(T ) is either a convex set contained in an
affine n− 1 dimensional space or a convex set with nonempty interior with reach(∂x(T )) = 0.
Here ωn denotes the n-dimensional volume of the unit ball in Rn, i.e. ωn := Hn(B1(0)).
6Actually, these characterisations were done in a more general setting that not only considers parallel sets,
which are Minkowski sums with balls, but also allows for Minkowski sums with a certain class of convex sets.
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Discrete Mo¨bius Energy
When searching for discrete analogs to smooth problems it is not only of interest to
approximate the smooth problem in a such a way that numerical computations may be done
more efficiently, but, more importantly, the discrete problem should reflect the structure of
the smooth problem and be of interest in its own right. A discrete version of the Mo¨bius
energy, called minimum distance energy, was introduced in [Sim94]. If p is a polygon with n
consecutive segments Xi this energy
7 is defined by
Emd,n(p) := Umd,n(p)− Umd,n(gn) with Umd,n(p) :=
n∑
i=1
n∑
j=1
Xi,Xj not adjacent
|Xi||Xj |
dist(Xi, Xj)2
,
(4)
where gn is the regular n-gon. Note, that this energy is scale invariant. In [RS06, RW10]
questions regarding the relation between the minimum distance energy and the Mo¨bius energy
were considered. It could be shown that the minimum distance energy Emd,n of polygons
that are suitably inscribed in a C2 knot γ converges to the Mo¨bius energy E(γ) as n → ∞.
Furthermore, an explicit error bound on the difference between the minimum distance energy
of an equilateral polygonal knot and the Mo¨bius energy of a smooth knot, appropriately
inscribed in the polygonal knot, could be established in terms of thickness and the number of
segments. However, it is not possible to infer from these results that the minimal minimum
distance energy converges to the minimal Mo¨bius energy in a fixed knot class. In [Spe07] it
was shown that the overall minimizers of the minimum distance energy must be convex and
from [Tam06, Spe08] we know that the overall minimizers in the class of 4- and 5-gons are
the regular 4- and 5-gon, respectively. This evidence supports the conjecture that the regular
n-gon minimizes the minimum distance energy in the class of n-gons. Numerical experiments
regarding the minimum distance energy under the elastic flow were realized in [Her08].
In Chapter 7 we use another, more obvious, discrete version of the Mo¨bius energy, that
was also used for numerical experiments in [KK93]. This energy, defined on the class of arc
length parametrisations of polygons of length L with n segments, is given by
En(p) :=
n∑
i,j=1
i 6=j
( 1
|p(aj)− p(ai)|2
− 1
d(aj , ai)2
)
d(ai+1, ai)d(aj+1, aj), (5)
where the ai are consecutive points on SL, or [0, L] if we think of the polygon as being
parametrised over an interval. Also this energy is scale invariant. A slight variant would be to
take 2−1(d(ak−1, ak)+d(ak, ak+1)) instead of d(ak+1, ak). As for the minimum distance energy
we are interested whether polygonal minimizers of (5) in a fixed tame knot class K converge
to a minimizer of the Mo¨bius energy in a suitable topology. The following theorem reveals the
relationship of discrete and smooth Mo¨bius energy in terms of the so-called Γ-convergence
invented by DeGiorgi. In order to establish Γ-convergence, we have to verify two inequalities
called lim inf inequality, see Proposition 7.1, and lim sup inequality, see Proposition 7.2.
Theorem 16 (Mo¨bius energy E is Γ-limit of discrete Mo¨bius energies En).
For q ∈ [1,∞], ‖·‖ ∈ {‖·‖Lq(S1,Rd), ‖·‖W 1,q(S1,Rd)} and every tame knot class K holds
En Γ−→ E on (C1,p(K), ‖·‖).
7Actually, this is a minor variant which is more commonly used than the energy originally considered in
[Sim94].
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Here, C1,p := C ∩ (C1 ∪
⋃
n∈N Pn), where C is the space of arc length curves of length 1 and
Pn the subspace of equilateral polygons with n segments. Adding a knot class K in brackets
to a set of curves restricts this set to the subset of curves that belong to the knot class K. By
W k,q(S1,Rd) we denote the standard Sobolev spaces of k-times weakly differentiable closed
curves with q-integrable weak derivative. The functionals are extended by infinity outside
their natural domain. The notion of Γ-convergence is devised in such a way, as to allow the
convergence of minimizers and even almost minimizers, see [Dal93, Corollary 7.17, p. 78].
Considering the fact that the lim inf inequality holds on C(K) and that we already know that
minimizers of E in prime knot classes are smooth, Lemma 1.10 from Chapter 1 yields:
Corollary 17 (Convergence of discrete almost minimizers).
Let K be a tame prime knot class, pn ∈ Pn(K) with
| inf
Pn(K)
En − En(pn)| → 0 and pn → γ ∈ C(K) in L1(S1,Rd).
Then γ is a minimizer of E in C(K) and limk→∞ En(pn) = E(γ).
This result remains true for subsequences, where the number of edges is allowed to increase
by more than 1 for two consecutive polygons. Since all curves are parametrised by arc length it
is not hard to find a subsequence of the almost minimizers that converges in C0, but generally
this does not guarantee that the limit curve belongs to the same knot class or is parametrised
by arc length.
Proposition 18 (Order of convergence for Mo¨bius energy of inscribed polygon).
Let γ ∈ C1,1(SL,Rd) be parametrised by arc length, c, c > 0. Then for every ε ∈ (0, 1) there is
a Cε > 0 such that
|E(γ)− En(pn)| ≤ Cε
n1−ε
for every inscribed polygon pn given by a subdivision bk, k = 1, . . . , n of SL such that
c
n
≤ min
k=1,...,n
|γ(bk+1)− γ(bk)| ≤ max
k=1,...,n
|γ(bk+1)− γ(bk)| ≤ c
n
.
This is in accordance with the data from [KK93], which suggests that the order of
convergence should be roughly 1. If we do not assume any regularity we might not be able to
control the order of convergence but we still know that the energies converge:
Corollary 19 (Convergence of Mo¨bius energies of inscribed polygons).
Let γ ∈ C with E(γ) <∞ and pn as in Proposition 18. Then limn→∞ En(pn) = E(γ).
Using the results from [Ga´b66]8 that are also immanent in [ACF+03] we easily get the
following result concerning discrete minimizers for all n ∈ N in contrast to the situation for
the minimum distance energy, where the analogous result is by now only known for n ≤ 5, see
[Tam06, Spe08].
Lemma 20 (Regular n-gon is unique minimizer of En in Pn).
The unique minimizer of En in Pn is a regular n-gon.
This directly yields the convergence of overall discrete minimizers to the circle, which
according to [FHW94, Corollary 2.2], is the overall minimizer in C.
Corollary 21 (Convergence of discrete minimizers to the round circle).
Let pn ∈ Pn bounded in L∞ with En(pn) = infPn En. Then there is a subsequence with pnk → γ
in W 1,∞(S1,Rd), where γ is a round unit circle.
8It seems that given name and family name of the author of this paper are interchanged, as Lu¨ko˝ is the
family name, see also [ACF+03, Footnote 4]
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One of the main differences between the discrete Mo¨bius energy (5) and the minimum
distance energy (4) is that bounded minimum distance energy avoids double point singularities,
while for (5) this is only true in the limit. This avoidance of singularities enables the proof of
the existence of minimizers of the minimum distance energy (4) via the direct method, see
[Sim94]. This might be harder or even impossible to achieve for the energy (5). Nevertheless,
the relation between the discrete Mo¨bius energy (5) and the smooth Mo¨bius energy is more
clearly visible than for the minimum distance energy (4), as reflected in Theorem 16 and
Corollaries 17-21.
Discrete Integral Menger Curvature
Motivated by the promising results of the previous chapter we are interested in finding
discrete analogs to the integral Menger curvature. Besides the ad hoc method used in [Her86],
the approximation of the knot via trigonometric polynomials and the application of the
trapezoidal rule for numerical integration, we are not aware of any other versions for a discrete
integral Menger curvature in the literature, let alone any convergence results. This is why we
suggest the following version that is built in the same spirit as the discrete Mo¨bius energy in
the preceding chapter.
For a polygon p ∈ Pn with vertices xi we define the discrete integral Menger curvature
Mq,n(p) by
Mq,n(p) :=
n∑
i,j,k=1
#{i,j,k}=3
κq(xi, xj , xk)
1
n3
if xi 6= xj for i 6= j and Mq,n(p) =∞ else. Actually, we consider a more general discretisation
scheme for triple line integrals that also allows for different edge lengths.
Chapter 8 is devoted to showing the following Γ-convergence result:
Theorem 22 (Integral Menger curvature Mparp is Γ-limit of Mp,n).
For q ∈ [1,∞], ‖·‖ ∈ {‖·‖Lq(S1,Rd), ‖·‖W 1,q(S1,Rd)} and every tame knot class K holds
Mp,n Γ−→Mparp on (C2,p(K), ‖·‖).
Here, the parametric integral Menger curvature for arc length curves γ : I → Rd, which
was investigated in [SSvdM10], is given by
Mparp (γ) :=
∫
I
∫
I
∫
I
r˜−p(γ(s), γ(t), γ(u)) dsdtdu,
where r˜ is the radius of the smallest circle containing the points in the argument.
As a preliminary for the lim sup inequality we show for the general discretisation scheme
that if the integrand can be uniformly continuous extended to the whole curve then the energy
of inscribed polygons converges uniformly to the energy of the smooth curve as the edge length
decreases. For the discrete integral Menger curvature on equilateral polygons this yields:
Corollary 23 (Energy convergence for inscribed polygons).
Let q ∈ (0,∞), γ ∈ C2(S1,R3), γ ∈ C embedded and pn be inscribed equilateral polygons with
n segments. Then the appropriately rescaled version of Mq,n for pn converges to Mq(γ).
14
Introduction
Discrete Thickness
Another way to write the thickness of a thick arc length curve that was found in [LSD+99,
Theorem 1] is
∆[γ] = min{minRad(γ), 2−1 dcsd(γ)}. (6)
The minimal radius of curvature minRad(γ) of γ is the inverse of the maximal curvature
maxCurv(γ) := ||γ′′||L∞ and dcsd(γ) := min(x,y)∈dcrit(γ)|y − x| is the doubly critical self
distance. The set of doubly critical points dcrit(γ) of a C1 curve γ consists of all pairs
(x, y) where x = γ(t) and y = γ(s) are distinct points on γ so that 〈γ′(t), γ(t) − γ(s)〉 =
〈γ′(s), γ(t)− γ(s)〉 = 0, i.e. s is critical for u 7→ |γ(t)− γ(u)|2 and t for v 7→ |γ(v)− γ(s)|2.
Appropriate versions of thickness for polygons derived from the representation in (6) are
already available. The curvature of a polygon, localized at a vertex y, is defined by
κd(x, y, z) :=
2 tan(ϕ2 )
|x−y|+|z−y|
2
and as an alternative κd,2(x, y, z) :=
ϕ
|x−y|+|z−y|
2
where x and z are the vertices adjacent to y and ϕ = ](y − x, z − y) is the exterior angle at y,
note κd,2 ≤ κd. We then set minRad(p) := maxCurv(p)−1 := mini=1,...,n κ−1d (xi−1, xi, xi+1) if
the polygon p has the consecutive vertices xi, x0 := xn, xn+1 := x1; minRad2 and maxCurv2
are defined accordingly. The doubly critical self distance of a polygon p is given as for a smooth
curve if we define dcrit(p) to consist of pairs (x, y) where x = p(t) and y = p(s) and s locally
extremizes u 7→ |p(t)− p(u)|2 and t locally extremizes v 7→ |p(v)− p(s)|2. Now, the discrete
thickness ∆n defined on Pn, the class of arc length parametrisations of equilateral polygons of
length 1 with n segments is defined analogous to (6) by
∆n[p] = min{minRad(p), 2−1 dcsd(p)}
if all vertices are distinct and ∆n[p] = 0 if two vertices of p coincide. This notion of thickness
was introduced and investigated by Rawdon in [Raw97, Raw98, Raw00, Raw03] and by
Millett, Piatek and Rawdon in [MPR08]. In this series of works alternative representations of
smooth and discrete thickness were established that were then used to show that not only does
the value of the minimal discrete inverse thickness converge to the minimal smooth inverse
thickness in every tame knot class, but, additionally, a subsequence of the discrete equilateral
minimizers, which are shown to exist in every tame knot class, converge to a smooth minimizer
of the same knot type in the C0 topology as the number of segments increases, at least if
we require that all discrete minimizers are bounded in L∞. Furthermore, it was shown that
discrete thickness is continuous, for example on the space of embedded equilateral polygons
with fixed segment length. In [DD00, Raw03] similar questions for more general energy
functions were considered.
In Chapter 9 we continue this line of thought and investigate the way in which the discrete
thickness approximates smooth thickness in more detail. It will turn out that the right
framework is given by Γ-convergence.
Theorem 24 (Convergence of discrete inverse to smooth inverse thickness).
For every tame knot class K holds
∆−1n
Γ−→ ∆−1 on (C(K), || · ||W 1,∞(S1,R3)).
Here, the addition of a knot class K means that only knots of this particular knot class are
considered. The functionals are extended by infinity outside their natural domain. By the
properties of Γ-convergence presented in Section 1 together with Proposition 27, we obtain the
following convergence result of polygonal almost ideal knots to smooth ideal knots improving
the convergence in [Raw03, Theorem 8.5] from C0 to W 1,∞ = C0,1.
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Corollary 25 (Ideal polygonal knots converge to smooth ideal knots).
Let K be a tame knot class, pn ∈ Pn(K) bounded in L∞ with |infPn(K) ∆−1n −∆n[pn]−1| → 0.
Then there is a subsequence
pnk
W 1,∞(S1,R3)−−−−−−−−→
k→∞
γ ∈ C(K) with ∆−1[γ] = inf
C(K)
∆−1 = lim
k→∞
∆nk [pnk ]
−1.
The subsequent compactness result is proven via a version of Schur’s Comparison Theorem
(see Proposition 9.1) that allows to compare polygons with circles.
Proposition 26 (Compactness).
Let pn ∈ Pn(K) bounded in L∞ with lim infn→∞maxCurv(pn) < ∞. Then there is γ ∈
C1,1(S1,Rd) and a subsequence
pnk
W 1,∞(S1,Rd)−−−−−−−−→
k→∞
γ ∈ C with maxCurv(γ) ≤ lim inf
n→∞ maxCurv(pn).
This result is then used to show another compactness result that additionally guarantees
that the limit curve belongs to the same knot class, if one assures that the doubly critical self
distance is bounded, too.
Proposition 27 (Compactness II).
Let and pn ∈ Pn(K) bounded in L∞ with lim infn→∞∆n[pn]−1 <∞. Then there is
γ ∈ C(K) ∩ C1,1(S1,Rd) with pnk → γ in W 1,∞(S1,Rd).
If the knot class is not fixed the unique absolute minimizers of ∆−1n is the regular n-gon.
Proposition 28 (Regular n-gon is unique minimizer of ∆−1n ).
Let p ∈ Pn and gn the regular n-gon. Then
∆n[gn]
−1 ≤ ∆n[p]−1,
with equality if and only if p is a regular n-gon.
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Chapter 1
Notation and Foundations
Basic Notation
The set of natural1, real and extended real numbers are denoted by N, R and R, respectively.
The sphere in Rd is abbreviated by Sd−1 and SL is the circle of length L > 0. By ωd we denote
the d-dimensional volume of the unit ball in Rd. On Rd we denote the p-norm by ‖·‖p and for
p = 2 we usually write |·|. To shorten notation we write x+Mv instead of {x+mv | m ∈M}
for x, v ∈ Rd and M ⊂ R, M 6= ∅. The inner product be tween two vectors u, v ∈ X of an
inner product space X is written 〈u, v〉. By the angle ](u, v) between two non-zero vectors u
and v in an inner product space we mean
](u, v) := arccos
( 〈u, v〉
‖u‖‖v‖
)
∈ [0, pi]
and for three pairwise distinct points x, y, z we additionally employ the notation ](x, y, z) :=
](x− y, z − y) for the angle of the triangle {x, y, z} at y. The power set of a set A is signified
by P(A) and the symmetric difference of two sets A and B is written as A∆B. By χE we
mean the characteristic function of the set E. With #A or card(A) we denote the cardinality
of A.
For a set X with outer measure V we write C(V) for the V measurable sets of X, i.e. those
sets E ⊂ X, which are measurable in the sense of Carathe´odory:
V(A) = V(A ∩ E) + V(A\E) for all A ⊂ X.
Considering two measurable spaces (X,A) and (Y,B) we say that a mapping f : (X,A)→ (Y,B)
is A–B measurable if f−1(B) ∈ A for all B ∈ B.
In a topological space (X, τ) we write A for the closure, A◦ for the interior and ∂A for
the boundary of a set A ⊂ X. The Borel algebra is signified by B(X). Let x be a point of a
topological space (X, τ) and n ∈ N. We say that x is of order a most n, ord(x,X) ≤ n if there
exists a local basis U of x such that #∂U ≤ n for all U ∈ U . If ord(x,X) ≤ 1 and if there is no
local base U of p such that ∂U = ∅ for all U ∈ U , we call x of order 1. Now we inductively refer
to x as being of order n, n ≥ 2, ord(x,X) = n if ord(x,X) ≤ n and not ord(x,X) ≤ n − 1.
Points of order larger or equal than 3 are called ramification points. A topological manifold is
a second countable Hausdorff space that is locally Euclidean. Locally Euclidean means that
there is a d ∈ N such that every point has a neighbourhood that is homeomorphic to Rd.
1natural numbers are the numbers 1, 2, . . ., with 0 excluded
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Let (X, d) be a metric space. For x ∈ X and r ≥ 0 we denote by
Br(x) := {y ∈ X | d(x, y) < r} and Br(x) := {y ∈ X | d(x, y) ≤ r}
the (open) and closed ball of radius r centred at x.2 A metric space (X, d) has the Euclidean
n-point property for n ≥ 2 if every subset of X with cardinality n can be embedded isometrically
in Rn−1. For A ⊂ X the diameter of A is defined by
diam(A) :=
{
supx,y∈A d(x, y), A 6= ∅,
0, A = ∅,
and the distance of two nonempty sets A,B ⊂ X is given by
dist(A,B) := inf{d(x, y) | x ∈ A, y ∈ B}.
If A = {x} is a singleton we usually write dist(x,B) instead of dist({x}, B). The Hausdorff
distance distH(A,B) of two nonempty sets A,B ⊂ X is set to be
distH(A,B) := max{sup
x∈A
inf
y∈B
d(x, y), sup
y∈B
inf
x∈A
d(x, y)}.
On the set of all nonempty compact subsets of X the Hausdorff distance distH is a metric.
For α > 0, δ > 0 and A ⊂ X we write
Hαδ (A) := inf
{∑
n∈N
diam(Cn)
α | A ⊂
⋃
n∈N
Cn, Cn ⊂ X,diam(Cn) < δ ∀n ∈ N
}
,
note that we use the convention inf ∅ := ∞. We now define the α-dimensional Hausdorff
measure of A by
Hα(A) := lim
δ↓0
Hαδ (A).
For α = 0 we define H0 to be the counting measure
H0(A) :=
{
card(A), A is finite,
∞, A is infinite.
If we have to avoid confusion or explicitly want to emphasize which space the Hausdorff
measure belongs to we write HαX . The α-dimensional Hausdorff measure Hα is a metric outer
measure on X. For α ∈ (0,∞), x ∈ X and A : (0, ρ)→ P(X) we call
Θα∗ (Hα, A(r), x) := lim inf
r↓0
Hα(A(r) ∩Br(x))
(2r)α
,
Θ∗α(Hα, A(r), x) := lim sup
r↓0
Hα(A(r) ∩Br(x))
(2r)α
the lower and upper α-dimensional Hausdorff density of A at x. If upper and lower densities
coincide we call their common value the Hausdorff density and denote it by Θα(Hα, A(r), x).
If A(r) ≡ A is constant we will usually identify the mapping with the constant and neglect the
argument. The Hausdorff dimension is defined by dimH(X) := inf{α > 0 | Hα(X) = 0}.
A compact and connected metric space containing more than one point is is called a
continuum. Metric spaces which are homeomorphic to the unit interval [0, 1] are referred to as
arcs and those homeomorphic to the unit circle S1 as closed curves. In [BM70, Corollary p.
473] we find the following:
2We should warn the reader that although the notion of closed balls and the closure of balls coincides
in normed vector spaces, this may not be the case in a metric space, as can easily be seen by B1(0) = {0},
B1(0)) = {0} and B1(0) = R in (R, d), where d is the discrete metric.
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Corollary 1.1 (Characterisation of arcs and closed curves).
In order that a continuum C be an arc or a closed curve it is necessary and sufficient that C
contain no point of order > 2; it is a closed curve if and only if all its points are of order 2.
We repeat the relevant parts on Lebesgue integration, as used in [Fed69, Section 2.4, p.
80 ff] or [EG92, Section 1.3, p. 17 ff]. Let V be an outer measure on X. We call a function
ϕ : X → R a V step function if it is C(V)–B(R) measurable and ϕ(X) is countable. In this
case we set
I(ϕ) :=
∑
t∈R
tV(ϕ−1({t})) ∈ R,
where 0 · ∞ = 0. Now, we define the upper and lower integral of a function f : X → R as∫
∗
fdV := sup{I(ϕ) | ϕ is V step function, ϕ ≤ f V a.e.} ∈ R,∫ ∗
fdV := inf{I(ϕ) | ϕ is V step function, f ≤ ϕV a.e.} ∈ R.
If f is C(V)–B(R) measurable and upper and lower integral have the same value, we call f
integrable and define the integral of f to be∫
fdV :=
∫
∗
fdV =
∫ ∗
fdV ∈ R.
The next theorem, that can be found in [Eil38] or as a special case of [Fed69, 2.10.25, p.
188], should be seen as Cavalieri’s Principle for metric spaces.
Theorem 1.2 (Onion slicing).
Let (X, d) be a metric space. For all A ⊂ X, x ∈ X and n ∈ N ∪ {0} holds∫ ∗
(0,∞)
Hn({y ∈ A | d(x, y) = t})dH1(t) ≤ Hn+1(A).
By Ln we indicate the n-dimensional Lebesgue measure on Rn.
Function Spaces
Let Ω ⊂ Rm, Ω 6= ∅ be an open set, m, d ∈ N, k ∈ N ∪ {0}, α ∈ (0, 1]. The set Ck(Ω,Rd)
and Ck,α(Ω,Rd) denote the spaces of functions f : Ω → Rd whose partial derivatives ∂βf
up to k-th order are continuous and Ho¨lder continuous with exponent α, respectively. Here,
a function f : (X, dX) → (Y, dY ) between two nonempty metric spaces is said to be Ho¨lder
continuous with exponent α ∈ (0, 1], written f ∈ C0,α(X,Y ), if there is a c > 0 such that
dY (f(u), f(v)) ≤ c dX(u, v) for all u, v ∈ X.
The constant c is called Ho¨lder constant and if α = 1 we often say the function is Lipschitz
continuous and call c the Lipschitz constant. The spaces Ck(Ω,Rd) are equipped with the
norm
‖f‖Ck(Ω,Rd) :=
∑
β≤k
‖∂βf‖∞,
where ‖g‖∞ := supx∈Ω|f(x)| is the supremum norm. Additionally we set C∞(Ω,Rd) :=⋂
k∈N C
k(Ω,Rd). A seminorm on Ck,α(Ω,Rd) is given by
[f ]Ck,α(Ω,Rd) :=
∑
β=k
sup
x,y∈Ω
x6=y
|∂βf(x)− ∂βf(y)|
|x− y|α ,
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so that ‖f‖Ck,α(Ω,Rd) := ‖f‖Ck(Ω,Rd) + [f ]Ck,α(Ω,Rd) is a norm on Ck,α(Ω,Rd).
By Lp(Ω,Rd), p ∈ [1,∞] we denote the usual Lebesgue spaces, that is, the space of
equivalence classes of Lebesgue measurable functions f : Ω→ Rd such that
‖f‖Lp(Ω,Rd) :=

(∫
Ω
|f |p dx
) 1
p
, p ∈ [1,∞),
inf{C > 0 | |f(x)| ≤ C for a.e.x ∈ Ω}, p =∞,
is finite. Conforming to standard practice we do not very carefully distinguish between the
equivalence class and the actual mappings they consist of.
We also use the standard Sobolev spaces W k,p(Ω,Rd), k ∈ N, p ∈ [1,∞], which consist of
those functions whose weak derivatives, which are functions ∂αf with∫
Ω
〈ϕ, ∂βf〉dx = (−1)|β|
∫
Ω
〈∂βϕ, f〉dx for all ϕ ∈ C∞c (Ω,Rd),
up to order k belong to Lp(Ω,Rd). The addition of a c to the index of a function space means
that we additionally require the functions to have compact support in the specified domain.
These Sobolev spaces are equipped with the norm
‖f‖Wk,p(Ω,Rd) :=

(∑
|β|≤k‖∂βf‖Lp(Ω,Rd)
) 1
p
, p ∈ [1,∞),
max|β|≤k‖∂βf‖L∞(Ω,Rd), p =∞.
Let s ∈ (0, 1) and p ∈ [1,∞). Then the Gagliardo seminorm is given by
[f ]W s,p(Ω,Rd) :=
(∫
Ω
∫
Ω
|f(x)− f(y)|p
|x− y|m+sp dxdy
) 1
p
.
Let k ∈ (0,∞)\N and write k = l + s with l ∈ N ∪ {0} and s ∈ (0, 1). Then the fractional
Sobolev spaces or Sobolev-Slobodeckij spaces W k,p(Ω,Rd) are defined as
W k,p(Ω,Rd) := {f ∈W l,p(Ω,Rd) | [∂βf ]W s,p <∞ for |β| = l}
with norm
‖f‖Wk,p(Ω,Rd) :=
(
‖f‖pW l,p +
∑
|β|=l
[∂βf ]p
W s,p(Ω,Rd)
) 1
p
.
If d = 1 we often do not explicitly write the R1 in the function spaces, for example we
write Ck(Ω) instead of Ck(Ω,R1) and so on.
For closed curves γ : SL → Rd these definitions apply with the obvious modifications. It is
well-known that for curves we have the following identification of spaces
W k,∞(SL,Rd) ' Ck−1,1(SL,Rd).
Occasionally, we use the spaces of continuous and Ho¨lder continuous functions for compact
intervals I as domain. This just means that the function and the appropriate derivatives can
be extended to the boundary within the specified class.
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Spaces of Closed Curves and Polygons
By C we denote the space of arc length parametrisations of closed curves of length 1, that is
C := {γ ∈ C0,1(S1,Rd) | |γ′| = 1 a.e.},
and the set C(K) ⊂ C consists of those curves that belong to the knot class K. For the class of
arc length parametrisations of equilateral polygons of length 1 with n segments we write Pn
and Pn(K) denotes the class of polygons in Pn that belong to the knot class K. Furthermore
we write Ck,p := C ∩ (Ck ∪
⋃
n∈N Pn). The class Ck,p(K) is defined accordingly. Sometimes we
rather think of closed curves as being parametrised on an interval instead of a circle. A closed
curve is called simple or embedded if it is homeomorphic to the unit circle.
Lemma 1.3 (Preimage of singleton for arc length curve has measure zero).
Let γ be an arc length curve. Then H1(γ−1({x})) = 0 for every x ∈ Rd.
Proof. Assume that there is x ∈ Rd, Ax := γ−1({x}) with H1(Ax) > 0. Denote the isolated
points of a set A by Ai and its cluster points by A′. Since Ax is closed we have Ax = Aix ∪A′x
and Aix is countable. Thus H1(A′x) > 0 and for every t ∈ A′x we either have that γ′ does not
exist, or γ′(t) = 0. This contradicts the fact that γ is parametrised by arc length.
Menger Curvature
Let I be an interval. For an arc length curve, that is a curve with |γ′| = 1 a.e., γ ∈
W 2,1(I,Rd) we define the unsigned curvature as
κ(t) = |γ′′(t)|
if the classic derivative exists. For plane curves we also have the signed curvature
κ±(t) = 〈Jγ′, γ′′〉,
if the classic derivative exists, where J(x, y) = (−y, x). The curvature of closed curves in Rd is
defined accordingly.
Other than via second derivatives there is also a way of defining curvature for curves in
purely metric terms. This notion of curvature was introduced by Menger in [Men30] and later
modified by his student Alt [Alt32]. Let (X, d) be a metric space. We define the circumradius
of three distinct points x, y, z ∈ X as the circumradius of the triangle defined by the, up to
Euclidean motions unique, isometric embedding of these three points in the Euclidean plane,
i.e.
r : {(x, y, z) ∈ X3 | d(x, y), d(y, z), d(z, x) > 0} =: DX → R,
(x, y, z) 7→ abc√
(a+ b+ c)(a+ b− c)(a− b+ c)(−a+ b+ c) ,
(1.1)
where a := d(x, y), b := d(y, z), c := d(z, x) and α/0 = ∞ for any α > 0. We also write
κ(x, y, z) = 1/r(x, y, z) for three distinct points x, y, z. Now, we define the Menger curvature
κM and the Alt curvature κA of an accumulation point p ∈ X as
κM (p) := lim
(x,y,z)→(p,p,p)
1
r(x, y, z)
and κA(p) := lim
(y,z)→(p,p)
1
r(p, y, z)
respectively, if the limit is well defined, exists and is finite.3
3Let X,Y be metric spaces, D ⊂ X and f : D → Y . For p ∈ D and y ∈ Y we write limx→p f(x) = y, if for
all sequences (xn)n∈N ⊂ D with xn → p we have f(xn)→ y.
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We note that in Rd there are various formulas for the circumradius, for example one has
the following representations for mutually distinct x, y, z ∈ Rd [Paj02, (14) and (15), p. 29]
r(x, y, z) =
|x− y|
2|sin(](x, z, y))| =
|x− z||y − z|
2 dist(z, Lx,y)
,
where Lx,y := x+ R(x− y) is the straight line connecting x and y.
Another way to view the circumradius and Menger curvature is to note that for x, y, z ∈ X
pairwise distinct we know that κ(x, y, z) is the curvature of the, up to Euclidean motions
unique, plane curve of constant curvature, such that these three points can be isometrically
embedded on this curve.
The following easy lemma was already mentioned in [Alt31] and can be found as an
exercise in [Blu70, Ch. III, §30, Ex. 2, p. 77].
Lemma 1.4 (Menger curvature is continuous).
Let (X, d) be a metric space. Then
κM : {p ∈ X | κM (p) exists} → R
is continuous.
Proof. Write D := {p ∈ X | κM (p) exists} and let p ∈ D, pi ∈ D with pi → p, without loss
of generality D 6= ∅, because else the proposition is obviously true. Then there are points
(xi, yi, zi) such that
|(pi, pi, pi)− (xi, yi, zi)| ≤ 1
i
and |κM (pi)− κ(xi, yi, zi)| ≤ 1
i
.
Consequently (xi, yi, zi)→ (p, p, p) and hence
|κM (p)− κM (pi)| ≤ |κM (p)− κ(xi, yi, zi)|+ |κ(xi, yi, zi)− κM (pi)| → 0.
Integral Menger Curvature Type Energies
The thickness of a set4 was introduced by Gonzales and Maddocks in [GM99]. There they
suggested to investigate other integral curvature energies, namely U1p , I1p andM1p from below.
Let (X, d) be a metric space and DX from (1.1); write X0 := X
3\DX . We define the
mappings ρ : X2\diag(X)→ R and ρG : X → R by
ρ(x, y) := inf
w∈X
x 6=w 6=y
r(x, y, w) and ρG(x) := inf
v,w∈X
x 6=v 6=w 6=x
r(x, v, w),
which are called intermediate and global radius of curvature, respectively. Here diag(X) :=
{(x, x) | x ∈ X} denotes the diagonal of X. The thickness is then defined to be
∆[X] := inf
u,v,w∈X
u 6=v 6=w 6=u
r(u, v, w).
4which coincides with the reach if the set is a curve
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Lemma 1.5 (Reciprocal radii of curvature are l.s.c. and measurable).
Let (X, d) be a metric space. Then the functions
κG : X → R, x 7→ 1ρG(x) ,
κi : X
2 → R, (x, y) 7→
{
1
ρ(x,y) , (x, y) ∈ X2\diag(X),
0, else,
κ : X3 → R, (x, y, z) 7→
{
1
r(x,y,z) , (x, y, z) ∈ X3\X0,
0, else,
with the convention 1/0 = ∞ and 1/∞ = 0 are lower semi-continuous and B(X)–B(R),
B(X2)–B(R) and B(X3)–B(R) measurable, respectively.
Proof. It is easy to see that r is continuous on X3\X0 and hence ρ and ρG are upper
semi-continuous on X2\diag(X) and X, respectively. This holds, because infima of upper
semi-continuous functions are upper semi-continuous. Now it is clear that the reciprocal of
these functions are lower semi-continuous and, considering that the excluded sets diag(X) and
X0 are closed, the functions are non-negative on the whole space and 0 on these sets, we know
that they are lower semi-continuous on the entire space. Therefore we directly obtain Borel
measurability.
Let (X, d) be a metric space and α, p ∈ (0,∞). Now we are able to define the following
two-parameter families of integral curvature energies:
Uαp (X) :=
∫
X
κpG(x) dHα(x),
Iαp (X) :=
∫
X
∫
X
κpi (x, y) dHα(x) dHα(y),
Mαp (X) :=
∫
X
∫
X
∫
X
κp(x, y, z) dHα(x) dHα(y) dHα(z).
The last of these energies, Mαp , is often called α-dimensional (integral) p-Menger curvature.
In case α = 1 we discard the exponent 1 and write Up, Ip and Mp.
Note that in the Euclidean case the measure in the integrals is the Hausdorff measure on
the set X (respective to the subspace metric, i.e. the restriction of the metric of Rd to the set
X), in contrast to the Hausdorff measure on Rd. This enables us to include non-measurable
sets, contrary to the other approach, where the energy might not exist on non-measurable sets,
which can easily be seen by the example of a Vitali type set on the unit circle. We suspect
that the gain of permitted sets when comparing [Hah08] for Rd to [Le´g99], where only Borel
sets were permitted, might be related to this matter.
Lemma 1.6 (Integral curvature energies are well-defined).
Let (X, d) be a metric space. Then for all α, p ∈ (0,∞) the curvature energies Uαp (X), Iαp (X)
and Mαp (X) are well defined.
Proof. Repeated use of Lemma 1.5 and Fatou’s Lemma.
In [SSvdM10] a parametric version Mparp of integral Menger curvature for arc length
curves γ : I → Rd was investigated. This energy is defined by
Mparp (γ) :=
∫
I
∫
I
∫
I
r˜−p(γ(s), γ(t), γ(u)) dsdtdu,
where r˜ is the radius of the smallest circle containing the points in the argument.
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Lemma 1.7 (Inequality between integral curvature energies).
Let (X, d) be a metric space with Hα(X) <∞ and α, p ∈ (0,∞). Then
Mαp (X) ≤ Hα(X)Iαp (X) ≤ Hα(X)2Uαp (X) ≤
Hα(X)3
∆[X]p
.
For 0 < p < q <∞ we have
Uαp (X) ≤ Hα(X)(1−p/q)Uαq (X)p/q,
Ip(X)α ≤ Hα(X)2(1−p/q)Iαq (X)p/q,
Mαp (X) ≤ Hα(X)3(1−p/q)Mαq (X)p/q.
Proof. The first part is a direct consequence of the definition of the integrands and the
second part is easily proved by successively using the Ho¨lder inequality for a = q/p > 1 and
b = q/(q − p) from the inner to the outer integral.
Another way to write the thickness of an arc length curve γ : SL → Rd is
∆[γ] = min{minRad(γ), 2−1 dcsd(γ)}, (1.2)
which by [SvdM03] holds for all arc length curves with positive thickness. The minimal radius
of curvature minRad(γ) of γ is the inverse of the maximal curvature maxCurv(γ) := ||γ′′||L∞
and dcsd(γ) := min(x,y)∈dcrit(γ)|y − x| is the doubly critical self distance. The set of doubly
critical points dcrit(γ) of a C1 curve γ consists of all pairs (x, y) where x = γ(t) and y = γ(s)
are distinct points on γ so that 〈γ′(t), γ(t)− γ(s)〉 = 〈γ′(s), γ(t)− γ(s)〉 = 0, i.e. s is critical
for u 7→ |γ(t)− γ(u)|2 and t for v 7→ |γ(v)− γ(s)|2.
Reach
In his seminal paper [Fed59] Federer introduced the notion of sets of positive reach as a
generalisation of convex sets. A closed set A ⊂ Rn is said to be of reach t at a point a ∈ A,
denoted by reach(A, a) = t, if t is the supremum of all ρ > 0 such that the restriction ξ˜A|Bρ(a)
of the metric projection map
ξ˜A : Rn → P(A), x 7→ {a ∈ A | |x− a| = dist(x,A)}
is single valued, or to be more precise, singleton valued. The reach of a set A is then defined
to be reach(A) := infa∈A reach(A, a). By Unp(A) we denote the set of all points that have a
unique nearest point in A, that is
Unp(A) := {x ∈ Rn | #ξ˜A(x) = 1}.
Now, we introduce another metric projection map ξA, defined on Unp(A) so that ξ˜A(x) is
already a singleton, by
ξA : Unp(A)→ A, x 7→ argmina∈A(|x− a|).
The parallel set of a nonempty set A ⊂ Rn is defined by
As :=
{
{x ∈ Rn | dist(x,A) ≤ s}, s ≥ 0,
{x ∈ A | dist(x, ∂A) ≥ −s}, s < 0.
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Mo¨bius Energy
The Mo¨bius energy was introduced by O’Hara in [O’H91]. For a closed rectifiable curve
γ ∈ C it is given by
E(γ) :=
∫
S1
∫
S1
( 1
|γ(t)− γ(s)|2 −
1
d(t, s)2
)
dsdt.
Here, S1 is the circle with length one and d the intrinsic metric on S1. In [Bla12a] is was
shown that the Mo¨bius energy of a closed curve is finite if and only if the curve is embedded
and the arc length parametrisation belongs to the fractional Sobolev space W 1+
1
2 ,2(S1,Rd).
Discrete Curvature Energies
The discrete Mo¨bius energy we investigate in this thesis is defined by
En(p) :=
n∑
i,j=1
i 6=j
( 1
|p(aj)− p(ai)|2
− 1
d(aj , ai)2
) 1
n2
,
for p ∈ Pn. In [KK93] the same energy was used for numerical experiments by Kim and
Kusner.
For a discrete version of the integral Menger curvature Mq we suggest and study the energy
Mq,n(p) :=
n∑
i,j,k=1
#{i,j,k}=3
κq(xi, xj , xk)
∏
l∈{i,j,k}
|xl − xl−1|+ |xl+1 − xl|
2
,
where xi denote the consecutive vertices of the polygon p ∈ Pn.
Appropriate versions of thickness for polygons, derived from the representation in (1.2),
are already available. The curvature of a polygon, localized at a vertex y, is defined by
κd(x, y, z) :=
2 tan(ϕ2 )
|x−y|+|z−y|
2
and κd,2(x, y, z) :=
ϕ
|x−y|+|z−y|
2
where x and z are the vertices adjacent to y and ϕ = ](y − x, z − y) is the exterior angle at
y, note κd,2 ≤ κd. Set minRad(p) := maxCurv(p)−1 := mini=0,...,n κ−1d (xi−1, xi, xi+1) if the
polygon p has the consecutive vertices xi, x−1 := xn−1; minRad2 and maxCurv2 are defined
accordingly. The doubly critical self distance of a polygon p is given as for a smooth curve if
we define dcrit(p) to consist of pairs (x, y), x 6= y where x = p(t) and y = p(s) and s locally
extremizes u 7→ |p(t)− p(u)|2 and t locally extremizes v 7→ |p(v)− p(s)|2. Now, the discrete
thickness ∆n defined on Pn is defined analogous to (1.2) by
∆n[p] = min{minRad(p), 2−1 dcsd(p)}.
This notion of thickness was introduced by Rawdon in [Raw97].
Prelude in Γ-convergence
In this section we want to acquaint the reader with Γ-convergence and repeat its (to us)
most important property.
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1 Notation and Foundations
Definition 1.8 ( Γ-convergence).
Let X be a topological space, F ,Fn : X → R functionals. We say that Fn Γ-converges to F ,
written Fn Γ→ F , if
• for every xn → x holds F(x) ≤ lim infn→∞ Fn(xn),
• for every x ∈ X there are xn → x with lim supn→∞ Fn(xn) = F(x).
The first inequality is usually called lim inf inequality and the second one lim sup inequality.
Note, that if the functionals are only defined on subspaces Y and Yn of X and we extend
the functionals by infinity on the rest of X it is enough to show that the lim inf inequality
holds for every xn ∈ Yn, x ∈ X and that the lim sup inequality holds for x ∈ Y and xn ∈ Yn
in order to establish Fn Γ→ F . In our application the subspaces Yn are the spaces of arc length
parametrisations of polygons of length 1 with n vertices and Y is the space of arc length
parametrisations of unit length curves with finite energy F .
This convergence is modeled in such a way that it allows the convergence of minimizers
and even almost minimizers.
Theorem 1.9 (Convergence of minimizers, [Dal93, Corollary 7.17, p. 78]).
Let Fn,F : X → R with Fn Γ→ F . Let εn > 0, εn → 0 and xn ∈ X with | inf Fn−Fn(xn)| ≤ εn.
If xn → x then
F(x) = inf F = lim
n→∞Fn(xn).
In order to use this result in our application, where we want to show that minimizers of
the discrete functionals Fn converge to minimizers of the “smooth” functional F , we do need
Fn Γ→ F as well as an additional compactness result to show that there is a subsequence
xnk → x with x ∈ X. If we can only show the lim sup inequality for a subset, for example for
all smooth curves, we still have:
Lemma 1.10 (Convergence of minimizers).
Let Fn,F : X → R, Y ⊂ X. Assume that xn → x implies F(x) ≤ lim infn→∞ Fn(xn) and that
for every y ∈ Y there is are yn ∈ X with lim supn→∞ Fn(yn) ≤ F(y). Let |Fn(zn)−infX Fn| →
0 and zn → z ∈ X. Then F(z) ≤ lim infn→∞ infX Fn ≤ infY F .
Proof. Let y ∈ Y and yn → y with lim supn→∞ Fn(yn) ≤ F(y). Then
F(z) ≤ lim inf
n→∞ Fn(zn) = lim infn→∞ infX Fn ≤ lim infn→∞ Fn(yn) ≤ lim supn→∞ Fn(yn) ≤ F(y).
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Local Properties
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Chapter 2
Wald’s Theorem for Curves
In this chapter we investigate properties of the Menger curvature, show regularity properties
of sets of positive thickness and prove an analog to Wald’s Theorem for curves.
2.1 Menger Curvature and the One-dimensional Wald
Theorem
Lemma 2.1 (Existence of Menger curvature implies finite inverse thickness).
Let (X, d) be a continuum such that the Menger curvature κM (p) exists for all p ∈ X. Then
1
∆[X]
<∞.
Proof. Step 1 For all p ∈ X there exists an εp > 0 such that for all pairwise distinct
u, v, w ∈ Bεp/2(p) we have κ(u, v, w) ≤ 2κM (p), because else there would be a sequence
((un, vn, wn))n∈N of pairwise disjoint un, vn, wn, converging to p with 2κM (p) < κ(un, vn, wn).
Hence κ(un, vn, wn) 6→ κM (p), which contradicts our hypothesis.
Step 2 By Lebesgue’s covering Lemma we obtain a δ > 0 such that (Bδ(p))p∈X is a refinement
of (Bεp/2(p))p∈X and hence, as continuous functions assume their supremum and infimum on
compact spaces, we have
κ(p, v, w) ≤ 2 max
X
κM <∞ for all p ∈ X and for all pairwise disjoint v, w ∈ Bδ(p)\{p}.
If d(v, w) ≥ δ we know that r(p, v, w) ≥ δ/2 for all p ∈ X\{v, w} and consequently κ(p, v, w) ≤
2/δ. Thus,
1
∆[X]
= sup
u,v,w∈X
u 6=v 6=w 6=u
κ(u, v, w) ≤ 2 max{max
X
κM , δ
−1} <∞.
Now, we want to show that a continuum with finite inverse thickness possesses a certain
topological regularity, i.e., it is an arc or a closed curve. In order to prove this we employ the
characterisation of arcs and closed curves given in [BM70, Corollary, p. 473], see Corollary
1.1. This means, we have to show that continua with finite inverse thickness cannot have
ramification points. Further regularity properties for curves, hypersurfaces and general sets
of positive thickness in Rd can be found in [Fed59, CKS02, GMS+02, GdlL03, Lyt04,
SvdM05, SvdM06, Sch12].
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Lemma 2.2 (Topological regularity obtained from finite inverse thickness).
Let (X, d) be a metric space with ∆[X]−1 <∞. Then X has no ramifications points. If X is
a continuum it is either an arc or a closed curve and thus a topological 1-manifold.
Proof. Step 1 We first prove that there exists an ε > 0 with #∂Bδ(p) ≤ 2 for all p ∈ X
and all δ ≤ ε. Assume that this is not the case. Then for all n ∈ N there exists pn ∈ X
and rn ≤ 1/n such that #∂Brn(pn) ≥ 3. This means, we find u(n), v(n), w(n) ∈ X mutually
distinct with
d(pn, u(n)) = d(pn, v(n)) = d(pn, w(n)) = rn.
For u(n), v(n), pn and c(n) := d(u(n), v(n)) we have
1
r(u(n), v(n), pn)
(1.1)
=
√
(2rn + c(n))(2rn − c(n))c(n)2
r2nc(n)
=
√
4r2n − c(n)2
r2n
≤ 1
∆[X]
<∞.
Hence there is N˜ such that
√
4−∆[X]−2r2nrn ≤ c(n) = d(u(n), v(n)) for all n ≥ N˜ . The
same argument also works for 1/r(u(n), w(n), pn) and 1/r(v(n), w(n), pn), so that for ε > 0
there exists an N(ε) > 0 with
(2− ε)rn ≤ d(u(n), v(n)), d(u(n), w(n)), d(v(n), w(n)) ≤ 2rn for all n ≥ N(ε).
Choosing ε = 12 yields for all n ≥ N( 12 ) that
1
r(u(n), v(n), w(n))
≥
√
(3(2− ε)rn)(2(1− ε)rn)3
8r3n
=
√
3
2
√
2
√
(2− ε)(1− ε)3 1
rn
→∞,
which contradicts ∆[X]−1 <∞ and therefore proves the claim of the first step.
Step 2 Assume that X has a ramification point x0 ∈ X. We then have
¬(∃ local base U of x0 : ∀U ∈ U : #∂U ≤ 3− 1 = 2),
which means that for all local bases U of x0 there exists a U ∈ U such that #∂U ≥ 3. Since
{Br(x0) | r ≤ R} is a local base of x0 for all R > 0 there is a monotonically decreasing
sequence (rn)n∈N with limn→∞ rn = 0 such that ∂Brn(x0) ≥ 3. This contradicts Step 1, so
that X has no ramifications points.1 From [BM70, Corollary, p. 473] we infer that if X is a
continuum, it is either an arc or a closed curve. Therefore X is locally homeomorphic to R
and hence a topological 1-manifold. As a consequence of [BM70, Theorem 10.1, p. 320] X
has finite length.
In Rd the previous lemma is quite obvious, since having a ramification point means that
every small sphere about this point contains at least three points and hence the inverse
circumradius of these three points is at least as large as the inverse radius of the sphere, so
that inverse thickness is equal to infinity. In a general metric space, however, this particular
conclusion does not hold, as we see in Lemma 3.7.
A set X ⊂ Rd is called Ck,α n-rectifiable if, except for a subset of Hn measure zero, this
set is contained in the countable union of Ck,α(Rn,Rd) functions.
Lemma 8 (Higher order rectifiability obtained from finite inverse thickness).
Let X ⊂ Rd be a set with 1∆[X] < ∞. Then for every x ∈ Rd and every R > 0 holds
H1(X ∩BR(x)) <∞, dimH(X) ≤ 1, H1|X is a Radon measure and every bounded subset of
X is contained in a finite number of nonintersecting (neither self-intersecting nor intersecting
with each other) C1,1 curves, especially X is C1,1 1-rectifiable.
1In the terminology of Menger such a space is called a regular curve with all points of order smaller or equal
to 2.
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2.1 Menger Curvature and the One-dimensional Wald Theorem
Proof. As ∆[X] = ∆[X] we might without loss of generality assume that X is closed. By
considering BN (0)∩X for N ∈ N we might assume that X is compact. In [CKS02, Lemma 4]
is was shown that the secant map of a set with finite inverse thickness is Lipschitz continuous.
Actually, the Lemma there was only formulated for curves, but the proof also works for
arbitrary sets. This means we are exactly in the setting of [Pil11, Theorem 1.1], which yields
that X is contained in a finite number of nonintersecting C1,1 curves. This clearly implies the
other properties.
Lemma 2.3 (Existence of Menger curvature for smooth curves).
Let I be a compact interval and γ ∈ C2(I,R3) be simple and parametrised by arc length. Then
for X = γ(I) with curvature κ(t) and all t ∈ I holds
κ(t) = κM (γ(t)).
Proof. Some parts of this proof are taken from [Her86, p. 36ff.]. Let t ∈ I and ui, vi, wi ∈ I
pairwise disjoint with ui, vi, wi → t. We then have
κ(γ(ui), γ(vi), γ(wi)) = 2
|(γ(ui)− γ(vi)) ∧ (γ(wi)− γ(vi))|
|γ(ui)− γ(vi)||γ(vi)− γ(wi)||γ(wi)− γ(ui)| . (2.1)
Note that for k = 1, 2, 3 and some ξi,k ∈ ui + [0, 1](vi − ui) holds
γk(ui)− γk(vi)
ui − vi =
γk(vi) + (ui − vi)γ′k(ξi,k)− γk(vi)
ui − vi → γ
′
k(t).
Using the fundamental theorem of calculus and substituting s = vi + x(ui − vi) gives
γ(ui)− γ(vi) =
∫ ui
vi
γ′(s) ds =
∫ 1
0
(ui − vi)γ′(vi + x(ui − vi)) dx.
Doing the same for
y = [vi + x(wi − vi)] + z([vi + x(ui − vi)]− [vi + x(wi − vi)])
= vi + x(wi − vi) + zx(ui − wi),
yields
γ′(vi + x(ui − vi))− γ′(vi + x(wi − vi)) =
∫ vi+x(ui−vi)
vi+x(wi−vi)
γ′′(y) dy
=
∫ 1
0
x(ui − wi)γ′′(vi + x(wi − vi) + zx(ui − wi)) dz.
Using the previous formulas to rewrite the numerator in (2.1) we obtain
(γ(ui)− γ(vi)) ∧ (γ(wi)− γ(vi))
=
(∫ 1
0
(ui − vi)
[
γ′(vi + x(wi − vi)) +
∫ 1
0
x(ui − wi)γ′′(vi + x(wi − vi)
+ zx(ui − wi)) dz
]
dx
)
∧
(∫ 1
0
(wi − vi)γ′(vi + α(wi − vi))dα
)
=
(∫ 1
0
(ui − vi)
[ ∫ 1
0
x(ui − wi)γ′′(vi + x(wi − vi) + zx(ui − wi)) dz
]
dx
)
∧
(∫ 1
0
(wi − vi)γ′(vi + α(wi − vi))dα
)
= (ui − vi)(ui − wi)(wi − vi)
(∫ 1
0
∫ 1
0
xγ′′(ϕi(x, z)) dz dx
)
∧
(∫ 1
0
γ′(ψi(α))dα
)
.
31
2 Wald’s Theorem for Curves
Since ϕi, ψi map into conv({ui, vi, wi}) ⊂ I we have ‖γ′‖L∞(I,R3), ‖γ′′‖L∞(I,R3) as dominating
integrable functions. Therefore, by using Lebesgue’s dominated convergence theorem,
lim
i→∞
κ(γ(ui), γ(vi), γ(wi))
= lim
i→∞
∣∣∣∣∣∣
2(ui − vi)(ui − wi)(wi − vi)
( ∫ 1
0
∫ 1
0
xγ′′(ϕi(x, z)) dz dx
)
∧
( ∫ 1
0
γ′(ψi(α))dα
)
|γ(ui)− γ(vi)||γ(vi)− γ(wi)||γ(wi)− γ(ui)|
∣∣∣∣∣∣
=
|2 ∫ 1
0
xγ′′(t) dx ∧ γ′(t)|
|γ′(t)|3 =
|γ′′(t) ∧ γ′(t)|
|γ′(t)|3 = κ(t).
In [BM70, Theorem 10.5, p. 340] the previous result is proven for C3 curves. A similar
result for W 2,1(I,R3) curves can be found in [SvdM03, Lemma 7], however, at the cost of
having to control the rate at which the points in the limit of the definition of κM converge.
This has to be done in order to obtain nicely shrinking sets, so that Lebesgue’s differentiation
theorem can be used. Furthermore, the above-mentioned result shows that if classic and
Menger curvature of a curve of class W 2,1 exist they coincide.
Now, we are able to prove Wald’s Theorem for curves.
Theorem 2.4 (One-dimensional Wald theorem).
Let (X, d) be a continuum such that the Menger curvature κM (p) exists for all p ∈ X. Then
• X is a topological 1-manifold,
• X is a curve, i.e. either an arc or a closed curve, in other words there exists a homeo-
morphism ϕ : [0, 1]→ X or ϕ : S1 → X,
• for every p ∈ X there exists a neighbourhood Up of p, an open interval Ip, a simple
arc length curve γp ∈ C2(Ip,R2) and a homeomorphism ϕp : Up → γp(Ip) such that the
unsigned curvature κ of the curve γp is given by
κM (q) = κM (ϕp(q)) = κ(γ
−1
p (ϕp(q))) for all q ∈ Up,
• if X is an arc we can even find a global homeomorphism with the properties of the
previous item, i.e. there is a closed interval I, γ ∈ C2(I,R2) and a homeomorphism
ϕ : X → γ(I) := Y such that
κXM = κ
Y
M ◦ ϕ,
• X has finite length, i.e. one-dimensional Hausdorff measure.
Proof. By Lemma 2.1 and Lemma 2.2 the first two and the last item hold. As κM is continuous,
see Lemma 1.4, and X is compact there exists K := maxX κM . In case X is an arc, we can
clearly find a homeomorphism ψ : [0, 1/K]→ X. Then κXM ◦ ψ : [0, 1/K]→ R is continuous
and hence, by the fundamental theorem of plane curves,
γ : [0, 1/K]→ R2, t 7→
∫ t
0
ei
∫ u
0
(κXM◦ψ)(v)dvdu
is the arc length parametrisation of a plane curve in C2([0, 1/K],R2) such that κ(t) = κXM (ψ(t)).
As max[0,1/K] κ = K, we know that γ is simple, since for s < t holds
d
dt
|γ(t)− γ(s)|2 = 2
∫ t
s
(
1 +
∫ t
u
∫ u
v
〈γ′′(v), γ′′(w)〉dw dv
)
du
≥ 2(t− s)(1− K
2
6
(t− s)2) > 0.
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2.2 Regularity of Plane Curves with Existing κM
According to Lemma 2.3 we know κ(t) = κ
γ(I)
M (γ(t)) and hence κ(t) = κ
γ(I)
M (γ(t)) = κ
X
M (ψ(t)),
or if we denote by ϕ the homeomorphism ϕ := γ ◦ψ−1 then κ(γ−1(ϕ(q))) = κM (ϕ(q)) = κM (q)
for all q ∈ X. In case we have a closed curve we repeat this argument for a small enough open
neighbourhood Up of every point p.
For of a closed curve we cannot guarantee that we find a global homeomorphism ϕ such that
κXM = κ
Y
M ◦ ϕ. A simple example that illustrates this is the Riemannian circle, a circle in R2
equipped with the intrinsic metric of the circle, which has circumradius r ≡ ∞ for all triplets
and hence κM = 0, but clearly there is no closed curve in R2 homeomorphic to X such that
κ ≡ 0. Additionally, it is not clear that for a given periodic function the corresponding curve,
obtained via the fundamental theorem of plane curves, is closed, see for example [AGM08]
for conditions on the function that ensure this. The example of the Riemannian circle also
shatters all hope for a Fenchel like theorem for Menger curvature.
In [BM70, Theorem 10.1, p. 320] it was already shown that the existence of κM implies
that a continuum is either a rectifiable closed curve or a rectifiable arc, which would render
the use of Lemma 2.2 in the proof of Theorem 2.4 redundant, were it not for the fact that this
result covers a larger class and is of independent interest.
For the Alt curvature κA the analog of Theorem 2.4 is false. In [Blu70, Chapter II, §30, p.
76] this is illustrated by the space X = ([−1, 1]× {0}) ∪ ({0} × [0, 1]) with the intrinsic metric,
i.e. the distance of two points is the length of the shortest curve connecting these two points.
Here κA(x) = 0 for all x ∈ X, but clearly X is no topological 1-manifold.
2.2 Regularity of Plane Curves with Existing κM
Proposition 2.5 (Planar curves where κM exists are simple C
2 curves).
Let γ ∈ C0,1(I,R2) be the arc length parametrisation of a curve with L := H1(γ(I)) <∞ such
that κM (p) exists for all p ∈ γ([0, L]). Then γ is simple and γ ∈ C2([0, L],R2).
Proof. The fact that γ a simple curve is a direct consequence of Theorem 2.4. By Lemma 2.1 we
know that the inverse thickness of the curve is finite. Hence versions of [GMS+02, Lemma 2] or
[GdlL03, Lemma 3] for non closed curves imply γ ∈ C1,1([0, L],R2), i.e. γ ∈W 2,∞([0, L],R2).
Fix a representative γ′′ and denote the Lebesgue points of γ′′ by J . As κM is continuous and
|κ±(t)| = κM (γ(t)) for all t ∈ J by the remark after Lemma 2.3, the following signed Menger
curvature
κ±M : [0, L]→ R, t 7→

κM (γ(t)), ∃ε > 0 : κ±(Bε(t) ∩ J) > 0,
0, κM (γ(t)) = 0,
−κM (γ(t)), ∃ε > 0 : κ±(Bε(t) ∩ J) < 0,
is well defined, continuous and coincides with κ± on J . By the standard fundamental theorem
of plane curves there is a unique arc length curve η ∈ C2([0, L],R2) such that η(L/2) = γ(L/2),
γ′(L/2) = η′(L/2) and κ±η = κ
±
M on [0, L]. Since κ
±
γ = κ
±
M a.e. Lemma 2.6 gives η = γ.
One might suspect that the existence of κM a.e. implies that the curve is of class C
1,1.
But clearly this is false, as can be seen by considering the graph of |·| : [−1, 1]→ R, which has
κM (p) = 0 except at p = (0, 0), yet the arc length parametrisation is only Lipschitz. Therefore,
it is essential to assume that κM exists (and is finite) for all p ∈ X.
Corollary 2 (Plane continua where κM ex. are C
2 curves).
Let C ⊂ R2 be a continuum such that κM (p) exists for all points p ∈ C. Then there is a simple
curve γ ∈ C2(D,R2), D ∈ {[0, L],S1} with γ(D) = C.
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Proof. By Lemma 2.4 we know that C is either an arc or a closed curve. Without loss of
generality we assume that C is an arc; else we can decompose the closed curve into two
overlapping arcs. Then we know that C can be parametrised by an arc length parametrisation
γ ∈ C0,1([0, L],R2) of finite length, so that the proposition is a consequence of Proposition
2.5.
We should remark that the results of Section 2.2 were already the topic of [HA31], which,
in our opinion, contains a mistake regarding the computation of a limit
lim
(xn,yn)→(p,p)
as lim
xn→p
lim
yn→p
,
as well as some other confusion regarding limits. This might be the reason why these results
are neither mentioned in [BM70, Chapter 10] nor [Blu70, Chapter III]. In [Alt32] it seems
that similar results were obtained for curves that are locally graphs, but – again – curiously
neither of these results is mentioned in the books above.
2.A Fundamental Theorem of Planar Sobolev Curves
Lemma 2.6 (Fundamental theorem of planar curves for Sobolev functions).
Let I = (a, b), a < b, a, b ∈ R and f ∈ Lp(I,R), p ∈ [1,∞], t0 ∈ I¯, x0 ∈ R2, w0 ∈ S1. Then
there is a unique curve γ ∈W 2,p(I,R2) parametrised by arc length such that
κ± = f a.e. on I, γ(t0) = x0 and γ′(t0) = w0. (2.2)
Proof. Step 1 The function θ : I → R, t 7→ θ0 +
∫ t
t0
f(s) ds is in W 1,p(I). Set
γ : I → R2, t 7→ x0 +
∫ t
t0
(cos(θ(s)), sin(θ(s))) ds.
By the characterisation of absolutely continuous functions hold
γ′(t) = (cos(θ(t)), sin(θ(t)))
and because sin, cos ∈ C0,1(R) we obtain γ′ ∈W 1,p(I,R2), so that γ ∈W 2,p(I,R2) and
γ′′(t) = θ′(t)(− sin(θ(t)), cos(θ(t))) = f(t)(− sin(θ(t)), cos(θ(t))) a.e. on I.
If we choose θ0 such that γ
′(t0) = w0 we have constructed a curve γ ∈ W 2,p(I,R2) that is
parametrised by arc length, with γ(t0) = x0, γ
′(t0) = w0 and curvature
κ± = 〈Jγ′, γ′′〉 = 〈(− sin(θ), cos(θ)), f · (− sin(θ), cos(θ))〉 = f,
almost everywhere on I, where J is defined by J(x, y) = (−y, x).
Step 2 Every arc length parametrised solution of the Cauchy problem (2.2) satisfies the weak
Frenet equations γ′′ = κ±Jγ′ almost everywhere. For γ = (u, v) the system takes the form
u′′ = −κ±v′ and v′′ = κ±u′ a.e. on I.
Set w0 = (u0, v0). By integrating we obtain
u′(t) = u0 −
∫ t
t0
κ±(s)v′(s) ds and v′(t) = v0 +
∫ t
t0
κ±(s)u′(s) ds.
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Let γ = (u, v) and η = (U, V ) be solutions of (2.2), which are parametrised by arc length.
Then
u′(t)− U ′(t) =
∫ t
t0
κ±(s)(V ′(s)− v′(s)) ds and v′(t)− V ′(t) =
∫ t
t0
κ±(s)(u′(s)− U ′(s)) ds.
Now,
‖u′ − U ′‖L∞((t0,t0+T )) ≤ ‖v′ − V ′‖L∞((t0,t0+T ))
∫ t0+T
t0
|κ±(t)|dt,
‖v′ − V ′‖L∞((t0,t0+T )) ≤ ‖u′ − U ′‖L∞((t0,t0+T ))
∫ t0+T
t0
|κ±(t)|dt,
for 0 < T ≤ b− t0 and analogously for 0 < T ≤ t0 − a. Let ε > 0. As the integral is absolutely
continuous there is an T = T (ε) such that
‖u′ − U ′‖L∞((t0,t0+T )) ≤ ‖v′ − V ′‖L∞((t0,t0+T ))ε ≤ . . . ≤ ‖u′ − U ′‖L∞((t0,t0+T ))ε2n
for all n ∈ N, or in other words u′ = U ′ and v′ = V ′ a.e. on (t0, t0 + T ). A straightforward
bootstrapping argument, which involves covering I with a finite number of overlapping intervals
of length T and repeatedly making the argument above – for appropriate boundary values
from the previous interval – shows that u′ = U ′ and v′ = V ′ almost everywhere on I and by
continuity of these functions everywhere on I. This means we have shown that all solutions γ
to (2.2) have identical derivatives γ′ = g ∈ C0(I¯ ,R2). Therefore γ is a solution to the Cauchy
problem γ′ = g and γ(t0) = x0, which has a unique solution γ ∈ C1(I¯ ,R2) ⊃W 2,p(I,R2).
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Chapter 3
Characterisation of Inner
Product Spaces
This chapter deals with a space, consisting of four points, that is not embeddable in
inner product spaces and a characterisation of inner product spaces in terms of the maximal
circumradius of spheres. The results of this chapter already appeared in [Sch13].
3.1 A Characterisation of Inner Product Spaces in Terms
of the Maximal Circumradius of Spheres
Let (X, ‖·‖) be a normed real vector space. We call (X, ‖·‖) an inner product space, or short
ips, if there exists an inner product 〈·, ·〉 on X, which induces the norm, i.e. ‖x‖ = √〈x, x〉 for
all x ∈ X. If there exists no such inner product on X, we call (X, ‖·‖) a non inner product
space, or short nips. We refer to a sphere ∂Br(x0) as being degenerate if there are points
u, v, w ∈ ∂Br(x0), such that r(u, v, w) > r.
Proposition 3.1 (Characterisation of ips via Euclidean four-point property).
Let (X, ‖·‖X) be a normed vector space. Then the following are equivalent
1. (X, ‖·‖X) is an inner product space,
2. there exists an inner product space (V, ‖·‖V ) such that (X, ‖·‖X) is isometrically embed-
dable in (V, ‖·‖V ),
3. all sets F = {u, v, w, x} ⊂ X are isometrically embeddable in (R3, ‖·‖2),
4. for all sets F = {u, v, w, x} ⊂ X there exists an inner product space (V (F ), ‖·‖V (F )) in
which F is isometrically embeddable.
Proof. Clearly 1. implies 2. and 3. implies 4.. The implication 2.⇒3. is a consequence of
the fact that the Euclidean four-point property of [Wil32], see also [Day62, (e4pp-0), p.
116], holds for inner product spaces. The implication 4.⇒1. follows from the fact that the
parallelogram law characterises ips.
It is kind of surprising that although any three points in a pseudometric space can be
isometrically embedded in the plane, in any nips there are four points which cannot be
isometrically embedded into any inner product space. We show that these four points may
consist of three points on the boundary of a ball and the centre of the ball. We refer the reader
to [YZ84] for more complicated examples and conditions on sets which cannot be isometrically
embedded in any Hilbert space.
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Example 3.2 (Four points not isometrically embeddable in ips).
Consider the Banach space (R2, ‖·‖∞) and
θ := (0, 0), u := (0, 1), v := (1, 0),−v = (−1, 0) ∈ R2.
The set {θ, u, v,−v} cannot be isometrically embedded into any inner product space since
the vectors u, v do not satisfy the parallelogram law. Alternatively, one can easily check that
r(u, v,−v) =∞ and apply the following Lemma 3.3.
In Lemma 3.7 in the appendix we continue this example and show that we find points of
arbitrary circumradius on any sphere in (R2, ‖·‖∞).
Lemma 3.3 (Embedding of three points on a sphere and their center).
Let (X, d) be a metric space and x0, u, v, w ∈ X mutually distinct points such that d(x0, x) = r
and r > 0 for all x ∈ {u, v, w}. Then {x0, u, v, w} is isometrically embeddable in 3-dimensional
Euclidean space – which incidentally is the same as being isometrically embeddable in any
inner product space – if and only if r(u, v, w) ≤ r.
Proof. Without loss of generality we start by embedding the three points {u, v, w} isomet-
rically in the xy plane in R3 with a mapping ϕ such that the center of the circumcircle of
ϕ(x), ϕ(y), ϕ(z) is the origin; now we have to investigate wether ϕ can be extended isometrically
to x0, i.e. if ϕ(u), ϕ(v), ϕ(w) ∈ ∂Br(ϕ(x0)).
Case 1 If r(u, v, w) ≤ r we can place ϕ(x0) = (0, 0,
√
r2 − r(u, v, w)2) in the appropriate
distance along the z-axis.
Case 2 If r < r(u, v, w) < ∞ the distance r, where ϕ(x0) would have to be placed, if we
expect our embedding to be isometrically, is too short to reach the z-axis.
Case 3 If r(u, v, w) =∞ the mutually distinct points ϕ(u), ϕ(v), ϕ(w) lie on a straight line.
In Euclidean space a line can intersect a sphere in at most two points and hence there is no
a ∈ R3 with ϕ(u), ϕ(v), ϕ(w) ∈ ∂Br(a).
Lemma 3.4 (All spheres in non inner product spaces are degenerate).
Let (X, ‖·‖) be a normed vector space, which is a non inner product space. Then for all x0 ∈ X
and all r > 0 there exist mutually distinct u, v ∈ ∂Br(x0) such that r(u, v,−v) > r.
Proof. Without loss of generality we can assume x0 = 0, because we can always translate by
−x0. From [Day47, Theorem 2.1] we know that for each r > 0 there are vectors u, v ∈ ∂Br(0)
such that
‖u+ v‖2 + ‖u− v‖2 6= 2‖u‖2 + 2‖v‖2 = 4r2,
so that the points {0, u, v,−v} are not isometrically embeddable in any inner product space.
Considering Lemma 3.3 we have r < r(u, v,−v).
Lemma 3.5 (Supremum is attained).
Let (V, ‖·‖) be an inner product space, dimV = 2. Then for x0 ∈ V , r > 0 and all pairwise
distinct u, v, w ∈ ∂Br(x0) we have r(u, v, w) = r.
Proof. Since ∂Br(x0) = x0 + ∂Br(0) and r(u, v, w) = r(u+ x0, v + x0, w + x0) we can assume
without loss of generality that x0 = 0. Now, V is a two-dimensional inner product space,
which is isometrically isomorphic to the Euclidean plane (R2, ‖·‖2), as can easily be seen by
choosing an orthonormal basis (b1, b2) of V and noting that ϕ : αb1 + βb2 7→ (α, β) is an
isometric isomorphism. Since the circumradius only depends on the distances of points we
have r(x, y, z) = r(ϕ(x), ϕ(y), ϕ(z)) = r.
To shorten notation we abbreviate
S(M) := sup
u,v,w∈M
u6=v 6=w 6=u
r(u, v, w) ∈ (0,∞]
for a nonempty subset M of a metric space (X, d).
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Theorem 3 (Characterisation of ips via circumradius).
Let (X, ‖·‖) be a normed vector space, dimX ≥ 2. The following items are equivalent
1. (X, ‖·‖) is an inner product space,
2. for all x0 ∈ X and all r > 0 we have S(∂Br(x0)) = r,
3. there exists x0 ∈ X and r > 0 such that S(∂Br(x0)) = r.
Proof. We start by proving 1.⇒2.. If (X, ‖·‖) is an inner product space then S(∂Br(x0)) ≤ r
by Lemma 3.3 and “=” by Lemma 3.5. The implication 2.⇒3. is trivial. The implication
3.⇒1. follows from Lemma 3.4.
Taking the risk of repeating ourselves, we want to spell out, how one could go about in
finding out if a normed space is an inner product space.
Corollary 3.6 (Computing a single S(∂Br(x0)) decides about ips or nips).
Let (X, ‖·‖) be a normed vector space, dimX ≥ 2 and x0 ∈ X, r > 0. Then S(∂Br(x0)) ≥ r
and
• if r = S(∂Br(x0)) then (X, ‖·‖) is an inner product space,
• if r < S(∂Br(x0)) then (X, ‖·‖) is a non inner product space.
Proof. Direct consequence of Theorem 3.
3.A Geometry in (R2, ‖·‖∞)
Lemma 3.7 (Circumradius of points on spheres in (R2, ‖·‖∞)).
We consider the Banach space (R2, ‖·‖∞). Let x0 ∈ R2 and ρ > 0. For all d ∈ (0,∞] exist
u, v, w ∈ ∂Bρ(x0) such that r(u, v, w) = d.
Proof. Without loss of generality we can assume x0 = 0. By scaling, i.e. r(cu, cv, cw) =
cr(u, v, w) for c > 0, we only have to verify our claim for, say, ρ = 1.
Step 1 Choose u = (−1, 1− s), v = (−1 + s, 1) and w = (−1, 1) for s ∈ (0, 2). If we embed
u, v, w isometrically in the Euclidean plane we get an equilateral triangle with side lengths s,
whose circumradius is given by
r(u, v, w) =
s3√
3s4
=
s√
3
,
so that we proved the proposition for d ∈ (0, 2/√3).
Step 2 Choose u = (−1, 1− s), v = (1, 1− s) and w = (0, 1) for s ∈ (1, 2]. By isometrically
embedding these points in the Euclidean plane we get an isosceles triangle with side lengths
s, s and 2 such that
r(u, v, w) =
2s2√
(2 + 2s) · 2 · 2 · (−2 + 2s) =
s2
2
√
s2 − 1 ,
which proves the proposition for d ∈ [2/√3,∞). The remaining case r(u, v, w) = ∞ was
already treated in Example 3.2.
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Part II
Integral Properties
41

Chapter 4
Topological Regularity
The question that is pondered in the present chapter is which topological regularity, i.e.
avoidance of ramification points, the finiteness of Up or Ip imposes on a metric space.
4.1 Topological Regularity
Before, in Lemma 2.2, we already have seen that a metric space with finite inverse thickness
cannot have any ramification points. The aim of this chapter is to prove the analogous result
for the energies Up and Ip.
Lemma 4.1 (Up inhibits ramification points for p ≥ 1).
Let (X, d) be a metric space. If p ≥ 1 and Up(X) <∞ then X has no ramification points.
Proof. Assume that x0 is a ramification point. According to Lemma 4.7 there is an r0 > 0
such that for all r ∈ (0, r0) there are mutually distinct points x(r), y(r), z(r) ∈ ∂Br(x0). For
ρ < r0 we set
Iρ :=
{
x ∈ Bρ(x0) | for r := d(x, x0)∃u ∈ {x(r), y(r), z(r)}\{x} : r(x, u, x0) < 2 · 7−1/2r
}
and Jρ := Bρ(x0)\Iρ. Let r < ρ. In case ∂Br(x0) ∩ Iρ 6= ∅ we find u(r) ∈ ∂Br(x0) such that√
7
2
1
r ≤ κG(u(r)). So let ∂Br(x0) ∩ Iρ = ∅, then x(r), y(r), z(r) ∈ Jρ. Now,
1
r(x(r), y(r), x0)
=
√
(2r + c(r))(2r − c(r))c(r)2
r2c(r)
=
√
4r2 − c(r)2
r2
,
if we write c(r) := d(x(r), y(r)). Hence,
4r2 − c(r)2 ≤
(71/2
2
)2
r2 ⇒
(
4− 7
4
)1/2
r =
3
2
r ≤ c(r)
and accordingly for d(y(r), z(r)) and d(z(r), x(r)), i.e.
3
2
r ≤ d(x(r), y(r)), d(y(r), z(r)), d(z(r), x(r)) ≤ 2r. Thus 3
8
√
2
1
r
≤ 1
r(x(r), y(r), z(r))
.
In any case we find for each r < r0 a u(r) ∈ ∂Br(x0) and distinct v(r), w(r) ∈ X\{u(r)} such
that
C
r
≤ 1
r(u(r), v(r), w(r))
≤ κG(u(r)),
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for C := min{√7/2, 3/(8√2)} = 3/(8√2). For ρ < r0 we set
X(ρ) := {u(r) | r ∈ (2−1ρ, ρ)}.
Then 2−1ρ ≤ H1(Xρ) by Theorem 1.2 and consequently
Up(X) ≥
∞∑
i=1
∫
X(2−ir0)
κpG(x) dH1(x) ≥
∞∑
i=1
∫
X(2−ir0)
( C
2−ir0
)p
dH1(x)
=
∞∑
i=1
H1(X(2−ir0))
( C
2−ir0
)p
≥
∞∑
i=1
2−(i+1)r0
( C
2−ir0
)p
≥ Cpr1−p0
∞∑
i=1
2(p−1)i−1 =∞,
for p ≥ 1.
Recall that by A∆B we denote the symmetric difference of the two sets A and B.
Lemma 4.2 (Region of larger circumradius).
Let x, y ∈ R2, x 6= y, r ≥ d(x, y) and Bi := Br(mi), i ∈ {1, 2} the two discs with x, y ∈ ∂Bi.
Then
r(x, y, z)

< r, z ∈ B1∆B2,
= r, z ∈ (∂B1 ∪ ∂B2)\{x, y},
> r, z ∈ R2\(B1∆B2).
Proof. The proposition is quite clear if one takes a look at Figure 4.1 and draws circles with
radius larger and smaller than r that also contain x and y.
Figure 4.1: The grey region shows {r(x, y, z) < r}.
Lemma 4.3 (Alternative for points on different concentric spheres in ips).
Let (X, d) be a metric space with the Euclidean four-point property,1 x0 ∈ X,
µ ∈ (
√
2, 2), λ−R < ρ < min{λ+, 1}R,
for R > 0, where
λ± :=
µ±
√
µ2 − 2
2
.
Let a ∈ ∂Bρ(x0) and x, y, z ∈ ∂BR(x0) mutually distinct. For r ∈ [2/
√
4− µ2R,∞) one of
the following items is true
1For a characterisation of inner product spaces via the Euclidean four-point property see Proposition 3.1.
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• there exists u ∈ {x, y, z} such that r(x0, a, u) ≤ r,
• there exist u, v ∈ {x, y, z}, u 6= v such that we have d(u, v) ≤ √2R.
Proof. First we note that according to the choice of µ the λ± are real. Additionally, λ± solves
λ2 − µλ+ 1
2
= 0
and 0 < λ− < 1 as well as √
1−
(R
r
)2
≥
√
1− 4− µ
2
4
=
µ
2
(4.1)
and, since ρ 7→ R2 − µRρ+ ρ2 is convex, we have
R2 − µRρ+ ρ2 ≤ max{R2 − µλ−R2 + λ2−R2, R2 − µλ+R2 + λ2+R2} =
R2
2
. (4.2)
Let a and x, y, z be as specified in the proposition. Assume r < r(x0, a, u) for all u ∈ {x, y, z}.
Let u ∈ {x, y, z}. Embed x0, u and a isometrically in R2 such that x0 = 0 and denote the
corresponding points by the same symbols. Then for ϕ := ](a, 0, u) our assumption implies
r <
d(a, u)
2 sin(ϕ)
⇒ sin(ϕ) < d(a, u)
2r
≤ R
r
,
as a ∈ ∂Bρ(0), u ∈ ∂BR(0) and ρ < R. Consequently, we have to treat the following cases:
Case 1 We have ϕ ∈ [0, arcsin(R/r)] and hence
cos(ϕ) ≥ cos(arcsin(R/r)) =
√
1− (R/r)2 ⇒ 〈a, u〉 ≥ Rρ
√
1− (R/r)2,
so that
〈u− a, u− a〉 = |u|2 − 2〈a, u〉+ |a|2 = R2 − 2〈a, u〉+ ρ2
≤ R2 − 2Rρ
√
1− (R/r)2 + ρ2
(4.1)
≤ R2 − µRρ+ ρ2
(4.2)
≤ R2/2.
Case 2 We have pi − ϕ ∈ [0, arcsin(R/r)] and hence
cos(ϕ) ≤ cos(pi − arcsin(R/r)) = − cos(arcsin(R/r)) = −
√
1− (R/r)2,
which implies 〈a, u〉 ≤ −Rρ√1− (R/r)2, so that
〈u+ a, u+ a〉 = |u|2 + 2〈a, u〉+ |a|2 = R2 + 2〈a, u〉+ ρ2
≤ R2 − 2Rρ
√
1− (R/r)2 + ρ2
(4.1)
≤ R2 − µRρ+ ρ2
(4.2)
≤ R2/2.
One of these two cases appears for two mutually distinct u, v ∈ {x, y, z}, so that by embedding
{x0, a, u, v} isometrically in R3 we obtain
|u− v| ≤ |u− a|+ |a− v| ≤
√
2R or |u− v| ≤ |u+ a|+ |−a− v| ≤
√
2R.
Notation 4.4 (Choice of µ, definition of λ).
We now choose µ := (17 · √2− 1)/12 ≈ 1.92, which gives us
µ ∈ (
√
2, 2), λ− =
3
4
(
√
2− 1), λ+ = 2
3
(
√
2 + 1) > 1,
1 < σ :=
2√
4− µ2 =
24√
34
√
2− 3
< 4.
Additionally, we set λ :=
√
2− 1 < 1.
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Figure 4.2: The two alternatives of Lemma 4.5.
Lemma 4.5 (Alternative for points on different concentric spheres in 4pt. ms.).
Let (X, d) be a metric space with the Euclidean four-point property, x0 ∈ X, R > 0 and
ρ ∈ (λ−R, λR), a ∈ ∂Bρ(x0) and x, y, z ∈ ∂BR(x0) mutually distinct. Then one of the
following is true
• there exists u ∈ {x, y, z} such that r(x0, a, u) ≤ σR,
• there exist u, v ∈ {x, y, z}, u 6= v such that r(a, u, v) ≤ σR.
Proof. Let r = σR and assume that r(x0, a, u) > r for all u ∈ {x, y, z}. Then by Lemma 4.3
there are u, v ∈ {x, y, z}, u 6= v such that d(u, v) ≤ √2R, because three points in a metric
space can always be embedded isometrically in R2. As X has the Euclidean four-point property
we can embed x0, a, u, v isometrically in R3 and we use the same symbols for the corresponding
points in R3. The points a, u, v lie in a plane with distance τ ∈ [0, ρ] from x0. Now, we identify
this plane with R2 and from now on we only work in R2. Then there is a point m ∈ R2 such
that a ∈ ∂Bρτ (m) and u, v ∈ ∂BRτ (m)2 with
ρτ :=
√
ρ2 − τ2 and Rτ :=
√
R2 − τ2.
Let ∂Bi, i ∈ {1, 2} be the two circles with radius r that contain both u and v. Then, as
r > R > ρ, Lemma 4.8 gives Bρτ (0) ⊂ BRτ (0) ⊂ (B1 ∪ B2). Considering Lemma 4.2 we
have to show Bρτ (0) ∩ [B1 ∩B2] = ∅, because then Bρτ (0) ⊂ B1∆B2 and thus r(a, u, v) ≤ r,
as a ∈ ∂Bρτ (0) ⊂ B1∆B2. If we denote by h(t) := t −
√
t2 − (d(u, v)/2)2 the height of the
circular segment with radius t ≥ d(u, v)/2 above the chord connecting u and v with chordlength
d(u, v) =: s we have to prove
h(Rτ ) + h(r) + ρτ < Rτ for all τ ∈ [0, ρ], (4.3)
see Figure 4.3. By noting that h(t) is monotonically decreasing in q we see that
2h(Rτ ) + ρτ < Rτ for all τ ∈ [0, ρ]
suffices. This is equivalent to
2Rτ − 2
√
R2τ −
s2
4
+ ρτ < Rτ ⇔ Rτ + ρτ < 2
√
R2τ −
s2
4
.
2Note that for this it is important that we can embed four points.
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As s ≤ √2R, it is sufficient to prove
Rτ + ρτ < 2
√
R2τ −R2/2,
which is the same as
R2 − τ2 + ρ2 − τ2 + 2
√
R2 − τ2
√
ρ2 − τ2 < 4(R2/2− τ2) = 2R2 − 4τ2.
Subtracting R2 − 2τ2 + ρ2 and squaring both sides gives
4(R2ρ2 −R2τ2 − ρ2τ2 + τ4) = 4(R2 − τ2)(ρ2 − τ2)
< (R2 − 2τ2 − ρ2)2 = (R2 − ρ2)2 − 4τ2(R2 − ρ2) + 4τ4.
Hence 4R2ρ2 < (R2 − ρ2)2 + 8τ2ρ2. It suffices to show
4R2ρ2 < (R2 − ρ2)2 ⇔ 0 < ρ4 − 6R2ρ2 +R4,
which is true if and only if
ρ2 < 3R2 −
√
9R4 −R4 = (3−
√
8)R2 or ρ2 > (3 +
√
8)R2.
Thus, we know that (4.3) is true if ρ < ρ− :=
√
3−√8R = (√2− 1)R = λR.
Figure 4.3: The situation in the proof of Lemma 4.5.
Proposition 4.6 (Ip inhibits ramification points in 4pt. ms. for p ≥ 2).
Let (X, d) be a metric space with the Euclidean four-point property. If p ≥ 2 and we have
Ip(X) <∞ then X has no ramification points.
Proof. Let x0 ∈ X be a ramification point. Using Lemma 4.7 we know that there is R0 > 0
such that for all R < R0 there are pairwise distinct x1(R), x2(R), x3(R) ∈ ∂BR(x0). Now,
Lemma 4.5 says that for all R < R0 and all ρ ∈ (λ−R, λR) there exist
x(R, ρ) ∈ {x1(R), x2(R), x3(R)} and y(R, ρ) ∈ ∂Bρ(x0)
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such that ρG(x(R, ρ), y(R, ρ)) ≤ 4R. If we write
Yi(R) := {y(R, ρ) | ρ ∈ (λ−R, λR), xi(R) = x(R, ρ)}, i ∈ {1, 2, 3}
we have
0 <
√
2− 1
4
R = (λ− λ−)R ≤ H1
( 3⋃
i=1
Yi(R)
)
≤
3∑
i=1
H1(Yi(R)),
thanks to Theorem 1.2, and hence
there exists j(R) ∈ {1, 2, 3} with (λ− λ−)R/3 ≤ H1(Yj(R)(R)).
For
X(R) := {xj(r)(r) | r ∈ (R/2, R)} holds R/2 ≤ H1(X(R))
by Theorem 1.2. Thus, for all R < R0 we have
Ip(X) =
∫
X
∫
X
1
ρG(x, y)p
dH1(y) dH1(x)
≥
∫
X(R)
∫
Yj(d(x0,x))(d(x0,x))
1
ρG(x, y)p
dH1(y) dH1(x)
≥
∫
X(R)
∫
Yj(d(x0,x))(d(x0,x))
(4R)−p dH1(y) dH1(x)
≥
∫
X(R)
H1(Yj(d(x0,x))(d(x0, x)))(4R)−p dH1(x)
≥
∫
X(R)
(λ− λ−)d(x0, x)
3
(4R)−p dH1(x)
≥
∫
X(R)
(λ− λ−)R
6
(4R)−p dH1(x)
≥ H1(X(R)) (λ− λ−)R
6
(4R)−p ≥ R
2
(λ− λ−)R
6
(4R)−p =
(λ− λ−)
3 · 4p+1 R
2−p,
which for p > 2 tends to ∞ as R→ 0. For p = 2 we analogously estimate
Ip(X) =
∫
X
∫
X
1
ρG(x, y)p
dH1(y) dH1(x)
≥
∞∑
k=0
∫
X(2−kR)
∫
Yj(d(x0,x))(d(x0,x))
1
ρG(x, y)p
dH1(y) dH1(x)
≥
∞∑
k=0
λ− λ−
3 · 4p+1 (2
−kR)2−p =∞.
Lemma 4.7 (Cardinality of spheres about ramification points).
Let (X, d) be a metric space and x0 ∈ X a ramification point of X. Then there exists an r0 > 0
such that
3 ≤ #∂Br(x0) for all r < r0.
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Proof. If X has a ramification point x0 then
¬(∃ local base U of x0 : ∀U ∈ U : #∂U ≤ 3− 1 = 2),
which means that for all local bases U of x0 there exists a U ∈ U such that #∂U ≥ 3. This
means there must be an r0 > 0 such that
#∂Br(x0) ≥ 3 for all r < r0,
because otherwise there would exist a monotonically decreasing sequence of rn > 0 converging
to 0 such that #∂Brn(x0) ≤ 2, but {Brn(x0) | n ∈ N} is a local base for x0, so that we would
have ord(p,X) ≤ 2 obviously contradicting ord(p,X) ≥ 3.
Lemma 4.8 (Some plane geometry).
Let s > 0, m ∈ R2, x, y ∈ ∂Bs(m), x 6= y. For s < t and m1,m2 ∈ R2, m1 6= m2 with
x, y ∈ (∂Bt(m1) ∩ ∂Bt(m2)) holds
Bs(m) ⊂ (Bt(m1) ∪Bt(m2)).
Figure 4.4: The situation in the proof of Lemma 4.8.
Proof. Assume m = 0, x = (−a, b), y = (a, b), for a, b ≥ 0. Then a2 + b2 = s2 and
m1 = (0, b+
√
t2 − a2) and m2 = (0, b−
√
t2 − a2).
Let z = (u, v) ∈ Bs(m), i.e. |z| < s.
Case 1 b− v ≤ 0. Then z ∈ Bt(m1) since
|z −m1|2 = u2 + (v − b−
√
t2 − a2)2 = u2 + (v − b)2 − 2(v − b)
√
t2 − a2 + t2 − a2
≤ u2 + v2 − 2vb+ b2 + t2 − a2 < s2 − 2vb+ b2 + t2 − a2
= −2vb+ 2b2 + t2 = 2b(b− v) + t2 ≤ t2.
Case 2 b− v > 0. Then z ∈ Bt(m2) since
|z −m2|2 = u2 + (v − b+
√
t2 − a2)2 = u2 + (v − b)2 + 2(v − b)
√
t2 − a2 + t2 − a2
= u2 + (v − b)(v − b+ 2
√
t2 − a2) + t2 − a ≤ u2 + (v − b)(v + b) + t2 − a
= u2 + v2 − b2 + t2 − a2 < s2 − b2 + t2 − a2 = t2,
as
(v − b+ 2
√
t2 − a2) ≥ v − b+ 2
√
s2 − a2 = v + b.
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Chapter 5
Tangential Regularity
This chapter is concerned with the tangential regularity that the finiteness of the energies
Uαp , Iαp or Mαp imposes on every point of a set in Rd. For this we need lower bounds on the
Hausdorff measure of annuli under certain conditions on the Hausdorff density. Furthermore,
we give some examples and simple properties of the different notions of tangents. Finally, we
show that in some sense these results are optimal an cannot be improved. The results of this
chapter already appeared in [Sch12].
5.1 A Closer Look at Geometric Curvature Energies
Here, we continue our general investigation of integral curvature energies from Section 1.
Later on we often use the contrapositive of the following lemma to show that a set has infinite
curvature energy.
Lemma 5.1 (F(Br)→ 0 if F(X) <∞).
Let (X, d) be a metric space with Hα(X) <∞, α, p ∈ (0,∞), F ∈ {Uαp , Iαp ,Mαp }. If we have
finite energy F(X) <∞ then for all x ∈ X holds
lim
r↓0
F(Br(x)) = 0.
Proof. Let x0 ∈ X and assume that there is a decreasing sequence (rn)n∈N, rn > 0 with
limn→∞ rn = 0 such that F(Brn(x0)) ≥ c > 0 for all n ∈ N. We first note that as Br(x0) ∈
C(Hα) and measures are continuous on decreasing sets Ej if E1 has finite measure [Fal85,
Theorem 1.1, (b), p. 2], we have
lim
n→∞H
α(Brn(x0)) = Hα( lim
n→∞Brn(x0)) = H
α({x0}) = 0.
Let
f ∈
{
x 7→ κpG(x), y 7→
∫
X
κpi (x, y) dHα(x), z 7→
∫
X
∫
X
κp(x, y, z) dHα(x) dHα(y)
}
be the integrand corresponding to F . It can be easily seen that f is measurable by showing
that it is lower semi-continuous, using Lemma 1.5 and Fatou’s Lemma. Furthermore,∫
Brn (x0)
f dHα ≥ F(Brn(x0)) ≥ c > 0.
To conclude the proof we remark that, in order for F(X) = ∫
X
f dHα to be finite, we must
have
∫
Brn (x0)
f dHα → 0, by the Monotone Convergence Theorem. Thus we obtain the desired
contradiction.
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When dealing with subsets of Rd, which in this chapter is always the case from now
on except for Lemma 5.5, we denote the α-dimensional Hausdorff measure on Rd by Hα,
and the α-dimensional Hausdorff measure on X ⊂ Rd, induced by the subspace metric, by
HαX . Additionally Br(x) and Br(x) denote the open and closed balls in Rd. Note that for
A ⊂ X ⊂ Rd we have Hα(A) = HαX(A), but that for example X is trivially HαX measurable,
while X might not be Hα measurable.
Let x ∈ Rd, s ∈ Sd−1 and ε > 0. By Cs,ε(x) we denote the open double cone centred at x
in direction s with opening angle ε, i.e.
Cs,ε(x) := {y ∈ Rd\{x} | min{](y, x, x− s),](y, x, x+ s)} < ε}.
The following lemma offers us the opportunity to include sets with infinite measure in our
subsequent theorems.
Lemma 5.2 (Finite energy implies finite measure on all balls).
Let α ∈ [1,∞), p ∈ (0,∞), F ∈ {Uαp , Iαp ,Mαp } and X ⊂ Rd be a set with F(X) <∞. Then
for all x ∈ Rd and all R > 0 we have Hα(X ∩BR(x)) <∞.
Proof. Assume that this is not the case.
Step 1 We show that there is an x0 ∈ BR(x) with
Hα(X ∩Br(x0)) =∞ for all r > 0. (5.1)
According to our assumption there exist x ∈ Rd and R > 0 such that Hα(X ∩BR(x)) =∞.
By a covering argument, for any n ∈ N there is an xn ∈ BR(x) such that Hα(X ∩B1/n(xn)) =
∞. As BR(x) is compact, there is a subsequence such that xnk → x0 ∈ BR(x). Then
Hα(X ∩Br(x0)) =∞ for all r > 0, because
sup
y∈B1/nk (xnk )
d(x0, y) ≤ d(x0, xnk) +
1
nk
→ 0.
Step 2 For ρ > 0 we can find r = r(ρ) and A := Bρ(x0)\Br(x0) such that Hα(X ∩A) ≥ 3ρ,
because Bρ(x0)\Br(x0) ∈ C(HαX) and by the continuity of measures on increasing sets [Fal85,
Theorem 1.1, (a), p. 2] we have
∞ = Hα(X ∩Bρ(x0)) = HαX(Bρ(x0)) = HαX(Bρ(x0)\{x0})
= HαX(
⋃
n∈NBρ(x0)\B1/n(x0)) = limn→∞HαX(Bρ(x0)\B1/n(x0)).
Then there exists a direction s ∈ Sd−1 and an ε > 0 such that
Hα(X ∩A ∩ Cs,ε(x0)) > 0 and Hα([X ∩A]\Cs,2ε(x0)) > 0, (5.2)
because, by a covering and compactness argument similar to that of Step 1, there is a direction s
such that Hα(X∩A∩Cs,ε(x0)) > 0 for all ε > 0. If we assume that Hα([X∩A]\Cs,2ε(x0)) = 0
for all ε > 0, we obtain a contradiction, because for Nn := [X ∩A]\Cs,1/n(x0) holds
Hα([X ∩A]\L) = Hα
( ⋃
n∈N
Nn
)
≤
∑
n∈N
Hα(Nn) = 0, (5.3)
which implies
3ρ ≤ Hα(X ∩A) = Hα([X ∩A]\L) +Hα(X ∩A ∩ L) = Hα(X ∩A ∩ L) ≤ 2ρ,
where L = x0 + [−ρ, ρ]s. For the last inequality we needed α ∈ [1,∞).
Step 3 Denote by C := X ∩A∩Cs,ε(x0) and C ′ := [X ∩A]\Cs,2ε(x0) the sets from (5.2). By
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Lemma 5.24 we have dist(Lx,y, x0) ≥ sin(ε)r/2 for all x ∈ C and all y ∈ C ′, so that for all
z ∈ Bsin(ε)r/4(x0) we have
dist(Lx,y, z) ≥ dist(Lx,y, x0)− d(z, x0) ≥ sin(ε)r/4
and hence
Mαp (X) ≥
∫
C
∫
C′
∫
X∩Bsin(ε)r/4(x0)
[sin(ε)r/4]p
r2p
dHαX(z) dHαX(y) dHαX(x)
≥ Hα(C)Hα(C ′)Hα(X ∩Bsin(ε)r/4(x0)) [sin(ε)r/4]
p
r2p
(5.1)
= ∞.
For the other energies the argument is similar.
Corollary 5.3 (Finite energy implies that HαX is a Radon measure).
Let α ∈ [1,∞), p ∈ (0,∞), F ∈ {Uαp , Iαp ,Mαp } and X ⊂ Rd be a set with F(X) <∞. Then
HαX is a Radon measure.
Proof. This is a direct consequence of Lemma 5.2.
For α ∈ (0, 1) it can happen that Hα(X) =∞, but F(X) <∞, even F(X) = 0 is possible,
as can be seen by the example of the bounded set X = [0, 1]× {0}. Therefore we have to find
an appropriate version of Lemma 5.2 that takes this into account, but still enables us later on
to draw the same conclusions regarding the tangency properties we want to investigate.
Lemma 5.4 (Consequences of finite energy for α ∈ (0, 1)).
Let α ∈ (0, 1), p ∈ (0,∞), F ∈ {Uαp , Iαp ,Mαp } and X ⊂ Rd be a set with F(X) <∞. For all
x0 ∈ X holds
• there is r > 0 such that Hα(X ∩Br(x0)) <∞, or
• there is a direction s ∈ Sd−1 such that Hα(X\[x0 + Rs]) = 0.
Proof. We can argue as in the proof of Lemma 5.2, because now (the negation of) the additional
second item together with (5.3) yields the contradiction needed to prove the second part of
(5.2).
5.2 Hausdorff Density and Lower Estimates on Annuli
In this subsection we estimate the Hausdorff measure of annuli from below under the
assumption that the densities fulfill certain conditions.
Lemma 5.5 (Simultaneous estimate of annuli).
Let (X, d) be a metric space, α ∈ (0,∞), A,B : (0, ρ)→ P(X), x ∈ X with
0 < Θα∗ (Hα, A(r), x), 0 < Θ∗α(Hα, B(r), x) and Θ∗α(Hα, X, x) <∞.
Then there exists a q0 ∈ (0, 1), a sequence (rn)n∈N with rn > 0 and limn→∞ rn = 0 and a
constant c > 0 such that
crαn ≤ min{Hα(A(rn) ∩Brn(x)\Bq0rn(x)),Hα(B(rn) ∩Brn(x)\Bq0rn(x))}.
Proof. Step 1 By the hypotheses, Θ∗α(Hα, B(r), x) =: δ0/2α−1 > 0 and Θ∗α(Hα, X, x) =:
θ/2α+1 <∞, there are rn > 0 with rn → 0 such that
δ0r
α
n ≤ Hα(B(rn) ∩Brn(x))
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and
Hα(B(rn) ∩Bqrn(x)) ≤ Hα(Bqrn(x)) ≤ θqαrαn for all q ∈ (0, 1).
Together this means that
Hα(B(rn) ∩ [Brn(x)\Bqrn(x)])
≥ Hα(B(rn) ∩Brn(x))−Hα(B(rn) ∩Bqrn(x))
≥ (δ0 − θqα)rαn ≥ δ0rαn/2,
if we choose qα ≤ δ0/(2θ) < 1.
Step 2 As 0 < δ1/2
α−1 := Θα∗ (Hα, A(r), x) we know that for n large enough,
δ1r
α
n ≤ Hα(A(rn) ∩Brn(x)).
Now we can use the argument from Step 1 to obtain
Hα(A(rn) ∩ [Brn(x)\Bqrn(x)]) ≥ (δ1 − θqα)rαn ≥ δ1rαn/2
if we choose qα ≤ δ1/(2θ) < 1.
Step 3 Combining the results from the previous steps we obtain the proposition for q0 =
[min{δ1, δ2}/(2θ)]1/α ∈ (0, 1) and c = min{δ1, δ2}/2.
Note that in case X ⊂ Rd we do not require x ∈ X in Lemma 5.5. We remind the reader
that the angle ](s, 0, s′) is a metric, denoted by dSd−1(s, s′), on the sphere Sd−1, so that
(Sd−1, dSd−1) is a complete metric space.
Lemma 5.6 (Uniform estimate of cones if Θα∗ (Hα, X, x) > 0).
Suppose X ⊂ Rd, x ∈ Rd and Θα∗ (Hα, X, x) > 0. Then there is a ρ > 0 and a mapping
s : (0, ρ)→ Sd−1 such that for all ε > 0 there is c(ε) > 0 with
c(ε)rα ≤ Hα(X ∩Br(x) ∩ Cs(r),ε(x)) for all r ∈ (0, ρ).
Proof. Step 1 Fix x ∈ Rd. Let 0 < ϕ < ψ, s ∈ Sd−1 and define
M(s, ϕ, ψ) := min{|I| | Cs,ψ(x) ⊂
⋃
i∈I
Csi,ϕ(x), si ∈ Sd−1, dSd−1(s, si) < ψ},
where |I| is the number of elements in I. As x + Sd−1 is compact in Rd we can select
from {Cs′,ϕ(x) | s′ ∈ Sd−1, dSd−1(s, s′) < ψ} a finite subcover of Cs,ψ(x), and consequently
M(s, ϕ, ψ) is finite. It is clear that M(s, ϕ, ψ) = M(s˜, ϕ, ψ) for all s, s˜ ∈ Sd−1, since we can
transform s to s˜ by a rotation. Therefore we write M(ϕ,ψ) := M(s, ϕ, ψ).
Step 2 We define s0(r) := e1 = (1, 0, . . . , 0) and ε0 := 2pi2
−0 = 2pi. As the lower density is
positive, there are ρ > 0 and c > 0 such that
Hα(X ∩Br(X)) = Hα(X ∩Br(X) ∩ Cs0(r),ε0(x)) ≥ crα for all r ∈ (0, ρ).
Now we set εk+1 = 2pi2
−(k+1) and find, with the help of Step 1, a direction sk+1(r) ∈ Sd−1
with dSd−1(sk(r), sk+1(r)) < εk such that
Hα(X ∩Br(X) ∩ Csk+1(r),εk+1(x)) ≥
Hα(X ∩Br(X) ∩ Csk(r),εk(x))
M(εk+1, εk)
≥ . . . ≥ c∏k
i=0M(εi+1, εi)
rα for all r ∈ (0, ρ).
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Since the sphere is a complete metric space, we know that for all r ∈ (0, ρ) there are s(r) ∈ Sd−1
such that sk(r)→ s(r) with
dSd−1(sk(r), s(r)) ≤
∞∑
i=k
εi =
∞∑
i=k
2pi2−i
= 2pi
[ 1
1− 12
− 1− (
1
2 )
k
1− 12
]
= 2pi2−(k−1) = εk−1.
Step 3 Let ε > 0. Then, as εk → 0, there is a k such that ε > εk−1 + εk. Because
dSd−1(s, s
′) +ϕ ≤ ψ implies Cs′,ϕ(x) ⊂ Cs,ψ(x) and we already know dSd−1(sk(r), s(r)) ≤ εk−1
by Step 2, we have Csk(r),εk(x) ⊂ Cs(r),ε(x) and hence
Hα(X ∩Br(x) ∩ Cs(r),ε(x)) ≥ Hα(X ∩Br(x) ∩ Csk(r),εk(x))
≥ c∏k−1
i=0 M(εi+1, εi)
rα = c(ε)rα for all r ∈ (0, ρ).
5.3 Approximate Tangents, Counterexamples
We now fix our notation regarding the tangency properties we wish to investigate. Also we
give some remarks and examples in this context. In this subsection we finally leave the setting
of metric spaces and are only concerned with subsets of Rd.
Let α ∈ (0,∞). We say that a set X ⊂ Rd is weakly α-linearly approximable at a point
x ∈ Rd if there is a ρ > 0 and a mapping s : (0, ρ)→ Sd−1 such that for every ε > 0 and every
δ > 0, there is a ρ(ε, δ) ∈ (0, ρ) with
Hα([X ∩Br(x)]\Cs(r),ε(x)) ≤ δrα for all r ∈ (0, ρ(ε, δ)).
Let X ⊂ Rd be a set and x ∈ Rd, α ∈ (0,∞). We say that X has a (strong) approximate
α-tangent at x if there is a direction s ∈ Sd−1 such that
Θα(Hα, X\Cs,ε(x), x) = 0 for all ε > 0,
and we say that X has a weak approximate α-tangent at x if there is a ρ > 0 and a mapping
s : (0, ρ)→ Sd−1 such that
Θα(Hα, X\Cs(r),ε(x), x) = 0 for all ε > 0.
We will also sometimes call the direction s and the mapping s : (0, ρ) → Sd−1 (strong)
approximate α-tangent and weak approximate α-tangent, respectively.
Lemma 5.7 (Weakly α-linearly appr. iff weak approximate α-tangents).
Let X ⊂ Rd be a set and x ∈ Rd, α ∈ (0,∞). Then the following are equivalent:
• X is weakly α-linearly approximable at x,
• X has a weak approximate α-tangent at x.
Proof. One direction is an immediate consequence of the definitions and the other can easily
be seen by taking a closer look at what it means to have zero density.
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We should warn the reader that our definitions of 1-linear approximability and approximate
1-tangents differ from the standard use in literature [Mat95, 15.7 & 15.10 Definition, p. 206
and 15.17 Definition, p. 212] in that we do not impose additional density requirements, like
Θ∗1(H1, X, x) > 0 in the case of approximate 1-tangents. This is simply due to the fact
that in the following subsections we obtain simpler formulations of our results, because some
distinction of cases can be omitted, as we cannot expect a set with finite curvature energy to
have positive upper density at any point.
What it means for a set to have an approximate 1-tangent at a point is, in some respects,
quite different to having an actual tangent at this point. To illustrate this, consider
S := {(x, 0) | x ∈ [0, 1]} ∪ {(x, x2) | x ∈ [0, 1]}.
As x 7→ x2 is convex there is r(ε) such that S ∩ Br(ε)(0) ⊂ Ce1,ε(0) and hence S has an
approximate 1-tangent at (0, 0), but an arc length parametrisation γ of S does not posses a
derivative, and hence a tangent, at γ−1((0, 0)).
Example 5.8 (A set with weak appr. but no appr. 1-tangents).
Set an := 2
−nnn3 , An := [an/2, an] and
F :=
[ ⋃
n∈N
A2n × {0}
]
∪
[ ⋃
n∈N
{0} ×A2n−1
]
.
For ε > 0 we have
H1(F ∩ Ce1,ε(0) ∩Ba2n(0)) ≥ H1([a2n/2, a2n]) = a2n/2,
H1(F ∩ Ce2,ε(0) ∩Ba2n+1(0)) ≥ H1([a2n+1/2, a2n+1]) = a2n+1/2.
(5.4)
Now (5.4) tells us that no approximate 1-tangent exists, because for every s ∈ Sd−1 there
are εs > 0 and is ∈ {1, 2} such that Ceis ,εs(0) ∩ Cs,εs(0) = ∅ and hence by (5.4) there are
rn = rn(s) > 0 with rn → 0 and
Θ∗1(H1, F\Cs,εs(0), 0) ≥ lim
n→∞
H1([F ∩ Ceis ,εs(0)] ∩Brn(0))
2rn
≥ 1
4
.
On the other hand,
H1([F ∩Br(0)]\Ce1,ε(0)) ≤ H1([0, a2n+1]) = 2−(2n+1)
2n+1(2n+1)3
≤ 2−2n2−(2n)2n(2n)3−1 = 2−2n a2n
2
≤ 2−2nr
for all r ∈ [a2n/2, a2n−1/2] and
H1([F ∩Br(0)]\Ce2,ε(0)) ≤ H1([0, a2(n+1)]) = 2−(2[n+1])
2[n+1](2[n+1])3
≤ 2−(2n+1)2−(2n+1)2n+1(2n+1)3−1 = 2−(2n+1) a2n+1
2
≤ 2−(2n+1)r
for all r ∈ (a2n+1/2, a2n/2). We thus have verified the definition of F having a weak approxi-
mate 1-tangent for
s : (0, 1/2)→ S1, r 7→
{
e1, r ∈
⋃
n∈N[a2n/2, a2n−1/2],
e2, r ∈
⋃
n∈N(a2n+1/2, a2n/2).
Lemma 5.9 (Density estimates for sets with no weak approximate tangent).
Let X ⊂ Rd, x ∈ Rd, α ∈ (0,∞) and Θα∗ (Hα, X, x) > 0. If X has no weak approximate
α-tangent at x, then there is ρ > 0, a mapping s : (0, ρ)→ Sd−1, and ε0 > 0 such that
0 < Θα∗ (Hα, X ∩ Cs(r),ε0/2(x), x) and 0 < Θ∗α(Hα, X\Cs(r),ε0(x), x). (5.5)
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Proof. By Lemma 5.6 we find a mapping s such that the left inequality of (5.5) holds for every
ε0 > 0. Now Lemma 5.7 and the definition give an ε0 > 0 such that the right inequality of
(5.5) holds for this s.
The next Lemma, used in the omitted proof of the first two items of Theorem 7, is the
counterpart to Lemma 5.9.
Lemma 5.10 (Density estimates for set with no approximate tangent).
Let X ⊂ Rd, x ∈ Rd, α ∈ (0,∞) and Θ∗α(Hα, X, x) > 0. If X has no approximate α-tangent
at x, then there are s ∈ Sd−1 and ε0 > 0 such that
0 < Θ∗α(Hα, X ∩ Cs,ε0/2(x), x) and 0 < Θ∗α(Hα, X\Cs,ε0(x), x).
Proof. Assuming that there exists no approximate α-tangent at x ∈ X we know that for
all directions s ∈ Sd−1 there is an εs > 0 such that Θ∗α(Hα, X\Cs,εs(x), x) > 0. As
Sd−1 is compact and {Cs,εs/2(x)}s∈Sd−1 is an open cover of x + Sd−1 there exists a finite
subcover {Csi,εsi/2(x)}Ni=1. Clearly this subcover also covers the whole Rd\{x}. Since
0 < Θ∗α(Hα, X, x) = Θ∗α(Hα, X\{x}, x), there must be j ∈ {1, . . . , N} with Θ∗α(Hα, X ∩
Csj ,εj/2(x), x) > 0.
5.4 Finite Integral Curvature Energy Implies Approxi-
mate Tangents
In this subsection we prove Theorem 7. As the proofs for the different energies are very
similar, we will only present the one for the most difficult energy Mαp . That is, we show that
for p ∈ [3α,∞) a set with Mαp finite has a weak approximate α-tangent at all points where
the lower density is positive and the upper density is finite.
Lemma 5.11 (Necessary conditions for finite Menger curvature).
Let X ⊂ Rd, z0 ∈ Rd, α ∈ (0,∞), Hα(X) < ∞, Θα∗ (Hα, X, z0) > 0. Let ε > 0, c > 0,
q0 ∈ (0, 1) and let two sequences of sets An, Bn ⊂ X as well as a sequence (rn)n∈N with rn > 0
and rn → 0 be given, with the following properties:
• for all n ∈ N and all x ∈ An\{z0} and y ∈ Bn\{z0} we have pi − ε ≥ ](x, z0, y) ≥ ε,
• for all n ∈ N we have
crαn ≤ min{Hα(An ∩ [Brn(z0)\Bq0rn(z0)]),Hα(Bn ∩ [Brn(z0)\Bq0rn(z0)])}.
Then Mαp (X) =∞ for all p ≥ 3α.
Proof. Let p ≥ 3α and suppose for contradiction that Mαp (X) <∞. We set
A˜n := An ∩ [Brn(z0)\Bq0rn(z0)] and B˜n := Bn ∩ [Brn(z0)\Bq0rn(z0)].
From Lemma 5.24 we know that for all x ∈ A˜n\{z0} and y ∈ B˜n\{z0} we have dist(Lx,y, z0) ≥
sin(ε)q0rn/2 and therefore for all z ∈ Bsin(ε)q0rn/4(z0),
dist(Lx,y, z) ≥ dist(Lx,y, z0)− d(z0, z) ≥ sin(ε)
4
q0rn.
There exists a constant c1 > 0 such that
c1(sin(ε)q0rn/4)
α ≤ Hα(X ∩Bsin(ε)q0rn/4(z0))
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for all n ∈ N. Then
Mαp (X ∩B2rn(z0))
≥
∫
X∩Bsin(ε)q0rn/4(z0)
∫
A˜n
∫
B˜n
(2 dist(Lx,y, z)
|x− z||y − z|
)p
dHαX(x) dHαX(y) dHαX(z)
≥
∫
X∩Bsin(ε)q0rn/4(z0)
∫
A˜n
∫
B˜n
(2 sin(ε)4 q0rn
4r2n
)p
dHαX(x) dHαX(y) dHαX(z)
≥
( sin(ε)q0
8
)p
Hα(X ∩Bsin(ε)q0rn/4(z0))Hα(A˜n)Hα(B˜n)
( 1
rn
)p
≥
( sin(ε)q0
8
)p
c1
( sin(ε)q0rn
4
)α
c2r2αn
( 1
rn
)p
≥
( sin(ε)q0
8
)p+α
2αc1c
2r3α−pn
≥ c′ > 0
for all n ∈ N. Hence Lemma 5.1 tells us that Mαp (X) = ∞ (note that for this we needed
Hα(B2rn(x) ∩X) <∞). This is absurd as we assumed Mαp (X) <∞.
Proposition 5.12 (Finite Mαp , p ≥ 3α, implies weak appr. tangents).
Let X ⊂ Rd be a set, α ∈ (0,∞), and x ∈ Rd with 0 < Θα∗ (Hα, X, x) ≤ Θ∗α(Hα, X, x) <∞.
If p ∈ [3α,∞) and Mαp (X) <∞ then X has a weak approximate α-tangent at x.
Proof. Assume that this is not the case. By Lemmas 5.2 and 5.4 we can assume that
Hα(X∩Br(x)) <∞ for all small radii. Then by Lemma 5.9 there is a mapping s : (0, ρ)→ Sd−1
with ρ > 0 and ε0 > 0 such that
0 < Θα∗ (Hα, X ∩ Cs(r),ε0/2(x), x) and 0 < Θ∗α(Hα, X\Cs(r),ε0(x), x).
This means that the hypotheses of Lemma 5.5 hold for
A(r) := X ∩ Cs(r),ε0/2(x) and B(r) := X\Cs(r),ε0(x),
so that there exists a q0 ∈ (0, 1), a sequence (rn)n∈N with rn > 0 and limn→∞ rn = 0 and a
constant c > 0 such that
crαn ≤ min{Hα(A(rn) ∩Brn(x)\Bq0rn(x)),Hα(B(rn) ∩Brn(x)\Bq0rn(x))}.
Hence the hypotheses of Lemma 5.11 are fulfilled for ε := ε0/2 (note that Hα(X ∩Br(x)) <∞
for small radii) and we have proven the proposition.
5.5 Finite Integral Curvature Energy Does Not Imply
Approximate Tangents
In this subsection we prove Proposition 9 by estimating the energies U1p , I1p and M1p of the
T -shaped set E, defined by
E := ([−1, 1]× {0}) ∪ ({0} × [0, 1]) ⊂ R2, (5.6)
for p below the scale invariant threshold value. Clearly E does not have a weak approximate
1-tangent at (0, 0). Further we set E1 := [−1, 0]×{0}, E2 := {0}× [0, 1] and E3 := [0, 1]×{0}.
Proposition 5.13 (The set E has finite U1p for p ∈ (0, 1)).
For p ∈ (0, 1) we have
U1p (E) ≤
6
1− p .
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Proof. For all x ∈ E\{0} and y, z ∈ B|x|(x)∩E, y 6= z, we have κ(x, y, z) = 0, so that to have
κ(x, y, z) > 0 we need |x− y| ≥ |x| or |x− z| ≥ |x|, which both result in r(x, y, z) ≥ |x|/2 and
consequently
sup
y,z∈E\{x}
y 6=z
κ(x, y, z) ≤ 2|x| ,
so that for p ∈ (0, 1),
U1p (E) =
∫
E\{0}
(
sup
y,z∈E\{x}
y 6=z
κ(x, y, z)
︸ ︷︷ ︸
≤2/|x|
)p
dH1E(x)
≤ 3
∫
E2
2
|x|p dH
1
E(x) = 6
∫ 1
0
1
sp
ds =
6
1− p <∞.
Proposition 5.14 (The set E has finite I1p for p ∈ (0, 2)).
Let E be the set from (5.6). For p ∈ (1, 2) we have
I1p(E) ≤
9 · 23p/2+1(21−p − 1)
(1− p)(2− p)
and consequently I1p(E) <∞ for p ∈ (0, 2).
Proof. Let x, y ∈ E\{0}, x 6= y. We are interested in the maximal value of κ(x, y, z) for
z ∈ E\{x, y}. As κ is invariant under isometries we can restrict ourselves to the cases
x, y ∈ E1; x ∈ E1, y ∈ E3; x ∈ E1, y ∈ E2. In each of these cases we want to estimate κ(x, y, z)
independently of z. We denote the non-zero components of x, y, z by ξ, η, ζ, respectively.
Case 1 If x, y ∈ E1, xy 6= 0 we clearly can assume z ∈ E2\{0} and hence
κ(x, y, z) =
2ζ√
ξ2 + ζ2
√
η2 + ζ2
=
2√
ζ2 + ξ2 + η2 + ξ2η2/ζ2
.
By taking first and second derivatives of f(u) = αu + β/u, α, β > 0, we easily see that
minu>0 f(u) = f(
√
β/α), so that for all ζ > 0 we have
ζ2 +
ξ2η2
ζ2
≥ ξη + ξ
2η2
ξη
= 2ξη
and therefore
κ(x, y, z) ≤ 2√
ξ2 + η2 + 2ξη
=
2
|ξ|+ |η| .
Case 2 If x ∈ E1, y ∈ E3, xy 6= 0 we need z ∈ E2 in order to have κ(x, y, z) > 0, but then
κ(x, y, z) = κ(x,−y, z), so that we can assume that y ∈ E1. This was already done in Case 1.
Case 3 If x ∈ E1, y ∈ E2, xy 6= 0 we note that we have κ(x, y, z) = κ(x, y,−z) for z ∈ E3, so
that we may assume z ∈ E1. Then
κ(x, y, z) =
2η√
ξ2 + η2
√
ζ2 + η2
≤ 2η√
ξ2 + η2
√
η2
=
2√
ξ2 + η2
≤ 2
√
2
|ξ|+ η .
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In all cases we have
κ(x, y, z) ≤ 2
√
2
|ξ|+ |η| for all z ∈ E\{x, y},
which for p ∈ (1, 2) gives us
I1p(E) ≤ 9 · 23p/2
∫ 1
0
∫ 1
0
( 1
s+ t
)p
dsdt
=
9 · 23p/2
1− p
∫ 1
0
[(1 + t)1−p − t1−p] dt
=
9 · 23p/2
(1− p)(2− p)
[
[(1 + t)2−p − t2−p]
]1
0
=
9 · 23p/2
(1− p)(2− p)
[
[22−p − 1]− [1− 0]
]
=
9 · 2(3p/2)+1(21−p − 1)
(1− p)(2− p) .
Now the rest of the proposition follows from Lemma 1.7.
Proposition 5.15 (The set E has finite M1p for p ∈ (0, 3)).
Let E be the set from (5.6). For p ∈ [2, 3) we have
M1p(E) ≤
72pi
(3− p)2 ,
and consequently M1p(E) <∞ for p ∈ (0, 3).
Proof. Step 1 We set
Fp(A,B,C) :=
∫
C
∫
B
∫
A
κp(x, y, z) dH1A(x) dH1B(y) dH1C(z).
Since the integrand κp vanishes on certain sets, we have∑
i,j,k∈{1,2,3}
#{i,j,k}=1
Fp(Ei, Ej , Ek) +
∑
i,j,k∈{1,3}
#{i,j,k}=2
Fp(Ei, Ej , Ek) = 0,
furthermore
M1p(E1 ∪ E2) =
∑
i,j,k∈{1,2}
#{i,j,k}=2
Fp(Ei, Ej , Ek) =
∑
i,j,k∈{2,3}
#{i,j,k}=2
Fp(Ei, Ej , Ek) =M1p(E2 ∪ E3),
as the energy is invariant under isometries. We obtain
M1p(E1 ∪ E2) = 3(Fp(E1, E1, E2) + Fp(E1, E2, E2)) = 6Fp(E1, E1, E2),
and the same for M1p(E2 ∪ E3), where the last equality is, again, due to the invariance of the
integrand under isometries. By considering the integrand κp in the form
κp(x, y, z) =
(
2 dist(x, Lzy)
d(x, y)d(x, z)
)p
for x ∈ E2, y ∈ E1 and z ∈ E3 we note, that κp(x, y, z) = κp(x, y,−z); by mapping E3 onto
E1 via z 7→ −z we find Fp(E3, E1, E2) = Fp(E1, E1, E2), so that∑
i,j,k∈{1,2,3}
#{i,j,k}=3
Fp(Ei, Ej , Ek) = 6Fp(E1, E1, E2).
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All in all we obtain
M1p(E)( ∑
i,j,k∈{1,2,3}
#{i,j,k}=1
+
∑
i,j,k∈{1,3}
#{i,j,k}=2
+
∑
i,j,k∈{1,2}
#{i,j,k}=2
+
∑
i,j,k∈{2,3}
#{i,j,k}=2
+
∑
i,j,k∈{1,2,3}
#{i,j,k}=3
)
Fp(Ei, Ej , Ek)
= 18Fp(E1, E1, E2) = 18Fp(E2, E1, E1).
Step 2 Let us first choose parametrisations
γ1 : [0, 1]→ R2, t 7→ (−t, 0) and γ2 : [0, 1]→ R2, t 7→ (0, t)
of E1 and E2, respectively. This gives
Fp(E2, E1, E1) =
∫ 1
0
∫ 1
0
∫ 1
0
(
2x√
x2 + y2
√
x2 + z2
)p
dxdy dz
Lemma 5.25≤
∫ 1
0
∫ 1
0
2p
pi
2p
(zy)−(p−1)/2 dy dz
= pi
∫ 1
0
z(1−p)/2
[
2
3− py
(3−p)/2
]1
0
dz = pi
[
2
3− pz
(3−p)/2
]1
0
2
3− p
=
4pi
(3− p)2 .
Notice that the range p ≥ 2 was necessary to apply Lemma 5.25. Now the rest of the proposition
follows from Lemma 1.7.
5.6 Weak Approximate Tangents Are Optimal
The weak approximate 1-tangents in the results for I1p andM1p are optimal in the following
sense:
Proposition 5.16 (A set with no appr. tangent and finite I1p for all p ∈ (0,∞)).
Set an := 2
−nnn3 , An := [an/2, an] and
F :=
[ ⋃
n∈N
A2n × {0}︸ ︷︷ ︸
=:B2n
]
∪
[ ⋃
n∈N
{0} ×A2n−1︸ ︷︷ ︸
=:B2n−1
]
.
Then F does not have an approximate 1-tangent at 0 and
• I1p(F ) <∞ for all p ∈ (0,∞),
• M1p(F ) <∞ for all p ∈ (0,∞).
Proof. In Example 5.8 it was already shown that F does not have an approximate 1-tangent
at 0, so that it remains to prove the finiteness of the energies.
Step 1 For l 6= k we write µ := min{k, l} and M := max{k, l}. Then
dist(Bk, Bl) ≥ dist(Ak, Al) = 2−(µµµ3+1) − 2−MMM3
= 2−(µ
µµ3+1)(1− 2(µµµ3+1)−MMM3) ≥ 2−(µµµ3+2) = aµ/4.
Let y ∈ Bk, z ∈ Bl with k 6= l. Then
κi(y, z) ≤ 2
dist(Bk, Bl)
≤ 8
aµ
=
8
amin{k,l}
=
8
max{ak, al} .
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Step 2 Let q > 1. We now compute some inequalities for the indices. Let k,m ∈ N, k < m,
i.e. m = k + i for some i ∈ N. Then
m3 = (k + i)3 = k3 + 3k2i+ 3ki2 + i3,
so that
−m3 + k3 = −(3k2i+ 3ki2 + i3) ≤ −3(k + i) = −3m. (5.7)
As qkk ≤ mm for 1 < q ≤ k < m we have
−mmm3 + qkkk3 ≤ −qkkm3 + qkkk3 = qkk(−m3 + k3)
(5.7)
≤ qkk(−3m) ≤ −3m.
Consequently, for all 1 < q ≤ k < m holds
am
aqk
=
2−m
mm3
2−qkkk3
= 2−m
mm3+qkkk3 ≤ 2−3m. (5.8)
Step 3 As H1(Bn) = an/2 we have for p ≥ 3, and q = p− 1 > 1,∑
k,m∈N
k 6=m
∫
Bk
∫
Bm
κpi (y, z) dH1F (y) dH1F (z) ≤
∑
k,m∈N
k 6=m
[ 8
max{ak, am}
]p akam
4
≤ 2 · 8
p
4
∑
k,m∈N
1≤k<m
akam
max{ak, am}p ≤ 4 · 8
p−1 ∑
k,m∈N
1≤k≤q
k<m
akam
max{ak, am}p + 4 · 8
p−1 ∑
k,m∈N
q≤k<m
am
ap−1k
≤ 4 · 8p−1
∑
k,m∈N
1≤k≤q
k<m
akam
apdqe
+ 4 · 8p−1
∑
k,m∈N
q≤k<m
am
aqk
(5.8)
≤ 4 · 8
p−1
apdqe
∑
k,m∈N
2−k2−m + 4 · 8p−1
∑
k,m∈N
q≤k<m
2−3m
≤ 4 · 8
p−1
apdqe
+ 4 · 8p−1
∑
k,m∈N
q≤k<m
2−k2−m ≤ 4 · 8
p−1
apdqe
+ 4 · 8p−1
∑
k,m∈N
2−k2−m
= 4 · 8p−1
( 1
apdqe
+ 1
)
.
Step 4 Let y, z ∈ Bn. Then κ(x, y, z) > 0 if and only if x ∈ Bk for (k − n) mod 2 = 1. To
simplify matters we may without loss of generality assume that k is even and n is odd. We
now have
κ(x, y, z) =
2ξ√
ξ2 + η2
√
ξ2 + ζ2
,
where we denote the non-zero entries of x, y and z by ξ, η and ζ, respectively. If we set
f(ξ) := κ(x, y, z)/2 for fixed y and z, we have
f ′(ξ) =
1√
ξ2 + η2
√
ξ2 + ζ2
− ξ
2√
ξ2 + η2
3√
ξ2 + ζ2
− ξ
2√
ξ2 + η2
√
ξ2 + ζ2
3
=
(ξ2 + η2)ζ2 − ξ2(ξ2 + ζ2)√
ξ2 + η2
3√
ξ2 + ζ2
3 =
η2ζ2 − ξ4√
ξ2 + η2
3√
ξ2 + ζ2
3 ,
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which is 0 if and only if ξ =
√
ηζ, because ξ, η, ζ > 0. That f attains its maximum at ξ =
√
ηζ
is clear from f ′ ≥ 0 on [0,√ηζ] and f ′ ≤ 0 on [√ηζ,∞). Since √ηζ ∈ An we have (
√
ηζ, 0) 6∈ F ,
as n is odd, so that κi(y, z) = supx∈F κ(x, y, z) is attained for x = (ξ, 0), ξ ∈ {an+1, an−1/2}.
We have
f(an+1) =
an+1√
a2n+1 + η
2
√
a2n+1 + ζ
2
≤ an+1
a2n+1 + a
2
n/4
≤ 4an+1
a2n
and
f(an−1/2) =
an−1/2√
a2n−1/4 + η2
√
a2n−1/4 + ζ2
≤ an−1/2
a2n−1/4 + a2n/4
≤ 2an−1
a2n−1
≤ 4
an−1
.
As 2nnn3 ≤ (n+1)(n+1)n(n+1)3 = (n+1)n+1(n+1)3 and an−1 ≤ 1 we have an+1an−1 ≤ a2n
and hence for n ≥ 2,
κi(y, z) = 2 max{f(an+1), f(an−1/2)} ≤ 2 max
{4an+1
a2n
,
4
an−1
}
=
8
an−1
.
Consequently, for p ≥ 3 we have
∞∑
n=1
∫
Bn
∫
Bn
κpi (y, z) dH1F (y) dH1F (z)
≤ 2
p
dist(B1,R× {0})p
(1
4
)2
+
∞∑
n=2
8p
apn−1
H1(Bn)H1(Bn)
≤ 2
p
(1/4)p
(1
4
)2
+
∞∑
n=2
8p
apn−1
a2n
4
≤ 8
p
16
+ 8p
∞∑
n=2
an
apn−1
≤ 8
p
16
+ 8p
dpe+1∑
n=2
an
apn−1
+ 8p
∞∑
n=dpe+1
an
apn−1
(5.8)
≤ Cp + 8p
∞∑
n=dpe+1
2−3n ≤ Cp + 8p
∞∑
n=0
2−n ≤ Cp + 8p · 2.
Step 5 For p ≥ 3 we now conclude that
I1p(F ) ≤
∑
k,l∈N
∫
Bk
∫
Bl
κpi (y, z) dH1F (y) dH1F (z)
=
∑
k,l∈N
k 6=l
∫
Bk
∫
Bl
κpi (y, z) dH1F (y) dH1F (z)
+
∑
n∈N
∫
Bn
∫
Bn
κpi (y, z) dH1F (y) dH1F (z) <∞
Using H1(F ) ≤ 2 together with Lemma 1.7 we have I1p(F ) < ∞ and M1p(F ) < ∞ for all
p ∈ (0,∞).
5.7 For Which Positive p is the Integral Menger Curva-
ture Mp Finite for all Simple Polygons?
It is well known, and in fact, by finding similar triangles, pretty easy to prove, that any
simple polygon that is not a straight line has infinite integral Menger curvature Mp for p ≥ 3,
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cf. [SvdM07, Example after Lemma 1] and [SvdM11, after Theorem 1.2] for similar energies.
This subsection investigates the opposite question, namely:
Is there a p ∈ (0,∞) such that all simple polygons have
finite integral Menger curvature Mp?
The answer to this question is:
Yes, for all p ∈ (0, 3).
We also answer the analogous question for the intermediate energies Ip and Up, where the
appropriate parameter range is p ∈ (0, 2) and p ∈ (0, 1), respectively. To prove our result we
show that it is enough to control the energy of all polygons Eϕ with two edges of length 1 and
angle ϕ ∈ (0, 2pi) and that these energies are controlled by the energy of Epi/2.
For ϕ ∈ R we define
Eϕ := [[0, 1)× {0}] ∪ (cos(ϕ), sin(ϕ))[0, 1).
Lemma 5.17 (Estimate of κ for Eϕ).
Let ϕ ∈ (0, 2pi). Then there is a constant c(ϕ) > 0 such that for all
x = (ξ, 0), y = (η, 0) ∈ (0, 1]× {0} and z = ζ(cos(ϕ), sin(ϕ)) ∈ (cos(ϕ), sin(ϕ))(0, 1]
with ξ 6= η we have
κ(x, y, z) ≤ c(ϕ) 2ζ
(ξ2 + ζ2)1/2(η2 + ζ2)1/2
.
Proof. As κ is invariant under isometries we only need to consider the case ϕ ∈ (0, pi). We
compute
κ(x, y, z) =
2 dist(z, Lx,y)
|x− z||y − z|
=
2 sin(ϕ)ζ
([ξ − ζ cos(ϕ)]2 + [ζ sin(ϕ)]2)1/2([η − ζ cos(ϕ)]2 + [ζ sin(ϕ)]2)1/2
=
2 sin(ϕ)ζ
(ξ2 − 2ξζ cos(ϕ) + ζ2)1/2(η2 − 2ηζ cos(ϕ) + ζ2)1/2 .
If ϕ ∈ [pi/2, pi) we have
|x− z| = ξ2 − 2ξζ cos(ϕ) + ζ2 ≥ ξ2 + ζ2 (5.9)
and otherwise, i.e. ϕ ∈ (0, pi/2),
|x− z| = ξ2 − 2ξζ cos(ϕ) + ζ2 = [1− cos(ϕ)](ξ2 + ζ2) + cos(ϕ)︸ ︷︷ ︸
≥0
[ξ2 − 2ξζ + ζ2]︸ ︷︷ ︸
≥0
≥ [1− cos(ϕ)](ξ2 + ζ2).
(5.10)
Lemma 5.18 (Estimate of Fp(Eϕ) in terms of Fp(Epi/2)).
Let ϕ ∈ R. Then there is a constant c(ϕ) > 0 such that for all p ∈ (0,∞), Fp ∈ {Up, Ip,Mp}
we have
Fp(Eϕ) ≤ c(ϕ)pFp(Epi/2).
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Proof. Without loss of generality we might assume ϕ ∈ [0, 2pi], ϕ 6= pi2 and as Fp(E0) =Fp(E2pi) = Fp(Epi) = 0 for all p ∈ (0,∞) we might as well assume ϕ ∈ (0, 2pi)\{pi}. The
invariance of Fp under isometries allows to further restrict to ϕ ∈ (0, pi)\{pi2 }. Let
E1ϕ := (0, 1)× {0} and E2ϕ := (cos(ϕ), sin(ϕ))(0, 1).
For ϕ ∈ (0, pi)\{pi2 } define
f : Eϕ → Epi/2, x 7→
{
x, x ∈ [0, 1]× {0},
(0, x2/ sin(ϕ)), x ∈ E2ϕ.
As κ is invariant under isometries we can obtain from Lemma 5.17 the estimate
κ(x, y, z) ≤ c(ϕ)κ(f(x), f(y), f(z)), (5.11)
for #{x, y, z ∈ E1ϕ} ≥ 1 and #{x, y, z ∈ E2ϕ} ≥ 1. Since κ(x, y, z) = 0 for x, y, z ∈ E1ϕ ∪ {0}
or x, y, z ∈ E2ϕ ∪ {0} we have (5.11) for all x, y, z ∈ Eϕ and therefore by Lemma 5.28, note
that f is bi-Lipschitz (see (5.9) and (5.10) for the Lipschitz estimate; the other inequality is
obtained in a similar manner), proven the proposition.
Lemma 5.19 (Range of p where Fp(Epi/2) is finite).
We have
Up(Epi/2) <∞ if and only if p ∈ (0, 1),
Ip(Epi/2) <∞ if and only if p ∈ (0, 2),
Mp(Epi/2) <∞ if and only if p ∈ (0, 3).
Proof. Theorem 7 and Proposition 9.
Lemma 5.20 (Energy of polygons is determined by Eϕ).
Let ϕ ∈ R, p ∈ (0,∞) and Fp ∈ {Up, Ip,Mp} such that for all ϕ ∈ R we have Fp(Eϕ) <∞.
Then if P ⊂ Rd is a simple polygon with finitely many vertices we have Fp(P ) <∞.
Proof. Let P ⊂ Rd be a simple polygon with N ≥ 3 vertices xi, i = 1, . . . , N , and denote by
λ > 0 the length of the shortest edge. Then there is ε0 ∈ (0, λ/4) such that for all ε ∈ (0, ε0)
the set Ei := P ∩Bε(xi) is some rescaled, rotated and translated version of a set Eϕi , because
else the polygon would not be simple. By Xi we denote the edge connecting xi and xi+1.
Then the N − 1 sets Yi := Xi\[Ei ∪Ei+1] are compact and Yi is disjoint to Zi := P\Xi, which
is also compact. Therefore
d1 := min
i=1,...,N−1
{dist(Yi, Zi)}/4 > 0,
and for all y ∈ Yi we have
κ(y, a, b) ≤ d−11 if a ∈ Zi or b ∈ Zi. (5.12)
As P\Zi ⊂ Xi, which is contained in a straight line, we even have (5.12) for all a, b ∈ P .
Now it remains to deal with the situation y, a, b 6∈ ⋃N−1i=1 Yi, since we can permute y, a, b as
arguments of κ at will. This leads us to the two cases where either y, a, b ∈ Ei or, without loss
of generality, y ∈ Ei and a ∈ Ej for i 6= j. If we write
d2 := min
i,j=1,...,N
i6=j
{dist(Ei, Ej)}/4 > 0
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the second case yields
κ(y, a, b) ≤ d−12
and the first case is already controlled by Lemma 5.18, that is Fp(Ei) = αiFp(Eϕi), where
αi ≥ 0 is the scaling constant. Now we can put all the cases together to estimate – depending
on which energy Fp we chose –
Up(P ) =
∫
⋃N−1
i=1 Yi
κpG(x) dH1(x) +
∫
⋃N
i=1 Ei
κpG(x) dH1(x)
≤ H1(P )d−p1 +
∫
⋃N
i=1 Ei
κpG(x) dH1(x)
with ∫
Ei
κpG(x) dH1(x) ≤
∫
Ei
[
sup
(y,z)∈⋃N−1j=1 Yj×P κ
p(x, y, z)
+ sup
(y,z)∈⋃j 6=i Ej×P κ
p(x, y, z) + sup
(y,z)∈Ei×Ei
κp(x, y, z)
]
dH1(x)
≤H1(P )(d−p1 + d−p2 ) + Up(Ei) ≤ H1(P )(d−p1 + d−p2 ) + αic(ϕi)pUp(Epi/2) <∞
or
Ip(P ) ≤ 2
∫
P
∫
⋃N−1
l=1 Yl
κpi (x, y) dH1(x) dH1(y)
+
∑
l 6=k
∫
El
∫
Ek
κpi (x, y, z) dH1(x) dH1(y) +
N∑
l=1
∫
El
∫
El
κpi (x, y, z) dH1(x) dH1(y)
≤[H1(P )]2(2d−p1 +N2d−p2 ) +
N∑
l=1
∫
El
∫
El
κpi (x, y, z) dH1(x) dH1(y),
with∫
El
∫
El
κpi (x, y, z) dH1(x) dH1(y) ≤
∫
El
∫
El
sup
z∈⋃j Yj κ
p(x, y, z) dH1(x) dH1(y)
+
∫
El
∫
El
sup
z∈⋃j 6=l Ej κ
p(x, y, z) dH1(x) dH1(y) +
∫
El
∫
El
sup
z∈El
κp(x, y, z) dH1(x) dH1(y)
≤[H1(P )]2(d−p1 + d−p2 ) + Ip(El) ≤ [H1(P )]2(d−p1 + d−p2 ) + αlc(ϕl)pIp(Epi/2) <∞
or
Mp(P ) ≤ 3
∫
P
∫
P
∫
⋃N
i=1 Yi
κp(x, y, z) dH1(x) dH1(y) dH1(z)
+
∑
#{i,j,k}≥2
∫
Ei
∫
Ej
∫
Ek
κp(x, y, z) dH1(x) dH1(y) dH1(z) +
N∑
i=1
αiMp(Eϕi)
≤[H1(P )]3(3d−p1 +N3d−p2 ) +
( N∑
i=1
αic(ϕi)
p
)
Mp(Epi/2) <∞.
Now we are able to show for which p all simple polygons have finite energy.
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Lemma 5.21 (Polygons have finite Up iff p ∈ (0, 1)).
Let p ∈ (0,∞). The following are equivalent:
• p ∈ (0, 1),
• Up(P ) <∞ for all simple polygons P ,
• there is a non-degenerate closed polygon P such that Up(P ) <∞.
Proof. This is clear by Lemma 5.19 and Lemma 5.20 together with Theorem 7 and the
information that any vertex of a polygon with angle in (0, 2pi)\{pi} has no approximate
1-tangent at this vertex.
Lemma 5.22 (Polygons have finite Ip iff p ∈ (0, 2)).
Let p ∈ (0,∞). The following are equivalent:
• p ∈ (0, 2),
• Ip(P ) <∞ for all simple polygons P ,
• there is a non-degenerate closed polygon P such that Ip(P ) <∞.
Proof. See the proof of Lemma 5.21.
Lemma 5.23 (Polygons have finite Mp iff p ∈ (0, 3)).
Let p ∈ (0,∞). The following are equivalent:
• p ∈ (0, 3),
• Mp(P ) <∞ for all simple polygons P ,
• there is a non-degenerate closed polygon P such that Mp(P ) <∞.
Proof. See the proof of Lemma 5.21.
5.A Computation of Two Integrals
Lemma 5.24 (Distance dist(Lx,y, 0) in terms of ](x, 0, y)).
Let x, y ∈ Rd\{0}, x 6= y, be such that ε := ](x, 0, y) ∈ (0, pi) and let Lx,y denote the straight
line connecting x and y. Then
dist(Lx,y, 0) ≥ sin(ε)
2
min{|x|, |y|}.
Proof. We can assume that 0, x, y ∈ R2. Now we compute the area of the triangle given by
0, x, y as
1
2
sin(ε)|x||y| = 1
2
|x− y|dist(Lx,y, 0)
and obtain the proposition via |x− y| ≤ 2 max{|x|, |y|}.
Lemma 5.25 (Integral I).
For y, z > 0 and p ≥ 2 we have∫ 1
0
xp
(x2 + y2)p/2(x2 + z2)p/2
dx ≤ pi
2p
(zy)−(p−1)/2.
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Proof. We have∫ 1
0
xp
(x2 + y2)p/2(x2 + z2)p/2
dx =
∫ 1
0
xp
(x4 + (y2 + z2)x2 + y2z2)p/2
dx
y2+z2≥2yz
≤
∫ 1
0
xp
(x4 + 2yzx2 + y2z2)p/2
dx
=
∫ 1
0
xp
(x2 + yz)2p/2
dx =
∫ 1
0
xp
(x2 + yz)p
dx
=
∫ 1
0
1
(x+ yzx )
p
dx =
∫ 1
0
1
(x+ yzx )
2
1
(x+ yzx )
p−2 dx
x+zy/x≥2√zy
≤
∫ 1
0
1
(x+ yzx )
2
1
(2
√
zy)p−2
dx
Lemma 5.26
=
1
2p−2
1
(zy)p/2−1
1
2
(
arctan ( 1√zy )√
zy
− 1
1 + zy︸ ︷︷ ︸
≥0
)
≤ 1
2p−2
1
(zy)p/2−1
1
2
pi
2
1√
zy
=
pi
2p
(zy)−(p−1)/2.
Lemma 5.26 (Integral II).
For a > 0 we have ∫ 1
0
1
(x+ ax )
2
dx =
1
2
(
arctan ( 1√
a
)
√
a
− 1
1 + a
)
.
Proof. [
1
2
(
arctan ( x√
a
)
√
a
− x
x2 + a
)]′
=
1
2
(
1√
a(1 + ( x√
a
)2)
1√
a︸ ︷︷ ︸
= 1
a+x2
− 1
x2 + a
+
2x2
(x2 + a)2
)
=
x2
(x2 + a)2
=
1
(x+ ax )
2
.
5.B Some Remarks on Integration
In this subsection we give some remarks on how to obtain estimates for the change of
variables formula. Suppose we have a homeomorphism g : X → Y between two metric spaces
and an integrand f : X ∪ Y → R for which we know that f ≤ f ◦ g on X. Under which
circumstances can we estimate in the following way∫
X
f dHαX ≤
∫
X
f ◦ g dHαX ≤ C
∫
Y
f dHαY ?
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Lemma 5.27 (Estimate for change of variables formula).
Let (X, dX), (Y, dY ) be metric spaces. Let α ∈ (0,∞), f : Y → R be B(Y )–B(R) measurable,
f ≥ 0 and g : X → Y be a homeomorphism with dX(g−1(y1), g−1(y2)) ≤ cdY (y1, y2) for all
y1, y2 ∈ Y . Then ∫
X
f ◦ g dHαX ≤ cα
∫
Y
f dHαY .
Proof. Step 1 Let V ⊂ Y and (Vn)n∈N be a δ covering of V . Then Un = g−1(Vn) cover
U = g−1(V ) with
diam(g−1(Vn)) ≤ cdiam(Vn) ≤ cδ.
Consequently we have g∗(HαX)(V ) = HαX(g−1(V )) ≤ cαHαY (V ).
Step 2 As f ≥ 0 is Borel measurable, i.e. B(Y )–B(R) measurable, Lemma 5.29 gives us
non-negative Borel measurable simple functions un : Y → R, un ↑ f . According to the
Monotone Convergence Theorem this yields∫
Y
f dg∗(HαX) = lim
n→∞
∫
Y
un dg∗(HαX) ≤ lim
n→∞
∫
Y
cαun dHαY = cα
∫
Y
f dHαY .
The previous estimate and use of Monotone Convergence Theorem is only justified, because
B(Y ) ⊂ C(HαY ) and B(Y ) ⊂ g(C(HαX)) = C(g∗(HαX))
by Lemma 5.31 together with the fact that g is a homeomorphism and hence maps B(X) onto
B(Y ).
Step 3 Now we can use Lemma 5.30 to write∫
X
f ◦ g dHαX =
∫
Y
f dg∗(HαX) ≤ cα
∫
Y
f dHαY .
Lemma 5.28 (Estimate for change of variables formula in multiple integrals).
Let (X, dX), (Y, dY ) be metric spaces. Let α ∈ (0,∞), f : Y n → R be lower semi-continuous,
f ≥ 0 and g : X → Y be a homeomorphism with dX(g−1(y1), g−1(y2)) ≤ cdY (y1, y2) for all
y1, y2 ∈ Y . Then ∫
X
. . .
∫
X
f(g(x1), . . . , g(xn)) dHαX(x1) . . . dHαX(xn)
≤ cαn
∫
Y
. . .
∫
Y
f(y1, . . . , yn) dHαY (y1) . . . dHαY (yn).
Proof. Step 1 For fixed v1, . . . , vn ∈ Y and ak, a ∈ Y with an → a we have
f(v1, . . . , vl−1, a, vl+1, . . . , vn) ≤ lim inf
k→∞
f(v1, . . . , vl−1, ak, vl+1, . . . , vn)
and hence by Fatou’s Lemma∫
Y
f(y1, v2 . . . , vl−1, a, vl+1, . . . , vn) dHα(y1)
≤
∫
Y
lim inf
k→∞
f(y1, v2, . . . , vl−1, ak, vl+1, . . . , vn) dHα(y1)
≤ lim inf
k→∞
∫
Y
f(y1, v2, . . . , vl−1, ak, vl+1, . . . , vn) dHα(y1),
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so that y 7→ ∫
Y
f(y1, v2, . . . , vl−1, y, vl+1, . . . , vn) dHα(y1) is lower semi-continuous. Hence,∫
Y
∫
Y
f(y1, y2, v3, . . . , vl−1, a, vl+1 . . . , vn) dHα(y1) dHα(y2)
≤
∫
Y
lim inf
k→∞
∫
Y
f(y1, y2, v3, . . . , vl−1, ak, vl+1 . . . , vn) dHα(y1) dHα(y2)
≤ lim inf
k→∞
∫
Y
∫
Y
f(y1, y2, v3, . . . , vl−1, ak, vl+1 . . . , vn) dHα(y1) dHα(y2)
and by a straightforward inductive argument we can show that for all l ∈ {2, . . . , n} the
mappings
Y → R, y 7→
∫
Y
. . .
∫
Y
f(y1, . . . , yl−1, y, vl+1, . . . , vn) dHα(y1) . . . dHα(yl−1)
are lower semi-continuous for all v1, . . . , vn ∈ Y and hence also B(Y )–B(R) measurable.
Step 2 Now we can successively use Lemma 5.27 to obtain∫
X
. . .
∫
X
f(g(x1), . . . , g(xn)) dHαX(x1) . . . dHαX(xn)
≤
∫
X
. . .
∫
X
cs
∫
Y
f(y1, g(x2) . . . , g(xn)) dHαY (y1) dHαX(x2) . . . dHαX(xn)
≤ . . . ≤ csn
∫
Y
. . .
∫
Y
f(y1, . . . , yn) dHαY (y1) . . . dHαY (yn).
For the argument used in the proof of Lemma 5.28 it would not suffice to have f : Y n → R
Borel measurable, because then we would not be able to show that f(·, v2, . . . , vn) : Y → R
is Borel measurable – as Suslin (see [Sou17, The´ore`me V]) showed that there are Borel sets,
whose projections are not Borel sets – which was a hypothesis of Lemma 5.27.
Lemma 5.29 (Approximation of measurable functions with simple functions).
Let (X,A) be a measurable space, f : (X,A)→ (R,B(R)), f ≥ 0. Then f is measurable if and
only if there is a sequence of simple, non-negative, measurable functions un : (X,A)→ (R,B(R))
with un ↑ f .
Proof. [Els05, III §4 Satz 4.13, p. 108]
The pushforward measure of an outer measure V on X under the mapping g : X → Y is
defined by g∗(V)(M) := V(g−1(M)) for M ⊂ Y .
Lemma 5.30 (Change of variables).
Let V be a Borel regular outer measure on X, Y be a set and g : X → Y a bijective map.
Further let f : (Y, C(g∗(V)))→ (R,B(R)) be measurable and f ≥ 0. Then∫
Y
f dg∗(V) =
∫
X
f ◦ g dV. (5.13)
Proof. As we have a setting that the reader might find to be slightly confusing, we will proof
this lemma. It is essentially the proof that can be found in [Els05, V §3 3.1, p. 191].
Step 1 Let h : (Y, C(g∗(V)))→ (R,B(R)) be measurable and B ∈ B(R). Then
(h ◦ g)−1(B) = g−1(h−1(B)︸ ︷︷ ︸
∈C(g∗(V))L. 5.31= g(C(V))
) ∈ C(V),
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so that h ◦ g is C(V)–B(R) measurable.
Step 2 For all E ∈ C(g∗(V)), i.e. g−1(E) ∈ C(V) by Lemma 5.31, we have∫
Y
χE dg∗(V) = V(g−1(E)) =
∫
X
χg−1(E) dV =
∫
X
χE ◦ g dV,
because χE ◦ g is C(V)–B(R) measurable by Step 1. Consequently, we have the change of
variables formula (5.13) with u instead of f , for all simple, non-negative, measurable functions
u : (X, C(g∗(V)))→ (R,B(R)).
Step 3 As f ≥ 0 is C(g∗(V))–B(R) measurable we know from Lemma 5.29 that there is a
sequence of simple, non-negative, measurable functions un : (X, C(g∗(V)))→ (R,B(R)) with
un ↑ f . By the Monotone Convergence Theorem [EG92, 1.3, Theorem 2, p. 20] together with
Step 2 we obtain∫
Y
f dg∗(V) = lim
n→∞
∫
Y
un dg∗(V) = lim
n→∞
∫
X
un ◦ g dV =
∫
X
f ◦ g dV,
as un ◦ g are simple, non-negative C(V)–B(R) measurable functions with un ◦ g ↑ f ◦ g.
Lemma 5.31 (What is C(g∗(V))?).
Let V be an outer measure on X, Y be a set and g : X → Y a bijective map. Then
C(g∗(V)) = g(C(V)).
Proof. Step 1 Let E ∈ C(g∗(V)) and U ⊂ X. Then
V(U) = V(g−1(g(U))) = g∗(V)(g(U)) = g∗(V)(g(U) ∩ E) + g∗(V)(g(U) \ E)
= V(g−1(g(U) ∩ E)) + V(g−1(g(U) \ E))
= V(g−1(g(U)) ∩ g−1(E)) + V(g−1(g(U)) \ g−1(E))
= V(U ∩ g−1(E)) + V(U \ g−1(E)),
so that g−1(E) ∈ C(V) and hence E ∈ g(C(V)).
Step 2 Let E ∈ g(C(V)) and V ⊂ Y . Then
g∗(V)(V ) = V(g−1(V )) = V(g−1(V ) ∩ g−1(E)) + V(g−1(V )\g−1(E))
= V(g−1(V ∩ E)) + V(g−1(V \E)) = g∗(V)(V ∩ E) + g∗(V)(V \E),
which gives us E ∈ C(g∗(V)).
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Chapter 6
Hypersurfaces of Positive Reach,
Alternating Steiner Formulæ and
Hadwiger’s Problem
In this chapter we deal with a new characterisation of sets of positive reach related to an
alternating Steiner formula for the parallel sets. Moreover, we give a proof for the folklore
theorem that any compact connected embedded hypersurface is of positive reach if and only if
it is of class C1,1. Using these results we shed some new light on already known answers to a
problem by Hadwiger.
6.1 Sets of Positive Reach
In what follows, we always assume A ⊂ Rn, A 6∈ {∅,Rn}. Especially, we have ∂A 6= ∅,
because else we would have A = A∪˙∂A, but A = ∅ and A = Rn are the only closed and open sets
in Rn. We also use dist(x,A) = dist(x,A) and for x 6∈ A additionally dist(x,A) = dist(x, ∂A)
without further notice.
Lemma 6.1 (Properties of ξ˜A).
Let A ⊂ Rn, a ∈ A. Then a ∈ ξ˜A(x) if and only if ξA(xt) = a for xt := a + t(x − a) and
t ∈ [0, 1).
Proof. Step 1 Let a ∈ ξ˜A(x). Suppose there is b ∈ A\{a} with |xt − b| ≤ |xt − a| for a fixed
t ∈ [0, 1). Then
|x− b| < |x− xt|+ |xt − b| ≤ |x− xt|+ |xt − a|
= |x− [a+ t(x− a)]|+ |[a+ t(x− a)]− a|
= (1− t)|x− a|+ t|x− a|
= |x− a|,
(6.1)
but this contradicts a ∈ ξ˜A(x). The strict inequality in (6.1) holds, because else we would have
b ∈ x+ [0,∞)(a− x), which is not compatible with |xt − b| ≤ |xt − a| and |a− x| ≤ |b− x|.
Step 2 Let ξA(xt) = a for t ∈ [0, 1) and assume that there is b ∈ A\{a} such that |b−x| < |a−x|.
Then
2(1− t)|x− a|+ |x− b| = 2|xt − x|+ |x− b| < |x− a|
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for 2−1 + 2−1|x− b|/|x− a| < t < 1, so that
|xt − b| ≤ |xt − x|+ |x− b| < |x− a| − |xt − x| = t|x− a| = |xt − a|,
which contradicts our hypothesis.
We define the tangent cone of a set A ⊂ Rn at a ∈ A, to be
TanaA :=
{
tv | t ≥ 0,∃ak ∈ A\{a} : v = lim
k→∞
ak − a
|ak − a|
}
∪ {0}
and the normal cone of A at a to be the dual cone of TanaA, in other words
NoraA := dual(TanaA) = {u ∈ Rn | 〈u, v〉 ≤ 0 for all v ∈ TanaA}. (6.2)
The normal cone is always a convex cone, while it may happen that the tangent cone is not
convex. From [Fed59, 4.8 Theorem (2)] we know that ξA(x) = a implies x − a ∈ NoraA.
Another representation of the normal cone
NoraA = {tv | t ≥ 0, |v| = s, ξA(a+ v) = a} (6.3)
for reach(A, a) > s > 0 can be found in [Fed59, 4.8 Theorem (12)]. Unfortunately, there
seems to be a small gap at the very end of the proof of this item in Federer’s paper. Namely,
it has not been taken into consideration that the cone S, which is set to be the right-hand side
of (6.3), can a priori be empty. That this is indeed not the case is shown in Lemma 6.2. From
(6.3) we infer
x− a ∈ NoraA, x 6= a ⇒ ξA(xs) = a for s < reach(A, a) and xs = a+ s x− a|x− a| ,
(6.4)
as s x−a|x−a| ∈ NoraA, so that v from (6.3) must be equal to s x−a|x−a| .
Lemma 6.2 (If reach(A, a) > 0 then there is v ∈ Unp(A)\{a} with ξA(v) = a).
Let A ⊂ Rn be a closed set, a ∈ ∂A and reach(A, a) > 0. Then there is v ∈ Unp(A)\{a} with
ξA(v) = a.
Proof. Step 1 We adapt the proof of [Fed59, 4.8 Theorem (11)] to our situation. Let a ∈ ∂A,
0 < r < reach(A, a), 0 < ε < reach(A, a) − r. Without loss of generality we might assume
that a = 0. Then there is a sequence uk ∈ Unp(A)\A, with uk → a, |uk| < ε/3. For ρ ∈ [0, r],
k ∈ N and δ(x) := dist(x,A) set
η(uk, ρ) : = ξA(uk) +
δ(uk) + ρ
δ(uk)
(uk − ξA(uk)).
Then
|η(uk, ρ)| ≤ 2|uk|+ δ(uk) + ρ ≤ 3|uk|+ r ≤ ε+ r < reach(A, a),
hence η(uk, ρ) ∈ Unp(A).
Step 2 Now, we want to show that ξA(η(uk, ρ)) = ξA(uk). Assume that this is not the case.
Then
1 ≤ τ := sup{t > 0 | ξA[ξA(uk) + t(uk − ξA(uk))] = ξA(uk)} ≤ δ(uk) + ρ
δ(uk)
<∞,
by Lemma 6.1. Now, ξA(uk) + τ(uk − ξA(uk)) 6∈ Unp(A)◦, by [Fed59, 4.8 Theorem (6)], but
|ξA(uk) + τ(uk − ξA(uk))| ≤ |ξA(uk)|+ τδ(uk)
≤ 2|uk|+ δ(uk) + ρ ≤ 3|uk|+ r ≤ ε+ r < reach(A, a).
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Figure 6.1: Directions in tangent and normal cone of a set A at two different points.
Contradiction.
Step 3 As |η(uk, r)| ≤ ε+ r there must be a convergent subsequence, i.e. there is v ∈ Rn with
v = lim
l→∞
η(ukl , r) and |v| = lim
l→∞
|η(ukl , r)| = r,
hence v ∈ Unp(A)\{a} and according to Step 2 we have
ξA(v) = lim
l→∞
ξA(η(ukl , r)) = lim
l→∞
ξA(ukl) = ξA(a) = a,
since ξA is continuous on Unp(A), see [Fed59, 4.8 Theorem (4)].
Note that according to Alexander’s duality any closed hypersurface A has a well-defined
inside int(A) and outside ext(A). From the definitions it is immediately clear that
reach(A) = min{reach(int(A)), reach(ext(A))}. (6.5)
Lemma 6.3 (Alternative characterisation of reach I).
Let A ⊂ Rn closed, A 6∈ {∅,Rn} and reach(A) > 0. Then
reach(A) = sup{t | ∀a, b ∈ A, a 6= b : (a+ NoraA) ∩ (b+ NorbA) ∩Bt(A) = ∅}. (6.6)
Proof. Let a, b ∈ A, a 6= b and u ∈ NoraA, v ∈ NorbA with a+ u = b+ v. Then by (6.4) we
must have either |u| ≥ reach(A) or |v| ≥ reach(A), because else ξA(a+u) = a and ξA(b+v) = b
contradicts a 6= b. Hence reach(A) is not larger than the right-hand side of (6.6). This means,
for reach(A) = ∞ we have proven the proposition. Let reach(A) < ∞. Clearly, for ε > 0
there must be aε ∈ A and uε ∈ Sn−1 with xε = aε + (reach(A) + ε)uε 6∈ Unp(A). Hence, there
are two different points bε 6= cε such that bε, cε ∈ ξ˜A(xε). Therefore xε − bε ∈ Norbε A and
xε − cε ∈ Norcε A, see [Fed59, 4.8 Theorem (2)], i.e. xε ∈ (bε + Norbε A)∩ (cε + Norbε A) and
|xε − bε| = |xε − cε| ≤ |xε − aε| = reach(A) + ε. Consequently, the right-hand side of (6.6)
cannot be larger than reach(A).
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Lemma 6.4 (Properties of parallel sets).
Let A ⊂ Rn, A 6∈ {∅,Rn}.
1. For s > 0 holds ∂[As] ⊂ {x ∈ Rn\A | dist(x, ∂A) = s}.
2. For s, t ≥ 0 holds (As)t = As+t.
3. For s ≥ 0 and −s ≤ t ≤ 0 holds As+t ⊂ (As)t.
4. For s < 0 holds ∂[As] = {x ∈ A | dist(x, ∂A) = |s|}.
5. For s, t ≤ 0 holds (As)t = As+t.
6. For s ≤ 0 and 0 ≤ t ≤ −s holds (As)t ⊂ As+t.
Proof. 1. Let s > 0 and x ∈ ∂[As]. As dist(·, A) is continuous, the set As is closed and
dist(x,A) ≤ s. Therefore, for every ε > 0 there are points y ∈ Bε(x) with dist(y,A) > s.
Hence, x 6∈ A and dist(x,A) = dist(x, ∂A) = s.
2. For s = 0 or t = 0 the equality is evident. Let s, t > 0. Then As ⊂ As+t and for
x ∈ (As)t\As we have
dist(x,A) ≤ dist(x, ∂[As]) + dist(∂[As], A) ≤ t+ s
and hence x ∈ As+t. Clearly As ⊂ (As)t, therefore let x ∈ As+t\As. Then there is y ∈ ξ˜∂A(x)
and there is t0 ∈ [0, 1) such that |z − y| = s for z = y + t0(x− y). Considering Lemma 6.1 we
know that z ∈ As and additionally we have
|x− y| = |x− z|+ |z − y| = |x− z|+ s ≤ t+ s,
note that x, y and z are on a straight line with z between x and y. This means |x− z| ≤ t and
hence x ∈ (As)t.
3. Let s ≥ 0, −s ≤ t ≤ 0 and x ∈ As+t. Then x ∈ As and
−dist(x, ∂[As]) + s = −dist(x, ∂[As]) + dist(∂[As], A) ≤ dist(x,A) ≤ s+ t
and hence dist(x, ∂[As]) ≥ −t, i.e. x ∈ (As)t.
4. Let s < 0 and x ∈ ∂[As]. As dist(·, ∂A) is continuous the set As is closed and dist(x, ∂A) ≥
|s|. Then x ∈ As and for every ε > 0 there are points y ∈ Bε(x) with dist(y, ∂A) < |s|. Hence
dist(x, ∂A) = |s|. Now, let x ∈ A with dist(x, ∂A) = |s|. Then x ∈ As. As ∂A is closed there
exists a ∈ ξ˜∂A(x) and according to Lemma 6.1 we have dist(xt, ∂A) = t|x− a| = t|s| and hence
xt ∈ Rn\As for t ∈ (0, 1). Consequently, x ∈ Rn\As and x ∈ As, therefore x ∈ ∂[As].
5. For s = 0 or t = 0 the equality is evident. Let s, t < 0 and x ∈ (As)t. Then, as ∂A is
closed and nonempty, there is y ∈ ξ˜∂A(x) and there is t0 ∈ [0, 1] such that |y − z| = |s| for
z = y + t0(x− y). Considering Lemma 6.1 and 4. we have z ∈ ∂[As]. From |z − x| ≥ |t| we
infer
|s+ t| = |s|+ |t| ≤ |y − z|+ |z − x| = |x− y| = dist(x, ∂A),
note that x, y and z are on a straight line with z between x and y. This means x ∈ As+t. Now
let x ∈ As+t. Then x ∈ As and
|s+ t| = |s|+ |t| ≤ dist(x, ∂A) ≤ dist(x, ∂[As]) + dist(∂[As], ∂A) = dist(x, ∂[As]) + |s|,
by 4., so that x ∈ (As)t.
6. Let s ≤ 0, 0 ≤ t ≤ −s and x ∈ (As)t. Then x ∈ A and
−s− t ≤ dist(As, ∂A)− dist(x,As) ≤ dist(x, ∂A),
i.e. x ∈ As+t.
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The examples ∂B1(0), ∂[0, 1]
2 and [0, 1]2 suffice to show that the inclusions in 1., 3. and
6., respectively, can be strict.
Lemma 6.5 (Alternative characterisation of reach II).
Let A ⊂ Rn closed, A 6∈ {∅,Rn} and r > 0. Then
reach(A) ≥ r ⇔ (As)t = As+t for all s ∈ (0, r), t ∈ (−s, r − s). (6.7)
Proof. Step 1 Let reach(A) ≥ r. Let s ∈ (0, r). For t = 0 nothing needs to be shown.
Let t ∈ (0, r − s). We then always have (As)t = As+t, see Lemma 6.4 2.. Let s ∈ (0, r),
t ∈ (−s, 0), then by Lemma 6.4 3. we always have As+t ⊂ (As)t. For x ∈ A we automatically
have x ∈ As+t, so let x ∈ (As)t\A. As reach(A) ≥ r we find a unique y = ξA(x) and by
(6.4) we additionally know dist(xu, A) = |xu − y| = u for xu := y + u(x − y)/|x − y|, u < r.
Then xs ∈ ∂[As], because xu ∈ As for 0 ≤ u ≤ s and xu ∈ Rn\As for s < u < r, so that
|x− xs| ≥ −t, dist(x,A) = |x− y| < s and hence
dist(x,A) = |x− y| = |xs − y| − |xs − x| ≤ s+ t,
note that y, x and xs are on a straight line with x between y and xs. Hence x ∈ As+t.
Step 2 The other direction is a the contrapositive of Lemma 6.6 if we put s = σ + τ and
t = −τ .
Lemma 6.6 (If reach(A) < r then (Aσ+τ )−τ\Aσ contains an inner point).
Let A ⊂ Rn be closed, A 6∈ {∅,Rn} and reach(A) < r. Then there are σ ∈ (0, r), τ ∈ (0, r − σ)
such that (Aσ+τ )−τ\Aσ contains an inner point.
Proof. Let reach(A) < r. Then there is x ∈ Au\A for some u ∈ (0, r) and y, z ∈ A, y 6= z with
y, z ∈ ξ˜A(x). Let |x− y| = |x− z| =: t0 then 0 < t0 < r.
Case 1 Let x ∈ A◦t0 .1 Then dist(x, ∂[At0 ]) > 0 and Bdist(x,∂[At0 ])+ε(x) ⊂ At0+ε for all
ε > 0. Choose 0 < ε < r − t0 and 0 < δ < min{2−1 dist(x, ∂[At0 ]), 2−1t0}. Then Bδ(x) ⊂
(At0+ε)−(ε+δ) and for all w ∈ Bδ(x) holds
dist(w,A) ≥ dist(x,A)− |x− w| = t0 − |x− w| > t0 − δ
so that Bδ(x) ∩ At0−δ = ∅. Hence, x is an inner point of (At0+ε)−(ε+δ)\At0−δ, i.e. the
proposition holds for σ = t0 − δ and τ = ε+ δ.
Case 2 Let x ∈ ∂[At0 ]. Without loss of generality we might assume that y = −ae1, z = ae1
and x = be2 with t
2
0 = a
2 + b2 and a > 0. Let ε ∈ (0,min{r − t0, t0}). Then Bε(x) ⊂
(Bt0+ε(y) ∩Bt0+ε(z)) and the only elements of ∂Bt0+ε(y) ∩ ∂Bε(x) and ∂Bt0+ε(z) ∩ ∂Bε(x)
are x + ε(x − y)/t0 and x + ε(x − z)/t0, respectively. If these two points do not belong to
∂[At0+ε] then dist(x, ∂[At0+ε]) > ε. Now,∣∣x+ εx− y
t0
− z∣∣2 = ∣∣(1 + ε/t0)be2 − (1− ε/t0)ae1∣∣2
= (1 + ε/t0)
2b2 + (1− ε/t0)2a2 = (1 + ε/t0)2(a2 + b2)− 4εa2/t0
= (t0 + ε)
2 − 4εa2/t0 < (t0 + ε)2,
and hence x+ε(x−y)/t0 ∈ Bt0+ε(z) and, by interchanging y and z we obtain x+ε(x−z)/t0 ∈
Bt0+ε(y). Hence, we have shown that x lies in the interior of (At0+ε)−ε. This means that there
is δ > 0 such that Bδ(x) ⊂ (At0+ε)−ε. Now, Bδ(x)\At0 is open and nonempty, as x ∈ ∂[At0 ],2
so that there must be w ∈ Bδ(x)\At0 and δ′ > 0 with Bδ′(w) ⊂ Bδ(x)\At0 . Therefore w
is an inner point of (At0+ε)−ε\At0 . That is, we have shown the proposition for σ = t0 and
τ = ε.
1At first glance it might seem rather strange that dist(x,A) = t0 and x ∈ A◦t0 , but it is seen easily that this
is indeed possible, for example for A = ∂B1(0), x = 0 and t0 = 1.
2Note that we had to distinguish the different cases, because we need Bδ(x)\At0 to be nonempty.
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Lemma 6.7 (If reach(Rn\A) < r then A−σ\(A−(σ+τ))τ contains an inner point).
Let A ⊂ Rn be closed, A 6∈ {∅,Rn} and reach(Rn\A) < r. Then there are σ ∈ (0, r),
τ ∈ (0, r − σ) such that A−σ\(A−(σ+τ))τ contains an inner point.
Proof. Let reach(Rn\A) < r. Then there is x ∈ (Rn\A)u\Rn\A ⊂ A for some u ∈ (0, r) and
y, z ∈ ∂A, y 6= z with y, z ∈ ξ˜∂A(x). Let |x− y| = |x− z| =: t0 then 0 < t0 < r. Hence, x is
an inner point of A−(t0−δ) for δ ∈ (0, t0) and consequently Bδ(x) ⊂ A−(t0−δ), since
dist(w, ∂A) ≥ dist(x, ∂A)− |x− w| ≥ t0 − δ
holds for all w ∈ Bδ(x). In the same manner as in Lemma 6.6 Case 2 we can show that for every
small enough ε > 0 we have dist(x,A−(t0+ε)) > ε. Now, fix δ = min{
dist(x,A−(t0+ε))−ε
3 ,
t0
2 }, i.e.
especially ε+ 3δ ≤ dist(x,A−(t0+ε)). Then
dist(w,A−(t0+ε)) ≥ dist(x,A−(t0+ε))− |x− w| ≥ ε+ 2δ
holds for all w ∈ Bδ(x). This means we have
w 6∈ (A−(t0+ε))δ+ε = (A−(t0−δ+δ+ε))δ+ε
for all w ∈ Bδ(x), or in other words x is an inner point of A−(t0−δ)\(A−(t0−δ+δ+ε))δ+ε and
thus we have proven the proposition for σ = t0 − δ and τ = δ + ε.
6.1.1 Closed Hypersurfaces of Positive Reach Are C1,1 Manifolds
In this subsection we show one implication of the equivalence in Theorem 13.
Proposition 6.8 (Normal cones of closed hypersurfaces of positive reach are lines).
Let A be a closed hypersurface in Rn and reach(A) > 0. Then for a ∈ A there is a direction
s ∈ Sn−1 such that
NoraA = Rs and Nora int(A) = [0,∞)s. (6.8)
Proof. Clearly ξA(x) = a, x 6= a implies B|x−a|(x) ∩ A = ∅. By Lemma 6.2 and (6.5) we
know that for all a ∈ A there are x1 ∈ int(A), x2 ∈ ext(A) such that ξA(xi) = a and hence
B|x1−a|(x1) ⊂ int(A), B|x2−a|(x2) ⊂ ext(A). Then we must have that x1, x2, a lie on a straight
line, with a between x1 and x2, as else |x1 − x2| < |x1 − a|+ |a− x2|, so that there would be
a point
y = x1 + α
x2 − x1
|x2 − x1| = x2 + (|x1 − x2| − α)
x1 − x2
|x1 − x2| ∈ B|x1−a|(x1) ∩B|x2−a|(x2)
with 0 ≤ α < |x1 − a| and 0 ≤ |x1 − x2| − α < |x2 − a|. Obviously this contradicts
int(A)∩ ext(A) = ∅. Therefore, R(x1 − a) ⊂ NoraA, by (6.3), and with the same argument as
above we can also show that NoraA ⊂ R(x1 − a).
An s ∈ Sn−1 with [0,∞)s ⊂ Nora int(A) is called outer normal of a closed hypersurface A
at a and correspondingly −s an inner normal. If the outer normal is unique we denote it by
ν(a).
Lemma 6.9 (Normals are continuous).
Let A be a closed hypersurface in Rn, reach(A) > 0, ak ∈ A, ak → a and sk ∈ Sn−1 be outer
normals for A at ak. Then sk → s and s ∈ Sn−1 is the outer normal of A at a.
80
6.1 Sets of Positive Reach
Proof. Let (skl)l∈N be a subsequence. Then, as Sn−1 is compact, there is an u ∈ Sn−1 and a
further subsequence with sklm → u. Since ξA is continuous, see [Fed59, 4.8 Theorem (4)], we
have
aklm = ξA(aklm + tsklm )→ a = ξA(a+ tu) for all t < reach(A).
According to [Fed59, 4.8 Theorem (2)] holds u ∈ NoraA. By Proposition 6.8 there is a single
s ∈ Sn−1 such that u = s for all subsequences and s is outer normal of A at a. By Urysohn’s
principle we have sk → s.
The proof also shows that for any closed set of positive reach the limit of normals is a
normal at the limit point.
Lemma 6.10 (Closed hypersurface of positive reach is locally a graph).
Let A ⊂ Rn be a closed hypersurface, reach(A) > 0, a ∈ A such that NoraA = Rs and s ∈ Sn−1
is an outer normal. Then A is locally a graph over a+ (NoraA)
⊥. Put more precisely, this
means that there is ε > 0 such that after a rotation and translation Φ : Rn → Rn, transforming
a to 0 and s to en, we can write
Ψ : Rn−1 ⊃ Bε(0)→ Φ(Bε(a) ∩A), v 7→ (v, f(v)),
with a bijective function Ψ and a scalar function f : Rn−1 → R.
Proof. Assume that the proposition is not true. Without loss of generality we might assume
a = 0 and s = en. Then for every ε > 0 there are y = y(ε), z = z(ε) ∈ Bε(0) ∩ A, y 6= z
such that yi = zi, for i = 1, . . . , n − 1. Without loss of generality let 0 < yn < zn. If sy is
the outer normal at y, we know by Lemma 6.9 that αy := ](s, sy) → 0, i.e. for ε → 0. By
elementary geometry we have y + (0, t)en ⊂ Bt(y + tsy), if sin(αy/2) ≤ 2−1. This means that
z ∈ Bt(y + tsy) for |y − z| < t < reach(A), if ε is small enough. But as we have seen in the
proof of Proposition 6.8, we have Bt(y + tsy) ∩A = ∅. Contradiction.
The next lemma is a special case of [Lyt05, Proposition 1.4].
Lemma 6.11 (Closed hypersurface of positive reach are C1,1).
Let A ⊂ Rn be a closed hypersurface, reach(A) > 0. Then A is a C1,1 hypersurface.
Proof. From Lemma 6.10 we know that we can write A locally as the graph of a real function
f , whose domain Ω is a ball of diameter smaller than reach(A). For every point a in the graph
of f the argument in the beginning of the proof of Lemma 6.8 gives us two balls of radius
reach(A)/2 that touch the graph only in the point a = (x, f(x)), one from above and the
other from below. Denoting the functions corresponding to the graph of the lower hemisphere
touching from above and the upper hemisphere touching from below by gy and hy, respectively,
we obtain
f(x) = inf
y∈Ω
gy(x) = sup
y∈Ω
hy(x).
Since the functions gy and hy are of class C
1,1 the function f is semi-concave and semi-convex
with linear modulus of semi-concavity [CS04, Proposition 2.1.2, p. 30 and Proposition 2.1.5,
p. 32] hence, by [CS04, Corollary 3.3.8, p. 61], f is of class C1,1.
6.1.2 Closed C1,1 Hypersurfaces Have Positive Reach
It is folklore that compact C1,1 submanifolds have positive reach and in fact this can even
be found in many remarks in the literature, see for example [Fu89, below 2.1 Definitions] or
[Lyt04, under Theorem 1.1], but, unfortunately, the author was not able to locate a single
proof. Therefore we show the statement in a special case, adapted to our needs, thus completing
the proof of Theorem 13.
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Lemma 6.12 (Closed C1,1 hypersurfaces have positive reach).
Let A ⊂ Rn be a closed hypersurface of class C1,1. Then reach(A) > 0.
Proof. As A is C1,1 it can be locally written as a graph of a C1,1 function. By compactness
of A and Lebesgue’s Number Lemma we find ε, δ > 0 and a finite number N of functions
fk ∈ C1,1(Bε(0),R), k = 1, . . . , N , Bε(0) ⊂ Rn−1 such that for every a ∈ A the set A ∩Bδ(a)
is, after a translation and rotation, covered by the graph of a single fk.
Step 1 Let u, v ∈ A with |u− v| ≤ δ. Then both points lie in the graph of a function f = fk
and we can write u = (x, f(x)), v = (y, f(y)) for x, y ∈ Bε(0). The distance of v−u to TanuA
is given by the projection of v − u on the normal space NoruA, i.e.
dist(v − u,TanuA) =
∣∣∣〈 [ y
f(y)
]
−
[
x
f(x)
]
,
1√
1 + |∇f(x)|2
[∇f(x)
−1
]〉∣∣∣
=
∣∣∣ (y − x)∇f(x)− (f(y)− f(x))√
1 + |∇f(x)|2
∣∣∣ = ∣∣∣f(x)− f(y)−∇f(x)(x− y)√
1 + |∇f(x)|2
∣∣∣.
By Taylor’s Theorem for Lipschitz functions, Theorem 6.14, we can write
f(x) = f(a) +∇f(x) · (x− a) +
∫ 1
0
(1− s)(x− a)T [Hessf(a+ s(x− a))](x− a) ds
and estimate
dist(v − u,TanuA) ≤
∣∣∣ ∫ 1
0
(1− s)(x− y)T [Hessf(y + s(x− y))](x− y) ds
∣∣∣
≤ ‖Hessf‖L∞(Bε(0),R2(n−1))|x− y|
2 ≤ ‖Hessf‖L∞(Bε(0),R2(n−1))|v − u|
2
.
Step 2 Let u, v ∈ A with |u− v| > δ. Then dist(v − u,TanuA) ≤ diam(A) <∞, so that
dist(v − u,TanuA) ≤ diam(A) ≤ diam(A)
δ2
|u− v|2.
Step 3 All in all we have shown
dist(v − u,TanuA) ≤ max
{diam(A)
δ2
, ‖Hessfk‖L∞(Bε(0),R2(n−1)) | k = 1, . . . , N
}
|u− v|2,
for all u, v ∈ A. Now the proposition follows with [Fed59, 4.18 Theorem].
Theorem 6.13 (Taylor’s theorem for Sobolev functions).
Let I ⊂ R be a bounded open interval, k ∈ N. Then for all f ∈W k,1(I) and x, a ∈ I holds
f(x) =
k−1∑
i=0
f (i)(a)
i!
(x− a)i +
∫ x
a
f (k)(t)
(k − 1)! (x− t)
k−1 dt.
Proof. We can follow the usual proof by induction using the fundamental theorem of calculus
and integration by parts. This is possible, because the product rule, and therefore integration
by parts, also holds for absolutely continuous, and hence W 1,1, functions, see [Hei07, formula
(3.4), p. 167].
Theorem 6.14 (Taylor’s theorem for Lipschitz functions).
Let Ω ⊂ Rn be open, k ∈ N0. Then for all f ∈ Ck,1(Ω) and x, a ∈ Ω with x+ [0, 1](a− x) ⊂ Ω
holds
f(x) =
k∑
|α|=0
Dαf(a)
α!
(x− a)α +
∑
|β|=k+1
k + 1
β!
∫ 1
0
(1− t)kDβf(a+ t(x− a))(x− a)β dt.
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Proof. We always have Ck,1 ⊂ W k+1,∞, so that we can use the standard proof that applies
Taylor’s Theorem in dimension one, Theorem 6.13, to g = f ◦ h for h : [0, 1] → Ω with
h(t) = a+ t(x− a). For this it is important that g ∈ W k,1([0, 1]), which is clear as f and h
are both Ck,1, hence g ∈W k+1,∞([0, 1]), and that [0, 1] is bounded.
6.2 Steiner Formula and Sets of Positive Reach
Theorem 12 (Alternating Steiner formula and reach of the boundary).
Let A ⊂ Rn be closed and bounded by a closed hypersurface, r > 0. Then the following are
equivalent
• for all s ∈ (−r, r) there are Wk(As) ∈ R such that for −r < s+ t < r holds
V ((As)t) =
n∑
k=0
(
n
k
)
Wk(As)t
k,
• (As)t = As+t for all for all s ∈ (−r, r) and −r < s+ t < r,
• reach(∂A) ≥ r,
• ∂A is a closed C1,1 hypersurface with reach(∂A) ≥ r.
Proof. The equivalence of the last three items is Theorem 13, Lemma 6.4 and Lemma 6.5
together with (6.5).
Step 1 Let
V ((As)t) =
n∑
k=0
(
n
k
)
Wk(As)t
k (6.9)
for all s ∈ (−r, r) and −r < s+ t < r. We compute
V (As+t) =
n∑
k=0
(
n
k
)
Wk(A)(s+ t)
k =
n∑
k=0
(
n
k
)
Wk(A)
k∑
i=0
(
k
i
)
sk−iti
=
n∑
k=0
k∑
i=0
(
n
k
)(
k
i
)
Wk(A)s
k−iti =
n∑
i=0
n∑
k=i
(
n
k
)(
k
i
)
Wk(A)s
k−iti
=
n∑
i=0
n∑
k=i
(
n
i
)(
n− i
k − i
)
Wk(A)s
k−iti =
n∑
i=0
(
n
i
)( n∑
k=i
(
n− i
k − i
)
Wk(A)s
k−i
)
ti.
(6.10)
By Lemma 6.4 holds V ((As)t) = V (As+t) for s, t > 0 or s, t < 0 with |s + t| < r, so that
comparing (6.9) with (6.10) yields
Wi(As) =
n∑
k=i
(
n− i
k − i
)
Wk(A)s
k−i, for s ∈ (−r, r). (6.11)
According to Lemma 6.4 we either have As+t ⊂ (As)t or (As)t ⊂ As+t for s ∈ (−r, r),
−r < s+ t < r. By (6.10) we obtain
V ((As)t) =
n∑
i=0
(
n
i
)
Wi(As)t
i =
n∑
i=0
(
n
i
)( n∑
k=i
(
n− i
k − i
)
Wk(A)s
k−i
)
ti = V (As+t), (6.12)
for s ∈ (−r, r) and −r < s+ t < r. Assume reach(∂A) < r. Then the reach of int(∂A) = A
or ext(∂A) = Rn\A is strictly smaller than r. Now, we obtain a contradiction to (6.12) via
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Lemma 6.6 for s = σ + τ , t = −τ if reach(A) < r and via Lemma 6.7 for s = −(σ + τ), t = τ
in case reach(Rn\A) < r.
Step 2 Let the last three items hold. Then according to the second item of Lemma 6.15
for B = A, s = t and (6.5) we have reach(As) ≥ reach(∂As) ≥ r − |s| for s ∈ (−r, r). Using
Federer’s Steiner formula for sets of positive reach, see [Fed59, 5.6 Theorem], we obtain (6.9)
for all s ∈ (−r, r) and 0 < t < r − |s| and, obviously, this also holds for t = 0. In a first part
we use this to prove (6.9) for s ∈ (−r, r) and s ≤ s+ t < r. These results are then used in a
second part to establish (6.9) for s ∈ (−r, r) and −r < s+ t < r.
Part 1 Making use of Federer’s Steiner formula we can do a computation similar to (6.10) for
V ((As+t)u) = V ((As)t+u), 0 < t < r − |s| and 0 < u < r − |s| − t, note t+ u > 0, to obtain
Wi(As+t) =
n∑
k=i
(
n− i
k − i
)
Wk(As)t
k−i. (6.13)
For s ∈ [0, r) we already have (6.9) for all 0 ≤ t < r− s. Let s ∈ (−r, 0). Choose u ∈ (0, r−|s|)
and v ∈ (0, r−|s+u|). Now, again using Federer’s Steiner formula, we can compute V ((As+u)v)
and substitute (6.13), using the same tricks as in (6.10) and (6.12), to obtain
V ((As)u+v) = V ((As+u)v) =
n∑
k=0
(
n
k
)
Wk(As+u)v
k =
n∑
k=0
(
n
k
) n∑
j=k
(
n− k
j − k
)
Wj(As)u
j−kvk
=
n∑
j=0
j∑
k=0
(
j
k
)(
n
j
)
Wj(As)u
j−kvk =
n∑
j=0
(
n
j
)
Wj(As)(u+ v)
j .
This means we have shown (6.9) for all s ∈ (−r, 0) and u+ v = t ∈ (0, r − |s|+ r − |s+ u|),
where
r − |s|+ r − |s+ u| = 2r − u ≥ 2r − (r + s) = r − s if s+ u > 0
and
r − |s|+ r − |s+ u| = 2(r + s) + u ≥ 2(r + s) if s+ u ≤ 0.
Iteration yields (6.9) for all s ∈ (−r, r) and s ≤ s+ t < r.
Part 2 Let s ∈ (−r, r) and −r < s+t < r. We want to obtain (6.9) for this range of parameters.
Choose 0 < u with −r < s + t + u < r and 0 < t + u. As in Part 1 we can use the Steiner
formula, now with the extended range from Part 1, to compute V ((As+t)u) = V ((As)t+u),
which yields (6.13) for s ∈ (−r, r) and −r < s + t < r.3 This time choose 0 < u such that
−r < s+ t− u. Then by the Steiner formula from Part 1 holds
V ((As)t) = V ((As+t−u)u) =
n∑
k=0
(
n
k
) n∑
i=k
(
n− k
i− k
)
Wi(As)(t− u)i−kuk
=
n∑
i=0
i∑
k=0
(
i
k
)(
n
i
)
Wi(As)(t− u)i−kuk =
n∑
i=0
(
n
i
)
Wi(As)t
i.
Theorem 11 (Characterisation of sets of positive reach).
Let A ⊂ Rn closed, A 6∈ {∅,Rn} and r > 0. Then the following are equivalent
3Note that this range could not be covered in the Part 1, because there the range of u is restricted to
0 < u < r− |s+ t|, so that V ((As+t)u) can be expanded in u via the Steiner formula. This is why we first had
to extend the range to 0 < u < r − (s+ t).
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• for all s ∈ (0, r) there are Wk(As) ∈ R such that for 0 < s+ t < r holds
V ((As)t) =
n∑
k=0
(
n
k
)
Wk(As)t
k,
• (As)t = As+t for all for all s ∈ (0, r) and 0 < s+ t < r,
• reach(A) ≥ r.
Proof. Except for the differences explained below the proof is the same as for Theorem 12. For
the very last part of the analog of Step 1 in the proof of Theorem 12 we assume reach(A) < r
and then obtain a contradiction to to (6.12) via Lemma 6.6 for s = σ + τ , t = −τ . For the
analog of Step 2 it is enough to have reach(A) > 0, because we do not have to use Lemma
6.15, as we can simply employ [Fed59, 4.9 Corollary] to obtain reach(As) ≥ r− s for s ∈ (0, r).
Then we can follow the other steps, skipping Part 1, to obtain the desired result.
Lemma 6.15 (Parallel surfaces and normals).
Let A be a closed hypersurface with reach(A) > t > 0. Write B := int(A).
• The mapping ϕt : A→ ∂[B±t], a 7→ a± tν(a) is bijective and ν(a) = ν(ϕt(a)).
• The boundary ∂[B±t] is a C1,1 manifold with reach(∂[B±t]) ≥ reach(A)− t.
• If A is the boundary of a convex set with nonempty interior we have reach(∂[B±t]) =
reach(A)± t.
Proof. That ϕt is injective is a direct consequence of Lemma 6.3. On the other hand, we have
ξA(x) =: a ∈ A for every x ∈ ∂[B±t] and hence x−a ∈ NoraA, so that x = a+t(x−a)/|x−a| =
ϕt(a). The coincidence of normals is a consequence of (6.3) and [Fed59, 4.9 Corollary]. From
the alternative characterisation of reach in Lemma 6.3 we infer the estimate for reach(∂[B±t]).
Now let A be the boundary of a closed convex set B with nonempty interior. As B±t is convex,
see [Had55, §6, p. 17], it is clear that reach(B±t) =∞, so that the formula for reach(∂[B±t])
follows from Lemma 6.3 and (6.5). The C1,1 regularity is a consequence of Theorem 13.
6.2.1 Hadwiger’s Problem
Theorem 14 (Characterisation of Rn−1(r)).
Let K ∈ Kn, r > 0. Then the following are equivalent
• K ∈ Rn−1(r),
• there is a convex L with K = Lr,
• K = (K−r)r,
• reach(∂K) ≥ r,
• ∂K is a closed C1,1 hypersurface with reach(∂K) ≥ r.
Proof. The equivalence of the first three items is actually shown in [HS10a, proof of Theorem
1.1] and the equivalence of the last two items is Theorem 12.
Step 1 Let K = (K−r)r and x ∈ Br(∂K). If x ∈ ext(∂K) we have a unique projection ξ∂K(x),
so let x ∈ int(∂K). We know that K−r is convex and, as x ∈ ext(∂(K−r)) ∪ ∂(K−r), we have
a unique projection y = ξ∂(K−r)(x). Let {z} = [0,∞)(x− y) ∩ ∂K. Then ξ∂(K−r)(z) = y by
(6.4), as K−r is convex and hence reach(K−r) =∞. Then Br(y) ⊂ K and |z − y| = r. This
means z ∈ ξ˜∂K(y) and consequently ξ∂K(x) = z, see Lemma 6.1. Therefore reach(∂K) ≥ r.
Step 2 Let reach(∂K) ≥ r. Then according to Theorem 12, we have a Steiner formula
for every Ks, s ∈ (−r, r). This directly yields (6.11) and W ′i (s) = (n − i)Wi+1(s) for the
quermaßintegrals. Hence K ∈ Rn−1(r).
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6.2.2 Gradient Flow of Mean Breadth
Before we start to prove (3) in Proposition 15 we should at least, very briefly, explain the
notation that is specific to gradient flows on metric spaces. For a curve x : I → X from an
interval I to a metric space X we define the metric derivative |x˙(t0)| at a point t0 ∈ I by
|x˙(t0)| := lim
t→t0
t∈I
d(x(t), x(t0))
|t− t0|
if this limit exists. The slope |∇F |(x0) of a map F : X → R at a point x0 ∈ X is set to be
|∇F |(x0) := lim sup
x→x0
(F (x0)− F (x))+
d(x0, x)
,
where (a)+ := max{a, 0} for a ∈ R. A curve x : I → X in a metric space (X, d) is called
absolutely continuous if there is a function f ∈ L1(I) such that
d(x(s), x(t)) ≤
∫ t
s
f(y)dy for all s, t ∈ I with s < t.
Lemma 6.16 (Computation of the slope |∇Wi|).
For all K ∈ K1,1 we have |∇Wi|(K) = (n− i)Wi+1(K) for i = 0, . . . , n− 1.
Proof. Let t < reach(∂K). According to [Gru07, Theorem 6.13 (iv), p. 105] the quermaßin-
tegrals Wi are monotonic with regard to inclusion, i.e. for L ⊂ K we have Wi(L) ≤ Wi(K).
Hence the set in Bt(K) ∩ K1,1 with least Wi is K−t. Here Bt(K) is the closed ball about K
with regard to the Hausdorff metric. We compute
sup
L∈Bt(K)∩K1,1
(Wi(K)−Wi(L))+ = Wi(K)−Wi(K−t)
and consequently with the help of Theorem 14
|∇Wi|(K) = lim sup
L→K
L∈K1,1
(Wi(K)−Wi(L))+
distH(K,L)
= lim sup
t→0
Wi(K)−Wi(K−t)
t
= W ′i (0) = (n− i)Wi+1(0) = (n− i)Wi+1(K).
Notice that for distH(K,L) = t holds (Wi(K)−Wi(L))+ ≤Wi(K)−Wi(K−t).
Proposition 15 (Gradient flow of the mean breath Wn−1 on (K1,1,distH)).
Let K ∈ K1,1 and T := ω−1n reach(∂K) then
x : [0, T )→ K1,1, t 7→ K−ωnt
is a gradient flow in the (EDE) sense for Wn−1 on (K1,1,distH), i.e.
Wn−1(x(t)) +
1
2
∫ t
s
|x˙(u)|2du+ 1
2
∫ t
s
|∇Wn−1|2(x(u))du = Wn−1(x(s)) (3)
for all 0 ≤ s ≤ t < T and x is an absolutely continuous curve. Additionally, x(t)→ x(T ) in
distH for t→ T , where x(T ) := K− reach(∂K), and x(T ) is either a convex set contained in an
affine n− 1 dimensional space or a convex set with nonempty interior with reach(∂x(T )) = 0.
Proof. We have distH(x(s), x(t)) = ωn(t− s) for s < t, so that x is absolutely continuous. For
u ∈ (0, ω−1n reach(∂K)) holds
|x˙(u)| = lim
h→0
distH(x(u+ h), x(u))
|h| =
ωn|h|
|h| = ωn.
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By Lemma 6.16 we already know |∇Wn−1|(C) = Wn(C) = ωn for all C ∈ K1,1 and together
with
Wn−1(K−t) = Wn−1((K−t)t)−Wn(K−t)t = Wn−1(K)− ωnt,
from the usual expansion (6.11) of Wi with (K−t)t = K from the proof of Theorem 12, we
have proven (3).
Clearly x(t)→ x(T ) for t→ T and x(T ) is a compact, convex set and hence either contained
in a lower dimensional affine subspace or it has nonempty interior. Assume that x(T ) has
nonempty interior and ∂x(T ) has positive reach. Then, by Theorem 13, ∂x(T ) is of class C1,1
and we must have ν∂K(a) = ν∂K−ωnT (a − ωnTν∂K(a)) for all a ∈ ∂K. Thus, we obtain a
contradiction to ωnT = reach(∂K) in the representation of Lemma 6.3, because there must be
an ε neighbourhood of ∂x(T ), where the normals cannot intersect, as reach(∂x(T )) > 0.
6.A Quermaßintegrals as Mean Curvature Integrals
Lemma 6.17 (Quermaßintegrals as mean curvature integrals).
Let A ⊂ Rn, ∂A a closed hypersurface with reach(∂A) > 0. Then
Wi(A) = n
−1
∫
∂A
H
(n−1)
i−1 (κ1, . . . , κn−1)dHn−1, (6.14)
where H
(k)
j is the j-th elementary symmetric polynomial in k variables, i.e.
H
(k)
j (x1, . . . , xk) :=
(
k
j
)−1 ∑
1≤l1<...<lj≤k
xl1 . . . xlj
for j = 1, . . . , k and H
(k)
0 = 1.
Proof. By Lemma 6.11 we can write ∂A locally as the graph of a function f ∈ C1,1(Ω,R), Ω ⊂
Rn−1. Note, that the Hessian Hess f of f is symmetric almost everywhere. For ρ < reach(∂A)
we define the mapping
Φ : Ω× (0, ρ)→ Rn,
[
x
t
]
7→
[
x
f(x)
]
+ t(1 + |∇f(x)|2)−1/2
[∇f(x)
−1
]
,
which is bijective onto its image. The vector after the factor t is equal to ν((x, f(x))). As
f and ν are Lipschitz continuous, the same holds for Φ. This means we can extend Φ to a
Lipschitz mapping on the whole Rn by Kirszbraun’s Theorem [Fed69, 2.10.42 Theorem, p.
201] and then use the area formula [Fed69, 3.2.3 Theorem, p. 243] to compute
Hn(Φ(Ω× (0, ρ))) =
∫
Ω×(0,ρ)
|det(DΦ(y))|dy.
For the Jacobian matrix DΦ we obtain
DΦ(x, t) =
[
En−1 0(n−1)×1
∇f(x)T 01×1
]
+ t
[
(∂1ϕ(x))
[∇f(x)
−1
]
. . . (∂n−1ϕ(x))
[∇f(x)
−1
]
0n×1
]
+ tϕ(x)
[
Hess f(x) 0(n−1)×1
01×(n−1) 01×1
]
+ ϕ(x)
[
0(n−1)×(n−1) ∇f(x)
01×(n−1) −1
]
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for almost every x ∈ Ω, where Ek is the identity matrix of size k and we abbreviated
ϕ(x) := (1 + |∇f(x)|2)−1/2. Now we can use the last column of the last matrix to eliminate
the whole second matrix and the last row of the first matrix, to obtain a matrix[
En−1 +∇f(x)[∇f(x)]T + tϕ(x) Hess f(x) ϕ(x)∇f(x)
01×(n−1) −ϕ(x)
]
with the same determinant as DΦ(x). For the surface described by the graph of f the metric
tensor is given by B := En−1+∇f(x)[∇f(x)]T and the curvature tensor by C := ϕ(x) Hess f(x),
note det(B) = 1 + |∇f(x)|2 = ϕ(x)−2. This means the eigenvalues of M := B−1C are the
principal curvatures κi, so that the eigenvalues of En−1 + tM are 1 + tκi. Hence,
det(DΦ) = det
([
B + tC ϕ∇f
01×(n−1) −ϕ
])
= ϕdet
([
B(En−1 + tM) ∇f
01×(n−1) −1
])
= −ϕdet(B) det(En−1 + tM) = − det(B)1/2
n−1∏
i=1
(1 + tκi)
= − det(B)1/2
( n−1∑
i=0
(
n− 1
i
)
H
(n−1)
i (κ1, . . . , κn−1)t
i
)
.
Therefore,
Hn(Φ(Ω× (0, ρ))) =
∫
Ω×(0,ρ)
|det(DΦ(y))|dy
=
n−1∑
i=0
1
i+ 1
(
n− 1
i
)∫
Ω
H
(n−1)
i (κ1, . . . , κn−1)ρ
i+1 det(B)1/2 dx
=
n∑
j=1
(
n
j
)
n−1
∫
graph(f)
H
(n−1)
j−1 (κ1, . . . , κn−1)dHn−1 ρj .
Adding Hn(A) and using a covering of ∂A by graphs together with the appropriate partition
of unity we obtain
V (Aρ) = Hn(Aρ) = Hn(A) +
n∑
j=1
(
n
j
)
n−1
∫
∂A
H
(n−1)
j−1 (κ1, . . . , κn−1)dHn−1 ρj
comparing this with the Steiner formula (1) yields (6.14).
In the special cases of dimension n = 2 and n = 3 the statement of Lemma 6.17 for i = n−1
is
Wn−1(K) = 2−1H1(∂K) for n = 2,
Wn−1(K) = 3−1
∫
∂K
HdH2 for n = 3, (6.15)
where H is the usual mean curvature. The coefficient Wn−1(K) is, at least in the convex case,
usually called mean breadth of K
The representation of quermaßintegrals of sets bounded by hypersurfaces of positive reach
as mean curvature integrals, Lemma 6.17, easily gives us a Gauss-Bonnet Theorem for these
surfaces ∫
∂A
KG dσ = nWn(A) = nωnχ(A),
where KG is the Gauss curvature. Note that here the dimension n does not have to be odd, as
in the generalized Gauss-Bonnet Theorem.
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From Discrete to Smooth
89

Chapter 7
Discrete Mo¨bius Energy
In this section we establish Γ-convergence of the discrete Mo¨bius energy to the smooth
Mo¨bius energy and investigate the order of convergence for the energies of inscribed polygons.
Furthermore, we show that the unique absolute minimizers of the discrete Mo¨bius energy is
the regular n-gon. The results of this chapter already appeared in [Sch14a].
7.1 The lim inf Inequality
To keep notation simple we accommodate for the fact that we deal with closed curves
by indicating the shortest distance metric on the circle S1 and the corresponding metric on
the unit interval both by |· − ·|, in a similar manner we proceed when comparing indices and
computing integrals and sums. By Cg we denote a generic constant that may change from line
to line.
Proposition 7.1 (The lim inf inequality).
Let pn, γ ∈ C with pn → γ in L1(S1,Rd). Then
E(γ) ≤ lim inf
n→∞ En(pn).
Proof. We assume that the lim inf is finite and thus pn ∈ Pn for a subsequence. Now the
proposition is a consequence of Fatou’s Lemma, since for a further subsequence and s 6= t holds
n∑
i,j=1
i 6=j
( 1
|p(aj)− p(ai)|2
− 1|aj − ai|2
)
χ[ai,ai+1)×[aj ,aj+1)(s, t)→
1
|γ(t)− γ(s)|2 −
1
|t− s|2 .
This means, for polygons pn ∈ Pn that are bounded in L∞ and have equibounded energies,
we find a subsequence that converges in C0 to an embedded W 1+
1
2 ,2 curve with finite Mo¨bius
energy.
7.2 Approximation of Energy for Inscribed Polygons
Proposition 18 (Order of convergence for Mo¨bius energy of inscribed polygon).
Let γ ∈ C1,1(SL,Rd) be parametrised by arc length, c, c > 0. Then for every ε ∈ (0, 1) there is
a Cε > 0 such that
|E(γ)− En(pn)| ≤ Cε
n1−ε
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for every inscribed polygon pn given by a subdivision bk, k = 1, . . . , n of SL such that
c
n
≤ min
k=1,...,n
|γ(bk+1)− γ(bk)| ≤ max
k=1,...,n
|γ(bk+1)− γ(bk)| ≤ c
n
. (7.1)
Proof. By [Bla12a, Lemma 2.1] we know that there is a constant Cb > 0 with |t − s| ≤
Cb|γ(t) − γ(s)|. Choose N := 4Cb cc . Let p be an inscribed polygon given by γ(bi) with
γ(b0) = γ(bn), γ(b1) = γ(bn+1), b0 = 0. Then the arc length parameters of the polygon are
ai =
∑i
k=1|γ(bk)− γ(bk−1)|. Note, that
|bj − bi| ≥ |aj − ai| =
max{i,j}∑
k=min{i+1,j+1}
|γ(bk)− γ(bk−1)|
≥ |γ(bj)− γ(bi)| ≥ C−1b |bj − bi|.
(7.2)
For t ∈ [bj , bj+1] and s ∈ [bi, bi+1] holds
|t− s| ≤ |bj − bi|+ 2 max
k=1,...,n
|bk+1 − bk|
(7.1)
≤ |bj − bi|+ 2Cb c
c
min
k=1,...,n
|ak+1 − ak|
(7.2)
≤
(
1 + 2Cb
c
c
)
|bj − bi|.
(7.3)
Additionally, we have
|t− s| ≥ |bj − bi| − 2 max
k=1,...,n
|bk+1 − bk|
(7.1)
≥ |j − i| min
k=1,...,n
|bk+1 − bk| − 2Cb c
c
min
k=1,...,n
|bk+1 − bk|
(7.1)
≥
(
|j − i| − 2Cb c
c
)
Cb
c
c
max
k=1,...,n
|bk+1 − bk| ≥ Cb c
2c
|bj − bi|
(7.4)
if |j − i| ≥ N = 4Cb cc . Furthermore,
0 ≤ |t− s| − |γ(t)− γ(s)| ≤ |t− s|
2 − |γ(t)− γ(s)|2
|t− s|
=
∫ t
s
∫ t
s
|γ′(v)− γ′(u)|2 dudv
2|t− s| ≤ |t− s|
∫ t
s
∫ t
s
|γ′(v)− γ′(u)|2
|v − u|2 dudv.
(7.5)
Step 1 Writing K := ‖γ′′‖L∞(SL,Rd) we estimate
|t− s|2 − |γ(t)− γ(s)|2 =
∫ t
s
∫ t
s
(1− 〈γ′(u), γ′(v)〉) dudv
=
∫ t
s
∫ t
s
(
1−
〈
γ′(v) +
∫ u
v
γ′′(ξ) dξ, γ′(v)
〉)
dudv
= −
∫ t
s
∫ t
s
∫ u
v
〈
γ′′(ξ), γ′(ξ) +
∫ v
ξ
γ′′(η) dη
〉
dξ dudv
= −
∫ t
s
∫ t
s
∫ u
v
∫ v
ξ
〈γ′′(ξ), γ′′(η)〉dη dξ dudv
≤ K2|t− s|4.
(7.6)
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Then
n∑
i=1
∑
|j−i|≤N
∫ bj+1
bj
∫ bi+1
bi
( 1
|γ(t)− γ(s)|2 −
1
|t− s|2
)
dsdt
≤ C2b
n∑
i=1
∑
|j−i|≤N
∫ bj+1
bj
∫ bi+1
bi
|t− s|2 − |γ(t)− γ(s)|2
|t− s|4 dsdt
(7.6)
≤ C2bK2
n∑
i=1
∑
|j−i|≤N
|bj+1 − bj ||bi+1 − bi|
(7.1)
≤ C4bK2LN
c
n
.
(7.7)
Step 2 Now
n∑
i=1
∑
0<|j−i|≤N
( 1
|γ(bj)− γ(bi)|2
− 1|aj − ai|2
)
|γ(bj+1)− γ(bj)||γ(bi+1)− γ(bi)|
(7.2)
≤
n∑
i=1
∑
0<|j−i|≤N
( 1
|γ(bj)− γ(bi)|2
− 1|bj − bi|2
)
|γ(bj+1)− γ(bj)||γ(bi+1)− γ(bi)|
≤ C2b
n∑
i=1
∑
0<|j−i|≤N
|bj − bi|2 − |γ(bj)− γ(bi)|2
|bj − bi|4
|bj+1 − bj ||bi+1 − bi|
(7.6)
≤ C2bK2
n∑
i=1
∑
0<|j−i|≤N
|bj+1 − bj ||bi+1 − bi|
(7.1)
≤ C4bK2LN
c
n
.
Step 3 From now on let |j − i| > N . We have Ai,j :=
∣∣∣ ∫ bj+1
bj
∫ bi+1
bi
(∫ t
s
∫ t
s
〈γ′(u), γ′(u)− γ′(v)〉dudv − ∫ bj
bi
∫ bj
bi
〈γ′(u), γ′(u)− γ′(v)〉dudv
|γ(t)− γ(s)|2|t− s|2
)
dsdt
∣∣∣
=
∣∣∣ ∫ bj+1
bj
∫ bi+1
bi
∫
A
〈γ′(u), γ′(u)− γ′(v)〉dudv − ∫
B
〈γ′(u), γ′(u)− γ′(v)〉dudv
|γ(t)− γ(s)|2|t− s|2 dsdt
∣∣∣
for A = ([s, t]× [bj , t]) ∪ ([bj , t]× [s, t]), B = ([bi, bj ]× [bi, s]) ∪ ([bi, s]× [bi, bj ]). Now∣∣∣ ∫ t
s
∫ t
bj
〈γ′(v), γ′(v)− γ′(u)〉dudv
∣∣∣
=
∣∣∣ ∫ t
s
∫ t
bj
∫ v
u
〈
γ′(x) +
∫ v
x
γ′′(y) dy, γ′′(x)
〉
dx dudv
∣∣∣
=
∣∣∣ ∫ t
s
∫ t
bj
∫ v
u
∫ v
x
〈γ′′(y), γ′′(x)〉dy dx dudv
∣∣∣
≤ K2|t− s|3|t− bj |,
can be used to obtain
Ai,j ≤ 2K2
∫ bj+1
bj
∫ bi+1
bi
|t− s|3|t− bj |+ |bj − bi|3|s− bi|
|γ(t)− γ(s)|2|t− s|2 dsdt
(7.3), (7.4)
≤ Cg (maxk=1,...,n|bk+1 − bk|)
3
|bj − bi|
(7.1)
≤ Cg 1|j − i|n2 ,
where Cg is a constant that may change from line to line.
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Step 4 Now,∣∣∣|γ(bj)− γ(bi)|2 − |γ(t)− γ(s)|2∣∣∣
=
(
|γ(bj)− γ(bi)|+ |γ(t)− γ(s)|
)∣∣∣|γ(bj)− γ(bi)| − |γ(t)− γ(s)|∣∣∣
(7.3)
≤ Cg|bj − bi|
(
|γ(bj)− γ(t)|+ |−γ(bi) + γ(s)|
)
≤ Cg|bj − bi| max
k=1,...,n
|bk+1 − bk|
and similarly
∣∣|bj − bi|2 − |t − s|2∣∣ (7.3)≤ Cg|bj − bi|maxk=1,...,n|bk+1 − bk|. Putting A =
|γ(bj)− γ(bi)|, B = |bj − bi|, a = |γ(t)− γ(s)| and b = |t− s| we find
|A2B2 − a2b2| ≤ |A2 − a2|B2 + a2|B2 − b2|
(7.3)
≤ Cg|bj − bi|3 max
k=1,...,n
|bk+1 − bk|. (7.8)
Therefore,
Bi,j :=
∣∣∣ ∫ bj+1
bj
∫ bi+1
bi
(
|bj − bi|2 − |γ(bj)− γ(bi)|2
)
( 1
|γ(t)− γ(s)|2|t− s|2 −
1
|γ(bj)− γ(bi)|2|bj − bi|2
)
dsdt
∣∣∣
(7.6)
≤ K2|bj − bi|4
∫ bj+1
bj
∫ bi+1
bi
||γ(bj)− γ(bi)|2|bj − bi|2 − |γ(t)− γ(s)|2|t− s|2|
|γ(t)− γ(s)|2|t− s|2|γ(bj)− γ(bi)|2|bj − bi|2
dsdt
(7.8)
≤ Cg|bj − bi|4
∫ bj+1
bj
∫ bi+1
bi
|bj − bi|3 maxk=1,...,n|bk+1 − bk|
|γ(t)− γ(s)|2|t− s|2|γ(bj)− γ(bi)|2|bj − bi|2
dsdt
(7.4)
≤ Cg|bj − bi|4
∫ bj+1
bj
∫ bi+1
bi
|bj − bi|3 maxk=1,...,n|bk+1 − bk|
|bj − bi|8
dsdt
≤ Cg (maxk=1,...,n|bk+1 − bk|)
3
|bj − bi|
(7.1)
≤ Cg 1|j − i|n2 .
Since
∑n
k=1
1
k − log(n) converges to the Euler-Mascheroni constant, we obtain
n∑
i,j=1
|j−i|>N
(Ai,j +Bi,j) ≤ Cg 1
n2
n∑
i=1
n∑
k=1
1
k
= Cg
1
n1−ε
1
nε
n∑
k=1
1
k
≤ Cg 1
n1−ε
.
Step 5 Set
Ci,j :=
∣∣∣( 1|γ(bj)− γ(bi)|2 − 1|bj − bi|2
)
|bj+1 − bj ||bi+1 − bi|
−
( 1
|γ(bj)− γ(bi)|2
− 1|bj − bi|2
)
|γ(bj+1)− γ(bj)||γ(bi+1)− γ(bi)|
∣∣∣.
As in (7.6) we estimate∣∣∣ 1|γ(bj)− γ(bi)|2 − 1|bj − bi|2
∣∣∣ = |bj − bi|2 − |γ(bj)− γ(bi)|2|γ(bj)− γ(bi)|2|bj − bi|2 ≤ C2bK2.
Putting A = |bi+1 − bi|, a = |γ(bi+1)− γ(bi)|, B = |bj+1 − bj |, b = |γ(bj+1)− γ(bj)| we have
A
Cb
≤ a ≤ A, B
Cb
≤ b ≤ B and A
B
≤ Cb c
c
,
B
A
≤ Cb c
c
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at our disposal and can estimate the remaining factor by
AB − ab = (A− a)B + a(B − b) = A
2 − a2
A+ a
B + a
B2 − b2
B + b
≤ A
2 − a2
A+ ACb
B +A
B2 − b2
B + BCb
≤ Cb
c
c
1 + 1Cb
(A2 − a2 +B2 − b2)
(7.6)
≤ 2Cb
c
cK
2
1 + 1Cb
(max{A,B})4.
Hence,
∑n
i,j=1, i 6=j Ci,j ≤ n2Cg(max{A,B})4
(7.1)
≤ Cg 1n2 .
Step 6 Without loss of generality we assume i < j. Then
|bj − bi|2 − |aj − ai|2 = (|bj − bi|+ |aj − ai|)
( j−1∑
k=i
|bk+1 − bk| −
j−1∑
k=i
|ak+1 − ak|
)
(7.2),(7.5)
≤ 2K2|bj − bi|2
(
max
k=i,...,j−1
|bk+1 − bk|
)2
.
Hence,
0
(7.2)
< Di,j :=
( 1
|aj − ai|2
− 1|bj − bi|2
)
|aj+1 − aj ||ai+1 − ai|
≤ 2K
2(maxk=i,...,j−1|bk+1 − bk|)2
|aj − ai|2
|aj+1 − aj ||ai+1 − ai|
(7.2)
≤ 2K
2C2b(maxk=1,...,n|ak+1 − ak|)4
|aj − ai|2
≤ 2K
2C2b(maxk=1,...,n|ak+1 − ak|)4
(|j − i|mink=1,...,n|ak+1 − ak|)2
(7.1)
≤ 2K
2C2b(
c
c )
2
|j − i|2 maxk=1,...,n|ak+1 − ak|
2
(7.1)
≤ 2K
2C2bc
4
c2n2|j − i|2
and since ζ(2) = pi
2
6 we obtain 0 <
∑n
i,j=1, i 6=j Di,j ≤ Cg 1n2n
∑n−1
k=1
1
k2 ≤ Cg 1n .
Corollary 19 (Convergence of Mo¨bius energies of inscribed polygons).
Let γ ∈ C with E(γ) <∞ and pn as in Proposition 18. Then limn→∞ En(pn) = E(γ).
Proof. Set εn :=
∑n
i=1
∫ bk+1
bk
∫ bk+1
bk
|γ′(v)−γ′(u)|2
|v−u|2 dudv and Nn := nmax{ε
1
4
n , n−
1
6 }. Then
H2
( ⋃
|j−i|≤Nn+1
[bj , bj+1]× [bi, bi+1]
) (7.2)
≤ n4NnC
2
bc
2
n2
−−−−→
n→∞ 0. (7.9)
Step 1 According to (7.5) the local bi-Lipschitz constant can be uniformly chosen as close to
1 as we wish, so that for i < j, δ = 1
1+2 cc
and n ≥Mδ we can use (7.1) to find
|bj+1 − bj | ≤ (1− δ + 2δ)|γ(bj+1)− γ(bj)| ≤ (1− δ)(|γ(bj+1)− γ(bj)|+ |γ(bj)− γ(bj−1)|)
≤ (1− δ)(|bj+1 − bj |+ |bj − bj−1|) = (1− δ)|bj+1 − bj−1|
and thus
δ|bj+1 − bi| ≤ |bj+1 − bi| − (1− δ)|bj+1 − bj−1|
≤ |bj+1 − bi| − |bj+1 − bj | ≤ |bj − bi|.
(7.10)
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Hence,
n∑
i=1
∑
0<j−i≤Nn
( 1
|γ(bj)− γ(bi)|2
− 1|aj − ai|2
)
|γ(bj+1)− γ(bj)||γ(bi+1)− γ(bi)|
(7.1),(7.2)
≤ c
c
n∑
i=1
∑
1<j−i≤Nn
( 1
|γ(bj)− γ(bi)|2
− 1|bj − bi|2
)
|bj+1 − bj ||bi − bi−1|
≤ C2b
c
c
n∑
i=1
∑
1<j−i≤Nn
|bj − bi|2 − |γ(bj)− γ(bi)|2
|bj − bi|4
|bj+1 − bj ||bi − bi−1|
= C2b
c
c
n∑
i=1
∑
1<j−i≤Nn
∫ bj+1
bj
∫ bi
bi−1
∫ bj
bi
∫ bj
bi
|γ′(v)− γ′(u)|2 dudv
2|bj − bi|4
dsdt
(7.10)
≤ δ−8C2b
c
c
n∑
i=1
∑
1<j−i≤Nn
∫ bj+1
bj
∫ bi
bi−1
∫ t
s
∫ t
s
|γ′(v)− γ′(u)|2 dudv
2|t− s|4 dsdt
≤ δ−8C2b
c
c
n∑
i=1
∑
1<j−i≤Nn
∫ bj+1
bj
∫ bi
bi−1
( 1
|γ(t)− γ(s)|2 −
1
|t− s|2
)
dsdt.
(7.11)
The sum over 1 < |j − i| ≤ Nn can be estimated analogously. According to (7.9) we know that
the left-hand side in (7.7) with Nn instead of N as well as (7.11) converge to zero for n→∞.
Step 2 If n is large enough for |j− i| ≥ Nn holds |γ(bj)−γ(bi)| ≥ CgNnn by (7.1). We estimate
Ai,j ≤ Cg
∫ bj+1
bj
∫ bi+1
bi
2 1n |bj+1 − bi|
|γ(t)− γ(s)|2|t− s|2 dsdt ≤ Cg
1
n2
1
n
( n
Nn
)3
≤ Cg 1
n
1
2
1
n2
,
Bi,j
(7.5)
≤ Cg 1
n2
|bj − bi|2εn 1|bj − bi|4
≤ Cg 1
n2
εn
n2
N2n
≤ Cgε
1
2
n
1
n2
,
Ci,j
(7.5)
≤ Cg n
2
N2n
εn
1
n2
≤ Cgε
1
2
n
1
n2
,
Di,j
(7.5)
≤ Cgεn |bj − bi|
2
|aj − ai|2|bj − bi|2
1
n2
(7.2)
≤ Cgεn n
2
N2n
1
n2
≤ Cgε
1
2
n
1
n2
.
And thus
∑
Nn<|j−i|(Ai,j +Bi,j + Ci,j +Di,j)→ 0 for n→∞.
7.3 The lim sup Inequality
Proposition 7.2 (The lim sup inequality).
Let γ ∈ C(K) ∩ C1 with E(γ) <∞. Then there are pn ∈ Pn(K) such that
pn
W 1,∞(S1,Rd)−−−−−−−−→
n→∞ γ and limn→∞ En(pn) = E(γ).
Proof. Step 1 The mapping (u, v) 7→ 〈γ′(u), γ′(v)〉 is uniformly continuous, and there is d > 0
such that for all x ∈ S1 and all u, v ∈ B3d(x) holds 〈γ′(u), γ′(v)〉 ≥ cos( 14 ). Therefore, for all
x ∈ S1 and all s, t, y ∈ B3d(x) holds
|〈γ(s)− γ(t), γ(x)− γ(y)〉| =
∫
[s,t]∪[t,s]
∫
[x,y]∪[y,x]
〈γ′(u), γ′(v)〉dudv
≥ cos( 14 )|γ(s)− γ(t)||γ(x)− γ(y)|,
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which means that γ has the (d, 14 ) diamond property, as defined in [SSvdM13, Definition
4.5]. According to [SSvdM13, Theorem 4.10] inscribed polygons of edge length smaller than
d belong to the same knot class as γ. By [Wu04] we know that for each n there is a closed
equilateral polygon p˜ with n edges that is inscribed in γ, so that this polygon belongs to the
same knot class as γ if n is large enough.
Step 2 Let p˜ be an equilateral inscribed polygon with n edges defined by γ(bi), i = 0, . . . , n,
γ(b0) = γ(bn) with b0 = 0 and n sufficiently large. Then for ε > 0 and n ≥ N(ε) holds
0 ≤ L(γ)− L(p˜) =
n−1∑
i=0
(|bi+1 − bi| − |γ(bi+1)− γ(bi)|)
(7.5)
≤ max
i=1,...,n
|bi+1 − bi|
n−1∑
i=0
∫ bi+1
bi
∫ bi+1
bi
|γ′(v)− γ′(u)|2
|v − u|2 dudv ≤
Cb ε
n
.
(7.12)
Step 3 Set p(t) = LL˜−1p˜(L˜L−1t). For t ∈ [aj , aj+1], aj = jLn and a constant c = c(γ) holds
|γ(t)− p(t)| ≤ |γ(t)− γ(bj+1)|+ |γ(bj+1)− LL˜−1γ(bj+1)|+ |p(aj+1)− p(t)|
≤ |t− aj+1|+ |aj+1 − bj+1|+ L˜−1|L− L˜|‖γ‖L∞(S1,Rd) + |aj+1 − t| ≤
c
n
due to
|bj − aj | =
∣∣∣ j−1∑
k=0
|bk+1 − bk| −
j−1∑
k=0
L
L˜
|γ(bk+1)− γ(bk)|
∣∣∣
≤
j−1∑
k=0
∣∣∣|bk+1 − bk| − |γ(bk+1)− γ(bk)|∣∣∣+ ∣∣∣1− L
L˜
∣∣∣ j−1∑
k=0
|γ(bk+1)− γ(bk)|
∣∣∣
≤ 2|L− L˜|
(7.12)
≤ 2Cb ε
n
.
(7.13)
Step 4 For t ∈ [aj , aj+1] we estimate
|γ′(t)− p′(t)|2 =
∣∣∣γ′(t)− ∫ bj+1bj γ′(s) ds|γ(bj+1)− γ(bj)|
∣∣∣2 = 2(1− ∫ bj+1bj 〈γ′(t), γ′(s)〉ds|γ(bj+1)− γ(bj)|
)
= 2
|γ(bj+1)− γ(bj)| −
∫ bj+1
bj
〈γ′(t), γ′(s)〉ds
|γ(bj+1)− γ(bj)| = 2
∫ bj+1
bj
(1− 〈γ′(t), γ′(s)〉) ds
|bj+1 − bj |
=
∫ bj+1
bj
|γ′(t)− γ′(s)|2 ds
|bj+1 − bj | ≤ ε
2
if n is large enough, due to the uniform continuity of γ′ and (7.13).
Step 5 Since the discrete Mo¨bius energy is invariant under scaling, the proposition is a
consequence of Corollary 19.
Note, that, by integrating the inequality in Step 4 instead of using continuity of γ′, we
easily find that for γ ∈W 1+ 12 ,2(S1,Rd) the rescaled inscribed polygons converge in W 1,2.
7.4 Discrete Minimizers
Lemma 20 (Regular n-gon is unique minimizer of En in Pn).
The unique minimizer of En in Pn is a regular n-gon.
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Proof. Using the inequality of arithmetic and geometric means twice we obtain
n∑
i=1
1
|p(ai)− p(ai+k)|2
≥ n
( n∏
i=1
1
|p(ai)− p(ai+k)|2
) 1
n ≥ n
2∑n
i=1|p(ai)− p(ai+k)|2
,
with equality if and only if all |p(ai) − p(ai+k)| are equal. From [Ga´b66, Theorem III] we
know that for n ≥ 4 the sum of diagonals of an equilateral polygon is maximized by the regular
n-gon gn, i.e.
n∑
i=1
|p(ai)− p(ai+k)|2 ≤
n∑
i=1
|gn(ai)− gn(ai+k)|2.
Note, that this also works in Rd, thanks to [ACF+03, Lemma 7], with equality for fixed
k ∈ {2, . . . , n− 2} if and only if for all i the points p(ai), p(ai+1), p(ai+k) and p(ai+k+1) are
coplanar. This yields
n−1∑
k=1
n∑
i=1
1
|p(ai)− p(ai+k)|2
≥
n−1∑
k=1
n2∑n
i=1|p(ai)− p(ai+k)|2
≥
n−1∑
k=1
n2∑n
i=1|gn(ai)− gn(ai+k)|2
=
n−1∑
k=1
n∑
i=1
1
|gn(ai)− gn(ai+k)|2
,
with equality if and only if p is a planar polygon, which follows from the coplanarity before,
that is the affine image of a regular polygon, see [Ga´b66, Theorem III], such that all diagonals
of the same order have equal length. This means, equality only holds for a regular n-gon.
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Chapter 8
Discrete Integral Menger
Curvature
We introduce a discretised version of the parametric integral Menger curvature, defined on
polygons. For any simple smooth, i.e. C2, curve in R3 the discrete energy of certain inscribed
polygons approximates the energy of the smooth curve as the discretisation of the curves
refines. This directly gives us the lim sup inequality for smooth curves, so that together with
the lim inf inequality we obtain Γ-convergence on C2,p.
8.1 Discretisation of Triple Line Integrals
Let D := {(x, y, z) ∈ (Rd)3 | x, y, z pairwise distinct} and f ∈ C0((Rd)3 ∩ D). Let
γ ∈ C0,1(SL,Rd) be a closed curve parametrised by arc length. Then according to Lemma 1.3
and Cavalieri’s principle we know that
⋃
s∈S1{s} × γ−1({γ(s)}) is a zero set regarding H2 and
thus {(s, t, u) | (γ(s), γ(t), γ(u)) 6∈ D} has zero H3 measure. Hence the energy
F(γ) :=
∫
SL
∫
SL
∫
SL
f
(
γ(s), γ(t), γ(u)
)
dsdtdu
is well defined. For a closed polygon p with n consecutive vertices x1, . . . , xn ∈ Rd (of course
we require |xi − xi−1| > 0 for all i) we define the discretisation of F by
Fn(p) :=
n∑
i,j,k=1
#{i,j,k}=3
f(xi, xj , xk)
∏
l∈{i,j,k}
|xl − xl−1|+ |xl+1 − xl|
2
,
where we have identified x0 := xn, xn+1 := x0 and set f to infinity if two vertices coincide.
Outside their natural domain the discrete energies are extended by infinity.
For an inscribed polygon p in a curve γ we denote the arc of the curve between xi and xi+1
by Xi and the arc between γ(γ
−1(xi)− |Xi−1/2|) and γ(γ−1(xi) + |Xi/2|) will be abbreviated
by X˜i. Furthermore, we introduce the following class of inscribed polygons
Pn,δ(γ) := {p closed polygon with n vertices, inscribed in γ | |Xi| ≤ δ, i = 1, . . . , n}.
By K we denote the maximal curvature of a curve γ ∈ C1,1(SL,Rd), i.e. K := ‖γ′′‖L∞(SL,Rd).
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Figure 8.1: Polygon inscribed in a circle.
Lemma 8.1 (Approximation of line integrals).
Let γ ∈ C1,1(SL,Rd) be a simple closed curve that is parametrised by arc length, X = γ(SL)
and f ∈ C0(X3 ∩D) uniformly continuous. Then for δn > 0 with limn→∞ δn = 0 holds
lim
n→∞ supp∈Pn,δn (γ)
|F(γ)−Fn(p)| = 0.
Proof. Step 1 Since γ is simple we have F(γ) = ∫
X
∫
X
∫
X
f(x, y, z) dH1(x) dH1(y) dH1(z).
We first estimate∣∣∣ ∫
X
∫
X
∫
X
f(x, y, z) dH1(x) dH1(y) dH1(z)−Fn(p)
∣∣∣
≤
n∑
i,j,k=1
#{i,j,k}=3
∫
X˜k
∫
X˜j
∫
X˜i
|f(x, y, z)− f(xi, xj , xk)|dH1(x) dH1(y) dH1(z)
+
n∑
i,j,k=1
#{i,j,k}≤2
∫
X˜k
∫
X˜j
∫
X˜i
|f(x, y, z)|dH1(x) dH1(y) dH1(z)
+
n∑
i,j,k=1
#{i,j,k}=3
|f(xi, xj , xk)|
∣∣∣ ∏
l∈{i,j,k}
|Xl−1|+ |Xl|
2
−
∏
l∈{i,j,k}
|xl − xl−1|+ |xl+1 − xl|
2
∣∣∣.
(8.1)
Step 2 Let ε > 0. Since f has a uniformly continuous extension to X3, there is δn ∈
(0,min{ε,K−1}) such that |f(x, y, z) − f(xi, xj , xk)| ≤ ε for all x ∈ Xi, y ∈ Xj , z ∈ Xk, for
every p ∈ Pn,δn(γ). For the first summand in (8.1) this gives∑
i,j,k=1
#{i,j,k}=3
∫
X˜k
∫
X˜j
∫
X˜i
|f(x, y, z)− f(xi, xj , xk)|dH1(x) dH1(y) dH1(z) ≤ L3ε
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and the second summand yields∑
i,j,k=1
#{i,j,k}≤2
∫
X˜k
∫
X˜j
∫
X˜i
|f(x, y, z)|dH1(x) dH1(y) dH1(z)
≤ 3‖f‖L∞(X3)
n∑
i=1
|Xi−1|+ |Xi|
2
n∑
j=1
( |Xj−1|+ |Xj |
2
)2
≤ 3‖f‖L∞(X3)L2δn.
Step 3 By Corollary 8.8 in Appendix 8.A holds |Xl| ≤ |xl+1−xl|(1+K2|Xl|2) for |Xl| ≤ K−1,
so that
|Xl−1|+ |Xl|
2
− |xl − xl−1|+ |xl+1 − xl|
2
≤ K2 |xl − xl−1||Xl−1|
2
+ |xl+1 − xl||Xl|2
2
≤ K2 |Xl−1|
3
+ |Xl|3
2
.
Hence, using ABC − abc = AB(C − c) +A(B − b)c+ (A− a)bc, we can estimate
n∑
i,j,k=1
#{i,j,k}=3
|f(xi, xj , xk)|
∣∣∣ ∏
l∈{i,j,k}
|Xl−1|+ |Xl|
2
−
∏
l∈{i,j,k}
|xl − xl−1|+ |xl+1 − xl|
2
∣∣∣
≤ 3‖f‖L∞(X3)
n∑
i=1
|Xi−1|+ |Xi|
2
n∑
j=1
|Xj−1|+ |Xj |
2
n∑
k=1
|Xk−1|+ |Xk|
2
K2δ2n
= 3‖f‖L∞(X3)L3K2δ2n.
Step 4 Putting everything together we obtain
|F(γ)−Fn(p)| ≤ (L3 + 3‖f‖L∞(X3)L2 + 3‖f‖L∞(X3)L3K2ε)ε.
8.2 The lim inf Inequality
Proposition 8.2 (The lim inf inequality).
Let pn, γ ∈ C with pn → γ in L1(S1,Rd). Then
F(γ) ≤ lim inf
n→∞ Fn(pn).
Proof. We assume that the lim inf is finite and thus pn ∈ Pn for a subsequence. Now the
proposition is a consequence of Fatou’s Lemma, since for a further subsequence and s, t, u ∈ S1
with (γ(s), γ(t), γ(u)) ∈ D and ai = in holds
n∑
i,j,k=1
#{i,j,k}=3
f
(
pn(ai), pn(aj), pn(ak)
)
χAi,j,k(s, t, u)→ f
(
γ(s), γ(t), γ(u)
)
,
with Ai,j,k := [
ai+ai−1
2 ,
ai+1+ai
2 ) × [aj+aj−12 , aj+1+aj2 ) × [ak+ak−12 , ak+1+ak2 ). Note that for
notational convenience we did not write the dependence of aα and Ai,j,k on n.
This means, for polygons pn ∈ Pn that are bounded in L∞ and have equibounded energies,
we find a subsequence that converges in C0 to a curve γ with finite energy F .
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8.3 The lim sup Inequality for Smooth Curves
Next we want to verify that the hypotheses of Lemma 8.1 hold for the parametric integral
Menger curvature F =Mparq and the discretised version
Fn(p) =Mq,n(p) =
n∑
i,j,k=1
#{i,j,k}=3
κq(xi, xj , xk)
∏
l∈{i,j,k}
|xl − xl−1|+ |xl+1 − xl|
2
.
Lemma 8.3 (Singularities of κ).
Let γ ∈ C2(SL,R3) be a simple curve parametrised by arc length and u, ui, v, vi, wi ∈ SL with
u 6= v, #{ui, vi, wi} = 3 and ui → u, vi, wi → v. Then
κ(γ(ui), γ(vi), γ(wi))→ 2|sin(](γ(u)− γ(v), γ
′(v))|
|γ(u)− γ(v)| .
Proof. In the proof of Lemma 2.3 we have shown that
κ(γ(u), γ(v), γ(w))
=
∣∣∣∣∣∣
2(u− v)(u− w)(w − v)
( ∫ 1
0
∫ 1
0
xγ′′(ϕ(x, z)) dz dx
)
∧
( ∫ 1
0
γ′(ψ(α)) dα
)
|γ(u)− γ(v)||γ(v)− γ(w)||γ(w)− γ(u)|
∣∣∣∣∣∣
with
ϕ(x, z) := v + x(w − v) + zx(u− w) and ψ(α) := v + α(w − v).
This gives
κ(γ(ui), γ(vi), γ(wi))
→
|2(u− v)(u− v)
( ∫ 1
0
∫ 1
0
xγ′′(v + zx(u− v)) dz dx
)
∧
( ∫ 1
0
γ′(v) dα
)
|
|γ(u)− γ(v)|2
=
|2(u− v)
( ∫ 1
0
[γ′(v + x(u− v))− γ′(v)] dx
)
∧ γ′(v)|
|γ(u)− γ(v)|2
=
2|(γ(u)− γ(v)) ∧ γ′(v)|
|γ(u)− γ(v)|2 =
2|sin(](γ(u)− γ(v), γ′(v))|
|γ(u)− γ(v)| .
(8.2)
Proposition 8.4 (The function κ is continuous on C2 curves).
Let X ⊂ R3 be the image of a simple closed arc length curve γ ∈ C2(SL,R3). Then the function
κ : X3 ∩D can be extended to a uniformly continuous function on X3 by
κ(x, y, z) =

2|sin(](x−y,γ′(γ−1(y)))|
|x−y| , x 6= y = z,
κ(γ−1(x)) x = y = z,
symmetrically extended.
Proof. In Lemma 2.3 we have shown that for (xi, yi, zi) ∈ X ∩ D with xi, yi, zi → x holds
κ(xi, yi, zi)→ κ(γ−1(x)). Together with Lemma 8.3 it only remains to show that κ(xi, yi, yi)
converges to κ(γ−1(x)) for xi 6= yi with xi, yi → x, but this is a direct consequence of (8.2)
and the following representation of the curvature
κ(t) =
|2 ∫ 1
0
∫ 1
0
uγ′′(t) dz du ∧ ∫ 1
0
γ′(t) dα|
|γ′(t)|3 ,
where x = γ(t) and |γ′(t)| = 1.
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Proposition 8.5 (Discretisation of integral Menger curvature on smooth curves).
Let γ ∈ C2(SL,R3) a simple closed curve that is parametrised by arc length, q ∈ (0,∞) and
δn > 0 with limn→∞ δn = 0. Then
lim
n→∞ supp∈Pn,δn (γ)
|Mparq (γ)−Mq,n(p)| = 0.
Proof. The function κ is continuous on X3 ∩D and according to Proposition 8.4 it can be
extended to a uniformly continuous function on X3 = γ(SL)3. Therefore, we can infer the
proposition from Lemma 8.1.
Proposition 8.6 (The lim sup inequality for smooth curves).
Let q ∈ (0,∞), K be a tame knot class, γ ∈ C2(S1,R3) with γ ∈ C(K). Then there are
pn ∈ Pn(K) such that pn → γ in W 1,∞(S1,R3) and
Mparq (γ) = lim
n→∞Mq,n(pn).
Proof. In Proposition 7.2 we showed that if n is large enough we can find an equilateral
inscribed closed polygon p˜n of length L˜n ≤ 1 with n vertices that belongs to the same knot
class as γ. By rescaling it to unit length via pn(t) = LL˜
−1
n p˜n(L˜nL
−1t), L = 1, we could show
in addition that pn → γ in W 1,∞(S1,R3) for n→∞. As the rescaling factor LL˜−1n converges
to 1 the proposition is a consequence of Proposition 8.5.
8.A Some Estimates
Lemma 8.7 (Lower Lipschitz estimate).
Let γ ∈ C1,1(I,Rd) be parametrised by arc length. Then
|s− t|2
(
1− K
2
12
|s− t|2
)
≤ |γ(s)− γ(t)|2.
Proof. We compute
|γ(s)− γ(t)|2 =
〈∫ t
s
γ′(u) du,
∫ t
s
γ′(v) dv
〉
=
∫ t
s
∫ t
s
〈
γ′(v) +
∫ u
v
γ′′(x) dx, γ′(v)
〉
dudv
= |s− t|2 +
∫ t
s
∫ t
s
∫ u
v
〈
γ′′(x), γ′(x) +
∫ v
x
γ′′(y) dy
〉
dxdudv
= |s− t|2 +
∫ t
s
∫ t
s
∫ u
v
∫ v
x
〈γ′′(x), γ′′(y)〉dy dx dudv
≥ |s− t|2
(
1− K
2
12
|s− t|2
)
.
Corollary 8.8 (Local upper bound for the distortion).
Let γ ∈ C1,1(I,Rd) be parametrised by arc length. Then for all |s− t| ≤ K−1 holds
|s− t|
|γ(s)− γ(t)| ≤ 1 +K
2|s− t|2.
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Proof. By Lemma 8.7 we have
|s− t|
|γ(s)− γ(t)| ≤
( 1
1− K212 |s− t|2
)1/2
=
(
1 +
K2
12 |s− t|2
1− K212 |s− t|2
)1/2
≤ 1 +
K2
12 |s− t|2
1− K212 |s− t|2
≤ 1 +K2|s− t|2.
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Chapter 9
Discrete Thickness
In this chapter we establish a version of Schur’s Comparison Theorem that allows to
compare polygons with circles. This theorem is needed to prove compactness results for the
discrete thickness. After this we show that the Γ-limit of discrete thickness is the classic
thickness for curves. The results of this chapter already appeared in [Sch14b].
9.1 Schur’s Theorem for Polygons
In this section we want to estimate for how many vertices a polygon that starts tangentially
at a sphere stays out of this sphere if the curvature of the polygon is bounded in terms of the
radius of the sphere. It turns out that make such an estimate we need Schur’s Comparison
Theorem for a polygon and a circle. This theorem for smooth curves basically says that if the
curvature of a smooth curve is strictly smaller than the curvature of a convex planar curve
then the endpoint distance of the planar convex curve is strictly smaller than the endpoint
distance of the other curve. There already is a version of this theorem for classes of curves
including polygons, see [Sul08, Theorem 5.1], however, with the drawback that the hypotheses
there do not allow to compare polygons and smooth curves.
Proposition 9.1 (Schur’s Comparison Theorem).
Let p ∈ C0,1(I,Rd), I = [0, L] be the arc length parametrisation of a polygon such that
maxCurv2(p) ≤ K and KL ≤ pi. Let η be the arc length parametrisation of a circle of
curvature K. Then
|η(L)− η(0)| < |p(L)− p(0)|.
Proof. Let p(ak) be the vertices of the polygon, a0 = 0. We write αi,j := ](p′(ti), p′(tj)), where
tk is an interior point of Ik := [ak−1, ak]. From the curvature bound we get αi,i+1 ≤ K |Ii|+|Ii+1|2
and hence for i ≤ j we can estimate αi,j ≤
∑j−1
k=i αk,k+1 ≤ K2
∑j−1
k=i(|Ik|+ |Ik+1|). Now,
|p(L)− p(0)|2 =
∫
I
∫
I
〈p′(s), p′(u)〉dsdu =
n∑
i,j=1
∫
Ii
∫
Ij
cos(αi,j)
=
n∑
i,j=1
i=j
|Ii||Ij |+ 2
n∑
i,j=1
i<j
|Ii||Ij | cos(αi,j).
Similarly,
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Figure 9.1: The angle ϕk,k+1 in the proof of Proposition 9.1.
|η(L)− η(0)|2 =
∫
I
∫
I
〈η′(s), η′(u)〉dsdu
=
n∑
i,j=1
i=j
∫
Ii
∫
Ij
〈η′(s), η′(u)〉dsdu+ 2
n∑
i,j=1
i<j
∫
Ii
∫
Ij
〈η′(s), η′(u)〉dsdu
≤
n∑
i,j=1
i=j
|Ii||Ii|+ 2
n∑
i,j=1
i<j
〈η(aj)− η(aj−1), η(ai)− η(ai−1)〉.
Write ϕi,j := ](η(aj)−η(aj−1), η(ai)−η(ai−1)). Then ϕi,j =
∑j−1
k=i ϕk,k+1, because the points
η(ai) form a convex plane polygon. From Figure 9.1 we see that ϕk,k+1 = K
|Ik|+|Ik+1|
2 and
hence αi,j ≤ ϕi,j . This allows us to continue our estimate
|η(L)− η(0)|2 ≤
n∑
i,j=1
i=j
|Ii||Ii|+ 2
n∑
i,j=1
i<j
|η(aj)− η(aj−1)||η(ai)− η(ai−1)| cos(ϕi,j)
<
n∑
i,j=1
i=j
|Ii||Ii|+ 2
n∑
i,j=1
i<j
|Ii||Ij | cos(ϕi,j)≤
n∑
i,j=1
i=j
|Ii||Ij |+ 2
n∑
i,j=1
i<j
|Ii||Ij | cos(αi,j) = |p(L)− p(0)|2.
As we only need ϕ1,n = 2
−1K
∑n−1
i=1 (|Ii| + |Ii+1|) ≤ pi we can make do with KL ≤
pi + 2−1K(|I1|+ |In|) instead of KL ≤ pi.
Corollary 9.2 (Tangential polygon stays outside of sphere).
Let p be an equilateral polygon of length L with maxCurv2(p) ≤ K and KL ≤ pi2 . If p touches
a sphere of curvature K at an endpoint then all other vertices of p lie outside the sphere.
Proof. Without loss of generality we might assume that the sphere is centred at the origin and
that p touches the sphere at p(0) = −re2 with u1 = e1, where r = K−1 and ui ∈ Sd−1 are the
directions of the edges. We have to show that |p(ak)| > r for k = 1, . . . , n. Let η be the arc
length parametrisation of the circle of radius r about the origin in the e1, e2 plane, starting at
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Figure 9.2: The situation in the proof of Corollary 9.2.
η(0) = p(0) with η′(0) = u1 = e1. On the unit sphere equipped with the great circle distance,
i.e., angle, we have pi2 = d(e1, e2) ≤ d(e1, u1) +
∑k−1
i=1 d(ui, ui+1) + d(uk, e2) and hence u1 = e1
and the curvature bound imply
d(η′(ak−1), e2) = d(e1, e2)− d(e1, η′(ak−1)) = pi
2
− d(η′(0), η′(ak−1)) = pi
2
−
∫ ak−1
0
|η′′|dt
=
pi
2
−Kak−1 = pi
2
−K
k−1∑
i=1
|Ii|+ |Ii+1|
2
≤ pi
2
−
k−1∑
i=1
d(ui, ui+1) ≤ d(uk, e2),
since η′|[0,L] is a parametrisation of the unit circle in the e1, e2 plane from e1 to e2 with
constant speed |η′′| = K. Now, we can estimate
〈
p(ak)− p(0), p(0)
〉
=
〈 k∑
i=1
|Ii|ui,−re2
〉
= −r
k∑
i=1
|Ii| cos(d(ui, e2)
≥ −r
k∑
i=1
|Ii| cos(d(η′(ai−1), e2) ≥ −r
k∑
i=1
∫
Ii
cos(d(η′(t), e2)) dt
=
∫ ak
0
〈η′(t),−re2〉dt =
〈
η(ak)− η(0), η(0)
〉
,
(9.1)
as d(η′(t), e2) ≤ d(η′(ai−1), e2) for t ∈ Ii. Using Schur’s Comparison Theorem, Proposition
9.1, and (9.1) we conclude
|p(ak)|2 = |p(ak)− p(0) + p(0)|2 = |p(ak)− p(0)|2 + 2〈p(ak)− p(0), p(0)〉+ |p(0)|2
> |η(ak)− η(0)|2 + 2〈η(ak)− η(0), η(0)〉+ |η(0)|2 = |η(ak)|2 = r2.
9.2 Compactness
Note, that since the domain is bounded we have C0,1(S1,Rd) = W 1,∞(S1,Rd).
Proposition 26 (Compactness).
Let pn ∈ Pn(K) bounded in L∞ with lim infn→∞maxCurv(pn) < ∞. Then there is γ ∈
C1,1(S1,Rd) and a subsequence
pnk
W 1,∞(S1,Rd)−−−−−−−−→
k→∞
γ ∈ C with maxCurv(γ) ≤ lim inf
n→∞ maxCurv(pn).
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Proof. Step 1 Without loss of generality, by taking subsequences if necessary, we might assume
maxCurv(pn) ≤ K <∞ for all n ∈ N. As pn is bounded in W 1,∞ there is a subsequence (for
notational convenience denoted by the same indices) converging to γ ∈W 1,2(S1,Rd) strongly
in C0(S1,Rd) and weakly in W 1,2(S1,Rd). First we have to show that γ is also parametrised
by arc length, i.e., |γ′| = 1 a.e.. Since |p′n| = 1 a.e. testing with ϕ = γ′ · χ{|γ′|>1}, χA the
characteristic function of A, yields
0←
∫
S1
〈p′n − γ′, ϕ〉dt =
∫
{|γ′|>1}
〈p′n − γ′, γ′〉dt
≤
∫
{|γ′|>1}
(|p′n||γ′| − |γ′|2) dt =
∫
{|γ′|>1}
|γ′| (1− |γ′|)︸ ︷︷ ︸
<0
dt
and thus |γ′| ≤ 1 = |p′n| a.e.. Additionally, we know from Schur’s Theorem, Proposition 9.1,
that if η is the arc length parametrisation of a circle of curvature K, then for a.e. t holds
|γ′(t)| = lim
h→0
∣∣∣γ(t+ h)− γ(t)
h
∣∣∣
≥ lim
h→0
lim
n→∞
(∣∣∣pn(t+ h)− pn(t)
h
∣∣∣− ∣∣∣ (γ(t+ h)− pn(t+ h))− (γ(t)− pn(t))
h
∣∣∣)
= lim
h→0
lim
n→∞
∣∣∣pn(t+ h)− pn(t)
h
∣∣∣ ≥ lim
h→0
∣∣∣η(t+ h)− η(t)
h
∣∣∣ = |η′(t)| = 1.
Step 2 Denote by p′− and p′+ the left and right derivative of a polygon. From the curvature
bound and Corollary 9.2 we know that any sphere of curvature K attached tangentially to the
direction p′+n (t) at a vertex pn(t), and thus a whole horn torus, cannot contain any vertex of
pn restricted to (t, t+
pi
2K ), and the same is true for p
′−
n (t) with regard to (t− pi2K , t). Let
tnk → t such that pnk(tnk) is a vertex and p′±nk(tnk)→ u± ∈ Sd−1. (9.2)
Then u+ = u− since
d(u+, u−) ≤ d(u+, p′+nk(tnk)) + d(p′+nk(tnk), p′−nk(tnk)) + d(p′−nk(tnk), u−)
≤ d(u+, p′+nk(tnk)) +
K
nk
+ d(p′−nk(tnk), u
−)→ 0.
For every t we can find a sequence of tnk with (9.2) and thanks to pnk → γ in C0 the (two)
horn tori belonging to pnk(tnk) converge to a horn torus at γ(t) in direction u
+ = u− such
that γ does not enter the torus on the parameter range B pi
4K
(t). Then according to [Ger04,
Satz 2.14, p. 26] holds γ ∈ C1,1(S1,Rd) and maxCurv(γ) ≤ K. Especially, γ′(t) = u±.
Step 3 If we had ||p′n − γ′||L∞ → 0 then for every ε > 0 there is an N such that for n ≥ N
holds
|p′+n ( in )− γ′( in )| = |p′n(t)− γ′( in )| ≤ |p′n(t)− γ′(t)|+ |γ′(t)− γ′( in )| ≤ ε+
K
n
for all i ∈ {0, . . . , n− 1}, t ∈ ( in , i+1n ). Hence,
sup
i=0,...,n−1
|p′+n ( in )− γ′( in )| −−−−→n→∞ 0. (9.3)
If on the other hand (9.3) holds then for every t where pn(t) is not a vertex we find i = i(n)
and for every ε > 0 an N such that for n ≥ N one has
|p′n(t)− γ′(t)| ≤ |p′+n ( in )− γ′( in )|+ |γ′( in )− γ′(t)| ≤ ε+
K
n
→ 0.
Thus, (9.3) is equivalent to ||p′n − γ′||L∞ → 0. Assume that ||p′nk − γ′||L∞ 6→ 0. Then there is
a sequence of parameters tnk as in (9.2) with p
′+
nk
(tnk) → u+ 6= γ′(t), which contradicts the
results of Step 1. Hence pnk → γ in W 1,∞.
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Proposition 27 (Compactness II).
Let pn ∈ Pn(K) bounded in L∞ with lim infn→∞∆n[pn]−1 <∞. Then there is
γ ∈ C(K) ∩ C1,1(S1,Rd) with pnk → γ in W 1,∞(S1,Rd).
Proof. Without loss of generality let ∆n[pn]
−1 ≤ K <∞ for all n ∈ N. Note, that ∆n[pn]−1 <
∞ means that pn is injective. From Proposition 26 we know that there is a subsequence
converging to γ ∈ C ∩ C1,1(S1,Rd) in W 1,∞(S1,Rd). It remains to be shown that γ ∈ K. In
order to deduce this from Proposition 9.3 we must show that γ is injective. Assume that this
is not the case. Then there are s 6= t with γ(s) = γ(t)=x. Let rn := ||γ − pn||L∞(S1,Rd) + 1n ,
i.e., pn(s), pn(t) ∈ Brn(x), and let n be large enough to be sure that there are u, v with
pn(u), pn(v) 6∈ B4rn(x). The singly critical self distance scsd(p) of a polygon p is given by
scsd(p) := min(y,z)∈crit(p)|z−y|, where crit(p) consists of pairs (y, z) where y = p(t) and z = p(s)
and s locally extremizes w 7→ |p(t)− p(w)|2. In [MPR08, Theorem 3.6] it was shown that for
p ∈ Pn holds ∆n[p] = min{minRad(p), scsd(p)}. Since the mapping f(w) = |pn(t)− pn(w)| is
continuous with f(s) ≤ 2rn and f(u), f(v) ≥ 3rn we have
scsd(pn) ≤ min
α
f ≤ f(s) = |pn(t)− pn(s)| ≤ 2rn → 0,
where α is the arc on S1 from u to v that contains s. This contradicts ∆n[pn]−1 ≤ K. Thus,
we have proven the proposition.
Proposition 9.3 (Convergence of polygons does not change knot class).
Let γ ∈ C ∩ C1,1(S1,Rd) be injective and pn ∈ Pn(K) with pn → γ in W 1,∞. Then γ ∈ K.
Proof. Step 1 For ||p − γ||W 1,∞ ≤ ∆[γ]2 [GdlL03, Lemma 4] together with Lemma 9.4 and
[Fed59, 4.8 Theorem (8)] allows us to estimate
|γ−1(ξγ(γ(s)))− γ−1(ξγ(p(s)))| ≤ c˜−1|ξγ(γ(s))− ξγ(p(s))| ≤ 2c˜−1|γ(s)− p(s)|. (9.4)
Here, ξγ is the nearest point projection onto γ. This means
|p′(s)− γ′(γ−1(ξγ(p(s))))| ≤ |p′(s)− γ′(s)|+ |γ′(s)− γ′(γ−1(ξγ(p(s))))|
≤ ||p′ − γ′||L∞ + ∆[γ]−1|s− γ−1(ξγ(p(s)))|
= ||p′ − γ′||L∞ + ∆[γ]−1|γ−1(ξγ(γ(s)))− γ−1(ξγ(p(s)))|
≤ ||p′ − γ′||L∞ + ∆[γ]−12c˜−1|γ(s)− p(s)| ≤ C||p− γ||W 1,∞ .
(9.5)
Note that although we have a fixed parameter s we still can estimate |p′(s)−γ′(s)| ≤ ||p′−γ′||L∞
since p′ − γ′ is piecewise continuous. If p(s) is a vertex the estimate still holds if we identify
p′(s) with either the left or right derivative.
Step 2 Let sn, tn ∈ I, sn < tn with ξγ(pn(sn)) = ξγ(pn(tn)). We want to show that this
situation can only happen for a finite number of n. Assume that this is not true. Let
un ∈ [sn, tn] such that pn(un) is a vertex and maximizes the distance to γ(yn) + γ′(yn)⊥ for
yn = γ
−1(ξγ(p(sn))). For the right derivative p′+(un) holds d(p′+(un), γ′(yn)) ≥ pi2 . As in
(9.4) we have |pn(sn)− pn(tn)| ≤ 4c˜−1||pn− γ||W 1,∞ and hence for some subsequence sn → s0,
tn → t0 and pn(sn) → γ(s0), pn(tn) → γ(t0) so that s0 = t0, since γ is injective. Therefore
also pn(un)→ γ(t0). But on the other hand (9.5) for s = un, γ−1(ξγ(pn(un))) = zn and d the
distance on the sphere gives a contradiction via
pi
2
− pi
2
C||pn − γ||W 1,∞
(9.5)
≤ d(p′+(un), γ′(yn))− d(p′+(un), γ′(zn))
≤ d(γ′(yn), γ′(zn)) ≤ pi
2
∆[γ]−1|yn − zn|
(9.4)
≤ pi
2
∆[γ]−12c˜−1|pn(sn)− pn(un)| → 0.
109
9 Discrete Thickness
Figure 9.3: The situation in the proof of Proposition 9.3.
Step 3 Now we are in a situation similar to [GMS+02, Proof of Lemma 5], [SSvdM13,
Theorem 4.10] and as there we can construct an ambient isotopy by moving the point pn(s)
to γ(γ−1(ξγ(pn(s)))) along a straight line segment in the circular cross section of the tubular
neighbourhood about γ.
Lemma 9.4 (Injective locally bi-L. mappings on compact sets are globally bi-L.).
Let (K, d1), (X, d2) be non-empty metric spaces, K compact and f : K → X be an injective
mapping that is locally bi-Lipschitz, i.e., there are constants c, C > 0 such that for every x ∈ K
there is a neighbourhood Ux of x with
c d1(x, y) ≤ d2(f(x), f(y)) ≤ Cd1(x, y) for all y ∈ Ux.
Then there are constants c˜, C˜ > 0 with
c˜ d1(x, y) ≤ d2(f(x), f(y)) ≤ C˜d1(x, y) for all x, y ∈ K. (9.6)
Proof. By Lebesgue’s Covering Lemma we obtain a diam(K) > δ > 0 such that (Bδ(x))x∈K is
a refinement of (Ux)x∈K . Then Kδ := {(x, y) ∈ K2 | d1(x, y) ≥ δ} is compact and non-empty.
Hence
0 < ε := min
(x,y)∈Kδ
d2(f(x), f(y)) ≤ max
(x,y)∈Kδ
d2(f(x), f(y)) =: M <∞,
since diag(K) ∩Kδ = ∅ and f is continuous and injective. Thus
d2(f(x), f(y)) ≤M = C ′δ ≤ C ′d1(x, y) for all x, y ∈ Kδ
holds for C ′ := Mδ−1 and
c′d1(x, y) ≤ c′diam(K) = ε ≤ d2(f(x), f(y)) for all x, y ∈ Kδ
for c′ := εdiam(K)−1. Choosing c˜ := min{c, c′} and C˜ := max{C,C ′} yields (9.6), because
(x, y) 6∈ Kδ implies y ∈ Bδ(x) ⊂ Ux.
9.3 The lim inf Inequality
Using Schur’s Theorem for curves of finite total curvature, see for example [Sul08, Theorem
5.1], we can prove Rawdon’s result [Raw97, Lemma 2.9.7, p. 58] for embedded C1,1 curves.
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Note, that especially the estimate from [LSD+99, Proof of Theorem 2] that is implicitly used
in the proof of [Raw97, Lemma 2.9.7, p. 58] holds for C1,1 curves.
Lemma 9.5 (Approximation of curves with dcsd(γ)2 < minRad(γ)).
Let γ ∈ C(K) ∩ C1,1(S1,Rd) and p ∈ Pn for some n such that
minRad(γ)− dcsd(γ)
2
= δ > 0 and ||γ − p||L∞ < ε
for ε < δ/4. Then
dcsd(p) ≤ dcsd(γ) + 2ε.
Proof. Let minRad(γ) − dcsd(γ)2 = δ > 0, ε < δ/4 and set d := 12 (minRad(γ) + dcsd(γ)2 ). By
[Raw97, Lemma 2.9.7 2., p. 58] there are (s0, t0) ∈ Aγpid := {(s, t) | d(s, t) ≥ pid}, see notation
in [Raw97], such that
|p(s0)− p(t0)| < dcsd(γ) + 2ε.
Now, let (s, t) ∈ Aγpid such that
|p(s)− p(t)| = min
(s,t)∈Aγpid
|p(s)− p(t)| ≤ |p(s0)− p(t0)| < dcsd(γ) + 2ε. (9.7)
Then either (s, t) lie in the open set Aγpid := {(s, t) | d(s, t) > pid} or by [Raw97, Lemma 2.9.7
1., p. 58] holds
|p(t)− p(s)| ≥ minRad(γ) + dcsd(γ)
2
− 2ε = dcsd(γ) + δ − 2ε > dcsd(γ) + 2ε,
which contradicts (9.7). Hence (s, t) lie in the open set Aγpid. This means we can use the
argument from [Raw97, Lemma 2.9.8, p. 60] to show that p(s) and p(t) are doubly critical
for p and therefore
dcsd(p) ≤ |p(s)− p(t)| ≤ dcsd(γ) + 2ε.
Proposition 9.6 (The lim inf inequality).
Let γ ∈ C(K), pn ∈ Pn(K) with pn → γ in W 1,∞ for n→∞. Then
∆[γ]−1 ≤ lim inf
n→∞ ∆n[pn]
−1.
Proof. By Proposition 27 we might assume without loss of generality that γ ∈ C1,1(S1,Rd).
In case ∆[γ]−1 = maxCurv(γ) the proposition follows from Proposition 26 and in case
∆[γ]−1 = 2dcsd(γ) > maxCurv(γ) Lemma 9.5 gives lim supn→∞ dcsd(pn) ≤ dcsd(γ), so that
∆[γ]−1 =
2
dcsd(γ)
≤ lim inf
n→∞
2
dcsd(pn)
≤ lim inf
n→∞ ∆n[pn]
−1.
Clearly, the previous proposition also holds for subsequences pnk .
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Figure 9.4: Quantities for the computation of discrete curvature.
9.4 The lim sup Inequality
Proposition 9.7 (The lim sup inequality).
For every γ ∈ C(K) ∩ C1,1(S1,Rd) there are pn ∈ Pn(K) with pn → γ in W 1,∞ and
lim sup
n→∞
∆n[pn]
−1 ≤ ∆[γ]−1.
Proof. In Proposition 7.2 we showed that if n is large enough we can find an equilateral
inscribed closed polygon p˜n of length L˜n ≤ 1 with n vertices that lies in the same knot class
as γ. By rescaling it to unit length via pn(t) = LL˜
−1
n p˜n(L˜nL
−1t), L = 1, we could show in
addition that pn → γ in W 1,∞(S1,Rd), as n→∞.
Step 1 From Figure 9.4 we see r = r(x, y, z) and
κd(x, y, z) =
4 tan(ϕ2 )
|x− y|+ |z − y| =
2 tan(α+β2 )
sin(α) + sin(β)
1
r
.
Thus, we can estimate
0 ≤ 2 tan(
α+β
2 )
sin(α) + sin(β)
− 1 ≤ tan(α+ β)
sin(α) + sin(β)
− 1
≤ tan(α+ β)
sin(α+ β)
− 1 = 1− cos(α+ β)
cos(α+ β)
≤ (α+ β)2
(9.8)
for α, β ∈ [0, pi6 ], since
sin(α) + sin(β) = 2
(
sin(α2 ) cos(
α
2 ) + sin(
β
2 ) cos(
β
2 )
)
≤ 2
(
sin(α2 ) + sin(
β
2 )
)
≤ 2sin(
α
2 ) cos(
β
2 ) + sin(
β
2 ) cos(
α
2 )
cos(α+β2 )
= 2 tan(α+β2 ),
2 tan(x2 ) ≤
2 tan( x2 )
1−tan2( x2 ) = tan(x) and
1
2 ≤ cos(α + β), as well as 1 − (α+β)
2
2 ≤ cos(α + β). Let
x = γ(s), y = γ(t) and z = γ(u) for s < t < u with |t− s|, |u− t| ≤ 2Ln . Now, again by Figure
9.4, we have
2Ln−1 ≥ |t− s| ≥ |y − x| = 2 sin(α)r ≥ 4pi−1αr ≥ 4pi−1α∆[γ] ≥ α∆[γ],
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or in other words α ≤ 2L∆[γ]−1n−1 and the same is true for β. According to (9.8) we can
estimate
κd(x, y, z) ≤ 1 + (α+ β)
2
r
≤ (1 + 16L2∆[γ]−2n−2)∆[γ]−1.
This means for the sequence of inscribed polygons p˜n that
lim sup
n→∞
maxCurv(p˜n) ≤ ∆[γ]−1.
Step 2 According to [Raw97, Lemma 2.8.2, p. 46] the total curvature between two doubly
critical points of polygons must be at least pi. Let p˜n(sn) and p˜n(tn) be doubly critical for pn.
Using the curvature bound from the previous step we obtain pi ≤ 2∆[γ]−1|tn − sn|, so that sn
and tn cannot converge to the same limit. From Lemma 9.8 we directly obtain
dcsd(γ) ≤ lim inf
n→∞ dcsd(p˜n) ⇒ lim supn→∞
2
dcsd(p˜n)
≤ 2
dcsd(γ)
≤ ∆[γ]−1.
Step 3 Noting that LL˜−1n → 1 the previous steps yield
lim sup
n→∞
∆n[pn]
−1 = lim sup
n→∞
max
{
maxCurv(pn),
2
dcsd(pn)
}
≤ ∆[γ]−1.
Lemma 9.8 (Limits of double critical points are double critical).
Let γ ∈ C(K) ∩ C1,1(S1,Rd), pn ∈ Pn with pn → γ in W 1,∞(S1,Rd). Let sn 6= tn be such that
sn → s, tn → t and s 6= t. If pn(sn) and pn(tn) are double critical for pn. Then γ(s) and γ(t)
are double critical for γ.
Proof. Denote by p′+ and p′− the right and left derivative of a polygon p. Since the piecewise
continuous derivatives p′n converge in L
∞ to the continuous derivatives γ we have
0 ≥ 〈p′+n (sn), pn(tn)− p(sn)〉 · 〈p′−n (sn), pn(tn)− p(sn)〉 → 〈γ′(s), γ(t)− γ(s)〉2.
The analogous result is obtained if we change the roles of s and t, so that γ(t) and γ(s) are
double critical for γ.
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Lemma 9.9 (Computation of ∆n for regular n-gon gn).
For n ≥ 3 holds
1
∆n[gn]
= 2n tan(pin ).
Proof. From Figure 9.5 we see that for the regular n-gon gn of length 1 holds
dcsd(gn) ≥ 1
n tan(pin )
and as maxCurv(gn) = 2n tan(
pi
n ) by Figure 9.4 we have shown the proposition.
Proposition 28 (Regular n-gon is unique minimizer of ∆−1n ).
Let p ∈ Pn then
∆n[gn]
−1 ≤ ∆n[p]−1,
with equality if and only if p is a regular n-gon.
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Figure 9.5: Computation of dcsd for regular n-gons of length 1.
Proof. According to Fenchel’s Theorem for polygons, see [Mil50, 3.4 Theorem], the total
curvature is at least 2pi, i.e.,
∑n
i=1 ϕi ≥ 2pi for the exterior angles ϕi = ](xi− xi−1, xi+1− xi).
This means there must be j ∈ {1, . . . , n} with ϕj ≥ 2pin . Thus
∆n[p]
−1 ≥ maxCurv(p) ≥ 2n tan(ϕj2 ) ≥ 2n tan(pin ) = ∆n[gn]−1. (9.9)
Equality holds in Fenchel’s Theorem if and only if p is a convex planar curve. If ϕj <
2pi
n there
must be ϕk >
2pi
n and thus ∆n[p]
−1 > ∆n[gn]−1. Since the regular n-gon gn is the only convex
equilateral polygon with ϕi =
2pi
n for i = 1, . . . , n we have equality in (9.9) if and only if p is a
regular n-gon.
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