Abstract-This paper addresses consensus optimization problems in a multi-agent network, where all agents collaboratively find a minimizer for the sum of their private functions. We develop a new decentralized algorithm in which each agent communicates only with its neighbors.
I. INTRODUCTION
Consider a directed graph G = (V, E), where V = {1, 2, . . . , n} is the set of agents and E is the set of m edges. We aim to solve the following optimization problem:
where each f i is locally held by agent i and r is a globally known regularizer. Both f i and r can be non-convex. An algorithm is decentralized if it relies only on communications between neighbors (adjacent agents); there is no central node that collects or distributes information to the agents. Decentralize consensus optimization finds applications in various areas including wireless sensor networks [1] , [2] , multi-vehicle and multi-robot control systems [3] , [4] , smart grid implementations, distributed adaptation and estimation [5] , [6] , distributed statistical learning [7] - [9] and clustering [10] .
A. The literature
There are several decentralized numerical approaches to solve problem (1) or its special case without the regularizer r. One well-known approach lets every agent exchange information with all, or a random subset, of its direct neighbors per iteration. This is illustrated in the left plot of Fig. 1 , where agent i is collecting information from all its neighbors (to update its local variables). This approach includes well-known algorithms such as diffusion [5] , [6] and consensus [11] , [12] , distributed ADMM (D-ADMM) [13] - [15] , EXTRA [16] , PG-EXTRA [17] , DIGing [18] , exact diffusion [19] , NIDS [20] , and beyond. These algorithms have good convergence rates in the number of iterations. D-ADMM, EXTRA, DIGing, exact diffusion, and NIDS all converge linearly to the exact solution assuming strong convexity and using constant step-sizes. Their communication per iteration is relatively high. Depending on the density of the network, the costs are O(n) computation and O(n)-O(n 2 ) communications per iteration. Another approach is based on the (random) walk (sub)gradient method [21] - [25] , where a variable x will move through a (random) succession of agents in the network. At each iteration, the agent i that receives x updates x using one of the subgradients of f i , followed by sending x to a (random) neighbor. The right plot in Fig. 1 illustrates the updates of x k along a walk (1, i, 8, 1, 2, i, 6, · · · ). Since only one node and one link are used at each iteration, this approach only costs O(1) computation and O(1) communication per iteration. The works [24] , [25] apply random walks in the context of adaptive networks and relies on stochastic gradients. If these algorithms a constant step-size, their iterates converge to a neighborhood of the solution. If the step-size is small, the neighborhood will be proportionally small but convergence becomes slow. For applications where convergence to the exact solution is required, decaying step-sizes must be used, which leads to slow convergence.
B. Contribution
In this paper, we propose a new random walk algorithm for decentralized consensus optimization that uses a fixed stepsize and converges to the exact solution. It is significantly faster than the existing random-walk (sub)gradient incremental methods.
When both r and f i are possibly non-convex and f i are Lipschitz differentiable, we show that the iterates x k generated by Walkman will converge to the stationary point x almost surely. In addition, we establish a linear convergence rate for decentralized least squares.
Walkman is communication efficient. For decentralized least squares, the communication complexity of Walkman compares favorably with existing popular algorithms. The result is listed in Table I . We show that, if
which implies the connectivity of the network is moderate or better, then our algorithm uses less communication than all the state-of-the-art decentralized algorithms listed in the table.
Our simulation results support the claimed communication efficiency of Walkman in least squares and other problems. Furthermore, it is observed that Walkman was able to escape from saddle points in the tested non-convex problems due to its random walk. In contrast, deterministic algorithms like D-ADMM and EXTRA were often trapped near saddle points.
Algorithm
Communication Complexity
Exact diffusion [19] O ln 1 · m 1−λ 2 (P) TABLE I: Communication complexities of various algorithms when λ2(P) is close to 1. The network has n nodes and m arcs, m ∈ [n, n(n−1)]. The quantity is the target accuracy, P is the probability transition matrix, and λ2(P) is the second largest eigenvalue of P, one of the measures of the connectivity of the network.
C. Discussion
Walkman is a random-walk algorithm. Its efficiency depends on how long it takes the walk to visit all the agents. This is known as the cover time. When Walkman only needs visit every agent at least once (which is the case to compute the consensus average), the cover time is exactly the complexity of Walkman. For the cover times of random walks in various graphs, we refer the reader to [26, Chapter 11] .
For more general problems, Walkman must visit each agent infinitely many times to converge. Its efficiency depends on how frequently all of the agents are revisited. For a random walk, this can be described by the mixing time of the underlying Markov chain. Next, we present relevant assumptions. Assumption 1. The random walk (i k ) k≥0 , i k ∈ V , forms an irreducible and aperiodic Markov chain with transition
If the underlying network is a complete graph, we can choose P so that P ij = p(i k+1 = j|i k = i) = 1 n for all i, j ∈ V , a case analyzed in [27, §2.6.1] (barring asynchronicity therein). For a more general network that is connected, we need the mixing time (for given δ > 0), which is defined as the smallest integer τ(δ) such that, for all i ∈ V ,
where π * := minimize i∈V π i , and [P τ(δ) ] i,: denotes the ith row of P τ(δ) . This inequality states: regardless of current state i and time k, the probability of visiting each state j after τ(δ) more steps is (δπ * )-close to π j , that is, for all i, j ∈ V ,
A good reference for mixing time is [26] . The mixing time requirement, inequality (3), is guaranteed to hold for [1] τ(δ) :
We will use inequality (4) to show the sufficient descent of a Lyapunov function L k , which was used in [28] and extended in [29] . However, the analyses in [28] , [29] only help us show L k ≥ L k+1 and the existence of a lower bound. Because a random walk (i k ) k≥0 is neither essentially cyclic nor i.i.d. random (except for complete graphs), we must use a new analytic technique, which is motivated by the recent paper [30] . This new technique integrates mixing-time bounds with a conventional line of convergence analysis.
For decentralized least squares, we give the communication complexity bound of Walkman in term of σ(P). This quantity also determines the communication complexity bounds of D-ADMM, EXTRA, and exact diffusion. Therefore, we can compare their communication complexities. For moderately well connected networks, we show in §V that the bound of Walkman is the lowest.
Even though D-ADMM, EXTRA, and exact diffusion use more total communications, their communications over different edges in each iteration are concurrent, so they may take less total communication time. However, this time will increase and even overpass the Walkman time if different edges have different communication latencies and bandwidths, and if synchronization overhead is included. In an ideal situation where every communication takes the same amount of time and synchronization has no overhead, Walkman is found to be slower in time, unsurprisingly.
Although this paper does not discuss data privacy, Walkman protects privacy better than diffusion, consensus, D-ADMM, etc., since the communication path is random and only the [1] Here is a trivial proof. For any k ≥ 1, by definition, it holds
(1 − π * ) ≤ δπ * , which simplifies to condition (5) by Taylor series, we guarantee (3) to hold.
current iterate x k is sent out by the active agent. It is difficult for an agent to monitor the computation of its neighbors.
The limitation of this paper lies in that the linear convergence rate analysis applies only to least squares (though convergence is established for more general problems) and that the transition matrix is stationary. They need more space to address in our future work. Another direction to generalize this work is to create multiple simultaneous random walks, which may reduce the total solution time. The information exchange across random walks will require careful design and analysis.
In the rest of this paper, §II derives Walkman, §III presents the main convergence result and the key lemmas, §IV focuses on least squares and obtains its linear convergence rate of Walkman, §V analyzes communication complexities and make comparisons between Walkman and other algorithms, §VI presents numerical simulation results, and finally §VII summarizes the findings of this paper.
II. DERIVATION OF WALKMAN
Walkman can be derived by modifying existing algorithms to use a random walk, for example, ADMM [31] , [32] or PPG [33] . By defining
we can compactly rewrite problem (1) as
where 1 = [1 1 . . . 1] T ∈ R n and ⊗ is the Kronecker product. The constraint is equivalent to x − y i = 0 for i = 1, . . . , n. The augmented Lagrangian for problem (7) is
where Z := col{z 1 , · · · , z n } ∈ R np is the dual variable (Lagrange multipliers) and β > 0 is a constant parameter. The standard ADMM algorithm is an iteration that minimizes L β (x, Y; Z) in x, then in Y, and finally updates Z. Applying ADMM to problem (7) yields (not our algorithm)
where the proximal operator is defined as prox γf (x) := arg min y f (y) +
Since computing the sum in (9a) needs information from all the agents, it is too expensive to realize in a decentralized fashion. However, if each ADMM iteration updates only y i k and z i k in (9c) and (9d), keeping the remaining {y i } i =i k , {z i } i =i k unchanged, then (9a) can be maintained by a sparse update:
If we initialize {y
so that
for example, by simply setting y 0 i = 0 and z (10) automatically maintains
We call (10) Walkman. Its decentralized implementation is presented in Algorithm 1. The variable x k is updated by agent i k and passed as a token to agent i k+1 . Use ∇f i instead of prox fi . If the regularizer r is proximable, i.e., prox γr can be computed in O(n) or O(npolylog(n)) time, the computational resources are mainly consumed on solving the minimization problem in step (10b). We can avoid it by using the cheaper gradient descent, like in diffusion, consensus, EXTRA, DIGing, exact diffusion, and NIDS. If f i is differentiable, we replace (10b) with the update:
Compare to (10b), update (10b') saves computations but can cause more iterations and thus more total communications. One can choose between (10b) and (10b') based on computation and communication tradeoffs in applications. To focus on communication efficiency and save space, we limit our analysis in the next section to (10b).
III. CONVERGENCE
In this section we present convergence of Walkman based on the following assumptions.
Assumption 2 is not over R np but R p , so it is easy to satisfy.
We first introduce the notation used in our analysis. The first time that the Markov chain (i k ) k≥0 hits agent i is denoted as T i := min{k : i k = i}, and their max over i is
By iteration T , every agent has been visited at least once. Based on Assumption 1, the Markov chain is positive recurrent and, therefore, Pr(T < ∞) = 1. For k > T , let τ (k, i) denote the iteration of the last visit to agent i before k, that is,
Next, we define two separate Lyapunov functions for Walkman updating Y using (10b) (computing prox 1 β fi ) and (10b') (computing ∇f i (y
where
for Walkman using (10b) (resp. (10b')). Lemma 1. Under Assumptions 2, 3, and 4, the iterates (x k , Y k , Z k ) k≥0 generated by Walkman (10), or Algorithm 1, satisfy the following properties:
is lower bounded and convergent; 1') for (10b') and β ≥ max{γ, 2L + 2}, (M k β ) k≥0 is lower bounded and convergent; 2) for Walkman with either (10b) or (10b'), the sequence
See the Appendix for a proof. Based on Lemma 1, we establish the convergence of subgradients of L k β . Lemma 2. Take Assumptions 1-4 and Walkman with β given in Lemma 1. For any given subsequence (including the whole sequence) with its index (k s ) s≥0 , there also exists an almost surely convergent subsubsequence (g ks j ) j≥0 , that is,
Proof. The proof sketch is summarized as follows.
and show that its subvector q
, where the mixing time τ(δ) is defined in (5). 2) For k ≥ 0, define the filtration of sigma algebras:
We show that
where π * is the minimal value in the Markov chain's stationary distribution. From this bound and the result in step 1), we can get lim k→∞ E g k = 0. 3) From the result in the last step, we use some inequalities and the Borel-Cantelli lemma to obtain an almost surely convergent subsubsequence of g k .
The details of these steps are given in the Appendix.
* is a stationary point of (1), with probability 1, that is,
If the objective of (1) is convex, then x * is a minimizer.
Proof. By statement 2) of Lemma 1, the sequence (
Lemma 2 finds a subsubsequence g ks j ∈ ∂L 
IV. LINEAR CONVERGENCE FOR LEAST SQUARES
In this section, we focus on the decentralize least-squares problem:
which is a special case (7) with regularizer r = 0, local
We apply Walkman (or Algorithm 1) updating with prox fi , i.e., utilizing (10b), and starting from
where (21) is well defined for
We analyze the complexities of Walkman for problem (20) based on the Lyapunov function h β (Y) :
The following lemma relates h β (Y) and the augmented Lagrangian sequence.
Lemma 3. With initialization (21) and (22), it holds that
Proof. From the optimality condition of (10b), we can verify
for k ≥ 1, where (a) follows from (10c). In Walkman, each pair of y i and z i is either updated together, or both not updated. Then by applying (22) and (25), we get
Substituting (26) into (10d) and (10a) yields
the above formulas produces (24).
The following lemma establishes that h β (Y) is strongly convex and Lipschitz differentiable. Proof. As a quadratic function, h β (·) is ν-strongly convex withL-Lipschitz gradients if, and only if, its Hessian (by (23)) H satisfies
Then, for any vector W := col{w 1 , · · · , w n } ∈ R np where w i ∈ R p , we have the interval bounds for diag(D)W :
It is easy to check
Therefore, we get (27) from
and
Lemma 5. With β > σ * max , the unique minimizer of
These components are also the unique solution to (20) , as well as the unique minimizer of
Proof. Since Y * must satisfy ∇h β (Y * ) = 0, we have
which implies y given in the Lemma. It is easy to verify the rest of the Lemma using optimality conditions.
Define one epoch as τ(δ) iterations, and let
The next lemma is fundamental to the remaining analysis.
Lemma 6. Under Assumption 1 and β > σ * max , for any δ > 0, we have
where τ(δ) is defined in (5).
Proof. We first upper bound ∇h β (Y k ) 2 . Verify
Investigate step (10b) for i = i k as
where (a) follows from (26) and T's definition. Thence,
For any k ≥ τ(δ) − 1, we further have
where τ = τ(δ) − 1 and the last inequality holds because β > σ * max . With the filtration
Reverting the sides of (46) and taking expectation over X k−τ(δ)+1 , followed by applying (45), we have for
Notice that
where the last line follows from parts 1 and 2 of Lemma 1. Combining (48) and (47), we get
Now with k = (t + 1)τ(δ) − 1, (49) reduces to
By the convexity of h β (·),
Since both sides of (51) are nonnegative, we square them and use the Cauchy-Schwarz inequality to get
Substituting (49) into (52) completes the proof.
Now we are ready to establish the linear convergence rate of the sequence (F t ) t≥0 .
Theorem 2. Under Assumption 1, for β > 2σ * max + 2, we have linear convergence (with ν given in Lemma 4):
Proof. By the strong convexity of h β (·) and Y = arg minimize h β (Y), it holds for any Y ∈ R np that,
Hence,
Substituting (55) into (41), we have
By (48), the sequence {h β (Y k )} is non-increasing, implying 0 ≤ F t+1 ≤ F t . This together with (56) yields
which is equivalent to (53).
Theorem 2 states that Walkman for decentralized least squares converges linearly by epoch (every τ(δ) iterations).
V. COMMUNICATION ANALYSIS
This section derives and compares communication complexities. First, we establish the communication complexity of Walkman. From (54) and (40), we have
To achieve mean-square deviation
which is implied by
Since β can be regarded as constants that are independent of network size n, and ν is O( 1 n ), we can write:
For each epoch t, there are τ(δ) iterations, which use O(τ(δ)) communication. Hence, to guarantee G t ≤ , the total communication complexity is
Recall the definition of τ(δ) in (5), by setting δ as 1/2, the communication complexity is
where we remember σ(P) := sup f ∈R n :f T 1=0 f T P / f . For simplicity of expression and comparison, in the succeeding parts we assume that the Markov chain is reversible with P = P T and it admits a uniform stationary distribution π T = π T P with:
which implies π * = minimize i π i = 1/n. With P being a symmetric real matrix, we also have σ(P) = λ 2 (P) = max{|λ i (P)| : λ i (P) = 1}. We get the total communication complexity of Walkman as 
where m is the number of edges. The communication complexity of EXTRA [16] is
As to exact diffusion [19] , the communication complexity is
where C only depends on L/ν, independent of λ 2 (P) and n.
Considering the case ≤ 1/e, it holds ln(n/ ) ≤ ln n · ln(1/ ). Since ln(1 + x) ≈ x for x close to 0, Walkman in (64) can be simplified to:
We similarly simplify the communication complexities in (65), (66), and (67). They are listed in Table I in §I-A. Clearly, D-ADMM has a better communication complexity than EXTRA and exact diffusion. By comparison, Walkman is more communication efficient than D-ADMM when n ln 3 (n)
equivalent to
where the approximation holds for ln(n) n and with ln(n) ignored. Condition (70) means the network has moderately good connectivity. When this holds, Walkman exhibits superior communication efficiency than the algorithms in comparison.
B. Communication for different graphs
Let us consider three classes of graphs for concrete communication complexities. Example 1 (Complete graph) In a complete graph, every agent connects with all the other nodes. The number of edges m = O(n 2 ) and λ 2 (P) = 0. Consequently, the communication complexity of Walkman is O(ln(1/ )n ln 3 (n)) while those of the other algorithms are O(ln(1/ )n 2 ). Noticing ln 3 (n) n,Walkman is more communication efficient. Example 2 (Random graph) Consider the random graphs by Edgar Gilbert [35] , G(n, p), in which an n-node graph is generated with each edge populating independently with probability p ∈ (0, 1). Let A ∈ R n×n denote the adjacency matrix of the generated graph, with A i,j = 1 if nodes i and j are connected, and 0 otherwise. The transition probability matrix P has
2 ), whereD = (n − 1)pI, and
SinceĀ is a Toeplitz matrix, one can verify that
that is, 1−λ 2 (P) = O (1) . With such setting, Walkman a communication complexity of roughly O(ln(1/ )n ln 3 n) while the other algorithms have O(ln(1/ )n 2 ). Hence, Walkman is more communication-efficient. Example 3 (Cycle graph) Consider a cycle, where each agent connects with its previous and next neighbors. One can verify that
and m = O(n). 
VI. NUMERICAL EXPERIMENTS
In this section, we compare Walkman with existing state-ofthe-art decentralized methods through numerical experiments. Consider a network of 50 nodes that are randomly placed in a 30 × 30 square. Any two nodes within a distance of 15 are connected; others are not. We set the probability transition matrix P as
A. Decentralized least squares
The first experiment uses least squares in (20) with A i ∈ R 5×10 , x ∈ R 10 and b i ∈ R 5 . Each entry in A i is generated from the standard Gaussian distribution, and b i := A i x 0 + v i , where x 0 ∼ N (0, I 10 ) and v i ∼ N (0, 0.1 × I 5 ). Fig. 2 compares different algorithms. For the random-walk (RW) incremental algorithm, we have used both a fixed step-size of 0.001 and a sequence of decaying step-sizes minimize{0.01, 5/k}. For other algorithms, we have hand-optimized their parameters.
In the left plot of Fig. 2 , we count one communication for each transmission of a p-length vector (p = 10 is the dimension of x). It is observed that Walkman is much more communication efficient than the other algorithms. In the right plot of Fig. 2 , we illustrate the running times of these methods.
While a running time should in general include the times of computing, communication, and other overheads, we only include communication time and allows simultaneous communication over multiple edges for non-incremental algorithms. However, we assume each communication follows an i.i.d. exponential distribution with parameter 1. Each iteration of D-ADMM, EXTRA, and exact diffusion waits for the completion of the slowest communication (out of 2m communications), which determines the communication time of that iteration. In contrast, random-walk incremental algorithms and Walkman only use one communication per iteration. Under our setting, Walkman takes longer to converge than D-ADMM, EXTRA, and exact diffusion. 
B. Decentralized sparse logistic regression
The second experiment solves the logistic regression problem
where y ij ∈ {−1, 1} denotes the label of the jth sample kept by the ith agent, and v ij ∈ R p represents its feature vector, and there are b samples kept by each agent. In this experiment, we set b = 10, p = 5. Each sample feature v ij ∼ N (0, 1). To generate y ij , we first generate a random vector x 0 ∈ R 5 ∼ N (0, I). Then we generate a uniformly distributed variable z ij ∼ U(0, 1), and if
0 )], y ij is taken as 1; otherwise y ij is set as −1. We run the simulation over the same network as the above least-square problem. Due to the nonsmooth term in (74), D-ADMM, EXTRA and Exact Diffusion is not applicable in this problem. Instead, we compare Walkman with PG-EXTRA [17] and random walk proximal gradient method, which conducts one-step proximal gradient operation when an agent receives the variable x. The communication efficiency of Walkman is also observed in Fig.  3 . 
C. Decentralized non-negative principal component analysis
To test the performance on solving nonconvex, nonsmooth problem, the third experiment solves the Non-Negative Principal Component Analysis (NN-PCA) problem
subject to x ≤ 1,
where y ij ∈ R p denotes the j-th sample kept by the ith agent, and there are b samples kept by each agent. The objective function of (75), named as f , forms the smooth part of standard optimization problem (1), and 1 C , the indicator function of the feasible space forms the nonsmooth part r. In this experiment, we utilize the training set of the MNIST [37] dataset to form the samples, and set b = 1000. Each agent only keeps samples with a same label. Noticing that the NN-PCA problem is nonconvex, we use two different criteria to measure the optimality of the solution:
, where x * is achieved by solving problem (75) by centralized proximal gradient with 3 × 10 4 iterations; 2) optimality gap defined as
where the first term measures how close is ∂ r (x k ) + ∇f (x k ) to 0, and the second term measures the consensus violation of the copies kept by agents. For PG-EXTRA, since there is only Y k , we take x k as the mean of {y
For RW methods, since there is only x k , the second term of optimality gap is naturally 0. We run the simulation over the same network as the above two problems. Under either optimality criterion, the communication efficiency of Walkman is also observed in Fig. 4 . To be noted, although the optimality gap of both Walkman and PG-EXTRA diminishes to 0, their function values show different converging pattern. As shown in the lower two subplots, the function value of PG-EXTRA decreases first and then gets stuck at around 0.2006, whereas thanks to the randomness in (i k ) k≥0 , the function value of Walkman decreases until below 1 × 10 −15 .
Communication Cost 
VII. CONCLUSION
We have proposed a (random) walk algorithm, called Walkman, for decentralized consensus optimization. The (random) walk carries the current solution x and lets it updated by every visited agent. Any limit point of the sequence of x is almost surely a stationary point. Under convexity assumption, the sequence converges to the optimal solution with a fixed step-size, which makes Walkman more efficient than the existing random-walk algorithms. We have found Walkman uses less total communication than popular algorithms such as D-ADMM, EXTRA, exact diffusion, and PG-EXTRA though taking longer wall-clock time to converge. Random walks also add another layer of privacy protection. Numerical experiments also verify that that random walk helps get rid of the trap of some bad stationary points.
APPENDIX A PROOF OF LEMMA 1
The proof of Lemma 1 takes a few steps, Lemmas 7-9.
Lemma 7 shows that the update on the dual variable can be bounded by that of the primal variable.
k>T , the sequence generated by Walkman iteration (10), satisfies 1) if Walkman uses (10b), it holds
Proof. Part 1) Remember agent i k is activated at iteration k.
The optimality condition of (10b) for i = i k implies
Substituting the above into (10c) yields
Hence, for i = i k , we have:
. On the other hand, when i = i k , agent i is not activated at k, so z
− y k i = 0, and we have (76). Par 2) Substituting (10b') into (10c) yields
Comparing (79) and (81) and using z
and y
, we get (77) using a similar derivation for (80).
Lemma 8 shows that the x-update in Walkman, i.e., (10a), provides sufficient descent of the augmented Lagrangian.
Proof. We rewrite the augmented Lagrangian in (8) as
Applying the cosine identity b
where (a) holds since the optimality condition of (10a) implies
and thus
, substituting which into (84) gives us (82).
In Lemma 9, we derive the lower bound of descent in the augmented Lagrangian over the updates of Y and Z.
Lemma 9. Recall L k β defined in (16) . Under Assumption 3, for any k > T , 1) if β ≥ 2L + 2, Walkman using (10b) satisfies
Proof. From the Lagrangian (8), we derive
where equality (a) holds due to b + c 2 − a + c 2 = b − a 2 + 2 a + c, b − a and recursion (10c), equality (b) holds because of (79), inequality (c) holds because f i (·) is LLipschitz differentiable, inequality (d) holds because of (80), and inequality (e) follows from the assumption β ≥ 2L + 2.
Next, we study Walkman using (10b'). The above equation array holds to (88). By substituting (81) into (88), we get
While (89) has ∇f i k (y
). However, from (92), using ∇f i k (·) being L-Lipschitz, we still get (90), to which we can apply Lemma 7 2) to get (87).
In Lemma 10, we establish the sufficient descent in Lyapunov functions of Walkman. 2) if β > max{γ, 2L 2 + L + 2} the Walkman using (10b') satisfies
Proof. Statement 1) is a direct result of adding (82) 
we derive
Substituting (82) and (87) into (96) and using Lemma 11. For β > max{γ, 2L + 2} (resp. β > max{γ, 2L
2 + L + 2}), Walkman using (10b) (resp. (10b')) ensures a lower bounded sequence (L k β ) k≥0 (resp. (M k β ) k≥0 ). Proof. For Walkman using (10b) and k > T , we have
where (a) holds as each f j is Lipschitz differentiable and (b) from Assumption 2 and β > L. So, L k β is lower bounded.
Next, for Walkman using (10b') and k > T , we derive
where (a) holds because each f j is Lipschitz differentiable, (b) holds due the inequality of arithmetic and geometric means, (c) follows from the assumption β > 2L 2 +L+2 and the Lipschitz smoothness of each f j , and (d) holds due to Assumption 2. Therefore, M k β is bounded from below. With above lemmas, we are ready to prove Lemma 1.
Proof of Lemma 1. Recall that the maximal hitting time T is almost surely finite. The monotonicity of (L (98), a similar argument leads to boundedness of (x k , Y k , Z k ) for Walkman using (10b').
