Abstract. In a shared radio frequency enuironment, several intentional and unintentional transmitters are ezpected to co-ezist. Hence, the ability to identify the source of an arbitrary interfering signal, using an automated diagnostic tool, is desirable. This paper describes the development of a scheme that can be used to construct such a diagnostic tool.
INTRODUCTION
Unlike a conventional frequency band with one permitted user, the problem of interference is much more complicated in a shared frequency band because of the presence of several permitted users, transmitting a wide variety of signals, including transient or otherwise time-varying signals.
Examples of shared frequency bands are the 902-928 MHz, 2400-2,483.5 MHa, and 5,725-5, 875 MHz bands in the United States [lo] . In addition to the indoor radio networks employing spread spectrum signalling, authorization for which was recently provided under Part 15 of the Federal Communications Commission (FCC) rules [a] , a variety of intentional and unintentional transmitters use all or part of the three bands. Examples of such users are amateur radio stations, electronic article surveillance systems, microwave ovens, photocopiers, elevator switches, garage door openers, toy walkie-talkies, RF welding equipment, diathermy, and other communications and non-communications equipment [ 11, [2] , Therefore, developing a scheme to identify the source of an arbitrary interfering signal, in a shared radio frequency environment, is desirable. Such a scheme can then be incorporated into an autom.ated diagnostic tool, capable of performing interference diagnosis. If the scheme incorporates adaptive learning capability, then the diagnostic tool can be updated easily, supporting a larger class of users. This paper summarizes the developinent of such a scheme which was previously reported in [Ill. The problem could be described as a pattern classification problem, in a radio frequency environment, involving a variety of signals exhibiting transieiit and random behavior. Unfortunately, n o published prior work has been found for such a problem. The only classification problem that appears to address the radio frequency environment is the problem of modulation recognition. Modulation recognition, which is in fact a subset of the more coniplex problem of interfering signal classification, does not involve difficulties such as the transient nature of many interfering signals, frequency hopping phenomenon, difference in bandwidth between the interfering signals, and general random behavior of most interfering signals. So, the techniques used in modulation recognition, details of which could be found in Chapter 4 of [Ill or elsewhere, are not directly applicable to our problem.
ARCHITECTURE FOR ADAPTIVE SIGNAL CLASSIFICATION
The proposed concept of a diagnostic tool for interference diagnosis is the primary application of the signal classification architecture and algorithms developed.
The diagnostic tool should have two operating modes -the Learning mode and the Diagnostic mode. The Learning mode will be used during the installation of the tool in a new environment, and whenever a new source is found. In this mode, the tool will collect data from the source in consideration, coinpute the necessary parameters to identify the source in the future and store these parameters in a system library. During the Diagnostic mode, the tool captures the signal encountered, derives a parametric representation of the data, compares it with the inodels stored i n the system library, and finally provides the user with the classification of the signal'. The tool will have 
The S i x Categories of Interfering Signals
To perform a n exhaustive search of all possible interfering signals and their characteristics was not within the scope of the project. Therefore, we divided the interfering signals into several categories, and chose a representative example from each category for further analysis.
With respect to categorizing the interfering signa1s, we found the work of Middleton to be particularly inType C1: Signals that occupy a bandwidth. much greater than the bandwidth of the band in consideration, due to a highly impulsive random process. For examples of signals that belong t o the above categories, see Table 1 .
Background for Model Construction
Following is a proposition for the form of the received signal:
Proposition . 
A1 A2
where s ( t ) and T ( t ) represent the real-valued slowvarying and rapid-varying envelopes, and A f ( t ) and A 8 ( t ) represent oflsets between the carrier frequency (af any) and phase of the interfering signal and the local oscillator. For proof of the proposition, the assumptions that were made in deriving the result and the implications, see Chapter 2 of [ll] .
The term s ( t ) deserves some discussion. A radio frequency device that has been powered on need not continuously transmit radio frequency energy. A classic example would be the emissions from microwave ovens, which occur only during one half of the power supply cycle of 60 Hz, and a violation t o this rule has has n,ever been observed [2] . So, there is a determim istic component to the general stochastic behavior of radio frequency emissions. Hence, we make the following definition for s ( t ) .
Definition. The slow uaryin.g envelope of an interfering signal, from a source that has been powered on, is the deterministic component of the envelope of the emission, indicated by a level 0 when einissions are known to to be absent, and by a level 1 otherwise. For sources other than microwave ovens, such deterministic behavior is usually not known, and therefore we expect to see s ( t ) = 1 in most cases.
Constructing The Models
We constructed models for six examples of interfering signals, drawn from each of the categories. In constructing the models, we assumed that the band of interest is a hypothetical shared band, to make our work independent of any actual band and to facilitate extending our findings to other applications. However, we drew examples from the 915 MHz and the 2.44 GHz bands, when useful data concerning a given source was available. A summary of the six models constructed is given in Table 1 . For a complete list of all references that Electronic Article Surveillance Devices Narrowband Amateur Radio FM Signals 
STRATEGY FOR FEATURE EXTRACTION
The primary purpose of the feature extraction stage to is reduce the the observed data to a smaller feature vector, consisting of suficient features.
We prefer to accommodate all classes of users, and hence we would like the Learning mode to require minimal supervision from the user, with the user having to only ensure that the interfering signal is present for the duration of the measurements. The architecture we proposed earlier is capable of making the required number of measurements during the Learning mode. If the feature extraction stage is designed carefully, there will be no necessity for modifying the feature extraction stage when new interfering sources are found, thus making the adaptive learning requirement satisfied with a simple design.
If we could identify a set of optimal features such that any interfering signal could be recognized using this set, our problem will be greatly simplified. However, we realize that to search for a feature vector that has such universal applicability would be an impossible task, especially since an exhaustive search for all characteristics of interfering signals has not been done. So we set our target as to first find a suitable approach, or a suitable strategy for feature extraction and identify a viable set of features to recognize the limited number of interfering signals that were discussed in the last section, and in the process of doing so, we discovered several other features that would be useful when a larger set of interfering signals is encountered.
As stated in the introduction to this report there appears to be no prior work related to the complex problem of interfering signal classification, and thus there seems to be no suitable background on which we could base our search. In pattern classification problems, feature extraction stage is considered to be much more problem dependent than the learning and classification stages [3] . Hence, an approach that has been used for related classification problems, which can at best be regarded as a subset of the complex problem of interfering signal classification, is not expected to be directly applicable3. So, we used the understanding of the fundamental characteristics of the interfering signals that were developed in the last section to provide the starting point for the feature extraction problem.
The four parameters consisting of the slow-varying and rapid-varying envelopes, the phase and fiequency offsets, were identified as being critical in describing an interfering signal. Now we would like to further explore methods to recover those parameters implicitly present in the received signal. We realize therefore, there is a need for an intermediate stage, which we call waveform characterization, where we reconstruct the representative waveforms in the form of the slow-varying and rapid-varying envelopes, estimated phase (corrected for carrier frequency offsets, if any) and instantaneous frequency functions, and spectral frequency estimates. From these intermediate waveforms, we can then extract a set of sufficient features to construct the feature vector.
It was decided that the features to be extracted from these intermediate waveforms should be in the form of statistical moments. There are two advantages in extracting features in the form of statistical moments. First, since statistical moments are not specific t o any given type of signal, there is the universal applicability factor. Second, features in the form of statistical moments allow the multivariate Gaussian assumption for the probability distribution of the feature vector.
A summary of the six features that were extracted, all in the form of statistical moments, is given in Table 2. The first four features are linear moments of the derived quantities. The phase spread is the circular variance of the estimated phase, due to the circular nature of the quantity. The local spectral bandwidth is the variance of the spectral frequency (the bandwidth is local due t o the possibly time-varying nature of the observed data). While the features that we used for our limited set Variance of slow-varying envelope Variance of fast-varying envelope Mean of instantaneous freuuencv 
ADAPTIVE LEARNING AND SIGNAL C L A S SIFIC AT10 N
We have maintained simplicity in designing the signal acquisition stages and the feature extraction stage which do not require any modification in the architecture or algorithms when new sources are found. Now, we would also like to explore the possibility of maintaining such simplicity in the design of the learning and classification stages, such that once again no modification of the decision rule is required when new sources are found.
The Muzimum Likelihood (ML) decision rule appeared to suit our necds. However, the ML rule requires the knowledge of the probability distribution of the feature vector for a given interfering signal. Although we could attempt to find approximate distributions for feature vectors of each of the interfering signals separately, this process will not only be tedious, but will also complicate the learning and classification process. Hence we liinited our scope to finding one distribution function that has acceptable approximation for all feature vectors from all of the interfering signals, with only the parameters of the distribution being different for different signals.
Naturally, the first candidate for such a n attempt would be the well known Gaussian distribution. Although the Gaussian distribution is merely an abstract mathematical form, it often provides a good approximation to many natural distributions. Further, since all of the features extracted were in the form of statistical moments, the Central Limit Theorem could be invoked to justify the Gaussian assumption for the probability distribution of the features. Motivated by this discovery, we assumed that the feature vector extracted has a multivariate Gaussian distribution. Now, the learning process is straightforward. Since a Gaussian distribution is completely characterized by its mean and covariance matrix, during the learning stage only these two values need to be estimated from the observed set of feature vectors.
Therefore, during the Learning mode, the user has to only labep the interfering signal, and ensure that the signal is present for the duration of learning. The diagnostic tool will be capable of making the required number of N measurements, compute the N feature vectors, estimate the mean and the covariance matrix for the interfering signal, and store them in the system for future work by categorizing the interfering signals and constructing mathematical models for sollie of the known interfering signals. The proposed scheme has been verified through Monte Carlo siniulations and the performance of the system with respect to several of the system parameters has been characterized. 
PERFORMANCE EVALUATION
A variety of Monte-Carlo simulations were performed both to validate the proposed scheme and to understand the significance of the system parameters. Some of the observations made were:
With an ideal system, perfect classification was achieved a t 15 dB SNR. The mean misclassification rates were 4.3% and 7.5 % a t 10 dB SNR and 5 dB SNR respectively. 
