Let v 1 , v 2 , ..., v n be real numbers whose squares add up to 1. Consider the 2 n signed sums of the form S = n i=1 ±v i . Holzman and Kleitman (1992) proved that at least 3 8 = 0.375 of these sums satisfy |S| ≤ 1. By using bounds for appropriate moments of S, Boppana and Holzman (2017) were able to improve the bound to 13 32 = 0.40625 and even a bit better to 13 32 + 9 × 10 −6 . By following their approach, but using a key result of Bentkus and Dzindzalieta (2015), we will drastically improve (by more than 5%) the latter barrier 13 32 to 1 2 − Φ(−2) 4Φ(− √ 2) ≈ 0.42768.
Introduction and main result
In this note we will present a considerable improvement on a result of Boppana and Holzman (2017). We will combine their approach in [3, Theorem 4] , based on stopping times, which is a technique initiated by Ben-Tal et. al. [1] and refined by Shnurnikov [8] , with a useful result for sums of Rademacher random variables of Bentkus and Dzindzalieta [2] .
Throughout this paper n is a positive integer, ǫ 1 , ǫ 2 , ..., ǫ n are iid Rademacher random variables, Φ is the standard normal distribution function and the decreasing functions G and F on (0, ∞) are defined as follows
The main result in this paper is the following theorem. Theorem 1. Let v 1 , v 2 , ..., v n be real numbers such that n i=1 v 2 i ≤ 1 and let S := n i=1 v i ǫ i . Then,
Notice that Boppana and Holzman [3] found the lower bound F ( 1 4 ) = 13/32 = 0.40625, and additionally improved this result by the term 9 × 10 −6 . For n ≤ 9 the optimal lower bound 1 2 has been obtained in Hendriks and Van Zuijlen [6] . Also, Van Zuijlen [9] obtained this lower bound 1 2 in case v 1 = v 2 = ... = v n , and thus solved the old conjecture of B. Tomaszewski (1986) (see Guy [4] ) in the uniform case.
Notice that G(0) := lim c↓0 G(c) = 1 2 and F is already used in [3] . In the Appendix we prove that G(c) > F (c) for all c > 0, but the important fact is that G( 1 4 ) > F ( 1 4 ). For the proof of Theorem 1 we will need the following improvement of Lemma 3 in [3] .
Lemma 2. Let x be a real number such that |x| ≤ 1, let v 1 , v 2 , ..., v n be real numbers such that
Notice that G(U) ↑ 1 2 , as U ↓ 0. Proof. Because of symmetry around zero of the distribution of Y we may assume that 0 ≤ x ≤ 1, and then
Moreover, from Bentkus and Dzindzalieta [2] , or Dzindzalieta's thesis [5] p. 30, Theorem 11, we have for x ∈ [0, 1], with c * :=
In [3] a first improvement of the lower bound 3/8 is based on condition (1) with U = 2/7, their further improvement Theorem 4 is roughly based on condition (1) with U = 1/4.
Proof of the Theorem
The proof of Theorem 4 in Boppana and Holzman can be followed with the exception that the foregoing Lemma 2 is used instead of their Lemma 3. Lemma 2 is based on a crucial inequality of Bentkus and Dzindzalieta [2] . To indicate precisely where the differences occur, we will present the complete proof. Assume n i=1 v 2 i ≤ 2. By inserting zeroes, we may assume that n ≥ 4 and without loss of generality, by reordering the real numbers, we assume
Hence, if T ≤ n − 2, then T is the first time the process |X t | exceeds the boundary 1 − v t+1
Since v 1 + v 2 ≤ 1 and in particular,
In fact, if K ≤ n − 2, then K is the first time the process M t exceeds the boundary 1 − v t+1
To prove our Theorem 1 we may assume by symmetry that X T ≥ 0. We will divide the proof into some cases, depending on T.
First of all we remark that for i ∈ {n − 1, n − 2}
and hence also
since for T = n − 1, we have 0 ≤ |X T | = X T ≤ 1 and |Y T | = v n ≤ 1, so that
Next, we claim that with
To show (3), let 2 ≤ K ≤ T ≤ 3K+2 2 and T ≤ n − 3. Clearly, we have (Cauchy-Schwartz) for K = 1, 2, ..., n − 2, (hence M K+1 > 1),
where the last inequality is strict if and only if X T = K/(K + 1). Notice that
i.e. for "small" K we have B 1 ≥ B 2 and for "large" K we have B 1 ≤ B 2 . It follows that, for 2 ≤ K ≤ T ≤ 3K+2 2 and T ≤ n − 3, we have with λ = 2T −K−1 2K+1 ≥ 0 and
and (as in Boppana and Holzman (2017) )
Notice that U K (i) ≤ 1 4 if and only if i ≥ K + 3 4 , and that U K (K) > 1 4 .
To show (4), let 3K+2 2 ≤ T ≤ n − 3. Then, the upper bound above is still valid, since in this case we have
which is exactly bound B given in Equation (3) evaluated at T = 3K+2 2 , (where λ = 1, B = B 1 ), so that we obtained (4) .
Summarizing, we obtained for T ≤ n − 3 the inequalities (3) and (4), so that it follows from Lemma 2 by taking x = X T and Y = Y T , that for i ≤ n − 3 we have
), for 3K+2 2 . and hence also
We can now finish the proof. We have to deal with the problem that U K (K) > 1 4 . As in Boppana and Holzmann, [3, p. 8], we remark that in case K ≤ n − 4, we have T = K if the signs of ǫ 1 , ǫ 2 , ..., ǫ K are all equal (probability 1/2 K−1 ) and otherwise T ≥ K + 2. Namely, if ǫ 1 , ǫ 2 , ..., ǫ K are not all equal, then |X K | ≤ 1 − v K+1 and |X K+1 | ≤ 1 − v K+2 , so that T ≥ K + 2, since by the ordering of the ν i ,
and similarly also (notice that K = n − 3)
Therefore, it follows from (5), the fact that these bounds are non-decreasing in T, the inequality K + 2 ≤ 3K+2 2 and Lemma 4 in the Appendix that for K ≤ n − 4,
).
Hence, in the situation K ≤ n − 4, we obtain the lower bound
Finally, as in Boppana and Holzmann, [3] , one can get rid of the restriction K ≤ n − 4. Namely, for K = n − 3 it is still true that P {T = K} = 1 2 K−1 , and while T = K + 1 = n − 2 may occur in this case, it yields a conditional bound of 1 2 as given in (2) above. Hence, from (2) and (5) we obtain in case K = n − 3,
as shown in Lemma 4 in the Appendix. The cases K = n − 2 and K = n − 1 (hence T ≥ n − 2), are covered by the conditional bound of 1 2 in (2) .
4
Since G is decreasing and G(0) = 1 2 , we also have for k ≥ 2,
Proof. For the first statement we have to show that
whereΦ(x) = 1 − Φ(x) = Φ(−x), and as in Bentkus and Dzindzalieta [2] c * := 1 4Φ( √ 2) ≈ 3.178.
By substituting y = 1 √ x , it is equivalent with showing that for y > 0,
However, since for y > 0, we have yΦ(y) = y The function L has a maximum in y = √ 3 and L( √ 3) ≈ 0, 4625 < 0, 4714, so that we are done.
The second inequality in the Lemma is equivalent to
It is sufficient to prove this inequality with p k replaced by p 2 = 1 2 , since Φ is increasing and p k ≤ p 2 = 1 2 so that p k Φ(b −1/2 ) + (1 − p k )Φ(a −1/2 ) ≥ 1 2 Φ(b −1/2 ) + 1 2 Φ(a −1/2 ).
Consider Z ξ (ε) = 2 √ 1 + ξε .
Notice that with ε = (k + 1/2) −2 we have a −1/2 = Z ξ (ε) for ξ = −5/4 and b −1/2 = Z ξ (ε) for ξ = 3/4. Denote the density function of the standard normal distribution by ϕ, so that the derivative Φ ′ statisfies Φ ′ = ϕ. Consider the composition (ΦZ ξ )(ε) = Φ(Z ξ (ε)), then using ϕ ′ (z) = −zϕ(z) one finds (ΦZ ξ ) ′′ (ε) = − 1 2 · (ϕZ ξ )(ε)(1 + ξε) −7/2 ξ 2 (1 − 3ξε).
We conclude that (ΦZ ξ )(ε) is concave function in ε if (1 − 3ξε) ≥ 0. Thus for ξ = 3/4 we need ε ≤ 4/9 = (1 + 1/2) −2 . Hence (ΦZ ξ )(ε) is concave on [0, 4/9]. It is clear that we have Φ(Z ξ (0)) = Φ(2) and for k = 1 we have ε = 4/9, a = 1/9 and b = 1/3, so that
This proves the second statement of the Lemma.
