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Abstract
This paper is concerned with the Cauchy problem of the Cahn–Hilliard equation
⎧⎨
⎩
∂u
∂t
+ϕ(u)+2u = 0, x ∈ RN, t > 0,
u|t=0 = u0(x), x ∈ RN .
First, we construct a local smooth solution u(t, x) to the above Cauchy problem, then by combining some
a priori estimates, Sobolev’s embedding theorem and the continuity argument, the local smooth solu-
tion u(t, x) is extended step by step to all t > 0 provided that the smooth nonlinear function ϕ(u) satisfies
a certain local growth condition at some fixed point u¯ ∈ R and that ‖u0(x) − u¯‖L1(RN) is suitably small.
Secondly, we show that the global smooth solution u(t, x) satisfies the following temporal decay estimates:
∥∥Dk(u(t, x)− u¯)∥∥
Lp(RN)  c(τ )(1 + t)
− k4 −N4 (1− 1p ), t  τ > 0, k = 0,1, . . . .
Here p ∈ [1,∞], c(τ ) > 0 is a constant depending on τ and τ > 0 is any positive constant which can
be chosen sufficiently small. At last, we show that, under a strong assumption on the growth of the non-
linear function ϕ(u) at u = u¯, the asymptotics of solutions of the above Cauchy problem is described by
u¯+ δ0t−
N
4 G( x4√t ). Here δ0 =
∫
RN (u0(x)− u¯) dx, G(x) =
∫
RN exp(−|η|4 + ix · η)dη.
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1. Introduction and the statement of our main results
The Cahn–Hilliard (CH) equation
∂u
∂t
+ϕ(u)+2u = 0, x ∈ RN, t > 0,
describes phase separation in binary alloys. When such compounds are cooled rapidly to low
temperatures below the critical point, they tend to form quickly inhomogeneities forming a gran-
ular structure. This phenomenon is called the spinodal decomposition. As a model to describe this
phenomenon, CH equation has intrigued many mathematicians’ interest and some good results
have been obtained (see [1,3,4,8] and references therein). However the presence of the fourth-
order differential operator together with the appearance of the nonlinear term ϕ(u) make its
mathematical analysis much difficult than the corresponding second-order equations. Therefore
the mathematical results on the CH equation are far from being perfect.
To go directly to the theme of this paper, we only review some former results closely related
in the following (a complete list of literatures on the CH equation is beyond the scope of this
manuscript, interested authors are referred to [1,3,4,8] and references cited therein): For the one-
dimensional case, Charles, M. Ellot and S.M. Zheng studied the following initial–boundary value
problem in [1]:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
+ γ ∂
4u
∂x4
= ∂
2ϕ(u)
∂x2
, 0 < x <L, 0 < t < T,
∂u(0, t)
∂x
= ∂u(L, t)
∂x
,
∂3u(0, t)
∂x3
= ∂
3u(L, t)
∂x3
,
u(x,0) = u0(x), 0 x L,
ϕ(u) = γ2u3 + γ1u2 − u.
(1.1)
They have found that the sign of γ2 in (1.1)4 is crucial: If γ2 > 0, there is a unique global smooth
solution for the initial–boundary value problem (1.1) for any initial data u0 ∈ H 2(R,R), while if
γ2 < 0, the solution must blow up in a finite time for large initial data.
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problem (cf. [3]):
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∂u
∂t
= ∂
2
∂x2
(
−∂
2u
∂x2
− u
2
+ u
3
2
)
, x ∈ R, t > 0,
u(x,1) = u0(x)+ h(x), x ∈ R,
u0(x) = tanh
(
x
2
)
, x ∈ R.
(1.2)
They proved the nonlinear stability of the solution u0(x) and analyzed the detailed long-time
asymptotic behavior of the solution when the initial data u(x,1) are close to u0(x).
For N (N  3) dimensional case, S.M. Zheng investigated the following initial–boundary
value problem in [8]:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
+ ν2u = φ(u), x ∈ Ω, t > 0,
∂u
∂n
∣∣∣∣
Γ
= ∂u
∂n
∣∣∣∣
Γ
= 0,
u|t=0 = u0(x), x ∈ Ω,
ϕ(u) = γ2u3 + γ1u2 − u.
(1.3)
The asymptotic behavior of the solution to the initial–boundary value problem (1.3) is studied
in [8].
For the Cauchy problem in general N dimensions, L.A. Caffarelli and N.E. Muler studied the
following problem in [4]:
⎧⎪⎪⎨
⎪⎪⎩
∂u
∂t
= u+
N∑
i,j=1
∂2fi,j (u)
∂xi∂xj
− ε22u, x ∈ RN, t > 0,
u|t=0 = u0(x), x ∈ RN.
(1.4)
Under the assumptions that fi,j (u) (i, j = 1,2, . . . ,N) are Lipschitz continuous and equal to a
constant outside a bounded interval in u, u0(x) ∈ L∞(RN,R), ε∇u0(x) ∈ L∞(RN,RN), etc.,
an L∞(RN,R)-a priori estimate, which is independent of ε > 0, is obtained for the solution
of the Cauchy problem (1.4). But the assumptions imposed on the nonlinear function fi,j (u)
(i, j = 1,2, . . . ,N) in [4] are too strict. Moreover, to the best of our knowledge, no results on the
temporal decay estimates and on the asymptotics of the solution of the corresponding Cauchy
problem have been obtained up to now. Thus a natural question is under which conditions on
the smooth nonlinear functions fi,j (u) (i, j = 1,2, . . . ,N), the corresponding Cauchy problem
admits a unique global smooth solution u(t, x) and how to get the optimal temporal decay esti-
mates and how to describe the asymptotics of the global smooth u(t, x)? The main purpose of
our present paper is devoted to the above problems. That is, we will consider the global exis-
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the following Cahn–Hilliard equation:⎧⎨
⎩
∂u
∂t
+ϕ(u)+2u = 0, x ∈ RN, t > 0,
u|t=0 = u0(x), x ∈ RN.
(1.5)
Our first result shows that if the smooth nonlinear function ϕ(u) satisfies certain local growth
condition at u = u¯ for some u¯ ∈ R, then the Cauchy problem (1.5) admits a unique global smooth
solution u(t, x) provided that the L1(RN,R)-norm of the initial data is suitably small.
Theorem 1.1 (Existence of global smooth solution). Let r > 0 be any given constant, l = 1 + 2
N
and u¯ ∈ R is some fixed constant. If u0(x)− u¯ ∈ L∞ ∩L1(RN,R) with ‖u0(x)− u¯‖L∞(RN)  r
and ‖u0(x)− u¯‖L1(RN) sufficiently small and the nonlinear function ϕ(u) ∈ CL(B¯(u¯,2r),R)
satisfying ϕ(u) = O(1)|u− u¯|l as u → u¯, then the Cauchy problem (1.5) admits a unique global
smooth solution u(t, x) which satisfies∥∥u(t, x)− u¯∥∥
L∞(RN)  2r, t  0. (1.6)
Here L = max{5,N} and B¯(u¯,2r) = {u ∈ R: |u− u¯| 2r}.
Based on the estimates obtained above, especially on the weighted time-independent
L1(RN , R)-a priori estimates (2.17) on the global smooth solution u(t, x) obtained in Theo-
rem 1.1, we have the following temporal decay estimates on the solution u(t, x).
Theorem 1.2 (Temporal decay estimates of u(t, x)). Under the conditions listed in Theorem 1.1,
we assume further that ϕ(u) ∈ C∞(B¯(u¯,2r),R) and ϕ(u) = O(1)|u − u¯|3 for N  3, then the
global solution u(t, x) obtained in Theorem 1.1 satisfies the following temporal decay estimates:
∥∥Dk(u(t, x)− u¯)∥∥
Lp(RN)  C(τ)(1 + t)−
k
4 −N4 (1− 1p ), t  τ > 0, k = 0,1, . . . . (1.7)
Here p ∈ [1,∞], C(τ) is a positive constant depending on τ and τ > 0 is any given positive
constant which can be chosen sufficiently small.
Remark 1.1. Since the nonlinear function ϕ(u) is assumed to be sufficiently smooth, it is easy
to see that to deduce the global existence result, the local growth condition we imposed on ϕ(u)
in Theorem 1.1 is equivalent to the assumption that
{
ϕ(u¯) = ϕ′(u¯) = ϕ′′(u¯) = 0, N = 1,
ϕ(u¯) = ϕ′(u¯) = 0, N > 1, (1.8)
while to get the temporal decay estimates (1.7), the local growth condition we imposed on ϕ(u)
in Theorem 1.2 is equivalent to the assumption that
⎧⎨
⎩
ϕ(u¯) = ϕ′(u¯) = ϕ′′(u¯) = 0, N = 1,
ϕ(u¯) = ϕ′(u¯) = 0, N = 2,
ϕ(u¯) = ϕ′(u¯) = ϕ′′(u¯) = 0, N  3.
(1.9)
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tion (1.8), but we cannot prove it now when N  3, k = 0. While for the case of N  3, k  1,
from the proof of Theorem 1.2, it is easy to see that (1.7) is true provided that the assumption (1.8)
holds and (1.7) holds for k = 0, p = 2.
Remark 1.2. Since we can always assume that ϕ(u¯) = 0, from the proof of Theorems 1.1 and 1.2,
we can conclude that if ϕ(u) satisfies the following assumption: there exists u¯ ∈ R such that
ϕ′(u¯) 0, (1.10)
then for N  2, the Cauchy problem (1.5) admits a unique global smooth solution u(t, x) and for
N = 2 such u(t, x) satisfies the decay estimates (1.7). While if ϕ(u) satisfies
ϕ′(u¯) 0, ϕ′′(u¯) = 0, (1.11)
then for N  1, all the results stated in Theorems 1.1 and 1.2 hold. The reason is the following:
if ϕ′(u¯) 0, the CH equation (1.5)1 can be rewritten as
∂u
∂t
+ϕ¯(u)+2u+ ϕ′(u¯)u = 0. (1.5)′1
Here
ϕ¯(u) = ϕ(u)− ϕ(u¯)− ϕ′(u¯)(u− u¯) = O(1)|u− u¯|2.
One can easily verify that the fundamental solution of Eq. (1.5)′1 is
k¯(t, x) =F−1(exp(−(|ξ |4 − ϕ′(u¯)|ξ |2)t))
=F−1(exp(−|ξ |4t)) ∗F−1(exp(ϕ′(u¯)|ξ |2t)),
where F−1 denotes the inverse Fourier transformation with respect to ξ and ∗ denotes convolu-
tion with respect to x.
If ϕ′(u¯)  0, it is easy to check that k¯(t, x) satisfies all the estimates stated in Lemma 2.1
and consequently since ϕ¯(u) = O(1)|u − u¯|2, by repeating the argument used to prove Theo-
rem 1.1, we can deduce that for N  2, the corresponding Cauchy problem to (1.5)′1 admits a
unique global smooth solution u(t, x) provided that ‖u0(x) − u¯‖L1(RN) is sufficiently small. As
to the decay estimates (1.7), since the Fourier splitting method is essentially based on the energy
estimates and if ϕ′(u¯) 0, compared with that of (1.5)1, the term ϕ′(u¯)u is a good term when
performing energy estimates, thus at least for the case of p ∈ [2,∞], this extra term does not
cause any trouble and hence, at least for p ∈ [2,∞], N = 2, the global smooth solution u(t, x)
to the Cauchy problem of (1.5)′1 satisfies (1.7). Similar argument yields the assertion under the
assumption (1.11).
When ϕ(u) = u− γ1u2 − γ2u3, it is easy to verify that the sufficient and necessary conditions
to guarantee that (1.10) and (1.11) hold are
γ 21 + 3γ2 > 0
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γ2 < 0, γ 21 + 3γ2  0,
respectively.
Now for the usual CH potential ϕ(u) = u − u3, we can deduce that (1.10) holds but (1.11)
is not true. Thus from Theorems 1.1 and 1.2, we can deduce that for such a potential, the cor-
responding Cauchy problem admits a unique global smooth solution u(t, x) for N  2 and for
the case of N = 2, we can show further that this global smooth solution satisfies the decay esti-
mates (1.7). For such a usual potential, it would be interesting to consider the global existence
result for the case of N = 1 and to study the temporal decay estimates for N = 2. We hope that
we can come back to this problem in the near future.
Remark 1.3. If ϕ′(u¯) < 0, then the results obtained in Theorems 1.1 and 1.2 can indeed be
improved and we will discuss this problem in a forthcoming manuscript.
Another interesting problem is to give the precise asymptotic profiles for the global smooth
solution u(t, x) obtained in Theorem 1.1. For the result in this direction, based on the temporal
decay estimates (1.7) and motivated by the argument developed by G. Karch in [18], we have
Theorem 1.3 (Asymptotic profile of u(t, x)). In additional to the assumptions stated in Theo-
rems 1.1 and 1.2, we assume further that
ϕ(u) =
{
O(1)|u− u¯|4, N = 1,
O(1)|u− u¯|3, N  2, (1.12)
then for each 1 p ∞, we have
lim
t→∞(1 + t)
N
4 (1− 1p )
∥∥∥∥u(t, x)− u¯− δ0t−N4 G
(
x
4√t
)∥∥∥∥
Lp(RN)
= 0. (1.13)
Here
δ0 =
∫
RN
(
u0(x)− u¯
)
dx, G(x) =
∫
RN
exp
(−|η|4 + ix · η)dη. (1.14)
Remark 1.4. Noticing that∥∥∥∥t−N4 G
(
x
4√t
)∥∥∥∥
Lp(RN)
= O(1)t−N4 (1− 1p ), (1.15)
we can conclude that if δ0 = 0, u¯ + δ0t−N4 G( x4√t ) is indeed the precise asymptotic profile for
the global smooth solution u(t, x) obtained in Theorem 1.1. It is worth pointing out that when
δ0 = 0, (1.13) implies that the decay estimate (1.7) is optimal. That is there exists a positive
constant C(τ) > 0 such that for t  τ > 0 and 1 p ∞
∥∥u(t, x)− u¯∥∥
Lp(RN) C(τ)(1 + t)−
N
4 (1− 1p ). (1.16)
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imposed on the nonlinear function ϕ(u) is stronger than (1.9), while for N  3, the local growth
conditions (1.9) and (1.12) we imposed on ϕ(u) are the same. It is somewhat surprising that one
needs stronger assumptions in one space dimension than in higher dimensions. We think that
maybe it is due to the limitation of our method which relies on the decay of the fundamental
solution. Since the higher the space dimension, the faster the decay, we need to ask ϕ(u) to
satisfy a somewhat stronger local growth condition at the one dimensional case. Maybe there is
another way to simplify the proofs in one space dimension and we hope that we can discuss this
problem in the near future.
Remark 1.6. In Theorems 1.1–1.3, although the L1(RN,R)-norm of u(t, x) − u¯ is small, since
r > 0 can be arbitrarily chosen, the L∞(RN,R)-norm of u(t, x) is not necessarily small.
Before concluding this section, we outline the main ideas we used in this paper. Our method
to obtain the global smooth solution is to use the continuity argument to extend the local solution
step by step. To do so, we first construct a local smooth solution to the Cauchy problem (1.5)
which is obtained by employing the standard successive approximations method. Since the time
interval on which the local solution is constructed depending only on ‖u0(x) − u¯‖L∞(RN), to
extend the local smooth solution to a global one, a natural way is to get the L∞(RN,R)-norm
a priori estimate on the solution u(t, x) on the time interval where it exists. However, due to the
presence of the fourth-order derivative term, it seems that we cannot use the maximum principle
to deduce such an estimate. Therefore we cannot hope to obtain the desired L∞(RN,R)-norm
estimate on the solution directly. Motivated by the work of [5], we found that if we could es-
tablish the time-independent Lp(RN,R)-a priori estimates, 1  p < ∞, on the solution, we
can also extend the local smooth solution to a global one, but as a compensation we must re-
quire the Lp(RN,R)-norm, 1  p < ∞, of the initial data to be sufficiently small. Based on
these observations, we can indeed show that, when the nonlinear function ϕ(u) satisfies a local
growth condition stated in Theorem 1.1, we can get the desired time-independent L1(RN,R)-
a priori estimate on the smooth solution of the Cauchy problem (1.5) on the interval where it
exists. For the optimal temporal decay estimates of the global smooth solution, our method is
based on the Fourier splitting method of M.E. Schonbek (cf. [15–17]) and it is worth point-
ing out that the time-independent L1(RN,R)-a priori estimate we obtained above to deduce the
global existence result also plays an important role in our analysis. As to the asymptotic pro-
file of the global smooth solution obtained in Theorem 1.1, it is based on the temporal decay
estimates obtained in Theorem 1.2 and is motivated by the arguments developed by G. Karch
in [18].
The remaining part of this paper is arranged as follows. After some notations which are given
below, in Section 2, we give the proof of Theorem 1.1 and the proofs of Theorems 1.2 and 1.3
will be given in Sections 3 and 4, respectively.
Notations. In the rest of this paper, we denote a generic positive constant by C or O(1) which
may vary from line to line. If the dependence needs to be explicitly pointed out, then the nota-
tions Ci (i ∈ Z+) or C(·,·) etc. are used.
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this paper, unless specified, we use the following notations:
∥∥u(t)∥∥
Lp
=
( ∫
RN
∣∣u(t, x)∣∣p dx) 1p , 1 p < +∞, ∥∥u(t)∥∥
L∞ = sup
x∈RN
∣∣u(t, x)∣∣.
Finally, for each k ∈ Z+, Dku is used to denote the set of all kth order derivatives of u(t, x) with
respect to x and |Dku|2 =∑|α|=k | ∂ |α|u∂xα11 ···∂αNxN |2. Here α = (α1, . . . , αN) is some multi-index and
|α| =∑Nj=1 αj stands for the length of α.
2. Proof of Theorem 1.1
In this section we prove our global existence results Theorem 1.1. Our method is essentially
due to D. Hoff and J.A. Smoller (cf. [2,5,6,9–12]) with a slight modification. Before proving
Theorem 1.1, we first give the following lemmas. The first result is on the Lp(RN,R)-estimate
on the fundamental solution to the CH equation.
Lemma 2.1. Assume that k(t, x) =F−1(e−|ξ |4t ), ξ, x ∈ RN , t > 0, then we have
∥∥k(t)∥∥
Lp
 cpt−
N
4 (1− 1p ), (2.1)∥∥Dkk(t)∥∥
Lp
 cp,kt−
N
4 (1− 1p )− k4 , k = 1,2, . . . , (2.2)
where cp , cp,k are positive constants with c1 = 1 and F−1 denotes the inverse Fourier transfor-
mation with respect to ξ .
Proof. Let ξ = ηt− 14 , then we have
k(t, x) =
∫
RN
e−|ξ |4t eix·ξ dξ = t−N4
∫
RN
e−|η|4eix·ηt
− 14
dη.
Setting
G(y) =
∫
RN
e−|η|4eiy·η dη,
it is easy to see that G(y) is a rapidly decreasing function. Thus
( ∫
RN
∣∣k(t, x)∣∣p dx) 1p = t−N4 ( ∫
RN
∣∣G(xt− 14 )∣∣p dx) 1p = t−N4 t Np4 ( ∫
RN
∣∣G(z)∣∣p dz) 1p
= cpt−
N
4 (1− 1p ).
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Noticing
Dkk(t, x) = t−N+k4 DkyG
(
xt−
1
4
)
,
by simple calculations, we can also prove (2.2). This completes the proof of Lemma 2.1. 
The next lemma is on the inequality of Gronwall type whose proof can be found in [20].
Lemma 2.2. (i) (Generalized Gronwall’s inequality) Suppose that the nonnegative continuous
functions g(t), h(t) satisfy
g(t)N1(1 + t − τ)−α +N2
t∫
τ
(1 + t − s)−αg(s)h(s) ds, t  s  τ > 0,
and
∞∫
τ
h(s) ds < ∞,
where N1,N2 and α are nonnegative constants. Then
g(t)N1(1 + t − τ)−α exp
(
N3(τ )N2
t∫
τ
h(s) ds
)
 C(τ)(1 + t)−α, t  τ > 0,
where
N3(τ ) = sup
τst
{[
1 + t − τ
(1 + t − s)(1 + s − τ)
]α}
.
(ii) (Singular Gronwall’s inequality) Suppose that g(t) is a nonnegative continuous function
defined on [τ, T ] and satisfies
g(t)N1(t − b)(t − a)−α +N2(t − b)
t∫
a
(t − s)−αg(s) ds.
Here τ,α, a and b are positive constants satisfying
{
0 < α < 1,
τ > max{a, b},
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g(t) (t − a)−αN(t − a, t − b) < ∞, τ  t  T ,
with
N(t − a, t − b)
= N1(t − b)
{
1 +
∞∑
j=1
Γ (1 − α)
Γ ((j + 1)(1 − α)) ×
[
Γ (1 − α)N2(t − b)(t − a)1−α
]j}
.
It is easy to see that N(t − a, t − b) is a continuous increasing function of t .
Based on Lemmas 2.1 and 2.2, our local existence result can be stated as follows.
Lemma 2.3 (Local existence result). Let maxu∈B¯(u¯,2r)
∑L
k=1 |Dkϕ(u)| = b and assume that the
conditions listed in Theorem 1.1 are satisfied. Then the Cauchy problem (1.5) admits a unique
smooth solution u(t, x) on the strip
∏
t1
= {(t, x): 0 < t  t1, x ∈ RN } and u(t, x) satisfies the
following estimate
∥∥u(t, x)− u¯∥∥
L∞(RN)  2r, 0 t  t1. (2.3)
Here t1 = min{1, 116b2c21,2 }.
Moreover, for each 0 < s′1 < s′2 < s′3 < · · · < s′N < t  t1, we have
∥∥Dku(t, x)∥∥
L∞(RN) 
(
t − s′k
)− k4 Ck(r, s′k − s′1, t − s′k), k = 1,2, . . . ,L. (2.4)
Here Ck is a continuous increasing function of t − s′k .
Proof. It is well known that if u(t, x) is a smooth solution of Cauchy problem (1.5), it satisfies
the following integro-differential equation
u(t, x) =
∫
RN
k(t, x − y)u0 dy −
t∫
0
ds
∫
RN
k(x − y, t − s)ϕ(u(s, y))dy. (2.5)
To prove Lemma 2.3, we first show that there exists a sufficiently small t1 > 0 such that the
integro-differential equation (2.5) admits a unique continuous solution u(t, x) on the strip ∏t1 ,
then if we can show that the solution obtained above is indeed a smooth solution, such a u(t, x)
is indeed a local smooth solution to the original Cauchy problem (1.5).
Let T (t)u = k(t, x) ∗ u(t, x), then (2.5) can be rewritten as
u(t, x) = T (t)u0 −
t∫
T (t − s)ϕ(u(s))ds. (2.6)0
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that
u(t, x)− u¯ = T (t)(u0 − u¯)−
t∫
0
T (t − s)ϕ(u(s))ds (2.7)
admits a local smooth solution. For this purpose, we use the standard method of successive
approximations (cf. [2]): Set u(0)(t, x) = u0(x) and for n 1 we define
u(n)(t, x)− u¯ = T (t)(u(0) − u¯)−
t∫
0
T (t − s)ϕ(u(n−1)(s))ds. (2.8)
It is easy to show that u(n)(t, x) is well defined on [0,∞)× RN for each n 0.
Letting v(n)(t, x) = u(n)(t, x) − u¯ and setting |||f ||| = sup(t,x)∈∏t1 |f (t, x)|, we first prove by
induction that if we choose t1 = min{1, 116b2c21,2 }, we have∣∣∣∣∣∣v(n)∣∣∣∣∣∣ 2r. (2.9)
In fact, when n = 0, (2.9) follows immediately from the assumption we imposed on the initial
data. As to n = 1, since Hausdorff–Young’s inequality together with the fact that u0(x) ∈ B¯(u¯, r)
imply that ∣∣∣∣
∫
RN
k(t, x − y)(u0(y)− u¯)dy
∣∣∣∣ ‖u0 − u¯‖L∞  r,
we have from (2.8) that
∣∣v(1)(t, x)∣∣ r + bc1,2
t∫
0
(t − s)− 12 ∣∣∣∣∣∣v(0)∣∣∣∣∣∣ds
 r + 4rbc1,2√t1  2r,
which means that (2.9) holds for n = 1.
Now suppose that (2.9) is true for nm − 1 for some positive integer m 1, we now prove
that (2.9) is also true for n = m.
In fact from (2.8) and Hausdorff–Young’s inequality, we have
∣∣v(m)(t, x)∣∣ r + b
t∫
0
∥∥k(t − s)∥∥
L1
∣∣∣∣∣∣v(m−1)∣∣∣∣∣∣ds
 r + bc1,2
∣∣∣∣∣∣v(m−1)∣∣∣∣∣∣
t∫
(t − s)− 12 ds0
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which implies that (2.9) is true for n = m and by induction, we can deduce that (2.9) holds for
any n 0.
Now we prove that v(n)(t, x) satisfies the following estimate
∣∣∣∣∣∣v(n) − v(n−1)∣∣∣∣∣∣ (C0√t1 )n−1
Γ (n−12 + 12 )
M0 
Cn−10
Γ (n−12 + 12 )
M0, n 1, (2.10)
where M0 = 2bc1,2√πr and C0 = bc1,2√π .
Indeed, for n = 1, we can get from (2.8) that
∣∣v(1)(t, x)− v(0)(t, x)∣∣
t∫
0
∥∥k(t − s)∥∥
L1
∣∣∣∣∣∣ϕ(u(0))− ϕ(u¯)∣∣∣∣∣∣ds
 rbc1,2
t∫
0
(t − s)− 12 ds
 2rbc1,2
√
t1 M0/
√
π,
which means that (2.10) holds for n = 1.
Assume that (2.10) is true for nm−1 for some positive integer m 2, then in light of (2.8),
we obtain
∣∣v(m)(t, x)− v(m−1)(t, x)∣∣
t∫
0
∥∥k(t − s)∥∥
L1
∣∣∣∣∣∣ϕ(u(m−1))− ϕ(u(m−2))∣∣∣∣∣∣ds
 bc1,2
t∫
0
(t − s)− 12 (C0
√
s)m−2
Γ (m−22 + 12 )
M0 ds
 bc1,2
√
π
Γ (m−22 + 1)
Γ (m−22 + 32 )
(
√
t1 )
m−1 (C0)m−2M0
Γ (m−22 + 12 )
 (
√
t1 )m−1(C0)m−2bc1,2
√
πM0
Γ (m−12 + 12 )
 (C0)
m−1M0
Γ (m−12 + 12 )
,
which means that (2.10) holds for n = m.
Consequently, by induction again, we can deduce that (2.10) holds for any n 1.
Noticing that
∑∞
n=0
(C0)m−1M0
Γ (m−12 + 12 )
is convergent, it follows from (2.10) that v(n)(t, x) converges
uniformly on the strip
∏
t1
whose limit is denoted by v(x, t) = u(t, x) − u¯. It is clear that the
unique limit u(t, x) is a continuous solution of integro-differential equation (2.5) on the strip∏t .1
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lem (1.5) on the strip ∏t1 , we only need to get the regularity of u(t, x). To do so, we only need to
deduce the following estimates: For each 1 k  L,n 1, there exists Ck which is a continuous
increasing function of t − s′k such that the following inequality holds
∥∥Dku(n)(t)∥∥
L∞ 
(
t − s′k
)− k4 Ck(r, s′k − s′1, t − s′k), s′k < t  t1. (2.11)
In fact from (2.8) and the semigroup property of the operator T (t), we get
u(n)(t, x)− u¯ = T (t − t¯ )(u(n)(t¯ , x)− u¯)−
t∫
t¯
T (t − s)ϕ(u(n−1)(s))ds. (2.12)
When k = 1, due to
Du(n)(t, x) = DT (t − s′1)(u(n)(s′1, x)− u¯)−
t∫
s′1
DT (t − s)ϕ(u(n−1)(s))ds,
we can get from Hausdorff–Young’s inequality and (2.9) that
∥∥Du(n)(t)∥∥
L∞  c1,1
(
t − s′1
)− 14 r + bc1,3
t∫
s′1
(t − s)− 34 ∣∣∣∣∣∣v(n−1)∣∣∣∣∣∣ds

(
t − s′1
)− 14 C1(r, t − s′1),
which means that (2.11) is true for k = 1, n 1.
As to the case of k = 2, since
D2u(n)(t, x) = D2T (t − s′2)(u(n)(s′2, x)− u¯)−
t∫
s′2
DT (t − s)Dϕ(u(n−1)(s))ds,
we can get from Hausdorff–Young’s inequality, (2.9) and (2.11) with k = 1 that
∥∥D2u(n)(t)∥∥
L∞  c1,2
(
t − s′2
)− 12 ∣∣∣∣∣∣v(n)∣∣∣∣∣∣
+ bc1,3
t∫
s′2
(t − s)− 34 (s − s′1)− 14 C1(r, s − s′1)ds

(
t − s′2
)− 12 C2(r, s′2 − s′1, t − s′2).
Therefore (2.11) is true for k = 2, n 1.
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∥∥Dku(n)(t)∥∥
L∞ 
(
t − s′k
)− k4 Ck(r, s′k − s′1, t − s′k), k = 1,2, . . . ,m− 1, (2.13)
then from (2.9), (2.12), (2.13) together with Hausdorff–Young’s inequality, we get that
∥∥Dmu(n)(t)∥∥
L∞  c1,m
(
t − s′m
)−m4 ∣∣∣∣∣∣v(n)∣∣∣∣∣∣
+ bc1,3
t∫
s′m
(t − s)− 34
∑
∑m
i=1 iβi=m
m−1∏
i=1
∥∥(Diu(n−1)(s))βi∥∥
L∞ ds
 2c1,m
(
t − s′m
)−m4 r
+ bc1,3
t∫
s′m
(t − s)− 34 C1
(
r, s − s′1
) · · ·Cm−1(r, s′m−1 − s′1, s − s′m−1)ds

(
t − s′m
)−m4 Cm(r, s′m − s′1, t − s′m),
which means that (2.11) is true for k = m, n 1. Consequently, we have by induction that (2.11)
holds for 1 k  L, n 1.
Having obtained (2.11), since L  5, it is a routine matter to verify that for each δ > 0,
Dku(n)(t, x) converges uniformly to Dku(t, x) on [δ, t1] × RN for k = 1,2, . . . ,L − 1. Thus
u(t, x) ∈ C1,4([δ, t1] × RN) and since δ > 0 can be chosen sufficiently small, we have u(t, x) ∈
C1,4((0, t1] × RN). Having obtained the above regularity result, we can conclude that u(t, x)
obtained above is indeed a smooth solution to the Cauchy problem (1.5) on the strip ∏t1 and(2.4) is the direct consequence of (2.11). This completes the proof of Lemma 2.3. 
The following lemma is concerned with certain L1(RN,R) estimates on u(t, x) on the time
interval on which the smooth solutions exist.
Lemma 2.4. If u(t, x) obtained in Lemma 2.3 has been extended up to time T (T  t1 > 0) while
the smooth properties and the a priori estimate (2.3) (and hence (2.4)) are kept unchanged, then
for any 0 < s′1 < s¯′1 < s′2 < s¯′2 < s′3 < · · · < s′k < s¯′k < t  T , we have
∥∥Du(t)∥∥
L1 
(
t − s¯′1
)− 14 sup
[0,t1]
∥∥u(t)− u¯∥∥
L1M1
(
r, t − s¯′1
) (2.14)
and
∥∥Dku(t)∥∥
L1 
(
t − s¯′k
)− k4 sup
[0,t1]
∥∥u(t)− u¯∥∥
L1Mk
(
r, s¯′k − s¯′1, s¯′k − s′1, t − s¯′k
)
< ∞, (2.15)
where k = 2,3, . . . ,N and Mk is a continuous increasing function of t − s¯′ .k
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u(t, x)− u¯ = T (t − s¯′1)(u(s¯′1, x)− u¯)−
t∫
s¯′1
T (t − s)ϕ(u(s))ds, (2.16)
we have
∥∥Du(t)∥∥
L1  c1,1
(
t − s¯′1
)− 14 ∥∥u(s¯′1)− u¯∥∥L1 + bc1,2
t∫
s¯′1
(t − s)− 24 ∥∥Du(s)∥∥
L1 ds.
From the above inequality and the singular Gronwall’s inequality, we can easily deduce that
(2.14) holds.
Now we turn to prove (2.15). For brevity of presentation, we only prove that (2.15) is true for
k = 2, the case for general k can be proved similarly.
Since
D2u(t, x) = D2T (t − s¯′2)(u(s¯′2, x)− u¯)−
t∫
s¯′2
T (t − s)D2ϕ(u(s))ds,
we can get from (2.3), (2.4) and (2.14) that
∥∥D2u(t)∥∥
L1  c1,2
(
t − s¯′2
)− 12 ∥∥u(s¯′2)− u¯∥∥L1
+ bc1,2
t∫
s¯′2
(t − s)− 12 (∥∥∣∣Du(s)∣∣2∥∥
L1 +
∥∥D2u(s)∥∥
L1
)
ds
 c1,2
(
t − s¯′2
)− 12 ∥∥u(s¯′2)− u¯∥∥L1
+ bc1,2
(
s¯′2 − s′1
)− 14 C1(r, s¯′2 − s′1)
t∫
s¯′2
(t − s)− 12 (s − s¯′1)− 14
× sup
τ∈[0,s]
∥∥u(τ)− u¯∥∥
L1M1
(
r, s − s¯′1
)
ds
+ bc1,2
t∫
s¯′2
(t − s)− 12 ∥∥D2u(s)∥∥
L1 ds.
Having obtained the above inequality, by employing the singular Gronwall’s inequality again, we
have ∥∥D2u(t)∥∥
L1 
(
t − s¯′2
)− 12 sup
[0,t1]
∥∥u(t)− u¯∥∥
L1M2
(
r, s¯′2 − s¯′1, s¯′2 − s′1, t − s¯′2
)
.
This is (2.15) with k = 2 and the proof of Lemma 2.4 is completed. 
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solution u(t, x) on the time interval on which it exists. Such an estimate plays an important role
in extending the local solution step by step to a global one.
Lemma 2.5 (Time-independent L1(RN,R)-a priori estimate). Assume that the assumptions
listed in Lemma 2.4 are satisfied, then u(t, x) satisfies the following time-independent
L1(RN,R)-a priori estimate
∥∥u(t, x)− u¯∥∥
L1(RN) + t
1
2l
∥∥u(t, x)− u¯∥∥
Ll(RN)  C1(r)
∥∥u0(x)− u¯∥∥L1(RN), 0 t  T .
(2.17)
Here C1(r) is a positive constant depending only on r .
Remark 2.1. It is worth pointing out that the fact that the constant C1(r) is independent of T
plays an essential role to extend the local solutions globally.
Before proving the above lemma, we first give the following result which is due to
W.A. Strauss (cf. [9]).
Lemma 2.6. Let M(t) be a nonnegative continuous function of t satisfying the inequality
M(t) d1 + d2M(t)r (2.18)
in some interval containing 0, where d1, d2 are positive constants and r > 1. If M(0) d1 and
d1d2 <
(
1 − r−1)r−(r−1)−1, (2.19)
then in the same interval
M(t) d1
1 − r−1 . (2.20)
Now we turn to prove Lemma 2.4. For this purpose, we take the fundamental space as
X = {u(t, x): u(t, x)− u¯ ∈ C([0, T ],L1(RN,R)), t 12l (u(t, x)− u¯) ∈ C([0, T ],Ll(RN,R))}
with its norm defined by
‖u‖X = sup
[0,T ]
{∥∥u(t)∥∥
L1 + t
1
2l
∥∥u(t)∥∥
Ll
}
.
From the integro-differential representation (2.7), we have
‖u− u¯‖X 
∥∥T (t)(u0 − u¯)∥∥X +
∥∥∥∥∥
t∫
0
T (t − s)ϕ(u(s))ds
∥∥∥∥∥
X
= I1 + I2.
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I1 = sup
[0,T ]
{∥∥T (t)(u0 − u¯)∥∥L1 + t 12l ∥∥T (t)(u0 − u¯)∥∥Ll}
 sup
[0,T ]
{∥∥k(t)∥∥
L1‖u0 − u¯‖L1 + t
1
2l
∥∥k(t)∥∥
Ll
‖u0 − u¯‖L1
}
 sup
[0,T ]
{(
1 + clt 12l −N4 (1− 1l )
)‖u0 − u¯‖L1} (1 + cl)‖u0 − u¯‖L1 .
As to I2, by employing a similar argument, we can deduce from ϕ(u) = O(1)|u− u¯|l that
I2  sup
[0,T ]
{ t∫
0
∥∥T (t − s)ϕ(u(s))∥∥
L1 ds + t
1
2l
t∫
0
∥∥T (t − s)ϕ(u(s))∥∥
Ll
ds
}
O(1) sup
[0,T ]
( t∫
0
(t − s)− 12 ∥∥u(s)− u¯∥∥l
Ll
ds + t 12l
t∫
0
(t − s)−N4 (1− 1l )− 12 ∥∥u(s)− u¯∥∥l
Ll
ds
)
O(1) sup
[0,T ]
( t∫
0
(t − s)− 12 s− 12 ds + t 12l
t∫
0
(t − s)−N4 (1− 1l )− 12 s− 12 ds
)
‖u− u¯‖lX
O(1)‖u− u¯‖lX.
Putting all the above estimates together, we get
‖u− u¯‖X  (1 + cl)‖u0 − u¯‖L1 +O(1)‖u− u¯‖lX.
If we assume that ‖u0 − u¯‖L1 is sufficiently small, then from Lemma 2.6, we can get (2.17)
immediately. This completes the proof of Lemma 2.5.
With the above preparations in hand, we now turn to prove Theorem 1.1. If we choose
0 < s1 < s¯1 < s2 < s¯2 < s3 < · · · < sN < s¯N  T sufficiently small such that s¯N  t1 and
t1 − s¯N = s¯j − sj = sj − s¯j−1 = s¯1 − s1 = β, j = 2,3, . . . ,N, (2.21)
where β > 0 is a sufficiently small positive constant, then from (2.14), (2.15) and (2.17), we have⎧⎨
⎩
∥∥u(t)− u¯∥∥
L1  C1(r)‖u0 − u¯‖L1, 0 t  t1,∥∥u(t1)− u¯∥∥WN,1  C2(β, r, t1) sup[0,t1] ‖u(t)− u¯‖L1 . (2.22)
Let C be the constant in Sobolev’s inequality ‖u(t) − u¯‖L∞  C‖u(t) − u¯‖WN,1 , if we choose
‖u0 − u¯‖L1 sufficiently small such that
CC1(r)C2(β, r, t1)‖u0 − u¯‖L1  ‖u0 − u¯‖L∞ , (2.23)
then we have
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 CC2(β, r, t1) sup
[0,t1]
∥∥u(t)− u¯∥∥
L1
 CC1(r)C2(β, r, t1)‖u0 − u¯‖L1
 ‖u0 − u¯‖L∞  r.
Therefore, by Lemmas 2.3 and 2.5, u(t, x) can be extended up to time 2t1 and u(t, x) satisfies
the following estimates{∥∥u(t)− u¯∥∥
L∞  2r, 0 t  2t1,∥∥u(t)− u¯∥∥
L1  C1(r)‖u0 − u¯‖L1 , 0 t  2t1.
(2.24)
Now take t = 2t1, s′i = si + t1, s¯′i = s¯i + t1 (i = 1,2, . . . ,N) in (2.14), (2.15) and (2.17). We can
conclude that ∥∥u(2t1)− u¯∥∥WN,1  C2(β, r, t1) sup[0,2t1]
∥∥u(t)− u¯∥∥
L1 . (2.25)
Suppose that u(t, x) has been defined up to time kt1 for some k ∈ Z+ such that{∥∥u(t)− u¯∥∥
L∞  2r, 0 t  kt1,∥∥u(t)− u¯∥∥
L1  C1(r)‖u0 − u¯‖L1, 0 t  kt1.
(2.26)
Setting t = kt1, s′i = si + (k − 1)t1, s¯′i = s¯i + (k − 1)t1 (i = 1,2, . . . ,N) in (2.14), (2.15) and
(2.17), we have ∥∥u(kt1)− u¯∥∥WN,1  C2(β, r, t1) sup[0,kt1]
∥∥u(t)− u¯∥∥
L1 . (2.27)
From (2.23), (2.26) and (2.27) we obtain
∥∥u(kt1)− u¯∥∥L∞  C∥∥u(kt1)− u¯∥∥WN,1
 CC2(β, r, t1) sup
[0,kt1]
∥∥u(t)− u¯∥∥
L1
 CC1(r)C2(β, r, t1)‖u0 − u¯‖L1
 ‖u0 − u¯‖L∞  r.
So that by employing Lemmas 2.3 and 2.5 again, u(t, x) can be extended up to time (k + 1)t1
and u(t, x) satisfies{∥∥u(t)− u¯∥∥
L∞  2r, 0 t  (k + 1)t1,∥∥u(t)− u¯∥∥
L1  C1(r)‖u0 − u¯‖L1, 0 t  (k + 1)t1.
(2.28)
Proceeding inductively, we thus establish the existence of the solution u(t, x) in all t > 0. This
completes the proof of Theorem 1.1.
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In this section, we prove our temporal decay estimates. Our method is based on the Fourier
splitting method of M.E. Schonbek (cf. [15,16]) and the time-independent L1(RN,R)-a priori
estimates (2.17) play an important part in our analysis.
First we cite the following fundamental inequality which will be used later (cf. [13,14]).
Lemma 3.1 (Gagliardo–Nirenberg’s inequality). If u ∈ Lq(RN,R) and Dmu ∈ Lr(RN,R) with
1 q, r +∞, then, for any integer j such that 0 j m, we have
∥∥Dju∥∥
Lp
 C
∥∥Dmu∥∥α
Lr
‖u‖1−αLq , (3.1)
where p is determined by
1
p
= j
N
+ α
(
1
r
− m
N
)
+ (1 − α) 1
q
,
j
m
 α  1. (3.2)
Our next lemma is concerned with the Lp(RN,R)-norm estimates on Dku(τ, x) for each
k  1, τ > 0 and p ∈ [1,∞].
Lemma 3.2. Suppose that u(t, x) is the global smooth solution obtained in Theorem 1.1 and the
assumptions in Theorem 1.2 are satisfied, then for each fixed k ∈ Z+, τ > 0 and p ∈ [1,∞], we
have
∥∥Dku(τ)∥∥
Lp
 Cp,k(τ ), (3.3)
where Cp,k(τ ) is a constant depending only on τ , p, and k.
The proof of Lemma 3.2 is similar to that of Lemmas 2.3 and 2.4, thus we omit the details for
brevity.
Remark 3.1. The estimate (3.3) can be improved. In fact, based on the time-independent
L1(RN,R)-a priori estimate (2.17) and by mimicking the argument used in the proof of The-
orem 1.1, we can deduce that
sup
t∈[τ,∞]
{∥∥Dk(u(t)− u¯)∥∥
Lp
}
 Cp,k(τ ), t  τ > 0.
Here k  0, p ∈ [1,∞] and Cp,k(τ ) > 0 is some positive constant depending only on p, k,
and τ .
With the above preparations in hand, we now turn to deduce the temporal decay estimates (1.7)
stated in Theorem 1.2. For the convenience of readers, we divide the rest of this section into three
subsections. The first one is devoted to deducing the basic L2(RN,R)-norm decay estimates.
S. Liu et al. / J. Differential Equations 238 (2007) 426–469 4453.1. Basic L2(RN,R) decay estimates
In this subsection, we deduce the basic L2(RN,R) decay estimates. Without loss of generality,
we assume u¯ = 0 in the rest of this paper.
When N = 1, we have from (2.17) that∥∥u(t, x)∥∥
L1(R) + t
1
6
∥∥u(t, x)∥∥
L3(R)  C1(r)
∥∥u0(x)∥∥L1(R).
Consequently
∫
R
∣∣u(t, x)∣∣2 dx  ( ∫
R
∣∣u(t, x)∣∣3 dx) 12( ∫
R
∣∣u(t, x)∣∣dx) 12
 C1(r)
∥∥u(t, x)∥∥ 32
L3(R)  C(r)(1 + t)−
1
4 .
Therefore ∥∥u(t, x)∥∥
L2(R)  C(r)(1 + t)−
1
8 . (3.4)
When N = 2, we have l = 2. By exploiting (2.17) again, we get∥∥u(t, x)∥∥
L2(R2)  C(r)(1 + t)−
1
4 . (3.5)
(3.4) together with (3.5) imply that (1.7) holds for k = 0, N = 1,2.
In the rest of this subsection, we deduce the L2(RN,R) decay estimate on u(t, x) for N  3.
To this end, we have from (2.17) that
Lemma 3.3. The Fourier transformation of u(t, x) with respect to the space variables x is
bounded, i.e., there is a constant C > 0 such that∣∣uˆ(t, ξ)∣∣ C. (3.6)
The next lemma gives a rough estimate on the L2(RN,R) decay estimates on u(t, x).
Lemma 3.4. For any ε > 0 we have∥∥u(t)∥∥
L2  C(r)(1 + t)−
1
2l +ε. (3.7)
Proof. Simple calculations yield∫
RN
∣∣u(t, x)∣∣2 dx  ∥∥u(t)∥∥1− 2NL∞
∫
RN
∣∣u(t, x)∣∣l dx  C(1 + t)− 12 ∥∥u(t)∥∥1− 2NL∞ , (3.8)
while Gagliardo–Nirenberg’s inequality implies∥∥u(t)∥∥
L∞  C
∥∥Dmu(t)∥∥α
L2
∥∥u(t)∥∥1−α
Ll
 C(1 + t)− 1−α2l ∥∥Dmu(t)∥∥α
L2, (3.9)
where α =
N
N+2
N + m − 1 , m>
N
2 .N+2 N 2
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∫
RN
∣∣u(t, x)∣∣2 dx  C(1 + t)− 12 − 1−α2l (1− 2N )∥∥Dmu(t)∥∥α(1− 2N )
L2
= C(1 + t)− 1l +N−2N+2α∥∥Dmu(t)∥∥α(1− 2N )
L2
. (3.10)
Consequently we get from Lemma 3.2 that
∥∥u(t)∥∥
L2  C(r)(1 + t)−
1
2l +ε.
Here ε = N−22(N+2)α and it is easy to see that if we choose m sufficiently large, ε can be as small
as we wanted. This completes the proof of Lemma 3.4. 
In the following lemma, a differential inequality of energy type will be given.
Lemma 3.5. Suppose that |ϕ(u)|O(1)|u|s with s > 0, then we can obtain
d
dt
∫
RN
∣∣u(t, x)∣∣2 dx + ∫
RN
∣∣u(t, x)∣∣2 dx  C∥∥u(t)∥∥2s−ε
L2 , t  τ > 0, (3.11)
where ε is a sufficiently small positive constant.
Proof. Multiplying (1.5) by 2u(t, x) and integrating the result with respect to x over RN , we
can get that
d
dt
∫
RN
∣∣u(t, x)∣∣2 dx + 2 ∫
RN
∣∣u(t, x)∣∣2 dx = −2 ∫
RN
u(t, x)ϕ
(
u(t, x)
)
dx

∫
RN
∣∣u(t, x)∣∣2 dx + ∫
RN
∣∣ϕ(u(t, x))∣∣2 dx

∫
RN
∣∣u(t, x)∣∣2 dx +O(1) ∫
RN
∣∣u(t, x)∣∣2s dx.
Hence
d
dt
∫
RN
∣∣u(t, x)∣∣2 dx + ∫
RN
∣∣u(t, x)∣∣2 dx O(1) ∫
RN
∣∣u(t, x)∣∣2s dx. (3.12)
According to Gagliardo–Nirenberg’s inequality we have
∥∥u(t)∥∥
L2s  C
∥∥Dmu(t)∥∥α
L2
∥∥u(t)∥∥1−α
L2 . (3.13)
Here α = N(s−1) ∈ (0,1).2ms
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d
dt
∫
RN
∣∣u(t, x)∣∣2 dx + ∫
RN
∣∣u(t, x)∣∣2 dx  C∥∥Dmu(t)∥∥2αs
L2
∥∥u(t)∥∥2s−2sα
L2
 C(ε)
∥∥u(t)∥∥2s−ε
L2 , t  τ > 0,
where α = N(s−1)2m ∈ (0,1) which can be chosen sufficiently small if we let m be large enough.
This completes the proof of Lemma 3.5. 
Having obtained the above results, we now try to improve the L2(RN,R) decay estimates
obtained in Lemma 3.4.
Lemma 3.6. Assume that N > 2 and ϕ(u)|u|s ∈ L∞(B¯(0,2r),R), s > 2 + 2N , then for each fixed
τ > 0, we have ∫
RN
∣∣u(t, x)∣∣2 dx  C(1 + t)−pm, t  τ > 0. (3.14)
Here pm = min{N4 , am − ε}, am = sam−1 − 1, a1 = sl − 1, ε > 0 is a sufficiently small positive
constant.
Proof. We now prove (3.14) by induction. First we prove that (3.14) is true for m = 1. To this
end, we have from Lemmas 3.4 and 3.5 that
d
dt
∫
RN
∣∣u(t, x)∣∣2 dx + ∫
RN
∣∣u(t, x)∣∣2 dx  C∥∥u(t)∥∥2s−ε
L2 C(1 + t)(−
1
2l +ε)(2s−ε)
 C(1 + t)− sl +ε¯ . (3.15)
Here ε¯ = ε2l + 2sε − ε2 which is also a sufficiently small positive constant.
Set
B(t) = {ξ ∈ RN : |ξ |4(1 + t) 2N},
we have
d
dt
{
(1 + t)2N
∫
RN
∣∣u(t, x)∣∣2 dx}
 2N(1 + t)2N−1
∫
RN
∣∣u(t, x)∣∣2 dx + (1 + t)2N d
dt
∫
RN
∣∣u(t, x)∣∣2 dx
 2N(1 + t)2N−1
∫
N
∣∣u(t, x)∣∣2 dx +C(1 + t)2N− sl +ε¯ − (1 + t)2N ∫
N
|ξ |4∣∣uˆ(t, ξ)∣∣2 dξ
R R
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∫
RN
∣∣u(t, x)∣∣2 dx +C(1 + t)2N− sl +ε¯ − (1 + t)2N ∫
B(t)c
|ξ |4∣∣uˆ(t, ξ)∣∣2 dξ
 2N(1 + t)2N−1
∫
B(t)
∣∣uˆ(t, ξ)∣∣2 dx +C(1 + t)2N− sl +ε¯
 2N(1 + t) 7N4 −1 +C(1 + t)2N− sl +ε¯ . (3.16)
Integrating (3.16) with respect to t over [τ, t], we get∫
RN
∣∣u(t, x)∣∣2 dx O(1)(1 + t)−N4 +O(1)(1 + t)1− sl +ε¯, t  τ > 0,
which means that (3.14) is true for m = 1.
Next assume that (3.14) holds for some integer m 1, i.e.,∫
RN
∣∣u(t, x)∣∣2 dx O(1)(1 + t)−pm, t  τ > 0, (3.17)
we now show that (3.14) holds for m+ 1.
For this purpose, substituting (3.17) into (3.11), we have
d
dt
∫
RN
∣∣u(t, x)∣∣2 dx + ∫
RN
∣∣u(t, x)∣∣2 dx O(1)(1 + t)−spm+ε¯, t  τ > 0.
By repeating the argument to deduce (3.16), we have
d
dt
{
(1 + t)2N
∫
RN
∣∣u(t, x)∣∣2 dx} (1 + t) 7N4 −1 +O(1)(1 + t)2N−spm+ε¯, t  τ > 0.
Consequently ∫
RN
∣∣u(t, x)∣∣2 dx O(1)(1 + t)−min{N4 , spm−1−ε¯}, t  τ > 0.
If am > N4 , then noticing that ε > 0 can be chosen sufficiently small, we have pm =
min{N4 , am − ε} = N4 . Since N  3, s > 2 + 2N , we have spm − 1 = N4 s − 1  N2 − 12 > N4 .
Thus min{N4 , spm − 1 − ε¯} = N4 .
On the other hand, if am  N4 , then pm = am − ε and spm − 1 − ε = sam − 1 − ε¯ = am+1 − ε¯.
Here ε¯ = (s + 1)ε is also a sufficiently small positive constant. Consequently we can also deduce
that min{N4 , spm − 1 − ε¯} = min{N4 , am+1 − ε} = pm+1.
The above analysis implies that
min
{
N
, spm − 1 − ε
}
= pm+1.4
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by induction means that (3.14) holds for each m. This completes the proof of Lemma 3.6. 
Since
an = s
n(s − l − 1)+ l
l(s − 1) ,
under the assumption that s > l + 1 = 2 + 2
N
, we have from (3.14) that
Corollary 3.1. For the case N  3, if we assume further that ϕ(u) = O(1)|u|s with s > 2 + 2
N
,
we have ∫
RN
∣∣u(t, x)∣∣2 dx O(1)(1 + t)−N4 , t  τ > 0. (3.18)
(3.4), (3.5) together with (3.18) imply that (1.7) holds for k = 0, p = 2.
3.2. Higher order L2(RN,R) decay estimates
This subsection is devoted to deducing L2(RN,R) decay estimates on Dku(t, x) for k  1.
Our analysis is based on the following result which is obtained from the Fourier splitting method
developed by M.E. Schonbek (cf. [7,15–17]).
Lemma 3.7. For each fixed τ > 0, if the following differential-integral inequality
d
dt
∫
RN
∣∣Dmu(t, x)∣∣2 dx +C1
∫
RN
∣∣Dm+2u(t, x)∣∣2 dx
C2(1 + t)−1
∫
RN
∣∣Dmu(t, x)∣∣2 dx +C3(1 + t)−p (3.19)
holds for some constants C1 > 0, C2  0, C3  0, p > 0 and t  τ > 0, then we have∫
RN
∣∣Dmu(t, x)∣∣2 dx O(1)(1 + t)−min{N+2m4 ,p−1}, t  τ > 0. (3.20)
Proof. First as a direct consequence of (3.19), we have
d
dt
{
(1 + t)α
∫
RN
∣∣Dmu(t, x)∣∣2 dx}
= α(1 + t)α−1
∫
N
∣∣Dmu(t, x)∣∣2 dx + (1 + t)α d
dt
∫
N
∣∣Dmu(t, x)∣∣2 dx
R R
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∫
RN
∣∣Dmu(t, x)∣∣2 dx +C2(1 + t)α−1
∫
RN
∣∣Dmu(t, x)∣∣2 dx
+C3(1 + t)α−p −C1(1 + t)α
∫
RN
∣∣Dm+2u(t, x)∣∣2 dx. (3.21)
Secondly, letting B(t) = {ξ ∈ RN : |ξ |4(1 + t) α+C2
C1
}, we can deduce that
C1(1 + t)α
∫
RN
∣∣Dm+2u(t, x)∣∣2 dx  C1(1 + t)α
∫
B(t)c
|ξ |4+2m∣∣uˆ(t, ξ)∣∣2 dξ
 (α +C2)(1 + t)α−1
∫
B(t)c
|ξ |2m∣∣uˆ(t, ξ)∣∣2 dξ. (3.22)
Putting (3.21) and (3.22) together, we have from Lemma 3.3 that
d
dt
{
(1 + t)α
∫
RN
∣∣Dmu(t, x)∣∣2 dx} (α +C2)(1 + t)α−1
∫
B(t)
|ξ |2m∣∣uˆ(t, ξ)∣∣2 dξ +C3(1 + t)α−p
 (α +C2)(1 + t)α−1−N+2m4 +C3(1 + t)α−p.
Integrating the above inequality with respect to t over [τ, t] and by choosing α > 0 suitably large,
we can immediately obtain (3.20) from Lemma 3.2. This completes the proof of Lemma 3.7. 
Now we prove that (1.7) holds for each k  1, p = 2. The proofs are divided into three steps.
The first step is concerned with the case of N = 1.
Lemma 3.8. Under the assumption that ϕ(u) = O(1)|u|3, we have that (1.7) is true for N = 1,
k  1, p = 2, i.e.,∫
R
∣∣Dku(t, x)∣∣2 dx O(1)(1 + t)− 1+2k4 , k  1, t  τ > 0. (3.23)
Proof. (3.23) will be proved by induction on k.
First we prove that (3.23) holds for k = 1. To this end, noticing that ϕ(u)|u|3 ∈ L∞(B¯(0,2r),R),
we have
ϕ(0) = ϕ′(0) = ϕ′′(0) = 0.
Moreover, since
ut + ϕ(u)xx + uxxxx = 0, (3.24)
we have by multiplying (3.24) by 2uxx , integrating the resulting identity with respect to x over R
and after some integrations by parts that
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dt
∫
R
∣∣ux(t, x)∣∣2 dx + 2
∫
R
∣∣uxxx(t, x)∣∣2 dx
= −2
∫
R
uxx(t, x)ϕ
(
u(t, x)
)
xx
dx
= −2
∫
R
uxxx(t, x)ϕ
(
u(t, x)
)
x
dx

∫
R
∣∣uxxx(t, x)∣∣2 dx + ∥∥ϕ′(u(t))∥∥2L∞(R)
∫
R
∣∣ux(t, x)∣∣2 dx

∫
R
∣∣uxxx(t, x)∣∣2 dx +O(1)∥∥u(t)∥∥4L∞(R)
∫
R
∣∣ux(t, x)∣∣2 dx.
Thus
d
dt
∫
R
∣∣ux(t, x)∣∣2 dx +
∫
R
∣∣uxxx(t, x)∣∣2 dx  C∥∥u(t)∥∥4L∞(R)
∫
R
∣∣ux(t, x)∣∣2 dx. (3.25)
According to Gagliardo–Nirenberg’s inequality, we have
⎧⎪⎨
⎪⎩
∥∥u(t)∥∥
L∞(R) O(1)
∥∥uxxx(t)∥∥ 16L2(R)∥∥u(t)∥∥ 56L2(R),∥∥ux(t)∥∥L2(R) O(1)∥∥uxxx(t)∥∥ 13L2(R)∥∥u(t)∥∥ 23L2(R).
(3.26)
Substituting (3.26) into (3.25) deduces
d
dt
∫
R
∣∣ux(t, x)∣∣2 dx +
∫
R
∣∣uxxx(t, x)∣∣2 dx O(1)∥∥uxxx(t)∥∥ 43L2(R)∥∥u(t)∥∥ 143L2(R)
 1
2
∫
R
∣∣uxxx(t, x)∣∣2 dx +O(1)∥∥u(t)∥∥14L2(R).
Therefore we get from (3.4) that
d
dt
∫
R
∣∣ux(t, x)∣∣2 dx + 12
∫
R
∣∣uxxx(t, x)∣∣2 dx O(1)(1 + t)− 74 , t  τ > 0, (3.27)
and Lemma 3.7 implies that
∫ ∣∣ux(t, x)∣∣2 dx O(1)(1 + t)− 34 , t  τ > 0, (3.28)
R
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∥∥u(t)∥∥
L∞(R) O(1)(1 + t)−
3
4 , t  τ > 0. (3.29)
Secondly, we prove that (3.23) is true for k = 2. For this purpose, by multiplying (3.24)
by 2uxx , integrating the resulting identity with respect to x over R and after some integrations
by parts, one deduces that
d
dt
∫
R
∣∣uxx(t, x)∣∣2 dx + 2
∫
R
∣∣uxxxx(t, x)∣∣2 dx

∫
R
∣∣uxx(t, x)∣∣2∣∣ϕ′(u(t, x))∣∣2 dx +
∫
R
∣∣ux(t, x)∣∣2∣∣ϕ′′(u(t, x))∣∣2 dx
O(1)
∥∥u(t)∥∥4
L∞(R)
∫
R
∣∣uxx(t, x)∣∣2 dx
+O(1)∥∥u(t)∥∥2
L∞(R)
∥∥ux(t)∥∥2L∞(R)
∫
R
∣∣ux(t, x)∣∣2 dx
O(1)(1 + t)−1
∫
R
∣∣uxx(t, x)∣∣2 dx +O(1)(1 + t)− 54 ∥∥ux(t)∥∥2L∞(R). (3.30)
On the other hand, we have from Gagliardo–Nirenberg’s inequality that
∥∥ux(t)∥∥L∞(R) O(1)∥∥uxx(t)∥∥ 34L2(R)∥∥u(t)∥∥ 14L2(R).
Substituting the above inequality into (3.30), we have
d
dt
∫
R
∣∣uxx(t, x)∣∣2 dx +
∫
R
∣∣uxxxx(t, x)∣∣2 dx
O(1)(1 + t)−1
∫
R
∣∣uxx(t, x)∣∣2 dx +O(1)(1 + t)− 94 , t  τ > 0,
from which and Lemma 3.7, we can get that∫
R
∣∣uxx(t, x)∣∣2 dx O(1)(1 + t)− 54 , t  τ > 0,
which means that (3.23) is true for k = 2.
Now suppose that (3.23) is true for k m− 1. Here m 3 is some positive integer, that is∫ ∣∣Dku(t, x)∣∣2 dx O(1)(1 + t)− 1+2k4 , k = 0,1, . . . ,m− 1, t  τ > 0. (3.31)
R
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i.e.,
∫
R
∣∣Dmu(t, x)∣∣2 dx O(1)(1 + t)− 1+2m4 , t  τ > 0. (3.32)
To this end, a standard argument similar to that of (3.30) yields the following integro-
differential inequality:
d
dt
∫
R
∣∣Dmu(t, x)∣∣2 dx + ∫
R
∣∣Dm+2u(t, x)∣∣2 dx
O(1)
∥∥u(t)∥∥4
L∞(R)
∫
R
∣∣Dmu(t, x)∣∣2 dx
+O(1)∥∥u(t)∥∥2
L∞(R)
∑
∑s2
i=1 iα2i =m∑s2
i=1 α2i =2
1s2<m
s2−1∏
i=1
∥∥Diu(t)∥∥2α2i
L∞(R)
∥∥Ds2u(t)∥∥2(α2s2−1)
L∞(R)
∫
R
∣∣Ds2u(t, x)∣∣2 dx
+
m∑
j=3
Cj
∑
∑sj
i=1 iα
j
i =m∑sj
i=1 α
j
i =j
1sj<m
sj−1∏
i=1
∥∥Diu(t)∥∥2αji
L∞(R)
∥∥Dsj u(t)∥∥2(αjsj −1)
L∞(R)
∫
R
∣∣Dsj u(t, x)∣∣2 dx. (3.33)
Noticing that m 3,
∑sj
i=1 iα
j
i = m, 1 sj < m, we have
α
j
sj = 1 if s = m− 1. (3.34)
On the other hand, by utilizing Gagliardo–Nirenberg’s inequality again, we have
∥∥Dk−1u(t)∥∥
L∞(R) 
∥∥Dku(t)∥∥ k− 12k
L2(R)
∥∥u(t)∥∥ 12k
L2(R),
from which, Lemma 3.2, (3.4) and (3.31), we obtain
⎧⎪⎪⎨
⎪⎪⎩
∫
R
∣∣Dku(t, x)∣∣2 dx O(1)(1 + t)− 1+2k4 , k = 0,1, . . . ,m− 1,
∥∥Dku(t)∥∥
L∞(R) O(1)(1 + t)−
k+1
4 , k = 0,1, . . . ,m− 2.
(3.35)
Putting (3.33)–(3.35) together, we have for t  τ > 0 that
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dt
∫
R
∣∣Dmu(t, x)∣∣2 dx + ∫
R
∣∣Dm+2u(t, x)∣∣2 dx
O(1)(1 + t)−1
∫
R
∣∣Dmu(t, x)∣∣2 dx
+O(1)(1 + t)− 12
∑
∑s2
i=1 iα2i =m∑s2
i=1 α2i =2
1s2<m
(1 + t)− 12 −
∑s2−1
i=1
i+1
2 α
2
i − 1+s22 (α2s2−1)−
1+2s2
4
+
m∑
j=3
Cj
∑
∑sj
i=1 iα
j
i =m∑sj
i=1 α
j
i =j
1sj<m
(1 + t)−
∑sj−1
i=1
1+i
2 α
j
i −
1+sj
2 (α
j
sj
−1)− 1+2sj4
O(1)(1 + t)−1
∫
R
∣∣Dmu(t, x)∣∣2 dx +O(1)(1 + t)−m2 − 54 + m∑
j=3
Cj (1 + t)− j2 −m2 + 14
O(1)(1 + t)−1
∫
R
∣∣Dmu(t, x)∣∣2 dx +O(1)(1 + t)−m2 − 54 . (3.36)
Having obtained (3.36), by employing Lemma 3.7 again, we can immediately deduce that
(3.32) holds. This completes the proof of Lemma 3.8. 
Now we turn to consider the case of N = 2. For result in this direction, we have
Lemma 3.9. Under the assumption that ϕ(u) = O(1)|u|2, we have for each k  1 that∫
R2
∣∣Dku(t, x)∣∣2 dx O(1)(1 + t)− 1+k2 , t  τ > 0. (3.37)
Proof. (3.37) will be proved by induction again.
Multiplying (1.5) by −2u and integrating the resulting identity with respect to x over R2,
we have by some integrations by parts that
d
dt
∫
R2
∣∣Du(t, x)∣∣2 dx + 2∫
R2
∣∣D3u(t, x)∣∣2 dx = 2∫
R2
u(t, x)ϕ
(
u(t, x)
)
dx

∫
R2
∣∣D3u(t, x)∣∣2 dx + ∫
R2
∣∣Dϕ(u(t, x))∣∣2 dx.
Since ϕ(u) = O(1)|u|2, we have
ϕ(0) = ϕ′(0) = 0
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d
dt
∫
R2
∣∣Du(t, x)∣∣2 dx + ∫
R2
∣∣D3u(t, x)∣∣2 dx O(1)∥∥u(t)∥∥2
L∞(R2)
∫
R2
∣∣Du(t, x)∣∣2 dx. (3.38)
By applying Gagliardo–Nirenberg’s inequality, we obtain
⎧⎪⎨
⎪⎩
∥∥u(t)∥∥
L∞(R2) O(1)
∥∥D3u(t)∥∥ 13
L2(R2)
∥∥u(t)∥∥ 23
L2(R2),∥∥Du(t)∥∥
L2(R2) O(1)
∥∥D3u(t)∥∥ 13
L2(R2)
∥∥u(t)∥∥ 23
L2(R2).
Inserting the above inequalities into (3.38), we deduce from (3.5) that
d
dt
∫
R2
∣∣Du(t, x)∣∣2 dx + ∫
R2
∣∣D3u(t, x)∣∣2 dx
O(1)
∥∥D3u(t)∥∥ 43
L2(R2)
∥∥u(t)∥∥ 83
L2(R2)
 1
2
∫
R2
∣∣D3u(t, x)∣∣2 dx +O(1)∥∥u(t)∥∥8
L2(R2)
 1
2
∫
R2
∣∣D3u(t, x)∣∣2 dx +O(1)(1 + t)−2, t  τ > 0.
From the above estimates, Lemmas 3.2 and 3.7, we can deduce that∫
R2
∣∣Du(t, x)∣∣2 dx O(1)(1 + t)−1, t  τ > 0,
which implies that (3.37) is true for k = 1.
By repeating the same arguments, we can show that (3.37) holds for k = 2,3,4. For brevity
of presentation, we omit the details.
Now suppose that (3.37) is true for k m− 1 (m 5), that is
∫
R2
∣∣Dku(t, x)∣∣2 dx O(1)(1 + t)− 1+k2 , t  τ > 0, k = 0,1, . . . ,m− 1. (3.39)
To complete the proof of Lemma 3.8, we only need to prove that (3.37) is true for k = m, i.e.,
∫
R2
∣∣Dmu(t, x)∣∣2 dx O(1)(1 + t)− 1+m2 , t  τ > 0. (3.40)
To this end, similar to that of (3.33), we can obtain the following integro-differential inequality
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dt
∫
R2
∣∣Dmu(t, x)∣∣2 dx + ∫
R2
∣∣Dm+2u(t, x)∣∣2 dx
O(1)
∥∥u(t)∥∥2
L∞(R2)
∫
R2
∣∣Dmu(t, x)∣∣2 dx
+
m∑
j=2
Cj
∑
∑sj
i=1 iα
j
i =m∑sj
i=1 α
j
i =j
1sj<m
sj−1∏
i=1
∥∥Diu(t)∥∥2αji
L∞(R2)
∥∥Dsj u(t)∥∥2(αjsj −1)
L∞(R2)
∫
R2
∣∣Dsj u(t, x)∣∣2 dx. (3.41)
Since m  5, 1  sj < m,
∑sj
i=1 α
j
1 = j , and
∑sj
i=1 iα
j
i = m, we can conclude that either
sj m− 3 or sj ∈ {m− 1,m− 2} but
α
j
sj + αjsj−1 = 1. (3.42)
On the other hand, according to (3.39) and Gagliardo–Nirenberg’s inequality, we can conclude
that
∥∥Dju(t)∥∥
L∞(R2) O(1)
∥∥Dj+2u(t)∥∥ 12
L2(R2)
∥∥Dju(t)∥∥ 12
L2(R2)
O(1)(1 + t)− 2+j4 , t  τ > 0, j = 0,1, . . . ,m− 3.
Putting (3.41)–(3.43) together, we arrive at
d
dt
∫
R2
∣∣Dmu(t, x)∣∣2 dx + ∫
R2
∣∣Dm+2u(t, x)∣∣2 dx
O(1)(1 + t)−1
∫
R2
∣∣Dmu(t, x)∣∣2 dx
+
m∑
j=2
Cj
∑
∑sj
i=1 iα
j
i =m∑sj
i=1 α
j
i =j
1sj<m
(1 + t)−
(∑sj−1
i=1
2+i
2 α
j
i +
2+sj
2 (α
j
sj
−1)+ 2+2sj4
)
O(1)(1 + t)−1
∫
R2
∣∣Dmu(t, x)∣∣2 dx +O(1) m∑
j=2
(1 + t)−( m2 +j− 12 ). (3.43)
Noticing that j  2, (3.43) gives
d
dt
∫
2
∣∣Dmu(t, x)∣∣2 dx + ∫
2
∣∣Dm+2u(t, x)∣∣2 dx
R R
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∫
R2
∣∣Dmu(t, x)∣∣2 dx +O(1)(1 + t)−m2 − 32 , t  τ > 0.
The above inequality together with Lemmas 3.2 and 3.7 imply∫
R2
∣∣Dmu(t, x)∣∣2 dx O(1)(1 + t)−m+12 , t  τ > 0.
This is (3.40) and the proof of Lemma 3.9 is completed. 
At last, we deal with the case of N  3. For the result in this direction, we have
Lemma 3.10. Under the assumption that ϕ(u) = O(1)|u|2, we have for each N  3, k  1 that∫
RN
∣∣Dku(t, x)∣∣2 dx O(1)(1 + t)−N+2k4 , t  τ > 0. (3.44)
Proof. First we prove that (3.44) is true for N = 3. To this end, we have by multiplying (1.5)
by 2u and integrating the results with respect to x over R3 that
d
dt
∫
R3
∣∣Du(t, x)∣∣2 dx + 2∫
R3
∣∣D3u(t, x)∣∣2 dx = 2∫
R3
u(t, x)ϕ
(
u(t, x)
)
dx

∫
R3
∣∣D3u(t, x)∣∣2 dx + ∫
R3
∣∣Dϕ(u(t, x))∣∣2 dx.
Hence
d
dt
∫
R3
∣∣Du(t, x)∣∣2 dx + ∫
R3
∣∣D3u(t, x)∣∣2 dx O(1)∥∥u(t)∥∥2
L∞(R3)
∫
R3
∣∣Du(t, x)∣∣2 dx. (3.45)
On the other hand, from Gagliardo–Nirenberg’s inequality and (1.7) with k = 0, we have
⎧⎪⎨
⎪⎩
∥∥Du(t)∥∥
L2(R3) O(1)
∥∥D3u(t)∥∥ 13
L2(R3)
∥∥u(t)∥∥ 23
L2(R3),∥∥u(t)∥∥
L∞(R3) O(1)
∥∥D3u(t)∥∥ 12
L2(R3)
∥∥u(t)∥∥ 12
L2(R3).
Inserting the above estimates into (3.45), we get from Cauchy–Schwarz’s inequality and (3.18)
that
d
dt
∫
R3
∣∣Du(t, x)∣∣2 dx + 1
2
∫
R3
∣∣D3u(t, x)∣∣2 dx O(1)∥∥u(t)∥∥14
L2(R3)
O(1)(1 + t)− 214 , t  τ > 0. (3.46)
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∫
R3
∣∣Du(t, x)∣∣2 dx O(1)(1 + t)− 54 , t  τ > 0, (3.47)
which means that (3.44) is true for N = 3, k = 1.
To prove that (3.44) is true for N = 3, k = 2, we have by multiplying (1.5) by 22u and
integrating the results with respect to x over R3 that
d
dt
∫
R3
∣∣u(t, x)∣∣2 dx + 2∫
R3
∣∣2u(t, x)∣∣2 dx  ∫
R3
∣∣2u(t, x)∣∣2 dx + ∫
R3
∣∣ϕ(u(t, x))∣∣2 dx.
Thus
d
dt
∫
R3
∣∣u(t, x)∣∣2 dx + ∫
R3
∣∣2u(t, x)∣∣2 dx
O(1)
∥∥u(t)∥∥2
L∞(R3)
∫
R3
∣∣u(t, x)∣∣2 dx + ∫
R3
∣∣Du(t, x)∣∣4 dx. (3.48)
Using Gagliardo–Nirenberg’s inequality, we obtain
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∥∥u(t)∥∥
L2(R3) O(1)
∥∥2u(t)∥∥ 12
L2(R3)
∥∥u(t)∥∥ 12
L2(R3),∥∥Du(t)∥∥
L4(R3) O(1)
∥∥2u(t)∥∥ 14
L2(R3)
∥∥Du(t)∥∥ 34
L2(R3),∥∥u(t)∥∥
L∞(R3) O(1)
∥∥2u(t)∥∥ 38
L2(R3)
∥∥u(t)∥∥ 58
L2(R3).
(3.49)
Putting (3.48) and (3.49) together, we can get that
d
dt
∫
R3
∣∣u(t, x)∣∣2 dx + 1
2
∫
R3
∣∣2u(t, x)∣∣2 dx O(1)∥∥u(t)∥∥18
L2(R3) +O(1)
∥∥Du(t)∥∥6
L2(R3).
(3.50)
Hence from (3.18) and (3.47), we have
d
dt
∫
R3
∣∣u(t, x)∣∣2 dx + 1
2
∫
R3
∣∣2u(t, x)∣∣2 dx O(1)(1 + t)− 154 , t  τ > 0. (3.51)
From (3.51) and Lemma 3.7, we can deduce that∫
3
∣∣u(t, x)∣∣2 dx O(1)(1 + t)− 74 , t  τ > 0, (3.52)
R
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also prove that (3.44) is true for N = 3, k = 3,4.
Now if we assume that (3.44) is true for N = 3, k m− 1 with m> 4, i.e.,∫
R3
∣∣Dku(t, x)∣∣2 dx O(1)(1 + t)− 3+2k4 , t  τ > 0, k = 0,1, . . . ,m− 1, (3.53)
then (3.53) together with Gagliardo–Nirenberg’s inequality yield
∥∥Dju(t)∥∥
L∞(R3) O(1)
∥∥D2+j u(t)∥∥ 34
L2(R3)
∥∥Dju(t)∥∥ 14
L2(R3) O(1)(1 + t)−
3+j
4 , t  τ > 0.
(3.54)
Here j = 0,1, . . . ,m− 3.
On the other hand, a standard procedure similar to that of (3.33) yields the following integro-
differential inequality
d
dt
∫
R3
∣∣Dmu(t, x)∣∣2 dx + ∫
R3
∣∣Dm+2u(t, x)∣∣2 dx
O(1)
∥∥u(t)∥∥2
L∞(R3)
∫
R3
∣∣Dmu(t, x)∣∣2 dx
+
m∑
j=2
Cj
∑
∑sj
i=1 iα
j
i =m∑sj
i=1 α
j
i =j
1sj<m
sj−1∏
i=1
∥∥Diu(t)∥∥2αji
L∞(R3)
∥∥Dsj u(t)∥∥2(αjsj −1)
L∞(R3)
∫
R3
∣∣Dsj u(t, x)∣∣2 dx. (3.55)
By employing the same arguments used in the case of N = 2, from (3.53)–(3.55), we have for
t  τ > 0 that
d
dt
∫
R3
∣∣Dmu(t, x)∣∣2 dx + ∫
R3
∣∣Dm+2u(t, x)∣∣2 dx
O(1)(1 + t)−1
∫
R3
∣∣Dmu(t, x)∣∣2 dx
+
m∑
j=2
Cj
∑
∑sj
i=1 iα
j
i =m∑sj
i=1 α
j
i =j
1sj<m
(1 + t)−
(∑sj−1
i=1
3+i
2 α
j
i +
3+sj
2 (α
j
sj
−1)+ 3+2sj4
)
O(1)(1 + t)−1
∫
3
∣∣Dmu(t, x)∣∣2 dx +O(1) m∑
j=2
(1 + t)−( m2 + 32 j− 34 )
R
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∫
R3
∣∣Dmu(t, x)∣∣2 dx +O(1)(1 + t)− 2m+94 . (3.56)
By (3.56) and Lemma 3.7, we get∫
R3
∣∣Dmu(t, x)∣∣2 dx O(1)(1 + t)− 3+2m4 , t  τ > 0, (3.57)
which means that (3.44) is true for N = 3, k = m and consequently by induction (3.44) is true
for N = 3, k  1.
Secondly, we treat the case of N = 4. The analysis is also based on induction on k. Since the
proof is similar to that of N = 3, we only consider the case N = 4, k = 1. To this end, similar to
that of (3.45), we can obtain
d
dt
∫
R4
∣∣Du(t, x)∣∣2 dx + 2∫
R4
∣∣D3u(t, x)∣∣2 dx O(1)∥∥u(t)∥∥2
L∞(R4)
∫
R4
∣∣Du(t, x)∣∣2 dx. (3.58)
Now for N = 4, Gagliardo–Nirenberg’s inequality tells us that⎧⎪⎨
⎪⎩
∥∥Du(t)∥∥
L2(R4) O(1)
∥∥D3u(t)∥∥ 13
L2(R4)
∥∥u(t)∥∥ 23
L2(R4),∥∥u(t)∥∥
L∞(R4) O(1)
∥∥D3u(t)∥∥ 23
L2(R4)
∥∥u(t)∥∥ 13
L2(R4).
(3.59)
Inserting (3.59) into (3.58), we have
d
dt
∫
R4
∣∣Du(t, x)∣∣2 dx + 2∫
R4
∣∣D3u(t, x)∣∣2 dx O(1)∥∥u(t)∥∥2
L∞(R4)
∫
R4
∣∣D3u(t, x)∣∣2 dx. (3.60)
By choosing τ > 0 suitably large, we have from (3.18) that
d
dt
∫
R4
∣∣Du(t, x)∣∣2 dx + ∫
R4
∣∣D3u(t, x)∣∣2 dx  0, t  τ > 0, (3.61)
and Lemma 3.7 yields ∫
R4
∣∣Du(t, x)∣∣2 dx O(1)(1 + t)− 32 , t  τ > 0. (3.62)
This proves (3.44) for N = 4, k = 1. The case N = 4, k  2 can be proved by employing an
argument similar to that of N = 3, we omit the details for brevity.
At last, we consider the case of N  5. For this purpose, similar to that of (3.45), we have
from the fact that ϕ(u) = O(1)|u|2 that
d
dt
∫
N
∣∣Du(t, x)∣∣2 dx + ∫
N
∣∣D3u(t, x)∣∣2 dx O(1)∥∥u(t)∥∥2
L∞
∫
N
∣∣Du(t, x)∣∣2 dx. (3.63)
R R R
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that ⎧⎨
⎩
∥∥Du(t)∥∥
L2 O(1)
∥∥D3u(t)∥∥ 13
L2
∥∥u(t)∥∥ 23
L2
,∥∥u(t)∥∥
L∞ C(ε)
∥∥u(t)∥∥1−ε
L2 .
(3.64)
Here and in the rest of this paper, ε is used to denote a sufficiently small positive constant which
may vary from line to line and the constant C(ε) → ∞ as ε → 0+.
Combining (3.63) with (3.64), we get from (3.18) that
d
dt
∫
RN
∣∣Du(t, x)∣∣2 dx + 1
2
∫
RN
∣∣D3u(t, x)∣∣2 dx O(1)∥∥u(t)∥∥3(1−ε)+2
L2
O(1)(1 + t)−N4 (5−ε), t  τ > 0. (3.65)
From (3.65), the fact that N  5 and Lemma 3.7, we can deduce that (3.44) is true for N  5,
k = 1. As to the case of N  5, k = 2, similar to that of (3.63), we have
d
dt
∫
RN
∣∣u(t, x)∣∣2 dx + ∫
RN
∣∣2u(t, x)∣∣2 dx
O(1)
∥∥u(t)∥∥2
L∞
∫
RN
∣∣u(t, x)∣∣2 dx +O(1) ∫
RN
∣∣Du(t, x)∣∣4 dx. (3.66)
According to Gagliardo–Nirenberg’s inequality we get for t  τ > 0 that
∥∥Dju(t)∥∥
L∞  C(n)
∥∥Dn+j u(t)∥∥ε
L2
∥∥Dju(t)∥∥1−ε
L2
 C(n)(1 + t)−N+2j8 (1−ε) = C(n)(1 + t)−N+2j8 +ε, j = 0,1. (3.67)
(3.66) together with (3.67) imply
d
dt
∫
RN
∣∣u(t, x)∣∣2 dx + ∫
RN
∣∣2u(t, x)∣∣2 dx
O(1)(1 + t)−N4 +ε
∫
RN
∣∣u(t, x)∣∣2 dx +O(1)(1 + t)−N+22 +ε, t  τ > 0. (3.68)
Since ε > 0 can be chosen sufficiently small, (3.68) implies that
d
dt
∫
RN
∣∣u(t, x)∣∣2 dx + ∫
RN
∣∣2u(t, x)∣∣2 dx
O(1)(1 + t)−1
∫
N
∣∣u(t, x)∣∣2 dx +O(1)(1 + t)−N+84 , t  τ > 0. (3.69)
R
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In view of Lemma 3.7, we get from (3.69) that∫
RN
∣∣D2u(t, x)∣∣2 dx O(1)(1 + t)−N+44 , t  τ > 0. (3.70)
Now we assume that (3.44) is true for N  5, k m− 1 with m 2, i.e.,∫
RN
∣∣Dku(t, x)∣∣2 dx O(1)(1 + t)−N+2k4 , t  τ > 0, k = 0,1, . . . ,m− 1. (3.71)
To complete the proof of Lemma 3.10, we only need to show that (3.71) holds for k = m. To this
end, similar to that of (3.55), we can get the following integro-differential inequality
d
dt
∫
RN
∣∣Dmu(t, x)∣∣2 dx + ∫
RN
∣∣Dm+2u(t, x)∣∣2 dx
O(1)
∥∥u(t)∥∥2
L∞
∫
RN
∣∣Dmu(t, x)∣∣2 dx
+
m∑
j=2
Cj
∑
∑sj
i=1 iα
j
i =m∑sj
i=1 α
j
i =j
1sj<m
sj−1∏
i=1
∥∥Diu(t)∥∥2αjiL∞∥∥Dsj u(t)∥∥2(α
j
sj
−1)
L∞
∫
RN
∣∣Dsj u(t, x)∣∣2 dx. (3.72)
Noticing that from (3.71) and Gagliardo–Nirenberg’s inequality, (3.68) holds for j = 0,1, . . . ,
m− 1. This observation together with (3.72) yield
d
dt
∫
RN
∣∣Dmu(t, x)∣∣2 dx + ∫
RN
∣∣Dm+2u(t, x)∣∣2 dx
O(1)(1 + t)−N4 +ε
∫
RN
∣∣Dmu(t, x)∣∣2 dx
+
m∑
j=2
Cj
∑
∑sj
i=1 iα
j
i =m∑sj
i=1 α
j
i =j
1sj<m
(1 + t)−
(∑sj−1
i=1
N+2i
4 α
j
i (1−ε)+
N+2sj
4 (α
j
sj
−1)(1−ε)+N+2sj4
)
O(1)(1 + t)−N4 +ε
∫
RN
∣∣Dmu(t, x)∣∣2 dx
+O(1)
m∑
(1 + t)−( m2 +N4 j+
N+2sj
4 ε−Nj4 ε−m2 ε), t  τ > 0. (3.73)
j=2
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true: ⎧⎪⎨
⎪⎩
N
4
− ε > 1,
m
2
+ N
4
j + N + 2sj
4
ε − Nj
4
ε − m
2
ε >
m
2
+ N
4
+ 1.
(3.74)
Substituting (3.74) into (3.73), we have for t  τ > 0 that
d
dt
∫
RN
∣∣Dmu(t, x)∣∣2 dx + ∫
RN
∣∣Dm+2u(t, x)∣∣2 dx
O(1)(1 + t)−1
∫
RN
∣∣Dmu(t, x)∣∣2 dx +O(1)(1 + t)−( m2 +N4 +1).
Then by Lemma 3.7 again, we obtain∫
RN
∣∣Dku(t, x)∣∣2 dx O(1)(1 + t)−N+2m4 , t  τ > 0. (3.75)
Thus (3.44) holds true for N  5, k = m. This completes the proof of Lemma 3.10. 
Putting (3.4), (3.5), (3.18), (3.23), (3.37) and (3.44) together, we can get that
∥∥Dk(u(t)− u¯)∥∥
L2 O(1)(1 + t)−
N+2k
8 , t  τ > 0. (3.76)
Having obtained (3.76), a standard interpolation technique leads to the following estimates
∥∥Dk(u(t)− u¯)∥∥
Lp
O(1)(1 + t)− k4 −N4 (1− 1p ), t  τ > 0, 2 p ∞. (3.77)
3.3. Proof of Theorem 1.2
This subsection is devoted to the proof of Theorem 1.2. From (3.77), the only thing we need
to do is to prove that (1.7) is true for p = 1, k  1. To this end, we have from (3.77) that
Lemma 3.11. Suppose that ϕ(u) satisfies
ϕ(u) =
{
O(1)|u|3, N = 1,
O(1)|u|2, N  2, (3.78)
then for each k  1, we have for t  τ > 0 that
∥∥Dkϕ(u(t))∥∥
L1 
{
O(1)(1 + t)− k+24 , N = 1,
O(1)(1 + t)−N+k4 , N  2.
(3.79)
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thus we omit the details for brevity.
Under the assumption of (3.78), similar to that (3.72), we have
∥∥Dkϕ(u(t))∥∥
L1 O(1)
∥∥u(t)∥∥
L2
∥∥Dku(t)∥∥
L2
+O(1)
k∑
j=2
∑
∑sj
i=1 iα
j
i =k∑sj
i=1 α
j
i =j
1sj<k
sj−2∏
i=1
∥∥Diu(t)∥∥αjiL∞∥∥Dsj−1u(t)∥∥α
j
sj−1−1
L∞
× ∥∥Dsj u(t)∥∥αjsj −1L∞ ∥∥Dsj−1u(t)∥∥L2∥∥Dsj u(t)∥∥L2 .
Here without loss of generality, we have assumed that αisj−1  1, α
j
sj  1.
Thus, from (3.77), we can deduce that
∥∥Dkϕ(u(t))∥∥
L1 O(1)(1 + t)−
N
8 −N+2k8
+O(1)
k∑
j=2
∑
∑sj
i=1 iα
j
i =k∑sj
i=1 α
j
i =j
1sj<k
(1 + t)−
∑sj−2
i=1
N+i
4 α
j
i −
∑sj
i=sj−1(
N+i
4 (α
j
i −1)+N+2i8 )
= O(1)(1 + t)−N+k4 +O(1)
k∑
j=2
(1 + t)− k+Nj4 +N8
O(1)(1 + t)−N+k4 .
This means that (3.79) holds for N  2 and the proof of Lemma 3.11 is completed. 
Having obtained (3.79), we now turn to prove that (1.7) is true for k  1, p = 1. In fact, we
have from Lemmas 2.1, 3.1 and (3.79) that
∥∥Dku(t)∥∥
L1 
∥∥DkT (t − τ)u(τ)∥∥
L1 +O(1)
t
2∫
τ
(t − s)− k4 − 12 ∥∥ϕ(u(s))∥∥
L1 ds
+O(1)
t∫
t
2
(t − s)− 12 ∥∥Dk+2ϕ(u(s))∥∥
L1 ds
O(1)(1 + t)− k4 +O(1)
t
2∫
(t − s)− k4 − 12 (1 + s)− 12 dsτ
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t∫
t
2
(t − s)− 12 (1 + s)− k+24 ds
O(1)(1 + t)− k4 . (3.80)
Having obtained (3.80), for any p ∈ [1,∞], (1.7) follows immediately from (3.77), (3.80) and
the standard interpolation technique. This completes the proof of Theorem 1.2.
Remark 3.2. It is worth pointing out that it is only in deducing the L2(RN,R)-norm decay
estimates on u(t, x) for N  3 that we ask the nonlinear function ϕ(u) to satisfy a stronger local
growth condition ϕ(u) = O(1)|u|3. In fact, from the proof of Lemmas 3.9, 3.10 and (3.80), one
can easily deduce that for N  3, if the decay estimates (1.7) hold for k = 0, p = 2, then under
the same local growth condition on ϕ(u), which is used to deduce the global existence result, we
can show that the decay estimates (1.7) hold true for any k  1, p ∈ [1,∞]. We are convinced
that for N  3, (1.7) with k = 0, p = 2 is also true under the weaker assumption (1.8), but we
can not prove it now.
4. Proof of Theorem 1.3
This section is devoted to giving the precise asymptotic profile of the global smooth solution
u(t, x) of the Cauchy problem (1.5) obtained above. Recall that without loss of generality, we
have assumed that u¯ = 0 in the rest of this section.
We first cite the following results.
Lemma 4.1. Let α,β and γ be positive constants, 0 τ < 1, t  2τ . Then
t∫
τ
(1 + t − s)−α(1 + s)−β ds = O(1)(1 + t)−min{α,β} (4.1)
if max{α,β} > 1,
t∫
τ
(1 + t − s)−α(1 + s)−β ds = O(1)(1 + t)1−α−β (4.2)
if max{α,β} < 1, α + β > 1,
t
2∫
τ
(1 + t − s)−β(1 + s)−γ ds = O(1)(1 + t)−α (4.3)
if α  β , α  γ + β − 1, γ = 1, or if α < β , α  β + γ − 1, γ = 1,
t∫
t
2
(1 + t − s)−β(1 + s)−γ ds = O(1)(1 + t)−α (4.4)
if α  γ , α  γ + β − 1, β = 1, or if α < γ , α  β + γ − 1, β = 1.
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proof can be found in [18,19] (cf. Lemma 3.2 in [18]).
Lemma 4.2. Assume that u0(x) ∈ L1(RN,R). Then for any p ∈ [1,∞], we have
lim
t→∞(1 + t)
N
4 (1− 1p )
∥∥∥∥T (t)u0 − δ0t−N4 G
(
x
4√t
)∥∥∥∥
Lp
= 0. (4.5)
Here
δ0 =
∫
RN
u0(x) dx, G(x) =
∫
RN
exp
(−|η|4 + ix · η)dη. (4.6)
Now we deduce some temporal decay estimates on the nonlinear function ϕ(u). These esti-
mates will be used in the proof of Theorem 1.3.
Lemma 4.3. Let u(t, x) be the global smooth solution of the Cauchy problem obtained in The-
orem 1.1. Moreover we assume that the nonlinear function ϕ(u) satisfies, in addition to the
assumptions listed in Theorems 1.1 and 1.2,
ϕ(u) =
{
O(1)|u|4, N = 1,
O(1)|u|3, N  2, (4.7)
as u → 0. Then for each p ∈ [1,∞], t  τ > 0, we have
∥∥ϕ(u(t))∥∥
L1 
{
O(1)(1 + t)− 34 , N = 1,
O(1)(1 + t)−N2 , N  2,
(4.8)
and
∥∥D2ϕ(u(t))∥∥
Lp

{
O(1)(1 + t)− 54 − 14 (1− 1p ), N = 1,
O(1)(1 + t)−N+12 −N4 (1− 1p ), N  2.
(4.9)
Since under the assumption of (4.7) and (4.8), (4.9) is a direct consequence of (1.7), we thus
omit the details for brevity.
Noticing that Eq. (1.5)1 is of conservative form, we have
Lemma 4.4. Let u(t, x) be the global smooth solution obtained in Theorem 1.1. We have for each
t > 0 that ∫
RN
u(t, x) dx =
∫
RN
u0(x) dx = δ0. (4.10)
Recall that we have assumed that u¯ = 0 here.
With the above results in hand, we now turn to deduce certain estimates which will be used to
prove Theorem 1.3.
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p ∈ [1,∞] that
lim
t→∞(1 + t)
N
4 (1− 1p )
∥∥∥∥(t − τ)−N4 G
(
x
4√t − τ
)
− t−N4 G
(
x
4√t
)∥∥∥∥
Lp
= 0 (4.11)
and
∥∥∥∥∥
t∫
τ
T (t − s)ϕ(u(s))ds
∥∥∥∥∥
Lp
O(1)(1 + t)−N4 (1− 1p )− 14 . (4.12)
Proof. Noticing
G
(
x
4√t − τ
)
−G
(
x
4√t
)
=
(
1
4√t − τ −
1
4√t
) 1∫
0
x · ∇G
(
x
(
θ
4√t − τ +
1 − θ
4√t
))
dθ
and
(t − τ)−N4 G
(
x
4√t − τ
)
− t−N4 G
(
x
4√t
)
= t
N
4 − (t − τ)N4
t
N
4 (t − τ)N4
G
(
x
4√t − τ
)
+ t−N4
(
G
(
x
4√t − τ
)
−G
(
x
4√t
))
,
we can deduce (4.11) immediately.
Now we turn to prove (4.12). Since
∥∥∥∥∥
t∫
τ
T (t − s)ϕ(u(s))ds
∥∥∥∥∥
Lp
O(1)
t∫
τ
(1 + t − s)−N4 (1− 1p )− 12 (∥∥ϕ(u(s))∥∥
L1 +
∥∥D2ϕ(u(s))∥∥
Lp
)
ds,
we have from Lemmas 4.1 and 4.3 that
∥∥∥∥∥
t∫
τ
T (t − s)ϕ(u(s))ds
∥∥∥∥∥
Lp

⎧⎨
⎩O(1)
∫ t
τ
(1 + t − s)− 14 (1− 1p )− 12 (1 + s)− 34 ds, N = 1,
O(1)
∫ t
τ
(1 + t − s)−N4 (1− 1p )− 12 (1 + s)−N2 ds, N  2

{
O(1)(1 + t)− 14 (1− 1p )− 14 , N = 1,
−min{N2 , N4 (1− 1p )+ 12 }
(4.13)O(1)(1 + t) , N  2.
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N
2
>
N
4
(
1 − 1
p
)
+ 1
2
, (4.14)
we can deduce from (4.13) and (4.14) that
∥∥∥∥∥
t∫
τ
T (t − s)ϕ(u(s))ds
∥∥∥∥∥
Lp
O(1)(1 + t)−N4 (1− 1p )− 14 .
This is (4.12) and the proof of Lemma 4.5 is completed. 
Having obtained the above results, we now turn to prove Theorem 1.3.
Since for any fixed τ > 0, u(t, x) solves the following integro-equation
u(t, x) = T (t − τ)u(τ, x)−
t∫
τ
T (t − s)ϕ(u(s))ds, (4.15)
we have
lim
t→∞(1 + t)
N
4 (1− 1p )
∥∥∥∥u(t, x)− δ0t−N4 G
(
x
4√t
)∥∥∥∥
Lp
 lim
t→∞(1 + t)
N
4 (1− 1p )
∥∥∥∥T (t − τ)u(τ, x)− δ0(t − τ)−N4 G
(
x
4√t − τ
)∥∥∥∥
Lp
+ δ0 lim
t→∞(1 + t)
N
4 (1− 1p )
∥∥∥∥(t − τ)−N4 G
(
x
4√t − τ
)
− t−N4 G
(
x
4√t
)∥∥∥∥
Lp
+ lim
t→∞(1 + t)
N
4 (1− 1p )
∥∥∥∥∥
t∫
τ
T (t − s)ϕ(u(s))ds
∥∥∥∥∥
Lp
. (4.16)
Since (4.5) together with Lemma 4.4 implies
lim
t→∞(1 + t)
N
4 (1− 1p )
∥∥∥∥T (t − τ)u(τ, x)− δ0t−N4 G
(
x
4√t − τ
)∥∥∥∥
Lp
= 0, (4.17)
we have from (4.16), (4.17), (4.11) and (4.12) that
lim
t→∞(1 + t)
N
4 (1− 1p )
∥∥∥∥u(t, x)− δ0t−N4 G
(
x
4√t
)∥∥∥∥
Lp
= 0. (4.18)
This completes the proof of Theorem 1.3.
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