In this paper, we prove the functorial Riemann-Roch theorem in positive characteristic for a smooth and projective morphism with any relative dimension. In the case of relative dimension 1, we have given an analogue with Deligne's functorial Riemann Roch theorem in previous author's paper. For any relative dimension, our result can deduce an analogue to the Knudsen-Mumford extension. The present result is a generalization, which mainly originated from the extended Deligne pairing by S. Zhang and the Adams Riemann Roch theorem in positive characteristic by R. Pink and D. Rössler.
Introduction
For a scheme X, one has Chern character map ch : K 0 (X) → A(X) Q from (Grothendieck ) K-group to (the localized ) Chow Group of X. Furthermore, given a morphism of schemes f : X → Y , we have f * : K 0 (X) → K 0 (Y ) from K-group of X to K-group of Y and f ! : A(X) → A(Y ) from Chow group of X to Chow group of Y . An natural question is to ask : whether Chern character map ch can have a commutativity with the maps f * , f ! for the given morphism f , that is, ch(f * (E)) = f ! (ch(E)) for any E ∈ K 0 (X) ? These concepts including Grothendieck K-group, Chern character and Chow group, f * , f ! can be found in lots of reference, for instance, [Ful84] . On one hand, Grothendieck-Riemann-Roch theorem(GRR, in abrreviation) answers the question: the commutativity does not hold, but the difference is Todd classes.
(GRR, [BGI66] ) Let f : X → Y be a proper morphism of regular schemes. Then for any E ∈ K 0 (X), the equality ch(f * E) · td(T Y ) = f ! (ch(E) · td(T X )) holds in A(Y ) Q . By taking the degree one under the both sides of the equality in GRR, one has a special case of GRR ( [FS85] ): c 1 (Rf * E) = f ! (ch(E)T d(T f )) (1) In order to clarify the functoriality of Riemann-Roch theorem, we need to have a close look to the Grothendieck K-group and the Chow group. Roughly speaking, the K-group is a free abelian group generated by isomorphic classes of all coherent sheaves (or locally free and coherent sheaves) over a scheme modulo out an equivalent relation (the class of the exact sequence of coherent sheaves). The Chow group A(X) = ⊕A i (X) of a scheme X is a direct sum of A i (X) which is the free abelian group generated by all closed sub-schemes of co-dimension i modulo out linear equivalence (see [Ful84] ). Therefore, we can not obtain the information of equivalence relations from the equality in GRR theorem.
A question proposed by P. Deligne is whether or not we can have an isomorphism for a given morphism of schemes and from the isomorphism, can extract more information (such as equivalence relations) besides the equality in GRR theorem? To be precise, exists there a categorical refinement of GRR theorem? In the categorical refinement of GRR theorem, the Grothendieck K-group and Chow group can have categorical replacement such that there is a functor between two categories and the equality in GRR theorem can be refined by functorial isomorphism in a suitable category. The kind of question is just referred to the functorial Riemann-Roch theorem.
From the special case of GRR above, P.Deligne gave a certain answer which is Deligne's functorial Riemann-Roch theorem:
( [Del87] , Theorem 9.9): Let f : C → S be a smooth family of proper curves and L be a line bundle over C. There exists a unique, up to a sign, functorial isomorphism of line bundles
in the Picard category of S, where these notations are explained as follows (1a) det is the extended determinant functor (see Sect. 2.2); (1b) Rf * L is a complex which consists of all R i f * L with i 0; (1c) ω is a canonical sheaf of the morphism f . In fact, in Deligne's theorem, K 0 -group is replaced by the virtual category (see Def.2.2), but there is no need of a categorical replacement of Chow group. The functor that we are searching for is the determinant functor (see Sect. 2.2). The isomorphism in Deligne's functorial Riemann-Roch theorem was also suggested by the special case of GRR above which says that the classes of line bundles are the same in the Picard group ( [Thom92] ). Observe that Deligne's functorial Riemann Roch theorem depends on the Mumford isomorphism. Therefore, we recall the Mumford isomorphism:
(Mumford isomorphism) Let f : C → S be a flat local complete intersection generically smooth proper morphism with geometrically connected fibers of dimension 1, with S any connected normal Noetherian locally factorial scheme. Then for the canonical sheaf ω of the morphism f , we have a canonical isomorphism det Rf * (ω n ) ∼ = (det Rf * (ω)) 6n 2 −6n+1 for any integer n 0. On another hand, in [BGI66] , besides Grothendieck Riemann-Roch theorem, by introducing the Adams operation, Grothendieck also proved the Adams-Riemann-Roch theorem: let f : X → Y be projective local complete intersection morphism of dimension r and Y a quasi-compact scheme with an ample invertible sheaf, then the equality
]. The notations are given as follows: (a) The symbol ψ k is the k-th Adams operation and θ k is the k-th Bott class operation (see Sect. 3.2 and 3.3);
(b) For a vector bundle E, R
where R i f * is the higher direct image functor of the push-forward f * (see Sect. 2.1);
(c ) For a quasi-compact scheme Y , K 0 (Y ) is the Grothendieck group of locally free coherent sheaves of O Y -modules (see Sect. 2.1);
(d) The symbol Ω f is the relative differentials of the morphism f . When f is a smooth and projective morphism, Ω f is locally free sheaf (see [Hat77] ).
Under a suitable condition (for instance, f is a projective and smooth morphism), the GRR theorem and the Adams-Riemann-Roch theorem are equivalent (see [FS85] ). The equivalence of two theorems partially explains why the Chow group (or a categorical replacement of Chow group) does not appear in Deligne's functorial Riemann-Roch theorem. Originally, there is no restriction to the characteristic of schemes in the course of statement and proof of theorems. For a projective and local complete intersection morphism (see [FS85] , Pag.86), a general strategy of proving these theorems is to verify the theorem for the closed immersion and smooth projection, respectively. And then the theorems is valid in their composition of the closed immersion and smooth projection. Usually, the technique of the deformation to the normal cone (see [Man69] or [FS85] ) will be used, which is not an easy work.
In [PR12] , in the setting of the positive characteristic, R. Pink and D. Rössler proved the following version of the Adams-Riemann-Roch theorem: Let f : X → Y be projective and smooth of relative dimension r, where Y is a quasi-compact scheme of characteristic p > 0 and carries an ample invertible sheaf. Then the following equality
]. In their proof, Pink and Rössler did not use decomposition and composition of projective morphism, and the deformation to the normal cone, either. Instead, by considering the relative Frobenius morphism and absolute Frobenius morphism, they prove a version of Adams-Riemann-Roch theorem by further construction of the Bott class, which completely embodies the advantage of the positive characteristic.
In this paper, by Deligne's functorial Riemann-Roch theorem and Pink and Rössler's Adams-Riemann-Roch theorem in positive characteristic, we will prove a functorial version of Adams-Riemann-Roch theorem in positive characteristic (see Thm4.1) for a projective and smooth morphism of any relative dimension, which is our main result. For any relative dimension, our theorem also deduces an analogue with the Knudsen-Mumford extension in positive characteristic (see Cor. 4.5).
The structure of the paper is as follows. In the section 2, we provide the necessary materials for other sections, including Grothendieck K-groups, the Picard category, virtual category in section 2.1. In section 2.2 , according to the original definition of the determinant functor which is given Knudsen and Mumford [Kud76] , we aim at defining specifically the determinant functor, from the exact category to the Picard category, which factorizes through the virtual category (Def. 2.10) . The definition is essentially important, which makes our theorem functorial. In section 2.3, we will introduce the extended Deligne pairing Defined by S. Zhang. Then the important property of the Deligne pairing is Prop. 2.13 which is an analogue with original Deligne pairing. Its direct corollary (see Cor. 2.14) will be used in the proof of our theorem.
In Section 3, the Adams-Riemann-Roch theorem will be stated including all necessary ingredients. Moreover, we are more concerned with its proof in the context of positive characteristic since the ideas in the proof will be employed in our results.
In Section 4, our main results are shown, including a theorem and two corollaries. Theorem 4.1 can be viewed as the functorial Adams-Riemann-Roch in positive characteristic for a projective and smooth morphism of any relative dimension. In the case of relative dimension 1, Cor.4.3 completely agrees with Deligne's functorial Riemann-Roch theorem and Mumford isomorphism when the characteristic is 2. As another application, Cor.4.5 is also an analogue with the Knudsen-Mumford extension in positive characteristic.
Preliminaries
From now on, whenever a scheme is mentioned in the paper, it means that it is always a quasi-compact scheme, unless we use a different assumption for schemes.
2.1
Grothendieck groups and the virtual category Let X be a scheme. the first ingredient in Riemann-Roch theorem is Grothendieck K-groups. Usually, K 0 (X) and K ′ 0 (X) are denoted the Grothendieck groups of locally free shaves and coherent sheaves on a scheme X, respectively. The following are basic facts about Grothendieck groups:
(1) The tensor product of O X -modules makes the group K 0 (X) into a commutative unitary ring and the inverse image of locally free sheaves under any morphism of schemes X ′ → X induces a morphism of unitary rings
is an isomorphism if X is regular and carries an ample invertible sheaf (see [Man69] , Thm. 1.9); (3) Let f : X → Y be a projective local complete intersection morphism of schemes (A morphism f : X → Y is called a local complete intersection morphism if f is a composition of morphisms as X → P → Y where the first morphism is a regular embedding and the second is a smooth morphism. See [Ful84] or [FS85] ) and Y carries an ample invertible sheaf. There is a unique group morphism R
• f * : K 0 (X) → K 0 (Y ) which sends the class of a locally free coherent sheaf E on X to the class of the strictly perfect complex (The strictly perfect complex will be defined in Sect. 2.2) R
•
in the sense of (2) above (see [BGI66] , IV, 2.12).
In [Del87] , Deligne defined a categorical refinement of the Grothendieck groups, which are referred to the additive category and the exact category and the abelian category. These definitions can be found in a lot references, for instance, in [Qui72] . In order to give the definition of the virtual category, we shall need the definition of a groupoid, especially of a specific groupoid called the Picard groupoid (see [Del87] , §4).
Picard category is a groupoid P (a non-empty category in which all morphisms are isomorphisms ) with a functor ⊕ : P × P → P and an associativity constraint for the functor ⊕ and an commutative constraint such that two kinds of constraints are compatible. Besides, for any object Y in P , these functors X → X ⊕ Y and X → Y ⊕ X are auto-equivalence of P . (See [Jsm82] for two kinds of constraint and their compatibility, also §4 in [Del87] for precise definition). The Picard category we describe is essentially a commutative Picard category in §4, [Del87] .
Example 2.1. Let X be a scheme. We denote by P X the category of graded invertible O X -modules. An object of P X is a pair (L, α) where L is an invertible O X -module and α is a continuous function:
modules such that for each x ∈ X we have:
We denote by Pis X the subcategory of P X whose morphisms are all isomorphism. The tensor product of two objects in P X is given by:
For each pair of objects (L, α), (M, β) in P X we have an isomorphism:
Clearly:
We denote by 1 the object (O X , 0). A right inverse of an object (L, α) in P X will be an object (L ′ , α ′ ) together with an isomorphism
Of course α ′ = −α. A right inverse will be considered as a left inverse via:
According to the definition of the Picard category, further verification implies that Pis X is a Picard category. Now, we can give the definition of Deligne's virtual category. By an admissible filtration in an exact category we mean a finite sequence of admissible (b) A zero-object of C is isomorphically mapped to a zero-object in P (According to the definition of the Picard category, it implies the existence of the unit object which is also called zero-object. See [Del87] , §4.1.).
(c ) The functor [ ] is compatible with admissible filtrations, is compatible with admissible filtrations, i.e., for an admissible filtration C ⊃ B ⊃ A ⊃ 0, the diagram of isomorphisms from (a)
where (b) in the diagram above means that the morphism is from (b). Then the conclusion is that the functor [ ] : (C, iso) → P factors uniquely up to unique isomorphism through (C, iso) → V (C).
Roughly speaking, for an exact category C, V (C) is a universal Picard category with a functor [ ] satisfying given properties. In practice, the functor [ ] usually can be chosen as the determinant functor we will define in the next subsection. The definition on virtual category above is an abstractly algebraic description. In [Del87] , Deligne also provided a topological definition for the virtual category of a small exact category.
Theorem 2.3. Let C be a exact category and BQC is the geometrical realization of the Quillen Q-construction of C (See §1, [Qui72] ). Objects are loops in BQC around a fixed zero-point wich is a zero object in C , and morphisms are homotopy-classes of homotopies of loops.The addition is the usual addition of loops. Then BQC is the virtual category V (C)of C.
Proof. See [Del87] , Pag. 114.
The determinant functor
In this subsection, we will consider the determinant functor and mainly consult [Kud76] . In loc. cit., the determinant functor can be defined in several backgrounds. But the case we are most interested in is the determinant functor from some subcategory of derived category to the subcategory of the category P X of graded line bundles.
In the following, we denote by C X the category of locally free of finite type O X -modules for a scheme X.
For every short exact sequence of objects in
we have an isomorphism,
such that locally,
Definition 2.5. If F i is an indexed object of C X we define:
is an indexed short exact sequence of objects in C X , we define
Usually, for a object F in C X , we view the object as the indexed object by 0, i.e., det(F ) = det * (F ).
We also denote by C · X the category of the bounded complex of objects in C X over a scheme X.
is a short exact sequence of objects in C · X we define
to be the composite:
In [Kud76] , it is proved that there is one and, up to canonical isomorphism, only one determinant (f, i) from C is X (resp. C · is X ) to Pis X , which we write (det, i), where C is X (resp. C · is X ) is the category with same objects from C X (resp. C · X ) and the morphisms being all isomorphisms (resp. quasiisomorphisms). In case of repeating, we do not give the definitions of the determinant functor from from C is X (resp. C · is X ) to Pis X , because the definitions are completely similar to the following definition of the extended functor. For the precise definitions and proofs, see [Kud76] , Pag. 21-30.
In order to extend the determinant functor to the derived category in [Kud76] , we need to recall the definitions about the perfect complex and the strictly perfect complex: Definition 2.7. In [BGI66] , a perfect complex F · on a scheme X means a complex of O X −modules (not necessarily quasi-coherent) such that locally on X there exists a bounded complex G · of free O X −modules of finite type and a quasi-isomorphism:
for any open subset U of a covering of X.
A strictly perfect complex F · on a scheme X is a bounded complex of locally free O X −modules of finite type.
In other words, a perfect complex is locally quasi-isomorphic to a strictly perfect complex. We denote by Parf X the full subcategory of D(ModX) (the derived category of bounded complexes of sheaves of O X −modules) whose objects are perfect complexes and denote by Parf-is X the subcategory of D(ModX) whose objects are perfect complexes and morphisms are only quasi-isomorphisms.
Definition 2.8. (see [Kud76] , Pag. 40) An extended determinant functor (f, i) from Parf-is to Pis consist of the following data: I) For every scheme X, a functor
such that f X (0) = 1. II) For every short exact sequence of complexes
in Parf-is X , we have an isomorphism:
such that for the particular short exact sequences
We require that: i) Given an isomorphism of short exact sequences of complexes
commutes.
ii) Given a exact sequence of short exact sequences of complexes, i.e., a commutative diagram
commutes. iii) f and i commutes with base change. More precisely, this means: For every morphism of schemes
such that for every short exact sequence of complexes
commutes, where Lg * is the left derived functor of the morphism g and exists for the category whose objects are short exact sequences of complexes of three objects in Mod(Y ) and whose morphisms are triples such that the resulting diagram (like the diagram in i) but not isomorphism in general) commutes (see [Kud76] , Prop. 3). Moreover if
are two consecutive morphisms, the diagram:
commutes where θ is the canonical isomorphism
iv) On finite complexes of locally free O X -modules f = det and i = i
Theorem 2.9. There is one, and, up to canonical isomorphism, only one extended determinant functor (f, i) which we will write (det, i).
Proof. See [Kud76] , Theorem 2, Pag. 42.
The theorem above implies that the functor (det, i) have same compatibility as ordinary det * . In particular: a) If each term F n in the corresponding perfect complex F · is itself perfect, i.e., has locally a finite free resolution, then
b) If the cohomology sheaves H n (F · ) of the complex are perfect we denote the objects of subcategory by Parf 0 ⊂ Parf, then
For a vector bundle E, if Rf * E is a strictly perfect complex under some suitable morphism where Rf * is viewed as the right derived functor of f * , then the properties of extended determinant functor is valid for the strictly perfect complex.
To conclude this section, we put together the determinant functor, the virtual category, and the Picard category to make the following definition.
Definition 2.10. For a scheme X, we denote by V ect(X) the exact category of vector bundles over X and by V (X) := V (V ect(X)) (resp. V (Y )) the virtual category of vector bundles on X (resp. Y ). Let f : X → Y be a smooth and projective morphism and Y carries an ample invertible sheaf. Then there exists an induced functor from V (X) to the Picard category Pis Y (the definition of Pis Y is in the example 2.1) denoted by det Rf * , which is defined as follows:
In the Theorem 2.9, we have a unique functor det : Perf-is Y → Pis Y . For any vector bundle E from the exact category V ect(X), it can be viewed a perfect complex E
. with a term E at degree 0 and 0 at other degree. For any perfect complex E
. of O X -modules and the morphism f in the definition, Rf * E .
is still a perfect complex of O Y -modules (see [BGI66] , IV, 2.12). Therefore, we have a functor det Rf * : (V ect(X), iso) → Perf-is Y where (V ect(X), iso) is the category with the same objects from V ect(X) and morphisms being only isomorphisms. By the definition of the extended determinant functor det, it can be verified that det Rf * satisfies the same conditions from a) to d) with [ ] in Def. 2.2. By the universality of the virtual category V (X), the functor det Rf * factors uniquely up to unique isomorphism through (V ect(X), iso) → V (X).
More clearly, we have the following diagram:
Meanwhile, there is a functor V (X) → Pis Y which is still denoted by det Rf * .
The Deligne pairing
Before stating the functorial Riemann-Roch theorem, it is necessary to introduce the Deligne pairing, which appeared in [AGV63] for the first time. Originally, Deligne pairing was defined for a morphism which is proper, flat and purely of relative dimension 1. The Deligne pairing under the circumstance above is closely related to a norm functor (See [Del87] for their relation). In this paper, we need the Deligne pairing for a morphism of relative dimension n which is defined by S. Zhang.
Definition 2.11. (See [Zha96] , §1.1) Let f : X → S be a flat and projective morphism of integral schemes of purely relative dimension n. Let L 0 , · · · , L n be line bundles on X. Then L 0 , · · · , L n is defined to be the O S -module which is generated, locally for Zariski topology on S, by the symbols l 0 , · · · , l n for rational sections l i of L i for each i ∈ [0, n] such that the corresponding divisors are disjoint, i.e., n i=0 div(l i ) = ∅ with the following relation: for some i between 0 and n and rational function g on X, if the intersection ∩ j =i div(l j ) = k n k Y k is finite over S and has empty intersection with div(f ), then
By the definition, it is direct that the pairing is symmetric and multilinear with respect to the group structure defined by the tensor products and dualization. In sequel, we will call the Deligne pairing above extended Deligne pairing.
In this subsection, as in section 2, the Picard category of graded line bundles still will be denoted by Pis X and the virtual category of the exact category of vector bundles will be denoted by V (X) for any scheme X. For any vector bundle E from an exact category of vector bundles, which is viewed as a complex, Rf * E is a complex again under some given morphism f . The most important property of an extended Deligne pairing is that there exists a canonical isomorphism between the extended Deligne pairing and line bundles under the determinant functor.
Theorem 2.12. Let f : X → S be projective, flat and purely of relative dimension n and L i be bundles over
Proof. See Theorem 1 in [BSW] .
In [Del87] , Deligne provided a variant of the Deligne pairing (see Page. 149 , [Del87] ) which is related to a norm functor. For the extended Deligne pairing, we have a property which is completely analogous to the variant of Deligne pairing. The next proposition is essentially a consequence of the theorem above.
Proposition 2.13. Let f : X → S be projective, flat and purely of relative dimension n. For each i ∈ [0, n], let E i and F i be locally free coherent sheaves with same rank everywhere over X. Then we have the following canonical isomorphism
Proof. In the first, observe that for any line bundles A and
* , where the superscript * is an operation by taking dualization of a line bundle. Then for any two line bundles A, B over X, according to the Theorem 2.13, we have the following isomorphisms:
Moreover, by the splitting principle, it is sufficient to prove the proposition by considering E i − F i = is k=1 (A ik − B ik ) with line bundles A ik , B ik over X for i ∈ [0, n]. Also, a well-known fact is that the determinant functors in both of sides of the isomorphism in the proposition turn the additivity into the tensor product. Then one has
Finally, our proposition follows from
Corollary 2.14. In particular, we have a canonical isomorphism det Rf * ((H 0 − H 1 ) ⊗l ⊗ H) ∼ = O S if l ≥ n + 2 and the ranks rkH 0 = rkH 1 , for any vector bundles H 0 , H 1 , H over X and f as in the theorem, which is stable under base change.
Proof. We will first prove the corollary for l = n+ 2 and then for l > n+ 2. We apply Proposition 2.13 to
Then we have the following:
Because of the ranks rk(H 0 ) = rk(H 1 ), we immediately have equalities of ranks rkE 0 = rkF 0 , rkE i = rkF i for each i ∈ [1, n]. Meanwhile, notice that
According to the multi-linear of the Deligne pairing ( see statements after Def. 2.11), by a trivial computation for line bundles L i over X with
This proves the corollary for the case l = n + 2. In general, for any integer l > 0, one has the virtual bundle (
⊗l of rank 0. By the same reason as above, these are the following isomorphisms:
Therefore, one has det Rf * ((H 0 − H 1 ) ⊗l ⊗ H) ∼ = O S for any l n + 2.
For any morphism g : S ′ → S, we have the fiber product under base change:
Furthermore, the projective morphism and the flat morphism are stable under base change (see [Liu02] , Chapt. 3), i.e., the morphism f ′ is flat of relative dimension n and projective. For any vector bundle F over X, then we have the isomorphism:
which follows from the iii) of the Def. 2.9 of the extended determinant functor and the formation of cohomology commuting with base change (Again, we will prove the two isomorphisms in (10) and (11) of of Theorem 4.3 (II)). Let F be (H 0 − H 1 ) ⊗l ⊗ H with l n + 2, and the isomorphism above becomes
Therefore, we finish the proof.
3 The Adams-Riemann-Roch Theorem
The Bott element and the Adams operation
In this subsection, we will provide the statement of Adams-Riemann-Roch theorem after recalling the ingredients in this theorem, including the Bott element and the Adams operation.
Definition 3.1. For any integer k ≥ 1, the symbol θ k refers to an operation, which associates an element of K 0 (X) to any locally free coherent sheaf on a quasi-compact scheme X. It satisfies the following three properties:
(1) For any invertible sheaf L over X, we have
(2) For any short exact sequence 0 −→ E ′ −→ E −→ E ′′ −→ 0 of locally free coherent sheaves on X we have
(3) For any morphism of schemes g : X ′ −→ X and any locally free coherent sheaf E over X we have
If E is a locally free coherent sheaf on a quasi-compact scheme X, then the element θ k (E) is often called the k-th Bott element.
Proposition 3.2. There exists a unique operation θ k satisfying properties (1)-(3) above.
Proof. See [Man69] . Lemma 16.2. Subsection 16, or SGA, VII.
Proposition 3.3. For any scheme X and a positive integer k ≥ 1, the kth Adams operation is the functorial endomorphism ψ k X (Usually, ψ k X will be denoted by ψ k if there is no confuse) of unitary ring K 0 (X) which is uniquely determined by the following two conditions,
(1)
Proof. See [Man69] , Subsection 11.
Theorem 3.4. (Adams-Riemann Roch theorem.) We assume that f : X → Y is a projective local complete intersection morphism and Y is a quasi-projective scheme over an affine scheme. Let Ω f be the relative differentials of f . Then the equality
Proof. See [FS85] , V. Th. 7.6.
The Adams Riemann Roch Theorem in positive characteristic
In this part, we will provide all the necessary knowledge for the AdamsRiemann-Roch theorem in positive characteristic. But we will not repeat the proof which is known. The all ingredient will be used in Section 4. On a quasi-compact scheme of characteristic p > 0, Pink and Rössler constructed an explicit representative of the p-th Bott element (see [PR12] , Sect. 2).
We recall the construction: Let p be a prime number and Z a scheme of characteristic p. Let E be a locally free coherent sheaf Z. For any integer k ≥ 0 let Sym k (E) denote the k-th symmetric power of E. Then
is quasi-coherent graded O Z -algebra, called the symmetric algebra of E. Let J E denote the graded sheaf of ideals of Sym(E) that is locally generated by the sections e p of Sym p (E) for all sections e of E, and set
Locally this construction means the following. Consider an open subset U ⊂ Z such that E| U is free, and choose a basis e 1 , . . . , e r . Then Sym(E)| U is the polynomial algebra over O Z in the variables e 1 , . . . , e r . Since Z has characteristic p, for any open subset V ⊂ U and any sections a 1 , . . . , a r ∈ O Z (V ) we have
It follows that J E | U is the sheaf of ideals of Sym(E)| U that is generated by e p 1 . . . , e p r . Clearly that description is independent of the choice of basis and compatible with localization; hence it can be used as an equivalent definition of J E and τ (E). The local description also implies that τ (E)| U is free over Z| U with the basis the images of the monomials e i 1 1 · · · e ir r for all choices of exponents 0 ≦ i j < p.
It can be showed that τ (E) satisfies the defining properties of the p-th Bott element. In other words, we have the following proposition (see [PR12] , Prop. 2.6).
Proposition 3.5. For any locally free coherent sheaf E of finite rank on a scheme Z of characteristic p > 0, we have
In the case of positive characteristic, we introduce the absolute Frobenius morphism and the relative Frobenius morphism which play a vital role in the proof of the Adams-Riemman-Roch theorem. The absolute Frobenius morphism is a morphism of schemes of positive characteristic from a scheme X to itself, usually denoted by F X . On topological space, it is identity map and it is locally given x → x p on ringed sheaves (See [Liu02] ). Moreover, given a morphism of schemes of positive characteristic, say f : X → Y , then there is a commutative diagram from the morphism f
where F X and F Y are obvious absolute Frobenius morphisms respectively and X ′ is a the fiber product of the structure morphism by base change F Y . Furthermore, in the diagram above, F X/Y is called the relative Frobenius morphism of f , which comes from the universality of the fiber product X ′ since the external diagram of the diagram (4) is obviously commutative. We also denote the relative Frobenius morphism of the morphism f by F := F X/Y for simplicity. We will use these notations in the following propositions and proofs until the end of the paper,.
The following lemma basically due to Kunz describes the structure morphism of schemes how to determine the relative Frobenius morphism: Lemma 3.6. Let S be a scheme of positive characteristic (say p) and f : X → S a smooth morphism of pure relative dimension n. Then the relative Frobenius F X/S is finite and flat, and the O X ′ −algebra (F X/S ) * O X is locally free of rank p n . In particular, if f is anétale morphism, then F X/S is an isomorphism.
The lemma is well-known and featured extensively in the literature. However, its proof is usually not provided. I provide a complete proof by collecting all related known facts in the preprint (See [Qxu14] ) (or see Thm15.7, [Kuz86] ).
Since the pull-back F * is adjoint to F * (see [Hat77] , Page 110), there is a natural morphism of O X -algebras F * F * O X → O X . Let I be the kernel of the natural morphism. In [PR12] , the following definition is made
which is the associated graded sheaf of O X -algebras. Let Ω f be the sheaf of relative differentials of f . Also, they proved the following key proposition which can be used to prove the p-th Adams-Riemann-Roch theorem in positive characteristic (see [PR12] , Prop. 3.2).
Proposition 3.7. There is a natural isomorphism of O X -modules
and a natural isomorphism of graded O X -algebras
According to the proposition above, directly there are isomorphisms
Moreover, Proposition 3.5 also implies τ (Ω f ) ∼ = θ p (Ω f ). In the Grothendieck groups, we have Gr(F * F * O X ) ∼ = F * F * O X , then the equality F * F * O X = θ p (Ω f ) holds by viewing them as elements of the Grothendieck groups. More important, it also means that F * F * O X ∼ = θ p (Ω f ) is true in the virtual category V (X), which is really needed in our main result-Thm. 4.1.
In the case of characteristic p > 0, the Adams operation ψ p can be explicitly replaced by the pull-back of the absolute Frobenius morphism. This is the following proposition: Proposition 3.8. For a scheme Z of characteristic p > 0 and its absolute Frobenius morphism F Z : Z → Z, then the pullback F *
Proof. This is a well-known fact (see [Ben97] , Pag. 64, Proposition 2.15), which is also a consequence of the splitting principle (see [Man69] , Par. 5).
When Y is in addition a scheme of characteristic p > 0, Pink and Rössler have given a short proof of Theorem 3.4 using the tools introduced in this section, which is the following:
Theorem 3.9. The Adams-Riemann-Roch theorem is true under the assumption given in the beginning of this subsection i.e., the following equality
Proof. See [PR12] , page 1074.
Remark 3.10. In [PR12] , there is an inverse for a vector bundle E in K(X) Q of a regular scheme X because the Grothendieck-γ filtration is finer than the topological filtration (see Chap.III [FS85] ) so that for any vector bundle E of rank r, E − r is nilpotent or E is invertible in K(X) Q . Formally, if we denote E by x in K(X) Q , then we have 
Main Results
We have already introduced all the necessary ingredients for our theorem.
Theorem 4.1. f : X → S be projective and smooth of relative dimension n, where S is a quasi-compact scheme of characteristic p > 0 and carries an ample invertible sheaf. Let E be a vector bundle over X and Ω f be the sheaf of relative differentials of the morphism f . (I) Then we have a determinant version of Adams-Riemann-Roch theorem
where we denote
(II) The isomorphism in (I) is functorial, i.e. , if g : S ′ → S is a base extension and the corresponding fiber product is X ′ :
, then there are canonical isomorphisms over S ′ :
and Ω f ′ is the relative differentials of the morphism f ′ .
According to Definition 2.10, there is an induced functor from the virtual category V (X) to the Picard category Pis S . The isomorphisms in (I) and (II) can be viewed as isomorphisms of line bundles even though we did not write out the degree of graded line bundles, but that is from the isomorphism of graded line bundles in the category Pis S . Because for any two objects (L, l) and (M, m) in the category Pis S , they are isomorphic if and only if L ∼ = M and l = m. We will apply ideas appearing in the proof of the pth Adams-Riemann-Roch Theorem in the case of characteristic p > 0 to our proof.
Proof. In (I), for any prime number p, we have the following isomorphisms. Here, we explain them one by one. We will use the following diagram and some notations again:
We will continue to use F to denote the relative Frobenius instead of F X/S for simplicity.
Now, we can achieve our result by illustrating these isomorphisms above one by one. Firstly, p-th Adams operation ψ p can be replaced by F * S , which is from Prop. 3.8.
By the definition of the extended determinant functor, the extended determinant functor commutes with the pull-back (see Definition 2.7, item iii)), which is the isomorphism (1).
For (2), we know that the formation of cohomology commutes with base change, i.e., LF * S · Rf * ∼ = Rf ′ * · LJ * (see [BGI66] , IV, Prop. 3.1.1), where LF * S is the left derived functor of the functor F * S . Because E is a vector bundle, LF * S is the same with F * S
In (3), we introduce a new term (−1)
In Lemma 3.6, we know that F * O X is locally free of rank p r where r is the relative dimension of the morphism f . Because f is relatively smooth of dimension n in our condition, F * O X − p n is a virtual vector bundle of rank 0. According to Corollary 2.14, det Rf (4) is a expansion of (3) and (5) is a recombination of (4),
By the composition of the upper horizontal isomorphism, the left vertical isomorphism and the lower horizontal isomorphism, one has the right vertical isomorphism, i.e., ψ p (det Rf
⊗p n(n+2) ∼ = B is just from the morphism f ′ , which has a same type with the isomorphism in (I) from the morphism f . That is just the functoriality of the isomorphism (I).
Remark 4.2. In our theorem, there is no higher term of power larger than n + 1 for the term θ p (Ω f ) because we have Cor.2.14, i.e., det Rf
By some combinatorial technique, p n(n+2) J * E is killed in (F * O X − p n ) ⊗n+2 ⊗ J * E. In the remaining term
, one can extract a term F * O X such that (−1) Corollary 4.3. In particular, under the conditions in the theorem above with the relative dimension n = 1, if one takes the the vector bundle E to be a line bundle L and p = 2, then one has the functorial Riemann Roch theorem
which coincides with the statement of Deligne's functorial Riemann Roch theorem and the Mumford isomorphism: det Rf * (ω n ) ∼ = (det Rf * (ω)) 6n 2 −6n+1 , i.e., λ n = λ 6n 2 −6n+1 1 if we denote det Rf * ω ⊗n by λ n for n 0,where ω is the canonical sheaf of the morphism f .
Proof. This corollary is one of the main results of [Qxu14] . See Cor. 4.10, in [Qxu14] .
Remark 4.4. Our theorem is not a consequence of the Adams-Riemann-Roch theorem in K-theory. It results from the virtual category and the Picard category, which allows that our theorem is functorial. In [Den12] , D. Eriksson defined the Adams operation and the Bott class on the virtual category and proved that the Adams Riemann Roch theorem was true in the localized Picard category. Before formulating his result, he needs to define what the localized virtual category and the localized Picard category are. These definitions and proofs are impossible to state clearly in several pages. In our theorem, the Adams operation and the Bott class defined on the virtual category are not necessary. We emphasize more about the merits of the positive characteristic, which is one of our motivations.
Another application of our theorem is the Knudsen-Mumford extension, which is given in [Kud76] . We make an introduction to the isomorphism as follows: Knudsen-Mumford isomorphism: let π : X → B be a flat proper morphism of integral schemes with constant relative dimension n, and let L be a relatively ample line bundle over X. The Knudsen-Mumford extension says that there exist functorially defined line bundles λ i = λ i (X, L, B) over B with property: Proof. In our theorem, by replacing E by L ⊗p , we have :
Our theorem 4.1 guarantees that λ i = det Rf * ((−1)
⊗p 2 ) exists functorially.
