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The Dinary Numerical System (DNS) is an extension or 
Binary Numerical System. By utilizing the newly developed 
Large-Scale-Integration technology, DNS can be imple-
mented as a new concept of computer organization which 
has the merits or parallel processing. 
DNS consists or three rield elements: they are -1, 
0, and +1. Since DNS representation is not necessarily 
unique, new algorithms to generate the number or repre-
sentations and all equivalent representations are pre-
sented in this paper. 
A Block-Oriented-Computer (BOC) is developed as an 
array or computing systems. For each of the systems. the 
arithmetic unit is essentially a modified Digital Difrer-
ential Analyzer. The BOC uses binary and dinary numbers 
as inputs. Arter being manipulated by special schemes. 
the BOC which operates rrom left to right contrary to 
the conventional computers generates dinary numbers as 
outputs. The merit or the lert-to-right algorithm is that 
the most signiricant digits are available for further 
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The majority of the present-day computers have 
several arithmetic units. and most of the operations are 
on the base of right-to-left algorithms. Some degree of 
parallel processing and time sharing has been accom-
plished. New technology allows additional arithmetic 
units at low cost. New techniques of parallel processing 
using many arithmetic units can now be considered. 
Parallel processing requires considerable hardware, 
connections, and controls. With the tremendous advance 
in the field of Large-Scale-Integration, hardware and 
connections are no longer the main concern for the 
designer. The prime design problem is how to operate or 
control so that maximum parallelism can be accomplished 
by using hundreds of identical arithmetic units. 
One of the methods used to obtain highly parallel 
processing is to establish left-to-right algorithms. 
This makes the most significant digits available for 
other operations while the rest of the digits are still 
under processing. 
The Dinary Numerical System (DNS} is an extension 
of the Binary Numerical System (BNS}. It consists of 
three field elements; they are -1, 0, and +1. The 
representations of BNS are always unique. The represen-
tations of DNS are not necessarily unique because of the 
1 
2 
additional field element -1. 
Litton Industries is currently developing a computer 
which operates with left-to-right algorithms by using 
dinary numbers as its output instead of binary numbers. 
The design and theory of this computer system is based 
on the modification of a Digital Differential Analyzer. 
The DNS because of its application to parallel processing 
is attracting more attention. 
Chapter III deals with the fundamental properties 
of DNS. Chapter IV presents two DNS algorithms which are 
based upon DNS characteristics. One of the algorithms is 
to generate the number of representations. The other is 
to generate the DNS equivalent representations from a 
binary value. Both algorithms are followed by computer 
programs. 
Chapter V shows the theory of dinary power increment 
computing. It is operated on a modified arithmetic unit. 
Chapter VI presents the implementation of DNS on such 
arithmetic units. The binary to dinary conversion and the 
dinary multiplication are also illustrated in this 
chapter. Chapter VII contains a discussion of the Block-
Oriented-Computer. The Block-Oriented-Computer is a new 
design concept for highly parallel processing computers. 
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II. REVIEW OF LITERATURE 
A. Dinary Numerical System 
Discarded nearly two decades ago. Dinary Numerical 
System (DNS) had neither attracted attention nor had 
been implemented on a computer. This was due to the 
hardware limitations of the existing electronic devices 
and magnetic cores which prevented the implementation 
of DNS. DNS is not only an extension of Binary Numerical 
System (with an extra field element -1) but also can 
be classified as a special ternary symmetric number 
system; only that its base is 2 instead of J. Turecki1 
has done some research in the field of Ternary Numerical 
System (TNS) and its use in digital computers. TNS and 
DNS are two parallel systems which are similar in 
characteristics and in applications. 
B. Implementation of Dinary Numerical System 
1. Digital Differential Analyzer 
The mathematical consideration of the Digital 
Differential Analyzer (DDA) was first presented by Reed. 
It is based on a recursion formula 2 • Because of limited 
capability. the DDA was only considered for special 
purpose computers. 
2. Dinary Power Increment 
In 1966. Campeau) modified the DDA by using dinary 
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power increment technique. This was the first use of DNS. 
This model modified by additional and essential opera-
tions is classified as a general purpose computer. 
c. Block-Oriented-Computer 
Two early computer models with parallel processing 
organization were the Holland and Soloman machines4. 
The design of Block-Oriented-Computer (BOC) is partly 
based on this two machines. The organization of Boc5 
is similar to that of the ILLIAC IV. an experimental 
array processor being developed at the University of 
Illinois. 
III. DINARY NUMERICAL SYSTEM 
A. Introduction 
The Dinary Numerical System (DNS) is a concept that 
fell into disuse two decades ago. Its resurrection can 
be traced to the stepped-up interest in Large-Scale-
Integration parallel processing to which the DNS lends 
itself. The name, dinary, originally referred to an 
essentially binary process that used +1 and -1 for digits 
instead of 1 and o. In DNS, the original process has 
been modified to use +1, 0, and -1 which forms a special 
ternary symmetric number system. 
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In essence, the Dinary Numerical System is based on 
a notation that resembles conventional Binary Numerical 
System except the individual digit can be either positive, 
negative, or zero. 
In the Binary Numerical System, every numerical val-
ue can only be represented by one unique representation. 
This is not true for DNS. Since there is an additional 
field element -1, a DNS numerical value can be repre-
sented by at least one unique or two or more non-unique 
representations. 
B. Dinary String 
n In a n digit dinary string, there are 3 possible 
combinations in which only 2n+1 are unique represen-
tations. They are: 
0 0 0 • • 0 0 
1 0 0 • • 0 0 -1 0 0 • • 0 0 
1 1 0 • • 0 0 -1 -1 0 • • 0 0 
1 1 1 • • 0 0 -1 -1 -1 • • 0 0 
• • • • • • • • • • • • • • 
• • • • • • • • • • • • • • 
1 1 1 • • 1 0 -1 -1 -1 • • -1 0 
1 1 1 • • 1 1 -1 -1 -1 • • -1 -1 
All of the rest, 3n 
-
( 2n+1), are non-unique repre-
sentations. 
A unique representation is defined as the only 
arrangement of coefficients to have the weight of a 
certain numerical value. To the contrary, any number 
which can be represented by two or more d1nary repre-
sentations is said to have non-unique representations. 
For n=2 digits, there are nine representations of 
which five are unique representations. They are: 






0 0 = 010 
1 0 = 210 
1 1 = 310 











-1 = 110 
For n=J digits, there are 27 representations of' 
which seven are unique representations. They are: 
-1 -1 -1 
-1 -1 0 
-1 0 0 
0 0 0 
1 0 0 
1 1 0 
1 1 1 
The 20 non-unique representations are as f'ollows: 
-1 0 -1 = -1 -1 1 
0 -1 -1 = -1 0 1 = -1 1 -1 
0 -1 0 = -1 1 0 
0 0 -1 = 0 -1 1 = -1 1 1 
0 0 1 = 0 1 -1 = 1 -1 -1 
0 1 0 = 1 -1 0 
0 1 1 = 1 0 -1 = 1 -1 1 
1 0 1 = 1 1 -1 
The DNS distributions of' unique and non-unique 
representations up to seven digits are listed 1n Table 
I. The total representations are given by: 
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TABLE I 
THE DISTRIBUTION OF DNS REPRESENTATIONS 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 
1 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 5 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 7 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 9 6 8 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5 11 8 12 8 12 0 8 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6 13 10 16 12 20 4 16 8 8 4 8 4 4 0 0 0 0 0 0 0 0 0 
7 15 12 20 16 28 8 28 12 16 8 24 8 16 8 4 4 8 8 8 0 4 0 
co 
(3.1) 
Where: n = number of digits 
I = number of representations 
for I = 1. it is unique representation 
for I> 1. it is non-unique representation 
CI = groups with same number of representations 
Tn = maximum non-unique number of representations 
with n digits. 
Tn = Tn-1 + Tn-2 
The use of Table I is illustrated by the following 
example. 
Example 3.1. The total number of representations for a 
string of three digits. 
For number with 3 (n=3) digits, only the entries of the 
third row of the table are needed, The number of unique 
representation (I=1) is 2n+1=7 which is listed in the 
leftmost column. The representations are: 
-1 -1 -1 
-1 -1 0 
-1 0 0 
0 0 0 
1 0 0 
9 
10 
1 1 0 
1 1 1 
So c1 is 7. For I=2, which is 2 representations for each 
value, there are four groups. They are: 
-1 0 -1 = -1 -1 1 
0 -1 0 = -1 1 0 
0 1 0 = 1 -1 0 
1 0 1 = 1 1 -1 
So c2 is 4. For I=J, which is J representations for each 
value, there are four groups. They are: 
0 -1 -1 = -1 0 1 = -1 1 -1 
0 0 -1 = 0 -1 1 = -1 1 1 
0 0 1 = 0 1 -1 = 1 -1 -1 
0 1 1 = 1 0 -1 = 1 -1 1 
So c 3 is 4. The total number of representations for this 
example according to equation (3.1) is: 
Jn 
-
c1 x 1 + c 2 x 2 + CJ X J 
JJ = 7 X 1 + 4 X 2 + 4 X J 
JJ 
= 7 + 8 + 12 
JJ 
== 27 
The hand tabulation of distributions is not con-
venient for more than 8 digits. In Chapter IV, we will 
discuss an algorithm to generate a table of the distri-
bution of representations which is easy to apply. The 
algorithm to generate equivalent representations will 
also be discussed in details in Chapter IV. 
While an investigation of DNS structure will be 
introduced later, a brief observation of the DNS dis-
tribution table may be beneficial here. For all the 
columns except the leftmost, c1 is even because there 
are both positive and negative non-unique represen-
tations. While in the leftmost column, the c1 values 
are odd because there is an unique representation for 
value " 0 " in addition to the positive and negative 
unique representations. 
C. Fundamental Properties of Dinary Numerical System 
Any integer M may be expressed as a polynomial in 
DNS with integer coefficients ai's i.e. 
n-1 
M = ~ (J.2) 
i:=O 
This expression is not necessarily unique in the sense 
that different sets of ai•s may express the same M. The 
above equation is demonstrated by the following example. 
Example ).2. 
510 = 1 X 2° + 0 X 2
1 + 1 X 22 where n=J 
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Definition 1. I is defined as the number of repre-
sentations for the numerical value of M. I is denoted 
by fl M II n = I, where n is the number of digits in the 
string. 
The following example follows example 3.2 by 
applying Definition 1. 
Example J,J. Since there are only two ways to represent 
the numerical value 5
10 
as stated in example 3.2, 
Jl 510 lb = 2 
Lemma 1. The number of representations of a value 
12 
is the same regardless whether it is positive or negative. 
II M lin = II -M lin 
Proof. Given a representation r of M using n digits. 
r =a 1 a 2 •••••••••• ao n- n-
There also exists a representation r' of -M using n 
digits. 
r' - b b 
- n-1 n-2 • • • • . • • • • • bo 
Where bi = -ai. Conversely corresponding tor' of -M, 
there exists r of M with the same property. Thus 
13 
n-1 
-r = - L 
i=O 
n-1 
L i = (-a1 )2 
i=O 
n-1 
= 2: b 21 i • r' 
i=O 
Therefore fl M IJn = ~ -M lfn 
The following two examples show the symmetric char-
acteristic of DNS stated 1n Lemma 1. 
Examp1e 3.4. 
II 710 lb = 1 
The representation is 1 1 1. 
II -71 o 113 = 1 
The representation is -1 -1 -1. 
Example 3·5· 
II 510 lb - 2 
The representations are 1 0 1 and 1 1 -1. 
The representations are -1 0 -1 and -1 -1 1. 
Lemma 2. The number of representations of a string 
of identical elements is one and is called a unique 
representation. 
n-1 
K L. 2i = 1 where K = -1, 0, or +1 
i=O n 
Proof. For K-=0, 
n-1 L. ( 0) 2i = 0 0 0 0 ••••• 0 
i=O 
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Since it is a representation of identity under addition, 
the number of representation is unique. Therefore 
n-1 L. (0) 2i = 1 
i=O n 
For K=1, 
n-1 L. ( 1 ) 2i = 1 1 1 1 ••••• 1 
i=O 
Since it is a representation of identity under multi-
plication. the number of representation is unique. 
Therefore 
n-1 L {1 > 2i = 1 
i=O n 
For K=-1, 
n-1 L < -1 > 2i = -1 -1 -1 -1 ••••• -1 
1=0 
=- { 1 1 1 1 ••••• 1 ) 
Since 1t is a negative representation of identity under 
multiplication. the number of representation is unique. 
Therefore 
I ~ L <-1 > 21 • 1 1=0 n 
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Theorem 1. The number of representations for a value 
and its multiple or 2k are equal. This theorem requires 
that the value is represented by a string of n digits. 
The product of the value and 2k must be represented by 




M = L ai2 i 
i=O 
(n-1 ) Ml 
= L ai2i x 2k 
i=O 
Then 




= II ( ~ a1 21) x 2k 
n+k 
i=k i=O n+k 
Multiplication by 2k has merely shifted the orginal bi-
nary number k places to the right and added a string o~ 
zero digits on the right. By Lemma 2 there will only be 
one representation for the new zero bits and the total 
number of representations will be the same as for the 
orginal value. 




II o ~ = II o lb = II o 1!2 = I o lh = 1 
Example J. ?. 
Example 3.8. 
Theorem 2. The number of representations for a value 
remains the same regardless of truncating or addin~ a 








= L2j + Lai2i 
j=n i=O 
n-1 t I = Lai2i i=O 
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k n-1 l.l r1 I 2j + I 1 = ai2 j=n 1=0 
Since 
k 
L 2j = 1 (3.3) j=n k+1 
which is unique and 
k n-1 
L 2j >L a 2i i ( 3. 4) j=n i=O 
A change of a bit on the left hand side of equation (3.4) 
could not be compensated by a change on the right hand 
side of equation (3.4). It is because of equation (3.J) 
Therefore I=I1 • 
Lemma 3. The number of representations for two equal 
number of representations remains the same regardless of 
truncating or adding a string of 1's as its prefix. 
k n-1 k n-1 




where L i L b 2i ai2 i 
i=O i=O n 
Proof. By Theorem 2. 
Three examples by using Theorem 2 are as follows. 
Example 3.9. 
II 1 ll2 = If 5 113 = ~ 13 114 = 2 
Example 3.10. 
~ 3 ~ 2 = II 7 113 = II 15 114 = 1 
Example 3.11. 
II 3 ~ 4 = II 19 115 = 11 61 116 = 5 
Definition 2. II M In = 2 is called a reflecting 
point. 
Theorem 3. Reflexive properties. 
n-1 
bn2n + L bi 2i + bo20 
i=1 n+1 
Example 3.12. Given M = 00001, and N = 01111 
Then by Theorem 3, II M 115 = II N 15 
Theorem 4. Repetitive properties. 
19 
II M lin = II M+1 lin + IJ M-1 lin iff M is an odd 
number. 
Example 3.13. Given M = 00001 
Then by Theorem 4. ~ M lfs = II 2 ~S + II o lis 
All the theorems, lemmas, and definitions in this 
chapter are essential for the algorithms which will be 
discussed in Chapter IV. 
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IV. THE NU11BER OF REPRESENTATIONS AND 
EQUIVALENT REPRESENTATIONS 
FOR DINARY NUMERICAL SYSTEMS 
A, Tabulation of the Number of DNS Representations 
A table of the number of DNS representations is 
desirable in designing arithmetic units, diagnosis, 
coding theory, etc. Such a table may be generated by 
applications of theorems and lemmas which had been 
discussed in the last chapter. Once again one should 
bear in mind that this table shows only positive values 
along with the number of representations. A table for 
negative values can also be tabulated and according to 
Lemma 1, it has the same number of representations as 
positive values. 
First, let us consider a table with one digit, and 
then extend it with a special sequence. The table con-
sists of two sections. One contains numerical values, 
and the other has the corresponding number of repre-
sentations, The tabulation is based solely upon the 
repetitive and reflexive properties of the represen-
tations. Table II follows Lemma 2. 
For a table with 2 digits, there are four rows of 
values. In the numerical values section, we extend column 
digit 1 by repeating as shown in Table III, then in 
column digit 2, we add O's for the upper half and l's 
21 
TABLE II 
THE NUMBER OF DNS REPRESENTATIONS WITH 1 DIGIT 
Numerical Number of 
Values Representations 
Digit 1 Digit 1 
0 1 
1 1 
in the lower half. This completes the entries for nu-
merical section from n to n+1 digits and this is the 
sequence to generate any number of digits. The entries 
for number of representations are somewhat indirect. 
The previous digit {in this case, it is 1) always 
remains the same. In the digit of new column (in this 
case, it is 2), the number of representations for the 
upper half remains same because of Theorem 1. So that 
the entries of upper new digit can easily obtained by 
copying the previous digit. The third value in the 
table is 01 and its number of representations is 2. 
According to Theorem 4, ~ 1 f2 = Jl 0 Jl 2 + ll 2 ~· As 
we go to 3 digits, there is a way to observe and to 
generate the lower half. Since Jl 01 IJ 2 = 2 which is 
a reflecting point according to Definition 2, the 





THE NUMBER OF DNS REPRESENTATIONS WITH 2 DIGITS 
Numerical Number or 
Values Representations 
Digit 1 2 digit 1 2 
t 
0 
:J 1 ~]as previous upper 1 half 1 
repeating 
j 0 ~] 2 +-reflecting lower point 1 half 1 
The method to generate Table IV is essentially the 
same as Table III except that for convenience we repeat 
the column digit n-2 as shown in the dotted lines. So 
we can generate the lower half or digit n by adding digit 
n-2 and digit n-1 as shown by arrows. This still is based 
on Theorem 4. Until the reflecting point is reached, we 
tabulate the rest of the column according to Theorem J, 
The entry of the last numerical value which is " 1 1 1' 
is based on Lemma J, 
As a further extenaion, a table with 4 digits is 
tabulated in Table v. Using this method, one can generate 
a table with any number of digits easily. 
TABLE IV 
THE NUMBER OF DNS REPRESENTATIONS WITH J DIGITS 
Numerical Number of 
Values Representations 
Digit 1 2 3 Digit 1 2 3 
0 0 0 1 1 1-
1 0 0 1 1 1 
upper F-=t 21 
as previous 
0 1 0 half r-Ill I 2 
~t:J 11 1 1 o. ~ 1= repeating 
-0 0 1 
-:J 1 0 1 ..-reflecting lower point 
0 1 1 half 






THE NUMBER OF DNS REPRESENTATIONS WITH 4 DIGITS 
Numerical Number of 
Values Representations 
Digit 1 2 J 4 1 2 J 4 
0 0 0 0 1 1 1 1 
1 0 0 0 1 1 1 1 
0 1 0 0 r 11 I I 2 2 2 
I I 
1 1 0 0 I 1 I L-.! 
1 1 1 
0 0 1 0 
r-, 
I 1 I J J 
I 
1 0 1 0 I 1 I 2 2 I I 
0 1 1 0 I 2 I I 1 J J 





r--. 4 0 0 0 1 1 
1 0 0 1 1 J 
0 1 0 1 2 5 
1 1 0 1 1 2 
0 0 1 1 J 5 
1 0 1 1 2 J 
0 1 1 1 J 4 
1 1 1 1 1 1 
---
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Comparing Table I with Table V, it can be seen that 
the number of representation of the latter is only half 
of the former except for unique representations. This, 
as stated before, is because Table V generates only 
positive values. If a negative value of Table V is gene-
rated. the ' 0 ' unique representation will be repeated 
from positive value. This shows why there is one more 
unique representations than Table I. Though Table I 
groups the same number of representations together, 
Table V is much more useful. Since for each numerical 
value, a corresponding number of representations is 
tabulated. 
The number of representations may be found by table 
look up, if a sufficiently large table is provided. 
However, it is desirable to have a computer based al-
gorithm for computing number of representations. This 
algorithm is developed in the next section. 
B. A Computer Program for Tabulating Number of DNS 
Representations 
A computer program for tabulating number of DNS 
representations is listed in Appendix A. A flow chart 
of the program is shown in Figure 1. The program is 
based on the theorems and lemmas that had been discussed 






































Figure 1. A Flow Chart for Tabulating 
Number of DNS Representations 
2? 
c. Algorithm for Generating Equivalent DNS 
Representations 
After the number of representations are known, the 
actual representations are found. For every binary 
value, which is also one of the dinary representations, 
one can generate all the other dinary equivalent re-
presentations by a general algorithm. 
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We will restrict our discussion to positive values 
only. For negative values, inverse elements are used. 
The scheme to generate dinary equivalent representations 
starts with a binary number with n digits. The gen-
erating process is from right to left. Whenever a 0 
or -1 is encounted, no action will be taken. A 0 or 
-1 respectively is entered in the same digit and a 
shift made one place to the left. If a +1 is encounted, 
a -1 is entered in that digit and +1 is added to the 
next left digit. This operation is valid as long as 
there is no over flow into the n+1 digit. The conversion 
is completed as soon as all digits are entered as the 
result of addition. The conversion rules for Binary 
to Dinary Numerical System are listed in Table VI. 
The procedures to generate equivalent DNS repre-
sentations are as follow: 
1. Start from the rightmost digit of a binary number, 
and repeat the following procedures n times. 
2. Test the digit bx of binary number bn-1bn_ 2 ••••• bo• 
TABLE VI 
THE CONVERSION RULES FOB BINARY TO DINAHY NUMERICAL SYSTEM 
previous revised correction no 
overflow 
X digit X digit of x+l digit overflow 
0 0 no ~ ~ 
-1 -1 no ~ ~· 
' 




J. If bx is not a +1. go back to 2. and test the next 
digit to the left which is bx+1 • 
4. If bx is a +1, apply conversion rules and generate 
an equivalent representation. 
5. Reserve the newly obtained +1 digit, say by where 
y > x. 
6. Generate equivalent representations from digit by+1 • 
The process is continued until there is an overflow 
and there is no +1 element beyond by• 
7. Repeat 5· and 6. for n-(y+1) times. and increase 
the value of y by +1 for every trial. 
8. Go back to 5. and start 6. As soon as a new +1 is 
obtained, say bz wher"" z > y > x, substitute z 
for y and y for x. Then repeat 6. and 7. Repeat 8. 
until z > n-1. 
9. Go back to 4. and repeat all above procedures until 
4. generates an overflow. 
10. Go to 2. and increase the value of x by +1. 
JO 
)1 






: 1 1-1 a_ ____ ....J 
1 1 1 1 -1 
binary (1st dinary representation) 
procedures 1, 2, & 4 
conversion 
2nd dinary representation 
Since there is no overflow, the conversion is valid. Then 
one should reserve the newly obtained +1 and go one place 
left to it. Repeat the conversion process again until an 
overflow is encounted. 
11.-11 1 1-1 
I I 
I I -1 1 -1 
I I 
L_ !J -1 1 -1 
,.-.., 
I 1: 0 0 -1 1 -1 L- .. 
2nd dinary representation 
procedures 5 & 6 
conversion 
overflow 
The above conversion is invalid because of the overflow 
Procedures 7 & 8 will not generate any equivalent repre-
sentation because of overflow. The generating process 
should go on and it should start from the latest obtained 
+1 digit. 
r;---:1 
11 1 11 1 -1 
I 1_1 -1 
I I 
I 1 1-1 -1 L---~ 
r-, 
I 1 1 0 0 0 -1 -1 
... _J 





The above conversion is not valid because of an overflow. 
Procedure 10 does not generate anymore valid equivalent 
representations. The generating process ends wlth two 
representations. 
D. A Computer Program for Generating Equivalent DNS 
Representations 
A c~mputer program for generating equivalent DNS 
representations is listed in Appendix B. A flow chart 
of the program is shown in Figure 2. The computer program 
is based on the procedures that had been discussed in 
the last section. 
E. Conclusion 
In summary, we realize that it is essential for one 
to know the characteristics of DNS before one can develop 
a scheme to design hardware. In doing so, the following 
concepts are needed. 
1. The number of representations for each numerical 
value. 
2. The equivalent representations for each numerical 
value. 
J. The general characteristics of the representa~ions. 
The number and the general characteristics of the repre-
sentations have been presented in tabular form. A new 
algorithm has been developed to generate the equivalent 
I Get datal 
Start I 
X=O I 
_____ _.,I If b =+1lt-----~~1 set I=xl l X 1 Yes 
No 
Yes 






at I digit 
Yes {If overflowl 
No 
Reserve 




No r If I ~~~. overflow 
Yes 
JJ 
.__ _ __:;N.:....;o:;___~~If I < n I Yes ~ I=I+11 
Figure 2. A Flow Chart for Generating 
Equivalent DNS Representations 
representations. 
The dinary power increment computing is a scheme to 
generate dinary strings. The mathematical consideration 
will be presented in the next chapter. 
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The dinary concept is used in a new type of incre-
mental computer that embodies some of the best features 
of the Digital Differential Analyzer (DDA) Figure J 
and general purpose computers. A most unusual feature 
found in the dinary computer. is a 1-to-1 correspondence 
between application of successively scaled input digits 
of input numbers and the formation of correspondingly 
scaled output digits of output numbers. Most DNS schemes 
work from left to right which produces the most signifi-
cant digits for further operations while the least sig-
nificant digits are still being processed. Because of 
this. a highly parallel computer organization can be 
6 
achieved • 
B. Dinary Computing Principles 
To introduce the dinary power increment computing 
principles. a typical recursion formula used in the 
Digital Differential Analyzer is given: 
(.5.1) 
This is the formula for an interpolative trapezoidal 
R REGISTER 
1 lR~ 
z ADD-SUB, X NETWORK 
1 
Y REGISTER 
1 l y~ r---ADD-SUB. y NETWORK 





DDA. Here, ~ is the number in the R-register at the kth 
step; Yk is the number in the Y-register. The quantities 
Axk and AYk are the inputs to the integrator, while Azk 
is the output. The initial quantities in the Rand Y 
registers are R1 and Y1 • For the sake of simplicity in 
the presentation to follow, scaling? will not be consid-
ered. All variables will be considered to range from 
plus 1 to minus 1. Under this simplification if n-bit 
accuracy is desired, the input and output increments 
have weight 2-n. 
Also note that the number Yk in the equation (5.1) 




yk = L AYj + y1 
j=1 
In the standard DDA a given increment always has 
the same value. For a general purpose computer, on the 
other hand. the magnitude of the increments is allowed 
to vary in a systematic manner. The machine resets all 
its registers every nth iteration where n-bit accuracy 
is desired in the computation. Contrast this with a DDA 
where the registers are not reset during the computation. 
This variable increment operation can be contrasted 
with a DDA where the size of the increments is constant 
-n 
at 2 • Thus over the n iterations involved in one 
complete cycle o~ the machine, all the increments will 
have had the values 1/2, 1/4, ••••• 1/2n. It can be 
shown that any number can be represented as the sum of 
a series of increments. So ~or any terminating binary 
number, Z (where -1 < Z < 1}, there exists at least 
one set of ak so that 
n 
z = L 6Zk 
k=1 
n 
z - L ak2 -k where ak = + 1, 0 (5.3) 
k=1 
Incidentally the above equation is similar equation 
().2) except that we now have a fractional mode. Under 
this system it is possible to build up any number in 
the machine to n-bit accuracy in only n iterations. 
Possibly, an equation other than equation (5.1) may 
be developed. It should not only retain the merits of 
dinary power increment theory but should also generate 
an equivalent DNS representation with additional advan-
tages such as minimum weight, error detecting and 
correcting, d1agonsis, etc. 
c. Recursion Formula 
J8 
Consider equation (5.1). Make the following sub-
stitutions in the equation: 
(5.4) 
-k 2 ck+1 = ~+1 
With these substitutions, equation (5.1) takes the 
following form: 
k Now multiply through by 2 • 
(5.6) 
Note that the equation for the Y-register has not been 
changed, and that this implies that the summation must 
be performed taking into account the changing weight of 
the AY power increments. 
In order to understand the method by which the 
output of ak, which is developed at the kth of n steps 
(that is. in a typical iteration) start with ck suitably 
scaled so that 
-1/2 < ck < 1/2 (5.7) 
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Then 
-1 S 2ck < +1 (5.8) 
Assume Yk is suitably scaled so that 
< +1/2 
Since the increments x, y, and z have the values 
(5.10) 
We see from equation (5.6) that the quantities bk and 
ak will in general have the values 
(5.11) 
Combining this fact with the bounds in equation (5.9) 
-1/2 < ( Yk + A~k ) ~ < +1/2 (5.12) 
Further combining equation (5.8) and (5.12) 
( 5.13) 
The output of ak, is determined as follows: set 
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Then f'or: 
dk ~ 1/2 
-1/2 < dk < 1/2 
dk < -1/2 
ak == +1 
overf'low ak = 0 
From equation (5.13) and (5.14) we have 
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With equation (5.15), the overflow is always bounded as 
des1redo 
VI. 1~E IMPLEMENTATION OF DNS ON 
DIGITAL COMPUTERS 
A. Binary to Dinary Conversion 
The binary to dinary conversion operates according 
to the following equation: 
( 6.1) 
The above equation is the rewrite of equation (5.1). 
The ~zi is part of the dinary conversion and is the 
carry out from R-register. It represents the overflow 
into the most significant digit of the conversion. The 
quantity. Ri' is the rest of digits and it is in binary. 
We first set 
y +-( AYi) i 2 Axi = 0 { 6. 2} 
Then 
(6.3) 
From equation ( 5. 7) and {5.9). register R and Y are 
restricted to range as shown below: 
-1/2 ~ Ri < +1/2 
-1/2 ~ yi < +1/2 { 6. 4) 
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The output of Azi as defined here are 00, 01, and 10, 
and its binary values are 0, 1, 2 respectively. This 
makes the range of the R-register 0 to 1 before shifting. 
The R-register must be coded by adding 1/2 to fulfill 
the requirement. 
-
1 ~ Ri (coded) < +1 
By the same token Yi should also be increased by 1/2. 
-
1 ~ Yi (coded) < +l ( 6. 6) 
instead of coding the Y-register directly, the same 
result can be obtained by coding the R-register during 
every iteration. This simplifies control and hardware 
design as only one unique procedure is needed to code 
the R-register. 
Since the R-register is coded before generating 
the dinary output, it is obviously that the Azi is also 
coded. The R-register is coded by adding 1/2, then after 
shifting one digit to the left, the value is increased 
by 1. 'rhis in turn will increase Azi by +1. So the 
decoding of AZi is quite simple and it is listed below: 
.6zi(coded) -1 = Azi(true) 
Az 
-
0 i(coded) 0 = -1 (true Azi) 
Azi(coded) = 0 1 - 0 (true AZi) 
/!;.Zi{coded) = 1 0 = +1 (t A rue ~zi) (6.7) 
The sequence of binary to dinary conversion can work 
on most computers. The purpose of applying DNS is to 
show that it works from left to right counter to most 
of the computer schemes. 
1. Fill in the binary number in R-register. 
2. Code the R-register according to equation {6.5). 
J. Start the iteration by shifting the R-register one 
place to the left according to equation (6.)). 
4. Code the R-register according to equation {6.6). 
5· Observe the /!;.Zi according to equation (6.7). 
6. Start the next iteration by repeating J, 4, and 5. 
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Example 6.1. Convert binary number, 0.0011011, to dinary 
number. 
As stated above, first fill the 0.0011011 into the R-
register then code it by adding 1/2. R coded is 
0.1011011. All the iterations are listed in Table VII. 
B. Dinary Multiplication 
Dinary Multiplication operates also according to 
equation {6.1), but it needs five arithmetic units to 
manipulate simultaneously for this operation. Arithmetic 
unit #1 and #2 will convert both the multiplicand and 
the multiplier to dinary strings. Arithmetic unit #J 
TABLE VII 
THE DINARY FORM DEVELOPMENT 
1 
R1 
2R1 Coding R (coded) 1+1 
1 0.1011011 01.011011 01.111011 .111011 
2 0.111011 01.11011 1 o. 01011 • 01011 
3 0.01011 00.1011 01.0011 • 0011 
4 0,0011 00.011 00,111 .111 
5 0.111 01.11 10.01 • 01 
6 0.01 00.1 01.0 .oo 
7 o.oo oo.o 00.1 .1 0 
























and #4 will multiply the dinary strings. Arithmetic unit 
#5 will accumulate the product. 
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All the restrictions for binary to dinary conversion 
will also be imposed for this operation, for example ~R 
coding. range, and shifting. The main difference is that 
~z of AU #1 will be transmitted to ~x of AU #J and AY of 
AU #4. The AZ of AU #2 will be transmitted to Ay of AU #J 
and ~x of AU #4. The operation of addition in AU #5 will 
not be discussed since it is beyond the scope of dinary 
multiplication. 
The sequence of multiplication is applied on all the 
five arithmetic units and should work simultaneously 
except for the time delay for the ~z transmission. This 
Az delay is not significant for a parallel process com-
puter with a clock of 6700 pulses per second. The multi-
plication sequence is as follows: 
1. Fill the binary numbers in the R registers. For arith-
metic units #J, #4, and #5. fill in O's. 
2. Code all R registers according to equation (6.5). 
J. Start the iteration by shifting the R registers one 
place to the left according to equation {6.)). 
4. Code the R registers according to equation (6.6). Add 
~XY={Yi + ~yi/2) xi to the R registers. For all 
arithmetic units, Y1=o. For arithmetic units #1 and 
#2, Axy is always zero. 
5• Observe the ~zi accordin~ to equation {6.7). 
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6. Start the next iteration by repreating 3. 4, and 5. 
Example 6.2. Multiply 0.011111 by -0.011 (31/64 x -7/16). 
As stated above, first filled the 0.011111 into the R 
register of AU #1 and the -0.0111 into the R register o~ 
AU #2. All the rest of registers including Y registers 
are set to o. Then code the R registers by adding 1/2 
which will give R1=0.111111, R2=0.0001, a3=0.1 and R4= 
0.1. All the iterations are listed in the following 
tables. 
The Y register o~ AU #5 accumulates all the Az 
outputs of AU #3 and AU #4. As shown in Table XIII, it 
contains the number -0.01110=-7/32 which is the most 
significant half o~ the product (31/64)x(-7/16)=-217/1024 
=-0.011100111. It is interesting to note that the least 
significant hal~ of the product is in the R registers o~ 
AU #3 and AU #4. 
This is not the only method for dinary multiplication 
or dinary and binary multiplication. Other dinary algo-
rithms ~or multiplication will yield di~ferent string. 
TABLE VIII 
THE FIRST ITERATION FOR DINARY MULTIPLICATION 
Arithmetic Arithmetic Arithmetic Arithmetic 
Register 
Unit #1 Unit #2 Unit #3 Unit #4 
Shift R 01.11111 00.001 01.0 01.0 
R + .llxy 01.11111 oo. 001 00.11 00.11 
R + l:l.R 10.01111 00.101 01.01 01.01 
z1 +1 -1 0 0 













THE SECOND ITERATION FOR DINARY MULTIPLICATION 
Arithmetic Arithmetic Arithmetic Arithmetic 
Register 
Unit #1 Unit #2 Unit #J Unit #4 
Shift R 00.1111 01,01 00.1 00,1 
R + Ar.y 00.1111 01,01 00,1 00,1 
R + 6R 01.0111 01.11 01.0 01.0 
z2 0 0 0 0 













THE THIRD ITERATION FOR DINABY MULTIPLICATION 
Arithmetic Arithmetic Arithmetic Arithmetic 
Register 
Unit #1 Unit #2 Unit #J Unit #4 
Shift R 00.111 01.1 oo.o oo.o 
R + 1:1Xy 00.111 01.1 oo.o 00.1 
R + 6R 01.011 10,0 00,1 01.0 
ZJ 0 +1 -1 0 











THE FOURTH ITERATION FOR DINARY MULTIPLICATION 
Arithmetic Arithmetic Arithmetic Arithmetic 
Register 
Unit #1 Unit #2 Unit #J Unit #4 
Shift R 00.11 oo.o 01.0 oo.o 
R + AXY 00.11 oo.o 01,0 -00.1 
R + AR 01.01 oo.o 01.1 oo.o 
z4 0 -1 0 -1 














THE FIFTH ITERATION FOR DINARY MULTIPLICATION 
Arithmetic Arithmetic Arithmetic Arithmetic 
Register 
Unit #1 Unit #2 Unit #3 Unit #4 
Shift R 00.1 01.0 01.0 oo.o 
R + b.XY 00.1 01.0 01.0 oo.o 
R + AR 01.0 01.1 01.1 00.1 
z5 0 0 0 -1 











THE SIXTH ITERATION FOR DINARY MULTIPLICATION 
Arithmetic Arithmetic Arithmetic Arithmetic 
Register 
Unit #1 Unit #2 Un1 t #J Unit #4 
Shift R oo.o 01.0 01.0 01.0 
R + 6XY oo.o 01.0 01.0111 01.0 
R + AR 00.1 01.1 01.1111 01.1 
z6 -1 0 0 0 











VII. THE BLOCK-ORIENTED-COMPUTER 
A. Dinary Numerical System 
A Block-Oriented-Computer (BOC) is an array of 
computing systems. Its arithmetic units can be ~rabri­
cated from a modified DDA mentioned in Chapter V and VI. 
It is obvious that only with a set of arithmetic units 
operating simultaneously can parallelism and le~t-to­
right algorithms be achieved and utilized. 
The number representation implemented on the BOC 
is the only known DNS that is in current use. The scheme 
to generate a dinary output from a binary number shich 
is stored in the R-register is quite special. It is 
also a good comparison for the future design of dinary 
computers. 
The alternation is started by inspecting two digits 
at a time from left to right. Then replace the binary 
digit by a dinary digit according to the rules listed 
in the Table XIV. Shift the number by one place to the 
left and repeat the process until the least signigicant 
digit plus an automatic shift-in 0 has been inspected. 
This kind of dinary number representation is one 
of the easiest to generate. Unfortunately. it is not the 
minimum weight. therefore the general error detecting 
and correcting methods cannot be implemented. However. 
it does achieve the left-to-right processing by algo-
rithms which were discussed in the last two chapters. 
TABLE XIV 






The ~ollowing two examples show the alternation of 
binary numbers to d1nary numbers. 
Example 7.1. automatic 
shift-in 
rt, 
• 0 0 1 0 1 1 I 0 I L--1 binary 
• 0 +1 -1 +1 0 -1 dinary 
Example ?.2 automatic 
shift-in 
• 0 1 1 0 1 0 
rt, 
I 0 1 __ J binary 
.+1 0 -1 +1 -1 0 dinary 
B. Structure 
Block-Oriented-Computer attains new heights of re-
liability at low cost through the use of hundreds of 
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small identical cells. Each of these cells is complete 
processor with arithmetic and control functions. This 
concept of cellular redundancy permits the cells to be 
interconnected under software control in any of a large 
number of configurations. 
The BOC is built exclusively of Large-Scale-
Integrated Metal-Oxide-Semiconductor circuits on wafers 
L • • ' 
an inch or more across. In all. there are than 4o.ooo 
MOS transistors;each wafer contains typically 44 cells. 
These cells are interconnected via a one layer met-
allization pattern on the wafer, at the same time the 
circuit elements within the cell are interconnected. 
The wafers are left intact; there is no dicing. 
In Figure 4 the computer is seen to consist of a 
network of arithmetic units feeding through a single 
network-control unit. The memory organization is 
fractionated, although this organization is not an 
essential part of BOC. A single nonfractionated memory 
could also have been used. 
56 
A wafer usually consists of )6 arithmetic-unit cells 
and 8 control-unit cells. Each cell communicates with a 
number of other cells. The control of the excution of 
the program in the array can either distributed among 
the cells like the Holland machine. or it can be 
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c. The Arithmetic Unit Element 
The arithmetic unit element shown in Figure 5 in the 
Block-Oriented-Computer operates on incoming power incre-
ments and produces a power increment output. The concepts 
behind the arithmetic processes are presented in Chapters 
V and VI. Basic to the element are two registers as in 
the DDA, the Y and the R registers. These registers are 
each 32 bits long. The dinary output is held in two stor-
age bits called ~z Hold. This information is held until 
the proper time during the next word at which time it is 
placed on the proper Z communication bus line. 
A group of 31 elements operates together to share a 
single communication bus line. Such a group of elements 
is physically contained within a single module, and is 
called a vector. On the single bus line, the ith of 31 el-
ements in the vector will occupy time position i, in which 
i = 1,2, ••o31. The 32nd time position is used to repre-
sent the input zero. Inputs to the arithmetic unit element 
come from the communication bus system.Such inputs are ex-
tracted from the communication bus through three address 
systems called Address A, B, and c. These systems are 
filled with address data from the main memory and select 
the information from the communication bus lines through 
a combination of space and time-wise selection. Inputs are 
entered into a buffer or an up-down counter, labeled as 
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is sent two data stores called the 6x and Ay store. 
D. Parallel Operation 
Unlike the "natural" right to left processing that 
has prevailed since the early days of computers, the 
DNS, developed by special schemes as demonstrated in 
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the last two chapters, computes from left to right be-
ginning with the most significant digit. The reverse 
order makes the most significant of the result available 
for subsequent processing before the individual com-
putation has produced the least significant digit. In 
the so-called natural or conventional method, the entire 
process must be completed before a subsquent step can 
begin. Thus, for example, in the BOC, the most signi-
ficant digit of the product of two numbers is imme-
diately available at the multiplier's output so that 
other processing cells in BOC can initiate additions, 
subtractions, further multiplications, or other opera-
tions. The multiplier continues its operation while 
the other steps in the computation are under way. 
Therefore in the BOC, a product involving many 
terms, such as Ax B x C ••• can be performed during 
a single computation cycle because of the nature of the 
dinary power increment process. So while the product 
A x B is being developed, the product C x D might be 
developed at the same time. With a conventional multi-
plication process, the product A x B x c x D would have 
to wait until the next compute cycle. In the power in-
crement process, this product of products would be de-
veloped. Similarly sums or differences of products may 
be multiplied by other sums or differences of products 
at the same time these quantities were being developed. 
As discussed, the BOC is a computer with matrix of 
arithmetic elements which operate simultaneously. Op-
erations like sums, multiplications, divisions, and etc. 
are said to be matrix in nature and are called matrix 
mode. A section of the arithmetic matrix is said to be 
in the scalar mode, when the elements are being filled 
from the main memory with the information that will be 
used to guide the particular section during the next 
matrix mode. Such information would be constants. 
matrix interconnective information that specifies the 
flow of data between elements on the communication bus 
system during the next matrix mode. In addition to this 
information from the main memory, branch operations take 
place during the scalar mode. By nature, branching does 
not lend itself to a matrix mode of operation. Therefore 
decision X must be made based upon data before it is 





The Dinary Numerical System is an extens~on or 
Binary Numerical System. It consists of three field 
elements; they are -1, 0, and +1. It is also a sym-
metrical number system. Because of the additional field 
element -1, DNS representation is not necessarily 
unique. DNS is thus more flexible than Binary Numerical 
System. 
B. Objectives 
The fundamental properties of DNS have been dis-
cussed in this paper. An algorithm to tabulate the 
number of representations corresponding to a numerical 
value is developed. Also an algorithm to generate DNS 
equivalent representations is presented. These two 
algorithms are also illustrated by computer progams 
which are essential for designing computer with DNS. 
Dinary power increment theory and DNS applications on 
computers are the new concepts to design modern parallel 
processing computers. Details of the theories and their 
applications have been demonstrated in this thesis. 
By using newly developed Large-Scale-Integration tech-
nology, an array of computing systems called Block-
Oriented-Computer can achieve left-to-right algorithm 
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by using DNS. It is a computer with highly parallel 
organization. The idea and structure of BOC are also 
discussed in detail. 
c. Suggestion 
The other characteristic of DNS are interesting 
areas for further investigation. Applying different 
DNS representations and equations. one might develop 
new schemes for parallel processing computers. The 
trend toward utilizing LSI 8 is inevitable. BOC will 
probably be the model for future computers. The design 




Appendix A and Appendix B are two computer programs 
which are written in the PL/1 language. 
APPENDIX A. A COMPUTER PROGRAM FOR TABULATING 
NUMBER OF DNS REPRESENTATIONS 
LCLAM7: PROCFOURE OPTIO\JS(MAINt; 
PUT LIST ('ALGORITHM TO GENERATF NU~BEP OF REPRESENTATIONS 
OECLARE X(256) BIT !Al; 
DECLARE Yl256) FIXF.D DECIMAL (10,0); 
DE:LA~E Rl256) BIT flO) VARYING; 
OI=CLA~E II FIXED DECIMAL (5,0l; 







PUT SKIP LIST (X(ll,Y(Ul; 










IF I>NN-IX THEN IF I=NN THE~ Y(l l=l; 
ELSE GO TO AC; 
ELSE Y( I l=YI I-2**Kl+Y( I-2**( K,-1 l l; 
GO TO AD; 
AC: J=J+l; 
Y(ll=YCI-2*Jl; 
An: PUT SK.IP LIST {X(I),Y(IJI; 
IF K=7 THEN GO TO ZZZ; 
ENf) AB; 




Gfl TO A; 
llZ: ~Nf) LCLA~7; 
//fJATA JD * 
I ) ; 
0\ 
\J\ 
APPENDIX B. A COMPUTER PROGRAM FOR GENERATING 
EQUIVALENT DNS REPRESENTATIONS 
LCLAM~: PROCEDURE OPTin~S(MAIN); 
PUT LIST(' ALGORITH~ TO GENERATE ALL DNS EQUIVALENT REPRESENTATIONS '); DECLARE LC(lOO,lOO) FIXED DECIMAL (2,0); 
DECLARE XX FIXED DECIMAL (2,0); 
DECLARE N FIXEO DECIMAL (3,0); 
DECLARE X(l00) FIXED DECIMAL {2,0); 
DECLARE Y(100) FIXED DECIMAL (2,0); 
OFCLARE I FIXED DECIMAL (3,0); 
DFCLARE II FIXED DECIMAL (3,0); 
N=O; 
Al: GET LIST (XXI; 
N=N+l; 
IF XX=ll THEN GO TO AA; 
ELSE Y(N)=XX; 
Gfl Tn Al; 
AA: N=N-1; 
PUT SKIP LIST {Y(l)); 
A2: DO 1=2 TO N; 
PUT EOIT (Y(IllCF(3)); 
END A2; 
A'3: DO K=l TO N; 
X=Y; 
IF X(N+l-K)=l TH~N GO TO AAA; 
ELSE GO TO ll; 
AAA: DO I=K TON; 
IF X(~+l-ll=l THEN Gn TO AB; 
ELSE GO TrJ Yl; 
AR: 11=1; 
IF N=II THEN GO TO ZZ; 





IF X(N-tll=l THEN G8 TO AC; 
ELSE XP.J-Il l-=1: 
GO TO AD; 
AC: X(N-II)=O; 
IF ~-=II+l THf~ IF X(ll=l THEN GO Hl ll; 
flS~ GO TIJ Ann; 
El5E IF X(N-JJ-11=1 THEN Gn TO ACC; 
ELSE I I=I I+l; 
GO TO AOD· 
ACC: IJ:::rf+l: 
Gil TO AC; 
ADD: )( ( N-1 I) =1; 
AO: PUT SKIP LIST (X(l)); 
AF: D8 III=2 TON; 
PUT EDIT (Xflllll(F(~)); 
ENO Af; 
KK=II+?; 
81: Dfl KA=KK TO N; 
LC(*,ll=X; 
IF LC(N+l-KA,ll=l TH~N GO T0 PPD; 
ELSE GO TO TY; 
PPP: on KB=KA TON; 
IF LC(N+l-K~,l)=l T~EN GO Tn TR; 
ELSE Gn TO Tl; 
T'\: 00 M=l TO N: 
JF KB>N-1 THF.N GO T0 TV; 
IF KR=N-1 THEN IF LCil,Ml=l THEN r,n TO TV; 
ELSE l((~+l-KA,Ml=-1: 
ELSE LC(~+l-Kq,~)=-1; 
IF LC(N-KR,Ml=l TH~N Gn TO TC; 
~LSf LC(N-KR,~l=l; 
GCl T0 TEF; 
TC: LClN-KB,Ml=O; 
IF "J=KB+l THPJ IF LCC 1,""1=1 THF"J Sr'J TJ TL; ELSF r;n TO TOO; 
FL5F IF LC(~-Kq-l,Ml=l THEN G0 TO TCC; 
ELSE Gn TO TDD; Tcr.: Kf3=K~+I; 




TE~: PUT SKIP LIST (LC(1,M)); 
TF: DO 111=2 TO~; 




PP1: 00 NT=KR-1 TON; 
IF LC(N+1-~T,~)=1 THFN GO Tn oq3; 
F.LSE GO TO TTl; 
3A3: IF ~T=~ Tf-iP.J GO TO TL; 
IF NT=N-1 Tf-iEN IF LC(1,~l=1 THEN GO Tn TL; 
ELSE LC(N+1-NT,M)=-1; 
ELSE LC(N+l-NT,M)=-1; 
IF LC(N-NT,M)=l THEN GO Tn TTC; 
FLSF LC(N-NT,Ml=l; 
GO PJ T TEE; 
TTC: LC(N-NT,M)=O; 
IF N=NT+l THEN IF LC(1,M)=1 THFN G~ TO TL; 
FLSE GO TO TTDD; 
ELSE IF LC(N-NT-l,M)=l THEN GO TO TTCC; 
E l S F Gil T J T T D f) ; 
TTCC: NT=NT+l; 
GO TO TTC; 
TTDD: LC(N-NT-l,M)=l; 
TTEE: PUT SKIP LIST {LC(1,MJ); 
TFF: 00 111=2 TON; 
PUT EDIT {LC(III,M)){F(3)); 
END TFF; 
TTl: END PPl; 
TL: END TB; 
TZ: E"JD PPP; 
T Y: E NO R '3; 
YZ: F"JO ~1\A; 
ll_: ENO A3; 
PUT SKIP LIST(' CONVERSION IS COMPLETFO 'J; 
END LCLI\"18; 
//DATA 00 * 
~ 
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