The drivers of El Niño-Southern Oscillation (ENSO) intensity change during the mid-Holocene (MH) are investigated through employing a coupled model that exhibits excellent performance in simulating the present-day ENSO behaviors. The model shows a 28% decrease in ENSO intensity in the MH simulation compared to the pre-industrial (PI) simulation, showing an agreement with the ranges indicated by the paleo-proxies. Based on quantitative analyses, we reveal that the changes in the oceanic dynamic processes (including the thermocline, zonal-advection, and Ekman feedback terms, in the order from being most to least important) were the major drivers of the reduced ENSO intensity in the MH. Further diagnosis analyses show that the weakening in all three oceanic dynamic terms could be traced back to the weakened thermocline response to zonal wind stress anomaly in the MH compared to that in the PI. Such weakened thermocline response was due to the relatively flattened meridional structure of ENSO-related interannual anomaly field (e.g., zonal wind stress anomaly field) in the MH, which arose from the strengthening of the mean meridional overturning circulation, namely, the mean Pacific subtropical cell (STC). The process-oriented analyses throughout this study suggest a critical linkage between ENSO intensity change and mean STC change in the MH, through documenting how the mean STC change altered the oceanic dynamic processes and thus drove the ENSO intensity change.
Introduction
The El Niño-Southern Oscillation (ENSO) is one of the most marked interannual variabilities in the climate system (Philander 1990) . Although originating from the tropical Pacific, the ENSO has a vital role in influencing the weather and climate worldwide (e.g., Trenberth et al. 1998; McPhaden et al. 2006) . Understanding potential ENSO intensity change in a warming world has profound meaning; yet, how the ENSO behaviors would change in response to continued anthropogenic warming is still vigorously debated (Collins et al. 2010) . For instance, with the aid of the projections from the state-of-the-art coupled general circulation models (CGCMs), the projected ENSO intensity changes are divergent; and heretofore the ENSO community even has no consensus on the direction of ENSO intensity change (i.e., becoming stronger or weaker) (e.g., Kim et al. 2014a; Chen et al. 2015; Li et al. 2017) . Understanding the physical mechanism for the difference in ENSO intensity between the past climate and the modern-day climate is indispensable for testing the existing mechanisms for ENSO change, and should help us understand future ENSO change (e.g., Emile-Geay et al. 2016) .
In the MH (6000 years before the present), the Earth climate system underwent substantial changes in both basic state and ENSO variability due to the switch of the orbital parameters, which provides an integrated framework to study how the ENSO activity would respond to the change in external forcing. Heretofore, a large body of proxy archives, such as corals, ice cores, molluscs, and sediments of seafloor and lake, documented that the ENSO variability was approximately 20-79% weaker in the MH relative to the present-day climate (e.g., Tudhope et al. 2001; Cobb et al. 2003; Woodroffe and Gagan 2000; McGregor and Gagan 2004; Koutavas and Joanides 2012; Mcgregor et al. 2013; Karamperidou et al. 2015; Emile-Geay et al. 2016) , although some studies (Cobb et al. 2013 ) elucidated the difficulty of detecting the orbital-forced ENSO change in the Holocene because of the internal variability.
In addition to the paleoclimate records, plenty of studies (e.g., Clement et al. 2000; Liu et al. 2000; Kitoh and Murakami 2002; Otto-Bliesner et al. 2003; Brown et al. 2008; Zheng et al. 2008; Chiang et al. 2009; Braconnot et al. 2012; Luan et al. 2012 Luan et al. , 2015 Tian and Jiang 2013; An and Choi 2014; Roberts et al. 2014; Emile-Geay et al. 2016; Tian et al. 2017 Tian et al. , 2018 turned to coupled ocean-atmosphere models for help. They found a weakening in ENSO intensity emerged from a wide range of model simulations, although the extent of the reduction in ENSO intensity varied across these modeling results.
Based on model simulation results, various mechanisms have been put forward to account for the reduced ENSO variability in the MH. For instance, Clement et al. (2000) proposed that the reduced ENSO variance in the MH is interpreted as a response to the orbital-induced change in the tropical annual cycle, but the model used in their study is an idealized simple model with much less complexity than a fully-coupled GCM. Liu et al. (2000) suggested that the suppressed ENSO intensity in the MH was attributed to the deepened mean equatorial thermocline and the strengthened Asian summer monsoon. In addition to the effect due to the change in annual cycle, Liu et al. (2000) and Timmermann et al. (2007) suggested that the effect due to the nonlinear frequency entrainment also played a role in suppressing ENSO activity in MH. Chiang et al. (2009) argued that the change in extratropical variability might play a role in suppressing the ENSO amplitude in the MH. Through analyzing seven model simulations from the Paleoclimate Modelling Intercomparison Project Phase 2 (PMIP2), Zheng et al. (2008) pointed out that the reduction of ENSO amplitude should be attributed to the strengthened easterly trade wind in the equatorial Pacific. This notion concluded by Zheng et al. (2008) is in agreement with other modeling studies based on a single CGCM, such as Brown et al. (2008) that employed the HadCM3 model and Luan et al. (2012) that used the IPSL-CM4 model.
It is acceptable that the root cause of climate change in the MH compared to modern-day lies in the change in the incoming solar radiation at the top of atmosphere due to the changes in orbital parameters (Berger 1978) . In response to the altered insolation, many aspects of the mean background states varied to different extents in the MH (Braconnot 2007a, b) . The reduced ENSO amplitude might be linked to these changes in the basic states, such as the zonal gradient of mean sea surface temperature (SST), the mean trade wind, the distribution of mean thermocline, the mean upwelling, and so on (e.g., Otto-Bliesner et al. 2003) . It is plausible that most of the aforementioned changes in the mean state could make a positive contribution to the reduced ENSO intensity, yet there is little consensus on what portion of the mean background state changes played an essential role in suppressing the ENSO variability in the MH.
Moreover, a number of ENSO studies suggested that the ENSO involves various air-sea feedback processes and its growth rate is largely determined by the relevant dynamic and thermodynamic air-sea feedback processes (e.g., Li 1997; Jin et al. 2006; Kim and Jin 2011a, b; Chen et al. 2015) . The primary thermodynamic air-sea feedback processes associated with ENSO intensity include the shortwave radiation feedback and the latent heat flux feedback (Sun et al. 2009; Lloyd et al. 2012; Chen et al. 2013 Chen et al. , 2018a . The main dynamic feedback processes include the thermocline feedback, zonal-advection feedback, and Ekman feedback (e.g., Li 1997; An and Jin 2001; Li et al. 2015a Li et al. , b, 2017 . As described above, many studies argued that some aspects of the mean state changes could affect the ENSO intensity, but few studies clearly explained the specific physical linkage between the mean state change and ENSO intensity change. Therefore, it is necessary to identify which air-sea feedback change plays a dominant role in suppressing the ENSO intensity in the MH, and to further explore the linkage between the key air-sea feedback change and the orbital-driven mean state change in the MH.
This study aims to investigate the following issues.
(1) Which change in the dynamic and thermodynamic air-sea feedback processes played a dominant role in reducing the ENSO variability in the MH? (2) What caused the change in the key air-sea feedback processes? (3) How did the changes in the ENSO variability and associated air-sea feedback processes link to the orbital-induced mean state changes? Motivated by these questions, we applied the Bjerknes stability index (BJ index; for details, please see Sect. 2.2) to quantitatively diagnose the changes in ENSO intensity and its relevant air-sea feedback processes in the MH, and to reveal the physical mechanisms behind ENSO intensity change. It is worth mentioning that the BJ index, as a relatively new approach, has been widely employed as an effective tool in some recent studies to address the issues associated with ENSO intensity change (e.g., Kim et al. 2014a; Liu et al. 2014; Wang et al. 2018) .
To address the above questions, we conducted a modeling study because model outputs cover nearly all ENSO-related three-dimensional fields, and these outputs have high spatial and temporal resolutions relative to some paleoclimate proxy datasets. We chose a state-of-the-art CGCM, namely, the FGOALS-g2, to conduct the detailed analysis. The FGOALSg2 participated in the PMIP Phase 3 (PMIP3) and the Coupled Model Intercomparison Project Phase 5 (CMIP5). It was chosen here for two reasons. First, the FGOALS-g2 exhibits outstanding performance in representing ENSO characteristics in the present-day simulation among both CMIP Phase 3 (CMIP3) and CMIP5 models (e.g., Chen et al. 2013; Bellenger et al. 2014; Li et al. 2015a, b) . Second, the paleoclimate records elucidated that the extent of the reduced ENSO intensity ranged approximately from 20 to 79%, but previous modeling studies (Zheng et al. 2008; McGregor et al. 2013; An and Choi 2014; Emily-Geay et al. 2016) reported that nearly all the PMIP2 and PMIP3 models severely underestimated the reduction of ENSO intensity (less than 20%). In contrast, the FGOALS-g2 is the rare CGCM that reproduced a significantly reduced ENSO intensity in the MH (Fig. 1) . The magnitude of the reduction of ENSO intensity reached as much as 28-29% in FGOALS-g2 (Table 1) , which is closer to that indicated by the paleoclimate records than those of the other CGCMs. Both reasons gave us confidence to employ FGOALS-g2 as a representative model to investigate the drivers of the reduced ENSO variability in the MH.
The paper is organized as follows. In Sect. 2, we provide a description about the coupled model, the experiments, and method used in the study. We present the changes in the ENSO intensity and the BJ index in Sect. 3. The cause of the weakened oceanic dynamic terms and its linkage to the mean state change are analyzed in Sect. 4. Finally, conclusions and discussion are given in Sect. 5.
2 Model, data, and method
Brief introduction of FGOALS-g2 and experimental design
The CGCM employed in this study is the FGOALS-g2 (Li et al. 2013a) , which participated in the PMIP3 and CMIP5.
FGOALS-g2 is composed of four component models, i.e., atmosphere, ocean, sea ice, and land surface, along with a central flux coupler. The oceanic component model is LICOM2.0 (Liu et al. 2012) , which has 1° horizontal resolution in the zonal direction and a variable grid in the meridional direction with 0.5° resolution between 10°S and 10°N, changing gradually to Li et al. 2013b ), which has 26 -levels. For more details about the major physical schemes in the oceanic and atmospheric components, one may refer to Liu et al. (2012) and Li et al. (2013b) , respectively. The land component of FGOALS-g2 is the NCAR-CLM version 3 (Oleson et al. 2004) , and the sea-ice component is the CICE4.0 (Hunke and Lipscomb 2008) . The component models are coupled by version 6 of the NCAR flux coupler, in which the fluxes are exchanged at the interfaces of various component models with no flux correction. For details of the FGOALS-g2, please refer to Li et al. (2013a) , Zheng and Yu (2013) and Zhou et al. (2014) . Based on the experiment protocols of PMIP3 and CMIP5, two suites of experiments by FGOALS-g2 were investigated in the present study. The first is the pre-industry simulation (hereafter PI), which represents the present-day climate, and the second is the MH simulation. The major difference of the forcing and boundary conditions between the two simulations lies in the difference in the orbital parameters. Specifically, the eccentricity changed from 0.0167724 in the PI to 0.018682 in the MH, the obliquity changed from 23.446° in the PI to 24.105° in the MH, and the angular precession changed from 102.04° in the PI to 0.87° in the MH. Additionally, the atmospheric methane concentration was reduced from the PI level of 760 to 650 ppb for the MH. All the changes in orbital parameters induced insolation change and hence basic state change in the MH compared to the PI, e.g., an enhanced seasonal cycle in the Northern Hemisphere and a reduced seasonal cycle in the Southern Hemisphere. For more details about the experimental design and the basic simulation characteristics of the PI and MH simulations by FGOALS-g2, please refer to Zheng and Yu (2013) . Both PI and MH simulations were integrated for more than 800 years, and the outputs of the last 100 years were used for comparison analysis in the present study.
The BJ index
The BJ index proposed by Jin et al. (2006) has been employed in some recent studies for ENSO stability analysis (Kim and Jin 2011a, b; Jin 2014a, b; Liu et al. 2014; Chen et al. 2016; Hua et al. 2018; Wang et al. 2018) . The method allows us to assess the contribution of different terms to the growth rate of a coupled ocean-atmosphere instability. In the present study, we employ the BJ index formulation in Kim and Jin (2011a, b) , which is based on the framework of Jin et al. (2006) but contains several improvements. The formulation is listed as follows: Equation (1) elucidates the BJ index, which measures the growth rate discussed in this study. Equation (2) gives the corresponding dynamic and thermodynamic feedbacks. Equation (3) shows the heat content recharge/discharge process. In particular, the overbar denotes a climatological annual mean. u, v, and w denote the zonal, meridional, and vertical oceanic current anomalies, respectively, and T represents ocean temperature anomaly. The anomaly fields, such as u, v, w, and T, are obtained through removing their corresponding climatological seasonal cycle. < > E and < > w denote volume average quantities in the eastern and western boxes, respectively, from the surface to the base of the mixed layer. L x and L y are the longitudinal and latitudinal lengths of the eastern box, respectively. a 1 and a 2 are obtained using anomalous SST averaged zonally or meridionally at the boundaries of an area-averaged box and area-averaged SST anomaly (SSTA) in the eastern box. H 1 denotes a constant ocean mixed layer depth of 50 m.
is the step function to make sure only upward vertical motion is taken into account. R represents the five feedbacks, which will be described in detail below. Δ in formula (2) indicates the ocean current differences between two boundaries. In formula (3), the first term on the right-hand side demonstrates the ocean adjustment characterized by a damping process at the rate of , and the second term denotes the Sverdrup transport across the equatorial Pacific basin. From formula (4) to formula (9), s denotes the response of the thermodynamic damping to SSTA; here, the thermodynamic damping is represented by the net surface heat flux anomaly divided by ( C p H 1 ), denotes the density of seawater and C p is the specific heat capacity. a denotes the response of zonal wind stress anomaly ( Kim and Jin (2011a, b) .
Based on the above formulation, the main contributing terms of BJ index are discussed in the present study. They include two negative feedbacks, which are the dynamic damping by the mean advection (hereafter MA; In this study, we chose the broad eastern box (180°-80°W, 5°S-5°N) when calculating the BJ index, following Chen et al. (2016) and Lüebbecke and McPhaden (2014) . Note that the main conclusion and subsequent analysis in this study are not sensitive to a slight change in longitudinal boundaries of the box. Figure 1 shows the maps of SSTA standard deviation (Stddev) from the two simulations, and of the difference between the two (MH simulation minus PI simulation). Here, the Stddev of SSTA is used as a metric to indicate the ENSO intensity. As clearly shown in Fig. 1c , the interannual variability of SSTA in the central and eastern equatorial Pacific was significantly weaker in the MH than in the PI, based on the F-test. The ENSO intensity was reduced by approximately 28% in the MH simulation compared to the modern-day climate simulation (Table 1) , no matter whether the Niño3 region or Niño3.4 region is taken into account. As mentioned in the introduction, the CGCMs used in some other modeling studies (e.g., Zheng et al. 2008; An and Choi 2014) showed a relatively smaller decrease in ENSO intensity or even some marginal increase in ENSO intensity in the MH compared to that in the PI. In contrast, the CGCM of FGOALS-g2 used here presents a relatively marked decrease in the ENSO intensity, showing a better agreement with the ranges indicated by the paleo-proxies. This lends the confidence of using FGOALS-g2 for further in-depth analysis.
Changes in the ENSO intensity and the BJ index

Changes in ENSO intensity in the MH compared to that in the PI
Changes in the BJ index, and associated dynamic and thermodynamic processes
To explore the physical processes responsible for the reduced ENSO variability in the MH compared to that in the PI, we calculated the BJ index and the five main contributing terms to the BJ index for both simulations. As shown in the left-most bars in Fig. 2 , the BJ index values derived from both simulations are negative, corresponding to a damped coupled ocean-atmosphere system in both PI and MH. We further found that the value of the BJ index is more negative in the MH than in the PI. Based on the physical meaning of the BJ index, the fact that the BJ index exhibited a more negative value in the MH simulation indicates that the coupled ocean-atmosphere system was more stabilized in the MH. This more stabilized coupled ocean-atmosphere system was unfavorable for ENSO's growth rate, and thus caused a weakening in ENSO intensity in the MH compared to that in the PI. So, what are physical processes responsible for the more stabilized coupled system (or more negative BJ index) in the MH than in the PI? As depicted by the green bars in Fig. 2 , among the five main contributing terms to the BJ index, the more negative BJ index in the MH primarily came from the weakening in the oceanic dynamic terms (including the TH term, ZA term, and EK term). We also noted that the TD term had a negative contribution to the BJ index change and ENSO intensity change. This indicates that the oceanic dynamic terms play an essential role in altering the BJ index and modulating the ENSO intensity in the MH, while the TD term works just to offset the ocean dynamic terms' effect. Therefore, we will mainly focus on the driving mechanisms for the weakened the ocean dynamic terms in the MH compared to those in the PI in the next section.
Causes of the weakened oceanic dynamic terms in the MH
As analyzed above, the weaker ENSO intensity in the MH than in the PI is attributed to the reduction of the three oceanic dynamic terms (TH, ZA, and EK) in the MH. In this section, we investigate the causes of the changes in these three terms between PI and MH simulations. Note that each oceanic dynamic term involves two parts: one part is about the mean state, and the other part is about the air-sea feedback sub-processes, both of which might undergo changes to different extents in the MH compared to those in the PI. Thus, our strategy is to first probe the relative contribution by each factor to the change in a certain oceanic dynamic term. After identifying the dominant contributing factor, we
will then investigate what causes the change in that factor during the MH compared to that during the PI.
The TH feedback
As described in Sect. 2.2, the TH term is written as: x is represented by h . Then, the deepening of thermocline in the EEP would induce warmerthan-normal ocean subsurface temperature. The response of subsurface temperature change to thermocline change is represented by a h . Last, considering the mean upwelling ( W ) in the EEP, the warmer-than-normal subsurface temperature would, in turn, feed back to the mixed layer temperature and reinforce the warm SSTA in the EEP. Such a loop generates a positive thermocline feedback (i.e., the TH term), which is favorable for ENSO's growth.
The strengths of the air-sea feedback sub-processes ( a , h , and a h ) associated with the TH term are shown in Table 2 .
Note that the strengths of h and a h were reduced in the MH compared to those in the PI, while the strength of a marginally decreased in the MH. Additionally, a slight difference in the mean upwelling between PI and MH simulations can be found (figure not shown). Naturally, one may ask which change played a dominant role in determining the TH term change, considering both the mean state part and the three air-sea feedback sub-processes would change in the MH s denotes the response of thermodynamic damping (here the thermodynamic damping was represented by the net surface heat flux anomaly divided by ( C p H 1 ), and the positive value means ocean receives heat) to sea surface temperature anomalies (SSTAs). a denotes the response of zonal wind stress anomaly ( -2.7 -3.3 compared to those in the PI. Based on the total derivative relationship (for details, please refer to the equations in the "Appendix"), the contribution to the change in the TH term was decomposed into three parts: the contribution due to the change in the mean state, the contribution due to the change in the air-sea feedbacks, and the contribution due to the covariant changes in both mean state and the air-sea feedbacks.
As shown in Fig. 3 , the weakened TH term in the MH (see bar 1 in Fig. 3 ) was primarily caused by the change in h (bar 4 in Fig. 3) , and the contribution due to the change in a h played a secondary role (bar 5 in Fig. 3 ). In contrast, the change in a (bar 3 in Fig. 3 ) had less contribution to the weakened TH term, and both the contribution due to the change in mean upwelling (bar 2 in Fig. 3 ) and that due to the covariant changes of the mean state and the air-sea feedbacks (bar 6 in Fig. 3) were negative. Thus, it is concluded that the changes in h and a h (especially the change in h ) were the dominant contributing factors for causing the weakened TH term in the MH.
To investigate the cause of the change in h , we first plotted the map of the response of sea surface height anomaly ( SSH ′ , a proxy of the thermocline depth anomaly [D']) to ′ x , derived from PI simulation, MH simulation, and their difference (Fig. 4a-c) . Note that in both PI and MH simulations (Fig. 4a,b) , in response to a unit eastward ′ x in the equatorial Pacific, the tilt of the thermocline would be less, accompanied with a deepening of the thermocline depth (i.e., positive D′) in the EEP. Although such characteristics of h were captured by both PI and MH simulations (Fig. 4a,  b) , the difference map shows that the strength of D′ response to ′ x was indeed weakened in the MH compared to that in the ], derived from a PI simulation, b MH simulation, and c their difference. Here, sea surface height anomaly (SSH′) is used as a proxy of D′, based on the linear SSH′-D′ relationship. The D′ response to zonal wind stress anomaly is obtained through regressing the SSH′ field onto the equatorial Pacific zonal wind stress anomaly averaged over 120°E-80°W, 5°S-5°N. The stippling in top and middle panels indicates the regression coefficient exceeding a confidence level of 99% using Student's t test. The stippling in the bottom panels indicates the changes in the regressions coefficients exceeding a confidence level of 95% using a Z test PI (Fig. 4c) . Such contrasting D′ response between PI and MH simulations is consistent with the contrasting values of h in Table 2 .
Why did the SSH′ or D′ response to ′ x become weakened during the MH compared to that during the PI? According to the Sverdrup balance relationship (Jin 1997; Li 1997) , we may obtain
and H are anomalous and mean thermocline depths, respectively; 0 is seawater density; and g is the reduced gravity. We first examine whether there is difference in the mean equatorial thermocline depth between PI and MH simulations. We find there is negligible difference in the mean thermocline depth along the equator between PI and MH simulations (Fig. 5) . So, we further examine whether there exists any difference in the meridional structure of ′ x , because it is suggested that in the same CGCM, a change in the meridional structure of ′ x would induce a change in the D′ response to ′ x (Su et al. 2014; Chen et al. 2015 Chen et al. , 2017 ). Then we followed Chen et al. (2015) and plotted the corresponding meridional structures of ′ x derived from the PI and MH simulations. As depicted in Fig. 6 , there is a pronounced change in the meridional structure of ′ x in the MH compared to that in the PI: the meridional structure of ′ x became wider and flatter in the MH compared to that in the PI. This indicates that the distribution of ′ x at the equator would be weaker in the MH compared to that in the PI, given the same box-averaged ′ x forcing in the Niño4 region. Accordingly, a weaker ′ x at the equator could induce a smaller D′ response in the MH compared to that in the PI, based on the Sverdrup relationship. We also examined the meridional structure of SSTA derived from the two simulations. As presented in Fig. 7 , we find the meridional structure of SSTA was also wider and flatter in the MH than that in the PI, which was in agreement with the change in meridional structure of Next we investigate the cause for the flatter ENSO meridional structure in the MH compared to that in the PI. Previous studies (Zhang et al. , 2013 Zhang and Jin 2012) suggested that the ENSO meridional structure be regulated by the climatological meridional current or the so-called Pacific subtropical cell (STC; McCreary and Lu 1994) . Figure 8 shows the climatological mean STC from the PI simulation (avg for 5ºS-5ºN) 
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Fig. 5
Climatological mean thermocline depth (units: m) along the equator (averaged between 5°S and 5°N), derived from the PI simulation (blue curve) and MH simulation (red curve). Here, the depth of mean thermocline is estimated by using the depth where the maximum vertical gradient of mean temperature is located (Fig. 8a) , MH simulation (Fig. 8b) , and their difference (Fig. 8c) . The strength of mean STC is represented by the meridional overturning stream function (MOSF). The mean MOSFs in the PI and MH simulations (Fig. 8a, b) indicate a poleward transport of water mass in the surface layer, and then the meridional transport alters sign from poleward to equatorward below the maximum MOSF. The climatological STC became strengthened in the MH compared to that in the PI (Fig. 8c) . This means the poleward transport of surfacelayer seawater became strengthened in the MH compared to that in the PI. As a result, the strengthened surface poleward transport led the ENSO-related anomaly fields (SSTA and ′ x ) to become more outspread relative to the equator, corresponding to a wider and flatter ENSO meridional structure in the MH.
As described above, the strength of a h was slightly reduced in the MH than in the PI, and the reduced a h played a secondary role in leading to the reduction in the TH term during the MH compared to that during the PI (bar 5 in Fig. 3) . Thus, we next investigate what caused the reduction in a h during the MH compared to that during the PI. Figure 9 shows the vertical distribution of mean temperature from PI and MH simulations. The vertical stratification of mean temperature was relatively diffused (sharper) in the MH (the PI). This indicates that the ocean subsurface temperature would change less (more) in the MH (the PI), given the same unit change of thermocline depth anomaly. It is worth mentioning that this viewpoint that the change in vertical stratification of mean temperature could alter the strength of a h and further affect the TH term and ENSO's amplitude, also appeared in previous studies (e.g., Roberts et al. 2014) ; however, through quantitatively diagnosing the relative contribution from the change of each air-sea feedback to the TH term change, the current modeling study presented that the change in the TH term primarily arose from the change in h , and that the change in a h only played a secondary role. Additionally, their study only attributed the reduction in the oceanic temperature-wind feedback (i.e., the combination of h and a h ) to the more diffused thermocline. However, through analyzing a h and h individually, we suggested that the more diffused thermocline was primarily responsible for the reduced a h , and the reduced h was induced by the enhanced mean STC.
The ZA feedback
The ZA term is written as:
term is usually called the zonal advection feedback, which is associated with the zonal gradient of mean temperature (
T x
) and two air-sea feedback sub-processes ( a and u ). Given both the mean state part and the air-sea feedback subprocesses would change in the MH compared to those in the PI, which one played a dominant role in determining the change in the ZA term? Based on the total derivative relationship [see Eq. (14) in the "Appendix"], we isolated the relative contributions from the change of the mean state part and the changes in the two air-sea feedbacks. As shown in Fig. 10 , the weakened ZA term in the MH (see bar 1 in Fig. 10 (bar 2 in Fig. 10) , the contribution by the change in a (bar 3 in Fig. 10 ) and the contribution by the covariant changes of the mean state and the air-sea feedback (bar 5 in Fig. 10 ) were all negligible. Thus, next we explore the cause of the change in u during the MH compared to that during the PI.
u represents the response of anomalous oceanic zonal current (hereafter u′) to ⋅ a indicates the contribution from d( u ) to the change of ZA term. R 2 is the residual, which indicates the contribution from the covariant changes of both the mean state part and the air-sea feedbacks. Units: year −1
Pacific (see the shading in Fig. 11a-c) . As shown in Fig. 11a , b, in response to a unit eastward ′ x in the equatorial Pacific, there would be eastward anomalous u′ along the equator in both PI and MH simulations. Furthermore, the difference map shows that the strength of u (i.e., u′ response to ′ x ) was indeed weakened in the MH compared to that in the PI (see the shading in Fig. 11c ). The weakening in u′ response to ′ x shown in Fig. 11c is consistent with the reduced strength of u in the MH compared to that in the PI (as shown in Table 2 ).
Why was u weaker in the MH than in the PI? Based on previous studies (e.g., Su et al. 2010 Su et al. , 2014 , u ′ could be decomposed into two parts: one is the anomalous zonal geostrophic current written as
y 2 , where g is the reduced gravity, D ′ is thermocline depth anomaly, and is planetary vorticity gradient; and the other is the anomalous Ekman current written as u
2 , where ′ y is meridional wind stress anomaly, H 1 denotes mixed layer depth, and r s is a constant Rayleigh damping coefficient. As shown in Table 3 , the diagnosed results reveal that in both simulations, the response of u ′ to ′ x was mainly determined by the response of u g ′ to ′ x , while u ′ e had less contribution. Previous studies (e.g., Su et al. 2014; Chen et al. 2015 Chen et al. , 2017 suggested that u g ′ response to ′ x could be traced back to the D′ response to ′ x . The corresponding physical chain is simply explained below. Recalling the parabolic shape of the D′ response (see Fig. 4a, b) , the maximum D′ was located on the equator with a decrease poleward, thus the stronger (weaker) D′ response corresponded to a larger (smaller) value of − 2 D � y 2 and a stronger (weaker) u g ′ response. This indicates that the difference of u (i.e., u ′ response to ′ x ) between PI and MH simulations also resulted from the aforementioned difference in D ′ response to ′ x . A simple flow chart may be used to illustrate the cause of the ZA term change from PI simulation to MH simulation, that is, SSH
(c) Fig. 11 a Vertical-zonal section along the equator (5ºS-5ºN averaged) of the response of u′ to the equatorial Pacific 
The EK feedback
The EK formulation is written as:
The EK term is usually called the anomalous upwelling or Ekman feedback, which is associated with the vertical gradient of mean temperature ( T z ) and two air-sea feedback subprocesses ( a and w ). Given both the mean state part and the air-sea feedbacks would change in the MH compared to that in the PI, it is necessary to first identify the relative contributions from the change of the mean state part and the changes in the two air-sea feedbacks. Based on the total derivative relationship [see Eq. (45) in the "Appendix"], we first quantitatively calculated the relative contributions from the change of the mean state and the changes in the two airsea feedbacks to the change in EK term. Our results show that the weakened EK term in the MH (see bar 1 in Fig. 12 ) was primarily caused by the change in w (bar 4 in Fig. 12) , followed by the change in T z (bar 2 in Fig. 12 ). In contrast, the contribution by the change in a (bar 3 in Fig. 12 ) and the contribution by the covariant changes of the mean state and the air-sea feedback (bar 5 in Fig. 12 ) were negligible.
Understanding the changes in
T z
and w is straightforward. Recall that the vertical distribution of mean temperature along the equator (Fig. 9 ) was relatively more diffused (sharp) in the MH (the PI), corresponding to a relatively weaker (stronger)
T z
. As such, the reduced T z in the MH compared to that in the PI had a positive contribution to the weakening in the EK term. As for w , it represents the response of anomalous upwelling (hereafter w′) to ′ x . In response to a unit eastward ′ x , the response of w′ would exhibit anomalous downwelling (w′ < 0) in the eastern equatorial Pacific, because the response of u′ exhibited its maximum in the central equatorial Pacific (Fig. 11a, b) , the gradual decrease of eastward u′ would induce surface water convergence and hence anomalous downwelling in the eastern equatorial Pacific. Since the response of u′ to ′ x became weakened in the MH compared to that in the PI, the response of w′ to ′ x , accordingly, became weakened in the MH (see the shading in Fig. 11c) . Here, the relationship between the change in u′ response and that in w′ response is consistent with the findings of previous studies (e.g., Chen et al. 2015 Chen et al. , 2017 Wang et al. 2018) , in which the authors pointed out that the change in w′ response to ′ x in the equatorial region was generally coherent with the change in u′ response to
To sum up, the process-oriented analyses above documented that the weakening in the three oceanic dynamic terms primarily arose from the weakened D ′ response to ′ x (i.e., h ), which was induced by the enhanced mean STC in the MH compared to that in the PI.
Conclusions and discussion
Conclusions
In this study, a CGCM of FGOALS-g2 that exhibits excellent skill in simulating the present-day ENSO was used to investigate the drivers of the reduced ENSO variability in the MH compared to that in the PI. In the MH simulation by the FGOALS-g2, a pronounced decrease of the ENSO intensity was found compared to that in the PI simulation. Through quantifying ENSO-related dynamic and thermodynamic coupling processes in both PI and MH simulations, we demonstrated that the reduced ENSO variance during the MH arose from the weakening in the oceanic dynamic terms, while the thermodynamic term change had a negative contribution to the reduced ENSO intensity. Among the three oceanic dynamic terms that had positive contributions, the change in the TH term played a leading role in causing the decrease in ENSO intensity, and the changes in the ZA term and the EK term played secondary and tertiary roles, respectively. Considering that these three oceanic dynamic terms involved several components (i.e., the corresponding mean state part and air-sea feedback sub-processes), we further isolated the relative contribution from each component to the change of an individual oceanic dynamic term, based on a total derivative relationship. Results showed that the reductions in the TH, ZA, and EK terms were mainly attributed to the weakening in the associated air-sea feedback sub-processes, including h , a h , u , and w . The weakening in these air-sea feedback sub-processes were linked to the mean state changes in the MH compared to those in the PI, including the enhanced mean STC and the more diffused stratification of upper-ocean mean temperature in the MH. The specific logic chains for the reduced ENSO intensity in the MH and the changes in the key air-sea feedbacks are stated as follows.
1. Our calculation showed a more negative BJ index in the MH compared to that in the PI, which explains the reduced ENSO variance in the MH. Physically, the more negative BJ index in the MH than in the PI indicates a more stabilized coupled ocean-atmosphere system, which was unfavorable for ENSO's growth rate and hence caused weaker ENSO intensity in the MH than in the PI. The more negative BJ index in the MH primarily arose from the weakening in the TH term, followed by those in the ZA and EK terms. 2. The weakened TH term in the MH compared to that in the PI mainly arose from the weakening in h , and followed by the weakening in a h . The reduced h was linked to the enhanced mean STC in the MH. The enhanced mean STC that corresponded to an enhanced surface poleward transport led to a relatively flatter meridional structure of ENSO-related at the equator induced the thermocline depth change less effectively in the MH than in the PI, i.e., the strength of h was weakened in the MH compared to that in the PI. The reduced a h was caused by the more diffusive vertical distribution of mean ocean temperature along the equator in the eastern Pacific in the MH than in the PI. 3. The reduced ZA term in the MH resulted from the decrease in the strength of u in the MH compared to that in the PI. We further revealed that the weakening in u was attributed to the weakening in anomalous zonal geostrophic current, which was also linked to the weakening in h (i.e., D′ response to ′ x ). The physical linkage of the reduced ZA term in the MH compared to that in the PI can be illustrated as SSH
4. The reduced EK term in the MH arose from the weakened strength of w , and followed by the decrease in the vertical gradient of mean temperature (
T z
). Because of the mass continuation, the weakened response of w′ to ′ x (i.e., w ) was linked to the aforementioned weakened response of u′ to ′ x (i.e., u ) in the MH. Additionally, the decrease in T z was due to the aforementioned more diffusive vertical distribution of mean ocean temperature in the MH.
Discussion
It is worth mentioning that several recent studies also explored the ENSO intensity change in the MH through analyzing model simulations. The discussion below compares this study with other modeling studies. Some previous studies (Liu et al. 2002; Timmermann et al. 2007) proposed that the reduced ENSO variability change may be related to the enhanced seasonal cycle over tropical Pacific, and suggested that there is an inverse correlation between the strength of the seasonal cycle and the magnitude of the interannual variability. However, the aforementioned argument is still debated. For example, Braconnot et al. (2012) found that both the ENSO amplitude and seasonal cycle amplitude were weakened during MH in their modeling study. Moreover, the ENSO reconstruction records did not show such a reversed change relationship (EmileGeay et al. 2016) . In the present study, we found that the seasonal cycle in eastern Pacific SST was also reduced in the MH simulation by FGOALS-g2 (figure not shown). This indicates that our current results (i.e., both the ENSO amplitude and seasonal cycle amplitude were weakened in MH compared to PI) seem to support the finding by Braconnot et al. (2012) and Emile-Geay et al. (2016) . Therefore, it is difficult to tell whether there is a robust relationship between ENSO amplitude change and seasonal cycle change. One possible reason is that there may be some other factors which are more essential in determining the ENSO amplitude change in MH, even though the reversed change relationship works. This is why we need to quantify the dynamic and thermodynamic air-sea feedback processes that contribute to ENSO variability in PI and MH, and then identify the key drivers and investigate the causes for the key drivers.
Additionally, a study by An and Bong (2017) suggested that the reduced ENSO variability was caused by the intensified Pacific meridional overturning circulation, because the latter induced a strengthening in the dynamic damping by the MA term. Consistently, we also found the mean STC was strengthened and the MA term was enhanced in the MH compared to those in the PI. However, our modeling result showed that the influence of the change in the MA term on the changes in the BJ index and the ENSO intensity was negligible. Another difference between their study and ours lies in that their analyses were based on several model mean results, but those models did not include the FGOALS-g2 used in this study. Although their results were built on more model simulations, they found the spatial pattern of the change in the SSTA variance derived from their model mean results did not match the observed pattern, and the decrease of ENSO intensity was only 13%, which was lower than that indicated by the paleo-proxies (ranging from 20 to 79%). They noted this discrepancy might be associated with the ENSO simulation biases in the CGCMs they used. This implies that the conclusions derived from the CGCM that has relatively better ENSO simulation skills may be more credible. Nonetheless, it is admitted that the current study was built on a single CGCM; to reduce the uncertainty and verify our conclusions in this study, we may need to conduct a further study with more CGCMs in future.
where d(TH) denotes the TH term change, the first three terms on the right-hand side of Eq. (13) indicate the contributions by the corresponding air-sea feedback changes to d(TH), the fourth term on the right-hand side indicates the contribution by the corresponding mean state change to d(TH), and R 1 indicates the contribution by the covariant changes of both the mean state and the air-sea feedbacks.
Likewise, applying the total derivative relationship to the ZA term and EK term, which are involved with three factors, we may have where d(ZA) denotes the ZA term change, the first two terms on the right-hand side of Eq. (14) indicate the contributions by the corresponding air-sea feedback changes to d(ZA), the third term on the right-hand side indicates the contribution by the corresponding mean state change to d(ZA), and R 2 indicates the contribution by the covariant changes of both the mean state and the air-sea feedbacks. 
where d(EK) denotes the EK term change, the first two terms on the right-hand side of Eq. (15) indicate the contributions by the corresponding air-sea feedback changes to d(EK), the third term on the right-hand side indicates the contribution by the corresponding mean state change to d(EK), and R 3 indicates the contribution by the covariant changes of both the mean state and the air-sea feedbacks.
