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ABSTRACT
The relation between halo mass, M , and concentration, c, is a critical component in our understanding
of the structure of dark matter halos. While numerous models for this relation have been proposed,
almost none of them attempt to derive the evolution of the relation analytically. We build on previous
efforts to model the c–M relation as a function of physical parameters such as the peak height, ν, and
the effective power spectrum slope, neff , which capture the dependence of c on halo mass, redshift,
and cosmology. We present three major improvements over previous models. First, we derive an
analytical expression for the c–M relation that is valid under the assumption of pseudo-evolution,
i.e., assuming that the density profiles of halos are static in physical coordinates while the definition
of their boundary evolves. We find that this ansatz is highly successful in describing the evolution
of the low-mass end of the c–M relation. Second, we employ a new physical variable, the effective
exponent of linear growth, αeff , to parameterize deviations from an Einstein–de Sitter expansion
history. Third, we combine an updated definition of neff with the additional dependence on αeff
and propose a phenomenological extension of our analytical framework to include all halo masses.
This semianalytical model matches simulated concentrations in both scale-free models and ΛCDM to
5% accuracy with very few exceptions and differs significantly from all previously proposed models.
We present a publicly available code to compute the predictions of our model in the python toolkit
Colossus, including updated parameters for the model of Diemer and Kravtsov.
Keywords: cosmology:theory - dark matter - methods: numerical
1. INTRODUCTION
The density structure of dark matter halos is a criti-
cal ingredient in modeling observations of galaxies and
galaxy clusters, making the spherically averaged halo
density profile, ρ(r), a key physical quantity. The den-
sity profiles must, of course, depend on the total mass
M of a halo, but are they otherwise universal, or does
their shape depend on halo mass, redshift, and cosmol-
ogy? Virtually all forms of the density profile that have
been proposed in the literature had to rely on an addi-
tional parameter, a scale radius rs (Einasto 1965, 1969;
Hernquist 1990; Navarro et al. 1997, 2004), often defined
as the radius where the logarithmic slope of the density
profile reaches −2. In particular Navarro et al. (1995,
1996, 1997, hereafter NFW) claimed that density pro-
files depend only on mass and scale radius (see, however,
Diemer & Kravtsov 2014) and proposed a convenient pa-
rameterization where the scale radius is expressed as con-
centration, defined as the ratio of an outer radius to the
scale radius, c = R/rs. This additional parameter breaks
the universality of the profiles at fixed halo mass unless
it can itself be described as a function of mass: the so-
called c–M relation.
The c–M relation was found, however, to exhibit com-
plex dependencies on redshift and cosmology. Numer-
ous proposals for how to model these dependencies have
been put forward, most of which fall into two categories.
First, NFW suggested that concentration is intimately
linked to the age of a halo or, more generally, its as-
sembly history. This idea proved to be a fruitful avenue
toward building age-based models that predict both the
average concentration and scatter (Navarro et al. 1996,
1997; Bullock et al. 2001; Eke et al. 2001; Wechsler et al.
2002; Zhao et al. 2003a; Lu et al. 2006; Dalal et al. 2008;
Zhao et al. 2009; Giocoli et al. 2012; Ludlow et al. 2014,
2016; van den Bosch et al. 2014; Correa et al. 2015a).
Another popular way to describe the c–M relation is to
simply fit average concentrations, typically with power
laws or other simple functions (Avila-Reese et al. 1999;
Jing 2000; Col´ın et al. 2004; Dolag et al. 2004; Neto
et al. 2007; Duffy et al. 2008; Gao et al. 2008; Maccio`
et al. 2008; Klypin et al. 2011; Mun˜oz-Cuartas et al.
2011; Bhattacharya et al. 2013; Dutton & Maccio` 2014;
Heitmann et al. 2015; Klypin et al. 2016; Hellwing et al.
2016; Child et al. 2018). Such fitting functions are valid
only for the redshift and cosmology where they were con-
strained (unless they are interpolated as in Kwan et al.
2013). Moreover, power-law fits predict demonstrably
wrong concentrations when extrapolated to very low halo
masses (Ludlow et al. 2014).
More recently, a third type of model for the c–M re-
lation has emerged. Prada et al. (2012) noted that con-
centrations exhibit a much less drastic redshift evolution
if mass is expressed as peak height, ν, the statistical sig-
nificance of a peak over the linear density field (see Sec-
tion 3.1 for the exact definition). They parameterized the
remaining dependence with an empirical fitting function.
Diemer & Kravtsov (2015, hereafter DK15) showed that
the deviations from universality can be understood phys-
ically by adding a second variable besides peak height:
the effective slope of the power spectrum, neff . While
similar dependencies on the power spectrum had been
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considered before (Bullock et al. 2001; Eke et al. 2001;
Zhao et al. 2009), DK15 write concentration as a function
of only ν and neff . With a modest seven free parameters
that are fitted to simulation data, their function describes
the concentrations in both ΛCDM cosmologies and scale-
free, self-similar Einstein–de Sitter (EdS) universes and
over a vast range of masses and redshifts.
While it is encouraging that such different types of
models successfully describe the c–M relation, most of
them share one shortcoming: whatever physical mech-
anisms shape concentration are perhaps understood in
broad strokes but do not directly inform the functional
form of the c–M or c–ν relation (for partial exceptions
see Ludlow et al. 2014 and Okoli & Afshordi 2016). For
example, while it is enlightening to understand that con-
centration increases with halo age, it is not obvious how
concentration evolves as a function of time. Similarly, we
know that the power spectrum slope plays a role in con-
trolling concentration, but we can only speculate about
the exact mechanisms (Navarro et al. 1997; Eke et al.
2001; Reed et al. 2005; Knollmann et al. 2008; Zhao
et al. 2009, DK15). For example, a shallow neff leads
to a shallow mass function, to increased mergers with
subhalos that preferably sink to the center owing to dy-
namical friction, and thus to higher concentration (Chan-
drasekhar 1943; Lacey & Cole 1993; Boylan-Kolchin et al.
2008; Rey et al. 2018). Second, the shape of peaks
in Gaussian random fields is determined by neff and is
known to affect the final profile shape (Bardeen et al.
1986; Dalal et al. 2010). However, it remains unclear
how, quantitatively speaking, these mechanisms mani-
fest themselves in the c–M relation.
In this work, we make a significant step in improving
this situation by providing an analytical derivation of the
c–M relation that accurately describes its low-mass end.
We then build on this derivation and robust results from
scale-free simulations to construct a simple ansatz ex-
tending over the full mass range. The fundamental idea
of our analytical derivation is that the evolution of ha-
los with low peak height, i.e., halos that formed some
time ago, is relatively simple. We can imagine the for-
mation of a halo as a two-stage process: in the early
fast-accretion regime, the halo grows rapidly and its pro-
file maintains a roughly universal shape with cvir ≈ 4
(Zhao et al. 2003b, 2009). Once this growth slows down,
the scale radius of the halo approaches a constant value,
meaning that the center of the halo remains more or less
static in physical coordinates (Bullock et al. 2001; Lud-
low et al. 2013). At this point, the halo starts to grow
largely because of “pseudo-evolution,” a growth in radius
and mass due to the changing reference density used to
define the halo boundary (Diemand et al. 2005; Cuesta
et al. 2008; Diemer et al. 2013b,a; Zemp 2014; More et al.
2015). For the purposes of our investigation, it is not rel-
evant whether pseudo-evolution is attributed to physical
mass accretion outside of the initial halo radius or to the
changing halo boundary, as long as the evolution of the
radius is governed by the initial density profile. Diemer
et al. (2013b) showed numerically that the correspond-
ing evolution of concentration reproduces the trends ob-
served in simulations at low masses (their Figure 9).
Motivated by this finding, we attempt to combine two
types of c–M modeling: at low masses, we refer to the
connection between concentration and halo age by de-
riving the time evolution in the pseudo-evolving limit
exactly, and at high masses, we adopt an approach simi-
lar to DK15 in that we extend our low-mass model phe-
nomenologically, explaining any nonuniversality of the
c–ν relation with physical parameters such as neff . We
find that pseudo-evolution is, indeed, an excellent de-
scription of the c–ν relation at ν <∼ 1.4, and we provide
few-parameter fitting functions for this regime. Moti-
vated by seeming discrepancies between scale-free and
ΛCDM simulation data at fixed ν and neff , we add a
third variable, the effective exponent of linear growth,
αeff . This physical extension improves our fit systemat-
ically compared to DK15 despite needing one fewer free
parameter (six instead of seven).
The paper is structured as follows. In Section 2, we
briefly describe the simulation data used in this paper,
referring the reader to DK15 for details. We derive our
semianalytical expression for the c–M relation in Sec-
tion 3 and compare its predictions to previous works in
Section 4. We further discuss our results in Section 5
and summarize our conclusions in Section 6. Finally, in
Appendix A, we provide an updated version of the DK15
model that corrects a small numerical error in the orig-
inal analysis. We consider the conversion between mass
definitions in Appendix B.
2. SIMULATION DATA
In this section, we describe our simulation data, halo
samples, and algorithms for fitting and binning concen-
trations.
2.1. N -body Simulations
We use essentially the same suite of dissipationless N -
body simulations as DK15. These simulations include
scale-free EdS and ΛCDM cosmologies in different box
sizes; their detailed properties are listed in Table 1. The
EdS simulations have power spectrum slopes of −1, −1.5,
−2, and −2.5. The ΛCDM simulations use two differ-
ent, flat cosmologies. The first cosmology is that of the
Bolshoi simulation (Klypin et al. 2011), which is con-
sistent with WMAP7 (Komatsu et al. 2011, Ωm = 0.27,
Ωb = 0.0469, h = 0.7, σ8 = 0.82, and ns = 0.95). For this
cosmology, we use seven boxes with side lengths decreas-
ing by factors of two from 2000 down to 31.25 h−1Mpc.
The second cosmology is similar to the Planck Collabo-
ration et al. (2014) cosmology (Ωm = 0.32, Ωb = 0.0491,
h = 0.67, σ8 = 0.834, and ns = 0.9624). For this cos-
mology, we use three boxes of 500, 250, and 125h−1Mpc,
respectively. The two cosmologies bracket the currently
favored range of possible cosmological parameters.
The initial conditions for the simulations were gener-
ated using a Camb power spectrum (Lewis et al. 2000)
and the 2LPTic code (Crocce et al. 2006), and the sim-
ulations were evolved with Gadget2 (Springel 2005).
We use the Rockstar and Consistent-Trees codes
(Behroozi et al. 2013a,b) to construct halo catalogs and
merger trees. Rockstar finds the particles in friends-
of-friends groups in six-dimensional phase space and uses
the gravitationally bound particles to compute the prop-
erties of halos. Our catalogs are based on Rvir as the
halo radius (Section 3.1).
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Table 1
N -body Simulations
Name L ( h−1Mpc) N3 mp ( h−1M)  ( h−1kpc) /(L/N) zinitial zfinal Cosmology Reference
L2000 2000 10243 5.6× 1011 65 1/30 49 0 WMAP (Bolshoi) DK15
L1000 1000 10243 7.0× 1010 33 1/30 49 0 WMAP (Bolshoi) DKM13
L0500 500 10243 8.7× 109 14 1/35 49 0 WMAP (Bolshoi) DK14
L0250 250 10243 1.1× 109 5.8 1/42 49 0 WMAP (Bolshoi) DK14
L0125 125 10243 1.4× 108 2.4 1/51 49 0 WMAP (Bolshoi) DK14
L0063 62.5 10243 1.7× 107 1.0 1/60 49 0 WMAP (Bolshoi) DK14
L0031 31.25 10243 2.1× 106 0.25 1/122 49 2 WMAP (Bolshoi) DK15
L0500-Planck 500 10243 1.0× 1010 14 1/35 49 0 Planck DK15
L0250-Planck 250 10243 1.3× 109 5.8 1/42 49 0 Planck DK15
L0125-Planck 125 10243 1.6× 108 2.4 1/51 49 0 Planck DK15
L0100-PL-1.0 100 10243 2.6× 108 0.5 1/195 119 2 Self-similar, n = −1.0 DK15
L0100-PL-1.5 100 10243 2.6× 108 0.5 1/195 99 1 Self-similar, n = −1.5 DK15
L0100-PL-2.0 100 10243 2.6× 108 1.0 1/98 49 0.5 Self-similar, n = −2.0 DK15
L0100-PL-2.5 100 10243 2.6× 108 1.0 1/98 49 0 Self-similar, n = −2.5 DK15
Note. — The N–body simulations used in this paper. L denotes the box size in comoving units, N3 the number of particles, mp
the particle mass, and  the force softening length in physical units. The references correspond to Diemer et al. (2013a, DKM13),
Diemer & Kravtsov (2014, DK14), and Diemer & Kravtsov (2015, DK15). Our system for choosing force resolutions is discussed in
DK14.
2.2. Halo Selection
DK15 determined the minimum mass for halos at a
given redshift as the maximum of three resolution cri-
teria. In particular, they required 1000 particles inside
R200c, 200 particles inside rs, and that rs be at least six
times larger than the force resolution of a given simula-
tion. If these requirements were enforced for individual
halos, they would lead to a biased scale radii. Instead,
they are enforced on average, i.e., by computing a halo
mass Mvir that fulfills the requirements assuming the c–
M relation of Zhao et al. (2009). Due to an erroneous
conversion from physical to comoving units, the final cri-
terion was too strict in DK15, which is why the c–M
data used in this work extend to slightly higher masses
at high redshift.
We make no cuts on the dynamical state of our halos,
including even unrelaxed systems that may be poorly fit
by NFW profiles. In doing so, we accept that concen-
tration may be ill-defined for some halos, contributing
to tails of extreme values in the distribution (e.g., Fig-
ure 1 in DK15). Unrelaxed systems have been shown to
cause the upturn in our c–ν relations at high peak height.
On the other hand, removing the upturn by aggressively
cutting out unrelaxed halos necessarily leads to a bias
toward dynamically older systems and thus higher con-
centrations (Ludlow et al. 2012; Prada et al. 2012; Correa
et al. 2015a; Angel et al. 2016; Klypin et al. 2016; Child
et al. 2018). To avoid such biases, we consider the full
halo sample.
All halos that pass the three resolution criteria are
combined into one sample per redshift per cosmology,
regardless of which simulation they originated from. For
the scale-free models, the evolution of the c–M relation
represents merely a rescaling of mass (as we show in Sec-
tion 3.3), and we thus combine halos from multiple red-
shifts into one sample per cosmology. We refer the reader
to DK15 for further details on these halo samples.
2.3. Fitting and Binning
We rely on the concentrations measured by the Rock-
star halo finder, which fits an NFW profile to the mass
profile of each halo. For this purpose, Rockstar groups
all bound particles within Rvir into up to 50 equal-mass
bins with at least 15 particles per bin. The scale radius is
varied until the best-fit NFW profile has been found. All
bins receive equal weight except for bins that lie within
three force resolution lengths, which are down-weighted
by a factor of 10 (Behroozi et al. 2013a).
We note that there are alternative ways to measure
concentration. For example, Klypin et al. (2011) sug-
gested using the circular velocities at certain radii in-
stead of fitting an NFW profile, leading to systemati-
cally different values. Concentrations can also be derived
from Einasto profiles, which tend to provide a better fit
(Navarro et al. 2004), but this profile form relies on an
additional shape parameter, α. This shape parameter
needs to be fixed when fitting to individual halos be-
cause their profiles often allow too much freedom, but
α depends on peak height and the shape of the power
spectrum in a nontrivial fashion (Gao et al. 2008; Lud-
low & Angulo 2017). Dutton & Maccio` (2014) showed
that Einasto and NFW concentrations agree to about
10% or better (their Figure 5; see also Meneghetti et al.
2014). We have checked that this conclusion applies to
both scale-free and ΛCDM universes and that those mod-
els do not systematically differ in the relative fit quality
of NFW and Einasto profiles. Thus, we refrain from ex-
ploring different definitions of concentrations and rely on
the NFW fits performed by Rockstar.
The concentrations of all halos that pass the resolution
cuts are binned in logarithmic mass or peak height. The
shaded error regions shown in the forthcoming figures
correspond to the statistical uncertainty on the mean or
median, not the scatter, which is much larger, about 0.16
dex (DK15).
All fits are performed using the binned concentration
data (rather than the concentrations of individual halos)
and use a standard least-squares algorithm. The best-
fit parameters are often largely determined by low-mass
bins that contain many more halos than their high-mass
counterparts. However, even if the median value in a bin
is statistically well determined, it carries a systematic
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uncertainty due to profile fitting, binning, and numerical
effects. Thus, we add a systematic error to 2% of the
concentration and compute the uncertainty on a bin’s
value as σbin =
√
σ2stat + (0.02cbin)
2.
Due to a numerical error in DK15, their concentra-
tions for the WMAP7 cosmology were underestimated
at all redshifts except z = 0 by up to 5%. All conclu-
sions of their work remain valid, and their figures change
relatively little. We have, of course, corrected this error,
and we provide an updated version of the DK15 best-fit
parameters in Appendix A.
3. SEMIANALYTICAL MODELS OF THE c–M
RELATION
In this section, we derive a semianalytical description
of the evolution of halo concentration. We begin by defin-
ing a number of variables (Section 3.1) and considering
the pseudo-evolution of concentration in general (Sec-
tion 3.2). We then break up the task of finding an an-
alytical expression for the c–M relation by considering
four levels of complexity: low-mass halos in scale-free
cosmologies (Section 3.3), low-mass halos in arbitrary
ΛCDM cosmologies (Section 3.4), all halos in scale-free
cosmologies (Section 3.5), and finally all halos in ΛCDM
(Section 3.6). Readers who wish to skip the mathemat-
ical details of our derivation may proceed to Section 3.6
where we demonstrate the quality of our fitting function
(Equation (31), Figure 3).
3.1. Definitions and General Considerations
We use r to denote three-dimensional radii measured
from the halo center and reserve capital letters such as
R and M for specific radii and masses used to define the
halo boundary. In particular, spherical overdensity (SO)
radii are defined as
R∆ =
(
3M∆
4pi∆ρref(z)
)1/3
, (1)
where ρref is either the critical or mean density of the
universe and ∆ is a dimensionless overdensity, leading to
definitions such as R200c or R200m (where ∆ is set to 200
times the critical and mean density of the universe, re-
spectively). We use the subscript “vir” to indicate quan-
tities that are calculated based on a varying overdensity
∆vir(z), computed using the approximation of Bryan &
Norman (1998). For much of this work, we express halo
mass as peak height, ν, which is defined as
ν∆ ≡ δc
σ(M∆, z)
=
δc
σ(M∆, z = 0)×D(z) . (2)
Here δc = 1.686 denotes the critical overdensity for top-
hat collapse in an EdS universe (Gunn & Gott 1972),
D(z) is the linear growth factor of density fluctuations
normalized to unity at z = 0 (e.g. Eisenstein & Hu 1999),
and σ(M) denotes the rms density fluctuation in spheres
of the corresponding Lagrangian radius. This radius is
defined with respect to some M∆ such that
ML = M∆ = (4pi/3)ρm(z = 0)R
3
L . (3)
For much of the paper, we will use ν200c, whereas the let-
ter ν indicates a generalized form that does not depend
on the exact mass definition. The nonlinear mass M∗
is defined as the mass where ν = 1. We use the fitting
function of Eisenstein & Hu (1998) to compute the linear
power spectrum on which the variance is based. In princi-
ple, we could use the exact power spectra from the Camb
code, which was used to create the initial conditions of
our simulations. In practice, however, using an analytical
approximation makes the calculation of our model much
faster and more portable. All calculations are performed
using the python toolkit Colossus (Diemer 2018).
In this work, we are concerned with concentration, de-
fined as c∆ = R∆/rs. Here rs is the scale radius where
the logarithmic slope of the profile is −2. By similarly
defining a dimensionless radius variable x = r/rs and a
scale density ρs, we can write any density profile as the
enclosed mass,
M(< r) = 4piρsr
3
s g(x) , (4)
where g(x) is an arbitrary function that depends on the
density profile. For example, for the NFW profile,
ρ(r) =
ρsr
3
s
r(r + rs)2
, (5)
we have
g(x) = ln(1 + x)− x
1 + x
. (6)
We will use the NFW profile when evaluating our ex-
pressions for concentration, but we emphasize that those
expressions are general and should hold for any g(x).
3.2. Pseudo-evolving Halo Concentrations
As discussed in Section 1, we have reason to suspect
that the concentrations of low-mass halos change mostly
as a result of pseudo-evolution. Here the term “pseudo-
evolution” means that the scale radius and central den-
sity profile of a halo are assumed to be constant in
physical coordinates, and thus that they evolve solely
through the growth of their outer boundary R∆. Diemer
et al. (2013b) demonstrated that this assumption can
reproduce the evolution of the low-mass end of the c–
M relation according to the accretion history model of
Zhao et al. (2009). This finding highlights that pseudo-
evolution is implicit in some models of halo growth,
where rs stays constant but SO radii evolve.
We note that our definition of the term “pseudo-
evolution” is less strict than in other contexts where it is
sometimes used to describe the gradual inclusion of mass
that had already been physically accreted onto the halo
at the initial time. We remain agnostic about whether
the halo mass grows because matter is being accreted af-
ter the initial time or because of the artificial (“pseudo”)
mass growth caused by the arbitrary definition of the
halo boundary.
To build an analytical model of pseudo-evolving con-
centrations, let us now assume that, at any redshift z, all
halos of mass less than some mass Mpe(z) are pseudo-
evolving halos and that each such halo enters this phase
at a redshift zpe ≥ z depending on Mpe. We denote
by cpe the concentration of a halo at the redshift zpe
when it entered the pseudo-evolving regime. As ρs and
r3s are then constant in physical coordinates, it follows
that M∆ ∝ g(c). Equations (1) and (4) then give the
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following two equations:
c
[g(c)]
1
3
=
(
∆ρref(zpe)(1 + z)
3
∆ρref(z)(1 + zpe)3
) 1
3 1 + zpe
1 + z
cpe
[g(cpe)]
1
3
(7)
and
M∆
g(c)
=
Mpe
g(cpe)
. (8)
Defining
F (x) =
x
[g(x)]
1
3
(9)
and denoting the first factor on the right-hand side of
Equation (7) as Xref(z), we can conveniently write Equa-
tion (7) as
c = F˜
[
Xref(z)
1 + zpe
1 + z
F (cpe)
]
, (10)
where F˜ is the inverse function of F (x) (which is a
monotonically increasing function defined for x ≥ 0).
We note that this equation is valid for all mass defini-
tions, with Xref(z) = 1 when ρref = ρm and Xref(z) =
Ωm(z)/Ωm(zpe) if ρref = ρc. At any z, Equations (8) and
(10) allow us to calculate, for any Mpe, the values of c
and M∆, provided we know zpe and cpe as a function of
Mpe.
3.3. Low-mass Halos in Scale-free Cosmologies
The functions above take on particularly simple forms
in scale-free cosmologies, and our goal is to derive their
form in more general ΛCDM cosmologies by an interpo-
lation of such models. By “scale-free models” we mean
CDM cosmologies with an initial linear power spectrum
that is a simple power law, P (k) ∝ kn with n constant,
and an EdS expansion law, a ∝ t2/3. Because of the ab-
sence of characteristic mass or length scales, clustering
in these models must be self-similar, i.e., its temporal
evolution must be equivalent to a rescaling of lengths or
masses. In the present context, this property implies that
the time dependence of the c–M relation can be removed
by rescaling masses:
c(M, z) = c0
(
M
M∗(z)
)
, (11)
where M∗(z) is the characteristic mass scale defined at
redshift z (defined relative to some arbitrary reference
time at which z = 0). In the scale-free case, σ2(M, z) ∝
M−
n+3
3 , and therefore
σ(M, z) = δc
(
M∗
M
)n+3
6
. (12)
Given that the linear growth in an EdS cosmology is
proportional to the scale factor, σ(M, z) ∝ 1/(1 + z), we
infer
M∗(z) ∝
(
1
1 + z
) 6
3+n
. (13)
The peak height is then ν(M, z) = ν(M, 0)(1 + z) and
thus
ν(M, z) =
(
M
M∗(z)
)n+3
6
. (14)
This self-similarity implies that c(ν) is a time-
independent function in a scale-free model (which is
borne out in simulations; DK15). It is now straight-
forward to find the functional form of the c–M relation
in the case of pure pseudo-evolution. Since Xref = 1, we
can write Equation (10) as
c
g(c)1/3
=
νpe
ν(Mpe, z)
cpe
g(cpe)1/3
(15)
where νpe = ν(Mpe, zpe). Combining this expression
with Equations (8) and (14), we obtain
c
[g(c)]
5+n
6
=
A(n)
ν
, (16)
where A(n) = νpecpe/g(cpe)
5+n
6 depends only on n be-
cause νpe and cpe are fixed parameters for a given scale-
free model. We have thus obtained an implicit analytical
expression for the c–ν relation for any ∆, given a density
profile g(c). For a given n, there is a single free pa-
rameter that fixes the overall amplitude. Note that we
have assumed, as appropriate in an EdS universe, that
∆ρref ∝ a−3. The dependence of ν on ∆ is then ab-
sorbed in the constant A(n). Thus, the functional form
of the pseudo-evolving c–M relation in a scale-free cos-
mology is independent of the detailed definition of the
halo boundary.
We solve Equation (16) numerically to obtain c(ν, n).
We expect this expression to work only for low halo
masses where pseudo-evolution dominates (Diemer et al.
2013b). By experimenting, we find that νcut = 1.4
appears to capture the transition to the regime where
the median concentration begins to deviate from Equa-
tion (16) by more than about 10%. There is no evidence
that this limit depends on n. Leaving A(n) free for each
scale-free model, we obtain excellent fits to the c–M data
from our scale-free simulations. When fitting all four
scale-free models (n = [−1,−1.5,−2,−2.5]) simultane-
ously with νpe and cpe as free parameters, we obtain a fit
quality of about 10%. However, νpe and cpe are degen-
erate, and we find a better fit when assuming that A(n)
has a linear relation with n,
A(n) = a0 + a1(n+ 3) . (17)
Writing the slope as (n+ 3) is not necessary but leads to
more intuitive values of the best-fit parameters. Fitting
the ν < 1.4 scale-free simulation data for c200c, we match
the data to better than 5% accuracy with a0 = 3.49 and
a1 = 4.33 (Figure 1). As expected, Equation (16) in-
creasingly underestimates the simulated concentrations
toward higher ν because those halos have gained more
mass compared to the expectation from pure pseudo-
evolution.
We note that the term on the left-hand side of Equa-
tion (16) plays a crucial role in that it induces an n-
dependence in the functional form of the c–ν relation.
Moreover, the g(c) term forces the relation to deviate
from a strict power law, leading to a varying logarith-
mic slope between about 1.2 and 1.4 over the range of
n probed by our simulations. These values naturally ex-
plain the best-fit low-mass slope in the DK15 model. In-
dependently of n, the function asymptotically approaches
c ∝ 1/ν as c → ∞, corresponding to the limit in which
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Figure 1. Intermediate steps in the development of our semianalytical model. Each set of panels shows the median concentration (solid
lines), statistical uncertainty (shaded area), and fit (dashed lines) for a given set of c–ν data. The bottom panels show the relative
difference between fit and data. Left panels: A two-parameter fit to the low-mass (pseudo-evolving) end of the c–ν relation in scale-free
models (Equation 16, Section 3.3). Middle panels: A three-parameter fit to the low-mass end for both scale-free (not shown) and ΛCDM
cosmologies (Section 3.4). Right panels: A four-parameter fit to all halo masses in scale-free models (Equation 28, Section 3.5). See the
respective sections for a detailed discussion.
the halo density profiles are strictly stationary in physical
coordinates (the so-called stable clustering limit; Peebles
1974; Davis & Peebles 1977; Smith et al. 2003). For in-
tegrable mass profiles such as the Einasto form, this be-
havior will be attained at smaller values of c compared
to the NFW case.
3.4. Low-mass Halos in ΛCDM Cosmologies
We return to Equations (8) and (10), which are gen-
eral and can be solved numerically for any cosmological
model. However, in order to do so, we need to know zpe
and cpe as a function of Mpe, i.e. the redshift at which a
halo starts pseudo-evolving and its concentration at that
time, when its mass is Mpe. As zpe can be written as
zpe = D˜
[
D(z)ν(Mpe, z)
νpe
]
, (18)
we can phrase the problem as needing to know νpe and
cpe as a function of Mpe. The concentration data from
the scale-free models indicate that νcut is roughly con-
stant, meaning that we can assume that νpe is constant
and thus need only a prescription of cpe as a function
of Mpe. Once again, we assume a linear dependence on
neff ,
cpe = c0 + c1(neff(Mpe, z) + 3) . (19)
However, the meaning of n is no longer uniquely defined
because the slope of the power spectrum is a function
of scale in ΛCDM cosmologies. Thus, we have assumed
n = neff(M), an effective slope that is a function of halo
mass. Given the physical meaning of cpe, neff is expected
to correspond to the exponent of the scale-free model
that best approximates the ΛCDM model in the time
between the formation of a halo and the onset of pseudo-
evolution. As we do not know, a priori, how to calculate
neff , we consider two plausible prescriptions. First, we
could take the logarithmic slope of σ(R) at some multiple
of the Lagrangian radius of a halo,
neff(M) = −2 d lnσ(R)
d lnR
∣∣∣∣
R=κRL
− 3 , (20)
where κ is a free parameter. Second, we could follow
DK15 and take the logarithmic slope of the power spec-
trum itself (e.g., Jing 1998),
neff(M) =
d lnP (k)
d ln k
∣∣∣∣
k=κ2pi/RL
. (21)
Again, κ is a free parameter that was found to be of order
unity for the best fits of DK15. The top panel of Figure 2
compares these two prescriptions for neff as a function
of redshift and peak height. They evolve similarly with
redshift, but their dependence on ν is different. Finally,
we could ignore the mass dependence of neff , postulating
that cpe depends only on redshift, and evaluate Equa-
tion (20) at the Lagrangian radius of the nonlinear mass,
RL(M∗). This option would correspond to the ν = 1
lines in Figure 2. We find that Equation (20) with a
mass-dependent RL leads to the best-fit results and thus
adopt it as our prescription for neff .
Combining the implicit Equations (8), (10), and (18),
we numerically solve for the three unknown variables
Mpe, zpe, and c. We fix νpe = νcut = 1.4, leaving three
free parameters (c0, c1, and κ). We have experimented
with a varying νpe but find that its best-fit value is very
close to νcut. We constrain the parameters in a simul-
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taneous fit to our WMAP7 cosmology and the scale-free
models, finding best-fit values of κ = 0.34, c0 = 0.76, and
c1 = 5.37. The middle panels of Figure 1 demonstrate
that the fitting function with these parameters matches
the ΛCDM data and scale-free models (not shown) to
better than 10%, though with a discernible redshift trend
in the residuals. While we show the c200c results, we ob-
tain fits of similar quality when fitting c200m and c500c.
The equations automatically account for mass definition
and can thus be fit to multiple definitions simultaneously
(though the fit is slightly degraded in practice).
In summary, we have created a function with only three
free parameters that describes the evolution of concen-
tration at low masses in both scale-free and ΛCDM cos-
mologies and for a range of mass definitions. This success
demonstrates that the c–M relation can be understood
almost solely from pseudo-evolution in this regime.
3.5. All Halos in Scale-free Cosmologies
Having succeeded at describing the low-mass end of
the c–M relation with semianalytical functions, we now
attempt to expand our understanding to the entire mass
range. The physics shaping the c–M relation at the high-
mass end is complicated. First, we cannot rely on ap-
proximations such as pseudo-evolution because halos are
physically accreting at rates that, on average, depend on
the given cosmology, halo mass, and redshift in a non-
trivial fashion. Second, the upturn at the highest peak
heights is caused by unrelaxed halos whose density pro-
files are not well described by an NFW profile (Ludlow
et al. 2012; Meneghetti & Rasia 2013). There is no ap-
parent way to model these trends analytically, which is
why we will rely on phenomenological extensions of our
low-mass expressions.
The fundamental equations of spherical overdensity
radii and the density profile, Equations (1) and (4), can
be generalized without any assumption about the evolu-
tion of halos,
c
[g(c)]
1
3
= Xref(z)
1 + zpe
1 + z
cpe
[g(cpe)]
1
3
Pρ(z;Mpe, zpe) (22)
and
M
g(c)
=
Mpe
g(cpe)
Pm(z;Mpe, zpe) . (23)
The functions
Pρ(z;Mpe, zpe) =
(
ρs(z)
ρs(zpe)
) 1
3
and
Pm(z;Mpe, zpe) =
ρs(z) r
3
s (z)
ρs(zpe) r3s (zpe)
(24)
describe the evolution of the density and mass of the halo
core between z and zpe for a halo mass Mpe. Both quan-
tities are normalized so that the limit of exact pseudo-
evolution corresponds to unity.
In scale-free models, Pρ and Pm can only be a function
of Mpe/M∗, or equivalently of ν/νpe. Thus, the equations
can be written as
c
[g(c)]
1
3
=
A
ν(Mpe, z)
Pρ
(
ν(Mpe, z)
νpe
)
(25)
−3.0
−2.5
−2.0
−1.5
−1.0
n
eff
ν = 0.5
ν = 1.0
ν = 2.0
ν = 4.0
0 2 4
z
0.0
0.2
0.4
0.6
0.8
1.0
α
eff
WMAP7
Planck
Figure 2. Effective slope of the power spectrum, neff (top panel),
and expansion rate, αeff (bottom panel), as a function of redshift.
The vertical dotted lines highlight z = 0. Top panel: the effective
slope is shown for the WMAP7 cosmology. The solid lines represent
the calculation based on the variance, σ(M), (Equation (20)), and
the dashed lines represent the d lnP/d ln k version (Equation (21)),
both with κ = 1. The d lnP/d ln k definition was computed based
on the zero-baryon version of the Eisenstein & Hu (1998) power
spectrum to avoid wiggles due to the baryon acoustic oscillations.
While both definitions lead to the same overall trend that larger
halos experience shallower power spectrum slopes, the dependence
on ν differs in detail. Bottom panel: the effective expansion rate is
defined as αeff = d ln(D)/d ln(1 + z). Until z ≈ 2, the expansion is
similar to the EdS case of αeff = 1, while the growth of structure
slows down at low redshift and almost entirely stalls in the future
(by z ≈ −0.5). The differences between the ΛCDM cosmologies we
consider are small.
and
ν(M, z) = ν(Mpe, z)
[
g(c)
g(cpe)
Pm
(
ν(Mpe, z)
νpe
)] 3+n
6
,
(26)
where, as above, A = νpeF (cpe) and Pρ(y) and Pm(y)
are two dimensionless functions. We assume that they
approach unity in the pseudo-evolving limit of y  1.
For any given functional form of Pρ(y) and Pm(y), we
could numerically determine the c–M relation. We now
insert Equation (26) into Equation (25) to obtain
c
[g(c)]
(5+n)/6
=
A
ν(M, z)
P ′
(
c,
ν(M, z)
νpe
)
, (27)
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Table 2
Best-fit parameters
Par. Median Mean Explanation
κ 0.41 0.42 Loc. in R where neff is computed
a0 2.45 2.37 Normalization of A
a1 1.82 1.74 neff -dependence of A
b0 3.20 3.39 Normalization of B
b1 2.30 1.82 neff -dependence of B
cα 0.21 0.20 αeff -dependence.
Note. — Best-fit parameters for the fitting function of
Equation (31). The two sets of parameters refer to fits to the
median and mean concentrations, respectively. The fits were
performed using our full halo sample including all masses, red-
shifts, and cosmologies (see Section 2.2)
where we have gathered the Pρ and Pm terms into a new
function P ′(c, y) which approaches unity for y  1, and
which we expect to monotonically increase. Exploring
functional forms for P ′(c, y), we find that the simulation
results are well fit by a remarkably simple two-parameter
extension of our analytic result for the pseudo-evolving
limit,
c
[g(c)]
(5+n)/6
=
A(n)
ν
(
1 +
ν2
B(n)
)
, (28)
where the constants A(n) and B(n) may depend on n
only. Once again, we parameterize A and B to linear
order in n, A = a0 + a1(n + 3) and B = b0 + b1(n + 3),
resulting in four free parameters. For c200c, we find the
best-fit values a0 = 2.44, a1 = 4.49, b0 = 3.48, and
b1 = 7.46 (we note that a0 and a1 take on different values
from the fit in Section 3.3). The right column of Figure 1
demonstrates that Equation (28) describes the data to
5% except at the highest peak heights. When combining
the scale-free and ΛCDM data in the next section, we will
see that, at very steep slopes n, the scale-free and ΛCDM
data are incompatible in that they behave differently at
the same ν and n, regardless of how neff is defined. Thus,
we ignore the issue at this point.
We have considered more general forms, for example,
by including a variable exponent of ν in the correction
term, but we find only marginally better fits. We note
that we assumed that P ′(c, y) was not a function of
c, while one might expect that the g(c) term in Equa-
tion (26) would lead to such a dependence. For example,
if we assume Pm(y) = 1 (pure pseudo-evolution) and take
a simple quadratic form for Pρ(y), then B ∝ g(c)(3+n)/3.
We have experimented with such functions but find no
improvement to the fits. The reason for the weak impact
of this term is that, where the correction term dominates
at high masses, c and g(c) vary relatively little. Thus,
any such dependence is absorbed into the parameters b0
and b1.
3.6. All Halos in ΛCDM Cosmologies
We now attempt to generalize ansatz (28) to ΛCDM
cosmologies. A first approach might be to return to the
general expression (10), extend it with simple forms of
Pρ and Pm that depend on (1 + z)/(1 + zpe), and to en-
force that the expressions reduce to our fitting function
from the last section in the scale-free limit. By construc-
tion, we recover the pseudo-evolving limit if zpe  z
(where zpe is defined as in Equation 18). However, for
masses greater than Mpe, we encounter a serious prob-
lem: the redshift at which the halo will start to pseudo-
evolve lies in the future. In a scale-free cosmology, this
is unproblematic because we can use self-similarity, i.e.,
(1+z)/(1+zpe) = ν(Mpe, z)/νpe where νpe is a constant
(Section 3.3). In ΛCDM, assuming that νpe is constant
means that some large halos will never pseudo-evolve be-
cause the linear growth factor D(z) asymptotes to a finite
value that large-ν halos will never reach. This conclusion
is manifestly incorrect; in reality, we expect the opposite
to occur. The rapid expansion of the universe will stop
all physical mass accretion and eventually lead to pure
pseudo-evolution. Thus, the assumption that νpe is a
constant can only be valid in cosmologies with expan-
sion histories similar to EdS, leading us to abandon this
approach.
Instead, we return to the question that first led DK15
to introduce a dependence of concentration on n: what
breaks the self-similarity of the c–ν relation? There are
three factors: the scale-dependent power spectrum, the
halo selection criterion (i.e., the spherical overdensity),
and the non-EdS expansion history of the universe. The
first effect, we have argued, should be taken into ac-
count via the dependence on neff . The second effect
is taken into account in our pseudo-evolution calcula-
tion and should be subdominant for rapidly accreting
halos. The third effect, however, could influence halo
concentrations, though we have no a priori insight into its
quantitative impact. Further motivation to explore the
physics of non-EdS expansion is provided by our fitting
results: when fitting all data (including ΛCDM) with
Equation (28), we observe that the low-redshift ΛCDM
data prefer a lower c–M relation compared to the scale-
free and high-z data. Thus, we wish to construct a phys-
ical variable that captures the impact of the expansion
history, similar to the way neff captures the effect of the
shape of the power spectrum. For this purpose, we define
the effective exponent of linear growth,
αeff(z) = − d lnD(z)
d ln(1 + z)
. (29)
This function is a natural choice for characterizing the ef-
fect of deviations from a standard EdS cosmology on the
evolution of structure (used, for example, in the context
of modified theories of gravity; e.g. Carroll et al. 2006;
Linder & Polarski 2018). As discussed in Section 5, our
choice also has an additional motivation in the context
of scale-free cosmological models. The bottom panel of
Figure 2 shows αeff as a function of redshift. At z >∼ 2,
the expansion is EdS-like and αeff = 1. At low redshifts,
the growth factor evolves more slowly, reaching a slope
of αeff ≈ 0.5 at z = 0. In the future, αeff will approach
zero.
Based on αeff , we propose one of the simplest possible
extensions of the fitting function from the previous sec-
tion: we assert that all concentrations are modified by a
factor that linearly depends on αeff . For convenience, we
rewrite Equation (28) in terms of G˜(x), the inverse of
G(x) =
x
[g(x)]
(5+neff )/6
, (30)
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Figure 3. Quality of our fitting function (Equation 31). The top row shows the simulation data as solid lines in c–M space, the middle
row shows the same data but in c–ν space, and the bottom row shows the relative difference between the data and fitting function in c–ν
space. The columns refer to the scale-free simulations, the simulations with WMAP7 cosmology, and the Planck simulations (Section 2).
For the scale-free models, halo mass is not a meaningful variable. The data shown in the middle row represent a compilation of data from
different redshifts (DK15). The fitting functions match both the scale-free and ΛCDM data to 5% or better, with the exception of the
high-ν end of the scale-free cosmologies.
and multiply it by an αeff -dependent term C(αeff),
c = C(αeff)× G˜
(
A(neff)
ν
[
1 +
ν2
B(neff)
])
, (31)
where
A(neff) =a0(1 + a1(neff + 3))
B(neff) = b0(1 + b1(neff + 3))
C(αeff) = 1− cα(1− αeff) . (32)
Including κ, our function now has six free parameters,
whose best-fit values are listed in Table 2. Figure 3
demonstrates the quality of Equation (31) in a simul-
taneous fit to the c200c data from all our simulations.
The function fits the data to 5% or better at virtually all
redshifts and power spectrum slopes (taking into account
the statistical uncertainties on bins with few halos). Fig-
ure 3 shows fits to the median c–M relation, but the
mean relations are fit to similar accuracy. Fits to other
mass definitions, e.g. c200m, result in poorer fits than
c200c. Instead, we numerically convert the c200c results
to other definitions a posteriori (Appendix B).
Unlike DK15, we assign the same weight to all cos-
mologies and redshifts. This simplification is possible
because there is little tension between the ΛCDM and
scale-free data except at high peak heights and steep
slopes, n ≈ −2.5, where the scale-free and ΛCDM data
are slightly incompatible. In this regime, αeff = 1 in both
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Figure 4. Comparison of our model with DK15 in ΛCDM (left three panels) and scale-free (right panel) cosmologies. In each panel,
the dashed lines show our new model, the solid lines DK15. Left two panels: the c–M relations for both the original and updated
DK15 parameterizations (Appendix A) exhibit modest differences, about 5%. Third panel: at very high redshift, the new model predicts
concentrations up to 40% lower. For reference, at this redshift an Earth mass corresponds to ν ≈ 2. Right panel: the differences with the
DK15 model are much larger for scale-free models than for ΛCDM, about 20% over a wide range of peak heights.
cosmologies, meaning that a dependence on the expan-
sion history cannot resolve the disagreement.
Remarkably, our fitting function improves on the qual-
ity of the DK15 fit while using one fewer free parameter
(six rather than seven). The improvement is most no-
table in the scale-free models, where the updated DK15
model disagrees with the data by up to 20% over a wide
range of n and ν (Figure 7). Most importantly, this
improvement was achieved by predicting the low-mass
shape of the c–ν relation from first principles and by
adding a physically meaningful variable, αeff .
4. COMPARISON WITH OTHER MODELS AND
DATA
We have derived a semianalytical fitting function for
the c–M relation and demonstrated that it fits our sim-
ulation data accurately. In this section, we compare our
new model to previously published fitting functions and
simulation data.
4.1. Comparison with DK15
Figure 4 shows a detailed comparison of our model to
that of DK15 for both ΛCDM and scale-free cosmologies
and from z = 0 to z = 30. In Appendix A, we present
slightly adjusted parameters for the DK15 model that
correspond to a shift in the data due to a small numer-
ical error in the original paper. The left two panels of
Figure 4 compare the new model to both those versions
of DK15 for the WMAP7 cosmology and at the redshifts
where the models were constrained by ΛCDM simulation
data, 0 < z < 6. Both versions of the DK15 model agree
with the new function to 5% or better, an agreement that
is expected given that both models fit the same data.
A good agreement at low redshift, however, does not
guarantee that the models extrapolate to extremely high
redshifts in the same fashion (e.g., Ludlow et al. 2014).
Thus, we compare the models up to z = 30 in the third
panel of Figure 4. Here we show the c–ν rather than the
c–M relation because the mass range considered varies
strongly with redshift. For example, ν = 1 corresponds
to 10−17 solar masses at z = 30. At high redshifts, we no-
tice much larger disagreements between the models, up
to 40%, with the new model predicting consistently lower
concentrations. This difference is related to the new
model’s good fit to the n = −2.5 scale-free cosmology, as
the power spectrum slope gets very steep at high redshift.
Because of this connection, the high-z predictions of our
model are not entirely unconstrained, even though they
were not directly trained on ΛCDM data. Our model
naturally reproduces the very small concentrations that
are found in detailed simulations at high redshift (c ≈ 2–
3 for halos with ν ≈ 2 at z = 30, Diemand et al. 2005;
Anderhalden & Diemand 2013; Ishiyama 2014, compare
to Figure 8 in DK15).
As expected, the right panel of Figure 4 demonstrates
that the new model and DK15 differ by up to 20% in
their predictions for the concentrations in scale-free cos-
mologies, with the new model producing a much better
fit. As discussed in Section 3, this is largely a product of
the careful consideration of the physics that distinguish
EdS and non-EdS universes, namely, the definitions of
neff and αeff and their effect on the c–ν relation.
4.2. Comparison with Previous Models
DK15 compared their model to those of Bullock et al.
(2001), Eke et al. (2001), Zhao et al. (2009), Prada et al.
(2012), Bhattacharya et al. (2013), Ludlow et al. (2014),
and Dutton & Maccio` (2014). Given the good agreement
between our new function and DK15 at z <∼ 6, we do not
repeat those comparisons and refer the reader to Figures
9 and 10 in DK15. Instead, we focus on models that
have emerged since. Figure 5 shows a comparison of our
model (dashed lines) with the models of Correa et al.
(2015a) and Ludlow et al. (2016), as well as the fitting
functions of Klypin et al. (2016) and Child et al. (2018).
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Figure 5. Comparison between our new model and previous works, evaluated for the WMAP7 cosmology used in our simulations. In
each set of panels, the top panel shows our function as dashed lines and the other model as solid lines, and the bottom panel shows the
relative difference. We show fits to the mean or median c–M relation, depending on the data used in the respective works. For the Klypin
et al. (2016) and Child et al. (2018) fitting functions, the solid lines show the range where the fits were constrained, and the dotted lines
show extrapolations of the fits beyond those regions. See Section 4.2 for a detailed discussion.
Our model systematically differs from all others.
The first two models shown in Figure 5, Correa et al.
(2015a) and Ludlow et al. (2016), are based on the idea
that the density profile of halos can be interpreted as
their accretion history in units of the critical density of
the universe at the time when certain shells of dark mat-
ter were accreted (Ludlow et al. 2013). Based on their
model for mass accretion histories (Correa et al. 2015b,c),
Correa et al. (2015a) compute the predicted median con-
centration. In such models, younger halos always have
lower concentration, meaning that there is no upturn at
high masses and that the model describes only relaxed
halos. Their model differs from our function by up to
20% in the mass and redshift range shown in Figure 5.
In their original work, Ludlow et al. (2013) directly
connected the concentration of the mass accretion his-
tory (measured by fitting an NFW profile to the main
progenitor branch) to the concentration of the density
profile using a fitting function, an approach that was
refined in Ludlow et al. (2014). Ludlow et al. (2016) re-
verted to a simpler modeling of concentration using an
approach based on the formation time similar to that of
Navarro et al. (1997, see also Eke et al. 2001). Here, the
average collapse redshift of halos is computed based on
Press–Schechter theory (Press & Schechter 1974; Bond
et al. 1991) and concentration is derived from the age
of the halo. Given that the Correa et al. (2015a) and
Ludlow et al. (2016) functions are based on the same un-
derlying logic, it is not surprising that they agree well
and thus exhibit similar residuals to our model (see also
Figure A1 in Ludlow et al. 2016).
At the low-mass end, models that are directly based
on the mass accretion history of halos such as Correa
et al. (2015a) implicitly evolve concentration according
to pseudo-evolution. The slow evolution of halos at late
times (i.e., long after their formation redshift) is well
matched with the expectation of a density profile that is
static in physical units (Diemer et al. 2013b; More et al.
2015). In the language of Ludlow et al. (2013), the steep
outer NFW profiles of halos are caused by the shallow in-
ner part of the NFW profile that describes their accretion
histories. Our model makes this evolution analytically
explicit at the low-mass end.
The last two models shown in Figure 5 are recently
published empirical fitting functions to large numerical
datasets. Based on the MultiDark simulations, Klypin
et al. (2016) proposed fitting functions with respect to
both mass and peak height, as well as for relaxed and
all halos (we choose the latter to match our halo selec-
tion). Both their fitting functions include a very strong
upturn at high redshift and no upturn at z = 0, leading to
20% disagreements with our model (see also Klypin et al.
2011; Prada et al. 2012; Ludlow et al. 2012; Meneghetti
& Rasia 2013). Klypin et al. (2016) used the Bound
Density Maxima halo finder (BDM; Klypin & Holtzman
1997) rather than Rockstar as well as a different al-
gorithm to determine concentrations, which may explain
an overall offset in the normalization of the concentra-
tions (e.g., Dooley et al. 2014). However, the differences
also show a strong dependence on halo mass and red-
shift, indicating that other systematic effects are at play
(as discussed in detail in Section 4.3).
Based on large N -body simulations (Heitmann et al.
2015; Habib et al. 2016), Child et al. (2018) give numer-
ous fitting functions based on different functional forms
and halo samples. We compare our model to their formu-
lation as a function of M/M∗ for all individual halos (as
opposed to stacked or relaxed halos). Like the model of
Zhao et al. (2009), their model presupposes that concen-
tration reaches a floor of c200c ≈ 3 at the highest masses,
a prediction not borne out by our simulation data and
thus in conflict with our model.
While the Klypin et al. (2016) and Child et al. (2018)
fitting functions are shown only in the mass range where
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Figure 6. Comparison of our fitting function (dashed lines) to data from other simulation suites. The left panel shows the median c–M
relation from the Bolshoi and MultiDark simulations (which use the same WMAP7 cosmology as some of our simulations; Klypin et al.
2011; Prada et al. 2012), the right panel shows results from the MultiDark-Planck simulation suite (Klypin et al. 2016). All concentrations
were computed by the Rockstar halo finder. Compared to Bolshoi/MultiDark, we find that our simulated concentrations follow a steeper
c–M relation at all redshifts, leading to about 10% differences at low and high masses. Surprisingly, this trend does not appear to be
present when comparing to the MultiDark-Planck suite, which is fitted to better than 10% at all masses except for very large halos at
z = 0, where the disagreement reaches about 15%. Here, the data show no upturn, in agreement with our Planck data (Figure 3) but in
slight disagreement with Bolshoi/MultiDark. See Section 4.3 for a detailed discussion.
they were constrained, we emphasize that they extrapo-
late to low masses differently: whereas peak-height-based
fits will extrapolate similarly to our model, mass-based
fits reach arbitrarily high concentrations (e.g., Ludlow
et al. 2014). This holds true even if the variable consid-
ered is M/M∗ as in Child et al. (2018).
4.3. Comparison with Other Simulations
In general, the differences between c–M models arise
not because of poor fits but because of differences in the
underlying data. Such disagreements could be caused by
the halo selection, different halo finders, the way concen-
tration is measured from the density profile, and numer-
ical effects that influence the density profiles themselves.
The first possible cause of differences, sample selection,
was already discussed in Section 4.2: excluding unre-
laxed halos leads to higher concentrations and no upturn
at high peak height. This effect can partially explain the
disagreements with the Correa et al. (2015a) and Ludlow
et al. (2016) models, but not those with the Klypin et al.
(2016) model. Another potential culprit is the method
used to measure concentration. Like in most works in
the literature, our concentrations were derived by fitting
the NFW formula to halo density profiles, but there are
alternatives. For example, computing c based on circu-
lar velocities leads to a somewhat altered c–M relation
(Klypin et al. 2011; Prada et al. 2012; Meneghetti & Ra-
sia 2013). Even the details of the fitting procedure mat-
ter, for example, whether the density or mass profiles
are fit (Poveda-Ruiz et al. 2016) and out to what radius
the density profile is considered. In our case, Rockstar
fits the profile to Rvir. When larger radii are used, some
particles can be missed because they are not part of the
friends-of-friends group, biasing the measured scale ra-
dius high (More et al. 2011; Behroozi et al. 2013a; P.
Mansfield & A. Kravtsov 2019, in preparation).
To assess whether differences in the concentration mea-
surement or in the underlying simulations are to be
blamed for the disagreement with the Klypin et al. (2016)
model, we consider concentrations extracted from the
MultiDark simulation suite using the Rockstar halo
finder, i.e., using the same fitting algorithm. We com-
pute the c–M relation using the same pipeline and res-
olution limits as for our simulations. In particular, we
use Rockstar halo catalogs for the Bolshoi (box size
250h−1Mpc) and MultiDark (1h−1Gpc) simulations that
model the same WMAP7 cosmology as our reference sim-
ulations (Klypin et al. 2011; Prada et al. 2012). In addi-
tion, we use the MDPL2, BigMDPL, and HMDPL boxes
that model the MultiDark-Planck cosmology with box
sizes of 1, 2.5, and 4 h−1Gpc, respectively (Klypin et al.
2016). These simulations are summarily referred to as
the MultiDark simulation suite, and the catalogs are pub-
licly available on the Skies and Universes website.
Figure 6 demonstrates that the differences largely re-
main when the same halo finder and fitting method are
used, confirming that they are caused by the data from
one or both of the simulation suites. In particular, the
Bolshoi/MultiDark (WMAP7) results differ from ours in
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a mass-dependent fashion. The MultiDark-Planck c–M
relation agrees with our model to better than 10% except
at the highest halo masses at z = 0, where the simula-
tion predicts no upturn. We have attempted to fit our
model (Equation 31) simultaneously to the c–M relations
from our scale-free simulations and from the MultiDark
suite. However, the best fit still deviates from the data
by up to 15%, largely because the high-ν predictions of
Bolshoi/MultiDark and MultiDark-Planck are somewhat
incongruent. We note that the c–M relations shown in
Figure 6 are not the same as in Klypin et al. (2011, 2016)
and Prada et al. (2012). There, concentration was evalu-
ated from the ratio of circular velocities at certain radii,
leading to systematic differences (e.g., Meneghetti & Ra-
sia 2013). To avoid an unfair comparison, we refrain from
showing the fitting functions from the original works in
Figure 6.
Our findings raise the question of how the simulated
density profiles can differ so significantly. An obvious
culprit could be the simulation code, given that Bolshoi
and MultiDark were run with ART (Kravtsov et al. 1997;
Gottloeber & Klypin 2008) while our simulations and
MultiDark-Planck were run with Gadget2. However,
the different N -body algorithms have been compared and
been found to agree relatively well (e.g., Knebe et al.
2000; Diemand et al. 2004a; Heitmann et al. 2005; Klypin
et al. 2009).
More likely, the differences are caused by differences in
the numerical parameters that determine the accuracy of
N -body simulations, namely, mass resolution (the num-
ber of particles per halo), force resolution (the smoothing
scale), and time stepping. As described in Section 2, we
have attempted to eliminate mass and force resolution ef-
fects by introducing a minimum number of particles per
halo and by requiring the scale radius to be resolved by a
sufficient number of force softening lengths (Moore et al.
1998; Klypin et al. 2001). We have carefully tested the
convergence of our results with those parameters (DK15),
and we note that the mass and force resolutions of some
of our simulation boxes are rather similar to those of the
Bolshoi simulation.
These arguments leave time stepping as the most likely
culprit. N -body simulations can suffer from unphysical
two-body scattering, which leads to artificial heating and
thus lowers the central density of halos. The magnitude
of this effect depends on the size of the time step (Knebe
et al. 2000). We cannot quantify the impact of time
stepping without a detailed numerical study, but Child
et al. (2018) find that halving their time step shifts con-
centrations up by less than 5% while doubling it lowers
concentrations by about 8% (their Appendix B2).
Comparing our time stepping to Bolshoi/MultiDark is
difficult because ART and Gadget2 use different algo-
rithms to determine the time step. In particular, ART
is an adaptive mesh refinement (AMR) code, meaning
that the time step varies between resolution levels as
∆t ∝ ρ−1/3. In Gadget2, it scales as ∆t = √2η/|~a|,
where η is a free parameter and ~a is the acceleration
vector (Springel 2005). Around the scale radius where
ρ ∝ r−2, this translates to ∆t ∝ ρ−1/4 (Klypin et al.
2009). However, it is not clear how these different
time step scalings would translate into the mass trend
shown in Figure 6. To compare the time stepping in
our simulations to MultiDark-Planck, we consider sim-
ulation boxes that have roughly the same mass reso-
lution (L1000 and HMDPL, L0250 and MDPL). The
MultiDark-Planck boxes use a force softening that is be-
tween 1.1 and 1.6 times smaller, an effect that is com-
bined with a more aggressive time stepping parameter
η to result in about twice as many time steps as in our
simulations. While this systematic difference suggests
that MultiDark-Planck should be better converged than
our simulations, there is no discernible overall offset in
the concentrations, which is somewhat surprising given
the findings of Child et al. (2018). Thus, if time step-
ping was the actual cause of the numerical differences, it
would appear that the different time stepping algorithms
in ART and Gadget2 have a larger impact than the fac-
tor of two difference between MultiDark-Planck and our
simulations.
We note that resolution and time stepping effects are
not simply eliminated by arbitrarily decreasing the force
smoothing scale and time step because the convergence
depends on particle number, force resolution, and time
stepping in a complicated fashion (Splinter et al. 1998;
Knebe et al. 2000; Power et al. 2003; Diemand et al.
2004b; Joyce et al. 2009; Joyce & Sylos Labini 2013). For
example, even accurately integrated two-body collisions
are unphysical and can alter the density profiles. Such
effects could have escaped our convergence tests because
mass, force, and time resolution are varied at the same
time.
In summary, we find that our simulation data disagree
with the MultiDark simulation suite by up to 15%, likely
due to the time stepping schemes used in the underlying
suites of N -body simulations. This disagreement is of the
same order as other systematic effects such as sample
selection and the definition of concentration. We cau-
tion that the concentration of simulated halos is not a
uniquely defined quantity and that it is likely affected by
numerical inaccuracies. A detailed study of the impact
of resolution on concentration will be undertaken in P.
Mansfield et al. (2019, in preparation).
5. THE IMPORTANCE OF THE EXPANSION RATE
One of the most important findings of this paper is
that the physics of c–M evolution at low redshift can-
not be encoded solely by the dependence on peak height
and the effective slope of the power spectrum. Instead,
it requires, at least, parameterization of an additional
dependence on the cosmological expansion. We have ar-
gued that αeff is a physically motivated parameter that
captures the late-time deviation from EdS expansion in
ΛCDM, and that it appears to influence halo concen-
trations. In this section, we discuss future avenues for
improving our understanding of this influence and of the
capacity of αeff to describe it.
As discussed in Section 3.6, the dependence on cos-
mology could originate through both the evolving halo
definition (which is unique in EdS up to the choice of the
value of the constant ∆) and the non-EdS linear growth
factor. The former dependence is already explicitly in-
cluded in our pseudo-evolution calculations and should
be subdominant for physically accreting halos. Thus, our
choice of αeff is motivated by the expected dependence
on the evolution of D(z).
There is also a separate physical motivation for the
14 Diemer & Joyce
choice of αeff as in Equation (29): a cosmology with a
constant αeff = α different from unity still corresponds
to an EdS expansion law, a ∝ t2/3, and, taking power-
law initial conditions, defines a broader (two-parameter)
family of scale-free cosmologies than the one usually con-
sidered (Benhaiem et al. 2013, 2014). In such cosmologies
the universe expands faster than in “standard” (α = 1)
EdS for α < 1 and slower for α > 1, with a linear growth
factor D(z) = (1 + z)−α.
If the power spectrum is scale-free, we can generalize
the derivation of the c–M relation in the pseudo-evolving
limit to include α, and obtain
c
[g(c)]
1
3−γ
=
A(n, α)
ν1/α
, (33)
where γ = 3(3 + n)/(3 + n + 2α). As shown in Ben-
haiem et al. (2014), the constant γ is the exponent char-
acterizing the decaying power-law behavior of the non-
linear two-point correlation function in the stable clus-
tering approximation. This result is a generalization
of the corresponding one for the usual α = 1 case,
γ = 3(3 + n)/(5 + n), which was originally derived by
Peebles (1974). The c–M relation for the full mass range
might take on a form similar to our fitting function of
Equation (31),
c
[g(c)]
1
3−γ
=
A(n, α)
ν1/α
[
1 +
ν2
B(n, α)
]
. (34)
Such a parameterization would replace the C(α) factor
and could be calibrated with large dedicated simulations
of α-universes, like those described for modest sizes (N =
2563) in Benhaiem et al. (2014). An alternative avenue to
further constrain the dependence on αeff would be to run
ΛCDM simulations far into the future where αeff  1.
6. CONCLUSIONS
We have presented an accurate, semianalytical model
of the mean and median c–ν relation that describes sim-
ulation data over a wide range of cosmologies, masses,
and redshifts. As intermediate products, we have devel-
oped a number of few-parameter fitting functions that
are valid in certain limits, e.g., for low-mass halos or EdS
cosmologies. Our model is publicly available through the
Colossus code. Our main conclusions are as follows:
1. The assumption of pure pseudo-evolution (radius
and mass changes compatible with a fixed density
profile in physical coordinates) can quantitatively
explain the behavior of the c–ν relation for ν <∼ 1.4,
in both ΛCDM and scale-free cosmologies.
2. While peak height and the effective power spec-
trum slope, neff , can explain the majority of the
evolution of the c–ν relation, we have shown that a
third physical parameter is necessary: the effective
exponent of linear growth, αeff . The definition of
neff matters when connecting scale-free and ΛCDM
cosmologies. Definitions based on σ(R) fare better
than those based on P (k).
3. Including a dependence on αeff , we have proposed
a simple, semianalytical model with six free param-
eters (Equation 31). This function fits our data to
5% or better for virtually all tested cosmologies,
halo masses, and redshifts.
4. The predictions of our model are distinct from all
previously proposed models. While they agree with
the (updated) DK15 model to about 5% for ΛCDM
cosmologies at z < 6, they diverge for scale-free
cosmologies and at very high redshift.
5. Our model describes the c–M relation in the Multi-
Dark simulation suite to about 15% accuracy. The
disagreement is caused by numerical differences in
the underlyingN -body simulations, which are most
likely due to the different time stepping schemes.
While our simulations use fewer time steps than
MultiDark, we cannot currently determine the rel-
ative convergence of the different simulation suites.
While we have made progress in our quantitative under-
standing of the c–M relation and its evolution at low halo
masses, the physics that determines c at high masses re-
main harder to quantify. In particular, the upturn due to
unrelaxed halos is difficult to model and almost certainly
depends on the exact technique of determining concen-
tration. Similarly, we have introduced αeff as a physical
variable, although our understanding of how αeff influ-
ences concentration is sorely lacking. Simulations of EdS
universes with different values of α or far-future simu-
lations of ΛCDM cosmologies are needed to understand
this dependence more systematically.
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APPENDIX
A. UPDATED DK15 PARAMETERS
In the original DK15 data, a small numerical error
meant that the z > 0 data of the WMAP7 cosmology
were miscalculated by a few percent, depending on red-
shift. We refit the DK15 model to the corrected data
using the same weights on the different datasets (five
times higher weight on ΛCDM than on scale-free data,
and twice that weight at z = 0). In contrast to DK15,
we introduce the same systematic error of 2% as for the
new model fits (Section 2). The new best-fit parame-
ters are listed in Table 3 and have been implemented in
the Colossus code (though the original parameter set
is also available for backward compatibility). As implied
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Figure 7. Fit quality of the updated DK15 model. The panels
show the relative difference between the simulation data (with a
slight numerical error corrected compared to DK15) and the re-
calibrated model (using the parameters in Table 3). The panels
show the scale-free, WMAP7, and Planck cosmologies, from top to
bottom. The colors and lines have the same meaning as in Fig-
ure 3. The model still fits the ΛCDM data to 5% or better, but
the fit to the scale-free models has become less accurate as a result
of the changes in the ΛCDM data. We discuss the reasons for this
disagreement in Appendix A.
by Figure 4, the old and new models agree to 5% or bet-
ter at all redshifts and peak heights except at the highest
peak heights, where the differences can reach 10%. For
the scale-free cosmologies, the differences are about 10%.
Figure 7 shows the fit quality of the new fit and can
be directly compared to Figures 5–7 in DK15. While
the fit still matches the data to 5% or better for the
ΛCDM cosmologies, a tension with the WMAP7 data
at z = 0 becomes apparent (which had been partially
concealed by the numerical error in DK15): the z = 0
concentrations are lower than expected from the model.
In our new model, we have traced this tension to the
effect of the non-EdS expansion rate, parameterized it
using αeff , and thus ensured a good fit at both low and
high redshift.
Moreover, we note that the fit to the scale-free models
has become noticeably worse compared to DK15. As in
the original fit, the scale-free models were down-weighted
by a factor of five compared to the ΛCDM data, meaning
that the worse match is a direct consequence of a tension
between the ΛCDM and scale-free simulations. In this
work, we have resolved this tension through the defini-
tion of neff : when using the slope of σ(M) (Equation 20)
rather than the slope of P (k) (as in DK15, Equation 21),
the ΛCDM fit remains almost the same while the scale-
free fit improves by about 5% in accuracy. Thus, we con-
Table 3
Updated DK15 parameters
Par. Median Mean Explanation
κ 1.00 1.00 Loc. in k where n is computed
φ0 6.58 6.66 Normalization of c floor
φ1 1.27 1.37 Slope dependence of c floor
η0 7.28 5.41 Norm. of ν where c is minimum
η1 1.56 1.06 Slope dep. of ν where c is min.
−α −1.08 −1.22 Slope of c–ν relation at low ν
β 1.77 1.22 Slope of c–ν relation at high ν
Note. — Updated best-fit parameters for the DK15
model. These parameters replace those given in Table 3 of
DK15 which were slightly off owing to a numerical error.
clude that Equation (20) is preferable to Equation (21)
in the sense that it provides a more physical match of neff
to the unambiguous power spectrum slope in the scale-
free models. For consistency, however, the parameters in
Table 3 refer to the slope of P (k). For the ΛCDM fits,
the difference is negligible, and for the scale-free fits one
should prefer the new model over that of DK15 because
it provides a much more accurate fit.
B. CONVERSION TO OTHER MASS
DEFINITIONS
When fitting Equation (31) to mass definitions other
than c200c, we find that the fit degrades. For example,
when fitting c200m, the differences increase to 10% for
ΛCDM and 20% for the scale-free cosmologies. While
the original expression our model was based on, Equa-
tion (7), includes the effects of mass definition, we have
given up that generality when we introduced a phe-
nomenologically motivated parameterization at the high-
mass end.
Instead of attempting to find expressions for each mass
definition, we follow DK15 in computing c200c and con-
verting it to other definitions assuming a fixed NFW pro-
file (their Appendix C). Like DK15, we find that the con-
version to cvir and c200m maintains a fit accuracy of 5%
up to ν <∼ 2.5. At higher ν, the conversion overestimates
the low-redshift concentrations by up to 15%. For higher
overdensities such as c500c, the conversion overestimates
the true concentration above ν = 2, increasing to a 15%
difference at ν = 4. The conversions are automatically
performed by the Colossus code.
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