Abstract -In this paper, we propose an optimization based model for the design of survivable third generation wireless access backhaul networks using a mesh topology. The network design model seeks to minimize the cost of the backhaul network while meeting quality of service and survivability requirements. The design model includes the packet based nature of network traffic and incorporates the effects of user mobility after a failure. We adopt a two-phase design methodology. The first phase provides a minimum-cost, initial network design meeting QoS requirements. The second phase augments the network topology from phase one in order to satisfy survivability requirements. In order to scale the design with network size a computationaily efficient heuristic based on iterative minimum cost routing is proposed. Numerical results are given illustrating the network design approach and the quality of the heuristic solution method.
I. INTRODUCTION
Third-generation (3G) wireless networks are expected to support voice and data services for a range of applications requiring different aspects of quality of service (QoS). Providing QoS in 3G wireless mobile networks has been widely addressed in the literature [1, 2] . QoS is generally referred to as a set of service requirements to be met by the network while transporting a trafflc stream from source to destination. It may be specified in terms of delay, bit error rate, packet loss rate, guaranteed bit rate, and so on. As user dependence on mobile services increases, a network failure that inhibits communication or results in loss of critical data will be problematic. However, typical cellular networks have a tree-like (root-branch-leaf) topology, which is vulnerable to failures. Examples of failure scenarios in cellular networks include failure of a base station and loss of the link between a base station and mobile switching center. The effects of failure in cellular networks will vary and depend on the specific failure scenario, which can be determined by the network component that fails and its location. Recent survivability analysis studies [3] [4] [5] , show that a relatively small failure in a cellular network (e.g., loss of 4 base stations out of a group of 100 attached to the same MSC) can have a large impact on network performance (e.g., call blocking, location update delay) throughout the entire service area. This is because, unlike wired networks disconnected users in wireless networks are mobile and a portion of disconnected users will simply move and attempt to reconnect, resulting in an increase in signaling traffic and call attempts. In order to protect network services against failures, network survivability strategies (i.e., redundant network components, fault-tolerant topology with spare capacity, traffic management, and restoration mechanism, etc.) must be incorporated into the network infrastructure during the design process.
This work was supported in part by NSF grant ANIR 9980516 and a NIST Critical Infrastructure Protection grant In comparison to the literature on wired network design relatively little work exists on the design of cellular networks. Dutta and Kubat [6] considered the design of partially survivable backhaul networks for cellular systems. Self-healing rings were used for the backbone network. A diversity requirement, which forces a cell site to interconnect with more than one hub on the ring, was specified to ensure survivability. The design problem was formulated as an integer programming model and a heuristic based on Lagrangian relaxation was applied to solve the problem. Cox and Sanchez [7] considered the least-cost backhaul network design while meeting survivability and capacity constraints. The problem studied was to locate hubs and interconnect nodes in the backhaul network such that the total cost is minimized. A survivability constraint was specified as a routingdiversity which forces a cell site that has more than one link to connect with different hubs. The problem was formulated as a large integer programming problem and a Tabu Search heuristic was applied to solve the optimization problem. Kubat, Smith and Yum [8] consider the problem of cellular network design with diversity and capacity constraints. The objective was to find a cell-to-hub interconnection and backbone link capacity so that the diversity requirement is met and the cost of interconnection is minimized. In the design, the topology of the backbone is given as a tree topology (or a forest) with the MSC at the root. The diversity requirement is used to ensure that a cell site is connected to more than one hub node of different subtrees for partial traffic protection if one of the connections fails. The authors present mathematical models for three different variations on the cellular network design problem. Heuristic algorithms based on LP relaxations were presented to solve the problems. In [9] , we proposed the use of a survivable mesh type of backhaul topology which is any single link fault tolerant and formulated a integer programming optimization model to determine the network design. A routing based heuristic was proposed to solve the optimization model.
Availability based approaches to network design were studied in [10, 11] . Ma, et. al., [11] presented techniques for the computation of the availability and steady state performance of 2G cellular network architecture. Malloy, et. al, in [11] develop a framework for evaluating the availability of cellular networks. The framework consists of decomposing the cellular network into interconnected modules based on the facility hierarchy of a 2G cellular network. Given the reliability of network components, availability calculations are conducted to approximately determine the network availability and the imnact of various failures. A network design procedure is proposed whereby redundant modules and fault tolerant interconnection of the modules are added to the network (by a network designer) and the improvement in availability determined. In [12] , the authors considered reliable 3G UMTS based backhaul network design. The problem was to find a minimum cost sub-network between the radio network controller (RNC) and its assigned base stations (BS) while meeting availability requirements. The requirements were based on the availability of the working path and the traffic loss parameter of the base stations.
A two-phase heuristic method was presented to solve the reliable 0-7803-9439-9/05/$20.00 ©2005 IEEE network planning problem. In the first phase, a tree-like topology between RNC and BS is designed while taking reliability into account. In the second phase, heuristics are proposed to add new links for protecting the most failure-sensitive parts of the topology. The traffic in the network was modeled as a aggregate fixed demand flow.
While the current literature provides insight into the design of survivable cellular backhaul networks, the approaches and assumptions used were largely based on existing voice based circuitswitched networks which limit their application to emerging 3G networks. Specifically, the current literature does not consider packet based traffic in the backhaul network and user mobility effects after a failure. Here we propose a novel design approach that incorporates these issues into the design of 3G backhaul networks. We adopt a two-phase design methodology to solve the mesh-based survivable 3G backhaul network design problem. The first phase provides a minimum cost network design meeting QoS requirements. The second phase uses an incremental approach to augment the network topology from phase one in order to satisfy survivability requirements. The design problem is formulated as a series of two mixed integer-programming models. Note that, optimization techniques for solving mixed integer programming problems do not scale for large network sizes. Hence, we develop a heuristic method based on iterative minimum cost routing to solve the network design model within a reasonable computational time while obtaining a near optimal solution. The remainder of this paper is organized as follows. In section 2, we discuss the critical issues in 3G backhaul network design including strategies for service assurance. In section 3, we present the mathematical formulation of optimization problems for the topological design of survivable 3G backhaul networks. In section 4, we present a iterative routing based heuristic algorithm to solve the design model. In section 5, we present numerical results for sample networks comparing solutions obtained by solving the optimization problem using standard techniques with our heuristic method. Also, results are given illustrating the effects of user mobility patterns after a base station failure on the network design cost. Finally, section 6 presents our conclusions.
II. 3G BACKHAUL NETWORK DESIGN ISSUES
A typical 3G wireless network architecture based on the 3G partnership project (3GPP) for the evolution of UMTS to an all packet switched network [1, 2] is illustrated in Figure 1 . As shown in Figure  1 the radio access network (RAN) is a set of radio network subsystems (RNS) which connect to the core network. Each RNS consists of one radio network controller (RNC) which controls the radio resources and services in its domain, and one or more access point entities called Node B which are connected to the RNC. A Node B corresponds to a base station in the 2G GSM network, serving as a fixed access point for all mobile terminals (MT) within the cell. Similarly the RNC corresponds to a base station controller in GSM. The wireless link between a Node B and mobile is packet based using wideband CDMA (WCDMA) as the air interface standard. Serving GPRS support nodes (SGSNs) and a gateway GPRS support node (GGSN), which are enhanced versions of those in the General Packet Radio Service (GPRS) networks, are included in 3GPP networks. The primary functions of the SGSN are to detect and register new mobile terminals in its serving area, send/receive data packets to/from the mobiles, and to track the location of the mobiles within its service area. The GGSN is the interface between the 3G network and external networks. In survivable network design, several strategies can be used to protect network services. Following the wireless network survivability framework proposed in [4] , survivability techniques can be deployed at different network layers. At the radio layer, the primary failure to be guarded against is failure of the wireless link to the mobile user. Due to the constraint of limited frequency spectrum, allocation of spare radio channels for use in case of the failure is not economically feasible. As shown in Figure 2 , the effect of a BS (Node B) failure is to disconnect mobiles in the geographic area serviced by the BS. Techniques proposed in the literature to the provide radio coverage in the disconnected area include designing the network with a overlapping or partially overlapping cell site architecture along with a dynamic channel allocation algorithm and adaptive power control to provide dual-homing at the wireless link level [4, 13] . Figure 2 shows a architecture with partial overlapping coverage areas for radio level survivability. After the failure of Node B-2, the neighbor Node Bs increase their power level and expand their cell size, thereby providing a radio link for some mobiles in the failed cell. For mobiles unable to attach due to poor radio coverage, we propose that they reconfigure into a ad-hoc network mode with mobiles that are in radio range of a Node B acting as relays to mobiles that are out of range as shown in Figure 2 . However, this may overload the traffic in the cell sector, requiring forced handoffs of some users in the cell sector to neighbor cells (if possible) or forcing users in the overloaded sector to downgrade their data rate or to connect to another sector of the cell via an ad-hoc relay. Network protocols and signalling to achieve such radio link survivability is on-going research.
In the backhaul network, the primary survivability concern is link failure. Hence, we propose to adapt a mesh-based restorable network topology with link (span) restoration. Any link that is vulnerable to failure is augmented with a backup path with sufficient spare capacity between its two end-nodes. If a link failure occurs, the end nodes of the failed link will automatically restore network services by rerouting traffic through the backup path within a short period of time. Note that network protection for link failures can generally be classified into two schemes, namely link restoration and path restoration. For link restoration, the interrupted traffic is rerouted locally around the failed link whereas for path restoration the interrupted traffic can be rerouted on a new route from the source to destination nodes. Although using path restoration is known to be more cost-efficient, it is difficult to use in wireless networks due to the facility hierarchy.
Unlike wired networks where some portion of traffic is lost after network node failures, a portion of affected traffic in cellular networks will simply move to neighbor cells after a BS/Node B failure. Hence, it is essential to take into account such failure scenarios and their effects when designing the backhaul network. In the event of a BS failure, communication in the area served by the failed BS will be terminated. Mobile users in the area covered by the failed BS can not access the network unless a radio link survivability technique is employed. Alternatively, mobile users may move into neighbor cells and receive the radio signal from the neighbor BS. In any event, neighbor BS will have to serve increasing traffic demands from affected mobile users. Mobile users whose calls were prematurely terminated may attempt to reconnect to the network in a near simultaneous fashion. Simulation results of sample cellular networks show that BS failures will increase the traffic demand, signalling and connection blocking probability in cells adjacent to the failed area [4, 5] . Note that, measurements from a cellular network operator [21] , indicate that BS failures are the most common type of failure.
To mitigate the effect of single BS failures, extra bandwidth must be allocated at each BS to absorb increased traffic due to user movements from a failed neighbor cell. Each BS node may have different extra bandwidth requirements depending upon the geographical location of the BS in the service area. We estimate the amount of extra bandwidth for mitigating user mobility effects at each BS node as follows. Let qj denote the mobility factor indicating the proportion of traffic demands from a neighbor BS node i served at BS node j after BS node i fails (note that 0< aj <1 and Ej aj <1). Let a' be the total traffic demands served at BS node i in a normal operational state. Then, the amount of traffic at BS j in the event of BS i failing is qj a'. Let 8j denote the amount of spare bandwidth required at BS node j for any single BS i failure scenario. Then, fij = MAXi (a,j * a'), that is, 8j is the maximum bandwidth required to serve traffic from mobile users at BS j due to any single neighbor BS node i failure.
III. NETWORK DESIGN PROBLEM FORMULATION Survivable network design involves three main tasks which are determining a fault-tolerant network topology, dimensioning links between network nodes, and routing traffic demands subject to QoS and survivability requirements. Here, we propose a two-phase network design approach similar to recent work on survivable wired backbone network design [14, 17] . In the first phase, we formulate a minimum-cost network design problem which is solved to yield an initial network. The problem is to determine the interconnection links, and their capacity to satisfy traffic demand with minimum cost. Note that, the traffic here is packet based and the capacity allocation is based on a aggregate equivalent bandwidth calculation.
Figure 2. Radio link survivability techniques
In the second phase, we consider the survivable incremental design problem where the minimum-cost network (from phase one) is modified to satisfy survivability requirements. Specifically, links in the phase one network design will be protected using link restoration to guard against any single link failure. The new edges required in the link restoration design, together with existing edges in the minimum cost network provide a mesh restorable network topology. Also, to mitigate the effects of user mobility in the event of BS failures, additional spare capacity is allocated in the backhaul network. In the following, we present mathematical formulations for the two-phase network design procedure. We first present variable definitions and the equivalent bandwidth calculation. demand node-pair is also associated with a RNC node and the traffic must be processed at the assigned RNC node c E C if ykc equals 1.
Since the traffic demand of each node-pair in D is an aggregate traffic, it is required that the amount of capacity given to an aggregate traffic routed through a link in the backhaul network must satisfy the demand and QoS requirements. A simple approach to accommodate those requirements is to set the link capacity equal to the total peak rate. However, the cost of over dimensioning the network can be expensive and we adopt a more efficient approach based on an equivalent bandwidth guarantee to satisfy QoS requirements [15] . A typical type of equivalent bandwidth calculation characterizes source traffic by its peak rate (R), utilization factor (p), and mean burst period (b). The equivalent capacity estimation (6) The inputs to the survivable network design model include a set of working links (edges) to be protected, a set of working paths for all traffic demand node-pairs in the existing network, the estimated mobility factors, and the backup route hop count limit. Given the notation defined previously, the span-restoration problem can be formulated as follows. The objective of M2 is to minimize the total cost of spare resources needed to satisfy survivability requirements. Constraint sets (2.1)-(2.3) are flow-balance constraints for each backup route of edges in the original topology. Constraint set (2.4) limits the number of hops for each backup route. This is to limit the path delay and reduce the computational complexity. Constraint set (2.5) defines the required spare capacity to satisfy all simultaneous flows over the edge (i, j) E E in the direction from node i to j due to a failure of any link (s, t) E W. The spare capacity on the edge includes extra bandwidth to absorb additional traffic due to user mobility from adjacent BS failures or backhaul link failures that may cause additional traffic on the edge. Constraint sets (2.6)-(2.7) ensure that the spare capacity is assigned on an edge in the new topology. Constraint set (2.8) guarantees that links in the phase one design are included in the mesh restorable topology. Constraint sets (2.9)-(2.1 1) express the binary requirements and non-negativity of decision variables. The solution of problem M2 yields a mesh network topology, with a backup route for each protected link having sufficient spare capacity.
Mixed integer programming problems Ml and M2 can be solved using a standard branch and bound technique. While the optimization models can be solved for small network sizes providing a useful benchmark solution, in general the problems MI and M2 are NP-hard and the branch and bound technique will not scale.
IV. HEURISTIC ALGORITHM
This section presents a heuristic algorithm to solve the design models MI and M2 presented above. We propose a heuristic based on a randomized iterative minimum-cost routing approach. The basic idea of the heuristic method is to sequentially route each traffic de-mand using a shortest-path routing algorithm with link-cost metric calculated from the routed traffic demand for all potential links. The process of sequentially routing each traffic demand is randomly repeated until there is no change in the network topology or the maximum iterations is reached. A similar routing based heuristic approach has been efficiently applied to determine spare capacity requirements in survivable network design problems in [19, 20] .
The proposed heuristic is applied to both design phases, with some modifications as detailed in [18] . In the phase 1 minimum-cost design heuristic algorithm, input data consist of a set of all traffic demands ( Figure 3 and begins with randomly generating an ordering of traffic demands. From the generated order, each demand is sequentially routed with a minimum-cost routing algorithm based on the link-cost metric for each potential link. The link cost is calculated from the fixed charge and the traffic based variable charge. For each traffic demand, it is first checked whether a working path has been previously assigned to the traffic demand. If a working path exists for the traffic demand, its required bandwidth will be removed from working links before a new path is searched for the demand. Next, the link cost metric for each potential link is calculated from the fixed cost and variable cost of using the link by the routed traffic demand. Then, a path will be determined using a shortest-path routing algorithm based on the calculated link-cost metric. If the computed path is a new minimum-cost path, it is recorded as the working path for the traffic demand. Finally, the required bandwidth of the traffic demand is allocated on every link along the working path. The link-cost metric is recalculated for each flow and the network topology is updated once a flow is routed using a new path. After all traffic demands are routed, the process is repeated with a new randomly generated order of traffic flows until there is no update in the network topology or the maximum number iterations is reached. At the end of the algorithm, the network topology will be determined from the potential links that have non zero traffic demands, along with the capacity of each link. The solution found in the phase 1 design heuristic is used as the input for the survivable network design heuristic in the second phase.
The phase 2 heuristic is similar to the minimum-cost design heuristic algorithm. However, each working link from the minimum-cost network topology will be considered as a failure scenario and traffic demands passing through the link will be protected by a backup path. Also, spare capacity allocated to each link in the link restoration design can be shared over different disjoint failure scenarios. A spare provision matrix [18] [19] [20] in the algorithm maintains information about spare capacity requirements on each potential link due to any working link failure scenario. The spare capacity required on each potential link is the maximum bandwidth among all failure scenarios that use the link in the backup path. Each backup path is computed using a shortest path routing algorithm with calculated link-cost metric for all potential links. In the link-cost metric calculation, the amount of bandwidth required on each potential link is equal to the capacity of working link to be protected minus the spare capacity already reserved on that potential link. If the reserved spare capacity on a potential link is greater than the capacity of protected link, there is no additional cost of using the potential link in the backup path. Note that the working (protected link) and backup path must be disjoint so that traffic can be rerouted to the backup path in the event of working link failure. A hop count limit is included in the routing algorithm to avoid choosing backup paths with large number of hops which may introduce an undesirable delay. Lastly, extra bandwidth Figure 3 . Minimum-cost design heuristic algorithm.
for mitigating the mobility effects due to BS failures is added to links along the working path of each traffic demand. At the end of the algorithm, the solution obtained from the phase 2 heuristic includes backup paths for protected links, new established links and spare capacity in each link to recover from a network failure. Due to space limitations the details of the phase 2 algorithm are given in [ 18] . Also the computational complexity of the heuristic algorithms described above is shown to be polynomial in nature in [18] .
VI. NUMERICAL RESULTS
We present numerical results of solving the network design model using our two phase optimization model formulation (Ml and M2) and the corresponding two phase heuristic for different sample networks. Here we highlight some of the extensive numerical results from [18] for the sample networks with parameter values shown in Table 1 . In the sample networks, BS are placed in the network service area using a distance based method so that each BS covers a small region and has a minimum normalized distance of 3 units to its neighbor BS. Note that the distance unit is normalized and can be represent any appropriate unit such as km. We assume that the fixed cost (FCij) for adding a new edge is a linear function FCij = c] + c2 uij, where c] is a fixed termination charge (c] is set to 15), c2 is the charge per distance unit (c2 is also set to 15), and uij is the Euclideandistance between two end-nodes (i and j) of the edge. The variable cost (VCij) of adding a bandwidth unit (e.g., 64 kbps) to an edge is also a linear function VCij = C3 uij, where c2 is set to 1. Table II lists the characteristics of traffic sources used for randomly generating the amount of bandwidth required at each BS in the experiments.
In our experiments, we first compare the results obtained from solving the optimization models MI and M2 using the CPLEX 7.1 optimization solver implementing a branch and bound solution technique [16] with results from the heuristic algorithm. The CPLEX 7.1 solver was run on a Sun BladelOOO workstation with 750 MHz processor and 2 GBs of memory and the heuristic algorithm implemented in C++ was run on a PC with Intel Pentium III 750 MHz processor and 128 MBs of memory. Note that due to the random ordering of flows in the heuristic, the algorithm can give different results depending on the initial starting point. Hence the results reported here are the best solution found from 64 different runs using different random number seeds to generate the ordering of the traffic demands for routing.
Following the two phase design approach one first solves the minimum-cost network design problem. Table Ill shows results of solving the phase 1 model Ml using the CPLEX solver and the heuristic algorithm for two sample networks with different traffic demands given as total peak bandwidth at BS nodes. Traffic demands are divided into three groups: 2-6 Mbps, 12-18 Mbps and 30-36 Mbps. These total peak bandwidths are estimated from the maximum radio bandwidths available for UMTS 3G systems. All traffic demands are assumed to be equal in both directions of demand nodepairs. The numerical results in the table show that the proposed heuristic can find near-optimal solutions to the MI model. It is worth noting that the computational time to solve Ml for larger networks was prohibitive. The solution obtained from the phase 1 design is used as the input for the second phase survivable network design problem M2. In order to fairly compare the results obtained from the heuristic algorithm versus those of the CPLEX solver for the survivable network design problem, we use the optimal solution obtained from the CPLEX solver for the minimum-cost design Ml as the input to both. Table IV shows the results of solving the phase 2 design problem with different number of protected links, where links are randomly selected to be protected, for the N30 network. Since the M2 optimization problem is NP-hard and can not be solved for large problem size, a LP relaxation technique is used to give a lower bound infeasible solution for comparison. From the results shown, the heuristic method can give good solutions. Note that the computational time of the heuristic algorithm in Table IV is the total time to find the best solution from all 64 runs using different random seed numbers to generate the sequence of routing traffic demands.
To examine the computational time of the heuristic method for larger problem sizes, we tested the algorithm with our three largest sample networks. for all BS) after a BS failure. Table VI shows the total network design cost of solving the two-phase design models using the heuristic method for different mobility factor parameter settings in the N50 and N100 networks. The random movement column in Table VI refer to cases where mobile users can move in any direction after a failure and the deterministic movement column refers to cases where a large number of mobile users move in the same direction or follow the same path. The deterministic movement is comparable to a highway travel in the real environment. To represent the deterministic movement environment, a road map was specifically defined in the network service area as illustrated in Figure 4 . In this paper, we set the mobility factor (o%) associated with each BS to a value within a given range by inspecting the location of each BS in the network map. If a BS is located close to its neighbor BS, a higher mobility factor value is assigned. For the case of deterministic movement, BSs serving mobile users along the road are be assigned a high mobility factor value. From the numerical results shown, the cost of the network design incorporating extra bandwidth to mitigate the effect of user mobility in the event of BS failures increases. The results also show that the deterministic movement environment needs special attention as the percentage of cost increase is about twice that of the random movement case.
VII. CONCLUSIONS
In this paper, we have considered the problem of designing survivable 3G wireless packet based backhaul networks. A network design model was proposed that aims to find a wireless backhaul network topology that can provide acceptable quality of service and survivability of services to mobile users, while minimizing the network design cost. The network design strategy is based on meshbased restorable network design. Our approach to the problem is a two-phase design. In the first phase, the minimum-cost network design to satisfy traffic demands and QoS requirements is determined. In the second phase, an incremental network design problem is considered for the minimum-cost network where the topology is augmented with new links for backup routes and spare capacity is allocated to satisfy survivability requirements. The spare capacity includes the bandwidth needed to recover from any single link failure as well as the spare bandwidth to mitigate the effects of user mobility after base station failures. In order to scale the design model with network size a computationally efficient heuristic method based on a iterative randomized minimum cost routing method was proposed. Numerical results showed the computationally efficiency and accuracy of the heuristic. 
