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Abstrat: In this paper, we onsider the quantum version of the hamiltonian
model desribing frition introdued in [4℄. This model onsists of a partile
whih interats with a bosoni reservoir representing a homogeneous medium
through whih the partile moves. We show that if the partile is onned,
then the Hamiltonian admits a ground state if and only if a suitable infrared
ondition is satised. The latter is violated in the ase of linear frition,
but satised when the frition fore is proportional to a higher power of the
partile speed.
1 Introdution
In [4℄ we introdued a lassial Hamiltonian model of a partile moving
through a homogeneous dissipative medium at zero temperature in suh a
way that the partile experienes an eetive linear frition fore propor-
tional to its veloity. The medium onsists at eah point in the spae of
a vibration eld with whih the partile exhanges energy and momentum.
More preisely the Hamiltonian is given by
H(q, p, φ, π) =
p2
2
+ V (q) +
1
2
∫
Rd
dx
∫
Rn
dy c2|∇yφ(x, y)|2 + |π(x, y)|2
+
∫
Rd
dx
∫
Rn
dy ρ1(x− q)ρ2(y)φ(x, y), (1.1)
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where V is an external potential, c represents the speed of the wave propaga-
tion in the membranes and the funtions ρ1 and ρ2 determine the oupling
between the partile and the eld and are smooth radial funtions with om-
pat support.
We studied the asymptoti behaviour of the partile motion for two at-
egories of potentials: linear ones (whih means onstant external fore) and
onning ones. We proved that under suitable assumptions (on the initial
onditions), for c suiently large and, most importantly, n = 3, the par-
tile behaves asymptotially as if its motion was governed by the eetive
equation
q¨(t) + γq˙(t) = −∇V (q(t)),
where the frition oeient γ is non negative and is expliit in terms of the
parameters of the model:
γ :=
π
c3
|ρˆ2(0)|2
∫
Rn
dξ
∫
Rd−1
dη |ρˆ1(|ξ|, η)|2. (1.2)
If V = −F · q, whih means that we apply a onstant external fore F to
the partile, then this partile reahes exponentially fast (with rate γ) an
asymptoti veloity v(F ) = F
γ
whih is proportional to the applied fore (at
least for small fores). This is, in partiular, at the origin of Ohm's law.
On the other hand, if V is onning, the partile stops at one of the ritial
points of the potential, the onvergene rate being still exponential (but with
rate
γ
2
as expeted from the eetive equation).
In [4℄ we mostly onentrated on linear frition. This is why the n = 3
assumption was required. However, for other values of n (> 3), our model
still desribes frition. Indeed, the reation fore of the environment on a
partile moving with veloity v takes the form −γ|v|n−3v (at least for small
v and where γ is dened in (1.2)). One an therefore see that we have linear
frition when n = 3, and otherwise a frition fore whih is proportional to
some other power of the veloity of the partile.
Suh models, where a small system interats with a large environment,
are alled open systems. The reason for studying those models is usually to
have a Hamiltonian desription of dissipative phenomena. There exist several
mehanisms leading to dissipation. Among them, two important, and very
dierent, mehanisms are radiation damping and frition (whih an be linear
or not). As far as radiation damping is onerned, there exist many models,
whih are more or less related to eletromagnetism. One example is the
2
lassial Nelson model
H
nels
(q, p, φ, π) =
p2
2
+ V (q) +
1
2
∫
Rd
dx
(|∇φ(x)|2 + |π(x)|2)
+
∫
Rd
dxρ(x− q)φ(x),
whih has been studied in [16℄ (exept for the kineti energy of the partile
whih was
√
p2 + 1 instead of p
2
2
). This model desribes a partile interat-
ing with a salar radiation eld, and exhibits radiation damping. Conerning
frition, although there exist various Hamiltonian models in the literature,
ours is the only one we are aware of that desribes the frition produed by
the motion of the partile through a homogeneous medium. In partiular,
the oupling between the medium and the partile is translationally invariant
and hene non-linear in the partile variable. This means that no dipole ap-
proximation is assumed and is essential for a orret treatment of a onstant
external fore eld. Despite the formal similarity between our model and
the lassial Nelson model, we want to stress one again that they desribe
physially totally dierent phenomena. This is reeted in mathematial
dierenes that will beome apparent below.
Our goal in this paper is to begin the study of the quantum version of
the model (1.1). Sine the speed of the wave propagation will not play any
role in our paper, we take it equal to 1. The quantum Hamiltonian an then
be written as follows
H = (−∆+ V )⊗ 1l + 1l⊗
∫
dx dk ω(x, k)a∗(x, k)a(x, k)
+
∫
dx dk
ρ1(x−Q)ρˆ2(k)√
2ω(x, k)
⊗ a∗(x, k) + h.c.,
where a and a∗ are the usual annihilation and reation operators on the
bosoni Fok spae F(L2(Rd+n, dx dk)), and ω(x, k) = |k| is the bosons dis-
persion relation. In this paper, we start with the study of onning poten-
tials, whih are less diult. More preisely, we deal with the question of
existene of a ground state, whih is essential before studying questions suh
as sattering theory or return to equilibrium for example. If a Hamiltonian
is bounded from below, we say that it admits a ground state if the inmum
of its spetrum is an eigenvalue. We all ground state energy this inmum
and ground state any orresponding eigenvetor if it exists. We will prove
that suh a ground state exists provided the following infrared ondition is
satised: ∫
Rn
dk
|ρˆ2(k)|2
|k|3 < +∞.
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This ondition will be used to ontrol the number of bosons whih have low
energy (soft bosons). Let us suppose that ρˆ2(0) 6= 0. Indeed, this is the only
interesting ase sine the frition oeient γ vanishes together with ρˆ2(0)
(see (1.2)). Then, there exists a ground state if the infrared ondition is
satised (Theorem 3.3). One an see that this ondition is fullled when the
frition is non-linear. On the other hand, for linear frition, there is gener-
ially no ground state (Proposition 3.4). Thus, we have a lass of models,
depending on a parameter n, desribing frition phenomena, linear or pro-
portional to a power of the veloity of the partile, for whih we are able to
say wether they admit a ground state or not.
As in the lassial ase, our model looks very similar to the Nelson model,
and more generally to the Pauli-Fierz models (following the terminology of
[9℄), in whih a (small) quantum system interats with a salar bosoni eld,
although they lead to very dierent dissipative phenomena. We will reall
some basi fats about Fok spaes and desribe the quantum version of the
model in Set. 2, while, in Set. 3, we state our main results.
To prove the existene of a ground sate, we follw the standard strategy:
we rst prove the result for oupling to a massive eld and then we let the
mass tend to zero. We study the massive ase in Set. 4 along the lines
of [5℄-[6℄-[14℄: we rst onstrain the model to a nite box (|x|<L) and then
ontrol the error terms as L goes to innity. This has to be done with
are sine in the interation term, the norm of ρ1(x− Q) as an operator on
L2(Rd) does not derease with x. In order to ontrol this problem, we will
need to use the exponential deay of the spetral projetors in the Q variable.
Furthermore, a seond diulty that arises is the following. The uto in
spae is equivalent to disretizing the model in the momentum variable. It
is therefore equivalent to study the uto Hamiltonians and Hamiltonians
disretized in momentum. In the ase of the models for radiation damping,
those disrete Hamiltonians are quite easy to study. Indeed, the free disrete
Hamiltonian has then purely disrete spetrum (the energy of the bosons
an only take a disrete number of values), and, beause the interation is
relatively bounded with respet to it, so has the full disrete Hamiltonian.
Now, this will not be the ase in our model beause the energy of the bosons
only depends on k and not on the disretized momentum whih omes from
the fat that the dispersion relation ω only depends on k. This is the main
mathematial dierene with the models for radiation damping. One then
has to ontrol the momentum of the bosons in the x-diretion. A areful
study of the disrete Hamiltonians will therefore be needed (Set. 4.1).
In Set. 5 we rst prove Theorem 3.3. To do this, we adapt the proof
of [13℄ to our model. In partiular, we will need to ontrol the momentum
in x of the bosons. Moreover, we will also have to take into aount that
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the norm of ρ1(x − Q) as an operator on L2(Rd) does not depend on x and
is therefore not square integrable with respet to this variable. One again,
this will require to use the exponential deay of the spetral projetors in the
Q variable. Finally, we also prove Proposition 3.4.
We said that one of the main assumptions for the existene of a ground
state in the massless ase was the so-alled infrared ondition (see Set. 3).
In Set. 6, we will present some lassial interpretation of this infrared on-
dition.
2 Desription of the model
2.1 Fok spaes
In this setion, we give a rather general (and brief) presentation of the dif-
ferent objets we will use in this paper. It will in partiular allow us to x
notations. The reader will nd a more detailed desription in e.g. [9℄-[19℄.
Let h be a omplex Hilbert spae, whih is often alled the 1−partile
spae. Given f, g in h, we denote by 〈f ; g〉 their salar produt. It is hosen
to be antilinear in the rst variable and linear in the seond variable. For
m ∈ N, we dene the m−partile setor as the m-fold symmetri tensor
produt of h : hm = ⊗ms h, with h0 = C. We then dene the Fok spae over
h to be the diret sum
F(h) := ⊕∞m=0hm.
We will denote by Ω = (1, 0, . . . ) the vauum vetor and by a∗ and a the
usual reation/annihilation operators on F(h) ([19℄, Chapter X.7).
In the ase where h = L2(Rν), we an rewrite those operators in the
following way:
a∗(h) =
∫
Rν
dk h(k)a∗(k), a(h) =
∫
Rν
dk h¯(k)a(k),
where a∗(k) and a(k) are the distributional reation and annihilation opera-
tors. They satisfy the usual anonial ommutation relations:
[a(k), a∗(k′)] = δ(k − k′), [a(k), a(k′)] = [a∗(k), a∗(k′)] = 0. (2.1)
Finally, given an operator b on h, we dene:
dΓ(b) : F(h)→ F(h)
dΓ(b)|hm :=
m∑
j=1
1l⊗ · · · ⊗ 1l︸ ︷︷ ︸
j−1
⊗b⊗ 1l⊗ · · · ⊗ 1l︸ ︷︷ ︸
m−j
, (2.2)
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and
Γ(b) : F(h)→ F(h), Γ(b)|hm := b⊗ · · · ⊗ b︸ ︷︷ ︸
m
. (2.3)
The operator dΓ(b) is alled the seond quantization of the operator b. Note
that when b is selfadjoint, we have the following relation
eidΓ(b) = Γ(eib).
An operator whih plays an important role is the number operator N :=
dΓ(1l).
2.2 Desription of the model
We an now introdue the quantum version of the model introdued in Set.
1. The dynamis of the partile is given by the Shrödinger operator Hp =
−∆ + V on L2(Rd). Troughout this paper we will only onsider onning
potentials, so that Hp has a ompat resolvent and purely disrete spetrum.
The Hilbert spae for the environment will be the bosoni Fok spae over
L2(Rd+n, dx dk). In what follows, we will just write
F := F(L2(Rd+n, dx dk)). (2.4)
The Hamiltonian of the eld is given by
Hf := dΓ(ω), (2.5)
where ω is the multipliation operator on L2(Rd+n, dx dk) by the funtion
ω : (x, k) ∈ Rd × Rn → ω(x, k) = |k| ∈ [0,+∞[. (2.6)
The funtion ω depends only on k, so we will write ω(k) for ω(x, k). It is well
known that one an rewrite Hf using the reation and annihilation operators
as follows:
Hf =
∫
Rd+n
dx dk ω(k)a∗(x, k)a(x, k). (2.7)
We an now desribe the full system. The Hilbert spae is the tensor
produt of the partile spae and of the environment one, namely:
H := L2(Rd)⊗ F , (2.8)
and the free Hamiltonian (i.e. without interation) is given by:
H0 := Hp ⊗ 1l + 1l⊗Hf . (2.9)
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The interation term is given by
HI :=
∫
dx dk ρ1(x−Q) ρˆ2(k)√
2ω(k)
⊗ a∗(x, k)
+ρ1(x−Q)
¯ˆρ2(k)√
2ω(k)
⊗ a(x, k), (2.10)
where ρ1 and ρ2 are two smooth funtions with ompat support and spherial
symetry, and ρ1(x − Q) is the multipliation operator on L2(Rd) by the
funtion ρ1(x− ·).
Finally, the full Hamiltonian of the interating system is therefore
H := H0 +HI . (2.11)
3 Main results
3.1 Selfadjointness
From now, we will suppose that n ≥ 3. We rst give the preise ondition we
impose on the potential V :
(C) V ∈ L2loc(Rd), lim|q|→∞ V (q) = +∞.
This hypothesis ensures that Hp is well dened and is selfadjoint on D(Hp) =
{ψ ∈ L2(Rd)|Hpψ ∈ L2(Rd)} ([19℄, Theorem X.28). We also know that Hf
is selfadjoint on its domain D(Hf) ([18℄, Chapter VIII.10). One then easily
proves that H0 is essentially selfadjoint on D(Hp) ⊗ D(Hf) ([18℄, Chapter
VIII.10). We now have the following result
Proposition 3.1. Suppose that n ≥ 3, and V satises ondition (C). Then
H is selfadjoint on D(H) = D(H0). Moreover, H is essentially selfadjoint
on any ore for H0, and it is bouded from below.
This is in the standard way a onsequene of the Kato-Rellih theorem
([19℄, Theorem X.12). The only ingredient needed is thatHI is innitesimally
H0-bounded, whih follows from the following lemma.
Lemma 3.2. Under the hypothesis of Proposition 3.1, for all Ψ ∈ D(H0),
we have:
(i) ‖
∫
dx dk
ρˆ2(k)√
ω(k)
ρ1(x−Q)⊗ a(x, k)Ψ‖2H
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≤
[ ∫
dx dk|ρ1(x)|2 |ρˆ2(k)|
2
ω(k)2
]
‖(1l⊗H
1
2
f )Ψ‖2H.
(ii) ‖
∫
dx dk
ρˆ2(k)√
ω(k)
ρ1(x−Q)⊗ a∗(x, k)Ψ‖2H
≤
[ ∫
dxdk|ρ1(x)|2 |ρˆ2(k)|
2
ω(k)2
]
‖(1l⊗H
1
2
f )Ψ‖2H
+
[ ∫
dx dk|ρ1(x)|2 |ρˆ2(k)|
2
ω(k)
]
‖Ψ‖2H.
Remark 3.1. (i) Suh kind of estimates are well known [1℄-[5℄-[11℄ and are
sometimes alled Nτ− estimates.
(ii) The n ≥ 3 hypothesis ensures that the integrals on the right-hand side
of both inequalities onverge.
Proof of Lemma 3.2: We use the fat thatH is isomorphi to L2(Rd, dq,F).
We then have:
‖
∫
dx dk
ρˆ2(k)√
ω(k)
ρ1(x−Q)⊗ a(x, k)Ψ‖2H
=
∫
Rd
dq‖
∫
dx dk
ρˆ2(k)√
ω(k)
ρ1(x− q)a(x, k)Ψ(q)‖2F
=
∫
Rd
dq‖a(gq)Ψ(q)‖2F ,
where gq is the funtion gq(x, k) =
ρˆ2(k)√
ω(k)
ρ1(x − q). For all q ∈ Rd, we have
(see [5℄):
‖a(gq)Ψ(q)‖2F = ‖
∫
dx dk gq(x, k)a(x, k)Ψ(q)‖2F
≤
(∫
dx dk
|gq(x, k)|√
ω(k)
√
ω(k)‖a(x, k)Ψ(q)‖
)2
≤
[ ∫
dx dk
|gq(x, k)|2
ω(k)
] ∫
dx dk ω(k)‖a(x, k)Ψ(q)‖2.
But ∫
dx dk ω(k)‖a(x, k)Ψ(q)‖2 = 〈Ψ(q);HfΨ(q)〉,
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so,
‖a(gq)Ψ(q)‖2F ≤
[ ∫
dx dk
|gq(x, k)|2
ω(k)
]
‖H1/2f Ψ(q)‖2F
≤
[ ∫
dx dk|ρ1(x)|2 |ρˆ2(k)|
2
ω(k)2
]
‖H1/2f Ψ(q)‖2F .
Finally,
‖
∫
dx dk
ρˆ2(k)√
ω(k)
ρ1(x−Q)⊗ a(x, k)Ψ‖2H
≤
[ ∫
dx dk|ρ1(x)|2 |ρˆ2(k)|
2
ω(k)2
] ∫
Rd
dy‖H1/2f Ψ(y)‖2F
≤
[ ∫
dx dk|ρ1(x)|2 |ρˆ2(k)|
2
ω(k)2
]
‖(1l⊗H1/2f )Ψ‖2H,
whih proves (i). One proves (ii) in a similar way. ✷
3.2 Existene of a ground state
Let E0 denote the ground state energy of H. It is well known that one of the
main obstales to the existene of a ground state, in those models where a
partile interats with a eld, omes from the so-alled infrared atastroph,
whih is due to the behaviour of ω(k) for small k and in partiular to the fat
that ω(0) = 0. We will then need the following ondition on the oupling:
(IR)
∫
Rn
dk |ρˆ2(k)|
2
ω(k)3
< +∞.
This is what we all the infrared ondition. We prove the following theorem,
whih is the main result of our paper:
Theorem 3.3. Suppose n ≥ 3, V satises hypothesis (C), and ρˆ2 satises
(IR). Then H has a ground state.
As we said in the introdution, this (IR) ondition is satised when the
frition is non-linear but not if it is linear. On the other way, in the ase of
the Nelson model, the same kind of ondition is neessary and suient to
have a ground state [13℄-[17℄. It is then reasonable to think this is also true
for our model. Indeed, we will prove that if the infrared ondition is violated,
then there is no ground state but provided the following additional ondition
is satised
ρˆ1(0) 6= 0,
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whih means that the total harge of the partile does not vanish. More
preisely, we prove the following result:
Proposition 3.4. Suppose n ≥ 3, V satises hypothesis (C), ρˆ2 does not
satisfy (IR) and ρˆ1(0) 6= 0, then H has no ground state.
To prove Theorem 3.3, we will need to study some intermediate models,
and in partiular to onsider massive bosons and to disretize spae. The
term massive means that, instead of ω(k), we will onsider a funtion ωm(k)
satisfying
(Hω)


∇ωm ∈ L∞(Rn),
lim|k|→∞ ωm(k) = +∞,
inf ωm(k) = m > 0.
Our proof will use dierent methods developed in the literature [5℄-[6℄-[9℄-
[13℄-[14℄.
Finally, we would like to emphasize that all the Hamiltonians we will deal
with have the same struture as (2.11) and so, a similar result to the one of
Proposition 3.1 is available for eah of them.
4 Ground state for massive bosons
Our goal in this setion is to prove a rst result similar to Theorem 3.3 but
in the ase of massive bosons (Theorem 4.7, Set. 4.2). We use the same
approah as in [14℄ and [5℄. The idea is rst to onsider a nite box (|x| < L)
and then to ontrol the remaining part as L goes to innity. We will see,
in Set. 4.2, that the uto model so obtained an be written in the form
(4.1). We therefore rst study models of this latter type (Theorem 4.1).
4.1 Disrete models
4.1.1 Desription
We onsider Hamiltonians of te form
Hd := Hp ⊗ 1l + 1l⊗
∑
l∈Zd
∫
Rn
dk ωm(k)a
∗
l (k)al(k)
+
∑
l∈Zd
∫
Rn
dk (βl(k)⊗ a∗l (k) + β¯l(k)⊗ al(k))
= Hd0 +W
d, (4.1)
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on the spae
Hd := L2(Rd)⊗F (l2(Zd)⊗ L2(Rn)) , (4.2)
and where the βl(k) satisfy
(Cβ) βl(k) = ζl
ρˆ2(k)√
2ωm(k)
where ζl is a multipliation operator on
L2(Rd) suh that supl ‖|l|sζl‖ < +∞ for all s > 0,
al(k) and a
∗
l (k) are the annihilation and reation operators on the spae
F (l2(Zd)⊗ L2(Rn)) , and for l = (l1, . . . , ld) ∈ Zd, |l| := supi |li|.
We would like to stress that one an onsider the Hamiltonians of the form
(4.1) as models similar to ours, but with only a disrete set of membranes
(situated at eah l ∈ Zd) rather than a ontinuous one.
Now, let Ed0 denote the ground state energy for H
d. We will prove the
following:
Theorem 4.1. σess(H
d) ⊂ [Ed0 +m,+∞[ . In partiular, Hd has a ground
state φd0.
4.1.2 Cuto models
In the following, M will be a non negative number. On Hd, we dene
Hd(M) := Hd0 +
∑
|l|≤M
∫
Rn
dk (βl(k)⊗ a∗l (k) + β¯l(k)⊗ al(k)) (4.3)
= Hd0 +W
d(M).
We also dene
H˜d(M) := Hp ⊗ 1l + 1l⊗
∑
|l|≤M
∫
Rn
dk ωm(k)a
∗
l (k)al(k) +W
d(M) (4.4)
= H˜d0 (M) +W
d(M),
as an operator on the spae
HdM := L2(Rd)⊗ F
(
l2(ΛM)⊗ L2(Rn)
)
, (4.5)
where ΛM = {l ∈ Zd, |l| ≤ M}, so that l2(ΛM) is a nite dimensional spae.
Let Ed0 (M) (resp. E˜
d
0 (M)) be the ground state energy for H
d(M) (resp.
H˜d(M)). Our goal is to get informations on Hd from the ones we will have
on Hd(M) (taking the limitM → +∞). Thus, we rst prove a result similar
to Theorem 4.1, but for Hd(M).
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Proposition 4.2. σess(H
d(M)) ⊂ [Ed0 (M) +m,+∞[ . In partiular, Hd(M)
has a ground state φd0(M). Moreover, E
d
0 (M) = E˜
d
0(M).
Lemma 4.3. σess(H˜
d(M)) ⊂
[
E˜d0 (M) +m,+∞
[
. In partiular, H˜d(M) has
a ground state φ˜d0(M).
Proof of Lemma 4.3: The set ΛM is nite. If its ardinal was one, we
would have exatly the model studied in [9℄, and the lemma would orre-
spond to their Theorem 4.1. Having nitely many elements does not hange
anything and the result an be proven the same way. ✷
Proof of Proposition 4.2: The proposition follows immediately from the
preeding lemma using an identiation between HdM and some subspae of
Hd, [14℄. Indeed, one an write
l2(Zd) ≃ l2(ΛM)⊕ l2(ΛcM),
ΛcM denoting the omplement of ΛM in Z
d, so one has
F (l2(Zd)⊗ L2(Rn)) ≃ F (l2(ΛM)⊗ L2(Rn))⊗F (l2(ΛcM)⊗ L2(Rn)) .
And nally
Hd ≃ HdM ⊗ F
(
l2(ΛcM)⊗ L2(Rn)
)
.
One an then identify HdM with HdM ⊗ ΩcM where ΩcM is the vauum of
F (l2(ΛcM)⊗ L2(Rn)) . We an rewrite Hd as
Hd =
+∞⊕
j=0
(HdM ⊗js (l2(ΛcL)⊗ L2(Rn))) = +∞⊕
j=0
H(j).
Atually, we have
HdM = H(0) and (HdM)⊥ =
+∞⊕
j=1
H(j).
One sees that the H(j) are invariants for Hd(M). But, on H(j), one has
Hd(M) = H˜d(M)⊗ 1l + 1l⊗
∑
|l|>L
∫
Rn
dk ωm(k)a
∗
l (k)al(k)
≥ H˜d(M)⊗ 1l +mj,
and on H(0),
Hd(M) = H˜d(M)⊗ 1l.
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Then, we have
σ
(
Hd(M)|HdM
)
= σ
(
H˜d(M)
)
and σess
(
Hd(M)|HdM
)
= σess
(
H˜d(M)
)
,
and also
σess
(
Hd(M)|(HdM )⊥
)
⊂ σ
(
Hd(M)|(HdM )⊥
)
⊂
[
E˜d0 (M) +m,+∞
[
,
whih ends the proof. Moreover, one an remark that φd0(M) = φ˜
d
0(M)⊗ΩcM .
✷
4.1.3 Removing the uto
We rst prove some onvergene results as M goes to innity.
Proposition 4.4. Hd(M) onverges to Hd in the strong resolvent sens.
Proof : We have
Hd −Hd(M) = W d −W d(M) =
∑
|l|>M
∫
Rn
dk βl(k)⊗ a∗l (k) + β¯l(k)⊗ al(k).
Let ψ ∈ D(Hd0 ). Using ondition (Cβ), one has
‖
∑
|l|>M
∫
Rn
dk β¯l(k)⊗ al(k)ψ‖ ≤ C(s)
1 +Ms
‖
∑
|l|>M
∫
Rn
dk 1l⊗ al(k)ψ‖
≤ C(s)
1 +Ms
‖(1l⊗Nd) 12ψ‖ ≤ C(s)
1 +Ms
‖(Hd0 )
1
2ψ‖.
Then, using the ommutation relations (2.1), we have
‖
∑
|l|>M
∫
Rn
dk βl(k)⊗ a∗l (k)ψ‖2 = ‖
∑
|l|>M
∫
Rn
dk β¯l(k)⊗ al(k)ψ‖2
+

∑
|l|>M
∫
Rn
dk |βl(k)|2

 ‖ψ‖2.
Finally, one gets
‖Hdψ −Hd(M)ψ‖ ≤ 2C(s)
1 +Ms
‖(Hd0 )
1
2ψ‖+

∑
|l|>M
∫
Rn
dk |βl(k)|2


1
2
‖ψ‖.
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Using ondition (Cβ), one shows that the right hand side tends to zero as M
goes to innity. So, Hd(M) onverges strongly to Hd and then also in the
strong resolvent sens ([18℄, Theorem VIII.25). ✷
Proposition 4.5. Ed0 (M) is a dereasing funtion of M whih tends to E
d
0 .
Proof : We know that, if φd0(M) is a ground state for H
d(M), then φd0(M) =
φ˜d0(M)⊗ ΩcM , and so
∀l ∈ ΛcM , ∀k ∈ Rn, al(k)φd0(M) = 0.
Let M ′ > M,
Ed0 (M
′) ≤ 〈φd0(M);Hd(M ′)φd0(M)〉
≤ 〈φd0(M);Hd(M)φd0(M)〉︸ ︷︷ ︸
=Ed
0
(M)
+ 〈φd0(M); (W d(M ′)−W d(M))φd0(M)〉︸ ︷︷ ︸
=0
.
So the funtion Ed0 (M) dereases. With the same argument, one proves that
Ed0 (M) ≥ Ed0 . Then Ed0 (M) onverges to some E∞ ≥ Ed0 . But Ed0 ∈ σ(Hd)
and Hd(M) onverges to Hd in the strong resolvent sens, so ([18℄, Theorem
VIII.24),
∀M > 0, ∃E(M) ∈ σ(Hd(M))/E(M) → Ed0 .
Using the fat that Ed0 (M) is the ground state energy of H
d(M), we nally
get E∞ = E
d
0 . ✷
Proposition 4.6. Let ∆ be an interval bounded from above. For all s > 0,
there exists K(s,∆) > 0 suh that
‖χ∆(Hd)(W d −W d(M))χ∆(Hd)‖ ≤ K(s,∆)
1 +Ms
.
Proof : Let φ, ψ ∈ Hd. We have∣∣〈φ;χ∆(Hd)(W d −W d(M))χ∆(Hd)ψ〉∣∣
= |〈φ;χ∆(Hd)(
∑
|l|>M
∫
Rn
dk βl(k)⊗ a∗l (k) + β¯l(k)⊗ al(k))χ∆(Hd)ψ〉|
≤ |〈χ∆(Hd)φ; (
∑
|l|>M
∫
Rn
dk β¯l(k)⊗ al(k))χ∆(Hd)ψ〉|
+|〈(
∑
|l|>M
∫
Rn
dk β¯l(k)⊗ al(k))χ∆(Hd)φ;χ∆(Hd)ψ〉|
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≤ ‖φ‖ × ‖(
∑
|l|>M
∫
Rn
dk β¯l(k)⊗ al(k))χ∆(Hd)ψ‖
+‖ψ‖ × ‖(
∑
|l|>M
∫
Rn
dk β¯l(k)⊗ al(k))χ∆(Hd)φ‖
≤ C(s)
1 +Ms
(
‖φ‖ × ‖(1l⊗Nd) 12χ∆(Hd)ψ‖+ ‖ψ‖ × ‖(1l⊗Nd) 12χ∆(Hd)φ‖
)
.
But ∆ is bounded from above, 1l ⊗ Nd ≤ 1
m
Hd0 and W
d
is relatively Hd0
bounded, so (1l⊗Nd) 12χ∆(Hd) is a bounded operator. Finally, one has
∣∣〈φ;χ∆(Hd)(W d −W d(M))χ∆(Hd)ψ〉∣∣ ≤ 2C(s)‖(Nd) 12χ∆(Hd)‖
1 +Ms
‖φ‖ × ‖ψ‖,
whih ends the proof. ✷
Proof of Theorem 4.1:
We use the method of [6℄. Given an operator A, [A]− will denote its
negative part and Tr(A) its trae. To prove the theorem, it sues to show
that, for all ǫ > 0, we have
Tr
{
[Hd −Ed0 −m+ ǫ]−
}
> −∞.
Let ǫ > 0, and ∆ =]−∞, Ed0 +m− ǫ[. Then
[Hd − Ed0 −m+ ǫ]− = χ∆(Hd)(Hd − Ed0 −m+ ǫ)χ∆(Hd),
and so
Tr
{
[Hd − Ed0 −m+ ǫ]−
}
= Tr
{
χ∆(H
d)(Hd − Ed0 −m+ ǫ)χ∆(Hd)
}
= Tr{χ∆(Hd)(Hd(M)−Ed0 (M)−m+ ǫ
+W d −W d(M)−Ed0 + Ed0 (M))χ∆(Hd)}.
But
Ed0 (M) → Ed0 and ‖χ∆(Hd)(W d −W d(M))χ∆(Hd)‖ → 0,
using Propositions 4.5 and 4.6, so, for M large enough, we have
Tr
{
[Hd −Ed0 −m+ ǫ]−
}
≥ Tr{χ∆(Hd)(Hd(M)− Ed0 (M)−m+ ǫ2)χ∆(Hd)}
≥ Tr{χ∆(Hd)[Hd(M)−Ed0 (M)−m+ ǫ2 ]−χ∆(Hd)}
≥ Tr{[Hd(M)−Ed0 (M)−m+ ǫ2 ]−} > −∞
where in the last step we used Proposition 4.2. ✷
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4.2 Continuous models
In this setion, we are interested in the model introdued in Set. 2.2 but for
massive bosons, i.e. the funtion ω(k) is replaed by ωm(k) satisfying (Hω).
We then onsider, on H, the following Hamiltonian:
Hm := Hp ⊗ 1l + 1l⊗
∫
Rd
dx
∫
Rn
dk ωm(k)a
∗(x, k)a(x, k)
+
∫
Rd
dx
∫
Rn
dk ρ1(x−Q) ρˆ2(k)√
2ωm(k)
⊗ a∗(x, k)
+ρ1(x−Q)
¯ˆρ2(k)√
2ωm(k)
⊗ a(x, k) (4.6)
= H0m +Wm.
We denote by Em the ground state energy of Hm. The main result of this
setion is the
Theorem 4.7. σess(Hm) ⊂ [Em +m,+∞[. In partiular, Hm has a ground
state φm.
The strategy of the proof is very similar to the one of the previous setion.
However, one has to be more areful with the estimates when removing the
uto beause the norm of ρ1(x − Q) as an operator on L2(Rd) does not
derease with x, even worse, it does not depend on it. To ontrol this problem,
we will use the exponential deay of the spetral projetors in the Q variable,
whih will be obtained via the Agmon method (see Set. 4.2.2)
4.2.1 Cuto models
Let j be a smooth funtion with ompat support on Rd suh that
0 ≤ j(x) ≤ 1, j(x) = 1 for |x| ≤ 1/2, and j(x) = 0 for |x| ≥ 3/4.
For all L > 0, we dene jL(x) = j(
x
L
) and j¯L(x) = 1− jL(x). We then dene
Hm(L) := H
0
m +
∫
Rd
dx
∫
Rn
dk ρ1(x−Q)jL(x) ρˆ2(k)√
2ωm(k)
⊗ a∗(x, k)
+ρ1(x−Q)jL(x)
¯ˆρ2(k)√
2ωm(k)
⊗ a(x, k) (4.7)
= H0m +Wm(L)
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on H. Using the denition of jL, one an, in Wm(L), replae
∫
Rd
dx by∫
[−L,L]d
dx. Finally, we dene
H˜m(L) := Hp⊗1l+1l⊗
∫
[−L,L]d
dx
∫
Rn
dk ωm(k)a
∗(x, k)a(x, k)+Wm(L) (4.8)
on L2(Rd) ⊗ F (L2([−L, L]d)⊗ L2(Rn)) . We denote by Em(L) and E˜m(L)
the ground state energies of those two operators respetively.
We have ut the Hamiltonian Hm in the x variable. We are now in
a nite volume box. If we onsider the variable p, onjugate to x, this is
equivalent to disretizing the problem. One has to note that here the
variable p is disrete: p ∈ Zd. If
a∗p(k) =
1
(2L)
d
2
∫
[−L,L]d
dx eipxa∗(x, k), ap(k) =
1
(2L)
d
2
∫
[−L,L]d
dx e−ipxa(x, k)
and
βp =
1
(2L)
d
2
∫
[−L,L]d
dx ρ1(x−Q)jL(x)
denote the Fourier oeients of a∗(x, k), a(x, k) and ρ1(x−Q)jL(x) respe-
tively, the problem an now be written as follows
H˜m(L) = Hp ⊗ 1l + 1l⊗
∑
p∈Zd
∫
Rn
dk ωm(k)a
∗
p(k)ap(k)
+
∑
p∈Zd
∫
Rn
dk (βp
ρˆ2(k)√
2ωm(k)
⊗ a∗p(k) + β¯p
¯ˆρ2(k)√
2ωm(k)
⊗ ap(k)),
whih has the form (4.1). If the βp satisfy (Cβ), we will then have the
following result:
Proposition 4.8. ∀L > 0, σess(H˜m(L)) ⊂ [E˜m(L) +m,+∞[.
Finally, a splitting of L2(Rd) into L2([−L, L]d) ⊕ L2(Rd\[−L, L]d) together
with the argument of the previous setion will lead to the
Proposition 4.9. σess(Hm(L)) ⊂ [Em(L) +m,+∞[. In partiular, Hm(L)
has a ground state φm(L).
So, it remains to hek that the βp satisfy the ondition (Cβ). The funtion
jL is zero for |x| > L and ρ1 has ompat support (in a ball of radius R1), so
∀|q| > L+R1, ∀x ∈ Rd, ρ1(x− q)jL(x) = 0.
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Then, for all p in Zd, βp is a multipliation operator by a ompatly sup-
ported funtion. Moreover, the funtion ρ1(x− q)jL(x) is C∞, so its Fourier
oeients deay faster than any power of p. Those two fats ensure us that
supp supq
∣∣βp(q)|p|n∣∣ < Cn(L) < +∞ and so ondition (Cβ) is satised. To
prove Theorem 4.7, it remains to ontrol the limit L→ +∞.
4.2.2 Exponential bounds
Proposition 4.10. Let ∆ be a bounded from above interval. For any α > 0,
there exists M(α,∆) > 0 suh that
- ‖(eα|Q| ⊗ 1l)χ∆(Hm(L))‖ ≤M(α,∆).
- ‖(eα|Q| ⊗ 1l)χ∆(Hm)‖ ≤M(α,∆).
- ‖(eα|Q| ⊗ 1l)χ∆(H)‖ ≤M(α,∆).
This bound is uniform in L and m. The proof is exatly the same as the one
of Theorem II.1 of [5℄. The only dierene is that σess(Hp) = ∅, whih makes
things easier and in partiular one does not need any ondition on α or on
the supremum of the interval ∆.
For any R > 0, we now dene
N(|x| ≤ R) :=
∫
|x|≤R
dx
∫
Rn
dk a∗(x, k)a(x, k), (4.9)
and
N(|x| > R) :=
∫
|x|>R
dx
∫
Rn
dk a∗(x, k)a(x, k). (4.10)
N(|x| ≤ R) is the number of bosons inside the ball entered at the origin
and of radius R (in the x variable), and N(|x| > R) is the number of bosons
outside this ball. We will prove that the number of these far away bosons
deays exponentially fast with R. More preisely, we have the following esti-
mate:
Proposition 4.11. For any α > 0, there exists C(α) > 0 suh that
〈φm(L); 1l⊗N(|x| > R)φm(L)〉 ≤ C(α)e−αR (4.11)
uniformly in L.
The idea is to adapt the proof of [5℄. What is new in our model is that
we need an expliit ontrol on the number of far away bosons in the x
diretion, even for massive bosons. Fot that purpose, we use the following
lemma whih omes from the well known pullthrough formula (see e.g. [13℄):
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Lemma 4.12. ‖1l⊗a(x, k)φm(L)‖ ≤ 1ωm(k)‖ρ1(x−Q)jL(x)
ρˆ2(k)√
2ωm(k)
⊗1lφm(L)‖.
Proof of Proposition 4.11 : Let α > 0,
〈φm(L); 1l⊗N(|x| > R)φm(L)〉
=
∫
|x|>R
dx
∫
Rn
dk ‖1l⊗ a(x, k)φm(L)‖2
≤
∫
|x|>R
dx
∫
Rn
dk
1
ω2m(k)
‖ρ1(x−Q)jL(x) ρˆ2(k)√
2ωm(k)
⊗ 1lφm(L)‖2
≤
∫
|x|>R
dx
∫
Rn
dk
|ρˆ2(k)|2
2ω3m(k)
‖ρ1(x−Q)jL(x)e−α|Q|‖2B(L2) × ‖eα|Q| ⊗ 1lφm(L)‖2.
The funtion ρˆ2 is a Shwartz funtion and ωm is bounded from below
by m > 0, so the integral with respet to the k variable onverges. Now we
reall that the funtion ρ1 has ompat support in the ball of radius R1, so,
for any given x ∈ Rd, we have
‖ρ1(x−Q)e−α|Q|‖B(L2) = sup
q∈Rd
|ρ1(x− q)e−α|q||
= sup
|q−x|≤R1
|ρ1(x− q)e−α|q|| ≤ ‖ρ1‖∞eαR1e−α|x|.
Thus∫
|x|>R
dx ‖ρ1(x−Q)e−α|Q|‖2B(L2) ≤ ‖ρ1‖2∞e2αR1
∫
|x|>R
dx e−2α|x| ≤ K(α)e−αR.
And so, nally,
〈φm(L); 1l⊗N(|x| > R)φm(L)〉 ≤ K ′(α)e−αR‖eα|Q| ⊗ 1lφm(L)‖2.
But, for any L, we have Em(L) ≤ E0p where E0p is the ground state energy
of Hp. Indeed, if ψ
0
p is the ground state of Hp, we have
Em(L) ≤ 〈ψ0p ⊗ Ω;Hm(L) ψ0p ⊗ Ω〉 = E0p .
Take now ∆ =] − ∞, E0p ], one an then write φm(L) = χ∆(Hm(L))φm(L),
and so
‖eα|Q| ⊗ 1lφm(L)‖2 ≤ ‖eα|Q| ⊗ 1l χ∆(Hm(L))‖2‖φm(L)‖
≤ M(α,∆)2,
whih ends the proof. ✷
We nally give an estimate similar to the one of Proposition 4.6.
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Proposition 4.13. Let ∆ and α be as in Proposition 4.10, then there exists
K(α,∆) suh that
‖χ∆(Hm)(Wm −Wm(L))χ∆(Hm)‖ ≤ K(α,∆)e−αL.
Proof :We follow the sheme of the proof of Proposition 4.10 using estimates
similar to the ones of the previous proposition. Let φ, ψ ∈ H,
|〈φ;χ∆(Hm)(Wm −Wm(L))χ∆(Hm)ψ〉|
≤ |〈(e2α|Q| ⊗ 1l)χ∆(Hm)φ;
(∫
|x|>L
2
dx
∫
Rn
dk e−2α|Q|ρ1(x−Q)j¯L(x)
×
¯ˆρ2(k)√
2ωm(k)
⊗ a(x, k)
)
χ∆(Hm)ψ〉|
+|〈(e2α|Q| ⊗ 1l)χ∆(Hm)ψ;
(∫
|x|>L
2
dx
∫
Rn
dk e−2α|Q|ρ1(x−Q)j¯L(x)
×
¯ˆρ2(k)√
2ωm(k)
⊗ a(x, k)
)
χ∆(Hm)φ〉|.
We onsider only the rst term, the other one being similar.
|〈(e2α|Q| ⊗ 1l)χ∆(Hm)φ;
(∫
|x|>L
2
dx
∫
Rn
dk e−2α|Q|ρ1(x−Q)j¯L(x)
×
¯ˆρ2(k)√
2ωm(k)
⊗ a(x, k)
)
χ∆(Hm)ψ〉|
≤ ‖(e2α|Q| ⊗ 1l)χ∆(Hm)φ‖ × ‖(
∫
|x|>L
2
dx
∫
Rn
dk e−2α|Q|ρ1(x−Q)j¯L(x)
×
¯ˆρ2(k)√
2ωm(k)
⊗ a(x, k))χ∆(Hm)ψ‖
≤ M(2α,∆)‖φ‖
[∫
|x|>L
2
dx
∫
Rn
dk ‖e−2α|Q|ρ1(x−Q)j¯L(x)
¯ˆρ2(k)√
2ωm(k)
‖2B(L2)
] 1
2
×
[∫
|x|>L
2
dx
∫
Rn
dk ‖1l⊗ a(x, k)χ∆(Hm)ψ‖2
] 1
2
≤ C(α,∆)e−αL‖φ‖ × ‖(1l⊗N) 12χ∆(Hm)ψ‖.
The result then follows as in the disrete ase. ✷
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4.2.3 Removing the uto
Proposition 4.14. Hm(L) onverges to Hm in the strong resolvent sens.
Proof : As for Proposition 4.4, it sues to show that Hm(L) onverges
strongly to Hm. Let ψ ∈ D(H0m),
‖Hmψ −Hm(L)ψ‖2H
= ‖Wmψ −Wm(L)ψ‖2H
=
∫
|q|>L
2
−R1
dq
∥∥∥(∫
|x|>L
2
dx
∫
Rn
dk ρ1(x− q)j¯L(x) ρˆ2(k)√
2ωm(k)
a∗(x, k)
+
∫
Rd
dq
∫
|x|>L
2
dx
∫
Rn
dk ρ1(x− q)j¯L(x)
¯ˆρ2(k)√
2ωm(k)
a(x, k)
)
ψ(q)
∥∥∥2
F
.
With similar omputations as the ones of Proposition 4.4, we get
‖Hmψ −Hm(L)ψ‖2H ≤ C
∫
|q|>L
2
−R1
dq ‖N 12ψ(q)‖2F + ‖ψ(q)‖2F .
But N
1
2ψ(q) and ψ(q) belong to L2(Rd,F), so the right-hand side tends to
zero as L goes to innity. ✷
Proposition 4.15. Em(L) onverges to Em as L goes to innity.
Proof : Remember that φm(L) is a ground state of Hm(L). We have
Em ≤ 〈φm(L);Hmφm(L)〉
≤ Em(L) + 〈φm(L); (Wm −Wm(L))φm(L)〉
≤ Em(L) + 2Re
(〈φm(L); ∫
|x|>L
2
dx
∫
Rn
dk ρ1(x−Q)j¯L(x)
× ρˆ2(k)√
2ωm(k)
⊗ a(x, k)φm(L)〉
)
≤ Em(L) + 2Re
(〈eα|Q| ⊗ 1lφm(L); ∫
|x|>L
2
dx
∫
Rn
dk e−α|Q|ρ1(x−Q)
×j¯L(x) ρˆ2(k)√
2ωm(k)
⊗ a(x, k)φm(L)〉
)
.
Then, the same omputation as in Proposition 4.13 leads to
Em ≤ Em(L) +K(α)e−αL2 〈φm(L); 1l⊗N(|x| > L
2
)φm(L)〉
≤ Em(L) + C(α)e−αL.
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So, the funtion Em(L) is bounded from below (and from above by E
0
p).
Then there exists a sequene Ln and E∞ suh that
lim
n→+∞
Em(Ln) = E∞ ≥ Em.
Now, Hm(Ln) onverges to Hm in the strong resolvent sens and Em ∈ σ(Hm),
so, for all n, there exists E(Ln) ∈ σ(Hm(Ln)) suh that
lim
n→+∞
E(Ln) = Em.
But E(Ln) is bigger than Em(Ln) for all n, so nally Em = E∞. The funtion
Em(L) is then bounded with only one aumulating point Em, whih proves
that the funtion onverges to this point. ✷
Proof of Theorem 4.7 : The proof is idential to the one of Theorem 4.1.
Remark 4.1. Another way to prove our results onerning the massive ase
would be to use the ideas of [9℄-[15℄. The idea is to prove that Em is not in
the essential spetrum using the Weyl riterion. For that purpose, one proves
that, given a normed sequene ψj tending weakly to zero,
lim inf
j→∞
〈ψj ; (Hm − Em)ψj〉 > 0. (4.12)
The philosophy is that, if ψj tends weakly to zero, it must esape to innity
in some way. In our model, if it esapes in the partile part, with the number
of bosons or with their momentum in the y diretion (that is when k tends to
innity), then the energy grows neessarily and (4.12) is ertainly satised.
Now, if it esapes with far away bosons, either in spae (that is in the x or y
diretion) or in momentum in the x diretion, the idea is that those bosons
do not interat with the partile and so eah of them has an energy at least
m. A Weyl sequene an then exist only for E ≥ Em+m. A preise writing of
suh a proof would imply a ontrol on the momentum of the bosons in the x
diretion, whih is the new element of our model. In our proof, suh a ontrol
already exists but appears in a hidden way in Proposition 4.6. Finally, we
would like to emphasize that writing a proof using this other method would
not be muh shorter.
5 Proof of the main results
The goal of this setion is to prove the results of Set. 3. We start with
Theorem 3.3. We adapt the method of [13℄. We will insist on the dierenes
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with this paper. The idea is to approah (in a way whih has to be made
preise) H with Hamiltonians for whih we know that they have a ground
state and then to obtain the same result for H. More preisely, we will use
the following lemma:
Lemma 5.1. ([3℄, Lemma 4.9) Let H,Hn(n ∈ N) be selfadjoint operators on
a Hilbert spae H. We suppose that
(i) ∀n ∈ N, Hn has a ground state ψn with ground state energy En,
(ii) Hn tends to H in the strong resolvent sens,
(iii) limn→+∞En = E,
(iv) w− limn→+∞ ψn = ψ 6= 0.
Then ψ is a ground state of H with ground state energy E.
5.1 Infrared uto
We denote by χσ≤ω(k) the arateristi funtion of the set {k ∈ Rn|σ ≤ ω(k)}.
For any σ > 0, we then dene
Hσ := H0 +
∫
Rd
dx
∫
Rn
dk ρ1(x−Q) ρˆ2(k)√
2ω(k)
χσ≤ω(k)(k)⊗ a∗(x, k)
+ρ1(x−Q)∗
¯ˆρ2(k)√
2ω(k)
χσ≤ω(k)(k)⊗ a(x, k)
= H0 +HI,σ, (5.1)
where H0 is the free Hamiltonian dened in (2.9). We want to use Lemma
5.1 with H and Hσn where σn is some sequene going to zero.
We onsider a funtion ω˜σ(k) satisfying

∇ω˜σ ∈ L∞(Rn),
ω˜σ(k) = ω(k) si ω(k) ≥ σ,
inf ω˜σ(k) ≥ σ2 > 0,
and we dene
H˜σ = Hp ⊗ 1l + 1l⊗ dΓ(ω˜σ) +HI,σ. (5.2)
Then we have the following result:
Proposition 5.2. For any σ > 0, Hσ has a ground state ψσ. We denote by
Eσ its ground state energy.
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To prove this result we use the following lemma:
Lemma 5.3. ([13℄, Lemma 3.2) Hσ has a ground state if and only if H˜σ
has one.
Proof of Proposition 5.2 : Aording to the previous lemma, it sues
to show that H˜σ has a ground state. But H˜σ is a Hamiltonian of the form
studied in Set. 4.2, so, aording to Theorem 4.7, it has a ground state. ✷
Proposition 5.4. Hσ tends to H in the norm resolvent sens.
Proof : We use Lemma A.2 of [13℄ whih says that it sues to show that Qσ
onverges to Q in the topology of D(Q), where Qσ and Q are the quadrati
forms assoiated to Hσ and H. But, with a similar omputation to the one
of Lemma 3.2, one has
|Q(u, v)−Qσ(u, v)| ≤
(∫
Rd
dx
∫
ω(k)≤σ
dk
ρ1(x− q)2|ρˆ2(k)|2
2ω2(k)
) 1
2
×(Q(u, u)‖v‖+Q(v, v)‖u‖).
Corollary 5.5. limσ→0Eσ = E0.
Remark 5.1. As in the massive ase, one has Eσ ≤ E0p for all σ > 0.
Using Propositions 5.2 and 5.4 together with Corollary 5.5, one an see
that the operators Hσ and H satisfy assumptions (i)− (ii)− (iii) of Lemma
5.1. So, it remains to hek ondition (iv) and Theorem 3.3 will be proven.
5.2 Uniform estimates
Lemma 5.6. There exists C1 > 0 suh that for all σ > 0,
〈ψσ;H0ψσ〉 ≤ C1.
This inequality omes from the fat that HI,σ is relatively H0 bounded
with innitesimal bound, uniformly with respet to σ > 0. Of ourse, we need
an estimate on the number of soft bosons, estimate whih uses the infrared
ondition (IR).
Lemma 5.7. There exists C2 > 0 suh that for all σ > 0,
〈ψσ; 1l⊗Nψσ〉 ≤ C2.
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Proof : As in Lemma 4.12, one an show that
‖1l⊗ a(x, k)ψσ‖ ≤ 1
ω(k)
‖ρ1(x−Q) ρˆ2(k)√
2ωm(k)
χω(k)≥σ(k)⊗ 1lψσ‖. (5.3)
Thus,
〈ψσ; 1l⊗Nψσ〉 =
∫
Rd
dx
∫
Rn
dk ‖1l⊗ a(x, k)ψσ‖2H
≤
∫
Rd
dx
∫
ω(k)≥σ
dk
1
ω2(k)
‖ρ1(x−Q) ρˆ2(k)√
2ω(k)
⊗ 1lψσ‖2H
≤
∫
Rd
dq
∫
Rd
dx
∫
ω(k)≥σ
dk
|ρˆ2(k)|2
2ω3(k)
|ρ1(x− q)|2‖ψσ(q)‖2F
≤ ‖ρ1‖22
(∫
Rn
dk
|ρˆ2(k)|2
2ω3(k)
)∫
Rd
dq ‖ψσ(q)‖2F ≤ C2.
✷
We have obtained a ontrol on the total number of bosons. However, we
will also need some ontrol (uniform with respet to σ) on the number of
far away bosons, that is on the following quantities: 〈ψσ;N(|x| > R)ψσ〉,
〈ψσ;N(|y| > S)ψσ〉 and 〈ψσ;N(|p| > P )ψσ〉 where
N(|x| > R) =
∫
|x|>R
dx
∫
Rn
dk a∗(x, k)a(x, k),
N(|y| > S) =
∫
|y|>S
dx
∫
Rn
dy a˜∗(x, y)a˜(x, y),
N(|p| > P ) =
∫
|p|>P
dp
∫
Rn
dk aˆ∗(p, k)aˆ(p, k).
The operators a˜ and a˜∗ ome from a and a∗ via a partial Fourier transform
in the k variable, and the operators aˆ and aˆ∗ via a partial Fourier transform
in the x variable. We then prove a result similar to Proposition 4.11:
Lemma 5.8. For any α > 0, there exists C(α) > 0 suh that
〈ψσ; 1l⊗N(|x| > R)ψσ〉 ≤ C(α)e−αR.
The proof of this lemma is exatly the same to the one of Proposition
4.11. This lemma gives us a ontrol on the number of far away bosons
in the x diretion. Similarly one an ontrol the number of bosons whose
momentum in the x diretion is large:
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Lemma 5.9. For any s > 0, there exists C(s) > 0 suh that
〈ψσ; 1l⊗N(|p| > P )ψσ〉 ≤ C(s)
1 + P s
.
Proof : Using (5.3) and a omputation similar to the one of Proposition
4.11, one gets
〈ψσ; 1l⊗N(|p| > P )ψσ〉 ≤
(∫
dk
|ρˆ2(k)|2
2ω(k)3
)
×
(∫
|p|>P
dp|ρˆ1(p)|2
)
,
and the result follows . ✷
Finally, to ontrol N(|y| > S), we use the following result noting that
dΓ(1− FS(y)) ≤ N(|y| > S2 ).
Lemma 5.10. Let F ∈ C∞0 (Rn) suh that
0 ≤ F (y) ≤ 1, F (y) = 1 for |y| ≤ 1/2, and F(y) = 0 for |y| ≥ 1.
Let FS(y) = F (
|y|
S
). Then
lim
σ→0,S→+∞
〈ψσ; dΓ(1− FS(y))ψσ〉 = 0.
Proof : There is a similar result in [13℄ (Lemma 4.5), and we essentially follow
its proof. The main dierene is that the norm of ρ1(x− Q) as an operator
on L2(Rd) does not depend on x and is therefore not square integrable with
respet to this variable. As in Set. 4.2.2, to ontrol this problem, we will use
the exponential deay of the spetral projetors in theQ variable (Proposition
4.10). First, one easily sees that
dΓ(1− FS(y)) =
∫
dx dk a∗(x, k)(1− F ( |Dk|
S
))a(x, k). (5.4)
We reall that for any σ one has
a(x, k)ψσ = (Eσ −Hσ − ω(k))−1ρ1(x−Q)ρˆ2(k)√
2ω(k)
χσ≤ω(k)(k)ψσ.
Then one an prove ([13℄, Prop 4.4) that
lim
σ→0
a(x, k)ψσ − (E0 −H − ω(k))−1ρ1(x−Q)ρˆ2(k)√
2ω(k)
ψσ = 0
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in L2(Rd+n, dx dk;H). Using this together with (5.4), we then have
〈ψσ; dΓ(1− FS(y))ψσ〉
=
∫
dx dk 〈(E0 −H − ω(k))−1 ρ1(x−Q)ρˆ2(k)√
2ω(k)
ψσ;
(1− F ( |Dk|
S
))(E0 −H − ω(k))−1 ρ1(x−Q)ρˆ2(k)√
2ω(k)
ψσ〉+ o(σ0)
≤ ‖(E0 −H − ω(k))−1 ρ1(x−Q)ρˆ2(k)√
2ω(k)
ψσ‖L2(Rd+n;H)
×‖(1− F ( |Dk|
S
))(E0 −H − ω(k))−1 ρ1(x−Q)ρˆ2(k)√
2ω(k)
ψσ‖L2(Rd+n;H) + o(σ0)
≤ ‖(E0 −H − ω(k))−1 ρ1(x−Q)e−α|Q|ρˆ2(k)√
2ω(k)
‖L2(Rd+n;B(H)) × ‖eα|Q|ψσ‖H
×‖(1− F ( |Dk|
S
))(E0 −H − ω(k))−1 ρ1(x−Q)e−α|Q|ρˆ2(k)√
2ω(k)
‖L2(Rd+n;B(H))
×‖eα|Q|ψσ‖H + o(σ0).
We hek that (E0−H−ω(k))−1 ρ1(x−Q)e−α|Q|ρˆ2(k)√
2ω(k)
belongs to L2(Rd+n;B(H)),
using the fat that ‖(E0−H − ω(k))−1‖ ≤ ω(k)−1 and ondition (IR). Thus
lim
S→+∞
‖(1−F ( |Dk|
S
))(E0−H−ω(k))−1ρ1(x−Q)e
−α|Q|ρˆ2(k)√
2ω(k)
‖L2(Rd+n;B(H)) = 0.
Moreover ‖eα|Q|ψσ‖H is uniformly bounded (w.r.t σ), whih an be proven as
for ‖eα|Q|ψm(L)‖H (see Set. 4.2), and the result follows. ✷
5.3 Proof of Theorem 3.3
We have seen that the only thing we had to hek was ondition (iv) of
Lemma 5.1. The unit ball of H is weakly ompat, so there exists a sequene
σn → 0 and ψ ∈ H suh that ψσn onverges weakly to ψ. It then sues to
prove that ψ 6= 0. The idea is to nd a ompat operator K suh that for
any n large enough one has suh an estimate:
‖Kψσn‖ ≥ δ > 0. (5.5)
This will ensure that ψ is non zero. Indeed, K is ompat, so Kψσn tends
strongly to Kψ. If ψ was zero then ‖Kψσn‖ would go to zero, whih enters
in ontradition with (5.5).
Let us then take F ∈ C∞0 (Rn) and G ∈ C∞0 (Rd) satisfying the onditions
of Lemma 5.10. Remembering that p is the variable onjugate to x, i.e.
p = −i∇x on L2(Rd+n, dx dk), one has the following inequalities:
(1− Γ(FS(y)))2 ≤ (1− Γ(FS(y))) ≤ dΓ(1− FS(y)), (5.6)
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(1− Γ(GR(x)))2 ≤ (1− Γ(GR(x))) ≤ dΓ(1−GR(x)) ≤ N(|x| > R
2
), (5.7)
(1− Γ(GP (p)))2 ≤ (1− Γ(GP (p))) ≤ dΓ(1−GP (p)) ≤ N(|p| > P
2
). (5.8)
Finally, let χ(s ≤ s0) be a funtion with support in {|s| ≤ s0} and equal to
1 in {|s| ≤ s0
2
}. For any non negative θ, P, R and S, we dene
K(θ, P, R, S) := χ(N ≤ θ)χ(H0 ≤ θ)Γ(FS(y))Γ(GR(x))Γ(GP (p)). (5.9)
The assumptions on F,G, χ and ω ensure that K(θ, P, R, S) is ompat for
any θ, P, R and S.
Using Lemmas 5.6 and 5.7, there exists θ0 > 0 suh that, for all n, one
has:
‖(1− χ(N ≤ θ))ψσn‖ ≤
1
10
, ‖(1− χ(H0 ≤ θ))ψσn‖ ≤
1
10
. (5.10)
Likewise, using Lemmas 5.8 and 5.9 together with inequalities (5.7) and (5.8),
there exist R0, P0 > 0 suh that, for all n, one has:
‖(1− Γ(GR(x)))ψσn‖ ≤
1
10
, ‖(1− Γ(GP (p)))ψσn‖ ≤
1
10
. (5.11)
Finally, using Lemma 5.10 and (5.6), there exist S0 > 0 and n0 suh that,
for all n ≥ n0, one has:
‖(1− Γ(FS(y)))ψσn‖ ≤
1
10
. (5.12)
Then, for any n ≥ n0 :
‖ψσn‖ ≤ ‖(1− χ(N ≤ θ0))ψσn‖+ ‖χ(N ≤ θ0)(1− χ(H0 ≤ θ0))ψσn‖
+‖χ(N ≤ θ0)χ(H0 ≤ θ0)(1− Γ(GR0(x)))ψσn‖
+‖χ(N ≤ θ0)χ(H0 ≤ θ0)Γ(GR0(x))(1− Γ(GP0(p)))ψσn‖
+‖χ(N ≤ θ0)χ(H0 ≤ θ0)Γ(GR0(x))Γ(GP0(p))(1− Γ(FS0(y)))ψσn‖
+‖K(θ0, P0, R0, S0)ψσn‖
≤ 1
2
+ ‖K(θ0, P0, R0, S0)ψσn‖.
But ‖ψσn‖ = 1 for all n, thus
‖K(θ0, P0, R0, S0)ψσn‖ ≥
1
2
,
for any n ≥ n0, whih is an estimate of the form (5.5). ✷
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5.4 Proof of Proposition 3.4
The idea of the proof is adapted from [10℄. One again, one of the main tools
is the pullthrough formula, whih omes from the ommutator between H
and annihilation operators
[H, 1l⊗ a(x, k)] = −ω(k)1l⊗ a(x, k)− ρ1(x−Q) ρˆ2(k)√
2ω(k)
⊗ 1l. (5.13)
In order to get our result we will need to use this formula taking into a-
ount the membranes alltogether, whih, on a formal level, means that we
will integrate the previous formula over the x-spae. It is therefore more
onvenient to look at the Hamiltonian not in the (x, k) variables but in the
(p, k) variables, where p is the variable onjugate to x via Fourier transform,
and then onsider the value p = 0. In suh variables, the pullthrough formula
just beomes
[H, 1l⊗ aˆ(p, k)] = −ω(k)1l⊗ aˆ(p, k)− ρˆ1(p)e−ipQ ρˆ2(k)√
2ω(k)
⊗ 1l. (5.14)
Suppose now that Ψ ∈ H satises HΨ = E0Ψ, where E0 is the ground
state energy of H. We will show that Ψ = 0. We apply equation (5.14) on
suh a vetor. One then gets the following equality
1l⊗ aˆ(p, k) Ψ = −(H + ω(k)−E0)−1
(
ρˆ1(p)e
−ipQρˆ2(k)√
2ω(k)
⊗ 1l
)
Ψ.
We denote with an exponent (m) the omponent of a vetor in the m-partile
setor. We have, for any m,
(1l⊗ aˆ(p, k) Ψ)(m)(p1, k1, . . . , pm, km) = Ψ(m+1)(p, k, p1, k1, . . . , pm, km)
and the righthand side is square integrable with respet to all its arguments
beause Ψ ∈ H. Therefore, for all m,
Φ(m)(p, k) :=
(
−(H + ω(k)−E0)−1 ρˆ1(p)e
−ipQρˆ2(k)√
2ω(k)
⊗ 1l Ψ
)(m)
is square integrable with respet to (p, k). On the other hand, it is a ontinu-
ous funtion on Rd× (Rn−{0}). Then, for any p0 ∈ Rd, Φ(m)(p0, k) is a well
dened funtion of k and it is square integrable. As we have said previously,
we onsider the value p0 = 0. But
Φ(m)(0, k) =
ρˆ1(0)ρˆ2(k)√
2ω(k)
3
2
Ψ(m),
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whih is not square integrable if the infrared ondition is violated, unless
ρˆ1(0)Ψ
(m) = 0. By assumption, ρˆ1(0) 6= 0, so Ψ(m) = 0 for all m whih means
that Ψ = 0. ✷
6 A lassial interpretation of the infrared prob-
lem
In this setion, we would like to say a few words about the infrared problem.
We know that this ondition is neessary and suient for the existene of
a ground state in the ase of the Nelson model, and suient and almost
neessary in our model.
On the other side, in [2℄, the author shows that if we onsider another ad
ho representation of the anonial ommutation relations the Nelson model
without infrared ondition has a ground state. In some sens, this repre-
sentation regularizes the infrared singularity and is of ourse not unitarily
equivalent to the Fok one. One ould think that the same approah should
work in our ase. However, it turns out that this is not true. To explain why,
we will briey explain the physial origin of this representation. It will allow
us to see that this proedure an apply to our model but does not have the
same regularising eet.
We would like to explain the idea whih is behind this hange of rep-
resentation oming bak to lassial mehanis [8℄. It will then allow us to
show the dierene between the Nelson model and ours. We thus onsider a
lassial Hamiltonian of the form
H =
1
2
∫
A
dµ(α)(ω(α)2φ(α)2 + π(α)2),
where ω(α) is some almost everywhere non negative funtion. We will simply
write X instead of (φ, π). The Hamiltonian ow an be written as
Xt = ΦtX0 = cos(ωt)X0 − sin(ωt)JX0, where J =
(
0 −ω−1
ω 0
)
.
One an see that J2 = −1l.
Now, for any s ∈ R, we dene
D(ωs) := {φ ∈ L2|ωsφ ∈ L2},
and [D(ωs)] its losure for the norm ‖φ‖s = ‖ωsφ‖L2. Given s, r ∈ R, we
dene
Hs,r := [D(ωs)]× [D(ωr)].
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The operator J is well dened on Hs,r (as a bounded operator) if and only
if r = s− 1. On the other side, the sympleti form
σ(X1, X2) =
∫
A
dµ(α)(φ1(α)π2(α)− φ2(α)π1(α))
is meaningfull only on spaes of the form Hs,−s. So J and σ are both well
dened only on
H = [D(ω 12 )]× [D(ω− 12 )].
On H, we onsider the following omplex struture 〈 ; 〉 dened as
〈X1;X2〉 = σ(X1, JX2) + iσ(X1, X2).
One an then identify H and L2(A, dµ,C) via the following isometry:
(φ, π) ∈ H →
√
ω(α)φ(α) +
i√
ω(α)
π(α) ∈ L2(A, dµ,C).
and if we dene
a(α) :=
1√
2
(√
ω(α)φ(α) +
i√
ω(α)
π(α)
)
∈ L2(A, dµ,C),
one an rewrite H as
H =
∫
A
ω(α)a∗(α)a(α)dµ(α).
The Poisson braket assoiated to σ is {φ(α), π(α)} = δµ(α − α′), where δµ
is dened by ∫
A
f(α′)δµ(α− α′)dµ(α′) = f(α).
It is easy to see that {a(α), a∗(α′)} = −iδµ(α − α′). Those relations are the
lassial equivalent of the relations (2.1). To write the quantum version of
this model, one then onsider the Fok spae over L2(A, dµ,C).
Consider now the Nelson model, i.e. A = Rd and dµ(α) = dk. If we
onsider a partile whih interats with this eld and whih is on the other
hand submitted to a onning potential V suh that minV = V (0), the
equilibrium point of the system whih orrepsonds to the minimum of the
energy an be written as (q∗, φ∗, p∗, π∗) = (0,− ρˆω2 , 0, 0) and (φ∗, π∗) is in H
if and only if
ρˆ
ω3/2
∈ L2(Rd), whih is exatly the ondition (IR). One should
remind that, for this model, this ondition is neessary and suient to have
a ground state. In other words, the minimum (q∗, φ∗, p∗, π∗) of the lassial
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Hamiltonian belongs to H if and only if (IR) is satised. In this way, one an
say that the ondition to have a ground state is the same on both lassial
and quantum level.
The representation onsidered in [2℄ orresponds, on the lassial level, to
the ane spae H˜ = H+( ρˆ
ω2
, 0), more preisely, one onsiders the following
sympleti transformation:
q˜ = q, φ˜ = φ+
ρˆ
ω2
, p˜ = p, π˜ = π.
Here, φ˜ represents the dierene between the eld and its equilibrium po-
sition. We already note that 0 /∈ H˜ if and only if (IR) is not satised.
One then sees that the two equilibrium points, before (φ∗ = 0) and after
(φ∗ = − ρˆω2 ) having turned on the interation with the partile, are not in the
same spae. This is this phenomenon whih, on the quantum level, expresses
that the ground state exists but in another representation, non-equivalent
to the Fok one. One sometimes reads that the ground state is not in the
Fok spae (within the ontext of Van Hove Hamiltonians for example
[7℄-[12℄-[20℄).
In those new variables, the Hamiltonian of the whole system then writes
H˜(q˜, φ˜, p˜, π˜) =
1
2
∫
(ω2φ˜2 + π˜2) +
∫
ρˆ(k)(e−ikq − 1)φ˜
+
p˜2
2
+ V (q˜)−
∫ |ρˆ(k)|2e−ikq
ω2︸ ︷︷ ︸
=W (q˜) bounded
+
∫ |ρˆ(k)|2
2ω2︸ ︷︷ ︸
=onstant
. (6.1)
If we want to study the system near the new equilibriun, one then has to hose
the phase spae suh that φ˜ = 0 belongs to it. It is then natural to study H˜
not on H˜ but on H. In other words, to make sure that the equilibrium point
for the interating system is in the phase spae, one has to onsider another
spae. If one does so, ondition (IR) is then satised even for d = 3:
ρˆ(k)(e−ikq − 1)
ω
3
2
∈ L2(Rd).
Then, if one quantizes H˜ , one obtains a model in whih a ground state
exists. This is preisely what Arai does in [2℄, but without explaining it this
way. However, the same transformation in our model does not make things
better. Indeed, ondition (IR) beomes, after the same transform:
[ρ1(x− q)− ρ1(x)]ρˆ2(k)
ω(k)
3
2
∈ L2(Rd × Rn),
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whih is still not satised if n = 3 unless ρˆ2(0) = 0.
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