Abstract-Impulse response measurements for Personal Communication Services (PCS) were taken in the 1850-1990 MHz band in three outdoor macrocellular (cell radii of 5 km) environments: flat rural, hilly rural, and urban high-rise. The data were analyzed to provide information to assist in the development of radio propagation channel (especially tapped delay line) models for PCS applications. Analyses included number of paths, path arrival time, and path power statistics. Results of the analyses were found to be highly dependent on the threshold level used in processing. The urban high-rise cell showed a far greater number of paths than the rural cells for threshold levels 20 and 10 dB below the normalized peak of the power delay profiles.
I. INTRODUCTION HE IMPULSE response of the radio propagation channel
T is of great importance in the design, development, and planning of radio systems since it completely describes the radio propagation channel. Once the impulse response of a channel is known, the actual received signal can be determined given a specific transmitted signal by convolving the transmitted signal with the impulse response. Modelling of the impulse response has been and will continue to be an important effort, as will be hardware and software simulation utilizing impulse responses. Additionally, there have been many attempts throughout the years to correlate radio system performance through a propagation channel using various parameters computed from measured impulse responses such as RMS delay spread and correlation bandwidth. Impulse response measurements are therefore needed to support these efforts as well as the ongoing channel modelling and simulation efforts required in the development of new telecommunication services such as Personal Communication Services (PCS) and advanced cellular mobile systems. This paper presents an analysis of a set of impulse response measurements taken in the MHz band' that provides information to assist in the development of channel models for these new telecommunication services.
The data analysis provides a statistical description of the radio propagation channel by determining the number of paths, path arrival time, and path power statistics from the measured impulses. From these statistics, tapped delay line models of the radio propagation channel can be constructed. These ' Funding for these measurements was provided by Telesis Technologies Laboratory, Inc. models can be implemented in hardware channel simulators and in software system simulators to predict performance of proposed systems operating in the MHz band in environments similar to those measured. Examples of these systems include those developed to meet any of the seven air interface standards recently proposed for PCS by the Joint Technical Committee (JTC) on Wireless Access [ 11.
MEASUREMENT ENVIRONMENTS
The measurements were taken in three different cell environments in the Denver, Colorado, area. These environments included a flat rural cell, a hilly rural cell, and an urban high-rise cell. 
MEASUREMENT SYSTEM
The impulse response measurements presented in this paper were taken using the Digital Impulse Response Measurement System developed jointly by the Institute for Telecommunication Sciences and Telesis Technologies Laboratory, Inc. This system is comprised of a separate transmitter and receiver.
A block diagram of the transmitter is shown in Fig. 1 vertically polarized, omnidirectional, biconical antenna with a gain of 0 dBi. The power level is set to provide 50 W equivalent isotropically radiated power (EIRP). Fig. 2 shows the receiver block diagram. A personal computer is used to control the measurement system receiver (namely the spectrum analyzers and digital oscilloscope) via a GPIB bus. A vertically polarized, omnidirectional, biconical antenna with a gain of 0 dBi is used for each receiver channel. The spatial separation between the antenna for Channel 1 and the antenna for Channel 2 is 15 wavelengths at the center of the 1850-1990 MHz band (2.34 m). The received signal is first bandpass filtered to eliminate undesired signals and then amplified using low-noise amplifiers to minimize the system noise figure. After filtering and amplification, the BPSK signal is downconverted to a IO-MHz IF using portable spectrum analyzers and an additional double-balanced mixer stage. The spectrum analyzers function as downconverters since they are set up in zero span mode with the signal output taken from the second IF output. The 10-MHz IF signal is then low-pass filtered to eliminate the local oscillator frequency from the additional mixer stage. After this, video amplifiers are used to boost the signal level before it is digitized at a 40 MHz rate by the digital oscilloscope. A rubidium frequency standard is used to phase lock the spectrum analyzers and the signal generators. The divide-by-511 counter is clocked by the 10-MHz output from the rubidium frequency standard. The output of this counter produces a pulse train used for extemally triggering the digital oscilloscope. The triggering pulses (100-ns pulse width) occur at the start of every PN code word transmitted. Synchronization between the PN code word and this pulse train is accomplished by circuitry that resets both the PN code generator in the transmitter and the divide-by-5 11 counter in the receiver simultaneously. The procedure to accomplish this synchronization is given in Section IV. This synchronization provides absolute time measurement capability to the Digital Impulse Response Measurement System. The absolute time capability has a resolution determined by the relative frequency drift between the transmitter and receiver frequency standards.
After the signal is digitized by the oscilloscope, the digitized IF signal is then transferred over the GPIB bus to the computer and stored on the hard disk. The in-phase and quadrature phase components are determined by multiplying the digitized IF signal by software-generated in-phase and quadrature-phase 10-MHz sinusoids. The complex impulse response is then formed by cross correlating (in software) a simulated copy of the transmitted PN code with the in-phase and quadraturephase components of the received signal. Processing the digitized IF data can be performed either immediately after the raw data have been taken or at a later date.
IV. MEASUREMENT PROCEDURE
The transmitter was installed in a mini-van so that measurements could be taken easily as the transmitter travelled along predetermined routes within each cell. The transmitter antenna height was approximately 2.2 m aboveground. In the rural cells, the receiver was located in a large measurement van and kept at a fixed location at the center of the cell. The receive antennas were mounted on a telescoping mast 8.7 m aboveground. In the urban high-rise cell, the receiver was located on the rooftop of a building approximately 103 m aboveground in the center of the high-rise district in downtown Denver. The height of the ground above average terrain at the receiver site (out 5 km in radius) was -4, 12, and -8 m in the flat rural, hilly rural, and urban high-rise cells, respectively. These heights do not include the antenna mast heights in the rural cells or the building height in the urban high-rise cell. All of the measurements were made within a 5-km radius of the center of each cell.
Three primary calibration procedures were performed: Frequency calibration, amplitude calibration, and absolute time synchronization. The frequency calibration procedure consisted of tuning the rubidium frequency standard located in the receiver so that its frequency matched that of the rubidium frequency standard located in the transmitter. Highly stable rubidium frequency standards and the frequency calibration procedure were required to maintain accurate absolute time information in the measured data. The receiver amplitude calibration entailed connecting the transmitter directly to the receiver via a coaxial cable, with a variable attenuator inserted between the transmitter and receiver to control the amplitude of the signal input into the receiver. This provided a series of impulse responses at varying RF input power levels to the receiver for both receiver channels. The amplitude calibration was valuable since it allowed verification of the proper operation of the measurement system, provided a relationship between the received signal power and the impulse response, and allowed approximate determination of the receiver noise figure from the impulse response. The absolute time synchronization procedure required a reset cable to be connected between the transmitter and receiver. A single switch then reset both the PN code generator in the transmitter and the divide-by-5 1 1 board in the receiver simultaneously.
After all of the calibration procedures were completed, the radio frequency spectrum was observed to determine the potential interfering signals in or near the measurement frequency band. The center frequency of the measurement system was set such that any interference from or to existing services would be avoided. An over-the-air test, which was primarily qualitative in nature, was then performed to test the proper functioning of the entire transmitterheceiver measurement system including the antennas and antenna feed cables. Impulse response data were then collected simultaneously on both receive channels as the transmitter van travelled along predetermined routes within each cell. The data were taken approximately every 
v. DATA ANALYSIS METHODS AND RESULTS
The impulse response of the radio propagation channel h(t) can be modelled as a tapped delay line where
k=O Here k represents each delayed path, ak represents the amplitude, t k represents the time-of-arrival, and e k represents the phase shift of each delayed path. While the phase shifts can be assumed to be uniformly distributed over [0, 27r) [2] , the amplitude of each delayed path and the time-of-arrival of each delayed path need to be characterized. Impulse response data have been characterized in this way before in frequency bands other than 1850-1990 MHz [2]- [5] . A statistical description of the signal amplitude variation for delayed paths was given in [3] for a set of impulse response measurements made at 910 MHz over short sections of streets (approximately 30 m) in suburban environments. Turin determined the statistical distributions of both the amplitude and the time-of-arrival of delayed paths based on impulse response measurements made at 488, 1280, and 2920 MHz in larger areas (approximately 300 m by 1200 m) in three urban cells (dense high-rise, sparse high-rise, and low-rise) and a suburban cell [ 2 ] . He developed mathematical models for both of these processes based on the empirical data. Further refinements to those models (still based on Turin's original measurements) are described in [4] and (51.
The data analyses presented in this paper provide a statistical description of the number of paths, path arrival times, and path powers for the impulse response measurements made in the MHz band in flat rural, hilly rural, and urban high-rise cells (cell radii of 5 km). An example of constructing a tapped delay line model based on the results of the analysis is also given. Analyses providing a comprehensive description of the statistical behavior of the impulse responses in each cell. along with a more detailed explanation of the entire measurement project, are given in [6] . These analyses include maximum delay, mean delay, and RMS delay spread statistics; effects of spatial diversity; multipath power statistics; and correlation bandwidth statistics in addition to the number of paths. path arrival time, and path power statistics.
The number of paths, path arrival time, and path power statistics are formed from data taken in each cell separately. All of these statistics are computed from averaged power delay profiles (PDP's). The PDP is the magnitude squared of the measured complex impulse response [3] , [7] . Each averaged PDP (APDP) is formed from a succession of 10 impulw responses. Any of the I O impulse responses with a total power more than 10 dB lower than the impulse response with the greatest total power (within the succession of 10 impulse responses) are excluded from the computation of this APDP. Averaging reduces the noise floor and thus improves the interval of discrimination (ID) of the PDP's. The ID is the ratio of the peak signal power to peak noise power in the PDP.
The received signal levels obtained in the measurements tended to be relatively low in some locations due to the long distances between the transmitter and receiver, limited transmitter power as required by the experimental license. and shadow fading. Due to these relatively low signal levels and the presence of multipath, an ID of only 20 dB could be guaranteed from APDP's taken in these locations. Because of this, and also to treat APDP's of varying ID'S on an equivalent basis, only delayed signals within 20 dB of the peak value in the APDP were counted as significant for the computations.
To ensure that noise (from the receiver and any extemal sources) was not included in the statistical computations. an APDP was only considered valid (for inclusion in the statistics) if its ID was 23 dB or greater. While this biased the statistics. it assured that samples of the APDP within 20 dB of the peak received signal would be actual delayed signals and not noise (by providing a 3-dB buffer between the peak of the noise and the region where the amplitude of delayed signals was considered significant).
Alignment in time between each APDP was then addressed. All of the valid APDP's were shifted in time such that the first perceptible received copy of the transmitted signal was set to zero time. In addition to the alignment in time, each APDP was normalized in power by shifting the entire APDP such that the peak sample in each APDP was set to 0 dB. This allowed APDP's of varying total power to be treated on an equivalent basis for the computations. After the time alignment and power normalization, the APDP's were ready to be used in the statistical computations. When the term APDP is used in the rest of this paper, a valid, time-aligned, and powernormalized APDP is implied unless otherwise indicated.
In the discussion of the statistics that follows, the number of valid APDP's within each cell should be kept in mind. The flat rural cell had 3220 valid APDP's, the hilly rural cell had 1341 valid APDP's, and the urban high-rise cell had 3813 valid APDP's. The relatively low number of valid APDP's in the hilly rural cell was indicative of the terrain. In many locations within the cell, the signal level was too low to guarantee a sufficient ID. This was probably due to shadow fading caused by the hills.
The first type of statistic presented is a cumulative distribution of the number of paths that exceed a threshold. This statistic is generated for each cell by first determining the number of paths that exceed a threshold (within a 100-ns resolution) in a single APDP. This process is repeated for all of the APDP's within each cell and cumulative distributions showing the probability of meeting or exceeding a number of paths are developed for each cell. Four different threshold levels are used: -20, -10, -5, and -3 dB (where the peak sample in each APDP is 0 dB). For the -20 dB threshold. a path is identified in one of two ways. First, if four consecutive samples in the APDP (spaced 25 ns apart) are all above the -20 dB threshold and are monotonically increasing in power, a path is identified. Second, if a sample in the APDP is of higher power than the next sample, a path is identified. Once a path is identified, three samples (spaced 25 ns apart) are skipped and the search for a new path begins on the next sample (Le., on the fourth sample from the sample where the last path was identified). Skipping three samples before beginning to look for a new path ensures that no more than one path is identified within the resolution of the measurement system (1 00 ns). Identification of paths for the other threshold levels begins with the paths that were identified for the -20 dB threshold. Each of these paths is tested to see if it can still be counted as a path for the new threshold level.
The cumulative distributions of the number of paths are shown in Fig. 3 for the flat rural [ Fig. 3(a) ], hilly rural [ Fig. 3(b) ], and urban high-rise [ Fig. 3(c) ] cells. All four thresholds are shown on each graph. The top curve represents the cumulative distribution using the -20 dB threshold, the second and third curves from the top represent the cumulative distributions for the -10 and -5 dB thresholds, respectively, and the bottom curve represents the cumulative distribution for the -3 dB threshold. Note that in the rural cells, the curves for the -5 and -3 dB thresholds are nearly identical. The Cumulative distributions of the number of paths for the (a) flat rural, probability of having APDP's with 2 or more paths is less than 0.09 in both of these cells for these threshold levels. Both of the rural cells show a somewhat higher probability of having APDP's with 2 or more paths when using the -10 dB threshold. There is a probability of about 0.26 and 0.20 of having APDP's with 2 or more paths in the flat rural and hilly rural cells, respectively. The curves for the -20 dB threshold show a much greater probability of meeting or exceeding a given number of paths than for the other threshold levels in all of the cells. In the flat rural cell, about 10% of the APDP's have 8 or more paths. About 10% of the APDP's have 13 or more paths in the hilly rural cell while about 10% of the APDP's have 33 or more paths in the urban high-rise cell. The urban high-rise cell shows a greater probability of meeting or exceeding a given number of paths than the rural cells for all threshold levels.
These results give an idea of the number of required taps that may be needed to model the impulse response of the radio channel (within a 100-ns resolution) in different environments in the 1850-1990 MHz band. The urban high-rise cell would, of course, require the largest number of taps. Note that the number of paths is quite dependent on the chosen threshold level; as the threshold level is set increasingly further below the peak of the APDP's, the number of paths increases.
The threshold level is an important parameter in certain applications. One application where the threshold level is important is in hardware channel simulators with a fixed number of taps. The user can determine whether the simulator can adequately represent a given propagation environment based on the statistical description of the number of paths above a given threshold level. Another example of where the threshold level is important is in CDMA systems using RAKE receivers. In these systems, the number of paths above threshold, and the arrival time and power of these paths determine the performance benefits obtained from the use of multipath diversity in a RAKE receiver.
The other statistics computed here are the path arrival time and path power statistics. These statistics give a description of the time-of-arrival and power of each path that exceeds a threshold for all APDP's within a cell that have n paths Tables 1-111 show the time-of-arrival and path power statistics using a -10 dB threshold for the flat rural, hilly rural, and urban high-rise cells, respectively. These tables show detailed time-of-arrival and path power information for up to 10 paths. Tables showing the same statistics using a -20 dB threshold are found in [6] . Tables 1-111 are organized so that each column represents all of the APDP's within a cell that have n paths where n varies from 1-10. Each row represents a specific individual path for APDP's having a total of n. paths.
As an example of using these tables, consider Table I . Choose the column with 3 paths ( n = 3). The number of APDP's having 3 paths was 172 out of a total number of 3220 valid APDP's in this cell. The first path always occurs at zero time therefore its mean and standard deviation of arrival time are both zero. The mean power is -0.4 dB with a standard deviation of -6.8 dB. The mean arrival time of the second path is 0.51ps and the standard deviation is 0.70~s. The corresponding mean power is -4.9 dB with a standard deviation of -6.3 dB. Values for these parameters are found in a similar manner for the third path.
Using mean values of path arrival time and path power from any column in Tables 1-111 , a tapped delay line model can be constructed that represents all of the APDP's with n paths (using a -10 dB threshold) in a given cell. Fig. 4(a) shows an example tapped delay line model with 6 taps representing all of the APDP's having 6 paths in the urban high-rise cell.
The data used to construct this model was taken from the n = 6 column in Table 111 . Two example measured APDP's taken from the urban high-rise cell are shown in Fig. 4(b) and (c). While the measured APDP's both have 6 paths above the -10 dB threshold, the path arrival times and path powers are different in each APDP. Note that the tapped delay line model presented in Fig. 4(a) is a statistical model and uses mean values to represent all of the APDP's having 6 paths in the urban high-rise cell. Therefore, a statistical distribution of both arrival time and power is actually associated with each individual path in the tapped delay line model shown in Fig. 000   -2 4(a). So, while the paths in the example measured APDP's may line up (in time and power) with the paths in the model to some degree, they are not expected to line up exactly. Note that the paths in the tapped delay line model are depicted as infinitely narrow pulses (impulses) and hence indicate an idealized, infinite bandwidth representation of the channel. The paths in the measured APDP's are wider pulses indicating the finite bandwidth of the measurement system. The cumulative distributions of the number of paths give an indication of how helpful the time-of-arrival and path power information will be in the design of impulse response models. For the -20 dB threshold, about 95, 89, and 22% of the APDP's had a maximum of 10 paths in the flat rural, hi111 rural, and urban high-rise cells, respectively. This shows that. using a -20 dB threshold, 10 paths can adequately represent most of the APDP's in the rural cells but not in the urban high-rise cell. Hence, the time-of-arrival and path power information using the -20 dB threshold should be quite helpful in the design of impulse response models for cells similar to the rural cells used in this study. For the -10 dB threshold, almost 100% of the APDP's in the rural cells and about 79% of the APDP's in the urban high-rise cell had a maximum of 10 paths. This shows that, using a -10 dB threshold, 10 paths can adequately represent most of the APDP's in all of the cells. The information shown in Tables  I-III should therefore be quite helpful in the design of impulse response models for cells similar to those used in this study. -. VI. CONCLUSIONS
The goal of the presentation of the number of paths. path arrival time, and path power statistics was to provide information to assist in the development of impulse response models (primarily tapped delay line models) of the radio propagation channel. The results provide an idea of the number of required taps that may be needed to model the impulse response of the radio channel (within a 100-ns resolution) in several different environments in the 1850-1 990 MHz band. The results clearly showed that the urban high-rise cell would require a far greater number of taps than the rural cells for the -20 and -10 dB thresholds. It should be noted that these results are quite dependent on the threshold level used in processing. As expected. processing with lower threshold levels (Le., those set further below the peak in the APDP) showed more paths. Mean and standard deviation of the arrival time and path power of each individual path were presented for APDP's having a total of up to 10 paths. For a threshold of -20 dB, it was found that 10 paths can adequately represent most (89% or more) of the APDP's in each of the rural cells. In the urban high-rise cell. for a -20 dB threshold, IO paths are not adequate to represent most of the APDP's. Tapped delay line model using 6 taps (a) and example measured of the statistical distributions of path amval time and path power.
