Let R be a 2-torsion free prime ring with center Z, right Utumi quotient ring U , generalized derivation F associated with a nonzero derivation d of R and L a Lie
INTRODUCTION AND PRELIMINARIES
In this paper we study the relationship between the structure of a ring R and the behaviour of some derivations defined on R. In particular, we will consider those derivations having power values in a ring R. In all that follows, unless specifically stated otherwise, R will be an associative ring, Z the center of R, Q two-sided Martindale quotient ring and U its right Utumi quotient ring. The center of U , denoted by C, is called the extended centroid of R (we refer the reader to [2] , for the definitions and related properties of these objects).
Recall that for any x, y ∈ R, the symbol [x, y] stands for the commutator xy − yx. A ring R is called 2-torsion free, if whenever 2x = 0 with x ∈ R, then x = 0. An additive subgroup L of R is said to be a Lie ideal if [l, r] ∈ L for all l ∈ L and r ∈ R. A Lie ideal L is said to be non-commutative if A ring R is prime if xRy = {0} implies either x = 0 or y = 0, and R is semiprime if xRx = {0} implies x = 0. An additive mapping d : R → R is called a derivation if d(xy) = d(x)y + xd(y) holds for all x, y ∈ R. In particular d is an inner derivation induced by an element q ∈ R, if d(x) = [q, x] holds for all x ∈ R. By a generalized inner derivation on R, one usually means an additive mapping F : R → R if F (x) = ax + xb for fixed a, b ∈ R. For such a mapping F , it is easy to see that F (xy) = F (x)y + x[y, b] = F (x)y + xI b (y), where I b is an inner derivation determined by b. This observation leads to the definition given in [5] : an additive mapping F : R → R is called generalized derivation associated with a derivation d if F (xy) = F (x)y + xd(y) for all x, y ∈ R. Obviously any derivation is a generalized derivation. Other basic example of generalized derivation is F (x) = ax for some a ∈ R. Since the sum of two generalized derivations is a generalized derivation, every map of the form F (x) = cx + d(x) is a generalized derivation, where c is a fixed element of R and d is a derivation of R. In [22] , Lee extended the definition of a generalized derivation as follows: by a generalized derivation we mean an additive mapping F : I → U such that F (xy) = F (x)y + xd(y) holds for all x, y ∈ I, where I is a dense right ideal of R and d is a derivation from I into U . Moreover, Lee also proved that every generalized derivation can be uniquely extended to a generalized derivation on U , and thus all generalized derivations of R will be implicitly assumed to be defined on dense right ideal of R can be uniquely extended to U and assumes the form F (x) = ax + d(x) for some a ∈ U and a derivation d on U (see Theorem 3, in [22] ). For any nonempty subset S of R. If F (xy) = F (x)F (y) or F (xy) = F (y)F (x) for all x, y ∈ S, then F is called a generalized derivation which acts as a homomorphism or an anti-homomorphism on S, respectively. By Banach algebra we shall mean that complex normed algebra A whose underlying vector space is a Banach space. The Jacobson radical rad(A) of A is the intersection of all primitive ideals. If the Jacobson radical reduces to the zero element, A is called semisimple. In fact any Banach algebra A without a unity can be embedded into a unital Banach algebra A I = A ⊕ C as an ideal of codimension one. In particular, we may identify A with the ideal (x, 0) : x ∈ A in A I via the isometric isomorphism x → (x, 0).
Let us introduce the background of our investigation. The first result we mentioned is due to Herstein [15] , who prove that if R is a prime ring and d is a nonzero derivation of R such that d(x)
n ∈ Z for all x ∈ R for a fixed integer m ≥ 1, then R satisfies s 4 , the standard identity in four variables. The Herstein's result was extended to the case of Lie ideals of prime rings by Bergen and Carini in [4] . They proved that if R is a prime ring of characteristic not 2 and if d is a nonzero derivation of R satisfying d(u)
n ∈ Z for all u in some noncentral Lie ideal of R, then also the same conclusion holds. The number of authors extended this theorem in several ways. Later on, Bell and Kappe [3, Theorem 3] , proved that if d is a derivation of a prime ring R such that
for all x, y ∈ I, a nonzero right ideal of R, then d = 0 on R. Further Asma et. al., [1] , extended this result to Lie ideals of 2-torsion free prime rings. More precisely they proved that if L is a noncentral Lie ideal of
In 2007 Wang and You [33] , dropped the hypothesis u 2 ∈ L, for all u ∈ L and prove the above result. In [28] , Rehman studies the case when the derivation d is replaced by a generalized derivation F and obtain the following: if R is a 2-torsion free prime ring and F acts as a homomorphism or an an anti-homomorphism on a nonzero ideal of R, then R must be commutative. For more related results we refer the reader to [10, 12, 13, 29] .
In the last section of this paper we obtain some range inclusion results of continuous or spectrally bounded generalized derivations on non-commutative Banach algebras. The classical result of Singer and Wermer in [31] , says that any continuous derivation on a commutative Banach algebra has the range in the Jacobson radical of the algebra. Singer and Wermer also formulated the conjecture that the continuity assumption can be removed. In 1988 Thomas [32] , settled this conjecture. It is clear that the same result of Singer-Wermer does not hold in non-commutative Banach algebras (because of inner derivations).
Hence in this context a very interesting question arises that how to obtain the non-commutative version of the Singer-Wermer theorem. The first answer to this problem was obtained by Sinclair in [30] . He proved that every continuous derivation of a Banach algebra leaves primitive ideals of the algebra invariant. Since then, many authors obtained more information about derivations satisfying certain suitable conditions in Banach algebras. In [24] , Mathieu and Murphy proved the result that if d is a continuous derivation on an arbitrary Banach algebra such that [d(x), x] ∈ Z(A) for all x ∈ A, then d maps into the radical. Later in [25] , Mathieu and Runde removed the continuity assumption using the classical result of Posner's on centralizing derivations of prime rings in [27] , and Thomas's theorem in [32] . In fact they showed that if d is a derivation which satisfies [d(x), x] ∈ Z(A) for all x ∈ A, then d has its range in the radical of the algebra. More recently in [26] , Park proves that if d is a derivation of a non-commutative Banach algebra
for all x ∈ A, then again d maps into rad(A). In [9] , De Filippis extended the Park's result to the generalized derivation. The present paper is motivated by the previous results and we here continue this line of investigation by examining a ring R (or an algebra A) satisfying the identity
m for all u, v in some appropriate subset of R (or A).
THE RESULTS IN PRIME RINGS
Before starting our results, we state some well known facts, which are very crucial for developing the proof of our main result. In particular, we will make frequent use of the following facts: Fact 2.1. ( [7] ). If I is a two-sided ideal of R, then R, I and U satisfy the same generalized polynomial identities with coefficients in U . We refer the reader to Chapter 7 in [2] , for a complete and detailed description of the theory of generalized polynomial identities involving derivations.
We denote by Der(U ) the set of all derivations on U . By a derivation word we mean an additive map ∆ of the form
Then a differential polynomial is a generalized polynomial, with coefficients in U , of the form Φ(∆ j x i ) involving non-commutative indeterminates x i on which the derivation words ∆ j act as unary operations. The differential polynomial Φ(∆ j x i ) is said to be a differential identity on a subset T of U if it vanishes for any assignment of values from T to its indeterminates x i . Let D int be the C-subspace of Der(U ) consisting of all inner derivations on U and let d be a nonzero derivation on R. By Theorem 2 in [18] , we have the following result (see also Theorem 1 in [20] ):
is a differential identity on R, then one of the following assertions holds:
(ii) or, R satisfies the generalized polynomial identity Φ(x 1 , · · · , x n , y 1 , · · · , y n ). Now, we are in a position to prove the main result of this section:
Theorem 2.1. Let R be a 2-torsion free prime ring with center Z, F generalized derivation associated with a nonzero derivation d of R, L a Lie ideal of R. 
By the same argument as presented above, we have
Thus for all x, y, z, w ∈ I, I satisfies the differential identity
In the light of Kharchenko's theory [18] , we split the proof into two steps:
Step 1. If the derivation d is Q-outer, by Kharchenko's theorem [18] , I satisfies the polynomial identity
for all x, y, z, w, s, t, s 1 , t 1 ∈ I. In particular, for x = z = 0, I satisfies the following polynomial identity
for all x, t, z, w ∈ I. By Chuang [7, Theorem 2] , this polynomial identity is also satisfied by Q and hence R as well. Note that this is a polynomial identity and hence there exists a field F such that R ⊆ M k (F), the ring of k × k matrices over a field F, where k ≥ 1. Moreover, R and M k (F) satisfy the same polynomial identity [19 
. Denote e ij the usual matrix unit with 1 in (i, j)-entry and zero elsewhere. By choosing x = s 1 = e 12 , y = w = e 21 , we see that
Step 2. Let now d be an inner derivation induced by an element q ∈ Q, that is, d(x) = [q, x] for all x ∈ R. Then, for any x, y, z, w ∈ I, we have
By Chuang [7, Theorem 2] , I and Q satisfy same generalized polynomial identities (GPIs), thus Q satisfy this polynomial identity
Moreover, since L is noncentral, R must be noncommutative. Hence φ(x, y) = 0 is a nontrivial generalized polynomial identity for Q. In case the center C of Q is infinite, we have φ(x, y) = 0 for all x, y ∈ Q ⊗ C C, where C is algebraic closure of C (see [21, Proposition] ). Since both Q and Q ⊗ C C are prime and centrally closed [11, Theorems 2.5 and 3.5], we may replace R by Q or Q ⊗ C C according as C is finite or infinite. Thus we may assume that C = Z and R is C-algebra centrally closed, which is either finite or algebraically closed and that q ∈ R, q / ∈ Z such that R satisfies the generalized polynomial identity
By Martindale's theorem [23] , R is a primitive ring having nonzero socle H and the commuting division D is a finite dimensional central division algebra over Z. Since Z is either finite or algebraically closed, D must coincide with Z. Hence by Jacobson's theorem [16, p. 75] , R is isomorphic to a dense ring of linear transformations of some vector space V over Z i.e., R ∼ = End(V Z ). If V is a finite dimensional over Z, then the density of R on V implies that
Assume that dim(V Z ) = 1, then R = Z so I ⊆ Z, a contradiction. Therefore dim(V Z ) ≥ 2. In this case, our aim is to show that, for any v ∈ V, v and qv are linearly Z-dependent. Since if v = 0 then {v, qv} is linearly Z-dependent, assume that v = 0. On contrary suppose that v and qv are linearly Z-independent. By the density of R in End(V Z ) there exists elements x 0 , y 0 , z 0 , w 0 ∈ R such that
With all these, we obtain from the assumption that
Thus we conclude that {v, qv} is a linearly Z-dependent set of vectors for any v ∈ V. From above we have prove that qv = vµ(v) for all v ∈ V , where µ(v) ∈ Z depends on v ∈ V . We claim that µ(v) is independent of the choice of v ∈ V . Indeed, for any v, w ∈ V , if v and w are Z-independent, by the above situation, there exist µ(v), µ(w), µ(v + w) ∈ Z such that qv = vµ(v), qw = wµ(w), and
and so,
Since v and w are Z-independent, we have µ(x) = µ(v + w) = µ(w). If v and w are Z-dependent, say v = wβ, where β ∈ Z, then vµ(v) = qv = qwβ = wµ(w)β = vµ(w) and so µ(v) = µ(w) as claimed. That is µ(v) is independent of the choice of v ∈ V. So, there exists γ ∈ Z such that qv = vγ for all v ∈ V . Therefore q ∈ Z and d = 0, a contradiction. This completes the proof.
Equivalently we have
This is a differential identity satisfied by I. By using Kharchenko's theorem [18] , either d = ad(q) is the inner derivation induced by an element q ∈ Q, Martindale quotient ring R, or I satisfy the polynomial identity for all x, y, z, w, s, t,
In the latter case set z = x = 0 to obtain the identity ([s 1 , w]) l ([s, y]) m = 0 for all y, s, s 1 , w ∈ I. By using the similar technique as presented in Case 1, we can get a contradiction. Assume now that for q ∈ Q such that d = ad(q) that is, d(x) = ad(q)(x) = [q, x] for all x ∈ R. Since by [7, Theorem 2] , I and Q satisfy the same generalized polynomial identities, by (2.2) we have
In view of the above situation in Case 1, we assume that R is centrally closed over Z which is either finite or algebraically closed and that q ∈ R, q / ∈ Z such that R satisfies the nontrivial generalized polynomial identity
Moreover, we know that R is isomorphic to a dense subring of End(V Z ) for some vector space V over Z. For any given v ∈ V we claim that v and qv are Z-dependent. Suppose to the contrary that v and qv are Z-independent. By the density of R in End(V Z ) there exist elements x 0 , y 0 , z 0 , w 0 ∈ R such that
One can see that
Thus, v and qv are Z-dependent as claimed. In view of Case 1, we know that q ∈ Z and so d = 0, a contradiction. With this we get the required result.
We immediately get the following corollary from the above theorem:
Corollary 2.1. Let R be a prime ring, F generalized derivation associated with
m ) for all r, s ∈ R, where m, n, l are fixed positive integers, then R is commutative.
The following example demonstrates that R to be prime is essential in the hypothesis.
Example 2.1. Let S be any ring.
is a ring under usual operations and L is a nonzero Lie ideal of R. We define a map F : R → R by F (x) = 2e 11 x − xe 11 . Then it is easy to see that F is a generalized derivation associated with a nonzero derivation d(x) = e 11 x − xe 11 . It is straightforward to check that for all positive integers m, n, l, F satisfies the properties,
(ii) Let R = a b 0 c : a, b, c ∈ Z 2 and L = 0 a 0 0 : a ∈ Z 2 be a nonzero Lie ideal of R. Define a map F : R → R by F (x) = a 0 0 0 .
It is easy to see that F is a generalized derivation associated with a nonzero derivation d(x) = 0 b 0 0 . Moreover, F satisfies the properties,
THE RESULTS IN SEMIPRIME RINGS
In all that follows, R will be a semiprime ring, U the left Utumi quotient ring of R, C the center of left Utumi quotient ring. We denote A = O(U ) the orthogonal completion of R which is defined as the intersection of all orthogonally complete subset of U containing R. Also B = B(C) and spec(B) denotes Boolean ring of C and the set of all maximal ideal of B, respectively. It is well know that if M ∈ spec(B) then R M = R/RM is prime [2, Theorem 3.2.7] . We use the notations Ω-∆-ring, Horn formulas and Hereditary formulas. We refer the reader to ( [2] , pages 37, 38, 43, 120 ) for the definitions and the related properties of these objects. By using the method of orthogonal completion, initiated by Beidar (see [2] , Chapter 3) we can easily generalize Theorem 2.1 as follows: Theorem 3.1. Let R be a semiprime ring, U left Utumi quotient ring of R and m, n, l are fixed positive integers. If R admits a generalized derivation F associated with a nonzero derivation d such that F (rs) n = F (r) m F (s) l for all r, s ∈ R. Further, let A = O(U ) be the orthogonal completion of R and B = BC where C is the extended centroid of R, then there exists a central idempotent element e of B such that d vanishes identically on eA and the ring (1 − e)A is commutative.
For the proof of Theorem 3.1 we need the following two results, which can be found in [2] :
, Proposition 2.5.1) Any derivation d of a semiprime ring R can be extended uniquely to a derivation of U ( we shall let d also denote its extension to U ). 
Then there exist a natural number k > 0 and pairwise orthogonal idempotents e 1 , e 2 , · · · , e k ∈ B such that e 1 + e 2 + + e k = 1 and e i R |= Ψ i (e i a) for all e i = 0.
Now we are in position to prove the main theorem of this section.
Proof of the Theorem 3.1. Since R is semi prime ring and F is a generalized derivation of R, by Lee [22, Theorem 3] , F (x) = ax + d(x) for some a ∈ U and a derivation d on U . Also by Lemma 5.1, the derivation d can be extended uniquely to a derivation d : U → U . Hence U satisfiy
According to [2, Remark 3.1.16], d(A) ⊆ A and d(e) = 0 for all e ∈ B. Therefore A is an orthogonally complete Ω-∆-ring where Ω = {0, +, −, ., d}. Consider the formulas
One can easily verify that Φ is a hereditary first-order formula and ¬ Φ, Ψ 1 , Ψ 2 are Horn formulas. Using Corollary 2.1, we can see that all the conditions of Lemma 5.2 are fulfilled. Thus there exists two orthogonal idempotent e 1 and e 2 such that e 1 + e 2 = 1 and if e i = 0, then e i A |= Φ i , i = 1, 2. This completes the proof of theorem.
Using arguments similar to those used in the proof of the Theorem 3.1, we may conclude with the following (we omit the details of the proof). We can prove Theorem 3.2. Let R be a semiprime ring, U left Utumi quotient ring of R and m, n, l are fixed positive integers. If R admits a generalized derivation F associated with a nonzero derivation d such that F (rs) n = F (s) l F (r) m for all r, s ∈ R. Further, let A = O(U ) be the orthogonal completion of R and B = BC where C is the extended centroid of R, then there exists a central idempotent element e of B such that d vanishes identically on eA and the ring (1 − e)A is commutative.
APPLICATIONS ON NON-COMMUTATIVE BANACH ALGEBRAS
This section deals with application of our main results. In this section we obtain some results on non-commutative Banach algebras by using the preceding algebraic results. We apply the purely algebraic results which is obtained in section 2 and obtain the conditions that every continuous derivation on a Banach algebra maps into the radical. The proofs of the results rely on a Sinclair's theorem [30] which states that every continuous derivation d of a Banach algebra A leaves the primitive ideals of A invariant. As we have mentioned before, Thomas [32] , has generalized the Singer-Wermer theorem by proving that any derivation on a commutative Banach algebra maps the algebra into its radical.
This result leads to the question whether the theorem can be proven without any commutativity assumption. There are many papers that show how the theorem holds without commutativity assumption [23, 24, 30] . We also obtain that every derivation maps into its radical with some property, but without any commutativity assumption. Derivations may serve as the generators of reversible evolutions of a physical system, say, if this is modelled by a Banach algebra. Not only historically, this point of view gave a strong impetus to the investigation of derivations and of how their properties relate to the structure of Banach algebras.
As an application of the results obtain in section 2, we give the following results for characterization of generalized derivations on Banach algebras. Our first result in this section is about continuous derivations on Banach algebras: Theorem 4.1. Let A be a non-commutative Banach algebra with Jacobson radical rad(A), and m, n, l are fixed positive integers. Let F (x) = ax + d(x) be a continuous generalized derivation of A for some element a ∈ A and some
Proof. We have given that F (xy) n − F (x) m F (y) l ∈ rad(A), for all x, y ∈ A. Under the assumption that F is continuous, and since it is well known that the left multiplication map is also continuous, we have that the derivation d is continuous. In [30] , Sinclair proved that any continuous derivation of a Banach algebra leaves the primitive ideals invariant. Therefore, for any primitive ideal P of A, it follows that F (P ) ⊆ aP + d(P ) ⊆ P . It means that the continuous generalized derivation F leaves the primitive ideals invariant. Denote A/P = A for any primitive ideals P . Hence we may introduce a nonzero generalized derivation
for all r ∈ A and r = r + P , where A/P = A is a factor Banach algebra. Note that every derivation on a semisimple Banach algebra is continuous [17, Remark 4.3] . First, in case A/P is commutative, combining this result with the Singer-Wermer theorem gives F P = 0 since A/P is semisimple. We intend to show that F P = 0 in case when A/P is non-commutative. Moreover, by
Since A is primitive, a fortiori it is prime. Thus by Theorem 2.1, it is immediate that either A is commutative or d = 0; that is, [A, A] ⊆ P or d(A) ⊆ P . Now let P be a primitive ideal such that A is commutative. Singer and Wermer in [31] , proved that any continuous linear derivation on a commutative Banach algebra maps the algebra into its radical. Moreover, by a result of Johnson and Sinclair [17] , any derivation on a semisimple Banach algebra is continuous. Hence there are no nonzero linear continuous derivations on commutative semisimple Banach algebras. Therefore d = 0 in A. Hence in any case we get d(A) ⊆ P for all primitive ideal P of A. Since radical rad(A) of A is the intersection of all primitive ideals, we get the required conclusion.
In view of the Theorem 4.1, we may prove the following corollary in the special case when A is a semisimple Banach algebra. 
Proof. We may prove the result in the same way as Theorem 4.1, we omit the proof just to avoid repetition. Just let us remark that at the beginning of the proof one has to use the fact that the derivation d is continuous in a semisimple Banach algebra (see [30] ). Moreover, any left multiplication map is continuous, also F is continuous. Finally, we use the fact that rad(A) = 0, since A is semisimple.
Using arguments similar to those used in the proof of the Theorem 4.1, we may conclude with the following (we omit the details of the proof to maintain brevity). We can prove Theorem 4.2. Let A be a non-commutative Banach algebra with Jacobson radical rad(A), and m, n, l are fixed positive integers. Let F (x) = ax + d(x) be a continuous generalized derivation of A for some element a ∈ A and some
SPECTRALLY BOUNDEDNESS OF GENERALIZED DERIVATIONS
Before beginning the proof of the main theorem, for the sake of completeness, we prefer to recall some basic notations, definitions and some easy consequences of the result of Bresar and Mathieu [6] , about the spectrally bounded generalized derivation on Banach algebra. In [6, Theorem 2.8], Bresar and Mathieu obtained a necessary and sufficient condition for a generalized derivation to be spectrally bounded on a unital Banach algebra. Here δ = L a + d will denote spectrally bounded generalized derivation.
A linear mapping δ on A is said to be a generalized derivation if (5.1) δ(xyz) = δ(xy)z − xδ(y) + xδ(yz), for all x, y, z ∈ A.
In the application such operators correspond to irreversible dynamics while derivations generate reversible ones. Put a = δ(1). Using (5.1), it is easily computed that d(x) = δ(x) − ax, for all x ∈ A defines a derivation on A. Hence, every generalized derivation δ is of the form δ = L a + d with a = δ(1) and d a derivation, and every generalized inner derivation is given by δ a +d b = L a−b +R b (here, L a and R b denote the left and right multiplication by a and b, respectively). A spectrally bounded generalized derivation need not map into radical, but if it is inner, both its constituents L a and d b have to be spectrally bounded.
The last result of this paper has the same behaviour as the Theorem 4.1. We now turn our attention to the spectrally bounded generalized derivations. In order to prove our main theorem of this section we will use some results concerning spectrally bounded derivations and generalized derivations, more precisely, we need the following:
Lemma 5.1 ( [6, Theorem 2.5]). Every spectrally bounded derivation on a unital Banach algebra maps the algebra into the radical. Proof. Since δ is spectrally bounded, by Lemma 5.3, L a and d are spectrally bounded. Combining this with Lemma 5.2 we have that d(A) ⊆ rad(A). In [30] , Sinclair proved that any continuous derivation of a Banach algebra leaves the primitive ideals invariant. Hence, for any primitive ideal P of A, it is obvious that δ(P ) ⊆ P . It means that the continuous generalized derivation δ leaves the primitive ideals invariant. Thus we can define the generalized derivation δ P : A → A by δ P (x) = δ P (x + P ) = δ P (x) + P ⊆ ax + d(x) + P ⊆ ax + P for all x ∈ A, where A/P = A is a factor Banach algebra. Since P is a primitive ideal, the factor algebra A is primitive and so it is prime. The hypothesis δ(xy) n − δ(x) m δ(y) l ∈ rad(A) yields that δ(xy) n − δ(x) m δ(y) l = 0 for all x, y ∈ A. By Theorem 2.1, it is immediate that either A is commutative or d = 0; that is, [A, A] ⊆ P or d(A) ⊆ P . Now we assume that P is a primitive ideal such that A is commutative. In [31] , Singer and Werner proved that any continuous linear derivation on a commutative Banach algebra maps the algebra into the radical. Furthermore by a result of Jonhson and Sinclair [17] , any linear derivation on semisimple Banach algebra is continuous. We know that there are no nonzero linear continuous derivations on commutative semisimple Banach algebras.
Therefore, d = 0 in A. Hence in any case we get d(A) ⊆ P for all primitive ideal P of A. Since radical rad(A) of A is the intersection of all primitive ideals, we get the required conclusion.
By using the same argument as in Theorem 5.1, we may conclude with the following (we omit the details of the proof). 
