Introduction
At ETH Z urich we have redesigned our former courses on numerical analysis. We do not only run numerical programs but also introduce the students to computer algebra and make heavy use of computer algebra systems both in the lectures and the assignments. Computer algebra may be used to generate numerical algorithms, to compute discretization errors, to simplify proofs, etc., but also to run examples and to generate plots. We claim, that it is easier for students to follow a derivation which is carried out with the help of a computer algebra system than by hand. Computer algebra systems take over the hard hand work such as e.g. solving systems of equations. Students do not need to be concerned with all the details (and all the small glitches) of a manual derivation and can understand and keep the overview over the general steps of the derivation. A computer supported derivation is also more convincing than a presentation of the bare results without any reasoning. Moreover, using computer algebra systems rather complex numerical formulas can be derived, far more complex than what can be done in class by hand. E.g. all useful Newton-Cotes rules can be computed without problems, in contrast to hand derivations, which usually end with Simpson's rule. We will prove these statements with some examples taken from our introductory courses in scienti c computing. We use Maple V Release 4, but the examples could also be reproduced e.g. with Mathematica, MuPad or any other computer algebra system.
Newton's Formula
One of the rst formulas that students learn is Newton's iteration to solve a nonlinear equation f(x) = 0. Given an approximation x k for the root s, a better approximation x k+1 = F(x k ) can be obtained using the iteration function 
This iteration converges quadratically to a single root s of f(x). This can be proven by computing the rst derivative of F(x) at x = s which is zero.
> dF := D(F)(x); dF := f(x) D (2) (f)(x) D(f)(x) 2 (2) D (2) (f)(s) D(f)(s)
The arbitrary precision oating point arithmetic, which is provided by most computer algebra systems, can be used to demonstrate what quadratic convergence means \in real life". As example, we compute the square root of 9 using Newton's iteration to solve equation x 2 ? 9 = 0 starting with x 0 = 1. As expected, the number of correct digits doubles with each iteration. The convergence result is only valid for single roots, as the rst derivative of f appears in the denominator of (2), i.e. the result is only valid if f 0 (s) 6 = 0. The behavior of Newton's iteration for an equation with multiple roots is the next topic we want to discuss using Maple. Let us assume that f(x) has a zero of multiplicity n at x = s. We therefore de ne f(x) to be
where g(s) 6 = 0. Again we inspect the rst derivative of F(x). If F 0 (s) 6 = 0 then the iteration converges only linearly.
Taking the limit of the above expression for x ! s we obtain:
> limit(", x=s); n ? 1 n We have just proven, that Newton's iteration converges linearly with the factor (n ? 1)=n if f(x) has a zero of multiplicity n. Thus e.g. convergence is linear with the factor 1=2 for double roots. Newton's iteration also has a nice geometrical interpretation. Starting with the approximation x k , the next value x k+1 of the iteration is the intersection of the tangent at f(x) in x k ; f(x k )] with the x-axes. This property can also be proven with Maple. We set up an equation p(x) = a x + b for the tangent line. p(x) must interpolate x k ; f(x k )] and must have the same derivative as f(x) at x = x k . With these two conditions the parameters a and b of the tangent p(x) are de ned.
We have claimed that the intersection of the tangent p(x) with the x-axes is the next Newton approximation. If the equation p(x) = 0 is solved again the iteration function (1) is obtained. This proves that the geometrical interpretation is correct.
> assign("); > x k+1] = expand(solve(p(t) = 0, t));
The secant method (3) approximates the derivative which appears in Newton's formula by a nite di erence.
As with Newton's method, we want to analyse the convergence with Maple. Using equation (3) we obtain for the error e k+1 = x k+1 ? s the recurrence e k+1 = F(s + e k ; s + e k?1 ) ? s:
The right hand side can be expanded into a multivariate Taylor series at e k = 0 and e k+1 = 0.
We assume that s is a single root, (f 0 (s) 6 = 0) and also f 00 (s) 6 = 0 must hold. We set f(s) = 0 and compute the rst term of the Taylor series expansion:
If we divide this leading coe cient by e 0 and e 1 , we see that the limit of the quotient e 2 =e 0 =e 1 is a constant di erent from zero. We assume that the convergence coe cient is p and substitute e 2 = K e 1 p and e 1 = K e 0 p .
This equation is valid for all errors e 0 . Since the right hand side is constant, the left hand side must also be independent of e 0 . This is only the case, if the exponent of the power of e0 is zero. This condition is an equation for p which solved gives the well known convergence factor p = (1+ The new method shall use the function values and the rst derivatives at two points. These four data de ne a degree three (Hermite) interpolation polynomial. A zero of this polynomial can be taken as next approximation of the root. Unfortunately, the explicit expression for this zero is rather complex, therefore we propose to use inverse interpolation for the given data. We then only need to evaluate the resulting polynomial at y = 0 to obtain the new approximation for the root. In Maple, this is done with the following commands.
The resulting expression is still not very simple However, if the evaluation of f and f 0 is very expensive, it may still pay o since the convergence rate is 2.73 as we will see. For the convergence analysis we expand e k+1 = F(s + e k ; s + e k?1 ) ? s:
into a multivariate Taylor series at e k = 0 and e k+1 = 0 as we have done for the secant method. )(f)(s) D(f)(s) (D (2) )(f)(s) + 15 (D (2) )(f)(s)
As before with the secant and Newton method we consider only single roots, i.e., we assume that Thus, the convergence factor is p = 1 + p 3 and we have super-quadratic convergence. With the help of Maple we want to demonstrate the above convergence rate for an example. We use our algorithm to compute the zero of the function f(x) = e x + x starting with x 0 = 0 and x 1 = 1. For every iteration we print the number of correct digits ( rst column) and its ratio to the number of correct digits in the previous step (second column). This ratio should converge to the convergence rate p = 2:73. We see that this is the case. for i to 6 do x2 := evalf(F(x0,x1)); d2 := evalf(log 10](abs(x2+LambertW (1) The following Maple statements may be used to derive Simpson's rule. We rst de ne a polynomial of degree two. We then state the interpolation conditions and solve the resulting linear system for the coe cients of the polynomial. Finally we integrate the polynomial and simplify the result. In 7] we can nd one sided formulas that can also be generated with Maple in the same way. E.g. given four equidistant function values (three intervals), nd an approximation for the integral over the 3rd interval: The idea of Gauss-Quadrature is to nd nodes x i and weights w i so that the quadrature rule
is exact for polynomials of degree as high as possible. For n = 3 we have to determine the six unknowns w 1 ; w 2 ; w 3 ; x 1 ; x 2 and x 3 . We demand exact values for the integrals of the monomes x j for j = 0; : : :; 5 and obtain six (nonlinear) equations: 
> eqns := {seq(w1*x1^k+w2*x2^k+w3*x3^k = int(x^k, x=- However, this brute force approach will not work for all values of n. For larger n the system of nonlinear equations become too complicated for Maple. One has to add some more sophisticated theory to compute the rules. It is our goal to nd nodes and weights to get an exact rule for polynomials of degree up to 2n?1.
We can argue as follows: consider the decomposition of P 2n?1 by dividing by some polynomial Q n (x) of degree n: P 2n?1 (x) = H n?1 (x)Q n (x) + R n?1 (x): Then ?1 H n?1 (x)Q n (x) dx = 0. Q n is a Legendre Polynomialavailable in Maple as orthopoly P](n,x). Second, choose as the nodes the (real) zeros of Q n . Then the second term in the error will also vanish: P n i=1 w i H n?1 (x i )Q n (x i ) = 0. Finally compute the weights according to Newton-Cotes by integrating the interpolation polynomial for R n?1 , which is of course again R n?1 by the uniqueness of the interpolation polynomial. Thus We note that numerical errors occur (the weights should be symmetric) because we are computing the rules here in a well-known unstable way. However, Maple o ers us more precision by increasing the value of Digits. With two runs of the above statements with di erent precision we are able to obtain the rules correct to the amount of decimal digits we want.
The Gauss-Lobatto quadrature rule on ?1; 1] using the end points and two intermediate points can be computed with a computer algebra system as follows ( 1]). Considering the symmetry of the formula, we make the ansatz 
Generation of Explicit Runge-Kutta Formulas
In this section we show how a computer algebra system can be used to derive explicit Runge-Kutta formulas. Such formulas are used to solve systems of di erential equations of the rst order. The solution of the initial value problem y 0 (x) = f ? x; y(x) ; y(x k ) = y k (8) can be approximated by a Taylor series around x k , which is obtained from (8) 
The idea of the Runge-Kutta methods is to approximate the Taylor series (9) up to order m by using only values of f ? x; y(x) and no derivatives of it.
The general form of a s-stage explicit Runge-Kutta method is k 1 = f(x; y); k 2 = f(x + c 2 h; y + h a 2;1 k 1 ); . . . 
where s is the number of \stages" and a i;j , b i and c i are real coe cients To derive the coe cients of such a method, the series expansion of (9) and (10) are equated. This leads to a set of nonlinear equations for the parameters a i;j , b i and c i which has to be solved. For this derivation we have to compute the Taylor series expansions of (9) and (10). Maple knows how to expand a function with two parameters that both depend on x, but we have to inform Maple, that y 0 (x) has to be replaced by f ? x; y(x) whenever it appears. We do this by overwriting the derivative of the operator y. > D(y) := x -> f(x,y(x)): > taylor(y(x+h), h=0, 3);
In this result, D 1 (f)(x; y(x)) stands for the derivative of f with respect to the rst argument, i.e. f x ? x; y(x) . In order to make the result more readable, we de ne some alias substitutions. We are now ready to derive the parameters of a Runge-Kutta formula for s = 3 which is of order m = 3. The di erence d of the two polynomials TaylorPhi and RungeKuttaPhi should be zero. We consider d as a polynomial in the unknowns h, F, Fx, Fy, Fxx, etc. and set the coe cients of that polynomial to zero. This gives us a nonlinear system of equations which has to be solved. Not every di erential equation minimizes a functional. In the method of Galerkin one tries to solve (11) also by the ansatz (13). The goal is to choose the coe cients c j such that the residual r(x) = Dy(x) ? f(x) becomes small in some sense. For this we have to choose another set of functions f j (x)g. The coe cients c j are now computed in such a way that the residual is orthogonal to the space spanned by the functions j (x): Z 0 r(x) j (x) dx = 0; j = 1; : : :; n:
We obtain this way again a system of linear equations for the coe cients c j .
> c1 := 'c1': c2 := 'c2': > psi1 := x -> sin(x): > psi2 := x -> cos(x): > eq := {int(DG(y)(t)*psi1(t), t=0..Pi), int(DG(y)(t)*psi2(t), t=0..Pi)}: > evalf(eq); 
Conclusions
In this paper we have given some examples on how we use computer algebra systems in our scienti c computing courses. Many numerical methods and classical proofs can be developed with only a few statements in a computer algebra system. However, it might be di cult sometimes to nd the right ones, this method therefore is in general still restricted to the reproduction of classical results. The use of a computer algebra system also requires much experience, as it is not always easy to nd an elegant way to the result one is expecting. We also made the experience that it may be particularly complicated to convince a computer algebra system to perform a speci c task. As an example take the convergence analysis of section 3. We came across the expression (a p ) p =a p =a and were interested in the exponent if this expression is written as a b . How is b obtained? Right, taking the logarithm to the base a. The result however does not simplify, even not after using the simplify command. What is the problem? Maple does not know as much as we do. Maple cannot simplify this expression as it assumes a and p to be complex numbers. Obviously, a and p are real and positive in our context, but Maple has to be informed about this fact using the assume facility. This can be done directly in the simplify command for all the indeterminants which appear in the expression to be simpli ed or for each unknown with the assume command. The symbol~signals that assumptions have been made on a variable. This result may be surprising for a student. The leading coe cient is indeed zero, but Maple does not recognize this zero automatically. In general, it is a particularly di cult problem to recognize zeros, but in this example the above result can be simpli ed using a special option to the command Computer algebra systems still have to progress. They are not yet a replacement for paper and pencil. We also do not want to conceal that computer algebra systems still have bugs and produce erroneous results or results which are only valid under some assumptions. It is also very important to demonstrate this fact to students. Students should learn, that results cannot blindly be trusted. Whenever a numerical method is derived, the result has to be compared with ones expectations. Nevertheless, a computer algebra system is a very powerful tool to be used in teaching numerical methods. Many examples in this article have proven it. Further examples on the use of computer algebra systems can be found e.g. in 3, 2, 5].
