Noncolliding diffusion processes reported in the present paper are Nparticle systems of diffusion processes in one-dimension, which are conditioned so that all particles start from the origin and never collide with each other in a finite time interval (0, T ), 0 < T < ∞. We consider four temporally inhomogeneous processes with duration T , the noncolliding Brownian bridge, the noncolliding Brownian motion, the noncolliding three-dimensional Bessel bridge, and the noncolliding Brownian meander. Their particle distributions at each time t ∈ [0, T ] are related to the eigenvalue distributions of random matrices in Gaussian ensembles and in some two-matrix models. Extreme values of paths in [0, T ] are studied for these noncolliding diffusion processes and determinantal and pfaffian representations are given for the distribution functions. The entries of the determinants and pfaffians are expressed using special functions.
Introduction
For N ≥ 2, consider the following region in R N , .
(1.2)
We will call the above mentioned process the noncolliding Brownian motion from a to b with duration T and write it as X a,b (t) = (X N (t)), t ∈ [0, T ]. When we make the configuration b at time T be arbitrary in W A N , we have another temporally inhomogeneous system of noncolliding Brownian motion, which is denoted by X a,R (t) = (X a,R
where
is the probability that the absorbing Brownian motion in W
is not yet absorbed at any boundary of the region W A N and is surviving inside of it at time s > 0. For an even integer n and an antisymmetric n × n matrix A = (a ij ) we put Pf 1≤i,j≤n
where the summation is extended over all permutations σ of (1, 2, . . . , n) with restriction σ(2k − 1) < σ(2k), k = 1, 2, . . . , n/2. This expression is known as a pfaffian (see, for example, [24] ). By using the de Bruijn identity [5] , which will be given as Lemma 3.1 in Section 3, we have the formula [12, 13] 
, and
In [12, 13] , the process
It has been shown that (1.5) exhibits a transition from the eigenvalue distribution of GUE to the eigenvalue distribution of another ensemble of random matrices called the Gaussian orthogonal ensemble (GOE) as t → T [13, 14] . In other words, there establishes an interesting correspondence [12] between the temporally inhomogeneous system of noncolliding Brownian motion X 0,R (t), t ∈ [0, T ] and the two-matrix model of Pandey and Mehta [21] in the random matrix theory [20] .
The equivalence of the distribution of X 0,0 (t) and the eigenvalue distribution of random matrices in GUE with variance σ T (t) 2 for t ∈ [0, T ] shown by Eq.(1.3), and the correspondence between X 0,R (t), t ∈ [0, T ] and the two-matrix model of Pandey and Mehta are very useful to perform computer simulations of the conditional diffusion processes X 0,0 (t) and X 0,R (t), t ∈ [0, T ] [19] . Figure 1 shows samples of paths generated by computer simulations for these two processes. 
, generated by simulating the corresponding eigenvalue processes of random-matrix models.
In the present paper, we study the distributions of the extreme values defined by
, and (0, R). In this paper, we also consider the noncolliding processes "with a wall at the origin". Instead of the Weyl chamber of type A N −1 given by (1.1), we consider the Weyl chamber of type C N ,
The density at y ∈ W C N of an N-dimensional Brownian motion at time t > 0, which starts from x ∈ W C N at time 0, and is restricted on the event that it stays in W C N during a time interval [0, t] , is given by the Karlin-McGregor formula as
where p (0,∞) abs (t, y|x) is the transition probability density of the one-dimensional absorbing Brownian motion with an absorbing wall at the origin. By the reflection principle of Brownian motion, it is given as
Eq.(1.7) gives the transition probability density of the absorbing Brownian motion in W C N from x to y with duration t > 0. For 0 < T < ∞, a, b ∈ W C N , we consider the N-particle system of onedimensional Brownian motions starting from a configuration a at time 0 and arriving at a configuration b at time T , which is conditioned so that there is no collision between any pair of particles and that all particles stay positive in a time interval [0, T ]. The probability density at
.
(1.8)
The Brownian motion conditioned to stay positive for a finite time interval [0, T ] is called the Brownian meander with duration T [22] . So we call the N-particle system, whose probability density is given by (1.8), the noncolliding Brownian meander from a to b with duration T [16] and write it as
The three-dimensional Bessel bridge with duration T is the conditional Brownian motion such that it starts from the origin, stays positive in t ∈ (0, T ), and first returns to the origin at time T . Then the N-particle system obtained by the limit
can be called the noncolliding three-dimensional Bessel bridge. It was called the system of nonintersecting Brownian excursions in [25] . The probability density at
with σ T (t) = t(1 − t/T ) (Proposition 14 in [15] ). Here q C N (x; σ 2 ) denotes the probability density of positive eigenvalues x ∈ W C N of random matrices in the ensemble called the class C with variance
When we make the configuration b at time T be arbitrary in W C N , we have another noncolliding Brownian meander, which is denoted by
is the probability that the absorbing Brownian motion in
is not yet absorbed at any boundary of W C N and is surviving inside of it at time s > 0. We can prove the formula [12, 13] 
with (1.4) and
The process
T ] is studied in [13, 18] , where the probability density at
It has been shown that (1.9) exhibits a transition from the eigenvalue distribution of random matrices in the ensemble called the class C to the eigenvalue distribution of the class CI as t → T [18, 15] . We can perform computer simulations of a matrix-valued Brownian bridge such that its distribution is the same as the distribution of random matrices in the class C with variance σ T (t) = t(1 − t/T ), t ∈ [0, T ], and a matrix-valued Brownian motion, whose distribution at time t ∈ [0, T ] changes continuously from the class C distribution to the class CI distribution of random matrices as t → T . By numerically calculating eigenvalues of these two matrix-valued diffusion processes in t ∈ [0, T ], we can draw samples of paths of noncolliding diffusion particles for Y 0,0 (t) and Y 0,R + (t), t ∈ [0, T ], as shown in Figure 2 [19] . 
, and (0, R + ), we will report the distributions of the maximum value
(1.10)
Results
For k ∈ N 0 ≡ {0, 1, 2, . . . }, let H k (x) be the k-th Hermite polynomial
where [a] denotes the largest integer that is not greater than a. We define the function of u, v ∈ R with an index k ∈ N 0 ,
If we consider the following version of Jacobi's theta function
Im y > 0, where we have set z = e 
the following identities are derived for k ∈ N 0 , η, ξ ∈ R (Lemma 3 in [19] );
The following two theorems are our main results.
and
Remarks.
(1) By the scaling property of Brownian motion, we have the equalities in distribution
for ♯ = (0, 0), (0, R), and
for ♯ = (0, 0), (0, R + ), ∀T > 0. As a matter of fact, the probability distributions (2.3) and (2.4) in Theorem 2.1 are functions of ℓ/ √ T and r/ √ T , and (2.5) and (2.6) are of h/ √ T , respectively.
(2) For N = 1, (2.5) gives
since H 2 (x) = 4x 2 − 2. This is a classical result for the height distribution of the three-dimensional Bessel bridge. It should be remarked that this result for distribution is equivalent with the fact on moments
where ζ(m) is the Riemann zeta function
See [3] for interesting relations of the probability laws of one-dimensional conditional Brownian motions to the Jacobi theta functions and the Riemann zeta function.
(3) In [11] , N = 2 case of the formula (2.5) of Theorem 2.2 and moments calculated from it have been intensively studied, which are related to the double Dirichlet series.
(4) The formula (2.3) of Theorem 2.1 gives the joint distribution of two extreme values L 0,0 (N, T ) and R 0,0 (N, T ) of the process X 0,0 (t), t ∈ [0, T ]. The distributions of single variable R 0,0 (N, T ) was studied in [7] and [23] . Feierl [7] also reported the distribution of the width (or "range") defined by (6) The distribution of the "maximum height" H 0,0 (N, T ) of the process Y 0,0 (t), t ∈ [0, T ] has been studied by Feierl [6] and by Schehr et al. [23] in different context and by different methods. See [19] for comparison.
Proof of Theorem 2.1
Let 1{ω} be the indicator function of a condition ω. Assume that −ℓ < a 1 , −ℓ < b 1 , a N < r, b N < r. By definition of the process and (1.6), for (a,
For ℓ, r > 0, we introduce the following restricted region in
Then we consider the absorbing Brownian motion in this region starting from a ∈ W A N (−ℓ, r). Let the transition probability density of a one-dimensional Brownian motion in an interval (−ℓ, r), where two absorbing walls are put at x = −ℓ and x = r, be p 
Then the following equality will be established,
And then we have the equalities
. Now we want to take the limit a, b → 0 in (3.2) and a → 0 in (3.3) in order to prove Theorem 2.1. The following asymptotics in |a| → 0 for the denominators of (3.2) and (3.3) are given in [15, 17] ; as |a| → 0,
By multilinearity of determinants, we have
i . We will use the series expansion
with c p (n) = (−1)
8) p ∈ N 0 . We will also use the property of the Vandermonde determinant
By (3.8), we have
By the identity (2.2), the above is equal to
Then we have the following asymptotics in |a| → 0,
From (3.6) to (3.9), we performed the series expansion (3.7) in only one of the two determinants in (3.6). If we perform the series expansions in both of them, we have the following estimate,
By (3.8), we see
By the identities (2.2), the above is written as
Therefore, we have the following asymptotics in |a| → 0 and |b| → 0,
By the equalities (3.1) and (3.2), and using the asymptotics formulas (3.4) and (3.11), we can take the limit
, and then the formula (2.3) is obtained.
By the equalities (3.3) and using the asymptotics formulas (3.5) and (3.10), we have
If we apply the following lemma, which is known as the de Bruijn identity [5] , the formula (2.4) is obtained.
The proof of Theorem 2.1 was then completed.
Proof of Theorem 2.2
For h > 0, consider the restricted region in
The transition probability density of a one-dimensional Brownian motion in an interval (0, h), where two absorbing walls are put at x = 0 and x = h > 0, is given by
By the Karlin-McGregor formula, it gives the probability density that the absorbing
Then we have the equalities, for h > 0
The following asymptotics in |a| → 0 were reported in [13, 15, 19] ; as |a| → 0, Here we note that Using the asymptotics formulas (4.3) and (4.7), we can take the limit |a|, |b| → 0 in (4.1). Then (2.5) is obtained.
By the equality (4.2), and using the asymptotics (4.4) and (4.6), we have 
Then, we use the de Bruijn identity given in Lemma 3.1 and the formula (2.6) is obtained. The proof of Theorem 2.2 was then completed.
