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diese Dissertation ohne die zahlreichen intensiven und a¨ußerst gewinnbrin-
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vielen Anregungen und Ideen, die dabei entstanden sind, nicht in dieser Form
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Bei meiner Arbeit haben mir außerdem geholfen: Inge Buss, durch ei-
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Einleitung
In den modernen Industriegesellschaften spielt der Transport von Rohstoffen,
Teilfertig- und Fertigprodukten, aber auch die Entsorgung von Abfa¨llen, Um-
verpackungen oder Altprodukten eine wichtige und stetig wachsende Rolle.
Das nationale und internationale Transportaufkommen bei Gu¨tertrans-
porten hat sich in den letzten Jahren sta¨ndig erho¨ht. Gleichzeitig fu¨hrt die
wachsende Mobilita¨t in der Gesellschaft zu einer stetigen Zunahme der Perso-
nentransporte. So stieg z.B. der individuelle und o¨ffentliche Personenverkehr
in der Bundesrepublik Deutschland zwischen 1996 und 1999 um ca. drei Pro-
zent. Gleichzeitig nahm der Gu¨terverkehr sogar um etwa 14 Prozent zu.1
Getragen von der wirtschaftlichen Bedeutung der Transportlogistik im
privatwirtschaftlichen wie im o¨ffentlichen Sektor wurden in den letzten vierzig
Jahren tausende Artikel zu diesem Themengebiet vero¨ffentlicht. Schon in dem
1983 von Bodin et. al. zusammengestellten Literaturu¨berblick [BGAB83],
werden etwa 700 Artikel zitiert. In einer von Gutin und Punnen im Jahr 2002
herausgegebenen Monographie [GP02], welche sich ausschließlich dem Tra-
veling Salesman Problems widmet, werden bereits mehr als 800 Referenzen
angegeben. Mehrere wissenschaftliche Zeitschriften widmen sich ausschließ-
lich Transport- und Tourenplanungsproblemen.
Fragestellungen, die zur Klasse der Vehicle Routing und Scheduling Pro-
bleme (VRSP) geho¨ren, nehmen in der Transportlogistik einen breiten Rah-
men ein. Die Entwicklung leistungsfa¨higer Optimierungsverfahren und Heu-
ristiken fu¨r diese Problemklasse ist auch heute Gegenstand intensiver For-
schungsta¨tigkeit auf dem Gebiet des Operations Research.
1Die Personentransporte in Deutschland erho¨hten sich zwischen 1996 und 1999 von
927,3 Milliarden auf 955,5 Milliarden Personenkilometer. Die im Gu¨terverkehr bewegten
Ladungen stiegen im gleichen Zeitraum von 429,6 auf 491,4 Milliarden Tonnenkilometer.
[DIZ01]
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Einleitung
Vehicle Routing und Scheduling Probleme
VRSP beinhalten eine oder mehrere der folgenden Aufgaben:
• die Zuordnung von Transportauftra¨gen zu Touren oder Fahrzeugen
(
”
clustering“),
• die Planung der einzelnen Touren, d.h. die Festlegung der Reihenfolge
der Auftra¨ge innerhalb einer Tour (
”
routing“), und
• die Planung der Fahrzeugumla¨ufe fu¨r die Durchfu¨hrung der Transporte
(
”
vehicle scheduling“).
Durch die Formulierung zusa¨tzlicher Bedingungen, wie z.B. die Angabe ei-
ner maximalen Tourdauer oder von Reihenfolgeabha¨ngigkeiten zwischen den
Auftra¨gen innerhalb einer Tour, kann eine große Zahl spezieller VRSP gebil-
det werden.
Zu den VRSP geho¨ren viele bekannte kombinatorische Optimierungspro-
bleme, wie z.B. das Traveling Salesman Problem (TSP) und das Vehicle Rou-
ting Problem (VRP). Diese und fast alle u¨brigen VRSP sind NP -hart. Das
bedeutet, daß der Einsatz von optimierenden Verfahren nur fu¨r relativ kleine
Probleminstanzen realisierbar ist und fu¨r praktische Aufgabenstellungen ha¨u-
fig ausgeschlossen werden muß. Dementsprechend gibt es ein großes Interesse
an leistungsfa¨higen Heuristiken.
Anforderungen fu¨r die Planung realer Transportaufgaben
Trotz der rasanten Entwicklung der Rechentechnik und wesentlicher metho-
discher Fortschritte in den letzten Jahrzehnten stellt die Entwicklung von
Heuristiken, die bei der Lo¨sung realer Planungsaufgaben erfolgreich einge-
setzt werden ko¨nnen, noch immer eine große Herausforderung dar.
Zu den wesentlichen Anforderungen, die fu¨r einen erfolgreichen Einsatz
heuristischer Verfahren in der wirtschaftlichen Praxis entscheidend sind, za¨h-
len
1. die Mo¨glichkeit, große Probleme (mit vielen Transportauftra¨gen) lo¨sen
zu ko¨nnen,2
2Was
”
viele Transportauftra¨ge“ sind, ist von der konkreten Anwendung abha¨ngig. Teil-
weise umfassen praktische Planungsaufgaben auch deutlich mehr Auftra¨ge als die in der
Literatur untersuchten Benchmark-Probleme. Wenn die Leistungsfa¨higkeit der Algorith-
men nicht ausreicht, kann man immer versuchen, das Problem ku¨nstlich zu dekomponieren.
Dadurch ko¨nnen aber ggf. große Potentiale verschenkt werden.
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2. die Gewa¨hrleistung einer hohen Lo¨sungsqualita¨t, weitgehend unabha¨n-
gig von den zugrundeliegenden Daten,
3. akzeptable Rechenzeiten (abha¨ngig vom jeweiligen Einsatzgebiet),
4. die Beru¨cksichtigung zusa¨tzlicher Restriktionen (z.B. Zeitfenster oder
Reihenfolgebeschra¨nkungen) und Erweiterungen des Modells (z.B. meh-
rere Fahrzeugdepots, heterogener Fuhrpark oder Planung u¨ber mehrere
Perioden) und
5. die Robustheit der Verfahren gegenu¨ber A¨nderungen der Modellstruk-
tur.
Bei der Entwicklung neuer Verfahren konzentrierte man sich mehrere
Jahrzehnte lang vorwiegend auf die ersten drei Aspekte, das heißt, man ver-
suchte, relativ große Instanzen eines fest vorgegebenen Problems mo¨glichst
schnell und in hoher Qualita¨t zu lo¨sen. Dabei wurden zum Teil hervorra-
gende Ergebnisse erzielt. So ko¨nnen heute z.B. TSP-Instanzen mit mehreren
zehntausend Kunden mit hoher Qualita¨t in akzeptabler Zeit gelo¨st werden.3
Der direkte praktische Einsatz eines solchen Verfahrens fu¨r eine Transport-
planung ist jedoch nur selten mo¨glich, weil fast immer zusa¨tzliche Restriktio-
nen einzuhalten sind. Dazu ko¨nnen Beschra¨nkungen der Tourla¨nge oder der
Fahrzeit, Gewichts- und Volumenrestriktionen, Reihenfolgebeschra¨nkungen
beim Besuch von Kunden, kombinierte Einsammel- und Auslieferungstou-
ren etc. geho¨ren. Auch kompliziertere Kostenfunktionen ko¨nnen von vielen
Heuristiken nicht beru¨cksichtigt werden.
Mittlerweile gibt es auch zahlreiche Publikationen, die sich mit der Lo¨sung
von Problemen mit bestimmten Typen zusa¨tzlicher Restriktionen bescha¨fti-
gen (z.B. VRP mit Zeitfenstern, Pickup & Delivery Probleme). Die meisten
dieser Heuristiken sind aber auf die jeweilige spezielle Modellstruktur zuge-
schnitten. Es bleibt daher offen, ob und wie die angewandte Methodik auf
Probleme u¨bertragen werden kann, bei denen vera¨nderte oder zusa¨tzliche
Restriktionen beru¨cksichtigt werden mu¨ssen.
Fu¨r die praktische Anwendung stellt die fehlende Robustheit der verwen-
deten Heuristiken gegenu¨ber A¨nderungen der Modellstruktur ein ernsthaf-
3Applegate et. al. [ACR00] beschreiben Heuristiken, mit denen sie Probleme mit bis zu
85000 Kunden in weniger als zehn Minuten lo¨sen ko¨nnen. Der Abstand ihrer Lo¨sungen zum
Optimum betra¨gt dabei weniger als 0,5 Prozent. Lo¨sungen, die nicht mehr als 1 Prozent
vom Optimum abweichen, ko¨nnen sie sogar innerhalb einer Minute bestimmen.
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tes Problem dar. Es kommt ha¨ufig vor, daß erst wa¨hrend der ersten prak-
tischen Tests oder sogar noch spa¨ter neue Restriktionen
”
entdeckt“ werden
oder durch gea¨nderte Rahmenbedingungen tatsa¨chlich erst spa¨ter entstehen.
Dann ist die Entscheidung u¨ber das eingesetzte Verfahren jedoch bereits ge-
fallen und kann in der Regel nicht mehr problemlos gea¨ndert werden. Hohe
Folgekosten fu¨r das Redesign der Software, die Beschra¨nkung auf nur teilwei-
se verwendbare Lo¨sungen, die mit vollkommen unbekannten Einbußen
”
per
Hand“ korrigiert werden, oder sogar der vollsta¨ndige Verzicht auf eine opti-
mierungsbasierte Planung sind dann ha¨ufige Konsequenzen.
Der einzige bislang verfolgte Ansatz, der den obigen Forderungen 4 und 5
in hohem Maß gerecht werden kann, ist die Verknu¨pfung heuristischer Such-
verfahren mit Methoden des Constraint Programming, wie es in unterschied-
licher Form von Shaw [Sha98] und de Backer et. al. [dFS+00] bzw. von Pesant
und Gendreau [PG99] vorgeschlagen wurde. Dabei wird der Vorteil der ho-
hen Flexibilita¨t aber durch eine merkliche Einschra¨nkung bei der Effizienz
der Verfahren erkauft. Potentielle Anwender stehen deshalb vor der unbefrie-
digenden Alternative, entweder ein sehr flexibles oder ein wesentlich effizien-
teres Verfahren fu¨r die Planung einsetzen zu ko¨nnen.
Zielstellung
Gegenstand dieser Arbeit ist die Entwicklung von effizienten und leistungsfa¨-
higen Verbesserungsheuristiken, die fu¨r nahezu alle VRSP eingesetzt werden
ko¨nnen. Dafu¨r wird ein sehr allgemeines Ressourcenmodell verwendet, mit
denen die VRSP beschrieben werden. Restriktionen ko¨nnen darin durch Ein-
schra¨nkungen der Zula¨ssigkeitsbereiche fu¨r Ressourcenvariablen formuliert
werden.
Der Fokus dieser Dissertation liegt in der Entwicklung von Verbesserungs-
heuristiken auf der Basis von Nachbarschaften und jeweils geeigneter, auf die-
se Nachbarschaften abgestimmter Suchstrategien. Mit der Lexikographischen
Suche fu¨r k-opt-Nachbarschaften und der Suche in Cyclic-Transfer-Nachbar-
schaften werden zwei sehr unterschiedliche Strategien entwickelt, mit denen
die Nachbarschaften auch unter Beru¨cksichtigung von Ressourcenbeschra¨n-
kungen effizient untersucht werden ko¨nnen. Eine daru¨ber hinausgehende Ein-
bindung der Nachbarschaften in eine Meta-Heuristik ist die zugrundeliegen-
de Intention der Untersuchungen, steht aber nicht selbst im Zentrum der
Betrachtungen.
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Gliederung der Arbeit
Die vorliegende Arbeit umfaßt insgesamt sechs Kapitel. Diese lassen sich den
folgenden drei Schwerpunkten zuordnen:
Modelle und Heuristiken aus der Literatur Das Kapitel 1 dient der
Beschreibung der VRSP anhand eines Klassifikationsschemas von Desro-
chers et. al. [DLS90] und der Einfu¨hrung eines Ressourcenmodells fu¨r die
Klasse der VRSP. Dieses ist das Basismodell, das allen Betrachtungen der
Kapitel 3 und 4 zugrunde liegt. Zur Veranschaulichung des abstrakten Res-
sourcenbegriffs wird gezeigt, wie mehrere klassische VRSP mit Hilfe von einer
oder mehreren beschra¨nkten Ressourcen modelliert werden ko¨nnen.
Im Kapitel 2 wird ein U¨berblick der umfangreichen Literatur zu heuri-
stischen Methoden fu¨r VRSP gegeben. Dabei liegt der Schwerpunkt bei den
klassischen kanten- und knotenorientierten Austausch-Nachbarschaften. Die
aus Sicht des Autors bestimmenden Ideen der zahlreichen publizierten Meta-
Heuristiken sind in einem eigenen Abschnitt zusammengefaßt.
Neue Konzepte auf der Basis des Ressourcenmodells Das Kapitel 3
widmet sich vorwiegend der effizienten Suche in k-opt-Nachbarschaften fu¨r
Probleme mit Ressourcenbeschra¨nkungen. Dabei wird gezeigt, wie die von
Savelsbergh [Sav85] fu¨r Probleme mit Zeitfensterrestriktionen vorgeschlagene
Durchfu¨hrung einer Lexikographischen Suche auf eine Menge von beschra¨nk-
ten Ressourcen u¨bertragen werden kann. Die Vorgehensweise wird formal
fu¨r k-opt-Nachbarschaften mit beliebigem Wert von k beschrieben und auf
Probleme mit mehreren Touren (m-TSPR) sowie auf k-opt∗-Nachbarschaf-
ten ausgedehnt. Außerdem werden effizienzsteigernde Maßnahmen in Form
von Kostenabscha¨tzungen und gezielten Einschra¨nkungen der k-opt-Nach-
barschaften diskutiert.
Im Kapitel 4 werden die Cyclic-Transfer-Nachbarschaften von Thompson
und Psaraftis [TP93] aufgegriffen. Diese werden mit einem Ansatz von Ahu-
ja, Orlin und Sharma zur effizienten Suche in sehr großen Nachbarschaften
[AOS01] in Verbindung gebracht. Es wird dargestellt, wie sich die U¨berpru¨-
fung der Ressourcenbeschra¨nkungen mit Hilfe der in Kapitel 3 beschriebenen
Konzepte auch fu¨r die Cyclic-Transfer-Nachbarschaften verwenden la¨ßt.
Die Darstellung einiger Mo¨glichkeiten zur Fortsetzung und Erweiterung
der beschriebenen Konzepte ist Gegenstand des Kapitels 5. Dabei wird ei-
nerseits auf weitere Problemtypen eingegangen, die mit Hilfe beschra¨nkter
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Ressourcen modelliert werden ko¨nnen. Andererseits werden mo¨gliche Ver-
besserungen und Erweiterungen sowie Anknu¨pfungspunkte fu¨r weitergehende
methodische Entwicklungen vorgestellt.
Validierung der Konzepte Im Kapitel 6 wird die Wirksamkeit und die
Effizienz der vorgeschlagenen Methoden anhand von umfangreichen Test-
rechungen nachgewiesen. Dafu¨r werden Benchmark-Probleminstanzen zum
TSP mit Zeitfenstern sowie zum VRP mit bzw. ohne Zeitfernsterrestriktio-
nen verwendet. Anhand zahlreicher Vergleichsrechnungen mit unterschied-
lichen vollsta¨ndigen und ku¨nstlich reduzierten Nachbarschaften wird deren
Beitrag zur Verbesserung der Lo¨sungen abgescha¨tzt und dem notwendigen
Rechenaufwand gegenu¨bergestellt. Dadurch ko¨nnen wertvolle Ru¨ckschlu¨sse
fu¨r eine sinnvolle Gestaltung von hybriden Verbesserungsheuristiken auf der
Basis mehrerer Nachbarschaften gezogen werden.
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Vehicle Routing und
Scheduling Probleme
Vehicle Routing und Scheduling Probleme (VRSP) bilden eine große Klas-
se kombinatorischer Optimierungsprobleme. Zu dieser Klasse geho¨ren viele
bekannte Probleme, u.a. das Traveling Salesman Problem (TSP), das Ve-
hicle Scheduling Problem (VSP) und das Vehicle Routing Problem (VRP).
Durch die Beru¨cksichtigung zusa¨tzlicher Nebenbedingungen wie Zeitfenster
oder Reihenfolgeabha¨ngigkeiten der Kunden etc. ergeben sich viele spezielle-
re Problemstellungen, etwa das TSP mit Zeitfenstern (TSPTW), das Vehicle
Routing Problem mit Zeitfenstern (VRPTW) oder das Pickup & Delivery
Problem (PDP).
Die große Zahl von Publikationen, die innerhalb der letzten Jahrzehnte
zur Beschreibung mehr oder weniger stark spezialisierter Modelle fu¨r Vehic-
le Routing und Scheduling Probleme (und darauf basierender Algorithmen)
erschienen sind, deutet auf die Notwendigkeit einer integrierenden Modell-
bildung hin. Erste Ansa¨tze dazu waren der Artikel [BG81] von Bodin und
Golden und das Klassifikationsschema fu¨r VRSP, das von Desrochers et al. in
[DLS90] publiziert wurde. 1995 stellten Desrosiers et al. in [DDSS95] ein all-
gemeines Modell fu¨r Vehicle Routing und Scheduling Probleme vor. Dieses
Modell wurde in [DDI+98] nochmals erweitert.
Gegenstand dieses Kapitels ist die Klassifizierung und Modellierung von
VRSP. Die wesentlichen Ideen der Modellbildung sind dem Beitrag [DDI+98]
von Desaulniers et al. entnommen, der eine Vielzahl zuvor vero¨ffentlichter
Modelle aufgreift und vereinheitlicht. Den Autoren gelingt es, ein allgemeines
Modell fu¨r VRSP anzugeben, das insbesondere eine sehr große Vielfalt un-
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terschiedlicher Zielfunktionen und Nebenbedingungen beru¨cksichtigen kann.
Dies ist fu¨r die vorliegende Arbeit von besonderer Bedeutung, da gerade auf
die Anwendbarkeit der spa¨ter behandelten Suchverfahren auf einen großen
Teil dieser Probleme großer Wert gelegt wird.
Um die bereits angesprochene Vielfalt der Modelle zu illustrieren, wird
zuna¨chst anhand des Klassifikationsschemas fu¨r VRSP von Desrochers et
al. dargelegt, welche Merkmale zur Unterscheidung der einzelnen Modelle
herangezogen werden ko¨nnen. Anschließend wird in Abschnitt 1.2 in Anleh-
nung an [DDI+98] ein Modell fu¨r das m-TSP1 mit Ressourcenbeschra¨nkungen
(m-TSPR) entwickelt. Es umfaßt u.a. das Pickup & Delivery Problem, das
Multiple Trip VRPTW und das VRPTW mit simultanen Pickups & Deli-
veries als Spezialfa¨lle (siehe Unterabschnitt 1.2.4). Alle algorithmischen Be-
trachtungen dieser Arbeit beziehen sich letztendlich auf das m-TSP mit Res-
sourcenbeschra¨nkungen.
1.1 Ein Klassifikationsschema fu¨r VRSP
Die Ausgangssituation bei einem Vehicle Routing und Scheduling Problem
wird bei Desrochers et. al. wie folgt charakterisiert:
”
A number of vehicles, stationed at one or more depots, have
to serve a collection of customers in such a way that given con-
straints are respected and a given objective function is optimi-
zed.“ 2
Die einzelnen Problemtypen unterscheiden sich danach, wie die Depots und
Kunden verteilt sind, welche Fahrzeuge benutzt werden du¨rfen bzw. mu¨s-
sen, was die vorgegebenen Restriktionen beinhalten und wie die Zielfunktion
gegeben ist. Das Klassifikationsschema von Desrochers et al. umfaßt daher
die vier Kriterienklassen:
”
Adressen“,
”
Fahrzeuge“,
”
Problem-Charakteristi-
ka“ und
”
Ziele“. Diese beinhalten (etwas geku¨rzt) die folgenden Unterschei-
dungsmerkmale.
1Multiple Traveling Salesman Problem
2aus [DLS90]: Eine Zahl von Fahrzeugen, die sich an einem oder mehreren Depots
befinden, muß eine Menge von Kunden derart bedienen, daß bestimmte vorgegebene Re-
striktionen eingehalten werden und eine gegebene Zielfunktion optimiert wird.
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Adressen werden in einem Graphen G=(V ,A) mit den Knoten V und den
(ggf. gerichteten) Kanten A dargestellt. Eine Unterscheidung wird je-
weils getroffen nach
• Anzahl der Depots
• Art der Auftra¨ge:
– zugeordnet nur zu Knoten, nur zu Kanten oder zu Knoten
und Kanten
– reines Einsammeln bzw. Ausliefern oder gemischt
– kein, ein oder mehrere Zeitfenster oder fixe Zeitpunkte an je-
dem Knoten
• Beschra¨nkungen der Adressenauswahl
– alle Adressen mu¨ssen besucht werden
– eine Teilmenge der Adressen muß besucht werden
– mindestens eine Adresse aus jeder Teilmenge einer Partition
der Adressen muß besucht werden
– mehrere Pla¨ne fu¨r einen gegebenen Zeitraum (z.B. Wochen-
pla¨ne)
Fahrzeuge werden klassifiziert nach:
• ihrer (maximalen) Anzahl
• ihrer Kapazita¨t
• der Einsetzbarkeit fu¨r verschiedene Gu¨ter (z.B. Ku¨hlfahrzeuge,
Teilbarkeit des Laderaums)
• Verfu¨gbarkeit (Einsatz-Zeitfenster)
• Beschra¨nkungen der Tourdauer
Kapazita¨t und Verfu¨gbarkeit der Fahrzeuge ko¨nnen jeweils fu¨r alle
Fahrzeuge einheitlich oder fu¨r jedes Fahrzeug individuell vorgegeben
sein. Die Tourdauer kann ebenfalls abha¨ngig von der jeweiligen Tour
unterschiedlich nach unten bzw. nach oben beschra¨nkt sein.
Problem-Charakteristika sind eine Kollektion weiterer Eigenschaften.
Diese umfassen
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• den Netzwerktyp,
• den Strategie-Typ,
• Adressen-Adressen-Beschra¨nkungen,
• Adressen-Fahrzeug-Beschra¨nkungen und
• Fahrzeug-Fahrzeug-Beschra¨nkungen.
Netzwerktypen unterscheiden sich danach, ob die Kosten die Dreiecks-
ungleichung einhalten bzw. ob ungerichtete, gerichtete oder gemischte
Netzwerke betrachtet werden. Von den Strategie-Typen ist z.B. ab-
ha¨ngig, ob ein Aufteilen der Nachfrage erlaubt ist oder ob ein Fahr-
zeug auch mehrere Touren bedienen kann. Zu den Adressen-Adressen-
Beschra¨nkungen za¨hlen u.a. Reihenfolge-Beschra¨nkungen oder Adres-
sen-Inkompatibilita¨ten usw.
Ziele ko¨nnen abha¨ngig sein von der reinen Reisezeit, der Tourdauer, der
zuru¨ckgelegten Strecke, von den eingesetzten Fahrzeugen sowie ggf. von
verschiedenen Strafkosten. Mehrere Ziele ko¨nnen z.B. durch Summation
oder einen Minimum- bzw. Maximum-Operator miteinander verknu¨pft
sein.
1.2 Modelle
In [DDI+98] werden explizit zeitlich beschra¨nkte VRSP betrachtet. Die Auto-
ren beginnen mit relativ einfachen Modellen, die dann systematisch erweitert
werden. So wird schrittweise ein komplexes Mehrgu¨ter-Netzflußmodell ent-
wickelt, das sehr viele Varianten des VRSP abdecken kann (siehe Abb. 1.1).
1.2.1 Beziehungen zwischen speziellen
Vehicle Routing und Scheduling Problemen
Ausgangspunkt der Betrachtungen ist das Ku¨rzeste-Wege-Problem bzw. Shor-
test Path Problem auf einem azyklischen Graphen (SPA). Das SPA kann in
polynomialer Zeit gelo¨st werden [Ful72].
Als erste Erweiterung werden Kundenzeitfenster hinzugenommen, wo-
durch das SPA in ein Shortest Path Problem mit Zeitfenstern (SPTW) bzw. ein
Elementary Shortest Path Problem mit Zeitfenstern (ESPTW) u¨berfu¨hrt
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wird. Das ESPTW unterscheidet sich vom SPTW darin, daß jeder Knoten
ho¨chstens einmal besucht werden darf. Das ESPTW ist ein ha¨ufig auftre-
tendes Sub-Problem bei der Lo¨sung von Vehicle Routing Problemen. Es ist
ein NP -schweres Problem, da es z.B. das Rucksackproblem als Spezialfall
umfaßt. Aus diesem Grund wird es i.d.R. relaxiert und stattdessen das zuge-
ho¨rige SPTW gelo¨st. Dafu¨r existieren pseudo-polynomiale Algorithmen auf
der Basis der Dynamischen Programmierung.3
Es sei darauf hingewiesen, daß sich das SPTW stets auf einen azyklischen
Graphen transformieren la¨ßt, wenn jeder Kreis des Graphen einen positiven
Zeitverbrauch besitzt. Wegen der beschra¨nkten Zeitfenster an den Knoten
ist dann jeder zula¨ssige Pfad endlich. Das Problem la¨ßt sich somit a¨quiva-
lent auf einen azyklischen Graphen abbilden, der endlich viele Kopien der
Originalknoten mit unterschiedlichen Zeitfenstern besitzt.
ESPTWQ
(SPTWQ)SPA
ESPR
R)(SP
ESPTW
TW)(SP
TSPRTSPTW
VRPTW
Single Depot
Homog.Fleet
SDVSP
m-TSPR
Single Depot
Homog.Fleet
m-TSPTW
Single Depot
Homog.Fleet
VRPTW
Multiple Depots
Homog.Fleet
MDVSP
m-TSPR
Multiple Depots
Homog.Fleet
m-TSPTW
Multiple Depots
Homog.Fleet
Abbildung 1.1: Beziehungen zwischen VRSP4
Durch das Hinzunehmen von Kapazita¨tsrestriktionen zum SPTW bzw.
zum ESPTW erha¨lt man das Shortest Path Problem mit Zeitfenstern und
3siehe [DS88a], [DS88b]
4Diese Darstellung wurde aus [DDI+98] u¨bernommen.
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Kapazita¨tsrestriktionen (SPTWQ bzw. ESPTWQ). Schließlich werden auch
Probleme mit einer Menge beschra¨nkter Ressourcen betrachtet, die als Shor-
test Path Problem mit Ressourcenbeschra¨nkungen (SPR, ESPR) bezeichnet
werden. Diese umfassen alle vorgenannten Probleme.
In der Abb. 1.1 sind alle Ku¨rzeste-Wege-Probleme in der obersten Zeile
dargestellt. Diese ko¨nnen nun zu Vehicle Scheduling Problemen bzw. Vehicle
Routing Problemen erweitert werden. Die weiter links stehenden Probleme
ko¨nnen stets als Spezialfall der rechts stehenden Probleme erhalten werden.
Durch die Erweiterung der Modelle um die sogenannten U¨berdeckungs-
bedingungen (engl. covering constraints), die dafu¨r sorgen, daß alle Kunden
bedient werden mu¨ssen, geht man vom ESPTW zum TSP mit Zeitfenstern
(TSPTW) bzw. vom ESPR zum Traveling Salesman Problem mit Ressour-
cenbeschra¨nkungen (TSPR) u¨ber.
La¨ßt man außerdem mehrere Touren zu, erha¨lt man das Multiple TSP
mit Zeitfenstern (m-TSPTW), das Vehicle Routing Problem mit Zeitfenstern
(VRPTW) und das Multiple TSP mit Ressourcenbeschra¨nkungen (m-TSPR).
Durch den U¨bergang zu einem Mehrgu¨ter-Netzflußmodell ko¨nnen auch VRSP
mit heterogenem Fuhrpark bzw. mehreren Depots dargestellt werden.5
Prinzipiell ko¨nnen alle nachfolgenden Betrachtungen zur Lokalen Suche
auf einem Mehrgu¨ter-Netzflußmodell basieren, wie es in [DDI+98] angegeben
wird. Der Fokus dieser Arbeit soll aber nicht auf der Lo¨sung von Proble-
men mit heterogenen Fuhrparks bzw. Multi-Depot Problemen liegen. Deshalb
kann ein etwas einfacheres Modell zugrunde gelegt werden, d.h. wir betrach-
ten formal das Netzflußmodell, das sich durch die Beschra¨nkung auf einen
Fahrzeugtyp bzw. ein Depot ergibt. Mit diesem Modell ko¨nnen das m-TSPR
und alle Spezialfa¨lle davon (also TSPTW, VRPTW, PDP, ...) beschrieben
werden.
5Modelle fu¨r VRSP mit heterogenem Fuhrpark und VRSP mit mehreren Depots sind oft
zueinander a¨quivalent. Einen heterogenen Fuhrpark kann man z.B. dadurch modellieren,
daß die unterschiedlichen Fahrzeuge verschiedenen (fiktiven) Depots zugewiesen werden.
Die Fahrzeugeigenschaften ko¨nnen dann u¨ber die mit dem Depot verbundenen Kanten
bzw. Bo¨gen unterschiedlich abgebildet werden (z.B. Fixkosten, Kapazita¨ten). Bei der Mo-
dellierung mit Hilfe eines Mehrgu¨ter-Netzflußmodells ko¨nnen sich alle Kanten und Bo¨gen
je nach Fahrzeug(typ) unterscheiden. So sind auch unterschiedliche Geschwindigkeiten,
Fahrtkosten etc. modellierbar.
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1.2.2 Ein Modell fu¨r das m-TSPR
Sei G = (V, A) ein vollsta¨ndiger gerichteter Graph mit der Knotenmenge
V = N ∪ D. Dabei repra¨sentiert N die Menge der Auftra¨ge bzw. Kunden.
Die dazu disjunkte Depotmenge D besteht aus den Knoten o und d, die den
Ausgang bzw. den Eingang des Fahrzeugdepots bezeichnen. Jedem Bogen
(i, j) ∈ A sind die Kosten cij zugeordnet.
Außerdem existiere eine Menge von Ressourcen R. Ist r eine Ressour-
ce von R, so bezeichnet T ri die Variable, die den Wert der Ressource r bei
der Ankunft am Knoten i ∈ V angibt. drij ist der Verbrauch der Ressour-
ce r entlang des Bogens (i, j). An jedem Knoten i ∈ V muß der Wert der
Ressourcenvariablen T ri im Intervall [a
r
i , b
r
i ] liegen, das als Ressourcenfenster
bezeichnet wird. Ein Pfad im Graphen G heißt zula¨ssig, wenn die Ressour-
cenfenster aller Ressourcen an jedem Knoten eingehalten werden.
Das m-TSPR la¨ßt sich dann schreiben als
min
∑
(i,j)∈A
cijxij (1.1a)
so daß ∑
j:(i,j)∈A
xij = 1, ∀i ∈ N (1.1b)∑
j:(i,j)∈A
xij −
∑
j:(j,i)∈A
xji = 0, ∀i ∈ N (1.1c)∑
j:(o,j)∈A
xoj =
∑
i:(i,d)∈A
xid ≤ m, (1.1d)
xij(T
r
i + d
r
ij − T
r
j ) ≤ 0, ∀r ∈ R, ∀(i, j) ∈ A (1.1e)
ari ≤ T
r
i ≤ b
r
i , ∀r ∈ R, ∀i ∈ V (1.1f)
xij ∈{0, 1} ∀(i, j) ∈ A (1.1g)
Die bina¨ren Variablen xij geben an, ob der Bogen (i, j) Teil der Lo¨sung
ist. Die Zielfunktion (1.1a) minimiert die Summe der Kosten der verwendeten
Bo¨gen. (1.1b) entha¨lt die bereits erwa¨hnten U¨berdeckungsbedingungen. Sie
gewa¨hrleisten, daß jeder Kundenknoten genau einmal besucht wird. Die Glei-
chungen (1.1c) stellen die Netzflußbedingungen dar. Durch sie wird gesichert,
daß an jedem Kundenknoten gleich viele Fahrzeuge ankommen und abfahren,
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so daß diese Knoten weder Quellen noch Senken fu¨r die Fahrzeuge darstel-
len ko¨nnen. Gema¨ß (1.1d) verlassen das Startdepot ebenso viele Fahrzeuge
wie auch am Zieldepot ankommen. Die maximale Anzahl der Fahrzeuge ist
auf m begrenzt.6 Durch die Formulierung in (1.1e) wird erreicht, daß sich
die Werte der Ressourcenvariablen T ri und T
r
j fu¨r jeden benutzten Bogen
(i, j) um drij voneinander unterscheiden. Dabei sind Abweichungen nach un-
ten erlaubt. Dadurch la¨ßt sich z.B. modellieren, daß trotz der Existenz von
Zeitfenstern eine zu fru¨he Ankunft am Knoten j zula¨ssig ist, weil die Mo¨glich-
keit besteht, bis zum Beginn des Zeitfensters zu warten. Zwingt man z.B. die
Ressourcenvariablen am Depotausgangsknoten o durch entsprechende Wahl
des Ressourcenfensters auf null und betrachtet einen zula¨ssigen Pfad von o
zum Knoten i, so gibt die Variable T ri die Summe der Ressourcenvera¨nde-
rungen auf diesem Pfad an. Die Restriktionen (1.1f) sorgen schließlich fu¨r
die Einhaltung der Ressourcenfenster fu¨r jede Ressource an allen Knoten des
Graphen.
Eine Vera¨nderung der Ressourcen beim Besuch eines Knotens braucht
nicht explizit modelliert zu werden. Wenn knotenabha¨ngige Ressourcena¨nde-
rungen beru¨cksichtigt werden sollen, so ko¨nnen diese auf alle aus dem betref-
fenden Knoten ausgehenden Bo¨gen aufgeschlagen werden.
Die in Abschnitt 1.2.1 genannten Spezialfa¨lle des m-TSPR ko¨nnen mit
dem Modell (1.1) durch folgende Festlegungen erhalten werden:
m-TSPTW Die Ressourcenmenge R besteht nur aus der Ressource rtime,
mit deren Hilfe die zeitlichen Einschra¨nkungen modelliert werden. artimei
und brtimei geben das Zeitfenster am Knoten i an.
7 Der Resourcenver-
brauch drtimeij des Bogens (i, j) wird gleich der Fahrtdauer von i nach j
zuzu¨glich der Servicezeit am Knoten i gesetzt.
(kapazitiertes) VRPTW Die Ressourcenmenge R besteht aus den Res-
sourcen rtime (Zeit) und rload (Fahrzeugbeladung). Die Zeit wird genau-
so wie beim TSPTW modelliert. Die Beschra¨nkungen der Fahrzeugbe-
ladung rload sind an allen Knoten gleich: a
rload = 0 und brload = Q, wobei
Q die gesamte Kapazita¨t eines Fahrzeugs ist. Der Resourcenverbrauch
drloadij auf dem Bogen (i, j) wird gleich dem Bedarf qj des Kunden j
gesetzt.8
6Statt (1.1d) wu¨rde es auch genu¨gen,
∑
j:(o,j)∈A xoj ≤ m bzw.
∑
i:(i,d)∈A xid ≤ m zu
fordern, da wegen (1.1c) die Gleichheit in (1.1d) immer erfu¨llt ist.
7Darunter wird, wie u¨blich, die fru¨heste und spa¨teste Ankunftszeit beim Kunden ver-
standen.
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TSPTW Das Modell ist identisch zum m-TSPTW, jedoch wird zusa¨tzlich
die maximale Zahl der Fahrzeuge m gleich eins gesetzt.
TSPR Im Unterschied zum m-TSPR ist die maximale Zahl der Fahrzeuge
gleich eins.
1.2.3 Erweiterungen des Modells
In [DDI+98] werden mehrere Erweiterungen betrachtet, mit denen zusa¨tzliche
Problemeigenschaften modelliert werden ko¨nnen. Die erste Erweiterung –
das Verwenden einer Menge von Ressourcen – ist bereits im Modell (1.1)
enthalten. Mit Hilfe einer Ressourcenmenge ist es mo¨glich, eine Vielfalt von
Restriktionen zu formulieren, die jeweils einen einzelnen Pfad betreffen. Ein
Modell, das diese Mo¨glichkeiten nutzt, ist das Vehicle Routing Problem mit
Zeitfenstern und mit Pickups & Deliveries, das in Abschnitt 1.2.4 beschrieben
wird.
Wir gehen nachfolgend auf die Verallgemeinerung der Ressourcenverbra¨u-
che mittels einer
”
Resource Extension Function“ sowie eine verallgemeinerte
Zielfunktion ein.
Resource Extension Function Desaulniers et al. [DDI+98] ersetzen die
Ungleichung (1.1e), die die Vera¨nderung der Ressource r entlang des Bogens
(i, j) durch einen fixen Wert drij beschreibt, durch
xij · (f
r
ij(T
R
i , T
R
j )− T
r
j ) ≤ 0, ∀r ∈ R, ∀(i, j) ∈ A (1.2)
T Ri und T
R
j bezeichnen Vektoren der Ressourcenvariablen an den Knoten
i bzw. j. Die Funktion f rij ist i.a. abha¨ngig von T
R
i und T
R
j und wird als
Resource Extension Function (REF) bezeichnet. Mit ihrer Hilfe wird der
Wert der Ressourcenvariablen T rj gema¨ß (1.2) eingeschra¨nkt.
An dieser Stelle genu¨gt es, die Berechenbarkeit der REF zu fordern. Spa¨ter
werden jedoch weitere Anforderungen an die REF formuliert werden, um eine
gegebene Lo¨sung effizient auf ihre Zula¨ssigkeit pru¨fen zu ko¨nnen.9
8Diese Modellierung wird durch folgende U¨berlegung plausibel: Die Beladung des Fahr-
zeugs wird durch die Bedarfe der besuchten Kunden festgelegt. Die Entscheidung, den
Bogen (i, j) zu benutzen, fu¨hrt unweigerlich dazu, daß der Kunde j bedient und die ent-
sprechende Ladung aufgenommen wird (bei Auslieferungstouren vor der Abfahrt am De-
pot und bei Einsammeltouren am Kundenstandort). Deshalb wird jedem Bogen, der zum
Kunden j fu¨hrt, der Bedarf dieses Kunden als Verbrauch der Ressource rload zugerechnet.
9vgl. Abschnitt 3.2.2
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Die Gleichung (1.1e) ist als Spezialfall in (1.2) enthalten, bei dem die REF
nur von T ri abha¨ngig ist:
f rij(T
R
i , T
R
j ) = T
r
i + d
r
ij.
Die Verwendung von (1.2) ermo¨glicht es, voneinander abha¨ngige Ressour-
cen zu modellieren und so auch komplexere Zusammenha¨nge zu modellieren.
Das VRPTW mit simultanen Pickups & Deliveries10 ist ein Beispiel fu¨r eine
Problemklasse, die sich mit mehreren voneinander abha¨ngigen Ressourcen
modellieren la¨ßt.
Verallgemeinerung der Zielfunktion Die Zuhilfenahme der REF macht
Ressourcen zu einem sehr flexiblen Modellierungswerkzeug. Bei der Verallge-
meinerung der Zielfunktion macht man sich diesen Umstand zunutze, indem
eine spezielle Ressource r0 fu¨r die Modellierung der Kosten einer Lo¨sung
eingefu¨hrt wird.
Als Beispiel nehmen wir an, daß die Zielfunktion (1.1a) mit Hilfe der
Ressource r0 modelliert werden soll. Man setzt dazu die REF
f r0ij (T
R
i , T
R
j ) = T
r0
i + cij, ∀i, j ∈ A. (1.3)
Abha¨ngig davon, ob das Problem nur eine oder auch mehrere Touren erlaubt,
kann die Zielfunktion unterschiedlich dargestellt werden. Im ersten Fall, d.h.
beim TSPR kann man den Wert von r0 am Depoteingang optimieren. Durch
die Wahl der REF werden die Kosten cij entlang der (einzigen) Tour vom
Depotausgang o bis zum Knoten i in der Variablen T r0i summiert. Dies funk-
tioniert beim TSPR, weil jeder Knoten genau einmal besucht wird und es zu
jedem Knoten i eine eigene Ressourcenvariable T r0i gibt. Der Wert von T
r0
d
repra¨sentiert den Wert der Zielfunktion nach dem kompletten Durchlaufen
der Tour und somit der gesamten Lo¨sung. Ersetzt man also die Zielfunktion
(1.1a) durch
min T r0d , (1.4)
so ist das TSPR-Modell vollsta¨ndig.
Im allgemeinen Fall werden die Knoten o und d beim m-TSPR von jeder
Tour einmal (also maximal m-fach) besucht. Am Depotausgang o genu¨gt
10siehe Seite 20
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dennoch eine einzige Ressourcenvariable T r0o , die auf einen fu¨r alle Touren
gemeinsam gu¨ltigen Wert von r0 initialisiert werden kann. Am Depoteingang
d mu¨ssen die Kosten aller eingehenden Touren summiert werden. Dies kann
durch die folgende Formulierung der Zielfunktion erreicht werden:11
min
∑
(i,d)∈A
xidT
r0
i + xidcid. (1.5)
Die Flexibilita¨t der Resource Extension Functions ermo¨glicht es nun, die
im Klassifikationsschema12 angedeutete Vielfalt unterschiedlicher Zielfunk-
tionen abzubilden.
Abschließend sei darauf hingewiesen, daß es trotz der genannten Erweite-
rungen auch eine Reihe von praktischen Problemen gibt, die mit dem Modell
(1.1) nicht beschrieben werden ko¨nnen. Dazu za¨hlen z.B. solche Probleme,
bei denen der Verbrauch einer Ressource an einem Knoten oder auf einem
Bogen von dem aktuellen Wert dieser oder anderer Ressourcen abha¨ngig ist.13
1.2.4 Einige spezielle Problemtypen
Es wurde bereits gezeigt, daß z.B. das TSPTW oder das VRPTW mit Hilfe
von Modell (1.1) dargestellt werden ko¨nnen. Um die Flexibilita¨t des Mo-
dells und die Verwendung der Ressourcen zu illustrieren, werden in diesem
Unterabschnitt fu¨r einige weitere ha¨ufig untersuchte Klassen des VRSP eine
Modellierung als m-TSPR angegeben. Dazu wird teilweise die REF gema¨ß
Gleichung (1.2) verwendet.
VRP mit Zeitfenstern und Pickups & Deliveries Eine wichtige Klasse
der VRSP sind die Pickup & Delivery Probleme (PDP). Bei einem PDP muß
eine Menge bestimmter Frachten oder Ladungen von ihren Ausgangsorten
11Bei der Verwendung des Giant-Route-Modells fu¨r das m-TSPR (siehe Abschnitt 3.3.1
auf Seite 102) werden die Depotknoten ku¨nstlich vervielfa¨ltigt, so daß am letzten Depot-
eingang ebenfalls nur eine Tour endet. Dann entfa¨llt die hier notwendige Unterscheidung
zwischen TSPR und m-TSPR.
12siehe Abschnitt 1.1 auf Seite 10
13Man kann sich z.B. vorstellen, daß die Servicezeit bei einem Kunden von der An-
kunftszeit abha¨ngig ist, etwa, weil fu¨r die Entladung von Waren zu bestimmten Zeiten
mehr Personal verfu¨gbar ist o.a¨. Auch die Fahrtdauer zwischen zwei Kunden kann stark
von der Tageszeit abha¨ngen (z.B. wegen Berufsverkehr, unterschiedlichen Ampelschaltun-
gen, Wartezeiten an Bahnu¨berga¨ngen).
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zum jeweiligen Zielort transportiert werden. Ein Transportauftrag w umfaßt
die zu transportierende Menge qw (Ladungsmenge) und die Standorte pw und
dw, an denen die Ladung aufgenommen (pickup) bzw. abgeliefert werden muß
(delivery). Jede Ladung muß von einem Fahrzeug ohne Umladen vom Pickup-
Knoten zum Delivery-Knoten transportiert werden. Die Menge aller Pickup-
Knoten sei mit P und die Menge aller Delivery-Knoten mit D bezeichnet. P
und D sind disjunkt und enthalten keine Depotknoten.
Wenn die Fahrzeugkapazita¨t auf Q beschra¨nkt ist, ko¨nnen die Auftra¨ge
nicht mehr in beliebiger Reihenfolge abgewickelt werden, weil es z.B. not-
wendig sein kann, eine eingesammelte Ladung erst abzuliefern, bevor eine
weitere Ladung aufgenommen werden kann. Sind zusa¨tzlich auch Zeitfenster
zu beru¨cksichtigen, kann es notwendig sein, die Auftra¨ge auf mehrere Fahr-
zeuge zu verteilen. Im allgemeinen Fall erha¨lt man also ein Vehicle Routing
Problem mit Zeitfenstern mit Pickups & Deliveries(VRPTWPD).
Fu¨r das VRPTWPD ergeben sich folgende logische Konsequenzen: Seien
pw der Pickup-Knoten und dw der Delivery-Knoten eines Auftrages w, dann
mu¨ssen pw und dw durch ein und dieselbe Tour bedient werden. Dabei muß pw
stets vor dw besucht werden. Beim Besuch des Pickup-Knotens erho¨ht sich die
Beladung des Fahrzeugs um die Auftragsmenge q(w). Durch das Aufsuchen
des zugeho¨rigen Delivery-Knotens wird die Transportkapazita¨t q(w) wieder
freigesetzt.
Das VRPTWPD kann mit Hilfe beschra¨nkter Ressourcen modelliert wer-
den. Dazu wird wie beim VRPTW je eine Ressource beno¨tigt, die die Ab-
fahrtszeit bzw. die Beladung des Fahrzeuges an einem Knoten angeben.14
Als Zeitverbrauch eines Bogens (i, j) ∈ A wird die Fahrtdauer zwischen den
Knoten i und j zuzu¨glich der Servicezeit am Zielknoten j beru¨cksichtigt. Der
Verbrauch der Ressource rload ist abha¨ngig davon, ob ein Pickup-Knoten oder
ein Delivery-Knoten besucht wird:
drloadij =

+qj, falls j ∈ P,
−qj, falls j ∈ D,
0, sonst.
Das Ressourcenfenster von rload ist an allen Knoten gleich:
arload = 0 und brload = Q.
Zusa¨tzlich muß gesichert werden, daß die jeweils zu einem Auftrag geho¨-
rigen Knoten innerhalb einer Tour und in der richtigen Reihenfolge bedient
14siehe Seite 14
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werden. Dazu wird fu¨r jeden Transportauftrag w eine eigene Ressource rw
angelegt. d
rw
ij gibt den Verbrauch der Ressource rw auf dem Bogen (i, j) ∈ A
an. Er wird folgendermaßen festgesetzt:
d
rw
ij =

−1, falls j = pw
+1, falls j = dw
0, sonst.
Die unteren und oberen Schranken am Knoten i ∈ V werden wie folgt fest-
gelegt (vgl. Abb. 1.2):
a
rw
i =
{
1, falls i ∈ {o, d, pw}
0, sonst
und b
rw
i =
{
0, falls i = dw
1, sonst.
dwpw
o d
[0,0]
[0,1]
[1,1]
[1,1]
alle anderen
Knoten
Abbildung 1.2: Ressourcenfenster von rw fu¨r ein VRPTWPD
Durch diese Festlegungen wird erreicht, daß kein Delivery-Knoten dw be-
sucht werden kann, solange die Ressource des zugeho¨rigen Auftrags rw noch
nicht den Wert eins angenommen hat. Dies kann jedoch nur durch das vor-
herige Besuchen des Pickup-Knotens pw erreicht werden.
Multiple Trip VRPTW Beim Multiple Trip VRPTW (MTVRPTW) ist
es erlaubt, ein und dasselbe Fahrzeug mehrfach nacheinander einzusetzen.
Dies entspricht in vielen Fa¨llen einem realistischen Szenario, bei dem ein
Fahrzeug nach seiner Ru¨ckkehr zum Depot entladen bzw. erneut beladen,
evtl. der Fahrer gewechselt und danach auf eine weitere Tour geschickt wer-
den kann. Gegebenenfalls ist eine Servicezeit fu¨r das Umladen etc. zu be-
ru¨cksichtigen. Um die Zeitfenster der Kunden einhalten zu ko¨nnen, mu¨ssen
evtl. auch beim MTVRPTW mehrere Fahrzeuge eingesetzt werden.
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Das Multiple Trip VRPTW kann modelliert werden, indem eine ausrei-
chend große Zahl von Pseudodepotknoten als zusa¨tzliche Kundenknoten ein-
gefu¨hrt werden.15 Diese Pseudodepotknoten sind spezielle Knoten, die eine
zwischenzeitliche Ru¨ckkehr zum Depot modellieren sollen. Die ra¨umlichen
und zeitlichen Entfernungen der Pseudodepots zu den u¨brigen Kundenkno-
ten sind daher identisch zur Entfernung zum Depotausgang o bzw. dem De-
poteingang d. Alle Absta¨nde zwischen Depotausgang, Depoteingang und den
Pseudodepots sind null.
Beim Besuch eines Pseudodepots ko¨nnen einzelne Ressourcenvariablen
(z.B. die Fahrzeugbeladung) erneut initialisiert werden. Andere Ressourcen-
variablen (z.B. die Zeit) bleiben unvera¨ndert oder erho¨hen sich um einen
bestimmten Wert (Servicezeit fu¨r das Umladen). Außerdem mu¨ssen die Wer-
te aller Ressourcenvariablen unabha¨ngig davon sein, ob direkt nach der Ab-
fahrt vom Depot (oder direkt vor der Ru¨ckkehr zum Depot) ein oder mehrere
Pseudodepots besucht werden oder nicht. Nicht beno¨tigte Pseudodepotkno-
ten ko¨nnen somit am Beginn (oder am Ende) von Touren positioniert werden,
ohne die Zula¨ssigkeit oder den Zielfunktionswert der Lo¨sung zu beeinflussen.
All diese Forderungen ko¨nnen durch eine geeignete Wahl der REF und der
Ressourcenfenster an den Pseudodepotknoten erfu¨llt werden.
Beispiel 1.1. Sei P die Menge aller Pseudodepotknoten und p ein Element von P . Die
Ressourcenvariable T rloadp gibt die Beladung des Fahrzeugs am Knoten p an. Diese soll
auf den Wert 0 zuru¨ckgesetzt werden, was wie folgt erreicht wird: Zuna¨chst setzt man das
Ressourcenfenster am Knoten p auf arloadp = b
rload
p = 0. Damit ist 0 der einzig zula¨ssige
Wert von T rloadp . Da die Ru¨ckkehr zu einem Pseudodepot immer (kapazitiv) zula¨ssig sein
soll, darf die REF, die wegen (1.2) eine untere Schranke fu¨r T rloadp liefert, auf jedem Bogen,
der von einem Knoten i zu einem Pseudodepot p fu¨hrt, ho¨chstens null sein. Die REF fu¨r
die Beladung des Fahrzeugs rload kann deshalb gewa¨hlt werden als:
frloadij (T
R
i , T
R
j ) =
{
0, j ∈ P,
T rloadi + qj , j ∈ N \ P.
Die REF der u¨brigen Ressourcen ko¨nnen analog formuliert werden.
15Die Zahl n−1 ist immer ausreichend groß: Falls n−1 Pseudodepotknoten zur Verfu¨gung
stehen, kann mit einem einzigen Fahrzeug nach jedem Kundenbesuch ein (Pseudo-)Depot
bzw. am Ende der Tour der Depoteingang d angesteuert werden. In vielen Fa¨llen wird
eine solche Pendeltour-Lo¨sung jedoch nicht zula¨ssig bzw. nicht optimal sein, weshalb auch
eine geringere Anzahl ausreichend sein kann. Je nach Wahl des Lo¨sungsverfahrens kann
die Zahl der Pseudodepots auch wa¨hrend der Berechnungen dynamisch angepaßt werden.
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VRPTW mit simultanen Pickups & Deliveries Beim VRPTW mit
simultanen Pickups & Deliveries (VRPTWSPD) mu¨ssen die Kunden in zwei-
facher Hinsicht versorgt werden. Einerseits sind Waren vom Depot zu den
Kunden zu liefern, gleichzeitig mu¨ssen aber auch (andere) Waren bei den
Kunden abgeholt und zum Depot zuru¨ckgebracht werden. Jeder Kunde soll
trotzdem nur einmal besucht werden, wobei Auslieferung und Abholung si-
multan stattfinden.16 Die Fahrzeuge mu¨ssen bei der Abfahrt am Depot alle
auszuliefernden Waren geladen haben. Durch die Zustellung der Ware bei
den Kunden wird zusa¨tzliche Ladekapazita¨t des Fahrzeugs freigestellt, die
fu¨r die einzusammelnden Waren genutzt werden kann.
Das VRPTW mit simultanen Pickups & Deliveries (VRPTWSPD) wur-
de erstmals in [Min89] explizit formuliert,17 aber bislang nur von wenigen
Autoren untersucht. Im Zusammenhang mit der Verwendung von Mehrweg-
verpackungen und der Ru¨cknahme von Umverpackungen bzw. verbrauchten
Industriegu¨tern fu¨r die Demontage, Aufbereitung oder andere Formen des
Recycling gewinnt das VRPTWSPD aber zunehmend an Bedeutung.
Die meisten Vero¨ffentlichungen beziehen sich auf die Spezialfa¨lle TSP
bzw. VRP mit Ru¨ckholung (TSP/VRP with backhauling).18 Bei diesen Pro-
blemen sind alle Kunden entweder Auslieferungskunden (linehaul customers)
oder Abholungskunden (backhaul customers). Bei Auslieferungskunden wird
ausschließlich Ware zugestellt und bei Abholungskunden ausschließlich abge-
holt. Zusa¨tzlich wird beim VRPB ha¨ufig festgelegt, daß die Abholungen nur
am Ende der Tour, d.h. nach den Auslieferungen durchgefu¨hrt werden du¨rfen.
Dadurch ist die Zula¨ssigkeit einer Tour nur von den Bedarfen der zugeordne-
ten Kunden abha¨ngig, nicht aber von der (eingeschra¨nkten) Reihenfolge der
Kunden, wodurch die Lo¨sung des Problems ggf. deutlich vereinfacht wird.
Ein ha¨ufig angefu¨hrtes praktisches Beispiel fu¨r die strikte Unterteilung der
Kunden in Auslieferungs- und Abholungskunden sind Distributionsprobleme
in der Lebensmittelbranche. Die Auslieferungskunden sind dort Superma¨rk-
te und Gescha¨fte, Abholungen werden dagegen bei Lebensmittel-Lieferanten
durchgefu¨hrt. Die Vorgabe der Reihenfolge zwischen Auslieferungs- und Ab-
holungskunden wird damit begru¨ndet, daß Auslieferungskunden oft mit ho¨-
16
”
Simultan“ bedeutet hier, daß an ein und demselben Knoten zuerst die auszuliefernden
Waren ausgeladen und anschließend die abzuholenden Waren in das Fahrzeug eingeladen
werden.
17Diese Annahme wird in [DDI+98] und [Det01] gea¨ußert.
18siehe u.a. zum TSPB: [AM94], [GHL96] und [GLH97] und zum VRPB: [GJ89], [BM97],
[TV99], [MCS92] (multiple Depot), [MGB99] und [GDDS95] (exakte Verfahren)
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herer Priorita¨t bedient werden mu¨ssen und eine Mischung von Auslieferung
und Abholung schwierig ist, weil die Fahrzeuge oft nur von hinten be- und
entladen werden ko¨nnen.19
Das VRPTWSPD kann auch in seiner allgemeinen Form mit Hilfe der
REF modelliert werden.20 Gegeben sei ein VRPTW mit der Kundenmenge
N . An jedem Kunden i ∈ N muß die Ladung di abgeliefert und die Ladung
pi aufgenommen werden.
1
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Abbildung 1.3: Ressourcenvariablen T picSum und T maxLoad am Beispiel einer
Tour o→A→B→C→D→...
Die kapazitive Zula¨ssigkeit einer Tour setzt voraus, daß die Summe der
bereits abgeholten zuzu¨glich der Summe der noch auszuliefernden Waren die
Kapazita¨t des Fahrzeugs an keinem Punkt der Tour u¨bersteigt. Fu¨r die U¨ber-
pru¨fung genu¨gt es nicht, die Summe der eingesammelten und die Summe der
ausgelieferten Waren in je einer Ressourcenvariablen zu akkumulieren, weil
daraus die Beladung des Fahrzeugs nicht abgeleitet werden kann. Dazu mu¨ß-
te man die Summe der auf der weiteren Tour auszuliefernden Waren kennen.
Das ist z.B. beim VRP aber nicht mo¨glich, sofern die Aufteilung der Kun-
den auf die einzelnen Touren nicht vorher fixiert wird. Deshalb werden zwei
Ressourcen verwendet. Die Ressourcenvariable T picSumi soll die Summe der
abgeholten Waren vom Tourbeginn am Depotausgang o bis zum Kunden i
19siehe [TV99, S. 529], [Det01, S. 83]
20Eine analoge Modellierung wird in [DDI+98, S. 71] angegeben.
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beinhalten. Die Ressourcenvariable T maxLoadi gibt (eine untere Schranke fu¨r)
die maximale Beladung des Fahrzeugs seit der Abfahrt am Depot an, wenn
nur die bis zum Kunden i durchgefu¨hrten Pickups und Deliveries beru¨cksich-
tigt werden (siehe Abb. 1.3).
Um nur zula¨ssige Touren zu erhalten, werden die Ressourcenvariablen
beschra¨nkt durch
0 ≤ T picSumi ≤ Q fu¨r alle i ∈ V und
0 ≤ T maxLoadi ≤ Q fu¨r alle i ∈ V.
Die maximale Beladung maxLoad des Fahrzeugs auf einer Tour, die die
Knoten (vr, vr+1, . . . , vs−1, vs) miteinander verbindet, kann bestimmt werden
durch
maxLoad(vr ,...,vs) = max
k=r,...,s
{
k∑
h=r
pvh +
s∑
h=k+1
dvh
}
bzw. rekursiv formuliert
maxLoad(vr ,...,vs) = max
{
maxLoad(vr ,...,vs−1) + dvs,
s∑
h=r
dvh
}
Durch die Wahl der REF gema¨ß
f picSumij = T
picSum
i + pi
fmaxLoadij = max(T
maxLoad
i + dj, T
picSum
i + pj)
kann daher sichergestellt werden, daß die Fahrzeugkapazita¨t an keinem Kno-
ten u¨berschritten wird.21
21Eine alternative Modellierung fu¨r ein TSP mit simultanen Pickups & Deliveries, wird
in [KS92] vorgeschlagen. Die Autoren setzen in ihrem Modell voraus, daß es mo¨glich ist,
eine abgeholte Ware auch bei einem anderen Kunden abliefern zu ko¨nnen. Savelsbergh
verwendet drei
”
globale Variablen“, die nach einem speziellen Schema aktualisiert werden.
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Kapitel 2
Verbesserungsheuristiken
Viele kombinatorische Optimierungsprobleme sind NP -schwer, d.h. unter
der bis heute nicht bewiesenen, aber gemeinhin vertretenen Annahme P 6=
NP kann der Aufwand zur Bestimmung einer optimalen Lo¨sung bei Ver-
wendung eines deterministischen Algorithmus nicht durch ein Polynom in
der Gro¨ße des Problems abgescha¨tzt werden (siehe [GJ79]). Daher mu¨ssen
fu¨r die Lo¨sung großer Probleme oft heuristische Verfahren anstelle von opti-
mierenden Verfahren eingesetzt werden. Diese erlauben es, mit vertretbarem
Rechenaufwand
”
gute“ Lo¨sungen zu finden.
Meistens ist es nicht mo¨glich, Heuristiken anzugeben, die in der Lage
sind,
”
direkt“ sehr gute Lo¨sungen zu erzeugen. Deshalb werden heuristi-
sche Verfahren fu¨r kombinatorische Optimierungsprobleme fast immer zwei-
bzw. mehrstufig angelegt. Man beginnt mit einem konstruktiven Verfahren
(Ero¨ffnungsverfahren) und erzeugt heuristisch eine zula¨ssige Lo¨sung. In einer
zweiten Stufe wird versucht, die bereits gefundene Lo¨sung systematisch zu
verbessern. Dazu bedient man sich eines sogenannten Verbesserungsverfah-
rens, das als Eingabe eine zula¨ssige Lo¨sung erwartet und daraus eine bessere
Lo¨sung zu bestimmen versucht. Es ist oft sinnvoll, mehrere Verbesserungs-
verfahren miteinander zu kombinieren, so daß sich dadurch auch drei- oder
mehrstufige Verfahren ergeben.
Die Nachbarschaftssuche bzw. Lokale Suche1 kann als ein Prinzip zur Ent-
wicklung eines Verbesserungsverfahrens aufgefaßt werden. Ein großer Teil der
in der Literatur vero¨ffentlichten Verbesserungsverfahren fu¨r Routing Proble-
me basiert ganz oder teilweise auf diesem Prinzip.
1in der englischsprachigen Literatur
”
local search“ oder auch
”
descent heuristic“
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Mit diesem Kapitel wird versucht, eine U¨bersicht u¨ber die wichtigsten auf
der Lokalen Suche basierender Verbesserungsverfahren aus einer vom kon-
kreten Problem noch weitgehend losgelo¨sten Sicht zu geben. Dies ermo¨glicht
es einerseits, gemeinsame Schemata und Strukturen vieler (in der Literatur
teilweise unterschiedlich dargestellter) Ansa¨tze deutlich zu machen. Ande-
rerseits la¨ßt sich so erkennen, daß einige Konzepte durchaus verallgemeinert
bzw. fortgesetzt werden ko¨nnten, obwohl dies bislang nicht verfolgt wurde.
2.1 Nachbarschaften fu¨r kombinatorische
Optimierungsprobleme
Um das Vorgehen der Lokalen Suche beschreiben zu ko¨nnen, sollen zuna¨chst
die zentralen Begriffe
”
Kombinatorisches Optimierungsproblem“ und
”
Nach-
barschaft“ definiert werden. Dabei sind die nachfolgenden Definitionen 2.1–
2.4 zum Teil aus [AL97, S. 3f.] u¨bernommen bzw. erfolgen in enger Anlehnung
an die dort vorgenommene Modellierung. Im Gegensatz zu [AL97] wird im
Rahmen dieser Arbeit eine explizite Unterscheidung zwischen der Menge aller
Lo¨sungen und der Menge der zula¨ssigen Lo¨sungen eines Problems beno¨tigt.
Dies macht auch eine entsprechende Erweiterung des Nachbarschaftsbegriffs
(Definition 2.5) notwendig.
Definition 2.1. (Kombinatorisches Optimierungsproblem)
Ein kombinatorisches Optimierungsproblem wird durch die Angabe einer
Menge von Probleminstanzen dargestellt und ist entweder ein Minimierungs-
oder ein Maximierungsproblem.
Ohne Beschra¨nkung der Allgemeinheit betrachten wir nachfolgend aus-
schließlich Minimierungsprobleme.
Definition 2.2. (Instanz eines kombinatorischen Optimierungsproblems)
Eine Instanz P eines kombinatorischen Optimierungsproblems ist ein Paar
(Y , c). Dabei ist Y die Menge der zula¨ssigen Lo¨sungen von P und die Ko-
stenfunktion c ist eine Abbildung c : Y → R.
Das Problem besteht darin, eine global optimale Lo¨sung zu bestimmen, d.h., ein
26
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y∗ ∈ Y mit c(y∗) ≤ c(y) fu¨r alle y ∈ Y :
P : min c(y) (2.1a)
so daß
y ∈ Y (2.1b)
Die Kosten c∗ = c(y∗) heißen optimale Kosten. Die Menge Y ∗ = {y ∈ Y :
c(y) = c∗} ist die Menge aller optimalen Lo¨sungen von P.
Die Instanz eines kombinatorischen Optimierungsproblems wird i.d.R. nur
implizit angegeben, d.h. es existiert eine kompakte Datenrepra¨sentation x
und ein Algorithmus mit polynomialem Laufzeitverhalten, um festzustellen,
ob x eine zula¨ssige Lo¨sung von P repra¨sentiert.2
Wir bezeichnen die Menge X, die alle Datenrepra¨sentationen x umfaßt,
als Lo¨sungsmenge von P. Die Menge Y der zula¨ssigen Lo¨sungen von P ist in
X enthalten: Y ⊆ X.
Die Lo¨sungsmenge X wird oft mit Hilfe einer Menge von Entscheidungs-
variablen dargestellt. Eine Lo¨sung x ∈ X wird dann durch die Zuordnung
von Werten zu den einzelnen Variablen repra¨sentiert. Die Gro¨ße der Repra¨-
sentation einer Lo¨sung (z.B. gemessen an der Zahl der beno¨tigten Bits fu¨r die
Darstellung auf einem Computer) wird auch als Gro¨ße der Probleminstanz
interpretiert.2
Definition 2.3. (Nachbarschaft)
Sei P = (Y, c) eine Instanz eines kombinatorischen Optimierungsproblems.
Eine Nachbarschaftsfunktion ist eine Abbildung N : Y → Pot(Y )3, die fu¨r
jede zula¨ssige Lo¨sung y ∈ Y eine Menge N (y) ⊆ Y definiert, deren Elemente
in einem bestimmten Sinne
”
in der Na¨he“ von y liegen.
Die Menge N (y) heißt die Nachbarschaft von y und jede Lo¨sung y′ ∈ N (y)
heißt Nachbar von y.
Wir gehen davon aus, daß jede zula¨ssige Lo¨sung in ihrer eigenen Nach-
barschaft enthalten ist, d.h. es gilt y ∈ N (y) fu¨r alle y ∈ Y .
Definition 2.4. (Lokale Optimalita¨t)
Sei P = (Y, c) eine Instanz eines kombinatorischen Optimierungsproblems
2vgl. [AL97, S.3f.]
3Pot(Y ) bezeichnet die Potenzmenge von Y .
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und N eine Nachbarschaftsfunktion. Eine zula¨ssige Lo¨sung y ∈ Y heißt lokal
optimal in Bezug auf die Nachbarschaft N , falls gilt
c(y) ≤ c(y′) fu¨r alle y′ ∈ N (y).
Auch die Nachbarschaftsfunktion N wird ha¨ufig nicht explizit gema¨ß der
Definition 2.3 angegeben. Stattdessen bezieht man sich auf die bereits an-
gesprochene Datenrepra¨sentation x einer Lo¨sung und gibt eine Menge von
Operatoren vor, die als Nachbarschaftsschritte bezeichnet werden. Dadurch
la¨ßt sich eine erweiterte Nachbarschaft N̂ (x) beschreiben, die aus der Menge
aller Lo¨sungen besteht, die durch Anwendung eines Nachbarschaftsschritts
auf die Lo¨sung x erzeugt werden ko¨nnen.
Definition 2.5. (Erweiterte Nachbarschaft)
Sei P = (Y, c) eine Instanz eines kombinatorischen Optimierungsproblems
und N eine Nachbarschaftsfunktion. Dann heißt N̂ : X → Pot(X) eine
erweiterte Nachbarschaftsfunktion von N , wenn fu¨r alle y ∈ Y gilt: N̂ (y) =
N (y). Die Menge N̂ (x) ⊆ X heißt erweiterte Nachbarschaft von x.
Bemerkung 2.6. Seien y ∈ Y und N̂ (y) bekannt, so la¨ßt sich die Menge
N (y) bestimmen als
N (y) = N̂ (y) ∩ Y. (2.2)
Zu einer Nachbarschaft N (y) kann es i.a. verschiedene erweiterte Nachbar-
schaften geben. Da letztlich nur zula¨ssige Lo¨sungen von P interessieren, be-
trachtet man meistens eine mo¨glichst kleine erweiterte Nachbarschaft N̂ und
kann die Menge N (y) dadurch bestimmen, daß man die Zula¨ssigkeit der Ele-
mente von N̂ (y) explizit u¨berpru¨ft.
Definition 2.7. (Nachbarschaftsschritt)
Gegeben sei eine Instanz P = (Y, c) eines kombinatorischen Optimierungs-
problems, N eine Nachbarschaftsfunktion von Y und N̂ eine Erweiterung von
N . Ein Nachbarschaftsschritt ist ein Operator mN̂ : X → X, mit
mN̂ (x) ∈ N̂ (x) fu¨r alle x ∈ X.
Ausgehend von einer Startlo¨sung y0 ∈ Y kann das Vorgehen einer itera-
tiven Lokalen Suche durch folgenden Algorithmus beschrieben werden:
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Algorithmus 2.1. Lokale Suche
1. yakt := y0
2. Bestimme eine verbessernde Lo¨sung y′mit y′ ∈ N (yakt).
3. Falls keine verbessernde Lo¨sung y′gefunden werden konnte → STOPP.
4. yakt := y′, gehe zu 2.
Die letzte gefundene Verbesserung yakt ist die Lo¨sung der Lokalen Suche.
Diese Lo¨sung ist lokal optimal in bezug auf die Nachbarschaft N .4
Da das Konzept der Lokalen Suche sehr allgemein ist, ko¨nnen auf des-
sen Basis sehr verschiedene Verbesserungsverfahren konstruiert werden. Die-
se unterscheiden sich in erster Linie in der Definition der Nachbarschaft N
(bzw. N̂ ). Daru¨ber hinaus gibt es mehrere Mo¨glichkeiten, wie der Schritt 2
des obigen Algorithmus realisiert werden kann. So ist einerseits eine
”
Er-
stensuche“ mo¨glich, d.h. der Schritt wird abgebrochen, sobald eine einzige
verbessernde Lo¨sung in N (yakt) gefunden wurde. Alternativ ko¨nnen aber
auch mehrere oder alle verbessernden Lo¨sungen der Nachbarschaft bestimmt
werden, um daraus die beste Nachbarlo¨sung auszuwa¨hlen. Dieses Vorgehen
wird auch als
”
Bestensuche“ bezeichnet.5
Bei der Wahl der Nachbarschaft muß ein Kompromiß zwischen der ge-
wu¨nschten Qualita¨t der Lo¨sungen und der Rechendauer der Lokalen Suche
gefunden werden. Tendenziell gilt:
• je gro¨ßer die Nachbarschaft, desto besser die Qualita¨t der Lo¨sungen
• je kleiner die Nachbarschaft, desto geringer der Rechenaufwand fu¨r die
Durchfu¨hrung der Lokalen Suche.
Es sei explizit darauf hingewiesen, daß es sich hierbei lediglich um tendenzielle
Aussagen handelt. Insbesondere kann man nicht davon ausgehen, daß eine
4 Der Begriff
”
Lokale Suche“ wird von einigen Autoren noch allgemeiner gefaßt. Da-
nach muß im Schritt 2 nicht unbedingt eine verbessernde Lo¨sung aus der Nachbarschaft
ausgewa¨hlt werden, und die Abbruchbedingung im Schritt 3 kann auch anders formuliert
werden. Dann ko¨nnen Meta-Heuristiken wie z.B. Simulated Annealing ebenfalls als Lokale
Suche aufgefaßt werden. Dennoch ist es u¨blich, den Begriff der Lokalen Suche auf ein reines
Abstiegsverfahren zu beziehen, wie es hier auch getan wird.
5Bei vielen Suchverfahren erweist es sich als effizient, bereits die erste gefundene Ver-
besserung zu benutzen. Man beachte, daß es in diesem Fall von Bedeutung ist, in welcher
Reihenfolge die Nachbarschaft der aktuellen Lo¨sung yakt abgesucht wird. Insbesondere
fu¨r die Reproduzierbarkeit von Rechenergebnissen ist es zwingend erforderlich, daß diese
Reihenfolge genau angegeben wird.
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Vergro¨ßerung der Nachbarschaften grundsa¨tzlich zu einer Verbesserung der
Ergebnisse fu¨hren muß. Es kann im Gegenteil sogar eine Verschlechterung der
Ergebnisse zur Folge haben. Wie das folgende Beispiel zeigt, gilt dies selbst
dann, wenn die gro¨ßere Nachbarschaft in jedem Schritt so gewa¨hlt ist, daß
die kleinere Nachbarschaft darin enthalten ist.
Beispiel 2.1. Wir betrachten drei unterschiedlich große Nachbarschaften in einem ein-
dimensionalen Lo¨sungsraum (siehe Abb. 2.1). Die Gro¨ße der Nachbarschaften dru¨ckt sich
in diesem Beispiel in der maximalen Schrittweite aus. Es wird in jedem Schritt die beste
Nachbarlo¨sung gesucht.
Von der Startlo¨sung 0 ausgehend, fu¨hrt die Lokale Suche mit ausschließlich kleinen
Schritten zum lokalen Minimum b. Die zweite Nachbarschaft erlaubt eine gro¨ßere Schritt-
weite. Deshalb wird ein Weg mit sta¨rkerem Abstieg gefunden, der aber nur zum (relativ
schlechten) lokalen Minimum a fu¨hrt. Erst unter Verwendung einer ausreichend großen
maximalen Schrittweite kann auch das lokale Minimum c gefunden werden.
0a cb
kleine Nachbarschaft
0a cb
mittlere Nachbarschaft
0a cb
große Nachbarschaft
Abbildung 2.1: Beispiel fu¨r eine Lokale Suche mit verschieden großen Nach-
barschaften in einem eindimensionalen Lo¨sungsraum
Die Wahl einer geeigneten Nachbarschaft stellt deshalb oft eine schwierige
Aufgabe dar. Aarts und Lenstra schreiben dazu:
”
Neighborhoods depend on the problem under consideration, and
finding efficient neighborhood functions that lead to high-quality
local optima can be viewed as one of the challenges of local search.
So far, no general rules are available and each situation has to be
considered separately. ...“ 6
6aus [AL97, S. 4]: Nachbarschaften ha¨ngen vom betrachteten Problem ab, und effiziente
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Dieser Aussage folgend und dem Fokus dieser Arbeit entsprechend, konzen-
trieren wir uns im folgenden auf spezielle Nachbarschaften fu¨r Vehicle Rou-
ting und Scheduling Probleme.
2.2 Austausch-Nachbarschaften fu¨r
Vehicle Routing und Scheduling Proble-
me
In diesem Abschnitt wird das Konzept einer Austausch-Nachbarschaft erla¨u-
tert und eine systematische Darstellung der fu¨r VRSP erfolgreichsten Aus-
tausch-Nachbarschaften vorgenommen.
Alle in dieser Arbeit betrachteten VRSP lassen sich auf der Basis eines
Graphen G = (V, A, c) formulieren, der aus einer Knotenmenge V und einer
Menge von Bo¨gen A aufgebaut ist. Knoten stehen dabei fu¨r die Standorte
von Kunden oder (Fahrzeug-)Depots. Bo¨gen repra¨sentieren die Verbindun-
gen zwischen den Knoten und ko¨nnen z.B. durch eine (Weg-)La¨nge, eine
Fahrtdauer und Kosten charakterisiert sein. Die Lo¨sungen eines VRSP ko¨n-
nen deshalb entweder in Form einer Sequenz von Knoten oder durch eine
Sequenz von Kanten bzw. Bo¨gen angegeben werden.7
Bei einer Austausch-Nachbarschaft werden die Nachbarn dadurch gebil-
det, daß k Elemente dieser Sequenz (also k Knoten oder k Bo¨gen) aus der
aktuellen Lo¨sung entfernt und durch k (andere) Knoten bzw. Bo¨gen ersetzt
werden. Prinzipiell ist es zugelassen, daß ein oder mehrere der k ausgewa¨hl-
ten Elemente auch mit sich selbst getauscht (also praktisch nicht vera¨ndert)
werden. Somit sind in einer k-Austausch-Nachbarschaft auch die kleineren
Nachbarschaften enthalten, die den Austausch von 1, 2, . . . , (k − 1) Elemen-
ten zulassen. Soll dies ausgeschlossen werden, so sprechen wir von einer echten
k-Austausch-Nachbarschaft. Handelt es sich bei den Elementen um Bo¨gen,
so werden diese normalerweise gegen solche ausgetauscht, die zuvor nicht in
der Lo¨sung enthalten waren.
Bei einer Sequenzla¨nge von n gibt es
(
n
k
)
Mo¨glichkeiten, k Elemente fu¨r
einen Austausch auszuwa¨hlen. Daher betra¨gt der Aufwand fu¨r das Enume-
Nachbarschaftsfunktionen zu finden, die zu lokalen Optima hoher Qualita¨t fu¨hren, kann
als eine der Herausforderungen der Lokalen Suche betrachtet werden. Bislang sind keine
allgemeinen Regeln verfu¨gbar und jede Situation muß separat untersucht werden. ...
7Eine explizite Modellierung erfolgt in den Abschnitten 1.2.2 und 3.1.3.
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rieren aller Lo¨sungen einer Austausch-Nachbarschaft mindestens O(nk). Des-
halb werden in der Praxis fast ausschließlich Nachbarschaften mit kleinem k
betrachtet.
Sind die k Elemente einmal ausgewa¨hlt, so gibt es i.d.R. immer noch vie-
le Mo¨glichkeiten, wie der Austausch dieser Elemente vorgenommen werden
kann, was zu einer weiteren Vergro¨ßerung der betrachteten Nachbarschaften
fu¨hrt. Deshalb werden fu¨r den Austausch dieser Elemente ha¨ufig Einschra¨n-
kungen gemacht, die die Vielfalt der mo¨glichen Austausch-Schritte und damit
die Gro¨ße der Nachbarschaft erheblich reduzieren ko¨nnen. Je nach Art dieser
Einschra¨nkungen ko¨nnen sehr unterschiedliche Nachbarschaften entstehen,
deren wichtigste Vertreter nachfolgend dargestellt werden.
Wir unterscheiden die Nachbarschaften in erster Linie danach, ob Kanten
oder Knoten getauscht werden. Wir sprechen dann von kantenorientierten
Nachbarschaften bzw. von knotenorientierten Nachbarschaften.8 Alternativ
werden Austausch-Nachbarschaften in der Literatur oft danach charakte-
risiert, ob Austausche nur innerhalb einer Tour bzw. auch zwischen zwei
oder mehr Touren betrachtet werden.9 Man spricht dann von Intra-Tour-
Austauschen bzw. von Inter-Tour-Austauschen.10 Diese Einteilung entspricht
aber weitgehend der Unterteilung in kanten- und knotenorientierte Nachbar-
schaften, denn viele erfolgreiche knotenorientierte Nachbarschaften tauschen
Knoten zwischen zwei oder mehr Touren aus. Kantenaustausch-Nachbar-
schaften orientieren sich dagegen ha¨ufig an einer einzelnen Tour. Daß dies
jedoch nicht zwingend so sein muß, wird u.a. im Kapitel 3 gezeigt werden.
Wir ziehen deshalb die Unterscheidung nach kantenorientierten bzw. knote-
norientierten Nachbarschaften vor.
2.2.1 Knotenorientierte Austausch-Nachbarschaften
Bisher wurde nur sehr allgemein davon gesprochen, daß bei einem knotenori-
entierten Nachbarschaftsschritt k Knoten ausgetauscht werden. Da in einer
8Prinzipiell kann man jeden Schritt einer knotenorientierten Nachbarschaft durch einen
a¨quivalenten Schritt einer kantenorientierten Nachbarschaft erzeugen (und umgekehrt).
Dennoch ist diese Unterscheidung sinnvoll, denn bereits beim Austauschen weniger Bo¨gen
kann man z.B. Lo¨sungen erzeugen, bei denen viele Knoten gleichzeitig vertauscht werden.
9Unter einer Tour wird ein Pfad verstanden, der an einem Depotknoten beginnt und an
einem Depotknoten endet. Eine Lo¨sung eines VRSP setzt sich i.a. aus mehreren Touren
zusammen. Eine Definition des Tourbegriffs erfolgt im Abschnitt 3.1.
10vergleiche [KS97], [Gie94, S.26]
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Lo¨sung eines VRSP stets alle Kunden genau einmal bedient werden mu¨ssen
(U¨berdeckungsbedingung (1.1b)), kann eine Lo¨sung durch eine Knotense-
quenz repra¨sentiert werden, die alle Knoten beinhalten muß, wobei Depot-
knoten ggf. mehrfach auftreten ko¨nnen. Unter dem Austausch eines Knotens
soll das Transferieren des Knotens an eine neue Position innerhalb der Kno-
tensequenz verstanden werden.
In der Regel beziehen sich knotenorientierte Nachbarschaften auf das Ver-
schieben von Knoten zwischen zwei oder mehreren verschiedenen Touren der
Lo¨sung, so daß praktisch ein Austausch von Knoten zwischen diesen Touren
stattfindet.
Prinzipiell lassen sich alle derartigen Nachbarschaften dahingehend erwei-
tern, daß anstelle verschiedener Touren auch disjunkte Tourabschnitte be-
trachtet werden, zwischen denen Knoten ausgetauscht werden. Darauf wird
in der Literatur jedoch kaum eingegangen, was durch folgende Aspekte be-
gru¨ndet werden ko¨nnte: Erstens stellt die Auswahl geeigneter Tourabschnit-
te eine zusa¨tzliche schwierige Aufgabe dar, die durch die Beschra¨nkung auf
komplette existierende Touren vereinfacht bzw. soweit reduziert wird, daß
normalerweise einfach alle Varianten ausprobiert werden ko¨nnen. Zweitens
werden knotenorientierte Nachbarschaften ha¨ufig beim VRP eingesetzt, um
eine Reduktion der Tourenzahl dadurch zu erreichen, daß alle Knoten ei-
ner Tour auf andere Touren verteilt werden. Das Verschieben von Knoten
innerhalb einer Tour kann dazu aber nicht direkt beitragen.
α∗-Notation fu¨r Knotenaustausch-Nachbarschaften In der Literatur
existieren bislang keine einheitlichen Bezeichnungen, und auch die Form der
Beschreibung von knotenorientierten Nachbarschaften ist sehr unterschied-
lich. Bevor ein U¨berblick der ha¨ufig verwendeten knotenorientierten Nach-
barschaften gegeben wird, wird daher zuna¨chst eine einfache Notation vor-
gestellt, die es erlaubt, eine große Klasse knotenorientierter Nachbarschafts-
schritte einheitlich und kompakt zu beschreiben. Diese Notation orientiert
sich einerseits an der von Taillard in [Tai93] beschriebenen (M, P )-Notation
und andererseits an der Idee der Cyclic Transfers11. Viele der in der Literatur
verwendeten Nachbarschaftsschritte lassen sich damit darstellen.
Wir beschreiben einen Knotenaustausch zwischen l Touren bzw. disjunk-
ten Tourabschnitten anhand eines Vektors α = (α1, . . . , αl) mit αi ∈ N fu¨r
alle i ∈ {1, . . . , l}. Ein Nachbarschaftsschritt α wird folgendermaßen durch-
11siehe Seite 37
33
Kapitel 2. Verbesserungsheuristiken
gefu¨hrt: Man wa¨hlt l Touren (oder disjunkte Tourabschnitte) der Ausgangs-
lo¨sung, die wir als σ1, . . . , σl bezeichnen. Dann werden gleichzeitig jeweils
min(αi, |σi|) Knoten von σi in den Nachfolger σi+1 verschoben. σl hat dabei
den Nachfolger σ1.
Oft werden Nachbarschaften betrachtet, bei denen αi nur die maximale
Zahl der Knoten angibt, die aus σi in den Nachfolger verschoben werden
du¨rfen. Dies wird durch einen zusa¨tzlichen ∗ gekennzeichnet, d.h. im Vektor
steht α∗i anstelle von αi. Eine ha¨ufige Einschra¨nkung der Nachbarschaften
ist außerdem, daß die Knoten, die aus σi nach σi+1 verschoben werden, die
vorherigen Positionen der Knoten einnehmen mu¨ssen, die aus σi+1 verschoben
werden. Wir notieren dies durch einen Unterstrich unter αi.
Eine Austausch-Nachbarschaft kann durch Angabe eines Vektors oder
durch das Aufza¨hlen mehrerer Vektoren dieser Notation beschrieben werden.
Beispiel 2.2. α∗-Notation fu¨r Knotenaustausch-Nachbarschaften
Notation Bedeutung
(3,2,1,0)
Verschiebe drei Knoten von σ1 nach σ2, zwei Knoten von σ2 nach σ3,
einen Knoten von σ3 nach σ4 aber keinen Knoten von σ4 nach σ1.
(3,3∗)
Verschiebe drei Knoten von σ1 nach σ2. Diese seien mit v1, v2 und v3
bezeichnet. Parallel werden maximal drei Knoten von σ2 nach σ1 verscho-
ben. Diese Knoten du¨rfen aber nur an den Positionen eingefu¨gt werden,
die zuvor von v1, v2 oder v3 eingenommen wurden.
(1,1),(2,2)
Es werden entweder je genau ein Knoten aus σ1 und σ2 oder je genau
zwei Knoten gegeneinander getauscht. Beim Einfu¨gen muß jeder Knoten
an die Position eines gerade entfernten Knotens gesetzt werden.
Relocation Die einfachste Form einer Knotenaustausch-Nachbarschaft be-
inhaltet alle Lo¨sungen, die durch den Austausch bzw. das Transferieren ge-
nau eines Knotens entstehen. Dieser Austausch-Schritt wird als Relocati-
on bezeichnet.12 In der α∗-Notation wird ein Relocation-Schritt durch (1, 0)
bzw. durch (0, 1) beschrieben.
Van Breedam gibt in [vB01] eine Erweiterung des einfachen Relocation-
Schritts an, die er String-Shift nennt. Ein String-Shift verschiebt anstelle eines
einzelnen Knotens einen String, d.h. eine Kette benachbarter Knoten einer
Tour. Es kann die maximale La¨nge α1 des zu verschiebenden Strings vorge-
12siehe [AL97]
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geben werden. Aarts und Lenstra bezeichnen denselben Schritt in [AL97] als
Path-Relocation.
Exchange Unter einem Exchange-Schritt wird ha¨ufig der Austausch je ei-
nes Knotens zwischen zwei Touren verstanden, d.h. ein Nachbarschaftsschritt
der Form (1,1). Oft wird jedoch zusa¨tzlich gefordert, daß die gegeneinander
getauschten Knoten nur die vorherige Position des jeweils anderen Knotens
einnehmen du¨rfen, d.h. es werden nur Schritte der Form (1,1) erlaubt.
Abbildung 2.2: Ein Relocate- und ein Exchange-Schritt beim VRP
Analog zum String-Relocation kann man auch einen String-Exchange be-
trachten. Dabei werden zwei Strings gegeneinander ausgetauscht. Van Bree-
dam fordert in [vB01] auch fu¨r den String-Exchange, daß die getauschten
Strings nur die Position des jeweils anderen Strings einnehmen du¨rfen und
in der neuen Tour nicht frei positioniert werden ko¨nnen.
λ-Interchange Der λ-Interchange wurde erstmalig von Osman in [Osm93]
beschrieben und nachfolgend von einer Reihe weiterer Autoren eingesetzt
(z.B. [Tha93], [TOVS93], [CR96],[OS96]). Die Bezeichnung λ-Interchange
steht fu¨r alle Austausch-Schritte, die jeweils bis zu λ Knoten zwischen zwei
Touren verschieben, d.h. fu¨r Schritte der Form (λ∗, λ∗).
Zum 1-Interchange geho¨ren also die Schritte (1∗,1∗), d.h. die Relocation-
Schritte (1,0) und (0,1) und die Exchange-Schritte (1,1). Der 2-Interchange
umfaßt bereits acht verschiedenartige Nachbarschaftsschritte: (1,0), (0,1),
(1,1), (0,2), (2,0), (1,2), (2,1) und (2,2).Wegen der schnell wachsenden Gro¨ße
der λ-Interchange-Nachbarschaften (O(n4λ)) werden in der Praxis ha¨ufig nur
Nachbarschaften fu¨r λ ≤ 2 betrachtet.
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Russells Interchange Russell beschreibt in [Rus95b] eine beschra¨nkte
Austausch-Nachbarschaft zwischen mehreren Touren. Seine Intension ist, eine
relativ große Nachbarschaft zuzulassen, die Suche aber auf
”
aussichtsreiche“
Austausche zu beschra¨nken.
Betrachtet wird zuna¨chst nur eine Tour tj. Innerhalb dieser Tour werden
l direkt benachbarte Knoten (l = 0, 1, 2) ausgewa¨hlt. Dies seien der Knoten
i und seine l direkten Nachfolger bis zum Knoten i+ l. Zusa¨tzlich werden
zwei weitere Knoten aus den u¨brigen Touren ausgewa¨hlt (tj ausgeschlossen),
bei denen die Summe der (euklidischen) Distanzen zu i−1 (dem Vorga¨nger
von i) und i+l+1 (dem Nachfolger von i+l) am geringsten ist. Fu¨r jeden der
nun insgesamt l+2 gewa¨hlten Knoten werden jetzt zwei bestgeeignete Touren
fu¨r die Einfu¨gung dieses Knotens bestimmt. Schließlich werden alle Lo¨sungen
untersucht, die sich bilden lassen, indem die l+2 gewa¨hlten Knoten entfernt
und in eine der ihnen zugeordneten Einfu¨ge-Touren eingebaut werden.
Node Ejection Chains Das Konzept der Ejection Chains wurde von
Glover in [Glo92a] bzw. [Glo92b] beschrieben und nachfolgend fu¨r die Lo¨-
sung verschiedener kombinatorischer Optimierungsprobleme eingesetzt.
Rego wendet die Ejection Chains in [Reg01] auf einzelne Knoten beim
VRP an und nennt die so erhaltenen Nachbarschaften Node Ejection Chains
(NEC). Bei einer NEC wird ein beliebiger Knoten von seiner aktuellen Po-
sition vertrieben (ejection) und an die Position eines zweiten Knotens ver-
schoben. Dieser Knoten wird dadurch ebenfalls von seiner aktuellen Position
vertrieben und an die Position eines dritten Knotens verschoben usw. Rego
unterscheidet zwei Typen von Ejection Chains, die er
”
multi-node exchange
process“ und
”
multi-node insert process“ nennt. Beide unterscheiden sich aus-
schließlich in der letzten Stufe der Ejection Chain. Entweder wird der letzte
vertriebene Knoten in eine noch nicht betrachtete Position eingefu¨gt oder an
der Position des ersten vertriebenen Knotens (siehe die Abb. 2.3).
Die einzelnen verschobenen Knoten mu¨ssen nicht notwendig in verschie-
denen Touren enthalten sein. Stattdessen wird eine
”
legitimacy condition“
formuliert. Diese beinhaltet sinngema¨ß:
• kein Knoten darf mehrfach verschoben werden und
• die direkten Vorga¨nger und Nachfolger eines verschobenen Knotens
du¨rfen nicht verschoben werden.
Wa¨hlt man die Knoten aus Tourabschnitten, die der
”
legitimacy condi-
tion“ genu¨gen, so kann man beide Typen der Ejection Chain auch mit der
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Abbildung 2.3: Node Ejection Chain
α∗-Notation beschreiben. Ein Nachbarschaftsschritt α einer NEC der Stufe l
hat dann die Form
α = (α1, . . . , αl) = (1, . . . , 1, 1
∗) .
Fu¨r αl = 1 erha¨lt man den ”
multi-node exchange process“, und αl = 0
beschreibt den
”
multi-node insert process“. Wie das Beispiel in Abb. 2.3
zeigt, kann mit einem
”
insert“-Schritt ggf. eine Pendeltour eingespart wer-
den. Durch mehrere aufeinanderfolgende
”
insert“-Schritte ko¨nnen prinzipiell
auch la¨ngere Touren Knoten fu¨r Knoten verku¨rzt und schließlich ganz aufge-
lo¨st werden.
Rego schra¨nkt die Auswahl der zu verschiebenden Knoten zusa¨tzlich ein,
indem er fordert, daß die in der Ejection Chain aufeinanderfolgenden Knoten
zu den k na¨chsten Nachbarn geho¨ren mu¨ssen.
Eine Erweiterung der NEC’s sind die
”
Subpath Ejection Chains“, die
ebenfalls von Rego in [Reg96] fu¨r das TSP bzw. in [Reg98] fu¨r das VRP
beschrieben wurden. Anstelle von einzelnen Knoten werden hier Teilpfade
verschoben. Dies geschieht, indem die entsprechenden Kanten ersetzt werden,
weshalb dieses Verfahren eher als Kantenaustausch-Nachbarschaft aufgefaßt
werden kann.
Cyclic Transfers Der Begriff der Cyclic Transfers wurde 1993 von Thomp-
son und Psaraftis eingefu¨hrt [TP93]. Mit Cyclic Transfers la¨ßt sich eine rela-
tiv große Klasse von knotenorientierten Nachbarschaften beschreiben. Cyclic-
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Transfer-Schritte sind dadurch gekennzeichnet, daß ein oder mehrere Knoten
zyklisch zwischen verschiedenen Touren verschoben werden.
Sei b, m ∈ N und T die Menge aller Touren der Ausgangslo¨sung und
T b = {t1, . . . , tb} eine b-elementige Teilmenge von T . Thompson und Psaraftis
nennen einen Nachbarschaftsschritt einen
”
b-cyclic m-transfer“, falls dieser je
m Knoten der Tour ti in die Tour t(i+1) bzw. von Tour tb nach Tour t1
verschiebt.13
Ein b-cyclic m-transfer ist demnach ein Austausch von b ∗m Knoten und
la¨ßt sich schreiben als α = (α1, . . . , αb) = (m, . . . , m). Die Autoren erlauben
auch das Verschieben von
”
dummy demands“. Damit wird ermo¨glicht, daß
auch weniger als m Knoten aus einer Tour herausgeschoben werden, was sich
schreiben la¨ßt als (m∗, . . . , m∗).
Zuna¨chst wird gefordert, daß die verschobenen Knoten in der neuen Tour
optimal eingebaut werden mu¨ssen. Dadurch lassen sich die Kosten der Einfu¨-
gung eindeutig festgelegen. Da das TSP aber ein NP -schweres Problem ist,
verwenden die Autoren bei der praktischen Realisierung eine Approximation,
mit deren Hilfe die Kosten beim Einfu¨gen eines einzelnen Knotens in seine
neue Tour abgescha¨tzt werden.
Da die zugeho¨rige Cyclic-Transfer-Nachbarschaft sehr schnell wa¨chst, ko¨n-
nen praktisch auch nur sehr kleine Werte fu¨r b und m gewa¨hlt werden. Sonst
wu¨rde allein das Absuchen der Cyclic-Transfer-Nachbarschaft einen sehr ho-
hen Aufwand verursachen. Die Autoren verwenden deshalb zusa¨tzliche Be-
schra¨nkungen der Nachbarschaft und einen algorithmischen Ansatz, der es
erlaubt, m variabel zu halten. So gelingt es ihnen, eine praktikable Lokale
Suche auf der Basis der Cyclic Transfers zu implementieren.
Eine alternative Implementierung und Durchfu¨hrung der Lokalen Suche
mit einer Cyclic-Transfer-Nachbarschaft ist Gegenstand von Kapitel 4.
HyperOpt Eine weitere Nachbarschaft wird durch den von Burke, Cowling
und Keuthen in [BCK01] beschriebenen HyperOpt-Schritt definiert, den die
Autoren beim TSP einsetzen. Mit einem HyperOpt-Schritt ko¨nnen maximal
2 ∗ (l − 1) Knoten gleichzeitig transferiert werden. Diese werden wie folgt
bestimmt:
13Genaugenommen betrachten die Autoren sogar das Verschieben von m Auftra¨gen, die
jeweils auch durch mehrere Knoten repra¨sentiert werden ko¨nnen (z.B. zwei Knoten beim
Pickup & Delivery Problem). Wir gehen hier vereinfachend davon aus, daß ein Auftrag
durch einen Knoten repra¨sentiert werden kann.
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Man wa¨hlt zwei
”
Hyper-Kanten“ der La¨nge l, darunter werden zwei Ket-
ten von je l + 1 aufeinanderfolgenden Knoten verstanden. Anschließend wer-
den die inneren Kanten der
”
Hyperkanten“ gelo¨scht, so daß die 2 ∗ (l − 1)
inneren Knoten vollkommen frei liegen. Diese Knoten werden nun unter Ver-
wendung der Dynamischen Programmierung optimal untereinander getauscht
und verschoben, wobei alle u¨brigen Kanten und Knoten der Tour unvera¨ndert
bleiben.14
Abbildung 2.4: Beispiel fu¨r einen HyperOpt-Schritt mit l = 4 beim TSP
2.2.2 Kantenorientierte Austausch-Nachbarschaften
Die wohl wichtigste Nachbarschaft fu¨r Routing Probleme ist die Kantenaus-
tausch-Nachbarschaft bzw. k-opt-Nachbarschaft, die 1965 von Lin [Lin65] fu¨r
das Traveling Salesman Problem formuliert wurde. Diese Nachbarschaft bein-
haltet alle Lo¨sungen, die aus der aktuellen Lo¨sung yakt dadurch hervorgehen,
daß k Kanten eliminiert und durch k neue Kanten ersetzt werden.15
14Die Zuordnung des HyperOpt zu den knotenorientierten Nachbarschaften ist sicher
nicht zwingend. Beim HyperOpt werden bis zu 2 ∗ l Kanten bzw. 2 ∗ (l− 1) Knoten ausge-
tauscht. Die Autoren selbst betrachten diese Nachbarschaft offenbar eher vom Standpunkt
einer kantenorientierten Nachbarschaft, was sich u.a. in der Definition des Parameters l
ausdru¨ckt.
15In der Originalarbeit [Lin65] wird die Bezeichnung λ fu¨r die Anzahl der ausgetauschten
Kanten gewa¨hlt. Einige Autoren beziehen sich auf diese Arbeit und sprechen deshalb auch
von λ-opt-Nachbarschaften. Zur besseren Unterscheidung von der λ-Interchange-Nachbar-
schaft verwenden wir die auch sonst u¨bliche Bezeichnung k-opt-Nachbarschaft.
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k-opt-Nachbarschaft
Die k-opt-Nachbarschaft wird zuna¨chst anschaulich am Beispiel des TSP er-
kla¨rt. Als aktuelle Lo¨sung yakt betrachten wir deshalb eine Tour t, die ausge-
hend vom Standort des Handelsreisenden (Depot) alle n Kundenknoten des
Graphen besucht und schließlich zum Depot zuru¨ckkehrt. Die k-opt-Nach-
barschaft von t beinhaltet genau die Touren, die aus t dadurch entstehen,
daß k Bo¨gen entfernt und durch k (nicht notwendig andere) Bo¨gen so ersetzt
werden, daß wieder genau eine Tour entsteht. Dabei kann es vorkommen,
daß die Orientierung der Bo¨gen in einem Toursegment der Ausgangslo¨sung
umgekehrt werden muß. Als Beispiel hierfu¨r zeigt Abb. 2.5 die Umkehrung
der Orientierung einer Teiltour beim 2-opt-Schritt.
0
vi+1
vi
vj
vj+1
0
vi+1
vi
vj
vj+1
Abbildung 2.5: Umkehrung der Orientierung eines Teilpfades beim 2-opt-
Schritt (alte Orientierung gestrichelt)
Da fu¨r k = 1 nur die Mo¨glichkeit besteht, den einzigen eliminierten Bogen
an derselben Stelle wieder einzufu¨gen, betrachten wir ausschließlich Nachbar-
schaften mit k ≥ 2.16
16 Ein einzelner Bogen ko¨nnte nur entweder in gleicher oder in umgekehrter Richtung an
seiner eigenen Position wieder eingesetzt werden. Im ersten Fall entsteht eine identische
Tour. Im zweiten Fall wird erzwungen, daß sich die Orientierung aller u¨brigen Bo¨gen
ebenfalls umkehrt. Beide Nachbarlo¨sungen sind z.B. auch in der echten 2-opt-Nachbar-
schaft enthalten. Man erha¨lt sie, wenn zwei benachbarte Bo¨gen der Tour fu¨r den 2-opt-
Schritt gewa¨hlt werden: Seien (vi, vi+1) und (vj , vj+1) die gelo¨schten Bo¨gen und (vi, vj)
und (vi+1, vj+1) die eingefu¨gten Bo¨gen (Abb. 2.5). Dann erha¨lt man die Identita¨t fu¨r
vi+1 = vj und die inverse Tour fu¨r vj+1 = vi.
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Gro¨ße der k-opt-Nachbarschaft
Es gibt
(
n+1
k
)
verschiedene Mo¨glichkeiten, die k zu eliminierenden Bo¨gen
auszuwa¨hlen. Durch das Entfernen der k Bo¨gen entstehen k Toursegmente
bzw. isolierte Knoten. Diese Segmente bzw. Knoten mu¨ssen durch die hinzu-
gefu¨gten neuen Bo¨gen wieder zu einer neuen Tour zusammengesetzt werden,
wobei die Reihenfolge der Segmente beliebig permutiert werden kann. Es
gibt demzufolge (k − 1)! verschiedene Reihenfolgen (ein Segment wird fest-
gehalten). Gleichzeitig ko¨nnen die Segmente jeweils unabha¨ngig voneinander
in ihrer Orientierung umgekehrt werden oder nicht (2(k−1) Mo¨glichkeiten).
Insgesamt kann die Gro¨ße der Nachbarschaft N (t) wie folgt nach oben ab-
gescha¨tzt werden:
|N (t)| ≤
(
n + 1
k
)
(k − 1)! 2(k−1) (2.3)
Der Ausdruck auf der rechten Seite liefert nur eine obere Schranke der Anzahl
unterschiedlicher Nachbarlo¨sungen. Dafu¨r gibt es mehrere Gru¨nde:
1. Bei der Zerlegung der Tour in Toursegmente ko¨nnen auch isolierte Kno-
ten (d.h. Pfade mit nur einem Knoten) entstehen. Fu¨r diese macht eine
Umkehrung der Orientierung keinen Sinn.
2. Die k-opt-Nachbarschaft beinhaltet fu¨r k > 2 auch die l-opt-Nachbar-
schaften fu¨r l ∈ {2, . . . , k − 1}. Schritte dieser Nachbarschaften erha¨lt
man z.B. immer dann, wenn ein oder mehrere Bo¨gen durch sich selbst
ersetzt werden. Da es dafu¨r i.d.R. jedoch eine Vielzahl von Mo¨glich-
keiten gibt, werden diese identischen Nachbarschaftsschritte auf der
rechten Seite der Ungleichung (2.3) mehrfach geza¨hlt.
Beispiel 2.3. Wir betrachten eine Tour t = (0, 1, 2, 3, 4, 5, 6, 7, 8) und ihre Nach-
bartour t′ = (0, 1, 2, 6, 5, 4, 3, 7, 8), die in Abb. 2.6 dargestellt sind. Die Nachbartour
t′ erha¨lt man durch einen 2-opt-Schritt
• 2-opt-Schritt:
– lo¨sche die Bo¨gen (2,3) und (6,7)
– fu¨ge die Bo¨gen (2,6) und (3,7) ein
oder durch einen 3-opt-Schritt der einen Bogen identisch ersetzt, also z.B. so:
• 3-opt-Schritt:
– lo¨sche die Bo¨gen (1,2),(2,3) und (6,7)
– fu¨ge die Bo¨gen (1,2),(2,6) und (3,7) ein
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3. Einige identische Touren der Nachbarschaft ko¨nnen auf unterschiedliche
Weise entstehen. In (2.3) werden diese Touren dann mehrfach geza¨hlt.
Dies la¨ßt sich am besten anhand eines Beispiels erkla¨ren.
Beispiel 2.4. (Fortsetzung von Beispiel 2.3)
Die Nachbartour t′ kann durch eine Reihe weiterer k-opt-Schritte erzeugt werden,
z.B. durch folgende 3-opt-Schritte:
• 3-opt-Schritt:
– lo¨sche die Bo¨gen (2,3),(3,4) und (6,7)
– fu¨ge die Bo¨gen (2,6),(4,3) und (3,7) ein
• 3-opt-Schritt:
– lo¨sche die Bo¨gen (2,3),(4,5) und (6,7)
– fu¨ge die Bo¨gen (2,6),(5,4) und (3,7) ein
3
4
5
6
7
2
1
0
3
4
5
6
7
2
1
0
Abbildung 2.6: Die Tour t (links) kann durch verschiedene k-opt-Schritte in
die Nachbarlo¨sung t′ (rechts) u¨berfu¨hrt werden.
Lexikographische Suche
Die lexikographische Suche ist ein Algorithmus, der eine systematische Su-
che innerhalb einer k-opt-Nachbarschaft durchfu¨hrt und dafu¨r sorgt, daß alle
Kantenaustausche untersucht werden und dabei kein Kantenaustausch mehr-
fach betrachtet wird.
Man stelle sich die Bo¨gen der aktuellen Lo¨sung yakt aufsteigend nume-
riert vor. Bei der lexikographischen Suche werden schrittweise unterschiedli-
che Lo¨sungen der Nachbarschaft von yakt untersucht. Die zu eliminierenden
Bo¨gen werden in jedem neuen Schritt so gewa¨hlt, daß die Nummern der
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Bo¨gen eine lexikographisch geordnete Folge bilden. In jedem Schritt werden
alle Nachbarlo¨sungen untersucht, die dadurch entstehen ko¨nnen, daß durch
das Wiedereinsetzen von k Bo¨gen eine neue Rundtour gebildet wird. Davon
gibt es eine feste Zahl, die ausschließlich von k, aber nicht von den aktuell
vorliegenden Segmenten abha¨ngig ist.17
Beispiel 2.5. Wir betrachten eine 3-opt-Nachbarschaft. Die Lo¨sung yakt sei eine Rund-
tour mit n Knoten und n Bo¨gen. Die Bo¨gen von yakt seien aufsteigend numeriert. Die in
den aufeinanderfolgenden Schritten der Lexikographische Suche zu eliminierenden Bo¨gen
bilden eine lexikographisch geordnete Folge:
(1, 2, 3), (1, 2, 4), (1, 2, 5), . . . , (1, 2, n)
(1, 3, 4), (1, 3, 5), . . . , (1, 3, n)
(1, 4, 5), . . . , (1, 4, n)
. . .
...
(2, 3, 4), (2, 3, 5), . . . , (2, 3, n)
(2, 4, 5), . . . , (2, 4, n)
. . .
...
...
(n− 2, n− 1, n)
Nach dem Eliminieren der drei Bo¨gen bleiben jeweils drei Ketten bzw. Segmente u¨brig.
Um eine neue Roundtour zu bilden, mu¨ssen diese wieder miteinander verbunden werden.
Unabha¨ngig davon, wie lang die einzelnen Segmente sind, gibt es dafu¨r bei der 3-opt-Nach-
barschaft prinzipiell acht verschiedene Mo¨glichkeiten (siehe Abb. 2.7). Eine davon ist die
Identita¨t, drei weitere Nachbarlo¨sungen, setzen einen eliminierten Bogen unvera¨ndert wie-
der ein, so daß es sich eigentlich um 2-opt-Schritte handelt. Die u¨brigen vier Ersetzungen
stellen echte 3-opt-Schritte dar.
Die lexikographische Suche ist vor allem dann interessant, wenn zusa¨tzli-
che Restriktionen wie z.B. Zeitfenster zu beru¨cksichtigen sind. Normalerweise
wa¨chst der Aufwand fu¨r die U¨berpru¨fung der Zeitfenster linear mit der An-
zahl der Knoten. Savelsbergh hat aber in [Sav90] gezeigt, daß es bei einer
lexikographischen Suchreihenfolge mo¨glich ist, die notwendigen U¨berpru¨fun-
gen mit Aufwand O(1) durchzufu¨hren. Darauf wird im Abschnitt 3.1 noch
ausfu¨hrlich eingegangen.
17Damit tatsa¨chlich keine Schritte mehrfach betrachtet werden, mu¨ssen ggf. manche
Schritte ausgeschlossen werden, falls ein oder mehrere Segmente nur aus einem einzelnen
Knoten bestehen.
18Die Notation [abc], [acb], . . . wird spa¨ter verwendet werden. Sie wird auf Seite 84
erkla¨rt.
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Abbildung 2.7: Verschiedene 3-opt-Schritte18
Sequentielle Suche
Bei der Sequentiellen Suche werden die Nachbarschaftsschritte durch abwech-
selndes Lo¨schen und Einfu¨gen zueinander adjazenter Kanten aufgebaut. Die
gelo¨schten und hinzugefu¨gten Kanten bilden daher immer einen alternieren-
den Pfad.
t
1
t
2
t
3 Abbildung 2.8:
”
stem-and-cycle“-Struktur
bei der sequentiellen Suche
Sei (t1, t2) die erste gelo¨schte Kante, so muß die erste eingefu¨gte Kan-
te von einem der inzidenten Knoten (z.B. vom Knoten t2) ausgehen. Man
fu¨gt also eine Kante (t2, t3) ein, lo¨scht anschließend die Kante (t3, t4), usw.
Beim Einfu¨gen einer Kante entsteht eine sogenannte
”
stem-and-cycle“-Struk-
tur (Abb. 2.8). Die anschließend zu lo¨schende Kante muß immer so gewa¨hlt
werden, daß der Kreis aufgelo¨st wird und somit wieder ein Pfad hergestellt
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Abbildung 2.9: Sequentielle Suche beim TSP:
Die gelo¨schten und hinzugefu¨gten Kanten bilden einen alternierenden Pfad.
Durch die gestrichelte Kante wu¨rde der alternierende Pfad geschlossen wer-
den und die
”
stem-and-cycle“-Struktur zu einem Kreis entarten, der eine neue
Tour darstellt.
wird. Wird der alternierende Pfad mit der k-ten eingefu¨gten Kante geschlos-
sen, d.h. die k-te eingefu¨gte Kante ist (t2k, t1), dann entsteht eine Lo¨sung der
k-opt-Nachbarschaft (Abb. 2.9).
Fu¨r k ≥ 4 ko¨nnen mit der Sequentiellen Suche nicht alle k-opt-Schritte
durch Austausch von k Kanten erzeugt werden. Ein bekanntes Beispiel dafu¨r
ist der sogenannte
”
Double-Bridge-Move“ (siehe Abb. 2.10), ein 4-opt-Schritt,
bei dem die gelo¨schten und eingefu¨gten Kanten keinen alternierenden Pfad
bilden. Dieser Schritt kann nur durch den sequentiellen Austausch von fu¨nf
Kanten erhalten werden, wobei eine eingefu¨gte Kante wieder gelo¨scht wird.
Glover zeigt in [Glo92a, S. 24], daß mit alternierenden Pfaden fu¨r k ≥ 4
nur dann alle Nachbarlo¨sungen einer k-opt-Nachbarschaft gefunden werden
ko¨nnen, wenn es erlaubt ist, eine eingefu¨gte Kante wieder zu lo¨schen. Das
Einfu¨gen bereits gelo¨schter Kanten kann dagegen generell verboten sein.
Das Verfahren von Lin & Kernighan: Das Verfahren von Lin & Ker-
nighan (LK) wurde fu¨r das symmetrische TSP konzipiert und 1973 in [LK73]
vero¨ffentlicht. Der Algorithmus basiert auf der Sequentiellen Suche und einem
Gewinnkriterium, das die Suche steuert. Eine U¨bertragung auf das m-TSPR
ist nicht ohne weiteres mo¨glich. Neuere Versionen wie der Iterated LK stellen
auch heute noch die besten bekannten Heuristiken fu¨r das TSP dar.
Zum besseren Versta¨ndnis des Vorgehens ist es sinnvoll, die wesentlichen
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Abbildung 2.10: Der
”
Double-Bridge-Move“ (links) und der 4-opt-Schritt in
der Mitte ko¨nnen sequentiell nicht mit vier Kantentauschen realisiert werden.
Die Abb. rechts zeigt, wie man den Double-Bridge-Move mit fu¨nf Kanten-
tauschen erzeugen kann, wobei die Kante (t4, t5) wieder gelo¨scht wird.
Ideen zu kennen, von denen sich Lin und Kernighan der Entwicklung des
Algorithmus leiten ließen:
Idee des Verfahrens Wir ko¨nnen beim TSP davon ausgehen, daß alle
Lo¨sungen dieselbe Tourla¨nge (Anzahl von Kanten) besitzen. Die aktuelle
Lo¨sung yakt unterscheide sich von der optimalen Lo¨sung y∗ in k Kanten. Dann
kann man durch Austausch dieser k Kanten, d.h. durch einen k-opt-Schritt,
direkt zu der Lo¨sung y∗ u¨bergehen. Dabei gibt es jedoch zwei Probleme:
• Die Gro¨ße der k-opt-Nachbarschaft wa¨chst mit O(nk) und ist daher
ggf. viel zu groß, um sie komplett abzusuchen.
• Die Zahl k ist unbekannt.
Um der optimalen Lo¨sung dennoch mo¨glichst schnell nahezukommen, be-
stimmt man dynamisch ein k. Dazu wird ein Nachbarschaftsschritt sequen-
tiell aufgebaut. Dabei wird eine Folge von Schritten erzeugt, die sich um je
eine weitere ausgetauschte Kante voneinander unterscheiden. Das Generieren
weiterer Schritte wird abgebrochen, wenn der zusammengesetzte Nachbar-
schaftsschritt ein bestimmtes Qualita¨tskriterium nicht mehr erfu¨llen kann.
Schließlich fu¨hrt man den besten zwischenzeitlich gebildeten Schritt durch.
Umsetzung beim TSP Beim LK werden die Nachbarschaftsschritte
entsprechend der sequentiellen Suche iterativ aufgebaut. Zuerst wird eine
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Kante (t1, t2) gelo¨scht, so daß ein Pfad entsteht. Danach wird in jeder Ite-
ration i eine Swap-Operation durchgefu¨hrt, d.h. eine Kante (t2i, t2i+1) wird
eingefu¨gt und eine Kante (t2i+1, t2i+2) wird gelo¨scht. Der Knoten t2i+2 ist im-
mer so zu wa¨hlen, daß nach jeder weiteren Iteration wieder ein Pfad entsteht
(Referenzstruktur). Dieser Pfad ko¨nnte durch Einfu¨gen der fehlenden Kante
(t2i+2, t1) eindeutig in eine Rundtour u¨berfu¨hrt werden (”
closing-up“), was
einem k-opt-Schritt mit k = i + 1 entspra¨che.
Da erst durch das closing-up ein vollsta¨ndiger Nachbarschaftsschritt ent-
steht, werden dessen Kosten fu¨r die Bewertung der Referenzstruktur mit
herangezogen.
Folgende zusa¨tzliche Festlegungen werden von Lin & Kernighan getroffen:
• Es wird immer eine vollsta¨ndige 2-opt-Suche oder 3-opt-Suche durch-
gefu¨hrt.
• Die Auswahl der Swap-Operation wird durch eine Greedy-Strategie ge-
steuert, d.h. es wird immer derjenige Swap beru¨cksichtigt, der den ku-
mulierten Gewinn
G(i) = c(t1, t2) +
i∑
l=1
[
c(t2l+1, t2l+2)− c(t2l, t2l+1)
]
maximiert. Dies ist gleichbedeutend damit, daß der aktuelle Zuwachs
des Gewinns
∆G = G(i)−G(i− 1) = c(t2i+1, t2i+2)− c(t2i, t2i+1)
maximiert wird.
• Es ist nicht erlaubt, eine gelo¨schte Kante wieder einzufu¨gen oder eine
eingefu¨gte Kante wieder zu lo¨schen. Dadurch wird sichergestellt, daß
die La¨nge der Sequenz entsprechend der Anzahl der Kanten der Tour
beschra¨nkt wird.
• Die Suche wird abgebrochen, wenn der kumulierte Gewinn negativ wird
bzw. wenn der aktuelle kumulierte Gewinn kleiner ist als der ho¨ch-
ste Nettogewinn Gnet, der innerhalb der aktuellen Sequenz bestimmt
wurde. Dabei beru¨cksichtigt der Nettogewinn die
”
closing-up-costs“,
d.h. die Kosten, die entstehen wu¨rden, wenn der Pfad nach der i-ten
Iteration wieder zu einer Rundtour geschlossen wird:
Gnet(i) = G(i)− c(t2i, t1)
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Fu¨r eine ausfu¨hrliche Beschreibung des LK sei auf [LK73] verwiesen.
Aktuelle Verfahren beruhen auf dem Iterated LK (siehe [MOF92], [JM97],
[HRM97] oder [ABCC98]). Eine spezielle Erweiterung fu¨r Probleme, bei de-
nen die Kunden in Cluster aufgeteilt sind, wird in [Net99] vorgeschlagen.
Or-opt-Nachbarschaft
Wie bei den knotenorientierten Nachbarschaften gibt es auch bei den kanten-
orientierten Nachbarschaften eine Vielzahl speziellerer Nachbarschaften, die
durch gezielte Einschra¨nkungen entstehen. Eine der wichtigsten und meistzi-
tierten dieser Nachbarschaften ist die Or-opt-Nachbarschaft, die erstmalig in
[Or76] beschrieben wurde. Die Or-opt-Nachbarschaft beinhaltet alle Lo¨sun-
gen, die durch das Verschieben einer Kette von 1, 2 oder 3 Knoten erhalten
werden ko¨nnen. Sie ist daher eine Teilmenge der 3-opt-Nachbarschaft, die
u.a. Verschiebungen beliebig langer Segmente erlaubt. Der Aufwand zum
Absuchen der Or-opt-Nachbarschaft betra¨gt jedoch nur O(n2).
Die Or-opt-Nachbarschaft wurde von vielen Autoren mit Erfolg einge-
setzt. Der Vorteil besteht gegenu¨ber der 3-opt-Nachbarschaft darin, daß sie
mit wesentlich geringerem Aufwand abgesucht werden kann, aber ha¨ufig den-
noch einen großen Teil der mo¨glichen verbessernden 3-opt-Schritte beinhaltet.
So muß der große Rechenzeitgewinn meistens nur mit einem geringen Qua-
lita¨tsverlust bezahlt werden. Dies gilt insbesondere fu¨r Probleme mit engen
Zeitfenstern oder Reihenfolgebeschra¨nkungen, bei denen viele 3-opt-Schrit-
te, die eine Invertierung eines Segments erfordern, ohnehin unzula¨ssig sind.
Auch die zusa¨tzliche Beschra¨nkung der La¨nge der verschobenen Knotenket-
ten auf maximal drei Knoten (die die wesentliche Reduktion des Rechenauf-
wands bewirkt) fu¨hrt i.d.R. zu keinen oder nur geringen Qualita¨tseinbußen.
Dies kann man sich auch dadurch erkla¨ren, daß eine Verschiebung la¨ngerer
Knotenketten oft auch durch mehrere aufeinanderfolgende Or-opt-Schritte
erreicht werden kann. Voraussetzung dafu¨r ist allerdings, daß eine Folge von
Or-opt-Schritte gefunden wird, bei der jeder einzelne Schritt zula¨ssig und
verbessernd ist.
k-opt∗-Nachbarschaft
Die k-opt∗-Nachbarschaft ist eine Erweiterung der k-opt-Nachbarschaft, die
immer dann betrachtet werden kann, wenn die Lo¨sung eines Problems aus
mehreren Touren besteht (wie z.B. beim VRP). Die Lo¨sungen ko¨nnen dann
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in Form einer großen Rundtour (Giant-Route) repra¨sentiert werden, die das
Depot mehrfach entha¨lt (siehe auch Abschnitt 3.3.1).
Bei der k-opt-Nachbarschaft wurde stets verlangt, daß nach Ausfu¨hrung
eines Schritts genau eine Rundtour entstehen muß. Beim Betrachten einer
Giant-Route, fu¨hren aber ggf. auch solche Schritte zu zula¨ssigen Lo¨sungen,
die die Lo¨sung in zwei oder mehr (Kurz-)Zyklen aufteilen. Entscheidend ist
dabei, daß in jedem einzelnen Zyklus mindestens ein Depot enthalten sein
muß. In der k-opt∗-Nachbarschaft werden diese zusa¨tzlich mo¨glichen Schritte
beru¨cksichtigt (siehe Abb. 2.11).
Potvin, Lapalme und Rousseau beschreiben in [PLR89] die Anwendung
der k-opt∗-Nachbarschaft auf das m-TSP mit Zeitfenstern (m-TSPTW). Sie
stellen fest, daß insbesondere die 2-opt∗-Nachbarschaft fu¨r Probleme mit
Zeitfenstern sehr gut geeignet ist und eine Kombination der 2-opt∗-Nach-
barschaft mit der 2-opt-Nachbarschaft oft bessere Ergebnisse liefert als die
Lokale Suche mit der (i.a. wesentlich gro¨ßeren) 3-opt-Nachbarschaft.
Die 2-opt∗-Nachbarschaft wurde von mehreren Autoren insbesondere fu¨r
Probleme mit Zeitfenstern eingesetzt. Trotz der guten Erfolge mit der 2-opt∗-
Nachbarschaft wurde der Einsatz von k-opt∗-Nachbarschaften mit k > 2 bis-
lang scheinbar nicht systematisch untersucht. Im Abschnitt 3.3.4 wird be-
schrieben, wie eine Lokale Suche in der k-opt∗-Nachbarschaft fu¨r m-TSPR
durchgefu¨hrt werden kann.
Anfang von
Tour 2
Ende von
Tour 2
Anfang von
Tour 1
Ende von
Tour 1
2-opt∗-Schritt
Anfang von
Tour 1
Mitte von
Tour 1 (invertiert)
Anfang von
Tour 2
Ende von
Tour 2
Ende von
Tour 1
3-opt∗-Schritt
Abbildung 2.11: Beispiele fu¨r k-opt∗-Schritte:
Beim 2-opt∗-Schritt wird der Anfang von Tour 1 mit dem Ende von Tour 2
verbunden und umgekehrt. Dadurch besteht eine gute Chance, daß auch bei
Existenz von Zeitfenstern eine zula¨ssige Lo¨sung gebildet wird.
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2.2.3 GENIUS
1992 schlugen Gendreau, Hertz und Laporte in [GHL92] ein spezielles Kon-
struktions- und Verbesserungsverfahren fu¨r das TSP vor. GENIUS basiert
auf einer verallgemeinerten Einfu¨gungsvorschrift (engl. Generalized Insertion
– GENI). Diese Vorschrift wird einerseits zur Konstruktion einer Startlo¨sung
und andererseits auch fu¨r ein spezielles Verbesserungsverfahren (Unstringing
and Stringing – US) benutzt. US entfernt einen Knoten aus der aktuellen
Lo¨sung, indem ein
”
inverser GENI-Schritt“ durchgefu¨hrt wird. Anschließend
wird derselbe Knoten durch einen weiteren GENI-Schritt erneut in die Lo¨-
sung eingebaut. Durch die Kombination von GENI und US erha¨lt man das
Verfahren GENIUS.
Generalized Insertion – GENI Die Einfu¨gung eines Knotens in eine
Tour ist bei GENI mit einem gleichzeitig durchgefu¨hrten k-opt-Schritt ver-
bunden. Der erste gelo¨schte Bogen ist stets der Bogen, der vom eingefu¨gten
Knoten ausgeht. Dadurch wird erreicht, daß der eingefu¨gte Knoten nicht un-
bedingt zwischen zwei zuvor benachbarten Knoten plaziert wird. Die einfache
Einfu¨gung eines Knotens (ohne weitere Modifikation der Tour) wird als Son-
derfall erhalten.
Die Autoren unterscheiden zwei Varianten des verallgemeinerten Einfu¨-
gungsschritts, die sie als Type-I-Insertion bzw. Type-II-Insertion bezeichnen.
Type-I-Insertion Es wird ein 3-opt-Schritt durchgefu¨hrt, der zwei Teil-
stu¨cke (Segmente) der Originaltour invertiert, aber die Reihenfolge der
Segmente untereinander nicht a¨ndert. Die Einfu¨gung des Knotens er-
folgt am ersten eingefu¨gten Bogen:
Abbildung 2.12:
GENI – Type-I-Insertion
Type-II-Insertion Es wird ein 4-opt-Schritt durchgefu¨hrt, der ebenfalls
zwei Teilstu¨cke der Originaltour invertiert. Das genaue Vorgehen ist
Abb. 2.13 zu entnehmen.
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Abbildung 2.13: GENI – Type-II-Insertion
GENI beru¨cksichtigt immer beide mo¨glichen Orientierungen der Tour.
Um die Gro¨ße der Nachbarschaft zu reduzieren, werden nicht alle mo¨glichen
Einfu¨gungen betrachtet. Die Autoren definieren eine p-Nachbarschaft Np(v)
fu¨r alle Knoten v der Tour. Np(v) beinhaltet p der zu v na¨chstgelegenen
Knoten der Tour.
Die Einfu¨geheuristik GENI stellt nicht direkt ein Verbesserungsverfah-
ren dar. Dennoch kann GENI als Nacheinanderausfu¨hrung einer Knoten-
Einfu¨gung und einem 3-opt-Schritt bzw. 4-opt-Schritt aufgefaßt werden.19
Durch die Einfu¨gung des Knotens bedingt, wird insgesamt ein Bogen mehr
eingefu¨gt als gelo¨scht.
Die Schritte bei der US-Prozedur sind Verbesserungsschritte. Die Nach-
einanderausfu¨hrung von
”
unstringing“- und
”
stringing“-Schritt stellt insge-
samt einen speziellen k-opt-Schritt dar. Dies ist entweder ein 7-opt-Schritt
oder ein 9-opt-Schritt:
• Type-I-Insertion: Beim unstringing werden vier Bo¨gen gelo¨scht und drei
Bo¨gen eingefu¨gt (inverser GENI-Schritt) und beim stringing werden
drei Bo¨gen gelo¨scht und vier Bo¨gen eingefu¨gt.
• Type-II-Insertion: Zuna¨chst werden fu¨nf Bo¨gen gelo¨scht und vier Bo¨gen
eingefu¨gt (unstringing) und dann vier Bo¨gen gelo¨scht und fu¨nf Bo¨gen
eingefu¨gt (stringing).
GENIUS wurde spa¨ter weiterentwickelt, um das Verfahren auch auf an-
dere Problemklassen anwenden zu ko¨nnen. Die erste Erweiterung ist das von
Gendreau et al. in [GHLS95] beschriebene GENIUS-TW, das die Beru¨cksich-
tigung von Zeitfenstern und somit die Anwendung auf TSPTW ermo¨glicht. In
[PGR97] wird die Verknu¨pfung von GENIUS mit dem Einsatz von Constraint
19Die Reihenfolge spielt keine Rolle, d.h. man kann GENI ebenso als Nacheinanderaus-
fu¨hrung eines 3-opt-Schritts bzw. 4-opt-Schritts und einer Knoten-Einfu¨gung ansehen.
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Programming (CP) beschrieben. Bei diesem Ansatz wird die Zula¨ssigkeit ei-
nes Nachbarschaftsschritts mit Hilfe des CP u¨berpru¨ft. Sobald eine Entschei-
dung getroffen wurde, die zur Unzula¨ssigkeit einer (Teil-)Lo¨sung fu¨hrt, wird
ein Backtracking ausgelo¨st. Bei dem Verfahren GENIUS-CP ko¨nnen prin-
zipiell beliebige Restriktionen beru¨cksichtigt werden, so daß das Verfahren
allgemein auf m-TSPR (ggf. auch daru¨ber hinaus) anwendbar ist. Ein we-
sentlicher Vorteil des Ansatzes liegt darin, daß die Restriktionen fu¨r das CP
deklarativ formuliert werden ko¨nnen, weshalb eine Anpassung des Algorith-
mus beim Hinzufu¨gen weiterer Nebenbedingungen nicht notwendig ist. In
[RGP02a] erweitern die gleichen Autoren den zuvor beschriebenen Ansatz.
Hier setzen sie GENI fu¨r die Einfu¨gung von Knoten im Rahmen einer Lar-
ge Neighborhood Search ein, wie sie von Shaw [Sha98] vorgeschlagen wurde.
Fu¨r eine Nachoptimierung der gefundenen Touren am Ende der Suche wird
erneut GENIUS-CP eingesetzt.
In [PG99] wird ein alternativer Ansatz zur Verbindung zwischen lokaler
Suche und CP untersucht. Dabei wird das CP-Modell benutzt, um die zula¨s-
sigen Nachbarschaftsschritte zu bestimmen. Die Autoren wenden den neuen
Ansatz auch auf GENIUS an.
GENIUS wurde auch bei der Lo¨sung von VRPTW mit heterogenem Fuhr-
park eingesetzt. In [OVD98] benutzen die Autoren eine Kombination von
einem Genetischen Algorithmus und Scatter Search. Ein Gen repra¨sentiert
ein Cluster von Kunden, die gemeinsam bedient werden mu¨ssen. Die Bewer-
tung eines Gens wird ermittelt, indem mit Hilfe von GENIUS das zugeho¨rige
TSP gelo¨st wird. In [GLMT99] findet GENIUS als Teil einer Adaptive Me-
mory Procedure20 Verwendung. Auch hier wird GENIUS in erster Linie dazu
benutzt, einzelne Touren zu verbessern.
2.3 Meta-Heuristiken
Trotz der großen Bandbreite verschiedener Nachbarschaften besitzt die Lo-
kale Suche eine generelle Schwa¨che. Die Suche nach verbessernden Lo¨sungen
bleibt sehr oft auf einen relativ kleinen Teilbereich des gesamten Lo¨sungs-
raums beschra¨nkt und bricht ggf. fru¨hzeitig mit einer lokal optimalen Lo¨sung
ab. So ko¨nnen viele interessante Lo¨sungen nicht gefunden werden. Die Qua-
lita¨t der gefundenen Lo¨sungen ist daher ha¨ufig sehr stark von der Wahl der
20Die Adaptive Memory Procedure (AMP) ist eine spezielle Meta-Strategie, die von
Rochat und Taillard fu¨r das VRPTW entwickelt und in [RT95] beschrieben wurde.
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Startlo¨sung abha¨ngig und ggf. sehr unbefriedigend.
Um bessere Lo¨sungen finden zu ko¨nnen, wurde in den letzten zwei Jahr-
zehnten eine große Zahl von Meta-Heuristiken entwickelt. Mit deren Hilfe soll
in erster Linie erreicht werden, daß
1. der gesamte Lo¨sungsraum bzw. mo¨glichst alle interessanten Teile des
Lo¨sungsraums abgesucht werden (Diversifikation) und
2. die Suche in interessant erscheinenden Bereichen besonders gru¨ndlich
durchgefu¨hrt wird (Intensivierung).
Der Begriff der Meta-Heuristik wird in der Literatur unterschiedlich ge-
faßt. Wir wollen unter einer Meta-Heuristik ein allgemeingu¨ltiges heuristi-
sches Verfahren verstehen, das eine andere (problemspezifische) Heuristik
steuert.21
Eine ausfu¨hrliche Darstellung der in den letzten Jahren entwickelten Me-
ta-Heuristiken liegt jenseits der Intention dieser Arbeit. Einen guten U¨ber-
blick kann man sich z.B. anhand von [Ree93], [OL96], [TGGP01], [VMOR99],
[YI] und [RH01] verschaffen.
Da die Entwicklung der verschiedenen Meta-Heuristiken auf unterschied-
lichen Sichtweisen, Vorstellungen und Analogien basiert, werden oft verschie-
dene Begriffe fu¨r sehr a¨hnliche oder gleiche Konzepte benutzt. Bei genauer
Untersuchung unterscheiden sich die Meta-Heuristiken deshalb oft weniger
voneinander, als dies zuna¨chst den Anschein hat. Eine gewisse Systematisie-
rung scheint deshalb sinnvoll.
Die wesentlichen Ideen der verschiedenen Meta-Heuristiken beinhalten
• die Benutzung mehrerer unterschiedlicher Nachbarschaften,
• den Wechsel zu Ersatz-Zielfunktionen,
• die Verwendung mehrerer Startlo¨sungen,
• den Einsatz von Zufallselementen,
• die Kombination mehrerer (Teil-)Lo¨sungen,
• Geda¨chtnis und Lernen.
Eine eindeutige Zuordnung der einzelnen Meta-Heuristiken zu bestimm-
ten Kategorien muß daran scheitern, daß bei allen erfolgreichen Meta-Heu-
ristiken mehrere Ideen miteinander kombiniert und auf verschiedene Aspek-
te der Suche angewendet werden. Eine große Zahl von Vero¨ffentlichungen
21siehe auch [GL97, S. 17]
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bescha¨ftigt sich mit Erweiterungen von Meta-Heuristiken, um diese fu¨r be-
stimmte Anwendungen noch besser geeignet zu machen bzw. bestimmte
Schwa¨chen der Verfahren abzubauen. Dabei werden oft Ideen benutzt, die
von anderen Meta-Heuristiken bereits bekannt sind. Dementsprechend be-
steht auch durchaus nicht immer Einigkeit daru¨ber, wodurch eine bestimmte
Meta-Heuristik wesentlich gekennzeichnet ist. Glover und Laguna schreiben
dazu in [GL97, S. 17]:
”
[However,] a rigorous classification of different meta-heuristics
is a difficult and risky enterprise, because the leading advocates
of alternative methods often differ among themselves about the
essential nature of the methods they espouse.“ 22
Einige Vero¨ffentlichungen versuchen eine integrierende Sicht auf mehrere
Meta-Heuristiken zu entwickeln. Dabei wird meistens gezeigt, daß sich eine
Reihe anderer Meta-Heuristiken auch als Spezialfa¨lle einer bestimmten Meta-
Heuristik darstellen lassen.23
Ein anderer Ansatz wird von Yagiura und Ibaraki [YI] verfolgt. Die Au-
toren versuchen, das Vorgehen von Meta-Heuristiken allgemein wie folgt zu
fassen:
Algorithmus 2.2. Meta-Heuristik nach Yagiura und Ibaraki
1. Erzeuge eine [Menge von] Startlo¨sung[en] X.
2. Verbessere X mit einer (verallgemeinerten) Lokalen Suche:
2.1 Setze xakt := x ∈ X
2.2 (Schleife) Solange die Abbruchbedingung nicht erfu¨llt ist, wiederhole:
2.2.1 Bestimme mit einer spezifizierten Auswahl-Strategie eine Lo¨sung
x′ aus der Nachbarschaft N (xakt).
2.2.2 Falls fu¨r die Bewertungsfunktion f˜ gilt: f˜(xakt) > f˜(x′), setze
xakt := x′.
Durch die Angabe der Nachbarschaft, der Auswahl-Strategie, der Bewer-
tungsfunktion und einer Abbruchbedingung sowie durch die Spezifikation von
Schritt 1 ko¨nnen verschiedene Meta-Heuristiken beschrieben werden.
22[Wie auch immer,] eine genaue Klassifikation verschiedener Meta-Heuristiken ist ein
schwieriges und riskantes Unterfangen, weil die fu¨hrenden Verfechter alternativer Metho-
den oft untereinander verschiedene Ansichten u¨ber den wesentlichen Charakter der von
ihnen vertretenen Methoden haben.
23z.B. [TGGP01], [CH01b], [LMS]
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Einen a¨hnlichen Ansatz verfolgen Vaessens et. al. [VAL98]. Sie pra¨sentie-
ren eine stark verallgemeinerte Ablaufstruktur fu¨r eine Lokale Suche (Local
Search Template) und zeigen, daß dieses Template zu verschiedenen Me-
ta-Heuristiken spezialisiert werden kann (z.B. Variable Depth Search, Tabu
Search, Genetische Algorithmen).
In diesem Abschnitt kann nur eine knappe U¨bersicht u¨ber die wichtigsten
Ideen der Meta-Heuristiken gegeben werden. Wir werden im Abschnitt 5.2
darauf eingehen, daß sich viele dieser Ideen mit den in dieser Arbeit vorge-
stellten Methoden gut verbinden lassen.
2.3.1 Variation der Nachbarschaft
Variable-Neighborhood-Descent-Heuristik (VND) Eine einfache
Idee, einen fru¨hzeitigen Abbruch der Lokalen Suche zu vermeiden, ist die
wechselnde Verwendung von zwei oder mehr Nachbarschaften. Verfahren, die
solche Wechsel zwischen verschiedenen Nachbarschaften systematisch durch-
fu¨hren, bezeichnen Hansen und Mladenovic´ in [HM01b] als
”
Variable Neigh-
borhood Descent“.
Angenommen, es stehen die Nachbarschaften (N1, . . . ,Nk) zur Verfu¨gung.
Man beginnt mit der Lokalen Suche unter Verwendung von N1, was eine
bezu¨glich der Nachbarschaft N1 lokal optimale Lo¨sung liefert. Diese ist aber
i.a. nicht lokal optimal bezu¨glich der Nachbarschaft N2, weshalb die Lokale
Suche mit N2 gestartet werden kann. Anschließend wechselt man die Nach-
barschaften immer weiter, bis eine Lo¨sung vorliegt, die bezu¨glich aller Nach-
barschaften N1, . . . ,Nk lokal optimal ist.
In [PR95] wenden Potvin und Rousseau das beschriebene Vorgehen auf die
2-opt-Nachbarschaft und 2-opt∗-Nachbarschaft24 fu¨r das m-TSPTW an. Sie
stellen fest, daß die Kombination dieser zwei Nachbarschaften (Komplexita¨t
ist O(n2)) oft bessere Lo¨sungen liefert als die Lokale Suche mit der 3-opt-
Nachbarschaft (Komplexita¨t O(n3)).
Das beschriebene Vorgehen ist besonders effektiv, wenn sich die ver-
wendeten Nachbarschaften gut erga¨nzen. Daher sollte die Schnittmenge der
Nachbarschaften paarweise gering sein, was z.B. bei 2-opt-Nachbarschaft und
2-opt∗-Nachbarschaft der Fall ist.
24siehe k-opt∗-Nachbarschaft auf Seite 48
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Variable Neighborhood Search Die von Hansen und Mladenovic´ in
[HM97] und [HM01b] formulierte
”
Variable Neighborhood Search“ (VNS),
kann als eine Erweiterung der VND angesehen werden.
Das Vorgehen der VNS kann in seiner Basisform durch folgenden Algo-
rithmus beschrieben werden:
Algorithmus 2.3. Variable Neighborhood Search25
1. (Initialisierung) Wa¨hle eine Menge von NachbarschaftenN1, . . . ,Nkmax , eine
Startlo¨sung y und eine Abbruchbedingung.
2. (Schleife) Solange die Abbruchbedingung nicht erfu¨llt ist, wiederhole:
2.1 Setze k := 1
2.2 Solange k ≤ kmax ist, wiederhole:
2.2.1 (Schu¨tteln) Generiere zufa¨llig eine Lo¨sung y′ ∈ Nk(y).
2.2.2 (Lokale Suche) Wende eine Lokale Suche auf y ′ an. Dadurch erha¨lt
man die lokal optimale Lo¨sung y′′.
2.2.3 (Durchfu¨hrung ja/nein)
Falls y′′ besser ist als y, setze y := y′′ und k := 1,
sonst setze k := k + 1.
Bei der VNS wird also (im Gegensatz zur VND) nicht direkt in der Nach-
barschaft der besten bekannten Lo¨sung y gesucht, sondern ausgehend von
einer zufa¨llig gewa¨hlten Lo¨sung y′ der Nachbarschaft Nk(y).
Hansen und Mladenovic´ weisen in [HM01a] darauf hin, daß die Lokale
Suche in Schritt 2(.2).2 auch einen Wechsel zwischen verschiedenen Nach-
barschaften, also eine VND, beinhalten kann.
Variable Depth Search (VDS) Die wesentliche Idee des Verfahrens be-
steht in einer dynamischen Anpassung der Gro¨ße der Nachbarschaft. Bei einer
Austausch-Nachbarschaft kann z.B. die Zahl der gleichzeitig durchgefu¨hrten
Austausche variiert werden.
Glover und Laguna betrachten die VDS als spezielle Form einer Ejection
Chain.26 Nachbarschaftsschritte werden dabei als zusammengesetzte Schritte
(
”
compound moves“) betrachtet, die aus einer Kette von Teilschritten (
”
sim-
ple moves“) aufgebaut werden. Der Aufbau dieser Kette von Teilschritten
wird nach bestimmten Kriterien abgebrochen, z.B. wenn die Qualita¨t des
25vgl. [HM01b, S. 451]
26siehe [GL97, S. 135]
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so generierten zusammengesetzten Nachbarschaftsschritts ein Qualita¨tslimit
unterschreitet. Anschließend wird die beste Teilkette, ausgehend vom Start
bis zu einem frei wa¨hlbaren letzten Teilschritt, bestimmt und der zugeho¨rige
zusammengesetzte Schritt durchgefu¨hrt.
Die Idee der VDS wurde von Lin und Kernighan sehr erfolgreich auf das
Graph Partitioning Problem [KL70] und auf das Traveling Salesman Problem
[LK73] angewendet. Verbesserte Varianten des Lin-Kernighan-Algorithmus
stellen auch heute die leistungsfa¨higsten Heuristiken fu¨r das TSP dar. Das
Vorgehen des Lin-Kernighan-Algorithmus wurde bereits auf Seite 45f. be-
schrieben.
Wechsel der Zielfunktion Die Eigenschaft einer Lo¨sung, lokal optimal
zu sein, kann nicht nur durch einen Wechsel der Nachbarschaft aufgehoben
werden. Ebenso kann auch ein Wechsel zwischen (evtl. mehreren) Ersatz-
Zielfunktionen und der Zielfunktion vorgenommen werden, um einen zeitigen
Abbruch der Suche zu vermeiden.
Bei vielen Problemen lassen sich geeignete Ersatz-Zielfunktionen ableiten,
die der eigentlichen Zielfunktion insofern nahekommen, daß Nachbarschafts-
schritte, die eine Verbesserung der Ersatz-Zielfunktion bewirken, ha¨ufig (aber
nicht immer) auch eine Verbesserung der Zielfunktion zur Folge haben. Der
Wechsel zu einer solchen Ersatz-Zielfunktion fu¨hrt deshalb i.d.R. zu keiner
bzw. nur zu einer moderaten Verschlechterung der Lo¨sung bezu¨glich der ur-
spru¨nglichen Zielfunktion.
Der Wechsel zwischen verschiedenen Zielfunktionen wird in [Cal00] beim
TSPTW, in [CW98] bzw. [CW01] und [Fun98] beim VRPTW erfolgreich
eingesetzt. In allen genannten Fa¨llen wird das Vorgehen mit dem zuvor be-
schriebenen Wechsel zwischen verschiedenen Nachbarschaften kombiniert.
Modifikation von Zielfunktion oder Daten Eine Reihe von Verfah-
ren basieren auf einer gezielten Vera¨nderung der Zielfunktion oder der dem
Problem zugrundeliegenden Daten. Durch diese Modifikation wird es ggf. er-
mo¨glicht, zuvor lokal optimale Lo¨sungen wieder zu verlassen.
Noising Methods Bei den von Charon und Hudry beschriebenen
”
Noi-
sing Methods“ (siehe [CH01a] und [CH01b]) werden entweder die Zielfunk-
tion oder die dem Problem zugrundeliegenden Daten durch ein ku¨nstlich
aufgebrachtes Rauschen r gesto¨rt. Das Rauschen wird gema¨ß einer Zufalls-
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verteilung erzeugt und so gesteuert, daß dessen Mittelwert und Standardab-
weichung wa¨hrend des Optimierungsprozesses gegen Null gehen. Das aufge-
brachte Rauschen dient bei diesen Verfahren dazu, lokal optimale Lo¨sungen
wieder verlassen und die Lokale Suche fortsetzen zu ko¨nnen. Durch das suk-
zessive Absenken des Rauschens na¨hert sich der Suchprozeß einer Lo¨sung des
Originalproblems.
Charon und Hudry unterscheiden drei Formen von Noising Methods, die
dadurch gekennzeichnet sind, welche Gro¨ßen durch das Rauschen gesto¨rt wer-
den.
1. Die Sto¨rung wird auf die Daten aufgebracht. Beim TSPTW ko¨nnen
z.B. die zeitlichen und/oder ra¨umlichen Absta¨nde zwischen den Knoten
gesto¨rt werden.
2. Die Berechnung der Vera¨nderung der Kosten beim Durchfu¨hren eines
Nachbarschaftsschritts von y zu y′ wird gesto¨rt.
Anstelle von ∆c(y, y′) = c(y)− c(y′) wird der Lokalen Suche ein gesto¨r-
ter Gewinn ∆cnoised(y, y′) = ∆c(y, y′) + r zugrunde gelegt.
3. Die Kostenfunktion c selbst wird gesto¨rt, indem ein Teil der Daten
vernachla¨ssigt wird.
Simulated Annealing (SA) Das Verfahren za¨hlt zu den ersten Meta-
Heuristiken, die auf einer Analogie zu natu¨rlichen Prozessen beruhen. 1953
beschrieben Metropolis et. al. [MRR+53] ein Modell zur Simulation des phy-
sikalischen Prozesses beim Abku¨hlen (tempern) von Kristallen auf einem
Computer. Erst 30 Jahre spa¨ter wurde von Kirkpatrick et. al. in [KGV83]
vorgeschlagen, die Methodologie zur Lo¨sung kombinatorischer Optimierungs-
probleme einzusetzen.
Die wesentliche Idee des Verfahrens besteht in einer Erweiterung der Lo-
kalen Suche, die es erlaubt, daß auch verschlechternde Nachbarschaftsschrit-
te mit einer gewissen Wahrscheinlichkeit zugelassen werden. Dadurch ist es
prinzipiell mo¨glich, ein lokales Optimum wieder zu verlassen. Die Zufallsent-
scheidung u¨ber die Annahme einer verschlechternden Lo¨sung wird so durch-
gefu¨hrt, daß die Wahrscheinlichkeit der Akzeptanz von einem
”
Temperatur“-
Parameter T abha¨ngig ist. Mittels einer Abku¨hlungsstrategie wird T lang-
sam an null angena¨hert. Dadurch reduziert sich im Lauf der Zeit die Wahr-
scheinlichkeit, daß verschlechternde Nachbarschaftsschritte akzeptiert wer-
den, ebenfalls auf null.
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Algorithmus 2.4. Simulated Annealing
1. (Initialisierung) Generiere eine Startlo¨sung y0 und initialisiere die aktuelle
Lo¨sung yakt := y0 und den Temperatur-Parameter T := T 0  0.
2. Wiederhole, bis eine Abbruchbedingung erfu¨llt ist:
2.1 Bestimme eine zufa¨llig eine Nachbarlo¨sung y′ ∈ N (yakt) mit einer
gleichma¨ßigen Verteilung u¨ber N (yakt).
2.2 Setze p :=
{
1, falls z(y′) ≤ z(yakt)
e−
z(y′)−z(yakt)
T , sonst.
2.3 Setze yakt := y′ mit Wahrscheinlichkeit p.
2.4 (Abku¨hlung) Reduziere T gema¨ß einer Abku¨hl-Strategie.
SA wurde fu¨r die Lo¨sung sehr vieler verschiedener kombinatorischer Op-
timierungsprobleme erfolgreich eingesetzt.
Charon und Hudry verweisen darauf, daß SA als spezielle Variante der
Noising Methods aufgefaßt werden kann, bei dem der Gewinn eines Nachbar-
schaftsschritts durch eine logarithmische Rauschfunktion gesto¨rt wird, wobei
die (sinkende) Temperatur die Rausch-Rate steuert.27 Diese Sichtweise mo-
tiviert auch die hier vorgenommene Einordnung von SA als Modifikation der
Zielfunktion.
Gla¨tten von Daten (Data Smoothing) Eine wiederholte Modifi-
kation der Daten soll auch beim Data Smoothing (DS) das Ausbrechen aus
lokalen Optima ermo¨glichen. Im Gegensatz zu den zuletzt beschriebenen Ver-
fahren benutzt man aber eine systematische und keine zufallsgesteuerte Mo-
difikation.
Mit einer parametrierbaren Gla¨ttungsfunktion werden die Daten zuerst
einander angeglichen, bevor die Lokale Suche durchgefu¨hrt wird. Danach wird
die Gla¨ttung durch Anpassung des Gla¨ttungsparameters schrittweise redu-
ziert und die Lokale Suche jeweils ausgehend von der letzten gefundenen
Lo¨sung erneut gestartet. So na¨hert man sich iterativ den urspru¨nglichen Da-
ten. In der letzten Iteration wird die Gla¨ttung ganz beseitigt und mit den
Originaldaten gerechnet.
In [GH94] und [SDFM97] wird Data Smoothing auf das TSP angewendet.
Die Gla¨ttung bewirkt das Nivellieren der ra¨umlichen Absta¨nde zwischen den
27siehe [CH01a, S. 91]
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Knoten, d.h. geringe Absta¨nde werden ku¨nstlich verla¨ngert und/oder große
Absta¨nde werden ku¨nstlich verku¨rzt. Die Autoren untersuchen verschiedene
Gla¨ttungsfunktionen (sigmoidal, exponentiell, logarithmisch, hyperbolisch).
In [CGW99] wird die abwechselnde Wiederholung des Verfahrens zwi-
schen einer konvexen und einer konkaven Gla¨ttungsfunktion vorgeschlagen.
Dieses Vorgehen, das als Sequential Smoothing Algorithmus bezeichnet wird,
dominiert die oben genannten Gla¨ttungsfunktionen.
Guided Local Search (GLS) GLS wurde erstmalig 1995 von Voudou-
ris und Tsang [VT95] beschrieben. Bei diesem Verfahren wird das Verlassen
lokaler Optima durch eine gezielte Modifikation der Zielfunktion erzwungen.
Dazu werden Eigenschaften, durch die die bereits gefundenen lokal optimalen
Lo¨sungen gekennzeichnet sind, durch einen zusa¨tzlichen Term in der Ziel-
funktion bestraft. Der Strafterm wird jeweils beim Erreichen eines lokalen
Optimums aktualisiert.
Gegeben sei eine Menge von Eigenschaften F = {f1, . . . , fM}. Jeder Ei-
genschaft fi ∈ F ko¨nnen Kosten c(fi) zugeordnet werden. Die Indikatorfunk-
tion Ii(y) gibt an, ob die Lo¨sung y ∈ Y die Eigenschaft fi aufweist oder
nicht:
Ii(y) =
{
1, falls y das Merkmal fi besitzt
0, sonst.
Die Festlegung der beru¨cksichtigten Eigenschaften und deren Kosten ist ab-
ha¨ngig vom jeweiligen Problem. Fu¨r Routing Probleme ko¨nnen z.B. die Zu-
geho¨rigkeit von Bo¨gen zu einer Lo¨sung als deren Eigenschaften angesehen
werden. Die Kosten dieser Eigenschaften ko¨nnen dann durch die La¨nge des
Bogens angegeben werden.
GLS wechselt sta¨ndig zwischen einer Lokalen Suche und der Anpassung
des Strafverktors p = (p1, . . . , pM). Der Lokalen Suche wird die erweiterte
Kostenfunktion
z′(y) = z(y) + λ ·
M∑
i=1
pi · Ii(y)
zugrunde gelegt. Dabei sind z(y) die urspru¨ngliche Kostenfunktion des Opti-
mierungsproblems und λ ein Regulierungsparameter, mit dessen Festlegung
der Einfluß des Strafterms auf die Bewertung einer Lo¨sung im Verha¨ltnis zu
deren urspru¨nglichen Kosten problemabha¨ngig kontrolliert werden kann.
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Zu Beginn des Verfahrens werden alle Komponenten des Strafvektors p
auf null gesetzt. Bricht die Lokale Suche in einem lokalen Optimum y ′ ab,
so werden die Komponenten des Strafvektors um eins erho¨ht, fu¨r die der
Ausdruck (
”
utility expression“)
util(y′, fi) = Ii(y
′) ·
c(fi)
1 + pi
maximal ist. Durch diese Festlegung wird erreicht, daß teure Eigenschaften
zuerst bestraft und somit tendenziell vermieden werden. Auf la¨ngere Sicht
werden die Eigenschaften (bei wiederholter Bestrafung) proportional zu ihren
Kosten bestraft.
In [Vou97] wird der Einsatz von GLS zur Lo¨sung des TSP, des Quadra-
tischen Zuordnungsproblems (QAP), des Radio Link Frequency Assignment
Problems und fu¨r ein Workforce Scheduling Problem untersucht. In [VT98]
und [LT98] wird die Idee von GLS auch auf Genetische Algorithmen u¨ber-
tragen. Das resultierende Verfahren nennen die Autoren
”
Guided Genetic
Algorithm“.
2.3.2 Multi-Start Verfahren
Die Erkenntnis, daß bei einer Lokalen Suche oft nur Lo¨sungen in der
”
Na¨he“
der Startlo¨sung untersucht werden, fu¨hrt zu der einfachen Idee, ausgehend
von mehreren mo¨glichst unterschiedlichen Startlo¨sungen jeweils eine neue
Suche zu initiieren. Die Mo¨glichkeit, Startlo¨sungen vollkommen zufa¨llig zu
wa¨hlen (
”
random restart“), wird bereits in [Lin65] und [LK73] betrachtet.
Bei vielen kombinatorischen Problemen erweist sich aber die zufa¨llige
Wahl von Startlo¨sungen als nicht sehr erfolgreich, weil zu ha¨ufig lokal opti-
male Lo¨sungen mit relativ schlechten Zielfunktionswerten gefunden werden.
Bessere Ergebnisse lassen sich erreichen, wenn man verschiedene aussichts-
reiche Startlo¨sungen zur Verfu¨gung hat.
GRASP – Greedy Randomized Adaptive Search Procedure GRASP
ist ein iteratives Verfahren, bei dem jede Iteration aus dem Generieren einer
Startlo¨sung und einer anschließenden Lokalen Suche besteht. Bei GRASP
wird eine sogenannte
”
adaptive zufallsgesteuerte Greedy-Heuristik“ benutzt,
um eine relativ gute Startlo¨sung zu generieren.
Unter einer Greedy-Heuristik versteht man ein konstruktives Verfahren,
das eine Lo¨sung schrittweise konstruiert. In jedem Schritt wird je ein Element
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(z.B. ein Knoten beim TSP) zur aktuellen Teillo¨sung hinzugefu¨gt bzw. fixiert.
Dieses Element wird immer so gewa¨hlt, daß der Zuwachs der Zielfunktion
minimal ist.28
Bei GRASP wird das na¨chste zu fixierende Element im Gegensatz zur
Greedy-Heuristik aus einer Kandidatenliste (restricted candidate list) zufa¨llig
ausgewa¨hlt. In der Kandidatenliste werden die Festlegungen der vorangegan-
genen Schritte beru¨cksichtigt. So entha¨lt die Kandidatenliste nur zula¨ssige
Elemente, die ggf. gema¨ß des Greedy-Kriteriums geordnet sind.
Eine sehr erfolgreiche Anwendung von GRASP auf VRPTW wird in
[KB95] beschrieben. Eine umfassende Bibliographie der Vero¨ffentlichungen
zu Methodik und Anwendungen von GRASP bietet [FR01].
Iterated Local Search (ILS) Beim ILS wird eine neue Startlo¨sung fu¨r
die Lokale Suche jeweils ausgehend von der aktuellen (lokal optimalen) Lo¨-
sung bestimmt. Der prinzipielle Ablauf einer ILS wird in [LMS] wie folgt
dargestellt:
Algorithmus 2.5. Iterated Local Search
1. y0 = GenerateInitialSolution()
2. y∗ = LocalSearch(y0)
3. Wiederhole, bis eine Abbruchbedingung erfu¨llt ist:
3.1 y′ = Perturbation(y∗, history)
3.2 y′∗ = LocalSearch(y′)
3.3 y∗ = AcceptanceCriterion(y∗, y′∗, history)
Dabei bezeichnen GenerateInitialSolution eine Ero¨ffnungsheuristik und
LocalSearch eine Verbesserungsheuristik. Letztere ist meistens (aber nicht
notwendig) eine Lokale Suche.
Mit der Methode Perturbation wird zu der jeweils aktuellen (lokal op-
timalen) Lo¨sung y∗ eine neue Startlo¨sung y′ erzeugt. Dazu bedient man
sich ha¨ufig eines Nachbarschaftsschritts (
”
kick-move“) einer anderen Nach-
barschaft. Die erzeugte neue Startlo¨sung y′ soll sich von der Lo¨sung y∗ so
unterscheiden, daß das nachfolgende Verbesserungsverfahren LocalSearch
i.d.R. nicht dazu in der Lage ist, die Vera¨nderung von y∗ zu y′ wieder ru¨ck-
ga¨ngig zu machen. Dennoch soll die Lo¨sungsqualita¨t von y′ nicht zu schlecht
28Eine Greedy-Heuristik fu¨r das TSP ist z.B. die Na¨chste-Nachbar-Heuristik.
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sein. Das kann z.B. dadurch erreicht werden, daß Perturbation nur wenige
Teile (z.B. nur wenige Bo¨gen) einer Lo¨sung a¨ndert.29 Alternativ zum Einsatz
von kick-Schritten kann z.B. auch eine Lokale Suche mit einer modifizier-
ten Zielfunktion oder gesto¨rten Daten (vgl.
”
Noising Methods“ auf Seite 57)
etc. eingesetzt werden. Der Parameter history steht fu¨r Informationen, die
den bisherigen Verlauf der Suche betreffen. Diese ko¨nnen Einfluß auf das
Verhalten von Perturbation haben.
Bei geeigneter Wahl von Perturbation wird das Verfahren LocalSearch
die Lo¨sung y′ mit hoher Wahrscheinlichkeit mit wenigen Verbesserungen
in eine lokal optimale Lo¨sung y′∗ u¨berfu¨hren, die eine hohe Lo¨sungsqua-
lita¨t aufweist. Da y′∗ aber schlechter sein kann als y∗, wird mit der Me-
thode AcceptanceCriterion explizit daru¨ber entschieden, ob diese Lo¨sung
Ausgangspunkt fu¨r die weitere Suche sein soll oder nicht. Auch diese Ent-
scheidung kann (aber muß nicht) vom bisherigen Verlauf der Suche abha¨ngig
gemacht werden.
Wird hier (wie beim Simulated Annealing) das Metropolis-Akzeptanzkri-
terium verwendet, so erha¨lt man ein spezielles Simulated Annealing Verfah-
ren. Dieses ist durch sehr große Schritte gekennzeichnet, welche (aufgrund
der in jedem Schritt durchgefu¨hrten lokalen Optimierung) stets zu einem lo-
kalen Optimum fu¨hren. Dieses Vorgehen wird auch als
”
Large-step Markov
Chain“ [MOF91] oder als
”
Chained Local Optimization“ [MO96] bezeichnet.
ILS wurde mit beeindruckendem Erfolg auf das TSP angewandt, wobei
der sehr leistungstarke Lin-Kernighan-Algorithmus als lokales Suchverfahren
dient (
”
Iterated Lin-Kernighan“).30 Nachfolgend wurde ILS auch zur Lo¨sung
vieler weiterer kombinatorischer Optimierungsprobleme eingesetzt. Eine aus-
fu¨hrliche Beschreibung von ILS und einen U¨berblick u¨ber eine Reihe von
Anwendungen bietet [LMS].
2.3.3 Populationsbasierte bzw. evolutiona¨re Verfahren
Genetische Algorithmen und Evolutiona¨re Strategien Genetische
Algorithmen (GA) und Evolutiona¨re Strategien (ES) orientieren sich an der
29Fu¨r das (symmetrische) TSP wird z.B. ha¨ufig der
”
double bridge move“ als Kick-
Schritt verwendet, da er durch sequentielle k-opt-Schritte nicht ru¨ckga¨ngig gemacht wer-
den kann. Andererseits werden durch diesen speziellen 4-opt-Schritt lediglich vier Kanten
ersetzt, so daß die erhaltene Lo¨sung viele gute Eigenschaften der Lo¨sung y∗ beha¨lt. Siehe
z.B. [MOF91], [MO96] oder [HRM97].
30 siehe [Joh90], [MOF91], [ABCC98] und [ACR00]
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Anpassung einer Population von Individuen u¨ber mehrere Generationen an
die a¨ußeren Bedingungen (natu¨rliche Auswahl). Sie sind dadurch gekenn-
zeichnet, daß zu jedem Zeitpunkt mehrere Lo¨sungen verwaltet und (quasi)
gleichzeitig modifiziert werden ko¨nnen. Eine solche Menge von Lo¨sungen wird
in Anlehnung an das natu¨rliche Vorbild als Population bezeichnet. Beide Ver-
fahren basieren auf der wiederholten Anwendung der drei Operatoren Selek-
tion, Rekombination31 und Mutation auf der jeweils aktuellen Population.32
Die grundlegenden Ideen der GA gehen auf die Arbeit von Holland [Hol75]
zuru¨ck. De Jong [De 75] und Goldberg [Gol89] zeigten, daß es mo¨glich ist,
komplexe Probleme mit GA zu lo¨sen. Die ES wurden von bereits 1973 von
Rechenberg [Rec73] vorgeschlagen und von Schwefel [Sch81] aufgegriffen.
Im Gegensatz zur englischsprachigen Literatur, wo ES lange Zeit relativ
wenig Beachtung fanden, ist es in der deutschsprachigen Literatur u¨blich,
eine begriﬄiche Trennung von GA und ES vorzunehmen. GA (im engeren
Sinne) sind dann dadurch gekennzeichnet, daß eine Beschreibung der Lo¨sun-
gen anhand von Chromosomen (Bitvektoren) erfolgt und die Rekombinati-
on und Mutation auf diesen Chromosomen operieren. Bei den ES werden
i.d.R. keine Bitvektoren fu¨r die Darstellung einer Lo¨sung verwendet. ES va-
riieren außerdem gezielt die Gro¨ße der Population. Dadurch ko¨nnen u.a. auch
eine Intensivierung bzw. Diversifizierung der Suche erreicht werden. Aktuelle
Vero¨ffentlichungen sprechen ha¨ufig von Genetischen Algorithmen, auch wenn
keine Chromosomen gebildet werden.
Die Fortschreibung der Populationen geschieht bei GA und ES nach dem
gleichen Schema:
31Die Rekombination wird ha¨ufig auch als
”
Kreuzung“ bzw. als
”
Crossover“ bezeichnet.
32Strenggenommen fallen GA und ES nicht unter den Begriff einer Meta-Heuristik, denn
sie dienen ihrer origina¨ren Idee zufolge nicht dazu, eine untergeordnete Suche zu steuern.
Insbesondere beim Einsatz von GA zur Lo¨sung von kombinatorischen Optimierungsproble-
men werden sie jedoch oft mit einer Lokalen Suche oder anderen Suchverfahren kombiniert,
um die Effektivita¨t und Effizienz des Verfahrens zu erho¨hen. So gibt es z.B. Realisierungen,
bei denen der Kreuzungsoperator oder der Mutationsoperator eine Lokale Suche durchfu¨h-
ren. In der Literatur werden die GA deshalb fast immer den Meta-Heuristiken zugeordnet.
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Algorithmus 2.6. Genetischer Algorithmus/Evolutiona¨re Strategie
1. (Startlo¨sung) Generiere eine Startpopulation P .
2. Wiederhole, bis eine Abbruchbedingung erfu¨llt ist:
2.1 Bestimme die
”
Fitness“ jeder Lo¨sung yi ∈ P .
2.2 (Selektion) Erzeuge durch Auswahl von Lo¨sungen aus P eine Eltern-
Population P ′.
2.3 (Rekombination) Erzeuge eine neue Population P ′′ von Lo¨sungen (
”
Nach-
kommen“), die jeweils durch eine Rekombination von je zwei (oder
mehr) Lo¨sungen aus P ′ (
”
Eltern“) gebildet werden.
2.4 (Mutation) Modifiziere zufa¨llig einige Lo¨sungen von P ′′.
2.5 Erzeuge eine neue Population P akt durch Auswahl von Elementen aus
P akt und P ′′.
Die Selektion erfolgt stets zufallsgesteuert, wobei Lo¨sungen mit einer ho¨-
heren Fitness eine ho¨here Auswahl-Wahrscheinlichkeit besitzen. Normaler-
weise wird das sogenannte Roulette-Verfahren angewendet, d.h. die Wahr-
scheinlichkeit pi fu¨r die Auswahl einer Lo¨sung y
i ∈ P ist
pi =
z(yi)∑
y∈P z(y)
.
Von dieser Vorgabe abgesehen, ko¨nnen Selektion, Rekombination und Mu-
tation sehr unterschiedlich aufgefaßt und implementiert werden. Dies hat zu
einer großen Vielfalt unterschiedlicher Realisierung gefu¨hrt. Auch die Anwen-
dungen von GA (und ES) sind sehr zahlreich und vielfa¨ltig.
Scatter Search und Path Relinking Scatter Search und Path Relinking
verwalten ebenso wie GA und ES mehrere Lo¨sungen gleichzeitig (Referenz-
menge) und erzeugen neue Lo¨sungen anhand der Kombination von Eigen-
schaften mehrerer bekannter Lo¨sungen. Beide Verfahren ko¨nnen nach folgen-
dem Muster ablaufen:
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Algorithmus 2.7. Template fu¨r Scatter Search/Path Relinking33
1. (Ausgangslo¨sungen) Generiere eine oder mehrere zufa¨llig gewa¨hlte Ausgangs-
lo¨sungen.
2. Wiederhole fu¨r eine bestimmte Anzahl von Iterationen:
2.1 (Diversifikation) Generiere zu jeder Ausgangslo¨sungen eine Menge di-
vers verteilter Testlo¨sungen.
2.2 (Verbesserung und Aktualisierung der Referenzmenge) Wende auf alle
im Schritt 2.1 erzeugten Testlo¨sungen ein Verbesserungsverfahren an,
um eine oder mehrere verbesserte Lo¨sungen zu erzeugen. Aktualisiere
die Referenzmenge, die aus den b besten gefundenen Lo¨sungen besteht.
3. (Scatter Search/Path Relinking Phase) Wiederhole fu¨r eine bestimmte An-
zahl von Iterationen:
3.1 (Teilmengen generieren) Generiere Teilmengen der Referenzmenge als
Basis fu¨r die Erzeugung kombinierter Lo¨sungen.
3.2 (Kombiniere Lo¨sungen) Erzeuge zu jeder im Schritt 3.1 erzeugten Teil-
menge X mit einer
”
Kombinationsmethode“ eine Menge C(X) von
kombinierten Lo¨sungen.
3.3 (Verbesserung und Aktualisierung der Referenzmenge) Wende ein Ver-
besserungsverfahren auf alle im Schritt 3.2 erzeugten Lo¨sungen an, um
eine oder mehrere verbesserte Lo¨sungen zu erzeugen. Aktualisiere die
Referenzmenge.
Scatter Search und Path Relinking unterscheiden sich nur darin, wie der
Schritt 3.2 ausgefu¨hrt wird. Beim Scatter Search werden
”
lineare Kombina-
tionen“ erzeugt, indem Eigenschaften von mehreren Referenzlo¨sungen (nicht-
konvex) miteinander kombiniert (und, sofern notwendig, auf ganzzahlige Wer-
te gerundet) werden.
Beim Path Relinking werden Kombinationen auf einem Pfad in einem
”
Nachbarschaftsraum“ von einer Referenzlo¨sung zu einer anderen (und dar-
u¨ber hinaus) erzeugt. Die
”
linearen Kombinationen“ des Scatter Search ko¨n-
nen als spezielle Pfade in einem euklidischen Raum aufgefaßt werden. Daher
bezeichnet Glover das Path Relinking als eine verallgemeinerte Form des
Scatter Search.
Eine detaillierte Beschreibung und Verweise auf Anwendungen von SS
und PR finden sich in [Glo98] und [Glo99].
33siehe [Glo98, S. 10]
35Die Abb. 2.14 wurde aus [Glo99] u¨bernommen.
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3
1
A
B
C2
4
A, B, C sind Lo¨sungen der Referenzmenge. Es wird eine Menge von Lo¨sungen
auf dem durch A und B definierten Linien-Segment erzeugt. Aus dieser Menge
wird die Lo¨sung 1, die aus einer nicht-konvexen Kombination von A und B
resultiert, in die Referenzmenge aufgenommen. Analog werden die Lo¨sungen 2
bis 4 erzeugt.
Abbildung 2.14: Beispiel fu¨r
”
lineare Kombinationen“ beim Scatter Search
im zweidimensionalen Raum.35
Ameisen-Algorithmen Ameisen-Algorithmen36 basieren auf der Simula-
tion des Verhaltens einer Menge von Ameisen, die ein (Optimierungs-)Pro-
blem mittels einer sehr einfachen Kommunikation kooperativ lo¨sen. Die Idee
wurde zuerst von Colorni et. al. [CDM91] vero¨ffentlicht.
Bei der algorithmischen Umsetzung wird fu¨r jede Ameise ein einfacher
Prozeß (Agent) verwendet, der schrittweise eine neue Lo¨sung des Problems
aus einzelnen Komponenten ki aufbaut. In jedem Schritt wird die bereits
erzeugte partielle Lo¨sung a durch Hinzufu¨gen einer weiteren Komponente
erweitert. Die Auswahl der na¨chsten Komponente basiert auf einer Bewertung
der noch verwendbaren Komponenten bezu¨glich der Teillo¨sung a.
Die wesentliche Idee der Ameisen-Algorithmen besteht darin, daß die Be-
wertung nicht ausschließlich anhand von (a priori vorhandenen) Informa-
tionen u¨ber das Problem vorgenommen wird. Zusa¨tzlich werden auch In-
formationen bezu¨glich bereits erzielter Resultate wa¨hrend des Ablaufs des
Verfahrens verwendet. Außerdem agieren immer mehrere Ameisen parallel.
Der folgende Algorithmus gibt die grobe Struktur eines Ameisen-Algo-
rithmus wieder (vgl. [MC01, S. 475]). Dabei bezeichnet ηi(a) eine a priori
36In der englischsprachigen Literatur werden die Bezeichnungen
”
Ant-System“ (AS)
bzw.
”
Ant Colony Optimization“ (ACO) verwendet.
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feststellbare Bewertung der Einfu¨gung von Komponente ki in die Teillo¨sung
a und τi(a) ein Maß fu¨r die Qualita¨t der Lo¨sungen, die mit Hilfe der Kompo-
nente ki bereits erzeugt wurden. m ist die Zahl der Ameisen und n gibt an,
wieviele Komponenten fu¨r die Erzeugung einer Lo¨sung ausgewa¨hlt werden
mu¨ssen.
Algorithmus 2.8. Grundstruktur eines Ameisen-Algorithmus
1. Wiederhole, bis eine Abbruchbedingung erfu¨llt ist:
1.1 Initialisiere einen Vektor A = {a1, . . . , am} partieller Lo¨sungen:
ai := ∅, i = 1, . . . ,m.
1.2 Wa¨hle fu¨r jede Ameise i = 1, . . . ,m zufa¨llig eine zula¨ssig einfu¨gbare
Komponente ki zur Erweiterung der partiellen Lo¨sung ai aus. Dabei
sind die Wahrscheinlichkeiten gema¨ß einer Funktion abha¨ngig von ai,
ηi(ai) und τi(ai) verteilt.
1.3 Wenn es partielle Lo¨sungen ai in A gibt, die noch vervollsta¨ndigt wer-
den mu¨ssen (und zula¨ssig vervollsta¨ndigt werden ko¨nnen), gehe zu 1.2.
1.4 Bestimme fu¨r jede Ameise i = 1, . . . ,m den Zielfunktionswert z(ai)
und aktualisiere die Werte τj, j = 1, . . . , n entsprechend.
In den letzten Jahren wurden eine Reihe unterschiedlicher Ameisen-Algo-
rithmen entwickelt. Diese unterscheiden sich in vielfa¨ltiger Weise vor allem
in der Definition der Wahrscheinlichkeitsverteilung im Schritt 1.2 und in der
Aktualisierung der Werte von τj, j = 1, . . . , n im Schritt 1.4. Einen umfas-
senden U¨berblick u¨ber verschiedene Erweiterungen und Anwendungen der
Ameisen-Algorithmen geben [Tai99a] [MC01].
2.3.4 Verfahren mit Geda¨chtnis
Tabu Search (TS) Eine Sonderstellung unter den Meta-Heuristiken nimmt
das von Glover 1986 mit [Glo86] und [Glo89] eingefu¨hrte Tabu Search (TS)
ein. TS faßt eine Reihe von Prinzipien zusammen, die fu¨r die intelligente
Steuerung der Suche eingesetzt werden ko¨nnen. Eine zentrale Rolle nimmt
dabei die sinnvolle Speicherung und Nutzung eines Teils der im Lauf der
Suche generierten Informationen in Form eines
”
Geda¨chtnisses“ ein.37
37Die in der Literatur ha¨ufig zu findende Gleichsetzung von Tabu-Search mit der (al-
leinigen) Verwendung einer Tabu-Liste fu¨r die Steuerung der Suche entspricht nicht der
eigentlichen Idee von Tabu-Search. So schreiben Glover und Laguna in [GL97, S. 1]:
”
The
philosophy of tabu search (TS) is to derive and exploit a collection of principles of intelli-
gent problem solving.“
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Die Ausgestaltung der Prinzipien muß bei der Anwendung auf ein kon-
kretes Problem oder eine Problemklasse vorgenommen werden. Dementspre-
chend bescha¨ftigen sich zahlreiche Publikationen der letzten Jahre mit der
mo¨glichen Ausgestaltung dieser Prinzipien fu¨r den Einsatz innerhalb von
Heuristiken fu¨r Vehicle Routing und Scheduling Problem und viele andere
kombinatorische Probleme.
Eine angemessene Darstellung aller im Rahmen von Tabu-Search propa-
gierten Ideen und Prinzipien kann im Rahmen dieser Arbeit nicht erfolgen.
U.a. werden auch viele Ideen der bereits beschriebenen Meta-Heuristiken im
Rahmen von Tabu Search aufgegriffen. An dieser Stelle sei nur eine Auswahl
der wichtigsten Prinzipien genannt:
• Verwendung eines Kurzzeitgeda¨chtnisses (z.B. in Form einer Tabu-Liste,
was den Namen Tabu Search motiviert), um lokale Optima verlassen
zu ko¨nnen
• Verwendung eines Langzeitgeda¨chtnisses fu¨r die Umsetzung u¨bergeord-
neter Suchziele, wie
– Intensivierung und Diversifikation
– strategische Oszillation
–
”
Path Relinking“
• Adaptivita¨t des Geda¨chtnisses auf der Basis von Aktualita¨t, Ha¨ufigkeit,
Qualita¨t und Einfluß eines Nachbarschaftsschritts
• Suche auf Basis von Ejection Chains
• Generieren neuer Lo¨sungen oder Attribute aus bereits gefundenen (
”
Vo-
cabulary Building“)
• Verwendung von Kandidatenlisten
Eine umfassende Darstellung von Tabu Search bietet das von Glover und
Laguna vero¨ffentlichte Buch [GL97].
Reactive Tabu Search In den letzten Jahren erschienen auch eine
Reihe von Vero¨ffentlichungen, die den Einsatz von Reactive Tabu Search be-
schreiben. Dabei handelt es sich um eine in [BT94] eingefu¨hrte Erweiterung
des Tabu Search, die eine automatische Anpassung der Tabu-Listen im Ver-
lauf der Optimierung vornimmt. Dadurch soll einerseits das Verharren der
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Suche in einem kleinen Teilbereich des Lo¨sungsraums wirksam verhindert
werden (was sonst nur mit langen Tabu-Listen mo¨glich wa¨re). Andererseits
sollen lange Tabu-Listen vermieden werden, da diese den betrachteten Lo¨-
sungsraum einschra¨nken und dadurch das Auffinden attraktiver neuer Lo¨-
sungen erschweren ko¨nnen.
Die Kernidee besteht darin, die Anzahl und Frequenz des Auftretens glei-
cher Lo¨sungen innerhalb des Suchprozesses zu protokollieren und sta¨ndig zu
u¨berwachen. Tritt eine mehrfache Wiederholung gleicher Zusta¨nde auf, wird
die Tabu-Liste verla¨ngert. Treten la¨ngere Zeit keine Wiederholungen auf,
wird sie verku¨rzt. U¨berschreiten ein oder mehrere Zusta¨nde mehrfach eine
vorgegebene Maximalzahl an Wiederholungen, so wird ein Verharren der Su-
che in der Na¨he eines chaotischen Attraktors vermutet und eine Folge von
Zufallsschritten ausgefu¨hrt, um diese Region verlassen zu ko¨nnen.
Anwendungen von Reactive Tabu Search beschreiben z.B. [BP97], [CR97],
[BB99], [NB00] und [BR01].
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Lokale Suche in der k-opt-
Nachbarschaft
Gegenstand dieses Kapitels ist die Beschreibung der k-opt-Nachbarschaft fu¨r
Vehicle Routing und Scheduling Probleme. Dazu wird zuna¨chst eine formale
Beschreibung einer Lo¨sung des TSP und der k-opt-Nachbarschaft beim TSP
entwickelt (Abschnitt 3.1). Diese Darstellungen werden dann schrittweise auf
das TSPR und die k-opt-Nachbarschaft fu¨r das TSPR (Abschnitt 3.2) so-
wie auf das m-TSPR und die zugeho¨rige k-opt-Nachbarschaft erweitert (Ab-
schnitt 3.3). Im Abschnitt 3.4 wird darauf eingegangen, wie der Aufwand
der Lokalen Suche bei großen Nachbarschaften sinnvoll eingeschra¨nkt wer-
den kann.
3.1 Lokale Suche fu¨r das TSP
Das Traveling Salesman Problem (TSP) ist eines der bekanntesten und meist
untersuchten Probleme der kombinatorischen Optimierung. Die Entwicklung
von Lo¨sungsverfahren fu¨r das TSP ist Gegenstand intensiver Forschung seit
mehr als vierzig Jahren. Dies liegt offenbar vor allem daran, daß das TSP
einerseits leicht zu formulieren und zu verstehen ist, dessen optimale Lo¨sung
aber andererseits ein NP -hartes Problem darstellt. Außerdem tritt das TSP
bei vielen Lo¨sungsansa¨tzen fu¨r komplexere kombinatorische Optimierungs-
probleme als Teilproblem auf und ist ha¨ufig Teil von angewandten Problem-
stellungen.
In diesem Abschnitt werden k-opt-Schritte und die k-opt-Nachbarschaf-
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ten fu¨r das TSP beschrieben. Dabei geht es nicht darum, die Lokale Suche
in k-opt-Nachbarschaften tatsa¨chlich zur Lo¨sung des TSP einzusetzen. Viel-
mehr sollen die Methoden auf die Erweiterungen des TSP bis zum m-TSPR
angewandt werden ko¨nnen. Das TSP dient daher als Basis-Modell, anhand
dessen eine Reihe wichtiger Begriffe eingefu¨hrt und erkla¨rt werden.
Zuna¨chst wird eine Modellierung des (asymmetrischen) TSP anhand gra-
phentheoretischer Begriffe vorgenommen. Mit deren Hilfe wird die k-opt-
Nachbarschaft formal beschrieben.
3.1.1 Einige Begriffe der Graphentheorie
Zuerst werden einige Grundbegriffe der Graphentheorie definiert. Dies dient
im wesentlichen der Festlegung der im weiteren benutzten Schreibweisen.
Darauf aufbauend, wird dann der Verkettungsoperator ⊕ definiert, der es
erlaubt, das Zusammenfu¨gen von Pfaden aus Teilpfaden auf einfache Weise
zu beschreiben.
Definition 3.1. (gerichteter Graph)
Ein gerichteter Graph G = (V, A) besteht aus einer nicht-leeren Knotenmenge
V = {0, . . . , n} und einer nicht-leeren Bogenmenge A ⊆ {(i, j) : i, j ∈ V }.
Bo¨gen der Form (i, i), die einen Knoten i ∈ V mit sich selbst verbinden,
werden als Schlinge bzw. Loop bezeichnet. Wir interessieren uns fu¨r gerichtete
Graphen, die keine Schlingen und keine parallelen Bo¨gen aufweisen. Diese
heißen schlichte Graphen. Wenn es in einem schlichten gerichteten Graphen
zu jedem Paar verschiedener Knoten einen Bogen gibt, spricht man von einem
vollsta¨ndigen Graphen.
Definition 3.2. (bewerteter Graph)
Der gerichtete Graph G = (V, A) kann mit der Abbildung c : A → R zu einem
bewerteten Graphen G = (V, A, c) erweitert werden. Die Bewertung cij =
c(i, j) eines Bogens (i, j) ∈ A wird auch als Kosten des Bogens bezeichnet.
Es werden nun einige Begriffe und Schreibweisen vereinbart, die sich fu¨r
die nachfolgenden Definitionen und schließlich fu¨r eine kompakte Beschrei-
bung der k-opt-Nachbarschaften als nu¨tzlich erweisen werden.
Definition 3.3. (Bogenfolge, Menge der Bogenfolgen)
Es sei G = (V, A) ein schlichter gerichteter Graph. Dann heißt b =
(v0, . . . , vm) ∈ V (m+1) eine Bogenfolge der La¨nge m (m ≥ 0) auf G, wenn
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fu¨r alle j ∈ {1, . . . , m} gilt: aj = (vj−1, vj) ∈ A.
Bogenfolgen b der La¨nge m ≥ 1 ko¨nnen alternativ auch durch Angabe der m
Bo¨gen dargestellt werden, welche die Knoten v0, . . . , vm miteinander verbin-
den: b = (a1, . . . , am).
Die La¨nge einer Bogenfolge b bezeichnet die Zahl der in b enthaltenen Bo¨gen
und wird mit |b| angegeben. Bm bezeichnet die Menge aller Bogenfolgen der
La¨nge m und B die Menge aller Bogenfolgen B =
⋃
k≥0 B
k.
Bemerkung 3.4. Eine Bogenfolge der La¨nge 0 entha¨lt genau einen Knoten,
eine Bogenfolge der La¨nge 1 entha¨lt genau einen Bogen. Zur Vereinfachung
der Darstellung identifizieren wir nachfolgend den Knoten vi ∈ V und die
Bogenfolge (vi) ∈ B0 sowie den Bogen (i, j) ∈ A und die Bogenfolge ((i, j)) ∈
B1 miteinander. Demzufolge gilt auch V = B0 und A = B1.
Bemerkung 3.5. In einem vollsta¨ndigen gerichteten Graphen G=(V ,A) de-
finiert jedes Tupel (v0, . . . , vm) ∈ V (m+1) eine Bogenfolge der La¨nge m, d.h.,
es gilt (v0, . . . , vm) ∈ B
m.
Definition 3.6. (V (bm))
Es sei bm eine Bogenfolge der La¨nge m. Dann bezeichnet V (bm) ⊆ V die Men-
ge aller Knoten, die mit der Bogenfolge inzidieren, d.h. fu¨r bm = (v0, . . . , vm)
gilt V (bm) = {v0, . . . , vm}.
Definition 3.7. (A(bm))
Es sei bm eine Bogenfolge der La¨nge m. Dann bezeichnet A(bm) ⊆ A die
Menge aller Bo¨gen, die in der Bogenfolge bm benutzt werden, d.h. A(b0) = ∅
und fu¨r bm = (a1, . . . , am) gilt A(b
m) = {a1, . . . , am}.
Definition 3.8. (Kosten einer Bogenfolge)
Es sei G = (V, A, c) ein gerichteter bewerteter Graph und bm ∈ Bm eine
Bogenfolge auf G. Dann bezeichnet
c(bm) =
∑
a∈A(bm)
c(a)
die Kosten der Bogenfolge bm.
Aufbauend auf dem Begriff der Bogenfolge ko¨nnen wir nun die Begriffe
Pfad und Kreis einfu¨hren. Diese werden es uns spa¨ter gestatten, Lo¨sungen des
TSP und Nachbarschaftsrelationen zwischen diesen Lo¨sungen zu beschreiben.
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Definition 3.9. (Pfad, Menge aller Pfade)
Eine Bogenfolge pm = (v0, . . . , vm) der La¨nge m auf G heißt ein Pfad, wenn
alle Knoten von pm paarweise verschieden sind, d.h. es gilt
vi 6= vj fu¨r alle i, j ∈ {0, . . . , m} , i 6= j.
P m bezeichnet die Menge aller Pfade der La¨nge m von G und P die Menge
aller Pfade: P =
⋃n
i=0 P
i.
Definition 3.10. (Hamiltonpfad, Menge aller Hamiltonpfade)
Ein Hamiltonpfad pH des Graphen G ist ein Pfad, der jeden Knoten von G
entha¨lt, d.h., es gilt V (pH) = V . P H bezeichnet die Menge aller Hamilton-
pfade von G.
Definition 3.11. (Kreis, Menge aller Kreise)
Eine Bogenfolge km = (v0, . . . , vm) der La¨nge m auf G heißt ein Kreis, wenn
die ersten m Knoten paarweise verschieden sind und der letzte Knoten gleich
dem ersten Knoten ist, d.h. es gilt
vi 6= vj fu¨r alle i, j ∈ {0, . . . , m− 1} , i 6= j,
vm = v0.
Km bezeichnet die Menge aller Kreise der La¨nge m von G und K die Menge
aller Kreise, also K =
⋃n
i=0 K
i.
Bemerkung 3.12. Ein Kreis der La¨nge 1 ist eine Schlinge. In einem schlich-
ten Graphen kann es daher per Definition keinen Kreis der La¨nge 1 geben.
Definition 3.13. (Hamiltonkreis, Menge aller Hamiltonkreise)
Ein Hamiltonkreis kH des Graphen G ist ein Kreis, der jeden Knoten von
G entha¨lt, d.h. es gilt V (kH) = V . KHbezeichnet die Menge aller Hamilton-
kreise von G.
Nun kann der Verkettungsoperator ⊕ definiert werden. Dieser erlaubt es,
mehrere Bogenfolgen miteinander zu verknu¨pfen.
Definition 3.14. (Verkettung von Bogenfolgen: r ⊕ s)
Sei r = (v0, . . . , vk) ∈ Bk, s = (v′0, . . . , v
′
l) ∈ B
l und (vk, v
′
0) ∈ A. Dann
bewirkt der Verkettungsoperator ⊕ : B × B → B die Abbildung:
r ⊕ s = (v0, . . . , vk, v
′
0, . . . , v
′
l) ∈ B
(k+s+1).
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Bemerkung 3.15. Der Verkettungsoperator ⊕ erfu¨llt das Assoziativgesetz,
d.h. fu¨r b1, b2, b3 ∈ B gilt
(b1 ⊕ b2)⊕ b3 = b1 ⊕ (b2 ⊕ b3) = b1 ⊕ b2 ⊕ b3.
Aus der Bemerkung 3.4 und Definition 3.14 folgt sofort, daß man jede
Bogenfolge auch als eine Verkettung ihrer Knoten darstellen kann:
Bemerkung 3.16. Jede Bogenfolge bm = (v0, . . . , vm) kann als Verkettung
ihrer Knoten aufgefaßt werden:
bm = v0 ⊕ v1 ⊕ . . .⊕ vm =
m⊕
i=0
vi.
Bemerkung 3.17. Seien r, s ∈ P zwei Pfade von G. Dann ist r ⊕ s genau
dann ein Pfad von G, wenn r und s keinen gemeinsamen Knoten besitzen:
r ⊕ s ∈ P ⇐⇒ V (r) ∩ V (s) = ∅.
Nachfolgend werden ausschließlich vollsta¨ndige gerichtete Graphen be-
trachtet. Zur Vereinfachung der Schreibweise wird dies aber nicht jedesmal
angegeben.
3.1.2 Ein Modell fu¨r das TSP
Das Traveling Salesman Problem (TSP) kann anschaulich wie folgt formuliert
werden: Ein Handelsreisender hat n Kunden genau einmal zu besuchen und
anschließend zu seinem Ausgangspunkt (Depot1) zuru¨ckzukehren. Gesucht
ist eine Reihenfolge der Kunden, bei der die insgesamt zuru¨ckgelegte Strecke
minimal ist.
Wir betrachten im folgenden grundsa¨tzlich asymmetrische Traveling Sa-
lesman Probleme.2 Ein TSP mit n Sta¨dten kann basierend auf dem Begriff
1Beim TSP ist der Standort des Handelsreisenden gegenu¨ber den Kundenstandorten
nicht ausgezeichnet. Deshalb ist es nicht u¨blich, diesen Standort als Depot zu bezeichnen.
Der Begriff des Depots wird aber einer einheitlichen Darstellung und Sprechweise halber
bereits hier eingefu¨hrt, da er fu¨r Modelle mit mehreren Touren (m-TSP) immer beno¨tigt
wird.
2In der Literatur wird teilweise auch das symmetrische TSP betrachtet, bei dem vor-
ausgesetzt wird, daß die Kosten eines Bogens unabha¨ngig von seiner Orientierung sind,
d.h. es gilt stets cij = cji. Das symmetrische TSP ist insbesondere deshalb von Bedeutung,
weil es eine Reihe von Algorithmen gibt, die eine symmetrische Kostenmatrix vorausset-
zen. Man kann sich ggf. dadurch helfen, daß sich ein asymmetrisches TSP mit n Kunden
in ein a¨quivalentes symmetrisches TSP mit 2n Kunden u¨berfu¨hren la¨ßt [KL].
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des Hamiltonkreises eines Graphen mit n + 1 Knoten definiert werden:
Definition 3.18. (TSP als Hamiltonkreis (Kreismodell))
Sei G′ = (V ′, A′, c′) ein vollsta¨ndiger gerichteter und bewerteter Graph mit
V ′ = {0, . . . , n} ,
A′ = {(i, j) : i, j ∈ V, i 6= j}.
Jedem Bogen (i, j) sind die Kosten c′ij = c
′(i, j) zugeordnet.
Dann ist das TSP die Frage nach einem Hamiltonkreis k ∈ KH(G′) mit
minimalen Kosten:
TSP : min c′(k) (3.1a)
so daß
k ∈ KH(G′) (3.1b)
Wenn man den Knoten 0 als Ausgangsstandort des Handelsreisenden und
die Knoten 1, . . . , n als die Standorte der Kunden auffaßt und die Kosten c als
Entfernungen zwischen den Standorten interpretiert, entspricht das Modell
3.18 genau der zuvor angegebenen anschaulichen Formulierung des TSP. Im
folgenden werden wir das Modell 3.18 zur Vereinfachung der Schreibweise als
”
Kreismodell des TSP“ bezeichnen.
Alternativ kann man das TSP auf der Basis eines Hamiltonpfades fu¨r
einen Graphen mit n+2 Knoten definieren. Dabei repra¨sentiert der Knoten 0
den Abfahrtsstandort (Depotausgang) und der Knoten n+1 den Zielstandort
(Depoteingang) des Handelsreisenden. Diese Definition, die wir im weiteren
als
”
Pfadmodell des TSP“ bezeichnen werden, ist fu¨r viele der nachfolgenden
Betrachtungen besser geeignet und wird daher eine wichtige Rolle spielen.
Definition 3.19. (TSP als Hamiltonpfad (Pfadmodell))
Sei G = (V, A, c) ein schlichter gerichteter und bewerteter Graph mit
V = {0, . . . , n + 1} ,
A = {(i, j) : i ∈ V \ {n + 1} , j ∈ V \ {0} , i 6= j}.
Jedem Bogen (i, j) sind die Kosten cij = c(i, j) zugeordnet.
Dann ist das TSP die Frage nach einem Hamiltonpfad p ∈ P H mit minimalen
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Kosten, der ausgehend vom Knoten 0 zum Knoten n+1 fu¨hrt:
TSP : min c(p) (3.2a)
so daß
p = 0⊕ p′ ⊕ n + 1, p′ ∈ P n, p ∈ P H . (3.2b)
Bemerkung 3.20. Das Kreismodell und das Pfadmodell ko¨nnen wie folgt
a¨quivalent ineinander transformiert werden:3 Ein a¨quivalentes Kreismodell
geht aus dem Pfadmodell hervor, wenn der Graph G’ gebildet wird, indem
die Knoten 0 und n + 1 des Graphen G zum Knoten 0 des Graphen G’
vereinigt werden. Die Kosten der Bo¨gen ko¨nnen einfach u¨bertragen werden:
c′ij := cij ∀i, j ∈ {1, . . . , n},
c′i0 := ci(n+1) ∀i ∈ {1, . . . , n} und
c′0j := c0j ∀j ∈ {1, . . . , n}
Jeder Hamiltonpfad pH ∈ P H(G) wird dann auf einen Hamiltonkreis kH ∈
KH(G′) mit gleichen Kosten abgebildet.
Durch die Umkehr der obigen Abbildung kann ausgehend vom Graphen
G’ der Graph G erhalten werden. Dadurch wird aus einem Hamiltonkreis in
G’ ein Hamiltonpfad in G mit identischen Kosten (siehe Abb. 3.1).
0 0 n+1
Abbildung 3.1: U¨berfu¨hren eines Hamiltonkreises in einen Hamiltonpfad
Unabha¨ngig davon, ob das Kreismodell oder das Pfadmodell zugrunde
liegt, werden die Knoten N = {1, . . . , n} im weiteren als Kundenknoten
3Unter der A¨quivalenz zweier Modelle wird verstanden, daß es eine eindeutige Abbil-
dung gibt, die jede optimale Lo¨sung des einen Modells auf eine optimale Lo¨sung des an-
deren Modells abbildet. Auf den Beweis der A¨quivalenz von Kreismodell und Pfadmodell,
der rein technischen Charakter ha¨tte, wird hier verzichtet.
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bezeichnet. Die u¨brigen Knoten heißen Depotknoten. Um eine einheitliche
Schreibweise zu erleichtern, bezeichnen wir einen Depotausgang auch mit
o und einen Depoteingang mit d. Beim Kreismodell des TSP bezeichnen o
und d demzufolge denselben Knoten. Jeder Kreis, der einen Depotknoten
beinhaltet, bzw. jeder Pfad, der in einem Depotknoten beginnt und endet,
wird Tour genannt. Insbesondere ist jede Lo¨sung des TSP eine Tour, die alle
Kundenknoten entha¨lt.
3.1.3 Ein Modell fu¨r die k-opt-Nachbarschaft
Die k-opt-Nachbarschaft wurde bereits im Abschnitt 2.2.2 auf Seite 40 er-
la¨utert. Hauptgegenstand dieses Unterabschnitts ist die formale Beschreibung
der k-opt-Nachbarschaften.
In der Literatur ist es u¨blich, die k-opt-Nachbarschaft entsprechend ih-
rer anschaulichen Definition zu modellieren. Der Fokus der Betrachtung liegt
dabei auf den k gelo¨schten und den k eingefu¨gten Kanten oder Bo¨gen. Eine
solche Beschreibung ist jedoch nicht immer gut geeignet, um die wesentlichen
Unterschiede der so erzeugten Lo¨sung und eine Systematik bzw. Struktur der
k-opt-Nachbarschaft deutlich zu machen. Deshalb wird in dieser Arbeit eine
Modellierung der k-opt-Nachbarschaft anhand der im wesentlichen unver-
a¨nderten Bestandteile der Lo¨sung vorgenommen. Im Zentrum der Betrach-
tungen stehen die erhalten gebliebenen Teilpfade (Segmente) der Ausgangs-
lo¨sung, die nur ihre Orientierung und/oder ihre Reihenfolge untereinander
a¨ndern ko¨nnen.
k-opt-Nachbarschaft
Es sei eine zula¨ssige Ausgangslo¨sung gegeben, die durch einen Hamiltonpfad
repra¨sentiert wird. Dieser Pfad geht vom Depotknoten o aus und endet im
Depotknoten d. Der U¨bergang zu einer Nachbarlo¨sung kann durch vier Teil-
schritte beschrieben werden: Es werden k Bo¨gen aus dem Pfad gelo¨scht, so
daß k + 1 Segmente entstehen. Einige der Segmente werden invertiert, und
die Segmente werden untereinander vertauscht. Schließlich werden die Seg-
mente (in ihrer neuen Reihenfolge) wieder durch k neue Bo¨gen miteinander
verbunden (siehe Abb. 3.2).
Die beschriebene Konstruktion eines k-opt-Schritts kann formal als die
Nacheinanderausfu¨hrung der vier Operatoren
(1) k-Segmentierung,
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1 2 3 4 5 8 9 106 7
o d
1 2 3 4 5 8 9 106 7
o d
1 2 3 4 5 8 9 106 7
o d
1 2 3 45 8 9 106 7
o d
1 2 3 45 8 9 106 7
Segmentierung
Invertierung
Permutation
Verkettung
Abbildung 3.2: Vier Teilschritte eines k-opt-Schritts
(2) k-Invertierung,
(3) k-Permutation und
(4) Verkettung
aufgefaßt werden. Diese vier Operatoren (bzw. Klassen von Operatoren) wer-
den zuna¨chst einzeln definiert, bevor die Definition des k-opt-Schritts ange-
geben werden kann.
Bis auf die Definition des Verkettungsoperators haben alle folgenden De-
finitionen die gleiche Struktur und umfassen jeweils
• die Darstellung eines Operators,
• die Menge aller Operatoren,
• die Beschreibung des Abbilds eines Elements unter dem Operator und
• die Menge aller Bilder.
(1) k-Segmentierung von Pfaden Eine k-Segmentierung ist eine Abbil-
dung, die eine Bogenfolge b der La¨nge m (m ≥ k) in ein Tupel von k + 1
Teilfolgen bzw. Segmenten u¨berfu¨hrt. Diese Segmente entstehen dadurch, daß
insgesamt k Bo¨gen aus b entfernt werden.
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Unabha¨ngig von der konkreten Gestalt von b ∈ Bm existieren jeweils
(
m
k
)
verschiedene k-Segmentierungen von b.4 Diese ko¨nnen durch die Angabe der
La¨ngen der einzelnen Segmente σi eindeutig spezifiziert werden.
Definition 3.21. (k-Segmentierung: sk,m(`0,...,`k), S
k,m)
Sei ` = (`0, . . . , `k) ∈ Nk+1 mit
∑k
i=0 `i = m− k. Dann heißt die Abbildung
sk,m(`0,...,`k) : B
m → B`0 × . . .× B`k
ein Segmentierungsoperator der Stufe k, falls fu¨r jede beliebige Bogenfolge
b ∈ Bm mit b = σ0 ⊕ σ1 ⊕ . . .⊕ σk und `i = |σi|, i = 0, . . . , k
sk,m(`0,...,`k)(b) = (σ0, . . . , σk) gilt.
Die Menge aller Segmentierungsoperatoren der Stufe k auf einer Bogenfolge
der La¨nge m sei bezeichnet mit Sk,m. Eine beliebige k-Segmentierung der
Bogenfolge b wird geschrieben als sk(b). Sk(b) ist die Menge aller k-Segmen-
tierungen der Bogenfolge b.
Bemerkung 3.22. Bei der Bezeichnung sk,m(`0,...,`k) kann auf die Angabe von k
und m prinzipiell verzichtet werden, denn der Vektor ` = (`0, . . . , `k) kodiert
die La¨ngen der zu bildenden Segmente und besitzt deshalb die La¨nge k + 1.
Außerdem ergibt sich m laut Definition zu:
m = k +
k∑
i=0
`i.
Da es fu¨r allgemeine Betrachtungen oft unerheblich ist, welche La¨nge die
einzelnen Segmente tatsa¨chlich besitzen, wird es meistens genu¨gen, lediglich
k und m bzw. nur k anzugeben. Dann kann die verku¨rzte Schreibweise sk,m
bzw. sk benutzt werden, die fu¨r einen beliebigen Segmentierungsoperator der
Stufe k steht.
(2) k-Invertierung Um einen bestimmten k-opt-Schritt erzeugen zu ko¨n-
nen, mu¨ssen gewisse der k + 1 Segmente invertiert werden. Dazu dient der
Invertierungsoperator ik, der mehrere Segmente gleichzeitig invertieren kann.
4 Dies ist Anzahl der Mo¨glichkeiten, genau k der insgesamt m Bo¨gen aus der Bogenfolge
b zu eliminieren. Dabei zerfa¨llt die Bogenfolge in k + 1 Segmente.
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Definition 3.23. (Inverse Bogenfolge)
Sei b = (v0, . . . , vm) ∈ Bm eine Bogenfolge der La¨nge m und fu¨r alle i ∈
{1, . . . , m} seien die Bo¨gen (vi, vi−1) in A enthalten. Dann heißt
b−1 = (vm, vm−1, . . . , v0) ∈ B
m
die zu b inverse Bogenfolge.
Bemerkung 3.24. Sei p ∈ P m ein Pfad der La¨nge m, dessen inverse Bo-
genfolge p−1 existiert. Dann ist p−1 ebenfalls ein Pfad der La¨nge m.
Definition 3.25. (k-Invertierung: ik(δ0,...,δk), I
k)
Es sei δ = (δ0, . . . , δk) ∈{−1, +1}k+1 ein k+1-Tupel mit δ0 = δk = +1. Dann
heißt die Abbildung ik(δ0,...,δk) : S
k → Sk ein Invertierungsoperator der Stufe
k, falls fu¨r jede k-Segmentierung sk = (σ0, . . . , σk) ∈ S
k gilt:
ik(δ0,...,δk)(s
k) =
(
σδ00 , . . . , σ
δk
k
)
.
Die Menge aller Invertierungsoperatoren einer k-Segmentierung sei be-
zeichnet mit Ik. Eine (beliebige) k-Invertierung von sk wird geschrieben als
ik(sk). Ik(sk) ist die Menge aller k-Invertierungen von sk.
Wie man anhand der Definition 3.25 erkennt, ko¨nnen die Teilpfade σ0 und
σk nicht invertiert werden. Dies erkla¨rt sich wie folgt: Bei einer Invertierung
der Segmente σ0 und σk wu¨rden die Depotknoten o und d nicht mehr am
Touranfang bzw. am Tourende auftauchen. Damit wa¨re die Zula¨ssigkeit der
erzeugten Lo¨sung nicht mehr garantiert.5
(3) k-Permutation Um einen bestimmten k-opt-Schritt zu erhalten, muß
ggf. auch die Reihenfolge der Segmente vera¨ndert werden. Dies wird mit
dem Permutationsoperator realisiert. Allerdings muß der Permutationsope-
rator nicht alle Permutationen zulassen, um die komplette k-opt-Nachbar-
schaft erzeugen zu ko¨nnen. Damit dieselben Nachbarlo¨sungen mo¨glichst nicht
mehrfach erhalten werden, muß stattdessen die Position eines Segments fest-
gehalten werden. Wir fixieren deshalb die Segmente σ0 und σk, die stets wie
ein gemeinsames Segment behandelt werden mu¨ssen.6
5Prinzipiell wa¨re es mo¨glich, eine gleichzeitige Invertierung, verbunden mit einem Aus-
tausch der Segmente σ0 und σk, zuzulassen. Die so gebildeten k-opt-Schritte erzeugen
Touren, die aus den u¨brigen k-opt-Schritten durch eine komplette Umkehrung der Ge-
samttour hervorgehen.
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Definition 3.26. (k-Permutation: pk(pi0,...,pik), P
k)
Sei (pi0, . . . , pik) eine Permutation von (0, . . . , k) mit pi0 = 0, pik = k. Dann
heißt die Abbildung pk(pi0,...,pik) : S
k → Sk ein Permutationsoperator der Stufe
k, falls fu¨r jede k-Segmentierung sk = (σ0, . . . , σk) ∈ Sk gilt:
pk(pi0,...,pik)(s
k) = (σpi0 , . . . , σpik) .
Die Menge aller Permutationsoperatoren einer k-Segmentierung sei bezeich-
net mit Pk. Eine (beliebige) k-Permutation von sk wird geschrieben als
pk(sk). Pk(sk) ist die Menge aller k-Permutationen von sk.
(4) Verkettung Die Verkettung ⊕ ist eine Abbildung ⊕ : Sk → P , die es
erlaubt, die Teilpfade einer k-Segmentierung wieder zu einer Bogenfolge zu
verbinden:
Definition 3.27. (Verkettung: ⊕)
Sei b ∈ Bm und sk(b) = (σ0, . . . , σk) ∈ Sk(b). Dann ist
⊕(sk(b)) =
k⊕
i=0
σi = b.
k-opt-Schritt und k-opt-Nachbarschaft Die Nacheinanderausfu¨hrung
der Abbildungen k-Segmentierung, k-Invertierung, k-Permutation und Ver-
kettung bildet eine Bogenfolge b auf eine ihrer Nachbarlo¨sungen der k-opt-
Nachbarschaft ab. Diese Abbildung wird im weiteren als k-opt-Schritt mk
bezeichnet.
Definition 3.28. (k-opt-Schritt: mk,m, Mk,m )
Sei b ∈ Bm,
` = (`0, . . . , `k) mit
∑k
i=0 `i + k = m,
δ = (δ0, . . . , δk) mit δi ∈ −1, +1 fu¨r alle 1 ≤ i ≤ k − 1, δ0 = δk = +1,
pi = (pi0, . . . , pik) eine Permutation von (0, . . . , k),
sk,m` ∈ S
k, ikδ ∈ I
k, pkpi ∈ P
k.
6Dies wird unmittelbar deutlich, wenn man zum Kreismodell 3.18 zuru¨ckkehrt. Da-
bei werden die Segmente σ0 und σk am Depotknoten zu einem gemeinsamen Segment
verbunden.
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Dann ist der Operator mk,m`,δ,pi : B → B die Nacheinanderausfu¨hrung von s
k,m
` ,
ikδ , p
k
pi und ⊕:
mk,m`,δ,pi = ⊕ ◦ p
k
pi ◦ i
k
δ ◦ s
k,m
` .
Der Operator mk,m`,δ,pi heißt k-opt-Schritt.
Die Menge aller k-opt-Schritte einer Bogenfolge der La¨nge m sei bezeich-
net mit Mk,m. Ein (beliebiger) k-opt-Nachbar der Bogenfolge b ∈ Bm wird
geschrieben als mk(b):
mk(b) = ⊕(pk(ik(sk(b)))).
Mk(b) ist die Menge aller k-opt-Nachbarn von b, d.h. die zula¨ssigen Lo¨sungen,
die in Mk(b) enthalten sind, bilden die k-opt-Nachbarschaft von b.
Definition 3.29. (k-opt-Nachbarschaft, k-Optimalita¨t)
Es sei P ein VRSP mit der Lo¨sungsmenge X und den zula¨ssigen Lo¨sungen
Y ⊆ X (vgl. Abschnitt 2.1). G = (V, A, c) sei der zu P geho¨rende gerichtete
Graph mit X = Bm. Dann ist die k-opt-Nachbarschaft Nk-opt(b) einer Lo¨sung
b ∈ Bm gegeben durch
Nk-opt(b) = M
k(b) ∩ Y
und b heißt k-optimal, wenn gilt:
c(b) ≤ c(b′) fu¨r alle b′ ∈ Nk-opt(b).
Oft werden Nachbarschaften betrachtet, die nur bestimmte Klassen von
k-opt-Schritten zulassen. Diese ko¨nnen dadurch beschrieben werden, daß die
Teil-Operatoren aus denen die k-opt-Schritte aufgebaut sind, eingeschra¨nkt
oder ganz fixiert werden. So ko¨nnte z.B. die Klasse der
”
nicht-invertieren-
den“ k-opt-Schritte betrachtet werden. Diese umfaßt alle Schritte, die die k-
Invertierung ik(1,1,...,1) besitzen.
Definition 3.30. (Klasse von k-opt-Schritten, k-opt-Typ)
Eine Menge von k-opt-Schritten, deren Teil-Operatoren (k-Segmentierung,
k-Invertierung oder k-Permutation) gleiche Eigenschaften haben, wird als
Klasse von k-opt-Schritten bezeichnet.
Eine Klasse von k-opt-Schritten, deren k-Invertierungen und k-Permuta-
tionen identisch sind, heißt k-opt-Typ.
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Beispiel 3.1. Die 3-opt-Nachbarschaft umfaßt die acht k-opt-Typen:
m3
∗,(1,1,1,1),(0,1,2,3) m
3
∗,(1,−1,1,1),(0,1,2,3)
m3
∗,(1,1,−1,1),(0,1,2,3) m
3
∗,(1,−1,−1,1),(0,1,2,3) 
m3
∗,(1,1,1,1),(0,2,1,3)  m
3
∗,(1,−1,1,1),(0,2,1,3) 
m3
∗,(1,1,−1,1),(0,2,1,3)  m
3
∗,(1,−1,−1,1),(0,2,1,3)
Der ’*’ steht hier fu¨r eine beliebige Segmentierung. Nur die mit
”
“ gekennzeichneten
Schritte sind echte 3-opt-Schritte.7
Die obige Darstellung der k-opt-Typen ergibt sich aus der Schreibweise fu¨r
einzelne k-opt-Schritte. Wie das Beispiel 3.1 zeigt, ist diese Notierung aber
recht schwerfa¨llig. Deshalb fu¨hren wir die
”
abc-Notation“ ein, die eine kom-
paktere Darstellung der k-opt-Typen erlaubt. Bei der
”
abc-Notation“ werden
die aufeinanderfolgenden Segmente der Ausgangslo¨sung mit aufsteigenden
Kleinbuchstaben a, b, c, . . . bezeichnet. Da man sich das letzte Segment mit
dem ersten Segment (u¨ber das Depot) verbunden vorstellen muß, erhalten
beide den gleichen Namen, d.h. das letzte Segment wird ebenfalls als a be-
zeichnet.8 Die Ausgangslo¨sung kann dann als Folge der einzelnen Segmente
dargestellt werden: [abc . . . a].
Ein k-opt-Typ wird durch seine k-Invertierung und k-Permutation voll-
sta¨ndig beschrieben. Die Invertierung eines Segments wird durch die Verwen-
dung des zugeho¨rigen Großbuchstabens dargestellt. Die Permutation wird
durch die neue Reihenfolge der Segmente angegeben.
Beispiel 3.2. (Fortsetzung von Beispiel 3.1)
Die acht k-opt-Typen der 3-opt-Nachbarschaft ko¨nnen in der abc-Notation wie folgt ge-
schrieben werden:
[abca] = m3
∗,(1,1,1,1),(0,1,2,3) [aBca] = m
3
∗,(1,−1,1,1),(0,1,2,3)
[abCa] = m3
∗,(1,1,−1,1),(0,1,2,3) [aBCa] = m
3
∗,(1,−1,−1,1),(0,1,2,3) 
[acba] = m3
∗,(1,1,1,1),(0,2,1,3)  [aCba] = m
3
∗,(1,−1,1,1),(0,2,1,3) 
[acBa] = m3
∗,(1,1,−1,1),(0,2,1,3)  [aCBa] = m
3
∗,(1,−1,−1,1),(0,2,1,3)
7vgl. Abb. 2.7 auf Seite 44
8Wenn diese beiden Segmente unterschieden werden sollen, bezeichnen wir das letzte
Segment mit a1 und das erste Segment mit a2, so daß gilt a = a1 ⊕ a2.
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3.1.4 Ein Algorithmus fu¨r die Lexikographische Suche
Die prinzipielle Vorgehensweise der Lexikographischen Suche wurde bereits
im Abschnitt 2.2.2 beschrieben.9 Wir verwenden nun die eingefu¨hrte Syntax,
um einen Algorithmus anzugeben, der eine Lexikographische Suche in der
k-opt-Nachbarschaft fu¨r ein beliebiges aber festes k durchfu¨hrt.
Gegeben sei eine Startlo¨sung y0 eines TSP mit n Knoten. Algorithmisch
la¨ßt sich eine Lexikographische Suche fu¨r die k-opt-Nachbarschaft mit k in-
einander verschachtelten Schleifen wie folgt realisieren:
Algorithmus 3.1. Lexikographische Suche (LEXk)
1. (Startlo¨sung) yakt := y0.
2. (Initialisierung) Setze (`0, . . . , `k) := (0, . . . , 0) und λ = 0.
3. (Schleife u¨ber k Schleifen) Solange λ ≥ 0 wiederhole:
3.1 (`k berechnen) Setze `k := n− k −
∑k−1
i=0 `i.
3.2 (Ru¨ckkehr zur vorherigen Schleife)
Wenn `k < 1, dann
setze `λ := 0 und gehe zu 3.5.
3.3 (U¨bergang zur na¨chsten Schleife)
Wenn λ < k, dann
setze λ := λ + 1 und gehe zu 3.
3.4 (Nachbarschaftsschritte durchfu¨hren)
3.4.1 Erzeuge die k-Segmentierung s := sk(`0,...,`k)(y
akt).
3.4.2 (alle k-opt-Typen testen)
Erzeuge alle Lo¨sungen der Form y′ = ⊕(pk(ik(s))) und
wenn y′ zula¨ssig ist und c(y′) < c(yakt), dann
3.4.2.1 setze yakt := y′,
3.4.2.2 gehe zu 2.
3.5 Setze λ := λ− 1.
3.6 Setze `λ := `λ + 1.
4. Stopp.
Der Schleifenza¨hler λ erlaubt es, zwischen den k Schleifen zu wechseln.
Jede Schleife i legt die La¨nge `i des i-ten Segments fest. Die La¨nge `k des
letzten Segments ergibt sich zwingend und wird im Schritt 3.1 berechnet. Ist
diese La¨nge kleiner als eins, kann keine entsprechende Segmentierung mehr
9siehe Seite 42f.
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vorgenommen werden. Dann wird die La¨nge `λ erneut mit null initialisiert
und der Schleifenza¨hler λ um eins zuru¨ckgesetzt. So werden mit Hilfe der k
Schleifen systematisch alle
(
n
k
)
mo¨glichen k-Segmentierungen erzeugt.
Immer wenn λ den Wert k erreicht hat, liegt ein neuer Vektor (`0, . . . , `k)
und somit eine andere k-Segmentierung s = sk(`0,...,`k)(y
akt) vor. Dann werden
im Schritt 3.4 alle k-opt-Typen gebildet. Die Nachbarlo¨sungen y′ ∈ Nk(y
akt)
erha¨lt man durch das Verketten der invertierten und permutierten Segmente.
Eine U¨berpru¨fung der Zula¨ssigkeit der Lo¨sung ist beim TSP nicht notwendig.
Sobald eine verbessernde Lo¨sung y′ gefunden wurde, erfolgt sofort ein
Ru¨cksprung zu Schritt 2. Dadurch wird eine Tiefensuche-Strategie realisiert.
Eine Aba¨nderung des Algorithmus zur Bestensuche ist leicht mo¨glich.
3.1.5 Effizienzbetrachtungen fu¨r die Lexikographische
Suche
Mit dem Algorithmus 3.1 verfu¨gen wir u¨ber ein einfaches Vorgehen, mit dem
die Lexikographische Suche auf einer k-opt-Nachbarschaft ausgefu¨hrt werden
kann. Doch dieser Algorithmus ist nicht sehr effizient. Die folgenden Modi-
fikationen ko¨nnen teilweise zur erheblichen Beschleunigung des Algorithmus
beitragen:
1. Die k-Invertierungen und k-Permutationen sind im wesentlichen un-
abha¨ngig von der La¨nge und konkreten Beschaffenheit der einzelnen
Segmente σ0, . . . , σk. Deshalb kann vorab einmalig bestimmt werden,
welche Verknu¨pfungen von k-Invertierungen ikδ und k-Permutationen
pkpi, d.h. welche k-opt-Typen bei jeder Ausfu¨hrung von Schritt 3(.4).2
des Algorithmus 3.1 beru¨cksichtigt werden mu¨ssen. Dazu genu¨gt es,
vor dem Schritt 2 einmalig alle relevanten Kombinationen in einem
Vektor ((δ1, pi1), . . . , (δw, piw)) zu speichern. Bei jedem Durchlaufen von
Schritt 3(.4).2 wird nur noch dieser Vektor abgearbeitet.
2. Falls eine Verbesserung gefunden wurde, wird im Schritt 3(.4).2 ein
Ru¨cksprung zu Schritt 2 veranlaßt. Damit werden die La¨ngen aller Seg-
mente wieder auf null gesetzt, und die Suche beginnt von vorne.
Dies ist einerseits inhaltlich richtig, da durch den U¨bergang zur Nach-
barlo¨sung y′ eine neue Startlo¨sung vorliegt und deshalb die gesamte
Nachbarschaft dieser Lo¨sung abgesucht werden muß. Andererseits ist
dieses Vorgehen aber nicht effizient.
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Da sich die neue Lo¨sung oft nur wenig von der vorherigen Lo¨sung un-
terscheidet, ist es recht unwahrscheinlich, daß Nachbarschaftsschritte,
die zuvor keine Verbesserung bewirken konnten, nun verbessernd sind.
Die Suche von vorn zu beginnen, bedeutet aber, daß genau diejeni-
gen Nachbarschaftsschritte zuerst untersucht werden, die zuvor nicht
erfolgreich waren.
Daher ist es meistens wesentlich gu¨nstiger, die Suche ohne Reinitia-
lisierung der Segmentla¨ngen, d.h. mit Nachbarschaftsschritten fortzu-
fu¨hren, die (zuletzt) noch nicht untersucht wurden. Der Abbruch der
Suche muß dann aber so angepaßt werden, daß trotzdem die gesamte
Nachbarschaft der neuen Lo¨sung y′ komplett abgesucht wird, sofern
nicht vorher ein weiterer verbessernder Nachbarschaftsschritt gefunden
wurde.
Dies kann z.B. erreicht werden, indem die Suche zum Schluß, d.h. wenn
im ersten (unvollsta¨ndigen) Durchgang keine Verbesserung gefunden
wurde, noch einmal von vorn gestartet wird. Erst wenn auch dabei
keine Verbesserung gefunden wird, bricht die Suche endgu¨ltig ab.
3. Fu¨r die Untersuchung der k-opt-Typen im Schritt 3(.4).2 mu¨ssen
ggf. ein oder mehrere Segmente invertiert werden. Dies wu¨rde beim
asymmetrischen TSP einen Aufwand der Gro¨ße O(n) verursachen. Die
lexikographische Suchreihenfolge bietet aber gerade den Vorteil, daß
sich die La¨nge der Segmente der direkt nacheinander zu untersuchenden
Lo¨sungen um eins voneinander unterscheidet (bzw. es erfolgt ein Ru¨ck-
setzen von Segmenten auf die La¨nge Null). Daher ko¨nnen die interessie-
renden Informationen von einem Schritt des Algorithmus zum na¨chsten
weitergereicht werden. Das Anpassen dieser Informationen kann dann
mit konstantem Aufwand, d.h. O(1) realisiert werden.10
Dies kann auch fu¨r den sukzessiven Aufbau der beno¨tigten Informatio-
nen zu invertierten Segmenten genutzt werden. Beim asymmetrischen
TSP genu¨gt es, die La¨nge jedes invertierten Segments mitzufu¨hren. Die-
se Informationen ko¨nnen beim Ru¨cksetzen von Segmenten (Schritte 2
und 3.2) problemlos initialisiert und bei der Erweiterung eines Segments
um einen Knoten (Schritt 3.3) mit konstantem Aufwand angepaßt wer-
den.
10Eine ausfu¨hrliche Beschreibung erfolgt im Abschnitt 3.2.1 auf Seite 93
87
Kapitel 3. Lokale Suche in der k-opt-Nachbarschaft
4. Wie bereits festgestellt wurde, entha¨lt die k-opt-Nachbarschaft auch
alle kleineren `-opt-Nachbarschaften zu ` = 2, 3, . . . , k − 1.11 Werden
alle k-opt-Schritte beru¨cksichtigt, sind die Nachbarschaftsschritte der
kleineren Nachbarschaften darin jedoch mehrfach enthalten. Daher ist
es besser, statt der kompletten k-opt-Nachbarschaft explizit alle echten
Nachbarschaften fu¨r 2 bis k Kantenaustausche zu untersuchen. So kann
das mehrfache U¨berpru¨fen der gleichen Nachbarschaftsschritte weitge-
hend ausgeschlossen werden.12
5. Eine weitere Verbesserung der Effizienz des Algorithmus kann dadurch
erreicht werden, daß Schleifen vorzeitig abgebrochen werden, sofern
man sicher sein kann, daß dadurch keine Verbesserungen u¨bersehen
werden.
Wir betrachten deshalb die Kostena¨nderung
∆c = c(y′)− c(yakt).
beim U¨bergang von yakt zu einer Nachbarlo¨sung y′ ∈ N (yakt):
Unter der Voraussetzung, daß sich die Kosten einer Lo¨sung als Summe
der Kosten der in der Lo¨sung enthaltenen Bo¨gen darstellen la¨ßt, kann
eine Kostena¨nderung beim asymmetrischen TSP nur durch
(a) die Differenz der Kosten von gelo¨schten und eingefu¨gten Bo¨gen
(∆c1) und
(b) die Invertierung eines oder mehrerer Segmente (∆c2)
verursacht werden. Eine Verbesserung der Lo¨sung yakt liegt nur dann
vor, wenn ∆c = ∆c1 + ∆c2 negativ ist.
Wenn es also gelingt, fu¨r alle y′ aus einer Teilmenge von M ⊆ N (yakt)
untere Schranken fu¨r ∆c1 und fu¨r ∆c2 anzugeben, deren Summe nicht
negativ ist, so braucht M nicht mehr abgesucht zu werden.
11siehe Seite 41
12Der Wechsel zwischen den verschiedenen echten k-opt-Nachbarschaften kann z.B. im
Sinne einer Variable Neighborhood Descent Heuristik (vgl.Abschnitt 2.3) erfolgen. Die
Reihenfolge, in der die Nachbarschaften abgesucht werden, kann auf unterschiedliche Weise
festgelegt werden. Aus Geschwindigkeitsgru¨nden ist es meist besser, die
”
kleinen“ Nach-
barschaften zuerst abzusuchen.
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∆c1 Die Abscha¨tzung von ∆c1 basiert darauf, daß (bei echten k-opt-
Nachbarschaften) genau k Kanten ausgetauscht werden. Die Ko-
stena¨nderung ist gleich der Differenz der Kosten von eingefu¨gten
Bo¨gen cins und eliminierten Bo¨gen crem:
∆c1 =
k∑
i=1
cinsi −
k∑
i=1
cremi (3.3)
Eine grobe untere Schranke fu¨r ∆c1 erha¨lt man, wenn man die
Differenz der k in der Lo¨sung yakt enthaltenen Bo¨gen mit den
ho¨chsten Kosten und den k in yakt nicht enthaltenen Bo¨gen mit
den geringsten Kosten bildet.
Diese Abscha¨tzung kann jedoch in jeder weiteren Schleife verbes-
sert werden, da in der i-ten Schleife des Algorithmus das i-te Seg-
ment festgelegt wird. Damit stehen bereits i Bo¨gen fest, die aus
der Lo¨sung yakt eliminiert werden mu¨ssen. Umgekehrt mu¨ssen in-
nerhalb der weiteren Schleifen Bo¨gen eingefu¨gt werden, die mit
den Randknoten der bereits fixierten Segmente inzidieren. Daher
ko¨nnen i.d.R. auch nicht mehr die k billigsten Bo¨gen des Graphen
zum Einsatz kommen, so daß die untere Schranke weiter angeho-
ben werden kann.
∆c2 Abha¨ngig davon, wie stark die Kostenmatrix des Problems asym-
metrisch ist, kann eine Abscha¨tzung von ∆c2 auf unterschiedliche
Arten gewonnen werden:
Im einfachsten Fall ist die Kostenmatrix symmetrisch und ∆c2 ist
gleich null.
Fu¨r Matrizen die nur
”
wenig asymmetrisch“ sind, kann der maxi-
male Gewinn, der mit der Invertierung eines oder mehrerer Seg-
mente erzielt werden kann, zu Beginn der Suche einmalig (relativ
grob) abgescha¨tzt werden. Dazu wird die maximale Differenz der
Kosten von eingehenden Bo¨gen und ausgehenden Bo¨gen fu¨r alle
Knoten vi ∈ V bestimmt und summiert:
∆c2 ≥
∑
i∈V
(
min
j∈V,(i,j)∈A,(j,i)∈A
[
cji − cij, 0
])
. (3.4)
Diese Abscha¨tzung ist allerdings auch dann relativ grob, wenn nur
einzelne stark asymmetrische Bo¨gen in der Kostenmatrix enthal-
ten sind.
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Wesentlich bessere Abscha¨tzungen ko¨nnen erhalten werden, wenn
man beru¨cksichtigt, welche Bo¨gen die aktuelle Lo¨sung yakt tat-
sa¨chlich besitzt. Durch das Umkehren von Segmenten ko¨nnen nur
diese Bo¨gen invertiert werden.
∆c2 ≥
∑
i∈V
(
min
j∈V,(i,j)∈A(yakt),(j,i)∈A
[
cji − cij, 0
])
. (3.5)
Diese untere Schranke muß bei jedem Wechsel zu einer neuen
Nachbarlo¨sung (Schritt 3(.4).2.1) aktualisiert werden. Der Auf-
wand fu¨r die Bestimmung der Schranke betra¨gt zu Beginn des Al-
gorithmus einmaligO(n2). Die Aktualisierung nach dem U¨bergang
zu einer Nachbarlo¨sung kann mit Aufwand O(k ∗ n) durchgefu¨hrt
werden, weil sich in jedem Schritt nur k Bo¨gen a¨ndern.
Es sei bereits an dieser Stelle darauf hingewiesen, daß sich die Kosten-
abscha¨tzungen auch auf Probleme mit zusa¨tzlichen Nebenbedingungen
u¨bertragen, da die Menge der zula¨ssigen Lo¨sungen dann nur noch sta¨r-
ker eingeschra¨nkt wird.
Eine wesentliche Verbesserung der Abscha¨tzungen fu¨r ∆c1 und ∆c2
la¨ßt sich erzielen, wenn man die Lexikographische Suche in der k-opt-
Nachbarschaft nicht nur nach (echten) k-opt-Nachbarschaften, sondern
daru¨ber hinaus nach k-opt-Typen aufteilt und nacheinander fu¨r die
einzelnen k-opt-Typen durchfu¨hrt. Dann stehen in der i-ten Schleife
nicht nur i der zu eliminierenden Bo¨gen fest. Auch ein Teil der Bo¨gen,
die spa¨ter eingefu¨gt werden mu¨ssen, ist bereits bekannt und ko¨nnen
bei der Bestimmung von ∆c1 einkalkuliert werden. Bei der Abscha¨tzung
von ∆c2 ko¨nnen die bereits gebildeten Segmente beru¨cksichtigt werden,
weil bekannt ist, ob diese invertiert werden oder nicht.
Die so verbesserten Abscha¨tzungen ko¨nnen helfen, den Gesamtaufwand
fu¨r die Durchfu¨hrung der Lexikographischen Suche zu reduzieren. Die-
sen Vorteilen steht allerdings ein erho¨hter Aufwand fu¨r das mehrfache
Durchfu¨hren der Lexikographischen Suche fu¨r jeden zu betrachtenden
k-opt-Typ gegenu¨ber. Weitere Einsparungen sind bei Problemen mit
zusa¨tzlichen Restriktionen mo¨glich, weil evtl. eher festgestellt werden
kann, wenn es mit den bereits feststehenden Segmenten nicht mehr
mo¨glich ist, eine zula¨ssige Lo¨sung zu bilden oder die Kostenabscha¨t-
zung scha¨rfer gemacht werden kann.
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Die Berechnung der Abscha¨tzungen fu¨r ∆c ist relativ aufwendig. Dar-
u¨ber hinaus ko¨nnen Abbru¨che oft nur in den inneren Schleifen des Al-
gorithmus generiert werden, wo sie nur eine geringe Ersparnis an Re-
chenzeit bewirken ko¨nnen. Ob es insgesamt sinnvoll ist, Abbru¨che mit
Hilfe von Kostenabscha¨tzungen durchzufu¨hren, ha¨ngt vom gegebenen
Problem ab. Eine Analyse anhand von Probleminstanzen des TSPTW
und VRP wird im Abschnitt 6.3 vorgenommen.
U¨ber die genannten Modifikationen der Lexikographischen Suche hinaus
ist es manchmal sinnvoll, nur einen Teil der k-opt-Nachbarschaft abzusuchen.
Dazu ist es ggf. erwu¨nscht, nur einen Teil der existierenden k-opt-Typen zu
untersuchen, wie es z.B. bei der Or-opt-Nachbarschaft der Fall ist.13
Dies kann innerhalb des Algorithmus 3.1 einfach realisiert werden, wenn
die zu untersuchenden k-opt-Typen, wie bereits unter Punkt 1 beschrieben,
vorab in einem Vektor abgelegt werden. Die Durchfu¨hrung der Lexikographi-
schen Suche beschra¨nkt sich dann auf die k-opt-Typen, die in diesem Vektor
spezifiziert wurden. Es genu¨gt daher, nur die erwu¨nschten Schritte in den
Vektor aufzunehmen.
3.2 Probleme mit beschra¨nkten Ressourcen
Wir betrachten nun Probleme, bei denen beschra¨nkte Ressourcen zu beru¨ck-
sichtigen sind, und interessieren uns dafu¨r, wie eine Lokale Suche effizient
durchgefu¨hrt werden kann.
Angenommen, es liegt eine zula¨ssige Lo¨sung yakt ∈ Y vor und im Rahmen
einer Lokale Suche sollen alle Nachbarlo¨sungen y′ ∈ N (yakt) untersucht wer-
den. Dann mu¨ssen hinsichtlich jeder Nachbarlo¨sung zwei Fragen beantwortet
werden:
1. Ist die Nachbarlo¨sung zula¨ssig?
2. Ist die Nachbarlo¨sung besser als die aktuelle Lo¨sung?
Entscheidend fu¨r die Effizienz der Lokalen Suche ist u.a., ob die Beantwortung
dieser Fragen stets mit geringem zusa¨tzlichem Aufwand mo¨glich ist.14
13siehe dazu Abschnitt 3.4 auf Seite 119
14Wu¨rde z.B. fu¨r jede Nachbarlo¨sung an jedem der n einzelnen Knoten die Einhaltung
der Ressourcenbeschra¨nkungen explizit gepru¨ft, so entstu¨nde fu¨r die Zula¨ssigkeitspru¨fung
einer Nachbarlo¨sung ein Aufwand von mindestens O(n). Die Komplexita¨t der Lokalen
Suche in der k-opt-Nachbarschaft wu¨rde dann von O(nk) auf O(n · nk) steigen.
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Beim TSP (ohne Ressourcenbeschra¨nkungen) ist dies sehr einfach. Die Zu-
la¨ssigkeit der Nachbarlo¨sung kann bereits durch die Wahl geeigneter Nachbar-
schaftsschritte gewa¨hrleistet werden. Eine U¨berpru¨fung braucht dann u¨ber-
haupt nicht stattzufinden. Ob der Nachbarschaftsschritt eine Verbesserung
bewirkt, la¨ßt sich beim symmetrischen TSP feststellen, indem die Kosten der
gelo¨schten und hinzugefu¨gten Bo¨gen miteinander verglichen werden.15
Werden den Lo¨sungen jedoch zusa¨tzliche Beschra¨nkungen, z.B. in Form
von Kundenzeitfenstern, Kapazita¨ten oder Reihenfolgebeschra¨nkungen, auf-
erlegt, so muß die Zula¨ssigkeit jeder betrachteten Nachbarlo¨sung explizit ge-
pru¨ft werden. Auch durch eine kompliziertere Zielfunktion kann das Verfah-
ren drastisch an Effizienz einbu¨ßen, wenn die Berechnung der Zielfunktion
aufwendig ist.
Die U¨berpru¨fung der Zula¨ssigkeit einer Nachbarlo¨sung im Rahmen ei-
ner Sequentiellen Suche verursacht bei einem TSP mit Zeitfenstern i.a. einen
Aufwand der Gro¨ße O(n), was fu¨r Probleme mit zunehmender Kundenzahl n
immer ungu¨nstiger wird. Dagegen hat Savelsbergh 1985 gezeigt [Sav85], daß
sich die Zula¨ssigkeitspru¨fung bei Problemen mit Zeitfenstern und Reihen-
folgebeschra¨nkungen mit konstantem Aufwand durchfu¨hren la¨ßt, wenn eine
lexikographische Suchreihenfolge eingehalten wird.
Gegenstand dieses Abschnitts ist eine Verallgemeinerung des Vorgehens
von Savelsbergh. Dadurch kann es auf alle Probleme angewandt werden, die
sich mit dem Modell 1.1 beschreiben lassen. Daru¨ber hinaus ko¨nnen aber auch
die in Abschnitt 1.2.3 beschriebenen Erweiterungen beru¨cksichtigt werden.
Dies ermo¨glicht insbesondere eine weitgehende Verallgemeinerung der Ziel-
funktion. Sofern sich die Zielfunktion ebenfalls abha¨ngig von den benutzten
Bo¨gen einer Lo¨sung darstellen la¨ßt, kann sie mit Hilfe einer eigenen Ressource
modelliert werden. Die Bestimmung des Zielfunktionswertes der Lo¨sung fa¨llt
dann mit der Bestimmung des Wertes dieser Ressource am letzten Knoten
der Tour zusammen und verursacht keinen zusa¨tzlichen Aufwand.
Wir betrachten zuna¨chst das TSP mit Zeitfenstern, das nur die beschra¨nk-
te Ressource
”
Zeit“ besitzt. Anschließend verallgemeinern wir die Vorgehens-
weise fu¨r endliche Mengen beschra¨nkter Ressourcen.
15Fu¨r das symmetrische TSP ist die Durchfu¨hrung einer Lexikographischen Suche nicht
sinnvoll, da dafu¨r eine Sequentielle Suche bzw. die darauf aufbauende Lin-Kernighan-
Suche eingesetzt werden kann, die u.a. durch die Nutzung des Gewinnkriteriums wesentlich
effizienter ist.
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3.2.1 Beru¨cksichtigung von Zeitfenstern (TSPTW)
Gegeben sei ein TSP mit dem zugeho¨rigen Graphen G = (V, A, c). Jedem
Bogen (i, j) ∈ A ist zusa¨tzlich zu den Kosten cij eine Zeit dij (Fahrtdauer)
zugeordnet. Zu jedem Knoten i ∈ V gibt es ein Zeitfenster [ai, bi] und eine
Servicezeit si. Bei einer zula¨ssigen Lo¨sung muß die Ankunftszeit am Knoten
i innerhalb des Zeitfensters [ai, bi] liegen. Es ist jedoch jederzeit mo¨glich, eine
beliebig lange Wartezeit vor dem Knoten i einzuschieben, um eine zu fru¨he
Ankunft zu vermeiden.
Das TSPTW ist, wie in Abschnitt 1.2.2 beschrieben, ein Spezialfall von
Modell 1.1 auf Seite 13 und nimmt (etwas vereinfacht formuliert) die folgende
Gestalt an:
min
∑
(i,j)∈A
cijxij (3.6a)
so daß ∑
j:(i,j)∈A
xij = 1, ∀i ∈ V (3.6b)∑
i:(i,j)∈A
xij = 1, ∀j ∈ V (3.6c)
xij(Ti + si + dij − Tj) ≤ 0, ∀(i, j) ∈ A (3.6d)
ai ≤ Ti ≤ bi, ∀i ∈ V (3.6e)
xij ∈ {0, 1} , ∀(i, j) ∈ A (3.6f)
Die Entscheidungsvariablen xij nehmen den Wert eins an, wenn der Bogen
(i, j) in der Lo¨sung enthalten ist. Die Variable Ti gibt die Ankunftszeit am
Knoten i ∈ V an. Da beim TSP(TW) nur eine Tour vorliegt, ko¨nnen die
Restriktionen (1.1b)–(1.1d) von Modell 1.1 durch die einfacheren Formulie-
rungen (3.6b) und (3.6c) a¨quivalent ersetzt werden. Die Tatsache, daß vor der
Ankunft an einem Knoten beliebig lange gewartet werden darf, wird durch
die ≤-Relation in (3.6d) ausgedru¨ckt. Damit das Problem (3.6) lo¨sbar ist,
muß i.a. mindestens ein Bogen existieren (vom Depoteingang zum Depotaus-
gang), der eine negative Dauer aufweist.
Eine der Servicezeit si entsprechende Gro¨ße, tritt im Modell 1.1 nicht auf.
Die explizite Beru¨cksichtigung der Servicezeit am Knoten i ist aber auch nicht
notwendig, wenn diese Zeit auf die Fahrzeiten dij aller Bo¨gen aufgeschlagen
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wird, die den Knoten i verlassen. Unter Verwendung derart modifizierter
Zeiten dij
′ = dij + si ko¨nnte (3.6d) auch durch
xij(Ti + dij
′ − Tj) ≤ 0, ∀(i, j) ∈ A
ersetzt werden. Im Gegensatz zu den meisten Vero¨ffentlichungen wird hier
aber auf diese Vereinfachung verzichtet. Dies geschieht vor allem deshalb,
weil das Modell damit allgemein genug bleibt, um den Unterschied zwischen
la¨ngeren Segmenten und einzelnen Knoten einer Lo¨sung verschwimmen zu
lassen. Das heißt, daß man sich anstelle eines Knotens in diesem Modell im-
mer auch eine fixe Folge von Knoten (also ein Segment) vorstellen kann. Die
Servicezeit eines Segments wird dann mit der Zeit gleichgesetzt, die zwischen
der Ankunft am ersten Knoten des Segments und der Abfahrt am letzten
Knoten des Segments vergeht. Auf diesen Aspekt wird in Unterabschnitt 5.2.3
na¨her eingegangen.
Zula¨ssigkeitstests in konstanter Zeit Zeitliche Zula¨ssigkeit eines Seg-
ments σ heißt, daß es eine Belegung fu¨r die Abfahrtszeiten Ti aller Knoten
i ∈ V (σ) gibt, so daß die Restriktionen (3.6d) und (3.6e) eingehalten werden.
In [KS92] bzw. [KS97] beschreiben Kindervater und Savelsbergh am Bei-
spiel der 2-opt-Nachbarschaft und der Or-opt-Nachbarschaft, wie ein Test auf
Zula¨ssigkeit unter Verwendung von regelma¨ßig zu aktualisierenden
”
globalen
Variablen“ mit konstantem Zeitaufwand vorgenommen werden kann. Die Idee
beruht im wesentlichen darauf, daß sich die k + 1 Segmente (σ0, . . . , σk), in
die die aktuelle Lo¨sung yakt bei einem k-opt-Schritt zerlegt wird, bei den auf-
einanderfolgenden Iterationen der Lexikographischen Suche i.d.R. nur durch
die Verschiebung eines Knotens voneinander unterscheiden. Deshalb ko¨nnen
aufwendig zu bestimmende Informationen, die die einzelnen Segmente be-
treffen, von Iteration zu Iteration weitergegeben und entsprechend angepaßt
werden (siehe Abb. 3.3 auf Seite 96).
Fu¨r die schnelle U¨berpru¨fung der Zeitfenster bei der Lexikographischen
Suche genu¨gt es, fu¨r jedes Segment σ drei Informationen zu kennen:
Dσ – die Gesamtfahrzeit einschließlich der Servicezeiten (Wartezeiten
za¨hlen nicht dazu),
LATσ – die spa¨teste Ankunftszeit am ersten Knoten des Segments und
EDTσ– die fru¨heste Abfahrtszeit am letzten Knoten des Segments.
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Zula¨ssigkeit von Nachbarlo¨sungen Angenommen, fu¨r zwei Segmente
σ1 und σ2 sind die Werte LATσ1 , EDTσ1 , LATσ2 und EDTσ2 bekannt, dann
kann in konstanter Zeit u¨berpru¨ft werden, ob die Verkettung σ = σ1 ⊕ σ2
zeitlich zula¨ssig ist. Dies ist genau dann der Fall, wenn σ1 und σ2 zula¨ssig
sind und
EDTσ1 + dσ1σ2 ≤ LATσ2 . (3.7)
gilt. Dabei bezeichnet dσ1σ2 die Fahrzeit vom letzten Knoten von σ1 zum
ersten Knoten von σ2.
Sind LAT , EDT und D fu¨r alle Segmente σ0, . . . , σk bekannt, so kann
die Zula¨ssigkeit jeder Nachbarlo¨sung, die sich durch eine Verkettung dieser
Segmente darstellen la¨ßt, in konstanter Zeit gepru¨ft werden. Dazu wird die
neue Tour Schritt fu¨r Schritt durch Verketten mit je einem weiteren Segment
in der gewu¨nschten Reihenfolge zusammengesetzt. In jedem der insgesamt k
Schritte mu¨ssen die Zula¨ssigkeit der Verkettung gepru¨ft und außerdem die
Werte LAT , EDT und D fu¨r den neuen
”
Tour-Rumpf“ berechnet werden.
Bestimmung von D, LAT und EDT Die Werte von D, LAT und EDT
ko¨nnen fu¨r Segmente, die nur aus einem Knoten v bestehen, bzw. fu¨r Seg-
mente, die durch die Verkettung zweier Segmente σ1 und σ2 entstehen, mit
konstantem Aufwand bestimmt werden.
Es gilt fu¨r σ = (v) , v ∈ V :
Dσ = sv (3.8a)
LATσ = bv (3.8b)
EDTσ = av (3.8c)
und fu¨r σ = σ1⊕σ2:16
Dσ = Dσ1 + dσ1σ2 + Dσ2 (3.8d)
LATσ = min{LATσ1 , LATσ2 − dσ1σ2 −Dσ1} (3.8e)
EDTσ = max{EDTσ1 + dσ1σ2 + Dσ2 , EDTσ2} (3.8f)
16Eine ausfu¨hrliche Herleitung der Verbindungstheoreme erfolgt im Anhang A.
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Bei der 2-opt-Nachbarschaft wird in den aufeinanderfolgenden Iterationen je ein Knoten
vom letzten Segment σ2 zum vorletzten Segment σ1 verschoben.
Abbildung 3.3: Lexikographische Suche in der 2-opt-Nachbarschaft (die Abb.
wurde aus [KS97] u¨bernommen)
Da jedes Segment σ einer Tour als Verkettung seiner Knoten aufgefaßt
werden kann, ko¨nnen die Werte von Dσ , LATσ und EDTσ iterativ bestimmt
werden, indem sukzessive alle Knoten des Segments aneinandergeha¨ngt wer-
den. Falls beno¨tigt, ko¨nnen genauso auch invertierte Segmente Knoten fu¨r
Knoten aufgebaut werden. Dabei kann die Zula¨ssigkeit der Verkettung bei
jedem Schritt u¨berpru¨ft werden, so daß sofort festgestellt wird, wenn das
konstruierte Segment unzula¨ssig wird. Der Aufwand fu¨r die Berechnung von
Dσ , LATσ und EDTσ ist dabei proportional zur La¨nge des Segments σ.
Bei einer Lexikographischen Suche (Algorithmus 3.1) kann die Bestim-
mung dieser Informationen aber so in den Ablauf der Suche integriert wer-
den, daß die notwendigen Aktualisierungen in jedem Schritt des Algorithmus
nur konstanten Aufwand erfordern.17 Dazu nutzt man aus, daß sich die im
Schritt 3(.4).1 von Algorithmus 3.1 konstruierten k-Segmentierungen bei auf-
einanderfolgenden Durchla¨ufen der innersten Schleife nur in den beiden letz-
ten Segmenten unterscheiden. In jedem Schritt wird ein Knoten vom Anfang
des letzten Segments σk abgetrennt. Dieser Knoten wird dann am Ende oder
am Anfang des vorletzten Segments angeha¨ngt, abha¨ngig davon, ob Segment
σk−1 oder das invertierte Segment (σk−1)
−1 aufgebaut werden soll. Ein Bei-
spiel fu¨r den Aufbau eines invertierten Segments bei der 2-opt-Nachbarschaft
zeigt die Abb. 3.3.
Das Anha¨ngen eines Knotens an das Segment σk−1 kann, wie gerade be-
17Wird eine verbessernde Lo¨sung gefunden und zu dieser Lo¨sung u¨bergegangen, so ist
der Aufwand ho¨her. Dies spielt aber fu¨r die hier angestellten Betrachtungen keine Rolle,
da dies (insbesondere in der Nachbarschaft einer guten Ausgangslo¨sung)
”
selten“ passiert.
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schrieben, mit konstantem Aufwand durchgefu¨hrt werden. Beim Abtrennen
des jeweils ersten Knotens von σk lassen sich die neuen Werte von Dσk , LATσk
und EDTσk dagegen nicht mit konstantem Aufwand aus den bisherigen Wer-
ten bestimmen. Stattdessen ko¨nnen aber zu Beginn der Lexikographischen
Suche einmalig die Werte von D, LAT und EDT fu¨r alle
”
End-Segmente“
der Lo¨sung yakt , d.h. fu¨r alle Segmente, die den letzten Knoten der aktuellen
Lo¨sung yakt beinhalten, bestimmt werden. Der Aufwand fu¨r die Bereitstellung
dieser Werte betra¨gt nur einmalig O(n) und fa¨llt daher nicht ins Gewicht.
3.2.2 Mengen beschra¨nkter Ressourcen
Das zuvor betrachtete TSPTW ist ein Spezialfall eines TSPR mit genau einer
beschra¨nkten Ressource. Bezugnehmend auf das Modell 1.1 untersuchen wir
nun Probleme mit einer Menge von Ressourcen R. Die Idee besteht darin,
die effiziente U¨berpru¨fung der Zeitfenster beim TSPTW auf die U¨berpru¨fung
anderer Ressourcen zu u¨bertragen.
Ein Zeitfenster legt eine untere und eine obere Schranke fu¨r den Wert
der Ressource Zeit bei Ankunft am jeweiligen Knoten fest. Alle Ressourcen
r ∈ R unterliegen Restriktionen, die den Zeitfenstern beim TSPTW struk-
turell gleichen. Obwohl diese Ressourcen und ihre Beschra¨nkungen inhaltlich
vollkommen andere Sachverhalte modellieren, ko¨nnen sie formal genauso be-
handelt werden. Das bedeutet insbesondere, daß die Ressourcenbeschra¨nkun-
gen fu¨r jede Ressource mit Hilfe von je drei globalen Variablen pro Segment
mit konstantem Aufwand u¨berpru¨ft werden ko¨nnen. Der Test (3.7) auf Zu-
la¨ssigkeit der Verkettung σ = σ1 ⊕ σ2 wird entsprechend auf alle Ressourcen
von R erweitert:
EDT rσ1 + d
r
σ1σ2
≤ LAT rσ2 , ∀r ∈ R. (3.9)
Fu¨r die Zeitfenster wurde die Festlegung getroffen, daß eine vorzeitige
Ankunft des Fahrzeugs am Knoten prinzipiell zula¨ssig ist. Die Einhaltung
der unteren Schranke des Zeitfensters wird dadurch hergestellt, daß ggf. bis
zum Beginn des Zeitfensters vor dem Knoten gewartet werden muß.18 Diese
Festlegung ist fu¨r andere Ressourcen jedoch oft nicht sinnvoll, weil sich der
Wert einer Ressource19 meistens nicht durch
”
Warten“ a¨ndern la¨ßt.
18Die Mo¨glichkeit zu
”
warten“, wird im Modell 3.6 durch die ≤-Relation in (3.6e) abge-
bildet. Diese entspricht der Zeile (1.1e) von Modell 1.1.
19Mit dem Wert der Ressource r ist hier der tatsa¨chlich aufgetretene Verbrauch der
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Aus zwei Gru¨nden stellt dies kein unu¨berwindliches Problem dar. Erstens
genu¨gt es fu¨r viele Ressourcen ohnehin, nur eine obere Schranke zu beru¨ck-
sichtigen, weil der Zuwachs des Ressourcenwerts auf allen Bo¨gen nicht negativ
ist. Die untere Schranke ist dann eigentlich irrelevant und kann z.B. auf null
gesetzt werden (z.B. Fahrzeugauslastung beim CVRP). Zweitens kann bei
Bedarf auch eine untere Schranke modelliert werden, die strikt eingehalten
wird. Dazu betrachtet man statt einer Ressource ri, die Ressource ri, die das
Komplement von ri modelliert. Die obere Schranke fu¨r Ressource ri erfu¨llt
die Funktion einer unteren Schranke von ri. Mu¨ssen sowohl untere also auch
obere Schranken strikt eingehalten werden, kann man dies absichern, indem
beide Ressourcen (ri und ihr Komplement ri) verwendet werden.
Obwohl das Problem damit prinzipiell gelo¨st ist, erscheint das beschrie-
bene Vorgehen doch etwas umsta¨ndlich. Es ist besser, einen zweiten Typ
von Ressourcen einzufu¨hren, fu¨r die das
”
Warten“ nicht erlaubt ist. Wir un-
terteilen den Ressourcenvektor R deshalb in die Ressourcen R1, fu¨r die das
”
Warten“ erlaubt ist und Ressourcen R2, deren untere Schranken an jedem
Knoten strikt einzuhalten sind. Das Modell 1.1 kann entsprechend angepaßt
werden, indem die Restriktionen (1.1e) durch
xij(T
r
i + d
r
ij − T
r
j ) ≤ 0, ∀r ∈ R
1, ∀(i, j) ∈ A (3.10a)
xij(T
r
i + d
r
ij − T
r
j ) = 0, ∀r ∈ R
2, ∀(i, j) ∈ A (3.10b)
ersetzt werden.
Wenn fu¨r eine Ressource r des neuen Ressourcentyps R2 gepru¨ft werden
soll, ob die Verkettung σ = σ1 ⊕ σ2 zula¨ssig ist, sind die Einhaltung der
oberen und unteren Schranken von r zu testen. Zusa¨tzlich zu (3.9) ist fu¨r
diese Ressourcen deshalb die Bedingung
LDT rσ1 + d
r
σ1σ2
≥ EAT rσ2 (3.11a)
einzuhalten. Dabei bestimmt sich die
”
spa¨teste Abfahrtszeit“ LDT rσ1 und die
”
fru¨heste Ankunftszeit“ EAT rσ1 bezu¨glich Ressource r mittels
LDT rσ1 = EDT
r
σ1
+ Drσ1 und (3.11b)
EAT rσ2 = LAT
r
σ2
−Drσ2 (3.11c)
(vgl. Anhang A).
Ressource (in der Realita¨t) gemeint. Dieser Wert soll im Modell fu¨r alle Knoten i mit der
Variablen T ri repra¨sentiert werden.
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3.2.3 Abha¨ngige Ressourcen
Im Abschnitt 1.2.3 werden voneinander abha¨ngige Ressourcen durch die Ein-
fu¨hrung der Resource Extension Function (REF) f rij modelliert.
Diese Erweiterung kann analog fu¨r die Ressourcentypen R1 und R2 for-
muliert werden (vgl. Gleichung (1.2)). Dabei bezeichnet T Ri den Vektor aller
Ressourcenvariablen am Knoten i:
xij(f
r
ij(T
R
i , T
R
j )− T
r
j ) ≤ 0, ∀r ∈ R
1, ∀(i, j) ∈ A (3.12a)
xij(f
r
ij(T
R
i , T
R
j )− T
r
j ) = 0, ∀r ∈ R
2, ∀(i, j) ∈ A (3.12b)
Wir betrachten wieder die Verkettung σ = σ1 ⊕ σ2. Dabei sei i der letz-
te Knoten von σ1 und j der erste Knoten von σ2. Um die Zula¨ssigkeit der
Verkettung σ1 ⊕ σ2 zu u¨berpru¨fen, muß festgestellt werden, ob das Restrik-
tionensystem (3.12) fu¨r xij = 1 eine Lo¨sung besitzt. Dabei ist zu beachten,
daß der zula¨ssige Bereich fu¨r die Werte von T Ri und T
R
j durch die Ressou-
cenfenster (1.1f) und aufgrund der Zugeho¨rigkeit von i zu σ1 und von j zu
σ2 bereits eingeschra¨nkt ist.
Fu¨r die Durchfu¨hrung der Lexikographischen Suche ist entscheidend, ob
die U¨berpru¨fung der Zula¨ssigkeit einer Verkettung σ = σ1 ⊕ σ2 in konstan-
ter Zeit durchgefu¨hrt werden kann. Da dies nicht allgemein fu¨r jede REF
gesichert werden kann, fordern wir folgende zusa¨tzliche Eigenschaften:
(i) Fu¨r jede Ressource r ∈ R ist die REF f rij bezu¨glich jedes ihrer Argu-
mente T r
′
i , T
r′
j , r
′ ∈ R stetig und monoton.
(ii) Die Bestimmung von f rij(T
R
i , T
R
j ) ist bei gegebenen Vektoren T
R
i und
T Rj fu¨r alle (i, j) ∈ A und r ∈ R in konstanter Zeit durchfu¨hrbar.
(iii) Der Ressourcenvektor R =
(
r1, . . . , r|R|
)
sei so geordnet, daß die REF
f r`ij (T
R
i , T
R
j ) jeder Ressource r` ∈ R ausschließlich von den Werten sol-
cher Ressourcen abha¨ngig ist, deren Index kleiner oder gleich ` ist. Au-
ßerdem sei f r`ij unabha¨ngig vom Wert von T
r`
j . Sei also 1 ≤ ` ≤ |R| und
bezeichne T R`i = (T
r1
i , . . . , T
r`
i ), so soll gelten: f
r`
ij = f
r`
ij (T
R`
i , T
R`−1
j ).
Satz 3.31. Die Eigenschaften (i), (ii) und (iii) sind hinreichend, um die
U¨berpru¨fung der Zula¨ssigkeit einer Verkettung σ = σ1 ⊕ σ2 in konstanter
Zeit durchfu¨hren zu ko¨nnen.
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Beweis: Wir betrachten die Verkettung von σ = σ1 ⊕ σ2. Die Verkettung
wird durch die Aufnahme des Bogens (i, j) in die aktuelle Teillo¨sung, d.h.
durch die Festlegung xij := 1, hergestellt. Wegen (3.12) kann dadurch der Zu-
la¨ssigkeitsbereich der Ressourcenvariable T rj weiter eingeschra¨nkt werden. Es
wird gezeigt, daß der (nicht leere) Zula¨ssigkeitsbereich von T rj fu¨r alle r ∈ R
ein geschlossenes Intervall ist, dessen untere und obere Grenze in konstanter
Zeit bestimmt werden ko¨nnen. Dazu wird die Beweismethode der vollsta¨ndi-
gen Induktion benutzt. Zuerst untersuchen wir deshalb die Verknu¨pfung von
zwei Segmenten, die jeweils aus genau einem Knoten bestehen, und anschlie-
ßend zwei beliebige Segmente, die zu einem großen Segment zusammengesetzt
werden. Wir verwenden im folgenden die Bezeichnungen Lri und U
r
i bzw. L
r
j
und U rj fu¨r die untere und obere Grenze des Zula¨ssigkeitsbereichs von T
r
i
bzw. T rj , r ∈ R.
(1) Angenommen, die Segmente σ1 und σ2 bestehen nur aus je einem Kno-
ten, d.h. V (σ1) = {i} und V (σ1) = {j}. Dann ist xik = 0 und xkj = 0
fu¨r alle k ∈ V . Daher bedeuten die Restriktionen (3.12) keine Ein-
schra¨nkungen fu¨r die Ressourcenvariablen T ri und T
r
j . Die Zula¨ssig-
keitsbereiche von T ri und T
r
j sind deshalb fu¨r alle r ∈ R geschlossene
Intervalle, ausschließlich derer, die durch die Restriktionen (1.1f) vor-
gegeben sind, d.h. T ri ∈ [a
r
i , b
r
j ] und T
r
j ∈ [a
r
j , b
r
j ], ∀r ∈ R.
Die Ressourcen lassen sich entsprechend ihrer Ordnung im Ressourcen-
vektor R nacheinander in konstanter Zeit pru¨fen. Die U¨berpru¨fung der
Ressource r1 geschieht wie folgt:
Wegen (3.12) und xij = 1 gilt:
f r1ij (T
R
i , T
R
j )
(iii)
= f r1ij (T
r1
i )
(3.12a)
≤ T r1j , falls r1 ∈ R
1 bzw.
f r1ij (T
R
i , T
R
j )
(iii)
= f r1ij (T
r1
i )
(3.12b)
= T r1j , falls r1 ∈ R
2.
Außerdem ist f r1ij wegen (i) stetig und monoton in T
r1
i . Ist f
r1
ij monoton
wachsend, so folgt daraus
Lr1j = max[f
r1
ij (a
r1
i ), a
r1
j ], U
r1
j = b
r1
j , wenn r1 ∈ R
1 bzw.
Lr1j = max[f
r1
ij (a
r1
i ), a
r1
j ], U
r1
j = min[f
r1
ij (b
r1
i ), b
r1
j ], wenn r1 ∈ R
2.
Ist f r1ij monoton fallend, dann gilt
Lr1j = max[f
r1
ij (b
r1
i ), a
r1
j ], U
r1
j = b
r1
j , wenn r1 ∈ R
1 bzw.
Lr1j = max[f
r1
ij (b
r1
i ), a
r1
j ], U
r1
j = min[f
r1
ij (a
r1
i ), b
r1
j ], wenn r1 ∈ R
2.
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Wegen der Stetigkeit von f r1ij ist der Zula¨ssigkeitsbereich von T
r1
j nach
der Verkettung von σ1 und σ2 entweder leer (falls L
r1
j > U
r1
j ) oder
ein geschlossenes Intervall. Die Intervallgrenzen ko¨nnen aufgrund der
Voraussetzung (ii) in konstanter Zeit bestimmt werden.
Die obige Vorgehensweise und Argumentation kann analog fu¨r die Zu-
la¨ssigkeitsbereiche aller weiteren Ressourcenvariablen T r2j , . . . , T
r|R|
j in
dieser Reihenfolge fortgesetzt werden. Fu¨r die Bestimmung der Inter-
vallgrenzen von T rkj , 2 ≤ k ≤ |R| werden wegen (ii) nur (die bereits
ermittelten) Grenzen Lrvi , U
rv
i und L
rv
j , U
rv
j der Zula¨ssigkeitsbereiche
der Ressourcenvariablen T rvi und T
rv
j , 1 ≤ i, j < k beno¨tigt.
Fu¨r jede Ressource rm ∈ R bezeichne
αrmi =
{
Lrmi , falls f
rm
ij monoton wachsend ist,
U rmi , falls f
rm
ij monoton fallend ist
und
βrmi =
{
U rmi , falls f
rm
ij monoton wachsend ist,
Lrmi , falls f
rm
ij monoton fallend ist.
Dann gilt fu¨r rk ∈ R2:
Lrkj = max
[
f rkij
(
αr1i , . . . , α
rk
i , α
r1
j , . . . , α
rk−1
j
)
, arkj
]
(3.13a)
U rkj = min
[
f rkij
(
βr1i , . . . , β
rk
i , β
r1
j , . . . , β
rk−1
j
)
, brkj
]
. (3.13b)
Die Berechnungen fu¨r rk ∈ R2 u¨bertragen sich analog.
(2) Seien σ1 und σ2 Segmente, die aus einem oder mehreren Knoten be-
stehen, und die Zula¨ssigkeitsbereiche aller Ressourcenvariablen T ri und
T rj , r ∈ R seien geschlossene Intervalle mit
Lri ≤ T
r
i ≤ U
r
i bzw. L
r
i ≤ T
r
j ≤ U
r
j .
Dann kann die Feststellung der Zula¨ssigkeitsbereiche wie unter (1)
durchgefu¨hrt werden, wobei in (3.13a) und (3.13b) jeweils arkj durch
Lrkj und b
rk
j durch U
rk
j zu ersetzen sind. Der Zula¨ssigkeitsbereich der
Ressourcenvariable r1 ∈ R2 ergibt sich z.B. bei monoton wachsender
Funktion f r1ij (T
r1
i ) durch
max[f r1ij (L
r1
i ), L
r1
j ] ≤ T
r1
j ≤ min[f
r1
ij (U
r1
i ), U
r1
j ].
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Demzufolge ist der Zula¨ssigkeitsbereich jeder Ressourcenvariablen T rj ,
r ∈ R nach der Verkettung von σ1 mit σ2 entweder leer oder ein ge-
schlossenes Intervall, dessen Grenzen in konstanter Zeit bestimmt wer-
den ko¨nnen.
3.3 Multiple TSP (m-TSP)
Als eine einfache Erweiterung des TSP wird in der Literatur das m-TSP
betrachtet. Dieses unterscheidet sich vom TSP darin, daß statt einer Tour
nun m Touren zu bilden sind, die an einem gemeinsamen Depot d starten
und enden und gemeinsam jeden Kunden genau einmal besuchen.20
3.3.1 Das Giant-Route-Modell fu¨r das m-TSP
Bereits 1969 haben Christofides und Eilon in [CE69] eine Graph-Transforma-
tion benutzt, mit der man ein m-TSP mit n Kundenknoten in ein a¨quivalentes
TSP mit n + m Knoten u¨bertragen kann. Dazu werden m − 1 Kopien des
Depotknotens d angelegt. Alle Kopien erhalten die gleichen eingehenden und
ausgehenden Bo¨gen wie das Original.
Die Menge der m Depotknoten sei mit D = {d1, . . . , dm} bezeichnet. Die
Depotknoten dienen jeweils gleichzeitig als Endknoten einer Tour und An-
fangsknoten der na¨chsten Tour. Eine Lo¨sung des resultierenden TSP wird in
der Literatur ha¨ufig als Giant-Route bezeichnet (siehe Abb. 3.4). Wie man
leicht sieht, repra¨sentiert die Giant-Route auch eine Lo¨sung des zugrundelie-
genden m-TSP.
Ausgehend vom Giant-Route-Modell mit m Depotknoten di ∈ D wird
beim U¨bergang zu dessen Pfaddarstellung ein Depotknoten aufgeteilt. So
entsteht ein Pfad mit m + 1 Depotknoten, wobei der erste Depotknoten kei-
ne eingehenden Bo¨gen und der letzte Depotknoten keine ausgehenden Bo¨gen
besitzt (siehe Abb. 3.5). Allerdings ist es hilfreich, eine einheitliche Darstel-
lung aller Depots zu besitzen. Dazu werden alle Depotknoten di ∈ D in je
zwei Knoten aufgeteilt, die wir als Depotausgang oi und Depoteingang di
20Hier wird zuna¨chst wieder das Kreismodell des TSP zugrundegelegt. Bei Anwendung
auf das Pfadmodell des TSP werden m Pfade vom Depotausgang o zum Depoteingang d
betrachtet.
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Abbildung 3.4: Giant-Route fu¨r ein m-TSP mit vier Touren: die Lo¨sung des
m-TSP mit vier einzelnen Touren (links) wird zu einer großen Tour – der
Giant-Route (rechts).
d
2
. . .
. . .
. . .d
m dm+1
d
1
. . .
. . .
. . .
Abbildung 3.5: Pfaddarstellung einer Giant-Route (m + 1 Depotknoten)
bezeichnen. Die Zahl der Depotknoten erho¨ht sich dadurch auf 2m (siehe
Abb. 3.6).
Nun kann analog zum TSP auch ein Pfadmodell fu¨r das m-TSP angege-
ben werden. Dieses unterscheidet sich vom Pfadmodell des TSP nur in der
Definition des zugeho¨rigen Graphen.
Definition 3.32. (Pfadmodell des m-TSP)
Das Pfadmodell gema¨ß Definition 3.19 auf einem schlichten gerichteten und
bewerteten Graph G = (V, A, c) heißt Pfadmodell des m-TSP, wenn fu¨r G
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o
1 d2
. . . d
3
o
2
. . .
. . . d
1
o
m
. . .
. . .
. . .
Abbildung 3.6: Pfaddarstellung einer Giant-Route mit getrennten Depotein-
und Depotausga¨ngen
gilt:
V = {1, . . . , n} ∪D, (3.14a)
D = Do ∪Dd, Do = {o1, . . . , om} , D
d = {d1, . . . , dm} , (3.14b)
A = {(i, j) : i, j ∈ V, i 6= j, (3.14c)
i ∈ Dd =⇒ j ∈ Do, (3.14d)
i ∈ Do =⇒ j /∈ Dd, (3.14e)
i 6= d1, j 6= o1}. (3.14f)
Bezeichne o den Depotausgang und d den Depoteingang, so werden die Ko-
sten der Bo¨gen von und zu den Kopien der Depotknoten entsprechend u¨ber-
tragen:
c(oi, j) = c(o, j) ∀ i ∈ {1, . . . , m} , j ∈ {1, . . . , n} (3.14g)
c(j, di) = c(j, d) ∀ i ∈ {1, . . . , m} , j ∈ {1, . . . , n} (3.14h)
c(di, oj) = 0 ∀ i ∈ {1, . . . , m− 1} , j ∈ {2, . . . , m} (3.14i)
(3.14a) und (3.14b) beschreiben die Zusammensetzung der Knotenmen-
ge V aus n Kundenknoten sowie je m Depoteingangs- und Depotausgangs-
knoten. (3.14c)–(3.14f) definieren die Bogenmenge A. (3.14d) legt fest, daß
ein Depoteingangsknoten ausschließlich mit einem Depotausgangsknoten ver-
bunden werden kann. Durch (3.14e) wird sichergestellt, daß ein Depotausgang
nicht direkt mit einem Depoteingang verbunden werden kann. Wenn auf die-
se Forderung verzichtet wird, ko¨nnen auch Lo¨sungen entstehen, die ein oder
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mehrere
”
leere Touren“ enthalten. (3.14f) sorgt dafu¨r, daß jeder Hamilton-
pfad in G im Depot d1 beginnt und endet. Mit (3.14g) und (3.14h) werden
die Kosten der Bo¨gen von und zum Depot auf die Bo¨gen von und zu den
Kopien der Depotausga¨nge und Depoteinga¨nge u¨bertragen. (3.14i) legt fest,
daß auf den Bo¨gen von einem Depoteingang zu einem Depotausgang keine
Kosten entstehen.
Analog zum Pfadmodell la¨ßt sich auch das Kreismodell des TSP auf das
m-TSP u¨bertragen. Im Unterschied zum Pfadmodell mu¨ssen lediglich die
durch 3.14f verbotenen Bo¨gen zugelassen werden, damit es mo¨glich ist, einen
Hamiltonkreis im Graphen G zu bilden.
Um zu verhindern, daß Touren gebildet werden ko¨nnen, die keine Kun-
denknoten bedienen, kann man direkte Bo¨gen zwischen den Depotausga¨n-
gen und Depoteinga¨ngen verbieten bzw. deren Kosten so groß setzen, daß
diese nicht unmittelbar nacheinander besucht werden. Das Giant-Route-Mo-
dell kann auch verwendet werden, wenn (anstelle von Kopien eines einzigen
Depots) tatsa¨chlich mehrere Depots existieren. Daher ermo¨glicht das Giant-
Route-Modell eine einheitliche Sicht auf das Traveling Salesman Problem, das
Multiple TSP, Multi-Depot Vehicle Routing Probleme und Location Routing
Probleme.21
3.3.2 k-opt-Schritte auf der Giant-Route
Bei der Konstruktion von Heuristiken fu¨r m-TSP, VRP oder VRPTW werden
ha¨ufig k-opt-Nachbarschaften fu¨r die Verbesserung von Lo¨sungen benutzt.
Viele Autoren wenden diese Nachbarschaften aber nur auf je eine Tour an
(siehe z.B. [HG98], [CW01], [LS99]). In einigen Vero¨ffentlichungen werden
auch einzelne touru¨bergreifende Nachbarschaftsschritte explizit beru¨cksich-
tigt. Meistens werden dann ein oder zwei der folgenden Schritte verwendet:
• 2-opt∗-Schritte22: [PR95],[dFS+00]
• Anwendung der Or-opt-Nachbarschaft auf zwei Touren, teilweise auch
nur Relocation-Schritte: [dFS+00],[CL99]
• Verwendung eines
”
Cross-Exchange-Schritts“23:
[BGG+95], [PG99], [GTA99], [IMKY02]
21siehe z.B. [LNT88]
22Der 2-opt∗-Schritt wird oft auch als
”
Cross-Move“ bezeichnet. Die k-opt∗-Nachbar-
schaft wurde in Abschnitt 41 auf Seite 48 beschrieben.
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Die betrachteten Nachbarschaften ko¨nnen jedoch noch weiter verallge-
meinert werden, wenn man die Giant-Route-Darstellung des m-TSP zugrun-
delegt. Da eine Giant-Route strukturell einer Lo¨sung eines TSP entspricht,
ko¨nnen aus methodischer Sicht genausogut beliebige k-opt-Schritte auf der
Giant-Route untersucht werden, die z.B. einzelne Segmente invertieren oder
mehr als zwei Touren gleichzeitig modifizieren.
Die
”
Giant-Route-Sicht“ fu¨hrt damit zu einer Verallgemeinerung der Inter-
Tour-Nachbarschaften, die alle oben angefu¨hrten Nachbarschaften als Spe-
zialfa¨lle umfaßt. Daru¨ber hinaus ko¨nnen auch viele weitere Schritte darge-
stellt werden. Dazu geho¨rt eine Reihe sehr interessanter Nachbarschaftsschrit-
te, was durch die Beispiele in den Abbildungen 3.7, 3.8 und 3.9 illustriert
werden kann.
a
2
b
1
b
2
a
1
a
2
B
1
B
2
a
1
Abbildung 3.7: 2-opt-Schritt vom Typ [aBa]: Zwei Touren tauschen ein
Anfangs- bzw. ein Endsegment miteinander.
Die im Zusammenhang mit der Definition der k-opt-Nachbarschaft im Ab-
schnitt 3.1 eingefu¨hrten Begriffe k-Segmentierung, k-Permutation, k-Invertie-
rung Verkettung und k-opt-Schritt sind allgemein fu¨r Bogenfolgen definiert
und ko¨nnen deshalb direkt auf eine Giant-Route bzw. auf das Pfadmodell
3.32 u¨bertragen werden. Dementsprechend kann auch die Lexikographische
Suche auf ein m-TSP angewendet werden.
23Der Cross-Exchange-Schritt wird in [TBG+97] beschrieben. Dieser Schritt tauscht je
ein Segment zwischen zwei verschiedenen Touren, ohne die Orientierung der Segmente zu
a¨ndern. Er kann als Verallgemeinerung von 2-opt∗-Schritten und Or-opt-Schritten aufge-
faßt werden. Auf der Giant-Route lassen sich alle diese Schritte als 4-opt-Schritte vom Typ
[adcba] auffassen. In der Literatur zum TSP werden Schritte der Form [adcba] auch als
”
double bridge moves“ bezeichnet und insbesondere ha¨ufig als Kick-Schritte im Rahmen
einer Iterated Local Search beim TSP eingesetzt.
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Abbildung 3.8: 3-opt-Schritt vom Typ [acba]: Analog zum 2-opt∗-Schritt wer-
den die Anfangs- und Endsegmente der Touren untereinander getauscht.
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Abbildung 3.9: 3-opt-Schritt vom Typ [aCba], der gleichzeitig Segmente zwi-
schen drei Touren austauscht. Dabei wird das Endsegment c1 invertiert und
zum Anfangssegment C1 und das Anfangssegment c2 zum Endsegment C2.
3.3.3 Beru¨cksichtigung beschra¨nkter Ressourcen beim
m-TSP
Sollen im Rahmen einer Lexikographischen Suche beschra¨nkte Ressourcen
beru¨cksichtigt werden, so kommt es beim m-TSPR ebenso wie beim TSPR
darauf an, daß die U¨berpru¨fung der Zula¨ssigkeit und die Bestimmung des
Zielfunktionswertes fu¨r jeden Nachbarschaftsschritt in konstanter Zeit durch-
gefu¨hrt werden kann. Dabei ko¨nnen die U¨berlegungen aus Abschnitt 3.2 auch
auf das m-TSPR u¨bertragen werden. Eine Sonderrolle spielen jedoch die In-
ter-Depot-Bo¨gen, die einen Depoteingang mit einem Depotausgang verbin-
den. Diese Bo¨gen repra¨sentieren den U¨bergang zwischen zwei Touren und
sind beim Pfadmodell des TSP nicht zugelassen.
Bestimmung von LAT und EDT Um die Lexikographische Suche ohne
gro¨ßere Modifikationen auf die Lo¨sung eines m-TSPR u¨bertragen zu ko¨nnen,
mu¨ssen alle Berechnungen unabha¨ngig davon sein, ob ein Segment einer ein-
zelnen Tour oder ein Segment innerhalb einer Giant-Route betrachtet wird.
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Verkettungen u¨ber einen Inter-Depot-Bogen verknu¨pfen zwei unabha¨ngige
Touren miteinander.
Sei σ1 ein zula¨ssiges Segment, dessen letzter Knoten i ein Depoteingangs-
knoten ist, und σ2 ein zula¨ssiges Segment, dessen erster Knoten j ein Depot-
ausgangsknoten ist. Dann muß die Verkettung σ = σ1⊕σ2 stets zula¨ssig sein,
und das entstehende Segment σ muß sich linksseitig wie σ1 und rechtsseitig
wie σ2 verhalten, d.h. es muß fu¨r alle Ressourcen r ∈ R gelten:
LAT rσ = LAT
r
σ1
und EDT rσ = EDT
r
σ2
.
Die Bestimmung der Werte LAT r und EDT r kann jedoch weiterhin fu¨r
alle Ressourcen r gema¨ß (3.8e) und (3.8f) erfolgen, wenn die Ressourcenver-
bra¨uche drij = d
r
σ1σ2
auf den Inter-Depot-Bo¨gen hinreichend klein gewa¨hlt
werden, d.h. drij < −M , wobei M > 0 eine große Zahl ist. Dann gilt sowohl
LAT rσ = min{LAT
r
σ1
, LAT rσ2 − d
r
σ1σ2
−Drσ1}
= LAT rσ1 , (3.15a)
EDT rσ = max{EDT
r
σ1
+ drσ1σ2 + D
r
σ2
, EDT rσ2}
= EDT rσ2 (3.15b)
als auch
EDT rσ1 + d
r
σ1σ2
≤ LAT rσ2 , (3.15c)
und die Zula¨ssigkeit der Verkettung ist somit stets gesichert.
Bestimmung von D Der Wert Drσ wird beno¨tigt, um die Werte von LAT
r
und EDT r fu¨r Verkettungen von σ mit weiteren Segmenten bestimmen zu
ko¨nnen.24 Er soll angeben, um wieviel sich die Ressource r beim Durchlau-
fen des Segments σ insgesamt vera¨ndert hat. Mit der Ru¨ckkehr zu einem
Depot beginnt jedoch eine neue Tour, deren Ressourcenbilanz normalerweise
unabha¨ngig von der vorherigen Tour ist.
Der
”
richtige“ Wert von Drσ ist deshalb abha¨ngig davon, ob das Segment
linksseitig oder rechtsseitig verkettet wird. Es ist also notwendig, zwei ver-
schiedene Werte fu¨r den Ressourcenverbrauch im Segment σ zu verwalten.
Wir bezeichnen diese Werte mit Dleft,rσ fu¨r den linksseitigen Wert von D
r
σ
24vgl. (3.8e) und (3.8f) auf Seite 95
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und Dright,rσ fu¨r den rechtsseitigen Wert. Um außerdem in der Lage zu sein,
den gesamten Ressourcenverbrauch einer Lo¨sung zu bestimmen (z.B. fu¨r die
effiziente Berechnung der Kostenfunktion), wird außerdem der Wert Dsum,rσ
verwaltet, der alle Ressourcenverbra¨uche von r der in σ vollsta¨ndig enthalte-
nen Touren angibt.
Fu¨r jeden einzelnen Knoten v gilt Dleft,rσ = D
right,r
σ = s
r
v und D
sum,r
σ =
0. Die Berechnung von Dleft,rσ ,D
right,r
σ und D
sum,r
σ kann fu¨r die Verkettung
σ = σ1 ⊕ σ2 ebenfalls nach wie vor mit konstantem Aufwand durchgefu¨hrt
werden, erfordert aber eine Fallunterscheidung danach, ob die Segmente σ1
und σ2 (eine oder mehrere) vollsta¨ndige Touren umfassen, und danach, ob
der hinzugefu¨gte Bogen (i, j) ein Inter-Depot-Bogen ist. Die insgesamt acht
unterschiedlichen Fa¨lle sind in Abb. 3.10 auf der na¨chsten Seite graphisch
dargestellt.
Fu¨r die in Abb. 3.10 unterschiedenen vier Hauptfa¨lle (a) bis (d) bestim-
men sich die Werte von Dleft,rσ , D
right,r
σ und D
sum,r
σ durch:
Dleft,rσ = D
left,r
σ1
+ φijd
r
ij + D
left,r
σ2
(a) Dright,rσ = D
left,r
σ
Dsum,rσ = 0
Dleft,rσ = D
left,r
σ1
+ φijd
r
ij + φijD
left,r
σ2
(b) Dright,rσ = D
right,r
σ2
Dsum,rσ = (1− φij)D
left,r
σ2
+ Dsum,rσ2
Dleft,rσ = D
left,r
σ1
(c) Dright,rσ = φijD
right,r
σ1
+ φijd
r
ij + D
right,r
σ2
Dsum,rσ = D
sum,r
σ1
+ (1− φij)D
right,r
σ1
Dleft,rσ = D
left,r
σ1
(d) Dright,rσ = D
right,r
σ2
Dsum,rσ = D
right,r
σ1
+ Dsum,rσ1 + φijd
r
ij + D
left,r
σ2
+ Dsum,rσ2
Dabei ist
φij =
{
0, falls der Bogen (i, j) ein Inter-Depot-Bogen ist,
1, sonst.
109
Kapitel 3. Lokale Suche in der k-opt-Nachbarschaft
Segment σ1 Segment σ2
︸ ︷︷ ︸ ⊕ ︸ ︷︷ ︸
(a) Dsum,rσ1 = 0, D
left,r
σ1
= Dright,rσ1 D
sum,r
σ2
= 0, Dleft,rσ2 = D
right,r
σ2︷ ︸︸ ︷
 ⊕
︷ ︸︸ ︷

︸ ︷︷ ︸ ⊕ ︸ ︷︷ ︸  · · · ︸ ︷︷ ︸ ︸ ︷︷ ︸
(b) Dsum,rσ1 = 0, D
left,r
σ1
= Dright,rσ1 D
left,r
σ2
Dsum,rσ2 D
right,r
σ2︷ ︸︸ ︷
 ⊕
︷ ︸︸ ︷
 
︷ ︸︸ ︷
 · · · 
︷ ︸︸ ︷

︸ ︷︷ ︸  · · · ︸ ︷︷ ︸ ︸ ︷︷ ︸ ⊕ ︸ ︷︷ ︸
(c) Dleft,rσ1 D
sum,r
σ1
Dright,rσ1 D
sum,r
σ2
= 0, Dleft,rσ2 = D
right,r
σ2︷ ︸︸ ︷

︷ ︸︸ ︷
 · · · 
︷ ︸︸ ︷
  ⊕
︷ ︸︸ ︷

︸ ︷︷ ︸  · · · ︸ ︷︷ ︸ ︸ ︷︷ ︸ ⊕ ︸ ︷︷ ︸  · · · ︸ ︷︷ ︸ ︸ ︷︷ ︸
(d) Dleft,rσ1 D
sum,r
σ1
Dright,rσ1 D
left,r
σ2
Dsum,rσ2 D
right,r
σ2︷ ︸︸ ︷

︷ ︸︸ ︷
 · · · 
︷ ︸︸ ︷
  ⊕
︷ ︸︸ ︷
 
︷ ︸︸ ︷
 · · · 
︷ ︸︸ ︷

”
“ symbolisiert einen Depotknoten,
”
“ ein Segment, das keine Depotknoten entha¨lt, und
”
 · · · “ eine beliebige Zahl vollsta¨ndiger Touren.
Abbildung 3.10: Fallunterscheidung bei der Bestimmung des Ressourcenver-
brauchs fu¨r Segmente der Giant-Route
110
3.3. Multiple TSP
3.3.4 k-opt∗-Nachbarschaft
Fu¨r die Suche nach verbessernden k-opt-Schritten kommen bei einer Lo¨sung
eines m-TSP, die mehrere Touren umfaßt, auch k-opt∗-Schritte in Frage. Die
k-opt∗-Nachbarschaft ist eine Erweiterung der k-opt-Nachbarschaft. Sie ent-
ha¨lt auch solche Lo¨sungen, die – bezogen auf die Giant-Route – Kurzzyklen
umfassen. Sofern jeder Kurzzyklus mindestens ein Depot entha¨lt, repra¨sen-
tieren diese Nachbarlo¨sungen zula¨ssige Lo¨sungen des m-TSP.25
Erweiterung der Beschreibung eines k-opt-Schritts
Zur Beschreibung von k-opt∗-Schritten kann die prinzipielle Struktur des
k-opt-Schritts als Nacheinanderausfu¨hrung von k-Segmentierung, k-Invertie-
rung, k-Permutation und Verkettung (Definition 3.28) beibehalten und er-
weitert werden. Die Erweiterung bezieht sich lediglich auf die abschließende
Verkettung der Segmente. Wa¨hrend bei einem k-opt-Schritt nur eine einzige
Verkettung erlaubt ist – jedes Segment wird mit dem (nach der k-Permuta-
tion feststehenden) Nachfolgersegment verkettet – kommen bei einem k-opt∗-
Schritt mehrere Mo¨glichkeiten in Betracht. Demzufolge ko¨nnen maximal k
a
2
b
1
b
2
a
1
c
1
c
2
[a|b|c]: Jedes Segment wird mit sich selbst
verbunden.
a
2
b
1
b
2
a
1
C
1
C
2
[aC|b]: Es werden zwei Kurzzyklen gebildet.
Abbildung 3.11: 3-opt∗-Schritte vom Typ [a|b|c] und [aC|b] 26
25Die k-opt∗-Nachbarschaft wurde bereits im Abschnitt 2.2.2 beschrieben (siehe S. 48).
26In der Pfaddarstellung der Giant-Route erfordern das letzte und das erste Segment
eine gesonderte Betrachtung, da diese eigentlich miteinander verbunden sein mu¨ßten. Zur
Vereinfachung der Beschreibung gehen wir davon aus, daß diese Segmente bereits mitein-
ander verbunden wurden und somit genau k Segmente vorliegen. Wir benutzen auch fu¨r
k-opt∗-Schritte die bereits fu¨r k-opt-Schritte eingefu¨hrte Kurzschreibweise (siehe S. 84)
und kennzeichnen getrennte Kurzzyklen durch einen senkrechten Strich.
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Kurzzyklen entstehen.
Angenommen, nach der k-Segmentierung entha¨lt jedes Segment ein De-
pot. Dann ko¨nnte aus jedem einzelnen Segment ein zula¨ssiger Kurzzyklus
gebildet werden, indem das Ende des Segments mit seinem eigenen Anfang
verbunden wird (siehe Abb. 3.11). Da fu¨r die ersten (k− 1) Segmente jeweils
entschieden werden kann, ob das Segment mit seinem Nachfolgersegment
verbunden wird oder nicht, existieren zu jedem k-opt-Typ insgesamt 2(k−1)
verschiedene k-opt∗-Typen. Unterscheiden sich zwei k-opt-Typen ausschließ-
lich bezu¨glich ihrer k-Permutation, dann sind die zugeho¨rigen k-opt∗-Typen
nicht alle voneinander verschieden. So ist die k-Permutation z.B. vollkommen
bedeutungslos, wenn insgesamt k Kurzzyklen gebildet werden.
Beispiel 3.3. Wir betrachten die beiden 3-opt-Typen [a2Cba1] und [a2bCa1]. Wir gehen
davon aus, daß die Segmente a1 und a2 stets miteinander verkettet werden (a = a1 ⊕ a2).
Dann lassen sich die k-opt-Typen schreiben als [aCb] und [abC].
Zu jedem der beiden k-opt-Typen gibt es 2(k−1) = 4 zugeho¨rige k-opt∗-Typen:
[aCb] ⇒ [aCb] , [a|Cb] , [aC|b] und [a|C|b]
[abC] ⇒ [abC] , [a|bC] , [ab|C] und [a|b|C]
Dabei repra¨sentieren die Kurzzyklen umfassenden k-opt∗-Typen [a|Cb] und [a|bC] bzw.
[a|C|b] und [a|b|C] dieselben Nachbarlo¨sungen.
Um die Anzahl der mo¨glichen k-opt∗-Typen festzustellen, betrachten wir
eine alternative Darstellung der k-opt∗-Schritte. Statt die k-Permutation und
die Art der anschließenden Verkettung getrennt zu modellieren, lassen sich
deren unterschiedliche Kombinationen integriert darstellen. Dazu beschrei-
ben wir die k-Permutation nicht mehr, indem wir die neue Reihenfolge der
Segmente angeben (vgl. Definition 3.26). Stattdessen notieren wir fu¨r jedes
Segment den Index desjenigen Segments, welches bei der Durchfu¨hrung des
k-opt-Schritts das Nachfolgersegment werden soll. Diese Darstellung erlaubt
es, beliebige Kurzzyklen zu bilden. Insgesamt gibt es k! verschiedene Mo¨glich-
keiten, die Nachfolgerindizes zu wa¨hlen, und folglich k! · 2(k−1) verschiedene
k-opt∗-Typen. Man beachte, daß in dieser Zahl nicht nur echte k-opt∗-Typen
enthalten sind.
Beispiel 3.4. Wir betrachten als Beispiel k-opt∗-Schritte mit k = 4. Dann wird die Aus-
gangslo¨sung in vier Segmente σ1, . . . , σ4 (bzw. a, b, c und d) zerlegt. Ohne eine Umordnung
der Segmente erha¨lt man den k-opt-Typ [abcd], der die Lo¨sung unvera¨ndert la¨ßt (
”
Iden-
tita¨t“). Die Reihenfolge der Segmentindizes kann durch den 4-Tupel (1, 2, 3, 4) angegeben
werden. Notieren wir stattdessen an der i-ten Position, welches das Nachfolgersegment des
i-ten Segments ist, dann wird die Ausgangslo¨sung durch den Tupel (2, 3, 4, 1) beschrieben.
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Nun betrachten wir als Beispiele die 4-opt∗-Typen [adcb], [ad|cb] und [a|dc|b]. Diese
werden durch die folgenden 4-Tupel beschrieben:
[adcb] → (4, 1, 2, 3)
[ad|cb] → (4, 3, 2, 1)
[a|dc|b] → (1, 2, 4, 3)
Die Interpretation des ersten 4-Tupels lautet: Das Nachfolgersegment von Segment σ1 (a)
ist das Segment σ4 (d), Nachfolger von Segment σ2 (b) ist σ1 (a), Nachfolger von Segment
σ3 (c) ist σ2 (b) und Nachfolger von Segment σ4 (d) ist σ3 (c).
U¨berpru¨fung der Zula¨ssigkeit
Im Abschnitt 3.2 wurde beschrieben, wie die Einhaltung von Ressourcen-
beschra¨nkungen jeweils bei der Verkettung von Segmenten effizient u¨ber-
pru¨ft werden kann. Diese U¨berpru¨fung kann analog bei der Suche in einer
k-opt∗-Nachbarschaft eingesetzt werden. Die Tatsache, daß bei k-opt∗-Schrit-
ten Kurzzyklen entstehen ko¨nnen, beeinflußt die Vorgehensweise nicht, weil
die zu verbindenden Segmente nicht disjunkt sein mu¨ssen.
Bei der Betrachtung von k-opt∗-Schritten muß zusa¨tzlich gesichert wer-
den, daß jeder gebildete Kurzzyklus ein Depot entha¨lt. Dazu kann die Zahl
der in einem Segment enthaltenen Depotknoten in einer zusa¨tzlichen Ressour-
ce abgelegt werden. Eine Verkettung eines Segments mit sich selbst ist nur
dann zula¨ssig, wenn die jeweilige Ressource einen Wert gro¨ßer null aufweist.
Im Unterabschnitt 3.3.3 mußte der Wert Drσ, der im Zusammenhang mit
der effizienten U¨berpru¨fung der Ressource r bei Verkettungen beno¨tigt wird,
beim U¨bergang zum m-TSP auf die drei Werte Dleft,rσ , D
right,r
σ und D
sum,r
σ
erweitert werden. Sofern ein Segment mit sich selbst verbunden wird, wer-
den die Werte Dleft,rσ und D
right,r
σ nicht weiter beno¨tigt, da der entstehende
Kurzzyklus ohnehin nicht mit weiteren Segmenten verkettet werden darf.
Der Wert von Dsum,rσ wurde dagegen bestimmt, um den gesamten Ressour-
cenverbrauch der Ressource r einer Lo¨sung stets in konstanter Zeit berechnen
zu ko¨nnen. Dabei mu¨ssen die angegebenen Aktualisierungen (vgl. Seite 109)
beim Entstehen von Kurzzyklen angepaßt werden:
1. Beim Verbinden eines Segments mit sich selbst ko¨nnen nur die Fa¨l-
le (a) oder (d) eintreten. Dabei wu¨rden die Ressourcenverbra¨uche des
Segments (mit Ausnahme des Verbrauchs auf dem gerade hinzugefu¨g-
ten Bogen) doppelt geza¨hlt werden.
2. Wenn die Lo¨sung aus mehreren Kurzzyklen besteht, werden die Res-
sourcenverbra¨uche nur jeweils innerhalb eines Kurzzyklus aggregiert.
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Da die Kurzzyklen nicht durch Verkettungen miteinander verbunden
werden, mu¨ssen die Ressourcenverbra¨uche der einzelnen Zyklen explizit
summiert werden, um den gesamten Verbrauch der Lo¨sung zu erhalten.
3.4 Suche in großen k-opt-Nachbarschaften
Aufgrund der vorangegangenen Betrachtungen ist es prinzipiell leicht mo¨g-
lich, auch k-opt-Nachbarschaften mit sehr großem k (k ≥ 4) zu betrachten.
Große Nachbarschaften sind aus zweierlei Sicht interessant. Rousseau und
Gendreau [RGP02a] schreiben dazu:
”
The advantages of using a large neighborhood are not only the
increased probability of finding a better solution at each itera-
tion but also the reduction of the need to invoke specially-designed
methods to avoid local minima.“ 27
Allerdings wa¨chst die Gro¨ße der k-opt-Nachbarschaften exponentiell mit k, so
daß die bislang betrachtete vollsta¨ndige Enumeration der Nachbarschaft fu¨r
k ≥ 4 nicht in sinnvoller Zeit durchfu¨hrbar ist. Daru¨ber hinaus muß die Frage
gestellt werden, ob der durch eine Erweiterung implizierte ho¨here Rechenauf-
wand auch eine angemessene Verbesserung der Lo¨sungsqualita¨t herbeifu¨hren
kann bzw. ob man durch eine alternative Vorgehensweise (z.B. in Form eines
Multi-Start Verfahrens) bei gleichem Aufwand bessere Ergebnisse erreichen
ko¨nnte.
Zweifelsohne weisen sehr viele Lo¨sungen einer k-opt-Nachbarschaft relativ
hohe Kosten auf und sind deshalb eigentlich uninteressant. Im Abschnitt 3.1
wurde ab Seite 86 bereits beschrieben, wie man Lo¨sungen, die keine Verbesse-
rung herbeifu¨hren ko¨nnen, innerhalb der Lexikographischen Suche fru¨hzeitig
erkennen und bei der weiteren Suche ausklammern kann. Um die Effizienz der
Suche weiter zu verbessern, kann man daru¨ber hinaus mo¨glichst große Teilbe-
reiche der Nachbarschaften von vornherein heuristisch ausschließen, die vor-
aussichtlich keine oder nur wenige
”
gute“ Lo¨sungen enthalten. Der U¨bergang
zu solchermaßen reduzierten k-opt-Nachbarschaften erlaubt es, die Nachbar-
schaften mit kleinem k wesentlich schneller und zusa¨tzliche Nachbarschaften
mit gro¨ßerem k (etwa bis k = 8) zu untersuchen.
27Die Vorteile der Verwendung einer großen Nachbarschaft liegen nicht nur in der erho¨h-
ten Wahrscheinlichkeit, bei jeder Iteration eine bessere Lo¨sung zu finden, sondern auch in
der Verringerung der Notwendigkeit, speziell entwickelte Methoden zur Vermeidung von
lokalen Minima aufzurufen.
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In diesem Abschnitt wird zuna¨chst darauf eingegangen, wie die k-opt-
Nachbarschaften sinnvoll reduziert werden ko¨nnen. Anschließend werden al-
ternative Suchstrategien fu¨r die k-opt-Nachbarschaften angesprochen, die
nicht auf einer vollsta¨ndigen Enumeration der Nachbarschaft beruhen und
somit die Untersuchung gro¨ßerer Nachbarschaften erlauben.
3.4.1 Reduktion der k-opt-Nachbarschaft
Die Idee bei der Reduktion von Nachbarschaften besteht darin, (große) Tei-
le der Nachbarschaft (heuristisch) auszuschließen, weil diese wahrscheinlich
keine oder nur wenige verbessernde Lo¨sungen beinhalten. Dadurch kann der
Aufwand fu¨r die Suche in der Nachbarschaft ggf. deutlich reduziert werden,
ohne daß sich die Qualita¨t der gefundenen Lo¨sungen wesentlich verschlech-
tert.
Verwendung von Na¨chste-Nachbarn-Listen Der Einsatz von Na¨chste-
Nachbarn-Listen (NN-Liste) basiert auf der Annahme, daß eine gute oder
optimale Lo¨sung eines VRSP mit hoher Wahrscheinlichkeit ausschließlich
Bo¨gen (i, j) besitzt, die den Knoten i mit einem der ` (` < n) zu ihm na¨chst-
gelegenen Knoten j verbindet.
Man bestimmt zu Beginn fu¨r jeden Kundenknoten i ∈ N eine NN-Li-
ste. Diese umfaßt die ` na¨chsten Nachbarn des jeweiligen Knotens. Bei der
Konstruktion einer Nachbarlo¨sung darf ein Bogen (i, j) nur dann eingefu¨gt
werden, wenn der Knoten j in der NN-Liste von Knoten i enthalten ist. An-
ders formuliert, wird eine neue Nachbarschaft betrachtet, der ein reduzierter
Graph G′ = (V, A′, c) mit A′ ⊆ A zugrunde liegt. G’ beinhaltet zu jedem
Knoten i ∈ V die ` ku¨rzesten Bo¨gen (i, j) ∈ A und (ggf. zusa¨tzlich) alle
Bo¨gen der aktuellen Lo¨sung y. Der Einsatz von NN-Listen wird sinngema¨ß
bereits in [LK73] fu¨r das TSP vorgeschlagen, wobei fu¨r ` der Wert 5 angege-
ben wird. Auch in Rego [Reg96] werden NN-Listen fu¨r das TSP eingesetzt.
Wie das folgende Beispiel deutlich macht, ist die obige Annahme bei einem
TSP nicht immer erfu¨llt.
Beispiel 3.5. Man betrachte die Abb. 3.12a, die den reduzierten Graphen G’ bei einem
symmetrischen TSP zeigt. Die Orientierungen der Bo¨gen spielen bei dem symmetrischen
Problem keine Rolle. Deshalb wurden nur ungerichtete Kanten eingezeichnet. Die fetten
Kanten geben die Ausgangslo¨sung an, die durch eine Greedy-Heuristik entstanden sein
ko¨nnte, bei der zuerst der Bogen (1, 2) fixiert wurde. Der Parameter ` wurde in diesem
Beispiel gleich fu¨nf gesetzt.
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1
2
4
5
6
7
8
3
Reduzierte Nachbarschaft und die
Lo¨sung einer Greedy-Heuristik (fett)
fu¨r das TSP.
1
2
3
4
5
6
7
8
Ein verbessernder or-opt-Schritt, der
in der reduzierten Nachbarschaft nicht
mehr enthalten ist.
Abbildung 3.12: Durch NN-Listen reduzierte Nachbarschaft beim TSP.
Ein vollsta¨ndiger Graph mit zehn Knoten wu¨rde 45 Kanten besitzen. Durch die NN-
Listen wurde die Zahl der Kanten auf 22 reduziert. Dabei sind allerdings auch die Kanten
(3, 6) und (2, 8) verlorengegangen. Deren Verfu¨gbarkeit wu¨rde aber eine Verbesserung der
Lo¨sung erlauben. So ko¨nnte z.B. der Or-opt-Schritt durchgefu¨hrt werden, der die Bo¨gen
(2, 3), (3, 4) und (5, 6) gegen die (2, 4), (5, 3) und (3, 6) tauscht und damit den Knoten 3
an die Position zwischen 5 und 6 verschiebt (Abb. 3.12b).
Dennoch ist die Verwendung von NN-Listen beim TSP i.a. sehr erfolg-
reich. Oft wird die Forderung allerdings auch dadurch abgeschwa¨cht, daß
nicht alle neuen Bo¨gen zu einem der jeweils na¨chsten ` Nachbarn fu¨hren
mu¨ssen. Beim Lin-Kernighan-Algorithmus darf z.B. der letzte Bogen ohne
Einschra¨nkungen gewa¨hlt werden.
Werden Probleme mit Ressourcenbeschra¨nkungen betrachtet, dann kann
die Gu¨ltigkeit der obigen Annahme durch die Existenz der Restriktionen zu-
sa¨tzlich eingeschra¨nkt werden. Dies gilt vor allem dann, wenn die Ressourcen-
beschra¨nkungen die Gestalt des zula¨ssigen Lo¨sungsraums Y wesentlich beein-
flussen. Beispiele dafu¨r wa¨ren TSPTW oder VRPTW mit (einzelnen) engen
Zeitfenstern. Im Extremfall kann es aufgrund der Ressourcenbeschra¨nkungen
dazu kommen, daß einige Knoten mit keinem ihrer ` na¨chsten Nachbarkno-
ten verbunden werden ko¨nnen. Die Beru¨cksichtigung von (zu kurzen) NN-
Listen fu¨hrt dann dazu, daß kaum noch verbessernde Nachbarschaftsschritte
gefunden werden. Wenn man die NN-Listen dagegen zu lang gewa¨hlt, ist der
dadurch erzielbare Performance-Gewinn gering.
Eine Anpassung des Parameters ` an die konkrete Problemstellung er-
scheint daher insbesondere fu¨r Probleme mit Ressourcenbeschra¨nkungen not-
wendig. Dennoch werden NN-Listen fixer La¨nge von einigen Autoren auch
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fu¨r die Lo¨sung von m-TSPR eingesetzt. Beipiele dafu¨r sind der Flower-
Algorithmus von Rego fu¨r das VRP [Reg98], GENIUS-TW fu¨r m-TSPTW
[GHLS95] bzw. GENIUS-CP fu¨r m-TSPR [PGR97].
Auf einer a¨hnlichen Idee basieren die von Toth und Vigo in [TV02] be-
schriebenen
”
Granular Neighborhoods“. Toth und Vigo unterteilen die Bo-
genmenge ebenfalls in
”
kurze“ und
”
lange“ Bo¨gen. Sie gehen bei der Kon-
struktion der
”
Granular Neighborhoods“ aber von einer anderen Annahme
aus. Diese besagt, daß eine verbessernde Nachbarlo¨sung mindestens einen
neuen
”
kurzen“ Bogen beinhalten muß. Daher werden Schritte, die nur lange
Bo¨gen einfu¨gen, nicht beru¨cksichtigt.
In [TV02] werden die
”
Granular Neighborhoods“ im Rahmen eines Tabu
Search beim VRP verwendet. Dabei wird die Unterteilung in kurze und lange
Bo¨gen anhand eines
”
granularity threshold“ ϑ vorgenommen:
ϑ = β ·
c(y′)
n + m
.
Dabei bezeichnet y′ ∈ Y eine bekannte zula¨ssige Lo¨sung, die durch eine
schnelle Heuristik generiert wurde, und β einen Ausdu¨nnungsparameter, des-
sen Wert zwischen 0.5 und 5 gewa¨hlt wurde. Bo¨gen, deren Kosten nicht gro¨ßer
als der Schwellwert ϑ sind, za¨hlen zu den kurzen Bo¨gen. Alle u¨brigen Bo¨gen
sind lang. Das Verfahren konnte fu¨r eine Reihe von Benchmark-Problemen
in sehr kurzer Zeit im Vergleich zu anderen erfolgreichen Meta-Heuristiken
exzellente Lo¨sungen bestimmen.28
Beschra¨nkung von Segmentla¨ngen
Eine sehr erfolgreiche reduzierte k-opt-Nachbarschaft ist die von Or [Or76]
vorgeschlagene und nach ihm benannte Or-opt-Nachbarschaft.29 Or betrach-
tet 3-opt-Schritte vom Typ [acba]. Er reduziert die Nachbarschaft dadurch,
daß er ausschließlich das Verschieben von maximal drei aufeinanderfolgenden
Knoten an eine neue Position innerhalb der Tour erlaubt. Durch diese Ein-
schra¨nkung kann die Gro¨ße der Nachbarschaft durch O(n2) (statt O(n3) fu¨r
die 3-opt-Nachbarschaft) abgescha¨tzt werden.
Bezogen auf den 3-opt-Typ [acba] kann man die obige Forderung a¨quiva-
lent formulieren als: Mindestens eins der beiden
”
inneren“ Segmente, d.h.
”
b“
28siehe [TV02] und [LGPS00]
29siehe Abschnitt 2.2.2 auf Seite 48
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oder
”
c“, darf ho¨chstens drei Knoten umfassen. Auf der Basis dieser Formu-
lierung kann die Idee von Or verallgemeinert und auch auf gro¨ßere k-opt-
Nachbarschaften u¨bertragen werden. Dazu wird eine Mindestzahl
”
kurzer in-
nerer“ Segmente fu¨r die Nachbarschaftsschritte der reduzierten k-opt-Nach-
barschaft gefordert. Fu¨r die Beschreibung dieser Nachbarschaft verwenden
wir zwei Parameter. Der Parameter `s bezeichnet die maximale La¨nge eines
kurzen Segments. Der Wert von ks (ks < k) gibt an, wieviele kurze ”
in-
nere“ Segmente jeder Nachbarschaftsschritt mindestens aufweisen soll. Der
Wert k` = k − ks gibt die Zahl der u¨brigen Segmente an, deren La¨nge nicht
begrenzt werden soll.
Die Komplexita¨t von k-opt-Nachbarschaften wird durch die Zahl der Mo¨g-
lichkeiten determiniert, die k Segmente auszuwa¨hlen.30 Durch die Beschra¨n-
kung von ks Segmenten auf eine La¨nge von ho¨chstens `s kann anstelle der
Zahl
(
n
k
)
nun eine obere Schranke von(
n
k − k`
)
︸ ︷︷ ︸ ·
(
k − 1
ks
)
︸ ︷︷ ︸ · `kss︸︷︷︸
Position der langen Position der kurzen La¨nge der kurzen
Segmente wa¨hlen Segmente wa¨hlen Segmente wa¨hlen
angegeben werden. Daher kann die Gro¨ße dieser reduzierten Nachbarschaft
durch O(nk`) = O(nk−ks) abgescha¨tzt werden.
Die Or-opt-Nachbarschaft ist dann ein Spezialfall einer 3-opt-Nachbar-
schaft mit beschra¨nkten Segmentla¨ngen, bei dem `s = 2 und ks = 1 gewa¨hlt
wird.31 Dementsprechend ist die Komplexita¨t einer Suche in der Or-opt-
Nachbarschaft O(n2).
Es sei darauf hingewiesen, daß die hier beschriebene Beschra¨nkung von
Segmentla¨ngen ohne nennenswerten Aufwand in die Lexikographische Suche
(siehe Algorithmus 3.1 auf Seite 85) integriert werden kann. Es genu¨gt, in
einer Variablen die aktuelle Anzahl der bereits gebildeten
”
langen“ Segmen-
te zu verwalten. So kann bei der Erho¨hung der La¨nge eines Segments im
Schritt 3.3 sofort festgestellt werden, wenn die geforderte Mindestzahl kurzer
30vgl. Seite 41
31Die La¨nge eines Segments gibt die Anzahl der Bo¨gen an. Ein Segment der La¨nge zwei
besteht deshalb aus zwei Bo¨gen, die insgesamt drei Knoten miteinander verbinden. Auf
die zusa¨tzliche Beschra¨nkung der Or-opt-Nachbarschaft auf 3-opt-Schritte vom Typ [acba]
wird im weiteren noch explizit eingegangen werden.
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Segmente nicht mehr eingehalten werden kann. Dann wird die entsprechende
Schleife analog zum Schritt 3.2 sofort abgebrochen.
Beru¨cksichtigung ausgewa¨hlter k-opt-Typen
Eine weitere Mo¨glichkeit, die k-opt-Nachbarschaft zu reduzieren, besteht da-
rin, nur bestimmte k-opt-Typen zu benutzen. Auch diese Option wird z.B. bei
der Or-opt-Nachbarschaft wahrgenommen, bei der nur 3-opt-Schritte vom
Typ [acba] beru¨cksichtigt werden.
Die wesentlichen Argumente dafu¨r sind:
1. Ein Teil der Invertierungen ko¨nnen auch durch die Untersuchung der
2-opt-Nachbarschaft gefunden werden.
2. Bei Problemen mit Ressourcenbeschra¨nkungen (z.B. bei Existenz von
engen Zeitfenstern) sind die Aussichten gering, zula¨ssige Nachbarschafts-
schritte zu finden, die ganze Segmente invertieren.
Beide Argumente mu¨ssen aber sehr in Frage gestellt werden: Auch wenn
die 2-opt-Nachbarschaft untersucht wird, mu¨ssen dadurch nicht alle Verbesse-
rungen gefunden werden, die mit Hilfe der (echten) 3-opt-Schritte der Typen
[aCba], [acBa] und [aBCa] erzeugt werden ko¨nnen. Daher wird durch die
Einschra¨nkung der Nachbarschaft auch Verbesserungspotential verschenkt.
Die Frage ist also, ob dies durch eine entsprechende Einsparung an Re-
chenzeit gerechtfertigt werden kann. Dem steht jedoch entgegen, daß die
Komplexita¨t der Suche durch die eingefu¨hrte Beschra¨nkung nicht wirklich re-
duziert wird. Sie bleibt im Falle der 3-opt-Nachbarschaft bei O(n3) bzw. bei
O(n2) fu¨r die Or-opt-Nachbarschaft mit beschra¨nkten Segmentla¨ngen. Allein
die Erho¨hung der Kundenzahl um eins hat also (fu¨r k << n) einen wesentlich
gro¨ßeren Einfluß auf den Rechenaufwand als die betrachtete Einschra¨nkung.
Daru¨ber hinaus ko¨nnen Nachbarschaftsschritte, die aufgrund der Ressour-
cenbeschra¨nkungen unzula¨ssig sind, bei der Verwendung der Lexikographi-
schen Suche effizient ausgeschlossen werden. Sobald ein invertiertes Segment
einmal unzula¨ssig geworden ist, kann es durch das Hinzufu¨gen weiterer Kno-
ten nicht wieder zula¨ssig werden. Da die inneren Segmente (und nur diese
werden invertiert) Knoten fu¨r Knoten erweitert werden, kann die Verla¨nge-
rung dieses Segmentes abgebrochen werden, wenn es unzula¨ssig ist. Sind also
tatsa¨chlich sehr viele Invertierungen von Segmenten wegen der Ressourcenbe-
schra¨nkungen nicht zula¨ssig, so sinkt bei geeigneter Vorgehensweise auch der
Aufwand fu¨r die Untersuchung der invertieren k-opt-Typen entsprechend.
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Auf Basis dieser Argumentation erscheint die Beschra¨nkung auf einzelne
k-opt-Typen fu¨r kleine k (k ≤ 4) wenig sinnvoll. Wird jedoch fu¨r k ein
gro¨ßerer Wert gewa¨hlt, so entsteht eine neue Situation, weil die Zahl der
k-opt-Typen sowohl aufgrund der Zahl der mo¨glichen Permutationen, als
auch durch die Invertierungen der Segmente exponentiell mit k wa¨chst.32
Die Beschra¨nkung auf nicht invertierende k-opt-Typen kann dabei helfen,
die Zahl der k-opt-Typen etwas la¨nger in einem beherrschbaren Rahmen zu
halten.
32vgl. die Abscha¨tzung auf Seite 41
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Im Kapitel 3 wurde mit den k-opt-Nachbarschaften eine große Klasse kan-
tenorientierter Nachbarschaften behandelt und gezeigt, wie die Lokale Suche
in dieser Nachbarschaft effizient auf ein VRSP mit Ressourcenbeschra¨nkun-
gen angewendet werden kann. Um die Qualita¨t der gefundenen Lo¨sungen zu
verbessern, wurde versucht, mo¨glichst große k-opt-Nachbarschaften zu unter-
suchen. Alternativ dazu ko¨nnen zusa¨tzlich andere Nachbarschaften betrach-
tet werden, die die k-opt-Nachbarschaften gut erga¨nzen. Besonders interes-
sant sind solche Nachbarschaften, bei denen Optimierungsverfahren wie z.B.
Dynamische Programmierung oder Branch-And-Bound fu¨r die Suche nach
verbessernden Schritten eingesetzt werden ko¨nnen.
Ein Beispiel dafu¨r ist das von Balas und Simonetti in [BS01] beschrie-
bene Verfahren zur Lo¨sung von TSP mit Reihenfolgebeschra¨nkungen. Das
auf der Dynamischen Programmierung basierende sehr effiziente Verfahren
dient zur (exakten) Optimierung von TSP mit Reihenfolgebeschra¨nkungen.
Es kann auch als Heuristik fu¨r TSP ohne Beschra¨nkungen eingesetzt werden,
indem ku¨nstlich Reihenfolgebeschra¨nkungen hinzugefu¨gt werden. Dadurch
wird eine sehr große Nachbarschaft fu¨r das TSP erhalten, die aber durch das
Optimierungsverfahren sehr effizient untersucht werden kann.
Die Autoren betonen daru¨ber hinaus, daß ihre Nachbarschaft fu¨r das TSP
auch sehr gut mit einer 3-opt-Nachbarschaft kombinierbar ist. Damit ver-
schiedene Nachbarschaften gut zusammenpassen, fordern sie, daß die Zahl
der in den verschiedenen Nachbarschaften gleichzeitig enthaltenen Lo¨sungen
mo¨glichst klein sein soll. Balas und Simonetti schreiben dazu:
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”
The promise of combining [in this way] local search procedures
based on different neighborhood definitions can be expected to de-
pend on how different – or, mathematically speaking, how close
to orthogonal – those neighborhoods are.“ 1
In dieser Arbeit bleibt daneben ein wichtiger Aspekt, daß sich eine neue
Nachbarschaft auch bei Problemen mit Ressourcenbeschra¨nkungen effizient
untersuchen lassen muß.
Gegenstand dieses Kapitels sind deshalb die Cyclic-Transfer-Nachbar-
schaften, mit denen alle zuvor genannten Anspru¨che erfu¨llt werden ko¨n-
nen. Die Cyclic-Transfer-Nachbarschaften sind eine Klasse knotenorientierter
Nachbarschaften, bei denen mehrere Knoten gleichzeitig zwischen verschie-
denen Touren einer Lo¨sung verschoben werden.
Das Verschieben eines einzelnen Knotens (oder a¨quivalent dazu das Ver-
schieben eines einzelnen Segments) kann i.a. durch einen 3-opt-Schritt der
Form
”
acba“ auf der Giant-Route dargestellt werden. Werden in einem Nach-
barschaftsschritt gleichzeitig b einzelne Knoten2 verschoben, so ist dieser
Schritt i.a. nur in einer k-opt-Nachbarschaft mit k ≥ 3 · b enthalten. Dement-
sprechend sind die meisten Lo¨sungen, die durch das Verschieben von zwei
oder mehr Knoten erhalten werden, in keiner k-opt-Nachbarschaft mit k ≤ 5
enthalten.
Im Unterschied zur k-opt-Nachbarschaft kann die Suche in der CT-Nach-
barschaft unter bestimmten Voraussetzungen auf der Basis der Dynamischen
Programmierung durchgefu¨hrt werden. Dadurch ist es mo¨glich, auch sehr
große Nachbarschaften effizient zu untersuchen. Wir werden zeigen, daß die
Beru¨cksichtigung von Ressourcenbeschra¨nkungen unabha¨ngig von der eigent-
lichen Suche nach verbessernden Cyclic-Transfer-Schritten sichergestellt wer-
den kann. Dabei wird auch auf die bereits im Abschnitt 3.2 eingefu¨hrte U¨ber-
pru¨fung der Ressourcenbeschra¨nkungen fu¨r Toursegmente zuru¨ckgegriffen.
Das Kapitel 4 ist wie folgt aufgebaut: Zu Beginn wird im Abschnitt 4.1
eine formale Beschreibung der Cyclic Transfers entwickelt. Anschließend wird
im Abschnitt 4.2 dargelegt, wie die CT-Nachbarschaft mit Hilfe eines Trans-
fergraphen repra¨sentiert werden kann. Verbessernde Cyclic Transfers bilden
1[BS01, S. 27]: Es kann erwartet werden, daß die Erfolgsaussichten des Kombinierens
Lokaler Suchprozeduren auf der Basis unterschiedlicher Nachbarschaftsdefinitionen [auf
diese Weise], abha¨ngig davon sind, wie verschieden – oder, mathematisch gesprochen, wie
orthogonal – diese Nachbarschaften sind.
2Damit sind Knoten gemeint, die in der Ausgangslo¨sung nicht unmittelbar aufeinander
folgen und deshalb nicht zu einem Segment zusammengefaßt werden ko¨nnen.
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im zugeho¨rigen Transfergraphen stets einen Kreis mit negativer La¨nge. Im
Abschnitt 4.3 werden zwei Ansa¨tze fu¨r die Suche nach verbessernden Cy-
clic-Transfer-Schritten im Transfergraphen beschrieben. Ein großer Teil des
Aufwands bei der Suche in einer CT-Nachbarschaft betrifft den Aufbau des
Transfergraphen. Im Abschnitt 4.4 wird erkla¨rt, wie durch die Wiederver-
wendung bereits berechneter Informationen und geeignete Reduzierungen der
Nachbarschaften die Effizienz verbessert werden kann. Der abschließende Ab-
schnitt 4.5 bescha¨ftigt sich mit der Idee, Cyclic-Transfer-Schritte fu¨r die ge-
zielte Auflo¨sung von Touren und somit zur Reduktion der Tourenzahl eines
m-TSPR zu benutzen.
4.1 Formale Beschreibung der Cyclic Trans-
fers
Der Begriff der Cyclic Transfers wurde in [TP93] fu¨r Vehicle Routing und
Scheduling Probleme eingefu¨hrt.3 Bei einem Cyclic Transfer wird eine Teil-
menge der jeweiligen Kundenknoten zyklisch zwischen mehreren Touren der
Ausgangslo¨sung verschoben. Die Menge aller Lo¨sungen, die sich mittels Cy-
clic Transfers aus einer zula¨ssigen Lo¨sung y generieren lassen, bildet die CT-
Nachbarschaft von y.4
Bevor eine formale Beschreibung angegeben wird, soll das abstrakte Kon-
zept der Cyclic Transfers durch das folgende Beispiel veranschaulicht werden.
Beispiel 4.1. Die Abb. 4.1 auf der na¨chsten Seite zeigt ein Beispiel fu¨r einen Cyclic
Transfer der Stufe drei. Dabei werden Teilmengen der Kundenknoten zyklisch unter drei
verschiedenen Touren weitergegeben.
Jede Tour gibt einen Teil ihrer bisherigen Kunden ab und erha¨lt dafu¨r neue Kunden
aus genau einer anderen Tour. Im Gegensatz zu der Darstellung in [TP93] wird nicht
gefordert, daß die Zahl der abgegeben und erhaltenen Kunden gleich sein muß.
Bei dem Beispiel der Abb. 4.1 gibt die Tour (o, 1, 2, 3, d) die beiden Kunden 2 und 3
ab und erha¨lt dafu¨r den Kunden 9. Die neue Tour ergibt sich durch eine Optimierung der
Reihenfolge der jetzt zugeho¨rigen Kunden 9 und 1. In unserem Beispiel entsteht dadurch
die Tour (o, 9, 1, d). Die Kunden 2 und 3 werden in die Tour (o, 4, 5, 6, 7, d) eingefu¨gt,
3Die wesentlichen Ideen dieses Artikels wurden bereits im Abschnitt 2.2.1 auf Seite 37
dargestellt.
4Cyclic Transfers ko¨nnen auch fu¨r andere kombinatorische Probleme formuliert werden,
die (analog zum m-TSP) ein Clustering erfordern, z.B. fu¨r das Capacitated Minimum
Spanning Tree Problem oder das Arc Routing Problem. Dies wird in dieser Arbeit jedoch
nicht weiter verfolgt.
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Abbildung 4.1: Beispiel fu¨r einen Cyclic Transfer der Stufe drei, der die Kno-
ten {2, 3}, {4, 5} und {9} zyklisch zwischen den drei Touren verschiebt.
wobei gleichzeitig die Kunden 4 und 5 weitergeschoben werden. Es entsteht die Tour
(o, 7, 2, 3, 6, d). Im dritten Teil des Cyclic Transfers werden die Kunden 4 und 5 in die
urspru¨ngliche Tour (o, 8, 9, d) eingefu¨gt, die den Kunden 9 ihrerseits bereits abgegeben
hat. Es entsteht die Tour (o, 5, 4, 8, d).
Um die Beschreibung der Cyclic Transfers zu vereinfachen, vereinbaren
wir die folgenden Bezeichnungen und Schreibweisen:
Das zugrundeliegende Problem P sei ein m-TSP oder ein m-TSPR.
G = (V, A, c) sei der zugeho¨rige gerichtete Graph von P mit V = N ∪D.
Dabei ist N = {1, . . . , n} die Menge der Kundenknoten und D = {o, d} die
Menge der Depotknoten.
Eine Tour t ist ein Pfad in G, der am Depotausgang o beginnt und am
Depoteingang d endet. Eine Menge x von m Touren heißt Lo¨sung von P,
wenn gilt:
⋃
t∈x
V (t) = V und V (ti)∩ V (tj) = D, ∀ti, tj ∈ x. Die Menge aller
Lo¨sungen von P wird mit X bezeichnet. Eine Lo¨sung x ∈ X erfu¨llt i.a. nicht
die Ressourcenbeschra¨nkungen.
Die Teilmenge Y ⊆ X bezeichnet die Menge aller zula¨ssigen Lo¨sungen
von P. Sei X˜ ⊆ X, so bezeichnet T (X˜) die Menge aller Touren von X˜:
T (X˜) =
⋃
x∈X˜ x.
Die Durchfu¨hrung eines Cyclic-Transfer-Schritts soll analog zur Definition
der k-opt-Schritte durch die Verknu¨pfung mehrerer einfacher Operatoren be-
schrieben werden. Da ein Cyclic Transfer das gleichzeitige Verschieben von
Kundenmengen zwischen verschiedenen Touren beinhaltet, beno¨tigen wir ei-
ne Beschreibung fu¨r die
”
Kundenteilmengen einer Tour“, einen Operator zum
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Entfernen einer Kundenteilmenge aus einer Tour und einen Operator zum
Einfu¨gen zusa¨tzlicher Kunden in eine Tour.
Definition 4.1. (Transfermenge S)
Es seien x = {t1, . . . , tm} ∈ X, X˜ ⊆ X und i ∈ {1, . . . , m}. Dann heißt jedes
Element S der Menge
S(ti) = Pot(V (ti) \D)
eine Transfermenge von ti.
Die Elemente der Mengen S(x) =
⋃m
i=1 S(ti) bzw. S(X˜) =
⋃
x∈X˜ S(x) heißen
auch Transfermengen von x bzw. Transfermengen von X˜.
Definition 4.2. (Enthaltende Tour t(S))
Sei t ∈ T (X) eine zula¨ssige Tour von P und S ∈ S(t) eine Transfermenge
von t, so ist t(S) = t diejenige Tour, aus der die Teilmenge S gebildet wurde.
Bemerkung 4.3. Man stelle sich vor, daß die Transfermengen S ∈ S(ti)
einer Tour ti jeweils mit der Tour ti gekennzeichnet sind. Dadurch ist es
z.B. auch mo¨glich, die zugeho¨rige Tour einer leeren Transfermenge zu be-
stimmen. Es gibt also zu jeder Tour eine zugeho¨rige leere Transfermenge,
und die leeren Transfermengen von unterschiedlichen Touren sind vonein-
ander unterscheidbar. Die leere Transfermenge einer Tour ti ∈ x sei als
S0(ti) = S0i bezeichnet. Seien ti, tj ∈ x und ti 6= tj, so sind die zugeho¨-
rigen leeren Transfermengen S0i und S0j voneinander unterscheidbar, weil
t(S0i) 6= t(S0j). S0(x) = {S0(t) : t ∈ x} bezeichnet die Menge aller leeren
Transfermengen.
Definition 4.4. (Minus-Operator )
Eine Abbildung  : T (X)× S(X) → T (X), (t, S) 7→ t′ mit der Eigenschaft
V (t′) = V (t) \ S (4.1)
heißt Minus-Operator.
Definition 4.5. (Plus-Operator )
Eine Abbildung  : S(X)× T (X) → T (X), (S, t) 7→ t′ mit der Eigenschaft
V (t′) = V (t) ∪ S (4.2)
heißt Plus-Operator.
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Bemerkung 4.6. Die Operatoren  und  sind durch ihre Definition nicht
eindeutig festgelegt, denn beide Operatoren ko¨nnen die Reihenfolge der Kun-
denknoten in der Tour t′ beliebig festlegen. Dies ist auch beabsichtigt, denn
 und  ermo¨glichen so eine generische Beschreibung einer Tour-Transfor-
mation. Fu¨r die Festlegung eines konkreten Cyclic-Transfer-Schritts mu¨ssen
die beiden Operatoren noch genauer spezifiziert werden.
Durch das Verknu¨pfen der Operatoren  und  erha¨lt man einen neuen
Operator. Mit dessen Hilfe la¨ßt sich die Transformation einer Tour, die diese
im Rahmen eines Cyclic Transfers erfa¨hrt, vollsta¨ndig repra¨sentieren. Da die-
ser Operator eine Kundenteilmenge einer Tour gegen eine Kundenteilmenge
einer anderen Tour austauscht, bezeichnen wir ihn als Austauschoperator.
Definition 4.7. (Austauschoperator  y )
Es seien  ein Minus-Operator und  ein Plus-Operator. Dann heißt eine
Abbildung y : S(X)× T (X)× S(X) → T (X), (S, t, S
′) 7→ t′ = y S, t, S
′
mit der Eigenschaft
t′ = (S, (t, S ′)) (4.3)
Austauschoperator auf der Basis von  und .
Gegebenenfalls ist die explizite Angabe der Operatoren  und  nicht not-
wendig. Dann kann an Stelle von  y auch nur y geschrieben werden.
Ist t = t(S ′), so kann auf die Angabe von t verzichtet und die Kurzschreib-
weise
y (S, S ′) =y (S, t(S ′), S ′) bzw. S y S ′ =y (S, t(S ′), S ′)
verwendet werden.
Bemerkung 4.8. Es sei explizit darauf hingewiesen, daß der Ausdruck S y
S ′ eine Tour beschreibt. Da die durch den Operator modifizierte Tour t(S ′)
bei der Kurzschreibweise nicht mehr als Argument auftaucht, ist dies nicht
mehr so offensichtlich. Gerade diese Darstellung entspricht jedoch der ge-
wa¨hlten Repra¨sentation von Austauschoperatoren als Bo¨gen eines Transfer-
graphen im na¨chsten Abschnitt und ist daher fu¨r die weiteren Ausfu¨hrungen
gut geeignet.
Jetzt sind alle Vorbereitungen getroffen, um die Definition eines Cyclic
Transfers der Stufe b anzugeben. Dieser verschiebt b Transfermengen zyklisch
zwischen den zugeho¨rigen (paarweise verschiedenen) Touren einer Lo¨sung.
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Definition 4.9. (Cyclic Transfer der Stufe b)
Es seien x ∈ X eine Lo¨sung mit m Touren, b ∈ {2, . . . , m} und S1, . . . , Sb ∈
S(x).
Eine partielle Abbildung ctb, : X × S(X)b 99K X, (x, (S1, . . . , Sb)) 7→
x′ = ctb,(x, (S1, . . . , Sb)) heißt ein Cyclic Transfer der Stufe b mit den
Operatoren  und , falls es eine b-elementige Tourmenge {t1, . . . , tb} ⊆ x
gibt, so daß gilt:
Si ∈ S(ti), ∀i ∈ {1, . . . , b}
t′i =

y (Si−1, ti, Si), ∀i ∈ {2, . . . , b} und t
′
1 =

y (Sb, t1, S1),
x′ = (x \ {t1, . . . , tb}) ∪ {t
′
1, . . . , t
′
b} ,
x′ ∈ X.
Bemerkung 4.10. Um einen CT zu spezifizieren, genu¨gt es entsprechend der
obigen Definition, eine Ausgangslo¨sung x und ein Tupel der Transfermengen
(S1, . . . , Sb) anzugeben, die getauscht werden sollen. Die zugeho¨rigen Touren
t1, . . . , tb ergeben sich dann zwingend. Allerdings mu¨ssen die Transfermengen
in paarweise verschiedenen Touren der Lo¨sung x enthalten sein, damit der
zugeho¨rige Cyclic Transfer existiert.
Beispiel 4.2. (Fortsetzung von Beispiel 4.1)
Als Beispiel betrachten wir noch einmal die Abb. 4.1 auf Seite 124, die einen Cyclic Transfer
der Stufe drei zeigt. Die Ausgangslo¨sung (links) besteht aus den Touren t1 = (o, 1, 2, 3, d),
t2 = (o, 4, 5, 6, 7, d) und t3 = (o, 8, 9, d).
Durch den Cyclic Transfer ct3({t1, t2, t3}, ({2, 3}, {4, 5}, {9})) entsteht die Lo¨sung {t′1, t
′
2, t
′
3}
(rechts) mit t′1 = (o, 9, 1, d), t
′
2 = (o, 7, 2, 3, 6, d) und t
′
3 = (o, 5, 4, 8, d).
Definition 4.11. (Cyclic-Transfer-Nachbarschaft Nct)
Es sei x ∈ X eine Lo¨sung, die aus m Touren besteht. Dann heißt die Menge
aller zula¨ssigen Lo¨sungen, die durch einen Cyclic Transfer ct aus x hervorge-
hen, Cyclic-Transfer-Nachbarschaft von x:
Nct(x) = Y ∩ {x
′ : ∃S1, . . . , Sb, 2 ≤ b ≤ m mit x
′ = ctb(x, (S1, . . . , Sb))}.
4.2 Aufbau eines Transfergraphen
In [AOS01] betrachten Ahuja et. al. die Suche nach verbessernden
”
multi-
exchange“-Schritten beim Capacitated Minimum Spanning Tree Problem. Sie
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zeigen, wie diese Suche auf ein Ku¨rzeste-Wege-Problem mit Nebenbedingun-
gen in einem
”
improvement graph“ zuru¨ckgefu¨hrt werden kann. Die
”
multi-
exchange“-Schritte korrespondieren mit den Cyclic-Transfer-Schritten beim
m-TSP. In diesem Abschnitt wird beschrieben, wie die Idee von Ahuja et. al.
auf die hier formulierten wesentlich allgemeineren Cyclic Transfers u¨bertra-
gen werden kann.
4.2.1 Repra¨sentation von Cyclic Transfers im Trans-
fergraphen
Die Repra¨sentation von Cyclic Transfers in einem Graphen kann dadurch mo-
tiviert werden, daß alle Cyclic Transfers aus einzelnen Austauschoperationen
zusammengesetzt werden ko¨nnen. Dabei mu¨ssen unmittelbar aufeinanderfol-
gende Austauschoperationen zueinander passen, d.h. die Kundenmenge, die
bei dem vorangehenden Austausch aus einer Tour herausgelo¨st wird, muß
durch den nachfolgenden Austausch in die na¨chste Tour eingebaut werden.
Diese Abha¨ngigkeit kann in einem gerichteten Graphen abgebildet werden,
den wir Transfergraph nennen.
Daru¨ber hinaus soll es keine weiteren Abha¨ngigkeiten zwischen den ver-
schiedenen an einem Cyclic Transfer beteiligten Touren geben. Das heißt
insbesondere, daß die Kosten und die Zula¨ssigkeit einer Tour von x ∈ X
nur von der Tour selbst, nicht aber von der Beschaffenheit der u¨brigen Tou-
ren von x abha¨ngig sein sollen. Wir bezeichnen diese Eigenschaft als
”
Tour-
Separabilita¨t“ und setzen sie im weiteren als grundsa¨tzlich gegeben voraus.
Definition 4.12. (Tour-Separabilita¨t)
Das Problem P heißt tour-separabel, wenn fu¨r jede Lo¨sung x ∈ X von P mit
ti, tj ∈ T (x), V (ti) ∩ V (tj) = ∅ gilt:
1. die Zula¨ssigkeit von Tour ti ist unabha¨ngig von tj
2. die Kosten c(ti) der Tour ti sind unabha¨ngig von tj
3. die Kosten von x lassen sich darstellen als
c(x) =
∑
t∈x
c(t). (4.5)
Definition 4.13. (Transfergraph GT )
Es seien y ∈ Y gegeben und die Operatoren  und  spezifiziert. Dann heißt
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der gerichtete bewertete Graph GT (y) = (V T , AT , cT ) Transfergraph von y,
falls gilt:
V T = S(y) (4.6a)
AT = {(Si, Sj) : Si, Sj ∈ S(y), t(Si) 6= t(Sj) mit
Si y Sj ∈ T (Y )} (4.6b)
cT ((Si, Sj)) = c(Si  y Sj)− c(tj) (4.6c)
Jeder Bogen (Si, Sj) des Transfergraphen G
T (y) kann als Repra¨sentant
der Austauschoperation Si y Sj betrachtet werden. Im Ergebnis des Austau-
sches muß eine zula¨ssige Tour t′ = Si y Sj ∈ T (Y ) entstehen. Die Kosten
des Bogens (Si, Sj) geben die A¨nderung der Kosten von Tour tj an, wenn der
Austauschoperator SiySj angewendet wird.
Ein Cyclic Transfer der Stufe b wird im Transfergraphen GT (y) durch
einen Kreis (S1, . . . , Sb, S1) der La¨nge b dargestellt. Die von dem Kreis be-
ru¨hrten Knoten von GT geben dabei die transferierten Kundenteilmengen der
am Cyclic Transfer beteiligten Touren von y an.
Man beachte, daß nicht jeder Kreis in GT einen Cyclic Transfer repra¨-
sentiert. Fu¨r einen Cyclic Transfer muß zusa¨tzlich gelten, daß die von dem
Kreis beru¨hrten Knoten S1, . . . , Sb nur solche Kundenteilmengen repra¨sen-
tieren, deren zugeho¨rige Touren t(Si) paarweise verschieden sind. Zur Ver-
einfachung der Sprechweise wird diese zusa¨tzliche Forderung nachfolgend als
CT-Konsistenz bezeichnet.
Beispiel 4.3. Als Beispiel betrachten wir den (nicht vollsta¨ndigen) Transfergraphen
aus Abb. 4.2. Darin beschreiben die Kreise (S1,S3,S1), (S1,S3,S6,S7,S1) oder (S2,S4,S6,S2)
zula¨ssige Cyclic-Transfer-Schritte, d.h. diese Kreise erfu¨llen die CT-Konsistenz.
Dagegen repra¨sentieren die Kreise (S3,S6,S7,S5,S3) oder (S2,S4,S6,S3,S2) keine Cyclic-
Transfer-Schritte, da die Tour t3 bzw. die Tour t2 durch diese Kreise zweifach beru¨hrt
werden.
4.2.2 Behandlung von leeren Kundenteilmengen
Entsprechend der Definition 4.9 ko¨nnen bei einem Cyclic Transfer auch leere
Teilmengen zwischen den beteiligten Touren verschoben werden. Nur dadurch
wird es mo¨glich, im Rahmen eines Cyclic-Transfer-Schritts alle Kundenkno-
ten aus einer Tour zu entfernen und damit diese Tour faktisch aufzulo¨sen.
Leere Kundenteilmengen ko¨nnen im Transfergraphen prinzipiell genauso
behandelt werden wie alle u¨brigen (nicht-leeren) Teilmengen S ∈ S(y) auch.
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Abbildung 4.2: Beispiel fu¨r einen nicht vollsta¨ndigen Transfergraphen
Durch das Einfu¨gen eines zusa¨tzlichen Knotens S0∗ kann jedoch die Zahl der
notwendigen Bo¨gen im Transfergraphen GT reduziert werden. Dazu werden
zwei spezielle Eigenschaften der leeren Transfermengen genutzt.
Fu¨r alle Touren ti ∈ T (y) bezeichne S0i ∈ S(ti) die zugeho¨rige leere
Transfermenge. Sind ti, tj und tk paarweise verschiedene Touren von y und
Sk ∈ S(tk), dann gilt:
1. Bo¨gen zwischen leeren Transfermengen, d.h. Bo¨gen der Form (S0i, S0j)
ko¨nnen ausgeschlossen werden, da der zugeho¨rige Austausch S0iyS0j
weder Kunden aus der Tour tj entfernt noch neue Kunden einfu¨gt. Die
Tour tj bleibt deshalb unvera¨ndert.
5
2. Es gilt stets
S0i y Sk = S0j y Sk,
d.h. es ist fu¨r die Modifikation von Tour tk irrelevant, welche leere
Transfermenge in diese Tour eingefu¨gt wird.
Der Transfergraph GT kann deshalb wie folgt a¨quivalent transformiert
werden (vgl. Abb. 4.3):
• fu¨ge einen zusa¨tzlichen Knoten S0∗ ein,
5Dies stimmt genaugenommen nur dann, wenn die bei den Cyclic Transfers verwendeten
Operatoren  und  die betroffene Tour tatsa¨chlich nicht a¨ndern, sofern die einzufu¨gende
bzw. die zu entfernende Transfermenge leer sind. Dies wa¨re z.B. nicht unbedingt der Fall,
wenn diese Operatoren die betroffene Tour reoptimieren.
6Zur besseren U¨bersichtlichkeit wurden nur Bo¨gen von und zu den Knoten S1 und S3
bzw. die kostenfreien Bo¨gen von den Knoten S01, . . . , S04 eingezeichnet.
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Abbildung 4.3: Transfergraph6 mit zusa¨tzlichem Knoten S0∗
• entferne alle Bo¨gen der Form (S0i, Sk),
• fu¨ge alle Bo¨gen der Form (S0i, S0∗) mit Kosten c
T gleich null ein,
• fu¨ge alle Bo¨gen der Form (S0∗, Sk) mit den Kosten
cT0k = c(S0i y Sk)− c(tk)
ein, dabei ist S0i eine beliebige leere Transfermenge.
Dieser Graph entha¨lt |S(y)| Bo¨gen von und zum Knoten S0∗. Dafu¨r ent-
fallen alle Bo¨gen der Form (S0i, Sj) mit t(S0i) 6= t(Sj) und Sj /∈ S0(y).
4.2.3 Auswahl der Transfermengen
Alle bisherigen U¨berlegungen betrafen die komplette CT-Nachbarschaft. Die-
se Nachbarschaft ist aber sehr groß. Der zugeho¨rige Transfergraph besitzt
|V T | = |S(y)| =
∑
t∈T (y)|S(t)| Knoten. Eine Tour mit l Kundenknoten be-
sitzt insgesamt 2l Transfermengen. Angenommen, die Lo¨sung y besteht aus
den m Touren t1, . . . , tm und jede Tour ti besitzt `i Kundenknoten (i =
1, . . . , m), dann ist die Zahl der Knoten von GT
|V T | =
m∑
i=1
2`i. (4.7)
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Wegen (4.7) kann insbesondere die Existenz einzelner langer Touren zu
einer sehr großen Knotenzahl im Transfergraphen fu¨hren. Der Aufbau eines so
großen Graphen einschließlich der Bestimmung der Bo¨gen und deren Kosten
wu¨rde bereits bei Problemen mit moderater Kundenzahl einen sehr hohen
Aufwand bedeuten.
Es ist deshalb sinnvoll, sich beim Aufbau des Transfergraphen auf be-
stimmte Transfermengen zu beschra¨nken, aus denen die Knotenmenge V T
des Transfergraphen zusammengesetzt werden soll. Sobald die Knotenmen-
ge V T festgelegt ist, ergeben sich die Bo¨gen des Transfergraphen und deren
Kosten durch die Anwendung der entsprechenden Austauschoperatoren. Mit
einer Vorschrift, die festlegt, welche Kundenteilmengen in die Knotenmenge
V T eingehen, wird daher implizit ein reduzierter Transfergraph und somit
eine zugeho¨rige reduzierte CT-Nachbarschaft N redct (V
T ) ⊆ Nct spezifiziert.
Prinzipiell lassen sich sehr viele solche Vorschriften modellieren. Wir be-
trachten Transfergraphen, deren Knoten die Transfermengen folgender Typen
repra¨sentieren:
• einzelne Kundenknoten,
• Toursegmente fester La¨nge,
• Toursegmente, die mit dem ersten Kundenknoten der Tour beginnen,
• Toursegmente, die mit dem letzten Kundenknoten der Tour aufho¨ren,
und
• Kombinationen der vorgenannten Typen.
Einzelne Knoten und Segmente fester La¨nge
Eine naheliegende Idee ist, nur einelementige Transfermengen im Transfer-
graphen zu beru¨cksichtigen. Sei also t ∈ T (y) und bezeichne
S1(t) = {S : S ∈ S(t) und |S| = 1}
die Menge aller einelementigen Transfermengen von t. Dann ist
S1(y) =
⋃
t∈T (y)
S1(t)
die Menge aller einelementigen Transfermengen von y.
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Wird fu¨r die Bildung des Transfergraphen GT anstelle der Menge S(y)
die Menge S1(y) zugrunde gelegt, so reduziert sich die Zahl der Knoten von
GT auf |S1(y)| = n. Die zugeho¨rige CT-Nachbarschaft umfaßt die Menge
aller 1-Transfers7 und somit u.a. alle Exchange-Schritte, die als 1-Transfers
der Stufe 2 aufgefaßt werden ko¨nnen.
Werden zusa¨tzlich zu S1(y) auch die m leeren Teilmengen S0i ∈ S0(y) in
den Transfergraphen aufgenommen, so ko¨nnen auch Relocation-Schritte dar-
gestellt werden. Die CT-Nachbarschaft umfaßt dann u.a. alle λ-Interchange-
Schritte fu¨r λ = 1 fu¨r alle Tourpaare aus T (y). Daru¨ber hinaus ko¨nnen auch
einige Node Ejection Chains8 gefunden werden, die maximal einen Knoten je
Tour verschieben.9
Da man einen einzelnen Kunden immer auch als ein Toursegment mit
einem Kunden auffassen kann, repra¨sentiert die Menge S1(y) alle Tourseg-
mente, die genau einen Kundenknoten beinhalten. Analog dazu ko¨nnen allge-
mein Toursegmente mit k aufeinanderfolgenden Kundenknoten beru¨cksich-
tigt werden. Die entsprechenden Teilmengen von S(y) nennen wir S1(y),
S2(y), . . . ,Slmax(y). Dabei gibt lmax die maximale Kundenzahl einer Tour
von y an. Jede dieser Mengen besitzt ho¨chstens n− k + 1 Elemente.
Anfangs- und Endsegmente von Touren
Anstelle von Segmenten fester La¨nge ko¨nnen mit gleichem Aufwand auch
Toursegmente mit festem Anfang oder festem Ende als Kundenteilmengen
herangezogen werden.
Sei t ∈ T (y) eine Tour der zula¨ssigen Lo¨sung y. Dann bezeichnet Sstart(t)
die Menge aller
”
Startsegmente“ von t, d.h die Menge aller Segmente, die
mit dem ersten Kundenknoten von t beginnen. Analog bezeichne Send(t) die
Menge aller
”
Endsegmente“ von t. Die Mengen der Startsegmente bzw. End-
7Thompson und Psaraftis nennen Cyclic Transfers, die jeweils m Knoten zwischen b
Touren weiterschieben, einen
”
b-cyclic m-transfer“ (vgl. Abschnitt 2.2.1, Seite 37f.). Die
Menge aller 1-Transfers umfaßt dementsprechend alle Cyclic Transfers beliebiger Stufe b,
die jeweils genau einen Knoten zwischen den Touren verschieben.
8Node Ejection Chains wurden im Abschnitt 2.2.1 auf 36f. beschrieben.
9Welche Nachbarschaftsschritte tatsa¨chlich im Transfergraphen repra¨sentiert werden,
ist genaugenommen davon abha¨ngig, wie die Austauschoperatoren  y gewa¨hlt werden.
Darauf wird im Unterabschnitt 4.2.4 ausfu¨hrlich eingegangen.
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segmente von y sind
Sstart(y) =
⋃
t∈T (y)
Sstart(t) und Send(y) =
⋃
t∈T (y)
Send(t)
Da es in jeder Tour genauso viele Startsegmente bzw. Endsegmente gibt, wie
die Tour Kundenknoten entha¨lt, gilt:
|Sstart(y)| =
∑
t∈T (y)
Sstart(t) = n =
∑
t∈T (y)
Send(t) = |Send(y)| (4.8)
Durch die Mengen Sstart(y) (bzw. Send(y)) wird eine CT-Nachbarschaft
definiert, die fast die gesamte 2-opt∗-Nachbarschaft beinhaltet.10 Dies wird
sofort plausibel, wenn man sich bewußt macht, daß durch einen 2-opt∗-Schritt
jeweils die Anfangsstu¨cke (bzw. a¨quivalent dazu die Endstu¨cke) zweier ver-
schiedener Touren gegeneinander getauscht werden (siehe Abb. 2.11 auf Sei-
te 49). Daru¨ber hinaus sind jedoch auch komplexere Nachbarschaftsschritte
mo¨glich. So ko¨nnen z.B. drei oder mehr Anfangsstu¨cke zyklisch miteinander
getauscht werden (Abb. 4.4).
Abbildung 4.4: Zyklisches Vertauschen von drei Tourendstu¨cken (links). Die
Endstu¨cke sind durch eine dicke Linie dargestellt. Dieser Schritt ist zu dem
3-opt-Schritt auf der rechten Seite a¨quivalent.
Da die 2-opt∗-Nachbarschaft besonders fu¨r Probleme mit Zeitfenstern
u.a¨. Restriktionen sehr interessant ist, trifft dies auch fu¨r CT-Nachbarschaf-
ten zu, deren Transfergraph Knoten aus Sstart oder Send beinhaltet.
Zu jeder Tour gibt es ein Startsegment, das alle Kundenknoten der Tour
umfaßt. Deshalb kann auch eine komplette Tour in eine andere Tour einge-
baut werden. Wird der Transfergraph u¨ber der Knotenmenge V T = Sstart(y)∪
S0(y) aufgebaut, so lassen sich durch die Cyclic-Transfer-Schritte auch Tou-
ren auflo¨sen.
10Um die komplette 2-opt∗-Nachbarschaft abzudecken, mu¨ssen die Knoten von S0 zu
V T hinzugenommen werden.
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Kombinationen
Prinzipiell besteht die Mo¨glichkeit, fu¨r die Knoten V T des Transfergraphen
eine beliebige Teilmenge von S(y) zu wa¨hlen. So kann problemlos eine große
Zahl unterschiedlicher CT-Nachbarschaften erzeugt werden. Verschiedene sol-
cher Nachbarschaften ko¨nnen miteinander kombiniert werden, indem im Sin-
ne einer Variable-Neighborhood-Descent-Heuristik zwischen den verschiede-
nen Nachbarschaften gewechselt wird. Wenn die einzelnen Nachbarschaften
schnell und effizient abgesucht werden ko¨nnen, bleibt der Rechenaufwand
dabei relativ gering.
Eine einfache Mo¨glichkeit, kompliziertere Knotenmengen zu beschreiben,
besteht darin, mehrere kleine Knotenmengen miteinander zu vereinigen. Die-
se Mo¨glichkeit wurde bereits fu¨r die Menge der S0(y) der leeren Kundenteil-
mengen angedeutet. An dieser Stelle soll nur auf einige Beispiele eingegangen
werden:
1. Vereinigung aller Toursegmente bis zu einer maximalen La¨nge von l
Kundenknoten: V T =
⋃l
i=0 Si(y).
Wird z.B. l = 3 gewa¨hlt, beinhaltet die reduzierte CT-Nachbarschaft
N redct (V
T ) u.a. alle Or-opt-Schritte zwischen mehreren Touren.
2. Vereinigung aller Start- und Endsegmente: V T = Sstart(y) ∪ Send(y).
Die zugeho¨rige Nachbarschaft erlaubt auch Schritte, die ein Startseg-
ment gegen ein Endsegment tauscht und umgekehrt. Diese Nachbar-
schaft ist z.B. fu¨r das VRP interessant, besonders wenn zusa¨tzlich auch
die inversen Start- und Endstu¨cke beru¨cksichtigt werden.
3. Vereinigungen mit der Menge S0:
Allein auf der Basis von S0(y) la¨ßt sich zwar keine sinnvolle CT-Nach-
barschaft aufbauen, in Vereinigung mit anderen Knotenmengen schafft
die Menge S0(y) jedoch die Mo¨glichkeit, in eine Tour ausschließlich
Kunden einzufu¨gen bzw. aus einer Tour ausschließlich Kunden ent-
fernen zu ko¨nnen. Dadurch wird es u.a. mo¨glich, eine leere Tour zu
erzeugen und damit faktisch aufzulo¨sen.
Durch die Vereinigung verschiedener Teilmengen Si(y) ⊂ S(y) ko¨nnen
in der zugeho¨rigen CT-Nachbarschaft auch Verbesserungen gefunden wer-
den, die durch die sequentielle Betrachtung der einzelnen Nachbarschaften
N redct (Si(y)) nicht gefunden werden ko¨nnen. Allerdings wa¨chst sowohl der
Aufwand fu¨r die Konstruktion des Transfergraphen GT als auch der Aufwand
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fu¨r die Suche nach verbessernden Cyclic Transfers in GT relativ schnell. Dies
ha¨ngt vor allem daran, daß die Zahl der Bo¨gen im Graphen superlinear mit
der Zahl der Knoten wa¨chst (im ungu¨nstigsten Fall ist der Transfergraph ein
vollsta¨ndiger Graph, dann ist |AT | = |V T |2). Die Wahl geeigneter Knoten-
mengen V T sollte man deshalb von der verfu¨gbaren Rechenzeit, der Gro¨ße
und weiteren Eigenschaften des Problems (z.B. Existenz enger Zeitfenster)
abha¨ngig machen.
4.2.4 Wahl des Austauschoperators
Ein Cyclic Transfers der Stufe b bewirkt die b-fache Ausfu¨hrung des Aus-
tauschoperators y , der seinerseits aus den Operatoren  und  aufgebaut
ist. Solange die Wirkungsweise der Operatoren  und  nicht eindeutig fest-
gelegt ist, ist die Definition der Cyclic Transfers eine generische Definition
(vgl. Bemerkung 4.6 und Definition 4.9).
Gegenstand dieses Unterabschnitts ist die Bestimmung geeigneter Opera-
toren  und , die den Austauschoperator y und die darauf aufbauenden
Cyclic-Transfer-Schritte festlegen.
Allgemeine U¨berlegungen
Die Aufgabe des Austauschoperators Si y Sj ist es, aus der bestehenden zu-
la¨ssigen Tour tj eine neue zula¨ssige Tour zu konstruieren. Dabei muß die vor-
gegebene Transfermenge Sj entfernt und die Transfermenge Si eingefu¨gt wer-
den. Die Durchfu¨hrung der Austauschoperationen beim Aufbau des Trans-
fergraphen ist die einzige Stelle, bei der neue Touren konstruiert werden.
Bisher war es deshalb auch nicht notwendig, auf die Beru¨cksichtigung von
beschra¨nkten Ressourcen einzugehen. Bei der Realisierung des Austauschope-
rators muß jedoch beru¨cksichtigt werden, ob das vorliegende Problem P ein
m-TSP oder ein m-TSPR ist. Der Mo¨glichkeit, die gegebenen Ressourcenbe-
schra¨nkungen effizient beru¨cksichtigen zu ko¨nnen, muß und kann ausschließ-
lich bei der Wahl des Austauschoperators Rechnung getragen werden.
Die Eigenschaften des Austauschoperators haben wesentlichen Einfluß
auf die Qualita¨t der Lo¨sungen innerhalb der CT-Nachbarschaft und die Ge-
schwindigkeit, mit der der zugeho¨rige Transfergraph gebildet werden kann.
Einerseits mu¨ssen die Austauschoperatoren beim Aufbau des Transfergra-
phen sehr oft ausgefu¨hrt werden. Soll mit Hilfe der Cyclic Transfers eine
effiziente Heuristik entwickelt werden, darf dies jedoch nicht zu viel Zeit ko-
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sten. Andererseits wird die Qualita¨t der im Transfergraphen repra¨sentierten
Nachbarlo¨sungen i.d.R. wesentlich davon abha¨ngen, wie gut die durch den
Austauschoperator erzeugten Touren sind. Bei der Wahl des Austauschope-
rators ist deshalb zwischen den beiden Zielen Qualita¨t und Geschwindigkeit
abzuwa¨gen.
Bei einem m-TSPR ist ggf. auch die Anzahl der gebildeten zula¨ssigen
Touren davon abha¨ngig, wie gut der Austauschoperator in der Lage ist, aus
der neu zusammengesetzten Kundenmenge eine zula¨ssige (und kostengu¨n-
stige) Tour zu bilden. Wenn dies nur selten gelingt, ist der Transfergraph
nur du¨nn besetzt, und es bestehen geringe Aussichten, einen verbessernden
Cyclic Transfer darin zu finden.
Prinzipiell ist es denkbar, daß innerhalb eines einzelnen Cyclic-Transfer-
Schritts verschiedene Austauschoperatoren eingesetzt werden.11 Dies wird im
weiteren jedoch nicht beru¨cksichtigt. Alle folgenden Betrachtungen beschra¨n-
ken sich auf CT-Nachbarschaften, bei denen alle Austauschoperatoren gleich
sind. Jeder Cyclic Transfer der Stufe b wendet ein und denselben Austausch-
operator b-fach an. Im Transfergraphen repra¨sentieren dementsprechend alle
Bo¨gen den gleichen Austauschoperator.
Schema eines heuristischen Austauschoperators
Fu¨r eine genauere Beschreibung seien folgende Bezeichnungen vereinbart:
ti, tj ∈ T (Y ), Si ∈ S(ti), Sj ∈ S(tj) und t′j = Si
 
y Sj.
Der Austauschoperator Si y Sj muß aus den Knoten (V (tj) \ Sj) ∪ Si
eine zula¨ssige Tour t′j erzeugen. Die Suche nach einer kostenminimalen Tour
fu¨hrt i.a. auf ein TSPR, das als Pij bezeichnet werden soll. Der qualitativ
beste Austauschoperator ist zweifelsohne ein Optimierungsalgorithmus, der
das Problem Pij lo¨sen kann. Da das TSPR aber ein NP -vollsta¨ndiges Pro-
blem ist, ist ein solcher Operator praktisch jedoch nur dann einsetzbar, wenn
die Zahl der Knoten |V (t′j)| = |V (tj)| − |Sj|+ |Si| klein ist.
Fu¨r die Konstruktion la¨ngerer Touren t′j ist es deshalb notwendig, eine
Heuristik zur Lo¨sung von Pij einzusetzen. Prinzipiell kann dafu¨r aus der
11Die Darstellung im Transfergraphen wu¨rde es erlauben, gleichzeitig mehrere verschie-
dene Austauschoperatoren zu repra¨sentieren. Ein Knoten des Transfergraphen wa¨re dann
zusa¨tzlich zu der ihm zugeordneten Transfermenge S ∈ S(y) auch durch die ihm zugeord-
neten Operatoren  und  gekennzeichnet.  und  legen dann fest, auf welche Weise
die Transfermenge S aus der Tour t(S) zu entfernen bzw. in eine andere Tour einzufu¨gen
ist.
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gesamten Palette der Ero¨ffnungs- und Verbesserungsheuristiken fu¨r TSPR
ausgewa¨hlt werden. Unter Beru¨cksichtigung der vorangestellten allgemeinen
U¨berlegungen soll folgendes Schema fu¨r die Struktur des Austauschoperators
vorgeschlagen werden:
Der Austauschoperator y fu¨hrt entsprechend der Definition 4.7 nach-
einander die Operatoren  und  durch. Deren Struktur ist gegeben durch
Operator Aktion Ergebnis
 (1)
Entferne die Kundenknoten Sj
aus der Tour tj
t
(1)
j
(2)
Wende die Verbesserungsheuristik H1
auf t
(1)
j an
t
(2)
j
 (3)
Fu¨ge die Kundenknoten Si sequentiell
in die Tour t
(2)
j ein
t
(3)
j
(4)
Wende die Verbesserungsheuristik H2
auf t
(3)
j an
t′j
Der zweifache Aufruf einer Verbesserungsheuristik ist sinnvoll, weil die
gefundenen Lo¨sungen bei einer Verbesserungsheuristik von der jeweiligen
Startlo¨sung abha¨ngig sind. Der wiederholte Einsatz von Verbesserungsver-
fahren wa¨hrend der Konstruktion einer neuen Lo¨sung fu¨hrt i.d.R. zu besseren
Lo¨sungen. Dies wird z.B. auch bei Einfu¨gungsheuristiken fu¨r das VRPTW
genutzt.12 Analog dazu ko¨nnte das Verfahren H2 sogar jedesmal nach dem
Einfu¨gen eines weiteren Knotens im Schritt (3) erneut aufgerufen werden.
Allerdings wu¨rde dies den Rechenaufwand bei der Konstruktion des Transfer-
graphen deutlich erho¨hen, weil die Operation  fu¨r jeden Bogen des Graphen
durchgefu¨hrt werden muß.
Der Operator  erzeugt fu¨r alle aus einem Knoten Si ausgehenden Bo¨gen
des Transfergraphen das gleiche Ergebnis. Deshalb muß auch die Verbesse-
rungsheuristik H1 nur fu¨r jeden Knoten einmal durchgefu¨hrt werden. Da der
Transfergraph i.d.R. wesentlich weniger Knoten als Bo¨gen besitzt, kann die
Heuristik H1 etwas aufwendiger gewa¨hlt werden.
Durch die Wahl der Verbesserungsheuristiken H1 und H2 kann der Re-
chenaufwand beim Aufbau des Transfergraphen gesteuert werden. Im Ex-
tremfall ko¨nnen diese auch
”
leere Operationen“ (dummies) repra¨sentieren,
12vgl. [KB95], [Rus95a], [CL99]
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um den Aufwand auf ein Minimum zu reduzieren.
Erweiterung der Cyclic Transfers
Ist P ein m-TSPR, so ist es aufgrund der Ressourcenbeschra¨nkungen nicht
immer mo¨glich, eine zula¨ssige Tour t′j = Si

y Sj aufzubauen. Der zugeho¨rige
Bogen (Si, Sj) des Transfergraphen G
T muß dann weggelassen werden. Trifft
dies auf sehr viele Bo¨gen von GT zu und ist der Transfergraph deshalb nur
du¨nn besetzt, so kann zwar einerseits die Suche nach Kreisen negativer La¨nge
erheblich beschleunigt werden, andererseits bestehen jedoch auch nur geringe
Chancen, einen verbessernden Cyclic-Transfer-Schritt finden zu ko¨nnen.
Um einen dichter besetzten Transfergraphen zu erhalten, kann man dem
Austauschoperator y erlauben, statt einer Tour auch mehrere Touren zu
erzeugen. Damit wird das Problem Pij von einem TSPR in ein m-TSPR
u¨berfu¨hrt. Weil sich dadurch der Lo¨sungsraum fu¨r den Austauschoperator
erweitert, ko¨nnen so i.d.R. mehr und ggf. auch bessere zula¨ssige Lo¨sungen
gefunden werden.
Die durch den Transfergraphen repra¨sentierte CT-Nachbarschaft kann in-
folge dieser Erweiterung des Austauschoperators auch Lo¨sungen enthalten,
die eine gro¨ßere Tourenzahl aufweisen als die Startlo¨sung y. Falls die Reduzie-
rung der Tourenzahl das prima¨re Optimierungsziel des Problems P ist, muß
dies auch auf die Probleme Pij u¨bertragen werden, so daß deren Lo¨sungen
nur dann mehrere Touren aufweisen, wenn dies erforderlich ist.
Die Realisierung eines solchen Austauschoperators kann z.B. so aussehen:
Der Operator  wird gema¨ß des obigen Schemas gewa¨hlt. Der Operator 
konstruiert eine Startlo¨sung von Pij, die aus der Tour t
(2)
j und einer zweiten
Tour besteht. Diese zweite Tour entha¨lt alle Kundenknoten von Si. Die Rei-
henfolge der Kunden kann im einfachsten Fall aus der Tour ti u¨bernommen
werden. Anschließend wird die Verbesserungsheuristik H2 gestartet. Diese
kann die beiden u¨bergebenen Touren wieder zu einer Tour zusammenfu¨gen,
sofern dies zula¨ssig und verbessernd ist.
4.3 Suche nach verbessernden Cyclic-Trans-
fer-Schritten
In den vorangehenden Abschnitten 4.1 und 4.2 dieses Kapitels ging es dar-
um, wie Cyclic-Transfer-Schritte in einem Transfergraphen dargestellt werden
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ko¨nnen und wie man einen solchen Transfergraphen aufbaut. Nun setzen wir
voraus, daß bereits ein Transfergraph vorliegt, und gehen der Frage nach,
auf welche Weise verbessernde Cyclic-Transfer-Schritte im Transfergraphen
identifiziert werden ko¨nnen.
Bei vielen Vehicle Routing und Scheduling Problemen lassen sich die Ko-
sten einer Lo¨sung y gema¨ß der Gleichung (4.5) als Summe der Kosten ihrer
Touren darstellen. Sei diese Eigenschaft der Kostenfunktion also gegeben
und y′ eine zula¨ssige Lo¨sung, die durch den Cyclic Transfer ctb(y, Sb) aus
y hervorgeht, dann geben die Kosten des zugeho¨rigen Kreises in GT (y) die
Kostena¨nderung beim U¨bergang von y zu y′ an:
c(y′)− c(y) =
[
b−1∑
i=1
cT (i, i + 1)
]
+ cT (b, 1) (4.9)
Die Suche nach einem verbessernden Cyclic-Transfer-Schritt kann deshalb zu-
na¨chst auf die Bestimmung eines Kreises (S1, . . . , Sb, S1) in G
T mit negativen
Kosten zuru¨ckgefu¨hrt werden. Allerdings mu¨ssen die Knoten des Kreises zu-
sa¨tzlich die CT-Konsistenz einhalten, damit tatsa¨chlich nur Cyclic Transfers
bestimmt werden.
Um den ku¨rzesten Kreis im Graphen GT zu bestimmen, kann man ausge-
hend von jedem Knoten Si ∈ V T ein Ku¨rzeste-Wege-Problem lo¨sen, bei dem
der Weg zum Ausgangsknoten Si zuru¨ckfu¨hren muß.
13 Jeder dabei gefundene
Weg ist ein Kreis in GT , und der ku¨rzeste dieser Kreise ist gleichzeitig der
ku¨rzeste Kreis in GT .14 Die Beru¨cksichtigung der CT-Konsistenz muß in die
Suche nach einem ku¨rzesten Weg integriert werden.
Wie im folgenden gezeigt wird, la¨ßt sich die CT-Konsistenz mit Hilfe einer
Menge beschra¨nkter Ressourcen modellieren. Das dadurch entstehende Ku¨r-
zeste-Wege-Problem mit Ressourcenbeschra¨nkungen (SPR) kann prinzipiell
mit dem
”
Permanent Labelling Algorithmus“ von Desrochers und Soumis ge-
lo¨st werden. Da das SPR aber NP -schwer ist,15 kann dieser Ansatz nur fu¨r
relativ kleine Transfergraphen umgesetzt werden. Eine Alternative dazu be-
steht im Einsatz einer
”
Label Correcting Heuristik“, die von Ahuja et. al. in
13Schlingen, d.h. Bo¨gen, die einen Knoten mit sich selbst verbinden, sind im GT nicht
enthalten. Daher beru¨hrt jeder Weg von Si nach Si mindestens einen weiteren Knoten von
GT .
14Dies folgt unmittelbar, da auch der ku¨rzeste Kreis in GT (sofern existierend) minde-
stens zwei Knoten von GT entha¨lt.
15vgl. [DDI+98, S. 63] oder [AMO93, S. 141]
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[AOS01] fu¨r das Capacitated Minimum Spanning Tree Problem vorgeschla-
gen wurde.
Modellierung der CT-Konsistenz
Es sei y={t1, . . . , tm} eine Lo¨sung mit m Touren. Dann kann die Einhal-
tung der CT-Konsistenz mit Hilfe einer Menge RT =
{
rT1 , . . . , r
T
m
}
von m be-
schra¨nkten Ressourcen wie folgt erzwungen werden:
• jeder Tour ti wird eine Ressource rTi zugeordnet,
• jeder Bogen (Sj, Sk) erho¨ht den Wert der Ressource ri
um
{
1, falls t(Sk) = ti,
0, sonst,
• fu¨r jeden Knoten Sj des Transfergraphen G
T wird gefordert: rTj ∈ [0, 1].
Um alle Kreise mit negativen Kosten finden zu ko¨nnen, startet man die
Suche ausgehend von jedem Knoten Si von G
T mit Si 6= S0 und setzt dabei
jeweils alle Ressourcen des Start-Labels auf null. Der Wert der Ressource
rTi erho¨ht sich immer dann um eins, wenn ein Bogen des Transfergraphen
benutzt wird, der zu einem Knoten fu¨hrt, dessen Transfermenge der Tour ti
zugeordnet ist. Durch die Festsetzung der oberen Schranke aller Ressourcen
auf eins wird die Einhaltung der CT-Konsistenz sichergestellt.
Die Kosten eines Kreises ko¨nnen als zusa¨tzliche Ressource rTc modelliert
werden. Da nur Kreise mit negativen Kosten interessieren, kann fu¨r diese
Ressource eine obere Schranke von 0 angegeben werden, um die Effizienz der
Suche zu erho¨hen. Wenn die Suche bei jedem Knoten einmal gestartet wird,
werden dadurch keine verbessernden Cyclic Transfers ausgeschlossen. Dies
begru¨ndet sich in folgendem einfachen Zusammenhang:
Satz 4.14. Sei Z = (z1, . . . , zn) eine Folge von n Zahlen mit z1 + . . .+zn < 0.
Dann existiert eine zyklische Permutation pi von Z, so daß jede Partialsumme
zpi(1) + . . . + zpi(k) mit 1 ≤ k ≤ n negativ ist.
Beweis: Sei l ∈ {1, . . . , n} der gro¨ßte Index, fu¨r den die Summe z1+. . .+zl−1
maximal wird. Dann gilt fu¨r die Partialsumme, die am Index l beginnt und
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die Zahlen bis zum Index j summiert:16
falls l ≤ j ≤ n :
j∑
i=l
zi =
j∑
i=1
zi −
l−1∑
i=1
zi < 0
falls 1 ≤ j < l :
n∑
i=l
zi +
j∑
i=1
zi ≤
n∑
i=l
zi +
l−1∑
i=1
zi =
n∑
i=1
zi < 0
Daher gibt es in jedem Kreis (S1, . . . , Sb, S1) mit negativen Kosten einen
Knoten Si ∈ {S1, . . . , Sb}, so daß die Kosten aller Pfade, die im Knoten Si
beginnen und entlang des Kreises verlaufen, negativ sind.
Sobald ein Cyclic Transfer ctb(y, (S1, . . . , Sb)) mit negativen Kosten ge-
funden wurde, interessieren nur noch Cyclic Transfers, die zu noch besseren
Lo¨sungen fu¨hren. Dementsprechend kann die obere Schranke fu¨r die Kosten
eines Kreises verscha¨rft werden. Ist m die maximale La¨nge eines Kreises in
GT , so gilt:
rTc ≤
cT (S1, . . . , Sb, S1)
m
. (4.10)
Die Begru¨ndung dafu¨r liefert der folgende Satz.
Satz 4.15. Sei Z = (z1, . . . , zn) eine Folge von n Zahlen mit z1 + . . . + zn <
c < 0. Dann existiert eine zyklische Permutation von Z, so daß jede partielle
Summe kleiner als c¯ = c n−1 ist.
Beweis: Man betrachte die Zahlenfolge Z ′ = (z′1, . . . , z
′
n) mit z
′
i := zi − c¯ fu¨r
alle 1 ≤ i ≤ n. Da die Summe der Zahlen von Z ′ negativ ist, existiert wegen
Satz 4.14 eine zyklische Permutation pi, so daß alle Partialsummen von Z ′
negativ sind. Wendet man dieselbe Permutation pi auf Z an, so gilt fu¨r die
Partialsummen:
k∑
i=1
zpi(i) =
k∑
i=1
[
z′pi(i)
]
+ k c¯ < 0 + k c¯ = c, ∀ 1 ≤ k ≤ n.
16Die Beweisidee wurde aus [LK73, S. 502] u¨bernommen.
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Exakter Labelling Algorithmus fu¨r das SPR
Zur Lo¨sung des Ku¨rzeste-Wege-Problems mit Zeitfenstern (SPTW) wurde
von Desrochers und Soumis 1988 ein exakter Labelling Algorithmus mit
pseudo-polynomialer Laufzeit vorgeschlagen, den sie
”
Permanent Labelling
Algorithmus“ nennen [DS88a]. Diese Bezeichnung weist darauf hin, daß es
sich um einen Label Setting Algorithmus17 handelt. Der Permanent Labelling
Algorithmus wird in [DS88a] fu¨r SPTW beschrieben. Eine Verallgemeinerung
des Vorgehens auf Vektoren beschra¨nkter Ressourcen ist leicht mo¨glich, so
daß das dort beschriebene Vorgehen auch auf Ku¨rzeste-Wege-Probleme mit
mehreren Ressourcen (SPR) angewendet werden kann.
Label Correcting Heuristik fu¨r das SPR
In [AOS01] wird eine Heuristik zur Bestimmung von Kreisen negativer La¨nge
beschrieben. Diese Heuristik entsteht durch eine Modifikation eines Label
Correcting Algorithmus. Die Autoren verwenden dafu¨r den Label Correcting
Algorithmus von Pape [Pap80].
Durch die angesprochene Modifikation wird erreicht, daß nur
”
subset dis-
joint cycles“ Beru¨cksichtigung finden. Der Begriff der subset disjoint cycles
entspricht in der hier gewa¨hlten Sprechweise einem Kreis, der die CT-Konsis-
tenz einha¨lt. Daher kann die Heuristik auch fu¨r die Suche nach einem Kreis
negativer La¨nge unter Beru¨cksichtigung der CT-Konsistenz angewandt wer-
den.
Zuna¨chst betrachten wir einen Label Correcting Algorithmus ohne Be-
ru¨cksichtigung zusa¨tzlicher Forderungen, d.h. gesucht sei ein ku¨rzester Weg
in einem gerichteten Graphen G(V ,A,c) von einem Startknoten Sstart ∈ V zu
einem Zielknoten Sdest ∈ V .
Label Correcting Algorithmus Der Algorithmus verwaltet zu jedem
Knoten Si des Graphen zwei Informationen (Labels).
1. Distanz-Label:
Das Distanz-Label (bzw. Kosten-Label) d(Si) ist entweder ∞, um an-
zuzeigen, daß noch kein Pfad vom Startknoten Sstart zum Knoten Si
gefunden wurde, oder es gibt die La¨nge des aktuellen Pfades von Sstart
zu Si an.
17vgl. [AMO93, Kapitel 4]
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2. Vorga¨nger-Label:
Das Vorga¨nger-Label pred(Si) gibt den Vorga¨ngerknoten von Si inner-
halb des aktuellen Pfades von Sstart zu Si mit der La¨nge (bzw. den
Kosten) d(Si) an.
P (Si) bezeichne den Pfad vom Startknoten Sstart zum Knoten Si, der als
(umgekehrte) Abfolge der Vorga¨nger-Label erhalten wird:
P (Si) = (Sstart,. . . ,pred(pred(Si)),pred(Si),Si) .
Der Ablauf eines (generischen) Label Correcting Algorithmus la¨ßt sich wie
folgt beschreiben:18 Zu Beginn werden alle Distanz-Labels auf ∞ gesetzt.
Nur das Distanz-Label des Knotens Sstart erha¨lt den Wert null. Der Algo-
rithmus pru¨ft nun, ob die Optimalita¨tsbedingung d(Sj) ≤ d(Si) + cij fu¨r alle
Bo¨gen (Si, Sj) erfu¨llt ist. Wird ein Bogen gefunden, der diese Bedingung ver-
letzt, muß fu¨r diesen Bogen eine Aktualisierung des Distanz-Labels (
”
distance
update“) vorgenommen werden. Die Aktualisierung des Distanz-Labels wird
solange fortgesetzt, bis die Optimalita¨tsbedingungen fu¨r alle Bo¨gen aus A
erfu¨llt sind.
Der angegebene Algorithmus ist generisch, weil bislang nicht angegeben
wurde, wie die Suche nach verletzten Optimalita¨tsbedingungen zu organisie-
ren ist. Man verwendet dafu¨r eine Struktur
”
LIST“, die folgende Eigenschaft
besitzt: LIST entha¨lt alle Knoten Si ∈ V , die (mo¨glicherweise) einen ausge-
henden Bogen (Si, Sj) besitzen, der die Optimalita¨tsbedingung verletzt.
Die Suche nach Bo¨gen, die die Optimalita¨tsbedingung verletzen, wird nun
durchgefu¨hrt, indem die Knoten von LIST sukzessive untersucht werden:
Algorithmus 4.1. Label Correcting Algorithmus18
1. Setze d(Si) := ∞ fu¨r alle Si ∈ A \ {Sstart}.
2. Setze d(Sstart) := 0, pred(Sstart) := 0 und LIST := {Sstart}.
3. Solange LIST 6= ∅:
3.1 Entferne das erste Element Si von LIST .
3.2 (distance update)
Pru¨fe fu¨r jeden Bogen (Si, Sj) die Optimalita¨tsbedingung.
Falls d(Sj) > d(Si) + cij :
18vgl. [AMO93, Kapitel 5]
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3.2.1 Setze d(Sj) = d(Si) + cij .
3.2.2 Setze pred(Sj) = Si.
3.2.3 Fu¨ge Sj zu LIST hinzu.
Fu¨r den Schritt 3(.2).3 ko¨nnen verschiedene Realisierungen betrachtet
werden. Bei der FIFO-Strategie wird ein hinzuzufu¨gender Knoten immer am
Ende von LIST angefu¨gt. Fu¨r diese Strategie kann der Aufwand des Algo-
rithmus mit O(|V ||A|) abgescha¨tzt werden. Fu¨r du¨nn besetzte Graphen mit
wenigen Bo¨gen hat sich die
”
Dequeue-Implementierung“ in der Praxis als
besonders gu¨nstig erwiesen.
Beru¨cksichtigung der CT-Konsistenz Die Label Correcting Heuristik
von Ahuja et. al. [AOS01] versucht, Pfade zu identifizieren, die die CT-Kon-
sistenz einhalten. Dazu wird das distance update des Label Correcting Algo-
rithmus 4.1 wie folgt modifiziert:
1. Beim Entfernen eines Knotens Si von LIST wird gepru¨ft, ob der ak-
tuelle Pfad von Sstart zu Si die CT-Konsistenz einha¨lt. Falls dies nicht
der Fall ist, wird der Knoten Si nicht untersucht.
2. Wird im Schritt 3.2 des Algorithmus ein Bogen gefunden, der die Op-
timalita¨tsbedingung verletzt, so werden beim distance update folgende
drei Fa¨lle unterschieden:
(a) Der Knoten Sj liegt auf dem Pfad P (Si), d.h. Sj ∈ V (P (Si)). Dann
wird der Teilpfad (Sj, . . . , Si) durch das Anha¨ngen des Bogens
(Si, Sj) zu einem Kreis in G erweitert, der wegen d(Sj) > d(Si)+cij
eine negative La¨nge aufweist.
(b) Sj /∈ V (P (Si)), und es gibt ein Sk ∈ P (Si) mit t(Sj) = t(Sk).
Dann verletzt der Pfad (Sstart, . . . , Si, Sj) die CT-Konsistenz. Die
Aktualisierung der Labels von Knoten Sj wird in diesem Fall nicht
durchgefu¨hrt und Sj auch nicht zu LIST hinzugefu¨gt.
(c) In allen anderen Fa¨llen wird das distance update so durchgefu¨hrt,
wie im Algorithmus 4.1 angegeben.
Ahuja et. al. berichten, daß diese Heuristik sehr schnell terminiert und
bei einer Testreihe sehr ha¨ufig alle verbessernden Kreise finden konnte, wenn
die Suche von jedem Knoten Si ∈ GT , Si 6= S0∗ einmal gestartet wird.
18vgl. [AMO93, S. 141]
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4.4 Effiziente Lokale Suche in der Cyclic-Trans-
fer-Nachbarschaft
Es wurde bereits dargelegt, wie die CT-Nachbarschaft zu einer gegebenen
Lo¨sung y ∈ Y mit Hilfe eines Transfergraphen repra¨sentiert und in diesem
Graphen nach einem verbessernden Cyclic Transfer gesucht werden kann.
Jetzt geht es darum, auf der Basis der CT-Nachbarschaften eine effizien-
te Lokale Suche durchzufu¨hren. Insbesondere soll der Aufwand fu¨r die Be-
stimmung des Transfergraphen mo¨glichst gering gehalten werden. Erhebliche
Einsparungen ko¨nnen dabei ggf. erzielt werden, wenn man ausnutzt, daß die
Transfergraphen der innerhalb der Lokalen Suche aufeinanderfolgenden CT-
Nachbarschaften i.a. identische Teilgraphen besitzen.
Es sei y ∈ Y eine zula¨ssige Lo¨sung mit m Touren und y′ ein Element der
CT-Nachbarschaft von y. ctb(y, (S1, . . . , Sb)) sei der Cyclic-Transfer-Schritt,
der y in y′ u¨berfu¨hrt. GT (y) = (V T , AT , cT ) ist der Transfergraph von y. Der
Transfergraph von y′ heißt GT (y′).
Angenommen, die Tourenzahl von y′ ist ebenfalls m19 und t1, . . . , tb sind
die durch den Cyclic Transfer modifizierten Touren von y. Die u¨brigen Touren
tb+1, . . . , tm von y sind unvera¨ndert in y
′ enthalten, d.h.
ti = t(Si), ∀i ∈ {1, . . . , b} und
t′1 = Sb
 
y S1,
t′i = Si−1
 
y Si, ∀i ∈ {1, . . . , b} und
t′i = ti, ∀i ∈ {b + 1, . . . , m} .
Dann gilt fu¨r die Transfergraphen GT (y) und GT (y′):
1. Der Teilgraph von GT (y), der durch die Knotenmenge{
S : S ∈
m⋃
i=b+1
S(ti)
}
⊂ V T
induziert wird, ist auch in GT (y′) enthalten.
2. die Bo¨gen (Si, Sj) von G
T (y) sind im Graphen GT (y′) mit unvera¨nder-
ten Kosten wiederzufinden, falls gilt:
Si ∈ S(y
′) und j ∈ {b + 1, . . . , m} .
19Diese Annahme dient nur der Vereinfachung der Darstellung. Die U¨berlegungen lassen
sich auch auf Fa¨lle mit steigender oder fallender Tourenzahl u¨bertragen.
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Diese Bo¨gen mu¨ssen demzufolge nach dem U¨bergang zu einer verbessernden
Lo¨sung y′ im Rahmen der Lokalen Suche nicht neu berechnet werden. Wie
groß die tatsa¨chliche Einsparung gegenu¨ber einer vollsta¨ndigen Neuberech-
nung des Transfergraphen GT (y′) ist, ha¨ngt davon ab, wieviele Touren durch
den Cyclic Transfer unvera¨ndert geblieben sind und wie lang diese Touren
sind.
Wechsel zwischen reduzierten Nachbarschaften
Durch das Beru¨cksichtigen eingeschra¨nkter Transfermengen erha¨lt man eine
reduzierte CT-Nachbarschaft (vgl. Abschnitt 4.2.3). Unterschiedliche redu-
zierte CT-Nachbarschaften ko¨nnen im Sinne einer Variable-Neighborhood-
Descent-Heuristik (VND) miteinander kombiniert werden. Bei der VND wird
der Wechsel zu einer alternativen Nachbarschaft erst vollzogen, wenn keine
Verbesserung in der augenblicklich untersuchten Nachbarschaft mehr mo¨glich
ist. Dies ist auch sinnvoll, um die zuvor angesprochenen Einsparungspoten-
tiale bei der Bestimmung der Transfergraphen vollsta¨ndig zu nutzen.
Es ist daru¨ber hinaus denkbar, auch beim Wechsel zwischen verschiede-
nen reduzierten CT-Nachbarschaften den zuvor bestimmten Transfergraphen
ganz oder teilweise weiter zu nutzen. Dies ist z.B. dann der Fall, wenn die
neue Nachbarschaft die vorhergehende komplett umfaßt. So kann man mit
einer kleinen reduzierten CT-Nachbarschaft beginnen und diese Schritt fu¨r
Schritt durch die Beru¨cksichtigung zusa¨tzlicher Transfermengen (Knoten in
GT ) systematisch erweitern.
Auch bei der Wahl der Operatoren  und  kann der investierte Rechen-
aufwand fu¨r die Bestimmung guter Touren zuna¨chst klein gehalten werden.
Erst wenn keine Verbesserung in der aktuellen CT-Nachbarschaft gefunden
werden kann, versucht man durch eine Reoptimierung der Touren die Kosten
der Bo¨gen im Transfergraphen zu reduzieren und so weiteres Verbesserungs-
potential aufzudecken.
Eine weitere Mo¨glichkeit besteht darin, nach jedem verbessernden Cyclic-
Transfer-Schritt die dadurch betroffenen (und tatsa¨chlich vera¨nderten) Tou-
ren einer zusa¨tzlichen Reoptimierung (z.B. mit k-opt-Nachbarschaften auf ei-
ner aus diesen Touren gebildeten Giant-Route) zu unterziehen. Dadurch wer-
den die Mo¨glichkeiten, Teile des Transfergraphen wiederzuverwenden, nicht
zusa¨tzlich eingeschra¨nkt.
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4.5 Auflo¨sen von Touren
Beim m-TSPR ist die Reduzierung der Tourenzahl ein ha¨ufig formuliertes
und sehr schwer zu verfolgendes Ziel. Es ist leicht nachzuvollziehen, daß die
Reduktion der Tourenzahl einer gegebenen Lo¨sung y mit Hilfe von k-opt-
Nachbarschaften aber auch mit den knotenorientierten Nachbarschaften wie
den Cyclic Transfers oft nicht erfolgreich ist.
Die Schwierigkeit liegt vor allem darin begru¨ndet, daß es beim Absuchen
des Lo¨sungsraums keine eindeutigen Merkmale dafu¨r gibt, ob man sich einer
Lo¨sung mit weniger Touren na¨hert oder nicht. Auch die Beru¨cksichtigung
nachrangiger Ziele, wie z.B. die Minimierung der gesamten Wegla¨nge oder
der gesamten Fahrtdauer, muß nicht zielfu¨hrend sein. Außerdem wird die
Auflo¨sung einer Tour durch Umverteilen der Kunden auf andere Touren durch
die Restriktionen erschwert.
Die wesentlichen Ideen zum zielgerichteten Erzeugen von Lo¨sungen mit
geringen Tourenzahlen lassen sich wie folgt zusammenfassen:
Vorgehen
Beispiele
fu¨r das VRPTW
Einsatz konstruktiver Verfahren, die von
vornherein versuchen, mit mo¨glichst wenig
Touren eine zula¨ssige Lo¨sung aufzubauen
[Sol87] (I1-Heuristik),
[KB95] (GRASP),
[CR97],
[LS99] (RNETS),
[GTA99] (MACS)
Einsatz spezieller Verfahren, die gezielt ver-
suchen, (kurze) Touren dadurch aufzulo¨sen,
daß sequentiell alle Kunden der Tour in an-
dere Touren verschoben werden
[KB95] (GRASP),
[LS99] (RNETS),
[SF99],
[CW01] (AKRed)
Modifikation der Zielfunktion, um Bildung
von Touren mit wenigen Kunden zu begu¨n-
stigen
[HG98]
Heuristische Column Generation Verfahren
[RT95] (AMP),
[Tai99b]
Mit den in diesem Kapitel beschriebenen Cyclic Transfers ist es kaum
mo¨glich, Touren gezielt aufzulo¨sen. In diesem Abschnitt werden Ansa¨tze dis-
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kutiert, wie dennoch grundlegende Ideen der Cyclic Transfers fu¨r die gezielte
Auflo¨sung von Touren genutzt werden ko¨nnen.
Modifikation der Zielfunktion
Um Nachbarschaftsschritte zu finden, die die Tourenzahl reduzieren, besteht
eine erste Maßnahme darin, hohe Fixkosten fu¨r jede (nicht-leere) Tour in
die Kostenfunktion aufzunehmen.20 Werden die Fixkosten ausreichend hoch
gewa¨hlt, so ist jeder Nachbarschaftsschritt, der die Zahl der Touren reduziert,
auch ein verbessernder Schritt.
Durch diese Modifikation der Zielfunktion wird sichergestellt, daß keine
mo¨gliche Reduktion der Tourenzahl
”
u¨bersehen“ wird. Vorausgesetzt, daß die
leeren Transfermengen in der Knotenmenge V T enthalten sind, kann die Su-
che in der CT-Nachbarschaft den Abbau einer oder mehrerer Touren bewir-
ken. Meistens fu¨hrt diese einzelne Maßnahme jedoch nicht zum Erfolg, denn
eine Tour kann nur dann aufgelo¨st werden, wenn alle Kundenknoten dieser
Tour in eine einzige andere Tour transferiert werden ko¨nnen. Die Mo¨glich-
keit, die Kunden einer Tour auf mehrere verschiedene Touren zu verteilen,
wird durch die CT-Konsistenz explizit ausgeschlossen.
Um die Kunden einer Tour (falls mo¨glich) dennoch auf andere Touren
aufteilen zu ko¨nnen, ko¨nnen zwei verschiedene Ansa¨tze verfolgt werden. Eine
Mo¨glichkeit besteht darin, die CT-Konsistenz fu¨r eine einzelne Tour aufzuhe-
ben. Dabei muß durch andere Beschra¨nkungen abgesichert werden, daß trotz-
dem nur solche Wege im Transfergraphen gefunden werden ko¨nnen, die real
durchfu¨hrbare Nachbarschaftsschritte repra¨sentieren. Alternativ kann man
auch versuchen, die Kunden einer Tour in mehreren Schritten auf die u¨b-
rigen Touren zu verteilen. Diese beiden Ansa¨tze sollen im folgenden etwas
ausfu¨hrlicher dargestellt werden.
Verteilen der Kunden einer Tour in einem Schritt
Im weiteren bezeichne trem diejenige Tour von y, deren Knoten auf die u¨bri-
gen Touren von y aufgeteilt werden sollen. Alle geeigneten Transfer-Schritte
20Die Fixkosten ko¨nnen allen Bo¨gen zugeschlagen werden, die von einem Depotaus-
gangsknoten zu einem Kundenknoten fu¨hren. Dagegen werden solchen Bo¨gen, die einen
Depotausgang direkt mit einem Depoteingang verbinden, keine Fixkosten zugerechnet.
Dadurch bleiben ggf. entstehende
”
Leertouren“ unbestraft.
149
Kapitel 4. Cyclic-Transfer-Nachbarschaften
werden im Transfergraphen durch einen Weg Prem mit folgenden Eigenschaf-
ten repra¨sentiert:
1. Die CT-Konsistenz bleibt fu¨r alle u¨brigen Touren t ∈ T , t 6= trem
erhalten, d.h. es wird ho¨chstens eine Transfermenge nach t transferiert.
2. Es werden nur leere Transfermengen in die Tour trem transferiert.
3. Ist Srem die Menge aller Knoten von Prem, die Transfermengen von trem
repra¨sentieren, so sind diese Transfermengen von Srem durchschnitts-
fremd und beinhalten gemeinsam alle Kunden von trem:
Si, Sj ∈ Srem und Si 6= Sj : Si ∩ Sj = ∅ (4.11a)⋃
S∈Srem
S = V (trem) \D (4.11b)
Der Transfergraph kann also im wesentlichen genauso wie zuvor aufge-
baut werden. Die Knoten des Transfergraphen repra¨sentieren unterschiedli-
che Transfermengen. Die Bo¨gen stellen Austauschoperationen dar. Lediglich
Bo¨gen, die nicht-leere Kundenmengen in die Tour trem verschieben wu¨rden,
ko¨nnen ausgeschlossen werden.
Anstelle der CT-Konsistenz mu¨ssen fu¨r die Tour trem die Restriktionen
(4.11a) und (4.11b) bei der Suche nach ku¨rzesten Wegen im Transfergra-
phen eingehalten werden. Dies erfordert eine entsprechende Anpassung des
Algorithmus fu¨r die Suche nach verbessernden Cyclic-Transfer-Schritten im
Transfergraphen.
Verteilen der Kunden einer Tour in mehreren Schritten
Geht man davon aus, daß es nicht mo¨glich oder zu schwierig ist, die Kun-
den einer Tour in einem Schritt zu verteilen, kann man auch versuchen,
dies in mehreren aufeinanderfolgenden Schritten zu erreichen. Dabei soll die
CT-Konsistenz aber in jedem Schritt eingehalten werden.
Die Tour von y, deren Knoten verteilt werden sollen, sei weiterhin mit
trem bezeichnet. Unser erkla¨rtes Ziel ist es, die Kunden aus der Tour trem
vollsta¨ndig auf andere Touren umzuverteilen. Um dies zu erreichen werden
zwei Modifikationen vorgenommen:
1. Die Zielfunktion wird durch einen zusa¨tzlichen Term so erweitert, daß
die Verku¨rzung der Tour trem proportional zur Zahl der entfernten Kno-
ten belohnt wird.
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2. Bo¨gen des Transfergraphen, die das Einfu¨gen von Kundenknoten aus
anderen Touren in die Tour trem implizieren, werden verboten.
Die Modifikation der Zielfunktion macht es attraktiv, Kundenknoten aus
der Tour trem auch dann herauszuschieben, wenn dies mit einer Erho¨hung
der u¨brigen Kosten verbunden ist. Je mehr Kundenknoten in einem Schritt
entfernt werden ko¨nnen, desto schneller kommen wir dem Ziel einer leeren
Tour na¨her. Deshalb erfolgt die Belohnung proportional zur Zahl der entfern-
ten Knoten. Die bisher betrachteten Kosten sollen durch die
”
Belohnungen“
deutlich u¨berlagert werden. Sie werden jedoch nicht aus der Betrachtung
ausgeschlossen, weil sie fu¨r eine sinnvolle Auswahl zwischen verschiedenen
Cyclic-Transfer-Schritte sorgen, die gleich viele Kunden aus trem eliminieren.
Da wir nicht an einer Tour mit wenigen Kunden, sondern ausschließlich
an einer leeren Tour interessiert sind, verbieten wir zusa¨tzlich das Einfu¨gen
anderer Kundenknoten. Dies dient in erster Linie dazu, mit dem Vorgehen
nicht nur die aktuell ku¨rzeste Tour reduzieren zu ko¨nnen. La¨ßt man diese
Forderung weg und ist trem nicht die ku¨rzeste Tour der Lo¨sung y, so wer-
den die Kunden von trem (schrittweise oder falls mo¨glich mit einem Mal)
zuerst gegen die Kunden der ku¨rzesten Tour ausgetauscht, wodurch sich die
Kundenzahl von trem reduziert und keine zusa¨tzlichen Kosten entstehen.
Die praktische Realisierung dieses Ansatzes ist sehr einfach, weil nur der
Transfergraph etwas modifiziert aufgebaut werden muß.
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Erweiterungen der Konzepte
Der mit dem Ressourcenmodell und den in den Kapiteln 3 und 4 beschrie-
ben Konzepten vorgegebene Rahmen bildet eine gute Basis fu¨r die Entwick-
lung leistungsstarker Heuristiken durch die Integration dieser Ansa¨tze in eine
Meta-Strategie. Das große Potential, das mit dem Einsatz dieser Methoden
verbunden ist, ist vor allem in der Anwendbarkeit auf nahezu alle Vehicle
Routing und Scheduling Probleme zu sehen.
Auf die vielfa¨ltigen Erweiterungsmo¨glichkeiten der Konzepte kann im
Rahmen dieser Arbeit aufgrund der gebotenen Ku¨rze nur hingewiesen wer-
den. Sie beziehen sich einerseits auf die Modellierung von Problemen, deren
Darstellung mit Hilfe des Ressourcenmodells mo¨glich, aber nicht sofort of-
fenbar ist. Andererseits bieten sich eine Reihe algorithmischer Erweiterungen
an.
Im Abschnitt 5.1 wird darauf eingegangen, wie Probleme mit heteroge-
nem Fuhrpark bzw. mehreren Depots und wie VRSP mit weichen Restriktio-
nen mit dem Ressourcenmodell dargestellt werden ko¨nnen. Diese Problem-
klassen besitzen fu¨r praktische Planungsaufgaben oft eine hohe Bedeutung.
Anschließend werden im Abschnitt 5.2 mehrere Mo¨glichkeiten angesprochen,
die Effizienz der beschriebenen Heuristiken weiter zu verbessern. In diesem
Zusammenhang werden vor allem weitere heuristische Beschra¨nkungen der
Nachbarschaften vorgeschlagen, die zur Beschleunigung der Suche beitragen
ko¨nnen. Daru¨ber hinaus werden Ansa¨tze zur Integration mit verschiedenen
Meta-Heuristiken und einem Constraint-Programming-System aufgezeigt.
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5.1 Erweiterte Modelle
Im Kapitel 1 wurde bereits dargelegt, daß sich viele VRSP mit Hilfe be-
schra¨nkter Ressourcen modellieren lassen. Wir gehen im folgenden darauf
ein, daß dies auch auf Probleme mit heterogenem Fuhrpark bzw. mehreren
Depots und Probleme mit weichen Restriktionen zutrifft. Man beachte, daß
daraus zwar geschlossen werden kann, daß die zuvor beschriebenen Heuristi-
ken darauf anwendbar sind. Dabei bleibt jedoch offen, ob sie auch in der Lage
sind, fu¨r diese Probleme gute Lo¨sungen zu bestimmen. In jedem Fall ko¨nnen
die Methoden genutzt werden, um andere, fu¨r diese Probleme gut geeignete
Heuristiken, zu erga¨nzen.
5.1.1 Heterogener Fuhrpark und mehrere Depots
Das Modell 1.1 kann prinzipiell auch zur Beschreibung eines m-TSPR mit he-
terogenem Fuhrpark bzw. eines Multiple-Depot m-TSPR verwendet werden.
In beiden Fa¨llen ist es lediglich erforderlich, mehrere Depots zu unterschei-
den. Beim m-TSPR mit heterogenem Fuhrpark, wird fu¨r jeden Fahrzeugtyp
ein
”
eigenes Depot“ eingerichtet.
Durch die Wahl der Ressourcenfenster am Depoteingang bzw. am De-
potausgang ko¨nnen spezifische Startbedingungen fu¨r die Ressourcen fu¨r eine
Tour festgelegt werden. Dadurch ist es auch leicht mo¨glich, vom gewa¨hlten
Fahrzeugtyp abha¨ngige Fixkosten oder Kapazita¨ten zu modellieren. Mit Hilfe
abha¨ngiger Ressourcen ist es in gewissen Grenzen auch mo¨glich, unterschiedli-
che, vom verwendeten Depot bzw. Fahrzeugtyp abha¨ngige Kostenfunktionen
zu formulieren. Mit zusa¨tzlichen Ressourcen ko¨nnen auch Inkompatibilita¨ten
zwischen bestimmten Fahrzeugtypen und einzelnen Kunden sowie vielfa¨lti-
ge Beschra¨nkungen fu¨r die Verfu¨gbarkeit bestimmter Fahrzeuge angegeben
werden.
Solche Modelle aufzustellen ist leicht mo¨glich. Die beschriebenen Heuri-
stiken lassen sich dann auch direkt auf m-TSPR mit heterogenem Fuhrpark
anwenden. Dabei ist jedoch zu pru¨fen, ob die vorgeschlagenen Nachbarschaf-
ten ausreichen, um stets gute Lo¨sungen zu finden. Denkbar ist, daß wesentlich
bessere Lo¨sungen gefunden werden, wenn weitere, dem Problemtyp angepaßte
Nachbarschaften hinzugenommen werden. Die Nachbarschaftsschritte ko¨nn-
ten z.B. einen gezielten Wechsel der Touren zwischen mehreren Fahrzeugen
bzw. Depots zum Gegenstand haben. Bei einer solchen Nachbarschaft ist es
naheliegend, diese als spezielle Cyclic-Transfer-Nachbarschaft aufzufassen.
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5.1.2 Modelle mit Strafkosten und weichen Restriktio-
nen
In einigen Vero¨ffentlichungen werden auch VRSP mit weichen Zeitfenstern
(
”
soft time windows“) betrachtet.1 Darunter versteht man Probleme, bei de-
nen die Zeitfenster nicht strikt eingehalten werden mu¨ssen. Durch die Ein-
fu¨hrungen von zusa¨tzlichen Termen in die Zielfunktion werden Lo¨sungen be-
straft, die die Zeitfenster verletzen. Die Beru¨cksichtigung von weichen Zeit-
fenstern fu¨hrt dazu, daß weniger (falls noch andere harte Restriktionen exi-
stieren) oder gar keine Lo¨sungen mehr unzula¨ssig sind.
Das Ressourcenmodell la¨ßt sich auch fu¨r die Darstellung weicher Restrik-
tionen benutzen. Anstelle der in dieser Arbeit angegebenen Aktualisierung
der Zula¨ssigkeitsbereiche fu¨r die Ressourcenvariablen, brauchen bei weichen
Restriktionen fu¨r diese Variablen nur ihre tatsa¨chlichen Werte bestimmt wer-
den. Erst fu¨r die Bestimmung der Kosten wird die Unter- bzw. U¨berschrei-
tung von Ressourcenbeschra¨nkungen beru¨cksichtigt. Die effiziente Berech-
nung der Strafterme wird mit einer Kostenressource realisiert, die von den
zu bestrafenden Ressourcenvariablen abha¨ngig ist. Diese Behandlung wei-
cher Ressourcen erlaubt es, mehrere weiche und harte Restriktionen in einem
Modell zu integrieren.
Dieser Ansatz zur Darstellung weicher Restriktionen la¨ßt sich auch nut-
zen, um Meta-Strategien zu realisieren, bei denen die Zula¨ssigkeit der Lo¨sun-
gen nicht von Beginn an erzwungen wird und die Suche langfristig durch die
Modifikation der Strafterme in zula¨ssige Bereiche des Lo¨sungsraums gelenkt
werden soll.
5.2 Effizienzverbesserungen und
Integration mit Meta-Strategien und CP
In diesem Abschnitt werden zuna¨chst weitere Ideen zu Verbesserung der Ef-
fizienz der bereits beschriebenen Heuristiken beschrieben. Anschließend wer-
den Ansa¨tze zur Integration mit verschiedenen Meta-Strategien und die Mo¨g-
lichkeit der Verbindung mit einem Constraint Programming System beschrie-
ben.
1z.B. [BGG+95], [KPS92], [TBG+97]
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5.2.1 Verbesserungen der Effizienz
Obwohl bereits eine Vielzahl unterschiedlicher Ideen zur Reduktion des mit
der Lokalen Suche verbundenen Aufwands beru¨cksichtigt wurden, ist es mo¨g-
lich, daß bei einer weitergehenden Analyse eine Reihe weiterer Maßnahmen
zur Verbesserung der Effizienz aufgedeckt werden ko¨nnen. In diesem Zusam-
menhang soll auf die folgenden Ansatzpunkte verwiesen werden:
Gemeinsame Behandlung unterschiedlicher k-opt-Typen In den Ab-
schnitten 3.1.5 und 6.3 wurde darauf verwiesen, daß es Vorteile bietet, die
k-opt-Nachbarschaften nach unterschiedlichen k-opt-Typen getrennt zu un-
tersuchen. Dadurch ko¨nnen relativ einfach Abbruchkriterien innerhalb der
Lexikographischen Suche u¨berpru¨ft und genutzt werden, die die Effizienz
deutlich steigern. Allerdings wird dieser Vorteil spa¨testens dann wieder auf-
gehoben, wenn dieselben Toursegmente fu¨r die Untersuchung eines anderen
k-opt-Typs spa¨ter erneut aufgebaut werden mu¨ssen.
Eine bessere Alternative besteht deshalb vermutlich darin, die k-opt-Ty-
pen gemeinsam zu untersuchen und Abbru¨che immer dann zu generieren,
wenn kein k-opt-Typ mehr zu einer zula¨ssigen oder verbessernden Lo¨sung
fu¨hren kann. Die Realisierung ist jedoch recht kompliziert und erfordert die
Lo¨sung einer Reihe von Detailproblemen. Zu beru¨cksichtigen ist in jedem Fall,
daß die Verwaltung der notwendigen Informationen, um u¨ber einen mo¨glichen
Abbruch entscheiden zu ko¨nnen, deutlich weniger aufwendig sein muß, als die
erneute Konstruktion der Toursegmente.
Ausnutzen der Tourunabha¨ngigkeiten Bei der Untersuchung von k-opt-
Nachbarschaften kommt es immer wieder dazu, daß bereits eine Reihe von
unterschiedlichen k-opt-Typen ergebnislos untersucht wurden. Wird spa¨ter
ein verbessernder Schritt gefunden und durchgefu¨hrt, mu¨ssen diese k-opt-Ty-
pen erneut untersucht werden. Dabei kann jedoch ausgenutzt werden, daß ein
verbessernder k-opt-Schritt mindestens einen Bogen der modifizierten Tou-
ren a¨ndern muß (weil die Verbesserung sonst schon vorher gefunden worden
wa¨re).
Außerdem kann es ha¨ufig vorkommen, daß einzelne Touren schon zeitig
ihre endgu¨ltige Form angenommen haben und nicht mehr gea¨ndert werden,
wa¨hrend andere Touren noch ha¨ufig verbessernd modifiziert werden ko¨nnen.
Eine einfache Mo¨glichkeit, diese Zusammenha¨nge auszunutzen, besteht
darin, die Touren innerhalb der Giant-Route nach dem Zeitpunkt ihrer letz-
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ten A¨nderung zu ordnen. Dabei sollten die zuletzt gea¨nderten Touren am
weitesten vorn stehen. Beginnt man nun die Lexikographische Suche vom An-
fang, werden immer zuerst k-opt-Schritte untersucht, an denen eine bzw. meh-
rere Touren beteiligt sind, die zuletzt gea¨ndert wurden.
Sobald das erste Segment alle zuletzt gea¨nderten Touren umfaßt und
demzufolge alle zu vera¨ndernden Bo¨gen ausschließlich in den zuletzt ungea¨n-
derten Touren enthalten sein mu¨ssen, kann die Suche abgebrochen werden.
Voraussetzung dafu¨r ist allerdings, daß alle bereits gefunden Verbesserungen
zwischengespeichert wurden. Ein solches Speichern bereits gefundener Ver-
besserungen wird in [CW01] fu¨r k-opt-Nachbarschaften mit k = 2 bzw. 3
beschrieben.
Sinnvolle Einschra¨nkungen der Cyclic-Transfer-Nachbarschaften
Die Untersuchung der Cyclic-Transfer-Nachbarschaften ist trotz der bereits
angestellten U¨berlegungen zu deren effizienter Gestaltung2 relativ aufwendig.
Um den erforderlichen Rechenaufwand fu¨r die Konstruktion des Transfergra-
phen einerseits und fu¨r die Suche nach Verbesserungen in diesem Graphen
andererseits weiter zu reduzieren, kann versucht werden, die Zahl der Bo¨gen
im Transfergraphen einzuschra¨nken.
Dazu ko¨nnen a¨hnliche U¨berlegungen wie bei den k-opt-Nachbarschaften
angestellt werden. Zum Beispiel ist es sehr selten gewinnbringend, eine Trans-
fermenge Si aus der Tour t(Si) in eine andere Tour tj zu verschieben, wenn
alle Knoten von Si ”
sehr weit“ von allen Knoten der Tour tj entfernt sind.
Die Frage, ob Knoten weit voneinander entfernt sind, ko¨nnte z.B. anhand
von Na¨chste-Nachbarn-Listen entschieden werden.
Gegebenenfalls ko¨nnen derartige Einschra¨nkungen auch weiter verscha¨rft
werden, ohne die Qualita¨t der gefundenen Lo¨sungen wesentlich zu beeinflus-
sen. In jedem Fall kann man zuerst nur den reduzierten Transfergraphen auf-
bauen und darin nach Verbesserungen suchen. Erst wenn dies nicht gelingt,
werden weitere Bo¨gen hinzugenommen.
5.2.2 Meta-Heuristiken fu¨r die Diversifikation
der Suche
In dieser Arbeit wurde fast ausschließlich die Lokale Suche im Sinne eines
reinen Abstiegsverfahrens untersucht. Obwohl die erzielten Ergebnisse ha¨ufig
2vgl. Abschnitt 4.2.3 S. 131ff.
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bereits mit denen erfolgreicher Meta-Heuristiken vergleichbar sind, steht die
Notwendigkeit einer gezielten Diversifikation der Suche außer Frage. Durch
eine Diversifikation kann das stets verbleibende Risiko, bei einzelnen Instan-
zen ein relativ schlechtes lokales Optimum zu erhalten, wesentlich reduziert
werden. Zahlreiche Publikationen der letzten Jahre belegen eindrucksvoll, daß
der Einsatz von Meta-Heuristiken fu¨r die Diversifikation sehr erfolgreich sein
kann.
Insofern wurde in dieser Arbeit nur der erste Schritt zur Entwicklung einer
sehr guten Verbesserungsheuristik getan. Einer Einbindung der beschriebe-
nen Verfahren in verschiedene Meta-Heuristiken steht aber nichts im Wege,
so daß eine hervorragende Ausgangssituation fu¨r viele weitere Entwicklungen
geschaffen wurde.
Fu¨r eine Reihe von Meta-Heursitiken erscheint die Integration mit der
Lexikographischen Suche in k-opt-Nachbarschaften bzw. mit Cyclic-Transfer-
Nachbarschaften problemlos und natu¨rlich. Dazu za¨hlen z.B. Variable Neigh-
borhood Search, Iterated-Local-Search, Guided-Local-Search und Dynamic-
Contraction (siehe unten). Daru¨ber hinaus werden auch in vielen anderen
Meta-Heuristiken lokale Verbesserungsverfahren integriert (z.B. ES, Amei-
sensysteme [GTA99], [DS]) verwendet werden, wobei die Rolle der Lokalen
Suche innerhalb der Meta-Heuristik unterschiedlich festgelegt werden kann.
Bei fast allen kombinatorischen Optimierungsproblemen za¨hlen Tabu-
Search-Verfahren zu den erfolgreichsten eingesetzten Meta-Heuristiken. Um
beim Einsatz der Lexikographischen Suche eine Tabu-Liste zu beru¨cksichti-
gen, besteht u.a. die Mo¨glichkeit eine spezielle
”
Tabu-Ressource“ zu verwen-
den. Die Ressourcenverbra¨uche dieser neuen Ressource ko¨nnen nach jedem
Nachbarschaftsschritt aktualisiert werden. So ist es mo¨glich, ohne hohen Auf-
wand konkrete Nachbarschaftsschritte zu verbieten. Ebenso ko¨nnen auch, wie
es ha¨ufig praktiziert wird, alle Lo¨sungen tabu gesetzt werden, die bestimm-
te Bo¨gen aus der Lo¨sung eliminieren wu¨rden. Unter Verwendung abha¨ngiger
Ressourcen kann auch ein
”
threshold accepting“ in die U¨berpru¨fung integriert
werden. Eine solche Modellierung hat den Vorteil, daß die U¨berpru¨fung der
Tabu-Listen keinen signifikanten Mehraufwand impliziert und die Tabu-Re-
striktionen automatisch zur Effizienzsteigerung der Suche benutzt werden.
Daru¨ber hinaus u¨bertra¨gt sich die U¨berpru¨fung der Tabu-Listen dann oh-
ne weitere A¨nderungen der Implementierung auch auf die Cyclic-Transfer-
Nachbarschaften.
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5.2.3 Fixierung von Bo¨gen und Einsatz von
Makro-Knoten fu¨r k-opt-Nachbarschaften
Es wurde bereits darauf hingewiesen, daß ein Vorteil der im Rahmen dieser
Arbeit verwirklichten Konzepte darin besteht, daß Toursegmente genauso
behandelt werden ko¨nnen, wie einzelne Knoten. Aus dieser generalisierenden
Sichtweise lassen sich zwei Ansa¨tze entwickeln.
Der erste Ansatz geht auf einen Vorschlag von Cordone und Wolfer Cal-
vo in [CW97] zuru¨ck. Sie beschreiben, wie bei einem Routing Problem mit
Zeitfensterrestriktionen die Zeitfenster fu¨r beliebige Toursegmente effizient
u¨berpru¨ft werden ko¨nnen. Sie bezeichnen die Toursegmente als Makro-Kno-
ten (Macronodes) und benutzen analog zu dem Herangehen von Savelsbergh
”
globale Variablen“, um die Zula¨ssigkeit einer Verkettung von Makro-Kno-
ten zu u¨berpru¨fen. Sie schlagen vor, einen Teil oder alle der insgesamt n2 in
einer aktuell gegebenen Tour enthaltenen Makro-Knoten einschließlich der
zugeho¨rigen globalen Variablen einmalig zu bestimmen und zu speichern.
Der Vorteil besteht darin, daß anschließend jeder beliebige k-opt-Schritt
aus diesen Makro-Knoten zusammengesetzt werden kann. Daher ist man
nicht mehr an eine lexikographische Suchstrategie gebunden, um k-opt-Schrit-
te mit konstantem Aufwand untersuchen zu ko¨nnen. Wenn die Konzepte aus
Kapitel 3 verwendet werden, ist dieses Vorgehen auch direkt auf VRSP mit
beliebigen beschra¨nkten Ressourcen u¨bertragbar. Auf diesem Ansatz aufbau-
ende Suchstrategien werden in [CW97] nicht behandelt. Wenn die Bindung
an die Lexikographische Suche wegfa¨llt, kann man sich alternativ an einer
Sequentiellen Suche oder dem Lin-Kernighan-Algorithmus orientieren. Gege-
benenfalls ko¨nnen dadurch weitere Effizienzvorteile erzielt werden.
In einem zweiten Ansatz kann ausgenutzt werden, daß Toursegmente ein
ideales Werkzeug zur Modellierung fixierter Bo¨gen darstellen. Sind z.B. be-
reits mehrere Lo¨sungen bekannt, kann man nach Bo¨gen suchen, die in eini-
gen oder allen guten Lo¨sungen enthalten sind und diese zeitweise fixieren.
Dadurch wird die Problemgro¨ße reduziert, was es bei einem relativ kleinen
resultierenden Problem ermo¨glicht, Nachbarschaften mit gro¨ßerem k zu un-
tersuchen.
Die Mo¨glichkeit, die Darstellung eines Problems durch Fixierung bestimm-
ter Lo¨sungseigenschaften zu kontrahieren und damit zu verkleinern und ggf.
spa¨ter durch Aufhebung der Fixierungen wieder zu expandieren, ist eine in
der Literatur immer wieder anzutreffende grundlegende Idee. Ansa¨tze, die
im Sinne einer Meta-Heuristik, Lo¨sungen abwechselnd kontrahieren und spa¨-
159
Kapitel 5. Erweiterungen der Konzepte
ter wieder expandieren, tauchen unter Verwendung unterschiedlicher Begriffe
mehrfach auf. So nennt Saab den in [Saa97] beschriebenen Ansatz
”
Dynamic
Contraction“. Walshaw [Wal00], [Wal01] verfolgt einen a¨hnlichen Ansatz, den
er als
”
Multilevel Refinement“ bezeichnet. Einer entsprechenden Idee folgt
auch der in [RGP02b] entwickelte Operator
”
SMART“ fu¨r das VRPTW.
5.2.4 Integration mit Constraint Programming
Die Modellierung von Restriktionen ist in dieser Arbeit auf das Ressour-
cenmodell beschra¨nkt. Noch flexibler sind Systeme, die auf dem Constraint
Programming (CP) basieren und eine deklarative Beschreibung sehr unter-
schiedlicher Restriktionen erlauben. Damit ist es prinzipiell mo¨glich auch
Restriktionen zu formulieren, die mit Hilfe von Ressourcenbeschra¨nkungen
nicht oder nur sehr schwer darzustellen sind. Als Beispiel dafu¨r seien multi-
ple Zeitfenster oder andere multiple Ressourcenfenster angefu¨hrt.
Wir betrachten deshalb den in Kapitel 3 beschriebenen Ansatz zur Be-
ru¨cksichtigung beschra¨nkter Ressourcen aus der Sicht eines CP-Systems. Die
Pru¨fung der Zula¨ssigkeit fu¨r die Ressourcenfenster kann als eine spezielle
Propagation der entsprechenden Restriktionen aufgefaßt werden. Die Zula¨s-
sigkeitsbereiche [EAT ri , LAT
r
i ] bzw. [EDT
r
i , LDT
r
i ] ko¨nnen als Doma¨nen von
Variablen betrachtet werden, die angeben, welche Werte fu¨r die Ressource r
bei der Ankunft bzw. bei der Abfahrt am Knoten i mo¨glich sind. Die Propa-
gation der zugeho¨rigen Constraints geschieht unter Ausnutzung der speziellen
Struktur der Restriktionen und in enger Abstimmung mit der Suchstrategie.
Daher kann die Propagation wesentlich effizienter (na¨mlich mit konstantem
Aufwand) erfolgen.
Eine solche Sicht auf die in dieser Arbeit behandelten Ressourcenbe-
schra¨nkungen impliziert einen bislang nicht behandelten Ansatz zur Inte-
gration einer Lokalen Suche mit einem CP-System, bei der die Effizienz der
Suche trotz des sehr allgemeinen Ansatzes weitgehend erhalten bleiben kann.
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Ergebnisse
In diesem Kapitel soll die Leistungsfa¨higkeit der in den Kapiteln 3 und 4
beschriebenen Konzepte u¨berpru¨ft werden. Durch zahlreiche Vergleichsrech-
nungen werden die einzelnen Vorschla¨ge explizit getestet. Dabei wird analy-
siert, in wie weit die beabsichtigten Wirkungen erzielt werden ko¨nnen. Ein
Anliegen dieses Kapitels ist außerdem, deutlich zu machen, welche (ggf. re-
duzierten) Nachbarschaften fu¨r bestimmte Problemtypen besonders geeignet
sind.
U¨ber den reinen Nachweis der Anwendbarkeit der Heuristiken hinaus-
gehend, wird die Konkurrenzfa¨higkeit zu anderen Algorithmen durch einen
Vergleich der Ergebnisse bei der Lo¨sung von Benchmarkproblemen getestet.
In einigen Abschnitten gehen wir außerdem darauf ein, wie einzelne Aspekte
der bisher recht formal beschriebenen Konzepte praktisch umgesetzt werden.
Die Analysen beschra¨nken sich auf Benchmarkprobleme zum TSPTW,
VRP und zum VRPTW. Fu¨r diese Problemklassen existieren sehr viele Bench-
markprobleme unterschiedlicher Gro¨ße und Charakteristik. Die meisten die-
ser Probleme wurden mit zahlreichen z.T. sehr unterschiedlichen Algorithmen
gelo¨st, so daß eine sehr gute Vergleichsbasis gegeben ist. Fu¨r einige Proble-
me sind sogar optimale Lo¨sungen oder sehr gute untere Schranken bekannt.
Diese erlauben es, die Qualita¨t heuristisch gefundener Lo¨sungen besser ab-
zuscha¨tzen.
Um den Umfang der Arbeit zu beschra¨nken, werden die zahlreichen Mo¨g-
lichkeiten, durch die Hinzunahme beschra¨nkter Ressourcen weitere VRSP
modellieren und lo¨sen zu ko¨nnen, nicht untersucht. Bei der im Rahmen die-
ser Arbeit vorgenommenen Implementierung wurden alle Kapazita¨ts- und
Zeitfensterrestriktionen ausschließlich mit Hilfe des allgemeinen Ressourcen-
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modells realisiert. Deshalb dokumentieren die durchgefu¨hrten Rechnungen
die Realisierbarkeit und Anwendbarkeit der beschriebenen Konzepte.
Das Kapitel 6 ist wie folgt aufgebaut. Bevor mit der eigentlichen Analyse
begonnen wird, gehen wir im Abschnitt 6.1 auf die generelle Problematik
einer sinnvollen und fairen Bewertung heuristischer Verfahren ein. Anschlie-
ßend werden in Abschnitt 6.2 die Probleminstanzen zum TSPTW, VRP und
VRPTW beschrieben, die bei den Untersuchungen der folgenden Abschnit-
te als Benchmarkprobleme eingesetzt werden. Der Abschnitt 6.3 bescha¨f-
tigt sich ausschließlich mit Untersuchungen zur Lokalen Suche mit k-opt-
Nachbarschaften. Anhand einiger Instanzen des TSPTW und des VRP wird
u¨berpru¨ft, welche Vorteile der Einsatz von k-opt-Nachbarschaften mit k > 3
bzw. k-opt∗-Nachbarschaften mit k > 2 hat und welchen Einfluß die im Ab-
schnitt 3.4 diskutierten Reduktionen der k-opt-Nachbarschaft auf Lo¨sungs-
qualita¨t und Ablaufgeschwindigkeit haben. Im Abschnitt 6.4 werden der
kombinierte Einsatz von k-opt-Nachbarschaften und Cyclic-Transfer-Nach-
barschaften beim VRP und beim VRPTW sowie die Einsetzbarkeit der CT-
Nachbarschaften fu¨r das gezielte Auflo¨sen von Touren untersucht. Abschlie-
ßend wird im Abschnitt 6.5 anhand einer einfachen Meta-Strategie mit Kick-
Schritte beispielhaft gezeigt, wie unter Verwendung der vorgestellten Kon-
zepte, leistungsfa¨hige hybride Heuristiken entwickelt werden ko¨nnen. Wir
vergleichen die damit erzielten Ergebnisse mit den aktuell besten Meta-Heu-
ristiken fu¨r TSPTW, VRP bzw. VRPTW.
6.1 Qualita¨t von heuristisch bestimmten Lo¨-
sungen
Heuristiken sind Verfahren, die die Optimalita¨t ihrer Lo¨sungen nicht gewa¨hr-
leisten ko¨nnen. In die Bewertung von Heuristiken gehen vor allem der Re-
chenaufwand bzw. die daraus resultierende Rechenzeit des Verfahrens sowie
eine Beurteilung der Qualita¨t der gefundenen Lo¨sungen ein.
Fu¨r die Aufwandsabscha¨tzung kann man z.B. eine worst-case- oder avera-
ge-case-Analyse durchfu¨hren. Da dies fu¨r VRSP meistens sehr schwierig ist,
bestimmt man stattdessen oft auch die Zahl der ausgefu¨hrten Basisoperatio-
nen oder die Dauer der Berechungen auf einem bestimmten Computer, die bei
der Anwendung der Algorithmen auf ein oder mehrere Benchmarkprobleme
notwendig sind.1
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Wesentlich schwieriger ist es, die Qualita¨t einer Lo¨sung fu¨r eine Problem-
instanz oder daru¨ber hinaus die Qualita¨t der durch eine gegebene Heuristik
generierten Lo¨sungen fu¨r eine Problemklasse zu beurteilen. Viele Heuristiken
besitzen eine stochastische Komponente und erzeugen deshalb bei wiederhol-
tem Aufruf fu¨r ein und dieselbe Probleminstanz unterschiedliche Lo¨sungen.
Fu¨r die Bewertung der Lo¨sungsqualita¨t ko¨nnte man den Erwartungswert der
Zielfunktion verwenden. Dies muß jedoch nicht das einzige Kriterium sein,
denn abha¨ngig vom Einsatzzweck einer Heuristik kann es z.B. durchaus sinn-
voll sein, die Streuung der Zielfunktionswerte ebenfalls zu beru¨cksichtigen.
Die Lo¨sungsqualita¨t einer solchen Heuristik bezogen auf eine einzige Pro-
bleminstanz zu bewerten, stellt dann genaugenommen ein multikriterielles
Problem dar.2
Sieht man von diesen U¨berlegungen zuna¨chst ab, erscheint es plausibel,
die Qualita¨t einer Lo¨sung anhand der Abweichung des Zielfunktionswertes c
vom optimalen Zielfunktionswert c∗ zu messen:
∆c = c− c∗. (6.1)
Damit die Bewertung einer Lo¨sung invariant gegenu¨ber Skalenwechseln ist,
wird normalerweise die relative Abweichung vom Optimum verwendet:
∆crel =
∆c
c∗
=
c− c∗
c∗
(6.2)
Gerade fu¨r große (und damit interessantere) Instanzen kombinatorischer
Probleme ist der optimale Zielfunktionswert c∗ oft nicht bekannt. Da die rela-
tive Abweichung zum Optimum dann nicht bestimmt werden kann, verwendet
man stattdessen ha¨ufig die relative Abweichung vom Zielfunktionswert der
besten bislang bekannten Lo¨sung oder von einer unteren Schranke.
1In den meisten Publikationen werden die Rechenzeiten angegeben, die von den Au-
toren zur Lo¨sung von Benchmarkproblemen beno¨tigt wurden. Um eine Vergleichbarkeit
von verschiedenen Ergebnissen zu erreichen, ist es dann jedoch notwendig, die Rechen-
zeiten anhand der Leistungsparameter der verwendeten Computer zu skalieren. Praktisch
ist dies jedoch extrem schwierig, denn die Performance eines Rechners wird von sehr vie-
len z.T. schwer vergleichbaren Faktoren beeinflußt. Außerdem bleibt immer offen welche
zusa¨tzlichen Aspekte die Rechenzeiten beeinflusst haben ko¨nnen (z.B. verwendete Compi-
lertypen und deren Parametereinstellungen, Effizienz der Programmierung).
2Bei deterministischen Heuristiken kommt man sofort zu derselben Problematik, sobald
die Lo¨sungen mehrerer Probleminstanzen gleichzeitig bewertet sollen.
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Die Qualita¨t der Lo¨sungen einer Heuristik allgemein zu bewerten, ist da-
mit immer noch nicht mo¨glich, weil sich die Gro¨ße ∆crel nur auf eine ein-
zelne Probleminstanz bezieht. In Ermangelung besserer Alternativen wird
deshalb u¨blicherweise die relative Abweichung der Zielfunktionswerte u¨ber
eine Menge von Testproblemen betrachtet und ggf. gemittelt. Fu¨r die Bil-
dung der Testmengen werden i.d.R. Benchmark-Probleme herangezogen, die
in der Literatur vero¨ffentlicht wurden und ggf. bereits von mehreren Autoren
untersucht wurden. Dies erleichtert oft die Frage nach optimalen bzw. sehr
guten bekannten Lo¨sungen.
Bei dieser Form der Bewertung der Lo¨sungen bleiben folgende Einschra¨n-
kungen zu beachten:
1. Sind einige der optimalen Zielfunktionswerte c∗ einer Testmenge nicht
bekannt, so ist die Bewertung abha¨ngig von der Kenntnis guter Lo¨sun-
gen bzw. Schranken.
2. Die Wahl der Testmenge hat ggf. entscheidenden Einfluß auf die Be-
wertung einer Heuristik.
3. Abha¨ngig vom Einsatzzweck der Heuristik kann es wichtig sein, daß
• die Abweichungen vom Optimum nicht zu stark schwanken oder
• der Algorithmus auch bei fru¨hzeitigem Abbruch der Rechnungen
eine gute Lo¨sung liefert.
In diesem Kapitel kann es deshalb nicht darum gehen, allgemein
”
die
Qualita¨t“ der untersuchten Heuristiken oder
”
die beste Heuristik“ zu bestim-
men. Es soll stattdessen u¨berpru¨ft werden, ob sie zu anderen erfolgreichen
Verfahren vergleichbare Ergebnisse erzielen ko¨nnen.
Bei der Entwicklung der Heuristiken wurde u.a. großer Wert auf die
Anwendbarkeit auf m-TSPR mit relativ frei modellierbaren Ressourcenbe-
schra¨nkungen gelegt. Da die Verfahren in diesem Sinne also wesentlich allge-
meiner konzipiert sind, als dies fu¨r alle zum Vergleich herangezogenen Ver-
fahren der Fall ist, du¨rfen sie die Spezifika eines bestimmten Modells nicht in
gleicher Weise ausnutzen. Daher ist auch nicht zu erwarten, daß Verfahren,
die fu¨r ein spezielleres Modell entwickelt wurden, dominiert werden. Man
kann den Ansatz dagegen als sehr erfolgreich bezeichnen, wenn dessen hohe
Flexibilita¨t keine gravierenden Nachteile beim Lo¨sungsverhalten nach sich
zieht.
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6.2 Auswahl der Probleminstanzen
Da die verwendeten Heuristiken fu¨r sehr unterschiedliche VRSP sinnvoll
einsetzbar sein sollen, ist es wichtig, auch die Tests an mehreren verschie-
denen Problemen durchzufu¨hren. Es werden deshalb Probleminstanzen des
TSPTW, VRP und des VRPTW verwendet.
Die Beschra¨nkung auf diese drei Probleme begru¨ndet sich einerseits in
der notwendigen Begrenzung des Testumfangs und andererseits in der Ab-
sicht, mo¨glichst gut interpretierbare Ergebnisse zu erhalten. Instanzen des
TSPTW und des VRP sind dafu¨r besonders gut geeignet, weil jeweils nur
eine beschra¨nkte Ressource vorliegt. Mit Hilfe des VRPTW kann daru¨ber
hinaus getestet werden, ob auch eine Methodik auch auf mehrere beschra¨nk-
te Ressourcen u¨bertragen werden kann.
Fu¨r alle drei Probleme liegen Testinstanzen vor, die bereits von Autoren
vieler unterschiedlicher Verfahren als Benchmark-Probleme benutzt wurden
und zu denen deshalb sehr gute und teilweise auch bewiesen optimale Lo¨-
sungen bekannt sind. Da eine große Zahl unterschiedlicher Tests durchge-
fu¨hrt werden soll, beschra¨nken wir uns auf eine gut u¨berschaubare Zahl von
Probleminstanzen, fu¨r die bekannt ist, daß sie schwierig genug sind, um die
Qualita¨t einer Heuristik sinnvoll zu beurteilen.
6.2.1 TSP mit Zeitfenstern
Ascheuer et. al. publizierten in [AFG97] insgesamt 52 Probleminstanzen des
TSPTW, die zwischen 11 und 232 Knoten und eine asymmetrische Abstands-
matrix besitzen. Das Optimierungsziel besteht in der Minimierung der ins-
gesamt zuru¨ckgelegten Strecke. Die Autoren haben mit Hilfe eines Branch-
and-Cut-Ansatzes untere Schranken fu¨r alle Probleminstanzen und fu¨r einige
kleinere Probleme auch optimale Lo¨sungen bestimmt.
Dieselben Probleminstanzen wurden auch in [BS01] untersucht. Balas und
Simonetti beschreiben dort ein Dynamisches Programm, das einen großen
Teil der Probleme optimal lo¨sen konnte. Fu¨r einige große Instanzen sind sie
gezwungen, eine heuristische Relaxation zu benutzen. Sie ko¨nnen auch dann
sehr gute Lo¨sungen bestimmen.3 Somit sind fu¨r alle betrachteten Probleme
3Das Verfahren liefert fu¨r fast alle Instanzen die besten bekannten Lo¨sungen. Balas und
Simonetti schreiben dazu:
”
... We conclude that for time-window problems our approach
clearly advances the state of the art.“ (... Wir schließen daraus, daß unser Ansatz den
Stand der Wissenschaft fu¨r Zeitfenster-Probleme deutlich verbessert.)
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optimale Lo¨sungen bzw. sehr gute heuristische Lo¨sungen und untere Schran-
ken bekannt.
Wir beschra¨nken uns auf eine Auswahl von 15 Probleminstanzen. Diese
wurden anhand von zwei Kriterien festgelegt wurden:
1. Die verwendete Implementierung der I1-Heuristik4 findet direkt eine
zula¨ssige Lo¨sung des TSPTW.
2. Die Probleminstanz besitzt mindestens 50 Kundenknoten.
Um in erster Linie die Leistung der Verbesserungsheuristik beurteilen zu
ko¨nnen, ist es sinnvoll mit einer einfachen Ero¨ffnungsheuristik zu starten, die
aber in der Lage sein muß, eine zula¨ssige Lo¨sung zu generieren. Dieses kann
durch die Einfu¨hrung des ersten Kriteriums sehr einfach realisiert werden.
Das zweite Kriterium wurde gewa¨hlt, weil die Aussagekraft der kleineren
Instanzen fu¨r die Beurteilung der Leistungsfa¨higkeit einer Heuristik gering
eingescha¨tzt wird. Einige der kleinen Probleminstanzen werden bereits durch
sehr einfache Verbesserungsverfahren optimal gelo¨st. Außerdem terminiert
die Lokale Suche oft bereits nach wenigen Iterationen, so daß die Qualita¨t
der Lo¨sung sehr stark von der gewa¨hlten Startlo¨sung abha¨ngig ist.
Eine U¨bersicht u¨ber die 15 Probleminstanzen gibt die linke Seite der Ta-
belle 6.2 auf Seite 173. Im Problemnamen ist jeweils die Zahl der Kunden-
knoten enthalten.5 Die Spalte
”
BS“ entha¨lt die Zielfunktionswerte der besten
von Balas und Simonetti gefundenen Lo¨sungen und die Spalte
”
LB“ gibt den
optimalen Zielfunktionswert (mit * gekennzeichnet) bzw. die von Ascheuer
et. al. berechnete untere Schranke an.
6.2.2 VRP
Fu¨r Untersuchungen zum VRP werden die 14 von Christofides, Mingozzi und
Toth in [CMT79] vero¨ffentlichten Probleminstanzen verwendet. Diese umfas-
sen zwischen 50 und 199 Kundenknoten. Sie besitzen keine Zeitfenster, und
als Entfernungen dienen Euklidische Absta¨nde in der Ebene. Alle Instanzen
besitzen Kapazita¨tsrestriktionen und die Ha¨lfte der Instanzen eine zusa¨tzli-
che Beschra¨nkung der maximalen Tourla¨nge.
4Die I1-Heuristik ist eine ha¨ufig als Ero¨ffnungsverfahren verwendete sequentielle Ein-
fu¨geheuristik, die von Solomon [Sol87] vorgeschlagen wurde.
5Die Probleme rgb132, rgb152, rgb193 und rgb233 besitzen je zwei Kundenknoten we-
niger.
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Die Instanzen dienen seit mehreren Jahrzehnten als Benchmarkprobleme.
Mit Hilfe von Tabu-Search-Verfahren wurden die besten bislang bekannten
Lo¨sungen bestimmt. Dabei wurden meistens sehr lange Rechenzeiten beno¨-
tigt. Das Granular Tabu Search von Toth und Vigo [TV98] bzw. [TV02] setzt
mit wesentlich geringeren Rechenzeiten neue Maßsta¨be. Einen U¨berblick die
Problemeigenschaften und Ergebnisse der erfolgreichsten Tabu-Search-Ver-
fahren gibt Tabelle 6.1.
Nr. Typa TA/RTb TRc XKd RRe TVf best
z∗ z∗ CPU1 z∗ CPU2 z∗ z∗ CPU3
1 50C 524,61 524,61 6,0 524,61 29,22 524,61 524,61 0,81 524,61 H
2 75C 835,26 835,77 53,8 835,26 48,80 835,32 838,60 2,21 835,26
3 100C 826,14 829,45 18,4 826,14 71,93 827,53 828,56 2,39 826,14
4 150C 1028,42 1036,16 58,8 1029,56 149,90 1044,35 1033,21 4,51 1028,42
5 199C 1291,45RT 1322,65 90,9 1298,58 272,52 1334,55 1318,25 7,50 1291,45
6 50CD 555,43 555,43 13,5 555,43 30,67 555,43 555,43 0,86 555,43
7 75CD 909,68 913,23 54,6 965,62 102,13 909,68 920,72 2,75 909,68
8 100CD 865,94 865,94 25,6 881,38 98,15 866,75 869,48 2,90 865,94
9 150CD 1162,55 1177,76 71,0 — 168,08 1164,12 1173,12 5,67 1162,55
10 199CD 1395,85RT 1418,51 99,8 1439,29 368,37 1420,84 1435,74 9,11 1395,85
11 120C 1042,11 1073,47 22,2 1042,11 91,23 1042,11 1042,87 3,18 1042,11
12 100C 819,56 819,56 16,0 819,56 56,61 819,56 819,56 1,10 819,56 G
13 120CD 1541,14 1573,81 59,2 1618,55 201,75 1550,17 1545,51 9,34 1541,14
14 150CD 866,37 866,37 65,7 915,24 152,98 866,37 866,37 1,41 866,37
a Anzahl der Kunden, C: mit Kapazita¨tsrestriktion, D: mit beschra¨nkter Tourla¨nge
b Taillard [Tai93] bzw. Rochat und Taillard [RT95].
c
”
Taburoute“ von Gendreau et. al.[GHL94].
d Xu and Kelly [XK96] bzw. Golden et. al. [GWKC98].
e Rego and Roucairol [RR96], parallele Implementierung.
f Toth and Vigo [TV98].
1 Minuten auf einer Silicon Graphics Workstation (36 MHz, 5,7 Mflops).
2 Minuten auf einer DEC ALPHA Workstation (DEC OSF/1 v 3.0).
3 Minuten auf einem Pentium PC mit 200 MHz (etwa 3-mal schneller als die SG Work-
station von 1 und halb so schnell, wie die DEC ALPHA Workstation von 2).
G Lo¨sung ist optimal [GWKC98].
H Lo¨sung ist optimal [HCM95].
Tabelle 6.1: Ergebnisse einiger Tabu-Search Verfahren fu¨r die VRP-Instanzen
von Christofides et. al. (die Tabelle wurde etwas verku¨rzt aus [LGPS00] u¨ber-
nommen)
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6.2.3 VRP mit Zeitfenstern
Als Benchmark-Probleme zum VRPTW werden die Instanzen von Solomon
[Sol87] benutzt. Die insgesamt 56 Probleminstanzen besitzen jeweils genau
100 Kundenknoten, deren zeitliche und ra¨umliche Absta¨nde aus den Koordi-
naten in der Euklidischen Ebene bestimmt werden. Die Fahrzeuge besitzen
eine beschra¨nkte Kapazita¨t und allen Kundenknoten sind Bedarfe und Zeit-
fenster zugeordnet.
Die Instanzen werden in sechs Kategorien unterteilt, die mit C1, C2, R1,
R2, RC1 und RC2 bezeichnet werden. Dabei steht das
”
C“ fu¨r Instanzen, de-
ren Kundenknoten in ra¨umlichen Clustern angeordnet sind. Bei den mit
”
R“
gekennzeichneten Instanzen wurden die Koordinaten zufa¨llig bestimmt. Die
Kunden der
”
RC“-Instanzen sind zum Teil zufa¨llig und zum Teil in Clustern
angeordnet. Bei allen Instanzen hat das Depot eine zentrale Position.
Bei den Probleminstanzen der Kategorien C1, R1 und RC1 besitzen die
Fahrzeuge eine relativ kleine Kapazita¨t, wodurch eine hohe Tourenzahl er-
zwungen wird (zwischen 9 und 19 Touren). Die deutliche ho¨here Fahrzeug-
kapazita¨t der u¨brigen Probleminstanzen aus C2, R2 und RC2 erlaubt stets
Lo¨sungen mit nicht mehr als zwei bis vier Touren.
Als Optimierungsziel wird in der Regel eine Lo¨sung mit minimaler Tou-
renzahl und einer mo¨glichst geringen Gesamtstrecke angesehen. Dabei ist die
geringe Anzahl der Touren das dominierende Ziel. Im Gegensatz zu einigen
fru¨heren Vero¨ffentlichungen ist es außerdem mittlerweile u¨blich, keine Run-
dung der Entfernungen vorzunehmen, was einen Vergleich der Ergebnisse
vieler Autoren mo¨glich macht.
Da die Probleminstanzen von Solomon seit vielen Jahren von fast allen
Autoren als Benchmark-Probleme benutzt wurden, existiert eine sehr breite
Vergleichsbasis. Es ist deshalb davon auszugehen, daß die besten bekannten
Lo¨sungen bereits optimal oder sehr nahe am Optimum sind. Fu¨r einzelne In-
stanzen konnte die Optimalita¨t der heuristisch ermittelten Lo¨sungen bereits
nachgewiesen werden [Irn02]. Dies betrifft insbesondere viele Instanzen der
Kategorien C1 und C2. Diese Probleminstanzen sind allerdings so einfach,
daß sie auch von sehr vielen Heuristiken bereits optimal gelo¨st werden. Wir
nehmen die Kategorien C1 und C2 deshalb von den meisten Betrachtungen
aus.
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6.3 Validierung der k-opt-Nachbarschaften
In diesem Abschnitt konzentrieren wir uns auf die Analyse der im Kapitel 3
beschriebenen Konzepte zur Durchfu¨hrung einer Lokalen Suche fu¨r k-opt-
Nachbarschaften. Wir gehen dabei folgenden Fragen nach:
1. Ko¨nnen durch eine Lokale Suche mit k-opt-Nachbarschaften mit k > 3
wesentliche Vorteile erzielt werden?
2. Wie gut sind die Lo¨sungen, die durch die Erweiterung der k-opt-Nach-
barschaften auf die Giant-Route erzielt werden ko¨nnen?
3. Wie groß sind die Aufwandseinsparungen, die mit Hilfe von Kostenab-
scha¨tzungen erzielt werden ko¨nnen?
4. Welche Vor- und Nachteile sind mit der Reduktion der k-opt-Nachbar-
schaften verbunden?
5. Welche Vorteile bietet der Einsatz von k-opt∗-Nachbarschaften bei der
Lo¨sung von m-TSPR?
Fu¨r die Beantwortung dieser Fragen werden i.d.R. Vergleichsrechungen
mit einer Reihe von Testinstanzen durchgefu¨hrt werden. Um die U¨bersicht-
lichkeit zu wahren und den Fokus auf die wesentlichen Effekte zu konzentrie-
ren, beschra¨nken wir uns bei der Darstellung in dieser Arbeit teilweise auf
die Angabe von Mittelwerten fu¨r die Zielfunktionswerte (z) und die Rechen-
zeiten in Sekunden. Um einen rechnerunabha¨ngigen Vergleich der Ergebnisse
zu ermo¨glichen, geben wir zusa¨tzlich die durchschnittliche Zahl der berech-
neten Verkettungsoperationen (VO) an. Bevor die einzelnen Untersuchungen
durchgefu¨hrt werden, gehen wir auf das zugrundeliegende Schema fu¨r die
Lokale Suche in k-opt-Nachbarschaften ein.
6.3.1 Eine VND fu¨r die Lokale Suche
Fu¨r die praktische Durchfu¨hrung der Lokalen Suche mit einer k-opt-Nachbar-
schaft wurde nicht direkt der Algorithmus 3.1 fu¨r die Lexikographische Suche
verwendet. Stattdessen wird eine Erweiterung im Sinne einer Variable-Neigh-
borhood-Descent-Heuristik (VND)6 vorgenommen und die Lexikographische
6die VND wurde im Abschnitt 2.3 beschrieben, siehe Seite 55.
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Suche auf eine Folge von (reduzierten) k-opt-Nachbarschaften angewandt.
Dieses Vorgehen wird im folgenden erla¨utert:
Zuerst werden alle zu betrachtenden k-opt-Typen in einer Liste hierar-
chisch geordnet. Dies geschieht so, daß k-opt-Typen mit kleinerem k stets vor
solchen k-opt-Typen mit gro¨ßerem k stehen. Bei k-opt-Typen mit gleichem
k soll die Zahl der invertierten Segmente aufsteigend sein. Bei der Durchfu¨h-
rung aller 2-opt- und 3-opt-Schritte, d.h. fu¨r die komplette 3-opt-Nachbar-
schaft sieht diese Liste z.B. so aus: ([aBa], [acba], [aCba], [acBa], [aBCa]).
Man beachte, daß nur die
”
echten“ k-opt-Typen beru¨cksichtigt werden.
Anschließend wird schrittweise fu¨r jeden k-opt-Typ dieser Liste eine voll-
sta¨ndige Lokale Suche durchgefu¨hrt. Dafu¨r wird der Algorithmus 3.1 einge-
setzt. Nach jedem dieser Schritte ist die aktuelle Lo¨sung bezu¨glich des zuletzt
betrachteten k-opt-Typs lokal optimal. Wurde in einem dieser Schritte we-
nigstens eine Verbesserung gefunden, so erfolgt sofort ein Ru¨cksprung zum
Anfang der Liste, d.h. in unserem Beispiel zum k-opt-Typ [aBa]. Die Proze-
dur wird solange fortgesetzt, bis keine Verbesserungen mehr mo¨glich sind. Die
dann vorliegende Lo¨sung ist lokal optimal bezu¨glich aller Nachbarschaften,
die durch die k-opt-Typen der Liste vorgegeben sind.
Diese spezielle VND kann in folgendem Algorithmus zusammengefaßt
werden:
Algorithmus 6.1. VND fu¨r k-opt-Nachbarschaften
1. Erzeuge eine Liste l aller zu beru¨cksichtigenden k-opt-Typen.
2. Sortiere die Liste nach den oben formulierten Kriterien, d.h. lexikographisch
aufsteigend nach der Zahl k und der Anzahl der invertierten Segmente und
bezeichne die Eintra¨ge von l mit (l1, . . . , lm).
3. Setze i := 1.
4. (Schleife) Wenn i ≤ m, wiederhole:
4.1 Fu¨hre mit Algorithmus 3.1 eine Lexikographische Suche ausschließlich
mit dem k-opt-Typ li durch.
4.2 Falls eine Verbesserung gefunden wurde, dann gehe zu 3.
4.3 Setze i := i + 1.
5. Stopp.
Durch den Einsatz des Algorithmus 6.1 wird versucht, eine Reihe plausi-
bler U¨berlegungen und Annahmen zu beru¨cksichtigen:
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1. Bei der Lexikographischen Suche gema¨ß Algorithmus 3.1 kann der wei-
tere Aufbau eines Segments (d.h. die Fortsetzung der entsprechenden
Schleife) ha¨ufig zeitiger abgebrochen werden, wenn der zu untersuchen-
de k-opt-Typ von vornherein feststeht. Durch die Aufteilung der Nach-
barschaften nach verschiedenen k-opt-Typen kann deshalb die Effizi-
enz der Lexikographischen Suche verbessert werden. Daru¨ber hinaus
wird die Beru¨cksichtigung der nachfolgenden U¨berlegungen teilweise
erst durch diese Aufteilung mo¨glich.
2. Mit den kleineren Nachbarschaften zu beginnen, hat den Vorteil, daß
oft eine große Zahl notwendiger und leicht zu findender Verbesserungen
bereits zu Beginn und ohne hohen Aufwand bestimmt werden.
3. Nachbarschaften, die ein oder mehrere Segmente invertieren, haben
(falls die Lo¨sung bereits 2-optimal ist) oft eine geringe Aussicht auf
Erfolg, weil die zula¨ssigen verbessernden Invertierungen evtl. bereits
alle durchgefu¨hrt sind. Sie werden daher in der Liste weiter nach hin-
ten gestellt und somit tendenziell seltener untersucht.
4. Nachbarschaften mit kleinem k abzusuchen, verursacht einen verha¨lt-
nisma¨ßig geringen Aufwand und kann deshalb auch mehrfach wieder-
holt werden, ohne die gesamte Rechenzeit deutlich zu beeinflussen. Dies
motiviert den Ru¨cksprung zum Anfang der Liste im Schritt 4.2 von Al-
gorithmus 6.1, sobald eine durchgefu¨hrte Lokale Suche eine verbesserte
der Lo¨sung hervorbringt.
5. Da ein Wechsel der Nachbarschaft jeweils mit dem erneuten sukzessiven
Aufbau der Toursegmente beim Neustart der Lexikographischen Suche
verbunden und damit potentiell rechenintensiv ist, wird in der einem
k-opt-Typ zugeho¨rigen Nachbarschaft im Schritt 4.1 immer bis zum
Auffinden des lokalen Minimums gesucht, bevor man zu einer neuen
Nachbarschaft u¨bergeht.
Daru¨ber hinaus deuten die bei zahlreichen Testrechnungen gesammelten Er-
fahrungen darauf hin, daß es oft vorteilhaft ist, bei der Lokalen Suche eine
Bestensuche-Strategie zu verfolgen.7 Wir verwenden daher grundsa¨tzlich die
Bestensuche.
7Es sei betont, daß es sich hierbei um eine reine Vermutung handelt, die durch expe-
rimentelle Erfahrungen motiviert ist. Zusa¨tzlich sei lediglich darauf hingewiesen, daß die
”
worst-case“-Komplexita¨t, bei der Erstensuche und der Bestensuche gleich ist.
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6.3.2 Leistungsfa¨higkeit der k-opt-Nachbarschaften
Es soll zuna¨chst untersucht werden, welcher Qualita¨tsgewinn durch den Ein-
satz von kleinen und mittleren k-opt-Nachbarschaften u¨berhaupt erzielt wer-
den kann. Wir beschra¨nken uns dabei zuna¨chst auf Nachbarschaften mit
k ≤ 4, da der Rechenaufwand fu¨r die Untersuchung der vollsta¨ndigen k-opt-
Nachbarschaften fu¨r die gro¨ßeren Probleme sonst zu stark wa¨chst.
TSPTW Die Ergebnisse dieser Tests sind auf der rechten Seite von Tabel-
le 6.2 zu finden. Die Werte in der Spalte
”
I1“ geben die Zielfunktionswerte der
Lo¨sungen der I1-Heuristik an. Die Ergebnisse der folgenden Spalten wurden
erhalten, indem zuerst mit der I1-Heuristik eine Startlo¨sung bestimmt und
diese durch eine Lokale Suche mit der vollsta¨ndigen 2-opt-, 3-opt- bzw. 4-opt-
Nachbarschaft verbessert wurde.
Die letzten drei Zeilen der Tabelle geben den Mittelwert der Zielfunkti-
onswerte (z¯), der Rechenzeiten (CPU) und der Zahl der beno¨tigten Verket-
tungsoperationen (VO) in Millionen u¨ber alle 15 Probleminstanzen an.
Die Zielfunktionswerte der I1-Heuristik weichen im Mittel mehr als 45
Prozent von den von Balas und Simonetti publizierten Lo¨sungen ab. Nach
der Verbesserung mit der 2-opt- bzw. der 3-opt-Nachbarschaft sinkt die Ab-
weichung auf 21 Prozent bzw. auf 4 Prozent. Durch den Einsatz der 4-opt-
Nachbarschaft kann die Abweichung auf durchschnittlich 3 Prozent reduziert
werden. Die Schwankungsbreite der Abweichungen nimmt mit zunehmender
Problemgro¨ße etwas zu. Bei der Verwendung der 4-opt-Nachbarschaft sind
die Lo¨sungen aber bei keiner Probleminstanz mehr als 4 Prozent von der
unteren Schranke (Spalte LB) entfernt.
Erwartungsgema¨ß steigen die Rechenzeiten beim U¨bergang zu gro¨ßeren
Nachbarschaften deutlich. Dennoch fa¨llt auf, daß der Zuwachs von der 2-opt-
zur 3-opt-Nachbarschaft (mit einem Faktor von etwa 50) wesentlich drasti-
scher ausfa¨llt, als dies zwischen der 3-opt- und der 4-opt-Nachbarschaft der
Fall ist (weniger als Faktor 2). Dies ist dadurch zu erkla¨ren, daß beim Absu-
chen der 3-opt-Nachbarschaft sehr viele Verbesserungen gefunden und durch-
gefu¨hrt werden. Dies ist in der Tabelle nur indirekt an der sehr deutlichen
Verbesserung der Zielfunktionswerte abzulesen, die nur durch viele verbes-
sernde Schritte erreicht wird.
Bei allen betrachteten Probleminstanzen wurden durch den U¨bergang zur
4-opt-Nachbarschaft Verbesserungen erzielt. Die Ergebnisse machen deutlich,
daß durch eine Beschra¨nkung der k-opt-Nachbarschaften auf k = 2 oder k = 3
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BSa LBb I1c 2-optd 3-optd 4-optd
rbg50a 431 414* 579 (0,2) 563 (0,2) 439 (2) 433 (9)
rbg55a 814 814* 846 (0,2) 838 (0,2) 838 (0) 826 (3)
rbg67a 1048 1048* 1235 (0,3) 1085 (0,3) 1052 (1) 1051 (10)
rbg88a 1153 1153* 1552 (0,7) 1231 (0,8) 1165 (11) 1164 (29)
rbg92a 1093 1093* 1682 (0,7) 1453 (0,8) 1118 (31) 1105 (43)
rbg125a 1409 1409* 2164 (1,8) 1544 (2,0) 1424 (49) 1420 (106)
rbg132 1360 1360* 1665 (2,1) 1609 (2,3) 1444 (45) 1443 (82)
rbg132.2 1083 1069 1357 (2,1) 1347 (2,1) 1175 (61) 1145 (141)
rbg152 1783 1783* 2608 (3,4) 2067 (3,8) 1815 (115) 1796 (217)
rbg152.2 1628 1598 1888 (3,6) 1870 (3,7) 1708 (84) 1685 (222)
rbg152.3 1542 1526 1879 (3,6) 1879 (3,7) 1643 (116) 1618 (201)
rbg172a 1799 1788 2896 (4,6) 2143 (4,9) 1854 (197) 1826 (377)
rbg193.2 2018 1969 3343 (7,1) 2603 (8,1) 2145 (401) 2143 (575)
rbg201a 2189 2158 3452 (7,5) 2638 (8,5) 2253 (383) 2225 (676)
rbg233.2 2190 2146 4122 (12,5) 3341 (12,9) 2313 (1254) 2257 (1670)
z¯ 1436 1421,9 2084,5 1747,4 1492,4 1475,8
CPU — — 3,36 3,61 183,8 291,2
VO [106] — — 0,17 0,20 65,2 103,8
a beste Lo¨sung von Balas und Simonetti [BS01].
b optimale Lo¨sung (mit *) oder untere Schranke von Ascheuer et. al. [AFG97].
c I1-Heuristik von Solomon [Sol87] (eigene Implementierung).
d I1-Heuristik und Verbesserung mit der angegebenen k-opt-Nachbarschaft.
Rechenzeiten in Klammern sind Sekunden auf einem PC mit AMD-Duron-
Prozessor (700MHz).
Tabelle 6.2: Lokale Suche mit vollsta¨ndigen k-opt-Nachbarschaften beim
asymmetrischen TSPTW, Probleminstanzen von Ascheuer et. al.
wesentliche Verbesserungspotentiale verloren gehen ko¨nnen.8 4-opt-Schritte
sind deshalb fu¨r TSPTW i.a. interessant.
Weil die Rechenzeiten fu¨r die gro¨ßeren Probleminstanzen bereits ab k = 5
extrem wachsen, ko¨nnen die Tests nicht in gleicher Form fortgefu¨hrt werden.
Durch verschiedene Maßnahmen zur Beschleunigung der Rechnungen und
zur Einschra¨nkung der Nachbarschaften, wie sie in Abschnitt 3.4 beschrieben
wurden, la¨ßt sich der Rechenaufwand aber reduzieren. Dann ko¨nnen k-opt-
Nachbarschaften mit k > 4 untersucht werden, was zu weiteren Verbesserun-
gen der Lo¨sungsqualita¨t fu¨hrt. Wir verweisen auf die Ergebnisse
8Eine Verbesserung von ca. 1 Prozent wird hierbei als wesentlich bezeichnet, weil das
gesamte Verbesserungspotential (Abstand der 3-optimalen Lo¨sung zu einer unteren Schran-
ke) nicht mehr als etwa 5 Prozent betra¨gt.
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VRP Analog zum TSPTW wurden Vergleichsrechnungen fu¨r das VRP an-
hand der Instanzen von Christofides et. al. durchgefu¨hrt. Im Unterschied zum
TSPTW sind jetzt zwei Mo¨glichkeiten, fu¨r die Lokale Suche zu unterscheiden.
Die k-opt-Schritte ko¨nnen entweder nur innerhalb einer einzelnen Tour un-
tersucht (Intra-Tour-Nachbarschaften) oder auf die Giant-Route angewandt
werden. Letzteres erlaubt auch den Tausch von Kundenknoten zwischen ver-
schiedenen Touren (Inter-Tour-Schritte).
Nr. besta SW0b SW2c SW3d SW4e
1 524,6 812,8 (0,2) 655,7 (0,3) 531,9 (0,4) 531,9 (1,0)
2 835,3 1255,5 (0,5) 950,8 (0,5) 904,3 (0,6) 904,3 (0,9)
3 826,1 1361,2 (1,0) 978,1 (1,1) 868,3 (1,5) 868,3 (4,7)
4 1028,4 2069,6 (2,1) 1408,1 (2,3) 1103,4 (2,9) 1103,4 (8,2)
5 1291,5 2598,7 (3,5) 1770,2 (3,7) 1452,7 (4,3) 1452,7 (9,0)
6 555,4 860,4 (0,2) 706,9 (0,3) 687,1 (0,3) 687,1 (0,5)
7 909,7 1442,2 (0,4) 1232,3 (0,5) 1230,6 (0,5) 1230,6 (0,6)
8 865,9 1503,5 (0,8) 1210,7 (0,9) 1077,2 (1,1) 1077,2 (1,8)
9 1162,6 2357,0 (1,7) 1754,8 (1,9) 1658,0 (2,0) 1658,0 (2,7)
10 1395,9 3067,1 (3,0) 2263,2 (3,1) 2148,9 (3,4) 2148,9 (4,4)
11 1042,1 3111,5 (1,5) 1459,2 (1,7) 1277,1 (2,6) 1275,7 (13,7)
12 819,6 1095,7 (0,9) 972,8 (1,0) 916,3 (1,3) 916,3 (3,1)
13 1541,1 3300,5 (1,2) 2265,7 (1,3) 2205,9 (1,5) 2205,9 (2,3)
14 866,4 1146,9 (0,9) 1005,2 (1,0) 947,5 (1,1) 947,5 (2,1)
z¯ 976,0 1855,9 1331,0 1215,0 1214,8
CPU — 1,29 1,39 1,68 3,93
VO [106] — 0,23 0,24 0,31 1,02
a beste bekannte Lo¨sung (aus [LGPS00] u¨bernommen).
b Sweep-Verfahren ohne Reoptimierung der Touren.
c Sweep-Verfahren, Reoptimierung der Touren mit der 2-opt-Nachbarschaft.
d Sweep-Verfahren, Reoptimierung der Touren mit der 3-opt-Nachbarschaft.
e Sweep-Verfahren, Reoptimierung der Touren mit der 4-opt-Nachbarschaft.
Rechenzeiten in Klammern sind Sekunden auf einem PC mit AMD-Duron-
Prozessor (700MHz).
Tabelle 6.3: Lokale Suche mit Intra-Tour-Nachbarschaften beim VRP, Pro-
bleminstanzen von Christofides et. al.
Wir vergleichen zuna¨chst den Einsatz unterschiedlicher k-opt-Nachbar-
schaften ausschließlich in der Form von Intra-Tour-Nachbarschaften (siehe
Tabelle 6.3). Die Lo¨sungen der Sweep-Heursitik sind ohne die Reoptimierung
der Touren bei einzelnen Instanzen bis zu 200 Prozent und im Durchschnitt
mehr als 80 Prozent von der besten bekannten Lo¨sung entfernt. Durch die
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Reoptimierung mit der 2-opt-Nachbarschaft kann der Abstand sehr schnell
(im Mittel 0,1 Sekunden fu¨r die Verbesserung) auf durchschnittliche 33 Pro-
zent verku¨rzt werden. Wird die gro¨ßere 3-opt-Nachbarschaft verwendet, dann
reduziert sich der mittlere Abstand zu den besten bekannten Lo¨sungen noch-
mals deutlich auf etwa 22 Prozent. Die fu¨r die Verbesserung aufgewandte
Rechenzeit ist mit durchschnittlich 0,7 Sekunden wesentlich gro¨ßer, aber ins-
gesamt noch immer sehr gering. Der U¨bergang zur 4-opt-Nachbarschaft hat
so gut wie keine Verbesserung mehr zur Folge. Scheinbar kann das Verbes-
serungspotential, das mit Intra-Tour-Schritten erschließbar ist, fu¨r die (nicht
sehr langen) Touren bereits mit der 3-opt-Nachbarschaft weitgehend ausge-
scho¨pft werden. Der erforderliche Aufwand fu¨r die Untersuchung der 4-opt-
Nachbarschaft ist deutlich ho¨her als bei der 3-opt-Nachbarschaft, erscheint
aber noch akzeptabel. Dabei ist jedoch zu beru¨cksichtigen, daß dies sehr stark
von der La¨nge der einzelnen Touren abha¨ngig ist.
Wir fu¨hren dieselbe Untersuchung nun unter Verwendung der k-opt-Nach-
barschaften auf der Giant-Route durch. Dabei werden noch keine k-opt∗-
Schritte beru¨cksichtigt. Die Ergebnisse sind in Tabelle 6.4 zusammengefaßt.
Als Startlo¨sung wird die Lo¨sung verwendet, die mit der Sweep-Heuristik
und einer anschließenden 3-opt-Suche auf den einzelnen Touren erhalten wird.
Diese Lo¨sung wird mit einer k-opt-Suche auf der Giant-Route weiter verbes-
sert.
Die Suche mit der 2-opt-Nachbarschaft auf der Giant-Route reduziert die
Abweichungen zu den besten bekannten Lo¨sungen von 22 Prozent auf durch-
schnittlich etwa 11 Prozent. Die dafu¨r aufgewandte Rechenzeit betra¨gt bei
allen Instanzen weniger als 30 Sekunden. Weitere Verbesserungen sind mit
der 3-opt-Nachbarschaft erzielbar. Die Abweichungen liegen jetzt nur noch
bei durchschnittlich etwa 8 Prozent, wobei die mittlere Rechenzeit auf 86 Se-
kunden anwa¨chst. Bei der Lokalen Suche mit der 4-opt-Nachbarschaft fu¨hrt
das exponentielle Wachstum der Gro¨ße der Nachbarschaft bei den gro¨ßeren
Instanzen zu Rechenzeiten von mehreren Stunden, die als inakzeptabel an-
gesehen werden ko¨nnen. Die Abweichung zu den besten bekannten Lo¨sungen
kann im Mittel auf etwa 4,5 Prozent gesenkt werden. Bei der Instanz 11
betra¨gt sie aber immer noch fast 13 Prozent.
I Die Ergebnisse zeigen, daß die Ausdehnung der k-opt-Nachbarschaf-
ten auf die Giant-Route durchaus wirkungsvoll ist. Die Tatsache, daß bei
einigen Instanzen auch fu¨r k = 4 relativ schlechte Lo¨sungen erhalten wer-
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Nr. besta SW3 b SW3+GR2 c SW3+GR3 d SW3+GR4 e
1 524,6 531,9 (0,4) 531,9 (0,4) 531,9 (1,0) 531,9 (22)
2 835,3 904,3 (0,6) 897,2 (1,8) 893,8 (11,1) 875,6 (327)
3 826,1 868,3 (1,5) 854,2 (2,5) 846,0 (15,7) 837,9 (519)
4 1028,4 1103,4 (2,9) 1087,6 (5,2) 1069,6 (48,5) 1069,5 (2122)
5 1291,5 1452,7 (4,3) 1450,5 (6,4) 1423,7 (198,7) 1362,7 (15619)
6 555,4 687,1 (0,3) 613,5 (1,0) 571,0 (3,0) 566,0 (38)
7 909,7 1230,6 (0,5) 1004,0 (2,6) 974,6 (7,8) 944,7 (340)
8 865,9 1077,2 (1,1) 967,0 (3,0) 895,8 (33,1) 873,9 (747)
9 1162,6 1658,0 (2,0) 1323,5 (9,6) 1273,1 (186,6) 1226,7 (4423)
10 1395,9 2148,9 (3,4) 1624,9 (23,1) 1538,4 (610,1) 1458,7 (24637)
11 1042,1 1277,1 (2,6) 1275,3 (3,6) 1274,3 (18,5) 1176,6 (900)
12 819,6 916,3 (1,3) 906,3 (1,7) 880,0 (32,2) 837,5 (1162)
13 1541,1 2205,9 (1,5) 1857,8 (5,7) 1852,0 (24,0) 1642,2 (4524)
14 866,4 947,5 (1,1) 947,5 (1,2) 938,2 (11,1) 924,6 (379)
z¯ 976,0 1215,0 1095,8 1068,7 1023,5
CPU — 1,68 4,85 85,8 3983
VO [106] — 0,31 0,85 23,6 1245
a beste bekannte Lo¨sung (aus [LGPS00] u¨bernommen).
b Sweep-Heuristik, Reoptimierung der Touren mit der 3-opt-Nachbarschaft.
c SW3 wie bei b, Reoptimierung der Giant-Route mit der 2-opt-Nachbarschaft.
d SW3 wie bei b, Reoptimierung der Giant-Route mit der 3-opt-Nachbarschaft.
e SW3 wie bei b, Reoptimierung der Giant-Route mit der 4-opt-Nachbarschaft.
Rechenzeiten in Klammern sind Sekunden auf einem PC mit AMD-Duron-
Prozessor (700MHz).
Tabelle 6.4: Lokale Suche in vollsta¨ndigen k-opt-Nachbarschaften beim VRP,
Probleminstanzen von Christofides et. al.
den, deutet darauf hin, daß es auch mit dieser recht großen Nachbarschaft
nicht immer gelingt, eine ungu¨nstige Verteilung der Kunden auf die einzelnen
Touren zu korrigieren.
6.3.3 Auswirkungen effizienzsteigernder Maßnahmen
Im folgenden sollen die Auswirkungen der in den Abschnitten 3.1.5 und 3.4
beschriebenen Maßnahmen zur Effizienzsteigerung einerseits auf die Laufzeit
und andererseits auf die Lo¨sungsqualita¨t der Algorithmen untersucht werden.
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Aufwandsreduktion bei der Lexikographischen Suche
Selbst eine erhebliche Reduktion der Gro¨ße einer k-opt-Nachbarschaft muß
nicht zwangsla¨ufig dazu fu¨hren, daß diese anschließend schneller abgesucht
werden kann. Um tatsa¨chlich Aufwand zu sparen, muß die Reduktion im Ein-
klang mit der verwendeten Suchstrategie vorgenommen werden. Umgekehrt
kann die Suche ggf. auch beschleunigt werden, ohne die Gro¨ße der Nachbar-
schaft u¨berhaupt zu a¨ndern.
Wir u¨berlegen zuna¨chst, wie eine Reduktion des Aufwands bei der Durch-
fu¨hrung einer Lexikographischen Suche u¨berhaupt erreicht werden kann. Da-
zu betrachten wir den Algorithmus 3.1 der die Lexikographische Suche rea-
lisiert. In diesem Algorithmus werden k ineinander verschachtelte Schleifen
abgearbeitet. Jede dieser Schleifen dient dazu, unter Beibehalten der bereits
gebildeten Segmente ein weiteres Toursegment Knoten fu¨r Knoten aufzubau-
en. Eine Einsparung la¨ßt sich genau dann erzielen, wenn der Aufbau eines
Toursegments nicht bis zu Ende fortgefu¨hrt und die entsprechende Schleife
abgebrochen werden kann. Diese Einsparungen sind besonders groß, wenn
solch ein Abbruch innerhalb einer der a¨ußeren Schleifen vorgenommen wird
und alle inneren Schleifen (an dieser Stelle) ebenfalls nicht durchlaufen wer-
den.
Um festzustellen, ob eine Schleife abgebrochen werden kann, wird un-
mittelbar bei der Erweiterung des zugeho¨rigen Segments u¨berpru¨ft, ob eine
dieses Segment betreffende vorgegebene Forderung verletzt wird. Angenom-
men, innerhalb der i-ten Schleife wird festgestellt, daß das Segment σi eine
bestimmte Forderung nicht erfu¨llt.9 Dann brauchen die nachfolgenden Seg-
mente σi+1, . . . , σk−1 nicht erst konstruiert werden, weil die Verletzung da-
durch nicht aufgehoben werden kann. Alle weiteren Schleifen werden deshalb
u¨bersprungen und Segment σi unmittelbar um einen weiteren Knoten ver-
la¨ngert.
Falls das aktuelle Segment σi nicht nur eine bestimmte Forderung ver-
letzt, sondern außerdem feststeht, daß diese Verletzung durch das Verla¨n-
gern des Segments σi nicht mehr aufgehoben werden kann, wird die aktuelle
Schleife sogar direkt abgebrochen. Dann werden die Berechnungen mit der
vorhergehenden Schleife, fortgesetzt und das Segment σi−1 um einen Knoten
9Entsprechend der im Kapitel 3 eingefu¨hrten Schreibweise, werden die Segmente mit
σ0, . . . , σk bezeichnet. Dementsprechend seien die k Schleifen ebenfalls mit 0, . . . , k − 1
numeriert. Das letzte Segment σk wird nicht knotenweise aufgebaut, sondern vorab fu¨r
alle Endsegmente bestimmt. Deshalb werden tatsa¨chlich nur k Schleifen beno¨tigt.
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erweitert.
Eine stets zu beru¨cksichtigende Forderung ist die Zula¨ssigkeit der Lo¨-
sung (d.h. insbesondere jedes einzelnen Segments der Lo¨sung). Es ko¨nnen
aber auch zusa¨tzliche Restriktionen fu¨r die zu bildenden Segmente formuliert
und die k-opt-Nachbarschaften auf diese Weise gezielt eingeschra¨nkt werden.
Durch das Abbrechen der Schleifen wird gewa¨hrleistet, daß sich die Ein-
schra¨nkung der Nachbarschaft auch in einer entsprechenden Verku¨rzung der
Rechenzeit niederschla¨gt. Aufgrund der Konstruktion der Lexikographischen
Suche tragen Abbru¨che innerhalb der a¨ußeren Schleifen am wirksamsten zur
Reduktion des Aufwands bei.
Man beachte, daß Restriktionen, die nicht an einem einzelnen Segment
u¨berpru¨ft werden ko¨nnen, wesentlich schwieriger in die Lexikographische Su-
che zu integrieren sind. Dies betrifft z.B. die Forderung, nur Bo¨gen zu den
”
na¨chsten Nachbarn“ eines Knotens zuzulassen, auf die wir noch eingehen
werden. Weiterhin ist zu beru¨cksichtigen, daß die zusa¨tzlichen Restriktio-
nen bei jeder Erweiterung eines Segments u¨berpru¨ft werden sollen. Dies muß
deshalb sehr schnell (auf jeden Fall in konstanter Zeit) durchfu¨hrbar sein.
Beschleunigung durch Kostenabscha¨tzungen
Im Abschnitt 3.1.5 werden eine Reihe von Betrachtungen angestellt, die bei
der Implementierung der Lexikographischen Suche beru¨cksichtigt wurden. So
wird die dort angesprochene Aufteilung der Lexikographischen Suche auf die
einzelnen k-opt-Typen bereits mit dem Algorithmus 6.1 realisiert. In diesem
Unterabschnitt wird untersucht, welche Auswirkungen die auf Seite 88 be-
schriebenen Abbru¨che aufgrund von Kostenabscha¨tzungen auf die Laufzeit
der Lexikographischen Suche haben.
Innerhalb der Lexikographischen Suche kann in jeder Schleife versucht
werden, die minimalen Kosten abzuscha¨tzen, die jede Nachbarlo¨sung aufwei-
sen muß, die die bereits festgelegten Segmente entha¨lt. Je eher abgescha¨tzt
werden kann, daß keine Verbesserung mehr mo¨glich ist, desto mehr Rechen-
aufwand kann dadurch gespart werden. Umgekehrt ko¨nnen um so bessere
Abscha¨tzungen gemacht werden, je mehr Segmente bereits feststehen. Dabei
ist zu beachten, daß eine Kostenabscha¨tzung nur dann in den Ablauf der
Lexikographischen Suche integriert werden kann, wenn sie mit konstantem
Aufwand durchgefu¨hrt werden kann.
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Kostenabscha¨tzung fu¨r nicht invertierte Segmente Wir gehen davon
aus, daß die mit einem k-opt-Schritt verbundene Kostena¨nderung anhand ei-
ner Bilanz der Kosten der gelo¨schten und eingefu¨gten Bo¨gen bestimmt werden
kann. Fu¨r die Abscha¨tzung dieser Kosten ko¨nnen zuna¨chst alle zum aktuel-
len Zeitpunkt bereits feststehenden Bo¨gen mit ihren tatsa¨chlichen Kosten
eingerechnet werden. Dazu geho¨ren alle gelo¨schten Bo¨gen, mit denen die be-
reits feststehenden Toursegmente untereinander verbunden waren. Wenn der
k-opt-Typ feststeht, ko¨nnen auch die Bo¨gen einkalkuliert werden, mit denen
bereits bekannte Segmente untereinander verbunden werden mu¨ssen.
Bo¨gen, die ein bereits bekanntes Segment mit einem noch nicht feststehen-
den Segment verbinden sollen, ko¨nnen relativ einfach durch den billigsten in
Frage kommenden Bogen abgescha¨tzt werden. Die eigentliche Schwierigkeit
besteht darin, in konstanter Zeit abzuscha¨tzen, welche zusa¨tzlichen Kosten
fu¨r die Einbindung der in den weiteren Schleifen der Lexikographischen Su-
che noch zu bildenden Segmente mindestens entstehen mu¨ssen. Dabei ist zu
diesem Zeitpunkt noch nicht festgelegt, wie aus dem verbliebenen
”
Restseg-
ment“ die weiteren Segmente aufgebaut werden. Es steht weder fest, welche
Bo¨gen dabei gelo¨scht werden, noch, welche Bo¨gen schließlich einzufu¨gen sind.
Die wesentliche Idee besteht darin, die maximale Einsparung zu bestim-
men, die durch einen Austausch eines Bogens des noch nicht aufgeteilten
Restsegments gegen einen beliebigen anderen Bogen (mit gleichem Start-
knoten) erzielt werden kann. Da jederzeit bekannt ist, wieviele Bo¨gen noch
getauscht werden mu¨ssen, kann daraus eine obere Schranke fu¨r die noch zu
erzielenden Kosteneinsparungen bestimmt werden.
Bei einer direkten Umsetzung dieser Idee mu¨ßten fu¨r die Feststellung die-
ser maximalen Einsparung alle Bo¨gen des Restsegments untersucht werden.
Der Aufwand fu¨r die Abscha¨tzung wu¨rde dann linear mit der La¨nge des
Restsegments wachsen. Stattdessen wird fu¨r die Berechnung dieser Informa-
tion eine zusa¨tzliche (ku¨nstliche und unbeschra¨nkte) Ressource eingefu¨hrt,
die wie alle anderen Ressourcen wa¨hrend der Lexikographischen Suche mit
konstantem Aufwand aktuell gehalten werden kann.10
10Die Ressource verwaltet die Information, welche Einsparung durch den Austausch
eines Bogens des jeweiligen Segments maximal erzielt werden kann. Beim Verketten zweier
Segmente ergibt sich der Wert der Ressource fu¨r das neue Segment als Maximum der Werte
der zu verkettenden Segmente und der maximalen Einsparung, die dadurch erzielt werden
kann, daß der neue Bogen ausgetauscht wird, der die beiden Segmente verbindet.
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Kostenabscha¨tzung fu¨r invertierte Segmente Da la¨ngere invertierte
Segmente beim Vorliegen enger Zeitfenster selten zula¨ssig sind, ko¨nnen die
Schleifen bei der Lexikographischen Suche oft schon deshalb zeitig abgebro-
chen werden, weil ein aufgebautes Segment unzula¨ssig geworden ist. k-opt-
Typen die ein oder mehrere Segmente invertieren tragen deshalb i.d.R. nur
unwesentlich zum gesamten Rechenaufwand bei. Wir verwenden deshalb bei
der Abscha¨tzung der Kosten fu¨r invertierte Segmente die weniger aufwendig
zu bestimmende Gleichung (3.4).11
Ergebnisse Die Rechenzeiten, die in der obigen Tabellen 6.2 und 6.4 an-
geben wurden, beziehen sich auf die Durchfu¨hrung der Rechnungen unter
Verwendung der Kostenabscha¨tzungen. In den Tabelle 6.5 sind die mittle-
ren Rechenzeiten fu¨r dieselben Probleminstanzen mit und ohne Verwendung
der Kostenabscha¨tzungen gegenu¨bergestellt. Die zweite Zeile vergleicht die
mittlere Zahl der durchgefu¨hrten Verkettungsoperationen.
Es ist zu beachten, daß sich die Angaben jeweils auf eine komplette Rech-
nung beziehen. Deshalb wird der gro¨ßte Teil des Aufwands, der fu¨r die 2-opt-
Nachbarschaft angegeben ist, durch die I1-Heuristik verursacht. Die tatsa¨ch-
lich fu¨r die Verbesserung aufgewandte Zeit liegt bei der 2-opt-Nachbarschaft
im Mittel bei 0.3 Sekunden (bzw. 0.25 Sekunden mit Kostenabscha¨tzungen).
Bei den kleineren Problemen liegt die Rechenzeit fu¨r die Verbesserungen
durch 2-opt-Schritte bereits in der Gro¨ßenordnung der Meßgenauigkeit.
i1 2-opt 3-opt 4-opt
Kostenabscha¨tzung ohne mit ohne mit ohne mit
CPU 3,36 3,66 3,61 199,2 183,8 347,5 291,2
VO [106] 0,17 0,22 0,20 69,6 65,2 122,5 103,8
Tabelle 6.5: Aufwandsreduktion durch Kostenabscha¨tzung beim TSPTW fu¨r
eine Auswahl der Probleminstanzen von Ascheuer et. al. [AFG97]
Die mit Hilfe der Kostenabscha¨tzungen erzielten Einsparungen bewegen
sich etwa zwischen 5 und 15 Prozent des gesamten Aufwands und sind damit
relativ gering. Allerdings ist dieses Ergebnis wesentlich von den gegebenen
Problemstellungen abha¨ngig. Fu¨r die gewa¨hlten Instanzen ist der Effekt aus
zwei Gru¨nden besonders klein:
11vgl. Seite 89f.
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1. Viele Probleminstanzen besitzen enge Zeitfenster, so daß es aufgrund
der stets vorgenommenen Zula¨ssigkeitspru¨fung ohnehin ha¨ufig zum Ab-
bruch von Schleifen kommt.
2. Die Abstandsmatrizen der Probleminstanzen weisen viele Nullen auf.
Dies fu¨hrt dazu, daß die Abscha¨tzungen, die oft die La¨nge des ku¨rzesten
Bogens benutzen, sehr schwach werden.
Dieselbe Untersuchung wurde auch fu¨r die 14 VRP-Instanzen durchge-
fu¨hrt. Als Start-Heuristik wurde diesmal das Sweep-Verfahren (ohne Reop-
timierung der einzelnen Touren) verwendet, das i.a. eine sehr schlechte Aus-
gangslo¨sung liefert, so daß sehr viele Verbesserungsschritte gefunden werden.
Die Ergebnisse dieses Vergleichs sind in Tabelle 6.6 zusammengefaßt. Die
Einsparungen betragen fu¨r diese Instanzen bei der 3-opt- und der 4-opt-
Nachbarschaft mehr als 35 bzw. 50 Prozent.
Sweep 2-opt 3-opt 4-opt
Kostenabscha¨tzung ohne mit ohne mit ohne mit
z¯ 1855.9 1095.8 1068.7 1023.5
CPU 1.29 5.73 4.85 137.7 85.8 8285 3983
VO [106] 0.23 1.20 0.90 41.7 23.6 2585 1245
Tabelle 6.6: Aufwandsreduktion durch Kostenabscha¨tzung beim VRP fu¨r die
Probleminstanzen von Christofides et. al. [CMT79]
I Da die Kostenabscha¨tzungen keinen Einfluß auf die Qualita¨t der ge-
fundenen Lo¨sungen haben und ab k = 3 bei den untersuchten Probleminstan-
zen oft zu einer deutlichen Reduktion des Aufwands fu¨hren, werden diese bei
allen weiteren Untersuchungen benutzt.
Einsatz reduzierter k-opt-Nachbarschaften
Im Abschnitt 3.4 werden Reduktionen der k-opt-Nachbarschaften vorgeschla-
gen, bei denen nicht mehr sichergestellt ist, daß alle verbessernden Nach-
barschaftsschritte gefunden werden. Man hofft jedoch, daß die Qualita¨t der
Lo¨sungen auch mit diesen Nachbarschaften hoch bleibt.
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Beschra¨nkungen von Segmentla¨ngen Fu¨r die Beschreibung von k-opt-
Nachbarschaften mit beschra¨nkten Segmentla¨ngen verwenden wir entspre-
chend der Darstellung in Abschnitt 3.4 die Bezeichnungen `s fu¨r die maximale
La¨nge eines kurzen Segments, und k` fu¨r die maximale Zahl langer Segmen-
te. Durch die Angabe von `s und k` kann eine beliebige k-opt-Nachbarschaft
eingeschra¨nkt werden. In der reduzierten k-opt-Nachbarschaft sind dann nur
k-opt-Schritte enthalten, bei denen ho¨chstens k` innere Segmente la¨nger als
`s sind.
Die Tabelle 6.7 zeigt, welche Auswirkungen eine Beschra¨nkung auf ein
langes Segment (k` = 1) haben kann. Dabei wird der Parameter `s zwischen
2 und 20 variiert. `s = ∞ gibt zum Vergleich den Fall ohne Beschra¨nkung
von Segmentla¨ngen an. Dabei bezeichnet z¯ den u¨ber alle betrachteten In-
stanzen gebildeten Mittelwert der Zielfunktionswerte, CPU den Mittelwert
der Rechenzeit in Sekunden12 und VO [106] die mittlere Zahl der Verket-
tungsoperationen in Millionen. In den Zeilen ∆z¯, ∆CPU und ∆VO sind die
prozentualen Abweichungen, gegenu¨ber der Rechnung mit unbeschra¨nkten
Segmentla¨ngen angegeben.
3-opt
`s ∞ 20 10 5 3 2
z¯ 1492.4 1492.8 1492.8 1492.4 1505.9 1500.5
∆z¯ — +0.0% +0.0% +0.0% +0.8% +0.4%
CPU 183.8 78.6 47.2 27.4 18.6 16.2
∆CPU — -57% -74% -85% -90% -91%
VO [106] 65.2 27.7 16.0 8.7 5.5 4.6
∆VO — -58% -75% -87% -92% -93%
4-opt
`s ∞ 20 10 5 3 2
z¯ 1475.8 1477.0 1477.0 1475.8 1482.3 1481.8
∆z¯ — +0.1% +0.1% +0.0% +0.2% +0.2%
CPU 291.2 146.4 90.5 51.4 34.3 25.1
∆CPU — -50% -69% -82% -88% -91%
VO [106] 103.8 52.4 31.9 17.5 11.3 7.9
∆VO — -50% -69% -83% -89% -92%
Tabelle 6.7: k-opt-Nachbarschaften mit ho¨chstens einem
”
langen“ Segment
beim TSPTW
12auf einem PC mit AMD-Duron-Prozessor (700MHz)
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Die Ergebnisse zeigen, daß eine deutliche Einschra¨nkung der Nachbar-
schaften und eine entsprechende Einsparung an Rechenzeit mo¨glich ist, ohne
wesentlich schlechtere Ergebnisse zu erhalten. Bei einzelnen Probleminstan-
zen ko¨nnen die Verschlechterungen auch etwas gro¨ßer sein (bis ca. 2 Prozent),
als es die Mittelwerte angeben. Dies wird teilweise dadurch kompensiert, daß
es bei anderen Probleminstanzen zu Verbesserungen der gefundenen Lo¨sung
kommt.
Derselbe Vergleich wurde auch fu¨r die VRP-Instanzen von Christofides
et. al. mit k-opt-Nachbarschaften auf der Giant-Route durchgefu¨hrt (siehe
Tabelle 6.8). Hier ko¨nnen die Segmentla¨ngen nicht ganz so drastisch einge-
3-opt
`s ∞ 20 10 5 3 2
z¯ 1068.7 1068.7 1071.5 1072.4 1075.1 1072.1
∆z¯ — +0.0% +0.2% +0.3% +0.7% +0.5%
CPU 85.8 37.2 20.7 13.2 12.7 11.9
∆CPU — -57% -76% -85% -85% -86%
VO [106] 23.6 10.3 5.6 3.3 3.1 2.9
∆VO — -56% -76% -86% -87% -88%
4-opt
`s ∞ 20 10 5 3 2
z¯ 1023.5 1031.3 1025.2 1036.4 1038.7 1059.9
∆z¯ — +0.5% +0.1% +0.9% +1.4% +2.9%
CPU 3983 2431 507.8 175.2 84.7 46.3
∆CPU — -39% -87% -96% -98% -99%
VO [106] 1245 738.0 153.7 51.1 24.6 12.4
∆VO — -41% -88% -96% -98% -99%
Tabelle 6.8: k-opt-Nachbarschaften mit ho¨chstens einem
”
langen“ Segment
beim VRP
schra¨nkt werden, ohne deutliche Qualita¨tsverluste hinzunehmen. Bereits bei
`s = 10 steigen die mittleren Kosten aber nur noch um etwa 0.2 Prozent. Die
Reduktion des Rechenaufwands liegt dann aber trotzdem bei mehr als 85
Prozent.
I Insgesamt erweisen sich die Einschra¨nkungen der Segmentla¨ngen als
ein sehr wirkungsvolles Mittel zur Erho¨hung der Effizienz bei einer Lexiko-
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graphischen Suche. Die Qualita¨tseinbußen ko¨nnen (bei den betrachteten Pro-
bleminstanzen) fast vernachla¨ssigt werden, wenn die maximale Segmentla¨nge
der kurzen Segmente `s nicht zu klein gewa¨hlt wird. Die starke Reduktion des
Rechenaufwands ermo¨glicht es, bei vergleichbarem Aufwand k-opt-Nachbar-
schaften mit gro¨ßerem k zu untersuchen, was zu deutlich besseren Resultaten
fu¨hrt.
Beschra¨nkung auf
”
Na¨chste-Nachbarn“ Die Idee besteht darin, nur
solche Nachbarschaftsschritte zu betrachten, bei denen die neuen Bo¨gen einen
Kundenknoten stets mit einem seiner ` na¨chsten Nachbarn verbindet.13
Die Reduktion der Nachbarschaft wird in diesem Fall dadurch erreicht,
daß Restriktionen fu¨r die neu aufzunehmenden Bo¨gen (und nicht mehr fu¨r
die konstruierten Segmente) formuliert werden. Die Beru¨cksichtigung solcher
Restriktionen la¨ßt sich aber nicht in gleichem Maße effizienzsteigernd in die
Lexikographische Suche integrieren, wie die Beschra¨nkung von Segmentla¨n-
gen.
Um Effizienzvorteile erzielen zu ko¨nnen, muß es gelingen, die reduzier-
te k-opt-Nachbarschaft schneller abzusuchen, als die vollsta¨ndige Nachbar-
schaft. Der Abbruch einer Schleife innerhalb der Lexikographischen Suche
ist jedoch nur mo¨glich, wenn alle in dieser und den nachfolgenden Schleifen
erzeugten Nachbarschaftsschritte die neue (oder evtl. auch eine andere) Re-
striktion verletzen. Dies steht allgemein nur dann im voraus fest, wenn es
zwei Segmente σi und σj gibt, die miteinander verbunden werden mu¨ssen,
aber keine Mo¨glichkeit mehr besteht, diese Segmente so zu konstruieren, daß
der erste Knoten von σj zu den ` na¨chsten Nachbarn des letzten Knotens von
σi geho¨rt. Man kann vier Situationen unterscheiden:
1. Beide Segmente σi und σj sind bereits konstruiert und die zusa¨tzliche
Restriktion kann direkt u¨berpru¨ft werden.
2. Segment σi liegt bereits fest und Segment σj muß noch konstruiert
werden. Dann muß gepru¨ft werden, ob fu¨r den Aufbau von σj noch
Knoten verwendet werden ko¨nnen, die zu den ` na¨chsten Nachbarn des
letzten Knotens von σi geho¨ren.
3. Segment σj liegt bereits fest und Segment σi muß noch konstruiert
werden. Dann muß gepru¨ft werden, ob fu¨r den Aufbau von σi noch
13vgl. Seite 117
184
6.3. Validierung der k-opt-Nachbarschaften
Knoten verwendet werden ko¨nnen, zu deren ` na¨chsten Nachbarn der
erste Knoten von σj geho¨rt.
4. Beide Segmente σi und σj mu¨ssen noch konstruiert werden. Dann muß
gepru¨ft werden, ob fu¨r den Aufbau von σi noch Knoten verwendet wer-
den ko¨nnen, so daß ein mo¨glicher erster Knoten von σj zu den ` na¨ch-
sten Nachbarn eines mo¨glichen letzten Knotens von σi geho¨rt.
Soll eine entsprechende U¨berpru¨fung in die Lexikographische Suche inte-
griert werden, so muß sie auf jeden Fall effizient (d.h. mit konstantem Auf-
wand) durchfu¨hrbar sein, damit die Komplexita¨t O(nk) der Lexikographi-
schen Suche in der k-opt-Nachbarschaft erhalten bleibt.
Die ersten drei Kriterien ko¨nnen effizient u¨berpru¨ft werden. Dazu werden
vorab einmalig zu jedem Knoten die ` na¨chsten Nachbarn bestimmt, so daß
wa¨hrend der Suche in konstanter Zeit festgestellt werden kann, ob ein Knoten
zu den ` na¨chsten Nachbarn eines anderen Knotens za¨hlt oder nicht. Fu¨r
die U¨berpru¨fung des zweiten Kriteriums wird außerdem fu¨r jeden Knoten
gespeichert, ab welcher Position der aktuellen Lo¨sung der letzte Knoten steht,
der zu den ` na¨chsten Nachbarn geho¨rt. Analog kann fu¨r die U¨berpru¨fung
des dritten Kriteriums zu jedem Knoten die Position gespeichert werden, ab
der kein zula¨ssiger Vorga¨ngerknoten mehr gefunden werden kann.
Die beiden ersten Kriterien wurden in der oben angegebenen Form imple-
mentiert und in den Algorithmus 3.1 fu¨r die Lexikographische Suche integriert.
Die Tabelle 6.9 zeigt die Auswirkungen einer Reduktion der 3-opt- bzw. 4-opt-
Nachbarschaft durch die Wahl von ` = 30 bzw. ` = 50 fu¨r das TSPTW.
3-opt mit 4-opt mit LB
` ∞ 50 30 ∞ 50 30
z¯ 1492.4 1650.2 1719.9 1475.8 1614.1 1702.9 1421.9
∆z¯ — +17% +12% — +15% +9.4% —
CPU 183.8 98.1 61.6 291.2 204.3 107.0 —
∆CPU — -47% -66% — -30% -63% —
VO [106] 65.2 34.7 21.2 103.8 72.3 37.5 —
∆VO — -47% -67% — -30% -64% —
Tabelle 6.9: Auswirkungen der Reduktion auf
”
na¨chste Nachbarn“ beim
TSPTW (Probleminstanzen von Ascheuer et. al.)
Durch die fixe Beschra¨nkung auf die ` na¨chsten Nachbarn wird einerseits
nur eine moderate Beschleunigung der Rechnungen erreicht. Gleichzeitig ist
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diese Reduktion selbst fu¨r ` = 50 noch zu scharf, da durch diese Einschra¨n-
kung nur Lo¨sungen mit ca. 10 bis 20 Prozent ho¨heren Kosten gefunden wer-
den. Der geringe Gewinn an Performance la¨ßt sich teilweise auch durch diese
zu harte Einschra¨nkung erkla¨ren. Bei einem detaillierten Vergleich fu¨r ein-
zelne Probleminstanzen ist festzustellen, daß fu¨r das Erreichen gleichwertiger
Lo¨sungen in der reduzierten Nachbarschaft teilweise deutlich mehr Schritte
durchgefu¨hrt werden mu¨ssen als zuvor. Dadurch ko¨nnen die Rechenzeiten bei
einzelnen Instanzen ggf. sogar etwas ansteigen.
3-opt 4-opt
` ∞ 30 20 10 ∞ 30 20 10
z¯ 1068.7 1070.3 1070.2 1074.1 1023.5 1024.6 1039.6 1045.7
∆z¯ — +0.1% +0.1% +0.5% — +0,1% +1,6% +2,2%
CPU 85.8 51.8 50.3 28.0 3983 1037 582.4 572.1
∆CPU — -40% -41% -67% — -74% -85% -86%
VO [106] 23.6 14.5 13.8 7.6 1245 307.9 174.7 172.7
∆VO — -39% -42% -68% — -75% -86% -86%
Tabelle 6.10: Auswirkungen der Reduktion auf
”
na¨chste Nachbarn“ beim
VRP (Probleminstanzen von Christofides et. al.)
Dieselbe Analyse wurde ebenfalls fu¨r die 14 VRP-Instanzen von Christo-
fides et. al. durchgefu¨hrt (Tabelle 6.10). Hier fu¨hrt die Reduktion nicht zu so
starken Qualita¨tsverlusten. Bei einer Einschra¨nkung der Nachbarschaft auf
die 20 na¨chsten Nachbarn (` = 20) werden die Lo¨sungen im Mittel bei k = 3
nur um 0,1 Prozent schlechter. Bei k = 4 la¨ßt sich eine ho¨here Sensibilita¨t
feststellen, so daß die mittleren Kosten bei ` = 20 um ca. 1,6 Prozent an-
steigen. Durch eine Vergro¨ßerung der NN-Listen auf 30 Nachbarn kann die
Erho¨hung der Kosten jedoch wieder auf ca. 0,1 Prozent gesenkt werden. Da-
bei konnten immernoch mehr als 70 Prozent der Rechenzeit gespart werden.
Zu beachten ist, daß die relativ guten Ergebnisse beim VRP nur erhal-
ten wurden, weil zu Beginn eine Reoptimierung der einzelnen Touren ohne
die NN-Listen durchgefu¨hrt wurde. Die NN-Listen wurden erst fu¨r die Su-
che auf der Giant-Route eingesetzt. Bei dem Versuch die Na¨chste-Nachbarn-
Listen von Beginn an zu verwenden, ohne die einzelnen Touren der Lo¨sung
des Sweep-Verfahrens vorab zu reoptimieren, verschlechterten sich die Lo¨sun-
gen i.d.R. um 10 bis 20 Prozent. Offenbar ist es bei einer relativ schlechten
Startlo¨sung notwendig, diese zuna¨chst ohne NN-Listen zu verbessern. Spa¨ter
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ko¨nnen die NN-Listen benutzt werden, ohne daß die Lo¨sungsqualita¨t dadurch
wesentlich beeinflußt wird.
I Eine Reduktion der k-opt-Nachbarschaften durch Beschra¨nkung der
zula¨ssigen neuen Bo¨gen auf die ` na¨chsten Nachbarn la¨ßt sich im Rahmen
einer Lexikographischen Suche fu¨r die Einsparung von Rechenaufwand nut-
zen. Die Reduktion der Nachbarschaften mit Hilfe von NN-Listen muß sehr
vorsichtig erfolgen, um die Lo¨sungsqualita¨t nicht deutlich zu beeintra¨chtigen.
6.3.4 Einsatz von k-opt∗-Nachbarschaften
Im Abschnitt 3.3.4 wurde beschrieben, wie durch relativ einfache Modifika-
tionen des Vorgehens bei der Suche in k-opt-Nachbarschaften auch beliebige
k-opt∗-Nachbarschaften untersucht werden ko¨nnen. In der Literatur wird fast
ausschließlich die 2-opt∗-Nachbarschaft verwendet. Die entsprechenden Nach-
barschaftsschritte werden teilweise auch als
”
Cross-Exchange“ bezeichnet und
sind besonders beim VRPTW attraktiv, weil die 2-opt∗-Schritte keine Seg-
mente invertieren.
Da wir u¨ber eine generelle Beschreibung der k-opt∗-Nachbarschaften ver-
fu¨gen, sind wir in der Lage zu untersuchen, welche Vorteile der Einsatz von
k-opt∗-Nachbarschaften fu¨r k = 2 und fu¨r gro¨ßere Werte von k besitzt. Dazu
wurden die 2-opt∗- und 3-opt∗-Nachbarschaft fu¨r die VRPTW-Instanzen von
Solomon eingesetzt. In Tabelle 6.11 sind die Ergebnisse einander gegenu¨ber-
gestellt. Als Ausgangslo¨sung dienen jeweils die Lo¨sungen der I1-Heuristik
einschließlich der Verbesserungen, die durch eine 3-opt-Suche fu¨r jede einzel-
ne Tour gefunden werden.
Die Erweiterung der 2-opt-Nachbarschaft um die 2-opt∗-Schritte fu¨hrt
zu einer deutlichen Verbesserung der Ergebnisse. Dabei ist der zusa¨tzliche
Rechenaufwand relativ gering. Die Ausdehnung der 3-opt-Nachbarschaft auf
die vollsta¨ndige 3-opt∗-Nachbarschaft14 erho¨ht nicht nur die Lo¨sungsqualita¨t,
sondern fu¨hrt gleichzeitig zu einer Beschleunigung. Dies erkla¨rt sich dadurch,
daß eine Reihe von Verbesserungen bereits bei der Untersuchung der 2-opt∗-
Typen gefunden wird. Dadurch muß die gro¨ßere 3-opt-Nachbarschaft seltener
untersucht werden.
14Die vollsta¨ndige 3-opt∗-Nachbarschaft umfaßt die echten 2-opt-, 3-opt-, 2-opt∗- und
3-opt∗-Schritte, d.h. alle folgenden k-opt-Typen: [aBa], [aa|b], [aa|B], [acba], [aCba],
[acBa], [aBCa], [aa|bC], [aCa|b], [aBa|c], [aCa|B], [aBa|C], [aa|b|c], [aa|B|c], [aa|b|C]
und [aa|B|C]. Die Invertierung des Start- und Endsegments
”
a“ wird nicht betrachtet.
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2-opt, 2-opt, 2-opt, 2-opt∗ 2-opt, 2-opt∗
I1+S3 2-opt 2-opt∗ 3-opt 3-opt, 3-opt∗ 3-opt
13.5 13.5 13.5 13.3 13.3 13.3
R1 1367.4 1378.2 1290.4 1274.3 1253.6 1253.6
0.1 0.1 0.4 7.2 6.2 5.5
0.3 0.6 1.6 19.3 16.1 14.4
13.5 13.4 3.4 13.4 13.4 13.4
RC1 1566.8 1568.6 1459.3 1428.4 1425.2 1433.8
0.1 0.1 0.5 8.7 5.4 4.1
0.4 0.3 1.7 23.6 14.1 10.9
3.3 3.3 3.3 3.3 3.3 3.3
R2 1205.8 1283.9 1081.9 1018.4 1011.1 1012.1
0.4 0.4 0.8 11.9 10.8 9.9
1.7 1.8 2.9 32.2 28.1 26.1
3.9 3.9 3.9 3.9 3.9 3.9
RC2 1462.9 1592.2 1326.5 1194.1 1184.8 1191.1
0.2 0.2 0.6 11.2 9.1 8.3
1.1 1.1 2.1 30.2 23.6 21.7
8.6 8.6 8.6 8.5 8.5 8.5
Alle 1382.3 1434.5 1273.6 1217.3 1206.3 1209.6
0.2 0.2 0.6 9.6 7.9 7.0
0.9 1.0 2.1 26.1 20.6 18.5
Zu jeder Rechnung sind die Anzahl der Touren, die Gesamtstrecke, die Zahl der
Verkettungsoperatoren in Millionen und die Rechenzeit in Sekunden in dieser Rei-
henfolge angegeben. Alle Werte wurden u¨ber die Instanzen der jeweiligen Problem-
klasse gemittelt.
Tabelle 6.11: k-opt∗-Nachbarschaften fu¨r das VRPTW
Da nicht ausgeschlossen werden kann, daß die Verbesserung beim U¨ber-
gang zur 3-opt∗-Nachbarschaft ausschließlich den 2-opt∗-Schritten zu verdan-
ken ist, wurde die 3-opt-Nachbarschaft in der letzten Spalte von Tabelle 6.11
nur durch die 2-opt∗-Nachbarschaft erga¨nzt. Dabei zeigt sich, daß teilweise
gleichwertige Lo¨sungen auch nur mit der Erweiterung mit der 2-opt∗-Nach-
barschaft erhalten werden. Gleichzeitig reduziert sich der Rechenaufwand um
mehr als 10 Prozent.
U¨ber die hier dargestellten Ergebnisse hinaus wurden weitere zahlreiche
weitere Untersuchungen u.a. auch am VRP vorgenommen. Dabei fu¨hrte die
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Verwendung der 2-opt∗-Nachbarschaft ebenfalls zu deutlichen Verbesserun-
gen. k-opt∗-Nachbarschaften mit k > 2 erho¨hen dagegen fast immer nur den
Rechenaufwand. Nur in seltenen Fa¨llen ist es mo¨glich, durch diese k-opt∗-
Schritte Verbesserungen zu erzielen.
I Die Untersuchung der 2-opt∗-Schritte fu¨hrt sowohl beim VRP als auch
beim VRPTW i.d.R. zu deutlichen Verbesserungen der gefundenen Lo¨sungen.
Der Rechenaufwand kann sich teilweise sogar gleichzeitig reduzieren. Beim
VRPTW ko¨nnen auch mit Hilfe von 3-opt∗-Schritten zusa¨tzliche Verbes-
serungen erreicht werden. Dagegen erschließen k-opt∗-Nachbarschaften mit
k > 2 bei den VRP-Instanzen kein oder nur sehr geringes Verbesserungspo-
tential.
6.3.5 k-opt-Nachbarschaften fu¨r das VRPTW
Abschließend sollen die k-opt-Nachbarschaften nun auch auf die VRPTW-
Instanzen von Solomon angewandt werden. Dabei lassen wir die Instanzen
der Kategorien C1 und C2 weg, weil diese, wie bereits argumentiert wurde,
kaum interessant sind.
Um den Umfang der Untersuchungen zu beschra¨nken, werden nur die Er-
gebnisse einiger ausgewa¨hlte Vergleichsrechnungen angegeben. Die Rechun-
gen wurden diesmal auf mehreren PC durchgefu¨hrt, die mit einem AMD
Athlon Prozessor mit 1400 MHz ausgestattet sind. Anhand der je Zeiteinheit
durchgefu¨hrten Verkettungsoperationen la¨ßt sich feststellen, daß die Rechner
etwa 1,9-mal schneller sind, als der AMD Duron mit 700 MHz. Allerdings
wurden auch unter den weitgehend baugleichen Rechnern Rechenzeitunter-
schiede bis etwa 10 Prozent festgestellt.
Tabelle 6.12 zeigt die Ergebnisse bei einer Durchfu¨hrung der Lokalen
Suche mit der 4-opt-Nachbarschaft auf der Giant-Route. Als Startlo¨sung
wurden die Lo¨sungen einer eigenen Implementierung der I1-Heuristik von
Solomon verwendet (Spalte I1). Die weiteren Spalten zeigen, wie sich die
Einschra¨nkung der La¨ngen der Toursegmente (bis auf ein inneres Segment)
auswirkt. Dabei wurde stets mit der Reoptimierung der Einzeltouren mit der
4-opt-Nachbarschaft begonnen.
Solange alle Segmente bis zu einer La¨nge von drei Knoten zugelassen
werden, wird die Qualita¨t der Lo¨sungen auch bei den VRPTW-Instanzen
durch die Beschra¨nkung der La¨ngen der Toursegmente kaum beeinflußt.
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I1 4-opt
`s ∞ 3 2 1
R1 Strecke 1388,3 1228,0 1228,0 1232,2 1251,2
Touren 13,5 13,2 13,2 13,2 13,3
RC1 Strecke 1583,7 1419,8 1419,8 1419,8 1419,8
Touren 13,5 13,3 13,3 13,3 13,3
R2 Strecke 1301,0 1012,7 1012,7 1011,6 1052,6
Touren 3,3 3,2 3,2 3,2 3,2
RC2 Strecke 1592,2 1154,9 1154,9 1160,9 1223,1
Touren 3,9 3,9 3,9 3,9 3,9
Strecke 1445,6 1191,6 1191,6 1195,0 1224,9
Alle Touren 8,6 8,5 8,5 8,5 8,5
CPU 0,2 58,2 58,2 33,6 6,2
VO [106] 0,1 41,4 41,4 22,9 4,0
Tabelle 6.12: k-opt-Nachbarschaften mit ho¨chstens einem
”
langen“ Segment
beim VRPTW
Bei den Berechnungen wurden allen Touren hohe Fixkosten (1000 pro
Tour) zugerechnet, um die Tourenzahl ggf. reduzieren zu ko¨nnen. Die Er-
gebnisse zeigen, daß es dennoch kaum mo¨glich ist, mit Hilfe der k-opt-Nach-
barschaften Touren aufzulo¨sen. Bei den Untersuchungen zum VRP wurde
bereits festgestellt, daß k-opt-Nachbarschaften nur bedingt dazu in der Lage
sind, eine vorgegebene Clusterung zu vera¨ndern. Daher ist es leicht nachzu-
vollziehen, daß die Anzahl der Touren kaum vera¨ndert wurde.
Um die Qualita¨t der Lo¨sungen einzuscha¨tzen, kann ein Vergleich mit den
Ergebnissen anderer Autoren vorgenommen werden. Dies ist nur fu¨r die In-
stanzen sinnvoll, bei denen die gleiche Tourenzahl bestimmt wurde, denn
die Tourla¨nge ist oft erheblich von der Tourenzahl abha¨ngig. Die Tabellen
6.14 und 6.13 geben einen Vergleich der mit der 4-opt-Nachbarschaft (jetzt
einschließlich der 2-opt∗-Nachbarschaft) berechneten Lo¨sungen mit den Er-
gebnissen der folgenden fu¨nf Meta-Heuristiken fu¨r VRPTW:15
GENEROUS: Potvin und Bengio, [PB96]
CR: Chiang und Russel, [CR96]
GenSAT: Thangiah et. al., [TOS95]
RS: Rochat und Semet, [RS94]
AKred: Cordone und Wolfer Calvo, [CW98]
15Alle Ergebnisse wurden aus [CW98] u¨bernommen.
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Die Tabellen enthalten nur dann Eintra¨ge, wenn die Verbesserung mit der
4-opt-Nachbarschaft und das zum Vergleich herangezogene Verfahren Lo¨sun-
gen mit gleicher Tourenzahl bestimmt haben. Die Zahlen geben die Weg-
Differenz zwischen beiden Lo¨sungen an. Negative Zahlen bedeuten, daß die
4-opt-Nachbarschaft eine Lo¨sung mit einem ku¨rzeren Weg bestimmt hat. In
den letzten beiden Zeilen sind die Differenzen summiert und zur gesamten
berechneten Wegla¨nge (u¨ber alle Instanzen mit gleicher Tourenzahl) ins Ver-
ha¨ltnis gesetzt.
Problem Generous CR RS Akred Gensat
RC102 -53.2
RC104 -75.4
RC106 -54.2 26.8
RC107 -104.1 6.0
RC108 -32.9 -37.9 4.4 -3.1
RC201 -262.2 -197.2 67.1 81.4 242.8
RC202 -332.6 -293.6 -173.2 104.4 -20.6
RC204 -83.4 -93.4 84.5 96.8 21.6
RC208 -152.7 -156.7 -23.5 10.4 -22.7
Alle -863.8 -990.2 -40.7 220.4 247.9
% -7,5% -7,9% -0.7% +2,6% +2,7%
Tabelle 6.13: Vergleich der 4-opt-Suche mit Meta-Heuristiken fu¨r die RC1-
und RC2-Instanzen von Solomon
Aus beiden Tabellen ergibt sich ein weitgehend einheitliches Bild. GE-
NEROUS und CR lassen deutliche Nachteile gegenu¨ber der 4-opt-Suche er-
kennen. Sie weisen durchga¨ngig bei allen vergleichbaren Instanzen schlech-
tere Lo¨sungen auf. Die Lo¨sungsqualita¨t von RS ist etwa vergleichbar mit
der 4-opt-Suche. GenSAT bzw. AKred erweisen sich in diesem Vergleich als
u¨berlegen, finden aber nicht grundsa¨tzlich die besseren Lo¨sungen.
Bei der Bewertung muß beru¨cksichtigt werden, daß hier Meta-Heuristiken
mit einer reinen Lokalen Suche verglichen werden. Wenn die Suchstrategien
der Meta-Heuristiken gut funktionieren, sollte man erwarten ko¨nnen, daß die
Lokale Suche dominiert wird. Weil alle zum Vergleich herangezogenen Meta-
Heuristiken in der aktuellen Literatur ha¨ufig zitierte Verfahren sind, die als
leistungsstark gelten, ist das relativ gute Abschneiden der reinen Lokalen
Suche in diesem Vergleich bemerkenswert. Zumindest GENEROUS und CR
ko¨nnten jedoch durch eine Lokale Suche mit k-opt-Nachbarschaften erga¨nzt
und dadurch mit hoher Wahrscheinlichkeit deutlich verbessert werden.
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Problem Generous CR RS Akred Gensat
R103 -199.5 -189.4 -14.5
R104 -39.4 -53.4 12.4 -27.0 -22.4
R105 -63.2
R107 -74.0 31.2 -23.0
R108 5.4 -4.6 33.1 18.5 100.4
R111 -36.0 77.1 19.4
R112 -30.8 -13.8 23.6 -39.6 -2.8
R201 -265.8 -205.8 -197.2 14.7 -65.8
R202 83.3 8.8
R203 -108.0 -80.0 99.5 -33.0
R204 -125.0 -45.6 -24.0
R205 -42.9 -95.9 -89.5 17.1 -11.9
R206 -42.4 -50.4 67.6 86.9 190.7
R207 -58.4 -103.4 80.7 31.2 -8.4
R208 43.9
R209 -63.9 -87.9 46.5 189.1
R210 -53.9 -152.9 4.7 54.3 40.1
R211 -42.8 -106.8 75.8 51.4 54.2
Alle -1177.3 -1018.0 11.8 358.3 391.9
% -15,0% -9,8% -0.7% +2,7% +4,1%
Tabelle 6.14: Vergleich der 4-opt-Suche mit Meta-Heuristiken fu¨r die R1- und
R2-Instanzen von Solomon
Abschließend sei darauf hingewiesen, daß der vorgenommene Vergleich
nur als fair anzusehen ist, wenn er in engen Grenzen interpretiert wird. Bei
den Rechnungen der Meta-Heursitiken war die Reduzierung der Anzahl der
Touren das oberste Ziel. In dieser Hinsicht haben alle Meta-Heuristiken deut-
lich bessere Ergebnisse erzielt. Dies ist auch nicht anders zu erwarten, weil ei-
ne Auflo¨sung von Touren durch die Suche in einer k-opt-Nachbarschaft kaum
zu finden ist. Alle erfolgreichen Verfahren benutzen dafu¨r spezielle Strategien.
6.4 Cyclic-Transfer-Nachbarschaften fu¨r
das VRP und das VRPTW
Die vorangegangenen Untersuchungen haben gezeigt, daß es auch mit der
Ausdehnung der k-opt-Nachbarschaften auf die Giant-Route nicht immer
mo¨glich ist, eine ungu¨nstige Aufteilung der Kunden auf die einzelnen Touren
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zu korrigieren. Da die im Kapitel 4 beschriebenen Cyclic Transfers grundsa¨tz-
lich eine Umverteilung der Kunden zwischen verschiedenen Touren vorneh-
men, sollten sie fu¨r diesen Zweck besser geeignet sein. Die Vermutung, daß
durch die Kombination von k-opt-Nachbarschaften und CT-Nachbarschaften
eine besonders leistungsstarke Verbesserungsheuristik gebildet werden kann,
liegt deshalb nahe. Die Kombination der verschiedenen Nachbarschaften er-
folgt im Rahmen einer VND, wie sie bereits zur Kombination unterschiedli-
cher k-opt-Nachbarschaften verwendet wurde.16
In diesem Abschnitt soll anhand des VRP und des VRPTW untersucht
werden, welche Vorteile durch die Suche in CT-Nachbarschaften erzielt wer-
den ko¨nnen. Dabei wird die Suche in den CT-Nachbarschaften jeweils mit
einer k-opt-Suche kombiniert, die entweder nur auf den einzelnen Touren
oder auf der Giant-Route ausgefu¨hrt wird. Anhand der VRPTW-Instanzen
von Solomon gehen wir anschließend auf die Auflo¨sung von Touren mit Hilfe
der CT-Nachbarschaften ein.
6.4.1 Durchfu¨hrung der Suche in den Cyclic-Transfer-
Nachbarschaften
Die im Kapitel 4 angegebene generische Beschreibung der CT-Nachbarschaf-
ten beinhaltet eine Reihe von Wahlmo¨glichkeiten bei der konkreten Aus-
gestaltung dieser Nachbarschaften. Um den Umfang dieses Abschnitts zu
beschra¨nken, soll nur eine konkrete Auspra¨gung der CT-Nachbarschaften
untersucht werden. Die dafu¨r getroffenen Festlegungen werden nachfolgend
angegeben. Sie basieren auf zahlreichen im Vorfeld durchgefu¨hrten Rechen-
experimenten, die die getroffenen Entscheidungen als geeigneten Kompromiß
zwischen Rechenaufwand und Lo¨sungsqualita¨t erscheinen lassen.
Konstruktion des Transfergraphen
Fu¨r die Konstruktion des Transfergraphen GT muß ein konkreter Austausch-
operator y angegeben werden, mit dessen Hilfe die Bo¨gen des Transfer-
graphen bestimmt werden sollen. In Abschnitt 4.2.4 wurde ein allgemeines
Schema fu¨r einen heuristischen Austauschoperator vorgeschlagen,17 das uns
16Das Prinzip der Variable-Neighborhood-Descent-Heuristik wird im Abschnitt 2.3 (Sei-
te 55) vorgestellt. Auf Seite 169f. ist die Durchfu¨hrung einer VND fu¨r die kombinierte
Untersuchung mehrerer k-opt-Nachbarschaften beschrieben.
17siehe S. 136
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als Vorlage fu¨r die Beschreibung des verwendeten Austauschoperators dient.
Es seien ti und tj zwei verschiedene Touren der aktuellen Lo¨sung und
Si und Sj Kundenmengen dieser Touren. Wir betrachten die Bestimmung
des Bogens (Si, Sj) des Transfergraphen G
T . Dieser Bogen repra¨sentiert die
modifizierte Tour tj, die durch den Austausch Si  y Sj erzeugt wird. Fu¨r
diesen Austausch mu¨ssen die Knoten Sj aus der Tour tj entfernt und die
Knoten Si in die verbleibende Tour eingefu¨gt werden. Dies geschieht wie
folgt:
tj → t
(1)
j
Die Kundenmenge Sj wird aus der Tour tj entfernt. Dabei
wird die Reihenfolge der verbleibenden Kunden innerhalb der
Tour nicht gea¨ndert.
t
(1)
j → t
(2)
j
Die neue Tour t
(1)
j wird mit einer Heuristik H1 verbessert.
17
Dafu¨r setzen wir eine k-opt-Suche in einer reduzierten 3-opt-
Nachbarschaft ein. Die Reduktion der 3-opt-Nachbarschaft
wird durch eine Beschra¨nkung der Segmentla¨ngen erreicht,18
wobei nur ein langes inneres Segment und ein kurzes Segment
mit ho¨chstens vier Knoten erlaubt werden.
t
(2)
j → t
(3)
j
Die Knoten der Transfermenge Si werden nacheinander in die
Tour t
(2)
j eingefu¨gt. Dabei wird jeweils die erste kostenmini-
male Einfu¨geposition innerhalb der Tour gewa¨hlt. Kann ein
Knoten nicht eingefu¨gt werden, wird die Durchfu¨hrung des
Austauschoperators abgebrochen und der entsprechende Bo-
gen im Transfergraphen nicht erzeugt. Werden alle Knoten
von Si erfolgreich in t
(2)
j eingefu¨gt, erha¨lt man die Tour t
(3)
j .
t
(3)
j → t
(4)
j
Auf die in dem allgemeinen Schema vorgesehene Reoptimie-
rung der Tour t
(3)
j wird zugunsten der Performance beim Auf-
bau des Transfergraphen verzichtet.
Verbesserung der Performance
Die Bestimmung der Bo¨gen des Transfergraphen kann wesentlich beschleu-
nigt werden. Dazu nutzt man aus, daß sich die einzelnen Bo¨gen teilweise nur
in ein oder mehreren Kundenknoten unterscheiden, die zusa¨tzlich in die zu
bildende Tour eingefu¨gt werden mu¨ssen. Falls der Bogen Si y Sj bereits
18Beschra¨nkungen von Segmentla¨ngen bei der k-opt-Suche werden im Abschnitt 3.4
erkla¨rt.
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berechnet wurde und der Bogen S ′i y Sj mit S
′
i ⊃ Si zu bestimmen ist,
so muß die neue Tour nicht von Beginn an konstruiert werden. Stattdessen
kann man direkt mit der Tour Si y Sj beginnen, die nur um die fehlenden
Kunden S ′i \ Si erweitert wird.
Um die Durchfu¨hrbarkeit des Austauschs Si y Sj schnell pru¨fen zu ko¨n-
nen, werden alle gebildeten Touren in einer Hash-Table verwaltet. Touren
werden darin anhand eines Schlu¨ssels gesucht, der die enthaltenen Kunden-
knoten kodiert.
Wenn Transfermengen betrachtet werden, die aus unterschiedlich langen
Toursegmenten bestehen, kann durch die Einhaltung einer geeigneten Reihen-
folge bei der Bestimmung der Bo¨gen des Transfergraphen gesichert werden,
daß die Einfu¨gung der ku¨rzeren Toursegmente stets zuerst getestet wird. Soll
spa¨ter ein Bogen S ′i y Sj mit S
′
i ⊃ Si bestimmt werden, so muß fu¨r den
Bogen Si y Sj eine entsprechende Eintragung in der Hash-Table gefunden
werden. Existiert diese nicht, kann auch der aktuell zu bestimmende Bogen
S ′i y Sj nicht existieren und die Konstruktion der zugeho¨rigen Tour entfa¨llt.
Suche im Transfergraphen
Fu¨r die Suche nach einem ku¨rzesten Kreis, der die Bedingung der CT-Kon-
sistenz erfu¨llt, wurden in Abschnitt 4.3 sowohl ein exaktes Verfahren als
auch eine Heuristik angegeben. Anhand zahlreicher Experimente hat sich
gezeigt, daß es vorteilhaft ist, in gro¨ßeren (reduzierten) CT-Nachbarschaften
zu suchen. Da der Aufwand fu¨r die exakte Suche sehr schnell wa¨chst, kann
die exakte Suche dann i.d.R. nicht mehr durchgefu¨hrt werden. Deshalb wird
die Label Correcting Heuristik von Ahuja et. al. [AOS01] eingesetzt.
Der Nachteil, mit der Label Correcting Heuristik nicht mehr mit Sicher-
heit bestimmen zu ko¨nnen, ob eine Verbesserung in der betrachteten CT-
Nachbarschaft zu finden ist, wird durch die Mo¨glichkeit, in gro¨ßeren CT-
Nachbarschaften suchen zu ko¨nnen, u¨berkompensiert. Wir setzen deshalb
grundsa¨tzlich die Label Correcting Heuristik von Ahuja et. al. fu¨r die Suche
im Transfergraphen ein.
Kombination reduzierter CT-Nachbarschaften
Die vollsta¨ndige Cyclic-Transfer-Nachbarschaft gema¨ß Definition 4.11 ist be-
reits fu¨r Probleme mit relativ wenigen Kunden sehr groß. Deshalb wu¨rde der
Aufbau des zugeho¨rigen Transfergraphen fu¨r die zu untersuchenden Instan-
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zen des VRP bzw. VRPTW praktisch kaum durchfu¨hrbar sein. Stattdessen
werden die in Unterabschnitt 4.2.3 beschriebenen reduzierten Cyclic-Trans-
fer-Nachbarschaften verwendet. Diese werden dadurch gebildet, daß nur be-
stimmte Transfermengen als Knoten des Transfergraphen beru¨cksichtigt wer-
den.
Wir betrachten ausschließlich reduzierte CT-Nachbarschaften, bei denen
die Knotenmenge des Transfergraphen aus folgenden Transfermengen zusam-
mengesetzt werden kann:
Bezeichnung beru¨cksichtigte Transfermengen Si,Sj
E alle leeren Kundenteilmengen
S einzelne Kunden
D Toursegmente mit genau zwei Kunden
H Touranfangsstu¨cke19
T Tourendstu¨cke19
Durch die Vereinigung mehrerer dieser Knotenmengen werden gro¨ßere
Transfergraphen impliziert. Wir kombinieren stets mindestens drei der ge-
nannten Mengen und verwenden fu¨r die Untersuchung in diesem Abschnitt
CT-Nachbarschaften, deren Transfergraph aus folgenden Knoten aufgebaut
werden:
Knotenmenge des Bezeichnung der
Transfergraphen Nachbarschaft
E ∪H ∪ T EHT
E ∪ S ∪H ESH
E ∪ S ∪ T EST
E ∪ S ∪D ESD
E ∪ S ∪H ∪ T ESHT
E ∪ S ∪D ∪H ∪ T ESDHT
Die obigen reduzierten Cyclic-Transfer-Nachbarschaften ko¨nnen im Sinne
einer VND miteinander kombiniert werden. Dabei wird wie bei der k-opt-
Suche aus Gru¨nden der Performance stets mit den kleineren Nachbarschaf-
ten begonnen, die wesentlich schneller untersucht werden ko¨nnen.
19Als Touranfangsstu¨ck bzw. Tourendstu¨ck einer Tour t bezeichnen wir alle Tourseg-
mente, die den ersten Kunden von t bzw. den letzten Kunden von Tour t und keine
Depotknoten enthalten.
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In der obigen Tabelle sind die Nachbarschaften so geordnet, daß die Gro¨ße
der Transfergraphen in dieser Reihenfolge wa¨chst. Die Transfergraphen der
ersten vier Nachbarschaften besitzen zwar etwa gleichviele Knoten, die Zahl
der zula¨ssigen Bo¨gen, ist aber meistens geringer, wenn Touranfangs- oder
Tourendstu¨cke eingefu¨gt werden mu¨ssen, weil das Einfu¨gen der Knoten eines
langen Toursegments ha¨ufiger nicht zula¨ssig mo¨glich ist. In den Nachbarschaf-
ten ESHT bzw. ESDHT sind vier bzw. fu¨nf Knotenmengen zusammengefaßt.
Deshalb sind die zugeho¨rigen Transfergraphen deutlich gro¨ßer als die u¨brigen.
Aufgrund dieser Argumentation gehen wir im folgenden davon aus, daß auch
die Gro¨ßen der CT-Nachbarschaften in der Reihenfolge EHT, ESH, EST,
ESD, ESHT, ESDHT monoton wachsend sind, wobei nur Nachbarschaften
ESH und EST als gleich groß angesehen werden.
Im Rahmen der Variable-Neighborhood-Descent-Heuristik wird die Su-
che in den CT-Nachbarschaften stets mit einer k-opt-Suche verbunden. Die-
se kann entweder nur auf den einzelnen Touren oder daru¨ber hinaus auch
auf der Giant-Route durchgefu¨hrt werden. Die k-opt-Suche wird immer vor
der Suche in der CT-Nachbarschaft aufgerufen. Anderenfalls kann es passie-
ren, daß die Verbesserungsheuristik H1, die als Teil des Austauschoperators
ausgefu¨hrt wird, sehr viele Verbesserungen findet. Da der Austauschoperator
beim Aufbau des Transfergraph sehr ha¨ufig aufgerufen wird, wu¨rde dies den
Aufwand fu¨r die Konstruktion des Transfergraphen deutlich erho¨hen.20
6.4.2 Ergebnisse fu¨r das VRP
In diesem Abschnitt wird ein Vergleich unterschiedlicher CT-Nachbarschaf-
ten bei der Anwendung auf die Probleminstanzen von Christofides et. al.
vorgenommen. Das Diagramm 6.1 stellt die Ergebnisse von elf verschiedenen
Experimenten dar, bei denen die bereits beschriebenen CT-Nachbarschaften
bzw. Kombinationen von je zwei dieser Nachbarschaften eingesetzt wurden.
Die Balken geben jeweils die mittlere Abweichung der gefundenen Lo¨-
sungen zu den besten bekannten Lo¨sungen an. Die zugeho¨rigen Werte sind
an der linken Achse abzulesen. Auch die eingezeichneten Hilfslinien beziehen
sich auf diese Achse. Die aufgewandte Rechenzeit wurde ebenfalls u¨ber alle
Probleminstanzen gemittelt. Die Zeiten sind in der Abbildung durch kleine
Quadrate markiert, deren Werte an der rechten Gro¨ßenachse abzulesen sind.
20Wie bereits im Abschnitt 4.2.4 erla¨utert wurde, muß die HeuristikH1 fu¨r jeden Knoten
des Transfergraphen einmal aufgerufen werden.
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Abbildung 6.1: Vergleich verschiedener Cyclic-Transfer-Nachbarschaften
beim VRP
Fu¨r jede betrachtete CT-Nachbarschaft wurden zwei Rechnungen durch-
gefu¨hrt. Bei der ersten Rechnung wurde im Rahmen der VND zuerst eine
Reoptimierung der einzelnen Touren mit Hilfe einer 4-opt-Suche vorgenom-
men. Danach wird zur jeweiligen CT-Nachbarschaft gewechselt. Werden zwei
CT-Nachbarschaften untersucht, so wird stets mit der kleineren Nachbar-
schaft begonnen. Wenn die aktuelle Lo¨sung bezu¨glich aller Nachbarschaften
lokal optimal ist, bricht die Suche ab. Die Ergebnisse dieser Rechnungen sind
in Abb. 6.1 mit weißen Balken und die Rechenzeiten mit weißen Quadraten
dargestellt. Die dunkel gefu¨llten Balken und Quadrate geben die Ergebnisse
der zweiten Rechnung an. Dabei wird zusa¨tzlich eine k-opt-Suche mit einer
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reduzierten 4-opt-Nachbarschaft auf der Giant-Route durchgefu¨hrt. Insge-
samt wird also im Rahmen der VND zwischen der k-opt-Suche fu¨r einzelne
Touren, der k-opt-Suche auf der Giant-Route und der Suche in der CT-Nach-
barschaft bzw. den angegebenen CT-Nachbarschaften in dieser Reihenfolge
gewechselt.
Die ersten sechs Nachbarschaften sind nach wachsender Gro¨ße geordnet.
Je gro¨ßer die betrachtete CT-Nachbarschaft ist, desto besser sind im Mittel
auch die erhaltenen Lo¨sungen. Lediglich die CT-Nachbarschaft ESD liefert
etwas schlechtere Lo¨sungen als die geringfu¨gig kleinere Nachbarschaft ESH.
Gleichzeitig wa¨chst erwartungsgema¨ß auch der Rechenaufwand deutlich an.
Dies ist einerseits darauf zuru¨ckzufu¨hren, daß wesentlich gro¨ßere Transfergra-
phen aufgebaut werden mu¨ssen. Andererseits bricht die Suche auch spa¨ter ab,
weil mehr Verbesserungen gefunden werden.
Die Ergebnisse in den vier letzten Spalten sind besser als bei allen u¨brigen
Rechnungen, insbesondere auch besser als die Ergebnisse in der Spalte ESD-
HT. Dies ist erstaunlich, weil die Nachbarschaft ESDHT alle u¨brigen Nach-
barschaften umfaßt. Eine mo¨gliche Ursache fu¨r dieses Ergebnis kann darin
bestehen, daß fu¨r die Suche nach verbessernden Nachbarschaftsschritten im
Transfergraphen eine Heuristik verwendet wird. Weil der Transfergraph der
Nachbarschaft ESDHT sehr groß ist, ko¨nnten verbessernde Cyclic Transfers
durch die Heuristik leicht
”
u¨bersehen“ werden.
Auffallend sind die großen Unterschiede der Ergebnisse, abha¨ngig davon,
ob mit oder ohne die k-opt-Suche auf der Giant-Route gerechnet wird. Die
wesentlich besseren Ergebnisse beim Einsatz der k-opt-Suche auf der Gi-
ant-Route ko¨nnen nicht mit vergleichbarem Rechenaufwand erreicht werden,
wenn entweder nur CT-Nachbarschaften oder nur k-opt-Nachbarschaften un-
tersucht werden.21 Offenbar erga¨nzen sich die beiden Nachbarschaften beim
VRP sehr gut. Dies la¨ßt sich auch beobachten, wenn man den Ablauf einer
solchen Optimierung verfolgt. Durch den Wechsel zwischen den unterschiedli-
chen Nachbarschaften ko¨nnen ha¨ufig neue Verbesserungen gefunden werden.
Der erho¨hte Rechenaufwand kann durch die Verbesserung der Lo¨sungs-
qualita¨t gerechtfertigt werden, die alleine durch das Verwenden gro¨ßerer CT-
Nachbarschaften mit vergleichbarem Aufwand nicht erreicht wurde. Dabei ist
anzumerken, daß der Rechenaufwand sehr stark von der Problemgro¨ße ab-
21Wenn ausschließlich die reduzierte 4-opt-Suche auf der Giant-Route, die bei den u¨bri-
gen Rechnungen verwendet wurde, und keine CT-Nachbarschaft in die VND aufgenommen
wird, liegt die Abweichung von der besten bekannten Lo¨sungen im Mittel bei 6,8 Prozent.
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ha¨ngig ist. Dies ist der Darstellung in Abb. 6.1 nicht zu entnehmen, weil dort
der Mittelwert der Rechenzeiten u¨ber alle 14 Instanzen abgebildet ist. Fu¨r die
erste Instanz mit nur 50 Kunden (vgl. Tabelle 6.1 S. 167) werden z.B. ho¨ch-
stens 10,1 Sekunden und im Mittel u¨ber alle betrachteten Nachbarschaften
nur 5,2 Sekunden beno¨tigt. Dabei wird fast immer das Optimum gefunden.
Am la¨ngsten dauert das Lo¨sen der Probleminstanz 5 mit 199 Kunden, wenn
die 4-opt-Suche auf der Giant-Route und die Nachbarschaft ESDHT einge-
setzt wird. Dabei betra¨gt die Rechenzeit fast 2000 Sekunden.
Durch das Vorschalten kleinerer CT-Nachbarschaften, wie es in den fu¨nf
rechten Spalten der Abb. 6.1 dargestellt ist, ko¨nnen solche extrem hohen
Rechenzeiten vermieden werden, ohne die Lo¨sungsgu¨te zu beeintra¨chtigen.
Die Rechenzeit fu¨r die Probleminstanz 5 reduziert sich z.B. auf etwa 1100
Sekunden, wenn wie in der letzten Spalte angegeben zusa¨tzlich die Nachbar-
schaft ESD untersucht wird.
I Unter Beru¨cksichtigung von CT-Nachbarschaften ko¨nnen beim VRP
oft deutlich bessere Lo¨sungen gefunden werden, als bei einer reinen k-opt-
Suche. Besonders die Kombination einer k-opt-Suche auf der Giant-Route mit
der Suche in CT-Nachbarschaften ist sehr wirkungsvoll. Die Untersuchung
großer CT-Nachbarschaften verursacht einen relativ hohen Rechenaufwand.
Dieser kann dadurch reduziert werden, daß zuerst kleine CT-Nachbarschaften
untersucht und gro¨ßere CT-Nachbarschaften erst danach betrachtet werden.
6.4.3 Ergebnisse fu¨r das VRPTW
Dieselbe Untersuchung, die wir zuvor fu¨r das VRP vorgenommen haben,
fu¨hren wir nun auch fu¨r die VRPTW-Instanzen von Solomon durch. Da-
zu soll soweit wie mo¨glich die gleiche Versuchsanordnung benutzt werden.
Bei den folgenden Betrachtungen wird die Qualita¨t der Lo¨sungen wie zu-
vor ausschließlich an der insgesamt zuru¨ckzulegenden Strecke einer Lo¨sung
gemessen. Die Minimierung der Touren- bzw. Fahrzeugzahl soll zuna¨chst un-
beru¨cksichtigt bleiben, weil die Reduktion der Tourenzahl ein eigenes schwie-
riges Problem darstellt, das nur mit speziellen Methoden gut gelo¨st werden
kann.
Da die Zahl der Touren einen wesentlichen Einfluß auf die minimal zu-
ru¨ckzulegende Strecke haben kann, ist es nur sinnvoll Lo¨sungen mit derselben
Tourenzahl zu vergleichen.22 Wir legen die Tourenzahl mit der Bestimmung
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der Startlo¨sung fest und vergleichen anschließend nur die Verbesserungen
hinsichtlich der Gesamtstrecke einer Lo¨sung. Weil sich die besten publizier-
ten Lo¨sungen, teilweise auf eine andere Tourenzahl beziehen, ko¨nnen diese
nicht zum Vergleich herangezogen werden. Stattdessen wird die Verbesserung
der Lo¨sungen gegenu¨ber der Ausgangslo¨sung zur Beurteilung der Heuristi-
ken benutzt. Dies ist ausreichend, um einen Vergleich der verschiedenen CT-
Nachbarschaften untereinander vorzunehmen.
Fu¨r die Untersuchung werden erneut nur die Probleminstanzen der Pro-
blemklassen R1, R2, RC1 und RC2 herangezogen. Die Ausgangslo¨sung wird
mit der I1-Heuristik bestimmt. Anschließend werden alle Touren mit einer
4-opt-Suche verbessert. Die dann erhaltene Lo¨sung betrachten wir im folgen-
den als Startlo¨sung der zu vergleichenden Verbesserungsverfahren.
Das Diagramm in Abb. 6.2 stellt die Ergebnisse in gleicher Form wie zuvor
beim VRP dar. Die linke Gro¨ßenachse gibt jetzt an, wie groß die insgesamt
zuru¨ckzulegende Strecke im Verha¨ltnis zur Ausgangslo¨sung ist.
Mit jeder der betrachteten CT-Nachbarschaften kann eine deutliche Ver-
besserung erzielt werden. Auffallend ist, daß die Nachbarschaft ESD, die
beim VRP relativ schlecht abgeschnitten hat, jetzt im Vergleich zu den an-
deren Nachbarschaft zu etwas besseren Lo¨sungen fu¨hrt. Eine Erkla¨rung dafu¨r
ko¨nnte sein, daß die Touranfangsstu¨cke bzw. Tourendstu¨cke, aus denen die
Knotenmengen H und T aufgebaut werden, teilweise recht lang sind. Bei der
Existenz von Zeitfenstern ko¨nnen die zugeho¨rigen Kundenknoten ha¨ufig nicht
vollsta¨ndig in eine andere Tour eingebaut werden, so daß der Transfergraph
relativ wenig Bo¨gen entha¨lt. Im Gegensatz dazu bestehen die in S bzw. D
enthaltenen Knotenmengen stets nur aus ein bzw. zwei Kundenknoten und
der zugeho¨rige Transfergraph wird i.d.R. deutlich mehr Bo¨gen besitzen.
Besonders auffallend ist auch bei den VRPTW-Instanzen der große Un-
terschied in der Lo¨sungsqualita¨t, abha¨ngig davon, ob die k-opt-Suche auf
der Giant-Route in die VND einbezogen wird oder nicht. Analog zur Argu-
mentation beim VRP schließen wir daraus, daß sich die CT-Nachbarschaften
und die k-opt-Suche auf der Giant-Route gegenseitig sehr gut erga¨nzen. Die
Kombination mehrerer CT-Nachbarschaften fu¨hrt auch bei den betrachteten
Instanzen von Solomon sowohl mit als auch ohne k-opt-Suche auf der Giant-
Route zu Verbesserungen der Lo¨sungsqualita¨t, die allein durch die Vergro¨ße-
rung der CT-Nachbarschaften nicht erreicht werden.
22siehe auch die Abschnitte 4.5 und 6.3.5
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Abbildung 6.2: Vergleich verschiedener Cyclic-Transfer-Nachbarschaften
beim VRPTW
I Die CT-Nachbarschaften bilden auch beim VRPTW eine wertvolle
Erga¨nzung zur k-opt-Suche auf der Giant-Route. Die Qualita¨t der Lo¨sun-
gen verbessert sich mit der Untersuchung gro¨ßerer CT-Nachbarschaften. Wie
beim VRP ist es sinnvoll, mehrere CT-Nachbarschaften in einer VND zu
integrieren und mit der Untersuchung der kleineren Nachbarschaften zu be-
ginnen.
6.4.4 Auflo¨sung von Touren beim VRPTW
Bei den VRPTW-Instanzen von Solomon werden i.d.R. die Minimierung der
Tourenanzahl und die Minimierung der gesamten Strecke als Ziele betrachtet.
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Bei den bisherigen Rechnungen wurde die Tourenanzahl, deren Reduktion
i.a. als das dominierende Ziel angesehen wird, nicht explizit beru¨cksichtigt.
Die in Bezug auf die Minimierung der Tourenanzahl erfolgreichsten heuri-
stischen Verfahren, verwenden spezielle Methoden, um Lo¨sungen mit geringer
Tourenzahl zu finden. Eine ha¨ufig praktizierte Vorgehensweise besteht darin,
die Tourenzahl einer gegebenen Lo¨sung durch das Auflo¨sen einer Tour zu
reduzieren. Eine solche Tourauflo¨sung wird dadurch erreicht, daß alle Kun-
den einer Tour trem auf die u¨brigen Touren der aktuellen Lo¨sung y
akt verteilt
werden. Wenn dies gelingt, kann trem anschließend aus der Lo¨sung gestrichen
werden.
In diesem Unterabschnitt fu¨hren wir ein Rechenexperiment durch. Damit
soll der im Abschnitt 4.5 beschriebenen Ansatz erprobt werden, eine sol-
che Tourauflo¨sung unter Verwendung von Cyclic-Transfer-Nachbarschaften
zu suchen. Wir testen die Tourauflo¨sung in mehreren Schritten (vgl. Ab-
schnitt 4.5) und benutzen dafu¨r die CT-Nachbarschaft ESD. Fu¨r die Durch-
fu¨hrung der Rechnungen werden folgende Fetslegungen getroffen:
1. Bei der Kostenberechnung einer Tour werden ausreichend hohe Fix-
kosten fu¨r jede Tour eingerechnet. Dadurch wird erreicht, daß jeder
Nachbarschaftsschritt, der die Tourenzahl einer Lo¨sung reduziert, selbst
dann ein verbessernder Schritt ist, wenn sich die gesamte Gesamtstrecke
der Lo¨sung erho¨ht. Fu¨r die Instanzen von Solomon werden Fixkosten
in Ho¨he von 1000 je Tour verwendet, die fu¨r diesen Zweck ausreichend
groß sind.
2. Besteht die aktuelle Lo¨sung yakt aus m Touren t1, . . . , tm, so wird grund-
sa¨tzlich jede der m Touren darauf untersucht, ob sie aufgelo¨st werden
kann. Wird eine solche Mo¨glichkeit zur Tourauflo¨sung gefunden, dann
wird diese unmittelbar ausgefu¨hrt. Anschließend die Prozedur von neu-
em gestartet.
3. Wa¨hrend des Versuchs, die Kunden einer Tour trem von y
akt auf andere
Touren zu verteilen, die Suche in der CT-Nachbarschaft modifiziert:
(a) Alle Bo¨gen, die Kundenknoten aus anderen Touren in die Tour
trem einfu¨gen wu¨rden, werden verboten, d.h. aus dem Transfer-
graphen eliminiert.
(b) Nachbarschaftsschritte, die eine Verku¨rzung der Tour trem bewir-
ken, werden proportional zur Zahl der entfernten Knoten belohnt.
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Fu¨r die Instanzen von Solomon werden die Kosten eines solchen
Nachbarschaftsschritts fu¨r jeden Kunden, der aus trem entfernt
wurde, um 100 reduziert.
Die Suche nach Tourauflo¨sungen mit Hilfe einer CT-Nachbarschaft kann
selbst als eine spezielle Nachbarschaftssuche aufgefaßt werden. Wir setzen
fu¨r die Suche die CT-Nachbarschaft ESD ein und bezeichnen die entstehende
”
Tourauflo¨sungs-Nachbarschaft“ mit ESDrem. Wir integrieren die Nachbar-
schaft ESDrem in eine VND, wie sie den Rechnungen im Abschnitt 6.4.3
zugrundeliegt.23
Ausgehend von der Lo¨sung der I1-Heuristik wurde die VND auf alle 39
Instanzen der Problemklassen R1, R2, RC1 und RC2 angewendet. Um den
Einfluß der einzelnen Nachbarschaften besser deutlich zu machen, wurde die
VND schrittweise erweitert. Die Tabelle 6.15 faßt die Ergebnisse zusammen.
besta I1b 4-optc 4-opt+CTd 4opt+CT+ESDrem
e
R1 148 162 159 154 153
RC1 92 108 106 100 100
R2 30 36 36 34 34
RC2 26 31 31 29 29
Alle 291 338 332 317 316
a beste bekannte Lo¨sungen24, die aus insgesamt 15 verschiedenen Vero¨ffentlichungen
zusammengestellt wurden
b Lo¨sungen der I1-Heursitik
c wie bei b mit anschließender 4-opt-Suche auf der Giant-Route
d wie bei c und zusa¨tzlich Suche in den CT-Nachbarschaften ESH und ESD
e wie bei d und zusa¨tzlich Tourauflo¨sung mit ESDrem
Tabelle 6.15: Anzahl der Touren beim VRPTW
Die mit der I1-Heuristik berechneten Lo¨sungen besitzen 47 Touren mehr
als notwendig. Weil den einzelnen Touren von Beginn an hohe Fixkosten
zugerechnet werden, findet die bereits die 4-opt-Suche auf der Giant-Route
einige Tourauflo¨sungen. Danach werden mit insgesamt 332 Touren noch im-
mer 41 Touren mehr beno¨tigt, als bei den besten bekannten Lo¨sungen. Durch
23Als Cyclic-Transfer-Nachbarschaften werden ESH und ESD eingesetzt. Die VND um-
faßt also insgesamt die Nachbarschaften: 2-opt-, 3-opt- und 4-opt-Nachbarschaft fu¨r die
einzelnen Touren, 2-opt-, 3-opt- und 4-opt-Nachbarschaft fu¨r die Giant-Route, ESH, ESD
und die Nachbarschaft ESDrem.
24url: www.top.sintef.no/vrp/bknown.html, am 5.12.2002
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die zusa¨tzliche Untersuchung der CT-Nachbarschaften ESH und ESD werden
weitere 15 Touren aufgelo¨st. Die Ergebnisse der letzten Spalte werden erhal-
ten, wenn die zuvor beschriebene Tourauflo¨sung in die VND einbezogen wird.
Durch diese sehr aufwendigen Rechnungen kann insgesamt nur eine weitere
Tour aufgelo¨st werden.
Dieses Ergebnis ist gemessen am zusa¨tzlichen Aufwand und am mo¨glichen
Verbesserungspotential unbefriedigend. Folgende Ursachen ko¨nnen dafu¨r in
Betracht gezogen werden:
1. Bei dem Versuch, Touren aufzulo¨sen, wird lediglich das Umverteilen ein-
zelner Kundenknoten aus der Tour trem belohnt. Es wird nicht darauf
geachtet, daß die u¨brigen Touren
”
eng gepackt“ werden mu¨ssen, damit
noch viele weitere Kunden darin eingebaut werden ko¨nnen. Gegebe-
nenfalls ist es besser eine gea¨nderte Zielfunktion zu verwenden, z.B. die
Minimierung der Gesamtfahrzeit anstelle der Minimierung der Gesamt-
strecke. Dies wu¨rde dazu fu¨hren, daß Kunden
”
zeitlich eng gepackt“
werden und so gro¨ßere zeitliche Freira¨ume erhalten bleiben. Dann pas-
sen ggf. noch weitere Kunden in die Tour.
2. Die vorgeschlagene Methode zur Auflo¨sung der Touren ist verha¨ltnis-
ma¨ßig aufwendig. Deshalb kann sie nur selten aufgerufen werden, um
die Rechenzeit nicht inakzeptabel anwachsen zu lassen. Cordone und
Wolfler Calvo [CW01], die mit einem wesentlich einfacheren Verfah-
ren bessere Lo¨sungen finden konnten, versuchen so ha¨ufig wie mo¨glich,
Touren aufzulo¨sen. Um den Aufwand zu reduzieren, wa¨re es denkbar,
zuna¨chst mit einer wesentlich einfacheren Heuristik zu beginnen, um
mo¨glichst viele Kunden aus der Tour trem zu eliminieren. Erst wenn
diese Heuristik nicht mehr weiterkommt und noch Kunden in trem ver-
blieben sind, werden CT-Nachbarschaften betrachtet.
Da der Fokus dieser Arbeit nicht auf die Entwicklung einer speziellen
Methode zur Reduktion der Tourenanzahl gelegt werden soll, wurde von ei-
ner umfassenden Analyse der Ursachen im Rahmen dieser Arbeit abgesehen.
Aufgrund dessen wurde auch auf die Untersuchung des Ansatzes zur Tou-
rauflo¨sung in einem Schritt verzichtet.
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6.5 Eine einfache Diversifikation mit
Kick-Schritten
Bisher wurden ausschließlich Verfahren auf der Basis einer reinen Lokalen
Suche betrachtet, d.h. es werden grundsa¨tzlich keine Nachbarschaftsschritte
ausgefu¨hrt, die nicht verbessernd sind. Mit der Einbindung der vorgeschlage-
nen Heuristiken in eine Meta-Heursitik bestehen zusa¨tzliche Potentiale, die
Qualita¨t der gefundenen Lo¨sungen zu erho¨hen. Es soll im folgenden gezeigt
werden, daß es bereits mit einfachen Meta-Strategien mo¨glich ist, heuristische
Verfahren zu konstruieren, deren Lo¨sungsqualita¨t mit den besten bekannten
Meta-Heuristiken verglichen werden kann.
Wir beschreiben zuna¨chst, wie eine Diversifikation der Suche mit Kick-
Schritten erreicht werden kann und wie geeignete Kick-Schritte bestimmt
werden. Anschließend wird gezeigt, daß es mit diesem Ansatz mo¨glich ist, die
Qualita¨t der gefundenen Lo¨sungen fu¨r TSPTW, VRP und VRPTW weiter
zu verbessern.
6.5.1 Diversifikation mit Kicks
Wir verwenden als Meta-Strategie eine Diversifikation der Suche anhand von
großen Schritten (Kick-Schritten), die nicht verbessernd sein mu¨ssen und
immer dann ausgefu¨hrt werden, wenn die Lokale Suche in einem lokalen Op-
timum terminiert. Durch einen solchen Kick-Schritt soll die aktuelle Region
des Lo¨sungsraums verlassen und die Suche in einer neuen Region fortgesetzt
werden. Die Suche mit Hilfe von Kick-Schritten kann in einem einfachen Al-
gorithmus zusammengefaßt werden:
Algorithmus 6.2. Lokale Suche mit Kick-Schritten
Gegeben: N Nachbarschaft fu¨r die Lokale Suche und
Nkick Nachbarschaft fu¨r die Kick-Schritte
1. Bestimme mit einer Ero¨ffnungsheuristik eine Startlo¨sung y′.
2. Setze die beste Lo¨sung ybest := y′.
3. (Schleife) Solange eine Abbruchbedingung nicht erfu¨llt ist, wiederhole:
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3.1 Bestimme ausgehend von y′ mit einer Lokalen Suche mit N eine lokal
optimale Lo¨sung y′′.
3.2 Falls y′′ besser ist als ybest, setze ybest := y′′.
3.3 Wa¨hle zufa¨llig einen Nachbarschaftsschritt mkick ∈ Nkick mit
mkick(ybest) ∈ Y und setze y′ = mkick(ybest).
Damit die Diversifikation gut funktioniert, sollte jeder Kick-Schritt eine
neue zula¨ssige Lo¨sung y′ erzeugen, die im Idealfall alle folgenden Eigenschaf-
ten aufweist:
Aufwand: Die Bestimmung des Kick-Schritts verursacht nur geringen Auf-
wand.
Qualita¨t: Die durch den Kick-Schritt erzeugte neue Lo¨sung y′ ist besser als
die Lo¨sung eines schnellen Ero¨ffnungsverfahrens.
Unterschiedlichkeit:
1. Die Lo¨sung y′ liegt in einem Teil des Lo¨sungsraums, der noch nicht
oder verha¨ltnisma¨ßig wenig untersucht wurde. Insbesondere wurde
die Lo¨sung y′ bislang noch nicht untersucht.
2. Die Lokale Suche in N fu¨hrt ausgehend von y′ zu einem neuen
lokalen Optimum y′′ 6= ybest.
Insbesondere die Gewa¨hrleistung der Unterschiedlichkeit im Sinne der
letzten Forderungen wu¨rde einen sehr hohen Aufwand fu¨r die Bestimmung
eines Kick-Schritts nach sich ziehen und steht damit im Widerspruch zu der
ersten Forderung. Da die gewu¨nschten Eigenschaften also nicht garantiert
werden ko¨nnen, versuchen wir stattdessen, Kick-Schritte zu erzeugen, fu¨r die
diese Eigenschaften ha¨ufig zutreffen. Im Ergebnis zahlreicher unterschiedli-
cher Experimente wurde dafu¨r folgende Vorgehensweise entwickelt.
Wir dekomponieren das Problem, einen guten Kick-Schritt zu bestimmen,
indem die Kick-Schritte aus mehreren Teilschritten zusammengesetzt werden,
die kleinen k-opt-Nachbarschaften entnommen werden. Innerhalb eines Kick-
Schritts P = (p1, . . . , pm) darf jeder Bogen ho¨chstens einmal gea¨ndert werden,
d.h. die Teilschritte p1, . . . , pm mu¨ssen paarweise unterschiedliche Bo¨gen der
aktuellen Lo¨sung vera¨ndern. Wir wa¨hlen die Teilschritte aus k-opt-Nachbar-
schaften mit 3 ≤ k ≤ 5 aus und setzen einen Kick-Schritt abha¨ngig von der
Problemklasse aus 3 bis 10 Teilschritten zusammen. Ein Kick-Schritt P ist
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demzufolge fast immer25 ein Element einer echten k-opt-Nachbarschaft mit
k ≥ 3 ·m.
Die Teilschritte p1, . . . , pm werden nacheinander bestimmt. Jeder Teil-
schritt pi ist ein optimaler Schritt aus einer zufa¨llig gewa¨hlten, stark redu-
zierten k-opt-Nachbarschaft. Diese reduzierten k-opt-Nachbarschaften wer-
den dadurch gebildet, daß
• nur ein k-opt-Typ beru¨cksichtigt wird, der zufa¨llig ausgewa¨hlt wird,
• Bo¨gen in der Nachbarschaft verboten werden, die bereits in einem an-
deren Teilschritt gea¨ndert wurden und
• zufa¨llig bestimmte, enge Intervalle fu¨r die Segmentla¨ngen der einzelnen
Segmente vorgegeben werden.
Sind die Segmentla¨ngen der k-opt-Schritte fu¨r die Lokale Suche beschra¨nkt
worden, so werden die Intervalle fu¨r die Segmentla¨ngen eines Teilschrittes pi
fu¨r den Kick-Schritt P so gewa¨hlt, daß ein einzelner k-opt-Schritt innerhalb
der Lokalen Suche nicht ausreicht, um den Teilschritt pi ru¨ckga¨ngig zu ma-
chen. Kann in einer der gebildeten Nachbarschaften kein zula¨ssiger Teilschritt
gefunden werden, so wird eine neue Nachbarschaft bestimmt und darin ge-
sucht.
Durch die separate Bestimmung der Teilschritte ko¨nnen diese aus einer
kleinen Nachbarschaft optimal ausgewa¨hlt werden, ohne den Rechenaufwand
sehr groß werden zu lassen. Damit ko¨nnen vollkommen zufa¨llig gewa¨hlte und
ggf. extrem schlechte Lo¨sungen vermieden werden. Die Auswahl aus einer
kleinen Nachbarschaft erleichtert i.d.R. auch das Auffinden zula¨ssiger Lo¨sun-
gen, weil nur wenige Bo¨gen gleichzeitig vera¨ndert werden.
6.5.2 Kick-Schritte fu¨r das TSPTW
Im Unterschied zu den bisherigen analytischen Betrachtungen geht es jetzt
darum, hochqualitative Lo¨sungen in mo¨glichst kurzer Zeit zu bestimmen.
Dafu¨r werden die Ergebnisse der bereits durchgefu¨hrten Untersuchungen fu¨r
die Gestaltung einer effizienten Lokalen Suche exemplarisch umgesetzt.
Wir verwenden fu¨r die Lo¨sung reduzierte k-opt-Nachbarschaften und di-
versifizieren die Suche mit mehreren Kick-Schritten. Die Versuchsanordnung
wird durch folgende Festlegungen beschrieben:
25Die Aussage trifft lediglich fu¨r einige Sonderfa¨lle nicht zu, bei denen in verschiedenen
Teilschritten direkt benachbarte Bo¨gen getauscht werden.
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Startlo¨sung: Als Ero¨ffnungsverfahren wird die I1-Heuristik von Solomon
verwendet.
k-opt-Nachbarschaften: Wir beru¨cksichtigen k-opt-Nachbarschaften bis
k = 4 mit folgenden Parametern:
max. Anzahl max. Anzahl langer max. La¨nge der
k invertierter Segmente Segmente(k`) kurzen Segmente (`s)
2 1 – –
3 2 1 10
4 2 1 5
Kick-Schritte: In zwei Versuchen werden einmal insgesamt 10 und einmal
20 Kick-Schritte durchgefu¨hrt. Diese werden jeweils aus 8 Teilschrit-
ten zusammengesetzt. Die reduzierten Nachbarschaften, aus denen die
Teilschritte bestimmt werden, sind zufa¨llig gewa¨hlte k-opt-Typen mit
3 ≤ k ≤ 5. Die Segmentla¨ngen der inneren Segmente werden nur in ei-
nem Intervall der La¨nge 5 variiert, das fu¨r jedes Segment einzeln zufa¨llig
bestimmt wird.
Wurde nach einem Kick-Schritt eine neue beste Lo¨sung gefunden, wird
die Anzahl der Kick-Schritte mindestens auf die Ha¨lfte der urspru¨ngli-
chen Anzahl von Kicks (d.h. 10 bzw. 5) erho¨ht.
Die Ergebnisse dieser Rechnung sind in Tabelle 6.16 zusammengefaßt und
werden mit den Ergebnissen von Balas und Simonetti verglichen. Balas und
Simonetti ko¨nnen fu¨r viele ihrer Lo¨sungen die Optimalita¨t beweisen.26 Bei
den u¨brigen Instanzen sind ihre Lo¨sungen (mit einer Ausnahme) ho¨chstens
2,5% vom Optimum entfernt.
Wie die Ergebnisse in Tabelle 6.16 belegen, ko¨nnen die hervorragenden
Ergebnisse von Balas und Simonetti bei den kleineren Instanzen ebenfalls
erreicht werden. Auch bei den u¨brigen Problem-Instanzen sind die Abwei-
chungen gering. In den Spalten ∆z ist jeweils die relative Abweichung zur
besten von Balas und Simonetti bestimmten Lo¨sung angegeben. Diese Ab-
weichung betra¨gt bei 10 Kick-Schritten im Mittel 0,7 Prozent, bei 20 Kick-
Schritten sinkt sie im Mittel auf 0,4 Prozent. Fu¨r die Instanz rgb50a konnte
bereits nach einem Kick-Schritt eine Lo¨sung gefunden werden, die mehr als
zwei Prozent besser als die beste Lo¨sung von Balas und Simonetti ist.
26vgl. Tabelle 6.2 auf Seite 173
27vgl. [BS01, S. 20]
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Problem- Balas und Simonetti kopt+10 Kicks kopt+20 Kicks
Instanz za CPUa zb CPUb z CPUc ∆z z CPUc ∆z
rbg50a 441 107 431 1123 422 44 -2,1% 422 84 -2,1%
rbg55a 814 26 814 19 0,0% 814 41 0,0%
rbg67a 1048 29 1048 34 0,0% 1048 65 0,0%
rbg88a 1153 22 1153 82 0,0% 1153 113 0,0%
rbg92a 1093 48 1103 61 0,9% 1098 148 0,5%
rbg125a 1409 32 1412 92 0,2% 1412 195 0,2%
rbg132 1360 61 1370 99 0,7% 1370 209 0,7%
rbg132.2 1085 138 1083 1135 1085 168 0,2% 1085 226 0,2%
rbg152 1783 38 1788 140 0,3% 1786 261 0,2%
rbg152.2 1628 216 1662 135 2,1% 1655 267 1,7%
rbg152.3 1556 316 1542 2765 1549 167 0,5% 1542 322 0,0%
rbg172a 1799 111 1826 183 1,5% 1815 355 0,9%
rbg193.2 2018 408 2059 168 2,0% 2059 357 2,0%
rbg201a 2189 127 2214 237 1,1% 2214 463 1,1%
rbg233.2 2190 447 2254 260 2,9% 2205 519 0,7%
Alle 21566 2126 21759 1889 0,7% 21678 3625 0,4%
a,b Die Rechnungen von Balas und Simonetti wurden auf einer Sun Ultra I Workstati-
on mit verschiedenen Einstellungen durchgefu¨hrt, deren Rechenzeiten sich deutlich
unterscheiden. Die Spalte a bezieht sich auf eine Standardeinstellung des Verfah-
rens.27 In Spalte b sind bessere Lo¨sungen zusammengefaßt, die mit anderen Ein-
stellungen und erheblich ho¨heren Rechenzeiten bestimmt wurden.
c Rechenzeiten auf einem AMD Athlon Prozessor (1400MHz).
Tabelle 6.16: Vergleich der k-opt-Suche mit Kick-Schritten mit den Ergeb-
nissen von Balas und Simonetti
Die Rechenzeiten auf verschiedenen Rechnerarchitekturen sind nur schwer
miteinander vergleichbar. Der von Balas und Simonetti verwendete Computer
ist jedoch etwa um den Faktor zehn langsamer, wenn man den Performance-
Test von Dongarra [Don02] zugrundelegt. Die Rechenzeit fu¨r die Kombination
von k-opt-Suche und Kick-Schritten ist sehr stark von der Zahl der durchge-
fu¨hrten Kick-Schritte abha¨ngig. Bei den kleineren Probleminstanzen wurde
die optimale Lo¨sung oft bereits ohne bzw. mit wenigen Kick-Schritten er-
reicht. Beru¨cksichtigt man nur die Zeit bis zum Auffinden der besten Lo¨sung,
so ist der Rechenaufwand dafu¨r bei beiden Lo¨sungsansa¨tzen etwa gleich.
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6.5.3 Kick-Schritte fu¨r VRP und VRPTW
Analog zum TSPTW pru¨fen wir nun, welche Auswirkungen Kick-Schritte
beim VRP bzw. beim VRPTW haben. Dazu wiederholen wir die Rechnun-
gen aus den Abschnitten 6.4.2 und 6.4.3 bei denen wir die Kombination
der k-opt-Suche mit verschiedenen CT-Nachbarschaften untersucht haben.
Diesmal fu¨hren wir zusa¨tzlich immer dann einen Kick-Schritt durch, wenn
die VND aus k-opt-Nachbarschaften und CT-Nachbarschaften terminiert. Es
werden insgesamt zehn Kick-Schritte ausgefu¨hrt, die diesmal aus je drei Teil-
schritten zusammengesetzt werden. Die Teilschritte werden aus denselben
reduzierten k-opt-Nachbarschaften mit 3 ≤ k ≤ 5 ausgewa¨hlt, wie sie bereits
fu¨r das TSPTW beschrieben wurden.
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Abbildung 6.3: Ergebnisse beim Einsatz von Cyclic-Transfer-Nachbarschaf-
ten und zehn Kick-Schritten beim VRP
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Abbildung 6.4: Ergebnisse beim Einsatz von Cyclic-Transfer-Nachbarschaf-
ten und zehn Kick-Schritten beim VRPTW
Die Abbildungen 6.3 und 6.4 zeigen die Ergebnisse dieser Rechnungen.
Ein Vergleich mit Abb. 6.1 auf Seite 198 macht deutlich, daß die gefundenen
Lo¨sungen beim VRP durch die Diversifikation mit Hilfe der Kick-Schritte
erheblich verbessert werden konnten. Die mittlere Abweichung von den besten
bekannten Lo¨sungen reduziert sich bei der Kombination der CT-Nachbar-
schaften mit einzelnen Touren (helle Balken) von etwa zehn Prozent ohne
Kick-Schritte bei fast allen betrachteten CT-Nachbarschaften auf weniger als
drei Prozent. Der Rechenaufwand erho¨ht sich allerdings durch die insgesamt
zehn Kick-Schritte auch etwa um den Faktor zehn.
Bei der Kombination von CT-Nachbarschaften mit der k-opt-Suche auf
der Giant-Route (dunkle Balken) konnten auch ohne Kick-Schritte Lo¨sungen
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gefunden werden, die (abha¨ngig von den verwendeten CT-Nachbarschaften)
im Mittel nur etwa drei bis vier Prozent von den besten bekannten Lo¨sungen
abweichen. Auch diese Ergebnisse ko¨nnen durch zusa¨tzliche Kick-Schritte
noch einmal verbessert werden, so daß die mittleren Abweichungen meistens
um etwa die Ha¨lfte reduziert werden. Der Aufwand wa¨chst mit den zehn
Kick-Schritten etwa mit Faktor fu¨nf bis sechs.
Beim Einsatz von Kick-Schritten fu¨r die Lo¨sung der VRPTW-Instanzen
von Solomon sind die zu beobachtenden Effekte a¨hnlich (siehe die Abbildun-
gen 6.2 auf Seite 202 und 6.4 auf der vorherigen Seite). Bei der Kombination
der CT-Nachbarschaften mit der k-opt-Suche auf einzelnen Touren reduziert
sich die Gesamtstrecke von 87 bis 90 Prozent der Strecke der Ausgangslo¨sung
auf etwa 82 Prozent. Werden CT-Nachbarschaften und die k-opt-Suche auf
der Giant-Route miteinander verbunden, kann die mittlere Gesamtstrecke der
Lo¨sungen durch die Kick-Schritte um etwa ein Prozent verbessert werden.
Der Aufwand bei der Kombination der CT-Nachbarschaften mit der k-opt-
Suche auf einzelnen Touren ist diesmal fast immer ho¨her als bei der Kombi-
nation mit der k-opt-Suche auf der Giant-Route. Dies wird plausibel, wenn
man beru¨cksichtigt, daß nach einem Kick-Schritt kaum Verbesserungen durch
k-opt-Schritte auf einzelnen erzielt werden. Lo¨sungen hoher Qualita¨t werden
deshalb durch eine la¨ngere Folge von CT-Schritten erhalten. Dabei muß der
relativ hohe Aufwand zum Aufbau und Absuchen der CT-Nachbarschaft re-
lativ ha¨ufig.
I Durch eine Diversifikation der Suche mit Hilfe einer Meta-Strategie
ko¨nnen die Ergebnisse, die mit der k-opt-Suche, bzw. mit einer Suche in
k-opt- und Cyclic-Transfer-Nachbarschaften bestimmt werden, bei allen un-
tersuchten Problemklassen verbessert werden. Auch die Suche in mehreren
sehr großen Nachbarschaften enthebt demzufolge nicht von der Notwendig-
keit, eine zusa¨tzliche Diversifikation der Suche vorzunehmen, um sehr gute
Lo¨sungen erhalten zu ko¨nnen.
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Zusammenfassung
Die Entwicklung leistungsfa¨higer Heuristiken fu¨r Vehicle Routing und Sche-
duling Probleme ist seit mehreren Jahrzehnten Gegenstand intensiver welt-
weiter Forschung. Die meisten entwickelten Algorithmen ko¨nnen jedoch nur
auf Instanzen eines bestimmten Problems angewendet werden, dessen spezi-
fische Eigenschaften fu¨r die effiziente Suche nach guten Lo¨sungen ausgenutzt
werden.
Fu¨r praktische Anwendungen stellt die fehlende Robustheit dieser Heu-
ristiken gegenu¨ber A¨nderungen der Modellstruktur ein ernsthaftes Problem
dar. Es kommt ha¨ufig vor, daß erst wa¨hrend der ersten praktischen Tests oder
sogar noch spa¨ter neue Restriktionen
”
entdeckt“ oder durch gea¨nderte Rah-
menbedingungen tatsa¨chlich erst spa¨ter relevant werden. Muß infolgedessen
eine andere Heuristik eingesetzt werden, so ist damit ggf. ein Redesign der
verwendeten Software verbunden und hohe Folgekosten sind unvermeidbar.
Der Beitrag dieser Dissertation liegt in der Entwicklung effizienter Verbes-
serungsheuristiken auf der Basis eines allgemeinen Ressourcenmodells. Durch
Beschra¨nkungen von Ressourcen ko¨nnen mit diesem Modell sehr unterschied-
liche Restriktionen, wie Beschra¨nkungen der Tourdauer, der Tourla¨nge, der
Anzahl der Kunden einer Tour, Zeitfenster, Reihenfolgeabha¨ngigkeiten oder
Inkompatibilita¨ten von Auftra¨gen usw., formuliert werden. Heuristiken, die
auf diesem allgemeinen Modell basieren, lo¨sen einen großen Teil aller Vehicle
Routing und Scheduling Probleme.
Mit den k-opt- und den Cyclic-Transfer-Nachbarschaften werden zwei in
der Literatur bekannte Klassen von Austausch-Nachbarschaften aufgegriffen.
Die vorliegende Arbeit zeigt, daß diese Nachbarschaften unter Beru¨cksichti-
gung der Ressourcenbeschra¨nkungen effizient abgesucht werden ko¨nnen. Die
Einbindung der Nachbarschaften in eine Meta-Heuristik ist die zugrundelie-
gende Intention der Untersuchungen, steht aber nicht selbst im Zentrum der
Betrachtungen.
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U¨ber die eigentliche Entwicklung der Verbesserungsverfahren hinaus, be-
steht ein wichtiger Beitrag der Arbeit in der Verallgemeinerung, Weiterent-
wicklung und der teilweise erstmalig vorgenommenen formalen Beschreibung
grundlegender Konzepte dieser Nachbarschaften. Erst die Einfu¨hrung geeig-
neter Begriffe und Definitionen macht es mo¨glich, bereits bekannte Zusam-
menha¨nge einfacher darzustellen und neue Erkenntnisse abzuleiten. Die vor-
genommenen Generalisierungen bekannter Methoden decken zahlreiche Al-
ternativen bei deren konkreter Ausgestaltung auf. Die Wirksamkeit einiger
daraus abgeleiteter Vorschla¨ge wird durch ausfu¨hrliche Vergleichsrechnungen
mit Benchmark-Probleminstanzen nachgewiesen.
Methodisch baut die Arbeit dem Artikel [Sav85] von Savelsbergh auf. Da-
rin wird u.a. beschrieben, wie Zeitfensterrestriktionen bei der Suche in 2-opt-
und 3-opt-Nachbarschaften mit Hilfe einer Lexikographischen Suche effizient
u¨berpru¨ft werden ko¨nnen. Die Ideen von Savelsbergh werden in dieser Ar-
beit erweitert und auf abstrakte beschra¨nkte Ressourcen und beliebige k-opt-
Schritte u¨bertragen. Darauf aufbauend kann die effiziente U¨berpru¨fung un-
terschiedlicher Restriktionen nach einem allgemeinen Schema durchgefu¨hrt
werden. Dabei ko¨nnen auch mehrere, teilweise voneinander abha¨ngige Re-
striktionen beru¨cksichtigt werden.
k-opt-Nachbarschaften k-opt-Schritte werden in der Literatur fast aus-
schließlich durch die Angabe der zu lo¨schenden und neu einzufu¨genden Kan-
ten bzw. Bo¨gen beschrieben. Die in dieser Arbeit gegebene Definition eines
k-opt-Schritts orientiert sich, anders als sonst u¨blich, an der Betrachtung
von Tour-Segmenten und verwendet vier verschiedene Operatoren, die diese
Tour-Segmente modifizieren. Diese neuartige, sta¨rker strukturierte Darstel-
lung fu¨hrt zu einer anderen Sicht auf k-opt-Schritte. Sie impliziert die Klas-
sifizierung unterschiedlicher k-opt-Schritte und fu¨hrt so zur Definition der
”
k-opt-Typen“. Mit Hilfe der in dieser Arbeit entwickelten
”
abc-Notation“
ko¨nnen k-opt-Typen kompakt und anschaulich dargestellt werden.
Ebenfalls neu ist die Ausdehnung der k-opt-Nachbarschaften auf mehre-
re Touren beim m-TSPR anhand einer Giant-Route-Darstellung. Sie erlaubt
die konsistente Beschreibung und die effiziente Suche nach k-opt-Schritten
u¨ber die Tourgrenzen hinweg. Eine Verallgemeinerung des Verkettungsope-
rators, der fu¨r die Beschreibung der k-opt-Schritte eingefu¨hrt wurde, macht
es daru¨ber hinaus mo¨glich, beliebige k-opt∗-Schritte analog darzustellen und
k-opt∗-Nachbarschaften ebenso effizient zu durchsuchen.
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Die Komplexita¨t der Suche in einer k-opt-Nachbarschaft bleibt durch die
eingesetzten Techniken im worst case auf O(nk) beschra¨nkt. Das Absuchen
vollsta¨ndiger k-opt-Nachbarschaften impliziert fu¨r k > 3 dennoch einen in der
Regel inakzeptabel großen Aufwand. Zwar kann dieser durch den Einsatz von
Kostenabscha¨tzungen um bis zu 50 Prozent gesenkt werden, was aber letzt-
lich wegen des mit der Gro¨ße des Problems schnell wachsenden Aufwands
kaum eine Rolle spielt. Eine Alternative wird in einer gezielten Reduktion
der k-opt-Nachbarschaften gesehen. Sie soll dazu dienen, Teile der Nachbar-
schaften von der Suche auszuschließen, die nur selten verbessernde Lo¨sungen
enthalten. Die Gro¨ße der untersuchten Nachbarschaften kann dadurch nach-
haltig verringert werden, ohne wesentlich schlechtere Lo¨sungen zu erhalten.
Mit der teilweisen Beschra¨nkungen von Segmentla¨ngen und der Eingrenzung
auf Bo¨gen zu den ` na¨chsten Nachbarn eines Kundenknotens konnten er-
folgreiche Ansa¨tze identifiziert werden, um eine solche Reduktion der k-opt-
Nachbarschaften zu erreichen.
Cyclic-Transfer-Nachbarschaften Die CT-Nachbarschaften bilden eine
große Klasse knotenorientierter Austausch-Nachbarschaften. Der Begriff der
Cyclic Transfers geht auf den Artikel [TP93] von Thompson und Psaraftis aus
dem Jahr 1993 zuru¨ck. In dieser Arbeit wird das Konzept der Cyclic Trans-
fers aufgegriffen und auf beliebige, zwischen verschiedenen Touren zyklisch
zu tauschende Knotenmengen erweitert. Fu¨r solche Cyclic-Transfer-Schritte
wird eine formale generische Beschreibung entwickelt, deren wichtigster Be-
standteil einzelne Austauschoperationen (Transfers) sind, aus denen Cyclic-
Transfer-Schritte zusammengesetzt werden. Auf der Basis dieser Darstellung
ist es mo¨glich, einzelne Transfers mit den Bo¨gen eines Transfergraphen zu
identifizieren, der die gesamte Cyclic-Transfer-Nachbarschaft einer gegebe-
nen Lo¨sung repra¨sentieren kann. Diese Idee wurde von Ahuja et. al. [AOS01],
die dasselbe Vorgehen zur Lo¨sung des Capacitated Minimum Spanning Tree
Problem verwenden, u¨bernommen und fu¨r VRSP adaptiert. Die Suche nach
einem verbessernden Cyclic-Transfer-Schritt kann auf die Suche nach einem
Kreis negativer La¨nge im Transfergraphen zuru¨ckgefu¨hrt werden, wobei zu-
sa¨tzliche Restriktionen zu beru¨cksichtigen sind.
Durch die implizite Repra¨sentation der Cyclic-Transfer-Schritte und die
Suche nach verbessernden Schritten auf der Basis der Dynamischen Pro-
grammierung ist es mo¨glich, sehr große Nachbarschaften zu untersuchen. Bei
der U¨berpru¨fung von Ressourcenbeschra¨nkungen ko¨nnen die bereits fu¨r die
217
Zusammenfassung
k-opt-Nachbarschaften eingefu¨hrten Konzepte erneut verwendet wenden. Der
Ansatz ist fu¨r VRSP mit beschra¨nkten Ressourcen besonders attraktiv, weil
die Einhaltung der Restriktionen nur bei beim Aufbau des Transfergraphen
u¨berpru¨ft werden muß. Bei der anschließenden Suche nach verbessernden
Nachbarschaftsschritten im Transfergraphen spielen die Ressourcenbeschra¨n-
kungen keine Rolle mehr.
Rechenergebnisse Die beschriebenen Konzepte wurden zur Lo¨sung von
Benchmark-Probleminstanzen zum TSPTW, VRP und VRPTW eingesetzt.
Anhand zahlreicher Vergleichsrechnungen wurden eine Reihe grundlegender
Fragestellungen untersucht. Damit konnte u.a. gezeigt werden, daß die Ver-
wendung von k-opt-Nachbarschaften mit k > 3 oft zu einer deutlichen Ver-
besserung der gefundenen Lo¨sungen beitragen kann. Solche Nachbarschaften
wurden bislang kaum untersucht, weil die Gro¨ße der Nachbarschaften expo-
nentiell mit k wa¨chst. Durch geeignete Einschra¨nkungen der Nachbarschaften
kann der fu¨r das Absuchen erforderliche Aufwand sehr stark verringert wer-
den, ohne die Lo¨sungsqualita¨t zu beeintra¨chtigen. Entsprechend reduzierte
k-opt-Nachbarschaften mit k = 4 bzw. k = 5 ko¨nnen ha¨ufig gewinnbringend
eingesetzt werden. So konnten allein beim U¨bergang von der 3-opt- zur 4-opt-
Nachbarschaft bei den untersuchten VRP-Instanzen im Mittel Verbesserun-
gen von mehr als vier Prozent und bei den TSPTW- bzw. VRPTW-Instanzen
von gut einem Prozent beobachtet werden.
Mit den k-opt-Nachbarschaften auf der Giant-Route und den CT-Nach-
barschaften ko¨nnen beim m-TSPR zwei sehr unterschiedliche Nachbarschafts-
typen miteinander kombiniert werden, die sich gegenseitig sehr gut erga¨nzen.
Dadurch ko¨nnen beim VRP und beim VRPTW fu¨r die untersuchten In-
stanzen im Mittel um sechs bis sieben Prozent bessere Lo¨sungen gefunden
werden. Die Leistungsfa¨higkeit solcher hybriden Heuristiken kann durch die
Einbindung in eine Meta-Heuristik, die eine gezielte Diversifikation der Su-
che herbeifu¨hrt, weiter erho¨ht werden. So verbesserten sich die gefundenen
Lo¨sungen durch geeignete Kick-Schritte um weitere ein bis zwei Prozent.
Viele moderne Meta-Heuristiken, wie Tabu-Serach, Variable Neighborhood
Search, Iterated Local Search, Guided Local Search usw., realisieren die
Steuerung einer untergeordneten Lokalen Suche in einer oder mehreren Nach-
barschaften. In der vorliegenden Arbeit wird der Fokus bewußt auf die Ge-
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staltung einer solchen Lokalen Suche gelegt, die als Kernelement dieser Meta-
Heuristiken angesehen werden kann. Mit den entwickelten Modellen und Me-
thoden ist es erstmalig mo¨glich, zwei große, sehr unterschiedliche Klassen
von Nachbarschaften auf der Basis eines allgemeinen Ressourcenmodells effi-
zient zu durchsuchen. Deren Einbindung in dafu¨r geeignete Meta-Heuristiken,
bleibt als eine erfolgversprechende Aufgabe ku¨nftigen Arbeiten vorbehalten.
Mit den bereits erreichten Ergebnissen der reinen Lokalen Suche, die einige
Meta-Heuristiken u¨bertreffen ko¨nnen, ist dafu¨r eine hervorragende Ausgangs-
situation geschaffen.
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Anhang A
Herleitung der
Verbindungstheoreme
Wir geben eine Herleitung der Verbindungstheoreme von Savelsbergh (siehe
Abschnitt 3.2.1 auf Seite 93) fu¨r das TSPTW an. Diese Verbindungstheo-
reme beschreiben, wie die Werte von D, LAT und EDT fu¨r ein Segment
σ bestimmt werden ko¨nnen, welches durch die Verkettung zweier Segmente
entstanden ist. Dabei sind
Dσ – die Gesamtfahrzeit einschließlich der Servicezeiten (ohne
Wartezeiten),
LATσ – die spa¨teste Ankunftszeit am ersten Knoten des Segments und
EDTσ – die fru¨heste Abfahrtszeit am letzten Knoten des Segments.
Anschließend wird untersucht, wie sich die Berechnungen a¨ndern, wenn das
”
Warten“ vor einem Knoten nicht erlaubt sein sollte.
”
Warten“ ist erlaubt Es seien σ1 und σ2 zwei verschiedene Segmente einer
zula¨ssigen Lo¨sung y eines TSPTW, deren Werte D, LAT und EDT bereits
bekannt sind. Das Segment σ entsteht durch die Verkettung von σ1 und σ2:
σ = σ1⊕σ2. Die Knoten a1, e1 bzw. a2, e2 seien die Anfangs- und Endknoten
der Segmente σ1 bzw. σ2, und fu¨r die Fahrzeit zwischen den Segmenten gilt:
dσ1σ2 = de1a2 .
Nachfolgend wird die Bezeichnung sσ fu¨r die Verweildauer innerhalb eines
Segments σ verwendet. sσ ist also die Zeit, die fu¨r das Durchlaufen von σ
aufgewendet werden muß. Da hierbei (im Gegensatz zu Dσ) auch die Warte-
zeiten beru¨cksichtigt werden, ist sσ von der Ankunftszeit T am Beginn des
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Segments abha¨ngig:
sσ = sσ(T ) = max
[
Dσ, EDTσ − T
]
.
Der Wert von Dσ ergibt sich aus der Definition, so daß sich eine Herleitung
eru¨brigt. Beim Verbinden der Segmente σ1 und σ2 muß die Fahrtdauer fu¨r
den zusa¨tzlichen Bogen (e1, a2) beru¨cksichtigt werden:
Dσ = Dσ1 + dσ1σ2 + Dσ2
= Dσ1 + de1a2 + Dσ2
Ausgangspunkt fu¨r die Bestimmung der spa¨testen Ankunftszeit LATσ am
Segment σ ist die Feststellung, daß die Ankunft an σ1 mit der Ankunft an
σ zusammenfa¨llt. Nach dem Durchlaufen von σ1 muß das Segment σ2 aber
spa¨testens zur Zeit LATσ2 erreicht werden, damit die Zula¨ssigkeit erhalten
bleibt:
LATσ = min
[
LATσ1 , maxEATσ1≤Tσ1≤LATσ1
{
LATσ2 − dσ1σ2 − sσ1(Tσ1)
} ]
= min
[
LATσ1 , LATσ2 − dσ1σ2
−max
[
Dσ1 , maxEATσ1≤Tσ1≤LATσ1
{EDTσ1 − sσ1(Tσ1)}
]]
= min
[
LATσ1 , LATσ2 − dσ1σ2 −max(Dσ1 , EDTσ1 − LATσ1)︸ ︷︷ ︸
sminσ1
]
sminσ1 ist die minimale Zeit, die fu¨r das Durchlaufen des Segments σ1 aufge-
wendet werden muß. Diese Zeit kann auch als die Servicezeit des Segments σ1
aufgefaßt werden. Damit das Segment σ zula¨ssig bleiben kann, muß außerdem
EDTσ1 + dσ1σ2 ≤ LATσ2 gelten. Daraus folgt schließlich:
LATσ = min
[
LATσ1 , LATσ2 − dσ1σ2 −Dσ1
]
.
Fu¨r die Bestimmung des Wertes von EDTσ kann genutzt werden, daß die
fru¨heste Abfahrt von Segment σ mit der fru¨hesten Abfahrt von Segment σ2
u¨bereinstimmen muß. Nach dem Durchlaufen von σ1 kann jedoch fru¨hestens
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zum Zeitpunkt EDTσ1 zum Segment σ2 abgefahren werden:
EDTσ = max
[
EDTσ1 + dσ1σ2 + sσ2(EDTσ1 + dσ1σ2), EDTσ2
]
= max
[
EDTσ1 + dσ1σ2
+ max[Dσ2 , EDTσ2 − (EDTσ1 + dσ1σ2)], EDTσ2
]
= max
[
EDTσ1 + max[dσ1σ2 + Dσ2 , EDTσ2 − EDTσ1)], EDTσ2
]
= max
[
EDTσ1 + dσ1σ2 + Dσ2 , EDTσ2
]
.
”
Warten“ ist nicht erlaubt Wenn das Warten vor einem Knoten nicht
erlaubt ist, fa¨llt der Unterschied zwischen sσ und Dσ weg:
sσ = Dσ.
Dies bedeutet insbesondere, daß die Verweilzeit in einem Segment auch nicht
mehr von der Ankunftszeit abha¨ngig ist. Dementsprechend ist die Differenz
zwischen Ankunfts- und Abfahrtszeit an einem Segment fix, was sich auch
auf die Zula¨ssigkeitsintervalle u¨bertra¨gt:
EATσ + Dσ = EDTσ,
LATσ + Dσ = LDTσ
Daher genu¨gt es, Dσ , LATσ und EDTσ zu kennen, um die u¨brigen Werte zu
bestimmen.
In die Bestimmung dieser drei Werte ging die tatsa¨chliche Verweilzeit sσ
im Segment σ aber ohnehin nicht ein, so daß sich daran nichts a¨ndert. Fu¨r die
Feststellung der Zula¨ssigkeit einer Verkettung ist also lediglich die Einhaltung
der beiden Restriktionen
EDTσ1 + dσ1σ2 ≤ LATσ2
und
LDTσ1 + dσ1σ2 ≥ EATσ2
LATσ1 + Dσ1 + dσ1σ2 ≥ EDTσ2 −Dσ2
LATσ1 + Dσ1 + dσ1σ2 + Dσ2︸ ︷︷ ︸
Dσ
≥ EDTσ2
LATσ1 + Dσ ≥ EDTσ2
zu u¨berpru¨fen.
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