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Introduction
Consider the linear regression model
where Y i is the response variable, X ij is the covariate or design variable and ε i is the error term. In many applications, such as studies involving microarray or mass spectrum data, the total number of covariates p n can be large or even much larger than n, but the number of important covariates is typically smaller than n. Without loss of generality, we assume that the outcome is centered and the predictors are standardized, i.e.
. . , p n , so the intercept β 0 is not included in the regression function.
Zou and Li [1] proposed the one-step sparse estimator, which is defined by minimizing T is the initial value, and p ′ λ n (·) is the derivative of penalty function. Several important penalty functions have been proposed, and include the bridge [2] with p λ n (|t|) = λ n |t| q , the least absolute shrinkage and selection operator (Lasso, [3] ) with p λ n (|t|) = λ n |t|, the smoothly clipped absolute deviation (SCAD) penalty [4] with p λ n (|t|, a) = λ|t|I(|t| < λ) + {(a [5] ) with
n /2I(|t| γ λ n ), and so on.
High-dimensional data analysis has become increasingly frequent and important in diverse fields of sciences, engineering, and humanities. Much progress has been made in the ultrahigh dimensional linear model. Meinshausen and Buhlmann [6] and Zhao and Yu [7] studied the variable selection consistency of the Lasso when the number of covariates is much larger than the sample size. Huang, Horowitz and Ma [8] studied the bridge estimator in the sparse high dimensional linear model. Huang, Ma and Zhang [9] studied the asymptotic properties of the high dimensional adaptive Lasso estimator. Fan and Lv [10] proposed sure independence screening for high-dimensional regression problems. However, all the forgoing results only are suitable for a specific penalty. There is no general frame that can be suitable for various penalties. As suggested by Zou and Li [1] , the initial valueβ in the objective function (1.1) is often chosen as the ordinary least squares estimate or maximum likelihood estimate. However, we cannot obtain these estimates in ultrahigh cases. So it is a challenge to study the theoretical properties of the one-step estimator in ultrahigh dimensionality.
Huang, Ma and Zhang [9] suggested that the marginal ordinary least squares estimates can be chosen as the initial values although they are not √ n-consistent estimator of the parameters. In this paper, we study the one-step estimator with the initial estimator being marginal ordinary least squares estimates in the ultrahigh linear model. Under certain appropriate conditions, we show that the one-step estimator is selection consistent. Finite sample performance of the proposed procedure is assessed by Monte Carlo simulation studies.
The rest of the article is organized as follows. Section 2 states the results on the model selection under the partial orthogonality and some other appropriate conditions. In Section 3, we give some simulation studies to assess the performance of the proposed method. Section 4 gives some conclusions. Technical proofs are relegated to the Appendix.
Model selection consistency
Let the true parameter be β 0 = (β 01 , . . . , β 0p n )
T . Denote A = {j : β 0j ̸ = 0, j = 1, . . . , p n }, which are the indices of nonzero coefficients in the underlying model.
Assumption 1.
There exists a constant c 0 such that the covariates with zero coefficients and those with nonzero coefficients are weakly correlated, i.e.
The estimated marginal regression coefficient is
According to Assumption 1, we have
For simplicity, we take η nj = 0 for j ̸ ∈ A. It is easy to know
It will be used in the proof of Theorem 2.1.
Consider the penalized objective function
β n = arg min{Q n (β n )} is the one-step estimator. For any vector x = (x 1 , x 2 , . . .) T , denote its sign vector by sgn(x) = (sgn(x 1 ), sgn(x 2 ), . . .)
T , with the convention sgn(0) = 0. Following Zhao and Yu [7] , we writeβ n = s β 0 if and only if sgn(β n ) = sgn(β 0 ).
The following conditions are needed for the selection consistency.
(A2) Let τ n1 be the smallest eigenvalue of Σ A . There exists a constant τ > 0 such that τ n1 > τ for all n.
(A3) (log n)
Condition (A1) is a standard assumption for variable selection in the high dimensional linear model. Here we allow nonnormal and heavy tailed error distributions. Condition (A2) assumes that the matrix Σ A is strictly positive definite. In a sparse model, the number of nonzero coefficients is small, so this condition is reasonable. Condition (A3) is assumptions about the tuning parameter, the numbers of nonzero and zero coefficients, and the smallest nonzero coefficient.
This theorem indicates that the one-step estimator can correctly identify covariates with nonzero and zero coefficients with probability tending to one in the high dimensional settings. Note that the bridge penalty belongs to the first case. We choose d = 2. Suppose the index q = 1/2 of bridge penalty, the number of nonzero coefficients
, and the smallest nonzero coefficient is larger than max{n
}. If the penalty is the SCAD function, we set λ n = n −k+c 2 for some k > c 2 > 0, then log(p n )
can be as large as o
Numerical studies
In this section, simulation studies are conducted to illustrate the finite sample performance of the one-step estimate. We focus on the case when p n > n.
Simulations
Through the simulations, we generate 500 data sets, each of which consists of n observations from the following linear model:
where β is a p n × 1 vector and ε i ∼ N(0, σ 2 ). We set σ = 1.5. The sample size in the simulations is n = 100. As similar as
Huang Ma and Zhang [9] , we consider three cases, which are exhibited in the following three examples. . The true parameter β j = 1.5 for j = 1, . . . , 15, and β j = 0 for j = 16, . . . , p n . We consider p n = 200 and p n = 400.
Example 1 (Partial Orthogonality

Example 3 (General)
. The covariate X is generated from a p n -dimensional multivariate normal distribution with zero mean and covariance between the ith and jth elements being r |i−j| with r = 0.5, 0.95. Let p n = 200. The true parameter β: β j = 2.5 for j = 1, . . . , 5, β j = 1.5 for j = 11, . . . , 15, β j = 0.5 for j = 21, . . . , 25, and the rest are zero.
In each example, we consider six methods including Lasso, adaptive Lasso (ALasso), Bridge, SCAD, MCP and Oracle. All estimates are computed by the coordinate descent algorithm [11] [12] [13] , and the marginal regression estimates are chosen as the initial estimates. Tuning parameters are selected by the V -fold cross validation with V = 5. To evaluate the performances of estimates, we give four summary statistics: the average number of selected nonzero covariates (NN), the average number of truly selected nonzero covariates (NTN), the median of L 2 loss ∥β − β∥, and the median of the prediction mean squared error (MPMSE). The simulated data consist of the training set and the testing set. LetŶ i be the fitted value based on the training data, and let Y i be the outcome of the testing data. Thus the prediction mean squared error for this data is n
where n = 100. The simulated results are given in Tables 1-3 .
It can be seen that the Lasso selects the largest model size in all methods. When the partial orthogonality condition is satisfied, the SCAD and MCP perform very similar in terms of prediction performance and model selection. When the model has the group structure, the adaptive Lasso, SCAD and MCP miss some nonzero coefficients, and the Lasso also yields a large model size. When the partial orthogonality condition is violated, all methods identify a large number of important covariates, and the bridge performs the best in L 2 loss and prediction performance.
Discussion
This paper studies the model selection for the ultrahigh dimensional linear model. The marginal regression estimates are used as the initial estimates of the one-step estimator. Under certain conditions, the model selection consistency is established. The performance of the proposed method is demonstrated by simulation studies. It is clear that the one-step estimator can be applied to the high dimensional generalized linear model with the initial values being marginal maximum likelihood estimates. We will give the results for some complex models in our future study.
where e j is the unit vector.
, by the condition (A2), we have
.
By Lemma A.1 and the condition (A3), we have Hence I n4 → 0.
