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Abstract
In this paper, we use stochastic polynomial optimization to derive high-performance operating strategies
for heating networks with uncertain or variable demand. The heat flow in district heating networks can
be regulated by varying the supply temperature, the mass flow rate, or both simultaneously, leading to
different operating strategies. The task of choosing the set-points within each strategy that minimize the
network losses for a range of demand conditions can be cast as a two-stage stochastic optimization problem
with polynomial objective and polynomial constraints. We derive a generalized moment problem (GMP)
equivalent to such a two-stage stochastic optimization problem, and describe a hierarchy of moment relax-
ations approximating the optimal solution of the GMP. Under various network design parameters, we use the
method to compute (approximately) optimal strategies when one or both of the mass flow rate and supply
temperature for a benchmark heat network. We report that the performance of an optimally-parameterized
fixed-temperature variable-mass-flow strategy can approach that of a fully variable strategy.
Keywords: District heating, Operating strategies, Two-stage stochastic optimization, Generalized moment
problem
1. Introduction
Climate change mitigation and the integration of renewable energy sources into the current energy system
have sparked interest in the active management of heating systems. Among the various heating technologies
in use today, district heating networks have drawn particular attention since they are often used in high
density urban areas with significant potential to reduce operating costs and greenhouse gas emissions.
1.1. Modelling and optimization of district heating networks
District heating networks can be modelled and operated in various ways [1], but they share some basic
characteristics. A change in heat demand can be met either by changing the difference between the supply and
return temperatures, the mass flow rate, or both, leading to different operating strategies. Older networks
are mostly controlled by varying the supply temperature and keeping the mass flow constant, whereas newer
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systems tend to have variable mass flow control [2]. Each strategy is subject to a trade-off in terms of
losses; higher supply and return temperatures lead to increased heat losses, whereas higher mass flow rates
increase the hydraulic losses in the pipes. This trade-off has been studied in different contexts. A comparison
of strategies for primary networks1 can be found in [3]. Hydraulic control strategies for the primary and
secondary network were optimized in [4]. New mass flow regulation schemes using pumps were compared to
the traditional strategy of controlling the consumer side heat flow using valves in [5]. The performance of
district heating networks with multiple sources was studied in [6].
Significant effort has also been invested in simplified models of these systems. The steady-state thermal
losses of a network can be modelled as an exponential temperature drop along a pipe segment [6, 7, 8, 9].
By replacing the exponential by its first order Taylor approximation, the authors of [7] and [9] obtain a
polynomial representation of the pipe output temperature. The hydraulic losses, namely the pressure drop
along pipes and substations, are mass flow rate dependent and can be characterised implicitly by the nonlinear
Colebrook-White equation [6]. To simplify this representation, it is often assumed that a pipe segment has
a constant coefficient of resistance [7, 9, 10], making the absolute pressure losses quadratic in the mass flow
rate. Thus, both types of network loss can be modelled using polynomial functions.
1.2. Two-stage stochastic programs
If the operating strategy keeps a control variable fixed (either temperature or mass flow rate), it is
desirable that the fixed choice leads to acceptable performance over a range of demand conditions. Here
we define this performance as the expected operational cost incurred by hydraulic and thermal losses with
respect to a probability distribution of the heat demand. The problem of determining the optimal set-point
of the fixed control variable minimizing the operating cost can be cast as a two-stage stochastic program. In
the first stage, the optimal set-point of the fixed control variable is selected. The heat supply satisfying the
consumer heat demand is optimized in the second stage by adjusting the remaining control variables.
Two-stage stochastic programs, even with linear constraints, are often intractable. A standard approach
is to approximate the program by sampling the space of the uncertain disturbances. This leads to a de-
terministic problem with a finite number of scenarios. When dealing with convex optimization models, the
scenario programs can approximate the stochastic problems with sufficient accuracy [11] and are tractable
even for a large number of scenarios [12]. There also exist reduction techniques to decrease the compu-
tational load of scenario approaches [13]. Alternatively, a scenario-free program for linear models can be
obtained by introducing decision rules [11], e.g. imposing the restriction that the recourse variables are affine
in the disturbance realization, at the cost of optimality. The authors of [14] study the trade-off between
tractability and optimality of linear decision rules in stochastic programming. The authors of [15] and [16]
extends this concept to nonlinear decision rules. For polynomial models, interior-point methods or global
1The primary network transports heat from the generators to substations located at buildings or building clusters. The heat
distribution among a cluster of buildings or inside a building is referred to as the secondary network.
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optimization techniques can be coupled with the scenario method. However, interior-point methods only
find local optima and global optimization techniques, for example based on semi-definite relaxations, are
computationally demanding, even for deterministic problems [17].
1.3. Summary of contributions
Using the polynomial representation outlined above, we cast the selection of an optimal set-point as a
polynomial two-stage stochastic program with recourse [18]. We develop an approximation of polynomial
two-stage problems based on semi-definite relaxations inspired by [19]. Using duality arguments, we derive
a Generalized Moment Problem (GMP) that is equivalent to the two-stage problem and provide a sparse
hierarchy of semidefinite programming (SDP) relaxations, which returns an estimate of the optimal set-
point and an expected cost estimate. Since the heat demand statistics are incorporated via moments and
not scenarios, the SDP relaxations have almost the same computational complexity as the Lasserre hierarchy
for standard polynomial optimization [20]. We use our approach to evaluate operating strategies for different
network design parameters. Based on data from [21] and [3] for a medium-sized district heating network
connected to several clusters of buildings, we generate a number of network design cases. For each case,
we are then able to choose optimal set-points in a rigorous manner, and compare the performance of the
strategies in terms of hydraulic and thermal losses for a range of operating conditions.
1.4. Paper structure
The polynomial two-stage stochastic program is presented in Section 2. The GMP equivalent to the
two-stage stochastic program is developed in 3. The hierarchy of semidefinite relaxations is presented in
Section 4. The district heating model and approach to component sizing is described in Section 5. The
optimization models to determine the set-points for each strategy are presented in Section 6. We provide
the results of the numerical case study in Section 7, and some concluding remarks are given in Section 8.
2. Two-stage stochastic program with recourse
Consider the following two-stage stochastic program with recourse:
ρ = min
x1∈Rn1
f1(x1) +Eϕ(v
∗(x1, y))
s.t. ql(x1) ≥ 0, l = 1, . . . , Nq,
(1)
where v∗ : Rn1 × Rp → R is the value function of the second stage problem
v∗(x1, y) = min
x2∈Rn2
f2(x1, x2)
s.t. hi(x1, x2, y) = 0, i = 1, . . . , Nh,
gj(x1, x2, y) ≥ 0, j = 1, . . . , Ng,
(2)
and y ∈ Rp is an exogenous parameter distributed according to a probability measure ϕ on semi-algebraic set
Y := {gj(y) ≥ 0, j = Ng + 1, . . . , N ′g}. The expected value Eϕ(v∗(x1, y)) =
∫
Y
v∗(x1, y)dϕ is defined with
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respect to the probability measure ϕ. For the time being, we assume that the distribution of y is unknown;
below it will be encoded through moments, obtained for example through samples of historical data. The
first and second stage decision variables are x1 ∈ Rn1 and x2 ∈ Rn2 , respectively. The realization of y is
not known when x1 is chosen. The term recourse refers to the fact that x2 is taken after y is realized. The
second stage can therefore be interpreted as a parametric optimization with parameters x1 and y. Although
the focus of the present study is on heat networks, we note that other systems with polynomial constraints,
such as alternating-current power systems [22], can be modelled in the same manner.
For compactness we now define the set of feasible first-stage decisions x1 as the semi-algebraic set
K1 := {x1 ∈ Rn1 | ql(x1) ≥ 0, l = 1, . . . , Nq} ,
and the set of all feasible combinations of control decisions x1, x2 and parameter y as
K2 :=
 (x1, x2, y) ∈ Rn1 × Rn2 × Rp
∣∣∣∣∣∣∣∣∣
x1 ∈ K1, y ∈ Y
hi(x1, x2, y) = 0, i = 1, . . . , Nh
gj(x1, x2, y) ≥ 0, j = 1, . . . , Ng
 .
We make the following additional assumption with regard to two-stage problem (1)-(2):
Assumption 1. Functions f1(x1), f2(x2), ql(x1), hi(x1, x2, y), and gj(x1, x2, y) are polynomials, sets K1,
K2 and Y are compact; and for each first-stage decision x1 ∈ K1 and parameter value y ∈ Y, there exists a
feasible second-stage decision, i.e., an x2 such that (x1, x2, y) ∈ K2.
For each x1 and y, let x
∗
2(x1, y) be the optimal second stage solution. Under Assumption 1, the optimal
map x∗2(x1, y) is measurable [19, Theorem 2.2]. Thus, we can compute the expected value Eϕ(v
∗(x1, y)).
3. A generalized moment problem for two-stage programs with recourse
We now state the GMP (3), which encodes a two-stage polynomial problem with recourse. In this
problem, we optimize over the measures µ1 ∈ M(K1)+ and µ2 ∈ M(K2)+, which are supported on K1
and K2 respectively.
2 Measure µ1 describes the distribution of decision x1, whereas µ2 describes the joint
distribution of x1, x2, and y.
ρ12 := min
µ1∈M(K1)+, µ2∈M(K2)+
∫
K1
f1dµ1 +
∫
K2
f2dµ2 (3a)
s. t.
∫
K1
dµ1 = 1, (3b)
pix1,yµ2 = µ1 ⊗ ϕ. (3c)
The objective (3a) is the sum of expected values of the first- and second-stage costs when x1 and (x1, x2, y)
are distributed according to µ1 and µ2 respectively. Constraint (3b) ensures that µ1 is a valid probability
2The notation M(C)+ denotes the cone of non-negative Borel measures on a semi-algebraic set C.
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Figure 1: Illustration of the projections of the measure µ2, (i) onto (x1, y) space as specified by constraint (3c) (left plot), and
(ii) onto (x2, y) space (right plot). The objective function (3a) is defined by integrals over x1 and x2. As described by Theorem
1, the optimal solution to (3) includes a Dirac solution µ∗1 = δx∗1 . As suggested by the First stage plot, there will be some
value of x1 where it becomes advantageous to concentrate all the mass of µ1, and there exists an optimal solution featuring a
deterministic first-stage decision. However, due to the influence of the second-stage costs, this point need not be the minimum
of f1(x1).
measure (probability distribution), i.e. that it integrates to 1. Constraint (3c) implies that µ2 is also a
probability measure, since µ1 and ϕ are probability measures. In constraint (3c) the operator pix1,yµ2 :
M(K2)+ → M(K1 × Y)+ is the projection of µ2 from (x1, x2, y) space onto (x1, y) space, and µ1 ⊗ ϕ
denotes the product of measures µ1 and ϕ.
3 The constraint imposes the probability distributions of x1 and
y as marginals of µ2. The projection constraint is illustrated in Fig. 1.
Theorem 1. Two-stage problem (1)-(2) and the GMP (3) are equivalent, in that
(a) ρ12 = ρ, and
(b) if x∗1 is an optimal solution of (1), then (3) has an optimal solution µ
∗
1 that includes the Dirac measure
δx∗1 .
The proof is found in Appendix A. In Appendix B, we provide the dual of (3) over bounded continuous
functions and show that it approximates the value function v(x1, y).
The two-stage generalized moment problem (3) can be simplified further. Let µ denote a probability
measure supported on K2, combining the first and second stage. Introducing the operators pix1,yµ and pix1µ
3Formally, the projection operator is defined as pix1,yµ2(B) = µ(B × Rn2 ∩K2) for all Borel subsets B of K1 ×Y, and the
product measure is defined as (µ1 × ϕ)(B1 ×B2) = µ1(B1)ϕ(B2) for all Borel sets B1 ∈ K1 and B2 ∈ Y.
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that project the measure µ onto K1 ×Y and K1 respectively, we obtain:
ρ12 = min
µ∈M(K2)+
∫
K2
f1 + f2 dµ (4a)
s.t. pix1,yµ = pix1µ⊗ ϕ. (4b)
The constraint (4b) implies the fixed marginal constraint piyµ = ϕ, where the mapping piyµ projects the
measure µ on Y, because (pix1,yµ)(Rn1 × B) = µ((Rn1 × Rn2 × B) ∩K) = ϕ(B) for all Borel subsets B of
Y. This also makes the constraint
∫
K1
dµ = 1 redundant since ϕ(Y) = 1 and piyµ = ϕ together imply that
µ(K1) = 1. Thus, we can interpret (4) as a GMP with fixed marginals and an additional product measure
constraint. To sum up, we have reformulated a two-stage stochastic program as a single-stage GMP.
4. Tractable relaxation of GMP
The infinite-dimensional GMP (4) can be approximated by an SDP relaxation involving a finite number
of moments of µ [17]. GMPs with constraints on certain marginal distributions have been approximated
using SDP relaxations in the literature for other purposes [19, 23], and the derivation in this section leading
to (9) and (11) is closely related to these. There is a trade-off between the accuracy of the approximation and
the computational cost involved, and this is controlled by the choice of relaxation degree k ∈ N. The lowest
admissible degree is determined by the degrees of the polynomial functions defining the problem. Specifically,
k must satisfy k ≥ max(ddeg f/2e,maxl dql ,maxi dhi ,maxj dgj ), where dql = ddeg ql/2e, l = 1, . . . , Nq, dhi =
ddeghi/2e, i = 1, . . . , Nh, dgj = ddeg gj/2e, j = 1, . . . , N ′g, “deg” is the degree of a polynomial, and dbe
denotes the ceiling of a real number b (smallest integer greater than or equal to the number b).
4.1. Moment representation
In the following, we describe the standard procedure to obtain an equivalent representation of GMPs
such as (4) in terms of an infinite sequence of moments [17] and derive its relaxation of degree k.
First we describe the decision variables and parameters of the moment relaxation. Let α = (α1, . . . , αn1) ∈
Nn1 , β = (β1, . . . , βn2) ∈ Nn2 and γ = (γ1, . . . , γp) ∈ Np be the integer vectors of dimension n1, n2 and p
serving as multi-indices and define mαβγ as moments of the probability measure µ on K2 by
mαβγ :=
∫
K2
xα1x
β
2y
γdµ, (5)
where, following convention, the shorthand symbols xα1 := x
α1
1,1x
α2
1,2 . . . x
αn1
1,n1
, xβ2 := x
β1
2,1x
β2
2,2 . . . x
βn2
2,n2
and yγ :=
yγ11 y
γ2
2 . . . y
γp
p are used to represent the monomials. Since µ is a probability measure, we havem000 =
∫
K2
dµ =
1. Let m be a vector containing all the moments (mαβγ) up to degree 2k such that
∑n1
t=1 αt +
∑n2
t=1 βt +∑p
t=1 γt ≤ 2k. The moments of the exogenous parameter y distributed according to the probability measure
ϕ are denoted zγ =
∫
Y
yγdϕ, with z0 = 1.
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Secondly, we define an operator to represent the objective function in terms of moments of µ. Let
Rk[x1, x2, y] be the ring of polynomials of degree at most k in (x1, x2, y). For any moment vector m, we can
define an associated linear mapping Lm : Rk[x1, x2, y]→ R,
u =
∑
αβγ
uαβγx
α
1x
β
2y
γ 7→ Lm(u) =
∑
αβγ
uαβγmαβγ , (6)
for any u ∈ Rk[x1, x2, y]. Using this definition, the objective
∫
K2
f1 + f2 dµ can be written equivalently in
terms of moments as Lm(f1 + f2).
Thirdly, we use the operator Lm to enforce the support of the measure µ, i.e. µ ∈M(K2)+. Applying Lm
to a polynomial u of degree k defines a positive semi-definite matrix Mk(m), the so called moment matrix :
Lm(u
2) = uTMk(m)u, (7)
where u is the vector of coefficients of u and Mk(m) comprises entries mαβγ of m. The non-negativity
of u2 implies that the moment matrix is symmetric positive semidefinite. The positive semidefinite local-
izing matrices Mk−dql (qlm) and Mk−dgj (gjm) enforce inequality constraints ql(x1) ≥ 0, l = 1, . . . , Nq and
gj(x1, x2, y) ≥ 0, j = 1, . . . , N ′g and are derived in the same way:
Lm(qlu
2) = uTMk−dql (qlm)u ≥ 0,
Lm(gju
2) = uTMk−dgj (gjm)u ≥ 0.
(8)
The entries of Mk−dql (qlm) and Mk−dgj (gjm) are linear combinations of the moments mαβγ . The entries
of the localizing matrices Mk−dhi (him) enforcing equality constraints hi(x, y) = 0, i = 1, . . . , Nh, defined
as Lm(hiu
2) = uTMk−dhi (him), must be equal to zero since an equality constraint can be equivalently
expressed as two reverse inequalities. This constraint is written as Mk−dhi (him) = 0. A sequence of
moments m has a representing finite Borel measure µ ∈M(K2)+ if and only if the moment matrix and the
localizing matrices are positive semi-definite for all k ∈ N [17, Theorem 3.8].
Finally, we note that since the measure µ is supported on a compact set, it is completely determined by
its (infinite sequence of) moments. Thus, the product measure constraint pix1,yµ = pix1µ⊗ ϕ can be written
equivalently as an infinite list of moment constraints,
∫
K2
xα1 y
γdµ =
∫
K2
xαdµ
∫
Y
yγdϕ, or in shorthand
mα0γ = mα00zγ , for all (α, γ) ∈ Nn1 ×Np. As we limit ourselves to a finite truncation of these moments, we
only enforce these constraints for moments of µ up to degree 2k.
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Based on this moment representation of (4), the moment relaxation of degree k is an SDP of the form
ρk = min
m
Lm(f1 + f2) (9a)
s.t. Mk(m)  0, (9b)
Mk−dql (qlm)  0, l = 1, . . . Nq, (9c)
Mk−dhi (him) = 0, i = 1, . . . Nh, (9d)
Mk−dgj (gjm)  0, j = 1, . . . N ′g, (9e)
mα0γ = mα00zγ , ∀(α, γ) ∈ Nn1 × Np,
n1∑
t=1
αt +
p∑
t=1
γt ≤ 2k, (9f)
where the notation A  0 indicates that matrix A must be positive semidefinite.
4.2. Sparse representation
The dimension of the semi-definite constraints, given by
(
n1+n2+p+k
k
)×(n1+n2+p+kk ), grows quickly in n1,
n2, and p and represents the primary computational bottleneck for SDP solvers. However, in cases where
the underlying problem has a natural sparsity structure (e.g. a sparse network graph), the computational
cost can be significantly reduced for a given relaxation degree k. The approach proposed in [24] exploits the
sparsity structure of the set K2 and the polynomials f1 and f2 to replace each large moment and localizing
matrix in (9) by multiple but significantly smaller ones. We now apply this decomposition to problem (4).
As in [23], define J as the set of all monomials contained in q1(x, y), . . . , qNq (x1), h1(x1, x2, y), . . . , hNh(x1, x2),
g1(x1, x2, y), . . . , gN ′g (y), f1(x1) and f2(x1, x2). A subset of monomials of J with index s ∈ {1, . . . , NI} only
involves a subset Is of the variables {x1,1, . . . , x1,n1 , x2,1, . . . , x2,n2 , y1, . . . , yp}. Let n1,s, n2,s and ps be the
cardinality of Is with respect to x1, x2 and y. Define the sets Qs ⊂ {1, . . . , Nq}, Hs ⊂ {1, . . . , Nh} and
Gs ⊂ {1, . . . , N ′g} as the sets of indices of constraints q1(x1), . . . , qNq (x1);h1(x1, x2, y), . . . , hNh(x1, x2, y); and
g1(x1, x2, y), . . . , gN ′g (y) that include at least one variable of Is.
If the collection {I1, . . . , INI} satisfies the running intersection property defined by:
For each s = 1, . . . , NI − 1, Is+1 ∩
s⋃
t=1
It ⊆ Iz for some z ≤ s, (10)
a so-called multi-measures moment problem equivalent to (4) can formulated by virtue of [17, Theorem 4.6].
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Its corresponding SDP relaxation at level k is given by:
ρspk = minm
Lm(f1) + Lm(f2) (11a)
s.t. Mk(m, Is)  0, s = 1, . . . , NI , (11b)
Mk−dql (qlm, Is)  0, ∀l ∈ Qs, s = 1, . . . , NI , (11c)
Mk−dhi (him, Is) = 0, ∀i ∈ Hs, s = 1, . . . , NI , (11d)
Mk−dgj (gjm, Is)  0, ∀j ∈ Gs, s = 1, . . . , NI , (11e)
mα0γ(Is) = mα00(Is)zγ(Is), ∀(α, γ) ∈ Nn1,s × Nps ,
n1,s∑
t=1
αt +
ps∑
t=1
γt ≤ 2k, s = 1, . . . , NI , (11f)
where mα0γ(Is) are the moments of the first stage variables and exogenous parameters indexed by Is,
Mk(m, Is) are moment matrices constructed from first and second stage variables and exogenous parame-
ters indexed by Is; and Mk−dql (qlm, Is), Mk−dhi (him, Is) and Mk−dgj (gjm, Is) are localizing matrices for
constraints indexed by Qs, Hs and Gs. The product measure constraint is imposed through the moments
indexed by Is in (11f). If the collection {I1, . . . , INI} satisfies (10), the sparse SDP relaxation (11) converges
to the optimal solution of (4) [17, Theorem 4.7], i.e. limk→∞ ρ
sp
k = ρ12. We refer to [24] for an efficient
method to identify a collection {I1, . . . , INI} satisfying (10). The smaller the cardinalities of the subsets Is,
the lower the dimensions of the moment matrices given by
(
n1,s+n2,s+ps+k
k
)× (n1,s+n2,s+ps+k
k
)
at level k, and
the smaller the computational bottleneck.
5. District heating network model
In this section, we describe the steady-state model of a district heating network and its polynomial
approximation. The objective is to model accurately the steady-state hydraulic and thermal losses of the
system.4 For this purpose, we only model the primary network and assume that the secondary networks,
consisting of the internal heat distribution to a building or cluster of buildings, are controlled separately.
We describe the topology of a district heating network using a set of mixing nodes NM = {1, . . . , NM} that
are connected by a set of piping branches BP = {1, . . . , NP }, load branches BL = {1, . . . , NL} and generator
branches BG = {1, . . . , NG}. A network schematic illustrating the network components and the hydraulic
and thermal modelling variables is shown in Fig. 2.
5.1. Hydraulic model
We start by describing the hydraulic aspects of the steady-state model used in [25]. Let mj denote the
mass flow in units [kg/s] in a pipe, load or generator branch indexed by j ∈ B, where B := BP ∪ BL ∪ BG.
4Although we are interested in operating strategies for varying demand levels, we assume that demand variation is slow
compared to the pipe flow dynamics, such that the steady-state assumption is still valid over all demand levels.
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Figure 2: Illustration of a generator branch k ∈ BG, a pipe branch s ∈ BP and a load branch t ∈ BL connected to a node i.
For a branch j ∈ B, Tin,j and Tout,j denote inlet and outlet temperatures, mj the mass flow rate, ∆pj the pressure difference
and Qj the thermal power exchange. Pk denotes the pumping power and Ti the mixed temperature at node i.
For each branch, we define a nominal flow direction and the mass flow mj as positive when the flow coincides
with the nominal flow direction and negative otherwise. For a node i ∈ Nm, let B+i denote the branches
flowing into node i, B−i the branches flowing out of node i. Mass flow conservation requires that the sum of
incoming flows be equal to the sum of outgoing flows at each node:∑
j∈B+i
mj −
∑
j∈B−i
mj = 0, ∀i ∈ NM . (12)
The pressure drop ∆ps in [Pa] along a pipe segment s ∈ BP is approximated as
∆ps = as|ms|ms + bsms, ∀s ∈ BP , (13)
where as ∈ R and bs ∈ R are friction coefficients. The hydraulic equations approximated by (13) are detailed
in Appendix C.
The pressure drop ∆pt in [Pa] along a consumer branch t ∈ BL is modelled as
∆pt ≥ κtm2t , ∀t ∈ BL, (14)
where the coefficient κt is calculated so that the maximum pressure drop at maximum mass flow is 50kPa
[3]. The slack in (14) is the pressure drop over a valve installed in the branch.
Let ∆pk denote the pressure difference in [Pa] of the generator branch k ∈ BG. The nodes NM and
branches B form a hydraulic circuit, consisting of Nloop hydraulic loops indexed by l ∈ {1, . . . , Nloop}.
Let BP,l,BL,l and BG,l define the sets of pipe, load and generator branches in the loop l. Analogously to
Kirchhoff’s voltage law, the sum of pressure differences over all branches forming a closed hydraulic loop
must be zero: ∑
k∈BG,l
∆pk −
∑
s∈BP,l
∆ps −
∑
t∈BL,l
∆pt = 0, l = 1, . . . , Nloop. (15)
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The electric pumping power in [W] is given by [3]
Pk =
∆pkmk
νpumpρ
, ∀k ∈ BG, (16)
where νpump is the pump efficiency and ρ the density of water in [kg/m
3].
5.2. Thermal model
The nodal temperatures are determined by the thermal model of the district heating network. Let Tout,s
and Tin,s denote the outlet and inlet temperature of a pipe branch in [
◦C]. We approximate the temperature
loss in a pipe segment by
Tout,sms = (Tin,s − Tamb)(csms − ds) + Tambms, (17)
where cs ∈ R and ds ∈ R are loss coefficients derived in Appendix D.
A mixing node i ∈ NM can have multiple inflows with different temperatures. Assuming perfect mixing
and applying the law of heat flow conservation, the mixed temperature Ti is governed by:
Ti
∑
j∈B+i
mj =
∑
j∈B+i
Tout,jmj , ∀i ∈ NM . (18)
The temperature of flows leaving node i into links j is equal to the mixed temperature Ti:
Tin,j = Ti, ∀j ∈ B−i . (19)
Let Tin,t and Tout,t denote the supply and return temperature of the load branch in [
◦C]. The heat flow
exchange Qt in [W] in the load branch t ∈ BL is given by:
Qt = cpmt(Tin,t − Tout,t). (20)
Let Tout,k and Tin,k denote the supply and return temperature of the generator branch in [
◦C]. The generated
heat Qk in [W] in generator branch k ∈ BG is given by:
Qk = cpmk(Tout,k − Tin,k). (21)
The thermal loss Qs in [W] of a pipe branch s ∈ BP calculated as
Qs = cpms(Tin,s − Tout,s). (22)
5.3. Operating constraints
Most equipment, in particular pipes, pumps and generators, will degrade unless certain operating condi-
tions are maintained. For this reason, we impose technical bounds on temperature, mass flow and pressure
variables:
mj ≤ mj ≤ mj , ∀j ∈ B, (23a)
∆p
j
≤ ∆pj ≤ ∆pj , ∀j ∈ B, (23b)
T i ≤ Ti ≤ T i, ∀i ∈ NM , (23c)
T k ≤ Tout,k ≤ T k, ∀k ∈ BG, (23d)
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5.4. Component sizing
The operational characteristics of district heating networks depend not only on the operating strategy
but also on the network design. Therefore, we conduct an analysis for multiple networks, for which we briefly
describe the design procedure in this section. The topology and pipe lengths of the primary network as well
as the maximum heat demand in the load branches are assumed to be given. In [3], various design cases
are studied with regard to investment and operating cost. Using the same design approach, we have the
following design parameters:
• Design supply and return temperatures Tˆin,s and Tˆout,s of the load branch in [◦C]
• Target pipe pressure loss ∆pˆs in [Pa/m]
There is a wide range of target pressure loss values used to design networks. A summary can be found
in [3, Table 1]. We can calculate the maximum load mass flow rate using the design supply and return
temperature, and the maximum heat demand Qmax,s of each load branch [3]:
mmax,s =
Qmax,s
cp(Tˆin,s − Tˆout,s)
. (24)
We find the maximum mass flow in each pipe segment by solving the linear system of equations (12)5. Given
the target pressure loss, we can solve for the diameter using the following expression from [3]
Ds = 5
√
8m2max,sfs
(∆pˆsLs )ρpi
2
, (25)
and equation (C.4) in Appendix C.
6. Optimal operating strategies
When supplying heat to consumers, the heat can be regulated using two control variables: supply tem-
perature and mass flow [26]. This leads to the following three strategies [3]:
• Constant supply temperature, variable mass flow (CT-VF)
• Variable supply temperature, constant mass flow (VT-CF)
• Variable supply temperature, variable mass flow (VT-VF)
Most older district heating networks are controlled using VT-CF, whereas newer networks use CT-VF [2].
The VT-VF is used here as a benchmark case since it offers the most degrees of freedom. The supply
temperature is controlled at the output of each thermal generation unit. The VT-VF and CT-VF strategies
require variable-speed pumps, whereas constant-speed pumps are sufficient for the VT-CF strategy.
5If there are multiple generators, one generator can be defined as the Slack, balancing (12), while the mass flow in the
remaining generator branches is fixed to the maximum.
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To evaluate the operational strategies, we compare them in terms of cost incurred by heat and hydraulic
losses for a range of heating demand conditions. Since the pumps are electrically-powered and the thermal
losses are compensated by burning fuel, the operating cost is a function of the electricity price celec and
the fuel price cfuel. The heat demand Qheat ∈ RNL , consisting of the individual heat loads Qt, is assumed
to follow a known probability distribution ϕ on a known compact set YL. For each strategy, we state an
optimization problem that determines the operating set-points, namely supply temperature and mass flow,
minimizing expected heat and hydraulic losses with respect to ϕ. The decision variables of this problem are
inlet and outlet temperatures Tin,j and Tout,j , mass flow rates mj and pressure drops ∆pj for all branches j
in B; and nodal temperatures Ti for all nodes i in NM .
The network constraints described in Section 5 cannot be directly integrated into the polynomial opti-
mization framework (1)-(2). Whereas the polynomial approximation (17) is valid for positive and negative
mass flow values, we need to determine the flow direction in advance to remove the absolute value operator in
(13) and to establish equations (18) and (19). This can be done easily for networks with tree topologies and
a small number of generators, as in the example below. For meshed networks, we can fix the flow directions
in each branch in advance at the cost of reducing the feasible space of operating decisions. Alternatively,
we can model different inflow/outflow conditions of each mixing node using polynomial equations, although
this would introduce additional computational complexity.
The optimal operational set-point for each load occurrence Qheat ∈ YL is computed in the case of the
VT-VF strategy using
ρ(Qheat) = min{Ti}i∈NM ,{Tin,j ,Tout,j ,mj ,∆pj}j∈B
∑
k∈BG
cfuel
νfuel
Qk +
∑
k∈BG
celecPk
s.t. (12)-(21) and (23),
(26)
where νfuel is the fuel to heat efficiency. The expected cost Eϕ(ρ(Qheat)) over all instances of (26) serves
as a reference value to evaluate the performance of the CT-VF and VT-CF strategies. The computation of
Eϕ(ρ(Qheat)) is detailed in Section 7.
The optimal operational set-points of the VT-CF and CT-VF strategies are a solution to a two-stage
stochastic program (1)-(2) cast in two different ways. For the VT-CF strategy, the optimal pump mass flows
are determined in the first stage:
min
{mk}k∈BG
Eϕ(v({mk}k∈BG , Qheat))
s.t. (23a)
(27)
where v({mk}k∈BG , Qheat) is the value function of the second stage problem:
v({mk}k∈BG , Qheat) = min{Ti}i∈NM ,
{Tin,j ,Tout,j ,∆pj}j∈B,
{mj}j∈BP∪BL
∑
k∈BG
celecPk +
∑
k∈BG
cfuel
νfuel
Qk
s.t. (12)-(21) and (23b)-(23d).
(28)
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Figure 3: District heating network topology, adapted from [21], representing the supply and return network
For the CT-VF strategy, the optimal supply temperatures of the thermal generation units are determined
in first stage:
min
{Tout,k}k∈BG
Eϕ(v({Tout,k}k∈BG , Qheat))
s.t. (23d),
(29)
where v({Tout,k}k∈BG , Qheat) is the value function of the second stage problem:
v({Tout,k}k∈BG , Qheat) = min{Ti}i∈NM ,
{Tin,j ,mj ,∆pj}j∈B,
{Tout,j}j∈BP∪BL
∑
k∈BG
celecPk +
∑
k∈BG
cfuel
νfuel
Qk
s.t. (12)-(21) and (23a)-(23c).
(30)
We use the SDP relaxations described in Section 4 to approximate (27)-(28) and (29)-(30). The heat produced
in the generator branches is the sum of all heating loads and pipe losses, hence minimizing the generator
cost is equivalent to minimizing the thermal lossses. We compare the strategies in terms of the expected
cost incurred by thermal losses Eϕ(
∑
s∈BP
cfuel
νfuel
Qs), where Qs is the thermal loss in a pipe as defined in (22),
and the expected cost incurred by hydraulic losses Eϕ(
∑
k∈BG celecPk).
7. Numerical results
We evaluate the operating strategies on the network presented in [21]. This case was studied in [3] in terms
of operational strategies. In contrast to [3], we study the VT-VF strategy using techniques approximating
the global optimum, and rigorously optimize the set-points of CT-VF and VT-CF strategies. We follow the
design procedure of Section 5.4 to determine pipe diameters using a range of design temperatures and target
pressure loss values from [3]. The topology of the supply and return network is identical and shown in Fig.
3. There is a single generator connected to node 1 and the generator branch is equipped with a pump.
Tables 1 and 2 summarize the network parameters from [3] and [21] for branches and load nodes. We
linearly approximate the values given in Table 3 from [25] to compute the heat transfer coefficients for
different pipe designs. Additional problem input data is given in Table 4.
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Table 1: Network data [3, 21]: Pipe length Ls and pipe roughness s
From node To node Ls [m] s [mm]
1 2 50 0.4
2 3 60 0.4
2 4 150 0.4
4 5 150 0.4
4 6 150 0.4
6 7 200 0.4
6 8 50 0.4
8 9 150 0.4
8 10 100 0.4
8 11 50 0.4
11 12 50 0.4
11 13 80 0.4
Table 2: Network data [21]: Maximum load Qmax,t connected to node
Node Qmax,t [kW]
3 820
5 1925
7 770
9 4025
10 875
12 2205
13 560
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Table 3: Thermal transfer coefficients λs for a range of pipe diameters Ds
Ds [mm] λs [W/(m
◦C)]
32 0.189
40 0.210
50 0.219
65 0.236
80 0.278
100 0.327
125 0.321
Table 4: Operational data
Type Value
Electricity price celec 0.095 $/kWh
Fuel price cfuel 0.07 $/kWh
Fuel to heat efficiency νfuel 0.7
Pump efficiency νpump 0.8
Maximum pump pressure differential 16 bar
Maximum supply temperature 120◦C
Ground temperature 7◦C
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We evaluate the strategies for design consumer supply temperatures 90◦C, 100◦C, 110◦C and 120◦C,
and for a target pressure loss range between 100 and 1000Pa/m. As in [3], we assume that the return
temperature at the generator is 70◦C. We neglect the thermal losses in the return pipe since they are very
small. As this example is a tree network with a single pump, the loop containing the pump and the most
remote load governs the pressure profile in the network, and the flow direction in each branch is fixed in
advance. Figs. C.10 and D.11 in the Appendix illustrate the quality of the polynomial pressure drop and
thermal loss approximation along all pipe segments for a design temperature of 90◦C and a target pressure
loss of 100Pa/m.
To apply the method we also need to assume a probability distribution for the demand. In steady-state,
the energy demand of buildings in the network mostly depends on the ambient temperature [27]. For the
winter period, the load roughly varies between 50% and 100% of the maximum load [3, Fig. 3]. Since we
do not have detailed statistical load data for this case, we assume that the heating demand is given by
Qt = Qmax,tr, where Qmax,,t is the maximum load in branch t, and r is a latent random variable following
a uniform distribution on the interval [0.5, 1].
We optimize the following strategies and compare them in terms of average hourly cost incurred by
hydraulic and thermal losses:
• VT-VF: The heat flow is regulated by adjusting the supply temperature of the generator and the mass
flow rate at node 1. We approximate the expected value Eϕ(ρ(Qheat)) and the distribution of optimal
solutions when (26) is solved for each Qheat in YL using the SDP relaxation (11), where the product
measure constraint (11f) was replaced by
m00γ(Is) = zγ(Is), ∀γ ∈ Nps ,
ps∑
t=1
γt ≤ 2k, s = 1, . . . , NI . (31)
This imposes the moments of ϕ on µ such that the optimal value of this SDP relaxation approximates
Eϕ(ρ(Qheat)) from below [19].
• CT-VF: The heat flow is regulated by adjusting the mass flow rate while the supply temperature of the
generator is held constant at node 1. We approximate problem (27)-(28) using the SDP relaxations
(11) to determine the optimal supply temperature set-point.
• VT-CF: The heat flow is regulated by adjusting the supply temperature while the mass flow in the
generator branch is held constant. We approximate problem (29)-(30) using the SDP relaxations (11)
to determine the optimal mass flow set-point.
The main results on expected cost of losses computed by the SDP relaxations with 2k = 4 for all design
cases and strategies are presented in three figures: the total expected cost Eϕ(
∑
s∈BP
cfuel
νfuel
Qs+
∑
k∈BG celecPk)
is shown in Fig. 4, and this cost is decomposed into hydraulic and thermal losses in Figs. 5 and 6.
Compared to the VT-VF strategy, the VT-CF strategy only performs well for networks designed with
low target pressure loss values (see Fig. 4). Since the fixed mass flow rate of the VT-CF strategy must
17
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Figure 4: Expected cost of hydraulic and thermal losses for different design cases computed using SDP relaxations with 2k = 4
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Figure 5: Expected hydraulic cost for different design cases computed using SDP relaxations with 2k = 4
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Figure 6: Expected cost of thermal losses for different design cases computed using SDP relaxations with 2k = 4
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be sufficient to provide the maximum load, high hydraulic losses are incurred (see Fig. 5), particularly for
networks with small pipe diameters that result from designing with high target pressure loss values and
supply temperatures.
The VT-CF strategy performs slightly better than the CT-VF strategy in a limited number of cases with
low target pressure loss values. To determine the source of this difference, we investigated the variance of
the three operating strategies. This information is contained in the second order moments computed by the
relaxations and is reported in Figs. 7 and 8. We note that the VT-CF strategy outperforms the CT-VF
strategy in cases for which the optimal VT-VF strategy primarily varies the supply temperature, as indicated
by the low mass flow rate and high temperature variance in Figs. 7 and 8. In all other cases, the CT-VF
strategy performs better than the VT-CF and almost as well as the VT-VF. The reason for this becomes
clear by studying Figs. 5 and 6. The hydraulic cost increase cannot be compensated by the lower thermal
losses observed for higher target pressure loss values. This suggests that lowering the mass flow rate to
reduce costly hydraulic losses is more important than lowering the supply temperature to reduce thermal
losses. In the worst case observed, the VT-CF strategy is 26.5% more costly than CT-VF strategy. Note
that for a full cost analysis of a strategy change, one would need to consider additional aspects such as the
investment cost of variable-speed pumps. To do this, one would need to integrate our approach into the
design procedure detailed in [3].
Increasing the order of the moment relaxation significantly increases the computation time of the resulting
optimization problem. It takes between 2.6 and 8.3 seconds to solve a single sparse SDP relaxations with
2k = 4, and between 136 and 421 seconds to solve a single sparse SDP relaxations with 2k = 6, on a PC with
an Intel-i5 2.2GHz CPU with 8GB RAM. The expected total cost of the VT-VF and CT-VF strategies for the
next relaxation level 2k = 6 is almost identical to the SDP relaxation with 2k = 4, affirming the conclusion
that the CT-VF strategy performs almost as well as the VT-VF strategy. In case of the VT-CF strategy,
the SDP relaxation with 2k = 6 gives a slightly higher expected cost estimate for high target pressure loss
values in Fig. 9. This supports the previous statement that the VT-CF strategy is a suboptimal choice for
networks designed for high design supply temperatures and target pressure loss values. One could check if
this trends persists using SDP relaxations with 2k = 8 on a PC with more than 8GB RAM to store the
significantly larger moment and localizing matrices of size. The moment problems were implemented using
YALMIP [28] and solved with MOSEKTM. We used SparsePOP [29] to detect the sparsity pattern in the
problem data.
8. Conclusion
In this paper, we provided SDP relaxations to approximate two-stage stochastic programs with polynomial
objective and polynomial constraints. Using our approach, we minimized the expected operating cost of
different district heating operational strategies for various design cases. We showed that when optimized
in the systematic manner proposed, a strategy that varies the mass flow and holds the supply temperature
21
0 500 1000
Target pressure loss [Pa/m]
20
40
60
80
100
120
M
as
s
.o
w
[k
g/
s]
Design temperature 90/C
VT-VF
CT-VF
VT-CF
0 500 1000
Target pressure loss [Pa/m]
30
40
50
60
70
80
M
as
s
.o
w
[k
g/
s]
Design temperature 100/C
0 500 1000
Target pressure loss [Pa/m]
30
40
50
60
70
M
as
s
.o
w
[k
g/
s]
Design temperature 110/C
0 500 1000
Target pressure loss [Pa/m]
30
40
50
60
M
as
s
.o
w
[k
g/
s]
Design temperature 120/C
Figure 7: Estimated mean and standard deviation of the distribution of optimal pump mass flow rates for different design cases
computed using SDP relaxations with 2k = 4. The second moment is shown in terms of a symmetric standard deviation for
illustration purposes. Note that the VT-CF strategy has no flow variance.
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Figure 8: Estimated mean and standard deviation of the distribution of optimal generator supply temperatures for different
design cases computed using SDP relaxations with 2k = 4. The second moment is shown in terms of a symmetric standard
deviation for illustration purposes. Note that the CT-VF strategy has no temperature variance.
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Figure 9: Expected cost of hydraulic and thermal losses of the VT-CF strategy for different design cases computed using SDP
relaxations with 2k = 4 and 2k = 6. The expected cost of the VT-VF and CT-VF, not shown in this figure, are effectively
identical for 2k = 4 and 2k = 6.
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constant can perform almost as well as one that optimizes both the mass flow and the supply temperature
for each load condition.
While this study is focused on the steady-state case, the district heating model as well as our computa-
tional framework could be extended to dynamic processes found in long-distance district heating networks
(see e.g. [10]), in which the rate of change of demand cannot be taken as slow compared to the network
transients. For instance, this could be done by adding additional stages to the stochastic program or by
using occupation measures [30]. On a more technical level, the SDP relaxations could extend the robust
optimization approach of [31] to include recourse, based on recent results in [32] and [33]. It is also highly
desirable to obtain a rate of convergence for the SDP relaxations of Section 4, in the spirit of [34].
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Appendix A. Proof of Theorem 1
Theorem. Two-stage problem (1)-(2) and the GMP (3) are equivalent, in that
(a) ρ12 = ρ, and
(b) if x∗1 is an optimal solution of (1), then (3) has an optimal solution that includes the Dirac measure
µ∗1 = δx∗1 .
Proof. The proof consists of two steps. We start by stating a GMP that is equivalent to the first stage
(1). We then replace the value function term in the first stage GMP by a second stage GMP using duality
arguments. Consider the following reformulation of (1) as a GMP:
ρ1 = min
µ1∈M(K1)+
∫
K1
f1dµ1 +
∫
K1
∫
Y
v∗dϕdµ1
s.t.
∫
K1
dµ1 = 1,
(A.1)
where v∗(x1, y) is the value function of the second stage problem (2) and
∫
Y
v∗dϕ = Eϕ(v(x1, y)) its expected
value with respect to ϕ.
By Fubini’s Theorem, we can write
∫
K1
∫
Y
v∗dϕdµ1 as
∫
K1×Y v
∗d(µ1 ⊗ ϕ). Under Assumption 1, the
expected value term
∫
K1×Y v
∗d(µ1 ⊗ϕ) is the optimal value of an infinite-dimensional Linear Programming
(LP) problem over the space of bounded functions C(K1 ×Y) [19, Corollary 2.5]:
d2 = max
v∈C(K1×Y)
∫
K1×Y
vd(µ1 ⊗ ϕ)
s.t. f2(x1, x2)− v(x1, y) ≥ 0, ∀(x1, x2, y) ∈ K2
(A.2)
Replacing
∫
K1×Y v
∗d(µ1⊗ϕ) in (A.1) by (A.2) leads to a nonlinear min−max problem. Instead, we dualize
(A.2) to obtain a GMP with fixed marginal measures ϕ and µ1 [19]:
ρ2 = min
µ2∈M(K2)+
∫
K2
f2dµ2
s.t. pix1,yµ2 = µ1 ⊗ ϕ
(A.3)
The GMP (A.3) encodes all the instances of the optimal second stage solutions x∗2(x1, y) in the measure
µ∗2 supported on K2, where µ
∗
2 is the optimal solution of (A.3) given the product measure µ1 ⊗ ϕ. By
Assumption 1 and by virtue of [19, Lemma 2.4], there is no duality gap between (A.2) and (A.3). This
means that
∫
K1×Y v
∗d(µ1 ⊗ ϕ) =
∫
K2
f2dµ
∗
2. Thus, by replacing
∫
K1×Y v
∗d(µ1 ⊗ ϕ) in (A.1) by (A.3), we
obtain:
ρ1 = min
µ1∈M(K1)+
∫
K1
f1dµ1 +
minµ2∈M(K2)+
∫
K2
f2dµ2
s.t. pix1,yµ2 = µ1 ⊗ ϕ

s.t.
∫
K1
dµ1 = 1,
(A.4)
By merging the min-operators of (A.4), we obtain (3), with ρ1 = ρ12. By virtue of [17, Theorem 1.1], we
have ρ1 = ρ and the optimal solution µ
∗
1 includes a Dirac measure δx∗1 , where x
∗
1 is an optimal solution of
(1).
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Appendix B. Dual problem
In this section, we present an infinite-dimensional linear program over bounded functions that describes
the optimal value of the two-stage stochastic program and the second stage value function v∗(x1, y). This
program can be approximated using Sum-of-Squares (SOS) techniques. Consider the following infinite-
dimensional LP dual to (A.1):
d1 = max
e∈R
e
s.t. f1(x1) +
∫
Y
v∗(x1, y)dϕ︸ ︷︷ ︸
Eϕ(v∗(x1,y))
−e ≥ 0, ∀x1 ∈ K1. (B.1)
By [17, Corollary 1.4], there is no duality gap between (A.1) and (B.1), hence d1 = ρ1. Moreover, for each
x1 ∈ K1, we have: ∫
Y
v∗(x1, y)dϕ = max
v∈C(K1×Y)
∫
K1
∫
Y
v(x1, y)dϕdδx1
s.t. f2(x1, x2)− v(x1, y) ≥ 0, ∀(x1, x2, y) ∈ K2.
(B.2)
By inserting problem (B.2) into (B.1) and merging the max-operators, we obtain a single stage problem:
d12 = max
e∈R,v∈C(K1×Y)
e
s.t. f1(x1) +
∫
Y
v(x1, y)dϕ− e ≥ 0, ∀x1 ∈ K1,
f2(x2)− v(x1, y) ≥ 0, ∀(x1, x2, y) ∈ K2.
(B.3)
Theorem 2. Under Assumption 1, the LP (B.3) over bounded functions is the dual of the GMP (3) and
the duality gap between (3) and (B.3) is zero.
Proof. To show that (B.3) is the dual of (3), we state (3) as a linear program in canonical form [35]:
p = min
x
〈x, c〉1
s.t. A(x) = b
x ∈ C
(B.4)
where 〈〉1 : E1×F1 → R is a duality of vector spaces, A a linear map A : E1 → E2, E2 being another vector
space, and C is a convex cone C ⊂ E1. We have x ∈ E1, b ∈ E2 and c ∈ F1.
The canonical dual form is given as:
d = max
y
〈b, l〉2
s.t. c−A′l ∈ C ′,
y ∈ F2
(B.5)
where 〈〉2 : E2 ×F2 → R is a duality of vector spaces, and A′ the adjoint linear map A′ : F2 → F1 such that
〈A(x), l〉 = 〈x,A′(l)〉 ∀x ∈ E1,∀l ∈ F1. (B.6)
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Table B.5: Definitions of the elements of the canonical primal (B.4) and dual (B.5) LPs
Type Canonical Two-stage problem
Vector spaces E1 M(K1)×M(K2)
E2 R×M(K1 ×Y)
F1 C(K1)× C(K2)
F2 R× C(K1 ×Y)
Variables x ∈ E1 (µ1, µ2) ∈M(K1)×M(K2)
l ∈ F2 (e, v) ∈ R× C(K1 ×Y)
Problem data b ∈ E2 (1, 0) ∈ R×M(K1 ×Y)
c ∈ F1 (f1, f2) ∈ C(K1)× C(K2)
Duality pairings 〈〉1 : E1 × F1 → R 〈(µ1, µ2), (f1, f2)〉1 =∫
K1
f1dµ1 +
∫
K2
f2dµ2
〈〉2 : E2 × F2 → R 〈(1, 0), (e, v)〉2 = e
Convex cone and dual C ⊂ E1 M(K1)+ ×M(K2)+
C ′ ⊂ F1 C(K1)+ × C(K2)+
The convex cone C ′ is the dual cone C ′ ⊂ F1 defined by
C ′ = {l ∈ F1 : 〈x, l〉 ≥ 0 ∀x ∈ C}. (B.7)
In Table B.5, we establish the correspondence between the canonical form and the two-stage problem.
The linear operator is constructed from (3):
A(µ1, µ2) =
 ∫K1 dµ1
pix1,yµ2 − µ1 ⊗ ϕ
 (B.8)
Let pi′x1,y : C(K2) → C(K) be the adjoint operator of pix1,y defined by pi′x1,y : (x1, y) 7→ (pi′v)(x1, x2, y) =
v(x1, y). Using the definition (B.6) of the adjoint operator, we obtain:
A′(e, v) =
e− ∫Y pi′x1,yv dϕ
pi′x1,yv
 (B.9)
Inserting the definitions of Table B.5 and the adjoint operatorA′(e, v) in (B.5), we obtain the dual formulation
(B.3).
If the cone
D = {(Aµ, 〈f, µ〉) : µ ∈M(K1)+ ×M(K2)+}
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is closed in (R×M(K1 ×Y))×R for µ = (µ1, µ2) and f = (f1, f2), there is no duality gap, thus ρ12 = d12
[35]. Following the arguments of [17, C.4], we start with a sequence µn such that
lim
n→∞(Aµn, 〈f, µn〉) = (a, s) (B.10)
for some (a, s) ∈ (R ×M(K1 × Y)) × R. Taking a test function (1, 1), we observe that the sequence is
bounded because
〈Aµn, (1, 1)〉 =
µ1,n(K1) + pix1,yµ2,n(K1 ×Y)︸ ︷︷ ︸
=µ2,n(K2)
+µ1,n(K1)ϕ(Y)→ a <∞ (B.11)
and the measures are non-negative. By the Alaoglu Theorem [36, Section 5.10, Theorem 1], there is a
subsequence µnk that converges weakly to µ. Using this fact, relationship (B.10) and the continuity of A,
we have (a, s) = (Aµ, 〈f, µ〉). This means that D is closed.
Appendix C. Hydraulic loss approximation
The pressure drop ∆ps in [Pa] along a pipe segment s ∈ BP is modelled as [25]
∆ps = Ks|ms|ms, ∀s ∈ BP , (C.1)
where Ks is the resistance coefficient
Ks =
8Ls
D5sρpi
2
fs, (C.2)
where Ds is the pipe diameter in [m], Ls the pipe length in [m], ρ the water density in [kg/m
3] and fs the
friction factor. Let Res be the Reynolds number given by
Res =
ms
µρpiDs/4
, (C.3)
where µ is the kinematic viscosity of water in [m2/s]. In a turbulent regime, we have Res > 4000 [25].
Assuming a turbulent flow regime, the friction factor fs is governed by the equation of Colebrook-White
[6, 25]
1√
fs
= −2 log10
(
s/Ds
3.7
+
2.51
Res
√
fs
)
, (C.4)
where s is the roughness of the pipe in [m]. Equation (C.4) cannot be incorporated in a polynomial
optimization framework. However, the friction factor fs changes only moderately and is often assumed to
be constant (e.g. [7, 9, 10]). Thus, we solve equations (C.1)-(C.4) for a range of mass flow rates [0,mmax,s]
and fit a second order polynomial function to ∆ps.
Appendix D. Thermal loss approximation
The outlet temperature Tout,s of a pipe branch is given by [8]:
Tout,s = (Tin,s − Ta)e−
Lsλs
cpms + Tamb, (D.1)
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Figure C.10: 2nd-Order polynomial fit (black line), as defined in (13), of the hydraulic pressure drop (red dots), as computed
by equations (C.1)-(C.4), along all pipe elements designed with Tˆout,s = 90◦C and a target pressure of 100Pa/m. Both axes
are on a logarithmic scale.
where Ls is the pipe length in [m], λs the per unit length heat transfer coefficient of the pipe material in
[W/(◦C m)], cp the specific heat capacity of water in [J/(kg ◦C)] and Tamb the ground temperature in [◦C].
The exponential expression in (D.1) cannot be incorporated in a polynomial framework. As suggested in
[7] and [9], we approximate the exponential e
−Lsλscp y in (D.1), where and y = 1ms , by the first two terms
of its Taylor series e
−Lsλscp a − Lsλscp e
−Lsλscp a(y − a) around a point a = mmax/2. Inserting the first order
approximation in (D.1) and multiplying both sides by ms, we obtain the polynomial equation
Tout,sms = (Tin,s − Tamb)
((
e
−Lsλscp a + a
Lsλs
cp
e
−Lsλscp a︸ ︷︷ ︸
cs
)
ms − Lsλs
cp
e
−Lsλscp a︸ ︷︷ ︸
ds
)
+ Tambms. (D.2)
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Figure D.11: Approximation cs − dsms , as defined in (D.2), of the thermal transfer function e
− Lsλs
cpms , as defined in (D.1), for
all pipes of a network designed with Tˆout,s = 90◦C and a target pressure of 100Pa/m. The horizontal axis is on a logarithmic
scale.
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