Shor's algorithm for factoring in polynomial time on a quantum computer 1 gives an enormous advantage over all known classical factoring algorithm. We demonstrate how to factor products of large prime numbers using a compiled version of Shor's quantum factoring algorithm. Our technique can factor all products of p, q such that p, q are unequal primes greater than two, runs in constant time, and requires only two coherent qubits. This illustrates that the correct measure of difficulty when implementing Shor's algorithm is not the size of number factored, but the length of the period found.
Introduction
Building a quantum computer capable of factoring larger numbers than any classical computer can hope to is one of the grand challenges of computing in the 21st century. While still far off, there have already been several small-scale demonstrations of Shor's algorithm [2] [3] [4] [5] [6] [7] . Someday soon a quantum computer may factor a number hitherto unthinkably large. Such a device would most likely have to be a fully scalable fault-tolerant quantum machine, capable of carrying out any task a quantum computer could be asked to do. Thus, a large factorization would be convincing proof that one has built a practical quantum computer. Until such a time, more modest goals must suffice. The experiments mentioned above have factored numbers no larger than 21. Here we will show how current technology can demonstrate significantly larger factorizations.
We begin with a review of Shor's algorithm. Given an integer N = pq with p, q distinct primes, one proceeds as follows:
1. Choose (at random) an integer 0 < a < N .
2. Compute the greatest common divisor (GCD) of a and N . This can be found efficiently using the Euclidian algorithm 8 . If it is not 1, then GCD(a, N ) is a nontrivial factor of N . Otherwise go on to the next step.
3. Choose S ≡ 2 s such that N 2 ≤ S < 2N 2 . Construct the quantum state
... is the Hadamard gate and the phase φ is computed as a function of all previous measurement results (see Ref. 9 ). The first time there is no phase so the Hadamard is used. The process is repeated n times to read out n bits of precision of the Fourier transform.
on two quantum registers, the first is s-qubits and the second is log N qubits. Note that in the literature x and a sometimes have their meanings interchanged. 4 . Perform a quantum computation on this state which maps |x |0 to |x |a x mod N . This is the slowest step, but can be done in time O((log N )
3 ).
5. Do the quantum Fourier transform on the first register, resulting in the state
x y e (2πi/S)xy |y |a
This step requires O((log N ) 2 ) time, which is much less than the modular exponentiation of the previous step.
6. Measure the first register to obtain classical result y. With reasonable probability, the continued fraction approximation of y/S or some y /S for some y near y will be an integer multiple of the period r of the function a x mod N . The GCD algorithm can then efficiently find r.
If r is odd, or if
Significant optimization of the basic algorithm has been achieved. As described, roughly 3 log N qubits are needed. In fact, this can be reduced down to exactly 2 + 3/2 log N qubits 10 . A significant part of the reduction is to replace the first "x" register with a single qubit. This was shown to be possible 11, 12 and uses the fact that the bits of the quantum Fourier transform can be read out one at a time 9 . The use of this semi-classical Fourier transform has become known as qubit recycling. A circuit using qubit recycling is shown in Fig. 1 . 
Compiled Shor's Algorithm
All experimental realizations of Shor's algorithm to date have relied on a further optimization, that of "compiling" the algorithm. This means employing the observation that different bases a in the modular exponentiation lead to different periods of the function a x mod N . Some of the periods are both short and lead to a factorization of the composite pq.
In 2001, the composite 15 was factored 2 using two different bases, an "easy" base (a = 11, resulting in a period of 2), and a "difficult" base (a = 7, with a period r = 4). Neither is fully general and this allowed the factorization to take place on a seven bit quantum computer, when the best known uncompiled algorithm would require 8 bits (2 + 3/2 log N bits as per Zalka 10 ). Other factorizations of 15 have since been performed using other architectures [3] [4] [5] 7 . More recently, 21 has been factored 6 using just one qubit and one qutrit (a three-level system). In this case a = 4 is used, resulting in a period r = 3 * . These results are summarized in Table 1 .
Recently, Zhou and Geller showed 13 how to find a's with small periods for products of Fermat Primes 14 (primes of the form 2 2 k +1). Here, we go substantially beyond this idea and show that any composite number pq has compiled versions of Shor's algorithm that can be run on a very small quantum computer. In particular, we show that there always exists a base a such that r = 2. Then, the second register need only hold two distinct states and the computation can be performed using only two qubits. In this case, the U needed in the circuit from Fig. 1 reduces to a controlled-NOT gate. Furthermore, only one stage of the circuit is required since all powers of U 2 n are the identity except for n = 0. The compiled circuit is shown in Fig. 2 .
In order for the second register to need to hold only two distinct states, we must find a base * Note that Shor's algorithm normally fails when r is odd since a r/2 is irrational in general. Here, since a = 4 is a perfect square, this problem does not arise. 
for p, q relatively prime. By construction a ≡ ±pp q ±p has a 2 = 1 mod p and a 2 = 1 mod q
where p q is the multiplicative inverse of p, mod q and q p is the inverse of q, mod p. Then (3) tells us a 2 = 1 mod pq. These inverses can be found efficiently using the extended Euclidian algorithm. There are 4 solutions of (4) corresponding to the signs. Two of these will be trivial, ±1 and the other two will be bases resulting in compiled Shor factorizations with a period of the function a x mod N having period 2.
Experiment
A future version of this preprint will include experimental data using two superconducting transmon 16 qubits. In the meantime, we perform a simpler experiment. We employ a further optimization not used in previous experiments. Observe that in the circuit in Figure 2 , the second qubit is never measured.
In fact, what is created by the controlled-NOT is a maximally-entangled state, half of which is simply discarded. The resulting state of the first qubit is therefore maximally mixed. Due to the unitary equivalence of purifications, if we create a maximally mixed state in any way at all, it is entangled with some system in the environment. A maximally mixed state is unaffected by the Hadamard gate, so this too is unnecessary. We can therefore produce the appropriate probability distribution at the output by tossing an unbiased coin. Fig. 3 shows the data for factoring 15, RSA-768, and N-20000 using this method.
Conclusions
Of course this should not be considered a serious demonstration of Shor's algorithm. It does, however, illustrate the danger in "compiled" demonstrations of Shor's algorithm. To varying degrees, all previous factorization experiments have benefited from this artifice. While there is no objection to having a classical compiler help design a quantum circuit (indeed, probably all quantum computers will function in this way), it is not legitimate for a compiler to know the answer to the problem being solved. To even call such a procedure compilation is an abuse of language.
As the cases of RSA-768 and N-20000 suggest, very large numbers can be trivially factored if we were to allow this. For this reason we stress that a factorization experiment should be judged not by the size of the number factored but by the size of the period found. Current experiments ought to be viewed instead as technology demonstrations, showing that we can manipulate small numbers of qubits. In Ref. 6 , for instance, it was shown that intentionally added decoherence reduced the contrast in the data, a hallmark of a quantum-coherent process. All the referenced experiments are important tiny steps in the direction of building a quantum computer, but actually running algorithms on such tiny experiments is a somewhat frivolous endeavor.
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