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Abstract. In this review, an outline of the so called Freidlin-Wentzell theory
and its recent extensions is given. Broadly, this theory studies the exponential
rate at which the probabilities of rare events related to random perturbation
of ODE decays. The typical situation is when an ODE has several stable equi-
libria, in which case, the theory predicts the most likely paths in which the
randomly perturbed system goes from one equilibria to another. In recent de-
velopments I will outline how recent approaches allows to distinguish between
paths that are otherwise exponentially equivalent. An overview of applications
of this theory is briefly covered.
Introduction
In this survey we study the so called exit problem [27, Section 4.3] for small
noise diffusion. This model belongs to the more general area of random perturba-
tions of dynamical systems, which has been a very active area of research over the
last 30 years [10], [27], [42]. The small noise diffusion framework has attracted
the interest of both the pure and applied mathematics communities. From the
mathematical standpoint it is interesting partly because this area has strong inter-
actions with other important branches of mathematics such as probability theory,
dynamical systems, or PDE. As regards applied mathematics, the set of problems
relating to small noise diffusion has found applications in climate modeling [7], [8],
electrical engineering [13], [49], [50], finance [23], [24], neural dynamics [44], [45]
among others [20].
The setting of the problem is the following. Given a smooth vector field b :
Rd → Rd consider the Itoˆ equation driven by the d-dimensional standard Wiener
process W :
dXε(t) = b(Xε(t))dt+ εdW (t),(1)
Xε(0) = x0.
Assume that the vector field b is such that we can ensure that equation (1) has a
unique strong solution (see [31] or [43] for all stochastic analysis references). Given
an initial condition x0 ∈ Rd (or a set of initial conditions), the goal is to characterize
some asymptotic properties of Xε as ε→ 0.
The focus of this survey is on the exit from a domain problem or exit problem for
short. Consider a domain (open, bounded and connected) D ⊂ Rd with piecewise
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2 SERGIO A.ALMADA
smooth boundary (at least C2). The exit problem is the study of the time
τDε (x) = inf{t > 0 : Xε(t) ∈ ∂D},
at which Xε exits the domain D, and the exit distribution Px0{Xε(τDε ) ∈ ·}. As is
expected the asymptotic distribution depends on the dynamic properties inherited
by the flow generated by b. Some of this properties have been leveraged to several
applications that we will briefly mention.
The standard mindset in tackling this problem from the probabilistic point of
view is to think of the SDE that defines Xε as a (random) singular perturbation of
the system x˙ = b(x). Freidlin and Wentzell [27], [42] were the ones who put together
a general theory in this direction, mostly based on the Large Deviation principle
for Xε (see Section 5 for a brief review on Large Deviations). The theory came to
light with a series of papers beginning with [47] and [48] until the Russian edition
of the book [27] appeared. See [25] and [26] for a modern version of the theory,
and [14], [16] and references therein for a stochastic partial differential equations
version of the theory. In Section 1 we give a brief review of the Freidlin-Wentzell
theory.
In contrast with the Freidlin-Wentzell theory, that mostly relies on the large
deviation principle, a modern trend relying on a path-wise approach has emerged
in the last years. As a consequence, more detailed phenomena can be captured.
That is the case, for example, in [6] in which a heteroclinic network is considered
or in [9] in which a bifurcation problem is studied. The monograph [10] contains
several examples in this direction together with applications.
In this survey, we also present recent applications and developments to Monte
Carlo algorithms [12]. The connection between the exit problem and these algo-
rithms is established using the statistical physics framework [11], [46]. In particular
we focus on the Simulated Annealing algorithm, [15], [33], which is one of the most
used algorithms in practice. From a mathematical point of view, this algorithm
was studied in a series of papers [17], [28], [29], [34], and [41].
Section 1 contains the basic setup and results. This section assumes basic
intuitive understanding of Large Deviations Theory, if the reader lacks such un-
derstanding, Section 5 is meant to be self contained and to fill this gap. Section 2
contains the case of a saddle point. Section 3 contains an intuitive explanation of
an application (Simulated Annealing) that has been influenced by the small noise
problem. Section 4 briefly presents a view on future directions.
1. Background and Motivation
Let Xε be the strong solution to the SDE (1). The equation for Xε suggests
that the process should, for small ε, behave like the flow generated by b:
d
dt
Stx = b(Stx), Stx = x.(2)
Indeed, through a standard martingale argument, it is easy to see that for any δ > 0
there are constants C1 = C1(T, δ) and C2(T, δ) such that
(3) sup
x∈Rd
Px
{
sup
t≤T
|Xε(t)− Stx| > δ
}
≤ C1e−C2ε−2 .
Note that this estimate applies only on a compact time interval [0, T ]. In principle
τε can grow to infinity asymptotically for small ε, which limits the usability of (3).
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The first building block to overcome this difficulty is to establish a Large Deviation
Principle (LDP) for Xε. In this case, finding the LDP for Xε consists on finding
the optimal constant C2 in (3), see [20], [21] or Section 5. The LDP for Xε is the
following:
Theorem 1 (Freidlin-Wentzell [27] ). Let H10,T be the space of all absolutely
continuous functions from [0, T ] to Rd with square integrable derivatives. Define
the functional IxT by
IxT (ϕ) =
1
2
∫ T
0
‖ ·ϕ (s)− b(ϕ(s))‖ds,
if ϕ ∈ H10,T and ϕ(0) = x, and ∞ otherwise.
Then for each x ∈ Rd and T > 0 the family (Pεx)ε>0 satisfies a Large Deviation
Principle on C([0, T ];Rd) equipped with uniform norm at rate ε2 with good rate
function IxT .
Informally, Theorem 1 says that if A ⊂ C([0, T ];Rd) then
(4) − ε2 logPx {Xε ∈ A}  inf
ϕ∈A
IxT (ϕ), as ε→ 0,
which implies that the optimal constant C2 in (3) is given by C2 = Tδ/2. Fur-
ther, (4) suggests that IxT can be viewed as a measure on how costly (in terms of
probability) is for the system Xε not to follow the deterministic trajectory S. This
interpretation is essential when solving problems that require non-compact time
frames.
Regarding IxT as a cost function, it make sense to introduce V : D×∂D → [0,∞]
given by
(5) V (x, y) = inf
T>0
{IxT (ϕ) : ϕ(T ) = y, ϕ([0, T ]) ⊂ D ∪ ∂D} ,
which represents the cost that the process Xε would incur to go from x to y ∈ ∂D.
This function is known as the quasi-potential, and it plays an important role on
the exit problem:
Theorem 2 (Freidlin-Wentzell [27]). Suppose b is smooth, Xε(0) = x0 and let
z = inf
y∈∂D
V (x0, y).
Then, there is a constant V¯ such that for every δ ∈ [0, V¯ ) and for every closed set
N ⊂ ∂D that satisfies infy∈N V (x0, y) > z,
lim
ε→0
e(V¯−δ)/ε
2
Px0{Xε(τε) ∈ N} = 0.
The immediate observation resulting from this theorem is that the location of
the exit distribution is concentrated on the set of minimizers V∗ of the quasipoten-
tial. At the same time, it implies that for a set N ⊂ ∂D that contains V∗,
Px0{Xε(τε) 6∈ N} = pεe−V¯ /ε
2
,
where ε2 log pε → 0. As such, in principle, this theorem in itself does not provide
any information on the exit distribution when the exit is restricted to V∗. This kind
of information is usually obtained via ad-hoc analysis to the particular case under
consideration. In the next section we present one of these cases.
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2. Saddle Case, an Assymmetric Example
In this section we consider the small noise scape from a saddle problem that,
up to our knowledge, was first studied in [32]. Our objective is to ilustrate the
results obtained in cases in which the quasi-potential approach provides incomplete
information. For simplicity we will focus on the case in which d = 2.
The saddle case can be described as the case in which 0 ∈ D is the only critical
point of b in the closure of D; that is, 0 ∈ D is the only x ∈ D¯ such that b(x) = 0.
Further, suppose that the vector field b is such that its Jacobian at 0, A = Db(0)
has at one positive eigenvalue and one negative eigenvalue. The case of interest for
this problem is when the initial condition for the diffusion Xε(0) lies in the invariant
stable manifold
Ms = {x : Stx→ 0, as t→∞} .
In this case, it can be shown that the quasi-potential has two minimizers {q−, q+}
that correspond to the two intersection points of the unstable invariant manifold
Mu = {x : Stx→ 0, as t→ −∞}
with ∂D. As seen on the last section, the exit distrition ofXε fromD is concentrated
on these two points. in this section we will study the distribution precisely.
The small noise exit problem from a saddle point was first solved using a PDE
approach in [32]. In that paper, it is shown that the exit time is asymptotically
logarithmic in ε and that the exit location is uniform on the set {q−, q+}. Later, [19]
refined the result of the exit distribution in two dimensions, and further refinements
were made in higher dimensions in [4].
In [6] a further generalization to the exit location was obtained, and it was
shown that if a small perturbation of the initial condition is applied, then an asym-
metric exit distribution is obtained. The final result in this two dimensional setting
was obtained in [2], which is were the formulation of the following theorem was
taken.
Theorem 3. Suppose that A has spectrum λ+ > 0 > −λ− and denote ∂U ∩
Mu = {q−, q+}, and assume that Xε(0) = x0 + εαv, with x0 ∈Ms ∩U,α > 0, and
v ∈ R2.
Then, there is a family of random vectors (φε)ε>0, a family of random variables
(ξε)ε>0, and a number
β =
{
1, if αλ− ≥ λ+,
αλ−λ+ , if αλ− < λ+
such that Xε(τε) = qsgn(ξε) + ε
βφε, and the random vector
Πε =
(
ξε, φε, τε +
α
λ+
log ε
)
converges in distribution as ε→ 0.
As seen from this theorem, the choice of q− or q+ depends on the sign of the
random variable ξε. To be more precise, the asymptotic exit law of the process is
fully determined from the distribution of sgn(ξε) which, as we will illustrate in the
following, depends on the perturbation v. This distribution where studied in detail
in [2], and [6].
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Figure 1. An example of a noisy heteroclinic network
To give a survey of how this asymmetry is created, let us study the result
stated in Theorem 3 in a particular case. Suppose, b(x, y) = (λ+x,−λ−y), D =
[−1, 1] × [−1, 1], x0 = (0, y0), and v = (ν, 0). In this case, q± = (±1, 0) and
everything else is solvable making the proofs from [2], and [6] easy to follow and
apply to this case. Some sample computations in a similar case are performed in
the survey [5]. We will summarize the results, and restrict our selfs to the case
in which α ∈ (0, 1], since its when the asymmetry exist, still we will give the final
result in the case in which α > 1 for completeness and discussion.
Let us define the random variable
(6) ξ0 = ν + 1(α=1)
∫ ∞
0
e−λ+sdW1(s),
then, ξε → ξ0 in probability as ε→ 0. Further, in the case that αλ− < λ+,
Πε
P−→
(
ξ0, y0 |ξ0|λ−/λ+ ,− 1
λ+
log |ξ0|
)
, as ε→ 0,
while for αλ− ≥ λ+, Πε converges in distribution to a random variable Π0 that has
the same distribution as(
ξ0, y01(αλ−=λ+) |ξ0|λ−/λ+ +N ,−
1
λ+
log |ξ0|
)
,
whereN is a zero mean normally distributed random variable with variance 1/(2λ−)
independent of ξ0. By analyzing (6) we can conclude that as ε→ 0, the asymptotic
exit law,
η0(·) = lim
ε→0
Px0 {Xε(τε) ∈ ·} ,
is such that
(1) if α < 1, then η0
({qsgn(ν)}) = 1;
(2) if α = 1, then η0
({qsgn(ν)}) > 1/2, and the mean of η0 is qsgnν ; and,
(3) if α > 1, then η0 is uniform on {q−, q+}.
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The consequences of this asymmetric behavior were applied in [6], to study the
heteroclinic network case. The heteroclinic network case, is the case in which the
vector field b has a finite set of critical points {x0, ..., xr} such that each point is a
saddle, and further the unstable manifold of one critical point is the stable manifold
of another critical point forming a network, see Figure 1. In this case, if we start in
the stable manifold of one of the critical points, then the exit from a neighborhood
of this critical point, will be concentrated on the unstable manifold, which is the
stable manifold of another critical point. Iterating the procedure again we see that
we are now in the situation of Theorem 3 where α is the coefficient β from the
previous critical point. Hence, an asymmetry can be created. For concreteness,
this implies that in figure 1 the chance of the exit happening on the neighborhood
of q2 might be different from the exit happening on the neighborhood of q3 provided
that the starting point is x0. This result was unexpected given the history of the
problem in question, and the phenomena was first discovered in [6]. We point the
reader to [5] for further explanation of this case.
3. Applications and an informal view of metastability
A standard model in statistical physics is to use Gibbs measures to model the
state space of our phenomena. Indeed, it is standard to assume that our different
states can be characterized by vectors in Rd, and that states can be sampled from
the probability distribution
µε(dx) =
e−U(x)/ε
2
Zε
dx.
In this case, U(x) plays the role of energy of the configuration while ε2 is pro-
portional to the inverse temperature, and Zε is the free energy that makes µε a
probability measure:
Zε =
∫
Rd
e−U(x)/ε
2
dx.
The connection between this setting, and our standard stochastic differential equa-
tion setting is the fact that, under very general conditions, µε is the invariant
measure of the law of the process Xε when b = −∇U ; that is, if the initial condi-
tion Xε(0) is distributed as µε, then so is Xε(t) for every t > 0. In the following U
will be a smooth convex function that tends to infinity as |x| → ∞.
This connection between small noise stochastic differential equations and sim-
ulation has attracted lots of attention in the applied community. It has a strong
connection not only in simulation as explained above (see [37, Chapter 9] or [46]
for a detailed review) but also with global optimization methods and algorithms.
Indeed, the link between this setting and global optimization can be seen from the
following theorem which is a summary of the results found in [30]:
Theorem 4. Suppose that there is a η > 0 such that {x : U(x) ≤ η} is compact.
Then, (µε)ε>0 forms a tight family of probability measures, and
U∗ = {x : x is a minimizer of U}
is not empty. Further, if µε → µ weakly, then µ concentrates on U∗.
Theorem 4 makes this setting very attractive for applications for several rea-
sons. For starters from the simulation point of view, allows to simulate discrete
objects (represented by a point in Rd) and complex combinatorial relationships
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among them (encoded in the energy function U) by simply discretizing a stochastic
differential equation. Moreover, the result of the simulation is likely to correspond
to a minimum energy state, which is a common assumption when dealing with
physical systems. From the optimization point of view, it in principle allows to
find a minimizer of the function U by numerically solving a stochastic differential
equation and evolve this solution for a long time.
As expected this way of thinking has several set backs. In particular, one of the
most influential and most studied is the metastability phenomena [27]. Informally,
the process Xε is on a metastable state if it spends an exponentially large amount
of time in that state. This phenomena is known to happen in cases where U has
multiple local minima.
It is apparent from our discussion that a local minima of U , corresponds to
a critical point for b = −∇U . Hence, to study metastable phenomena we need
to study the way in which the stochastic process Xε passes from a neighborhood
of a critical point to a neighborhood of another critical point. Large Deviations
Theory in this case provides a well studied answer that builds upon the following
well known result.
Theorem 5. Suppose x∗ is a stable critical point of the driving vector field
b, and x0 belong to the basin of attraction B(x∗) of x∗. That is, b(x∗) = 0, and
x0 ∈ B(x∗) = {x : limt→∞ Stx = x∗}.
If D ⊂ B(x∗) strictly, then the first exit time of D is such that
lim
ε→0
Px0
{
e(V (x∗)−δ)/ε
2 ≤ τDε ≤ e(V (x∗)+δ)/ε
2
}
= 1,
where V (x∗) = infy∈∂D V (x∗, y), and V is the quasi potential from Section 1.
This theorem allows to study the time that it takes for the process Xε to go
from one critical point to another by just looking at the quasi potential V . This
is today a well developed mathematical theory which can be found in the classical
reference [27] or in more modern ones like [42]. For the sake of discussion, suppose
we are in a situation where U is a double well potential as depicted in Figure 2:
b = −∇U has three critical points, two asymptotically stable x−, and x+, and one
saddle point xs that separates them. In this case, it is well known [27][Chapter 4]
that V (x±) = 2 (U(xs)− U(x±)), and Theorem 5 implies that in order to escape
from the basin of attraction of point x±, and fall into the basin of attraction of x∓ we
need to wait a time that is approximately e2(U(xs)−U(x±))/ε
2
. In this case, If we are
in a situation in which x0 is on the basin of attraction of x−, and want the process
to visit the basin of attraction of x+, we would be stuck for an exponentially long
amount of time in the basin of attraction of x−, making the simulation potentially
unfeasible.
In the optimization setting implied by Theorem 4, Theorem 5 says that is
possible to spend an exponentially long amount of time exploring an undesirable
minimum: for example, in the double well potential case depicted in Figure 2, if x0 ∈
B(x+), and x− is a global minimum of U . Several alternatives have been proposed
to overcome this issue in practice. Few of those have reached a mathematical level
of maturity. Among the ones that have, the most successful seems to be the so
called Simulated Annealing [15], [33].
Simulated Annealing is an applied technique based on the well established Me-
tropolis algorithm [40]. It was proposed as an energy relaxation technique in [15],
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Figure 2. An example of a double well potential.
and [33], and ever since has been widely applied in all areas of science and en-
gineering. In our setting, this technique can be vaguely understood based on the
observation that for large values of ε the process Xε tends to transition from one
basin of attraction to another in a more common way. So the idea is to allow the
diffusion to transition easily from critical point (or local minimizer) to critical point
by having a relatively large ε and then reduce the value of ε once we have reach a
candidate critical point. One way to achieve this effect is by allowing the quadratic
variation term to depend on time and to vanish in the long run:
dZε(t) = −∇U(Zε(t))dt+ ε(t)dW (t),
where ε(t)→ 0, as t→∞. In a series of papers [17], [28], [29], [34] have obtained
the function form that ε(t) needs to have in order to establish convergence of Zε
to a minimizer of U . Their results are summarized in the following theorem, which
proof can be found in [41].
Theorem 6. Suppose ε(t)2 = c/ ln(t), and U is a smooth vector field such that
U(z)→∞ as z →∞, then for every compact set Γ ⊂ Rd and c > 0 large enough,
lim
t→∞ supx0∈Γ
ε(t)2 lnPx0
{
U(Zε(t)) ≥ inf
z∈Rd
U(z) + r
}
= −2r.
This theorem not only establishes the fact that the diffusion Zε will eventually
reach a neighborhood of an absolute minima, but it also says how much time it will
take to reach it.
4. Final Remarks and Future Directions
As it is clear, algorithms to explore landscapes (energy profiles U) have to be
motivated by the understanding of the transition process between stable critical
points per se. As such, it would be a fundamental tool to develop the necessary
theory to understand transitions from one critical point to another similar to the
results outlined in Section 2. Several advances have been made in this direction.
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A computational theory on how the transitions among basins of attraction of
different stable critical points occur is well developed, for example, in [22]. This
set of tools heavily rely on the concept of a reactive path: the path that the process
Xε follows when it scales from the basin of attraction of one stable critical point
into the basin of attraction of another stable critical point. As it has been recently
pointed out [38], a technique to understand these trajectories is via conditioning:
conditioned on transition to the basin of a attraction of the stable critical point
A how does scape from the basin of attraction of another stable critical point is
characterized. The idea of conditioning has had several uses in the past before.
In [1], and [3] the conditioning technique was used to get precise estimates for
the exit problem in the simpler case in which no critical points are inside of D.
More importantly, in [18] the idea of conditioning was combined with the quasi-
potential framework to study the exit problem from a stable critical point in the
case D contains the critical boundary; that is, ∂D is not contained in the basin of
attraction of the critical point. On the same flavor, in [39] a PDE approach was used
to discover an asymmetric behavior similar to the one described in Section 2, but
for the characteristic boundary case. It seems that these two results, [18] and [39],
combined with the idea of conditioning could provide the rigorous arguments to
study border-line cases in the computational Transition Path Theory [22]. Indeed,
this theory relies mostly on estimates derived from Theorem 5, and as such they
ignore finer events that are exponentially equivalent as in the case of Section 2.
Another approach put forward in the applied community is to modify the idea
of Simulated Annealing: instead of letting the quadratic variation term being time
dependent, we modify the drift term. The objective of the modification is to alter
the potential U so that already visited neighborhoods are easier to scape than unvis-
ited neighborhoods. This type of algorithms are usually known as meta-dynamics,
see [36], and, for a recent survey, [35]. In this case, theory is sparse and the formal
mathematical properties of these class of algorithms are to be determined. The
main difficulty is that the mathematical analysis has to rely on Stochastic Differ-
ential Equations with memory. The general large deviation theory for this kind of
equations is not well studied up to the authors knowledge.
5. Appendix: Large Deviations Principle (LDP)
Let X be a Polish metric space with metric function d : X × X → [0,∞). By
a probability measure on X , we mean a probability measure on the Borel sigma
algebra on X . We will give the general definition of large deviation principle for a
family of probability measures on X . First, recall the following definition.
Definition 7. The function f : X → [−∞,∞] is lower semi-continuous if it
satisfies any of the following equivalent properties:
(1) lim infn→∞ f(xn) ≥ f(x) for all sequences (xn)n∈N ⊂ X and all points
x ∈ X such that xn → x in X .
(2) For all x ∈ X , limδ→0 infy∈Bδ(x) f(y) = f(x), where Bδ(x) = {y ∈ X :
d(x, y) < δ}.
(3) f has closed level sets, that is, f−1([−∞, c]) = {x ∈ X : f(x) ≤ c} is
closed for all c ∈ R.
Here are the key definitions of large deviation theory:
Definition 8. The function I : X → [0,∞] is called a rate function if
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(1) I 6≡ ∞,
(2) I is lower semi-continuous,
(3) I has compact level sets.
Definition 9. A family of probability measures (Pε)ε>0 on X is said to satisfy
, as ε→ 0,the large deviation principle (LDP) with rate αε → 0 and rate function
I if
(1) I is a rate function,
(2) lim supε→0 αε logPε(C) ≤ −I(C), for every C ⊂ X closed,
(3) lim infε→0 αε logPε(O) ≥ −I(O), for every O ⊂ X open.
Here the bounds are in terms of the set function defined by
I(S) = inf
s∈S
I(x), S ⊂ X .
The goal of large deviation theory is to build up an arsenal of theorems based
on these two definitions. We will not describe most of this theorems, since they are
out of the scope for the present text.
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