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Abstrat
Newton's problem of the body of minimal aerodynami resistane
is traditionally stated in the lass of onvex axially symmetri bodies
with xed length and width. We state and solve the minimal resistane
problem in the wider lass of axially symmetri but generally nonon-
vex bodies. The inmum in this problem is not attained. We onstrut
a sequene of bodies minimizing the resistane. This sequene approx-
imates a onvex body with smooth front surfae, while the surfae of
approximating bodies beomes more and more ompliated. The shape
of the resulting onvex body and the value of minimal resistane are
ompared with the orresponding results for Newton's problem and for
the problem in the intermediate lass of axisymmetri bodies satisfying
the single impat assumption [8℄. In partiular, the minimal resistane
in our lass is smaller than in Newton's problem; the ratio goes to 1/2
as (length)/(width of the body) → 0, and to 1/4 as (length)/(width)
→ +∞.
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Figure 1: The Newton solution for h = 2.
1 Introdution
In 1687, I. Newton in his Prinipia [1℄ onsidered a problem of minimal
resistane for a body moving in a homogeneous rareed medium. In slightly
modied terms, the problem an be expressed as follows.
A onvex body is plaed in a parallel ow of point partiles. The density
of the ow is onstant, and veloities of all partiles are idential. Eah
partile inident on the body makes an elasti reetion from its boundary
and then moves freely again. The ow is very rare, so that the partiles do not
interat with eah other. Eah inident partile transmits some momentum
to the body; thus, there is reated a fore of pressure on the body; it is alled
aerodynami resistane fore, or just resistane.
Newton desribed (without proof) the body of minimal resistane in the
lass of onvex and axially symmetri bodies of xed length and maximal
width, where the symmetry axis is parallel to the ow veloity. That is,
any body from the lass is insribed in a right irular ylinder with xed
height and radius. The rigorous proof of the fat that the body desribed
by Newton is indeed the minimizer was given two enturies later. From now
on, we suppose that the radius of the ylinder equals 1 and the height equals
h, with h being a xed positive number. The ylinder axis is vertial, and
the ow falls vertially downwards. The body of least resistane for h = 2 is
shown on g. 1.
Sine the early 1990s, there have been obtained new interesting results
related to the problem of minimal resistane in various lasses of admissible
bodies [2℄-[12℄. In partiular, there has been onsidered the wider lass of
onvex (generally non-symmetri) bodies insribed in a given ylinder [2℄-
[4℄,[7℄,[10℄. It was shown that the solution in this lass exists and does not
oinide with the Newton one. The problem is not ompletely solved till
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Figure 2: The non-symmetri solution for h = 1.5.
now. The numerial solution for h = 1.5 is shown on g. 2.1
By removing both assumptions of symmetry and onvexity, one gets the
(even wider) lass of bodies insribed in a given ylinder. More preisely, a
generi body from the lass is a onneted set with pieewise smooth bound-
ary whih is ontained in the ylinder, ontains an orthogonal ross setion of
the ylinder, and satises a regularity ondition to be speied below. Notie
that there may our multiple reetions of partiles from the surfae of a
non-onvex body, while reetions from onvex bodies are always single. The
problem of minimal resistane in this lass was solved in [11, 12℄. In ontrast
to the lass of onvex & axisymmetri bodies and the lass of onvex bod-
ies, the inmum of resistane here equals zero, and we believe the inmum
annot be attained.
In addition to the lasses of admissible bodies disussed above:
(i) onvex & axisymmetri (the lassial Newton problem);
(ii) onvex but generally non-symmetri;
(iii) generally nononvex and non-symmetri,
there remains a lass that has not been studied as yet:
(iv) axisymmetri but generally nononvex bodies.
The aim of this paper is to ll this gap: we shall solve the minimal resistane
problem for the fourth lass.
Note that in the paper [8℄ there was onsidered the intermediate lass of
(v) axially symmetri nononvex bodies, under the additional so-alled
"single impat assumption".
This geometri assumption on the body's shape means that eah partile
hits the body at most one; multiple reetions are not allowed. On the
1
This gure is reprodued with kind permission of E. Oudet.
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ontrary, multiple reetions are allowed in our setting; we only assume that
the body's boundary is pieewise smooth and satises the regularity ondition
stated below.
The lass (v) is intermediate between the lasses (i) and (iv); it ontains
the former one and is ontained in the latter one. We shall determine the
minimal resistane and the minimizing sequene of bodies for the lass (iv)
(whih will be referred to as nononvex ase), and ompare them with the
orresponding results for the lass (i) (Newton ase) and for the lass (v)
(single impat ase).
2
Consider a ompat onneted set B ⊂ R3 and hoose an orthogonal
referene system Oxyz in suh a way that the axis Oz is parallel to the ow
diretion; that is, the partiles move vertially downwards with the veloity
(0, 0,−1). Suppose that a ow partile (or, equivalently, a billiard partile
in R
3 \ B) with oordinates x(t) = x, y(t) = y, z(t) = −t makes a nite
number of reetions at regular points of the boundary ∂B and moves freely
afterwards. Denote by νB(x, y) the nal veloity. If there are no reetions,
put νB(x, y) = (0, 0,−1).
Thus, one gets the funtion νB = (ν
x
B, ν
y
B, ν
z
B) taking values in S
2
and
dened on a subset of R
2
. We impose the regularity ondition requiring that
νB is dened on a full measure subset of R
2
. All onvex sets B satisfy this
ondition; examples of non-onvex sets violating it are given on gure 3.
Both sets are of the form B = G × [0, 1] ⊂ R2x,z × R1y, with G being shown
on the gure. On g. 3a, a part of the boundary is an ar of parabola with
the fous F and with the vertial axis. Inident partiles, after making a
reetion from the ar, get into the singular point F of the boundary. On
g. 3b, one part of the boundary belongs to an ellipse with foi F1 and F2,
and another part, AB, belongs to a parabola with the fous F1 and with the
vertial axis. After reeting from AB, partiles of the ow get trapped in the
ellipse, making innite number of reetions and approahing the line F1F2
as time goes to +∞. In both ases, νB is not dened on the orresponding
positive-measure subsets of R
2
.
Eah partile interating with the body B transmits to it the momentum
equal to the partile mass times ((0, 0,−1)− νB(x, y)). Summing up over
all momenta transmitted per unit time, one obtains that the resistane of B
equals −ρR(B), where
R(B) =
∫∫
R2
(νxB, ν
y
B, 1 + ν
z
B) dx dy,
and ρ is the ow density. One is usually interested in minimizing the third
2
Note that Newton himself did not state expliitly the assumption of onvexity; in this
sense, the ases (iv) and (v) an be regarded as "relaxed versions"' of the Newton problem.
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Figure 3: (a) After reeting from the ar of parabola, the partiles get into
the singular point F . (b) After reeting from the ar of parabola AB, the
partiles get trapped in the ellipse.
omponent of R(B),3
Rz(B) =
∫∫
R2
(1 + νzB(x, y)) dx dy. (1)
If B is onvex then the upper part of the boundary ∂B is the graph of
a onave funtion w(x, y). Besides, there is at most one reetion from
the boundary, and the veloity of the reeted partile equals νB(x, y) =
(1+ |∇w|2)−1(−2wx, −2wy, 1−|∇w|2). Therefore, the formula (1) takes the
form
Rz(B) =
∫∫
2
1 + |∇w(x, y)|2 dx dy, (2)
the integral being taken over the domain of w.
Further, if B is a onvex axially symmetri body then (in a suitable
referene system) the funtion w is radial: w(x, y) = f(
√
x2 + y2), therefore
one has
Rz(B) = 2pi
∫
2r
1 + f ′2(r)
dr, (3)
the integral being taken over the domain of f .
Thus, in the ases (i), (ii), and (v) the problem of minimal resistane
reads as follows:
(i) minimize
∫ 1
0
r
1 + f ′2(r)
dr (4)
3
Note that in the axisymmetri ases (i), (iv), and (v), the rst and seond omponents
of R(B) are zeros, due to radial symmetry of the funtions νxB and ν
y
B : Rx(B) = 0 =
Ry(B).
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over all onave monotone non-inreasing funtions f : [0, 1]→ [0, h];
(ii) minimize
∫∫
Ω
1
1 + |∇w(x, y)|2 dx dy
over all onave funtions w : Ω→ [0, h], where Ω = {x2+ y2 ≤ 1} is the
unit irle;
(v) minimize the funtional (4) over the set Ch of funtions f : [0, 1]→ [0, h]
satisfying the single impat ondition (see [8℄, formulas (3) and (1)).
In the nononvex ases (iii) and (iv) the funtional to be minimized (1)
annot be written down expliitly in terms of the body's shape. Still, in the
radial ase (iv) it an be simplied in the following way.
Let B be a ompat onneted set insribed in the ylinder x2 + y2 ≤ 1,
0 ≤ z ≤ h and possessing rotational symmetry with respet to the axis Oz.
This set is uniquely dened by its vertial entral ross setion G = {(x, z) :
(x, 0, z) ∈ B}. It is onvenient to reformulate the problem in terms of the
set G.
Consider the billiard in R
2 \ G and suppose that a billiard partile ini-
tially moves aording to x(t) = x, z(t) = −t, then makes a nite num-
ber of reetions (maybe none) at regular points of ∂G, and nally moves
freely with the veloity vG(x) = (v
x
G(x), v
z
G(x)). The regularity ondition
now means that that the so determined funtion vG is dened for almost ev-
ery x. One an see that νxB(x, y) = (x/
√
x2 + y2)vxG(
√
x2 + y2), νyB(x, y) =
(y/
√
x2 + y2)vyG(
√
x2 + y2), and νzB(x, y) = v
z
G(
√
x2 + y2). It follows that
Rx(B) = 0 = Ry(B) and Rz(B) = 2pi
∫ 1
0
(1 + vzG(x)) x dx. Thus, our mini-
mization problem takes the form
inf
G∈Gh
R(G), where R(G) =
∫ 1
0
(1 + vzG(x)) x dx (5)
and Gh is the lass of ompat onneted sets G ⊂ R2 with pieewise smooth
boundary that are insribed in the retangle −1 ≤ x ≤ 1, 0 ≤ z ≤ h,4 are
symmetri with respet to the axis Oz, and satisfy the regularity ondition
(see g. 4).
The main results are stated in setion 2: the minimization problem is
solved and the solution is ompared with the Newton solution (ase (i)) and
the single-impat solution (ase (v)). Details of all proofs are put in setion
3.
4
That is, belong to the retangle and have nonempty intersetion with eah of its sides.
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Figure 4: A set G ∈ Gh.
Figure 5: Modied reetion law.
2 Statement of the results
Denote by Gonvh the lass of onvex sets from Gh. One an easily see that if
G ∈ Gh then onvG ∈ Gonvh . For G ⊂ Gonvh dene the modied law of ree-
tion as follows. A partile initially moves vertially downwards aording to
x(t) = x, z(t) = −t and reets at a regular point of the boundary ∂G; at this
point the veloity instantaneously hanges to vˆG(x) = (vˆ
x
G(x), vˆ
z
G(x)), where
vˆG(x) is the unit vetor tangent to ∂G suh that vˆ
z
G(x) ≤ 0 and x · vˆxG(x) ≥ 0
(see g. 5).
The set G ∈ Gh is bounded above by the graph of a onave even funtion
z = fG(x). For x > 0, one has
vˆG(x) =
(1, f ′G(x))√
1 + f ′2G (x)
. (6)
The resistane of G under the modied reetion law equals (0,−R̂(G)),
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where
R̂(G) =
∫ 1
0
(1 + vˆzG(x)) x dx . (7)
Taking into aount (6), one gets
R̂(G) =
∫ 1
0
(
1 +
f ′G(x)√
1 + f ′2G (x)
)
x dx; (8)
the funtion fG is onave, nonnegative, and monotone non-inreasing, with
f(0) = h.
Theorem 1.
inf
G∈Gh
R(G) = inf
G∈Gonv
h
R̂(G). (9)
This theorem follows from the following lemmas 1 and 2 whih will be
proved in the next setion.
Lemma 1. For any G ∈ Gh one has
R(G) ≥ R̂(onvG).
Lemma 2. Let G ∈ Gonvh . Then there exists a sequene of sets Gn ∈ Gh
suh that
lim
n→∞
R(Gn) = R̂(G).
Indeed, lemma 1 implies that infG∈Gh R(G) ≥ infG∈Gonvh R̂(G), and lemma
2 implies that infG∈Gh R(G) ≤ infG∈Gonvh R̂(G).
Theorem 1 allows one to state the minimization problem (5) in an expliit
form. Namely, taking into aount (8) and putting f = h− fG, one rewrites
the right hand side of (9) as
inf
f∈Fh
∫ 1
0
(
1− f
′(x)√
1 + f ′2(x)
)
x dx, (10)
where Fh is the set of onvex monotone non-dereasing funtions f : [0, 1]→
[0, h] suh that f(0) = 0. The solution of (10) is provided by the following
general theorem.
Consider a positive pieewise ontinuous funtion p dened on R+ :=
[0, +∞) and onverging to zero as u→ +∞, and onsider the problem
inf
f∈Fh
R[f ], where R[f ] =
∫ 1
0
p(f ′(x)) x dx. (11)
8
Denote by p¯(u), u ∈ R+ the greatest onvex funtion that does not exeed
p(u). Put ξ0 = −1/p¯′(0) and u0 = inf{u > 0 : p¯(u) = p(u)}. One always
has ξ0 ≥ 0; if u0 = 0 and there exists p′(0) then ξ0 = −1/p′(0), and if u0 > 0
then ξ0 = u0/(p(0) − p(u0)). Denote by u = υ(z), z ≥ ξ0 the generalized
inverse of the funtion z = −1/p¯′(u), that is, υ(z) = sup{u : −1/p¯′(u) ≤ z}.
By Υ, denote the primitive of υ: Υ(z) =
∫ z
ξ0
υ(ξ)dξ, z ≥ ξ0. Finally, put
R(h) := inff∈Fh R[f ].
Theorem 2. For any h > 0 the solution fh of the problem (11) exists and
is uniquely determined by
fh(x) =
{
0 if 0 ≤ x ≤ x0
1
z
Υ(zx) if x0 < x ≤ 1 , (12)
where z = z(h) is a unique solution of the equation
Υ(z) = zh (13)
and x0 = x0(h) = ξ0/z(h). Further, one has f
′
h(x0 + 0) = u0. The funtion
x0(h) is ontinuous and x0(0) = 1. The minimal resistane equals
R(h) = 1
2
(
p¯(υ(z)) +
υ(z)− h
z
)
; (14)
in partiular, R(0) = p(0)/2.
If, additionally, the funtion p satises the asymptoti relation p(u) =
cu−α (1 + o(1)) as u→ +∞, c > 0, α > 0 then
x0(h) = cα
(
α + 1
α + 2
)α+1
ξ0h
−α−1(1 + o(1)), h→ +∞, (15)
and
R(h) = c
2
(
α + 1
α + 2
)α+1
h−α(1 + o(1)), h→ +∞. (16)
Let us apply the theorem to the three ases under onsideration.
1. First onsider the non-onvex ase. The problem (10) we are interested
in is a partiular ase of (11) with p(u) = p
nc(u) := 1 − u/
√
1 + u2 (the
subsript "n" stands for "non-onvex"). The funtion p
nc itself, however, is
onvex, hene u0 = 0 and p¯nc ≡ pnc. Further, one has −1/p¯′
nc(u) = (1+u
2)3/2,
therefore υ
nc(z) =
√
z2/3 − 1, ξnc0 = 1, and
Υ
nc(z) =
3
8
(2z2/3 − 1)z1/3
√
z2/3 − 1− 3
8
ln(z1/3 +
√
z2/3 − 1). (17)
9
The formulas (17), (13), and (12) with x0 = 1/z, determine the solution of
(10). Notie that, as opposed to the Newton ase, the solution is given by
the expliit formulas. However, they ontain the parameter z to be dened
impliitly from (13).
Further, aording to theorem 2, f ′h(x0 + 0) = 0 = f
′
h(x0 − 0), x0 = xnc0 ,
hene the solution fh is dierentiable everywhere in (0, 1). Besides, one has
xnc0 (h) =
27
64
h−3(1 + o(1)) as h→ +∞. (18)
The minimal resistane is alulated aording to (14); after some algebra
one gets
R
nc(h) =
1
2
+
3 + 2z2/3 − 8z4/3
16z5/3
√
z2/3 − 1 + 3
16z2
ln(z1/3 +
√
z2/3 − 1).
One also gets from theorem 2 that R
nc(0) = 0.5 and
R
nc(h) =
27
128
h−2(1 + o(1)) as h→ +∞. (19)
2. The original Newton problem (ase (i) in our lassiation) is also a
partiular ase of (11), with p(u) = pN(u) := 2/(1+u
2). One has u0 = 1 and
p¯N (u) =
{
2− u if 0 ≤ u ≤ 1
2/(1 + u2) if u ≥ 1 , and after some alulation one gets
that ξN0 = 1 and the funtion ΥN(z), z ≥ 1, in a parametri representation,
is ΥN =
1
4
(3u4/4 + u2 − ln u − 7/4), z = (1 + u2)2/(4u), u ≥ 1. From
here one obtains the well-known Newton solution: if 0 ≤ x ≤ x0 then
fh(x) = 0, and if x0 < x ≤ 1 then fh is dened parametrially: fh =
x0
4
(3u4/4+u2− ln u− 7/4), x = x0
4
(1+u2)2
u
, where x0 = 4u∗/(1+u
2
∗)
2
and u∗
is determined from the equation (3u4∗/4+ u
2
∗− ln u∗− 7/4) u∗/(1 + u2∗)2 = h.
The funtion fh is not dierentiable at x0: one has f
′
h(x0 + 0) = 1 and
f ′h(x0 − 0) = 0.
One also has RN (0) = 1,
RN(h) = 27
32
h−2(1 + o(1)) as h→ +∞. (20)
and
xN0 (h) =
27
16
h−3(1 + o(1)) as h→ +∞. (21)
10
3. The minimal problem in the single impat ase with h > M∗ ≈ 0.54
an also be redued to (11), with p(u) = p
si(u) :=
{
p∗ if u = 0
2/(1 + u2) if u > 0 ,
where p∗ = 8(ln(8/5) + arctan(1/2)− pi/4) ≈ 1.186. This fat an be easily
dedued from [8℄; for the reader's onveniene we put the details of deriva-
tion in the next setion.
5
From the above formula one an alulate that
u0 ≈ 1.808 and ξsi0 ≈ 2.52.
The asymptoti formulas here take the form
xsi0 (h) = ξ
si
0 · xN0 (h)(1 + o(1)) as h→ +∞ (22)
and
R
si(h) =
27
32
h−2(1 + o(1)) as h→ +∞. (23)
Finally, using the results of [8℄, one an show thatR
si(0) = pi/2−2 arctan(1/2) ≈
0.6435. This will also be made in the next setion.
Now we are in a position to ompare the solutions in the three ases.
One obviously has R
nc(h) ≤ Rsi(h) ≤ RN (h). From the above formulas
one sees that R
nc(0) = 0.5, RN(0) = 1, and Rsi(0) ≈ 0.6435. Besides,
one has limh→+∞(Rnc(h)/RN (h)) = 1/4 and limh→+∞(Rsi(h)/RN (h)) = 1.
Thus, for "short" bodies, the minimal resistane in the nononvex ase is
two times smaller than in the Newton ase, and 22% smaller, as ompared
to the single impat ase. For "tall" bodies, the minimal resistane in the
nononvex ase is four times smaller as ompared th the Newton ase, while
the minimal resistane in the Newton ase and in the single impat ase are
(asymptotially) the same.
In the three ases of interest, the onvex hull of the three-dimensional
optimal body of revolution has a at disk of radius x0(h) at the front part
of its boundary. One always has x0(0) = 1. For "tall" bodies, one has
limh→+∞(x
nc
0 (h)/x
N
0 (h)) = 1/4 and limh→+∞(x
si
0 (h)/x
N
0 (h)) = ξ
si
0 ≈ 2.52;
that is, the disk radius in the non-onvex ase and in the single impat ase
is, respetively, 4 times smaller and 2.52 times larger, as ompared to the
Newton ase.
Besides, in the nononvex ase, the front part of the surfae of the body's
onvex hull is smooth. On the ontrary, in the Newton ase, the front part
of the body's surfae has singularity at the boundary of the front disk.
5
We would like to stress that the results presented here about the single impat ase
an be found in [8℄ or an be easily dedued from the main results of [8℄.
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Figure 6: Two senarios of reetion.
3 Proofs of the results
3.1 Proof of lemma 1
It sues to show that
vzG(x) ≥ vˆzonvG(x) for any x ∈ [0, 1]. (24)
Consider two senarios of motion for a partile that initially moves ver-
tially downwards, x(t) = x and z(t) = −t. First, the partile hits onvG
at a point r0 ∈ ∂(onvG) aording to the modied reetion law and then
moves with the veloity vˆ
onvG(x). Seond, it hits G (possibly several times)
aording to the law of elasti reetion, and then moves with the veloity
vG(x). Denote by n the outer unit normal to ∂(onvG) at r0; on g. 6 there
are shown two possible ases: r0 ∈ ∂G and r0 6∈ ∂G.
It is easy to see that
〈vG(x), n〉 ≥ 0, (25)
where 〈· , ·〉 means the salar produt. Indeed, denote by r(t) = (x(t), z(t))
the partile position at time t. At some instant t1 the partile intersets
∂(onvG) and then moves outside onvG. The funtion 〈r(t), n〉 is linear
and satises 〈r(t), n〉 ≥ 〈r(t1), n〉 for t ≥ t1, therefore its derivative 〈vG(x), n〉
is positive.
>From (25) and the relations 〈vˆ
onvG(x), n〉 = 0, vˆz
onvG(x) ≤ 0 and
nz ≥ 0, nx ≥ 0 one gets (24).
3.2 Proof of lemma 2
Take a family of pieewise ane even funtions fε : [−1, 1]→ [0, h] suh that
f ′ε uniformly onverges to f
′
G as ε → 0+. Require also that the funtions fε
are onave and monotone dereasing as x > 0, and fε(0) = h, fε(1) = fG(1).
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Consider the family of onvex sets Gε ∈ Gonvh bounded from above by the
graph of fε and from below, by the segment −1 ≤ x ≤ 1, z = 0. Taking into
aount (8), one gets limε→0+ R̂(Gε) = R̂(G).
Below we shall determine a family of setsGε,δ ∈ Gh suh that limδ→0+ R(Gε,δ) =
R̂(Gε) and next, using the diagonal method, selet a sequene εn → 0, δn → 0
suh that limn→∞R(Gεn,δn) = limn→∞ R̂(Gεn) = R̂(G). This will nish the
proof.
Fix ε > 0 and denote by −1 = x−m < x−m+1 < . . . < x0 = 0 < . . . <
xm = 1 the jump values of the pieewise onstant funtion f
′
ε. (One obviously
has x−i = −xi.) For eah i = 1, . . . , m we shall dene a non self-interseting
urve li,ε,δ that onnets the points (xi−1, fε(xi−1)) and (xi, fε(xi)) and is
ontained in the quadrangle xi−1 ≤ x ≤ xi, fε(xi) ≤ z ≤ fε(xi−1)+(f ′ε(xi−1+
0) + δ) · (x− xi−1). The urve l−i,ε,δ is by denition symmetri to li,ε,δ with
respet to the axis Oz. Let now lε,δ := ∪−m≤i≤mli,ε,δ and let Gε,δ be the
set bounded by the urve lε,δ, by the two vertial segments 0 ≤ z ≤ fε(1),
x = ±1, and by the horizontal segment −1 ≤ x ≤ 1, z = 0.
For an interval I ⊂ [0, 1], dene
R̂I(Gε) :=
∫
I
(1 + vˆzGε(x)) x dx (26)
and
RI(Gε,δ) :=
∫
I
(1 + vzGε,δ(x)) x dx. (27)
Denote Ii = [xi−1, xi]; one obviously has R̂(Gε) =
∑m
i=1 R̂Ii(Gε) andR(Gε,δ) =∑m
i=1RIi(Gε,δ). Thus, it remains to determine the urve l
i,ε,δ
and prove that
lim
δ→0+
RIi(Gε,δ) = R̂Ii(Gε). (28)
This will omplete the proof of the lemma.
Note that for x ∈ Ii, i = 1, . . . , m holds
vˆzGε =
f ′ε(xi−1 + 0)√
1 + (f ′ε(xi−1 + 0))
2
. (29)
Fix ε and i and mark the points P = (xi−1, fε(xi−1)), P
′ = (xi, fε(xi)),
Q = (xi−1, fε(xi)), and S = (xi, fε(xi−1) + (f
′
ε(xi−1 + 0) + δ) · (xi − xi−1));
see g. 7. Mark also the point Qδ = (xi−1+ δ, fε(xi)), whih is loated on the
segment QP ′ at the distane δ fromQ, and the points Pδ = (xi−1+δ, fε(xi−1+
δ)) and Sδ = (xi−1 + δ, fε(xi−1) + (f
′
ε(xi−1+0)+ δ) · δ), whih have the same
absissa as Qδ and belong to the segments PP
′
and PS, respetively. Denote
by l the line that ontains Pδ and is parallel to PS. Denote by Πδ the ar of
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Figure 7: Construting the urve li,ε,δ: a detailed view.
the parabola with vertex Qδ and fous at Pδ (therefore its axis is the vertial
line QδPδ). This ar is bounded by the point Qδ from the left, and by the
point P¯δ of intersetion of the parabola with l, from the right. Denote by
xδi the absissa of P¯δ and denote by P
′
δ the point that lies in the line PP
′
and has the same absissa xδi . Denote by piδ the ar of the parabola with
the same fous Pδ, the axis l, and the vertex situated on l to the left from
Pδ. The ar piδ is bounded by the vertex from the left, and by the point
S ′δ of intersetion of the parabola with the line QδPδ, from the right. There
is an arbitrariness in the hoie of the parabola; let us hoose it in suh a
way that the ar piδ is situated below the line PS. Finally, denote by Jδ the
perpendiular dropped from the left endpoint of piδ to QP
′
, and denote by
Q′δ the base of this perpendiular.
If xδi ≥ xi, the urve li,ε,δ is the union (listed in the onseutive order) of
the segments PSδ and SδS
′
δ, the ar piδ, the segments Jδ and Q
′
δQδ, and the
part of Πδ loated to the left of the line P
′S.
If xδi < xi, the denition of l
i,ε,δ
is more ompliated. Dene the homo-
thety with the enter at P ′ that sends P to P ′δ, and dene the urve l˜
i,ε,δ
by
the following onditions: (i) the intersetion of l˜i,ε,δ with the strip region
xi−1 ≤ x ≤ xδi is the union of PSδ, SδS ′δ, piδ, Jδ, Q′δQδ, Πδ, and the interval
P¯δP
′
δ; (ii) under the homothety, the urve l˜
i,ε,δ
moves into itself. The urve
l˜i,ε,δ is uniquely dened by these onditions; it does not have self-intersetions
14
Figure 8: The urve li,ε,δ, again.
and onnets the points P and P ′. However, it is not pieewise smooth, sine
it has innitely many singular points near P ′. In order to improve the sit-
uation, dene the pieewise smooth urve li,ε,δ in the following way: in the
strip xi−1 ≤ x < xi − δ, it oinides with l˜i,ε,δ, the intersetion of li,ε,δ with
the strip xi−δ < x ≤ xi is the horizontal interval xi−δ < x ≤ xi, z = fε(xi),
and the intersetion of li,ε,δ with the vertial line x = xi − δ is a point or a
segment (or maybe the union of a point and a segment) hosen in suh a way
that the resulting urve li,ε,δ is ontinuous.
The partiles of the ow falling on the ar Πδ make a reetion from it,
pass through the fous Pδ, then make another reetion from the ar piδ,
and nally move freely, the veloity being parallel to l. Choose δ < |f ′ε(0+)|
and δ < min1≤i≤m−1(f
′
ε(xi−1 + 0) − f ′ε(xi + 0)), then the partiles after the
seond reetion will never interset the other urves lj,ε,δ, j 6= i. Thus, for
the orresponding values of x, the vertial omponent of the veloity of the
reeted partile is
vzGε,δ(x) =
f ′ε(xi−1 + 0) + δ√
1 + (f ′ε(xi−1 + 0) + δ)
2
= vˆzGε(x) +O(δ), δ → 0+. (30)
If xδi ≥ xi, the formula (30) is valid for x ∈ [xi−1+δ, xi]. If xδi < xi, it is valid
for the values x ∈ [xi−1 + δ, xδi ]. Note, however, that (30) is also valid for
values of x that belong to the iterated images of x ∈ [xi−1 + δ, xδi ] under the
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homothety, but do not belong to [xi − δ, xi]. Summarizing, (30) is true for
x ∈ [xi−1, xi], exept for a set of values of measure O(δ). Thus, taking into
aount (26), (27), (29), and (30), the onvergene (28) is proved. Q.E.D.
3.3 Proof of theorem 2
Let us rst state (without proof) the following lemma.
Lemma 3. Let λ > 0 and let the funtion f ∈ Fh satisfy the ondition
Iλ. f(1) = h, and for almost all x ∈ [0, 1] the value u = f ′(x) is a
solution of the problem
xp(u) + λu→ min, u ∈ R+. (31)
Then the funtion f is a solution of the problem (11) and any other solution
satises the ondition Iλ with the same value of λ.
This simple lemma is a diret onsequene of the Pontryagin maximum
priniple. Its proof an be found, for example, in [13℄ or in [14℄.
Now we shall nd the funtion fh satisfying the ondition Iλ for some
positive λ. Let x ∈ [0, 1] be the value for whih Iλ is fullled. Then the value
u = f ′h(x) is also a minimizer for the funtion xp¯(u) + λu, and p(u) = p¯(u).
This implies that (if the funtion fh really exists then)
R[fh] =
∫ 1
0
p¯(f ′h(x)) x dx. (32)
Besides, if u > 0 and p¯ is dierentiable at u then one has d
du
(xp¯(u)+λu) = 0,
hene
x
λ
= − 1
p¯′(u)
. (33)
If u > 0 and p¯ is not dierentiable at u, then it has left and right derivatives
at this point and
− 1
p¯′(u− 0) ≤
x
λ
≤ − 1
p¯′(u+ 0)
. (34)
If, nally, u = 0 then one has
x
λ
≤ − 1
p¯′(0)
= ξ0. (35)
Put z = 1/λ and x0 = ξ0/z and rewrite (33) and (34) in terms of the
generalized inverse funtion: υ(zx− 0) ≤ u ≤ υ(zx); thus the equality
u = υ(zx), (36)
16
is valid for almost all values x ≥ x0. Taking into aount (35), substituting
u = f ′h(x), and integrating both parts of (36) with respet to x, one omes
to (12). In partiular, f ′h(x0 + 0) = υ(ξ0 + 0) = u0. Using that fh(1) = h,
one gets (13).
The funtion Υ(z)/z is ontinuous and monotone inreasing; it is dened
on [ξ0,+∞) and takes the values from 0 to +∞. Therefore the equation
(13) uniquely denes z as a ontinuous monotone inreasing funtion of h;
in partiular, z(0) = ξ0 and x0(0) = ξ0/z(0) = 1. The relations (12) and
(13) dene the funtion fh solving the minimization problem (11). From the
onstrution one an see that this funtion is uniquely dened.
Reall that R(h) = R[fh]. Integrating by parts the right hand side of
(32), one gets
R(h) = p¯(f
′
h(1))
2
−
∫ 1
0
x2
2
p¯′(f ′h(x)) df
′
h(x).
Taking into aount that f ′h(1) = υ(z) and xp¯
′(f ′h(x)) = −λ = −1/z, one
obtains
R(h) = p¯(υ(z))
2
+
1
2z
∫ 1
0
x df ′h(x),
and integrating by parts one again, one gets (14). Substituting in (14) h = 0
and using that z(0) = ξ0, υ(ξ0) = u0, Υ(ξ0) = 0, one obtainsR(0) = (p¯(u0)+
u0/ξ0)/2, and using that p(0)− ξ−10 u0 = p¯(u0), one obtains R(0) = p(0)/2.
Taking into aount the asymptoti of p¯ (whih is the same as the asymp-
totis of p: p¯(u) = c u−α(1 + o(1)), u → +∞), and the asymptoti of
p¯′: p¯′(u) = −cα u−α−1(1 + o(1)), u→ +∞, one omes to the formulas
υ(ξ) = (Cα)
1
α+1 ξ
1
α+1 (1 + o(1)), ξ → +∞,
Υ(z) =
(
α + 1
α + 2
)
(cα)
1
α+1 z
α+2
α+1 (1 + o(1)), z → +∞,
and
z =
1
cα
(
α + 2
α + 1
)α+1
hα+1 (1 + o(1)), h→ +∞.
Substituting them into (14) and using the relation x0 = ξ0/z, after a simple
algebra one obtains (16) and (15). The theorem is proved.
Summarizing, the three-dimensional bodies of revolution minimizing the
resistane are onstruted as follows. First, we nd the funtion fnch mini-
mizing the funtional (10) and dene the onvex set −1 ≤ x ≤ 1, 0 ≤ z ≤
h− fnch (|x|). Next, the upper part of its boundary (whih is the graph of the
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Figure 9: Proles of optimal solutions in the single impat (a), Newton (b),
and nononvex () ases, for h = 0.8. In the nononvex ase, the prole is
atually a zigzag urve with very small zigzags, as shown on the next gure.
funtion z = h − fnch (|x|)) is approximated by a broken line and then sub-
stituted with a urve with rather ompliated behavior, aording to lemma
2. The set bounded from above by this urve is "almost onvex": it an be
obtained from a onvex set by making small hollows on its boundary. By
rotating it around the axis Oz, one obtains the body of revolution B having
nearly minimal resistane Rz(B).
The vertial entral ross setions of optimal bodies in the Newton, single
impat, and nononvex ases, for h = 0.8, are presented on gure 9.
3.4 Derivation of the asymptoti relations in the single
impat ase
For h small (namely, h < M∗ ≈ 0.54), a solution in the single impat ase
an be desribed as follows. There are marked several values −1 < x−2n+1 <
x−2n+2 < . . . < x2n−2 < x2n−1 < 1, n ≥ 2 related to the singular points of
the solution. As h→ 0+, n = n(h) goes to innity. One has x−k = −xk and
x2i = (x2i−1 + x2i+1)/2; thus x0 = 0. Besides, one has maxk(xk − xk−1) =
x1 = 4h/3. The vertial entral ross setion of the solution G = G
si
h ⊂ R2x,z
is bounded from above by the graph of a ontinuous non-negative pieewise
smooth even funtion f = f sih , and from below, by the segment −1 ≤ x ≤ 1,
z = 0. This funtion has singularities at the points xk, and the values of
the funtion at the points x2i−1 oinide: f(x2i−1) = h. On eah interval
[x2i−1, x2i], the graph of f is the ar of parabola with vertial axis and with
the fous at (x2i+1, h). Similarly, on [x2i, x2i+1] the graph of f is the ar of
parabola with vertial axis and with the fous at (x2i−1, h). The rst parabola
ontains the fous of the seond one, and vie versa. From this desription one
an see that on [x2i−1, x2i], the funtion equals f(x) =
(x−x2i+1)
2
2(x2i+1−x2i−1)
+ yi, and
on [x2i, x2i+1], f(x) =
(x−x2i−1)
2
2(x2i+1−x2i−1)
+yi, where yi = h−(x2i+1−x2i−1)/2. On
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Figure 10: Detailed view of the zigzag urve.
the intervals [−1, x−2n+1] and [x2n−1, 1] the graph of the funtion represents
the so-alled "Euler part" of the solution (see [8℄).
Note that the solution is not unique. The values x1 and x2n−1 are uniquely
determined, but there is arbitrariness in hoie of the intermediate values
x3, . . . , x2n−3 and also in the number n of the independent parameters.
After some alulation, one obtains the value of 1 + vzG for the gure G:
if x ∈ [x2i−1, x2i], 1 + vzG(x) =
2
1 +
(
x2i+1−x
x2i+1−x2i−1
)2 ;
if x ∈ [x2i, x2i+1], 1 + vzG(x) =
2
1 +
(
x−x2i−1
x2i+1−x2i−1
)2 .
Let us now alulate the integral
∫ x2i+1
x2i−1
(1 + vzG(x)) x dx, 1 ≤ i ≤ n − 1.
Sine the funtion 1 + vzG(x), x ∈ [x2i−1, x2i+1] is symmetri with respet to
x = x2i, the integral equals 2x2i
∫ x2i+1
x2i
(1 + vzG(x)) dx. Changing the variable
t = (x − x2i−1)/(x2i+1 − x2i−1) and taking into aount that 2x2i = x2i−1 +
x2i+1, one omes to the integral 2x2i(x2i+1−x2i−1)
∫ 1
1/2
2/(1+t2) dt = (x22i+1−
x22i−1)(pi/2− 2 arctan(1/2)). Therefore∫ x2n−1
x1
(1 + vzG(x)) x dx = (x
2
2n−1 − x21)(pi/2− 2 arctan(1/2)).
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Taking into aount that x1 = 4h/3 → 0 and x2n(h)−1 → 1 as h → 0+, one
nally gets
R(Gsih ) =
∫ 1
0
(1 + vzGsi
h
(x)) x dx = pi/2− 2 arctan(1/2) + o(1), h→ 0+,
that is, R
si(0) = pi/2− 2 arctan(1/2) ≈ 0.6435.
If h > M∗, the funtion f = f sih has three singular points: x1 = x1(h), 0,
and −x1. On the interval [−x1, x1], the graph of f is the union of two
paraboli ars, as desribed above with i = 0. On the intervals [−1, −x1]
and [x1, 1], the graph is the "Euler part" of the solution; on both intervals,
f is a onave monotone funtion, with f(±1) = 0 and f(±x1) = h. The
part of resistane of G = Gsih related to [0, x1] an be alulated:∫ x1
0
(1 + vzG(x)) x dx = x1p
∗,
where p∗ = 8(ln(8/5) + arctan(1/2) − pi/4) ≈ 1.186. That is, the onvex
hull of G represents the solution of the problem (11) with p(u) = p
si(u) ={
p∗ if u = 0
2/(1 + u2) if u > 0 .
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