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Genomic architecture appears to be a largely unexplored component of gene expression.
That architecture can be related to chromatin domains, transposable element neighbor-
hoods, epigenetic modiﬁcations of the genome, and more. Although surely not the end of
the story, we are learning that when it comes to gene expression, size is also important.
We have been surprised to ﬁnd that certain patterns of expression, tissue speciﬁc versus
constitutive, or high expression versus low expression, are often associated with physical
attributes of the gene and genome. Multiple studies have shown an inverse relationship
between gene expression patterns and various physical parameters of the genome such as
intron size, exon size, intron number, and size of intergenic regions. An increase in expres-
sion level and breadth often correlates with a decrease in the size of physical attributes
of the gene. Three models have been proposed to explain these relationships. Contradic-
tory resultswere found in several organismswhen expression level and expression breadth
were analyzed independently. However, when both factorswere combined in a single study
a novel relationship was revealed. At low levels of expression, an increase in expression
breadth correlated with an increase in genic, intergenic, and intragenic sizes. Contrastingly,
at high levels of expression, an increase in expression breadth inversely correlated with
the size of the gene. In this article we explore the several hypotheses regarding genome
physical parameters and gene expression.
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INTRODUCTION
Ever since Beadle and Tatum conducted simple but elegant exper-
iments that led to a basic understanding that “genes act by reg-
ulating deﬁnite chemical events” (Beadle and Tatum, 1941) we
have known that mutations can inﬂuence the fate of an organism.
This profound ﬁnding led to their receiving the Nobel Prize in
Physiology or Medicine in 1958. We now know that the regulation
of expression of genes is more complex. Expression is no longer
thought to be controlled solely by the “strength” of a promoter,
but is modulated by transcription factors, small RNAs, parachro-
matin, as well as by all of the components that make up epigenetics
(Jorgensen, 2011).
Identifying the internal cues that regulate gene expression
can help in deciphering the form and function of living organ-
isms. With the surge in whole-genome sequencing, exploring the
uncharted territories and complex evolutionary constraints is now
possible. Until recently, genic properties such as exon size and
intron size have been assumed to evolve under stochastic processes.
In the last 10 years, a correlation between transcriptional demands
and genic properties has been identiﬁed. Each gene has an individ-
ual proﬁle varying in the level of transcription and the number of
tissues in which it is expressed. As the transcriptional demands of
a gene increase, the genic size tends to decrease. Proposals for the
explanation of this relationship have focused on selection for econ-
omy, a regional mutational bias, or genomic organization. While
this relationship is seemingly constant in animals, in plants many
contradicting results have been found (Ren et al., 2006; Camiolo
et al., 2009; Yang, 2009; Woody et al., 2011). It is apparent that dif-
ferent selective forces are acting on the plant genomes than what
has been previously thought.
THE MODELS
“Selection for economy” proponents base their argument on the
fact that transcription and translation are both time-consuming
and costly (Urrutia and Hurst, 2003; Seoighe et al., 2005). To tran-
scribe one nucleotide, two adenine triphosphate molecules and
roughly 0.05 s are required (Carmel and Koonin, 2009) thus it
would be advantageous to the organism to reduce the cost of
those genes ubiquitously and highly transcribed and translated.
As might be apparent, within the selection for economy argu-
ment, there are two sub-arguments; the energetic cost hypothesis
and the time cost hypothesis. The energetic cost hypothesis states
that selection is inﬂuenced by a drive to minimize the energetic
cost of transcription. Alternatively, in the time cost hypothesis,
shorter introns and shorter exons are selected when limited time
periods are required to transcribe large amounts of mRNA (Rao
et al., 2010). The common thread is that the decrease in genic size
is a result of selected mutations with the purpose to decrease the
demands of highly transcribed genes.
If indeed, selected mutations occur that result in decreased
gene sizes and increased transcription one has to wonder when
and how does this take place. Selection for gene reduction based
on economical reasons could occur at two stages, transcription
and translation. An equal decrease in intron and exon size would
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suggest selection is occurring at the transcription stage while a
decrease solely in the exon size would point to selection at the
point of translation. To make this even more complex, selection
could be occurring at both stages. For this reason, it appears that
there are two facets to the argument for selection for economy, is
it occurring and if so, is it in transcription or translation?
While the selection for economy hypothesis is reasonable, it
does not explain the shortening of non-coding regions in genes
that are highly and/or broadly transcribed. Vinogradov (2004)
suggested that broadly expressed genes required simple regulation
and therefore less regulatory elements. Conversely, tissue speciﬁc
genes contain more functional domains and are associated with
more complex protein architecture (Vinogradov, 2004) resulting
in larger gene “spaces.” The genome complexity model postulates
that the functional properties of a gene determine the length of
the physical genic properties (Eisenberg and Levanon, 2003;Vino-
gradov, 2006). Intron and intergenic regions are hypothesized to
be involved in chromatin-mediated suppression and higher order
regulation thus introns and intergenic regions are increased when
genes are transcribed at a low level or in a tissue speciﬁc manner.
The mutational model focuses on transcription-associated
non-adaptive deletion bias, the idea that highly expressed regions
are in chromosomal regions with high deletion rates resulting in
the bias (Urrutia and Hurst, 2003; Comeron, 2004). The selec-
tion for economy model and the mutational bias model share a
lot of overlap but the underlying concept is different for the two.
The selection for economy model refers to the strain an individual
gene’s transcription and translation puts on the cell. At a larger
level, the mutational bias model suggests that the “neighborhood”
of the gene is the cause for selection. Highly expressed genes tend
to cluster in the chromosomes (Caron et al., 2001) and it is hypoth-
esized that this clustering might result in local mutational bias.
Eukaryotic genomes are composed with a myriad of distinct
regions of varying GC content. Genomic regions containing many
genes tend to be GC rich (Urrutia and Hurst, 2003) and thus are
also regions of high recombination rates (Fullerton et al., 2001).
It is possible that the increase in recombination imposes a muta-
tional bias on these highly expressed genes (Seoighe et al., 2005).
However, the mutational bias model has also been suggested at
the individual gene level. As a gene is transcribed more it is more
disposed to retroposition and reverse transcription (Mourier and
Jeffares, 2003).
In chicken, (Rao et al., 2010) gene size, CDS length, ﬁrst intron
length, average intron length, and total intron length are nega-
tively correlated with expression level and expression breadth.
In humans, (Eisenberg and Levanon, 2003) 575 constitutively
expressed genes were analyzed and were found to have shorter
introns, untranslated regions, and coding sequences than tissue
speciﬁc genes. These studies add support to the selection for econ-
omy model as the regions that are transcribed are decreasing in
size as expression increased. They also found that the difference
in genic size between tissue speciﬁc and housekeeping genes was
larger for the introns than for the exons and proposed that the
coding sequences and UTRs would be less susceptible to change
based on selection. Another study in humans and Caenorhabdi-
tis elegans identiﬁed a signiﬁcant decrease in the intron size of
highly expressed genes and this decrease was much larger than the
decrease in coding region size suggesting that the reduction is not
functional but a result of natural selection (Castillo-Davis et al.,
2002).
It is readily apparent that the models allow for conceptual over-
lap. A reduction in intron size could also support the genome
complexity model. An increase in expression correlates with a
decrease in regulatory elements and thus a decrease in intron and
intergenic size according to the model. However, Li et al. (2007)
analyzed genes with high functional/regulatory complexity in M.
musculus, human, and Arabidopsis thaliana and found that these
genes did not have longer introns or longer proteins. In addition,
they did not ﬁnd that housekeeping genesweremore compact than
tissue speciﬁc genes expressed at similar expression levels. And so,
the controversy grows.
THE “CONTROVERSY”
A controversy has emerged regarding expression and the struc-
ture of plant genomes. In a contradiction to the models, Ren et al.
(2006) studied both Oryza sativa and A. thaliana and found that
highly expressed genes contained more and longer introns and a
produced a larger primary transcript than genes expressed at a
low level. The genic parameters also increased as the expression
breadth increased which is different than what had been found
in animals. However, in a subsequent study in Arabidopsis both
the non-coding and coding regions of the genes decreased as the
expression level increased (Camiolo et al., 2009).
In accordance with the previous study, another study in Ara-
bidopsis found that expression breadth positively correlated with
the non-coding structural parameters (Yang, 2009), e.g., non-
coding regions got larger as expression breadth increased. How-
ever, in the same study expression breadth was negatively corre-
lated with the coding regions, e.g., coding regions got smaller. It is
possible that plant genomes are under a different selectionpressure
than animals and that different methods are needed to decipher
the evolutionary process.
Using a “primitive” plant, Stenøien (2007) studied the possible
effect of selection on genome organization in the haploid moss
Physcomitrella patens. They found that total intron length, the
number of introns, and the total length of genes are negatively cor-
related with the level of expression. They suggest that if animals
and plants have followed separate evolutionary pathways then this
difference must have occurred after the split between vascular and
non-vascular plants (250 mya, Palmer et al., 2004). One suggested
explanation for this difference is that plants tend to have much
smaller introns. Arabidopsis has an average intron length per gene
of 152, 387 bp in rice (Ren et al., 2006) compared to 5.5 kbp in
humans (Sakharkar et al., 2004). A much larger transcriptional
demand on the introns of humans seems plausible. However, P.
patens’ average intron length is 252 bp, not signiﬁcantly different
from Arabidopsis and smaller than rice (Rensing et al., 2005). Sub-
sequent expression studies done in Arabidopsis and other plant
species revealed different results. Colinas et al. (2008) found that
the size of the introns and exons negatively correlated with expres-
sion levels. This seemingly nulliﬁed the argument that vascular
and non-vascular plants are evolving under different constraints.
Interestingly, it is not just in plants that opposing correlations
have been discovered.
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In several yeasts and other unicellular organisms, highly
expressed genes have longer introns than genes expressed at a low
level (Vinogradov, 2001). In the unicellular green algae Ostreococ-
cus lucimarinus, intron number and intron density are positively
correlated with expression level (Lanier et al., 2008). Even in ani-
mals, as in the mouse example above, controversy has occurred.
In chicken, ubiquitously expressed genes were compared with nar-
rowly expressed genes and they found that ubiquitously expressed
genes were larger (Rao et al., 2010). However, they found that gene
size, CDS length, ﬁrst intron length, average intron length, and
total intron length all negatively correlated with expression level.
Throughout the dispute, it is unclear as to whether the source of
the contradictions is expression level or expression breadth.
An important consideration when evaluating the contradic-
tions is the quantiﬁcation and characterization of expression and
genic properties both within and across species. Can an ancient
polyploid with a large genome such as soybean be compared to a
genome such as rice? Both have experienced dramatically different
evolutionary trajectories. Can the evolutionary processes of plants
be analyzed and compared with animals? Even within a species
experiments vary. Expression breadth is relative to the tissue and
time points analyzed in the study. This is not to say that we can-
not compare across studies but this should be contemplated when
making generalizations. A similar conﬂict occurs when analyzing
genic properties. Each individual property (exon length, intron
length, intergenic region, individual exon lengths) can tell us a
different story to complement the ﬂuid movements of the whole
gene. Understanding the evolutionary differences between intron
and exon length can give us a wealth of information on what may
be occurring during transcription compared to translation
A NOVEL DICHOTOMY IN HIGHLY EXPRESSED GENES
COMPARED TO LOWLY EXPRESSED GENES
A recent study in soybean took a unique approach and parti-
tioned the genes ﬁrst into categories of expression level (low, mid,
high) and then into categories of expression breadth (Woody et al.,
2011). A unique division was observed; genes that were expressed
at high levels decreased in size as the expression breadth increased
while genes that were expressed at low levels increased in size
as the expression breadth increased. This leads to the hypoth-
esis that multiple divergent evolutionary paths may be present.
Those genes at a low level of expression may be under a differ-
ent model of selection than those at a high level of expression. In
humans, Zhu et al. (2008) looked at 17,288 RefSeq loci across 18
tissues and found that, on average, highly expressed genes aremore
compact but that genes expressed at a low level show a lot more
variation. They suggested that highly expressed genes could be the
only genes under an economical selection pressure (selection for
economy). In Arabidopsis and rice, it was found that housekeep-
ing genes, compared to tissue speciﬁc genes, are under stronger
selective constraints and that weakly expressed genes, compared to
highly expressed genes also are under stronger selective constraints
(Mukhopadhyay et al., 2008). When analyzed further they found
that highly expressed housekeeping genes had a lower synonymous
substitution rate than lowly expressed housekeeping genes. Berg
and Martelius (1995) suggested that a lower synonymous substi-
tution rate was due to a transcriptional selection for economy.
Mukhopadhyay et al. (2008) found that by analyzing preferred
codon usage, highly expressed genes that were broadly expressed
were under selection for economy through tRNA copy number
that was used to optimize the synonymous codon usage. Lowly
expressed genes are under a stronger selective pressure than highly
expressed genes but highly expressed housekeeping genes are also
under a selective pressure and this can be localized to a codon
usage bias.
Selection for economy may explain the evolution of highly
expressed genes but other selective forces, potentially stronger
forces, are acting upon weakly expressed genes. This selection
appears to increase as the expression breadth increases. In Woody
et al. (2011) it was observed that tissue speciﬁc genes did not
display a large difference in genic size between low, mid, and
highly expressed genes, although the physical parameters of highly
expressed tissue speciﬁc genes were always slightly larger than
lowly expressed tissue speciﬁc genes. It was postulated that the
genes expressed at a low level of expression are selected uponby the
demands of being polytypic (genes involved in alternative splicing
evens). Genes that are lowly expressed, with an increasing breadth
of expression share many properties with polytypic genes. Genes
expressed at a low level increased in total genic length by increasing
the number of exons, not the size of exons and this is dissimilar to
highly expressed genes. In humans, an increase in exons and larger
transcripts were shown to correlate with polytypic genes expressed
at a low level.
What properties of alternative splicing lead to a selection for
an increase in exon number? Exon–exon junction complexes are
placed on mRNAs during splicing. These complexes result in a
post-transcriptional effect in that the size of the transcript and
the efﬁciency of translation are both increased (Camiolo et al.,
2009). In a previous study on alternative isoforms in humans, it
was found that many gene isoforms of alternative splice genes
contained premature termination codons and were subject to
non-sense mediated decay and subsequently decreases the tran-
scription level (Hillman et al., 2004). Thus, a selection for economy
could be suggested in the highly expressed genes but the lowly
expressed genes have a different method of evolutionary selection
that possibly rises from the demands of being polytypic.
SELECTION ON THE INDIVIDUAL GENE OR ON AN ENTIRE
REGION?
If weakly expressed genes evolve under the umbrella of alter-
native splicing demands, it would appear evident that selection
would be at an individual level. However, if nature was selecting
for an economical purpose, it is reasonable to question whether
entire neighborhoods are under speciﬁc selection. Clustering of
highly expressed genes has been established and several physical
genomic properties have been associated with these regions. In a
study that combines transposable elements, gene length, and gene
expression Jjingo et al. (2011) found that all three of those fac-
tors are closely related. Combined together, transposable elements
and gene length account for 78% of the variation in expression
level, 76% of the variation in expression breadth, and 66% of
the variation in tissue speciﬁcity. The authors proposed a role for
selection for economy but suggested that the removal of trans-
posable elements may be a stronger mechanism of selection than
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reduction of gene length. In a study done in rice (Tian et al., 2009)
retrotransposons, genetic recombination, and gene density were
all correlated and they suggested this relationship helped shape
the makeup of the rice genome.
In rice, transposable element familieswere differentially distrib-
uted across the genomes in areas of varying methylation patterns
(Takata et al., 2007). Kim et al. (2004) found that the expres-
sion breadth of a gene is highly correlated with Alu elements and
expression level is highly correlated with L1 densities in human.
Conﬁrmed by Eller et al. (2007), highly and broadly expressed
genes are enriched with Alu elements and depleted in L1 elements.
This suggests that rather than gene expression or transposable
element insertion accounting for a variation in genic level, epi-
genetics may be inﬂuencing the entire genetic region. Isochores,
large regionswithin the genome that are homogeneous in their GC
content have been characterized and analyzed since 1976 (Macaya
et al., 1976). Gene density, gene expression, insertion of trans-
posable elements and density of transposable elements are only
a few of the basic biological properties associated with isochores
(Bernardi, 2004). It is possible that these properties act as a unit
and isochores are the homes for these interactions.
If different gene sizes and transposable element densities
change across isochore families and these properties have a large
inﬂuence on expression, it follows that expression proﬁles are
also inﬂuenced by these homogeneous structures. Two questions
would arise if this was the case: what is the relationship between
these characteristics in the homogeneous regions and do hetero-
geneous regions have different sets of characteristics with their
own distinguishing features. This brings us back to the cost of
transcription and translation, the nucleosome formation poten-
tial, related to homogeneity and heterogeneity, could inﬂuence
both the chromatin domain and the size of the gene.
Another variable to consider when studying the evolution of
individual components and their relationshipwith expression level
at a whole-genome level is replication timing. Replication tim-
ing and expression proﬁles do not directly inﬂuence each other
but both seem to be regulated through a mediator (Gilbert, 2002;
MacAlpine and Bell, 2005;Gilbert andGasser, 2006;Hiratani et al.,
2008; Farkash-Amar and Simon, 2009; Schwaiger et al., 2009; Ryba
et al., 2010). There are two main stages in replication, early and
late. If a replication domain changes timing, the chromatin state
usually changes and transcriptional activation or suppression usu-
ally follows. Replication timing correlates with isochore structure
as well suggesting overarching domains.
Could chromatindomains be the toporder of regulation?Chro-
matin domains have been well studied in many higher eukaryotes
although Arabidopsis is the only plant with extensive research
done. Replication domains in Arabidopsis are correlated with
chromatin conformation and sequence content (Lee et al., 2010).
Co-expression can be coordinated by the sharing of a promoter in
neighboring genes. However, co-expressed domains at large dis-
tances have also been identiﬁed (Chen et al., 2010). It is known
that epigenetics helps regulate transcription but it’s effects in
whole-genome view are still unclear. Are the replication domains
determining the chromatin domains which in turn regulate gene
expression? Does the sequence composition, the isochore family,
enrich these determinants or are they the determinants for the
replication domain?
A circular debate seems inevitable if we try to account for
the actions of one biological property such as gene size acting
on another property such as presence or absence of transpos-
able elements. It is becoming clear that we need to consider gene
expression in a more holistic manner. A complex array of neigh-
borhoods appears to be covering the genome. Jorgensen (2011)
described the genome as comprised of two types of chromatin,
“orthochromatin” which is the stable, constant function of the
chromatin and “parachromatin,” a dynamic and reactive chro-
matin. Parachromatin could provide a large but dynamic and
ﬂexible cloud over the active properties within the genome. Each
element, transcriptional demands, transposable element inser-
tion, small RNAs, etc., impact the other but survival is not
possible unless the elements are ﬁt to live under the epigenetic
cloud.
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