Differential evolution (DE) is well known as a simple and efficient scheme for global optimization over continuous spaces. It has reportedly outperformed a few evolutionary algorithms (EAs) and other search heuristics like the particle swarm optimization (PSO) when tested over both benchmark and realworld problems. DE, however, is not completely free from the problems of slow and/or premature convergence. This paper describes a family of improved variants of the DE/target-tobest/1/bin scheme, which utilizes the concept of the neighborhood of each population member. The idea of small neighborhoods, defined over the index-graph of parameter vectors, draws inspiration from the community of the PSO algorithms. The proposed schemes balance the exploration and exploitation abilities of DE without imposing serious additional burdens in terms of function evaluations. They are shown to be statistically significantly better than or at least comparable to several existing DE variants as well as a few other significant evolutionary computing techniques over a test suite of 24 benchmark functions. The paper also investigates the applications of the new DE variants to two reallife problems concerning parameter estimation for frequency modulated sound waves and spread spectrum radar poly-phase code design.
the most recent developments in DE algorithm design and applications can be found in [14] . Like other evolutionary algorithms, two fundamental processes drive the evolution of a DE population: the variation process, which enables exploring different regions of the search space, and the selection process, which ensures the exploitation of previous knowledge about the fitness landscape.
Practical experience, however, shows that DE may occasionally stop proceeding toward the global optimum even though the population has not converged to a local optimum or any other point [15] . Occasionally, even new individuals may enter the population, but the algorithm does not progress by finding any better solutions. This situation is usually referred to as stagnation. DE also suffers from the problem of premature convergence, where the population converges to some local optima of a multimodal objective function, losing its diversity. The probability of stagnation depends on how many different potential trial solutions are available and also on their capability to enter into the population of the subsequent generations [15] . Like other evolutionary computing algorithms, the performance of DE deteriorates with the growth of the dimensionality of the search space as well. There exists a good volume of works (a review of which can be found in Section III), attempting to improve the convergence speed and robustness (ability to produce similar results over repeated runs) of DE by tuning the parameters like population size N P, the scale factor F, and the crossover rate Cr.
In the present work, we propose a family of variants of the DE/target-to-best/1 scheme [3, p.140] , which was also referred to as "Scheme DE2" in the first technical paper on DE [1] . In some DE literature this algorithm is referred to as DE/current-to-best/1 [16] , [17] . To combine the exploration and exploitation capabilities of DE, we propose a new hybrid mutation scheme that utilizes an explorative and an exploitive mutation operator, with an objective of balancing their effects. The explorative mutation operator (referred to as the local mutation model) has a greater possibility of locating the minima of the objective function, but generally needs more iterations (generations). On the other hand, the exploitative mutation operator (called by us the global mutation model) rapidly converges to a minimum of the objective function. In this case there exists the danger of premature convergence to a suboptimal solution. In the hybrid model we linearly combine the two mutation operators using a new parameter, called the weight factor. Four different schemes have been proposed and investigated for adjusting the weight factor, with a view to alleviating user intervention and hand tuning as much as possible.
Here we would like to mention that although a preliminary version of this paper appeared as a conference paper in [18] , the present version has been considerably enhanced and it differs in many aspects from [18] . It critically examines the effects of the global and local neighborhoods on the performance of DE and explores a few different ways of tuning of the weight factor (see Section IV) used for unification of the neighborhood models. In addition, it compares the performance of the proposed approaches with several state-ofthe-art DE variants as well as other evolutionary algorithms over a testbed of 24 well-known numerical benchmarks and one real-world optimization problem in contrast to [18] , which uses only six benchmarks and provides limited comparison results.
The remainder of this paper is organized as follows. In Section II, we provide a brief outline of the DE family of algorithms. Section III provides a short survey of previous research on improving the performance of DE. Section IV introduces the proposed family of variants of the DE/targetto-best/1 algorithm. Experimental settings for the benchmarks and simulation strategies are explained in Section V. Results are presented and discussed in Section VI. Finally, conclusions are drawn in Section VII.
II. DE ALGORITHM
Like any other evolutionary algorithm, DE starts with a population of N P D-dimensional parameter vectors representing the candidate solutions. We shall denote subsequent generations in DE by G = 0, 1, . . . , G max . Since the parameter vectors are likely to be changed over different generations, we may adopt the following notation for representing the ith vector of the population at the current generation as X i,G = x 1,i,G , x 2,i,G , x 3,i,G , . . . , x D,i,G .
(1)
For each parameter of the problem, there may be a certain range within which the value of the parameter should lie for better search results. The initial population (at G = 0) should cover the entire search space as much as possible by uniformly randomizing individuals within the search space constrained by the prescribed minimum and maximum bounds: X min = {x 1,min , x 2,min , . . . , x D,min } and X max = {x 1,max , x 2,max , . . . , x D,max }. Hence we may initialize the jth component of the ith vector as x j,i,0 = x j,min + rand i, j (0, 1) · (x j,max − x j,min )
where rand i, j (0, 1) is a uniformly distributed random number lying between 0 and 1 and is instantiated independently for each component of the i-th vector. The following steps are taken next: mutation, crossover, and selection (in that order), which are explained in the following subsections.
A. Mutation
After initialization, DE creates a donor vector V i,G corresponding to each population member or target vector X i,G in the current generation through mutation and sometimes using arithmetic recombination too. It is the method of creating this donor vector that differentiates one DE scheme from another. Five most frequently referred strategies implemented in the public-domain DE codes for producing the donor vectors (available online at http://www.icsi.berkeley.edu/storn/code.html) are listed below "DE/rand/1": V i,G = X r i 1 ,G + F · ( X r i 2 ,G − X r i 3 ,G ) (3) "DE/best/1": V i,G = X best,G + F · ( X r i 1 ,G − X r i 2 ,G ) (4) "DE/target-to-best/1":
The indices r i 1 , r i 2 , r i 3 , r i 4 , and r i 5 are mutually exclusive integers randomly chosen from the range [1, N P] , and all are different from the base index i. These indices are randomly generated once for each donor vector. The scaling factor F is a positive control parameter for scaling the difference vectors. X best,G is the best individual vector with the best fitness (i.e., lowest objective function value for a minimization problem) in the population at generation G. Note that some of the strategies for creating the donor vector may be mutated recombinants, for example, (5) listed above, basically mutates a two-vector recombinant: X i,G + F ·( X best,G − X i,G ). The general convention used for naming the various mutation strategies is DE/x/y/z, where DE stands for differential evolution, x represents a string denoting the vector to be perturbed, y is the number of difference vectors considered for perturbation of x, and z stands for the type of crossover being used (exp: exponential; bin: binomial). The following section discusses the crossover step in DE.
B. Crossover
To increase the potential diversity of the population, a crossover operation comes into play after generating the donor vector through mutation. The DE family of algorithms can use two kinds of crossover schemes-exponential and binomial [1] [2] [3] . The donor vector exchanges its components with the target vector X i,G under this operation to form the trial vector U i,G = u 1,i,G , u 2,i,G , u 3,i,G , . . . , u D,i,G . In exponential crossover, we first choose an integer n randomly among the numbers [1, D] . This integer acts as a starting point in the target vector, from where the crossover or exchange of components with the donor vector starts. We also choose another integer L from the interval [1, D] . L denotes the number of components; the donor vector actually contributes Fig. 1 . Change of the trial vectors generated through the crossover operation described in (9) due to rotation of the coordinate system. to the target. After a choice of n and L, the trial vector is obtained as u j,i,G = v j,i,G , for j = n D , n + 1 D , . . . , n + L − 1 D x j,i,G , for all other j ∈ [1, D] (8) where the angular brackets D denote a modulo function with modulus D. The integer L is drawn from [1, D] according to the following pseudo-code: L = 0; DO { L = L + 1; } WHILE (((rand(0, 1) < Cr) AND (L < D)).
"Cr" is called the crossover rate and appears as a control parameter of DE just like F. Hence in effect, probability (L ≥ υ) = (Cr) υ−1 for any υ > 0. For each donor vector, a new set of n and L must be chosen randomly as shown above.
On the other hand, binomial crossover is performed on each of the D variables whenever a randomly picked number between 0 and 1 is less than or equal to the Cr value. In this case, the number of parameters inherited from the donor has a (nearly) binomial distribution. The scheme may be outlined as
where rand i, j (0, 1) ∈ [0, 1] is a uniformly distributed random number, which is called a new for each jth component of the ith parameter vector. j rand ∈ [1, 2, . . . , D] is a randomly chosen index, which ensures that U i,G gets at least one component from V i,G . The crossover operation described in (9) is basically a discrete recombination [3] . Fig. 1 illustrates a two-dimensional example of recombining the parameters of two vectors X i,G and V i,G , according to this crossover operator, where the potential trial vectors are generated at the corners of a rectangle. Note that V i,G can itself be the trial vector (i.e., U i,G = V i,G ) when Cr = 1. As can be seen from Fig. 1 , discrete recombination is a rotationally variant operation. Rotation transforms the coordinates of both vectors and thus changes the shape of the rectangle as shown in Fig. 1 . Consequently, the potential location of the trial vector moves from the possible set ( U 1_i,G , U 2_i,G ) to ( U 3_i,G , U 4_i,G ). To overcome this limitation, a new trial vector generation strategy "DE/current-to-rand/1" is proposed in [19] , which replaces the crossover operator prescribed in (9) with the rotationally invariant arithmetic crossover operator to generate the trial vector U i,G by linearly combining the target vector X i,G and the corresponding donor vector V i,G as follows:
which further simplifies to
where K is the combination coefficient, which has been shown [19] to be effective when it is chosen with a uniform random distribution from [0, 1] and F / = K · F is a new constant here.
C. Selection
To keep the population size constant over subsequent generations, the next step of the algorithm calls for selection to determine whether the target or the trial vector survives to the next generation i.e., at G = G + 1. The selection operation is described as
where f ( X ) is the function to be minimized. So if the new trial vector yields an equal or lower value of the objective function, it replaces the corresponding target vector in the next generation; otherwise the target is retained in the population. Hence the population either gets better (with respect to the minimization of the objective function) or remains the same in fitness status, but never deteriorates. The complete pseudocode of the DE is given below: 1) Pseudo-Code for the DE Algorithm Family: Step 1. Set the generation number G = 0 and randomly initialize a population of N P individuals (7)].
Step 2.2 Crossover Step
Generate a trial vector U i,G = {u 1,i,G , . . . , u D,i,G } for the ith target vector X i,G through binomial crossover (9) or exponential crossover (8) or through the arithmetic crossover (10).
Step 2.3 Selection
Step
Step 2.4 Increase the Generation Count G = G + 1. END WHILE
III. A REVIEW OF PREVIOUS WORK ON IMPROVING THE DE ALGORITHM
Over the past few years researchers have been investigating ways of improving the ultimate performance of the DE algorithm by tuning its control parameters. Storn and Price in [1] have indicated that a reasonable value for N P could be between 5D and 10D (D being the dimensionality of the problem), and a good initial choice of F could be 0.5. The effective value of F usually in the range [0.4, 1].
Gamperle et al. [20] evaluated different parameter settings for DE on the Sphere, Rosenbrock's, and Rastrigin's functions. Their experimental results revealed that the global optimum searching capability and the convergence speed are very sensitive to the choice of control parameters N P, F, and Cr. Furthermore, a plausible choice of the population size N P is between 3D and 8D, with the scaling factor F = 0.6 and the crossover rate Cr in [0.3, 0.9]. Recently, the authors in [16] claim that typically 0.4 < F < 0.95 with F = 0.9 is a good first choice. Cr typically lies in (0, 0.2) when the function is separable, while in (0.9, 1) when the function's parameters are dependent.
As can be seen from the literature, several claims and counterclaims were reported concerning the rules for choosing the control parameters, confusing engineers who try to solve real-world optimization problems with DE. Further, many of these claims lack sufficient experimental justification. Therefore researchers consider techniques such as self-adaptation to avoid manual tuning of the parameters of DE. Usually selfadaptation is applied to tune the control parameters F and Cr. Liu and Lampinen introduced fuzzy adaptive differential evolution (FADE) [21] using fuzzy logic controllers, whose inputs incorporate the relative function values and individuals of successive generations to adapt the parameters for the mutation and crossover operation. Based on the experimental results over a set of benchmark functions, the FADE algorithm outperformed the conventional DE algorithm. In this context, Qin et al. proposed a self-adaptive DE (SaDE) [22] algorithm, in which both the trial vector generation strategies and their associated parameters are gradually self-adapted by learning from their previous experiences of generating promising solutions.
Zaharie proposed a parameter adaptation strategy for DE (ADE) based on the idea of controlling the population diversity, and implemented a multipopulation approach [23] . Following the same line of thinking, Zaharie and Petcu designed an adaptive Pareto DE algorithm for multiobjective optimization and also analyzed its parallel implementation [24] . [25] self-adapted the crossover rate Cr for multiobjective optimization problems, by encoding the value of Cr into each individual and simultaneously evolving it with other search variables. The scaling factor F was generated for each variable from a Gaussian distribution N (0, 1).
[26] introduced a self-adaptive scaling factor parameter F. They generated the value of Cr for each individual from a normal distribution N (0.5, 0.15). This approach (called SDE) was tested on four benchmark functions and performed better than other versions of DE. Besides adapting the control parameters F or Cr, some researchers also adapted the population size. Teo proposed DE with self-adapting populations (DESAP) [27] , based on Abbass's self-adaptive Pareto DE [25] . Recently, [28] encoded control parameters F and Cr into the individual and evolved their values by using two new probabilities τ 1 and τ 2 . In their algorithm (called SADE), a set of F values was assigned to each individual in the population. With probability τ 1 , F is reinitialized to a new random value in the range [0.1, 1.0], otherwise it is kept unchanged. The control parameter Cr, assigned to each individual, is adapted in an identical fashion, but with a different re-initialization range [0, 1] and with the probability τ 2 . With probability τ 2 , Cr takes a random value in [0, 1], otherwise it retains its earlier value in the next generation. [29] introduced two schemes for adapting the scale factor F in DE. In the first scheme (called DERSF: DE with random scale factor) they varied F randomly between 0.5 and 1.0 in successive iterations. They suggested decreasing F linearly from 1.0 to 0.5 in their second scheme (called DETVSF: DE with time varying scale factor). This encourages the individuals to sample diverse zones of the search space during the early stages of the search. During the later stages, a decaying scale factor helps to adjust the movements of trial solutions finely so that they can explore the interior of a relatively small space in which the suspected global optimum lies. DE/rand/1/either-or is a state-of-the-art DE variant described by Price et al. [3, p.118] . In this algorithm, the trial vectors that are pure mutants occur with a probability p F and those that are pure recombinants occur with a probability 1 − p F . The scheme for trial vector generation may be outlined as
where, according to Price et al., K = 0.5 · (F + 1) serves as a good choice of the parameter K for a given F. Rahnamayan et al. have proposed an opposition-based DE (ODE) [30] that is specially suited for noisy optimization problems. The conventional DE algorithm was enhanced by utilizing the opposition number-based optimization concept in three levels, namely, population initialization, generation jumping, and local improvement of the population's best member.
[31] proposed a hybridization of DE with the neighborhood search (NS), which appears as a main strategy underpinning evolutionary programming (EP) [32] . The resulting algorithm, known as NSDE, performs mutation by adding a normally distributed random value to each target-vector component in the following way:
,G is the usual difference vector, N (0.5, 0.5) denotes a Gaussian random number with mean 0.5 and standard deviation 0.5, and δ denotes a Cauchy random variable with scale parameter t = 1. Recently [33] used a selfadaptive NSDE in the cooperative coevolution framework that is capable of optimizing large-scale nonseparable problems (up to 1000 dimensions). They proposed a random grouping scheme and adaptive weighting for problem decomposition and coevolution. Somewhat similar in spirit to the present paper is the study by [34] on self-adaptive differential evolution with neighborhood search (SaNSDE). SaNSDE incorporates self-adaptation ideas from the SaDE [22] and proposes three self-adaptive strategies: self-adaptive choice of the mutation strategy between two alternatives, self-adaptation of the scale factor F, and self-adaptation of the crossover rate Cr. We would like to point out here that in contrast to Yang et al.'s works on NSDE and SaNSDE, we keep the scale factor nonrandom and use a ring-shaped neighborhood topology (inspired by PSO [37] ), defined on the index graph of the parameter vectors, in order to derive a local neighborhoodbased mutation model. Also instead of F and Cr, the weight factor that unifies two kinds of mutation models have been made self-adaptive in one of the variants of DE/target-to-best/1 scheme, proposed by us. Section IV describes these issues in sufficient details.
Noman and Iba [35] , [36] proposed the Fittest Individual Refinement (FIR); a crossover-based local search method for DE. The FIR scheme accelerates DE by enhancing its search capability through exploration of the neighborhood of the best solution in successive generations.
As will be evident from Section IV, the proposed method differs significantly from the works described in the last couple of paragraphs. It draws inspiration from the neighborhood topologies used in PSO [37] . Similar to DE, PSO has also emerged as a powerful real parameter optimization technique during the late 1990s. It emulates the swarm behavior of insects, animals herding, birds flocking, and fish schooling, where these swarms search for food in a collaborative manner. A number of significantly improved variants of basic PSO have been proposed in the recent past to solve both benchmark and real-world optimization problems, for example, see [38] , [39] . Earlier attempts to hybridize DE with different operators of the PSO algorithm may be traced to [40] and [41] .
IV. DE WITH A NEIGHBORHOOD-BASED MUTATION OPERATOR

A. DE/target-to-best/1-A Few Drawbacks
Most of the population-based search algorithms try to balance between two contradictory aspects of their performance: exploration and exploitation. The first one means the ability of the algorithm to "explore" or search every region of the feasible search space, while the second denotes the ability to converge to the near-optimal solutions as quickly as possible. The DE variant known as DE/target-to-best/1 (5) uses the best vector of the population to generate donor vectors. By "best" we mean the vector that corresponds to the best fitness (e.g., the lowest objective function value for a minimization problem) in the entire population at a particular generation. The scheme promotes exploitation since all the vectors/genomes are attracted towards the same best position (pointed to by the "best" vector) on the fitness landscape through iterations, thereby converging faster to that point. But as a result of such exploitative tendency, in many cases, the population may lose its global exploration abilities within a relatively small number of generations, thereafter getting trapped to some locally optimal point in the search space.
In addition, DE employs a greedy selection strategy (the better between the target and the trial vectors is selected) and uses a fixed scale factor F (typically in [0.4, 1]). Thus if the difference vector X r 1 ,G − X r 2 ,G used for perturbation is small (this is usually the case when the vectors come very close to each other and the population converges to a small domain), the vectors may not be able to explore any better region of the search space, thereby finding it difficult to escape large plateaus or suboptimal peaks/valleys. Mezura-Montes et al., while comparing the different variants of DE for global optimization in [17] , have noted that DE/target-to-best/1 shows a poor performance and remains inefficient in exploring the search space, especially for multimodal functions. The same conclusions were reached by Price et al. [3, p.156 ].
B. Motivations for the Neighborhood-Based Mutation
A proper tradeoff between exploration and exploitation is necessary for the efficient and effective operation of a population-based stochastic search technique like DE, PSO, etc. The DE/target-to-best/1, in its present form, favors exploitation only, since all the vectors are attracted by the same best position found so far by the entire population, thereby converging faster towards the same point.
In this context we propose two kinds of neighborhood models for DE. The first one is called the local neighborhood model, where each vector is mutated using the best position found so far in a small neighborhood of it and not in the entire population. On the other hand, the second one, referred to as the global mutation model, takes into account the globally best vector X best,G of the entire population at current generation G for mutating a population member. Note that DE/target-tobest/1 employs only the global mutation strategy.
A vector's neighborhood is the set of other parameter vectors that it is connected to; it considers their experience when updating its position. The graph of interconnections is called the neighborhood structure. Generally, neighborhood connections are independent of the positions pointed to by the vectors. In the local model, whenever a parameter vector points to a good region of the search space, it only directly influences its immediate neighbors. Its second degree neighbors will only be influenced after those directly connected to them become highly successful themselves. Thus, there is a delay in the information spread through the population regarding the best position of each neighborhood. Therefore, the attraction to specific points is weaker, which prevents the population from getting trapped in local minima. We would like to mention here that vectors belonging to a local neighborhood are not necessarily local in the sense of their geographical nearness or similar fitness values. As will be seen in the next section, the overlapping neighborhoods have been created in DE according to the order of the indices of the population members, following the neighborhood models in PSO.
Finally, we combine the local and the global model using a weight factor that appears as a new parameter in the algorithm. The weight factor may be tuned in many different ways. In what follows we describe these issues in sufficient details. Note that the neighborhoods of different vectors were chosen randomly and not according to their fitness values or geographical locations on the fitness landscape, following the PSO philosophy [37] . This preserves the diversity of the vectors belonging to the same neighborhood.
C. Local and Global Neighborhood-Based Mutations in DE
Suppose we have a DE population P G = X 1,G , X 2,G , . . . , X N P,G where each X i,G (i = 1, 2, . . . , N P) is a Ddimensional parameter vector. The vector indices are sorted only randomly (as obtained during initialization) in order to preserve the diversity of each neighborhood. Now, for every vector X i,G we define a neighborhood of radius k (where k is a nonzero integer from 0 to (N P − 1) 2, as the neighborhood size must be smaller than the population size, i.e. 2k + 1 ≤ N P), consisting of vectors X i−k,G , . . . , X i,G , . . . , X i+k,G . We assume the vectors to be organized on a ring topology with respect to their indices, such that vectors X N P,G and X 2,G are the two immediate neighbors of vector X 1,G . The concept of local neighborhood is schematically illustrated in Fig. 2 . Note that the neighborhood topology is static and has been defined on the set of indices of the vectors. Although various neighborhood topologies (like star, wheel, pyramid, 4-clusters, and circular) have been proposed in the literature for the PSO algorithms [42] , after some initial experimentation over numerical benchmarks, we find that in the case of DE (where the population size is usually larger than in the case of PSO) the circular or ring topology provides best performance compared to other salient neighborhood structures.
For each member of the population, a local donor vector is created by employing the best (fittest) vector in the neighborhood of that member and any two other vectors chosen from the same neighborhood. The model may be expressed as where the subscript n_best i indicates the best vector in the neighborhood of X i,G and p, q ∈ [i − k, i + k] with p = q = i. Similarly, the global donor vector is created as (15) where the subscript g_best indicates the best vector in the entire population at generation G and r 1 , r 2 ∈ [1, N P] with r 1 = r 2 = i. α and β are the scaling factors.
Note that in (14) and (15) , the first perturbation term on the right-hand side (the one multiplied by α) is an arithmetical recombination operation, while the second term (the one multiplied by β) is the differential mutation. Thus in both the global and local mutation models, we basically generate mutated recombinants, not pure mutants. Now we combine the local and global donor vectors using a scalar weight w ∈ (0, 1) to form the actual donor vector of the proposed algorithm
Clearly, if w = 1 and in addition α = β = F, the donor vector generation scheme in (16) reduces to that of DE/targetto-best/1. Hence the latter may be considered as a special case of this more general strategy involving both global and local neighborhood of each vector synergistically. From now on, we shall refer to this version as DEGL (DE with global and local neighborhoods). The rest of the algorithm is exactly similar to DE/rand/1/bin. DEGL uses a binomial crossover scheme and follows the pseudo-code given in Section III.
Note that in each generation, the vectors belonging to a DE population are perturbed sequentially. If a target vector X i,G is replaced with the corresponding trial vector U i,G , the neighborhood-best X n_best i ,G and the globally best vector X g_best,G may also be updated by U i,G , provided the latter yields a lower value of the objective function. In Section IV-E, we discuss the additional computational complexity of updating the neighborhood-best vectors in DEGL after the replacement of each target vector in a generation.
D. Control Parameters in DEGL
DEGL introduces four new parameters: α, β, w, and the neighborhood radius k. Among them α and β are playing the same role as the constant F in (5) . Thus, in order to reduce the number of parameters further, we take α = β = F. The most crucial parameter in DEGL is perhaps the weight factor w, which controls the balance between the exploration and exploitation capabilities. Small values of w (close to 0) in (16) favor the local neighborhood component, thereby resulting in better exploration. On the other hand, large values (close to 1) favor the global variant component, promoting exploitation. Therefore, values of w around the middle point, 0.5, of the range [0, 1] result in the most balanced DEGL versions. However, such balanced versions do not take full advantage of any special structure of the problem at hand (e.g., unimodality, convexity, etc.). In such cases, weight factors that are biased towards 0 or 1 may exhibit better performance. Moreover, on-line adaptation of w during the execution of the algorithm can enhance its performance. Optimal values of the weight factor will always depend on the problem at hand. We considered three different schemes for the selection and adaptation of w to gain intuition regarding DEGL performance and we describe them in the following paragraphs.
1) Increasing Weight Factor: All vectors have the same weight factor which is initialized to 0 and is increased up to 1 during the execution of the algorithm. Thus, exploration is favored in the first stages of the algorithm's execution (since w = 0 corresponds to the local neighborhood model) and exploitation is promoted at the final stages, when w assumes higher values. Let G denote the generation number, w G the weight factor at generation G, and G max the maximum number of generations. We considered two different increasing schedules in our study. a) Linear increment: w is linearly increased from 0 to 1
b) Exponential increment: The weight factor increases from 0 to 1 in an exponential fashion as follows:
This scheme results in slow transition from exploration to exploitation in the early stages of the algorithm's execution, but exhibits faster transition in the later stages.
2) Random Weight Factor: In this scheme the weight factor of each vector is made to vary as a uniformly distributed random number in (0, 1) i. e. w i,G ∼ rand(0, 1). Such a choice may decrease the convergence speed (by introducing more diversity).
3) Self-Adaptive Weight Factor: In this scheme, each vector has its own weight factor. The factor is incorporated in the vector as an additional variable, augmenting the dimension of the problem. Thus, a generation now consists of vectors
evolving a vector a i,G , at first local and global mutant vectors L i,G and g i,G are formed for X i,G following (14) and (15) . The sub-vector S undergoes global mutation only and weight factors perturbing S come from the same population members a r 1 ,G and a r 2 ,G , which were also used to form g i,G . The mutation of w i,G leads to the formation of a new trial weight factor w / i,G according to the following equation
where, w g_best,G is the weight factor associated with the best parameter vector X g_best,G . The value of the newly formed w / i,G is restricted to the range [0.05, 0.95] in the following way
w / i,G is then used to combine L i,G and g i,G according to (16) and this leads to the formation of the new donor parameter vector V i,G . The donor vector thus formed exchanges its components with X i,G following the binomial crossover and results in the production of the trial vector U i,G . Note that the weight factor does not undergo crossover. Now, the newly formed weight factor is promoted to the next generation only if U i,G yields an equal or lower objective function value as compared to X i,G : i. e.,
the process is repeated sequentially for each vector in a generation. Note that the weight factors associated with the neighborhood-best and globally best vectors are not updated every time a trial vector replaces the corresponding target. The weight factor for a parameter vector is changed only once according to (19) and (20) in each generation. According to the self-adaptation scheme, the dynamics of DEGL are allowed to determine the optimal w i,G for each vector, individually, capturing any special structure of the problem at hand. Finally, we would like to point out that a proper selection of the neighborhood size affects the tradeoff between exploration and exploitation. However, there are no general rules regarding the selection of neighborhood size, and it is usually based on the experience of the user. The effect of neighborhood size on the performance of DEGL has been further investigated in Section VI-E.
E. Runtime Complexity of DEGL-A Discussion
Runtime-complexity analysis of the population-based stochastic search techniques like DE, GA, etc. is a critical issue by its own right. Following the works of Zielinski et al., [43] we note that the average runtime of a standard DE algorithm usually depends on its stopping criterion. While computing the run-time complexity, we usually take into account the fundamental floating-point arithmetic and logical operations performed by an algorithm [44] . We may neglect very simple operations like copy/assignment, etc., as these are merely datatransfer operations between the ALU and/or CPU registers and hardly require any complex digital circuitry like adder, comparator, etc. [44] , [45] . Now, in each generation of DE, a loop over N P is conducted, containing a loop over D.
Since the mutation and crossover operations are performed at the component level for each DE vector, the number of fundamental operations in DE/rand/1/bin is proportional to the total number of loops conducted until the termination of the algorithm. Thus, if the algorithm is stopped after a fixed number of generations G max , then the runtime complexity is
For DE/target-to-best/1, runtime complexity of finding the globally best vector depends only on comparing the objective function value against the single best vector's objective function value. Note that the best objective function evaluation value must be upgraded for each newly generated trial vector, if it replaces the target vector. Now that means in the worst possible case (when the target vector is always replaced by the trial vector), this is done N P · G max times. Thus, the
In DEGL, besides the globally best vector, we have to take into account the best vector of each neighborhood as well. Each individual vector is endowed with a small memory, which can keep track of the best vector in its neighborhood and the corresponding objective function value. At the very onset, once all the vectors are initialized, a search is performed to detect the neighborhood-best for each individual. Note that this search is performed only once at G = 0. In subsequent generations, these locally best vectors only need to be updated in the memory of the neighboring vectors. This is just like the updating phase of the globally best vector in DE/target-tobest/1 according to step 2.3 of the DE pseudo-code provided earlier. Now let us try to estimate the cost of the initial search. Note that the neighborhoods in DEGL are actually overlapping in nature (on the index-graph) and this is illustrated in Fig. 3 . Any two adjacent vectors (with respect to their indices) will have 2k + 1 + 1 − 2 = 2k number of common neighbors.
Suppose N k ( X i,G ) indicates the set of vectors belonging to the immediate neighborhood of radius k for the vector X i,G . Then evidently the cardinality of both the sets N k (
k stands for complement of the set N k ). We observe that
). Now we start by detecting the best vector of the neighborhood of any population member, say X i,G and call it X n_best i ,G . This is equivalent to finding the lowest entry from an array of 2k + 1 numbers (objective function values) and requires 2k number of comparisons. Next, to calculate the best vector in the neighborhood of X i+1,G , if X n_best i ,G = X i−k,G then we simply need to compare the objective function values of X i+k+1,G and X n_best i ,G in order to determine X n_best i+1 ,G . This requires only one comparison. But if unfortunately X n_best i ,G = X i−k,G , we shall have to find the neighborhood best of X i+1,G by taking its 2k neighbors into account and this requires O(k) runtime. Hence in the worst possible case (when the current neighborhood's best vector is always excluded from the serially next vector's neighborhood) searching the best vectors of all the neighborhoods is completed in O(N P · k) time.
Neighborhood
Neighborhood of
Region of Overlap
Once the search for all neighborhood-bests is finished, in subsequent generations, the best vector in the neighborhood of X i,G is updated only if a newly generated trial vector U i,G replaces the target vector X i,G and in addition to that
, two vectors, adjacent on the index graph, may have distinct neighborhood-best vectors. This happens when the best vector in the neighborhood of X i+1,G is X i+k+1,G . Under this condition, it is possible that U i,G is better than X n_best i ,G but not better than X n_best i+1 ,G . Hence in order to update the best vectors in the memories of all the neighbors of
is satisfied), we have to compare the objective function values of U i,G and the neighborhood-bests in the memories of 2k neighbors of X i,G . Thus in the worst possible case, updating of all the local best vectors in the memories of the neighbors of each vector requires O(N P · k) comparisons in each generation. Evidently, over G max generations, the number of additional comparisons necessary is O(N P · k · G max ). This implies that the worst case complexity of DEGL is actually
Please note that this condition is usually satisfied when DEGL is applied to the optimization of higher dimensional functions. For example, the usual population size for DE is N P = 10D. If the neighborhood size is approximately 10% of the population size (which, as can be seen later, provides reasonably good results with DEGL), we have 2k
Clearly, in this case we have k ≤ D. Simple algebraic calculations show that this condition holds true if the neighborhood size is below 20% of the population size N P and D > 1. Hence, we can say that under such conditions, O(max(N P · k · G max , N P · D · G max )) = O(N P · D · G max ) and thus DEGL does not impose any serious burden on the runtime complexity of the existing DE variants. In order to validate the arguments made above, we provide in Table I the results of code-function profiling for our implementations of classical DE (DE/rand/1/bin) and DEGL (with random weight factor) using the profiler available with MS Visual C++ 6.0. Both the algorithms were coded in the C language and run on the simple 50-dimensional sphere function ( f 1 in the list of benchmarks provided in Table IV). The least complex sphere function was chosen so that most of the CPU time may be spent on the DE operators and not on function evaluations. Here our primary objective is to observe what percentage of the total CPU time is used by the evolutionary operators of DEGL and DE/rand/1/bin. Both algorithms use the same prime modules or code-functions: init_pop (for initializing population), mutate_vector (for performing mutation and creating donor vector), recombine (to perform crossover and create the trial vector), select_and_update (to compare the objective function values of trial and target vectors and in DEGL also to update the neighborhood bests if for the ith vector, the condition f ( U i,G ) < f ( X n_best i ,G ) holds), DE_Operator (module that calls the functions mutate_vector, recombine, and select_and_update for each vector sequentially), evalu-ate_cost (function that evaluates the objective function for a parameter vector), and the main. The programs were run on a Pentium IV, 2.2-GHz PC, with 512-KB cache and 2 GB of main memory in Windows Server 2003 environment. In Table I we provide the code function profiling results as means (with standard deviations in parentheses) of 1000 runs of the programs, each run continued up to 10 5 cost function evaluations (FEs). Table I shows that, as expected, the total execution time for DEGL is only marginally higher than that for DE/rand/1/bin. This is because around 16.9% of the total CPU time is consumed by the select_and_update function in DEGL, due to the extra comparisons required for updating the neighborhoodbests. However, if we select a stopping criterion based on a threshold objective function value, instead of the stopping criterion based on maximum number of FEs, DEGL can even take less computation time as compared to DE/rand/1/bin in some cases. This is because DEGL can attain the threshold objective function value much quicker, consuming significantly smaller number of FEs, due to the better tradeoff between exploration and exploitation abilities achieved by its neighborhood-based mutation operators. This fact has been illustrated by providing, in Tables II and III, the mean processor time taken by both the algorithms for both stopping criteria over five most popular benchmark functions used for testing the evolutionary algorithms. Note that both the algorithms start from the same initial population and run under the same software and hardware platforms. All the numerical benchmarks dealt in here are in 25 dimensions, have their true optima at 0.00, and for all of them the target threshold value was set at 1.00e-05 in Tables II and III. A detailed description of these functions can be found in Table IV in the following section. Each result is the average of 50 independent runs.
We would like to point out that, in the evolutionary computing literature, comparison of the computational costs of various evolutionary algorithms is usually performed on the basis of the number of FEs they take to reach a predefined function value. Processor time cannot serve as a reliable metric in this context because first, it is not independent of the hardware and software platforms used, and second, it may provide some unfair advantage to algorithms that use lower computational overheads. In addition, the processor time depends on the style of coding an algorithm [46] . The advantage of measuring the runtime complexity by counting the number of FEs is that the correspondence between this measure and the processor time becomes stronger as the function complexity increases. In Section VI, we compare the computational cost and convergence speed of a number of DE-variants using this measure. The tables included in this section are intended only to provide an approximate feel of the relative time complexities of DEGL and classical DE. Table II shows that when DEGL and DE/rand/1/bin are run for the same number of FEs (corresponding to the same number of generations for both, as they have the same population size), the processor time required by the former is slightly higher than that of the latter. Table III , however, indicates that DEGL may reach the predefined threshold value with less processor time as compared to DE/rand/1/bin.
V. EXPERIMENTAL SETUP
A. Benchmark Functions
We have used a test bed of 21 traditional numerical benchmarks (Table IV) [47] and three composition functions from the benchmark problems suggested in CEC 2005 [48] to evaluate the performance of the new DE variant. The 21 traditional benchmarks described by Yao et al. have been reported in Table IV where D represents the number of dimensions. For f 1 − f 13 we have tested for D = 25 to 100 in 
few local minima. For unimodal functions, the convergence rates of the DE algorithms are more interesting than the final results of optimization, as there are other methods which are specifically designed to optimize unimodal functions. For multimodal functions, the final results are much more important since they reflect an algorithm's ability of escaping from poor local optima and locating a good near-global optimum. We omitted f 19 and f 20 from Yao et al.'s study [47] because of difficulties in obtaining the definitions of the constants used in these functions.
The three composition functions f 18 ( X ), f 19 ( X ), and f 21 ( X ), taken from CEC 2005 benchmarking problems [48] , are here marked as CF1, CF2, and CF3 respectively. All of them are nonseparable, rotated, and multimodal functions containing a large number of local optima. For all of them, the search range is X ∈ [−5, 5] D . The global optimum of both CF1 and CF2 is f ( X * ) = 10 and that for CF3 is f ( X * ) = 360. The detailed principle of the composite functions is given in [48] .
For the generalized penalized functions f 12 and f 13 , in Table I , note that
Values of the other constants used in the expressions of the benchmark functions can be found in [47] .
B. Other Optimization Problems Considered
In this section we describe two interesting real-world problems that have been used to test the efficacy of the DEGL family. The problems are selected according to the level of difficulty that they present to the proposed algorithms.
1) Spread Spectrum Radar Poly-Phase Code Design Problem: A famous problem of optimal design arises in the field of spread spectrum radar poly-phase codes [50] . Such a problem is very well suited for the application of global optimization algorithms like DE. The problem can be formally stated as
where 
x 2 i 25, 50, 75, and 100 −100 ≤ x i ≤ 100
x i 25, 50, 75, and 100
25, 50, 75, and 100 −1.28 ≤ x i ≤ 1.28 
x 2 i − 10 cos(2π x i ) + 10 25, 50, 75, and 100 −5.12 ≤ x i ≤ 5.12
cos 2π x i + 20 + e 25, 50, 75, and 100
cos(
u(x i , 10, 100, 4) 25, 50, 75, and 100 According to [50] the above problem has no polynomial time solution. The objective function for D = 2 is shown in Fig. 4 .
2) Application to Parameter Estimation for Frequency-Modulated (FM) Sound Waves: Frequency-modulated (FM) sound synthesis plays an important role in several modern music systems. This section describes an interesting application of the proposed DE algorithms to the optimization of parameters of an FM synthesizer. A few related works that attempt to estimate parameters of the FM synthesizer using the genetic algorithm can be found in [51] , [52] . Here we introduce a system that can automatically generate sounds similar to the target sounds. It consists of an FM synthesizer, a DE optimizer, and a feature extractor. The system architecture is shown in Fig. 5 . The target sound is a .wav file. The DE algorithm initializes a set of parameters and the FM synthesizer generates the corresponding sounds. In the feature extraction step, the dissimilarities of features between the target sound and synthesized sound are used to compute the fitness value. The process continues until synthesized sounds become very similar to the target.
The specific instance of the problem discussed here involves determination of six real parameters. X = {a 1 , ω 1 , a 2 , ω 2 , a 3 , ω 3 } of the FM sound wave given by (24) for approximating it to the sound wave given in (25) where θ = 2π 100. The parameters are defined in the range [−6.4, +6.35]. The formula for the estimated sound wave and the target sound wave may be given as
y 0 (t) = 1.0. sin(5.0.t.θ − 1.5. sin(4.8.t.θ + 2.0. sin(4.9.t.θ ))). (25) The goal is to minimize the sum of squared errors between the estimated sound and the target sound, as given by (26) . This problem involves a highly complex multimodal function having strong epistasis (interrelation among the variables), with optimum value 0.0 Owing to the great difficulty of solving this problem with high accuracy without specific operators for continuous optimization (like gradual GAs [52] ), we stop the algorithm when the number of function evaluations exceeds 10 5 . As in the previous experiments, here also the runs of the competing DE variants start with the same initial population.
C. Algorithms for Comparison
At first, four versions of the proposed DEGL algorithm (with different schedules for changing the weight factor w) are compared with the DE/target-to-best/1/bin. These four versions are referred to as DEGL/LIW (DEGL with linearly increasing weight factor), DEGL/EIW (DEGL with exponential increasing weight factor), DEGL/RandW (DEGL with random weight factor) and DEGL/SAW (DEGL with self-adaptive weight factor). We included a DEGL algorithm with a fixed value of w for all the vectors in this comparative study. For this scheme we choose w = 0.5 (which provides equal importance to both local and global mutation schemes and appears to be the best performer as compared to other fixed values of w varying between 0.1 to 1.0 in steps of 0.1). The reason for including this scheme is to illustrate the effectiveness of the time-varying or adaptive weight factor over a fixed weight factor. In order to investigate the effect of the explorative mutation operator, the local-only DEGL (with w = 0) was also taken into account in the comparative study.
Simulations were carried out to obtain a comparative performance analysis of DEGL/SAW (that appears to be the best performing algorithm from the first set of experiments) with respect to: 1) DE/rand/1/bin [1] , 2) DE/target-to-best/1/bin [19] , 3) DE/rand/1/either-or [3] , 4) SADE [28] , and 5) NSDE [31] . Among the competitors, the first two belong to the classical DE family of Storn and Price. The DE/rand/1/bin algorithm was chosen because of its wide popularity in solving numerical optimization or engineering problems [3] .
D. Initial Population and Method of Initialization
For all the contestant algorithms we used the same population size, which is 10 times the dimension D of the problem. To make the comparison fair, the populations for all the DE variants (over all problems tested) were initialized using the same random seeds. Fogel and Beyer [53] have shown that the typical method of symmetric initialization, which is used to compare evolutionary computations, can give false impressions of relative performance. In many comparative experiments, the initial population is uniformly distributed about the entire search space, which is usually defined to be symmetric about the origin. In addition, many of the test functions are crafted to have optima at or near the origin, including the test functions for this paper. A uniform distribution of initial population members has two potential biases for such functions. In this paper we have adopted an asymmetrical initialization procedure following the work reported in [54] . The procedure limits the initial process to just a portion of the feasible search space (as shown in the third column of Table IV) , which is a region defined to be half the distance from the maximum point along each axis back toward the origin. Consequently, as the number of dimensions is increased, the volume of the initialization space in the asymmetric initialization procedure decreases exponentially as compared to that of the symmetric initialization (whose limits are provided in Table IV ). For the spread spectrum radar code design problem, each variable is randomly initialized in the interval [0, 2π ]. The search was kept confined in this region. On the other hand, for the FMS problem, the initialization range of each of the six variables was kept at [0, 6.35], while the search was constricted in the region [−6.4, 6.35] for all the variables.
VI. NUMERICAL RESULTS AND DISCUSSIONS
A. Comparison of Different DEGL Schemes
In this section we compare the performance of six variants of the proposed DEGL algorithm (with different strategies for tuning the weight factor w) and the DE/target-to-best/1 scheme, which uses only a global neighborhood and may be seen as a special case of the DEGL with w = 1 and α = β. All the seven contestant algorithms in this section use the same population size, the same intial population, and the same stopping criterion (i.e., the same number of maximum FEs). Here the results are shown for D = 100 and each run of an algorithm is continued upto 5 000 000 FEs. Since all the algorithms have the same population size (10 · D), this corresponds to a maximum of approximately 5000 generations for each problem.
In the self-adaptive scheme (DEGL/SAW) for adjusting w, the weight factor of each vector was randomly initialized, using a uniform distribution, and constrained within [0.05, 0.95]. This range gave fairly good results with DEGL/SAW algorithm.
We choose the crossover rate Cr = 0.9, and scale factors α = β = F = 0.8. After some experimentation, we find that a neighborhood size approximately equal to 10% of the population size provides reasonably accurate results for DEGL over nearly all the problems we study here. Hence we stick to a 10% neighborhood size everywhere in this comparative study for DEGL. Section VI-E presents a detailed discussion of the effect of the neighborhood size on DEGL performance.
The mean and the standard deviation (within parentheses) of the best-of-run values for 50 independent runs of each of the five contestant algorithms are presented in Table V for the six hardest benchmark functions functions f 8 to f 13 (each in 100 dimensions) and also for the three composite functions CF1 to CF3 (each in 10 dimensions), taken from the list of CEC'05 benchmarks [48] . The best solution in each case has been shown in bold. Final accuracy results for all the algorithms studied here have been reported with precision as recorded by the IEEE standard for binary floating-point arithmetic (IEEE 754). Results for relatively easier benchmarks follow a similar trend and have not been included in order to save space.
From Table V , it is interesting to see that there are always one or more versions of DEGL that outperform the standard DE/target-to-best/1/bin scheme. This reflects the effectiveness of the incorporation of the hybrid mutation operator in DE. We also note that in all the cases the time-varying weight factors outperform the schemes with fixed weight factor. It is interesting to see that DEGL with a fixed w for all vectors yields final accuracies very close to that produced by the DE/target-to-best/1/bin scheme. However, performance of the local-only DEGL with w = 0 remains comparable to DEGL with w = 0.5 but poorer than the three other DEGL schemes with time-varying weight factor. Most of the runs of DEGL with w = 0 fail to converge very near to the global optima within the prescribed number of FEs due to its sluggish behavior during the final stages of the search. This suggests that a judicious tradeoff between the explorative and the exploitative mutation operators is the key to the success of the search-dynamics of DEGL. The self-adaptive DEGL/SAW scheme exhibited very good performance over all the test problems, indicating the ability of DEGL to capture the dynamics of the problem under test and determine the proper weight factor. In Fig. 6 the evolution of the weight factor over successive generations has been shown for the best vector of the median run of DEGL/SAW over functions f 8f 13 . The standard deviations have also been plotted at the sampled generations in the same figure. Very interestingly, Fig. 6 indicates that the general tendency of the evolutionary learning is at first a decrease of the weight factor (favoring exploration at earlier stages) and then increasing the weight factor towards a high value (favoring exploitation at later stages of the search).
In the following sections we report results of comparison between DEGL/SAW and other state-of-the-art DE variants. We exclude the other variants of DEGL to save space and also considering the fact that DEGL/SAW outperformed all other schemes of controlling the weight factor over the selected test suite.
B. Comparison of DEGL/SAW With State-of-the-Art DE Variants
In this section, we compare DEGL/SAW with five other DE variants mentioned in Section V-C. The comparative study focuses on four important aspects of all the competitor algorithms: 1) The quality of the final solutions produced by each algorithm, irrespective of the computational time it consumes; 2) The speed of convergence measured in terms of the number of FEs required by an algorithm to reach a predefined threshold value of the objective function; 3) the frequency of hitting the optima (or success rate) measured in terms of the number of runs of an algorithm that converge to a threshold value within a predetermined number of FEs; and 4) the issue of scalability, i.e., how the performance of an algorithm changes with the growth of the search-space dimensionality.
The parametric setup for DEGL was kept same as before. For DE/rand/1/bin and DE/target-to-best/1/bin we have taken F = 0.8, Cr = 0.9, and N P = 10 · D. In the case of DE/rand/1/either-or, we took p F = 0.4 [3] . For NSDE and SADE, the best set of parameters was employed from the relevant literature [31] and [28] , respectively. Once set, the same parameters were used over all the tested problems and no further hand tuning was allowed for any of the algorithms.
1) Comparison of Quality of the Final Solution:
To judge the accuracy of different DE variants, we first let each of them run for a very long time over every benchmark function, until the number of FEs exceeds a given upper limit (which was fixed depending on the complexity of the problem). The mean and the standard deviation (within parentheses) of the best-of-run values for 50 independent runs of each of the six algorithms are presented in Tables VI, VII, and VIII. Missing standard deviation values in any result table in this paper indicate zero standard deviation. Although the experiments were conducted for D = 25, 50, 75, and 100 for functions f 1 to f 13 , we report here results for 25 and 100 dimensions in order to save space. Please note that the omitted results follow a similar trend as those reported in Tables VI, VII,  and VIII. Since all the algorithms start with the same initial population over each problem instance, we used paired t-tests to compare the means of the results produced by best and the second best algorithms (with respect to their final accuracies). The t-tests are quite popular among researchers in evolutionary computing and they are fairly robust to violations of a Gaussian distribution with large number of samples like 50 [55] . In the 10th columns of Tables VI, VII, and VIII we report the statistical significance level of the difference of the means of best two algorithms. Note that here '+' indicates the t value of 49 degrees of freedom is significant at a 0.05 level of significance by two-tailed test, '.' means the difference of means is not statistically significant and 'NA' stands for Not Applicable, covering cases for which two or more algorithms achieve the best accuracy results. A close inspection of Tables VI-VIII indicates that the performance of the proposed DEGL/SAW algorithm has remained clearly and consistently superior to that of the two classical DE schemes (DE/rand/1/bin and DE/target-to-best/1/bin) as well as the three state-of-the-art DE variants. One may note from Tables VI and VII that for a few relatively simpler test-functions like the Sphere ( f 1 ), Schwefel's problem 2.22 ( f 2 ), 25-dimensional Step function ( f 6 ), generalized Rastrigin's function ( f 9 ), generalized Griewank's function ( f 11 ), and the Shekel's family function f 22 , most of the algorithms end up with almost equal accuracy. Substantial performance differences however, are noticed for the rest of the more challenging benchmark functions and especially for functions with higher dimensions like 100. In the case of the multimodal functions f 8 to f 13 , the three state-of-theart DE variants (DE/rand/1/either-or, SADE, and NSDE) and DEGL/SAW outperformed the two classical DE algorithms: DE/rand/1/bin and DE/target-to-best/1/bin. The quality of the solutions produced by the SADE, DE/target-to-best/1/bin, and NSDE algorithm is close to that of the DEGL in a few cases (e.g., the 25-dimensional f 12 , f 14 , and the 2-dimensional f 16 and f 18 functions).
It is interesting to see that out of the 34 benchmark instances, in 25 cases DEGL outperforms its nearest competitor in a statistically significant fashion. In three cases ( f 1 with D = 100, f 8 with D = 25, f 9 with D = 100, and f 12 with D = 25) DE/rand/1/either-or achieved best average accuracy beating DEGL, which remained the second best algorithm. Paired t-tests, however, confirm that the difference 
4.76239e+02 (3.7842e+01) +
of their means is not statistically significant for f 1 and f 9 in 100 dimensions. As long as Cr < 1, DEGL will not be rotationally invariant, i.e., its performance will depend on the orientation of the coordinate system in which vectors are evaluated [3] . Since the composite functions CF1, CF2, and CF3 are rotated in nature, we also solve them using DEGL/SAW with Cr = 1. Table V shows that this rotationally invariant version of DEGL performs significantly better on the composite test functions as compared to the DEGL with Cr = 0.9. However, the performance over the 21 traditional benchmarks (which are unrotated) is nearly the same for both the versions. In order to save space we have not shown the results of DEGL/SAW with Cr = 1 in Tables VI and VII. 2) Comparison of the Convergence Speed and Success Rate: In order to compare the speeds of different algorithms, we select a threshold value of the objective function for each benchmark problem. For functions with minima at zero, this threshold is at 10 −20 . To obtain an unbiased comparative performance, for other functions, this value is chosen to be somewhat larger than the minimum objective function value found by each algorithm in Tables VI, VII, and VIII. We run each algorithm on a function and stop as soon as the best fitness value determined by the algorithm falls below the predefined threshold. Then we note the number of FEs the algorithm takes. A lower number of FEs corresponds to a faster algorithm. Tables IX, X, and XI report the number of runs (out of 50) that managed to find the optimum solution (within the given tolerance) as well as the mean number of FEs and standard deviations (within parenthesis) required by the algorithms to converge within the prescribed threshold value. Entries marked as 0 indicate that no runs of the corresponding algorithm converged below the threshold objective function value. Missing values of standard deviation in these tables also indicate a zero standard deviation. Tables VI and IX indicate that, not only does DEGL/SAW yield the most accurate results for nearly all the benchmark problems, but it does so consuming the least amount of computational time. In addition, the number of runs that converge below a prespecified cut-off value is also greatest for DEGL over most of the benchmark problems covered here. This indicates the higher robustness (i.e., the ability to produce similar results over repeated runs on a single problem) of the algorithm as compared to its other four competitors. Usually in the community of stochastic search algorithms, robust search is weighted over the highest possible convergence rate [56] , [57] .
The convergence characteristics of seven difficult test functions are shown in Fig. 7 in terms of the fitness value of the median run of each algorithm. All the graphs except for the composite functions CF1 to CF3 have been drawn for D = 100 dimensions. Convergence graphs for the composite functions appear for D = 10 dimensions.
3) Scalability Comparison: Performance of most of the evolutionary algorithms (including DE and PSO) deteriorates with the growth of the dimensionality of the search space. Increase of dimensions implies a rapid growth of the hypervolume of the search space and this in turn slows down the convergence speed of most of the global optimizers. Here we show how the performance of the six DE variants scale against the growth of dimensions from 25 to 100. Fig. 8 shows the scalability of the six algorithms over four difficult test functions -how the average computational cost (measured in number of FEs required to yield a threshold fitness value) to find the solution varies with an increase in the dimensionality of the search space.
We note that the computational cost of both DEGL/SAW and SADE (to yield a given accuracy) increases most sluggishly with the search space dimensionality for the following test-functions: f 5 , f 10 , f 11 , and f 9 .
C. Comparison With Other State-of-the-Art Evolutionary Techniques
In this section we compare the performance of DEGL/SAW with that of four state-of-the-art evolutionary and swarm-based optimization techniques, well-known as CPSO-H [38] , IPOP-CMA-ES [58] , MA-S2 [59] , and G3 with PCX [60] . Below we briefly describe each of these algorithms.
1) CPSO-H: van den Bergh and Engelbrecht proposed a cooperative particle swarm optimizer (CPSO) in [36] . Although CPSO uses one-dimensional (1-D) swarms to search each dimension separately, the results of these searches are integrated by a global swarm to significantly improve the performance of the original PSO on multimodal problems. The CPSO-H algorithm uses a hybrid swarm, consisting of a maximally split cooperative swarm (D one-dimensional swarms for one D-dimensional parameter vector) and a plain swarm. Both components employ identical values for the acceleration coefficients (C 1 = C 2 = 1.49) and the inertial factor ω decreasing linearly with time. They use a maximum velocity V max clamped to the search domain [38] .
2) IPOP-CMA-ES: Covariance matrix adaptation evolution strategy (CMA-ES) [61] , [62] is an evolutionary strategy that uses informed mutation based on local structural information, but does not directly bias its search motion toward other individuals of the population. Auger and Hansen have recently proposed a restart CMA-ES [58] , where the population size is increased (IPOP) for each restart. By increasing the population size, the search characteristic becomes more global after each restart. This variant is named IPOP-CMA-ES.
3) MA-S2: Memetic algorithms (MAs) [63] , [64] are based on the hybridization of genetic algorithm (GA) with local search (LS) techniques. In this paper, MA-S2 [59] stands for an adaptive Meta-Lamarckian learning-based MA that employs a stochastic approach (the biased roulette wheel strategy) making use of the knowledge gained online to select a suitable local method with the GA.
4) G3 with PCX:
The main research effort in the field of real parameter GA is more or less focussed on the design of efficient recombination operators used to create offspring from parent solutions. Deb et al. [60] proposed a generic parentcentric recombination scheme (PCX) and integrated it with a steady state, elite preserving, scalable, and computationally fast population alteration model of the GA, which they named the G3 (generalized generation gap) model. Their results indicate that the G3 model with PCX can outperform many other existing GA models when tested on the standard benchmark functions.
We employ the best parametric set-up for all these algorithms as prescribed in their respective sources. The mean and the standard deviation (within parentheses) of the best-of-run values of 50 independent runs for each algorithm have been presented in Tables XII and XIII. In order to save space, we report only the hardest problem instances (multidimensional functions with D = 100) in these tables. The algorithms compared in this section have different population sizes and also differ in their initial population structure. Thus to test the statistical significance of the results, we used two-tailed unpaired t tests between the two best algorithms. The results of t test have been indicated in the 9-th column of Table XII Fig. 9 in terms of the objective function value of the median run of each algorithm. For the step function, characterized by plateaus and discontinuity, DEGL/SAW maintained a steady convergence rate that finally finished at the lowest objective function value, while the local search-based MA-S2 showed a much slower convergence. Usually a local search method that relies on geographical neighborhoods performs poorly on the step function because the algorithm mainly searches in a relatively small local neighborhood. On the other hand, DEGL employs a geographically randomized neighborhood structure (local only in the sense of vector indices), and the individuals can make longer jumps enabling them to move from one plateau to a lower one with relative ease. Fig. 9 reveals that for Ackley ( f 10 ), Rastrigin ( f 9 ), and Griewank ( f 11 ), as well as harder composite functions CF1 and CF2, initially CPSO-H and IPOP-CMA-ES converge at the quickest rate among all the algorithms. However, in the neighborhood of the global optima, DEGL/SAW overtakes both of them, attaining greater final accuracy. The composite function CF1 appears as an exception to this trend (that is also exhibited by the convergence graphs of other functions, which were omitted to save space), where the convergence 
D. Comparative Performance Over Real-Life Optimization Problems
This section investigates the performance of the six competitive DE-variants over two real-world optimization problems, viz., the spread spectrum radar poly-phase code design problem and the sound frequency modulator synthesis problem. Both problems have been briefly described earlier in Section V-B.
In Table XIV , we show the mean and the standard deviation (within parentheses) of the best-of-run values for 30 independent runs of each of the six algorithms over the two most difficult instances of the radar poly-phase code design problem (for dimensions D = 19 and D = 20). Table XV reports the results of the same experiments performed over the FM synthesizer problem. Figs. 9 and 10 graphically present the rate of convergence of the DE-variants for these two problems (graphs in Fig. 9 have been shown for 20 dimensions for the radar code design problem). The 8-th column in Table XIV and the 7-th column in Table XV indicate the statistical significance level obtained from a paired t test between the best and the next-to-best performing algorithms in each case.
Tables XIV and XV show that DEGL/SAW outperforms all the other DE-variants in terms of final accuracy over two instances of the radar poly-phase code design problem as well as the FMS problem.
E. Selection of the Neighborhood Size
The proper selection of the neighborhood's size (equal to 2k + 1, where k is the neighborhood radius) in DEGL affects the tradeoff between exploitation and exploration. For solving any given optimization problem, this selection remains an open problem. In practice, it is up to the practitioner and is based solely on his/her experience. Some empirical guidelines may, however, be provided based on the fact that if the neighborhood size is large (near the population size), then because of the overlapping of the neighborhoods of successive vectors, neighborhood-best of a number of vectors can be similar to the globally best vector in the entire population. This again increases the attraction of most of the vectors towards a specific point in the search space and results in loss of the explorative power of the algorithm. Our experiments suggest that a neighborhood size that is above 40% of the population size makes the performance of DEGL comparable to that of the DE/target-to-best/1/bin. Again, too small a neighborhood runs the risk of losing diversity of the population, as the difference vector in the local mutation model [(14) ] may become too small. This is due to the fact that the vectors belonging to a small neighborhood may quickly become very similar to each other. We empirically observe that for N P = 10 · D, the overall performance of the algorithm is not very sensitive to the neighborhood size varying between 10% and 20% of N P. Other choices for the population size N P and the corresponding radius of the neighborhood are topics of future research.
Below we provide the overall success rate of the DEGL/SAW algorithm for neighborhood size varying from 5-70% of N P, over 100-dimensional multimodal functions f 10 and f 11 . Since both the functions have their optima at the origin (0), we plot the percentage of runs that successfully yielded a final accuracy below 10 −15 for different neighborhood sizes. We relaxed the threshold objective function value from 10 −20 , so that at least one run of DEGL for all neighborhood sizes may converge below the threshold value.
Thorough experimentation with all the test problems shows that a neighborhood size of around 10% provides reasonably accurate results with high success rates over most of the benchmark problems covered here.
F. Correlation Between the Neighborhood Size and Weight Factor
Both the neighborhood size and the weight factor w are related to the balancing of the explorative and exploitative tendencies of DEGL. Establishment of any theoretical correlation between these two parameters remains an interesting problem for future research. In this section we provide a discussion on such correlation, based on our empirical results on the benchmark functions.
If we keep w constant throughout, then for neighborhood sizes (2k + 1, where k is the neighborhood radius) varying between approximately 15-25% of N P, reasonably good accuracy is achieved with 0.45 < w < 0.55 over most of the uni-and multimodal benchmarks. Larger values of w in [0.7, 1.0], result in marginally better results compared to DE/target-to-best/1/bin but comparable or worse than one or more DE-variants tested here. However, for still smaller neighborhood size varying between 5 and 15% of N P, the optimal range of w for best accuracy is observed in [0.6, 0.75]. For neighborhood sizes roughly above 65% of the population size N P none of the time-varying weight factor schemes (described in Section IV-D) provided significant improvement of DEGL over DE/target-to-best/1/bin. This is expected because when the neighborhood size approaches the population size, the global and local mutation models do not differ significantly with respect to their best vectors and the role of weight factor becomes less prominent.
In the case when w is made self-adaptive, if the neighborhood-size is below 30% of N P, DEGL exhibits an evolutionary learning strategy that initially promotes exploration of the feasible search volume, but during the later stages of search favors exploitation and thus aids quick convergence to the global optimum. This trend has also been shown in Fig. 6 for various benchmark functions. However, we observe that if the neighborhood size is increased beyond 30%, the evolutionary learning gradually becomes erratic and for neighborhood sizes beyond 60% of N P, the self-adaptive characteristics of w become almost random over generations for most of the benchmarks. This tendency has been shown in Fig. 13 for the generalized Ackley's function f 10 . This figure indicates that if the neighborhood size approaches N P, the adaptation mechanisms of w can hardly guide the search. We intend to investigate these facts more thoroghly in a future communication. 
VII. CONCLUSION AND FUTURE WORK
In this paper, we proposed a hybrid DE-type mutation/recombination operator that is a linear combination of two other mutation/recombination operators (an explorative and an exploitive operator), in an attempt to balance their effects. The new operator depends on a user-defined weight factor w. To circumvent the problem of determining a proper value of w for each problem, we proposed six different schemes for selecting and tuning this parameter. Among these, the self-adaptive weight scheme performed best on most of the benchmark functions tested.
The neighborhood-based DE mutation, equipped with selfadaptive weight factor, attempts to make a balanced use of the exploration and exploitation abilities of the search mechanism and is therefore more likely to avoid false or premature convergence in many cases. An extensive performance comparison with five significant DE variants and four other state-of-theart evolutionary optimization techniques indicated that the proposed approaches enhance DE ability to accurately locate solutions in the search space. The use of the self-adaptive mutation scheme can lead to reliable optimization since it alleviates the problems generated by poor tradeoff between the explorative and exploitative tendencies of the algorithm, such as decreased rate of convergence, or even divergence and premature saturation.
This, however, does not lead us to claim that the DEGL family of algorithms may outperform their contestants over every possible objective function since it is impossible to model all possible complexities of real-life optimization problems with the limited test-suite that we used for testing the algorithms. In addition, the performance of the competitor DE variants may also be improved by blending other mutation strategies with judicious parameter tuning, a topic of future research. The conclusion we can draw at this point is that DE with the suggested modifications can serve as an attractive alternative for optimizing a wide variety of objective functions.
The present paper can be extended in several directions. Future research may focus on providing some empirical or theoretical guidelines for selecting the neighborhood size over different types of optimization problems. The effect of other neighborhood topologies (star-shaped, wheel-shaped, fully connected, etc.) on the performance of DEGL should be investigated theoretically. It would be interesting to study the performance of the DEGL family when the various control parameters (N P, F, and Cr) are self-adapted following the ideas presented in [22] , [28] .
