Introduction and statement of main results
We will study holomorphic mappings f :M > V from a connected complex manifold M to a projective algebraic manifold V.' Since we are primarily interested in the equi -dimensional case, we will assume throughout that dimc M = n = dime V. Using local holomorphic coordinates z*... , z*sZ on M and w1, * , we, on V, we may write f locally as Wj= fA(z,, . ***Zn) (j= 1s n).
We will say that f is non-degenerate if the Jacobian determinant det (af;(Z)/1zk) is not identically zero. In this case the image f (M) contains an open set in V. Our results will generalize the following three classical theorems on algebraic curves: THEOREM A' (Picard) . Suppose that V is a complete curve of genus larger * Supported in part by National Science Foundation grant GP7952X. 1 By definition, an algebraic manifold is a smooth and irreducible algebraic variety defined over C. The adjective projective implies that V is complete (i.e. compact) and admits a projective embedding. than one and that M is an arbitrary algebraic curve.2 Then a holomorphic mapping f: M-+ V is rational .
THEOREM B' (Landau-Schottky). Let V be a complete curve of genus larger than one and A(p) the disc {z e C: zI < p} of radius p. Then for any holomorphic mapping f: A(p) -V with f(0) = x0 and I f'(0)I > 1, we have the upper bound p < R where R is an absolute constant which is independent of f.0
To state the last result, we let V be a complete non-singular curve and ds' an Hermitian metric on V. Given x. e V, the symbol A(x,, p) will denote the disc of radius p around x. on V, where distance is measured with respect to ds'. For a holomorphic map f: A V of the unit disc {z e C: I z I < 1} into V, let I f '(0) I denote the length of the tangent vector f *(a/az) in Tf (,( V). A univalent disc A(x,, p) for f: A -V is by definition a disc A(x,, p) on V such that f maps some open set U in A biholomorphically onto A(x,, p). These results together with Theorem C' are also treated very nicely in Hille [7, chs. 14, 15, and 17] .
To state the generalizations of Theorems A', B', and C' which we shall prove, we consider an n-dimensional complete algebraic manifold V. Let gives a rational map from V to PN. We will say that V is a canonical algebraic variety if the above canonical mapping is a holomorphic immersion.4 2 In other words, V is a compact Riemann surface with negative Euler-Poincare characteristic and M is a compact Riemann surface with finitely many points deleted. 3 Here xo is a fixed point of V, and the expression f'(z) means that we have written f: A(p) -* V as w = f(z) where w is a fixed local coordinate around xo on V. The adjective absolute constant will always mean a constant which is independent of all holomorphic mappings under consideration. 4 In the language of holomorphic line bundles, the 0a are holomorphic sections of the canonical line bundle K -> V. To say that V is a canonical algebraic variety means first that the global sections of K generate each fibre, so that we have an exact sequence 0 > F., > HO(V, a(Ki)) l x 0 (xe V), and secondly that the natural mapping Fox) 0 i dT*(V)
which sends a section a of K? with v(x) = 0 into du(x), should be surjective.
Our theorems are (see footnote 22 at and of paper) THEOREM A. Suppose that V is a complete canonical algebraic manifold and that M is an arbitrary smooth algebraic variety. Then any non-degenerate holomorphic mapping f: M-a V is necessarily a rational mapping.
COROLLARY. If V is a complete canonical algebraic manifold, then any holomorphic mapping f: C' ) V is degenerate. THEOREM B. Let V be a complete canonical algebraic manifold and B(p) the ball {z = (zen . *., zn): 7jn> zj 2 < p2} of radius p in C'. Then for any holomorphic mapping f: B(p) V with f(O) = x0, Idet (afj/ezk(O))I > 1, we have that the radius p < R where R is a constant which is independent of f.5
Observe that the corollary of Theorem A is also a corollary of Theorem B. To state our last result, we let ds' be an Hermitian metric on V. For a holomorphic mapping f: B, V of the unit ball Z=(Ze **, z,,) E C,: 7 The proofs of Theorems A, B, and C are rather simple and are somewhat similar. The essential ingredients are (1) the fact that a holomorphic mapping f: M -a V into a canonical algebraic manifold is given by using the pull-back differential n-forms f *(op) as homogeneous coordinates of a mapping of M 5 As explained in footnote (3), the notation means that xo is a fixed point of V and Wi, , Wn is a local coordinate system around xo such that f is given by wj = fj(z) for IZI <E. 6 Here B(xo, r) is the ball of radius r with respect to ds' around xo e V, and to say that B(xo, r) is a univalent ball for f: B -> V means that f maps an open subset UcB biholomorphically onto B(xo, r). I should also like to point out Wu's comment that the Bloch Theorem is false for n > 1 unless we have some restrictive assumption on V (cf. [12] ). In fact, the mappings fn: C2 -> C2 given by fn(Zl, Z2) = (nzi, (1/n)Z2) satisfy I det(af,,j(O)/1zk) I = 1 but there is obviously no univalent ball for all of the fn. In particular, Theorem C is not true for V= P, (the canonical bundle of P, is negative) or for V an abelian variety (the canonical bundle is trivial), so it would seem that some sort of positivity of the canonical bundle Kv is indeed essential. into PN; (2) the fact that the canonical bundle K V carries a natural metric with positive curvature; and (3) the principle of hyperbolic complex analysis, which in the case at hand will give that f: M V is volume decreasing for suitable domain spaces M.
In addition to our main results listed above, we should like to call attention to a related result of Mrs. Kwack [9] , which we have given below as Theorem 6.2 together with a different proof from that presented in [9] . Also, another result (Theorem 6.8) has been given in ? 6 as an illustration of how one may look up standard theorems on conformal mapping and then prove the analogous result for several variables so long as we are mapping into canonical algebraic manifolds.
It is my pleasure to acknowledge very helpful conversations with H. Wu. In particular, I learned about the Bloch-type theorems from him, and essential use is made of his paper [12] for the proof of Theorem C. Also, the papers of Kobayashi [8] and Chern [8] have been very useful and between them contain the essential idea necessary to prove that our holomorphic mappings are volume decreasing in the situations we will need for applications.
Volume decreasing holomorphic mappings
Let M be a complex manifold of dimension n. A volume form pe on M is given by a real and positive differential form of type (n, n) defined everywhere on M Rljk is minus the trace of the 7 Note that our definition of the Ricci form differs by a minus sign from that of Kobayashi and Chern. The reason for this is that it is notationally more convenient if the Ricci forms used in proving Theorems A, B, and C are positive. Observe that a volume form is the same as a metric in the canonical bundle of M. 8 Recall that locally 0j = Sk AjkdZk, det(Ajk) * 0, and that the ( The fact that this Ricci form R(u) is positive definite is perhaps best explained by saying that R(j) is the 1st Chern class of the hyperplane line bundle K -> V relative to the canonical immersion VCPN where this Chern class has been expressed by using the curvature of the metric connection in K -> V.
As a consequence of this discussion we have (2.3) LEMMA. Let V be a complete canonical algebraic manifold, pe the intrinsic volume form (2.2) and R(pe) the Ricci form of pi. Then there is a positive constant c > 0 such that we have everywhere on V the estimate (2.4) e ? cR([e)Ul Example 3. This is a continuation of Example 1 where we take M to be a polycylinder P(p) of radius p defined by {z = (z, * * *, zn): zjI < p}. When p = 1 we will speak of the unit polycylinder and write P for P(1). There is defined on P(p) the standard Poincare' metric
It is well known that this is an Einstein-Kihler metric such that the constant factor X in (2.1) is just 4/a.
Example 4. This is again a continuation of Example 1 where we take M to be the ball B(p) of radius p defined by {z = (z, * * *, Zn) E Cn:
As before, when p = 1 we will write B for B(p). On B(p) there is defined the standard hyperbolic metric (2.6)
This metric is again an Einstein-Kahler metric such that the constant factor X in (2.1) is 2n(n + 1)/b. The main tool in our proofs of Theorems A, B, and C is the following (2.7) PROPOSITION. Let M be either the unit polycylinder or unit ball in Cn as discussed in Examples 3 and 4 above. Let jUeM be the volume element deduced from the standard metric ds2 given by (2.5) and (2.6). Suppose that V is a complete canonical algebraic manifold with intrinsic volume form je as discussed in Example 2 above. Then, by suitable choice of the constants a and b in (2.5) and (2.6), we have that any holomorphic mapping f: M V is volume decreasing in the sense that f *,v < Am.
Proof. We first remark that similar volume-decreasing theorems have been proved by Chern [3] and Kobayashi [8] , among others. All proofs seem to closely follow the lines of the original argument for n = 1 given by Ahlfors. We shall prove (2.7) when M = P is the polycylinder, as the other case of the ball follows by the same argument.
Write f *tev = ,xp where q is a non-negative function on P. We want to prove that, with a suitable choice of constants, we have everywhere q < 1.
The idea is to use the maximum principle, and so we first show that it will suffice to consider the case when q assumes its maximum at some interior point of the polycylinder P.
To see this we restrict f to the smaller polycylinder P(p) where p < 1.
Then we write f *1e, = (p)1tp(,). From (2.5) it follows that limps1 9(p)(x) =(x)
for fixed x e P(p). On the other hand, for fixed p, we have limx-ap(p,)(p)(x) = 0 since again from (2.5) it follows that the volume form pp(p,) goes to infinity everywhere at the boundary of the polycylinder P(p). Thus the inequality q(p) < 1 for all p < 1 will give q < 1, while it is certainly the case that q(p) has an interior maximum point for p < 1.
Let x0 e P be a maximum point for p. We may assume that q(x0) > 0 so that f is biholomorphic in a neighborhood of x0. Choose local holomorphic coordinates u,, ..., us around x0 on M and local holomorphic coordinates w*, .., we around f(xj) such that fj(u) = wj. Writing pj = ith~dw, A div-, A ... A dwn A div and pp = ilh~pdu1 A di!, A ... A du, A dit, we have that p = hl/hp. It follows that
Since at a maximum point we have id'd" log q < 0, we find the inequality f *R(tV)(xo) < R(jiA)(xO) .10 Passing to n" exterior powers and using (2.4), we have
Choosing a = 4 1c we arrive at p(x0) < 1, from which it follows that o(x) < 1 for all x e P. Q.E.D.
Proof of Theorem A
We want to formulate a local result which will imply Theorem A. For this we define a punctured polycylinder P* to be a product A* x ... x A* x k A x *.. x A of kpuncturedunit discsA* = {zeC: 0< IzI <1}withn -kordin-k nary unit discs A = {z e C: I z I < 1}. We will think of P* as being the complement of the divisor D given by z1 ... Zk = 0 in the usual polycylinder P.
Thus we may write that P* = P -D. Now let M be an arbitrary smooth and irreducible algebraic variety. A smooth compactification of M is given by a smooth and complete algebraic 10 If f = i{j~ kgjkdzj A dik} is a (1, 1) form with gjk = gkj, the inequality f ? 0 means that the Hermitian matrix (gjk) is negative semi-definite. For two such forms fi and +2, inequality 3's1 _? 3'2 means by definition that +2 -3'l ? 0.
variety M which contains M as a Zariski open set defined locally by z1 * * * Zk 7 0 for suitable local holomorphic coordinates zo, ..., zn on M. In other words, a smooth compactification of M is a smooth completion of M such that locally around infinity M looks like a punctured polycylinder. By Hironaka's resolution of singularities such smooth compactifications of M exist.
From this discussion it is clear that Theorem A will follow from THEOREM D. Let P* be a punctured polycylinder and V a complete canonical algebraic manifold. Then any non-degenerate holomorphic mapping f: P* V extends to a meromorphic mapping of the whole polycylinder into
The proof of this theorem will be given in a series of lemmas. To state the first one, we coordinatize our punctured polycylinder by letting (3.1) LEMMA. Let p be a holomorphic n-form on the punctured polycylinder P*. Then p extends to a holomorphic n-form on the whole polycylinder P if, and only if, we have an estimate Proof. We will use the following standard multi-index notation: I= (il, ***, ik) is a k-tuple of integers; zI = (z,)il ... and where -I(s) = yIl(s1) . . . Yik(sk). Using (3.3) we see that the estimate (3.2) implies AI(w) 0 if some component index ij < -1, so that 'p is in fact holomorphic. Conversely, if 'p is holomorphic, then it is obvious that (3.2) holds.
Q.E.D.
To state the second lemma, we shall use the Poincare' metric ds2p* on the punctured polycylinder. To define this metric, we identify the universal covering of P* with the usual polycylinder P by the sequence of maps where +, transforms the first k-factors into upper-half-planes H by the usual linear fraction transformations on P1 while leaving the last (n -k)-factors alone, and where *2 is the exponential function in the first k-factors while leaving fixed the last (n -k)-factors. Using the just-defined universal covering mapping *: P P*, the Poincare metric ds2p on the punctured polycylinder is the unique metric on P* such that the pull-back '*(ds2 .) is the Poincare metric dsP given by (2.5) on P. Denote by p, the volume form associated to ds P*. Proof. We introduce coordinates (z, w) in P* as was done just above Lemma 3.1. Using polar coordinates zj = pje'Oj and wa =aetfa, we find by an easy computation that
pi (log pi)2 a= ( The desired result follows by inspection of this expression for Pp1 (3.6) LEMMA. Let f: P* ) V be as in the statement of Theorem D and let wi be a non-zero holomorphic n-form on V. Then the pull-back f *w extends to a non-zero holomorphic n-form on the whole polycylinder P.
Proof. The pull-back fa* is not identically zero because f is nondegenerate. To see that f *w is holomorphic, we may restrict co to be one of the orthonormal basis a),), *, ONv in Example 2 of ? 2. Then
Here pav(f(A(s))) is the volume of the image f(A(s)) computed (with multiplicities) using the canonical volume form [ev on V. Now by Proposition 2.7 we have fv(f(A(s))) < pp*(A(s)) < (constant) where the last step follows Lemma 3.4. Combining we have the estimate SAf*() Af*OJ <c A (8) where c is a constant independent of co, f, and s. Our result follows from this together with Lemma 3.1. 14 The original proof of Theorem B was somewhat vague, and the above argument was suggested by the referee. The referee also kindly pointed out to me that Proposition 2.7 above follows from Theorem 3 of [8] , where in fact the image manifold V need only have a positive canonical bundle. Thus Theorem B is also true in this more general situation. so that we may in fact take the constant c to be pB(B(z, s)) in (5.2).
Keeping now the notation co for an arbitrary holomorphic n-form on V, where dp denotes Euclidean measure in Cn and where the constant is independent of the index k. In other words, the sequence of holomorphic functions {Jhl(z)} on B is locally uniformly bounded in the L2-sense. It is then a standard result in complex function theory that there is a subsequence {hk(Z)} such that the holomorphic functions hk converge uniformly on compact sets to a holomorphic limit function h(z). Then the corresponding holomorphic n-forms 60k= hk(z)dzl A ... A dzX converge uniformly on compact sets to the holomorphic n-form qp = h(z)dz, A ... A dz,,. Now let o0, * * , ON be a basis for the vector space of holomorphic n-forms on V. By what has just been said we may assume that a subsequence {fk} of {f } C 'SF has been selected such that the pull-backs f *co,, converge uniformly on compact sets to a holomorphic n-form qp (a = 0, * *, N). Furthermore, the condition I Jf(0) I > 1 implies that the qp are linearly independent and that there is a p0 with 0 < p? < 1 such that, for each point z e B(pj) at least one q)az) # 0. The meromorphic mapping f: Be V given by thinking of V as being immersed in PN and setting f(z) = [qpo(z), * * , 'N(z)] will then be holomorphic on B(po) and we will have that limk, fk = f uniformly on compact subsets of B(po).
Proof of Theorem C. Given f e F we let p(f) denote the radius of the maximal univalent ball B(x, p(f)) c V. If the theorem is false, there is a sequence {f'I} c 'SF such that limk MOO p(f() = 0. Let {fk} be a subsequence as given by Proposition 5.1. We now replace B by the smaller ball B(pj) 'T by the corresponding family 9 of all holomorphic mappings g: B(po) -V satisfying I Jg(0) I > 1, and we let gk be the 'restriction of fk to B(po). Then we find that gk tends uniformly on compact sets to a limit mapping g e A. On the other hand, the radii of the maximal univalent balls p(g9) of the mappings gk: B(po) -V will tend to zero because it is clear that P(gk) < P(fk).
Now the statements
Ilimk-gk = g C take M to be a polycylinder if this is convenient.) We may rephrase Theorem D by saying that f extends as a meromorphic mapping provided that dim M = dim V, f is non-degenerate, and that V is a complete canonical algebraic manifold. Now this same result is probably still true if, instead of assuming that the canonical bundle K -V is very ample as described in footnote (4), we only assume that K -V is positive in the sense of Kodaira."5 In other words, it should be the case that a curvature assumption in the canonical bundle K = AnT*(V) leads to an extension theorem for equi-dimensional, non-degenerate holomorphic mappings.
On the other hand, a recent theorem of Mrs. Kwack [9] shows that a curvature assumption on the full cotangent bundle T*( V) leads to an extension theorem for holomorphic mappings and arbitrary M and Z. Her proof of this result relies on an ingenious but non-transparent argument using the Cauchy integral formula-this argument seems to go back to the paper of GrauertReckziegel [61. We should like to present here a hopefully somewhat more conceptual proof of Mrs. Kwack's theorem.
Thus let Vbe a compact, complex manifold on which there is an Hermitian metric ds' such that the holomorphic sectional curvatures are all negative. For a discussion of holomorphic sectional curvatures and a proof of the following lemma, we refer to Wu [12] : (6.1) LEMMA."6 Let P* be the punctured polycylinder with Poincare metric ds'. as given in the proof of Lemma 3.4. Then we may choose the constant a in (2.6) such that any holomorphic mapping f: P* V decreases distance in the sense that f *(ds') < dslp.
Mrs. Kwack's theorem is Proof. Elementary reasoning given in [9] shows that the theorem is true if codim (Z) > 2. Using this it will suffice to prove the theorem when Z is a non-singular divisor on M. Localizing, we may assume then that M = A* x A x ... x A is the product of a punctured disc with a polycylinder. To rn-i prove the result for such an M, the essential case is that of a holomorphic mapping f: A* V of the punctured disc {z: 0 < I z < 1} into V. Thus we shall restrict ourselves to proving (6.3) THEOREM. Let Vbe a (not necessarily compact) Hermitian manifold whose holomorphic sectional curvatures are negative and bounded away from zero. Let f: A* -V be an arbitrary holomorphic mapping such that, for some sequence of points {Zk} in A* with lim,,,,. I zI I = 0, we have limk moof(zk) = x0 in V."7 Then f extends to a holomorphic mapping f: A V of the whole disc into V.
Proof of Theorem 6.3. We consider the product manifolds N* = A* x V and N = A x V, and we denote WA*, WA., and Tv the projections of N* and N onto the various coordinate axes. We may write N* = N -D where D = {O} x V is a divisor on N. Finally, we denote by dsy = dsl* + ds' and ds% = ds' + ds' the natural metrics induced on N* and N.
Let Gf c N* be the graph of the holomorphic mapping f: A* V and denote by Gf the (topological) closure of Gf in N. Then it is clear that f extends if, and only if, the following conditions are fulfilled: (6.4) Qf is an analytic subvariety of N; (6.5) there is exactly one point y of Qf such that 2rA(y) = 0. Now it is easy to see that, if (6.4) is satisfied, then there is at most one point y e Gf such that WA(y) = 0. On the other hand the assumption limk_,O f(zk) = x0 in V where limk, I Zk I = 0 in A shows that there is at least one such point in Gf. Thus it will suffice to prove (6.4) .
For this we will use the results of Bishop as reported on in the notes of Stolzenberg [11] . In the situation at hand, Bishop's theorem may be stated as follows [11, Th. 
(F), p. 2]:
The necessary and sufficient condition that Gf be an analytic subvariety of N is that, given y e D, there is a neighborhood U of y in N such that the volume pltN(Gf n U) of the intersection of Gf with U is finite (here volume is computed with respect to the Hermitian metric ds'). Now comparing ds'. with ds' around z = 0, we see that [N(Gf n U) will certainly be finite if PelN*(Gf n U) is finite. On the other hand, and this is the whole point, f: A* -V being distance decreasing (Lemma 6.1) means that we have the estimate [-tN*(Gf n U) = [A*(W*(U)) ? tv(ff(wa(U))) < 2[eA*(ra*(U)).
On the other hand, we may assume that ,5e*(W*( U)) is finite by a suitable choice of U (cf. Lemma 3.4).
(b) Remarks on Theorems A' and A as related to the general problem of value distributions of holomorphic mappings in several complex variables. Perhaps the most important case of the (global) study of holomorphic mappings in several complex variables is the situation of a holomorphic mapping f: A -V where A and V are smooth algebraic varieties and where V is assumed to be complete."8 The case when dim A = dim V = 1 is the so-called Nevanlinna theory of value distributions of which excellent expositions are given by Chern [4] and Wu [13] . One of the consequences of this general theory is the following theorem (cf. Chern [4, Th. 3, p . 336]): 18 The simplest case of such holomorphic mappings is when A is also complete. Then f is a rational mapping. It is also true that f is rational in case A is of the form A = A-D where A is smooth and complete and D is a divisor on V such that the Levi form of the normal bundle of D has at least one negative eigen-value. This is the so-called pseudo-concave case and arises, for example, if Dc A is obtained by blowing up a subvariety of codimension at least two in some other completion A' of A. The opposite, and most interesting, extreme is when A is an affine variety (e.g. a finitely sheeted algebraic covering of Cs). Thus we see that Nevanlinna theory implies, among many other things, both the usual Picard theorem as well as Theorem A' (also due to Picard). In my opinion then, the proper understanding of Theorem A' comes about through the general study of the value distributions of holomorphic mappings. The same should be true of Theorem A; that is to say, eventually Theorem A should be a consequence of a general understanding of the value distribution of holomorphic mappings in several complex variables.
The beginnings of such a general theory have been given by Chern [5] and Wu [14] among others. The situation is greatly complicated by the FatouBieberbach example (cf. Bochner-Martin [2, p. 45]) of a one-to-one holornorphic mapping f: C2 -C2 such that the image f(C2) omits an open set. Thus it would seem that a satisfactory study of the value distributions of f: A -V can take place only for those mappings f which have been rigidified in some sense. For example, Wu's theorem that a non-degenerate holomorphic mapping f: C7-)P. does not omit an open set if f is uniformly quasi-conformal is an example of one such rigidification. Now it is also possible to "rigidify the situation" f: A V by placing restrictions on the domain variety A and / or the image variety V. For example, referring to footnote (18) we see that such rigidification occurs when we assume that A is pseudo-concave (cf. [14, Th. 4.1] ). At the other end, we should perhaps explain Theorem 6.2 by saying that assuming V to be negatively curved rigidifies the situation f: A -V so that f is in fact rational. Similarly, we might explain Theorem A as saying the assumption that V is a canonical algebraic manifold plus the assumption that we are in the equi-dimensional case and f is non-degenerate again forces a rigidification of the situation f: A -V (cf. Proposition 5.1). In general, assuming A to be affine, we may perhaps expect a nice value distribution theory for f: A -V by placing as- 19 Obviously f is defined to be transcendental if it is not a rational mapping. Since 3(Xa) = 1 if f does not assume the value xae, we see that the Nevanlinna inequality (6.6) implies the usual Picard theorem by taking V= P1. (The "usual Picard theorem" is the statement that a non-constant entire meromorphic function cannot omit three values.) sumptions both on V and f, and where the stronger assumptions on f come with weaker assumptions on V. From this point of view, the understanding of the situation f: C" -Pa would be the most difficult and, for example, it might be profitable to look at holomorphic mappings f: A V when V is an abelian variety.20 (c) Remarks on Theorem B as related to the general problem of parametrizing an algebraic variaty. Let V be a complete n-dimensional algebraic manifold. We define a parametrization of V to be given by a holomorphic mapping f: M a V where M is an n-dimensional Stein manifold which is topologically a cell, and where the image f(M) is required to contain a Zariski open subset of V. Presumably the most important cases are when M = C' or when M is a contractible bounded domain in C". Example 1. When V is a unirational variety, we may take M = C', and f a rational map.
Example 2. When V is an abelian variety we may take M = C" and f is given by multiple-periodic functions relative to the period lattice of V.
Example 3. We may also take M = C2 when V is a special type of K-3 surface having a certain addition theorem (cf. Andreotti [1] ). Example 4. When V is a curve of genus larger than one, we may take M = A to be the unit disc and f: A V to be given by automorphic functions (uniformization theorem).
The above examples, especially 2, 3, and 4, illustrate the point that parametrizations are especially interesting to a complex analyst because of the nice meromorphic functions 'which turn up in giving the mapping
We may think of Theorem B as restricting the possible parametrizations of a canonical algebraic manifold; it was this point of view which led me to study the questions in this paper.
In the context of parametrizations, we should like to mention the following theorem which we shall discuss at a later time: be the distance function on V coming from an Hermitian metric dsi. Then there exists po with 0 < po < 1 and a strictly increasing upper-semi-continuous function q(p) defined for 0 < p < po such that we have the estimate p(I I z I 1) < dist,(xo, f (z)) for all z e B(p.) and all holomorphic mappings f as above. 2' Proof. Let Y be the class of mappings f: B -V satisfying the normalization conditions given above. Our proof is based on the following two lemmas: (6.9) LEMMA. There exists p, with 0 < Pi < 1 such that, if {If } is any sequence in XT, there is a subsequence {fj} of {f' } and a holomorphic mapping g: B(p1) V such that f., converges to g uniformly on compact subsets of B(pj).
Remark. This lemma may be compared with Proposition 5.1, which is essentially the same statement except that it is not proved there that we may choose the constant p, to work for all sequences in Y.
(6.10) LEMMA. There is a constant P2 with 0 < P2 < 1 such that any f C 9 is one-to-one on B(p2).
We will complete the proof of Theorem 6.8 and then return to discuss the lemmas. Let f C Yt and define qf(p) for 0 < p < 1 by 99f(p) = inf11 =,? dist,4x0, f(z)) Then by Lemma 6.10 we may find an absolute constant p, with 0 < p3 <? such that qp (p) is continuous and strictly increasing on the interval 0 < p < p3.
We now define qi(p) by 9p(p) -inffz C qf (p). 21 By definition, 11 This function is defined and upper-semi-continuous for 0 < p < 1. It is also clear that we have p(z I 11) < dist,(x09 f(z)) for 0 < zH < 1. It remains to prove that there is po with 0 < po < 1 such that qp(p) is strictly increasing for 0 ? p -po.
To say what po is, we observe that combining Lemmas 6.9 and 6.10 we may find an absolute constant p, with 0 < p4 < 1 such that p, < p, in Lemma 6.9 and such that, in the notation used in that lemma, all fe C and all limits g: B(p1) V of sequences from SF are one-to-one on B(p4). We now define po to be minimum of p3 and p,, and it remains to show that we have q(p) < (up') if 0 < p < p' < po. Let {f' } be a sequence in yF and z, a sequence of points with zI |I = p' such that lim"_. dist,(x'0 fi(z#)) = (p(p'). By passing to subsequences, we may assume that {fg} converges uniformly on B(po) to a oneto-one holomorphic mapping g: B(po) -V, and we may furthermore assume that {zn} converges to some z e B(po) with IIz = p'. Passing to the limit as n -o0 in the inequalities p(p) < dist,(xo~fn(w)) < dist,(xo~fn(zn)) 9 where !IwI = p, we arrive at 9(p) < dist,(x0, g(w)) < dist,(x0, g(z)) = q(p') .
Since g is one-to-one we must now have the desired inequality q(p) < q(p').
Q.E.D. We will now prove Lemma 6.9 only, as the proof of Lemma 6.10 is similar to, but easier than, the corresponding proof of Theorem C from Proposition 5.1 (cf. [12, proof of Th. B]). Referring to Proposition 5.1, we see that if Lemma 6.9 were false, then we would be able to find a double sequence {fk,d} of maps in F and a sequence of meromorphic mappings g,: B(pk) -V such that we have (i) lims. fkl = g, uniformly on compact subsets of B(pk), (ii) g, is not holomorphic in a ball of radius larger than Pk, and (iii) limk,. pk = 0. The fact that gk cannot be extended beyond B(pk) means that we will have gk ,)(zk) = 0 (a = 0, * ... N) for some Zk with ||Zk|| = Pk.
Referring to the proof of Proposition 5.1, we see that the holomorphic n-forms gk*(o are locally uniformly bounded in the L2-sense on B. Thus we may assume that the sequence {gk*(ow} converges uniformly on compact subsets of B. Letting pa = jf2+?f{EN0 (a A (\oja} be the canonical volume element on V, the normalization condition gives at z = 0 that gk*e,(0) = i2 +"dz, A . 
