Introduction
The quadratic semi-assignment problem (QSAP) is a model often used in formulating scheduling or facility location problems. The QSAP is known to be NP-hard. An application of the problem can be found in the area of scheduling [6, 12, 13, 7] . Skutella dealt with the problem of scheduling unrelated parallel machines which is formulated as a special case of the QSAP and proposed an approximation algorithm [11] . The hub location problem is also a special case [10] .
QSAP is formulated as a 0-1 quadratic programming as follows. Let M and N be mutually disjoint sets with |M | = m and |N | = n, respectively. Given a ik (i ∈ M, k ∈ N ), f ij (i, j ∈ M ), and d kl (k, l ∈ N ), the problem is min.
i∈M k∈N
We may assume that f ii = 0 (i ∈ M ) without loss of generality due to the constraints (1) and (2) .
A mixed integer programming (MIP) formulation of QSAP is given by Billionnet and Elloumi [1] . Saito, Matuura, and Matsui [10] independently studied the same MIP formulation in the context of a hub location problem. This MIP formulation is obtained through linearization of the objective function with new variables
This linearization yields another equivalent formulation of QSAP:
min.
s. t. (1), (2) , and (3), which will be referred to as QSAP in this paper. The MIP formulation of [1] and [10] is obtained from this by replacing the constraint (3) with certain linear constraints. The convex hull of the feasible solutions of QSAP, in the space of (x, y)-variables, is named the quadratic semi-assignment polytope (QSAP-polytope) by Saito, Fujie, Matsui, and Matuura [9] . Saito et al. showed that the linear constraints in the MIP formulation define the affine hull and facets of the polytope [9] . The computational experiences in [1] , [10] , and [9] show that the MIP formulation is very tight, i.e., several instances can be solved to optimality just by solving their LP relaxations. However it is very time-consuming to solve relatively large instances because the number of the new variables, which is nm(m − 1)/2 + m(m − 1)n(n − 1)/2, becomes large. Hence the motivation of this paper is to propose another fast and tight lower bound for the sake of branch-and-bound methods. Suppose that d is symmetric in the sense that d kl = d lk for any k, l ∈ N . Since d often corresponds to distances in actual problems, this assumption will be acceptable in practical applications. Then it is possible to reduce the number of variables by putting
Note that the number of the variables is nm(m − 1)/2 + m(m − 1)n(n − 1)/4, which almost halves that of the original formulation, even though the order of magnitude O(m 2 n 2 ) is unchanged. Thus we are led to the following problem:
(1), (2), (4), and (5),
We refer to this problem as SQSAP. The convex hull of the feasible solutions of SQSAP, in the space of (x, y, z)-variables, is called the symmetric quadratic semi-assignment polytope (SQSAP-polytope), which is the main object that we study in this paper.
The rest of this paper is organized as follows. In Section 2, we define the QSAP-and SQSAP-polytopes and present MIP formulations, respectively. In Section 3, we introduce the star-transformation and transform the SQSAP-polytope to another equivalent and tractable polytope. In Section 4, we determine the dimension and the affine hull of the SQSAP-polytope. In Section 5, we show a class of nontrivial facets. Finally, we present a computational results in Section 6.
QSAP-polytope and SQSAP-polytope
In this section, we formulate QSAP and SQSAP as optimization problems on certain graphs. We also define polytopes QSAP m,n and SQSAP m,n for respective problems and show their MIP reformulations. See [9] for details on QSAP m,n . LetĜ = (V, E ∪Ê) denote a graph with node set V := M × N and edge set E ∪Ê, where
We can see that feasible solutions of QSAP correspond to m-cliques inĜ. Thus, by assigning a ik and b ikjl for each node and edge, QSAP turns into a problem to find a minimum node-and edge-weighted m-clique inĜ. We remark on some notations. For any node subset T ⊆ V , χ T ∈ R V denotes the characteristic vector of T . For T ⊆ V , we define x(T ) := v∈T x v and y(T ) := y(E(T )). For mutually disjoint subsets S, T ⊆ V , we denote the cut set by E(S : T ) := {{u, v} ∈ E | u ∈ S, v ∈ T } and we abbreviate y(E(S : T )) to y(S : T ). We omit brackets for singletons, e.g., we use χ u instead of χ {u} . We also use χ uv instead of χ {{u,v}} . For all i ∈ M , we define a subset of V by
We define the polytope QSAP m,n as the convex hull of feasible solutions:
The following observation gives a MIP reformulation of QSAP.
Proposition 1. A vector (x, y,ŷ) is a vertex of QSAP m,n if and only if it satisfies
Next we deal with the symmetric case. Let G be a hypergraph with node set V , edge set E, and hyperedge set
For simplicity, we introduce the symbols [i, k, j, k] and i, k, j, l to each edge
We define the symmetric quadratic semi-assignment polytope.
Definition 2.
SQSAP m,n := conv
The polytope SQSAP m,n is a projection of QSAP m,n , i.e., the image of a linear map.
Let sym be a linear map, sym :
Then we have SQSAP m,n = sym(QSAP m,n ). We define a clique in the hypergraph G by a node subset induced by the image of an incidence vector of a clique in the graphĜ.
In the following we assume that n ≥ 3 (Otherwise, z ≥ 0 would be redundant). The next proposition gives a MIP reformulation of SQSAP, where ∆ vw denotes the set of all hyperedges which contain both of v and w for any v, w ∈ V .
Proposition 3. A vector (x, y, z) is a vertex of SQSAP m,n if and only if it satisfies
Proof. We can see that y ikjk = x ik x jk and z ikjl = x ik x jl + x il x jk hold for any (x, y, z) which satisfies the above constraints. The converse inclusion is trivial.
Next proposition ensures the existence of an optimal solution of the LP relaxation.
Proposition 4. The inequalities
Finally, we remark on some polytopes related to SQSAP m,n . Padberg dealt with a quadratic programming problem with 0-1 constraints and introduced the Boolean quadric polytope defined by
where K n = (V n , E n ) is a complete graph with n nodes [8] . A generalization of BQP n is studied by Fujie et al. [2] . Jünger and Kaibel studied the quadratic assignment polytope QAP n which arises from the quadratic assignment problem [4] .
is the set of all the 2-subsets of V. Then the quadratic assignment polytope is defined by
These polytopes are related as follows [9] (See also [4] ).
Proposition 5. ([9]) QSAP m,n is isomorphic to a face of BQP mn , and QAP n is isomorphic to a face of QSAP n,n .
Jünger and Kaibel [3] studied the symmetric quadratic assignment polytope (SQAPpolytope) which is a projection of the QAP-polytope. We can show that SQAPpolytope is isomorphic to a face of SQSAP-polytope.
Star-transformation and SQSAP -polytope
We introduce an isomorphic transformation (star-transformation) to derive a fulldimensional polytope which we call SQSAP m,n . Since SQSAP m,n is essentially equivalent to SQSAP m,n and more tractable, we first study SQSAP m,n and determine the dimension and some trivial facets. The star-transformation was originally introduced for QAP-and SQAP-polytopes in [4, 3] . Ours is an adaptation to SQSAP. By the equality constraints (11) and (12), certain variables, say those corresponding to col n := {(i, n) | i ∈ M } in the graph G, are redundant in the sense that they are uniquely determined by others. Hence we eliminate these variables. In terms of polyhedron, we map SQSAP m,n contained in an affine subspace A := {(x, y, z) | (11) and (12) } to another equivalent polytope contained in
where every redundant variables are set to zero. We use the notations N := N \ {n},
The definitions of row i , etc., are similar to those of QSAP m,n , respectively. For example,
We describe the above map formally. We define an affine map φ :
where 
Proof. The vectors (
The following are trivial facet defining inequalities of SQSAP m,n . We will see that they correspond to (13)-(16) of SQSAP m,n in the next section. Since QSAP m,n is full-dimensional, these inequalities are essentially unique up to positive multiples.
Proposition 7. The inequalities
define facets of SQSAP m,n .
Proof. We prove that (18) defines a facet for any f ∈ F . This follows from the fact that the face
We can prove for (19) in a similar way.
Next propositions can be proved similarly.
Proposition 8. The inequalities
Proposition 9. The inequalities
Basic facial structure of SQSAP m,n
We present a basic facial structure of the polytope SQSAP m,n by "pulling back" from the polytope SQSAP m,n .
Proof. Since the dimension is invariant under an affine isomorphism, we have Proof. From Theorem 10, it suffices to show that the rank of the coefficient matrix of A is equal to m + n m 2 . We can see that the coefficient matrix of (11) and (12) is in the following form Proof. The validity is clear. To show that the inequality defines a facet of QSAP m,n , it is enough to take dim SQSAP m,n − 1 affinely independent vectors on the face of QSAP m,n . We can take such vectors by pulling back dim SQSAP m,n − 1 affinely independent vectors on the corresponding face of SQSAP m,n by the inverse map of the star-transformation.
From Lemma 12, we have facets of SQSAP m,n by lifting (20)-(25)
. Note that the representation of the lifted inequalities is not unique because SQSAP m,n is not fulldimensional. It follows that we can transform a lifted inequality, using the equations (11) and (12), into another form. For example, z f ≥ 0 for any f ∈ F \ F is derived from 0-lifting of (19) and together with (12).
Theorem 13.
For any f ∈ F , the inequality z f ≥ 0 defines a facet of SQSAP m,n .
Proof. Obtained by 0-lifting of (18) and (19).

Theorem 14.
For any e ∈ E, the inequality y e ≥ 0 defines a facet of SQSAP m,n .
Proof. Obtained by 0-lifting of (20) and (21). Proof. Obtained by 0-lifting of (22), (23), (24), and (25).
The curtain facets of SQSAP m,n
Since SQSAP m,n is equivalent to SQSAP m,n , we treat SQSAP m,n .
For any i, j ∈ M (i = j) and S ⊆ N (S = ∅) we define the curtain inequality
where
It is easy to see the validity of (26) for the polytope SQSAP m,n . Curtain inequality was introduced for SQAP-polytope in [3, 5] . ∈ J, there exists w ∈ J such that col (w) = col (u 1 ). Thus, it holds that (χ
where w is the node uniquely determined by the conditions row (w ) = row (w) and col (w ) = col (u 2 ). Hence, we have c f = 0. 
Computational results
We compare computational time and quality (tightness) between LP relaxations of symmetric and asymmetric MIP formulations.
For each m = 10, . . . , 19, we randomly generate instances for n = 2, . . . , m. The data f , d, c are generated within the following range: 10} (k, l ∈ N ), and c ik ∈ {0, . . . , 100} (i ∈ M, l ∈ N ) , so that d is symmetric. We solved two kinds of LP relaxation problems obtained from QSAP and SQSAP MIP formulations to observe computational times and quality (gap of optimal values). Experiments were performed on PC with Pentium M 1.7 GHz CPU and 512 MB RAM using glpk 4.8 (http://www.gnu.org/software/glpk/glpk.html). Table 1 - Table 10 are the results where 'time', 'bound', and 'MIP' show computational time (in second), optimal value of an LP relaxation (lower bound for a MIP problem), and optimal value of a QSAP instance obtained by branch-and-bound for a MIP formulation, respectively. The symbol ' * ' is attached in the tables to each instance whose optimal solution was not integral. The results show that QSAP is very tight; almost every instance was solved just by solving its LP relaxation. We can see that SQSAP is relatively worse than QSAP in terms of a lower bound, but it is much faster than QSAP for n large. 
Conclusion and future work
We investigate the SQSAP-polytope that arises from a compact formulation exploiting certain symmetry of the quadratic semi-assignment problem. We show some basic polyhedral properties such as the dimension, the affine hull, and certain trivial facets and presented a MIP formulation. We also give a class of nontrivial facets called curtain facets for the SQSAP-polytope. Computational results imply that the lower bound by an LP relaxation of the SQSAP MIP formulation can be a good alternative for that Our future work is to develop a branch-and-cut procedure by facets of the SQSAPpolytope. 
