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Abstract
This thesis is composed of two essays under the theme of spatial analysis of policy impacts. The
objective of the first essay was to analyse how population dynamics affect greenhouse gas
(GHG) emissions. The effects of population redistribution resulting from the South Korean
government’s decentralization efforts on GHG emissions were assessed. Simulation results
suggest that the direction of change in total GHG emissions depends on the share of the
population redistributed from higher to lower population density regions. If the entire
redistributed population of 877,000 persons expected from the government’s decentralization
project were from the Seoul Area, annual CO2e [carbon dioxide equivalent] would increase by
1.72%-2.26% compared to benchmark levels. Alternatively, more balanced migration between
higher and lower population density regions, i.e., 65% of the 877,000 persons from higherdensity locations to lower-density destinations and 35% from lower-density to higher-density
regions, decreases CO2e [carbon dioxide equivalent] by 1.49%-2.42%.
The second essay evaluated the impact of highway disbursement under the American
Recovery and Reinvestment Act (ARRA) on highway demand in the frame of cost and benefit
analysis. Highway demand equation was estimated by employing a spatial Durbin model and
panel data for the 48 contiguous US states during 1994-2008. The estimates from the equaiton
were used to validate the hypothesis that the different highway disbursements caused different
upwards shifts in the highway demand curves. The different shifts in demand curves resulted in a
wide range of consumer surplus increases across states. The consumer surplus estimates, along
with explicit and implicit costs associated with additional highway usage, were used to estimate
the total net benefit of ARRA highway disbursement and the net benefits per dollar spent for
each state. Estimated total net benefits for the 48 states as a result of the $27.2 billion in ARRA
ii

highway disbursements were $4.6 billion in, which yield an average net benefit of $0.17 per
dollar spent.
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Chapter 1: Introduction

1

Introduction
The importance of spatial analysis in modeling of ecological and economic systems is well
recognized with the advancement of geographic information system, spatial statistics, and spatial
econometrics. The main objective of two essays in this thesis was to develop spatial
econometrics frameworks to test the hypotheses about the impact of policies involved with
population redistribution on climate change and cost and benefit of highway disbursement.
The first study analyzed the effects of the South Korean government’s decentralization
efforts on greenhouse gas (GHG) emissions, focusing on how population redistribution affects
national GHG emissions. South Korea was used as a case study because the government aims to
achieve a 30% reduction in GHG emissions by 2020 and is in the process of executing a
comprehensive decentralization strategy that expects to redistribute population throughout the
country. To achieve the objective, the effects of the South Korean government’s decentralization
efforts on GHG emissions were assessed. In particular, the hypothesis that outmigration reduces
national GHG emissions was tested because the decrease in GHG emissions of outmigration
locations outweighs the increase in GHG emissions of in-migration destinations.
The key contribution of the first essay is to provide the first empirical evaluation of
population redistribution on national GHG emissions. A number of studies have shown that
population growth positively influences GHG emissions (e.g., Newell and Marcus 1987;
Bongaarts 1992; Dietz and Rosa 1997; Laurance 1999; Hamilton and Turton 2002). However,
the relationship found in the previous literature does not directly address how a rearrangement of
population within a society affects GHG emissions when total population does not change.
Because previous studies focused on the relationship between population growth and GHG

2

emissions using macro-level data (e.g., national- and/or international-level data), they inherently
did not explore the question of how population redistribution affects national GHG emissions.
The second essay evaluated the impact of highway disbursement under the American
Recovery and Reinvestment Act (ARRA) on highway demand in the frame of cost and benefit
analysis. The highway disbursement under the ARRA (hereafter, referred to as “ARRA highway
disbursement”) is intended to satisfy increasing need for highway, to maintain aging facilities, to
improve security and safety, and to release traffic congestion (US Department of Transportation
2012). The ARRA highway disbursement is expected to increase highway usage differently by
state, based on its purpose (e.g., construction, maintenance, and extension) and the scale of
investment. The resulting state-level increases of highway demand are expected to increase the
benefits and cost (negative externalities —air polution and traffic congestion) of highway usage
differently by state emphasizing the need for a cost-benefit analysis of the ARRA highway
disbursement at the state level.
The second essay contributes to the literature by estimating state-level highway
demand curves for use in evaluating nationwide investments such as the ARRA highway
disbursement. Several highway computer simulation models have been develped to perform costbenefit analysis of highway development, starting with COst-Benefit Analysis (COBA)
developed by UK government (Department of Transport, UK, 2012) and followed by other
computer simulation models, such as the Highway Investment Analysis Program (HIAP),
Highway Economic Requirements Model (HERS), Micro-computer Benefit Cost Analysis
Model (MicroBENCOST), and the Strategic Benefit Cost Analysis Model (StratBENCOST)
(McElroy and Huheey 1992; Lee 2000; Snarr and Axelsen 2007). However, because those
computer simulation models have focused on utilizing micro-level data for a specific highway3

project (e.g., I-70 Hyper Fix Project in Indianapolis), they cannot be used for the macro-scale
analysis needed to evaluate the benefits and costs of the ARRA highway disbursement at the
state level.
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Chapter 2: Effects of Population Redistribution on Greenhouse Gas Emissions
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Abstract
The objective of this research was to analyse how population dynamics affect greenhouse gas
(GHG) emissions. I assessed the effects of population redistribution resulting from the South
Korean government’s decentralization efforts on GHG emissions. Simulation results suggest that
the direction of change in total GHG emissions depends on the share of the population
redistributed from higher to lower population density regions. If the entire redistributed
population of 877,000 persons expected from the government’s decentralization project were
from the Seoul Area, annual CO2e [carbon dioxide equivalent] would increase by 1.72%-2.26%
compared to benchmark levels. Alternatively, more balanced migration between higher and
lower population density regions, i.e., 65% of the 877,000 persons from higher-density locations
to lower-density destinations and 35% from lower-density to higher-density regions, decreases
CO2e [carbon dioxide equivalent] by 1.49%-2.42%.

8

Introduction
Ever since the Kyoto Protocol agreement of 1997, mitigation of greenhouse gas (GHG)
emissions has been at the center of climate change debates. The main focus has been on who
should bear the responsibility for reduction and how to reduce emissions. The general consensus
resulting from earlier debates is that developed countries carry more of the burden in reducing
emissions than developing countries. However, the seriousness of climate change and the issue
of political equity between developed and developing countries call for shifting more of the
burden to developing countries in the foreseeable future (Brown 2008; Lomborg 2009). These
pressures for emissions reductions are expected to create economic problems that may slow
economic growth and further exacerbate the unequal balance among global economies
(Mendelsohn 2009). Thus, identifying emission reduction strategies that minimize interference
with economic growth has become an important task for governments trying to achieve
emission-reduction goals.
A part of this dilemma lies in the relationship between population dynamics and GHG
emissions. Previous studies reflect two conflicting views regarding the relationship. One view is
that as population density increases, energy use per capita increases, leading to increased
emissions per capita. This perspective assumes that population growth requires the exploitation
of lower quality resources, which in turn requires more energy consumption per unit of value
added and creates increased demand for energy-intensive services (Malthus 1778; Holdren 2000)
(referred to as “Malthusian view”). The other view is that proximity and agglomeration in high
population density areas provide more energy-efficient infrastrcuture and services that help
lower per capita emissions. For example, enforcing environmental legislation may be less costly
in more densely developed areas. In addition, the relative proximity of residential and
9

commercial areas tends to encourage mass transit, walking and cycling, which may help lower
emissions per person (Boserup 1965; Boserup 1981; Dodman 2009) (referred to as “Boserupian
view”).
Both views highlight the importance of population dynamics as a factor determining
GHG emissions. As a result, this relationship depends on various factors that may be important
in developing emission-mitigation strategies (i.e., economic development, trade, technology,
infrastructure and income) (Fan et al. 2006).1 The objective of this study is to analyze how
population dynamics affect GHG emissions. South Korea is used as a case study because the
government aims to achieve a 30% reduction in GHG emissions by 2020 and is in the process of
executing a comprehensive decentralization strategy that expects to redistribute population
throughout the country. To achieve the objective, I assess the effects of the South Korean
government’s decentralization efforts on GHG emissions. In particular, I test the hypothesis that
outmigration reduces national GHG emissions because the decrease in GHG emissions of
outmigration locations outweighs the increase in GHG emissions of in-migration destinations.
The key contribution of this research is to provide the first empirical evaluation of
population redistribution on national GHG emissions. A number of studies have shown that
population growth positively influences GHG emissions (e.g., Newell and Marcus 1987;
Bongaarts 1992; Dietz and Rosa 1997; Laurance 1999; Hamilton and Turton 2002). However,
the relationship found in the previous literature does not directly address how a rearrangement of
population within a society affects GHG emissions when total population does not change.
Because previous studies focused on the relationship between population growth and GHG

1
Previous literature on CO2 emissions has empirically evaluated the validity of the Environmental Kuznets Curve
(EKC) that shows a quadratic relationship between income per capita and per capita emissions.
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emissions using macro-level data (e.g., national- and/or international-level data), they inherently
did not explore the question of how population redistribution affects national GHG emissions.

Study Area and Data
South Korea has undergone rapid industrialization since the 1960s (Park 2001). Economic
development has brought with it higher living standards, but also many new challenges.
Challenges include rising GHG emissions and densely concentrated population in urban areas.
Rising GHG emissions have become a particularly serious concern. The country’s emissions
almost doubled between 1990 and 2005 (OECD 2010). South Korea emitted 509 million metric
tons of carbon dioxide (CO2) in 2008, which ranked tenth in the world (UNSD 2011). Like most
countries, high emissions are concentrated in large metropolitan areas. For example, Seoul has
the highest concentrations of GHG emissions and population. The Seoul Metropolitan Statistical
Area (hereafter referred to as the “Seoul Area”) comprised 12% of the country’s total land area,
and contained 36% of the nation’s 48 million residents in 2005 (Kim 2009; KOSIS 2010). The
Seoul Area’s population has grown continuously since the begining of industrialization in the
1960’s even as national population growth has slowed since 1970 with the declining national
birth rate (Hwang 2010; Statistics Korea 2010). Population in the Seoul Area grew 8.6% from
2001 to 2007, more than twice the national growth rate of 3.6% (Statistics Korea 2010).
High population density and pollution intensity have been blamed for negative effects on
human well-being (e.g., respiratory disease caused by air pollution, traffic congestion and
injuries, and low affordability of housing) (Kang 2011). In 2006, particulate matter in the air was
measured at 58 micrograms per cubic meter (µg/m3), which was considerably higher than in
major cities of developed countries (e.g., 20µg/m3 in London, 21µg/m3 in New York, 22µg/m3 in
11

Paris, and 37µg/m3 in Tokyo) (Cho 2006). The number of automobiles in the Seoul Area
increased from 1.19 million to 2.98 million (a 150% increase) between 1990 and 2010 whereas
extention of the road system only increased from 7,300 to 8,100 km (a 10% increase) during the
same period. The social costs of traffic congestion in the Seoul Area were estimated at about $7
billion in 2008, which accounts for lost time, air pollution, accidents and psychological anxiety
(Jung 2011). Furthermore, high population density has led to an overheated of the real estate
market. In 2008, the housing price-to-income ratio in Seoul was 9.7 (median personal annual
income: $30,700 and median house price: $298,300), which was higher than cities such as San
Francisco, New York and Tokyo whose housing price-to-income ratios were 9.5 and 9.3 in 2007
and 9.1 in 2008, respectively (Jang 2009).2
The South Korean government has begun to take action to address the Seoul Area’s
densely clustered population and high pollution intensity. An example is the government’s recent
plan to build a multifunctional administrative city called Sejong Special Autonomous City
(hereafter referred to as “Sejong City”), which is about 120 kilometers south of Seoul and
located in the geographical center of the country (MACCA 2011). Despite numerous political
disputes over the plan, the special law for construction of Sejong City has been enacted and
construction is currently underway. The law’s purpose is to mitigate the effects Seoul Area’s
large population through decentralization and achieve balanced development throughout the
country. The government plans to reallocate 10,440 government employees from 35 central
governmental organizations and to construct supporting infrastructure including roads, schools,
libraries and parks. The plan is projected to attract a population of half a million to Sejong City
(MACCA 2011). In addition to Sejong City, the government plans to relocate 113 government
2

The housing price-to-income ratio indicates the ratio of median annual income to median housing price in a region
and the exchange rate of 1,173.48 Won for $1 (Jan. 1st 2012) was used here and throughout the paper.
12

institutes (e.g., government funded research institutes) from Seoul to 11 cities and counties
outside of Seoul, which constitutes the transfer of 37,344 jobs (KRIHS 2006). The
comprehensive decentralization strategy calls for the South Korean government to invest a total
of $25.1 billion (Kim 2011).
The data for this analysis pertains to 7 metropolitan cities (i.e., Seoul Teukbyeolsi and
Busan, Daegu, Incheon, Kwangju, Daejeon, and Ulsan Gwangyoksi) and 155 counties (i.e., 84 Si
and 71 Gun depending on types of counties) after excluding Jeju, Ongjin and Ulleung islands
(see Figure 2.1 for the study area). Each of the 7 metropolitan cities contains multiple Gun and
Gu. The Gun and Gu under each metropolitan area are merged as one observational unit because
(1) the resolution of the GHG emissions data (approximately 11 kilometers in latitude  9
kilometers in longitude = 99 square kilometers) used for the rergession is relatively large
compared to the size of the Gun and Gu in each metropolitan area, mainly in Seoul (e.g., average
size of Gu in Seoul: 39 square kilometers), and (2) gross regional domestic product (GRDP) data
used in the regression are not available at the Gun and Gu levels for Seoul and Incheon
matropolitan cities.3
This study used four datasets (i.e., census, environmental, geographical, and GHG
emission data) for 7 cities and 155 counties. Seven metropolitan regions were considered
equivalent to cities. The 2005 census data, including population, employment share in nonservice sector, housing vacancy ratio, seniority ratio (equal to or over 65), share of at least
bachelor degree holder, GRDP share in service sector were obtained from Korean Statistical
Information Service (KOSIS 2010). GRDP data for 2005 were collected from the GRDP division

3

Seoul contains 25 Gus and the other metropolitan cities have 8 Guns and Gus on average.
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of each local government, metropolitan cities and provinces, except Jeollanam province.4 The
raw GRDP data and employment data were reported in sectors. Based on the categories, data for
shares of GRDP in the service and of employment in non-service sectors were obtained by
aggregating the sectors. Sectors, logistics, storehouse, telecommunication, sanitation, social
welfare, wholesale and retail businesses, restaurants, lodging, education, public service, national
defense, real estate, business service, finance, and other services were included in the service
sector. The agriculture and forestry, electricity and gas, mining and manufacture, and
construction sectors were included in the non-service sector.
Annual average temperature may affect energy use for heating and cooling systems. Data
for annual average temperature in 2005 were acquired from Korean Meteorological
Administration (KMA 2012). The geographical data for the location map of the 7 cities and 155
counties were acquired from Korean Statistical Geographic Information Service (SGIS 2010).
CO2e data that represent GHG emissions were obtained from the Emission Database for Global
Atmospheric Research (EDGAR) (Janssens-Maenhout et al. 2010). EDGAR provides annual
data for atmospheric components. The emissions data cover the entire spectrum of emission
sources (e.g., agriculture, transportation, fuel production, and industry combustion) and thus
consist of all anthropogenic greenhouse gases (EDGAR 2010).
CO2e was calculated by summing the weighted values of CO2, CH4, and N2O based on
values of global warming potential reported by the Intergovernmental Panel on Climate Change
(IPCC). Using ArcGIS 9.3, the values of CO2e at the county or city (referred to as “regional”)
levels were obtained by following a three-step interpolation procedure: (1) the points containing
emission values were distributed in geographic latitude and longitude coordinates, (2) Theissen

4

Because 2005 data were not available for Jeollanam province, 2007 GRDP data were used as a proxy.
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polygons were created based on the points and the values of CO2e from the points were assigned
to the corresponding Theissen polygons, and (3) the weighted sums of CO2e were obtained based
on regional boundaries. (See Figure 2.2 for visual presentation of the three-step procedure.)
Definitions of the variables used in the regressions and descriptive statistics are reported in Table
2.1.

Empirical Model
Model specification
The empirical framework begins with the IPAT5 model frequently used in ecological studies.
The classic IPAT identity ( I  PAT ) assumes the human impact on the environment (I) is the
product of three driving factors, namely populaiton size (P), a society’s affluence (A), and a
technology index (T) (Ehrlich and Holdren 1971; Holdren 2000). This identity has often been
reexpressed as T  I / GDP , where A is represented by gross domest product (GDP) per capita (
A  GDP / P ) and thus PA  P  (GDP / P)  GDP . This relationship has been used to

identify T, which represents the human impacts required to generate a unit of GDP and is
assumed to contain all the drivers other than population size and a society’s affluence using the
obtainable values of I, P, and A (Commoner 1971; Ehrlich and Holdren 1972; Ehrlich and
Ehrlich 1990; Harrison 1993; Raskin 1995; York et al 2003). T is often referred to as the
“technology multiplier” (Dietz and Rosa 1997). This identity has also provided the conceptual
framework for previous literature in forecasting GHG emissions and impacts of human activities
on the environment (e.g., Stern et al. 1992; Harrison and Pearce 2000; Auffhammer and Carson
2008). Despite its contribution, the IPAT identity has two limitations (York et al. 2003). First,

5

IPAT represents impact (I) is a function of population (P), affluence (A), and technology(T).
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the identity assumes the three driving factors have proportional contributions (Dietz and Rosa
1997). For example, the model implicitly assumes a unitary elasticity of GHG emissions with
respect to population growth under the ceteris paribus assumption, which may not be the case in
reality. Second, the identity does not allow for hypothetical testing because it is an accounting
identity where known values of some terms determine the value of an unknown term.
Addressing these limitations, Dietz and Rosa (1994) developed a stochastic version of the
IPAT identity (referred to as STIRPAT). The STIRPAT is expressed as: I i  aPi b AicTi d ei , where
subscript i denotes the ith region, a, b, c, and d are parameters to be estimated by regression and
e is an error term. In the traditional STIRPAT model, T represents all factors that impact the
environment, other than P and A, in the same sense as IPAT. If these factors are not explicitly
included in the model, then T becomes part of the error term. The advantage of the STIRPAT
model is that it allows empirical testing of the human impacts on environments.
Based on the IPAT conceptual framework, an empirical model that explains GHG
emissions at the regional level is established. First, I hypothesize that GHG emissions for region
i are determined by population (P), GRDP per capita reflecting affluence (GRDP), percentage of
employment from the non-service sector (E), and annual average temperature (M) representing
the drivers other than population size and a society’s affluence (referred to as “Model 1”):
(1)

ln(GHGi )  1   2 ln( Pi )   3 ln(GRDPi )   4 ln(Ei )   5 ln(M i )  ei ,

where  denotes parameters, and ei is the error term.
The potential endogeneity of P and GRDP in Model 1 was tested for the need to control
biases that may result from simultaneity. Endogeneity of P and GRDP was presumed because
population and regional development reflected in GRDP may affect each other interdependently.
All possible combinations of the four available variables as instruments (i.e., housing vacancy
16

rate, seniority rate, share of at least bachelor degree holder, and share of GRDP in service sector)
were used for the test. The endogeneity test statistic that is defined as the difference of two
Sargan-Hansen statistics: one for the equation with suspect regressors being treated as
endogenous and one for the equation with those being treated as exogenous, ranged between
0.205 and 4.043 for all possible combinations of the four instruments (corresponding p-values
were 0.9024 - 0.1324) used in the Model 1 indicated failure to reject the null hypotheses of P and
GRDP being exogenous variables at the 5% level.
Like any other endogeneity test, choice of instruments may be challenging (Ebbes 2007)
and thus validity of the instruments was tested by three identification tests, i.e., under-, weak-,
and over-identification tests. Anderson (1951) largrange multiplier statistic for whether the
equation is identified ranged between 23.064 and 67.304, suggesting that the instruements are
identified at the 5% level for ten of eleven sets of instruments. Cragg-Donald’s (1993) Wald
statistics suggested by Stock and Yogo (2005) ranged between 9.942 and 42.627 suggesting that
the instruments are not weakly identified at the 5% level for ten of eleven sets of instruments.
Sargan’s (1958) statistics ranged between 0.088 and 2.742 suggesting the null hypothesis that the
instruments are uncorrelated with the error term for all five sets of any combination of three or
four instruments cannot be rejected.6 These identification tests provide some confidence that the
instruments are appropriate for this analysis.
Spatial dependence of GHG measured by CO2e at the regional level was tested. Moran’s
indices for the 2005 CO2e data were significant at the 5% level and ranged between 0.26 and

6

Given the constraint that number of instruments has to be greater than two (the number of variables with potential
endogeneity) for the over-identification tests (Wooldridge 2009), only five sets (instead of eleven) of three or four
instruments were used.
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0.27.7 The cluster map of the Local Indices of Spatial Association (LISA, Anselin 1995)
reaffirms significant spatial clustering of CO2e. The cluster map shows a pattern of high-high
clusters (i.e., high CO2e surrounded by high CO2e) in and around the Seoul Area. Low-low
clusters appear in Gangwon province, which is the most mountainous area in the country (see
Figure 2.3). Significant spatial dependence was also identified in the residuals of the aspatial
model, Model 1. Using 7 different weight matrices including inverse distance weight matrix, 3
queen contiguity weight matrices (first-, second-, and third- order queen contiguity), and their
corresponding hybrids of inverse distance and 3 queen contiguity weight matrices, the spatial
lagrange multiplier statistics of the residual from the aspatial model ranged between 3.78 and
6.17 and all are significant at the 5% level, except for the third-order queen contiguity weight
matrix.
The cost of ignoring the spatial lag dependence in GHG measured by CO2e is biased
parameter estimates. The cost of ignoring spatial dependence of errors from the aspatial model is
a loss of efficiency (LeSage and Pace 2009). A region-specific spatially lagged dependent
variable and a spatial autoregressive error term were incorporated in the spatial general model to
accommodate such potential problems (referred to as “Model 2”):
n

ln(GHGi )  1   s  wi , j ln(GHGi )   2 ln( Pi )   3 ln(GRDPi )   4 Ei   5 M i  ui ;

(2)

j 1

n

ui    wi , j ui   i
j 1

where wi , j is a (i, j) element of a spatial weight matrix W that captures the spatial lagged effect of
GHG,  denote parameters of the other explanatory variables,  s is parameter of spatial lag
7

Five spatial weight matrices (i.e., inverse distance, inverse distance squared, fixed distance band, zone of
indifference, and polygon contiguity first order) were used to calculate the Moran’s indices. All the spatial weight
matrices used in the paper are row-standardized, that is, each row of a weight matrix is made to be summed up to
one.
18

n

term, and u is a disturbance. Including

w
j 1

i, j

ln(GHGi ) as an explanatory variable allows for a

region’s GHG to influence GHG in its neighbourhood, defined by W .
Alternatively, I hypothesize a spatially lagged dependent variable and spatial lagged
explanatory variables in the spatial Durbin model following Anselin (1988) (referred to as
“Model 3”):
(3)

n

n

j 1

j 1

ln(GHGi )  1   d  wi , j ln(GHGi )  X i δ 2   wi , j X i δ 3  i ;

where X i is a 1 4 vector of explanatory variables including P, GRDP, E and M;  and δ are
respectively, parameter scalars and conformable vectors,  d denotes the parameter of spatial lag
term, and  is the error term.

Direct and indirect effects
In the spatial models, i.e., Models 2 and 3, the marginal effect of an explanatory variable can be
decomposed into direct and indirect effects based on the spatial dependence structure (see
LeSage and Pace 2009 for a more detailed description). The direct effect refers to the
combination of (1) the effect of an explanatory variable for ith region on GHG emissions in the
ith region (i.e., equivalent to the parameter itself in Models 2 and 3) and (2) an effect passing
through neighboring regions that exerts a feedback influence on the GHG emissions of the ith
region (referred to as “feedback effect”). The indirect effect refers to the sum of effects of an
explanatory variable for ith region on the GHG emissions of the other regions (-i). The total effect
is the sum of the direct and indirect effects which denotes the effect of one unit change in an
explanatory variable in the entire region.
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Based on these definitions, average direct, average indirect, and average total effects are
computed for each explanatory variable. For example, with regards to population size P in Model
2, the average total effect is
n

(4)

n

n1n (I n  s W)1 I n 2n  n1  vi , j 2 ,
i 1 j 1

which denotes the sum of all element of (I n   s W ) 1 I n  2 divided by n where vi , j is the (i, j)
element of ( I n   s W ) 1 .8 The average direct effect is
(5)

n

n 1tr ((I n   s W ) 1 I n  2 )  n 1  vi ,i  2 ,
i 1

which is equivalent to the sum of diagonal elements of ( I n   s W ) 1 I n  2 divided by n. The
average indirect effect is
n

(6)

n

n1  vi , j 2 , (i  j ) ,
i 1 j 1

which is the sum of off-diagonal elements of ( I n   s W ) 1 I n  2 divided by n, which is simply the
n
 n n

1
average direct effect subtracted from the average total effect, n   vi , j 2   vi ,i 2  .
i 1
 i 1 j 1


The decomposition of average direct and average indirect effects for Model 3 is
equivalent to the Model 2 except that the lagged terms of explanatory variable WX are added in
the calculation. To illustrate the details, the marginal effect of an explanatory variable, say P, for
the Model 3 is expressed as the n  n matrix:
 v1,1
v
2,1
1
2
2
3
3
8
By the Taylor’s expansion, (I n   s W )  I   s W   s W   s W  ...  


 vn ,1
assuming abs (  s )  1 .
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v1, n 

v1,2



v2,2



v2, n 







vn ,2

 , when


 vn , n 

(7)

 ln(GHG )
 (I n   d W ) 1[ 2, p I n  W  3, p ] ,
 ln( P )

where  2 , p and  3, p denote the parameters of P and WP, respectively. Through analogous
decomposition for Model 2, the sum of all elements of the resulting n  n matrix divided by n
denotes the average total effect of a 1% change in P where each row sum represents the total
effect of each observation, the average of diagonal elements denotes the average direct effect,
and the average of off diagonal elements represents the indirect effect (Brown et al. 2009).

Forecasting GHG emissions based on hypothetical population redistribution scenarios
Hypothetical population redistribution scenarios are based on the comprehensive decentralization
strategy of the South Korean government. The scenarios were simulated under the assumption
that the government’s decentralization efforts are effective in redistributing the population as
anticipated by the government. According to the Korea Research Institute for Human
Settlements (KRIHS 2006) and the Ministry of Land, Maritime and Transport (MLMT 2006),
populations of 377,000 and 500,000 are estimated to be reallocated to 11 cities due to the transfer
of 113 institutes and to Sejong City, respectively, for a total of 877,000. While detailed migration
information about Sejong City is limited, the plan from MLMT projects population migration of
133,000 from Seoul to 11 cities and the anticipated migration is projected to attract additional
population of 244,000 from other regions.
Three scenarios were constructed based on the limited migration information, assuming a
population of 877,000 is redistributed. Scenario (1) assumes that the entire 877,000 population
migrates from the Seoul Area, scenario (2) assumes that 176,000 migrate from the Seoul Area to
Sejong City and 133,000 migrate from the Seoul Area to the 11 cities, while the remainder of the
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migrating population (324,000 to Sejong City and 244,000 to the 11 cities) comes from other
South Korean regions proportional to their 2005 populations, and scenario (3) is the same as the
scenario (2) except the 244,000 migrate from non-Seoul regions to the 11 cities in the ascending
order of the populations within the provinces of the 11 destination cities.9
Once hypothetical population redistribution scenarios were established, corresponding
GHG emissions were predicted using the parameters estimated from the spatial models (i.e.,
Models 2 and 3). Forecasting for Model 2 relies on the spatial autoregressive predictor (LeSage
1
and Pace 2009) expressed as, yˆ  (I n  ˆ s W) Xβˆ where ŷ denotes an n  1 vector of predicted

values of ln(GHG), ˆ s is estimated parameter of spatial lag term, X is an n  5 matrix of
regressors, X  [in ln( P ) ln(GRDP ) ln(E ) ln(T )] , and β̂ a 5  1 vector of estimated

parameters, βˆ  [ˆ1 ˆ2 ˆ3 ˆ4 ˆ5 ] . The predictor of Model 3 takes the form of the spatial
autoregressive predictor with spatially lagged explanatory variables,

yˆ  (In  ˆ s W)1 (inˆ1  Xδˆ 2  WXδˆ 3 ) , where X  [ln( P ) ln(GRDP ) ln(E ) ln(M )] .

Empirical Results

Table 2.2 presents the parameter estimates for Models 1, 2 and 3, with esimates using two
different weight matrices presented for Models 2 and 3. Among the 6 weight matrices used in
Models 2 and 3, the results using two weight matrices were chosen for each model through
performance-wise comparison based on Akaike Information Criteria (AIC). The first-order and
third-order queen contiguity weight matrices were chosen for Model 2. Likewise, the first-order
9

The migration of the 133,000 population from Seoul associated with the planned movement of 113 institutes was
calculated using the multipliers provided by MLMT and the migration of the 176,000 population from Seoul to
Sejong city was proxied by applying the same multiplier.
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queen contiguity weight matrix and its hybrid form with the inverse distance weight matrix were
chosen for Model 3.
The AIC scores in the range of -48.989 to -45.686 for Models 2 and 3 and -43.551 for
Model 1 suggest the goodness of the fit is slightly better for the spatial models than for the
aspatial model. The control of spatial dependences in GHG and residuals is revealed by the
positive and signficant spatial lag parameter (  ) in Model 3 and spatial error parameter (  ) in
Model 2 across the weight matrices. The variables that are significant at the 5% level are denoted
with asterisks in Table 2.2, and those variables are referred to as “significant” in the discussion
below.
The aspatial variables (i.e., population, GRDP per capita, and employment share in nonservice sector) demonstrate robustenss across the five models. All five models consistenly
suggest that regions with higher population, higher GRDP per capita, and higher employment in
non-service sector have higher GHG emissions. These results confirm the IPAT conceptual
framework where GHG emissions is determined by population size P, affluence A reflected by
GRDP per capita, and technology T reflected by share of economy in non-service sector.
Temperature M, included to capture the effect of energy use on heating and cooling system, is
consistently insignificant, which is likely due to small variation of temperature across the country
because of its relatively small size (approximately the size of State of Indiana). Spatially lagged
GRDP per capita using the hybrid weight matrix is negative and significant whereas it is not
significant using the first-order queen contiguity weight matrix. These results imply that the
affluence, reflected in GRDP per capita, of neighboring regions might have negative effects on
GHG emissions, but the effects depend on how neighborhoods are structured.
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The direct, indirect, and total effects of the four explanaotry variables in Models 2 and 3
are presented in Table 2.3. The interpretation of the direct and indirect effects is unique in that it
reveals the spatial structure of the relationship between dependent and explanatory variables. For
example, Models 2 and 3 suggest that a 1% increase in the population of a given region (i)
increases GHG emissions in that region by 0.862% to 0.873% as the direct effect, (ii) increases
GHG emissions outside that region by 0.073% to 0.103% as the indirect effect, and (iii) increases
total GHG emissions by 0.941% to 0.965% as the total effect. The inelastic relationship between
population and GHG emissions implies an inverse relationship between per capita GHG
emissions and population. This relationship suggests that greater population density leads to
lower per capita emissions, given the fixed areas of the outmigration locations and destinations,
which reaffirms the Boserupian view.
It is worth noting that, while a group of neighbors was specified by choosing spatial
weight matrices, the indirect effects are not limited to their own neighbors. For example, an
increase in population in a given region causes changes in GHG emissions in its imediate
neighbors, which in turn causes changes in GHG emissions in its imediate neighbors’ neighbors.
These neighborhood spillover effects continue throughout the entire country. The spatial lag
parameter less than 1 implies a decay pattern of spillover effects. The total effects of population,
GRDP per capita, and employment share in non-service sector on GHG emissions, after taking
into account of the spatial interractions, are higher than the same effects estimated with OLS.
The differences come from both the feedback and indirect effects, generated through spillover
effects in the spatial models.
Another point worth noting is the negative and significant indirect effect of GRDP per
capita derived from Model 3, which suggets that an increase in GRDP per capita in a region
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decreases GHG emissions outside that region. This finding may be associated with more
concentrated development in big cities, reflected in higher GRDP per capita, that has left other
regions less-developed, which in turn has led to lower emissions in those regions. For example,
as Seoul has expanded, it has absorbed a great deal of energy-using economic activity that has
led to declining GHG emissions in its neighboring regions. Thus, the negative indirect effect
cancels out the positive direct effect to produce an insignificant total effect of GRDP per capita.
The GHG emissions under the three hypothetical scenarios are compared in Table 2.4
with baseline (status quo) GHG emissions across the four spatial models. Scenario (1) increases
CO2e between 5.14 and 6.63 million tons, a 1.72% to 2.26% increase compared to the baseline,
which provides the highest increase among the scenarios. Scenario (2) increases CO2e by 3.37 to
4.21 million tons, a 1.13% to 1.44% increase compared to the baseline, providing a more
moderate increase in emissions than scenario (1). In contrast to scenarios (1) and (2), scenario (3)
decreases CO2e between 4.36 and 6.38 million tons, a 1.49% to 2.42% decrease compared to the
baseline. Thus, only scenario (3) mitigates GHG emissions, while scenarios (1) and (2)
exacerbate GHG emissions.
To explore the simulation results in more detail, the consequences of population
redistribution on GHG emissions in terms of population densities between in-migration
destinations and outmigration locations are compared. I do this comparison because
redistribution of populaiton reshuffles populaiton densities when total population remains
unchanged, which result in higher and lower total emissions depending on the relationship
between population density and energy use per person.
Scenario (1) triggers population migration from outmigration locations of higher density
to in-migration destinations of lower density (referred to as “H→L migration”) of the entire
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877,000, which increases GHG emissions compared to the baseline more than the other two
scenarios. Scenario (2) triggers H→L migration of 731,000 of the 877,000 population (or 83%)
and population migration from outmigration locations of lower density to in-migration
destinations of higher density (referred to as “L→H migration”) of the rest of population (or
17%), which increases GHG emissions compared to the baseline more moderately than scenario
(1). Scenario (3) triggers H→L migration of 570,000 of the 877,000 population (or 65%) and L
→H migration of the rest of population (or 35%), which decreases GHG emissions compared to

the baseline. The simulation results show that the sum of the positive effects of H→L migration
on GHG emissions exceeds the sum of the negative effects of L→H migration on GHG
emissions for Scenarios (1) and (2), while the opposite is the case for Scenario (3). The inelastic
relationship between population and GHG emissions that leads to the Boserupian view, dictates
the general pattern of a larger share of L→H migration leading to lower total GHG emissions.
The net effect on total GHG emissions compared to the baseline depends on existing size of the
population in each region, the percentage of the moving from one region to another, and spatial
structure of each region.

Conclusions

This study was motivated by global interest on GHG emissions associated with climate change,
concentration of high emissions in large metropolitan areas, and potential impacts of
decentralization efforts on GHG emissions. A case study pertaining to South Korea was
developed to test the hypothesis that outmigration mitigates national GHG emissions by
increasing the GHG emissions of in-migration destinations by less than GHG emissions are
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reduced in outmigration locations. Using parameter estimates from models with different
assumptions about spatial structure, three hypothetical population redistribution scenarios were
simulated under the assumption that the South Korean government’s decentralization efforts are
effective in redistributing the population as anticipated by the government.
Simulation results suggest that the net outcome of the positive effect of H→L migration
on GHG emissions and the negative effect of L→H migration on GHG emissions depends on the
ratio of H→L to L→H migration. A clear pattern emerges from the results: as the share of L→H
migration becomes larger relative to the share of H→L migration, total GHG emissions increase
less compared to the baseline (in going from scenario (1) to (2)), and eventually GHG emissions
decrease compared to the baseline (in going from scenario (2) to (3)) as the share of L→H
migration becomes further larger relative to the share of H→L migration.
The decentralization efforts in South Korea make sense considering the high cost of the
overly-concentrated population in Seoul (e.g., traffic congestion and overheating of the real
estate market); however, the results of this study highlight a potential major cost that has not yet
been considered, the effects on GHG emissions. The contrast in the simulated effects of
population redistribution between scenarios (1) and (3) suggests that the decentralization plan
can be implemented to not only achieve the goal of decentralization but also the goal of
mitigating national GHG emissions.
A caveat for future study is worthy of mention. Although our study accounts for spatial
dependences, temporal dynamics of the relationship between population and GHG emissions was
not considered in the model. A future research direction could include spatial-dynamic modeling
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based on a time-series of changes in GHG emissions with appropriate time-varying variables
under the spatial econometric framework using spatial-panel data.
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Table 2.1. VARIABLE NAMES, DESCRIPTION, AND DESCRIPTIVE STATISTICS
†
Variable
Description

Mean

Std Dev

Greenhouse gas emissions Total carbon dioxide equivalent in 2005 (tons of CO2e)

13.891

1.216

Simulation variable
Population

11.580

1.177

2.819

0.360

3.958

0.337

4.78

0.087

Total population in 2005

Explanatory variable
Gross regional domestic
product per capita

Gross regional domestic product in 2005 (million Won per capita)

Employment share in non- Number of employees in the non-service sector divided by total
service sector
employment in 2005
Temperature
Annual average temperature in 2005 (0.1 Celsius)
Instrumental variable
Housing vacancy ratio

Number of vacant houses divided by total number of houses in 2005 (%)

2.121

0.520

Seniority rate

Number of people 65 or older divided by total population in 2005 (%)

2.695

0.561

1.931

0.504

3.768

0.379

Share of at least bachelor Number of people with at least bachelor degree divided by total
degree holder
population in 2005 (%)
Share of gross regional
Gross regional domestic product in service sector divided by total gross
domestic product in
regional domestic product in 2005 (%)
service sector
†
Natural log is taken for all variables.
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Table 2.2 REGRESSION RESULTS

Model 2
First-order
Queen
contiguity

Model 3

Third-order
Queen
contiguity

First-order
Queen
contiguity

1.785
(3.739)
0.890*
(0.083)
0.643*
(0.204)

0.133
(3.504)
0.860*
(0.084)
0.671*
(0.199)

-0.423
(3.524)
0.875*
(0.080)
0.600*
(0.200)

0.809
(3.670)
0.860*
(0.085)
0.625*
(0.191)

First-order
Queen
contiguity
Hybrid
0.121
(3.667)
0.858*
(0.083)
0.631*
(0.194)

Employment share in
non-service sector

1.018*
(0.307)

1.071*
(0.310)

1.058*
(0.294)

1.183*
(0.331)

1.205*
(0.323)

Temperature

0.001
(0.018)

-0.720
(0.834)
0.079
(0.056)
0.137*
(0.036)

-0.605
(0.803)
0.082
(0.049)
-0.221*
(0.017)

-0.928
(0.842)
0.209*
(0.108)

-0.806
(0.839)
0.210*
(0.101)

Spatially lagged
Population

-0.099
(0.166)

-0.094
(0.154)

Spatially lagged
Gross regional
domestic product per
capita

-0.924*
(0.347)

-0.683*
(0.339)

Spatially lagged
Employment share in
non-service sector
Spatially lagged
Temperature
AIC
* represents: p < 0.05

-0.367
(0.553)

-0.385
(0.471)

0.718
(0.716)
-48.989

0.581
(0.598)
-45.686

Variable

Intercept
Population
Gross regional
domestic product per
capita

Model 1

Spatial lag
Spatial error

-43.551

-48.528
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-47.818

Table 2.3. DIRECT, INDIRECT, AND TOTAL EFFECTS
Variable
Model 2
First-order
Third-order
Queen
Queen
contiguity
contiguity

Direct Effect
Population
Gross regional
domestic
product per
capita
Employment
share in nonservice
sector
Temperature
Indirect Effect
Population
Gross regional
domestic
product per
capita
Employment
share in nonservice
sector
Temperature
Total Effect
Population
Gross regional
domestic
product per
capita
Employment
share in nonservice
sector
Temperature

Model 3
First-order
First-order
Queen
Queen
contiguity
contiguity
Hybrid

0.868*
(0.083)
0.676*
(0.202)

0.873*
(0.079)
0.610*
(0.195)

0.864*
(0.085)
0.601*
(0.195)

0.862*
(0.081)
0.602*
(0.190)

1.087*
(0.308)

1.050*
(0.295)

1.170*
(0.323)

1.198*
(0.323)

-0.747
(0.406)

-0.598
(0.395)

-0.924
(0.843)

-0.791
(0.839)

0.073*
(0.033)
0.057*
(0.031)

0.078*
(0.035)
0.054*
(0.030)

0.101
(0.162)
-0.973*
(0.428)

0.103
(0.154)
-0.671*
(0.425)

0.092*
(0.051)

0.095*
(0.052)

-0.144
(0.639)

-0.165
(0.571)

-0.066
(0.052)

-0.057
(0.050)

-0.631
(0.926)

0.514
(0.806)

0.941*
(0.093)
0.733*
(0.219)

0.952*
(0.089)
0.664*
(0.212)

0.965*
(0.166)
-0.373
(0.503)

0.965*
(0.169)
-0.069
(0.492)

1.179*
(0.339)

1.145*
(0.325)

1.025
(0.620)

1.033
(0.607)

-0.813
(0.448)

-0.655
(0.437)

-0.293
(1.322)

-0.277
(1.328)

* represents: p < 0.05
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Table 2.4. THE GHG EMISSIONS UNDER THE THREE HYPOTHETICAL SCENARIOS COMPARED WITH THE BASELINE (STATUS QUO) GHG
EMISSIONS ACROSS THE FOUR DIFFERENT SPATIAL MODELS (TONS OF CO2e)
Scenario 1
Scenario 2
Scenario 3
Models
Baseline
Total
Change in
Total
Change in
Total
Change in
emission
emission
emission
emission
emission
emission

Model 2

Model 3

First-order
Queen
contiguity

293,161,854

Third-order
Queen
contiguity

263,677,029

First-order
Queen
contiguity

298,708,785

First-order
Queen
contiguity
Hybrid

295,286,783

299,788,918

6,627,064

296,903,985

(2.26%)
269,436,962

5,759,932

5,134,499

266,925,559

5,324,921
(1.80%)
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3,248,530

301,569,915

2,861,129

257,075,234

2,937,755
(0.99%)

-6,601,794
(-2.50%)

292,373,826

(0.96%)
298,224,538

-4,615,141
(-1.57%)

(1.23%)

(1.72%)
300,611,705

288,546,712

(1.28%)

(2.18%)
303,843,284

3,742,131

-6,334,958
(-2.12%)

288,941,747

-6,345,035
(-2.15%)

Figure 2.1. STUDY AREA
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Figure 2.2. VISUALIZATION OF INTERPOLATION PROCEDURE
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Figure 2.3. THE CLUSTER MAP OF THE LOCAL INDICES OF
SPATIAL ASSOCIATION (LISA) OF THE CO2e IN 2005
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Chapter 3: Cost-Benefit Analysis of Highway Infrastructure Investment under the
American Recovery and Reinvestment Act
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Abstract

This study evaluated the impact of highway disbursements under the American Recovery and
Reinvestment Act (ARRA) on highway demand in a cost-benefit framework. Vehicle miles
traveled were used to estimate a highway demand equation employing a spatial Durbin model
and panel data for the 48 contiguous US states during 1994-2008. The estimates from the
equaiton were used to validate the hypothesis that different highway disbursements caused
different upwards shifts in the highway demand curves of states. The different shifts in demand
curves resulted in a wide range of consumer surplus increases across states. The consumer
surplus estimates, along with explicit and implicit costs associated with additional highway
usage, were used to estimate the total net benefit of ARRA highway disbursements and the net
benefits per dollar spent for each state. Estimated total net benefits for the 48 states as a result of
the $27.2 billion in ARRA highway disbursements were $4.6 billion in, which yield an average
net benefit of $0.17 per dollar spent.
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Introduction

As the United States entered an economic recesssion in December 2007, president Obama signed
the American Recovery and Reinvestment Act (ARRA) into a law in February 2009, typically
referred to as the “stimulus package,” to rehabilitate the deeply depressed economy (Romer
2009). The ARRA has allowed the U.S. government to spend $787 billion under three types of
funding programs (i.e., $228 billion for tax benefits, $275 billion for contracts, grants, and loans
and $224 billion for entitlements), aiming to create employment oppportunities and save existing
jobs (Recovery 2012). As the stimulus package mainly focused on saving and creating jobs
almost immediately, its priority was ready-to-go (referred to as “shovel-ready”) projects that
could start straightaway (Berrens et al. 2002; Johnson 2009). Some of the most common shovelready projects funded under the ARRA were related to transportation (Rall 2009). Of the $48.1
billion ARRA funds designated for transportation contracts, grants and loans, $27.5 billion were
allocated to highway infrastructure investment (Recovery 2012).
The ARRA highway disbursement is intended to satisfy increasing need for highway, to
maintain aging facilities, to improve security and safety, and to release traffic congestion (US
Department of Transportation 2012). The ARRA highway disbursement is expected to increase
highway usage differently by state, based on its purpose (e.g., construction, maintenance and
extension) and the scale of investment. The resulting state-level increases in highway demand are
expected to increase the benefits and costs (e.g., negative externalities—air polution and traffic
congestion) of highway usage differently by state, emphasizing the need for a cost-benefit
analysis of the ARRA highway disbursement at the state level.
The objective of this research is to explore the costs and benefits of the ARRA highway
disbursement, focusing on the explicit cost (i.e., cost of ARRA highway disbursement) and
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implicit cost (i.e., cost of negative externalities including air pollution and traffic congestion) of
the additional highway usage for each of the 48 contiguous states, and the benefits of increased
highway usage in each state measured by increased consumer welfare. The state-level costbenefit analysis is based on the hypothesis that different levels and purposes of ARRA highway
disbursements shift the state-level demand curves upward by different amounts under the ceteris
paribus assumption.
The different upward shifts in the highway demand curves are hypothesized because
differences in ARRA highway disbursements are expected to improve the quality and quantity of
state-level highway systems differently (e.g., saved time due to a new and expanded facilities,
reduced user costs, improved safety, greater comfort, security and convenience, and reliability to
passengers or less damage to goods to freighters). The benefits from the improved quality and
quantity of highway systems due to ARRA highway disbursements can be quantified by changes
in consumer surplus as the state-level demand curves shift upward reflecting increases in
consumer welfare (Lee 2000).
The hypothesis was tested by estimating a highway demand equation using panel data at
the state level for the 1994-2008 period. In estimating the equation, the price of highway usage
was proxied by the sum of the average cost of gasoline ($/mile) and the opportunity cost of travel
time ($/mile), and highway demand was represented by vehicle miles traveled (i.e., total number
of miles traveled by all the vehicles within a state and year) (US Environmental Protection
Agency 2012). Ex post simulations of the highway demand equation with and without the ARRA
highway disbursement using 2009 data generated predicted changes in highway usage for each
state. The ex-post simulated changes in highway usage for each state were used to estimate
changes in (1) consumer surplus and (2) costs of negative externalities, such as air pollution and
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traffic congestion, based on changes in simulated vehicle usage and estimates taken directly from
previous research.
This research contributes to the literature by estimating state-level highway demand
curves for use in evaluating nationwide investments, such as the ARRA highway disbursement.
Several highway computer simulation models have been develped to perform cost-benefit
analysis of highway development, starting with COst-Benefit Analysis (COBA) developed by
UK government (Department of Transport, UK, 2012) and followed by other computer
simulation models, such as the Highway Investment Analysis Program (HIAP), Highway
Economic Requirements Model (HERS), Micro-computer Benefit Cost Analysis Model
(MicroBENCOST), and the Strategic Benefit Cost Analysis Model (StratBENCOST) (McElroy
and Huheey 1992; Lee 2000; Snarr and Axelsen 2007). However, because those computer
simulation models focus on utilizing micro-level data for a specific highway-project (e.g., I-70
Hyper Fix Project in Indianapolis), they cannot be used for the macro-scale analysis needed to
evaluate the benefits and costs of the ARRA highway disbursement at the state level.

Empirical Model

Highway demand equation
Highway demand in a given area is specified based on the relationships found in previous
literature (e.g., Noland 2001; Choo et al. 2004; Small and Van Dender 2005; Washington State
Department of Transportation 2010). The equation is specified with highway demand Q,
measured by vehicle miles traveled, being a function of the price of highway usage P, proxied by
the sum of the average cost of gasoline per mile and the cost of travel time per mile, and other
factors V, including the number of licensed drivers to represent populaiton of highway consumer,
47

ARRA highway disbursement, per capita income to reflect other socio-economic characteristics,
and total miles of highway in the state:
(1)

Q = f (P, V).
Using the panel data, the highway demand equation is:

(2)

Qit    X it   i  t   it ,

where i represents the ith state (i = 1, 2, …, N; N=48), t denotes the year in the 1994-2008 period
(t = 1, 2, …,T; T=15), X is 1×5 row vector of explanatory variables including P and V, β is a 5 ×
1 parameter vector, and ε is an error term. The terms μ or λ respectively denote unobserved
spatial specific effects and time specific effects, depending on the spatial and temporal
characteristics of the data. Data for all variables were converted to natural logs before estimating
the equation.
A highway system is intrinsically a spatial network system that may produce spatial
dependence among the observations (e.g., LeSage and Pace (2009); Parent and LeSage (2010))
in the equation (2). A spatial regression model, such as spatial autocorrelaiton, may be needed to
address the spatial dependence of the regression residuals. While no clear-cut consensus has yet
emerged on criteria for determining the need for a spatial regression model, two approaches (i.e.,
specific-to-general approach and general-to-specific approach) have been commonly used to
choose between aspatial and spatial models and the structure of the spatial model if chosen
(Florax et al. 2003; Mur and Angulo 2009; Elhorst 2010).
Following Elhorst (2010) both approaches were employed. The aspatial highway demand
equation was tested against the corresponding spatial model under the specific-to-general
approach. Under the general-to-specific approach, the generalized spatial model was tested
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against two spatial models—the spatial error model and spatial lag model—and the
corresponding aspatial model.

Tests under specific-to-general and general-to-specific approaches
Spatial lagrange multiplier (LM) tests (Anselin 1988; Debarsy and Ertur 2010) and robust LM
tests (Anselin et al. 2008) were performed in the context of the specific-to-general approach for
the choices between aspatial and spatial models and between the spatial lag and spatial error
models.10 The tests were performed assuming two hybrid spatial weight matrices that captured
both distance decay and spatial contiguity effects: a queen first-order contiguity matrix
multiplied by an inverse-distance matrix (hereafter referred to as “HW1”) and a queen secondorder contiguity matrix multiplied by an inverse-distance matrix (hereafter referred to as
“HW2”).11 The hybrid weight matrices were row-standarized to avoid a singular matrix in
estimating the reduced form of the spatial model (Kelejian and Prucha 2010).
Robust and non-robust LM statistics (hereafter referred to as “LM statistics”) of 3.74156.78 for spatial lag model indicated that, except for the time-specific-effects model with HW1
(LM = 3.74), all aspatial models were rejected at the 5% level (critical value = 3.84) in favor of
the spatial lag model (hereafter referred to as “significant” if rejected at the 5% level). On the
other hand, LM statistics of 0.003-99.49 for the spatial error model generated conflicting results
(i.e., 9 of 16 for the 4 model specifications with HW1, HW2, and robust and non-robust tests
rejected the aspatial model).

10

The LM tests have a chi-square distribution with one degree of freedom.
Third- and higher-order hybrid spatial weight matrices were not considered because, in many cases, neighbors
definied by these weight matrices cover more than half of the continential United States, diminishing the variation
among neighborhoods and mitigating the role of the spatial weight matrix (i.e., determining the set of neighbors).

11
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Wald and likelihood ratio (LR) tests were performed for the general-to-specific approach
based on the spatial Durbin model for panel data (SDMP) that includes both spatial lag and
spatial error structures (LeSage and Pace 2009):
(3)

N

N

j 1

j 1

Qit    wij Q jt    X it    wij X jt  i  t   it ,

where subscripts i and j represent ith and jth states, wij is element (i, j) of the N × N spatial
N

weight matrix W (i.e., HW1 or HW2) whose diagonal elements are zero,

w Q
j 1

ij

jt

is annual

vehicle miles traveled within the neighbors defined by the spatial weight matrix W, ρ is a
parameter of spatially lagged annual vehicle miles, and ϕ is a 5 × 1 parameter vector of spatially
lagged independent variables. i and t represent the spatial-specific time-invariant effect and
time-specific spatial-invariant effect, respectively.
The hypotheses H0: ϕ = 0 and H0: ϕ + ρβ = 0 were tested to determine if the SDMP can
be simplified to the spatial lag model or spatial error model, respectively (Burridge 1981). The
Wald and LR statistics for H0: ϕ = 0 ranged from 88.57 to 251.35 and 117.67 to 476.43,
respectively, rejecting the null hypothesis. Likewise, the Wald and LR statistics for H0: ϕ + ρβ =
0 ranged from 88.97 to 287.97 and from 53.86 to 341.67, respectively, rejecting the null
hypothesis. These results indicate that the SDMP cannot be simplified to either the spatial lag
model or spatial error model.
While the specific-to-general approach is inconclusive on the choice between the spatial
lag and spatial error models, the general-to-specific approach unequivocally supports the SDMP.
Thus, I specified the highway demand equaiton as the SDMP in equation (3).
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Panel data model specification
In the panel data model, unobserved effects can be estimated through the demeaning and
recovering procedure (Baltagi 2005). As with the aspatial model with the four specific effects
mentioned in the previous section, the SDMP can be specified with those effects.12 The LR
statistics of 1,640.47 rejected the null hypothesis that the spatial specific effects are jointly
insignificant. This result suggested that the highway demand equation include spatial specific
effects (Elhorst 2010). For the purpose of ex-post simulation of highway usage in 2009, the time
specific spatial-invariant effects were excluded from our model consideration. The justification
for this exclusion is that the time-specific effects are unknown because they differs across time,
while the spatial-specific effects are time invariant.
Another panel data issue is to determine if unobserved effects should be treated as
random effects—assumed to be uncorrelated with other explanatory variables, i.e.,

E(i | xit )  0 —or fixed effects—not assumed to be uncorrelated. The fixed effect model is
more appropriate when a specific set of N observations is focused as in this study, while the
random fixed effect model is a better choice when the observations are a sample drawn from a
large population (Baltagi 2005). Hausman’s specification test was used to test the null hypothesis
that the unobserved effects can be treated as random effects (Hausman 1978; Lee and Yu 2010).
Hausman test statistics of 94.00 and 359.73 with HW1 and HW2, suggested rejection of the null
hypothesis, which supports the estimation of the highway demand equation with a fixed effect
model.

12

Baltagi (2005) labeled the model with either

both

i or t as a one-way error component model and the model with

i and t as a two-way error component model.
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Estimation method
Based on the test results and panel data model specification discussed above, the highway
demand equation was specified using SDMP with spatial fixed effects and HW1 and estimated
by maximum likelihood. The log-likelihood function of the equation (3) is expressed as:
(4)

NT
1
ln L  
ln(2 2 )  2
2
2

2

N
N


Qit    wij Q jt  X it    wij X jt  i   T ln I N  W ,

i 1 t 1 
j 1
j 1

N

T

where the last term on the right hand side of the equation is the Jacobian term that addresses the
N

endogeneity of the spatially lagged dependent variable

w Q
j 1

ij

jt

(Anselin 1988). After taking the

derivative of equation (4) with respect to  i ,  i is solved as:
(5)

i 

1
T

T



 Q
t 1

it



N
N

   wij Q jt  X it    wij X jt  .
j 1
j 1


The log-likelihood function (4) is reexpressed by replacing  i with the right hand side of the
equation (5):
2

(6)

*
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 N
 
NT
1 N T  *
2
*
ln L  
ln(2 )  2  Qit     wij Qjt   X it     wij X jt     T ln I N  W ,
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The estimates of  ,  ,

 and  2 that maximize the full log-likelihood function (6) were

obtained by following Elhorst (2003)’s two-step procedure to attain the concentrated maximum
likelihood function with respect to  . The first step is to stack the demeaned variables to
*
*
construct an NT × 1 vector of Q* and ( IT W )Q , and an NT × 5 matrix of X * and (IT W ) X .

*
*
The second step is to regress Q* on X * and (IT W ) X , and to regress (IT W )Q on X *
*
*
*
and (IT W ) X to respectively obtain OLS estimators of  0 and  1 , and corresponding

*
*
residuals, ε0 and ε1 . The two-step procedure yields the concentrated log-likelihood function in

equation (6):
(7)

ln L  C 

NT
ln ( 0*  1* )T ( 0*  1* )  T ln I N  W ,
2

where C denotes a constant term not related to
optimization algorithm. Once
estimated based on

 . Equation (7) was solved with a numerical

 was obtained, the other parameters (i.e.,  ,  , and  2 ) were

 . Let Z   X * ( IT  W ) X *  , and       . Then,

  (Z T Z )1 Z T Q*  (IT W )Q*  , and  2 

1
( 0*  1* )T ( 0*  1* ) .
NT

Decomposition of total marginal effect into direct and indirect effect

In the spatial regression model, interpretation of parameter estimates, i.e.,  and ϕ, is not
straightforward because spatial spillover effects play signficant roles in determining the marginal
effects of the variables (LeSage and Pace 2009). Applying the appoarch by LeSage and Pace
(2009), the total marginal effect of a change in an explanaotry variable in state i on vehicle miles
traveled as a whole, for example, was decomposed into the effect on vehicle miles traveled in
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state i as a direct effect and the effect on vehicle miles traveled outside state i as an indirect
effect.
As an illustration, the marginal effects P (price) are derived to show the differences in
demand curves among states. For simplicity, equation (3) is reexpressed in vector form after
supressing the t and i subscripts:
(8)

Q  WQ   jN  X   WX      ,

where j N is an N × 1 vector of ones, which can be again reexpressed as:
(9)

Q  WQ  P p WPp  A ,

where P is an N × 1 price vector, βp and ϕp are parameter scalars, and A contains the other terms
in (8) which are not involved in calculating the marginal effects of P. The total marginal effect of
P in a given state (i = 1) on Q is:

(10)

Q
 ( I  W ) 1 (i1 p  Wi1 p ) ,
Pi 1

where i1  [1, 0, , 0]N , which can be reexpressed as:

(11)

  p  w11 p 
 w  
Q
21 p
.
 ( I  W ) 1 



Pi 1


 wn1 p 

Let vij be an (i, j) element of ( I  W ) 1 , then equation (11) can be solved as:
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(12)

n


v



p  v1k wk 1 
 11 p
k 1
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Q v21 p   p  v2 k wk1 
.

k 1

Pi 1 





n
v   

p  vnk wk 1
 n1 p

k 1

The first element of the vector in equation (12) denotes the direct effect of P in a given state (i =
1) on Q, the other elements of the vector represent the indirect effects on Q in the other states (i

≠ 1), and the sum of all elements in (12) is the total marginal effect in the 48 states. The
marginal effects of P in (12) vary across states because the elements in ( I   W ) 1 and W differ
in value depending on the spatial unit where an initial shock occurs.

Estimating cost-benefit analysis with and without ARRA highway disbursement
To derive each state’s highway demand curve, vehicle miles traveled without ARRA highway
disbursement ( Qˆ ), vehicle miles traveled in state i with ARRA highway disbursement ( Qˆi )
wo

w

and in all 48 states collectively ( Qˆ All ) were predicted:
w

(13)

Qˆ wo  ( I  ˆW )1 (ˆ iN + X wo ˆ  WX woˆ + ˆ )
Qˆiw  (I  ˆW )1 (ˆ iN + X iwˆ  WX iwˆ + ˆ )
w
w ˆ
w ˆ
Qˆ All
 (I  ˆW )1 (ˆ iN + X All
  WX All
 + ˆ ) ,

where superscript wo denotes “without” and w denotes “with”, X wo is a matrix of explanaotry
w
variables in 2009 without the ARRA highway disbursement, X iw and X All
are matrices of
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explanatory variables in 2009 in state i and in all 48 states, respectively, with the ARRA highway
disbursement.
Assuming a constant-elasticity demand curve, the equations for each state’s demand
w
curves, P  k wo Q , P  kiwQ , and P  k All
Q were obtained where k denotes all other factors

that shift the demand curves through different levels of ARRA highway disbursement (referred
to as “demand curve shifter”), and  is inverse of price elasticity of demand obtained from the
direct effect of P in a given state.13
wo
w
w
Hypothetical highway demand curves corresponding to Qˆ , Qˆi , and Qˆ All are shown in
wo
w
wo
w
w
w
Figure 3.1. The relationships, Qˆ  Qˆi , Qˆ  Qˆ All , and Qˆi  Qˆ All , are hypothesized because I

expect ARRA highway disbursement to shift the demand curve upward, and the vehicle miles
traveled with ARRA highway disbursement in all 48 states are expected to increase more than in
a given state.
Given the estimated highway demand curves, the benefits of increased vehicle miles
traveled for each state due to the ARRA highway disbursement in a given state and in all 48
states were estimated by calculating the additional consumer surplus due to the upward shifts in
the highway demand curves in a state and in all the 48 states (shown as CSi and CS All in Figure
3.1). The additional consumer surplus due to the ARRA highway disbursement in all 48 states
was calculated by integrating the area CS All :

13

The price elasticities of demand based on the indirect and total effects were not considered because the indirect
and total effects involved locationally mismatched Ps and Qs (i.e., P in a state i did not correspond to Q in other
states).
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(14)

w
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Qˆ wo
w
w
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w
where k All
and k wo denote demand shifters with and without ARRA highway disbursement,

respectively, and Q is an arbitrarily chosen but reasonably low cutoff value (i.e., vehicle miles
traveled, Q, corresponding to the price ceiling of 1,000 times of P2009 in the demand curve of
P  k wo Q ). Likewise, CSi was also calculated.

The decomposition of CS All into CSi and (CS All  CSi ) is meaningful because CSi
measures the additional consumer surplus in a given state related to the ARRA highway
disbursment in that state, while (CS All  CSi ) measures the additional consumer surplus in the
given state related to the ARRA highway disbursements in the other states (referred to as
“spillover consumer welfare”).
The difference between the predicted vehicle miles traveled without and with ARRA
w
wo
highway disbursement in all 48 states (Qˆ All  Qˆ ) was multiplied by $0.09 per mile (taken

directly from Litman and Doherty (2009), see details in the Study Area and Data section) to
calculate the additional implicit cost of negative externalities. Subsequently, the total net benefit
from the ARRA highway disbursement for each state was calculated by subtracting the sum of
explicit and implicit costs from total additional consumer surplus. The net benefits from the
ARRA highway disbursement for each state were aggregated across states to arrive at the total
net benefit from the ARRA highway disbursement for the 48 contiguous states.
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Study Area and Data
The data used in the study pertain to the 48 contiguous U.S. states for 15 years (1994-2008). The
same cross-section data for 2009 were used to simulate the impact of the ARRA highway
disbursement on highway demand. The annual retail price of gasoline was obtained from the US
Energy Information Administration (US EIA 2012); per capita income was collected from the
US Department of Commerce, Bureau of Economic Analysis (USDC BEA 2012); and vehicle
miles traveled, highway disbursement, length of highway, number of licensed drivers, and fuel
tax per gallon were obtained from the Highway Statistics series published by the US Department
of Transportation, Fedaral Highway Administration (USDT FWHA 2012). Highway
disbursements by state for 2009 were not available and were predicted by each state’s time trend
using the data from 1994 to 2008.
The average opportunity cost of travel time per mile for the United States (i.e., $0.11 per
mile) was obtained from Litman and Doherty (2009), as was the cost of congestion per mile,
which was estimated as a weighted average of congestion levels for urban peak, off-peak and
rural areas, multiplied by weighted hourly wages. The ARRA highway disbursement for 2009
was obtained from www.recovery.gov, the US government’s official website (Recovery 2012).
The cost of negative externalities of air pollution and traffic congestion (i.e., $0.09 per
mile) from Litman and Doherty (2009) was estimated by summing $0.04 for the non-greenhouse
gas air pollution cost, $0.02 for the greenhouse gas cost, and $0.03 for the congestion cost, all
per average vehicle mile traveled. All data, except travel time cost and the costs of negative
externalities, were obtained at the state level and all dollar values (i.e., gasoline price, travel time
cost, disbursement, and per capita income) were adjusted to 2007 dollars using the consumer
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price index (US Department of Labor, Bureau of Labor Statistics 2012). Definitions of the
variables used in the regressions and descriptive statistics are reported in Table 3.1.
Annual vehicle miles traveled for each state were used to represent the highway demand.
The vehicle miles traveled in the United States steadily increased by 26% from 2,342 billion
miles in 1994 to 2,955 billion miles in 2008, with the exception of a slight drop in 2008 during
the recession. As shown in Figure 3.2a, California and Texas stand out as the sates with the most
vehicle miles traveled during 1994-2008, 307 and 215 billion miles, respectively while
Delaware, North Dakota, Rhode Island, South Dakota, Vermont and Wyoming hold the shortest
vehicle miles traveled with less than 10 billion miles traveled (Figure 3.2a).
The per-mile retail price of gasoline, state-level fuel tax, and opportunity cost of travel
time were summed to represent the price of a vehicle mile traveled.14 The retail price of gasoline
has varied across states with a range of around 10% between the highest and the lowest prices.
The West Coast and New England are in the higher price range while the Midwest is in the lower
price range (Figure 3.2b). Over the 15-year study period, average real gasoline prices for
individual states have increased by 131% to 179%. Fuel taxes that add to the price of gasoline
differed in 2008 from $0.36 per gallon in West Virginia to $0.08 per gallon in Georgia.
In the estimation, highway disbursement is total investment in highways by federal, state
and local governments (e.g., capital outlay, maintenance and services, administration, and
research and planning). Between 1994 and 2008, highway disbursement in 2007 dollars
increased by 50% from $88 billion to $132 billion. Highway disbursements were highest in
California, Texas and New York (over $6 billion per year) on average over the 15 years, while
Vermont, Rhode Island and North Dakota (less than $0.4 billion per year) had the lowest
14

The raw data of gasoline price denoted as $/gallon were converted to $/mile using the average mileage rate 25
miles/gallon.
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hingway disbursments. The allocation among states of the ARRA highway disbursement of $27
billion amounted to between 12.6% and 47.5% of each state’s highway disbursement in 2008.
Correlation between state highway disbursements in 2008 and state ARRA highway
disbursements was 0.96, indicating that the share of the total ARRA disbursment was distributed
according to each state’s existing share of highway disbursement (see Figures 3.3a and 3.3b for
the distribution of highway disbursement in 2008 and ARRA highway disbursement,
respectively).

Empirical Results
Regression results
The parameter estimates and direct, indirect and total effects of the SDMP are shown in Table
3.2. The positive and significant spatial lag parameter (ρ) suggests spatial spillover effect of
vehicle miles traveled, which is consistent with the results of the spatial LM, Wald, and LR tests
discussed in the Empirical Model section. Specifically, a 1% increase in vehicle miles traveled in
the neighbors yielded 0.18% increase in the own state’s vehicle miles traveled.
All non-lagged explanatory variables except the length of highway were significant. The
signs of all the significant variables were in agreement with expectations. The states with higher
highway disbursement, per capita income and number of licensed drivers had higher vehicle
miles traveled. The spatially lagged variables (price, length of highway and number of licensed
drivers) were positive and significant, refecting positive spatial spillover effects on vehicle miles
traveled.
An increase in highway disbursement in a state by 1% increased vehicle miles traveled
inside of the state by 0.02% and in overall states by 0.05%, respectively. These results suggest
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that government investments in highways enhance the quality and quantity of the highway stock
and thus increased highway usage. The higher total effect of the highway disbursement than
direct effect in the state implies that a regional shock at the highway disbursement is absorbed
bigger in large-scale highway network than at the regional level. The results suggest that
predicted vehicle miles traveled will be greater with than without the ARRA highway
disbursement.
The price per mile had direct, indirect and total effects on vehicle miles of -1.02, 0.81, 0.21, respectively. These effects suggest that the elastic demand for highway usage based on the
direct effect is moderated by the positive indirect effect to yield inelastic demand based on the
total effect. The positive indirect effect suggests that an increase in the price of highway usage in
a state increases vehicle miles traveled in other states. This finding implies that highway usage in
one state is a substitute for highway usage in neighboring states.
The direct and total effects of per capita income on vehicle miles traveled suggest that a
1% increase in the per capita income in a state increased vehicle miles traveled by 0.27% and
0.40% in the state and in other states, respectively. These findings suggest that highway usage is
a necessity, implying that highway usage is not highly reduced by economically tough times.
The indirect and total effects of highway length were both positive and significant. These
results suggest that a 1% increase in highway length in a state increased vehicle miles traveled
outside of the state and in the overall states by 0.34% and 0.35%, respectively. These results
imply that an increase in highway length in a state increased the accessibility of its neighboring
states’ highways, inducing greater highway usages in the neighboring states, resulting in an
overall increase in highway demand.
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The direct, indirect and total effects of the number of licensed drivers are all positive and
significant. This variable plays a crucial role in the regression to control the effects of population
on vehicle miles traveled, accounting for the large variation in population size across states
populations are largely different. The estimates suggest that a 1% increase in the number of
licensed drivers in a state increased highway usages in the state, outside the state and in all states
by 0.34%, 0.52% and 0.86%, respectively. The higher indirect effect than the direct effect
implies a greater effect on vehicle miles traveled in other states than within the state.

Simulation results
Additional vehicle miles traveled by ARRA highway disbursement in a given state and in all 48
states were predicted based on the estimates of the SDMP with spatial fixed effects model with
neighbors defined by HW1. The predicted values of addition vehicle miles traveled resulting
from the ARRA highway disbursement and their corresponding effects on consumer surplus,
costs and net benefits are presented in Table 3.3. Results suggest that the ARRA highway
disbursement increased national vehicle miles traveled by 28 billion miles in the 48 states (or
0.9% from 3.11 trillion miles to 3.14 trillion miles). Predicted vehicle miles traveled with the
ARRA highway disbursement summed over the 48 states is greater than for a given state, and
both of the former have greater predicted vehicle miles traveled without the ARRA highway
wo
w
w
disbursement, i.e., Qˆ  Qˆi  Qˆ All . The findings support the hypotheses that the ARRA highway

disbursement shifted the demand curve for highway usage upward and the ARRA highway
disbursement increased vehicle miles traveled in all 48 states more than in any given state.
Increases in vehicle miles traveled in a given state resulting from that state’s ARRA
highway disbursement ranged from 31 million miles for Delaware to 1.57 billion miles for
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California, whereas increases in vehicle miles traveled in a given state with the ARRA highway
disbursement distributed throughout all states ranged from 61 million for Delaware to 2.93
billion miles for California. These increases in vehicle miles traveled generated additional
consumer surplus between $40 million for Delaware and $2.01 billion for California (CSi )
when the ARRA disbursement was for a given state, and between $79 million and $3.76 billion

(CS All ) when the ARRA disbursements were distributed throughout all states. Given the
implicit costs of negative externalities by state of between $5 million and $258 million and
explicit costs of between $122 million and $2.78 billion, total net benefits ranged from –$188
million for New Jersey to $721 million for California, which summed to $4.65 billion over the
48 states. As a result, the net benefit per dollar spent was in the range of –$0.39 for Delaware to
$0.71 for Georgia, and weighted averaged $0.17 per dollar spent across the 48 states.
w
 Qˆ wo ) of 28.15 billion
Of the total increase in vehicle mile traveled for the 48 states (Qˆ All

miles, which generated $34.38 billion in additional consumer surplus (CS All ) , about a half (or
14.16 billion miles generated $17.28 billion in additional consumer surplus (CS All  CSi ) ) was
attributed to benefits received by states other than the one receiving the ARRA disbursement.
The considerable differences between the increases in predicted vehicle miles traveled in a given
state from the ARRA disbursement in that state and the predicted vehicle mile traveled when the
ARRA disbursement was made to all 48 states imply the ARRA highway disbursement had
sizable spatial spillover impacts of on highway demand.
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Conclusions
This study evaluated the impact of the ARRA highway disbursement on vehicle miles traveled,
reflecting a shift in highway demand, in the framework of cost and benefit analysis. I estimated a
highway demand equation that employed SDMP based on panel data pertaining to the 48 U.S.
contiguous states for the 1994-2008 period. The estimates from the equation supported the
hypothesis that different state-level ARRA highway disbursements resulted in different upward
shifts in the highway demand curve by state. The different effects on the state-level demand
curves resulted in increases in vehicle miles traveled that were different for each state, generating
a wide range of predicted increases in consumer surplus. The estimated figures and explicit and
implicit costs associated with additional highway usage were used to estimate total net benefit
and net benefit per dollar spent for each state. Our estimates found $4.6 billion in total net
benefits summed across the 48 states as a result of $27.2 billion of ARRA highway
disbursement, which yielded an average of $0.17 in net benefit per dollar spent.
Besides the core finding of the net benefits of ARRA highway disbursement on vehicle
miles traveled across and over the 48 states, another key finding of the study is that about a half
of the increased vehicle miles traveled resulting from the ARRA highway disbursement was due
to the spatial spillover impacts on vehicle miles traveled in neighboring states of the ARRA
highway disbursement in a given state. This result implies that improvements in the highway
system of a given state are disseminated outside the state to the users of larger-scale regionallevel highway networks.
The estimated net benefits of the ARRA highway disbursement on vehicle miles traveled
across and over the 48 states in this study does not offer an obvious answer to the question about
whether the ARRA has been beneficial to rehabilitate the deeply depressed economy. However,
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given the assumptions imposed in the SDMP, ex post simulated welfare calculaitons, our
estimates suggest positive total net benefits for the 48 contiguous states, implying a positive
impact of the ARRA, at least with regards to increasing highway demand.
Another implication of this study is that while the ARRA highway disbursement is the
shock that is simulated in the SDMP, dollar value of the ARRA highway disbursement is not the
only element that dictates net benefit per dollar. For example, Georgia was the state with the
highest estimated net benefit per dollar spent, $0.71, whereas the state ranked as 9th in the dollar
value of ARRA highway disbursement. In addition to the amount of ARRA highway
disbursement of each state, neighbor structure of ARRA highway disbursement also affects in
w
. This finding suggests an implication that neighbor structure of ARRA highway
determining Qˆ All

disbursement could be considered for improving states’ return per dollar spent when future
highway funds are disbursed.
One caveat of the study should be noted. The reasonably low cutoff value Q when
integrating the area shown as CS All in Figure 3.1 is an arbitrary value. Sensitivity analyses were
performed to test sensitivity of CS All by varying the price ceiling of 1,000 times of P2009 by
±50%, i.e., Q corresponding to 1,500 times of P2009 and 500 times of P2009 which are respectively
denoted Q50% and Q50% . The net total benefits result in $6.6 billion and $1.3 billion
corresponding to Q50% and Q50% , respectively, which yield an average of $0.24 and $0.05 in net
benefit per dollar spent, respectively. Despite of these changes, the order of states in rank of net
benefit per dollar spent was not substantially changed by the varing cutoffs. For example, for the
two different cutoffs, Q50% and Q50% , 41 and 34 states out of the 48 states, respectively, held the
same rank with the original cutoff and no state had change more than three ranks. The sensitivity
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analyses imply that although some confidence is allowed to answer the question which state
received more benefits from the ARRA highway disburesment, because of the arbitary nature of
the low cutloff value used in our study and its sensitivity, the additional consumer surplus
calculated in equation (14) must be interpreted with caution.
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Table 3.1.VARIABLE NAMES, DESCRIPTION, AND DESCRIPTIVE STATISTICS
Variable
Description
Vehicle miles traveled

Annual vehicle distance traveled by all
vehicles (billion mile)

Highway disbursement

Mean

Std Dev

57.136

56.519

Total disbursement for highways from all
units of government ($ billion)

2.645

2.357

Price

Sum of gasoline price and opportunity
cost of travel time ($/mile)

0.201

0.012

Per capita income

Per capita income ($ thousand)

34.286

5.586

Length of highway

Total highway length (thousand mile)

82.094

50.886

Licensed drivers

Total number of licensed drivers (million)

3.960

4.035
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Table 3.2. REGRESSION RESULTS OF THE SDMP WITH SPATIAL FIXED EFFECTS MODEL AND
NEIGHBORS DEFINED BY HW1
Variables
Direct
Indirect
Total
Parameter
effects
effects
effects
Intercept
ln (Highway disbursement)
ln (Price)
ln (Per capita income)
ln (Length of highway)
ln (Licensed drivers)
HW1*ln (Highway disbursement)
HW1*ln (Price)
HW1*ln (Per capita income)
HW1*ln (Length of highway)
HW1*ln (Licensed drivers)
HW1*ln (Vehicle miles traveled), ρ
Adjusted r-squared
* denotes p < 0.05.

-1.962*
(0.794)
0.022*
(0.008)
-1.043*
(0.222)
0.255*
(0.059)
0.001
(0.035)
0.323*
(0.036)
0.015
(0.016)
0.869*
(0.224)
0.076
(0.074)
0.285*
(0.046)
0.377*
(0.061)
0.181*
(0.047)
0.8554
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0.023*
(0.008)
-1.024*
(0.215)
0.265*
(0.056)
0.014
(0.033)
0.342*
(0.034)

0.023
(0.018)
0.812*
(0.217)
0.138
(0.072)
0.336*
(0.052)
0.517*
(0.064)

0.046*
(0.021)
-0.213*
(0.034)
0.403*
(0.050)
0.351*
(0.058)
0.859*
(0.068)

Table 3.3. COSTS AND BENEFITS OF ARRA HIGHWAY DISBURSEMENT ON VEHICLE MILES TRAVELED ACROSS AND OVER THE 48 STATES
Total net
Net
Spillover
Total
Own
Implicit
benefit
benefit
Explicit
consumer
cost
w
wo
w
wo
ˆ
ˆ
ˆ
ˆ

CS

CS

CS
–
(
per
Cost
Q

Q
Qi  Q
All
i
All
All
welfare
(Negative
States
(million ($ million) CS All  CSi externality) ($ million) Implicit cost – dollar
(million ($ million)
spent
Explicit cost)
mile)
mile)
($ million)
($ million)
($)
($ million)
Alabama
433
527
958
1,096
431
69
620
268
0.43
Arizona
265
320
645
722
325
47
585
13
0.02
Arkansas
212
250
455
512
205
34
367
54
0.15
California
1,571
2,013
3,755
4,246
1,743
258
2,776
721
0.26
Colorado
245
292
582
654
290
43
445
94
0.21
Connecticut
148
186
353
405
167
25
300
28
0.09
Delaware
31
40
79
94
39
5
122
-48
-0.39
Florida
641
759
2,107
2,324
1,348
157
1,347
603
0.45
Georgia
725
908
1,662
1,916
754
117
904
641
0.71
Idaho
89
109
203
232
94
15
194
-5
-0.02
Illinois
420
512
1,138
1,291
626
82
939
117
0.12
Indiana
372
451
839
958
388
61
657
121
0.18
Iowa
156
187
371
418
185
27
358
-14
-0.04
Kansas
141
168
350
394
182
26
349
-26
-0.07
Kentucky
223
270
564
637
294
41
448
75
0.17
Louisiana
228
277
571
649
294
41
435
95
0.22
Maine
65
80
165
186
85
12
138
15
0.11
Maryland
235
296
534
620
238
37
447
50
0.11
Massachusetts
149
196
555
651
359
37
385
134
0.35
Michigan
543
653
1,175
1,315
522
86
896
193
0.22
Minnesota
290
351
748
841
397
54
557
137
0.25
Mississippi
218
269
556
629
286
39
355
161
0.45
Missouri
334
394
817
916
423
61
640
115
0.18
Montana
89
107
197
223
90
14
264
-81
-0.31
Nebraska
86
103
239
269
136
17
230
-9
-0.04
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Table 3.3. CONTINUED
Total

Own
States

Nevada
New Hampshire
New Jersey
New Mexico
New York
North Carolina
North Dakota
Ohio
Oklahoma
Oregon
Pennsylvania
Rhode Island
South Carolina
South Dakota
Tennessee
Texas
Utah
Vermont
Virginia
Washington
West Virginia
Wisconsin
Wyoming
Over the 48
states

CSi
Qˆiw  Qˆ wo
(million ($ million)
mile)

w
Qˆ All
 Qˆ wo

(million
mile)

CS All
($ million)

Spillover
consumer
welfare
CS All  CSi

($ million)

93
65
200
157
381
442
63
515
326
168
430
58
346
82
600
970
92
56
344
238
77
307
69

119
87
248
191
458
545
77
617
390
220
519
75
426
101
712
1,142
111
72
420
301
94
375
82

180
123
425
274
966
989
116
976
545
326
787
83
596
133
949
2,333
225
82
684
506
158
589
120

229
166
528
334
1,162
1,220
143
1,168
652
426
950
108
733
164
1,125
2,748
272
106
835
640
194
718
143

110
79
279
143
703
675
66
551
262
206
431
33
308
63
414
1,606
161
34
414
339
99
343
61

13,988

17,101

28,152

34,381

17,280
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Total net
Implicit
benefit
Explicit
cost
( CS All –
Cost
(Negative
($ million) Implicit cost –
externality)
Explicit cost)
($ million)
($ million)
16
221
-7
11
130
26
37
679
-188
24
306
3
85
957
120
87
744
388
10
184
-51
86
936
146
48
565
39
29
300
98
69
1,035
-154
7
137
-37
52
500
181
12
214
-62
84
749
292
205
2,263
280
20
224
28
7
129
-30
60
691
84
44
578
18
14
212
-33
52
562
104
11
185
-52
2,477

27,257

4,646

Net
benefit
per
dollar
spent
($)
-0.03
0.20
-0.28
0.01
0.13
0.52
-0.28
0.16
0.07
0.33
-0.15
-0.27
0.36
-0.29
0.39
0.12
0.13
-0.23
0.12
0.03
-0.15
0.19
-0.28
0.17

Figure 3.1. ESTIMATED DEMAND CURVES WITHOUT AND WITH ARRA HIGHWAY DISBURSEMENT IN
A GIVEN STATE AND IN ALL 48 STATES
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Figure 3.2a. AVERAGE VEHICLE MILES TRAVELED DURING 1994-2008 (million miles)

Figure 3.2b. GASOLINE PRICE PER GALLON IN 2008 ($ per gallon)
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Figure 3.3a. HIGHWAY DISBURSEMENT IN 2008 ($ million)

Figure 3.3b. ARRA HIGHWAY DISBURSEMENT ($ million)
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Chapter 4: Summary
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Summary
The two essays in this thesis evaluated impacts of national policies in South Korea and the
United States on their greenhouse gas (GHG) emissions and highway demand, respectively. The
first essay focused on how population dynamics affect GHG emissions. The effects of the South
Korean government’s decentralization efforts on GHG emissions were assessed. The second
essay was to explore the costs and benefits of the American Recovery and Reinvestment Act
(ARRA) higway disbursement, focusing on the explicit cost and implicit cost associated with
additional highway usage, and the benefits measured by consumer welfare from more highway
usage with additional funds used to improve, extend, and maintain highways for each state.
Simulation results in the first essay suggest that the direction of change in total GHG
emissions depends on the share of the population redistributed from higher to lower population
density regions. If the entire redistributed population of 877,000 persons expected from the
government’s decentralization project were from the Seoul Area, annual CO2e would increase by
1.72%-2.26% compared to benchmark levels. Alternatively, more balanced migration between
higher and lower population density regions, i.e., 65% of the 877,000 persons from higherdensity locations to lower-density destinations and 35% from lower-density to higher-density
regions, decreases CO2e by 1.49%-2.42%.
The decentralization efforts in South Korea make sense considering the high cost of the
overly-concentrated population in Seoul (e.g., traffic congestion and overheating of the real
estate market); however, the results of the first essay highlight a potential major cost that has not
yet been considered, the effects on GHG emissions. The contrast in the simulated effects of
population redistribution suggests that the decentralization plan can be implemented to not only
achieve the goal of decentralization but also the goal of mitigating national GHG emissions.
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The second essay used panel data for the 48 contiguous US states during 1994-2008 to
estimate highway demand curve. The estimated figures and explicit and implicit costs associated
with additional highway usage were used to estimate total net benefit and net benefit per dollar
spent for each state. The estimated net benefits of the ARRA highway disbursement on vehicle
miles traveled across and over the 48 states does not offer an obvious answer to the question
about whether the ARRA has been beneficial to rehabilitate the deeply depressed economy.
However, given the assumptions imposed in the spatial panel model, ex post simulated, welfare
calculaitons, the estimates suggest positive total net benefits for the 48 contiguous states,
implying a positive impact of the ARRA, at least with regards to increasing highway demand.
Another implication of this study is that while the ARRA highway disbursement is the
shock that is simulated in the SDMP, dollar value of the ARRA highway disbursement is not the
only element that dictates net benefit per dollar. For example, Georgia was the state with the
highest estimated net benefit per dollar spent, $0.71, whereas the state ranked as 9th in the dollar
value of ARRA highway disbursement. In addition to the amount of ARRA highway
disbursement of each state, neighbor structure of ARRA highway disbursement also affects in
w
. This finding suggests an implication that neighbor structure of ARRA highway
determining Qˆ All

disbursement could be considered for improving states’ return per dollar spent when future
highway funds are disbursed.
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