Abstract. Probability interpretations play an important role in understanding decision makers' (DMs) behaviour in decision making. In this paper, we extend hesitant fuzzy sets to probabilityhesitant fuzzy sets (P-HFSs) to enhance their modeling ability by taking DMs' probabilistic preferences into consideration. Based on P-HFSs, we propose the concept of probability-hesitant fuzzy preference relation (P-HFPR) to collect the preferences. We then develop a consensus index to measure the consensus degrees of P-HFPR, and a stochastic method to improve the consensus degrees. All these results are essential for further research on P-HFSs.
Introduction
developed the concept of hesitant fuzzy sets (HFSs) as an extension of Zadeh's fuzzy sets (Zadeh 1965) . Compared with Zadeh's fuzzy sets, HFSs have the advantage in describing hesitancy experienced by the decision makers (DMs) in decision making, thus it becomes a hot research topic in recent years (Wang et al. 2016; Yu et al. 2016; Zhu and Xu 2016; Zhu et al. 2012) .
However, in group decision-making problems, HFSs may be not adequate to represent the preferences of a decision group. For example, following Torra and Narukawa (2009)'s example in their Introduction, two DMs discuss the membership of x into a set A, one wants to assign 0.5 to x, whereas the other assigns 0.6. In such a case, these preferences can be represented by a set {0.5, 0.6}. Let's consider another case: if one assigns 0.5 and 0.6, and the other assigns 0.6 and 0.7, what are their preferences? If we assume that the DMs are homogeneous, then the preferences should be {0.5, 0.6, 07}. But, if they are heterogenous, this representation of preferences loses the preference 0.6 assigned by one of the DMs. In addition, we also cannot identify the preferences 0.5 and 0.7 from different DMs who may have different importance in decision making.
In the most literature of representing preferences based on HFSs, the DMs are assumed to be homogenous, for example see Xia and Xu (2011a) , Xu and Xia (2011) , Liao et al. (2014) and . Therefore, to enhance the modeling ability of HFSs in group decision making, we extend HFSs to probability-hesitant fuzzy sets (P-HFSs) in this paper. On the other hand, consensus reaching is essential in group decision making (see Alonso et al. 2010; Dong et al. 2010; Herrera-Viedma et al. 2007 ). Based on P-HFSs, we develop probabilityhesitant fuzzy preference relations (P-HFPRs) and a method for the DMs to reach consensus on their preferences.
The rest of this paper is organized as follows. Section 1 develops probability-hesitant fuzzy sets (P-HFSs) and probability-hesitant fuzzy preference relation (P-HFPR). Then, we propose a consensus index and a consensus improving method for P-HFPRs in Section 2 and Section 3, respectively. Section 4 provides some necessary discussions. Conclusions are presented in the last Section.
Probability expressions for preferences
In this section, we provide probability interpretation on HFSs to propose the new concepts of P-HFSs and P-HFPRs. Using probability distributions to represent the DMs' preferences, we describe P-HFSs in Definition 1 as follows: Definition 1. Let X be a reference set, a P-HFS on X is in terms of a function that when applied to X returns a stochastic variable that takes values on a subset of [0, 1] .
If the stochastic variable in P-HFSs is discrete, then the P-HFS can be represented as follows:
where h x (p x ) is a subset of [0,1], h x denotes the possible membership degrees of the element x∈X to the set H, and p x denotes the possibilities of h x satisfying 1 x p = ∑ . It is clear that if without the p x , P-HFSs reduce to the HFSs. Thus, we have the following proposition: Proposition 1. The HFS is a special case of the P-HFS. For convenience, we call h(p) a probability-hesitant fuzzy element (P-HFE) indicated by
where p l is the probability of the possible membership degree h l , satisfying
Remark 1: For a P-HFE, we assume that the possible membership degrees are with the same probability if their probabilities are not specified in the paper. In this case, the P-HFE reduces to the hesitant fuzzy element (HFE) (Xia and Xu 2011a) .
Based on P-HFEs, for the information loss problem mentioned in Introduction, since the DMs are assumed to be homogenous, their preferences can be now represented by a P-HFE, denoted as ( ) {0.5(0.25),0.6(0.5),0.7(0.25)} h p = , which provides a better description for all their preferences without the information loss problem.
Next, we develop the concept of P-HFPRs utilizing P-HFEs in Definition 2 as follows:
is a P-HFE indicating all the possible preference degree(s) of the objective x i over x j . Moreover, h ij (p ij ) should satisfy the following conditions:
where
is the rth possible value in h ij , and
is the probability of
Note that a P-HFPR shall reduce to a hesitant fuzzy preference relation (HFPR) introduced by Zhu and Xu (2013) if all P-HFEs in the P-HFPR reduce to HFEs. In addition, if we aggregate the possible values in a P-HFE, then the P-HFPR shall reduce to a fuzzy preference relation (FPR) (Orlovsky 1978; Xu 2004) . In this paper, we term the FPR in this case an expected P-HFPR defined as follows:
Definition 3. Given a P-HFPR
is called an expected P-HFPR.
Consensus checking

A consensus index to P-HFPRs
Motivated by the approach of developing the consistency index of HFPRs formalized in , we first define the distance of FPRs. According to the well-known Hamming distance measures and Euclidean distance measures (Diamond, Kloeden 1994; Kacprzyk 1997) , the Hamming distance and the Euclidean distance of FPRs can be defined as follows:
(1) The Hamming distance of two FPRs 1
n n
(2) The Euclidean distance of R 1 and R 2 :
( )
Given a decision group that consists of m DMs. The DMs provide preferences represented by P-HFPRs
Then, we can obtain the corresponding expected P-HFPRs
a FPR to represent the preferences of the decision group, denoted as ( )
We select one P-HFPR, denoted by (6) or Eq. (7), we calculate the distance between l H t and R  . Let H t be a preference space, then the consensus index that measures the consensus degree of H t can be defined as the expected value of ( , )
which can be denoted as
Since HFPRs are a special case of P-HFPRs, and the consensus index of P-HFPRs and the consistency index of HFPRs are developed based on a similar approach, the consensus thresholds of P-HFPRs can refer to the consistency thresholds of HFPRs formalized in . We use Table 1 to show the consensus thresholds of P-HFPRs with different sizes n following 
, the maximum number of iteration P = 10 000, an initial value of iteration P = 1, an initial value of the consensus index 0
Step 
Let l 1 = 0.5 and l 2 = 0.5 be the weights of the two P-HFPRs. According to Eqs. (5) and (8) 
Let Eq. (7) be the selected distance measure in the consensus index. According to Algorithm 1, we calculate the consensus indices of the two P-HFPRs, that are Table 1 , the threshold of the P-HFPRs with size four is 0.1211. Thus, both the consensus degrees of the two P-HFPRs are not acceptable.
Consensus improving
Consensus improving for individual P-HFPRs
With the settings 
(1 )
It can be easily proven that 1 l l ij ji h h t t ′ ′ + = (For example, a similar proof can be found in Xia and Xu (2011b) .
In Eq., we term a as an accuracy parameter. The bigger value of a, the better consensus degree of l H t ′ . Based on the symbols and discussion above, we now develop an algorithm to improve the consensus degree of H t .
Algorithm 2. Consensus improving for an individual P-HFPR
Input:
Step 1: Step 3: According to Eq., we can obtain ( )
with l H t and R  .
Step 4: Calculate the distance between l H t ′ and R  , denoted by ( , )
, then go to the next step. Otherwise, go to Step 6.
Step 5:
, then go to Step 3.
Step 6: Use l H t ′ to replace the original l H t in H t , then go to Step 1. Output: The improved P-HFPR H t ′ that is with the acceptable consensus degree, and the consensus index
Example 2. We continue with Example 1. Since H 1 and H 1 are not with the acceptable consensus degrees, we now improve the consensus degree of H 1 . Let H 1 , R  and a = 0.1 be the inputs of Algorithm 2, and Eq. (7) be the selected distance measure in the consensus index. Then we can obtain the improved P-HFPR, denoted as 
Consensus improving for multiple P-HFPRs
Based on Algorithms 1 and 2, we now develop Algorithm 3 to improve consensus degrees of multiple H-HFPRs. The symbols in Algorithm 3 are the same as mentioned before.
Algorithm 3. Consensus improving for multiple P-HFPRs
Input:
Step 1 : Based on H k and l k , we calculate the group FPR ( ) ij n n R r × =   by Eqs. and .
Step 2: According to Algorithm 1, we can obtain k H CI with H k and R  .
Step 3: Select the
Step 4: According to Algorithm 2, we can get H t ′ with ( ) ij n n R r × =   and H t .
Step 5: Let H H t t ′ = , then go to Step 1.
Step 6 
Discussion
Accuracy of Algorithm 1
As an iterative method, Algorithm 1 is performed by Monte Carlo simulation in the Matlab environment. As discussed by , the outcomes accuracy of the iterative method depends on the total number of iterations. To achieve the accuracy d with 95% confidence degree for each outcome, the required number of iterations is
where we set d = 0.01 as the error limit. For Algorithm 1, we perform 10000 iterations in this paper to guarantee at least 95% confidence degree for the obtained consensus index.
Accuracy parameter
The values of the accuracy parameter a formalized in Eq. (10) affects the outputs of Algorithms 2 and 3. A smaller value of a implies that the more original preferences the output P-HFPRs preserve. However, it simultaneously requires more iterations to obtain the outcomes. From Table 2 , it is clear that when a decreases, the numbers of iteration increase, and the consensus degree of the output P-HFPR more approximates the consensus threshold 0.1211. In this case, the output P-HFPR can mostly preserve original preferences.
An example
The energy channels are significant for a country in transporting power, oil and gas etc. Five experts are invited to estimate the strategic positions of five energy channels. Let i x ( 1,2, ,5) j =  indicate the five energy channels, respectively, and i H ( 3,4, ,7) k =  be the P-HFPRs constructed by the preferences provided by the five experts, respectively, denoted as follows: Let H i (i = 3, 4, …, 7) be the inputs of Algorithm 3, 0.2 i l = (i = 3, 4, …, 7) be the weights of the five P-HFPRs, respectively, a = 0.1 and Eq. (7) be the selected distance measure in the consensus index. Then according to Algorithm 3, we find that only H 6 needs improving to achieve the acceptable consensus degree. For convenience, we still use H 6 in the following to indicate the improved P-HFPR as follows: In addition, the obtained consensus indices of H i (i = 3, 4, …, 7) by Algorithm 3 are denoted by P-HFSs in group decision making, we develop P-HFPRs and a consensus index to measure the consensus degrees of P-HFPRs. The consensus index obtained by Monte Carlo simulation is reliable with adequate iterations. For inconsistent P-HFPRs, we give an algorithm to improve their consensus degrees until they are acceptable. More importantly, with the preferences characterized by distributions, we can represent big-data preferences by P-HFEs. Consequently, P-HFSs is a new tool in decision making, and shall play an important role nowadays with the development of social media, IT technology and data science.
