Inspired by the stability functions of human vision system, we present a novel video stabilization method based on saliency driven SIFT matching and discriminative RANSAC. Firstly, a saliency detection method is adopted to estimate the spatial distribution of visual attention degrees in each frame of the video, and the SIFT features are extracted from the salient regions indicated by the saliency map. Then, we further achieve a modified version of RANSAC method using the discriminative features to estimate the trajectory of inter-frame motion and reduce the errors caused by the foreground vector. Finally, Kalman filter is applied to complete the motion smoothing task. Experimental results demonstrate that our approach is efficient and promising compared with state-of-the-art methods.
INTRODUCTION
Due to the popularization of digital cameras and digital video recorders, the number of videos on the web has been explosively increasing. For example, there are millions of videos in the video sharing website YouTube. In such scenario, videos generated from personal cases, such as the family party and personal travel, are usually captured by the non-professional recorders or users themselves, in which there are lots of jitters, blurring, and irregular shifting.
Since video stabilization plays an important role in improving the video quality, many methods are proposed for removing the jitter in videos [1] [2] [3] . Generally speaking, stabilization technique follows a three-step framework: motion estimation, motion smoothing and image composition [4] .
Meanwhile, as motion estimation is the foundation of stabilization process and influences the performances of the whole procedure, many approaches are put forward to calculate the interframe motions [5] . Chang et al. [6] proposed optical flow as a flexible motion modeling, which works well in most cases but is sensitive to image brightness constancy and will also bring some difficulties for the subsequent motion smoothing. Another feasible solution is block matching [7] , which however would be easily influenced by the rotation and block scale changes. Feature-based matching is the most robust scheme on various conditions involving shift, rotation and scale, thus is more frequently adopted in recent researches.
SIFT feature [8] is frequently utilized for tracking the moving background in this domain because of its robust and accuracy [9] . Some variants of SIFT, such as SURF [3] with KDtree are proposed to improve processing speed. However, the high computational complexity is still a problem of feature based approaches. In our observation, the most important problems lie in two main aspects:
1. The scale matching set: the feature extraction and feature matching cost much computation time since too many feature points are processed. To boost the speed, it is necessary to effectively reduce the number of local feature points to be matched.
2. Global stabilization vs. local stabilization: from the viewpoint of perception, human always focus their attention on a certain portion of the current view, instead of the entire one. Therefore, video stabilization on the whole scene will introduce background error and noise to degenerate system performances.
We propose a saliency driven SIFT matching and discriminative RANSAC for video stabilization, which is motivated by the above two considerations. The basic idea is to extract salient regions firstly in order to discover observer's attention in the current frame, and further apply SIFT matching on the obtained salient regions to estimate the motion parameters. Finally, Kalman filter [1] is further utilized to smooth the obtained sequence.
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The rest of this paper is organized as follows: in Section 2, we analyze the visual attention mechanism and present our stabilization method. Experimental results are shown in Section 3. Finally, we conclude this paper and discuss about our future work. Figure 1 shows our proposed framework. We first estimate the attention distribution of the input video frames based on computational visual attention model, and extract discriminative SIFT features from the salient region. Then, we utilize RANSAC to estimate the inter-frame motions by using the discriminative SIFT. Finally, after tracking the matched features, a Kalman filter is used to smooth the calculated global motion, and the stabilized frames are produced. 
PROPOSED METHOD

Visual attention analysis
The stability of human perception for image sequences benefits from many features of the human vision system. For instance, when the head moves, it can maintain the stability of human retinal imaging through the human body's vestibular system.
Human eyes detect the head movement through 3 pairs of semicircular canals in the vestibular system. The similar process occurs in video watching. When the video topic is given, the image sequence can be treated as the paragraphs, and then the eyes would always concentrate on the subject that gathers the most attention in the images. The human brain naturally ignores objects that distract attention from the subjects. Therefore, it can be easily inferred that when the eyes focus on the selected part of the video and the main part maintains stable, so that the scene what the human watch will be kept stable. Lee et al. [4] also discovered that well-tracked features usually indicate more structured regions of background or of the viewer's perception interests, that is, whether the content of the video is stabilized depends on whether those "important" regions move smoothly. According to the fact, our method extracts SIFT features from salient regions instead of the whole frame, which better simulates the stabilization mechanism of human vision system.
Saliency driven SIFT matching
In real world scenario, the complex background has a great impact on stabilization. It typically produces large accumulated errors during the long time matching due to rotation, occlusion and deformation. SIFT feature is an ideal solution since its robustness. However, traditional SIFT matching based methods are largely influenced by the unattended background and request high computation cost.
Therefore, to improve the feature matching accuracy and robustness, we focus on the principle and characteristics of human vision system. Towards robust and accurate matching, a saliency driven framework is designed. Computational visual attention models simulate attention mechanism of human vision system, in which the saliency map represents a rough estimation of attention distribution. Saliency map, such as the method proposed in [10] , describes the interestingness or importance of the visual contents in the visual field, which is further used to filter out some unimportant background points. By emphasizing the attended regions, this approach improves both the computation speed and visual effect, since the effect of stabilization depends on the human attention areas. Figure 2 shows samples of saliency maps generated from some video sequences. Given the input frame I, we first obtain its saliency map S using spectral residual approach [10] . Then, a binary mask is generated by Eq. 1, in which 1 denotes the salient region and 0 the background. where S m is the binary mask, and S is the mean value of S.
( , ) S x y which is greater than 1.0 S u represent the foreground objects with high attention distribution. However, ( , ) S x y between 1.0 S u and 0.5 S u can describe the salient background region by experimental observation.SIFT features are extracted only from the regions with S m (x,y) = 1. Finally, salient SIFT points are indexed using a traditional KD-Tree based matching similar to [8] , which improve the speed of feature matching. Figure 3 shows a visualized salient SIFT extraction process in which 2650 SIFT points are extracted in the given frame under traditional SIFT extraction scheme, compared to 655 points with the proposed filtering stage. 
Discriminative RANSAC
The saliency mask is used to filter out unimportant SIFT points. Next, we select a subgroup of SIFT points which is more discriminative than others in order to further improve the matching accuracy. We employ two rules in our discriminative SIFT selection:
1. Uniqueness: the feature point appears at specific position, rather than duplicate. 2. Related fixed: the feature point appears at the related static background, rather than foreground object.
The two rules avoid mistaken matching due to the movement of the foreground objects, which will further guarantee the correctness of motion estimation results. The discriminative SIFT feature set is smaller, but much better with respect to anti-noise and representativeness than the original feature set. The discriminative SIFT feature points selection follows the idea that, to find the feature points in the set which share the least similarity with the other points. The similarity is defined by cosine distance between the SIFT vectors of the point and the others. The point is selected if the similarity is lower than a threshold. The details are shown in Algorithm 1. Using the matching results of discriminative SIFT points, we apply RANSAC [11] , a robust parameter estimation method, to find the dominant motion without being influenced by the noise motion produced by moving object. Finally, a 3×3 project transform matrix H is extracted to describe the motion vector as shown in Eq.2. 
Motion estimation and filtering
We utilize a six-parameter 2D affine transform model to describe the inter-frame transformation as shown in Eq.3. 
T is the rotation angle, s is the scaling factor. According to the experimental results, scaling is smaller, s can be more negligible. In the matrix H, a6 and a7 are zero. So once we got the global translation vectors a2 and a5 besides the rotation parameter a0 and a1 from the matrix H, we can use Kalman filter to smooth the motion curve. Once we get the intentional motion vectors predicted by Kalman filter, we can apply Eq.4 to compensate for the unwanted motion.
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Experimental Results
We collected 3 representative video sequences to evaluate the performance of our method. VideoA (151 frames) is a video clip of Snow Biking obtained from [4] , with the resolution (640×420) and the frame rate 30 fps. VideoB (212 frames) and VideoC (148 frames) with the resolution (640×480) and the frame rate 30 fps capture moving background with moving foreground objects in complex scene respectively. Time cost comparisons for processing single video frame between the traditional SIFT matching and the proposed saliency driven SIFT matching is shown in Table 1 . The results show that our method is more efficient than the traditional SIFT matching approach. Figure 6 presents the process results of VideoB and C. In the cases, the objects in the scene are stable after processing with the proposed method. Figure 7 shows that the process results of our method on VideoA, compared with Deshaker, traditional SIFT matching and state of the art method presented in [4] . Our method is competitive with the methods in the aspect of video stabilizing results. The process time cost of the proposed method is less than the traditional feature-based method significantly. More importantly, our method output videos which are more suitable with the viewer's perception interests. The stable results are marked by the red lines, which show the stabilized value and produced video sequence. 
CONCLUSION
In this paper, we propose a novel framework for video stabilization with discriminative SIFT feature extraction by integrating saliency analysis. We have the following contributions: First, we use visual attention analysis to track the feature and estimate the motion parameter, which is more precise than the traditional SIFT extraction and speed up the process. Second, our method detects the discriminative features within salient regions and leverages these features to estimate more precise RANSAC model. In our future work, we will further propose a more robust method to evaluate the stabilization quality with the incorporation of the attention model. 
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