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The ability to recognize affective states of a person we are com-
municating with is the core of emotional intelligence. Emotional
intelligenceisa facetofhumanintelligence thathasbeenargued tobe
indispensable and perhaps the most important for successful inter-
personal social interaction. This paper argues that next-generation
human–computer interaction (HCI) designs need to include the
essence of emotional intelligence—the ability to recognize a user’s
affective states—in order to become more human-like, more effec-
tive, and more efficient. Affective arousal modulates all nonverbal
communicative cues (facial expressions, body movements, and vocal
and physiological reactions). In a face-to-face interaction, humans
detect and interpret those interactive signals of their communicator
with little or no effort. Yet design and development of an automated
system that accomplishes these tasks is rather difficult. This paper
surveys the past work in solving these problems by a computer
and provides a set of recommendations for developing the first
part of an intelligent multimodal HCI—an automatic personalized
analyzer of a user’s nonverbal affective feedback.
Keywords—Affective computing, affective states, automatic
analysis of nonverbal communicative cues, human–computer
interaction (HCI), multimodal human–computer interaction,
personalized human–computer interaction.
I. INTRODUCTION
The exploration of how we as human beings react to the
world and interact with it and each other remains one of
the greatest scientific challenges. Perceiving, learning, and
adapting to the world around us are commonly labeled as
“intelligent” behavior. But what does it mean being intelli-
gent? Is IQ a good measure of human intelligence and the
best predictor of somebody’s success in life? There is now
growing research in the fields of neuroscience, psychology,
and cognitive science which argues that our common view of
intelligence is too narrow, ignoring a crucial range of abilities
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that matter immensely to how we do in life. This range
of abilities is called emotional intelligence [44], [96] and
includes the ability to have, express, and recognize affective
states, coupled with the ability to regulate them, employ them
for constructive purpose, and skillfully handle the affective
arousal of others. The skills of emotional intelligence have
been argued to be a better predictor than IQ for measuring
aspects of success in life [44], especially in interpersonal
communication, and learning and adapting to what is
important [10], [96].
When it comes to the world of computers, not all of them
will need emotional skills and probably none will need all
of the skills that humans need. Yet there are situations where
the man–machine interaction could be improved by having
machines capable of adapting to their users and where the in-
formation about how, when, and how important it is to adapt
involves information on the user’s affective state. In addition,
it seems that people regard computers as social agents with
whom “face-to-(inter)face” interaction may be most easy and
serviceable [11], [75], [90], [101], [110]. Human–computer
interaction (HCI) systems capable of sensing and responding
appropriately to the user’s affective feedback are, therefore,
likely to be perceived as more natural [73], more efficacious
and persuasive [93], and more trustworthy [14], [78].
These findings, together with recent advances in sensing,
tracking, analyzing, and animating human nonverbal com-
municative signals, have produced a surge of interest in
affective computing by researchers of advanced HCI. This
intriguing new field focuses on computational modeling of
human perception of affective states, synthesis/animation of
affective expressions, and design of affect-sensitive HCI.
Indeed, the first step toward an intelligent HCI having the
abilities to sense and respond appropriately to the user’s af-
fective feedback is to detect and interpret affective states
shown by the user in an automatic way. This paper focuses
further on surveying the past work done on solving these
problems and providing an advanced HCI with one of the
key skills of emotional intelligence: the ability to recognize
the user’s nonverbal affective feedback.
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A. Other Research Motivations
Besides the research on natural (human-like) HCI, various
research areas and technologies brought to bear on the per-
tinent issues would reap substantial benefits from efforts to
model human perception of affective feedback computation-
ally [37], [86]. For instance, automatic recognition of human
affective states is an important research topic for video
surveillance as well. Automatic assessment of boredom,
inattention, and stress will be highly valuable in situations
where firm attention to a crucial but perhaps tedious task is
essential, such as aircraft control, air traffic control, nuclear
power plant surveillance, or simply driving a ground vehicle
like a truck, train, or car. An advantage of affect-sensitive
monitoring done by a computer is that human observers
need not be present to perform privacy-invading monitoring;
the automated tool could provide prompts for better perfor-
mance based on the sensed user’s affective states.
Another area where benefits could accrue from efforts
toward computer analysis of human affective feedback is the
automatic affect-based indexing of digital visual material
[46]. A mechanism for detecting scenes/frames which
contain expressions of pain, rage, and fear could provide a
valuable tool for violent-content-based indexing of movies,
video material, and digital libraries.
Other areas where machine tools for analysis of human
affective feedback could expand and enhance research and
applications include specialized areas in professional and
scientific sectors. Monitoring and interpreting affective
behavioral cues are important to lawyers, police, and secu-
rity agents, who are often interested in issues concerning
deception and attitude. Machine analysis of human affective
states could be of considerable value in these situations
where only informal interpretations are now used. It would
also facilitate research in areas such as behavioral science
(in studies on emotion and cognition), anthropology (in
studies on cross-cultural perception and production of affec-
tive states), neurology (in studies on dependence between
emotional abilities impairments and brain lesions), and
psychiatry (in studies on schizophrenia) in which reliability,
sensitivity, and precision are currently nagging problems.
B. Outline of the Paper
The paper will begin by examining the context in which af-
fective computing research has arisen and by providing a tax-
onomy of the pertinent problem domain. The paper will then
survey the past work done in tackling the problems of ma-
chine detection and interpretation of human affective states.
According to the type of human nonverbal interactive signals
conveying messages about an affective arousal, two areas
will receive particular attention: facial expression analysis
and vocal expression analysis. Finally, the paper will discuss
the state of the art and consider some challenges and oppor-
tunities facing the researchers of affective computing.
II. THE PROBLEM DOMAIN
While there is a general agreement that machine sensing
and interpretation of human affective feedback would be
quite beneficial for a manifold research and application
areas, tackling these problems is not an easy task. The main
problem areas concern the following.
1) What is an affective state? This question is related to
psychological issues pertaining to the nature of affec-
tive states and the way affective states are to be de-
scribed by an automatic analyzer of human affective
states.
2) What kinds of evidence warrant conclusions about
affective states? In other words, which human commu-
nicative signals convey messages about an affective
arousal? This issue shapes the choice of different
modalities to be integrated into an automatic analyzer
of affective feedback.
3) How can various kinds of evidence be combined to
generate conclusions about affective states? This
question is related to neurological issues of human
sensory-information fusion, which shape the way
multisensory data is to be combined within an auto-
matic analyzer of affective states.
This section discusses basic issues in these problem areas.
It begins by examining the body of research literature on the
human perception of affective states, which is large, but dis-
united when it comes to “basic” emotions that can be uni-
versally recognized. This lack of consensus implies that the
selection of a list of affective states to be recognized by a
computer requires pragmatic choices.
The capability of the human sensory system in the detec-
tion and understanding of the other party’s affective state is
explained next. It is meant to serve as an ultimate goal in
efforts toward machine sensing and understanding of human
affective feedback and as a basis for addressing two main
issues relevant to affect-sensitive multimodal HCI: which
modalities should be integrated and how should these be
combined.
A. Psychological Issues
The question of how humans perceive affective states has
become a concern of crucial importance for the researchers
of affective computing. Ironically, the growing interest in af-
fective computing comes at the time when the established
wisdom on human affective states is being strongly chal-
lenged in the basic research literature.
On one hand, classic psychological research claims the ex-
istence of six basic expressions of emotions that are univer-
sally displayed and recognized: happiness, anger, sadness,
surprise, disgust, and fear [8], [25], [58]. This implies that,
apart from verbal interactive signals (spoken words), which
are person dependent [43], nonverbal communicative signals
(i.e., facial expression, vocal intonations, and physiological
reactions) involved in these basic emotions are displayed and
recognized cross culturally. For example, a well-known study
by Ekman [34], which is commonly used as an important ev-
idence for universals in facial expressions, found that spon-
taneously displayed, specific facial actions that signal the
emotions of fear, sadness, disgust, surprise, and happiness
occurred with virtually the same frequency by Japanese and
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American subjects in response to watching emotion-inducing
films.
On the other hand, there is now a growing body of psycho-
logical research that strongly challenges the classical theory
on emotion. Russell argues that emotion in general can best
be characterized in terms of a multidimensional affect space,
rather than in terms of a small number of emotion categories
[94], [95]. He also criticizes experimental design flaws ap-
plied in classic studies (i.e., using a single corpus of un-
natural stimuli and forced-choice response format). Classic
studies claim that the basic emotions are hardwired in the
sense that some specific neural structures correspond to dif-
ferent emotions. Alternative studies like the study of Ortony
and Turner [79] suggest that it is not emotions but some com-
ponents of emotions that are universally linked with certain
communicative displays like facial expressions. Social con-
structivists like Averill [4] argue, furthermore, that emotions
are socially constructed ways of interpreting and responding
to particular classes of situations and that they do not explain
the genuine feeling (affect). Except for this lack of consensus
on the nature of emotion, there is no consensus on how af-
fective displays should be labeled/named. The key issue here,
which is in contradiction to the classic studies’ emphasis on
emotions as a product of evolution, is that of culture depen-
dency: the comprehension of a given emotion label and the
expression of the related emotion seem to be culture depen-
dent [12], [67], [106], [117]. For further details on issues de-
bated in the basic research on emotion, readers are referred
to [22] and [24].
In summary, the available body of basic research liter-
ature is excessively fragmented and does not provide firm
conclusions that could be safely presumed and employed in
studies on affective computing. Due to the unresolved debate
concerning the classic emphasis on emotions as a product of
evolution on one hand and evidence that they are culture de-
pendent on the other hand, there are no grounds to assume
the existence of a set of basic emotions that are displayed
and recognized uniformly across different cultures. It is not
certain that each of us will express a particular affective state
by modulating the same communicative signals in the same
way, nor is it certain that a particular modulation of inter-
active cues will be interpreted always in the same way in-
dependently the situation and the observer. The immediate
implication is that pragmatic choices (e.g., application- and
user-profiled choices) must be made regarding the selection
of affective states to be recognized by an automatic analyzer
of human affective feedback.
B. Human Performance
Affective arousal modulates all verbal and nonverbal
communicative signals. As shown by Furnas et al. [43], it
is very difficult to anticipate a person’s word choice and
the associated intent: even in highly constrained situations,
different people choose different words to express exactly
the same thing. On the other hand, in usual interpersonal
face-to-face interaction, people detect and interpret non-
verbal communicative signals in terms of affective states
expressed by their communicator with little or no effort [35].
Although the correct recognition of someone’s affective
state depends on many factors (the speaker’s volition to
reveal or to disguise his genuine feelings, the attention given
to the speaker, the familiarity with the speaker’s personality,
face, vocal intonation, etc.), humans recognize nonverbal
affective cues with apparent ease.
The human sensory system uses multimodal analysis of
multiple communication channels to interpret face-to-face
interaction and to recognize another party’s affective states.
A channel is a communication medium while a modality
is a sense used to perceive signals from the outside world.
Our communication channels are, for example, an auditory
channel that carries speech and vocal intonation communica-
tive signals and a visual channel that carries facial expression
signals. The senses of sight, hearing, and touch are examples
of modalities. Detection of another party’s affective states
in usual face-to-face interaction involves simultaneous usage
of numerous channels and combined activation of multiple
modalities. Hence, the analysis of the communicator’s affec-
tive feedback becomes highly flexible and robust. Failure of
one channel is recovered by another channel and a message
in one channel can be explained by that in another channel
(e.g., a mouth expression that might be interpreted as a smile
will be seen as a display of sadness if at the same time we
can see tears and hear sobbing).
The abilities of the human sensory system define, in some
way, the expectations for a multimodal affect-sensitive ana-
lyzer. Although it may not be possible to incorporate all fea-
tures of the human sensory system into an automated system
(due to the complexity of the phenomenon, which involves
an intricate interplay of knowledge, thoughts, language, and
nonverbal behavioral cues), the affect-recognition capability
of the human sensory system can serve as the ultimate goal
and a guide for defining design recommendations for a mul-
timodal analyzer of human affective states.
C. A Taxonomy of the Problem Domain
A taxonomy of the automatic human affect analysis
problem domain can be devised by considering the fol-
lowing issues.
1) Which channels of information, corresponding to
which human communicative channels, should be
integrated into an automatic affect analyzer?
2) How should the data carried by multiple channels be
fused to achieve a human-like performance in recog-
nizing affective states?
3) How should temporal aspects of the information car-
ried by multiple channels be handled?
4) How can automated human affect analyzers be made
more sensitive to the context in which they operate
(i.e., to the current situation and user)?
Modalities: Though one could expect that automated
human affect analyzers should include all human interactive
modalities (sight, sound, and touch) and should analyze
all nonverbal interactive signals (facial expressions, vocal
expressions, body gestures, and physiological reactions),
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Fig. 1. Architecture of an “ideal” automatic analyzer of human
affective feedback.
the reported research does not confirm this finding. The
visual channel carrying facial expressions and the auditory
channel carrying vocal intonations are widely thought of
as most important in the human recognition of affective
feedback [24]. According to Mehrabian [71], whether the
listener feels liked or disliked depends only for 7% on the
spoken word, for 38% on vocal utterances, and for even
55% on facial expressions. This indicates that, while judging
someone’s affective state, people rely less on body gestures
and physiological reactions displayed by the observed
person; they rely mainly on his facial expressions and vocal
intonations. As far as body gestures are concerned, as much
as 90% of body gestures are associated exclusively with
speech [68]. Hence, it seems that they play a secondary role
in the human recognition of affective states. As far as phys-
iological signals are concerned, people commonly neglect
these, since they cannot sense them at all times. Namely,
in order to detect someone’s clamminess or heart rate, the
observer should be in a physical contact (touch) with the
observed person. Yet the research in psychophysiology has
produced firm evidence that affective arousal has a range
of somatic and physiological correlates such as pupillary
diameter, heart rate, skin clamminess, temperature, respira-
tion velocity, etc. [12]. However, the integration of tactile
channels carrying physiological reactions of the monitored
subject into an automated human affect analyzer requires
wiring the subject, which is usually perceived as being
uncomfortable and unpleasant. Though the recent advent
of nonintrusive sensors and wearable computers opened up
possibilities for less invasive physiological sensing [64], yet
another problem persists: currently available skin sensors
are very fragile, and the accuracy of the measurements is
commonly affected by hand washing and the amount of gel
used [12]. In summary, automated affect analyzers should
at least combine modalities for perceiving facial and vocal
expressions of attitudinal states. Optionally, if provided with
robust, nonintrusive sensory equipment, they could also
include the modality for perceiving affective physiological
reactions (see Fig. 1).
Multisensory Information Fusion: The performance of a
multimodal analyzer of human affective feedback is not only
influenced by the different types of modalities to be inte-
grated; the abstraction level at which these modalities are
to be integrated/fused and the technique which is to be ap-
plied to carry out multisensory data fusion are clearly of
the utmost importance as well. If the goal is to ensure that
HCI approaches the naturalness of human–human interaction
[65], [105], then the ideal model for multisensory informa-
tion fusion is the human handling of the multimodal infor-
mation flow. Insight into how the modalities of sight, sound,
and touch are combined in human–human interaction can be
gained from neurological studies on fusion of sensory neu-
rons [108]. Three concepts relevant to multimodal fusion can
be distinguished.
1) : The response of multisensory neurons can
be stronger for multiple weak input sensory signals
than for a single strong signal.
2) Context dependency: The fusion of sensory signals is
modulated according to the signals received from the
cerebral cortex: depending on the sensed context, dif-
ferent combinations of sensory signals are made.
3) Handling of discordances: Based upon the sensed
context, sensory discordances (malfunctioning) are
either handled by fusing sensory observations without
any regard for individual discordances (e.g., when a
fast response is necessary), or by attempting to re-
calibrate discordant sensors (e.g., by taking a second
look), or by suppressing discordant and recombining
functioning sensors (e.g., when one observation is
contradictory to another).
Hence, humans simultaneously employ the tightly cou-
pled modalities of sight, sound, and touch [68]. As a result,
analysis of the perceived information is highly robust and
flexible. Several studies confirmed that this tight coupling of
different modalities persists when the modalities are used for
multimodal HCI [17], [18], [81].
A question remains, nevertheless, as to whether such a
tight coupling of multiple modalities can be achieved using
the theoretical and computational apparatus developed in the
field of sensory data fusion [26], [45]. As illustrated in Fig. 2,
fusion of multisensory data can be accomplished at three
levels: data, feature, and decision level. Data-level fusion
involves integration of raw sensory observations and can be
accomplished only when the observations are of the same
type. Since the monitored human interactive signals are of dif-
ferent nature and are sensed using different types of sensors,
data-level fusion is, in principle, not applicable to multimodal
HCI. Feature-level fusion assumes that each stream of sen-
sory information is first analyzed for features and then the
detected features are fused. Feature-level fusion retains less
detailed information than data-level fusion, but it is also less
prone to noise and sensor failures, and, most importantly,
it is the most appropriate type of fusion for tightly coupled
and synchronized modalities. Though many feature-level
techniques like Kalman fusion, artificial neural networks
(ANN) based fusion, and hidden Markov models (HMM)
based fusion have been proposed [26], [105], decision-level
(i.e., interpretation-level) fusion is the approach applied most
often for multimodal HCI [65], [88], [105]. This practice may
follow from experimental studies that that have shown that a
late integration approach (i.e., a decision-level fusion) might
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Fig. 2. Fusion of multiple sensing modalities. (a) Data-level fusion integrates raw sensory data.
(b) Feature-level fusion combines features from individual modalities. (c) Decision-level fusion
combines data from different modalities at the end of the analysis.
provide higher recognition scores than an early integration
approach (e.g., [100]). The differences in the time scale of the
features from different modalities and the lack of a common
metric level over the modalities add and abet the underlying
inference that the features from different modalities are not
sufficiently correlated to be fused at the feature level. Yet it is
almost certainly incorrect to use a decision-level fusion, since
people display audio, visual, and tactile interactive signals in a
complementary and redundant manner. Inorder toaccomplish
a multimodal analysis of human interactive signals acquired
by multiple sensors, which resembles human processing of
such information, input signals cannotbeconsideredmutually
independent and cannot be combined only at the end of the
intendedanalysis.The inputdata shouldbeprocessed ina joint
feature space and according to a context-dependent model.
Temporal Information: Each observation channel, in gen-
eral, carries information at a wide range of time scales. At
the longest time scale are static and semipermanent signals
like bony structure, fat deposits, metabolism, and phonetic
peculiarities like accent. Those signals provide a number of
social cues essential for interpersonal communication in our
everyday life. They mediate person identification and gender,
and provide clues on a person’s origin and health. At shorter
time scales are rapid behavioral signals that are temporal
changes in neuromuscular and physiological activity that can
last from a few milliseconds (e.g., a blink) to minutes (e.g.,
the respiration rate) or hours (e.g., sitting). Among the types
of messages communicated by rapid behavioral signals are
the following:
1) affective and attitudinal states (e.g., joy, inattention,
frustration);
2) emblems (i.e., culture-specific communicators like a
wink or thumbs up);
3) manipulators (i.e., actions used to act on objects in
the environment or self-manipulative actions like
scratching and lip biting);
4) illustrators (i.e., actions accompanying speech such as
finger pointing and raised eyebrows);
5) regulators (i.e., conversational mediators such as the
exchange of a look, palm pointing, head nods, and
smiles).
In general, rapid behavioral signals can be recognized
from 40-ms video frames and 10-ms audio frames. Yet the
ability to discriminate subtle affective expressions requires a
comparison over time. Namely, changes in human behavior
observed in a time instance may be misinterpreted if the tem-
poral pattern of those changes is not taken into account. For
example, a rapid frown of the eyebrows, denoting a difficulty
with understanding discussed matters, could be misinter-
preted for an expression of anger if the temporal pattern of
behavioral changes, indicating attentiveness to the discussed
subject, is not taken into account. In addition, performing
both time-instance and time-scale analysis of the information
carried by multiple observation channels could be extremely
useful for handling sensory discordances and ambiguities
in general. This assumption bears on the existence of a
certain grammar of neuromuscular actions and physiological
reactions: only a certain subclass of these actions/reactions
with respect to the currently encountered action/reaction
(time instance) and the previously observed actions/reactions
(time scale) is plausible. Thus, by considering the previously
observed affective states (time scale) and the current data
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carried by functioning observation channels (time instance),
a statistical prediction might be derived about both the current
affective state and the information that have been lost due to
malfunctioning or inaccuracy of a particular sensor.
Context Dependency: Rapid behavioral signals can be
subdivided further into the following classes:
1) reflex actions under the control of afferent input (e.g.,
backward pull of the hand from a source of heat,
scratching, squinting the eyes when facing the sun,
etc.);
2) rudimentary reflex-like (impulsive) actions that appear
to be controlled by innate motor programs and might
accompany affective expressions (e.g., wide-open eyes
by encountering an unexpected situation) and less dif-
ferentiated information processing (e.g., orienting in
space);
3) adaptable, versatile, and culturally and individually
variable spontaneous actions that appear to be medi-
ated by learned motor programs and form a firm part
of affective expressions (e.g., smile of greeting or at a
joke, raised eyebrows in wonder, etc.);
4) malleable and culturally and individually variable in-
tentional actions that are controlled by learned motor
programs and form a part of affective expressions (e.g.,
uttering a spoken message by raising the eyebrows,
shaking hands to get acquainted with someone, tap-
ping the shoulder of a friend in welcome, etc.).
Thus, some of the rapid behavioral signals demand rel-
atively little of a person’s information processing capacity
and are free of deliberate control for their evocation, while
others demand a lot of processing capacity, are consciously
controlled, and are governed by complex and culturally
specific rules for interpersonal communication. While some
rapid behavioral signals belong exclusively to one class
(e.g., scratching), others may belong to any of the classes
(e.g., squinted eyes). It is crucial to determine to which class
a shown behavioral signal belongs, since this influences the
interpretation of the observed signal. For instance, squinted
eyes may be interpreted as sensitivity of the eyes if this
action is a reflex, as an expression of hate if this action is
displayed unintentionally, or as an illustrator of friendly
anger on friendly teasing if this action is displayed intention-
ally. To determine the class of an observed rapid behavioral
signal and to interpret it in terms of affective/attitudinal
states, one must know the context in which the observed
signal has been displayed. In other words, it is necessary to
know the interpretation of the observed behavioral signals
that the expresser himself associates with those signals
in the given situation (i.e., given the expresser’s current
environment and task).
Ideal Human Affect Analyzer: In summary, we conceive
an “ideal” automatic analyzer of human nonverbal affective
feedback to be able to emulate at least some of the capabili-
ties of the human sensory system and, in turn, to be the fol-
lowing (see Fig. 1):
1) multimodal (modalities: facial expressions, vocal into-
nations, and physiological reactions);
2) robust and accurate (despite auditory noise, the frail-
ness of skins sensors, occlusions, and changes in
viewing and lighting conditions);
3) generic (independent of variability in subjects’ phys-
iognomy, sex, age, and ethnicity);
4) sensitive to the dynamics (time evolution) of displayed
affective expressions (performing time-instance and
time-scale analysis of the sensed data, previously com-
bined by a multisensory feature-level data fusion);
5) context-sensitive (performing application- and task-
dependent data interpretation in terms of user-profiled
affect/attitude interpretation labels).
III. THE STATE OF THE ART
This section will survey current state of the art in the ma-
chine analysis of the human affective feedback problem do-
main. Rather than presenting an exhaustive survey, this sec-
tion focuses on the efforts recently proposed in the literature
that had not been reviewed elsewhere or had the greatest im-
pact on the community (as measured by, e.g., coverage of the
problem domain, citations, and received testing).
Relatively few of the existing works combine different
modalities into a single system for human affective state
analysis. Examples are the works of Chen et al. [15], [16],
De Silva and Ng [29], and Yoshitomi et al. [122], who
investigated the effects of a combined detection of facial
and vocal expressions of affective states. Virtually all other
existing studies treat various human affective cues separately
and present approaches to automatic single-modal analysis
of human affective feedback.
Though a tactile computer-sensing modality for more nat-
ural HCI has been explored recently with increasing interest
[65], [77] and although the research in psychophysiology has
produced firm evidence that affective arousal has a range of
somatic and physiological correlates [12], only a single work
aimed at automatic analysis of affective physiological sig-
nals has been found in the existing body of literature: the
work presented by Picard et al. [91]. The lack of interest
in this research topic might be in part because of the lack
of interest by research sponsors and in part because of the
manifold of related theoretical and practical open problems.
The pertinent problematic issues concern the following: the
application of haptic technology might have a profound im-
pact on the users’ fatigue if done improperly [77]; currently
available wearable sensors of physiological reactions imply
wiring the subject, which is usually experienced as uncom-
fortable; skin sensors are very fragile and their measuring
accuracy is easily affected [12].
The work of Picard et al. [91] concerns automatic recog-
nition of eight user-defined affective states (neutral, anger,
hate, grief, platonic love, romantic love, joy, and reverence)
from a set of sensed physiological signals. Data have been
collected over a period of 32 days from an actress intention-
ally expressing eight affective states during daily sessions
(data obtained in 20 days have been used for further experi-
ments). Five physiological signals have been recorded: elec-
tromyogram from jaw (coding the muscular tension of the
jaw), blood volume pressure (BVP), skin conductivity, respi-
ration, and heart rate calculated from the BVP. A total of 40
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features has been used: 30 statistical features (for each raw
signal, they calculated six statistical features such as mean
and standard deviation) and ten features like mean slope of
the skin conductivity, heart rate change, and power spec-
tral density characteristics of the respiration signal. For emo-
tional classification, an algorithm combining the sequential
floating forward search and the Fisher projection has been
used, which achieves an average correct recognition rate of
81.25%. As reported by Picard et al. , the features extracted
from the raw physiological signals were highly dependent on
the day the signals were recorded. Also the signals have been
recorded in short (3 min) sessions.
The survey presented here is divided further into three
parts. The first part is dedicated to the work done on the au-
tomation of human affect analysis from face images, while
the second part explores and compares automatic systems for
recognition of human affective states from audio signal. The
third part of this survey focuses on the past efforts toward au-
tomatic bimodal analysis of human affective feedback from
facial and vocal expressions.
A. Automatic Affect Recognition From Face Images
The major impulse to investigate automatic facial expres-
sion analysis comes from the significant role of the face in our
emotional and social lives. The face provides conversational
and interactive signals which clarify our current focus of
attention and regulate our interactions with the surrounding
environment and other persons in our vicinity [95]. As
noted previously, facial displays are our direct, naturally
preeminent means of communicating emotions [58], [95].
Automatic analyzers of subtle facial changes, therefore, seem
to have a natural place in various vision systems including
the automated tools for psychological research, lip reading,
videoconferencing, animation/synthesis of life-like agents,
and human-behavior-aware next-generation interfaces. It
is this wide range of principle driving applications that
has caused an upsurge of interest in the research problems
of machine analysis of facial expressions. For exhaustive
surveys of the pertinent problem domain, readers are referred
to the following: Samal and Iyengar [97] for an overview
of early works; Tian et al. [112] for a review of techniques
for detecting micro facial actions [action units (AUs)]; and
Pantic and Rothkrantz [85] for a survey of current efforts.
The problem of machine recognition of human affective
states from images of faces includes three subproblem areas:
finding faces, detecting facial features, and classifying these
data into some affect categories.
The problem of finding faces can be viewed as a segmen-
tation problem (in machine vision) or as a detection problem
(in pattern recognition). Possible strategies for face detection
vary a lot, depending on the type of input images. The existing
systems for facial expression analysis process either static
face images or face image sequences. In other words, current
studies assume, in general, that the presence of a face in the
scene is ensured. Posed portraits of faces (uniform back-
ground and good illumination) constitute input data processed
by the majority of the current systems. Yet, in many instances,
the systems do not utilize a camera mounted on the subject’s
head, asproposed by Otsukaand Ohya[80]andby Pantic [84],
[87], which ascertains correctness of that assumption. Though
much progress has been recently made in the development of
vision systems for robust face detection in arbitrary scenes
[120], except the works reported in [39] and [48], presently
existing systems for facial affect recognition do not perform
automatic face detection in an arbitrary scene.
The problem of facial feature extraction from input images
may be divided into at least four dimensions.
1) Are the features extracted in an automatic way?
2) Is temporal information (image sequence) used?
3) Are the features holistic (spanning the whole face) or
analytic (spanning subparts of the face)?
4) Are the features view- or volume based [two-dimen-
sional (2-D) or three-dimensional (3-D)]?
Giventhisglossary,mostof theproposedapproaches tohuman
affect analysis in facial images are directed toward automatic,
static, analytic, 2-D facial feature extraction. Still, many of the
proposed systems do not extract facial information in an au-
tomatic way (see Table 1). Although the techniques for facial
affect classification employed by these systems are relevant to
the present goals, the systems themselves are of limited use for
machine human affect analysis, as analyses of human interac-
tive signals should be fully automatic and preferably achieved
in real time to obtain fluent, tight, and efficient HCI. The ap-
proaches to automatic facial-data extraction utilized by the
existing systems include analyses of:
1) facial motion (e.g., [39], [80]; see Table 1);
2) holistic spatial pattern (e.g., [33], [48], [53]);
3) analytic spatial pattern (e.g., [21], [32], [87]).
In many instances, strong assumptions are made to make the
problem of facial feature detection more tractable (e.g., im-
ages contain portraits of faces with no facial hair or glasses,
the illumination is constant, the subjects are young and of the
same ethnicity). Few of the current systems deal with rigid
head motions (examples are the systems proposed by Hong
et al. [48], Colmenarez et al. [21], and Ebine et al. [32]) and
only the method of Essa and Pentland [39] can handle distrac-
tions like facial hair (beard, moustache) and glasses. None of
the automated facial affect analyzers proposed in the litera-
ture up to date “fills in” missing parts of the observed face,
that is, none “perceives” a whole face when a part of it is oc-
cluded (e.g., by a hand or some other object). Also, though
the conclusions generated by an automated facial expression
analyzer are affected by input data certainty, except for the
system proposed by Pantic [87], none existing system for au-
tomatic facial expression analysis calculates the output data
certainty based upon an input data certainty.
Eventually, automated facial affect analyzers should termi-
nate their execution by translating the extracted facial features
into a description of the shown affective state. This descrip-
tion should be identical, or at least very close, to a human’s de-
scription of the examined facial affect. As already explained
in Section II, human interpretation of (facial) affective feed-
back depends upon both the context in which the pertinent af-
fective feedback has been observed and the dynamics (time
evolution) of displayed affective expressions. Hence, in order
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Properties of the Proposed Approaches to Automatic Affect Recognition from Face Images
to achieve a human-like interpretation of shown facial affect,
pragmatic choices (i.e., application-, user-, and task-profiled
time-scale-dependent choices) must be made regarding the
selection of moods and affective/attitudinal states to be recog-
nized by a facial affect analyzer. For instance, if the intended
application is the monitoring of a nuclear power plant oper-
ator, then the facial affect analyzer to be deployed will prob-
ably be aimed at discerning stress and inattention. In addi-
tion, facial affect display and interpretation rules differ from
culture to culture and may even differ from person to person
[95]. Hence, the interpretation of the user’s facial affect is
strongly dependent upon the affect labels that the pertinent
user associates with the patterns of his facial behavior. So,
for example, if the nuclear power plant operator distinguishes
frustration, stress, and panic as variations of the generic cat-
egory “stress,” then the facial affect analyzer to be deployed
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for the surveillance of his affect/attitude/mood should adapt
to these interpretation categories. Nonetheless, except of the
automated system proposed by Pantic [87], which classifies
facial expressions into multiple quantified user-defined inter-
pretation classes, all the existing facial expression analyzers
perform facial expression classification into a number of the
six basic emotion categories. The classification techniques
used by the existing systems include:
1) template-based classification in static images (e.g.,
[21], [33], [48], [61], [63]);
2) template-based classification in image sequences (e.g.,
[39], [80]);
3) (fuzzy) rule-based classification in static images (e.g.,
[53], [57], [84]);
4) (fuzzy) rule-based classification in image sequences
(e.g., [9], [40], [119]);
5) ANN-based classification (e.g., [47], [60], [82]);
6) HMM-based classification (e.g., [80], [126]);
7) Bayesian classification (e.g., [19], [104]).
Further, as mentioned previously, a shown facial expression
may be misinterpreted if the current task of the user is not
taken into account. For example, a frown may be displayed
by the speaker to emphasize the difficulty of the currently dis-
cussed problem and it may be shown by the listener to denote
that he did not understand the problem at issue. Yet existing
facial affect analyzers do not perform a task-dependent inter-
pretation of shown facial behavior. Finally, the timing (dy-
namics) of facial expressions is a critical factor in interpreta-
tion of facial affect [95]. However, current systems for facial
affect recognition do not analyze extracted facial information
on different time scales. Proposed interframe analyses are ei-
ther used to handle the problem of partial data or to achieve
detection of facial expression time markers (onset, apex, and
offset; short time scale). Consequently, automatic recogni-
tion of the expressed mood and attitude (longer time scales)
is still not within the range of current facial affect analyzers.
Table 1 summarizes the features of existing systems for
facial affect recognition with respect to the following issues.
1) Is the input image provided automatically?
2) Is the presence of the face assumed?
3) Is the performance independent of variability in sub-
jects’ sex, physiognomy, age, and ethnicity?
4) Can variations in lighting be handled?
5) Can rigid head movements be handled?
6) Can distractions like glasses and facial hair be han-
dled?
7) Is the face detected automatically?
8) Are the facial features extracted automatically?
9) Can inaccurate input data be handled?
10) Is the data uncertainty propagated throughout the fa-
cial information analysis process?
11) Is the facial expression interpreted automatically?
12) How many interpretation categories (labels) have
been defined?
13) Are the interpretation labels user profiled?
14) Can multiple interpretation labels be scored at the
same time?
15) Are the interpretation labels quantified?
16) Is the input processed in real time?
stands for “yes,” stands for “no,” and – represents a
missing entry. A missing entry either means that the matter
at issue has not been reported or that the pertinent matter is
not applicable to the system in question. The inapplicable is-
sues, for instance, are the issues of dealing with variations in
lighting, rigid head movements, and inaccurate facial infor-
mation in the cases where the input data were hand measured
(e.g., by [23]). Further, the value “ ” of column 3 indicates
that it is unknown whether the system in question can handle
images of an arbitrary subject (usually, this is a consequence
of the fact that the pertinent system has not been tested on
images of unknown subjects and/or on images of subjects of
different ethnicity). The value “ ” of column 3 indicates that
the surveyed system cannot handle images of subjects for
which it has not been previously trained. Finally, the value
“ ” of column 12 indicates that the system in question is not
limited to a predefined, rigid number of interpretation cat-
egories; it is “dynamic” in the sense that new user-defined
interpretation labels can be learned with experience.
In summary, current facial affect machine analysis re-
search is largely focused at attempts to recognize a small
set of posed prototypic facial expressions of basic emo-
tions from portraits of faces or nearly frontal view face
image sequences under good illumination. Yet, given that
humans detect six basic emotional facial expressions with
an accuracy ranging from 70% to 98% [7], it is rather
significant that the automated systems achieve an accuracy
of 64% to 98% when detecting three to seven emotions
deliberately displayed by 5 to 40 subjects. An interesting
point, nevertheless, is that we cannot conclude that a system
achieving a 92% average recognition rate performs “better”
than a system attaining a 74% average recognition rate when
detecting six basic emotions from face images.
In spite of repeated references to the need for a readily
accessible, reference set of images (image sequences) that
could provide a basis for benchmarks for efforts in auto-
matic facial affect analysis, no database of images exists that
is shared by all diverse facial expression research commu-
nities [37], [88], [85]. In general, only isolated pieces of
such a facial database exist, each of which has been made
and exploited by a particular facial research community. To
our best knowledge, the only example of a facial database
used by more than one facial research community is the un-
published database of Ekman–Hager facial action exemplars
[38]. It has been used by Bartlett et al. [6], Donato et al.
[31], and Tian et al. [112] to train and test their methods
for detecting facial micro actions (i.e., facial muscle actions)
from face image sequences. The facial database made pub-
licly available, but used only by Tian et al. up to now, is
the Cohn–Kanade AU-coded face expression image database
[55]. Like the database of Ekman–Hager facial action exem-
plars, it can be used as a basis for benchmarks for efforts in
the research area of facial micro action detection from face
image sequences.
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The Speech Correlates of the Prototypic (“Basic”) Emotions of Happiness, Anger, Fear, and
Sadness (Only the Auditory Variables Commonly Reported in Psycholinguistic Research
Studies Have Been Included)
This glaring lack of a common testing resource, which
forms a major impediment to comparing, resolving, and ex-
tending the issues concerned with automatic facial expres-
sion analysis and understanding, also represents our main
incentive to avoid labeling some of the surveyed systems
as being better than others. We believe that a well-defined,
validated, and commonly used database of images of faces
(both still and motion) is a necessary prerequisite for ranking
the performances of the proposed facial affect analyzers in
an objective manner. Since such a benchmark database has
not been established yet, the reader is left to rank the sur-
veyed systems according to his own priorities and based on
the overall properties of these systems that have been sum-
marized in Table 1.
B. Automatic Affect Recognition From Audio Signal
The auditory aspect of a communicative message carries
various kinds of information. If we consider the verbal part
(strings of words) only, without regarding the manner in
which it was spoken, we might miss important aspects of
the pertinent utterance and even misunderstand the spoken
message by not attending to the nonverbal aspect of the
speech. Nevertheless, in contrast to spoken language pro-
cessing, which has witnessed significant advances in the last
decade [54], the processing of “emotional” speech has not
been widely explored by the auditory research community.
Yet recent data show that the accuracy of automated speech
recognition, which is about 80% to 90% for neutrally spoken
words, tends to drop to 50% to 60% if it concerns emotional
speech [107]. The same has been shown in the case of au-
tomatic speaker verification systems [102]. Although such
findings triggered some efforts at automating human affect
recognition from speech signal, most researchers in this
field have focused on synthesis of emotional speech [72].
The problem of vocal affect analysis includes two sub-
problem areas: specifying auditory features to be estimated
from the input audio signal, and classifying the extracted data
into some affect categories.
The research in psychology and psycholinguistics pro-
vides an immense body of results on acoustic and prosodic
features which can be used to encode affective states of
a speaker (e.g., [5], [24], [42]). Table 2 lists the speech
correlates of the archetypal emotions of happiness, anger,
fear, and sadness that have been commonly reported in these
studies. The speech measures which seem to be reliable
indicators of these “basic” emotions are the continuous
acoustic measures, particularly pitch-related measures
(range, mean, median, variability), intensity, and duration.
The works on automatic affect-sensitive analysis of vocal
expressions presented in the literature up to date commonly
use this finding. The auditory features usually estimated
from the input audio signal are (see Table 3):
1) pitch (the fundamental frequency of the acoustic signal
delimited by the rate at which vocal cords vibrate);
2) intensity (the vocal energy);
3) speech rate (the number of words spoken in a time
interval; words can be identified from time-varying
spectra of harmonics, which are generated by vocal
cord vibrations and filtered as they pass through the
mouth and nose);
4) pitch contour (pitch variations described in terms of
geometric patterns);
5) phonetic features (features that deal with the types of
sounds involved in speech, such as vowels and conso-
nants and their pronunciation).
As mentioned previously, in order to accomplish a
human-like interpretation of perceived vocal affective
feedback, pragmatic choices (i.e., application-, user-, and
task-profiled time-scale-dependent choices) must be made
regarding the selection of affective/attitudinal states and
moods to be recognized by a vocal affect analyzer. Never-
theless, existing automated systems for auditory analysis
of human affective feedback do not perform a context-sen-
sitive analysis (i.e., application-, user-, and task-dependent
analysis) of the input audio signal. Also, they do not analyze
extracted vocal expression information on different time
scales. Proposed interframe analyses are used either for
the detection of suprasegmental features (such as the pitch
and intensity over the duration of a syllable, word, or
sentence, [92]) or for the detection of phonetic features [50].
Computer-based recognition of moods and attitudes (longer
time scales) from input audio signal remains, therefore,
a significant research challenge. Virtually all the existing
work on automatic vocal affect analysis performs singular
classification of input audio signals into a few emotion cat-
egories such as anger, irony, happiness, sadness/grief, fear,
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Properties of the Proposed Approaches to Automatic Affect Recognition From Audio Signal
disgust, surprise, and affection [24]. Utilized classification
techniques include:
• ANNs (e.g., [40], [50], [74], [89], [113]);
• HMMs (e.g., [56], [76], [92]);
• Gaussian mixture density models (e.g., [62]);
• Fuzzy membership indexing (e.g., [2]);
• maximum-likelihood Bayes classifiers (e.g., [30],
[56]).
Table 3 summarizes the properties of current systems for
vocal affect analysis with respect to the following.
1) Can nonprofessionally spoken input samples be han-
dled?
2) Is the performance independent of variability in sub-
jects, their sex and age?
3) Are the auditory features extracted automatically?
4) Are the pitch-related variables utilized?
5) Is the vocal energy (intensity) utilized?
6) Is the speech rate utilized?
7) Are pitch contours utilized?
8) Are phonetic features utilized?
9) Are some other auditory features utilized?
10) Can inaccurate input data be handled?
11) Is the extracted vocal expression information inter-
preted automatically?
12) How many interpretation categories (labels) have
been defined?
13) Are the interpretation labels scored in a context-sen-
sitive manner (application-, user-, task-profiled
manner)?
14) Can multiple interpretation labels be scored at the
same time?
15) Are the interpretation labels quantified?
16) Is the input processed in real time?
In general, people can recognize emotion in a neutral-con-
tent speech with an accuracy of 55%–70% when choosing
from among six basic affective states [8]. Automated vocal
affect analyzers match this accuracy when recognizing two to
eight emotions deliberately expressed by subjects recorded
while pronouncing sentences having a length of 1 to 12 words.
Nonetheless, in many instances strong assumptions are made
to make the problem of automating vocal expression analysis
more tractable. For example, the recordings are noise free,
the recorded sentences are short, delimited by pauses, and
carefully pronounced by nonsmoking actors to express the
required affective state. Overall, the test data sets are small
(one or more words or one or more short sentences spoken
by few subjects) containing exaggerated vocal expressions
of affective states. Similarly to the case of automatic facial
affect analysis, no readily accessible reference set of speech
material exists that could provide a basis for benchmarks
for efforts in automatic vocal affect analysis. In summary,
the state of the art in automatic affective state recognition
from speech is similar to that of speech recognition several
decades ago when computers could classify the carefully
pronounced digits spoken with pauses in between, but could
not accurately detect these digits if they were spoken in a
way not previously encountered and forming a part of a
longer continuous conversation.
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C. Automatic Bimodal Affect Recognition
Today there are in total four reported studies on bimodal,
audiovisual interpretation of human affective feedback.
These are the works of Chen et al. [16], De Silva and Ng
[29], Yoshitomi et al. [122], and Chen and Huang [15].
Chen et al. proposed a rule-based method for singular clas-
sification of input audiovisual data into one of the following
emotion categories: happiness, sadness, fear, anger, surprise,
and dislike. The input data utilized by Chen et al. were 36
video clips of a Spanish speaker and 36 video clips of a Sin-
hala speaker. The speakers were asked to portray each of the
six emotions 6six times using both vocal and facial expres-
sions. Based on this data set, Chen et al. defined the rules for
classification of acoustic and facial features into the pertinent
emotion categories. From the speech signals, pitch, intensity,
and pitch contours were estimated as acoustic features. Facial
features such as lowering and rising of the eyebrows, opening
of the eyes, stretching of the mouth, and presence of a frown,
furrow, and wrinkles were manually measured from the input
images. The rules for emotion classification have been eval-
uated only on the mentioned data set. Hence, it is not known
whether or not are these rules suitable for emotion recogni-
tion from audiovisual data of an unknown subject. Besides,
a quantification of the recognition results obtained by this
method has not been reported. A clear picture on the actual
performance of this method cannot be obtained, therefore,
from the research efforts presented in [16].
De Silva and Ng also proposed a rule-based method for
singular classification of input audiovisual data into one of
six emotion categories used by Chen et al. The input data
utilized by De Silva and Ng were 144 2-s-long video clips of
two English speakers. Each speaker has been asked to portray
12 emotion outbursts per category by displaying the related
prototypic facial expression while speaking a single English
word of his choice. The pertinent audio and visual material
has been processed separately. The optical flow method pro-
posed in [3] was used to detect the displacement and its ve-
locity of the following facial features: the mouth corners, the
top and the bottom of the mouth, and the inner corners of
the eyebrows. From the speech signals, pitch and pitch con-
tours were estimated by using the method proposed in [70].
A nearest-neighbor method has been used to classify the ex-
tracted facial features, and an HMM-based method has been
used to classify the estimated acoustic features into one of
the emotion categories. Per subject, the results of the classi-
fications have been plotted in a graph. Based upon the two
resulting graphs, De Silva and Ng defined the rules for emo-
tion classification of the input audiovisual material. They re-
ported a correct recognition rate of 72% for a reduced input
data set (i.e., 10% of the input samples for which the utilized
rules could not yield a classification into one of the emotion
categories were excluded from the data set). It is not known,
therefore, whether and with which precision the method of
De Silva and Ng could be used for emotion classification of
similar audiovisual data obtained by recording an unknown
subject.
The method proposed by Yoshitomi et al. represents a hy-
brid approach to singular classification of input audiovisual
data into one of the following “basic” emotion categories:
happiness, sadness, anger, surprise, and neutral. Yoshitomi
et al. utilized 100 video clips of one female Japanese pro-
fessional announcer. She was asked to pronounce a Japanese
name “Taro” while portraying each of the five emotions 20
times. This input audiovisual material has been processed
further as follows. From the speech signals, pitch, intensity,
and pitch contours have been estimated as acoustic features.
These features were classified further into one of the emotion
categories by applying an HMM-based method. Yoshitomi et
al. utilized both a visible rays (VR) camera and an infrared
(IR) camera to obtain ordinary and thermal face images, re-
spectively. From the VR and IR part of each input sample,
only two VR and two corresponding IR images were utilized
for further processing. The images correspond to the points
where the intensity of the speech signal was maximal for the
syllables “Ta” and “Ro,” respectively. The typical regions of
interest such the mouth region, the eyebrow and eye region,
etc., were extracted from each of the selected images sepa-
rately [123]. Then, each image segment has been compared
to the relevant “neutral” image segment in order to generate
a “differential” image. Based on the VR and the IR differ-
ential images, a discrete cosine transformation has been ap-
plied to yield a VR and an IR feature vector, respectively. An
ANN-based approach has been used further to classify each
of these feature vectors into one of the emotion categories.
These and the classification obtained for the speech signal
only were further summed to decide the final output cate-
gory. Yoshitomi reported a correct recognition rate of 85%
for a reduced input data set (i.e., 34% of the input samples
for which the proposed method could not yield a classifica-
tion into one of the emotion categories were excluded from
the data set). Similarly to the works reported by Chen et al.
and De Silva and Ng, it is not known whether and with which
precision the method of Yoshitomi et al. could be used for
emotion classification of audiovisual data from an unknown
subject.
Chen and Huang proposed a set of methods for singular
classification of input audiovisual data into one of the “basic”
emotion categories: happiness, sadness, disgust, fear, anger,
and surprise. They utilized 180 video sequences being about
70 samples long [19]. These data were from five subjects,
each of which displayed six basic emotions six times by pro-
ducing the appropriate facial expression right before or after
speaking a sentence with the appropriate vocal emotion.
Each of these single-emotion sequences started and ended
with a neutral expression. For facial motion tracking, Chen
and Huang utilized the Tao–Huang algorithm based upon a
piecewise Bezier volume deformation model (PBVD) [111].
First a 3-D facial mesh model embedded in multiple Bezier
volumes was constructed by manual selection of landmark
facial feature points in the first video frame (frontal view
of a neutral facial expression). Then, for each adjacent pair
of frames, the 2-D motion vectors of multiple mesh nodal
points were estimated using a multiresolution template
matching method. To alleviate the shifting problem, the
templates from both the previous and the first frame have
been used. From these motion vectors, 3-D rigid head mo-
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tions and 3-D nonrigid facial motions were computed using
a least squares estimator. The algorithm also utilized a set
of 12 predefined basic facial movements (i.e., facial muscle
actions) to describe the motions around the mouth, eyes, and
eyebrows. The final output of the algorithm was a vector
containing the strengths of these facial muscle actions. A
classifier based upon a sparse network of winnows with
naive Bayes output nodes [121] has been used further to
classify this vector into one of the emotion categories. From
the speech signals, pitch and intensity have been computed
using the ESPS get_f0 command, and the speech rate has
been found using a recursive convex-hull algorithm. These
features were classified further into one of the emotion
categories, each of which has been modeled with a Gaussian
distribution. Given that in each of the utilized video clips a
pure facial expression occurs right before or after a sentence
spoken with the appropriate vocal emotion, Chen and Huang
applied the single-modal methods described above in a se-
quential manner. They performed two types of experiments:
person-dependent and person-independent experiments. In
person-dependent experiments, half of the available data
have been used as the training data and the other half as the
test data. A 79% average recognition rate has been achieved
in this experiment. In person independent experiments, data
from four subjects have been used as the training data, and
the data from the remaining subject have been used as the
test data. A 53% average recognition rate has been reported
for this experiment.
In brief, the existing works on human affect analysis from
bimodal data assume, in general, clean audiovisual input
(e.g., noise-free recordings, closely placed microphone,
nonoccluded portraits) from an actor speaking a single word
and displaying exaggerated facial expressions of “basic”
emotions. Though audio and image processing techniques in
these systems are relevant to the present goals, the systems
themselves need many improvements if they are to be used
for a multimodal context-sensitive HCI where a clean input
from a known actor/announcer cannot be expected and a
context-independent data interpretation does not suffice.
IV. CHALLENGES AND OPPORTUNITIES
The limitations of existing systems for human affect
recognition are probably the best place to start a discussion
about the challenges and opportunities which researchers of
affective computing face. The issue that strikes and surprises
us most is that, although the recent advances in video and
audio processing make bimodal, audiovisual analysis of
human affective feedback tractable and although all agreed
that solving this problem would be extremely useful, merely
four efforts aimed at an actual implementation of such a
bimodal human affect analyzer have been reported up to
date (Section III). Further, there is no record of a research
endeavor toward inclusion of all nonverbal modalities
into a single system for affect-sensitive analysis of human
behavior. Besides the problem of achieving a deeper in-
tegration of detached visual, auditory, and tactile research
communities, there are a number of related additional issues.
A. Visual Input
The acquisition of video input for machine analysis of
human affective states concerns, at least, the detection of the
monitored subject’s face in the observed scene. The problem-
atic issue here, typical for all visual sensing including gaze,
lip movement, and facial-gesture tracking, is that of scale,
resolution, pose, and occlusion. Namely, in most real-life sit-
uations, it cannot be assumed that the subject will remain im-
movable; rigid head and body movements can be expected,
causing changes in the viewing angle and in the visibility and
illumination of the tracked facial features.
Although highly time consuming, the scale problem can
be solved as proposed by Viennet and Soulie [115], i.e.,
by forming a multiresolution representation of the input
image/frame and performing the same detection procedure
for different resolutions. To do so, however, a high spatial
resolution of the original input image/frame is necessary if
the discrimination of subtle facial changes is to be achieved.
A standard NTSC or PAL video camera provides an image
that, when digitized, measures approximately 720 480 or
720 576 pixels, respectively. Since images of 100–200
pixels form a lower limit for the detection of a face and its
expression by a human observer [13], it may be sufficient for
a typical detection/tracking of facial expressions to arrange
the camera setting so that there are at least 200 pixels across
the width of the subject’s face. The field of view can then
be about two and one-half times the width of the face. This
camera setting should be sufficient for machine recognition
of human facial affect, in which the subject is seated but
otherwise free to move his head. On the other hand, such a
camera setting may not be sufficient for the pertinent task
if the subject is free to walk in front of the camera and to
approach and move away from the camera. Hence, it would
be highly beneficial to develop strategies for extending the
field of regard while maintaining a high resolution. The
investigation and development of such strategies is the
subject of research in the field of active vision [1]. In general
terms, the objective of active camera control is to focus
sensing resources on relatively small regions of the scene
that contain critical information. In other words, the aim of
active vision systems is to observe the scene with a wide
field of view at a low spatial resolution and then to determine
where to direct high spatial resolution observations. This is
analogous to human vision in the fovea—a small depression
in the retina where vision is most acute. The fovea provides
the resolution needed for discriminating patterns of interest,
while the periphery provides broad-area monitoring for
altering and gaze control. Although the work in the field
of active vision has not been extended yet for the purposes
of face detection and tracking, it is certain that the field of
automatic facial affect analysis and affective computing in
general could highly benefit from the progress in this area
of research.
Pose and occlusion are even more difficult problems, ini-
tially thought to be intractable or at least the hardest to solve
[88]. Yet significant progress is being made using methods
for the monitored object’s representation at several orienta-
tions, employing data acquired by multiple cameras. Those
methods are currently thought to provide the most promising
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solution to the problems of pose and occlusion [88]. For an
extensive review of such methods utilized for video surveil-
lance, the reader is referred to [20]. In addition, interesting
progress is being made using statistical methods, which es-
sentially try to predict the appearance of monitored objects
from whatever image information is available. As explained
in Section II, a statistical facial expression predictor based
upon a task- and user-profiled temporal grammar of human
facial behavior could prove most serviceable for the purposes
of handling partial data within machine human affect anal-
ysis from images of faces.
Besides these standard visual-processing problems,
there is another cumbersome issue typical for face image
processing: the universality of the employed technique for
detection of the face and its features. Namely, the employed
detection method must not be prone to the physiognomic
variability and the current looks of monitored subjects. As
explained in Section II, an “ideal” automated system for
facial affect recognition should perform a generic analysis
of the sensed facial information, independently of possibly
present static facial signals like birthmarks and facial hair,
slow facial signals such as wrinkles, and artificial facial
signals like glasses and makeup. Essa and Pentland [39]
proposed such a method.
B. Audio Input
As mentioned previously, virtually all of the work done on
automating vocal affect analysis assumes a fixed listening
position, a closely placed microphone, nonsmoking actors
or radio announcers, and noise-free recordings of short,
neutral-content sentences that are delimited by pauses and
carefully pronounced to express the required affective state.
Such a clean audio input is not realistic to expect, however,
especially not in unconstrained environments in which
human affect analyzers are most likely to be deployed (mul-
timodal context-sensitive HCI and ubiquitous computing).
An obvious, necessary extension of the current research on
automatic vocal affect analysis is to extend the range of test
material to include speech samples that:
1) are naturally spoken rather than read by actors;
2) have meaningful rather than semantically neutral con-
tent (e.g., “You came late again,” rather than “What
time is it?”);
3) include rather than exclude continuous speech;
4) are drawn from a genuine range of speakers, in terms
of sex, age, smoking pattern, and social background;
5) use a range of languages.
However, the extension of the range of test material will
not provide a solution to the original problem which incited,
in the first place, the acquisition of the currently used, heavily
constrained speech material. Processing and interpreting un-
constrained audio input with minimal degradation in perfor-
mance remains a significant research challenge facing both
the speech understanding research field [54], [88] and the
affective computing research field [24], [90]. As far as the
area of affective computing is concerned, a basic problem
that needs to be solved is that of defining a better computa-
tional mapping between affective states and speech patterns.
Specifically, it is necessary to find features which can be
extracted by a computer and which, at the same time, may
be used for discerning affective states from less constrained
speech material.
The psycholinguistic research results are consistent in gen-
eral on some neutral-speech continuous acoustic correlates
of a few “basic” emotions like anger, fear, happiness, and
sadness (see Table 2). Yet, even within the research on this
small set of prototypic emotions, there are many contradic-
tory reports. For example, there is a disagreement on duration
facets of anger, fear, and happiness—some researchers report
a faster speech rate and some report a slower speech rate
(see Table 2). Furthermore, while some researchers adhere
to the standpoint that the features should be solely acoustic
and different from the phonetic features used for speech un-
derstanding, others adhere to the standpoint that acoustic and
phonetic features are tightly combined when uttering speech.
The later standpoint accedes to the assumption that it is im-
possible for us to express and recognize vocal expressions of
affective states by considering only acoustic features. There
are a number of fundamental reasons to adhere to this stand-
point. The best known example that the features which signal
affective arousal are easy to confound with the features which
are determined by linguistic rules involves questions. Ut-
tering a question gives rise to distinctive pitch contours that
could easily be taken as evidence of affective inflection if lin-
guistic context is ignored. Similar examples are turn taking
and topic introduction [69]. Another reason for considering
linguistic content in connection with the detection of affec-
tive arousal concerns the dependence of our performance
from whether we understood the linguistic content of not.
As shown by De Silva et al. [28], observers who did not
speak the Sinhala language recognized six different emotions
correctly in Sinhala spoken speech with an average of only
32.3%. Research efforts toward the inclusion of phonetic fea-
tures in vocal affect analysis have been reported in [50], [74],
and [113]. Another interesting observation is that the infor-
mation encoded in the speech signal becomes far more mean-
ingful if the pitch and intensity can be observed over the du-
ration of a syllable, word, or phrase [51], [92]. Although a
robust detection of boundaries at different levels still poses
a significant research challenge in speech processing (that
is why recognition of connected speech lingers far behind
recognition of discrete words), there is a large body of litera-
ture that could be used as a source of help while tackling the
problems of locating pauses between phrases and detecting
boundaries between words and phonemes [54].
In summary, establishing reliable knowledge about a set
of suitable features sufficient for discriminating any affective
state (archetypal or nonarchetypal) from unconstrained audio
input still lags in the distant future. In order to approach this
goal, research toward temporal analysis of both acoustic and
phonetic characteristics of spontaneous affective speech is
needed. Finally, the large gaps in “related research” headings
of the works surveyed in Table 3 indicate a detachment of the
existing auditory affect research communities. To raise the
overall quality of research in this field, a deeper integration
of currently detached research communities is necessary.
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C. Multimodal Input
An ideal analyzer of human nonverbal affective feedback
(see Fig. 1) should generate a reliable result based on mul-
tiple input signals acquired by different sensors. There are a
number of related issues, which pose interesting but signifi-
cant research challenges.
If we consider the state of the art in audio, visual, and tac-
tile processing, noisy and partial input data should be ex-
pected. An (ideal) analyzer of human nonverbal affective
feedback should be able to deal with these imperfect data and
generate its conclusion so that the certainty associated with it
varies in accordance with the input data. A way of achieving
this is to consider the time-instance versus time-scale dimen-
sion of human nonverbal communicative signals. As already
explained in Section II, there is a certain grammar of neu-
romuscular actions and physiological reactions. By consid-
ering previously observed actions/reactions (time scale) with
respect to the current data carried by functioning observation
channels (time instance), a statistical prediction and its prob-
ability might be derived about both the information that have
been lost due to malfunctioning/inaccuracy of a particular
sensor and the currently displayed action/reaction. Genera-
tive probability models such as HMM provide a principled
way of handling temporal and treating missing information.
Another alternative is to exploit discriminative methods such
as support vector machines or kernel methods [114], whose
classification performance is often superior to that of gen-
erative classifiers, in a combination with generative proba-
bility models for extracting features for use in discrimina-
tive classification [52]. Yet such a temporal analysis also in-
volves untangling the grammar of human behavior, which
still represents a rather unexplored topic even in the psycho-
logical and sociological research areas. The issue that makes
this problem even more difficult to solve in a general case is
the dependency of a person’s behavior on his/her personality,
cultural and social vicinity, current mood, and the context in
which the observed behavioral cues were encountered. One
source of help for these problems is machine learning: rather
than using a priori rules to interpret human behavior, we can
potentially learn application-, user-, and context-dependent
rules by watching the user’s behavior in the sensed context
[88]. Though context sensing and the time needed to learn
appropriate rules are significant problems in their own right,
many benefits could accrue from such an adaptive affect-sen-
sitive HCI tool (Section I).
Another typical issue of multimodal data processing is
that the multisensory data are processed separately and
only combined at the end (Section III). Yet this is almost
certainly incorrect; people display audio, visual, and tactile
communicative signals in a complementary and redundant
manner. Chen et al. [16] have proven this experimentally
for the case of audio and visual input. In order to accom-
plish a human-like multimodal analysis of multiple input
signals acquired by different sensors, the signals cannot be
considered mutually independent and cannot be combined
in a context-free manner at the end of the intended analysis
(Section II). The input data should be processed in a joint
feature space and according to a context-dependent model.
In practice, however, except the acute problems of context
sensing and developing context-dependent models for com-
bining multisensory information, there are two additional
major difficulties: the size of the required joint feature space,
which is usually huge and results in a heavy computational
burden, and different feature formats and timing. A potential
way to achieve the target tightly coupled multisensory data
fusion is to develop context-dependent versions of a suitable
method such as the Bayesian inference method proposed in
[83].
D. Affect-Sensitive Interpretation of Multimodal Input
As explained in Section II, accomplishment of a
human-like interpretation of sensed human affective feed-
back requires pragmatic choices (i.e., application-, user-
and task-profiled choices). Nonetheless, as already noted,
currently existing methods aimed at the automation of
human affect analysis are not context sensitive (see also
Tables 1 and 3). Initially thought to be the research topic
that would be the hardest to solve, context sensing—that
is, answering questions such as who the user is, where
he is, and what he is doing—has witnessed recently a
number of significant advances [20], [88]. However, the
complexity of this wide-ranging problem makes the problem
of context-sensitive human affect analysis perhaps the most
significant of the research challenges facing researchers of
affective computing.
Another issue concerns the actual interpretation of human
nonverbal interactive signals in terms of affective/attitudinal
states. The existing work employs usually singular classifica-
tion of input data into one of the “basic” emotion categories
(Section III). This approach has many limitations. As men-
tioned previously, the theory on the existence of universal
emotion categories is nowadays strongly challenged in the
psychological research area (Section II). Further, pure ex-
pressions of “basic” emotions are seldom elicited; most of
the time, people show blends of emotional displays. Hence,
the classification of human nonverbal affective feedback into
a single basic-emotion category is not realistic. Automatic
analyzers of sensed nonverbal affective cues must at least
realize quantified classification into multiple-emotion cat-
egories, as proposed, for example, in [32], [53], [84], and
[124] for automatic facial affect analysis and in [2] and [74]
for automatic vocal affect analysis. Yet not all nonverbal af-
fective cues can be classified as a combination of the “basic”
emotion categories. Think, for instance, about the frustra-
tion, stress, skepticism, or boredom attitudinal states. Also,
it has been shown that the comprehension of a given emo-
tion label and the ways of expressing the related affective
state may differ from culture to culture and even from person
to person (Section II). Hence, the definition of interpretation
categories in which any set of displayed human nonverbal
affective cues can be classified is a key challenge in the de-
sign of realistic affect-sensitive monitoring tools. The lack of
psychological scrutiny on the topic makes this problem even
harder. One source of help is (again) machine learning: in-
stead of integrating rigid generic rules for the interpretation
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of human nonverbal affective feedback into the intended tool,
the system can potentially learn its own expertise by allowing
the user to define his own (context-dependent) interpretation
categories (e.g., as proposed in [57] and [87]).
E. Validation Issues
In general, validation studies on an automated system ad-
dress the question of whether the developed system does
what it should do while complying with the predefined set of
requirements. Automated analyzers of human affective feed-
back are usually envisioned as machine tools for sensing,
analyzing, and translating human communicative cues into
a description of the expressed affective state. This descrip-
tion should be identical, or at least very close, to a human’s
description of the pertinent affective state. Hence, valida-
tion studies on automated analyzers of human affective feed-
back address commonly the question of whether the inter-
pretations reached automatically are equal to those given by
human observers judging the same stimulus material. In turn,
evaluating the performance of an automated human affect
analyzer involves obtaining a set of test material coded by
human observers for ground truth (i.e., in terms of affective
states shown in the pertinent material). In order to enable
comparing, resolving, and extending the issues concerned
with automatic human affective feedback analysis, this set
of test material should be a standard, commonly used data-
base of test material.
Nevertheless, no readily accessible database of test ma-
terial that could be used as a basis for benchmarks for ef-
forts in the research area of automated human affective feed-
back analysis has been established yet. In fact, even in the
research on facial affect analysis, which attracted the interest
of many researchers and became one of the hot topics in ma-
chine vision and artificial intelligence (AI) research, there is
a glaring lack of an existing benchmark facial database. This
lack of common testing resources forms the major impedi-
ment to comparing, resolving, and extending the issues con-
cerned with automatic human affective feedback analysis and
understanding. It slowed down not only the progress in ap-
plying computers to analyze human facial and/or vocal affec-
tive feedback but also overall cooperation and collaboration
among investigators of affective computing. The benefits that
could accrue from a commonly used audiovisual database of
human affect expressions are numerous.
1) Avoiding redundant collection of facial and/or vocal
expression exemplars can reduce research costs: inves-
tigators can use one another’s exemplars.
2) Having a centralized repository for retrieval and ex-
change of audio and/or visual training and test mate-
rial can improve research efficiency.
3) Maintaining various test results obtained for a refer-
ence audio and/or visual data set and, hence, providing
a basis for benchmarks for research efforts can in-
crease research quality. This would also reduce the
currently existing abundance of reports presenting
rather insignificant achievements.
Thus, the establishment of a readily accessible, benchmark
audiovisual database of human affect expressions has be-
come an acute problem that needs to be resolved if fruitful
avenues for new research in affective computing are to be
opened. A number of issues make this problem complex and,
in turn, rather difficult to tackle.
Which objects should be included into such an audiovisual
database so that it meets multiple needs of scientists working
in the field? Facial expression is an important variable for
a large number of studies in computer science (lipreading,
audiovisual speech and face synthesis, etc.; see Section I)
as well as for research in behavioral science, psychology,
psychophysiology, anthropology, neurology, and psychiatry
[37]. While motion records are necessary for studying
temporal dynamics of facial behavior, static images are
important for obtaining configurational information about
facial expressions [37]. Hence, the benchmark database
should include both still and motion images of faces. For
their relevance in evaluating the achievements in tackling
past and present challenges in automatic human affect anal-
ysis, images of nonoccluded and partially occluded faces
in various poses acquired under various lighting conditions
should be included. In order to support both the research
efforts directed toward specific monodisciplinary research
goals and the integration of research efforts done in various
fields including lipreading, facial, vocal, and audiovisual
human affect recognition, the database should include all
video recordings of silent subjects, audio recordings of
speech and other vocalizations, and audiovisual recordings
of speaking subjects. Another important variable is the
distinction between deliberate actions performed on request
versus spontaneous actions not under volitional control.
Examples of both categories should be included in the
database in order to study the essential question of the dif-
ference between these expressions. Examples of prototypic
emotional expressions defined in classic studies on emotion
(e.g., [5], [8], [58]) should be made available. To facilitate
experiments directed toward alternative approaches to
human affect expression interpretation (e.g., application-
and/or user-profiled interpretation), expressions in which
only some components of prototypic expressions are present
should be also included in the database.
A crucial aspect of the benchmark database of human
affect expressions is the metadata that is to be associated
with each database object and to be used as the ground truth
in validating automated human affect analyzers. For general
relevance, the images should be scored in terms of facial
muscle actions such as the facial AUs defined in Ekman
and Friesen’s FACS system [36] and used as a standard
measure of activity in the face [37]. The interpretations
of displayed (facial and/or vocal) expressions in terms of
affective state(s) should be associated with each database
object. For spontaneous expressions, the associated meta-
data should also identify the conditions under which the
expression has been elicited. This provision is important,
since the eliciting circumstances can produce different types
of expressions (e.g., a conversation versus listening and/or
watching stimulus material alone).
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How should objects and the related metadata be collected
for inclusion into the benchmark audiovisual database?
First, several technical considerations for the database
should be resolved including criteria for sensor data rates
(i.e., field of sensing, spatial resolution, and frame rate),
data formats, and compression methods. The choice should
enable sharing the database between different research
communities all over the world. Further, the database
objects should represent a number of demographic variables
including ethnic background, gender, and age, and should
provide a basis for generality of research findings. For each
category of database objects, audio and/or visual recordings
of several individuals should be included in order to avoid
effects of the unique properties of particular people. For the
acquisition of deliberate actions performed on request, the
recorded subjects should be either experts in production of
facial and/or vocal expressions (e.g., individuals having a
formal training in using FACS, behavioral scientists) or indi-
viduals being instructed by such experts on how to perform
the required expressions. For spontaneous expressions, the
decision should be made about how to acquire this kind of
data. The problematic issue here is that hidden recordings,
which promise the acquisition of truly spontaneous behavior
of people in their usual environment, are privacy intruding
and unethical. Given the large number of expressions that
should be included into the database, provision should be
made for individual researchers to add their own research
material to the database. However, a secure handling of such
additions has to be facilitated. At least, an automatic control
of whether an addition matches the specified technical and
other formats defined for the database objects should be
realized.
A number of issues should be taken into account when
generating the metadata to be associated with the database
objects. Humans detect six basic emotional expressions in
face images and/or neutral-content speech with an accu-
racy ranging from 55% to 98% [7], [8]. Thus, human ob-
servers may sometimes disagree in their judgments, and they
may make mistakes occasionally. Since validation studies
on automated analyzers of human affective feedback ad-
dress commonly the question of whether the interpretations
reached automatically are equal to those given by human
observers judging the same stimulus material, the valida-
tion of an automated system is only as sound as the validity
of the metadata associated with test samples. It is necessary,
therefore, that the consensus of the experts involved in gen-
erating metadata to be associated with the database objects
is excessive. Yet this is by no means an easily achievable
goal. First, it is extremely difficult to ascertain whether the
human experts involved in generating metadata are suffi-
ciently concentrated on their task. Second, the facial and
vocal affect analyses are perhaps tasks that always yield in-
consistencies, even between the judgments made by a single
human observer in two successive analyses of the same stim-
ulus material. A source of help for these problems would be
the usage of more accurate means for recognizing facial and
vocal expressions such as measures of muscular electrical
activity to double-check human visual and auditory judg-
ments of stimulus material. However, this involves wiring
the subjects, and that, in turn, results in visual occlusions
of recorded facial expressions. Perhaps the only available
means for addressing these problems is, therefore, the in-
volvement of many human experts in the task of generating
metadata to be associated with the database objects. This,
however, implies occupying valuable time of many trained
human observers for a longer period, and that, in turn, might
trigger unwillingness of behavioral science research com-
munities to participate in the process of establishing the
subject audiovisual benchmark database.
How does one construct and administer such a large
audiovisual database? How does one facilitate efficient,
fast, and secure retrieval and inclusion of objects consti-
tuting this database? The benchmark audiovisual database
envisioned in this section could be valuable to hundreds
or even thousands of researchers in various scientific areas
if it would be easy to access and use. A relaxed level of
security, which allows any user a quick access to the data-
base and frees database administrators of time-consuming
identity checks, can attain such an easy access. Yet, in this
case, nonscientists such as journalists and hackers would
be able to access the database. If the database is likely to
contain images that can be made available only to certain
authorized users (e.g., images of psychiatric patients with
emotional disorders), then a more comprehensive security
strategy should be used. For example, a mandatory mul-
tilevel access control model could be used in which the
users can get rights to use database objects at various se-
curity levels (e.g., confidential, for internal use only, no
security, etc.) [37]. However, the usage of any such access
control model implies that the database would neither be
easily accessible nor be easily usable. Hence, perhaps the
best strategy would be to encourage primary researchers
to include into the database just the recordings (imagery
and/or speech samples) without restriction on use and then
to allow a relaxed level of access control as just described.
Another important issue is the problem of secure inclusion
of objects into the database. For this purpose, procedures
for determining whether a recording to be added matches
the specified technical and other formats defined for the
database objects need to be developed. Other important is-
sues that should be resolved involve the following questions:
How could the performance of a tested automated system
be included into the database? How should the relationship
between the performance and the database objects used in
the pertinent evaluation be defined? How could fast and re-
liable object distribution over networks be achieved?
In summary, the development of a readily accessible,
benchmark audiovisual database, which meets multiple
needs of scientists working in the field, involves many
questions that need to be answered. We believe that these
questions could appropriately be answered only if an in-
terdisciplinary team of computer vision experts, spoken
language processing experts, database designers, and behav-
ioral scientists is set to investigate the pertinent aspects.
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V. CONCLUSION
As remarked by scientists like Nass [75], [93] and Pent-
land [88], multimodal context-sensitive (user-, task-, and ap-
plication-profiled and affect-sensitive) HCI is likely to be-
come the single most widespread research topic of the AI re-
search community. Breakthroughs in such HCI designs could
bring about the most radical change in computing world; they
could change not only how professionals practice computing,
but also how mass consumers conceive and interact with the
technology. However, many aspects of this “new generation”
HCI technology, in particular ones concerned with the inter-
pretation of human behavior at a deeper level, are not ma-
ture yet and need many improvements. Current approaches
to computer-based analysis of human affective feedback are
as follows (see Tables 1 and 3):
1) single modal (except for the audiovisual analyzers dis-
cussed in Section III-C)—information processed by
the computer system is limited either to acquired face
images or recorded speech signal; and
2) context insensitive—no attention is paid to who the
current user is, where he works, and what his current
task is.
In summary, although the fields of machine vision, audio pro-
cessing, and affective computing witnessed rather significant
advances in the past few years, the realization of a robust,
multimodal, adaptive, context-sensitive analyzer of human
nonverbal affective feedback still lies in a rather distant fu-
ture. Except the problems involved in the integration of mul-
tiple sensors and pertinent modalities according to the model
of the human sensory system and the lack of a better un-
derstanding of individual- and context-dependent human be-
havior in general, there are two additional related issues.
The first issue that could jeopardize a future wide deploy-
ment of this new HCI technology concerns the efficiency of
the pertinent HCI tools. Namely, since it is generally thought
that pervasive computing devices will be all around us in the
future [99], it will be inefficient if the user should train each
of those devices separately. The computers of our future must
know enough about the people and the environment in which
they act to be capable of adapting to the current user with a
minimum of explicit instruction [88]. A long-term way of
achieving this is the following.
1) Develop multimodal affect-sensitive HCI tools con-
forming to the recommendations provided in this paper
(Section IV), which will be able to monitor human
nonverbal behavior and to adapt to the current user
(i.e., to who he is and to what the grammar of his be-
havioral actions/reactions is), to his context (i.e., to
where he is and to what he is doing at this point), and
to the current scenario (e.g., stress sensed by a nuclear
power plant operator while he reads his e-mail is not a
cause for an alarm).
2) Make those adaptive tools commercially available to
the users who will profile them in the context in which
the tools are to be used.
3) Withdraw the trained systems after some time and
combine the stored knowledge in order to derive
generic statistical rules/models for interpretation of
human nonverbal behavior in the given context/envi-
ronment.
Although the unwillingness of people to participate in such a
privacy-intruding large-scale project is a significant problem
in its own right, this approach could resolve many intriguing
questions. The most important is that this could resolve the
social impact of interaction in electronic media, that is, the
effects of computing and information technology on our in-
teraction patterns and related behavior and on our social and
cultural profile.
Another issue that might jeopardize a future wide deploy-
ment of the pertinent HCI technology concerns the design of
the HCI tools in question. Computer technology and espe-
cially affect-sensitive monitoring tools might be perceived as
“big brother is watching you” tools. As remarked by Schnei-
derman [103], a large proportion of the population would in
fact be terrified by the vision of the universal use of com-
puters in the coming era of ubiquitous computing. Therefore,
the actual deployment of context-sensitive multimodal HCI
tools proposed in this paper will only be attainable if the de-
sign of those tools will not:
1) invade the user’s privacy (the pertinent HCI tools’ ca-
pacity to monitor and concentrate information about
somebody’s behavior must not be misused);
2) cause the user to worry about being unemployed (air-
traffic or production controllers do not want computer
programs that could cause their layoff but help them in
performing their job faster and/or more accurately);
3) reduce the user’s professional responsibility (insisting
on the “intelligent” capabilities of computing devices
could have negative effects like blaming machines for
our own poor performance or seeing machines as infal-
lible devices instead of tools that can merely empower
us by retrieving and processing information faster and
according to our own preferences and the context in
which we act).
Multimodal HCI tools envisioned in this paper could en-
able the development of smart, perceptually aware environ-
ments that can adapt to their users, recognize the context in
which they act, understand how they feel, and respond ap-
propriately. They might represent the coming of human-like
(natural) HCI and the means for determining the impact the
information technology has on our social behavior. Yet we
should recognize that the realization of this human-centered
HCI technology still lies in a relatively distant future and that
its commercialization and actual deployment depends upon
its user-friendliness and trustworthiness.
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