Methods have been proposed to re-design a clinical trial at an interim stage in order to increase power. In order to preserve the type I error rate, methods for unplanned design-change have to be defined in terms of non-sufficient statistics and this calls into question their efficiency and the credibility of conclusions reached. We evaluate schemes for adaptive re-design, extending the theoretical arguments for use of sufficient statistics of Tsiatis & Mehta (2003) and assessing the possible benefits of pre-planned adaptive designs by numerical computation of optimal tests; these optimal adaptive designs are concrete examples of optimal sequentially-planned sequential tests proposed by Schmitz (1993). We conclude that the flexibility of unplanned adaptive designs comes at a price and we recommend that the appropriate power for a study should be determined as thoroughly as possible at the outset. Then, standard error-spending tests, possibly with unevenly-spaced analyses, provide efficient designs, but it is still possible to fall back on flexible methods for re-design should study objectives change unexpectedly once the trial is under way.
Introduction
There has been much recent interest in adaptive methods for modifying the power, or conditional power, of a clinical trial at an interim stage. Such adaptation may be in response to external developments or to information arising in the study itself. We shall consider changing the alternative at which a specified power is to be attained. This should not be confused with 're-estimating' the sample size needed to meet a fixed power requirement as more is learnt about a nuisance parameter that governs the necessary sample size; see for example Wittes & Brittain (1990) or, for updating sample size in a group sequential test, Denne & Jennison (2000) . Adaptive strategies have also been proposed for changing the treatment definition or the primary response, switching between tests for superiority and non-inferiority, or response-dependent randomisation to reduce the number of subjects on an inferior treatment. Many of these adaptations can be accommodated in non-adaptive group sequential tests and are essentially orthogonal to the issues we consider here.
Suppose represents the improvement in efficacy offered by a new treatment and a study has been designed to test There may, instead, be completely internal reasons to re-design a study, in view of interim data on the primary endpoint. It could be deemed appropriate to increase the remaining sample size if continuing as planned would give low conditional power under ) 0
. Alternatively, when an interim estimate 1 below is reported, investigators may realise that, although 1 is lower than the effect size expected or hoped for, it still represents a worthwhile improvement and they would like to extend the study to ensure that high power is achieved under such an effect size. Monitoring a study by repeated confidence intervals, as described by Jennison & Turnbull (1989) , gives flexibility to modify criteria for early stopping, but this approach still assumes adherence to a specified sampling plan; attaining power 2 3
at an alternative closer to the null hypothesis necessitates an increase in sample size.
Special methods are needed to preserve a type I error probability of if sample size is changed on the basis of observed data. Bauer & Köhne (1994) propose twostage designs in which
4
-values calculated separately from the two stages are combined through Fisher's (1932) method; this allows great flexibility in adapting the second stage to interim data but, to be valid, the method must be adopted at the outset. More recently, Proschan & Hunsberger (1995) , Cui et al. (1999) , Fisher (1998) , Shen & Fisher (1999) and Müller & Schäfer (2001) , among others, have proposed a variety of methods that preserve the type I error rate despite completely unplanned design changes. Although differing in appearance and derivation, these methods are closely related as each preserves the conditional type I error probability whenever the design is modified; Jennison & Turnbull (2003) prove this must be the case for any unplanned re-design that maintains the overall type I error rate.
Several authors explain adaptive re-design in terms of a weighting factor for later observations; thus, the responses of different subjects are weighted unequally and decisions are not functions of the sufficient statistic for . Failure to observe the principle of sufficiency (Cox & Hinkley, 1974, §2. 3) raises questions about both the statistical efficiency of the experimental designs and the credibility of reported results. In an analysis of selected examples, Jennison & Turnbull (2003) show that adaptive sampling rules can be much less efficient than standard group sequential tests. Tsiatis & Mehta (2003) give a formal proof that any adaptive test using a non-sufficient statistic can be out-performed by a sequential test using the sufficient statistic; however, the sequential test they construct to do this is allowed more analyses than the adaptive test. Proponents of adaptive designs have responded to these criticisms: in a comparison of certain classes of adaptive and non-adaptive designs, Posch et al. (2003) found optimal adaptive designs to have a small advantage over their optimal non-adaptive counterparts. These adaptive designs are examples of the 'sequentially planned sequential designs' proposed by Schmitz (1993) and are implemented according to a precisely defined set of rules, a quite different prospect from the flexible schemes discussed above.
The publication of well over a hundred papers on adaptive designs in recent years indicates great enthusiasm for these methods, with potential uses well beyond the rescue of under-powered studies described by Cui et al. (1999) . In their illustrative examples, Lehmacher & Wassmer (1999) and Brannath et al. (2002) note the freedom given to investigators to re-design the remainder of a study at an interim stage. Shen & Fisher (1999) promote 'variance-spending' tests as a means to gain the benefits of low sample size for given power achieved by group sequential tests. Thach & Fisher (2002) search for optimal designs within a class of two-stage variance-spending tests. In Shen & Fisher's (1999) examples, a power curve is not decided on at the outset; instead, sample sizes are modified to aim for power 5 & under the actual effect size, as estimated from interim data. Our objectives in this paper are to illustrate and critically appraise methods of adaptive re-design for power criteria, and in particular, to answer the following questions.
Does use of non-sufficient statistics in adaptive designs automatically imply inefficiency?
How great an improvement over non-adaptive tests can the most efficient adaptive sequential tests offer, and is this large enough to justify their use in practice?
We present theoretical results which answer the first question in the affirmative and computations showing that the efficiency gains of the best possible pre-planned adaptive designs are very small. Our conclusion is that the strength of adaptive re-design lies in coping with the unexpected, in particular responding to external information that could not have been anticipated at the start of a study. The efficiency cost when adaptive methods are used to rescue an under-powered study is inescapable and we recommend that investigators avoid such problems by thinking through the power requirement carefully at the planning stage.
2 Sample size adaptation to alter power 2.1 Adaptation preserving the type I error rate Cui et al. (1999) cite instances in their experience at the U. S. Food and Drug
Administration of researchers proposing an increase in sample size during the course of a group sequential trial based on the observed sample path. In one example, a Phase III study of a drug for preventing myocardial infarction in patients undergoing coronary artery bypass graft surgery was designed to have power 0.95 to detect a 50% reduction in incidence. At an interim point, the incidence rate in the placebo group was in line with expectations, but the rate for patients receiving the drug was only 25% lower. The investigators recognised that a 25% reduction in incidence was still clinically significant, but the study had little power to detect such an effect: consequently a proposal was submitted to expand the study's sample size. However, no valid testing procedure was available to account for such an outcome-dependent adjustment of sample size.
Such events motivated Cui et al. (1999) Cui et al. (1999) suggest that a single re-design point will usually suffice but the method easily extends to more.
A key feature of this proposal is that it gives investigators freedom to decide how to modify a study at an interim point. However, in order to assess the method, it is necessary to consider specific strategies for adaptive re-design.
Example 1: Re-design in response to external information
We consider the example of a group sequential test with 5 analyses testing 
&
. Since this decision is independent of data observed in the study, one might argue that modification could be made without prejudicing the type I error rate. However, it would be difficult to prove that the data revealed at interim analyses had played no part in the decision to re-design.
We consider modifications following Cui et al.'s (1999) general method. We choose so that the conditional power under v f
given the observed value of 6 i h is equal to u y © ¦ B l
, but truncate to lie in the range 1 to 6 so that sample size is never reduced and the maximum total information is increased by at most a factor of 4. Fig. 1(a) shows that the power curve of the adaptive test lies well above that of the original group sequential design. The power 0.78 attained at g t ¦ B j P 
. This choice ensures that the power of the non-adaptive test is everywhere as high as that of the adaptive test, as seen in Fig. 1(a) , and the expected information curves of the two tests are of a similar shape. Fig. 1(b 
This can be regarded as a ratio of expected information adjusted for the difference in attained power.
The plot in Fig. 1(c) of the efficiency ratio between the two tests in our example quantifies the cost of delay in learning the study's objective as an efficiency loss of over 20% at higher values of , falling to around zero near
¥ ¦
. Values of the efficiency ratio in excess of 100 just above © ¦ reflect slightly higher power of the adaptive test, not visible to the naked eye in Fig. 1(a) . 
Example 2: Re-design in response to internal information

Discussion of examples
The positive conclusion from our examples is that adaptive methods do exist for making mid-study design modifications to meet changes in objectives due to external or internal factors while preserving the type I error rate. Although a more cost-effective design could have been chosen had the ultimate objective been known at the outset, this is not an option in the first example; moreover, it would appear that instances of under-powered studies in need of mid-course rescue continue to occur.
The negative aspect of flexible adaptive designs is their inefficiency relative to designs set up to achieve the correct power requirement at the outset. Use of non-sufficient statistics as a result of the weighting by X G d e h
in (3) has the joint distribution specified in (1). We consider group sequential tests with a maximum of E analyses where
. When the study continues at an interim analysis, the timing of the next analysis is chosen as a function of currently observed data. The set of available information levels
is to be regarded as fixed. For adaptive tests, we are interested in
non-adaptive group sequential tests are covered by the case
Denote the indices of the information levels arising in a particular realisation of the experiment by
, so that the 9 th analysis has information level
adaptive group sequential design is defined by a decision rule specifying the action at each stage. A deterministic decision rule fixes
, and then for each 9
and observed data ³ 7
it chooses an action from the following set of possibilities:
stop and accept
¡ ¢
; stop and reject
¡ £ ¢
; continue to analysis 9 x at information level
. The option of continuing is not available at analysis E . In deriving theoretical results, we allow randomised rules which correspond to probability distributions on the set of deterministic rules. We denote the set of all randomised and nonrandomised rules by 
and the expected information function
. We assume that the preferred decision is to reject
could be modified to change this threshold. Although a stronger result appears provable, we avoid technical difficulties by considering risk on a finite set
, where
. This restriction has little practical impact as one can take, say, ten million points over the range of values of interest.
We combine
is said to be inadmissible if there is a rule » "
rule which is not inadmissible is admissible.
and costs for each element of the risk vector . We shall write the Bayes risk as
where each 
, and at least two of the following hold: coincide with those of a Bayes optimal design. In § 4 we examine Bayes optimal designs and note qualitative differences between their sampling rules and those of adaptive designs based on fixed conditional power at a pre-specified or estimated effect size.
The case E ® covers non-adaptive tests and Corollary 1 tells us that nonadaptive group sequential tests with stopping rules or decision rules based on nonsufficient statistics are dominated by non-adaptive Bayes optimal designs defined in terms of sufficient statistics. The variance-spending tests of Shen & Fisher (1999) fall in this category since the sequence of information levels is fixed and it is the weights for each group of observations that are chosen adaptively; unequal weighting implies departure from a Bayes rule, and hence the variance-spending test is inadmissible. The papers by Falissard & Lellouch (1991 , 1993 propose tests which reject the null hypothesis if a boundary is crossed at a set number of successive interim analyses. In discussion reported in the first of these papers, P. Armitage notes that this procedure uses a nonsufficient statistic and T. Louis suggests it might be possible to prove this will imply the test can be dominated, as we have now done; the second paper contains references to earlier proposals of a similar nature.
If
E $ ®
, increasing the number of analyses above E adds to the available options.
Thus, for a Bayes problem, the optimal adaptive test with E $ ® analyses does no better than the optimal non-adaptive design with ® analyses. It follows that any E -analysis adaptive design using non-sufficient statistics is dominated by a non-adaptive ® -analysis design based on sufficient statistics. This conclusion is similar to the result proved by Tsiatis & Mehta (2003) are substantial, there could be a case for using pre-planned adaptive designs. Also, advantages of adaptivity might mean that sub-optimal tests using non-sufficient statistics are competitive with the best non-adaptive tests. We shall explore the extent of these possible gains from adaptivity in § 4, where we solve Bayes decision problems to find adaptive and non-adaptive designs meeting specific optimality criteria.
Computing optimal adaptive designs
The theory of § 3 shows the equivalence between the class of admissible adaptive tests and the set of Bayes optimal adaptive designs. Eales & Jennison (1992) and Barber & Jennison (2002) have exploited this correspondence in the non-adaptive setting to compute optimal frequentist tests, using backwards induction to solve an unconstrained Bayes decision problem and searching over costs in this Bayes problem to find the optimal test with a specific type I error rate and power. We have extended this computational technique to find optimal adaptive tests. 
gives the results in the middle column of These error-spending tests are easily implemented and provide flexibility to deal with unpredictable information sequences.
Incorporating adaptivity in pre-planned group sequential designs, as proposed by Schmitz (1993) , produces a small benefit. However, similar improvements are often achieved by non-adaptive designs with one extra analysis, avoiding the administrative complications of a pre-planned adaptive design.
Using adaptive methods in an unplanned manner offers flexibility to the organisers of a study but, since the sufficiency principle is contravened, there is an efficiency cost.
One argument for flexible adaptive designs is that they allow investigators to choose a study's power curve in response to early estimates of the effect size, . This may be appealing when there is uncertainty about the likely effect size and optimistic estimates are considerably larger than the minimum clinically or commercially significant effect. There is a substantial literature on sample size modification in response to estimates of a nuisance parameter, such as the variance of a normal response, which determines the sample size needed to achieve power at a specified effect size. In the 'information-based monitoring' approach described by Mehta & Tsiatis (2001) , the maximum information for an error-spending test is fixed but the target sample size is adjusted in the light of new estimates of the parameter governing the relationship between sample size and information. This process has minimal effect on the type I error rate. In principle, sample size adjustment for a nuisance parameter can be combined with modifications to increase power in view of the observed treatment effect; further study of such schemes would be helpful to assess the effect of any interplay between the two types of update.
A key role that remains for flexible adaptive methods is to help investigators respond to unexpected external events. As Müller & Schäfer (2001) and Posch et al. (2003) point out, it is good practice to design a study as efficiently as possible given initial assumptions, so the benefits of this design are obtained in the usual circumstances where no mid-course change is required. However, if the unexpected occurs, adaptive methods can be applied.
The approach based on maintaining conditional type I error probability put forward by Denne (2001) and Müller & Schäfer (2001) is particularly promising as it has the potential to be used with error-spending designs that already adapt to unpredictable information sequences.
Finally, the use of flexible adaptive methods to rescue an under-powered study should not be overlooked. While it is easy to be critical of a poor initial choice of sample size, it would be naive to think that such problems will cease to arise.
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APPENDIX 1
Proofs
Proof of Theorem 1. We refer to Chapter 2 of Ferguson (1967) for proofs of the supporting hyperplane and separating hyperplane theorems used below, as well as for background to complete class theorems which show, broadly speaking, that admissible rules are Bayes and vice versa.
We restrict attention to cases with 
, of the loss function . We shall consider sequences
is a point on the boundary of 
, and so forth.
Arguments outlined above and given more fully in the proof of Lemma A1 show that to be taken at analyses
The action at analysis zero refers to the choice of
be the probability density for Ä of the path 
. Thus, the contribution to
from sample paths followed up to at least analysis 9 can be written as
Denote the density of the path
under the assumed uniform prior distribution on by
The posterior distribution of given
denote the sum over
, we can re-write (A4) as
In the backwards induction process, the optimal decisions at analyses 
If two or more actions attain this minimum, the second criterion is applied, so we 
We wish to show that 
The term Suppose that, for sample path
, stopping does not occur before analysis
9
. Then, at analysis 9 , the conditional expectation of
, and therefore under rule
may take a different action, , at analysis
, and then proceed as ï »
, in which case we write the conditional expected loss under 
and, letting
is optimal for minimising each of
can be positive or negative on
, and
is a sequence of decision rules with 
At the next level, the fact that
from which we deduce that
Continuing this process up to ) ë shows that, in the limit, there is no contribution to
is optimal for each of
in order and, where this leaves a choice of actions, rule ï » is defined to minimise the expected contribution to
This contradicts the assumed properties of ó and the lemma is proved. 
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