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The literature speaks of a 'deluge' of scientific and research data and the importance of capturing and managing it for use beyond its original creating community, purpose and time. Data value increases as it is interconnected, networked, shared, used and re-used. This paper extends the conversation about data sharing to 'wild data', that is data generated and held outside of 'academic' or 'professional' science, as in the case of environmental voluntary groups (EVGs). Currently important data generated by these groups are likely to be inaccessible to the academic community, or any community or body outside those often-small EVGs. Although large quantities of data are often generated by EVGs, management of these data may be poor or nonexistent; and quality control of data may be haphazard and spasmodic. This article reports on a pilot project which explored the data sought, generated, stored and shared by members of EVGs. The project also investigated members' views about data management and sharing for the future. Finally, as Australian university libraries are at the forefront of research and practice to promote the better management of data created by research, the paper also explores whether there might be a collaborative role for university libraries in the management of wild data.
Background
There has been a considerable amount of research focussed on the management and more open provision of publications within the university sector in Australia and elsewhere. Much of this research has focussed on publications and repositories (Kennan, 2007; Rowlands & Nicholas, 2006 , Swan & Brown 2005 . More recently, with the rise of the concept of e-research, the focus has moved beyond the depositing, preservation and retention of publications, to include the investigation of what the researchers themselves need, and the more complex and vexed issue of Kennan, M.A., Williamson, K. & Johanson, G. (2012) Wild data: collaborative e-research and university libraries. Australian Academic & Research Libraries Vol. 43, Page 2 of 29 managing research data. Many countries, including Australia, have made significant strategic investments in developing general and discipline-specific data repositories, virtual laboratories and other shared technology-enhanced research infrastructures often known under several broad umbrella terms, such as 'eResearch', 'Cyberinfrastructure', 'eInfrastructure', 'eScience', 'eHumanities', 'eSocial Sciences' and 'The Grid' (Borgman, 2007; NCRIS Committee, 2008) .
This article focuses specifically on the data and repository aspect of eResearch. The literature speaks of a 'deluge' of scientific and research data and the importance of capturing and managing it for use beyond its original community, purpose and time (Hey & Trefethen, 2003) .
Achieving this has become much easier by means of information technology (IT) such as repositories. Data value increases as it is interconnected, networked, shared and used (Borgman, 2007) . Academic librarians have paid considerable attention in this regard (Clarke, Harrison, & Searle, 2009; Cragin, Palmer, Carlson, & Witt, 2010; Lewis, 2010; Witt, 2008; Wolski, Richardson, & Rebollo, 2011) .
The research reported in this article aims to extend this consideration to data and publications created and held outside of 'academic' or professional science by environmental voluntary groups (EVGs). These data and information, as well as the knowledge generated by these groups (the overlaps and differences between these terms will be discussed in the literature review) are not, at present, likely to be accessible to the academic community, or to any community or body outside those often small EVGs. Indeed much of the data produced by EVGs could be considered 'dark data' (Heidorn, 2009) , that is data that are 'invisible', and therefore difficult for potential users outside of the EVGs to find and use. Yet people who conduct 'research in the wild' (outside of the academy and often not as part of their professional work duties) may now and, in the future, have much to contribute to science, and research (Callon, Lascoumes, & Barthe, 2009) . Although large quantities of data are often thus generated by EVGs, management Kennan, M.A., Williamson, K. & Johanson, G. (2012) Wild data: collaborative e-research and university libraries. Australian Academic & Research Libraries Vol. 43, Page 3 of 29 of these data may be poor or non-existent. Yet these groups often make a significant contribution to the community, not least in the contribution of data. A university library with an established data repository has good reason to consider stepping in to fill the gap.
Since the generation and management of data, together with dissemination of knowledge by EVGs has not been extensively investigated, this seems to be a sine qua non. New technological developments (e.g., digital cameras, global positioning systems (GPS), mobile upload applications and digital data repositories) while providing new possibilities for data collection and management, also need to be understood in relation to individual's preferred ways of collecting and managing data, seeking information and generating knowledge.
The reported research forms the initial stage of a planned wider study focussed on these issues.
The article reports a pilot project exploring the kinds of data sought, generated, stored and shared by members of an EVG, The Australian Plants Society Victoria (APSV). The project also investigated members' views about how data can be managed and shared effectively in the future.
The Australian Native Plants Society (Australia) (ANPSA) has branches in every state. ANPSA was originally called the Society for Growing Australian Plants (SGAP). Its name change in 1998 reflected a change of emphasis from one of growing native plants, to one reflecting a broader approach which includes researching, observing and conserving. However, the emphasis of individual members varies from those who focus on the cultivation of Australian plants (prioritising gardens) and who seek social engagement with like-minded people, to those with a broader 'field naturalist' approach, and a strong scientific interest. The ANPSA also has 27
Study Groups (Australia-wide) which focus on particular species, (e.g., acacia, correa, has also been discussed as part of the hierarchy. According to Rowley (2007) , Ackoff (1989) was a key theorist with regard to the data-information-knowledge-wisdom hierarchy or pyramid.
Recently, Rowley & Hartley (2008) proposed the following definitions, based on those provided in a number of text books:
Data: "discrete, objective facts or observations, which are unorganized and unprocessed and therefore have no meaning or value because of lack of context and interpretation." (p.6) Information: "organised or structured data, which has been processed in such a way that the information now has relevance for a particular purpose or context, and is therefore meaningful, valuable, useful and relevant." (p.6) Knowledge: processes that convert information to knowledge include synthesising of multiple sources of information over time; organisation and processing to convey understanding; and internalisation with reference to cognitive frameworks. (p.6)
The key point that Rowley & Hartley made is that there is "tight coupling between these concepts" meaning that "organisations need to integrate the management of data, information and knowledge" (p.6). Indeed, Wilson (2000) stated: "Data may or may not be information depending on the state of understanding of the user." In other words it depends on the framework of understanding which the user brings to a particular datum. Thus the researchers in this project were cognisant of the fact that data, information and knowledge are not discrete terms. The terms most used in this article are 'data', which appropriately describes what is collected in the field by members of EVGs, and 'information' which reflects the understanding and value adding which takes place after background information is applied to the identification of the data collected.
Issues with scientific and research data Kennan, M.A., Williamson, K. & Johanson, G. (2012) Wild data: collaborative e-research and university libraries. Australian Academic & Research Libraries Vol. 43, Page 6 of 29 This, too, is a broad definition and, as many researchers would consider that any definition of research should contain the word systematic, the definitions for science and research are similar.
Other definitions of science are narrower and are used to differentiate the physical and natural sciences from the humanities and social sciences. For the purposes of this paper we use the terms in their broad contexts, although the data collected by APSV members would fit the category of natural science data.
Data gathered through the process of research, or to inform research, are heterogeneous.
Different disciplines have different types of data ranging from large gigabyte-scale files in crystallography through databases and spreadsheets, to small text files of interviews in humanities research (Borgman, 2007; Henty, Weaver, Bradbury, & Porter, 2008) . The data under examination for this paper include photographs of plants, observations of locations of species, recording of habitats, insects and pollinators, plant behaviour (seeding, flowering, dying), time, date and so forth. Data can be re-used to reproduce and validate original findings, to advance the original research or open another line of enquiry that may be answered by the data (Witt, 2009 ).
To re-use data, researchers need to understand its provenance, content, the conditions under which it was collected, access restrictions and many other details (Hey & Trefethen, 2008) . The heterogeneity of data can present technical and social challenges, and analysis is required of data Kennan, M.A., Williamson, K. & Johanson, G. (2012) Wild data: collaborative e-research and university libraries. Australian Academic & Research Libraries Vol. 43, Page 7 of 29 characteristics, their production, and the communication mores of the community the data serves before data management can occur (Cragin et al., 2010) . Data sharing "…is a complex social process involving trust, incentives, disincentives, risks, and intellectual property" (Borgman, 2006: 360) . For better collaborative exploration and exploitation of data, data must be better understood and managed (Karasti, Baker, & Halkola, 2006) .
In many places there is recognition that much work needs to be done to manage and conserve data. In Australia, a group of programs are involved in the development of eResearch infrastructure and services, including the development of research data commons and large data collections (NCRIS, 2011) . One such initiative is the Australian National Data Service (ANDS, http://www.ands.org.au/ ) which aims to develop collections of Australian research data into a cohesive network of research repositories by assisting Australian libraries and research data managers in creating, managing and sharing research data under well formed and maintained data management policies. The aim is to increase the amount of research data that is routinely deposited into stable, accessible and sustainable data management and preservation environments and which is available for discovery, sharing, reuse, exchange and combination (ANDS 2011a).
A barrier to this admirable goal is that studies indicate that scientists and researchers rarely have the desire, skills or resources to prepare their data for deposit or public sharing in repositories (Cragin et al., 2010; Henty et al., 2008; ) . As data management issues exist for professional researchers, the research on which this article is based began with an underlying assumption that similar issues would be faced by amateur, volunteer or citizen scientists such as members of APSV.
Volunteers, amateur and citizen science
A volunteer is a person who freely offers to do something, or a person who works for an organisation without being paid (Bell et al., 2008) . A volunteer is the opposite of professional, a professional being defined as someone who engages in a particular activity for money or to earn a living. Sometimes the term amateur is used instead of volunteer. For many volunteers the term, amateur, fails to reflect their expertise and dedication (Bell, et al., 2008) . Thus we prefer the term volunteer.
A complex range of motivations -social, cognitive and emotional -encourage volunteers to join EVGS and sustain their commitment (Bell, et al., 2008) . Examples of emotional and social motivations include two seemingly contradictory ones: the desire to be alone with nature and the desire to socialise with like-minded people (Bell, et al., 2008) . Other motivations include their passion for their interest and their desire to increase their knowledge and understanding, and promote conservation. Bell et al. (2008) found that a key strategy for ensuring volunteer satisfaction and retention in larger biodiversity projects is to demonstrate to them that their data are valuable, as is regular respectful interaction between professional scientists and volunteers at a personal level.
In earlier times, volunteer field naturalists collected data in the wild, as in the seventeenth century (Gosse, 1913) . Today volunteers collect data on a broader scale, for example, data to do with astronomy, water-flows, frog-watching, or butterfly-spotting. They use notebooks, (1874), bird migration (1749) and bird counts (1900) (Dickinson, Zuckerberg & Bonter, 2010) . The development of Internet applications now enable people to communicate, contribute to, and access data and information over distance. The asynchronous uses of technologies such as wikis and social networking tools, and processes such as crowdsourcing, have led to the development of what has become known as citizen science (Dickinson, et al., 2010) . Citizen science, the involvement of volunteers in research, has developed in many fields, notably in astronomy and large-scale biodiversity monitoring (Bell et al., 2008; Dickinson et al., 2010) .
Whilst organised citizen science is seen by the mainstream scientific community as an educating and democratising endeavour (Cooper, Dickinson, Phillips, & Bonney, 2007) , it has both philosophical and practical aspects. Citizen-science projects aim to increase participants' knowledge about science and the scientific process (Brossard, Lewenstein, & Bonney, 2005) .
Citizen scientists may directly participate in a scientific study and interact with scientists during the project. Such projects allow scientists to gather large sets of data, based on participants' observations, which can be used for research ultimately published in peer-reviewed journals.
Substantial benefits are therefore provided to all. Citizen science promotes informed debate, civic engagement and community building (Cornell Lab of Ornithology, 2011).
As in earlier times, in addition to formal citizen scientist projects are groups of volunteers who collect data to satisfy their own curiosity and interests who often belong to EVGs. These data Kennan, M.A., Williamson, K. & Johanson, G. (2012) Wild data: collaborative e-research and university libraries. Australian Academic & Research Libraries Vol. 43, Page 10 of 29 could also be used for scientific purposes. There is potential to harness data collected by these 'amateur experts' for more formal scientific purposes, while also recognising the needs, contribution and values of these people (Grove-White, et al., 2007) . This project investigates EVG members working outside the citizen science frame.
Repositories for data management
Repositories are digital libraries or digital archives with capabilities to publish on the internet.
Repositories rely on IT infrastructure, the Internet and web based software and services designed to enable researchers to upload their research output and research data and provide access to them (Kennan 2008) . Many academic libraries are using their institutional repositories, originally designed to manage and provide access to research outputs, as their starting point for data management (Lewis 2010 ).
Storing and managing data in a repository may lead to discovery and use of data by groups and disciplines outside of the original research group, leading to reuse and to possible creative and multidisciplinary generation of new knowledge (Witt, 2009) . Repositories provide the opportunity for data, collected in ways described above, to be effectively and conveniently managed, stored, shared and retrieved. Repositories contain digital content, which may be born digital or digitised. The content is varied and may include publications and other research outputs, learning materials, visual materials such as photographs and artworks, and raw data (Zuccala, Oppenheim, & Dhiensa, 2008) . Research data management is the storage and curation of data generated by research (Clarke et al., 2009) . A rigorous and disciplined approach to data management in research has been lost with the advent of the use of computer technologies, as Kennan, M.A., Williamson, K. & Johanson, G. (2012) Wild data: collaborative e-research and university libraries. Australian Academic & Research Libraries Vol. 43, Page 11 of 29 vast amounts of complex and varied data are being generated and collected, and all too often these data are lost, overlooked or discarded (Henty, et al., 2008; Witt, 2009 ).
For these reasons, data repositories are particularly important for the present project. Data from EVGs may benefit more formal research and science but EVGs do not always have the interest in developing, nor the resources required to fund, create and support repositories (Murray, 2002) .
The management of research data is arguably an important role for university libraries and their institutional repositories (Lewis, 2010; Wolski, Richardson & Rebollo, 2011) , and because the data from EVGs has the potential to contribute to the broader research cycle, academic libraries are in a position to integrate data with literature to create a world of learning that allows researchers and readers to observe the whole knowledge production cycle (Fink, Kushch, Williams, & Bourne, 2008; Hey, Tansley, & Tolle, 2009 ) . However, solutions to issues including relationship management and resourcing are not self-evident, and alternatives to be investigated include disciplinary data repositories and repositories specifically targeting EVGs, such as the Atlas of Living Australia (2011) and NatureShare (2011).
This article reports on a pilot project exploring the kinds of data sought, generated, stored and shared by members of an EVG, The Australian Plants Society,Victoria (APSV) and speculates on the potential role for university library repositories.
Research Philosophy and Method
In this pilot study, the researchers adopted an interpretivist/constructivist approach to exploring the research questions with APSV members, including what data they collected, how they managed and stored their data and disseminated information thus gathered, as well as their perceptions of data management issues. Constructivist researchers emphasise natural settings and seek to gain deep understanding of the meanings of the actors involved in the social phenomenon under study (Williamson, 2002) . The researchers' approach in this project was to look for the shared meanings of participants but, at the same time, taking note of the individual meanings emerging in different attitudes and approaches. In other words, the researchers looked for both consensus and dissonance. Within this framework, the method was broadly ethnographic in style, seeking to describe the various behaviours and approaches of the participants involved in the study.
The sample
The sample consisted of 15 members of APSV, purposively selected (Patton 1990) to include those who are particularly active in data collection in the field, are keen information seekers, or who have been involved in data management and storage in the past. Participants were recruited through the Research Officer of APSV to whom the researchers gave a list of selection criteria so that a balanced sample could be obtained. In terms of demographic criteria, the 2007 survey of APSV members (Hempel, 2007) indicated, for example, that the recruitment of mainly older participants was in keeping with the age profile of the organisation, 80% of whom were over the age of 50 at the time of the survey. Table 1 presents the demographic profile of the sample, related to three criteria. 
Data collection
Semi-structured individual interviews, lasting about one hour, were used for data collection. The open questions focussed on issues such as the types of data from the field which are important for participants to collect; and how they gather, record and store their data. Types and sources of background information were also explored. Data management and dissemination practices were very important to the investigation. Follow-up prompts were used to ensure that all the issues were well covered. They also filled in a demographic questionnaire.
Data analysis
The interviews were recorded with the permission of the interviewees and the audio-taped interviews were transcribed by an experienced transcription typist. Although the analysis undertaken does not constitute a 'grounded theory', it was influenced by the 'constructivist grounded theory' (CGT) approach of Charmaz (2003) . CGT "recognises that the viewer creates the data and ensuing analysis through interaction with the viewed" and therefore the data do not provide a window on an objective reality (p.273). This means that, although every effort is made to present the viewpoint of participants, there is acceptance that "we shape the data collection and redirect our analysis as new issues emerge." (Charmaz, 2003: 271) The analysis involved detailed categorisation/coding of the data within key themes as they emerged during the process. Given that the data set was small, the analysis was done by hand, rather than by using computer software. To link themes and categories to key quotations that might be used to support the findings, a "voice sheet" was set up for each theme. This is so Kennan, M.A., Williamson, K. & Johanson, G. (2012) & Research Libraries Vol. 43, Page 14 of 29 named because it includes the quotations ("voices") of participants. As each voice sheet was completed, an overview or summary of the data in that voice sheet was written. An example of part of a voice sheet (without summary) follows, in Table 2 . It is for the theme, 'Data Management', and includes just a few of the categories and quotations. It depends who has provided it [the information]; some are just people out in the bush, you know, friends of, and they like it, and they get it wrong, and they don't know, and so, errors creep in. (Interviewee 7)
Findings
The findings from our pilot project are rich and wide-ranging. The emphasis in this article is on those issues concerned with data collection, retention and storage, and data sharing and management. First, some further background is provided on the APSV participants, particularly focused on the reasons they gave when they were asked why they belonged to the Society. There were a number of prompts used for this question and these provide more reliable counts than those from the reasons which were spontaneously mentioned. Figure 1 presents the findings. The research identified three broad categories of APSV members: field naturalists, gardeners and those with mixed interests, a categorisation made by the researchers on the basis of the viewpoints expressed during the interviews. All interviewees had some general interest in environmental and conservation issues, as well as garden issues, but a few stood out as being very much oriented in the former direction and others appeared to have particularly the latter focus. Three participants were categorised as three field naturalists, six as having garden orientation, and six as having a mixed approach. As one participant described:
I'm interested in all natural things, animals, birds, the whole ecological system. (Interviewee 7)
Gardeners were interested in advocating Australian plants for gardens, for example: Some APSV members with a field naturalist or mixed approach seem to fit the category of volunteer scientist, with the additional few contributing data to Herbaria and other formal science projects performing the role of citizen scientists.
Collecting: Data types
To increase their own, and the collective APSV knowledge, participants collect a wide range of data. Photos were the major data type, collected by all fifteen participants. Photographs were taken for many reasons as indicated below. Participants' quotations also illustrated some of the valuable information which a photograph can provide:
Individually what I would collect is identification photos … and it's interesting because I would take photos for identification, so that's not necessarily a pretty picture for someone else. (Interviewee 11);
I'm trying to photograph all parts of the plant, so I'm looking for seeds, plant stem, leaves, underside of leaves, whatever is going to help with identification, and obviously flowers.... I've tried checklists and pieces of paper -it's too awkward and it's just a lot easier to come back and just tick in an excel spreadsheet what I've sighted in a particular area. There's something that worries me in that plant enthusiasts tend to concentrate on the attractive things ... and you tend not to record not the ordinary things and you overlook them. (Interviewee 5) It is worth remembering that popular appeal can drive research agendas as much as they have driven publishing agendas in the past; academic libraries need to be alert to them (Heery 2007) .
Collecting: methods
A wide range of equipment, from pen and paper to iPhone apps, was used to collect data. The most common (used by all participants) was the digital camera which many believed had revolutionized the collection of data in the field. Although eight participants used a GPS (and another two used one occasionally), there were mixed views about their value. However, the ability of a GPS to attach data to a particular place was valued by those familiar with them.
Maps, also used for background information, were categorically considered an important data collection tool, although they were not always considered of good quality or sufficient detail.
Hand-written notes were a mainstay form of data collection in the field for the vast majority (used by 11 and occasionally by another two). Some converted these notes into Excel spreadsheets or database files, but many retained data in these handwritten notes and notebooks. Other participants kept everything; some in an organised fashion and others is a more disorderly manner.
All participants stored their photos on their personal computers, except for one APSV member who did not have her own computer but contributed her photos (as did others) to her district group's website. Those who were asked about computer back-up used a variety of methods including memory sticks and external discs, many recognising the precarious nature of the data should a problem occur with their computer. One participant mentioned the potential for storing data on the cloud:
I now back up everything, except the photos because of the quantity, onto my Hotmail account, because it's held in cyberspace. … I've got some CDs but not all of it, and that would be distressing to lose. (Interviewee 7)
Computers were also used to enter categorised data transferred from notes or garnered from photographs, cuttings or other data (often on spreadsheets).
I've got a spread sheet which has a list of the different plants ... recording ... [for each] particular plant, whether it's sort of in flower … whether it's just come to flower or it's in full flower or it's just nearly finishing. (Interviewee 2) This participant recognised that his data, collected over four years, may have value when joined with other types of data. As Borgman (2011: 3 ) pointed out, combining datasets, such as that of
Interviewee 2, with weather data such as temperature and rainfall, might contribute to a broader debate on climate change. A crucial point is that investigators may hold data collections without realising how valuable they may be to others (p.3).
One person kept a data diary on the computer. Five people had their own, personal websites also contributing, along with the majority of participants, to the shared websites of their district and/or to the Victorian State website.
I hope to put pictures of the entire Castlemaine flora on our website eventually. So far I have done mistletoes and wattles and heath plants, orchids. (Interviewee 13)
Four people currently had their own databases (an interesting distinction here between spreadsheets and databases) and one had had a database in the past. Five participants mentioned CDs on which they stored their data, one mentioning that he was concerned with obsolescence of the medium.
Another popular method of storing data was in hand-written note form (often in folders or files), in notebooks, index files, or through book annotations (10/15), while others (6/10) saw their Kennan, M.A., Williamson, K. & Johanson, G. (2012) Wild data: collaborative e-research and university libraries. Australian Academic & Research Libraries Vol. 43, Page 20 of 29 memories as storage spaces. Two people mentioned fridges for storing data in the form of cuttings or specimens and another five referred to nurseries or herbariums in that regard.
Because you take cuttings, they've got to be kept cool, and you'll find serious collectors will allow the food to go off to keep the [cuttings] fresh. (Interviewee 7)
Many participants were aware of the advantages and disadvantages of their chosen storage methods in terms of valuable data being lost through failing memory, death of data owners and obsolescence of technology. Furthermore there is increasing data that are difficult to manage on an individual or small group level.
Academic and other professional scientists and researchers share many of the practices and concerns of the participants in regard to storing data. Professional scientists also demonstrate a wide range of orderly and disorderly data storage practices, have their own individually preferred storage methods and practices, do not have explicit data management or curation plans and practices, and have concerns about the long term preservation of their data. Those with analogue data recognise the imperative to digitise it (Henty, et al., 2008; Markauskaite, et al., 2009 ). There is uncertainty about the criteria for identifying data that can be usefully shared, the criteria for sharing data, and the level of description of data required among all researchers, volunteer and professional. Issues around managing, storing and sharing of data have themselves become an expanding area of research in the information sciences, and the social study of science field (Borgman, 2007; Borgman, 2011; Karasti et al., 2006; Tenopir, et al., 2011) .
While concerns regarding storage practices have led to the development of personal and sometimes shared data and information management systems, databases and websites among participants in this study, in the professional science these concerns have led to the development of e-science infrastructure such as data repositories in institutions such as in academic libraries, as discussed above, and by disciplines (Borgman, 2007; Borgman, 2011; Tenopir, et al., 2011) .
Furthermore much work is being undertaken to educate and train scientists and other researchers in data management and curation. Concomitant issues are discussed further below.
Connecting and sharing: Gaining and providing access to data and information
The key data management issues focus on the problems of gaining access to, as well as providing, accurate data for others. The first of these concerns access to information in the major databases, especially those provided, indirectly, through the Victorian Department of Sustainability and Environment (DSE). Participants objected to the fact that they had to pay a considerable sum to access plants data, some of which they had, themselves, supplied to DSE's Flora Information System.
To get access to information was a problem. I think in other states it's really available, but here the DSE sort of sourced out ... their database to [Name] and he had to make a living out of it. So you had to pay a lot of money to get access to [it] , which I sort of objected to in a way. (Interviewee 5)
Intertwined with gaining access was how APSV members managed and distributed their own data and knowledge. As indicated above, several people kept their own databases and spreadsheets and there was a range of web sites, developed and maintained by State and district groups, as well as individuals. There were sometimes accessibility problems with these, possibly related to the IT skills of the people involved, as the following quotation indicates.
I do have a number of websites that I produce that nobody can access for some strange reason. We're still trying to work out why Google can't find them. (Interviewee 9)
Then there was the issue of the multiplicity of approaches to data management, evident in the different databases used for storage, alluded to above.
There has not been a good way to store information. Everyone collects their own information and stores it however they can. … We all keep our own information, our own photos, and all that sort of stuff, and there's nowhere for it to go, basically, other than the DSE's Flora Information System. university libraries. Australian Academic & Research Libraries Vol. 43, Page 22 of 29 Yet again, there were several comments indicating that there were other barriers to be overcome, including time issues and people not wanting to change the way they do things now.
The software that I use is easy … I just go, here's my photos, just highlight, drag, and drop, and they're there, and then I just type next to each of them if there's anything I want. Whereas with [NatureShare] it's … it's intricate … And I just don't have time.
(Interviewee 11) Indeed, lack of time was frequently mentioned as a barrier to efficient data management. Quality control of data was another related issue, one which was mentioned by a number of interviewees.
It depends who has provided it [the information]; some are just people out in the bush, you know, friends of, and they like it, and they get it wrong, and they don't know, and so, errors creep in. (Interviewee 7) The issues regarding data and information management, raised by participants, extended beyond the electronic domain. Some participants were open about their lack of efficiency in handling their data and in disseminating their knowledge where computer and databases were not involved, at least directly.
Kennan, M.A., Williamson, K. & Johanson, G. (2012) Thus participants reported their own difficulties in gaining access to data and information in which they are interested, even where they had contributed data and information.
Furthermore they explained their reluctance to share through formal process, and they identified reasons such as lack of reciprocal access once they had contributed, lack of acknowledgement and attribution, the difficulty of preparing data for deposit in databases and repositories which may not be constructed with them or their data, values and needs in mind, as well as the time it takes to prepare data for deposit. Finally they were also concerned over quality control. These concerns are shared with other volunteer scientists (Grove-White, et al., 2007) and professional scientists (Borgman, 2007; Borgman, 2011; Tenopir, et al., 2011) .
Discussion and conclusions
The research undertaken identifies a wide variety of data collected by members of APSV, some of which may be useful to harness and use in the broader scientific or policy domains. However, like an earlier study (Grove-White, et al., 2007) , this study found that not all APSV members have the same data collection and management motivations, skills and practices.
There are two important features of the respondents to bear in mind in relation to better information management. The APSV members showed a very strong local focus and loyalty and, although willing to share, sometimes only did so on a very limited geographical scale. Another feature of the group, which contributed to lack of homogeneity, was the fact that there were no professional sanctions, no tradition of disciplinary communications, and no clear-cut body of research evidence. One deterrent to sharing more broadly was the lack of appropriate recognition and attribution as perceived by some APSV members. Some initiatives were underway for the collection, management and sharing of data, but none were currently seen by members as necessarily appropriate for their data. Very importantly, the study revealed that training and education in data management is needed for members to be able to contribute or share their data efficiently -or even at all.
Some data collected by volunteer and citizen scientists, such as the APSV members who took part in the pilot project, are undoubtedly appropriate for inclusion in larger repositories such as the Atlas of Living Australia and NatureShare. The problem is that these repositories require their contributors to collect, input and describe their data in ways not necessarily in keeping with APSV members' personal views of how these tasks should be undertaken. In other words, these repositories do not take into account the diverse human information behaviour of their contributors, in the broad sense described in the literature review. Finally, these repositories may be appropriate for bits of data, but not necessarily for the full collections of longitudinal and other data held by some members.
Data management is an increasing preoccupation for academic libraries and librarians (Lewis, 2010; Swan & Brown, 2008) . Because data from research are a major part of the global knowledge base, libraries can add value by integrating data with published literature to create a world that allows researchers and readers to see the whole knowledge production cycle (Fink et al., 2008; Hey, Tansley, & Tolle, 2009 ). Witt (2008) highlighted the relevance for data curation of library expertise in classification and description through cataloguing and metadata, as well as experience in selecting, deselecting and presenting information in an appropriate context. He also noted that many research libraries have special collections staff with expertise in the appraisal and preservation of primary source materials. Furthermore academic libraries are traditionally boundary spanning (Allen, 2005; Corrall, 2010) thus providing another advantage for data management. On the debit side, there are major issues in resourcing, provision of infrastructure and skills (Lewis, 2010) even for the library's own internal clients.
While members of EVGs do not fall within the client remit of academic libraries (except as alumni in some cases), the data they produce may be of use to academic researchers. There remain many questions regarding how volunteer and citizen science data can be made available to mainstream scientists and vice versa. A possible role for academic libraries should not be ignored in any future attempts to answer those questions, especially in rural and regional universities, where alternative repositories are lacking. While repositories dedicated to collecting environmental data such as ALA and NatureShare are to be applauded, the importance of the data generated by EVGs, such as APSV to mainstream science, suggests that there will be a role for academic libraries to play. Australian National Data Services (ANDS) are already attempting a bridging role but the enormity of the task involved requires all major players to be involved.
For example, ANDS hosts the Publish My Data service which allows Australian researchers and research organisations to publicise the existence of research collections via the Internet.
Individuals enter collection description information for collections which are already accessible online. This information is stored in the ANDS Collections Registry and is discoverable through
Research Data Australia which is a mesh of searchable web pages describing (and where possible linking to) Australian research data collections. The conundrum for members of EVGs is that to deposit data, first of all the data collection must be already be available online, and secondly depositors need passwords provided by Australian universities or other members of the Australian Access Federation (ANDS 2011b). Perhaps liaison between ANDS and data producing EVGs is another role for University Libraries?
The pilot study reported in this article indicates that there should be further research into the motivations, data generation, storage, management and sharing practices of members of different
EVGs. This should be followed by the development and evaluation of data management strategies and infrastructure that meet the needs as they are revealed. Research questions to be addressed could include "How can members of EVGs contribute data to the larger biodiversity project? What strategies will garner or enhance acceptance within EVGs of national standards in data collection, management and sharing? What skills development is required to enable this?
What types of data repositories are best placed to cater for volunteers' data?" Research participants could include members of EVGs, professional researchers, and repository owners (both university and community based). The research also indicated that education and training regarding data management would also be well received by some members of data-producing EVGs. Instruction in information literacy is seriously lacking for older citizen scientists, who are enthusiastic to learn, but who have limited access to personal tuition.
Finally, just as further research is required to bridge the gap in education and training for data management by APSV members, so further research is needed to enable all quality environmental research data to be accessible, regardless of its origins in professional or volunteer science. University libraries have the opportunity to advocate for, support, train novices in, and encourage national environmental data management.
