The encryption process for secure voice communication may degrade the speech quality when it is applied to the speech signals before encoding them through a conventional communication system such as GSM or radio trunking. This is because the encryption process usually includes a randomization of the speech signals, and hence, when the speech is decrypted, it may perceptibly be distorted, so satisfactory speech quality for communication is not achieved. To deal with this, we could apply a speech enhancement method to improve the quality of decrypted speech. However, many speech enhancement methods work by assuming noise is present all the time, so the voice activity detector (VAD) is applied to detect the non-speech period to update the noise estimate. Unfortunately, this assumption is not valid for the decrypted speech. Since the encryption process is applied only when speech is detected, distortions from the secure communication system are characteristically different. They exist when speech is present. Therefore, a noise estimator that is able to update noise even when speech is present is needed. However, most noise estimator techniques only adapt to slow changes of noise to avoid over-estimation of noise, making them unsuitable for this task. In this paper, we propose a speech enhancement technique to improve the quality of speech from secure communication. We use a combination of the Wiener filter and spectral subtraction for the noise estimator, so our method is better at tracking fast changes of noise without over-estimating them. Our experimental results on various communication channels indicate that our method is better than other popular noise estimators and speech enhancement methods.
Introduction
Secure voice communication is necessary for many applications. Transmitted speech may have sensitive and personal information of the speakers that needs to be kept confidential. For military purposes, this becomes even more important since the information may affect national security. The Global System for Mobile (GSM) technologies is mainly used for voice communications in many countries, even for military purposes. However, while they ensure confidentiality for the radio access channel, its security is not guaranteed when speech is transmitted across the switch network using standard modulation such as pulse-code modulation (PCM) and adaptive differential pulse-code modulation (ADPCM) forms [1] . To ensure the end-to-end confidentiality, the speech signals are encrypted before entering the communication systems. However, the encryption process suffers several drawbacks. First, the process may delay the transmission. Secondly, the decrypted speech may be distorted since the encryption process usually includes a randomization of the speech signals, and as a result, the speech signals may fail to reach sufficient quality. into noise and speech components for speech enhancement [27, 28] . NMF builds a noise model during non-speech periods assuming it follows a certain distribution, such as Gaussian.
Studies indicated that the Gaussian assumptions are generally not valid when we use short time windows for the processing of the speech signals. Non-Gaussian distributions are often used to instead, and SE methods are derived accordingly. In [29] , the MMSE estimator was derived by assuming the log spectral amplitude of speech to be Gaussian, hence assuming a non-Gaussian distribution for their spectral amplitude distributions. Other studies used Laplace [30, 31] and Gamma distributions [32] [33] [34] . In [35, 36] , a variant of spectral subtraction, called q-spectral subtraction, was derived by assuming that noisy speech spectra were distributed as q-Gaussian.
Another common assumption for SE is that noise is present all the time. Noise is usually estimated during the non-speech period using a voice activity detector (VAD). However, VAD usually fails when the SNR is low or when noise is non-stationary. Noise estimators are used instead of VAD to provide estimations regardless of speech being present or not. Many noise estimators work by tracking the minimum of the noisy speech spectra [37, 38] . Unfortunately, these methods usually work for slowly-changing noise. Other methods exploit the fact that noise usually does not change very rapidly, so noise is estimated by averaging it from previous frames [39] [40] [41] [42] . The methods apply the adaptation speed weight factor to control how much the current frames affect the noise estimate. Usually, the weight is set to be close to zero to minimize over-subtraction. However, as a consequence, the methods were unable to track the sudden change of noise.
In secure communication, the noise energy is usually low during the non-speech period, while it changes drastically when speech is present. This is because the encryption process usually detects the speech presence and applies randomization on the detected speech parts only. While the sudden change could be tracked by giving larger values for adaptation speed, the enhanced speech is very likely to be over-subtracted, leaving unwanted artifacts. Therefore, the noise estimator needs not only to be able to track the sudden change of noise, but also avoid over-subtraction. In this paper, we propose a noise estimator that combines the Wiener filter and spectral subtraction. By doing so, we could control the amount of the noise energy of current frames using the Wiener filter and the average noise estimate from preceding frames using spectral subtraction to minimize over-subtraction.
The remainder of this paper is organized as follows. In Section 2, we briefly explain the spectral subtraction and Wiener filter. We describe our proposed method in Section 3. In Section 4, we describe the experimental setup, and the results are explained and discussed in Section 5. The paper is concluded in Section 6.
Speech Enhancement Methods
Spectral subtraction (SS) is one of the earliest and also arguably the most popular SE method [15] . SS works with the assumption that the noise is additive and stationary. Let us denote y(t) as noisy speech, i.e., the clean speech x(t) contaminated with additive noise d(t) at time t. Therefore, in the time domain, their relation is:
By taking the discrete Fourier transform (DFT) of (1) and the power magnitude, we obtain their relation in the spectral domain, assuming that speech and noise are uncorrelated as follows:
where m and k denote the frame and frequency indices, respectively. Assuming that we can obtain the estimate of | D(m, k) |, | D(m, k) | 2 , then the spectral subtraction is formulated as:
The performance of SS heavily depends on the accuracy of the noise estimate. However, this is not an easy task due to several reasons. First, speech and noise are correlated when we process them with a limited window length. There exist cross-terms between them, and therefore, even when noise could perfectly be estimated, the exact clean signal could not be extracted [43, 44] . Secondly, noise is usually non-stationary, and hence, obtaining good estimator is very difficult. The inaccuracy of noise estimation leaves artifacts that produce unwanted and disturbing sound, called musical noise, in the time domain. To minimize this, over-subtraction and flooring factors are introduced for spectral subtraction [18] :
where α and β are over-subtraction and flooring factors, respectively. The parameter α is usually chosen to be higher than one to reduce the energy of the artifacts and hence reduce their loudness. Meanwhile, β is set between zero and one to reduce the gap between the remaining peaks of the artifacts and the spectral valleys of the speech signals. There is a trade-off in determining the values of α and β. If α is too large, the intelligibility of the speech signals may suffer, but if it is too small, much of the noise may still remain. On the other hand, if β is too large, more background noise would be present, but if it is too small, musical noise would be more audible. Many studies have proposed a solution to finding good values for α and β. They are determined heuristically based on the estimate of the signal-to-noise ratio (SNR) [19, 21, 22] . In [35, 36] , a variant of spectral subtraction was derived by assuming noisy speech to be non-Gaussian. The method, called q-spectral subtraction (q-SS), explains the non-linear relations between speech and noise and derives over-subtraction factors analytically.
The Wiener filter (WF) was first introduced by Norbert Wiener in the 1940s as a solution to find the optimum estimation of signals from a noisy environment. If the noisy signal y(t) consists of the clean signal x(t) and the noise d(t) and the noise and the signals are uncorrelated, then the estimation of the clean signals can be obtained using linear combinations of the data y(t) such that the mean squared error is minimum.
Many studies used WF for SE [23] [24] [25] [26] . The transfer function of the Wiener filter is computed in frequency domain as follows:
However, as indicated by (5) , WF requires the knowledge of clean speech. It is also non-causal, making it unrealizable. To overcome this, the transfer function is computed in an iterative manner where the enhanced speech is estimated from the estimate transfer functions from preceding frames as follows:
However, a noise estimator or a VAD are still needed to estimate the noise spectra. To overcome this, we could modify the Wiener filter to estimate noise instead of the enhanced speech [45] . Now, the transfer function of the Wiener filter can be formulated as follows:
By doing so, we compute the Wiener filter from the enhanced speech instead of the noisy speech, and a VAD is not needed. Figure 1 illustrates the block diagram of our proposed method. The proposed method works as follow. The noisy speech y(t) is framed, windowed, and then transformed into the frequency domain by taking the discrete Fourier transform (DFT). After that, we take the magnitude spectra | Y(m, k) |. The magnitude spectra of noisy speech is fed into the proposed noise estimator, and simple subtraction with the following formula is applied to obtain the enhanced speech: In this paper, β was set to 0.002. For the noise estimator, we combined the Wiener filter and q-spectral subtraction [35, 36] . For the Wiener filter, we modify (7) and compute its transfer function as follows:
The Proposed Method
where | D(m, k − 1) | is the estimate of the noise spectra. They are obtained by averaging the estimate of noise at the current frame with its preceding estimates of noise. The decision-directed formula [26] is modified with the following rule:
where c is the adaptation speed factor, which is chosen between zero and one. Here, instead of updating the noise spectra with current noisy spectra | Y(m, k) | − | D(m, k) | as in [26] , we updated them with the noise estimate from the Wiener filter (see (16) ). Therefore, we could control the parts of the slow changes of noise in | D(m, k − 1) |, which was determined from the average estimate of clean speech from preceding frames, and faster changes in | D n (m, k) |, which was computed by the Wiener filter. By doing so, we would be able to track the changes of noise and minimize the risk of over-subtraction as well. In this paper, we evaluated the optimal c for the performance of our method empirically. We varied c from 0.5-0.95. Meanwhile, | X(m, k − 1) | of (9) is the average estimate of clean speech of the preceding frames. It is calculated using q-spectral subtraction (q-SS) with the following rules [36] :
where the parameter q is estimated based on a priori SNR, Ψ(m, k), as reported in [36] , with the following relation:
The parameter Ψ(m, k) is the clean speech-to-noise-ration (in dB), i.e., Ψ(m, k) = 10 log ψ(m, k). Since ψ(m, k) cannot be directly estimated from the noisy speech, we estimated it using maximum likelihood, assuming the noise variance was known. It could be estimated from the posterior SNR estimations. However, to reduce the computations, we estimated ψ(m, k) using the formula as reported in [26] :
where:
The notation φ(m, k) is the noisy signal-to-noise ratio, i.e.:
The parameters a and b were set to 0.725 and 2, respectively, in this paper, as reported in [29] . The computation for calculating the posterior SNR was simple and fairly fast. We evaluated the performance of these formulations by comparing their estimations with the actual SNR. The actual SNR could be calculated since we had access to the clean speech. The results are illustrated in Figure 2 . As we can see, the SNR estimator did not perform very well. This was as expected, as the distortions were highly non-stationary. We opted to use q-SS instead of the conventional SS in this study. As was reported in [36] , q-SS has more attenuation than SS [36] . This means the flooring process would occur at higher SNR for q-SS than that of SS. This is especially beneficial when over-subtraction occurs. Since noise is more dominant in low SNR and also more difficult to estimate, having them floored at higher SNR conditions would minimize the loss of information.
Then, we can obtain the noise estimate | D(m, k) | using the Wiener filter:
The estimate found in (16) will be used for (8) to find the enhanced speech X(m, k). For the first frame, we assumed D(m − 1, k) to be equal to D(m, k), and they were estimated using the the average spectra of the first five frames of an utterance. After the enhancement process, the enhanced speech was transformed back to the time domain by applying the inverse discrete Fourier transform (IDFT) and overlap and add (OLAP).
Experimental Setup
For the evaluation data, we selected a subset from the Tokyo Institute of Technology Multilingual Speech Corpus-Indonesian (TITML-IDN) [46] . It is the Indonesian phonetically-balanced speech corpus, which consists of 20 Indonesian speakers' recordings (10 male and 10 female speakers). Each speaker was asked to read 343 phonetically-balanced sentences. From this dataset, we selected 2 speakers: a female and a male, and 10 utterances for each speakers. Therefore, there was a total 20 sentences. The phonetic transcription of the spoken utterances used for this experiments is shown in Table 1 . The process of creating the experimental data is shown in Figure 3 . All selected utterances were passed through the encryptor before being transmitted using communication devices and encoded using various communication channels. In this study, we used four types of communication channels: GSM, Interactive Multimedia Association (IMA)-ADPCM(denoted as I-ADPCM), Microsoft ADPCM (denoted as M-ADPCM), and PCM. After that, the speech was received by another communication device, and then, the decryptor process was applied to obtain the decoded speech. The decoded speech was then fed through the speech enhancement method.
The encryption utilized multicircular permutation to randomize the voice signals. Encryption and decryption were executed utilizing a digital dynamic complex permutation module rotated by a set of expanded keys. At the sender or transmitter, the voice was encrypted using permutation multicircular shrinking. At the receiver, the encrypted speech was decrypted with permutation multicircular expanding. The direction of the shift in permutations, both shrinking and expanding, was determined by the value of the expanded key. More details about the encryption process can be found in [47] . We evaluated our method using the perceptual evaluation of speech quality (PESQ) [48] and frequency-weighted segmental SNR (FwSNR) [49] . Both metrics were chosen since both metrics have strong correlation subjective quality measures [50] .
Our noise estimator was compared with other popular methods based on minimal tracking and recursive averaging. Three noise estimation methods: Martin [37] , Hirsch [51] , and improved minimum controlled recursive averaging (IMCRA) [52] , were selected. We also provided the results of SS with these noise estimators. In addition, we compared our method with several SE methods. They were SS [18] , the Wiener filter (WF) [25] , Karhurnen-Loeve transform-based speech enhancement (KLT) [53] , NMF [27] , and Log minimum-mean-squared-error (LogMMSE) [29] . For SS, WF, KLT, and LogMMSE, we implemented the code published in [54] . The implementations of IMCRA, Martin, and Hirsch were also taken from the same source. The NMF implementation was taken from [55].
Results and Discussions
In this section, we present evaluations of the proposed method. First, we evaluate the effect of various values for adaptation speed c to the performance of the method. Secondly, we evaluate the ability of our method to track the noise from decrypted speech and compare it with other noise estimators: Martin, Hirsch, and IMCRA. Lastly, we compare our method with several speech enhancement methods and noise estimators.
The Effect of Adaptation Speed
Figures 4 and 5 show the performance of the proposed method when we varied the adaptation speech factor, c. The performance shown is the average over all utterances. It can clearly be seen that the performance of the method is affected by c. For PESQ, the best performance was obtained when c = 0.75 for PCM, I-ADPCM, and M-ADPCM, while the results indicated that lower c was required for GSM. Meanwhile, the highest FwSNR was achieved when we used c = 0.85 for PCM, I-ADPCM, and M-PCM, while c = 0.75 was the best for GSM. As indicated by both metrics, lower c was required for GSM to achieve better performance. This was because GSM produced the most noisy speech (as indicated by low FwSNR and low PESQ). Therefore, the effect of noise was more severe in GSM than in other channels. As a result, lower c was needed to compensate the fast changes of noise.
While our experiments pointed out that the objective quality could be improved when we use smaller c, the best performance of PESQ and FwSNR was achieved for different c. As it is known that having "cleaner" speech does not necessarily improve the quality of speech, therefore the appropriate c should be selected carefully. Table 2 shows the average log spectral distances (LSD) in dB. LSD is calculates as follows.
Comparison with Other Noise Estimators
where | N re f (m, k) | 2 is the noise power spectrum of actual noise, which is computed by subtracting the noisy decrypted speech with the actual clean speech, | N ne (m, k) | 2 is the noise estimate from noise estimators, M is the number of frames, and K is the number of frequency components. The results are the average of LSD over five utterances of female speakers on various communication channels.
The results showed that our method had the smallest LSD over other noise estimators, implying that it tracked the changes in noise better than other evaluated methods. Figure 6 shows the comparisons of the noise estimates for the proposed method with other noise estimators: Martin, Hirsch, and IMCRA. It is the magnitude spectrum (in dB) of the 10 th band of a female speaker on various encodings: GSM, I-ADPCM, M-ADPCM, and PCM. The figure further suggests that the proposed method was closer to actual noise than other noise estimators in tracking the changes of noise. Other estimators such as Martin and Hirsch's methods were based on tracking the minimum statistics of the spectrum to avoid the over-estimate of noise. As a result, while it is very unlikely to have over-estimates of noise, there are large gaps between actual noise with the estimate. On the other hand, our method generally had smaller gaps between the prediction and the actual gaps. Interestingly, our method was also able to minimize over-estimation. Table 3 compares our proposed method with several SE methods: SS, WF, KLT, NMF, and LogMMSE. For this, we used c = 0.8 for the remainder of our experiments. In addition, we compared our method with SS when noise estimators were used: Martin, Hirsch, and IMCRA. We also investigated whether the improvements were because of the overlap and add (OLAP process), so we present the results of using OLAP only for the noisy speech. The results indicated that OLAP did not improve the PESQ and FwSNR metrics. On average, the results were slightly worse than the original noisy speech, suggesting that OLAP may not contribute to the improvements of our method. It is obvious that the SS did not improve the PESQ scores either. Similar results can also be seen for WF and KLT. In some cases, the PESQ scores were even worse. This is not surprising, because the methods were unable to track the changes of noise when speech was present. Only NMF and LogMMSE were able to improve the PESQ scores slightly. NMF, due to its prior assumptions on noise, may be able to remove some parts of the noise even during the speech period. Table 3 . Results of our method (PESQ scores and FwSNR) in comparison with other methods. The proposed method applied c = 0.8. OLAP, overlap and add; SS, spectral subtraction; WF, Wiener filter; KLT, Karhurnen-Loeve transform. Our method improved the PESQ scores for most encoding techniques. We obtained PESQ improvement of 0.256, 0.253, 0.260, 0.261, 0.266, 0.533, 0.214, and 0.434 on average over all encoding schemes compared to the original decrypted speech, SS, SS + Martin, SS + IMCRA, SS + Hirsch, WF, LogMMSE, and KLT, respectively, confirming that our method could improve the quality of the decrypted speech. Only NMF had better PESQ scores than our method for GSM, whereas our method was slightly better for other encoding schemes.
Comparisons with Other SE Methods

Methods
PESQ FwSNR
GSM I-ADPCM M-ADPCM PCM GSM I-ADPCM M-ADPCM PCM
As indicated by the spectrograms of the enhanced speech (see Figures 7 and 8) , the spectrograms of all reference methods did not change drastically compared to original noisy speech for IMA-ADPCM. In contrast, NMF and our proposed method were clearly able to remove some parts of noise from the speech. Similar spectrogram results were observed for other utterances as well. Meanwhile for GSM, where it was noticeably that the conditions were the worst, we see that other methods only removed parts of noise during non-speech periods only. Our method could remove some parts of noise during speech periods. Surprisingly, we observed that the performance of SS tended to get worse when noise estimators were used. Since most noise estimators avoid over-subtraction of the noise estimate tended to be very low compared to the actual noise (as we showed in Section 5.2). As the spectrograms indicated, our method was better at removing more noise compared to other noise estimators (see Figure 9 ). This is consistent with our previous findings.
Meanwhile, for FwSNR, the enhanced speech tended to have lower FwSNR for most methods. LogMMSE, WF, and the proposed method improved FwSNR only on GSM encoding where our method was better than LogMMSE. The FwSNR for NMF largely dropped for all encoding schemes. As NMF usually assumed Gaussian priors, it was very likely that noise and speech may not follow the same distributions, forcing the enhanced speech to be Gaussian, and as a consequence, the FwSNR dropped. In general, the proposed method was among the least that degraded the FwSNR compared to other method for other encoding schemes. These results indicate that while the method may cause the enhanced speech to be over-subtracted, the effect may not be as significant as other methods. This might be because other methods may not perform well on the boundary between when speech is present and absent. This caused distortions in the boundary area of speech, and hence, the FwSNRs was worse.
We compared the computational complexity of the proposed method with the other SE methods. We did this by computing the runtime of each method for processing 80 utterances, comprising 20 sentences on 4 types of encoding schemes. We repeated the experiments five times, and their average was calculated. The experiments were conducted on Intel i3 processors with 4 GB of memory. The results are shown in Table 4 . Based on the results, we found that WF had the largest running time, indicating that it was the method with the largest computational complexity. This was as expected, since WF is an iterative process with the maximum iterative number set to 1000 in the implementation. NMF also had large computational complexity. The matrix decomposition operations may contribute to the large computational time. Meanwhile, SS had the smallest computation time as it was one of the simplest methods. Only SS and LogMMSE had smaller computation times than the proposed method, suggesting that the method was quite simple and its computational load can be considered low. 
Conclusions
One way to secure voice communication is to apply an encryption method before sending the voice through mobile or wired communication networks. However, this approach may cause the decrypted speech to have degraded quality. In this paper, we presented an enhancement method with coupled spectral subtraction and the Wiener filter for noise estimation to improve the quality of speech from secure communication.
Our experimental works on speech transmitted on various communication channels: GSM, IMA-ADPCM, M-ADPCM, and PCM, showed that our proposed method was generally better at improving the PESQ scores of the decrypted speech compared to other speech enhancement or noise estimator methods. While the FwSNR metrics tended to get worse for I-ADPCM, M-ADPCM, and PCM in general, our method improved them on GSM channels, the conditions that had the worst FwSNR. The results might indicate the effectiveness of our method in conditions of highly-distorted speech. Our observations on the spectrograms results suggested that the enhanced speech signals from our methods were cleaner than the reference methods.
In the future, our plan is to further improve the performance of our method. In this research, we only applying a single adaptation speed, determined heuristically. Since it clearly affected the performance, it may be interesting to find out whether we could in an automatic way predict the optimum adaptation speed factor. 
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