Mapping techniques have been regularly used for visualization of high-dimensional data sets. In this paper, mapping to d 2 is studied, with the purpose of feature extraction. Two di erent non-linear techniques are studied: self-organizing maps and auto-associative feedforward networks. The non-linear techniques are compared to linear Principal Component Analysis (PCA). A comparison with respect to feature extraction is made by evaluating the reduced feature sets ability to perform classi cation tasks. The experiments involve an arti cial data set and grey-level and color texture data sets.
I. Introduction
In many classi cation problems large feature vectors are generated to be able to describe complex objects and to distinguish between them. On the other hand, the amount of available data points is limited in many practical situations. For a classi er, the estimation of the class probability distributions in these sparsely sampled high-dimensional data spaces is troublesome, and generally the liability of the obtained classi cation results is a ected.
To avoid these problems, the dimension of the feature space is reduced. This can be done in several ways. The easiest way is to select a limited set of features out of the total set. The classi cation performance serves as a measure for the selection process. Some wellknown feature selection techniques are forward selection and branche and bound techniques 1]. Another way is feature extraction. Here, features are extracted as functions (linear or non-linear) of the original set of features. A well known linear feature extraction technique is Principal Component Analysis (PCA), which rotates the original feature space, before projecting the feature vectors onto a limited amount of axes.
Some well known non-linear techniques are Multidimensional Scaling 2] and Sammon's mapping 3]. With the development of neural networks, new possibilities for non-linear mapping were created. Amongst them, Self-Organizing Maps are probably the most wellknown 4]. Other ways include auto-associative feedforward networks 5]. Although the mentioned techniques are theoretically capable of performing a non-linear mapping into a space with arbitrary dimension, most applications report on mappings to d = 2, with the purpose of visualizing the data (some recent applications are found in 6], 7]).
In this paper, a study is performed on non-linear dimensionality reduction to d 2. Two techniques are evaluated: Kohonen's self-organizing map and an auto-associative feedforward neural network. The performance of these techniques is evaluated and compared to linear mapping (PCA). This is done by examening the mapped feature space's ability to perform classi cation tasks. Apart from an arti cial data set, real world applications are studied in the eld of texture analysis where high-dimensional wavelet-based feature sets from grey-level and color texture images are used. We will demonstrate that the non-linear feature extraction techniques lead to feature sets which improve classi cation performance compared to linear mappings.
II. Non-Linear Mapping
Let us start with N pattern vectorsỹ i in a D dimensional feature space. We want to build a mapping that projects each of them to a d dimensional feature space (d < D), obtaining low dimensional pattern vectorsx i . Building this map will correspond to minimizing some error function E(ỹ i ).
A. Self-Organizing Map (SOM) SOM was proposed by Kohonen 8] , 4] to build topology preserving mappings. A set of neurons is de ned, which are regularly positioned in a d-dimensional lattice (= the output space). The position of a neuron k in the input space is given by its weight vectorW k . During the training phase, the values ofW k , being chosen at random initially, are altered, as to minimize the following error function:
i.e. S k being the set of data points which have neuron k as closest neuron. After training, each data pointỹ i in the input space is assigned to one of these neurons, namely the one whose weight vector is closest to the point. Its position vectorx i in the output space is given by the position vector of its closest neuron in the map.
Minimization of E is now performed with respect to the weight vectorsW k . The gradient descent approach leads to the following updating rule:
the learning step, which decreases in function of t. This algorithm clusters the input space, but is not useful for mapping since the learning rule does not depend on the output space. For this reason the learning rate is replaced by a neighbourhood function h c which explicitely depends on the mapped space:
where N (t) c is the set of all neurons within a certain range of the winning neuron c (i.e., the nearest element to the presented data pointỹ i ) in the output space. During training this range and (t) are decreased monotonically. Since neighbouring neurons in the output space will be neighbours in the input space, the mapping preserves topology.
For a xed sampling of the output space, the number of neurons and therefor the time complexity of SOM grows exponentially. This becomes impractical when d > 4. Therefore the following approximative strategy is applied. The total feature set is subdivided into d=2 smaller sets. Each set forms a 2D d dimensional feature space, which is then reduced to a two-dimensional space using SOM. The total map is then obtained by combining the d=2 2-dimensional reduced spaces.
B. Auto-Associative Feedforward Neural Networks (AFN)
In an AFN the goal is to reproduce the feature space at the output layer while obtaining a reduced representation at the hidden layer 5], 9]. The error function is given by:
where f and g are the outputs of layer 2 and 3 respectively and are generally non-linear functions. Since our aim is dimensionality reduction, the hidden layer will be representing the mapped space, the number of hidden neurons being d, and f(ỹ i ) =x i , being the mapping. For obtaining good non-linear representations, a 5-layer network is constructed, 2 layers to generate f, and 2 for g.
The gradient descent learning rule to minimize E AFN is given by:
whereW is the vector of the weights of all neurons. This rule can be updated by using the standard backpropagation procedure. Experimentally, (5) is found to be very sensitive to the value of . Therefore instead of standard backpropagation, a quasi-Newton technique is used: is updated to satisfy some optimality constraints.
III. Experiments and discussion
In the previous section, the two techniques were described as minimizations of an error function. Both error functions aim at preserving topology of the original space into the projected space. Instead of trying to analyse the quality of the mappings directly from the form of the error function, we chose to use the maps for a speci c task, and compare the behaviour of the mappings by the performance for that task. Since feature extraction is an important motivation for this study, the performance of the mapping techniques will be measured by the classi cation performance of the obtained reduced feature set.
The experiments involve classi cation, in which a D-dimensional data space is subdivided into a given number of classes, given a training set of labeled feature vectors. The original feature space is rst mapped onto a d-dimensional space (d < D), after which classi cation is performed on the projected space. The classi er is a k-NN classi er (k = 5), applied together with the leave-one-out technique. The classi cation performances for di erent values of d are compared.
An important property of a data set is its intrinsic dimensionality. We de ne the intrinsic dimensionality as the minimum number of features needed to obtain an optimal classi cation performance. Of course this number will depend on the feature extraction technique used. We have estimated the intrinsic dimensionality of a data set in two independent ways. First a suboptimal feature selection technique is used 11]. Here, an optimal set of features is selected from the complete set, where the classi cation performance of the set is the optimality criterion. Secondly, the fractal dimension of the complete data set is calculated 12].
The following three data sets are used: 1. An arti cial data set, generated by de ning D + 1 D-dimensional data points in a simplex con guration (all interpoint distances are equal to 1). We have chosen D = 10. Around these points, 10-dimensional multinormal distributions are generated. For each distribution, 100 points are generated (N = 1100). Each distribution forms a class (total of 11 classes). The variance of the distributions is chosen so that the Bayes error-rate (i.e. the inter-class overlap) is about 20%. For this data set all features are equally important. The intrinsic dimensionality of this data set is 10 by construction. 2. A grey-level texture data base of N = 245 images containing 5 di erent Brodatz textures (5 classes). A continuous wavelet transform is performed and rotation-invariant features are extracted 13]. A 39-dimensional data space is obtained. The intrinsic dimensionality of this data set is estimated to be about 3. 3. A colour texture data base of N = 1024 images containing 16 di erent textures (16 classes). The feature vectors are generated by employing a discrete wavelet transform on the R, G and B plane separately and calculating the energy features of the detail images 14]. A 48-dimensional data space is obtained. The intrinsic dimensionality is estimated to be about 5.
In the conducted experiments, the SOM and AFN are compared to linear dimensionality reduction. For this purpose, a Principal Component Analysis (PCA) is performed. All the algorithms are written in C and implemented on HP/9000 series workstations.
Using SOM, the number of neurons is chosen to be 10 in each dimension (total of 10d) in the rst two datasets and 50 in each dimension (total of 50d)in the third dataset. The algorithm is observed to converge after about 100N iterations. Using AFN, the number of neurons is D in the input and output layer, and d in the middle hidden layer. In the other 2 hidden layers it is chosen to be x = 20 for data set 1, x = 30 for data set 2 and x = 40 for data set 3. The total number of neurons then becomes 2D + d + 2x. Weights are de ned between subsequent layers only. An extra weight is de ned between all input neurons and all neurons of the middle layer and also between all neurons of the middle layer and all output neurons. The total number of weights becomes W = 2Dx+2dx+2Dd. The algorithm is observed to converge slowly, the total number of iterations being of the order of 1000N. Figure 1 (a) (resp. 1(b) and 1(c)) displays the classi cation performances (in percent) in function of d for data set 1 (resp. 2 and 3). From these curves we can deduct the following: -Classi cation performance using PCA increases almost linearly with d until the intrinsic dimensionality is obtained. From then on it saturates.
-Classi cation performance using the non-linear techniques starts o from a higher value at d = 1, reaches an optimal value for d smaller than the intrinsic dimensionality and saturates from then on. For the three techniques similar saturation values results are obtained. In the case of non-linear feature extraction however, the optimal results are obtained for lower values of d. Remark that SOM has been applied using the approximative strategy, which accounts for the somewhat lower optimal classi cation results.
In To give an idea about the time complexity of the techniques in real problems, the CPUtimes are given in table II (in minutes on a HP9000/712 workstation) for the runs of table I. No results are given for PCA, because run times were much smaller than one minute. From this table, the following conclusions can be drawn. Because the total number of neurons is constant, the run times using SOM can be kept feasible. AFN converges much slower (10 times more iterations) which leads to excessively high run times (10 to 20 times higher than SOM).
IV. Conclusion
In this paper, a study is performed on non-linear feature extraction. Two techniques were studied: Kohonen's self-organizing map (SOM) and an auto-associative feedforward neural network (AFN). Classi cation experiments on the extracted feature sets reveal that the non-linear extracted features perform better than PCA based feature extraction. In particular, an optimal classi cation result is obtained for a smaller number of extracted features. For very small values of d, SOM performs superior. For higher values of d, SOM has to be approximated, and AFN performs somewhat better, but at the expense of higher computation times. 
