Given a network with n vertices and m edges where each edge has an independent operational probability, we are interested in finding a vertex of the network whose expected number of reachable vertices is maximum. Such a vertex is called a most reliable source of the network. This problem was studied by Melachrinoudis and Helander ( 1996) where an O(n*) time algorithm was proposed when the given network is a tree. In a more recent paper, Xue presented an O(n) time algorithm for this problem when the given network is a tree. In this paper, we present an O(n) time algorithm for computing the most reliable source on series-parallel graphs, using their embeddings in 2-trees. @ 1998-Elsevier Science B.V. All rights reserved
Introduction
A computer network or communication network is often modeled as an undirected graph G = ( V, E) where the n vertices represent processing nodes or switching elements and the m edges represent communications links (we assume standard graph-theoretic terminology [5] ). We assume in this paper that there is no node failure and that each edge {a, u} has an operational probability of p(u, a) (a failure probability of 1 -p(u, a)). Furthermore, we assume that the edge operational probabilities are independent. For a given pair of nodes u and a in the network, the probability that they are connected is the probability that there exists a working u -u communication path. A vertex that maximizes the expected number of nodes that are connected to it is a most reliable source of the network. We are interested in finding a most reliable source.
This problem was studied in Melachrinoudis and Helander [lo] where they proposed an 0(n2) time algorithm for computing a most reliable source on a tree network. In a more recent paper [20] , Xue proposed an O(n) time algorithm for computing a most reliable source on a tree network. In this paper, we present an O(n) time algorithm for computing a most reliable source on a more general kind of sparse networks -partial 2-trees. Wald and Colbourn [18] show that the class of partial 2-trees is the same as that of series-parallel graphs under the most liberal definition of the latter: No subgraph homeomorphic to the complete graph on four vertices is present. Since minimum IF1 networks are also partial 2-trees [9, 181, our result has important applications in network reliability. There has been a large literature on models and algorithms for network reliability, as evidenced by the references. We choose not to do a literature review here, since comprehensive information related to network reliability problems can be found in [6, 171 . The rest of this paper is organized as follows. In Section 2, we present some definitions and prove some lemmas that are used in our algorithm. In Section 3, we present an O(n) time algorithm for computing a most reliable source on a 2-tree with n vertices where each edge {x, y} has an operational probability p(x, y) E [0, 11. An example is also provided to illustrate the algorithm. We conclude our paper in Section 4.
Definitions and preliminaries
Following [ 181, a 2-tree can be defined recursively as follows, and all 2-trees may be obtained in this way. A triangle is a 2-tree. Given a 2-tree and an edge {x, y} of the 2-tree, we can add a new vertex z adjacent to both x and y; the result is a 2-tree.
With this definition, one can see that a %-tree on n vertices has 2n -3 edges and n -2 triangles.
In the rest of this paper, we assume that T2 = (I', E, p) is a weighted 2-tree where (V, E) is a 2-tree on n vertices and p(u, o) E [0, l] is the operational probability of an edge {u,v} of T2. Since there is no order in the two vertices of an edge, we make no distinction between p(u, v) and p (v,u) . We use nxyz to denote the triangle with vertex set {x, y,z} and edges {x, y}, {x,z} and {y,z}. The vertices in an triangle are not ordered. Therefore, nxyz, nyxz, etc., all mean the same triangle. Using the techniques in [18] , we can turn a partial 2-tree into a 2-tree in O(n) time without changing the problem by adding edges {u, a} with p(u, v) = 0. A weighted 2-tree on 7 vertices is illustrated in Fig. 1 where the edge labels represent the operational probabilities. One may consider it as a partial 2-tree because the operational probabilities for edges {B, G} and {C,F} are both zero.
Our algorithms rely on a separation property of 2-trees [ 151: For every edge {x, y}, the graph can be partitioned into one or more components, which pairwise intersect only in {x, y}, and whose union is the entire 2-tree. Moreover, each component so obtained is a 2-tree and the removal of x and y from a component does not leave a disconnected graph. When this partition for edge {x, y} contains only a single component, the edge is peripheral; otherwise, the edge is a 2-separator. Definition 2.1. Let Axyz be a triangle in T2 and z a chosen vertex of the triangle. If edge {x, y} is peripheral, we define d(x, y;z) to be the subgraph of T2 with vertices x and y and a single edge {x, y}. If edge {x, y} is a 2-separator, we define d(x, y; z) to be the union of the components which do not contain vertex z. In both cases, we define s(x, y; z) to be the complement graph of d(x, y; z).
In the definition of d(x, y; z) and s(x, y; z), the first two parameters represent the edge {x, y} and the third parameter represents the selected vertex z which makes a triangle with the edge {x, y}. Therefore, the first two parameters are interchangeable, but the third parameter is distinguished. Definition 2.2. By convention, every vertex is connected to itself. Let Axyz be a triangle in T2 and let z be a vertex of the triangle. We define the following.
1. c(x, y;z) is the probability that vertex x and vertex y are connected by the edges in s(x, y; z ); 2. fr(x, y;z) is the expected number of vertices other than x and y that are connected to X, but not to y, by the edges in s(x, y;z); 3. fz(x, y; z) is the expected number of vertices other than x and y that are connected to y, but not to X, by the edges in s(x, y;z); 4. fs(x, y; z) is the expected number of vertices other than x and y that are connected to both x and y, by the edges in s(x, y;z).
The following relationships hold: fi(x, y;z) = f~(y,x;z); fs(x, y;z) = fs(y,x;z); ckY;z)=c(Y,~;z).
Definition 2.3. Let {x, y} be an edge in T2. We use S(x, y) to denote the set of all vertices of T2 which are adjacent to both x and y; we make no distinction between S(x,y) and S(y,x). Let S be a subset of S(x,y). We define the following. 1. C(x, y; S) is the probability that vertex x and vertex y are connected by the union of edge {x, y} and the edges in UzES s(x, y; z); 2. F,(x, y; S) is the expected number of vertices other than x and y that are connected to x, but not to y, by the union of edge {x, y} and the edges in lJzES s(x, y; z); 3. F~(x, y; S) is the expected number of vertices other than x and y that are connected to y, but not to x, by the union of edge {x, y} and the edges in UzES s(x, y; z); 4. F3(x,y;S) is the expected number of vertices other than x and y that are connected to both x and y, by the union of edge {x, y} and the edges in UzES s(x, y;z). Proof. By convention, x is connected to x. Using the definition of S(x, y) and Definition 2.1, S(x, y) contains all edges in T2 except {x, y}. Hence 6 (x, y; S(x, y)) is the expected number of vertices other than x and y connected to x but not to y (using all edges of T2) and that F~(x, y; S(x, y)) is the expected number of vertices other than x and y that are connected to both x and y (using all edges of T2). Since For a vertex u other than x and y to be connected to both x and y using the edges in s(x, y;z), u must be in either d(x,z; y) or d(y,z;x). Assume that u is a vertex in d(x,z; y) other than x and z. u is connected to both x and y by the edges in s(x, y;z) if and only if it is connected to both x and z by the edges in d(x,z; y) and that z and y are connected by the edges in d( y,z; x). Now assume that v is a vertex in d( y,z; x) other than y and z. v is connected to both x and y by the edges in s(x, y;z) if and only it is connected to both y and z by the edges in d( y,z;x) and that z and x are connected by the edges in d(x,z; y). Vertex z is connected to both x and y by the edges in s(x, y; z) if and only if x and z are connected by the edges in d(x,z; y) and that y and z are connected by the edges in d(y,z;x). This proves Eq. (2.9) and hence the lemma. 0
In Lemma 2.2, we combine the information for d(x,z; y) and the information for d(y,z;x)
to obtain information for s(x, y;z). We call this a series combination. The set of edges in s(x, y;z) and the union of edge {x, y} and the set of edges in lJuES s(x, y; U) have an empty intersection. There are only two possible cases for a vertex v other than x and y to be connected to x but not to y by the union of edge {x, y} and the edges in lJuESz s(x, y; u):
(a) v is connected to x but not to y by the union of edge {x, y} and the edges in lJuES s(x, y; U) and that x and y are not connected by the edges in s(x, y; z); 
Computing a most reliable source in linear time
By Lemma 2.1, 1 +Fr(x, y; S(x, y))+F~(x, y; S(x, y))+C(x, y; S(x, y)) is the expected number of vertices that are connected to x. Therefore, we can compute a most reliable source of T2 in O(n) time if we can compute C(x, y; S(x, y)) and F;(x, y; S(x, y)) (i = 1,2,3) for all edges {x, y} of T2 in O(n) time. In this section, we present such an algorithm.
By Lemma 2.1, we can compute C(x, y; 0) and 4(x, y; 0) for every edge {x, y} in T2. Let nxyz be a triangle in T2 and let z be a vertex in the triangle. Suppose that we know the values of C(x, y; S) and F;(x, y; S) for some subset S c S(x, y) and that z #S. If we also know the values of c(x, y;z) and fi(x, y;z) (i = 1,2,3), then we can use Lemma 2.3 to compute the values of C(x, y; S U {z}) and fi(x, y; S U {z}) using a parallel combination.
We call such an operation the reduction of vertex z onto edge {x, y}. For any triangle &yz in T2, we make three reductions: z onto {x, y}, y onto {z,x}, and x onto {y,z}.
Definition 3.1. Let axyz be a triangle in T2. Each vertex v E {x, y,z} defines an orientation of this triangle. There are three oriented triangles derived from nxyz. We use x n yz, y n xz, and z n xy to denote the oriented triangles defined by x, y, and z, respectively, together with the triangle &yz. We make no distinction between x n yz and xnzy.
Since T2 is a 2-tree with n vertices, there are n -2 triangles in T2 and therefore there are 3n -6 oriented triangles in T2. We need only find an order to perform the reductions of these 3n -6 oriented triangles. Algorithm 3.1 in Fig. 3 defines such an order. In Algorithm 3.1, we assume that degree(x, y) is the degree of edge {x, y}, i.e., the number of triangles that contain both x and y as vertices. In the algorithm, we use the variables C(x, y) and F;(x, y) to hold the values for C(X, y; S(x, y)) and fi(x, y; S(x, i)) for each edge {x, y} of T2. Therefore, the relationships C(x, y) = C(y,x), fi(x, y) = Fs(y,x), Fi(x,y)=Fz(y,x) hold for every edge {x,y} of T2. We associate a variable cont(x, y) and a variable mark(x, y) with each edge {x, y} of T2: The variable cont(x, y) indicates the number of reductions that is yet to be made from a vertex in S(x,y) onto edge {x, y}. The relationship cont(x,y) = cont(y,x) holds for every edge {x, y} of T2. Initially, we set cont(x, y) to degree(x, y). mark(x, y) = 0 indicates that we have not reduced an oriented triangle z n xy such that c(z n xy) = 1; mark(x, y) = 1 indicates that we have reduced exactly one oriented triangle znxy such that c(z n xy) = 1; mark(x, y) = 2 indicates that we have reduced at least two oriented triangles u n xy and v n xy such that c(u n xy) = 1 and c(v n xy) = 1. The relationship mark(x, y) = mark(y,x) hold for every edge {x, y} of T2. Algorithm 3.1 calls a procedure reduce (see Fig. 4 ) to reduce an oriented triangle z n xy. We use the variables c(z n xy) and fi(z n xy) to compute the values for c(x, y; z) and h(x, y; z) for each oriented triangle z n xy of T2. When mark(x, y) = 1, we use the variables C(x, y) and E(x, y) to hold the values for C(x, y;S -{z}) and W,y;S -(~1) h w ere S is the set {U 1 u n xy has been reduced} and z E S is the only vertex in S such that c(z n xy) = 1. onto edge {x, z} and all vertices in S(y, z) -x have been reduced onto edge { y, z}.
We associate an integer variable mark(z A xy) with each oriented triangle z A xy. mark(z A xy) = 0 means that z A xy is not ready to be reduced. mark(z A xy) = 1 means that z Axy is ready to be reduced, but have not been reduced. mark(zfhy) = 2 means that z A xy has been reduced. We use a stack to hold all oriented triangles whose mark values are equal to 1. Whenever an oriented triangle becomes ready to be reduced, we push it onto the stack. To reduce an oriented triangle, we pop it off the stack, change its mark value to 2, and call procedure reduce to reduce it. Initially, an oriented triangle z axy is ready to be reduced if and only if edges {x,z} and {y,z} are peripheral. This is reflected by the condition cont(x,z) = cont(y,z) = 1.
After
Step-l of Algorithm 3.1 is finished, the following are true:
For each oriented triangle z n xy, if it is not ready to be reduced then mark(z A xy) = 0; if it is ready to be reduced then mark(z A xy) = 1; if it has been reduced then mark(z A xy) = 2. z n xy is on the stack if and only mark(z A xy) = 1.
The value of cont(x, y) is the number of reductions that is yet to be made onto edge {x, y} from a vertex v such that v E S(x, y) -S(X, y), where S(x, y) = {v E S(x, y)l mark(vAxy)=2}.
For any oriented triangle z LJ xy, if mark(z A xy) = 2 then the values of variables c(z n xy) and fi(z n xy) are, respectively, the values of c(x, y; z) and J;:(x, y; z).
The values of variables C(x, y) and fi(x, y) are, respectively, C(x, y; S(x, y)) and Step-2 of Algorithm 3.1.
Whenever an oriented triangle z a xy is popped off the stack, we call procedure reduce to reduce it. We use the variables CC(x,z) and Ffi(x,z) to hold the values of C(x,z;S(x,z)-{y}) and fi(x,z;S(x,z)-{y}). If cont(x,z)= 1, we know that y has not been reduced onto edge {x,z}. Therefore the required information can be copied from the variables C(x,z) and &(x,z). If cont(x,z) = 0, c(yLxz) = 1 and mark(x,z) = 1, we know that y is the only vertex v that has been reduced onto edge {x,z} such that c(vn xz) = 1. In this case, the required information can be copied from the variables C(x,z) and e(x,z). If cont(x,z) = 0, c(ynxz) = 1 and mark(x,z) = 2, we know that y is one of many vertices v that have been reduced onto edge {x,z} such that C(V&XZ) = 1. In this case, we know that CC(x,z) = 1; FFt (x,z) = FFz(x,z) = 0. Therefore FFj(x,z) can be computed from the other known values. The default case corresponds to cont(x,z) = 0, c(y n xz) < 1. In this case, we use Lemma 2.4 to compute the required information.
We use the variables CC(y,z) and Ffi(Y,z) to hold the values of C(y,z; S(y,z) -{x}) and fi(y,z; S(y,z) -{x}) and compute them similarly.
By Lemma 2.2, the values of c(znxy) and fi(znxy) computed in
Step-2 of reduce satisfy (c). By Lemma 2.3, the values of C(x,y) and fi(x,y) computed in Step3 of reduce satisfy (d). On return from reduce, we decrease c&x, y) by 1 to make sure that (b) is also satisfied.
In
Step-3 of reduce, we also update the values for mark(x, y), C(x, y) and 4(x, y). If mark(x, y) = 0 and c(znxy) = 1, then we set mark(x, y) := 1 and initialize the variables C(x, y) and fi(x, y), because those cannot be recovered from the updated values of C(x, y), 4(x,;), c(znxy) and f;:(znxy) when needed later. If mark(x, y) = 1 and c(zn xy) < 1, we continue to update the values for C(x, y) and E(x, y). If mark(x, y) = 1 and c(z a xy) = 1, we know that z is the second vertex v that is reduced onto edge {x, y} that has the property that c(v n xy) = 1. In this case, we no longer need the values for C(x, y) and E;;(x, y) because they can be recovered when needed. We record this information by se&g murk(x,y):=2. Therefore (e) is also satisfied. If the updated value of cont(x, y) is still greater than 1, the reduction of z axy does not make any other oriented triangle ready for reduction. When the updated value of cont(x, y) is 1 or 0, the reduction of z n xy may have made other oriented triangles ready for reduction. We check all oriented triangles that have {x, y} as an edge and that have never been pushed onto the stack to make sure that (a) is also satisfied.
To complete the proof of correctness of the algorithm, we need to prove that the stack is not empty before all oriented triangles have been reduced. Let {x, y} be any edge in T2 and let nxyz be a triangle. It follows from Rose [ 151 that T2 can be obtained using &yz as the initial %-tree. If we make reductions in the reverse order in which T2 is obtained from &yz, we would be able to compute C(x,z; S(x,z) -{y}),
W,z;W,z)-{Y)), C(YAS(Y,Z)-{x)), F;(Y,z;S(YJ)-{xl), W,Y;W,Y)-{z))
, and fi(x, y; S(x, y) -{z}), after making n -4 oriented triangles. By then, z nxy is ready for reduction and the reduction of z n xy computes the values of C(x, y; S(x, y)) and fi(x, y; S(x, y)). Since this is true for any edge {x, y} in T2, the stack in Algorithm 3.1 is not empty before all oriented triangles are reduced. This finishes the proof of the correctness of Algorithm 3.1. Now let us count operations used by the algorithm.
Step-l of Algorithm 3.1 loops over every edge and every oriented triangle of T2. Therefore it requires O(n) time. Each time an oriented triangle z n xy is popped off the stack, the algorithm spends 0( 1) time to perform the reduction; and then checks to see if this reduction makes other oriented triangles ready for reduction. The time used for this checking varies from reduction to reduction. If the updated value of cont(x, y) is greater than 1, we conclude that no new oriented triangles are made ready for reduction. If the updated value of cont(x, y) is no greater than 1, we spend O(degree(x, y)) time checking all oriented triangles which have {x, y} as an edge. Therefore, the time spent is O(degree(x, y)).
Since this checking is required only when the updated value of cont(x, y) is 1 or 0, we spend a total of O(degree(x,y)) time on checking for each edge {x, y}. Since the sum of edge degrees of T2 is O(n), the total time spent checking is also O(n). Therefore the time complexity of Algorithm 3.1 is O(n). 0 By Lemma 2.1, 1 +Ft(x, y; S(x, y))+Fs(x, y; S(x, y))+C(x, y; S(x, y)) is the expected number of vertices that are connected to vertex x. Therefore, we can compute the expected number of reachable vertices for all the vertices in T2 in O(n) time. It takes O(n) time to select the maximum among O(n) numbers. Therefore a most reliable source of T2 can be computed in O(n) time. We illustrate Algorithm 3.1 with the sample network given in Fig. 1 . The 2-tree (call it T2) in Fig. 1 has 7 vertices. Therefore, it has 11 edges and 5 triangles. We need to perform 15 reductions. Initially, there are 4 oriented triangles ready for reduction.
These are D LI AB, E Ll AB, F Ll BC, and G n BC. We push them onto the stack in this order and start the reduction process. The reduction steps are illustrated in Table 1 . The first column of Table 1 shows the oriented triangle that is being reduced at each step of Algorithm 3. The last 11 rows of Table 1 also show the final values of C(x, y; S(x, y)), fi (x, y;
S(x, y)), F'(x, y; S(x, y)), and Fs(x, y; S(x, y)) for all edges {x, y}. By Lemma 2.1, we can compute the expected number of reachable vertices of x and y in each of the rows. These are illustrated in Table 2 . These results show that A is the most reliable source of the sample network given in Fig. 1 . The expected number of vertices that are connected to A is 4.374848. We also notice that G is the most unreliable source of the sample network given in Fig. 1 . The expected number of vertices that are connected to G is 2.499680.
Conclusions
In this paper, we have presented a linear time algorithm for computing the expected number of reachable vertices for every vertex in a partial 2-tree with unreliable edges. Therefore, a most reliable source of the network can be found in linear time. Since partial 2-trees have several important network models as special cases, our result can be applied to many network reliability problems. The techniques used here are a combination of the techniques used in [ 18, 201 . We believe that these techniques can be applied or generalized to solve many other network optimization and network reliability problems.
