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Abstract
We construct Weyl resolutions associated to certain Frobenius twists of divided
powers. Using these and other related complexes we obtain the Weyl filtration
dimension of the Schur algebras S(2, r), a result due to A. Parker.
Introduction
Let ∧n be the subring of the polynomial ring Z[x1, . . . , xn] consisting of the symmetric
polynomials. If λ is a partition, by sλ(x1, . . . , xn) we denote the associated Schur
function. The sλ(x1, . . . , xn), where λ has at most n parts, form a Z-basis of ∧n.
In [7, pg 140] the following identity in ∧n is shown
hk(x
2
1, . . . , x
2
n) =
k∑
j=0
(−1)js(2k−j,j)(x1, . . . , xn),
where hk(x1, . . . , xn) =
∑
1≤i1≤···≤ik≤n
xi1 · · · xik is the k-th complete symmetric function.
In this paper we construct a complex of Weyl modules for the general linear group
GLn(K), where K is an infinite field of characteristic 2, whose homology is conce-
trated in degree 0 with the following properties. The degree 0 homology is the first
Frobenius twist of the k-th divided power of the natural representation of GLn(K).
The terms of the complex are Weyl modules of GLn(K) that have formal characters
s(2k−j,j)(x1, . . . , xn) and the differentials are maps between Weyl modules in character-
istic 2 so that we have a representation theoretic realization of the above identity (Thm
1.4).
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2 On Weyl Resolutions Associated to certain Frobenius Twists
The Weyl filtration dimension of the Schur algebra S(n, r) corresponding to the
homogeneous polynomial representations of GLn(K) of degree r is in general unknown.
A. Parker [8] has determined the Weyl filtration dimension of S(2, r) and S(3, r). Using
the above and other related complexes we obtain an alternative deduction of the Weyl
filtration dimension of S(2, r) (Section 2).
1 Complexes associated to Frobenius twists
1.1 Throughout this paper, K denotes a field of characheristic p > 0, V a K-vector
space with dimV = n < ∞ and G the general linear group GL(V ). We will use
freely the notation of [1]. For example, the Weyl (respectively, Schur) module of G
corresponding to a partition λ will be denoted by KλV (respectively, LλV ). The set of
partitions is denoted by ∧+. Let ∧+(n) = {λ ∈ ∧+|λ = (λ1, . . . , λn)} and if r ≥ 0 let
∧+(n, r) =
{
λ ∈ ∧+(n)|
n∑
i=1
λi = r
}
.
We define here certain maps involving the Hopf algebra structure of the exterior
algebra ∧V of V and the divided power algebra DV of V . Let AV be one of ∧V
or DV . We have a natural grading AV = ⊕
a≥0
AaV , where for all a, AaV =
a
∧V or
AaV = DaV . The commultiplication of AV will be denoted by ∆ : AV → AV ⊗ AV
and the multiplication by m : AV ⊗ AV → AV . We will use the same notation ∆ to
indicate the component Aa+bV → AaV ⊗ AbV of the restriction of ∆ to Aa+bV and
similarly for m.
If a, b, t ≥ 0, define a map
∂t : AaV ⊗AbV → Aa+tV ⊗Ab−tV
as the composition AaV ⊗AbV
1⊗∆
−−−→ AaV ⊗AtV ⊗Ab−tV
m⊗1
−−−→ Aa+tV ⊗Ab−tV , where
it is understood that if b− t < 0, then Ab−tV = 0. Then ∂t is a map of G-modules with
respect to the diagonal action of G on AaV ⊗AbV and Aa+tV ⊗Ab−tV .
Suppose a, b, s, t ≥ 0. It is easy to verify that the following diagram commutes
AaV ⊗AbV
∂s−−−−→ Aa+sV ⊗Ab−sV
∂t
y y∂t
Aa+tV ⊗Ab−tV
∂s−−−−→ Aa+s+tV ⊗Ab−s−tV
and moreover
∂s ◦ ∂t = ∂t ◦ ∂s =
(
s+ t
t
)
∂s+t,
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where
(s+t
t
)
is the indicated binomial coefficient and ∂s+t is the map AaV ⊗ AbV →
Aa+s+tV ⊗ Ab−s−tV . Suppose in addition that t satisfies 0 < t < p and let t¯ = p − t.
Since the characteristic of K is p, we have
∂t¯ ◦ ∂t = ∂t ◦ ∂t¯ = 0. (1)
1.2 In this subsection, we will describe the maps which will be the differentials of the
complexes to be defined in subsection 1.3. The differentials are maps between certain
Weyl (or Schur) modules in positive characteristic. Such maps have been studied,
among others, by Carter and Payne in [2] where they show that HomG(KλV,KµV ) 6= 0
for certain pairs of partitions λ, µ where µ is obtained from λ by “raising” some boxes
of a row of λ to a higher row. We will need the special case where the partitions consist
of two rows. In order to make the Carter-Payne maps explicit, we give a different proof
of this special case. We remark that this particular case is considerably simpler than
the general situation.
Lemma. Let λ, µ ∈ ∧+(2) such that λ = (a, b), µ = (a + d, b − d) for some d > 0.
Suppose there is a positive integer e such that d < pe and a − b + d + 1 ≡ 0mod pe.
Then
a) the map ∂d : DaV ⊗ DbV → Da+dV ⊗ Db−dV induces a map of G-modules
KλV → KµV which is nonzero provided n ≥ 2,
b) the map ∂d :
a
∧V ⊗
b
∧V →
a+b
∧ V ⊗
b−d
∧ V induces a map of G-modules LλV → LµV
which is nonzero provided a+ d ≥ n.
Proof. a) We will employ the following notation. Under the comultiplication map
Di+jV → DiV ⊗DjV , the image of x is denoted by
∑
α
xα(i) ⊗ xα(j)
′. Recall from [1,
II] the exact sequence
b−1⊕
ℓ=0
Da+b−ℓV ⊗DℓV
✷
−−→ DaV ⊗DbV
d′
λ−−→ KλV → 0,
where the restriction of ✷ to Da+b−ℓV ⊗DℓV is the composition Da+b−ℓV ⊗DℓV
∆⊗1
−−−→
DaV ⊗ Db−ℓV ⊗ DℓV
1⊗m
−−−→ DℓV ⊗ DbV and d
′
λ is the map d
′
λ(V ) of [1, Def. II.1.3].
Consider the relation Da+b−ℓV ⊗DℓV of KλV , 0 ≤ ℓ ≤ b− 1.
Case 1. Suppose ℓ ≤ b− d− 1.
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We note that the Da+b−ℓ+tV ⊗Dℓ−tV , where t = 0, . . . , ℓ, are relations for KµV . For
each t = 0, . . . , d, let f ℓt : Da+b−ℓV ⊗DℓV → Da+b−ℓ+t ⊗Dℓ−tV be the composite map
Da+b−ℓV ⊗DℓV
∂t−→ Da+b−ℓ+tV ⊗Dℓ−tV
(a−ℓ+dd−t )
−−−−−→ Da+b−ℓ+tV ⊗Dℓ−tV,
where the map on the right is multiplication by the indicated binomial coefficient. Put
f ℓ =
ℓ∑
t=0
f ℓt . We claim that the following diagram commutes
Da+b−ℓV ⊗DℓV
✷
−−−−→ DaV ⊗DbV
fℓ
y y∂d
d⊕
t=0
Da+b−ℓ+tV ⊗Dℓ−tV
✷
−−−−→ Da+dV ⊗Db−dV.
Indeed, let x⊗ y ∈ Da+b−ℓV ⊗DℓV . In one direction we have
∂d✷(x⊗ y) =
d∑
i=0
(
a+i
i
) ∑
α,β
xα(a+ i)yβ(d− i)⊗ xα(b− ℓ− i)
′yβ(ℓ− d+ i)
′, (2)
where the binomial coefficient comes from multiplication in DV . In the other direction
we have
✷f ℓ(x⊗ y) =
d∑
t=0
(a−ℓ+d
d−t
) t∑
s=0
(ℓ−t+s
s
) ∑
α,β
xα(a+ d− t+ s)yβ(t− s)
⊗ xα(b− ℓ− d+ t− s)
′yβ(ℓ− t+ s)
′.
Let
Ai =
∑
t−s=d−i
(a−ℓ+d
d−t
)(ℓ−t+s
s
) ∑
α,β
xα(a+ d− t+ s)yβ(t− s)
⊗ xα(b− ℓ− d+ t− s)
′yβ(ℓ− t+ s)
′
so that ✷f ℓ(x⊗ y) =
d∑
i=0
Ai. We have
Ai =
i∑
s=0
(a−ℓ+d
i−s
)(ℓ−d+i
s
) ∑
α,β
xα(a+ i)yβ(d− i)⊗ xα(b− ℓ− i)
′yβ(ℓ− d+ i)
′. (3)
Using the binomial identity
i∑
s=0
(a−ℓ+d
i−s
)(ℓ−d+i
s
)
=
(a+i
i
)
, it follows from (2) and (3) that
d∑
i=0
Ai = ∂d✷(x⊗ y) and hence ✷f
ℓ(x⊗ y) = ∂d✷(x⊗ y). (In this case we did not use
the assumption on p).
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Case 2. Suppose ℓ > b− d+ 1.
For each t satisfying ℓ− b+ d+ 1 ≤ t ≤ d, let gℓt be the composition
Da+b−ℓV ⊗DℓV
∂t−→ Da+b−ℓ+tV ⊗Dℓ−tV
(b−ℓ−1d−t )
−−−−−→ Da+b−ℓ+tV ⊗Dℓ−tV
and put gℓ =
d∑
t=c
gℓt where c = ℓ − b + d + 1. We claim that the following diagram
commutes
Da+b−ℓV ⊗DℓV
✷
−−−−→ DaV ⊗DbV
gℓ
y y∂d
d⊕
t=c
Da+b−ℓ+tV ⊗Dℓ−tV
✷
−−−−→ Da+dV ⊗Db−dV.
Indeed, let x ⊗ y ∈ Da+b−ℓV ⊗DℓV . In one direction, we have equation (2). For the
other direction we compute
✷gℓ(x⊗ y) =
d∑
t=c
(b−ℓ−1
d−t
) t∑
s=0
(ℓ−t+s
s
) ∑
α,β
xα(a+ d− t+ s)yβ(t− s)
⊗ xα(b− ℓ− d+ t− s)
′yβ(ℓ− t+ s)
′. (4)
Note that if t < c, then d− t > b − ℓ − 1 so that
(b−ℓ−1
d−t
)
= 0. Thus in the right hand
side of (4), the summation with respect to t may be taken from t = 0 to t = d. Hence
✷gℓ(x⊗ y) =
d∑
i=0
Bi, where
Bi =
∑
t−s=d−i
(
b−ℓ−1
d−t
)(
ℓ−t+s
s
) ∑
α,β
xα(a+ d− t+ s)yβ(t− s)
⊗ xβ(b− ℓ− d+ t− s)
′yβ(ℓ− t+ s)
′
=
i∑
s=0
(b−ℓ−1
i−s
)(ℓ−d+i
s
) ∑
α,β
xα(a+ i)yβ(d− i)⊗ xα(b− ℓ− i)
′yβ(ℓ− d+ i)
′
=
(b−1−d+i
i
)∑
α,β
xα(a+ i)yβ(d− i)⊗ xα(b− ℓ− i)
′yβ(ℓ− d+ i)
′ (5)
by our familiar binomial identity. From the assumptions on d and p in the statement
of the Lemma it follows that for each i = 0, . . . , d
(
a+i
i
)
≡
(
b−1−d+i
i
)
mod p.
From this and equations (2), (5) we see that the diagram commutes.
We have shown that the map ∂d : DaV ⊗DdV → Da+dV ⊗Db−dV induces a map
KλV → KµV . If n ≥ 2, this last map is nonzero since the image of the standard
tableau 1(a)|2(b) is the tableau 1(a)2(d)|2(b−d) which is standard because a ≥ b− d.
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b) The proof is similar to the proof of a) and thus omitted.
We will denoted again by ∂d the maps KλV → KµV and LλV → LµV provided by
the previous Lemma.
1.3 In this section, we describe a family of complexes of G-modules associated to certain
Frobenius twists.
We adopt the convention that KαV = LαV = 0 if α is a sequence of non neg-
ative integers that is not a partition. This is not used in [1] but is in line with the
representation theory of algebraic groups [6, II 2.6 Prop.].
Definition. Suppose d, r are positive integer such that 0 < d < p and r−d+1 ≡
0mod p. Let K∗(r, d, V ) be the complex where for each i ≥ 0
K2i+1(r, d, V ) = K(r−ip−d,ip+d)V, K2i(r, d, V ) = K(r−ip,ip)V
and the differential δi : Ki(r, d, V )→ Ki−1(r, d, V ) is given by
δ2i+1 = ∂d, δ2i = ∂d¯,
where d¯ = p− d.
We remark that the maps δi in the above definition are provided by the conclusion
of Lemma 1.2 and they alternate between “raising” d and p − d boxes. Moreover,
K∗(r, d, V ) is a complex because of (1). If j > ⌊
r
p⌋, where ⌊
r
p⌋ is the integer part of
r
p ,
then according to our convention mentioned above, we have Kj(r, d, V ) = 0.
In a similar manner we define complexes L∗(r, d, V ) by replacing the Weyl modules
K(r−ip−d,ip+d)V , K(r−ip,ip)V by the Schur modules L(r−ip−d,ip+d)V , L(r−ip,ip)V respec-
tively.
Example. If p = 2 (and hence d = 1 and r is even), then K∗(r, 1, V ) is the complex
0 −→ K(r/2,r/2)V
∂1−−→ · · · −→ K(r−2,2)V
∂1−−→ K(r−1,1)V
∂1−−→ DrV
and L∗(r, 1, V ) is
0 −→ L(r/2,r/2)V
∂1−−→ · · · −→ L(r−2,2)V
∂1−−→ L(r−1,1)V
∂1−−→
r
∧ V.
1.4 Let n = dimV . In this section we determine the homology of the complexes
K∗(r, d, V ), L∗(r, d, V ) in the cases 1) p = 2 (and any n) and 2) n = 2 (and any p).
The m-th Frobenius twist of a G-module M will be denoted M (m).
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Theorem. Suppose d, r are positive integers such that 0 < d < p and r−d+1 ≡ 0mod p.
If p = 2 or n = 2, then K∗(r, d, V ) has homology concentrated in degree 0 and L∗(r, d, V )
has homology concentrated in degree ⌊ rp⌋. In particular, for p = 2 (and hence d = 1
and r is even, r = 2r′) we have
H0(K∗(r, 1, V )) = (Dr′V )
(1), Hr′(L∗(r, 1, V )) = (
r′
∧V )(1).
Proof. a) Suppose p = 2.
For the bookkeeping to follow, we observe that if m ≥ ℓ and W is a K-vector space of
dimension 1, then the complex
C∗(m, ℓ) :
0 −→ Dm−ℓW ⊗DℓW
∂1−→ Dm−ℓ+1W ⊗Dℓ−1W
∂1−→ · · · −→ Dm−1W ⊗D1W
∂1−→ DmW
is isomorphic to
0 −→ K
m−ℓ+1
−−−−→ K
m−ℓ+2
−−−−→ K −→ · · ·
m
−→ K
and thus: 1) if both m, ℓ are odd, then C∗(m, ℓ) is exact, 2) if both m, ℓ are even, then
C∗(m, ℓ) has homology concentrated in degree 0 and this is DmW .
We prove by induction on n that the homology of K∗(r, 1, V ) is concentrated in
degree 0.
The case n = 1 being trivial, let n ≥ 2 and suppose V = U ⊕W where U,W are
subspaces of V with dimW = 1. Fix a basis x1, . . . , xn−1 of U and xn ofW and consider
he ordering x1 < x2 < · · · < xn−1 < xn. By the analog of [1, Thm. II.4.11] for Weyl
modules, for each i satisfying 2i ≤ r we have the following direct sum decomposition
of vector spaces
K(r−i,i)V ≃ ⊕
s,t
K(k−i−s,i−t)U ⊗DsW ⊗DtW,
where 0 ≤ s ≤ r− 2i, 0 ≤ t ≤ i. Under this identification the differential of K∗(r, 1, V )
looks like
K(r−i−s,i−t)U ⊗DsW ⊗DtW
α⊗1⊗1✲ K(r−i−s+1,i−t−1)U ⊗DsW ⊗DtW
K(r−i−s,i−t)U ⊗Ds+1W ⊗Dt−1W
❅
❅
❅❘
1⊗β
(6)
where α : K(r−i−s,i−t)U −→ K(r−i−s+1,i−t−1)U sends a standard tableau
1(a1) · · · (n− 1)(an−1)|1(b1) · · · (n− 1)(bn−1) to
n−1∑
j=1
(aj + 1)1
(a1) · · · j(aj+1) · · · (n− 1)(an−1)|1(b1) · · · j(bj−1)(n− 1)(bn−1)
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and β : DsW ⊗DtW → Ds+1W ⊗Dt−1W is the differential of C∗.
Since the differential of K∗(r, 1, V ) is a map of G-modules, it is a map of T -modules
where T is the maximal torus of diagonal matrices in GLn(K) ≃ GL(V ). Thus we may
consider the subcomplex K∗(r, V ;m) of K∗(r, 1, V ) of xn-content of equal to m, that is,
Ki(r, V ;m) is the subspace of K(r−i,i)V with basis the standard tableaux of K(r−i,i)V
in which the element xn appears m times. We have
K∗(r, 1, V ) = ⊕
m≥0
K∗(r, V ;m).
Also
Ki(r, V ;m) = ⊕
s,t
K(r−i−s,i−t)U ⊗DsW ⊗DtW (7)
where the sum ranges over all s, t subject to the conditions 0 ≤ s ≤ r − 2i, 0 ≤ t ≤ i,
s+ t = m.
Claim 1. Let m be odd. Then K∗(r, V ;m) is exact.
Indeed, since r − m is odd, let r −m = 2q + 1. From (6) and (7) it follows that
K∗(r, V ;m) is the total complex of the following double complex.
K(q+1,q)U⊗DmW → · · · → K(r−m−1,1)U⊗DmW → K(r−m)U⊗DmW
↑ ↑ ↑
K(q+1,q)U⊗Dm−1W⊗D1W → · · · → K(r−m−1,1)U⊗Dm−1⊗D1W → K(r−m)U⊗Dm−1W⊗D1W
↑ ↑ ↑
0 · · · → K(r−m−1,1)U⊗Dm−2⊗D2W → K(r−m)U⊗Dm−2W⊗D2W
↑ ↑
...
...
↑
· · · → · · · → K(r−m)U⊗Dm−ℓ0W⊗Dℓ0W
↑ ↑
0 0
The i-th column, i = 0, 1, . . . (counting from right to left) for i satisfying r−m−2i ≥ 0
is the complex K(r−m−i,i)U ⊗C∗(m, ℓi), where ℓi = min{m, r−m− 2i}. Each nonzero
horizontal map is of the form α ⊗ 1 ⊗ 1 (see (6)). Now since both m and ℓi (and ℓi)
are odd, it follows from the observation made at the beginning of the proof that each
column of the double complex is exact. Hence K∗(r, V ;m) is exact.
Claim 2. Let m be even. Then K∗(r, V ;m) has homology concentrated in degree zero.
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Indeed, since r−m is even, let r−m = 2q. Again K∗(r, V ;m) is the total complex of
the double complex whose i-th column isK(r−m−i,i)U⊗C∗(m, ℓi) where ℓi = min{m, r−
m− 2i}. Notice however, with respect to the display of the bicomplex in the previous
case, that the left most column now has the form
K(q,q)U⊗DmW
↑
0
Since both m and ℓi are even, we know from the observation made earlier that for every
i, the i-th column has homology concentrated in degree 0 and this is K(r−m−i,i)U ⊗
DmW . Thus the E1 page of the first spectral sequence associated to our bicomplex is
the top row
0 −→ K(q,q)U ⊗DmW −→ · · · −→ K(r−m−1,1)U ⊗DmW −→ K(r−m)U ⊗DmW
of the bicomplex, which is K∗(r −m, 1, U) ⊗DmW . By the inductive hypothesis, this
complex has homology concentrated in degree 0. Thus the spectral sequence collapses
on both axes and hence K∗(r, V ;m) has homology concentrated in degree zero.
From Claim 1 and Claim 2 it follows that K∗(r, 1, V ) has homology concentrated in
degree zero.
We consider now H0(K∗(r, 1, V )). Let x1, . . . , xn be a basis of V and consider a
tableau x = x
(a1)
1 · · · x
(an)
n |xi ∈ K(r−1,1)V . For the map ∂1 : K(r−1,1)V → DrV we have
∂1(x) = (ai + 1)x
(a1)
1 · · · x
(ai+1)
i · · · x
(an)
n . Since the characteristic of K is 2, it follows
that a basis of H0(K∗(r, 1, V ) is
{x
(2a1)
1 · · · x
(2an)
n + Im∂1|a1 + · · ·+ an = r
′}
Now it is straightforward to verify that the vector space isomorphism
(Dr′V )
(1) ∋ x
(a1)
1 · · · x
(an)
n 7→ x
(2a1)
1 · · · x
(2an)
n + Im∂1 ∈ H0(K∗(r, 1, V ))
is GLn(K)-equivariant.
Next we consider the complex L∗(r, 1, V ). Most of the details of the proof are similar
(and in fact simpler) to the previous proof and for these we will be consice. We argue
by induction on n = dimV that L∗(r, 1, V ) has homology concentrated in degree r
′,
the case n = 1 being trivial. Let n ≥ 2 and, as before, let V = U ⊕W , dimW = 1.
Let x1, . . . , xn−1 be a basis of U and xn a basis of W . From [1, Thm. II.4.11] we have
L(r−i,i)V = L(r−i,i)U ⊕ L(r−i−1,i)U ⊗W ⊕ L(r−i,i−1)U ⊗W ⊕ L(r−i−1,i−1)U ⊗W ⊗W .
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Let L∗(r, V ;m) be the subcomplex of L∗(r, 1, V ) of xn-content equal tom. From the
standard basis theorem for Schur modules [1, Thm. II.2.16] it follows that L∗(r, V ;m) =
0 for m ≥ 3. Hence L∗(r, 1, V ) =
2⊕
m=0
L∗(r, V ;m).
For m = 1, we see that L∗(r, V ; 1) is the total complex of the double complex
L(r′,r′−1)U ⊗W → · · · → L(r−2,1)U ⊗W → L(r−1)U ⊗W
↑ ↑ ↑
L(r′,r′−1)U ⊗W → · · · → L(r−2,1)U ⊗W → L(r−1)U ⊗W.
Since the vertical maps are identity maps, the total complex is exact.
For m = 0, 2 we see that
L∗(r, V ; 0) = L∗(r, 1, U),
L∗(r, V ; 2) = L∗(r − 2, 1, U)[−1] ⊗W ⊗W
where L∗(r − 2, 1, U)[−1] is L∗(r − 2, 1, U) with degrees shifted by −1. By induction,
both of the above complexes have homology concentrated in degree r′.
Next we consider Hr′(L∗(r, 1, V )) = ker(L(r′,r′)
∂1−→ L(r′+1,r′−1)V ) which we denote
by M . Let x1, · · · , xn be a basis of V and assume n ≥ r
′ so that L(r′,r′)V 6= 0. Let
x ∈ L(r′,r′)V be the standard tableau x = x1 · · · xr′ |x1 · · · xr′ . Then x ∈ M . Let
us fix the maximal torus of diagonal matrices in GLn(K) and the Borel subgroup of
lower triangular matrices in GLn(K). Then for any partition λ, LλV is the induced
module of GLn(K) of highest weight λ˜ [3], where λ˜ denotes the transpose partition
of λ, and its formal character is the Schur function sλ˜(x1, . . . , xn). Now x ∈ M is
a highest weight vector of L(r′,r′)V of weight (2
r′) = (2, . . . , 2). Since x ∈ M and
L(r′,r′)V has simple socle generated by its highest weight vector [6], we conclude that
L(2r
′
) ⊆ M , where L(2r
′
) is the irreducible GLn(K)-module of highest weight (2
r′).
We have L(2r
′
) = L(1r
′
)(1) = (
r′
∧V )(1), so that
(
r′
∧V )(1) ⊆M. (7)
In order to show equality in (7) we will prove that dimM =
(n
r′
)
.
From the complex L∗(r, 1, V ) that has homology M concentrated on the extreme
left we have
dimM =
r′∑
j=0
dimL(r′+j,r′−j)V.
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It is well know that dimL(r′+j,r′−j)V =
( n
r′+j
)( n
r′−j
)
−
( n
r′+j+1
)( n
r′−j−1
)
[7, I (3.5)]. By
substituting we have
dimM = 2
r′∑
j=0
(−1)j
( n
r′+j
)( n
r′−j
)
−
(n
r′
)2
. (8)
Using the identity
2
r′∑
j=0
(−1)j
(
n
r′+j
)(
n
r′−j
)
=
(
n
r′
)
+
(
n
r′
)2
,
which may be proven easily by induction on n, (8) yields dimM =
(
n
r′
)
.
b) Suppose n = 2.
Let x, y be a basis of V . From the definition of K∗(r, d, V ), it follows that ker δ2i+1 is
generated by the standard tableaux x(a)y(b)|y(c) ∈ K(r−2ip−d,2ip+d)V such that(b+d
d
)
≡ 0mod p ,
while the image of δ2i+2 is generated by the standard tableaux x
(a)y(b)|y(c) such that
( b
p−d
)
6≡ 0mod p .
Since among p consecutive integers exactly one is divisible by p, we obtain Im δ2i+2 =
ker δ2i+1 for all i ≥ 0. In a similar way we have Im δ2i+1 = ker δ2i for all i ≥ 1, so that
K∗(r, d, V ) has homology concentrated in degree 0.
1.5 We note here two complexes related to those of (1.3) that will be needed later.
Suppose r is odd and p = 2.
1) Let r ≡ 1mod 4. By Lemma 1.2, we have a nonzero map of Weyl modules
K(r−2i,2i)V −→ K(r−2i+2,2i−2)V , 1 ≤ i ≤
r
4 , induced by the map Dr−2iV ⊗D2iV
∂2−→
Dr−2i+2V ⊗D2i−2V . The complex
· · ·
∂2−→ K(r−4,4)V
∂2−→ K(r−2,2)V
∂2−→ DrV
will be denoted M∗(r, 2, V ). Note that its length is ⌊
r
4⌋. By a direct computation (as in
the last part of 1.4), we see that if n = 2, then M∗(r, 2, V ) has homology concentrated
in degree 0.
2) Let r ≡ 3mod 4. By Lemma 1.2 we have a nonzero map of Weyl modules
K(r−2i−1,2i+1)V → K(r−2i+1,2i−1)V , 1 ≤ i ≤ ⌊
r
4⌋, induced by the map Dr−2i−1V ⊗
D2i+1V
∂2−→ Dr−2i+1V ⊕D2i−1V . The complex
· · ·
∂2−→ K(r−5,5)V
∂2−→ K(r−3,3)
∂2−→ K(r,1)V
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will be denoted N(r, 2, V ). Note that its length is ⌊ r4⌋. By a direct computation, we
see that if n = 2, then N∗(r, 2, V ) has homology concentrated in degree 0.
2 The Weyl filtration dimension of S(2, r)
The Weyl filtration dimension of the Schur algebra S(2, r) of GL2(K) has been deter-
mined by Parker in [8]. See also [9] for a different proof. In this section we utilise the
resolutions of Theorem 1.4 and (1.5) to obtain an alternative proof of Parker’s result.
2.1 We consider the Schur algebra S(n, r) corresponding to the homogeneous polyno-
mial representations of GLn(K) of degree r [5]. By modS(n, r) we denote the category
of finite dimensional S(n, r)-modules. Let V be the natural GLn(K)-module. For each
λ ∈ ∧+(n, r), we have the induced module ∇(λ), the Weyl module △(λ) and the irre-
ducible module L(λ), all of highest weight λ. It is well known that ∇(λ) ≃ Lλ˜V and
△(λ) ≃ KλV [3].
We recall here relevant definitions. Let X ∈ modS(n, r).
a) We say that X admits a Weyl filtration if there is a filtration 0 = Xd ⊆ · · · ⊆
X0 = X of X by S(n, r)-submodules such that each Xi/Xi+1 is either 0 or isomorphic
to some KλV , λ ∈ ∧
+(n, r).
b) A resolution of S(n, r)-modules of the form
0 −→ Xd −→ · · · −→ X0 −→ X −→ 0,
where each Xi admits a Weyl filtration, is called a Weyl resolution of X of length d.
c) If X has a Weyl resolution of length d and has no Weyl resolution of length less
than d, we say that the Weyl filtration dimension of X is d (abbreviated wfd(X) = d).
d) The supremum of {wfd(X)|X ∈ modS(n, r)} is called the Weyl filtration di-
mension of S(n, r) and is denoted by wfd(S(n, r)). (This should not be confused with
the Weyl filtration dimension of S(n, r) as a module over itself).
In the next proposition, we collect the well known facts concerning Weyl filtration
dimensions that will be needed. We write Exti(−,−) in place of ExtiGLn(K)(−,−).
Proposition. i) Let λ, µ˜ ∈ ∧+(n, r). Then
Exti(KλV,Lµ˜V ) =
{
K, if i = 0 and λ = µ
0, otherwise.
ii) Let d be a non negative integer and X ∈ modS(n, r). Then the following are
equivalent
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a) wfd(X) = d
b) Exti(X,Lλ˜V ) = 0 for all i > d and all λ ∈ ∧
+(n, r) and Extd(X,Lµ˜V ) 6= 0
for some µ ∈ ∧+(n, r).
iii) If X ∈ modS(n, r1), Y ∈ modS(n, r2) have Weyl filtrations, then so does X⊗Y .
iv) If X ∈ modS(n, r1), Y ∈ modS(n, r2), then wfd(X ⊗ Y ) ≤ wfd(X) +wfd(Y ).
v) wfd(S(n, r)) = max{wfd(L(λ))|λ ∈ ∧+(n, r)}.
vi) If 0 → Xd → · · · → X0 → X → 0 is an exact sequence in modS(n, r), then
wfd(X) ≤ max{wfd(Xi) + i|i = 0, . . . , d}.
For the proofs of i), ii) and iv) see [4] (where the dual notion of good filtration
dimension was considered) and for iii) see [10]. The proofs of v) and vi) are standard
using ii) and the long exact sequence in cohomology.
2.2 Suppose Y ∈ modS(n, r) has a Weyl filtration. From part i) of the above proposi-
tion, it follows that the multiplicity of KλV as a factor of Y is dimHom(Y,Lλ˜V ) (and
hence does not depend on the choice of good filtration).
Lemma. Let X ∈ modS(n, r). If
0 −→ Xd −→ Xd−1 −→ · · · −→ X0 −→ X −→ 0,
is a Weyl resolution of X such that Xd has a factor which is not a factor of Xd−1, then
wfd(X) = d.
Proof. Clearly we have wfd(X) ≤ d. Let Y be the cokernel of he map Xd → Xd−1 and
let λ ∈ ∧+(n, r) be such that KλV is a factor of Xd but not of Xd−1. From the exact
sequence 0→ Xd → Xd−1 → Y → 0 we obtain the exact sequence
Hom(Xd−1, Lλ˜V ) −→ Hom(Xd, Lλ˜V ) −→ Ext
1(Y,Lλ˜V ) −→ Ext
1(Xd−1, Lλ˜V ).
By Proposition 2.1 ii) we have Ext1(Xd−1, Lλ˜V ) = 0 and by the assumption on λ,
Hom(Xd−1, Lλ˜V ) = 0. Thus
Ext1(Y,Lλ˜V ) = Hom(Xd, Lλ˜V ) 6= 0.
By dimension shifting on 0 → Xd → · · · → X0 → X → 0 we have Ext
d(X,Lλ˜V ) =
Ext1(Y,Lλ˜V ) so that Ext
d(X,Lλ˜V ) 6= 0. Hence wfd(X) ≥ d by Proposition 2.1 ii).
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From the previous Lemma and the complexes K∗(r, 1, V ) of Theorem 1.4 we obtain
a lower bound for wfd(S(n, r)) if p = 2 and r is even valid for any n.
Corollary. Suppose p = 2 and r is even, r = 2r′. Then
wfd((Dr′V )
(1)) =
r′
2
and wfd(S(n, r)) ≥
r′
2
.
2.3 We consider here the Schur algebra S(2, r) and give an alternative proof of the
following result due to Parker [8].
Theorem. 1) If p = 2, then
wfd(S(2, r)) =
{
r
2 , if r is even
⌊ r4⌋, if r is odd.
2) If p ≥ 3, then
wfd(S(2, r)) =
⌊
r
p
⌋
.
In order to prove this result, we will establish bounds on wfd(S(2, r)) by exhibiting
suitable Weyl resolutions.
Suppose λ = (a, b) ∈ ∧+(2) and let c = c(λ) = a − b. First we observe that since
K(b,b)V is a 1-dimensional irreducible representation of highest weight (b, b), we have
KλV = K(b,b)V ⊗DcV and for each m ≥ 1, KλV
(m) = K(pmb,pmb)V ⊗DcV
(m).
2.3.1 Upper bound for any p
Lemma. Let λ = (a, b) ∈ ∧+(2) and c = a − b. Then for all m ≥ 1, we have
wfd(KλV
(m)) ≤ pm−1c.
Proof. We use induction on m. For m = 1, it follows from the above observation and
Theorem 1.4 that the complex C∗ = K(pb,pb)V ⊗K∗(pc, 1, V ) is a Weyl resolution of its
homology which is KλV
(1). Since the length of C∗ is c, we have wfd(KλV
(1)) ≤ c.
Suppose m ≥ 2 and let C
(m)
∗ be the m-th Frobenius twist of the complex C∗.
Then C
(m)
∗ has length c and is a resolution of KλV
(m+1). From the definition of
K∗(pc, 1, V ), it follows that C
(m)
i = KλiV
(m) for some partition λi satisfying c(λi) ≤
pc − 2i. By the inductive hypothesis, wfd(C
(m)
i ) ≤ p
m−1(pc − 2i). From Proposition
2.1 vi), wfd(KλV
(m+1)) ≤ max{pm−1(pc− 2i) + i|i = 0, · · · , c} = pmc.
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Now if λ = (a, b) ∈ ∧+(2, r), c = a − b and c = c0p
n0 + · · · + csp
ns is the base p
expansion of c, then by Steinberg’s tensor product theorem
L(λ) = L(b, b)⊗ L(c0)
(n0) ⊗ · · · ⊗ L(cs)
(ns)
= K(b,b)V ⊗Dc0V
(n0) ⊗ · · · ⊗DcsV
(ns).
By Proposition 2.1 iv) and the above lemma we have
wfd(L(λ)) ≤ pn0−1c0 + · · ·+ p
ns−1cs =
c
p
≤
⌊
r
p
⌋
.
By Proposition 2.1 v), we have wfd(S(2, r)) ≤ ⌊ rp⌋.
2.3.2 Lower bound for p ≥ 3
Let r = pr1 + r0, where 0 ≤ r0 < p, and r0 = 2s+ t, where 0 ≤ t < 2. By Theorem
1.4, the complex K(s,s)V ⊗ K∗(pr1 + t, 1 + t, V ) is a Weyl resolution of its homology.
This complex has length r1 = ⌊
r
p⌋ and satisfies the hypothesis of Lemma 2.2 so that its
homology has Weyl filtration dimension ⌊ rp⌋. Hence wfd(S(2, r)) ≥ ⌊
r
p⌋.
From (2.3.1) and (2.3.2) we have wfd(S(2, r)) = ⌊ rp⌋ if p ≥ 3.
2.3.3 Better upper bound for p = 2 and r odd
First we observe that if X has a filtration with factors various KλV
(1), then V ⊗X
has a Weyl filtration. This follows from the fact that V ⊗KλV
(1) is a Weyl module (in
the special case under consideration, p = n = 2, the natural module V is a Steinberg
module).
Lemma. Suppose λi = (ai, bi) ∈ ∧
+(2), i = 1, . . . , s and let ci = ai − bi. Then for all
positive integers n1, . . . , ns we have
wfd(V ⊗KλV
(n1) ⊗ · · · ⊗K
(ns)
λs
V ) ≤ c12
n1−2 + · · ·+ cs2
ns−2.
Proof. We use induction on
s∑
i=1
ni. If n1 = · · · = ns = 1, then by Proposition 2.1
iii) Kλ1V
(1) ⊗ · · · ⊗ KλsV
(1) has a filtration with quotients various KλV
(1). By the
observation mentioned before the Lemma, it follows that V ⊗Kλ1V
(1) ⊗ · · · ⊗KλsV
(1)
has a Weyl filtration and thus its Weyl filtration dimension is 0.
The complex C∗ = K(2b1,2b1)V ⊗ K∗(2c1, 1, V ) is a Weyl resolution of Kλ1V
(1) of
length c1. Hence the complex C¯∗ = V ⊗C
(n1)
∗ ⊗Kλ2V
(n2)⊗· · ·⊗KλsV
(ns) is a resolution
of V ⊗Kλ1V
(n1+1) ⊗Kλ2V
(n2) ⊗ · · · ⊗KλsV
(ns) of length c1.
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From the definition of K∗(2c1, 1, V ), it follows that C
(n1)
i = KµiV
(n1) where µi ∈
∧+(2) satisfies c(µi) ≤ 2c1 − 2i. By applying Proposition 2.1 vi) to C¯∗ and using the
inductive hypothesis, we have
wfd(V ⊗Kλ1V
(n1+1) ⊗Kλ2V
(n2) ⊗ · · · ⊗KλsV
(ns)) ≤
≤ max
{
(2c1 − 2i)2
n1−2 + c22
n2−2 + · · ·+ cs2
ns−2 + i|i = 0, . . . , c1
}
= c12
n1−1 + c22
n2−2 + · · ·+ c22
ns−2.
Now suppose r is odd, λ = (a, b) ∈ ∧+(2, r), c = b − a and c = 1 + 2n1 + · · · + 2ns
is the base 2 expansion of c. Then L(λ) = K(b,b)V ⊗ V ⊗ V
(n1) ⊗ · · · ⊗ V (ns) and by
Proposition 2.1 iv) and the above Lemma, wfd(L(λ)) ≤ wfd(V ⊗V (n1)⊗· · ·⊗V (ns)) ≤
2n1−2 + · · · + 2ns−2 = c−14 ≤ ⌊
r
4⌋. Hence wfdS(2, r) ≤ ⌊
r
4⌋.
If r is even, we have he upper bound wfd(S(2, r)) ≤ r2 from (2.3.1).
2.3.4 Lower bound for p = 2
If r is even, we have wfd(S(2, r)) ≥ r2 by Corollary 2.3.
Suppose r is odd. If r ≡ 1mod 4, then from the complex M∗(r, 2, V ) (cf. subsection
1.5) and Lemma 2.1 we see that the homology of M∗(r, 2, V ) has Weyl filtration dimen-
sion ⌊ r4⌋. Hence wfd(S(2, r)) ≥ ⌊
r
4⌋. If r ≡ 3mod 4 we obtain the same conclusion by
considering the complex N∗(r, 2, V ) of subsection 1.5.
From (2.3.3) and (2.3.4), we obtain the value of wfd(S(2, r)) in Theorem 2.3.
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