In this paper we describe an adaptive and multi-scale algorithm for the parsimonious fit of the corneal surface data that allows to adapt the number of functions used in the reconstruction to the conditions of each cornea. The method implements also a dynamical selection of the parameters and the management of noise. It can be used for the real-time reconstruction of both altimetric data and corneal power maps from the data collected by keratoscopes, such as the Placido rings based topographers, decisive for an early detection of corneal diseases such as keratoconus.
Introduction
There is an increasing need of a reliable and precise modeling of corneal surfaces, motivated both by technological and clinical applications.
Given the significance of the shape of the front surface of the cornea to the refraction of the eye [1] and the ability to correct refractive errors by laser ablation of the front surface of the cornea, a detailed wavefront error analysis of individual corneal topography data is crucial for the clinicians as a basis for a customized treatment. It has been recognized that the corneal front surface generally provides the bulk of the ocular aberrations in the postsurgical or pathologic eye [2] .
Corneal modeling can be used also as a tool for screening corneal diseases. Keratoconus, for example, distorts the corneal shape and results in a significant vision loss. Keratoconic patients should be screened for refractive surgeries because such treatments may worsen the corneal shape and lead to corneal transplantation. Hence, corneal modeling plays an essential role in diagnosing and managing keratoconus to assess suitability of a subject for the treatment and prevent improper refractive surgeries [3] . Also, the great role of the reliable visualization tools in clinical practice should not be underestimated.
Modern techniques of design and fit of soft contact lenses can take into account features of the patient's eye, adapting the back surface of a lens to match the specific elevations of the cornea. These methods require again a detailed corneal topographic analysis of the anterior face of the cornea.
With the introduction of the high-speed videokeratoscopy [4, 5] in the study of the dynamics of corneal surface topography [6] and tear film stability [7] , the storage needs have become significant, motivating another important application of corneal surface modeling: data compression [8] .
The vast majority of modern corneal topographers collects the data (either elevation, curvature, mire displacement or others) in a finite and discrete set of points. Typically, these points present a quasi-structure; for instance, those devices based on the Placido rings technology provide elevations and curvatures at the discretized images of the mires, whose deformation is proportional to the complexity of the surface. In any case, the data is contaminated by the error, which stems from several sources: the natural device noise, measurement and digitalization errors, algorithm errors (like those converting the displacement in elevation), rounding errors and others. Hence, we face the problem of the parsimonious fit of the actual surface data contaminated by noise, with a minimum number of coefficients or parameters, for its clinical and technological applications.
The solutions to this problem are usually classified into the so-called zonal and modal methods. In the former group, the domain where the data are collected is subdivided in more elementary subdomains (e.g., triangles), and the surface is approximated in each subdomain with a relative independence from the other regions. The standard tool here are splines, in particular, the numerically stable B-splines [9, 10, 11] , widely used in the Computer-Aided Geometric Design.
In the modal methods of reconstruction the approximation is found as a (typically, linear) combination of functions from the given set or dictionary, defined by a number of parameters. In this sense, crucial decisions to make are the set of functions to use, the value of their parameters, and the number of functions needed to recover the relevant information without fitting (at least, in a large scale) the inevitable error (the so-called model selection problem).
Among the advantages of the zonal methods is the flexibility and the accuracy of fit, but they lack the simplicity of the modal approach, which renders functional expressions valid across the whole domain, suitable for further calculations (such as ray tracing and others). Zonal techniques are also substantially more computer-intensive and encode the final shape in a larger amount of data.
A standard functional basis for the modal reconstruction, used commonly in ophthalmology to express ocular wavefront error are the Zernike polynomials [12] . The coefficients of their expansions have interpretation in terms of the basic aberrations such as defocus, astigmatism or coma, along with higher order aberrations such as trefoil and spherical aberrations. As a fitting routine, Zernike polynomials are not limited to analysis of wavefront error surfaces, but can be applied to other ocular surfaces as well, including the anterior corneal surface [13, 14] . It has been suggested that Zernike analysis may be applicable in the development of corneal topography diagnostic tools, using the Zernike coefficients as inputs into corneal classification of neural networks [15, 16] , replacing or supplementing the currently used corneal indices included with many topography devices.
However, potential limitations in this approach have been reported in the literature [12, 17] . There is a growing concern that the Zernike fitting method itself may be inaccurate in abnormal conditions. Furthermore, it is very difficult to assess a priori how many terms are necessary to achieve acceptable accuracy in the Zernike reconstruction of any given corneal shape [18] . It is known [17] that limiting Zernike analysis to only a few orders may cause incorrect assessment of the severity of the more advanced stages of keratoconus [1] . This information is particularly needed in the discriminant analysis of the decease markers, or when selecting the numerical inputs for neural network-based diagnostic software such as corneal classification and grading utilities for condition severity.
In this sense, several alternatives to the modal least-square fit with Zernike polynomials have been recently suggested. Some of them intent to combine the modal and zonal approaches in order to preserve the best of both worlds [19] or to use non-linear methods [8] . The idea of the possibility of getting the accuracy and flexibility of the zonal methods within the framework of the linear modal approach by means of localized radial basis functions has been expressed in [20] , but without developing an actual implementation or procedure. In this paper we describe an adaptive and multi-scale working algorithm for the parsimonious fit of the surface data, based on residual iteration with knot insertion, that allows to adapt the number of functions used in the reconstruction to the conditions of each cornea.
The residual iteration is well-known in many branches of mathematics; it is related for instance with the iterative refinement methods of solution of systems of linear equations. In the context of purely radial basis functions an adaptive greedy approximation algorithm using interpolation has been proposed in [21] . The adaptive increase of the number of basis functions as a technique used to improve the quality of a given initial approximation is also standard, see for instance [22, Ch. 21 ] for a general discussion and references.
The method proposed here allows to build iteratively an approximation function as a linear combination of anisotropic gaussian basis functions, implementing also a dynamical selection of the parameters and the management of noise. It can be used to reconstruct altimetric data, corneal power maps, and others. Although it has been tuned up for the Placido ring based keratoscopes, with the data nodes located in almost concentring rings, the technique is actually applicable to any scattered data approximation. Part of this approach was announced in [23] .
The fitting procedure

The general setting
The input data is a 3D cloud (x k , y k , z k ), k = 1, . . . , N , corresponding to either elevation or corneal power z k by a corneal topographer at the node P k of the anterior corneal surface with Cartesian coordinates (x k , y k ). We will discuss the case when z k corresponds to elevation. Taking into account the global shape of the cornea, a standard procedure is to "flatten" the data by fitting it with the best-fit sphere [24] of the form:
where R and (x 0 , y 0 , z 0 ) are its radius and the Cartesian coordinates of its center, respectively. Although the common practice is to fit with the standard linear least squares, better results are obtained with a weighted least square fit, using (1 + P k ) −1 as the weight, in accordance with the typical error distribution [25] .
As a result of the previous step, the residual errors ε
contain both the relevant information at different scales and noise. Our aim is to fit these residuals by a function E(x, y) in such a way that an analytic expression for the corneal height is given by
In this way, S accounts for the global shape of the cornea, while E captures the small irregularities in the surface. Function E is given by a linear combination of n functions from a given dictionary,
In an ideal setting, n depends on the actual data, and should be large enough to allow all relevant information from the elevation measured modeled by E, but not too large to prevent from overparametrizing the problem and fitting pure noise. In order to circumvent the difficulties of the Zernike polynomials mentioned above we use as basis functions the gaussians of the form
where the superscript T denotes the matrix transpose, Q = (Q x , Q y ) T is a certain point on the plane ("center"), and A is a positive-definite matrix in R 2×2 . For such a matrix the A-norm of a point (column vector) P in R 2 is defined as
In general, these are anisotropic radial basis functions, that boil down to standard radial basis gaussian functions (RBGF) when both eigenvalues of A coincide (in other words, when A is a positive multiple of the identity matrix I 2 ).
One of the advantages of these functions is that they are quasi compactly supported: for |x| > 1.7308, e −x 2 < 0.05, that is, achieves less than 5% of its maximum height.
Hence, we seek the expression of the form
Clearly, a fitting routine should allow for an adequate selection of all parameters, namely
• shape matrices (or shape parameters) A j ;
• scaling factors c j ;
• number of terms n in the functional representation.
We propose an iterative algorithm of reconstruction, such that in each step we fit partially the residual error by one anisotropic RBGF (A-RBGF), and compute the new residuals, which will become the input for the next iteration (residual iteration with knot insertion). To preserve the maximum possible degrees of freedom, the centers, the shape parameters and the scaling factors will be chosen dynamically depending on the residual data in each step.
Description of the iterative algorithm
Let E j−1 be already computed (we take E 0 ≡ 0). The input data for the j'
T and the corresponding residuals ε
are the residual errors after the weighted best sphere fit. We perform the following steps:
Step 1: selection of the center Q (j) . The problem of the selection of a center of a radial basis function has been discussed in [26] . There the center is chosen among the data nodes P k using the criterion of maximum cross-correlation. Another criterion uses the power function (see e.g. [21] , [22] , [27] ). Both methods, although computationally demanding, can be implemented to perform Step 1. However, in our practice we found the much simpler criterion of maximal residual (strategy for so-called greedy approximation) to be as satisfactory, at a minimum cost; it correlates also with the geometry of the A-RBGF. Hence, we choose
Step 2: dynamical filtering. As it was mentioned before, the altimetric data obtained from measuring devices such as a keratographer are contaminated by noise. Although there are some indications about statistical distribution of these errors, the information is still very limited. In order to cope with this problem we need to filter out those data that clearly correspond to the measurement error and thus spoil the quality of the reconstruction. We can do it in advance, before starting the fitting procedure, like in [28] . But we have chosen a simpler alternative, that yields satisfactory results: once the center Q (j) has been selected, we check the number, k , of nodes P k lying in the largest disk, centered at Q (j) and containing only nodes with the residues of the same sign as m (j) . If k < 20, we consider Q (j) an outlier and exclude it from consideration at this iteration. This can be done by simply setting ε (j) k0 = 0, after which we return to Step 1. Otherwise, we proceed to the next step.
Obviously, this step can be ignored if we know that the error is negligible.
Step 3: selection of the shape parameters. We determine first the influence nodes P j (s), defined as the maximal set of at most s nodes P k closest to Q (j) with residues of the same sign than m (j) . Observe that 
are equivalent to the overdetermined linear system
in the 3 unknown entries of the shape matrix
We solve this system in the sense of weighted linear least squares (WLS), where the k-th equation is multiplied by the weight η k := (1 + P k − Q (j) 2 ) −1 in order to account for the bigger influence of the neighboring nodes on A j . This solution is obtained by standard methods, using either the QR factorization of the collocation matrix corresponding to (3) or its singular value decomposition, see e. g. [29] .
Observe that due to the selection of the active center Q (j) ,
However, this condition does not guarantee that the solution A j of (3) in the sense of the WLS described above will be positive definite. This can typically fail in the periphery of the convex hull of the nodes, where the lack of data in some direction might yield non-positive definite A j . Although the corresponding function h j might fit the data correctly locally, it is not valid globally due to its exponential increase in the direction of the eigenvector of a negative eigenvalue of A j . In order to overcome this problem we examine the solution A j of (3): if it is not positive definite, we interpret that there is a lack of data in a neighborhood of Q (j) and force h j to be an isomorphic (a bona fide) radial basis function: A j = αI 2 . In this way, (3) is reduced to
whose solution in the sense of the WLS is
. Observe that in this case α is positive by construction, and we define h j (x, y) = exp −α P − Q (j) 2 , P = (x, y) T .
Step 4: selection of the scaling factor. We can calculate the coefficient c j from
using the WLS with the same weights η k :
It should be noted however that numerical experiments show that in many cases the much simpler interpolation condition c k = m (j) yields comparable results.
Step 4: computation of the new residuals.
With the values of c j and A j just computed we update
As it was mentioned before, all the computations have been performed in parallel for different values of s (typically, from 3 to 5 values between 50 and 300), and hence, different nested sets of influence nodes P j (s). We now keep the value of s (and the corresponding values of c j and A j ) that yields the smallest norm of the residue vector (ε (j+1) k ), and discard the other values. As a result, we find the new approximation, E j = E j−1 + c j h j .
As a final step, we check the stopping criterium that will be discussed below. If this is not satisfied, we increment the iteration counter j in 1 and return to Step 1.
Stopping criteria
In theory, the algorithm run indefinitely yields an interpolating function, and in consequence, a zero residue vector. In the real life situation of the data contaminated by errors, a very important problem is that of the model order selection: we want to capture all the relevant information without over-parametrizing the model and without fitting the noise. Many solutions to this problem are described in the literature. For instance, the choice of the number of Zernike polynomials for the modal reconstruction of the altimetric data has been discussed in [30, 31] .
The statistical methods of selection of the appropriate number n in (2) usually make assumptions about the noise. However, a priori information about the measurement error bounds or measurement error distribution is limited. According to [25] , the errors cannot be assumed i.i.d. random variables, although the assumption that they are normally distributed (with the variance proportional to the square of the distance of the node to the center) is apparently reasonable. They are also computationally intensive, [31, 32] .
Less demanding methods use information theory criteria, such as the Akaike Information Criterion (AIC), or the Efficient Detection Criterion (EDC) [33] , which studies the evolution of
The value of p is usually tuned up experimentally. However, we can gain information analyzing directly the behavior of the normalized errors M SE j defined in (5) . Typically, these errors start decaying with an exponential rate and average order greater than 1. After a number of iterations we observe a stabilization in this rate of decay that becomes linear; this typically happens when values of M SE j are between 10 −3 and 10 −4 µm 2 . Based on this experience we have used successfully the following stopping criterion: we allow the algorithm run for up to 50 iterations (this takes less than 2 seconds to complete) and calculate the weighted slopes
The sequence δM SE j , although oscillatory, is negative and tends to zero, so we find the last iteration 1 ≤ J 1 ≤ 50 when δM SE j ≥ −0.02. If M SE J1 < 10 −3 µm 2 , we fix J 1 + 1 as the stopping iteration. Otherwise we seek for the last iteration 1 ≤ J 2 ≤ 50 when δM SE j ≥ −0.01, and stop the algorithm at the (J 2 + 1)-th iteration.
Experimental results
In this section, we present a comparison of the numerical results obtained with our method applied both to simulated and real cornea surfaces. All the procedures were implemented in Matlab 7 and run on standard platforms (Windows PC and Mac with average configuration). The altimetric and curvature data from in-vivo corneas used for experiments described below were collected by the CSO topography system (CSO, Firenze, Italy), which in ideal conditions digitizes up to 24 rings with 256 equally distributed points on each mire.
Since the procedure is meant for real-time reconstruction of the corneal data, any extremely computer-intensive methods should be discarded. However, in our Matlab implementation the execution time was always below 2 seconds, so this becomes less and less of a concern with the progress of the software optimization and computing power.
We demonstrate first the power of the proposed methodology using some elementary surface models, starting with the simplest example: a surface given by a linear combination of three exponentials, Cornea(x, y) = The surface is obviously exaggerated with respect to the typical residue of the standard cornea, but this is made with illustrative purpose. The result of the first three iterations of the algorithm are shown in Figure 1 . The measurement white noise (zero-mean and Gaussian noise process) of variance of 10% of the maximum height was added to the surface. In most optical applications this would correspond to a very high level of the measurement noise. It should be noted that the knowledge of the distribution of the measurement noise is not necessary for our algorithm. As a result, the three centers of the Gaussians were correctly estimated (see Figure 2) .
The global error, measured by M SE j , tends to decrease monotonically with the exponential rate. A typical behavior for the reconstruction of the altimetric data for both synthetic and real corneas can be observed in Figure 3 . In particular, in all cases we observe the feature mentioned above of the clear transition from an over-exponential to linear rate of decay, that is used as the stopping criteria. For comparison, we have reconstructed the same data with the Zernike polynomials using the linear least squares, which is the standard procedure in the clinical practice, implemented in most topographers. The M SE j for the Zernike reconstruction is plotted in the same Cartesian coordinate system, where j indicates the total number of Zernike polynomials employed. Recall that j varies from 1 to (m + 1)(m + 2)/2, where m is the maximal radial order used. We observe two curious features of these plots. First, the Zernike polynomials easily capture the global shape of the reconstructed surface, which is expressed in a typical fast decay of the corresponding error. However, smaller details on the surface (such as areas of localized steepening) are much less suited for this tool. It explains the clear saturation observed in the Zernike error behavior after a few (typically, between 21 and 36 polynomials, corresponding to 5 ≤ m ≤ 7. This is not the case of the reconstruction with A-RBGF, whose multi-scale and adaptive character allows to adjust the parameters adequately in each iteration.
On the other hand, numerical experiments show another interesting phenomenon related with the stopping criterion we use: in a majority of situations the stopping time corresponds to a j for which M SE j is approximately equal for A-RBGF and Zernike polynomials.
However illuminating these graphs are, the global error is not the best way to compare both reconstruction approaches. Recall that the modal method with Zernike polynomials is suited precisely to achieve a maximum reduction of the M SE j for each j, while the iterative algorithm presented here has a totally different goal: locating the most salient feature of the residual surface and incorporating it into the analytic expression (1).
This can be illustrated by fitting a synthetic "cornea" having a simulated scar, used already in [20] . Its contour plot is depicted in Figure 4 , upper left. The upper right plot shows the contour plot of the surface reconstructed with the adaptive procedure described here using as few as 20 functions. The other two contour plots correspond to the same surface reconstructed with 36 (order ≤ 7) and 136 (order ≤ 15) Zernike polynomials.
The situation becomes even more apparent if we compare the residual errors along the mire 8 for both methods ( Figure 5, left) : while the Zernike polynomials work perfectly on smooth portions of the surface, they find difficulties in adapting to fast varying shapes, where the A-RBGF algorithm uses its multi-scale and adaptive character to fit the surface almost perfectly after a few iterations. It takes a really big time for the M SE errors of Zernike polynomials to progress, as illustrated in Another indication of a consistent behavior of the iterative algorithm proposed here is the evolution of the parameters computed dynamically in each iteration. Although the eigenvalues of a shape matrix A j tend to grow and can become eventually large (when fitting a small and steep area), their ratio (the spectral condition number of A j ) remains bounded with some exceptions; recall that the condition number 1 corresponds to an (isotropic) radial basis function. On the other hand, the scaling factors c j steadily decrease, in concordance with a gradual reduction of the residual errors, see Figure 6 .
Regarding the stopping time, the experiments performed with real and synthetic corneas show that the reasonable number of iterations lies between 20 and 40; there is no clear correlation between the number of iterations and the condition of the cornea, as Figure 3 shows. This is why we consider appropriate to perform 50 iterations (taking advantage of the speed of the algorithm) in order to decide the right value for n in (2).
However, more correlation exists with the location and grouping of the centers Q (j) : for the normal corneas the centers typically cluster at the border of the area, where most of the oscillations occur, while for corneas affected by keratoconus we observe how some centers match the deformation already at the first iterations, see Figure 7 .
The adaptive algorithm described here is suitable for a reliable reconstruction of any surface for the discrete set of data. In particular, we can also reconstruct a corneal power map or the wavefront, see an example in Figure 8 . Taking into account the typical shape of such a surface, it is convenient here to skip the fit by a sphere or Zernike polynomials of a low order, making S ≡ 0 in (1) .
Although the main goal of the algorithm proposed here is the reconstruction of the topography of the anterior surface of the cornea, it is convenient to assess the quality of the approximation by analyzing the resulting point spread function (PSF). Fig. 9 shows the effect of modeling the corneal surface data of a simulated highly irregular eye on the estimated PSF. The original PSF corresponding to a wavefront described by an expansion in 136 Zernike polynomials and a corneal diameter of 8 mm is shown together with a Zernike polynomial approximation of radial order ≤ 5 and ≤ 9 (21 and 55 functions, respectively), and the A-RBGF approximation with 21 functions. Clearly, the latter leads to a PSF that more closely resembles the original PSF (capturing some finer features) than that derived from the Zernike polynomials.
Discussion and summary
In this work, we develop an adaptive fitting method for corneal data, combining modal simplicity with advantages of zonal reconstruction. It consists of a preliminary fit of the data with some global function (sphere or a combination of Zernike polynomials of a low order) and an iterative procedure that adds terms to the analytic representation of the corneal data. Each term consists of a scaled anisotropic radial basis gaussian function. The coefficients are computed dynamically and allow to fit the data in each iteration independently of the scale. The method comprises also a filtering procedure that discards the outliers (data clearly corresponding to measurement noise) and a stopping criterium that chooses the final number of functions in the analytic representation in accordance with the evolution of the residual error.
The numerical implementation of this algorithm in a standard personal computer is very fast (execution time below 2 seconds). Experimental results allow us to draw the following conclusions:
• the least square approximation by a linear combination of Zernike polynomials of a radial order up to 6 (which is the standard in modern aberrometers [34] ) fits adequately the altimetric data in the case of a normal cornea. It can be used also to capture the major features of the shape of the surface. However, for strongly aberrated corneas the Zernike-based procedure saturates relatively early, and we need a high number of terms to achieve the desired accuracy at regions of localized steepening, at the price of overparametrizing the model and fitting the measurement noise. Last but not least, the complexity of each individual term in the functional representation increases with its index.
• in contrast, the iterative method presented here exhibits a steady exponential error decay, independently of complexity of the cornea. Its actual rate is basically influenced by the residue distribution: the fast decrease in the first iterations, when all salient features are reconstructed, is followed by a stable linear decay, when essentially errors are being fit. This can be used as a stopping criterium for the iterations. In this way, the minimal amount of functions in the analytic representation of the cornea is used.
• unlike in the case of Zernike polynomials, the complexity of each term in the functional representation with A-RBGF is the same, but their parameters vary to fit the current scale. This scale is determined only by the residual errors and not by the number of the iteration.
• due to the localized character of A-RBGF, the position and clustering of their centers, as well as the size of the shape parameters, provides an additional spatial information about the regions of higher irregularity. These ideas were actually used in elaboration of new cornea irregularity indices that are currently under study.
• Zernike-based reconstruction, being center-oriented, is also very sensitive to rings with incomplete data. In clinical practice this is usually motivated by eye lashes obstruction or a tear film disruption. Still, a large portion of data of each incomplete mire is available and used by the iterative reconstruction with the A-RBGF.
The iterative adaptive algorithm for the cornea modeling proposed here provides a method of obtaining a compact mathematical description of the shape or power map of the cornea. All information is ultimately encoded in the following set of values: center and radius of the best-fit sphere, plus the center locations, shape parameters and scaling factors. This description can be used for global visualization of the cornea or of its portions, capturing smaller details than with standard procedures. It can serve also as the input data for resampling and computation of some other relevant values via ray tracing, numerical integration and others.
