Abstract-We introduce in this paper the concept of a correctable error set and a fixed initialization decoding, by noticing that the sum-product decoder with a given iteration number only depends on the initialized probability of error, for a BSC. Although this value has been conventionally selected as the BSC crossover probability, we show that other selections can provide better performance or faster convergence. We also prove that for any fixed initialization (i.e., any given correctable error set), the word-error-rate can be represented as a polynomial of the BSC crossover probability. This suggests that the word-error-rate can be analytically derived from the knowledge of the correctable error set.
I. INTRODUCTION
L DPC CODES are known as a class of capacity approaching codes in the sense of Shannon's limit, when decoded with sum-product decoding [1] . Computer experiments have shown LDPC codes can achieve good error-correcting performance. On the other hand, there are no formulas for an accurate error-rate evaluation of sum-product decoding of a given LDPC code. LDPC codes have been chosen for standardization of communication products, for example, DVBs [2] , and wireless communication [3] . For practical use, extremely small error-rate is expected. The smaller the error-rate required, the higher computational cost of computer experiments. The ideal goal of our research is to give a formula for an accurate error-rate of a given LDPC code. Therefore obtaining the formula is meaningful not only for theoretical interests, but also for the development of consumer equipment.
One research trend on LDPC codes is the theoretical analysis of code space and its related structures, e.g., "minimum distance" [4] - [6] , "weight distribution" [7] - [9] , "stopping set" [10] , "trapping sets," "near codewords" [11] , "pseudocodewords" [12] , [13] , and so on. These approaches provide not only bounds or approximate values of error-rates, but also guidelines for the construction of good LDPC codes.
In this paper, we generalize sum-product decoding by introducing an additional parameter "initialization." In the process, we introduce the concept of correctable error set. While many of the previously mentioned approaches tend to identify errors that are caused by the suboptimality of iterative decoding, we attempt to characterize errors that are guaranteed to be corrected by iterative decoding.
The paper is organized as follows: In Section II, we briefly review sum-product decoding. In Section III, we introduce the concept of a correctable error set for the BSC by fixing parameters of the sum-product decoding. A few examples of correctable error sets are given. In Section IV, we analyze theoretically the word-error-rate of sum-product decoding from a point of view of multi variable functions. In Section V, we establish a relation between the correctable error set and a set of syndromes. This relation allows us to reduce the computational complexity of determining the correctable error set. Section VI presents another result that reduces computational complexity. It uses the symmetry of the parity-check matrix. In Section VII, we introduce two applications of our results: One gives a relation among the "initialization," the "iteration," and the "word-error-rate." The other is computational complexity reduction for computer experiments for quantum LDPC codes. In Section VIII, we conclude the paper and propose directions for future research.
II. SUM-PRODUCT DECODING
Consider the following general communication scenario: a sender chooses a codeword of a binary linear error-correcting code associated with an LDPC matrix and sends to a receiver over a noisy channel. If the noisy channel is a binary symmetric channel (BSC) with crossover probability , each bit of the codeword flips with the probability and the receiver obtains a bit sequence . The receiver inputs the parameters ,
, and the received word to a sum-product decoder , where is a parameter called the maximum iteration number. The communication succeeds if the output is , and fails otherwise. The word error-rate is the failure probability of the communication scenario. In this paper, we analyze the word error-rate of LDPC codes with sum-product decoding over a BSC.
In this section we review the definition of the sum-product decoding algorithm. We take as input a bit-sequence , which is referred to as a syndrome in the following definition. If we 0018-9448/$31.00 © 2012 IEEE assume , the algorithm becomes a standard sum-product decoding.
Let be a binary matrix of size . Define
The set (resp. ) is called the column (resp. row) index set of the th row (resp. th column). The sum-product decoding algorithm is performed as follows.
• Input: a binary matrix , a bit sequence , the crossover probability of a BSC, an integer , and a bit sequence .
• Output:
. where is a constant such that . These replacements define an equivalent algorithm, i.e., the two algorithm always produce the same output.
III. CORRECTABLE ERROR SET

Assuming
, we denote the output of the sum-product decoding as . Then for a linear code the following statements are equivalent:
• , • , where is any codeword defined by . It suggests that we can define the correctable error set for an LDPC code under fixed initialization and maximal iteration number as the set of error patterns corrected by . Let the correctable error set be denoted by
. Note that if we change or , the correctable set changes. Significantly, is independent of the crossover probability of the channel. Fig. 1 as a function of . For this case, we observe that the best values of represented in Fig. 1 are in the set . Table I shows the weight distribution of the correctable error set for an array type (3,11) LDPC code, known as an FSA code [6] of type (3, 11) , which is a quasi-cyclic LDPC code with base model matrix , and circulant size 11, obtained with , and initialization . This code is of length 121 . We observe that for this value of , achieves bounded distance decoding since, for this code, its minimum distance is 6. Furthermore, 87% of weight 3 error patterns are also correctable.
From Table I , we observe that the error of weight 121 is correctable for the array type (3, 11) LDPC code. In fact, this phenomena occurs under and if each row-weight of the parity-check matrix is odd. The reason is the following: In Step 2 of , is obtained from . Under the assumption "the row-weight is odd," the value for the all-1 error is the same as the value for the all-0 error. Therefore, the all-1 error is correctable, "without iteration."
IV. THEORETICAL ANALYSIS ON
In Section III, it was observed that the correctable error set was independent of the BSC crossover probability . This suggests introducing another value to . We call the initialization of the decoder. As a result, the word-error-rate is regarded as a function of two variables and for fixed parameters and . Let it be denoted by . With this notation, the word-error-rate of the original sum-product decoding is equal to . The following theorem presents properties of :
Theorem IV.1: Let be a parity-check matrix and the word-error-rate for an initialization , a crossover probability , and the maximum iteration number . Then we have the following: 1) For a fixed initialization , is a polynomial in .
2) For any initialization , is an integer, where is the number of columns of . Furthermore, is a discrete function of .
3) For some parity-check matrix , , the worderror-rate of the original sum-product decoding, is not a continuous function of .
Remark IV.1: Theorem IV.1 3) implies that there may be no polynomial representation of the word-error-rate as a function of for some LDPC codes. On the other hand, by Theorem IV.1 1) for a fixed initialization , there exists a polynomial representation of the word-error-rate as a function of for any LDPC code. This fact motivates us to investigate sum-product decoding with a fixed initialization.
Before the proof is given, we recall the weight enumerator as follows: For a set , the weight enumerator with variables and is defined as where is the Hamming weight of . Proof for Theorem IV.1: 1) As we pointed out, it is possible to define the correctable error set by fixing , , . Let be the weight enumerator of . The probability that the error-vector is contained in is equal to over a BSC with crossover probability . This implies that which is a polynomial of . 2) By the argument above, we have On the other hand, where is the cardinality of the set . Therefore, which is an integer. 3) Define a finite set as where is the ring of polynomials in and over the integers. Then any weight enumerator of a correctable error set is an element of , since (1) for any , , , and there is only one vector of Hamming weight zero so that . Note that the cardinality of is . Therefore, the cardinality of a correctable error set is at most . This implies Therefore, the word-error-rate is discontinuous in the interval .
Remark IV.2:
From the proof of 2), we have . Therefore, we can easily read the worderror-rate from the graph of the cardinalities of the correctable error set (see Fig. 1 ).
Remark IV.3:
The key point of the proof for 3) is not only the different 's but also the finiteness of the cardinality of the set . In fact, if the cardinality is infinite, it is possible for to be continuous. For example, define as a set of constant functions. Although for all , the function is continuous.
The finiteness of in the proof 3) is due to the finiteness of the set of error vectors. This is one of the reasons we assume the communication channel is a BSC.
V. SYNDROME DECODING AND CORRECTABLE ERROR SET From Theorem IV.1 2), the word-error-rate of fixed initialization decoding (FID) is closely related to the cardinality of the correctable error set. In this section, we discuss properties of correctable error sets.
We denote the output of the sum-product syndrome decoding by , which emphasizes the input , called a syndrome.
Theorem V.1: For any , , ,
, the following two statements are equivalent:
• • Theorem V.1 follows from the following proposition:
Proposition V.1: Let and be the matrices updated by and let and be the matrices updated by . For any , and , the following holds over a binary symmetric channel:
Proof for Proposition V.1: The key idea of the proof follows from the observation of the two decoders and simultaneously. For Step 1 (initialize), we remark that
For
, we prove recursively that the proposition holds at the th iteration assuming it holds at the th iteration.
For
Step 2 (row process), since the channel is a binary symmetric channel, Since holds on the previous iteration, the last term is Since , the term above is equal to By the definition of , it is equal to . For Step 3 (column step), since holds as it is shown above,
Step 4 (temporary word), since holds as shown above, Therefore, we obtain the proposition.
Proof of Theorem V.1: At the th iteration of the decoding, we have for , parity-check is not satisfied at the th iteration and at the th iteration we have for all . for , parity-check is not satisfied at the th iteration and at the th iteration we have for all by Proposition V.1. at the th iteration, we have .
Corollary V.2: For , , and ,
We call a syndrome a decodable syndrome if there exists such that . Let us denote the set of the decodable syndromes by . Thanks to Corollary V.2, we can determine the correctable error set if its co-dimension is small. For example, for the code of Example III.2, and , so that it is impossible to perform an exhaustive search to determine the correctable error set. However, the co-dimension of the parity- check matrix is . Therefore it is possible to obtain Table I , by Corollary V.2. Table I allows us to obtain a theoretical formula of with for a FSA code of type (3, 11). 
VI. GRAPH AUTOMORPHISM AND CORRECTABLE ERROR SET
Let be an low-density parity-check matrix and let be an permutation matrix on the index set . The permutation acts naturally on the columns of . Let denote the permuted matrix of by , and let denote the permuted vector of a column vector by . Similarly, denotes an permutation matrix on the index set , which acts on the rows of . Let denote the permuted matrix of by , and let denote the permuted vector of a row vector by .
The following is a natural observation:
Proposition VI.1: Let and an positive integer. For any sequence , the following are equivalent: 1. , 2. , 3. , for any permutation for the row index set of and any permutation for the column index set of .
Proof: The equivalence of 1. and 2. is obtained directly from the definition of the sum-product decoding, since any row permutation for a parity-check matrix does not change the temporary word in Step 4.
The equivalence of 1. and 3. is obtained by the following equality:
The equality follows from the definition of the sum-product decoding.
In the last section, we discussed the relation between syndrome decoding and the correctable error set. The following is a similar statement to Proposition VI.1.
Proposition VI.2:
Let and a positive integer. For any sequence , the following are equivalent: • , • , for any permutation of columns of .
Proof: The proof is a similar to that of Proposition VI.1.
The parity-check matrix of an LDPC code can be characterized by a bipartite graph with vertex sets and . This bipartite graph is called the Tanner graph of . Therefore, it is natural that an automorphism of an LDPC code is a graph automorphism of its Tanner graph, although an automorphism of a linear code is defined as an index permutation which stabilizes the code space. We define the automorphism of an LDPC code with parity-check matrix as a pair of index permutations on and which satisfies
If we define the product of automorphisms and by the automorphisms constitute a finite group . Note that we regard and as permutation matrices of size and respectively, since they act on as index permutations. Since an automorphism stabilizes the Tanner graph, we obtain the following result: Proposition VI.3: Let be a parity-check matrix. Let (resp. ) be a correctable error set (resp. a decodable syndrome set) with initialization and maximal iteration number . Proposition VI.3 generalizes the main theorem of [16] that "an error vector obtained by a quasi-cyclic permutation of a correctable error is also a correctable error." Matsunaga et.al. pointed out in [16] that this result reduces the computational costs of computer experiments for calculating bit error-rates. We point out this idea is applicable to reduce the computational costs for determining the correctable error set. In group theory, is called an orbit of . The orbits give a partition of . Therefore the computational cost for determining a correctable error is reduced to the number of orbits.
Example VI.4: Let be a parity-check matrix of size such that columns consist of all of weight two vectors in , where . Then the set of check node permutations for its Tanner graph is the symmetric group of degree , in other words, acts on . The orbits consist of , where . Therefore we can determine the correctable error set by computer experiments.
In general, the number of orbits can be determined from the following theorem.
Theorem VI.5 (Burnside's Lemma) [17] : Let be a finite group and a set such that acts on . Then the number of the orbits of by is As a direct corollary of Theorem VI.5, we can count how many syndromes are sufficient to determine the correctable error set for an FSA code of type . This number is which represents roughly a reduction by a factor with respect to the typical number of syndromes . For example, for , this number is 17, 748, . It is significantly smaller than the number of syndromes of an FSA code of type (3, 11) , i.e., .
VII. APPLICATIONS
A. Communications Channels
We performed experiments of our decoding method, with FID for MacKay code of length 504 and of rate 0.5 [14] (See Table II ). FID with and always outperforms the original sum-product decoding for crossover probabilities 0.02, 0.03, 0.04, and 0.05. In the case the difference between FID with and SPDec is larger than the one with . Table III summarizes another experimental result for the different set cycle (DSC) code (273, 191) [15] .
FID with always outperforms the original sumproduct decoding at the crossover probability . At the crossover probability 0.04, the original sum-product decoding shows the best performance among other FIDs and it is almost the same as FID with . Similarly to the MacKay code case, the difference between FID with and SPDec for is larger than the one with at the crossover probability . Fig. 3 depicts the word-error-rate as a function of the maximal iteration number for the DSC code (273, 191) for FID with at the crossover probability . This figure indicates that both initializations 0.01 and 0.07 lead to the same WER for a very large number of iterations. On the other hand, a suitable initialization converges to the final worderror-rate much faster than the case.
B. Quantum LDPC Codes
We introduce an application to evaluate the word-error-rate for quantum LDPC codes. It is known that the experiment for quantum CSS codes is implementable on a classical computer [18] is a code space generated by . From Theorem V.1, we can omit the 3rd step. We can also replace the 4th step with "Input error vector and to a sumproduct decoder and obtain outputs . Finally we can replace the 5th step with "Decoding succeeds if and . Decoding fails otherwise." Hence, we reduce the computational complexity of the experiment. Note that we can also replace the sum-product decoder with our FID. It becomes applicable to a security evaluation of quantum cryptography, known as a BB84 protocol [19] .
VIII. CONCLUSION
In this paper, we introduced the concept of a correctable error set and a fixed initialization decoding, by noticing that the sum product decoder with a given iteration number only depends on the initialized probability of error, for a BSC. Although this value has been conventionally selected as the BSC crossover probability, we showed that other selections can provide better performance or faster convergence. We also proved that for any fixed initialization (i.e., any given correctable error set), the word-error-rate can be represented as a polynomial of the BSC crossover probability. This suggests that the word-error-rate can be analytically derived from the (total or partial) knowledge of the correctable error set.
For further research, the following topics seem meaningful from the points of view of theory and practice:
• While these results have been derived for the BSC, the same concepts can be extended to any discrete input-discrete output channel model, in particular quantized versions of the AWGN channel.
• Construct a LDPC code such that its length is practically large but its correctable error set can be identified. One approach is to construct a bipartite graph with high symmetry. For example, consider a parity-check matrix such that the columns consist of all column vectors of Hamming weight 2. Then its length is , where is the column size of , e.g., the length is 4950 for . Actually the computational complexity to determine the correctable error set is , thanks to the symmetry of . Unfortunately, the LDPC code associated with does not show good error-correcting performance. However, this example implies that it is not impossible to determine correctable error sets for large length codes.
