I t is our thesis that dramatic changes in the practice of laboratory medicine will emerge. Information from point-of-care devices and laboratories will be treated in a unified manner, and all devices will become components of integrated internet-connected virtual laboratories. Virtual laboratories will combine the immediacy offered by point-of-care devices with services offered by traditional laboratories such as quality assessment, quality control, data capture, and the dissemination of results to patients and clinicians.
I t is our thesis that dramatic changes in the practice of laboratory medicine will emerge. Information from point-of-care devices and laboratories will be treated in a unified manner, and all devices will become components of integrated internet-connected virtual laboratories. Virtual laboratories will combine the immediacy offered by point-of-care devices with services offered by traditional laboratories such as quality assessment, quality control, data capture, and the dissemination of results to patients and clinicians.
Development of software support for this new laboratory paradigm is a significant challenge. In order to tackle this challenge, we have developed and deployed a multi-tiered collection of database applications layered on top of both legacy and commodity database and computing platforms. In this paper, we provide a detailed description of our software architecture.
Our software infrastructure supports integrated laboratory and point of care data. The infrastructure consists of a data warehouse, software to support POC device connectivity, and software to couple the data warehouse to LIS systems. Associated with the data warehouse are tools used to carry out POC device QC/QA, carry out panic value alerts. POC connectivity architecture is internet based and will soon include wireless links. A web portal is used to support data warehouse queries and to provide laboratory results and educational material to patients and physicians.
MOTIVATION
A key motivation for the integration of laboratory and point of care management lies in the ongoing dramatic increases in the importance and popularity of point-of-care testing. The development of point-of-care testing devices over the last twenty years has rewritten the classic definition of the laboratory by moving laboratory testing closer to the site of patient care. The simplicity and portability, and small amounts of sample required by pointof-care tests have increased their popularity. Currently, there is an extensive menu of tests and devices available, from occult blood, blood gases, electrolytes to drugs, cardiac enzymes and infectious disease screens. Some devices, like blood glucose meters, have become a standard of care for disease management. Without the need to transport specimens to distant laboratories and relay results back to the medical unit, POCT offers faster turnaround of test results and the potential for more efficient patient care. Today, the POCT market has grown to over 25% of all laboratory diagnostics, amounting world-wide to over US$4.9 billion annually, and is expected to double within the next ten years. 1 Despite its popularity, the quality of POCT remains a concern. Moreover, poor coupling between POCT device data management systems and centrally managed laboratory information systems can inhibit timely clinical response to abnormal test results.
Complaints about self-monitoring blood glucose meters represent the largest number of reports filed with the U.S. Food and Drug Administration for any medical device. Over 3,000 reports including 16 deaths have been received. 2, 3 Inappropriately cleaned blood gas and urinometers have been a source of antibiotic resistant nosocomial infections on the medical unit. 4, 5 Without proper training and ongoing supervision, operators of cholesterol analyzers in outpatient clinics can generate results leading to clinical misclassifications of patients. 6 While deceptively simple to operate, problems with POCT can arise from either the device (incorrect storage, exposure to environmental factors like air, temperature, humidity, or poor cleaning and maintenance, etc.) or inappropriate operation (incorrect technique, wrong sample type, etc.). 7 With the possibility of hundreds of POCT devices and thousands of operators in a health system, managing the quality assurance of POCT can be challenging. 8 We believe that unified aggregation and assessment of both laboratory and point-of-care data is essential for ensuring the quality, and for optimizing the clinical use of information from laboratory data, whether that data is produced by traditional laboratory machines or by point-of-care devices.
Overview of the Data warehouse Figure 1 Data warehouse Schematic

SOFTWA RE ARCHITECTURE
The Johns Hopkins Pathology data warehouse integrates data from laboratory information systems at Johns Hopkins Hospital and Bayview Hospital, and aggregates data from point-of-care testing devices. The data warehouse was designed to store test results for long periods of time to support daily inquiry and long term research. It contains two servers that insert data and one server that provides access to stored procedures. The systems runs on a Pentium based PC with 384MB of RAM, Windows NT, and Oracle 7.3. The data warehouse supplements the LIS by providing ad-hoc query capabilities to laboratory data while not consuming the computing resources of the LIS. Figure 1 contains an illustration of the data warehouse.
The HL7 server is responsible for populating the data warehouse with laboratory data. As laboratory results are entered into the LIS, they are packaged into HL7 messages and transported to the HL7 server. The HL7 server processes the messages and sends an acknowledgement message back to the LIS upon success. The HL7 server extracts patient, specimen, specimen tests, and component data from the HL7 messages. It creates internal identifiers for patients, specimens, and specimen tests that are not already present in the data warehouse. The HL7 server ensures that data entered into the data warehouse is formatted correctly and contains the appropriate cross-references.
The inquiry server provides access to a collection of stored procedures. These stored procedures allow the LIS and other clients to efficiently access the contents of the data warehouse. The inquiry server provides information on patients, specimens, and lab results. It hides the details from users and simplifies the data extraction process. The inquiry server accepts a procedure call and parameters for the procedure. The response to a procedure call is packaged in an XML document. XML was selected because it is an efficient means of sharing information and is widely becoming an information distribution standard.
The point-of-care server is responsible for populating the data warehouse with data from point-of-care testing (POCT) devices. It accepts test results from software clients that read data from POCT devices. Our clients currently support the AccuCheck GTS glucose meter and the HemoCue Hemoglobin B meter. We are in the process of extending to the client to handle protocols from additional POCT devices. The software clients are installed on the public workstations illustrated in Figure 1 . Public workstations are distributed throughout the Johns Hopkins Medical Institutions. Nurses connect POCT devices to the public workstations and upload test results contained within the POCT devices to the POCT server via the internet. The POCT server formats data from the two devices and creates the appropriate links in the data warehouse. The POCT server has features that will automatically adjust the time on the two previously mentioned POC devices. It can also be programmed to upload reagent data to devices when appropriate. The server can upload reagent lot number, control ranges, and expiration dates to devices.
The combination of clients distributed throughout the Johns Hopkins Medical Institution and servers centralized on a local computer creates the framework for a complex, yet, efficient data warehouse. This simplifies the POCT data acquisition problem and augments the LIS by providing access to long term data. The data warehouse's true value can be measured in the effects that it has had on the daily operations in the hospital. The data warehouse is used as a fiche replacement system thus making it easier and faster to access old data. It has changed the method by which POCT data is collected in at least one hospital at the time this article was written. The data warehouse has also made it easier to monitor patients and operators of POCT devices. The data warehouse is currently being used to remotely monitor the quality of POCT devices at Greenspring outpatient center 20 miles north of the hospital, without requiring supervisory staff on site.
The current configuration of software clients and servers supports a variety of clinical management options. With our software architecture, we can perform remote oversight of POCT devices. This includes monitoring the frequency of POCT device QC/QA tests, downloads of patient and control tests, and operator competency, to name a few. Our software architecture allows us to manage data from different devices and device manufacturers in a common fashion. As the connectivity industry consortium adopts a standard interface for information exchange among POCT devices, it will become easier to integrate different devices into our system. Since we are using standard database tools, we can easily develop custom inquiries as new clinical questions arise without petitioning for programmer time or waiting for vendors to release new versions of data management software. As the system evolves, we will add more management features and refine the existing features.
DATA WAREHOUSE SCHE MA
In this section, we will describe the data warehouse schema and the data collection process. We will also describe the stored procedures of the Inquiry server. Figure 2 illustrates the schema of the data warehouse. The portion of the data warehouse schema that pertains to lab results consists of 9 tables. The tables are described below.
Patient (PAT): The Patient table stores demographic information on all patients that have had laboratory tests performed. Patients records are identified by the name, date of birth, and history number attributes. The data warehouse generates internal identifiers for patients that are used in the Specimen and Specimen Test tables to link patients to specimens and tests respectively.
The data warehouse treats the concatenation of name, date of birth and history number as the primary key used in the identification of patient records. In this conservative approach, several primary key values may correspond to a specific patient (i.e. different hospitals and outpatient care systems may assign a given patient different history numbers, the spelling of a patient's name may be recorded in different ways in different encounters). A variety of heuristics are used at query time to determine when it is safe to assume that different primary key values are associated with a single patient. In ambiguous cases, users of the data warehouse are presented with all patient records that might be associated with a given patient and in this case it is the user's responsibility to decide which patient results to merge and which to discard.
Specimen (SPC): The Specimen table stores all specimens that were collected for lab tests. This table contains a specimen identification number, the specimen collection date and time, and a hospital or outpatient collection location. Specimens are uniquely identified by the combination of specimen numbers and collection date and time. The data warehouse generates an internal identifier for specimens. This internal identifier is used in the specimen test POCT Transaction (POC TRN): The POCT transaction table stores the history of POCT device uploads to the data warehouse. This table stores the machine identifier, date and time, hospital, 1 location within the hospital, and a transaction identifier for each POCT device uploaded. The information in this table is used to monitor the frequency of POCT device uploads. The upload frequency can be sorted by device identifier, hospital, or location within a hospital.
The transaction identifier is used in the GTS and HEM tables to link glucose and hemoglobin data, respectively, to transactions. This schema provides an efficient mechanism for identifying collections of POCT data that were downloaded within a period of time and/or from select locations.
POCT Data (GTS, HEM): The POCT data tables store the contents of the POCT devices. These tables contain patient identifiers, operator identifiers, QC results, and test results. The patient identifiers can be used to link patients to lab results by cross-referencing with the patient table.
INQUIRY SERVER
The inquiry server is a TCP/IP socket based server that communicates with clients using an ASCII based communication protocol. An ASCII protocol was selected because it is easier to develop interfaces to legacy systems. Many legacy systems do not have standard ODBC nor JDBC drivers. Therefore, using a socket based ASCII communication protocol was the simplest alternative. The LIS communicates with the inquiry server using the ASCII protocol.
Requests are made to the inquiry server using the syntax: 'USE PROCEDURE <procname>&<param1>=<value1>…&<paramN>=<valueN>'.
The inquiry server responds to requests using an XML like response illustrated below: <Patient> … <Specimen> … <Test> … <Component> … </Component> </Test> </Specimen> </Patient>. The tags listed above encompass the contents of their respective tables. Since this response is ASCII based, it can be interpreted in most legacy and modern computing environments.
POPULATING THE DATA WAREHOUSE
In this section we will discuss the programs that are used to insert data into the data warehouse. The HL7 server and the POCT server and clients are discussed.
HL7 SERVER
As illustrated in Figure 1 , the HL7 server receives HL7 messages from the LIS. The HL7 server populates the data warehouse by applying a series of extraction rules on HL7 messages. These HL7 messages contain 6 segments, MSH, PID, OCR, OCX, NTE, and PV1. The segments and there relationship to tables in the data warehouse are described below.
MSH: The MSH segment contains the day and time the HL7 message was created. This segment is used to instantiate entries in the transaction table with date and time stamps of test results.
PID: The PID segment contains patient demographics. This segment contains the patient's hospital number, name, date of birth, etc. The HL7 server uses the hospital number, name, and date of birth to uniquely identify patients. A new patient entity is created if the three values do not match a pre-existing entity in the patient table. The HL7 server generates a unique internal identifier for all patient entries. This identifier is used to cross-reference patients in the specimen and specimen test tables.
OCR: The OCR segment contains lab test request information. This segment contains the test code, test name, and the ordering physician of a lab test. The segment also contains the specimen number, and specimen collection day and time for the specimen that the lab test was performed on. The HL7 server will first try to match the test information to tests that have already been ordered. A new test is created if OCR segment contains information for a test that is not in the data warehouse. All tests are assigned unique internal identifiers for cross-referencing in the transaction table. Similarly, the HL7 server will try to match specimen information for specimens described in the OCR segment. A new specimen is created when appropriate. Specimens are also assigned unique internal identifiers for cross-referencing in the specimen test table. OCX: The OCX segment contains the results of tests that were specified in the OCR segment. Information contained in this segment include component code, component name, reference ranges, units of measure, and component results. Component results may be numerical, alphanumeric, or complex. Complex results are used for reporting micro-biology culture results and multiple lines of texts, see Figure 3 . Information in this segment is used to populate the component, isolate, and sensitivity tables. The HL7 server appends the transaction identifier to components to mark the day and time components were resulted. This transaction information is used to track the change in lab results from preliminary to final values.
NTE: This segment contains free text comments for specimens, specimen tests, components, and isolates. The HL7 server generates a unique test identifier for every text block. This text identifier is then appended to specimens, specimen tests, components, and isolates when appropriate to cross-reference the free text table.
PV1: THIS SEGMENT CONTAINS THE SPECIMEN LOCATION
DATA.
The HL7 server processes messages 24 hours a day. It employs a caching technique to retain the most recently accessed patients, specimens, and specimen tests to match entries in the HL7 segments. To avoid redundant data entry, the HL7 server has to check the repository to determine if patient, specimen, and test data is already present. The caches are used to improve the efficiency of these checks. The HL7 server uses ODBC to communicate with an Oracle 7.3 database to store and retrieve data. Future versions of the server will use a more efficient approach.
POCT SERVER AND CLIENTS
The POCT server and clients are a collection of programs designed to collect test results from POCT devices via the internet. The clients were designed to read data from the AccuChek GTS glucose meter and the HemoCue Hemoglobin B meter. The POCT server accepts data from the clients and stores the data in the data warehouse. The POCT server is capable of handling uploads from many clients simultaneously.
The key to good POCT quality is information management. Review of quality control, maintenance of operator training/competency records and monitoring results for performance improvement requires the ability to capture critical POCT information and transmit this data to a database where statistical manipulations can be performed and summary reports generated. Newer devices have the capability of electronically capturing operator and patient identifiers and linking this data to the date, time, quality control of the device and training/competency of the operator. Unfortunately, there is no current communication standard for transmission of POCT data. Different POCT devices have unique ports and connection cable, and each manufacturer has customized databases that limit access to data from competitive devices. The need for common connectivity in the POCT industry has resulted in the formation of an industry consortium to address standardization of POCT informatics 1 . We developed such a common connectivity for our POCT devices, a glucose meter and hemoglobin analyzer, over two years ago. This connection demonstrates the utility of POCT information management to improve laboratory operations. By combining POCT from multiple devices throughout our health system (i.e. hospital inpatient units as well as remote clinics) into a common database, we enhanced our ability to manage the quality of POCT, simplified regulatory compliance and have developed quality monitors that we can use to trend performance improvement. 9 The Johns Hopkins POCT software is a collection of clientserver applications designed to transfer test results to a common central database from multiple POCT devices. The client applications are designed to extract data from the AccuCheck GTS glucose meter and the HemoCue Hemoglobin-B hemoglobin meter. Other interfaces are in development (coagulation meters). Once data is in a common database, custom statistical algorithms reduce the data and summarize the results from all POCT devices in the same fashion.
The POCT clients are extremely easy to use. The interfaces were designed to simplify the process of extracting data from the POCT devices and uploading to the server. Users of the clients simply press a download button after connecting the meters to serial ports. The client software communicates with the devices first then connects to the POCT server to transmit data that was extracted. The Hopkins software is also used to configure remote devices. Data on each device can be erased after transmission, the date and time settings can be updated, and reagent/control lot and expiration dates can be sent. Using the integrated logging system, the software can be used to track data coming from individual devices, operators, and wards. The software is also flexible enough to manage data from different medical institutions, departments, clinics and nursing units in the same database.
We were able to simplify the user interfaces because the manufactures provided the communications protocols. Having the device communications protocols embedded in the client software gives us the flexibility to design interfaces that are easy to use and that do not rely on complex integration with third party applications and programming libraries. When the industry adopts a standard communication protocol for POCT devices, developing interfaces to new devices will be a simple process that can be completed in a short period of time.
In the future, we plan to develop interfaces to POCT devices using wireless internet access on handheld PCs. The current interfaces rely on internet connections that are made available on public workstations. Transitioning to a wireless architecture will make the system more flexible and even easier to use. The wireless architecture will also make it easier for nurses to upload test results in near real-time since the handheld PCs can be carried around with the POCT devices. With near real-time data acquisition, POCT managers can detect panic values and other abnormalities sooner.
SUMMARY
A virtual laboratory is a managed, networked collection of near patient and traditional laboratory instruments. It is our thesis that dramatic changes in the practice of laboratory medicine will emerge. Information from point-of-care devices and laboratories will be treated in a unified manner and all devices will become components of integrated internet connected virtual laboratories. Instruments will include devices located in traditional laboratories, such as complex multi-channel analyzers and specialty laboratory tests instruments, along with point-of-care devices located at a variety of sites including clinics and at patients' homes. Virtual laboratories will combine the immediacy offered by pointof-care devices with services offered by traditional laboratories such as quality assessment, quality control, data capture, and the dissemination of results to patients and clinicians.
The work we present here presents the design of key elements of the "glue" needed to incorporate existing software components into an integrated system. Our approach is to make use of a data warehouse along with non-proprietary POCT data acquisition software to aggregate and support the analysis of legacy LIS data and POC device data.
Climate data warehouses have received a great deal of attention in the recent decade. Microsoft and Data General have teamed together to develop a scalable clinical data warehouse, TeraCLIN capable of storing terabytes of data. TeraClin is discussed on Data General's website, http://www.dg.com/news/11_16_98d.html. The Columbia Presbyterian Medical Center developed a data warehouse using the Sybase RDBMS running on a SUN platform CPMC's clinical data warehouse is described on the website, http://www.cpmc.columbia.edu. In addition, the importance of clinical data warehouses is discussed in. 10 n
