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). When is subexponential in , simple arguments show that min ( ) coincides, for large , with the Bayesian envelope min ( ). We investigate the behavior, for large , of min ( ), which we term the competitive predictability of at rate . We show that whenever has an autoregressive representation via a predictor with an associated independent and identically distributed (i.i.d.) innovation process, its competitive predictability is given by the distortion-rate function of that innovation process. Indeed, it will be argued that by viewing as a rate-distortion codebook and the predictors in it as codewords allowed to base the reconstruction of each symbol on the past unquantized symbols, the result can be considered as the source-coding analog of Shannon's classical result that feedback does not increase the capacity of a memoryless channel. For a general process , we show that the competitive predictability is lower-bounded by the Shannon lower bound (SLB) on the distortion-rate function of and upper-bounded by the distortion-rate function of any (not necessarily memoryless) innovation process through which the process has an autoregressive representation. Thus, the competitive predictability is also precisely characterized whenever can be autoregressively represented via an innovation process for which the SLB is tight. The error exponent, i.e., the exponential behavior of min exp( ) Pr ( ( ) ), is also characterized for processes that can be autoregressively represented with an i.i.d. innovation process.
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I. INTRODUCTION
T HE problem of universal prediction, in both its deterministic setting (cf., e.g., [9] , [12] , [17] , [25] , [15] ) and stochastic setting (cf. [1] and references therein), typically involves the construction of a predictor whose goal is to compete with a given comparison class of predictors ("experts") in the sense of approaching the performance of the best predictor in the class whatever the data sequence turns out to be. In the deterministic setting, the comparison class may represent a set of different approaches, or a set of prediction schemes which are limited in computational resources (cf. [26, Sec. I] for a broader discussion). In the stochastic setting, the comparison class typically consists of those predictors which are optimal for the sources with respect to which universality is sought.
In the choice of a reference class of predictors with which to compete, there is generally a tradeoff between the size of the class and the redundancy attainable relative to it. In the stochastic setting of universal prediction it is common practice, and often advantageous, that rather than taking the class of predictors corresponding to all sources in the uncertainty set, one takes a more limited class of "representatives" with the hope that the reduced redundancy will compensate for those sources that are not exactly covered. On the other extreme of this tradeoff, one takes a reference class richer than the class of sources, allotting more than one predictor to be specialized for each source, at the price of a higher redundancy. There are two issues which arise in this context. The first concerns the question of whether there is a size for a reference class which is in any sense optimal, when the dilemma is between a rich "cover" of the typical sequences one is going to encounter, and the redundancy which increases with the increase in the size of the set. The second concerns the following question. For a given size, what is the optimal predictor set? The first question has been extensively studied in the context of universal prediction (cf. [17] and reference therein), coding, and estimation (e.g., [20] , [4] , and references thereto and therein). The latter question is the motivation for our work.
It should be emphasized that in the prediction problem in the literature, especially that pertaining to computational learning theory (e.g., [23] , [24] , [9] , [8] , [7] , [10], [15] , and references therein), where the problem is formulated in terms of learning with expert advice, the class of experts is always assumed given and the questions typically asked concern optimal strategies per the given class. In such problems, one is not concerned with the question of how to choose the reference class of experts. Nevertheless, it is understood in such problems that there is no point in letting two experts be too similar and that, rather, an appropriate set should be chosen to efficiently cover the possible sequences one is likely to encounter. Our goal in this work is to gain some insight regarding the considerations for the choice of the expert class through an analysis of this problem in the probabilistic setting.
To answer this question, we shall turn to the most basic, nonuniversal setting and address the following problem: given a probabilistic source sequence and , what is the predictor set of size which is, in some sense, "best" for this source? In the problem we pose here, the object of interest which we seek to optimize is the predictor set. This problem will turn out to be intimately related with rate-distortion theory [13] , [5] and, in a sense to be made precise, can be viewed as "rate distortion coding with feedback."
A brief account of the main gist of this work is as follows. Let denote the normalized cumulative loss of the predictor on the sequence , where is a given loss function. For a predictor set , let further denote the loss of the best predictor in the class on . Given the stochastic process , we look at , which will be termed the competitive predictability of on . Our interest is in the optimal predictor set of size , i.e., the predictor set achieving . When is subexponential in , simple arguments will show that coincides, for large , with , which, by classical results on prediction, is characterized by the Bayesian envelope of the process. When grows exponentially in , however, the problem significantly diverges from its classical origin. Thus, our interest is in the behavior, for large , of , which we term the competitive predictability of at rate . It will be shown that whenever has an autoregressive representation with an associated independent and identically distributed (i.i.d.) innovation process, its competitive predictability is given by the distortion-rate function of the innovation process. For a general stochastic process , we find that its competitive predictability is lower-bounded by the Shannon lower bound (SLB) on its distortion-rate function. On the other hand, the competitive predictability of a process will be argued to be upper-bounded by the distortion-rate function of the (not necessarily memoryless) innovation process of any autoregressive representation of . Various implications of these results will also be pointed out. In particular, we shall discuss an alternative viewpoint of the competitive predictability setting as a problem of rate-distortion theory with feedback. In this context, the fact that the competitive predictability is lower-bounded by the distortion-rate function of the source (in the generality mentioned above), can be thought of as the source-coding analog of Shannon's classical result that feedback does not increase the capacity of a memoryless channel [22] . The source-coding analog we present here, however, holds true much more generally than for the class of memoryless sources. We shall also characterize the error exponents for this problem, namely, the exponential behavior of . Specifically, it will be seen that when the source has an autoregressive representation with i.i.d. innovations, this exponent coincides with the Marton's exponent [16] of the innovations process.
The remainder of this work is organized as follows. Section II will be dedicated to some notation, conventions and preliminaries. In Section III, we shall formulate the problem and present our main results: Section III-A will formally define the problem and Section III-B will present the main results. Section IV will be dedicated to the proofs of the main results: Section IV-A will present proofs of the main results that are based on information-theoretic arguments and Section IV-B will present an alternative route to arrive at the results via "counting" and volume-preservation arguments. Section V will further discuss the main results and their implications. Finally, in Section VI, we summarize this work and discuss some related directions for future research.
II. NOTATION, CONVENTIONS, AND PRELIMINARIES
Throughout, will denote the source alphabet where addition and subtraction of elements are assumed well defined. Unless otherwise indicated, will also be assumed finite (in which case, addition and subtraction are normally defined modulo the alphabet size). Stochastic processes will be assumed to have -valued components. When considering processes with realvalued components, it will always be assumed that, for each , the distribution of is absolutely continuous with respect to the Lebesgue measure and has a finite differential entropy.
Assume throughout a fixed loss function . For , we let denote the associated entropy. Define (1) where denotes expectation when . The function defined in (1) is well known (cf., e.g., [17] , [18] ) to be monotone, concave, and have a closed-form representation. Specifically, for finite , let (2) denote the log-moment generating function associated with the loss function . Then, is given by the one-sided Fenchel-Legendre transform of (3) The significance of the function is that it conveys the precise exponential behavior of the size of the -dimensional -ball (cf., e.g., [18] ) (4) We shall let denote the inverse function of , defined (even when is not strictly increasing) by When , the summation in (2) is replaced by integration and will be assumed to be sufficiently steep such that the integral exists and is finite for all . For this case, is defined as in (3) and the analog of (4) for this case is (5) Throughout, capital letters will denote random variables while the respective lower case letters will denote individual sequences or specific sample values. For probability measures and on , we let denote the rate-distortion function associated with under the distortion measure and denote the Kullback-Leibler divergence between and . Finally, we shall work throughout in nats so all the mentioned information-theoretic functionals are assumed to be defined with natural logarithms.
III. COMPETITIVE PREDICTABILITY

A. Competitive Predictability Defined
A predictor is a sequence of mappings , where
. Let denote the set of all predictors. For a loss function (difference distortion measure) and a sequence , denote the normalized cumulative loss of the predictor by (6) For a predictor set , define the competitive predictability of on by (7) i.e., the loss of the best predictor in for the sequence . Suppose now that is a stochastic process and that, for a given and sequence length , we seek to minimize the competitive predictability over all predictor sets of size at most . Since for any , is a random variable, a natural goal here would be to minimize the expected competitive predictability. In other words, we are interested in (8) and in the predictor set achieving it. Note, however, that for any given set of predictors , the theory of universal prediction guarantees the existence of a (possibly randomized) predictor such that (9) where is a constant depending only on the loss function and the alphabet (and the expectation on the left-hand side of (9) is with respect to the randomization). A predictor satisfying (9) can always be constructed via the exponential weighting approach (cf., e.g., [9] , [10]). It follows from (9) that if is subexponential in , then is asymptotically equivalent to , where the latter is the "Bayesian envelope" of the classical problem of optimal prediction in the stochastic setting (cf. [1] , [2] , and references therein). Thus, the quantity in (8) can become interesting and significantly deviate from the classical optimal prediction problem only when grows exponentially in . This is the motivation for focusing on the case where , .
B. Main Results
For a stochastic process , let
where on the right-hand side is the entropy of the random vector and (11) where the right-hand side is the distortion-rate function associated with . For any predictor , we let denote the process defined by (12) We shall say, in this case, that has an autoregressive representation via the predictor and innovation process 1 .
Theorem 1: Let be a stochastic process for which there exists a predictor such that is an i.i.d. process. Then, for
In words, when can be "whitened" by some predictor, its competitive predictability is given by the distortion-rate function of the corresponding innovation process. The proof of Theorem 2 below will be seen to imply that for the case where itself is an i.i.d. process (and then , so ), Theorem 1 holds for a general, not necessarily difference, distortion measure . For a general source, we have the following.
Theorem 2: Let
, be any stochastic process and . Then (13) and (14) It is easy to show (cf., e.g., [18] ) that the entropy (rate) of a process equals the entropy (rate) of the associated innovation process relative to any predictor. Thus, given a process and any predictor , . Recall that the SLB (cf. [5] , [11] , [21] ) on the rate-distortion function of the source at distortion level is . Furthermore, since the SLB is dependent on the source only through its entropy, it is clear that for all or, in terms of the distortion-rate function (15) Note that (15) follows from Theorem 2 as well since the left-hand side is shown to be achievable while the right-hand side is a lower bound on the achievable loss. In this context, we make the following observation.
Corollary 3: Let be a stochastic process and suppose there exists a predictor such that meets the SLB with equality. Then (16) Corollary 3 tells us that whenever the process has an autoregressive representation via any predictor , i.e., , the attainable limitation on its competitive prediction is given by the rate-distortion function of even when it is not an i.i.d. process, provided it satisfies the SLB with equality. In Section V, we will mention a few examples of families of sources for which the SLB is tight.
Returning to the case where the process has an autoregressive representation with i.i.d. innovations, we have the following characterization of the error exponents for competitive prediction.
Theorem 4:
Let be a stochastic process for which there exists a predictor such that is an i.i.d. process with a marginal distribution . For (17) (18) where is Marton's error exponent function for the source [16] .
Finally, we mention that the finite-alphabet assumption is made to minimize the technical details in the proofs. It will be clear, however, by examination of the proofs, that Theorem 1 and Theorem 2 (and hence also Corollary 3 ) are valid also in the case where the alphabet is the real line under standard mild regularity assumptions. For example, the following result is a consequence of the continuous-alphabet version of Theorem 1 (or of Corollary 3 when the distortion measure is squared error).
Corollary 5: Let be a stationary Gaussian process and let
, where is the density function associated with the absolutely continuous component in the Lebesgue decomposition of its spectral measure. Then (19) with on the right-hand side of (19) denoting the distortion-rate function of a zero-mean Gaussian with variance (under the given distortion measure).
We will also indicate in Section III-B how Theorem 4 can be extended to the continuous-alphabet setting. For the Gaussian case this will be shown to lead to the following. Corollary 6 is a consequence of Paley-Wiener theory which guarantees that when , can be represented as the response of a causal (minimum phase, invertible) filter to its innovation process which is white noise, and, by Gaussianity, also i.i.d. In particular, the case in Corollary 6 characterizes the best attainable large deviations performance in prediction of Gaussian processes, a result which appears to be new (cf. discussion in [19] ).
The two subsections in the following section are dedicated to proving the above results. In Section IV-A we give information-theoretic proofs, hinging upon a view of the problem as "rate-distortion with feedback," a viewpoint that will be expounded in Section V. Section IV-B describes an alternative approach to the derivation of the results via counting or "volumepreservation" arguments. While the information-theoretic argumentation leads, in general, to stronger results, the merit of the latter approach is that it gives geometric intuition for the converse parts of the results, an intuition generally lacking in information-theoretic proofs.
Finally, we remark in the context of the "rate-distortion with feedback viewpoint" that Theorem 4 can be interpreted as saying that feedback does not improve rate-distortion performance even in the error-exponent sense, in contrast to the channel-coding problem where feedback is known to improve the error-exponent (cf., e.g., [13, Example 5.14]). 2 
IV. PROOFS
A. Information Theoretic Proofs
In this subsection, we give information-theoretic proofs to the main results.
Proof of Theorem 1:
The direct part follows from the upper bound in Theorem 2 (which we prove subsequently). For the converse, fix and let be the i.i.d.
innovation vector so that , . In this proof, let , denote the rate-distortion function associated with and its inverse (for the difference distortion measure ).
is completely determined by (and vice versa), hence we shall write when we want to make this dependence explicit. Fix further a predictor set and define the integer random variable (resolving ties arbitrarily) so that, in particular, . Finally, for and , define by Then 2 Of course, the duality between channel coding with feedback and our setting is merely a qualitative one. The error criterion in the former setting is the block probability of error while in our setting it is the cumulative per-letter distortion, so technically the two problems are quite different. (22) where (21) follows by the independence of and , and by the one-to-one correspondence between and . The remaining equalities and inequalities follow from standard information-theoretic identities, from the fact that , and from convexity. Consequently, , completing the proof by the arbitrariness of .
Proof of Lower Bound in Theorem 2:
Let be defined as in the preceding proof. Then (23)
(26) where (23) follows as in the first few lines of (22), (24) follows from the definition of , and (25) follows from its concavity. Since is an arbitrary predictor set of size we obtain (27) which implies (13) .
Proof of the Upper Bound in Theorem 2:
Fix a predictor and . To any , we associate the predictor specified by (28) In this way, for any , we can look at the predictor set consisting of the predictors associated with the members of . We shall refer to as the predictor set induced by the codebook and the predictor . By the definition of (recall (12)) it follows that for any , with probability (29) where the on the right-hand side is that induced by and . rate-distortion theory guarantees (cf. [5] , [14] ) the existence of a sequence of codebooks , with , for which (30) Let now be the predictor sets induced, respectively, by the codebooks that satisfy (30). The predictor sets satisfy and, by (29) and (30), also
implying (14) by the arbitrariness of .
Proof of Theorem 4:
The direct part (inequality (17)) follows similarly to the direct part of Theorem 2. This time one takes predictor sets induced by and , where are optimal codebooks in Marton's error exponent sense [16] for the i.i.d. source . The proof of the converse part, equipped with Theorem 1, is analogous to the proof of the converse in [16] . Its outline is as follows. 
Hence, for large enough
implying the result by the arbitrariness of , of (satisfying ), and of .
B. Counting and Volume-Preservation Arguments
An alternative route to the derivation of some of the results is through the use of "counting" arguments, which were recently applied to obtain results for the scandiction problem in [18] . Applied to our present setting, the idea is as follows. Every predictor defines a one-to-one correspondence from into itself by mapping into according to
To see this, one must simply notice that given and , can be uniquely recovered. 4 Since , where on the right-hand side is the error sequence associated with and , it follows that for any and (42) Consequently, for any set of predictors (43) The fact that , combined with (43), leads to the following conclusions.
1) If
, then for large and any predictor set with , the set is exponentially smaller than and, hence, by the converse to the asymptotic equipartition property (AEP), is very (exponentially) small. In simple words, the set is too small to cover the set of typical sequences of .
2) Suppose that the process has been autoregressively generated via the predictor and the i.i.d. innovation process . For large , any predictor set with and any probability measure on , if , then "most" of the innovations sequences with empirical measure (close to) are such that the source sequence that they generate lies outside the set . This is because the size of the set of sequences with empirical measure close to (and, by the above observations, the size of the set of source sequences generated by these innovations sequences) is which, by (43), is exponentially more than whenever . Thus, is essentially lower-bounded by the probability that the innovations vector will be -typical, namely, ( being the marginal distribution of the innovations process).
The observation made in the first of the above items leads to the converse part of Theorem 2 , while the second observation leads to the following upper bound on the error exponent of Theorem 4 (under the assumption of Theorem 4): (44) Appendix A contains the rigorous proofs based on this argumentation, as well as a discussion of a few examples where the upper bound in (44) is tight.
We mention that the counting arguments previously described carry over to the continuous case where by replacing the counting arguments with volume-preservation ones. Specifically, suppose that , fix an arbitrary predictor 5 , and consider the transformation taking the source sequence into the sequence of prediction errors As in the finite-alphabet setting, this transformation can be seen to be one-to-one and onto. Furthermore, assuming first that the mappings defining the predictor are continuously differentiable, the Jacobian matrix of this transformation is readily seen to be lower-triangular with diagonal entries all equal to , implying that this mapping is volume preserving. In fact, for any predictor, not necessarily consisting of continuously differentiable functions, Tamás Linder has shown the authors a proof that this volume-preservation property holds. Thus, we get the analog of (42) leading to the analog of (43) (46)
The proof ideas described above carry over by replacing throughout (4) with (5), (43) with (46), with , and entropies with differential entropies. 5 In this case, a predictor F is a sequence fF gofmeasurablefunctionswhere
! .
V. DISCUSSION OF RESULTS
A. Distortion-Rate Source Coding With Perfect Past Feedback
The information-theoretic proofs of the main results, as presented in Section III-A, suggest an alternative viewpoint of competitive predictability as characterizing optimum performance in the following lossy source coding scenario: Suppose we wish to store the data (with distortion) in our computer and the memory at our disposal is bits. Suppose further that we are required to give the reconstructed symbol by January 1st (2004), by January 2nd, and so forth. We know, however, that the original data are going to be posted on the Internet (to which our computer has access), a little while later, say, starting January 2nd, one new symbol every day. The question is: how should we use our available computer memory so that the overall distortion of the reconstructed symbols is minimized? Our results (Theorem 1 and Corollary 3 , respectively) imply that, when is an i.i.d. source, or is a source attaining the SLB with equality, there is nothing to gain from the perfect (as opposed to quantized) observations of the past source sequence. It may seem natural, at first glance, at least for the i.i.d. case, that there is nothing to gain from observing the past sequence for reconstruction of the present symbol. This observation is, however, rather surprising in the context of Shannon theory which tells us that other sequence components are very relevant for the coding of each symbol, even when the source is i.i.d. Note that the problem described in this example can be thought of as "rate-distortion coding with feedback," and the conclusion as the source-coding analog of Shannon's result that feedback does not increase the capacity of a memoryless channel [22] . Furthermore, our results establish the existence of a large class of processes with memory, namely, those for which the SLB holds with equality, 6 for which feedback does not improve rate-distortion performance. In general, however, our results imply that the competitive predictability of a process is strictly below its distortion rate function or, in other words, in general, feedback does enhance rate distortion performance (as it does the capacity of a general, nonmemoryless channel). Indeed, according to Corollary 3, if the process has an autoregressive representation via some predictor and an innovation process which is either i.i.d. or achieves the SLB with equality at a certain rate , then the competitive predictability of the process at rate is given by the distortion-rate function of the innovation process which, in general, may be strictly lower than that of the original process.
Evidently, the family of processes whose competitive predictability is completely characterized (in Theorem 1 and Corollary 3 ) is a rather large one. Following are a few examples for the kind of processes that it includes.
Example 1. Stationary Gaussian Source:
If is any stationary Gaussian source then, by letting it is well known that we have the autoregressive representation 6 The reader is referred to [5] for a reminder of the wide range of circumstances under which a process satisfies the SLB with equality. where the 's are independent zero-mean Gaussian, with decreasing variances converging to 7 being the density associated with the absolutely continuous component in the Lebesgue decomposition of the spectral measure of . Consequently, the distortion-rate function of coincides with that of the i.i.d. source. Thus, we obtain from Theorem 1 that the attainable lower bound to competitive prediction at rate of any Gaussian source is given by , the rate-distortion function of the Gaussian random variable with variance (and the given distortion measure). This is precisely Corollary 5. For squared error distortion, we get that the competitive predictability is explicitly given by . Note that the result for this particular case is also implied by Corollary 3 , since, for squared error distortion, the i.i.d. Gaussian source attains the SLB with equality. We recall, in the context of this example, that the distortion-rate function, under squared error loss, of the stationary Gaussian source with one-step prediction error is given by (cf., e.g., [5] ) more than where On the other hand, Corollary 5 tells us that the competitive predictability of the Gaussian source is at all rates. Two conclusions this leads to are as follows.
1) For
, one can use codewords from the optimal rate-distortion codebook as "predictors" and attain optimal competitive predictability performance.
2) For
, codewords from the optimal rate-distortion codebook are strictly suboptimal if used as predictors. Reassuringly, this agrees with what we know to be the case for (where the best predictor achieves distortion , yet the best codeword achieves distortion ).
The first conclusion is surprising because for a general stationary Gaussian process, which may be far from memoryless, one would expect a predictor set consisting of memoryless predictors to be strictly suboptimal. This counter-intuitive fact may be connected to the confounding relation between the rate-distortion function of the Gaussian source and that of its innovation process, as discussed in [6, Sec. V-D].
Example 2. First-Order Symmetric Binary Markov Source (and Hamming Loss):
If is a first-order Markov process taking values in with a symmetric transition matrix ( ), then can clearly be represented autoregressively via , being i.i.d. Bernoulli (and addition here is modulo ). Thus, Theorem 1 characterizes the competitive predictability of this process. Furthermore, for Hamming loss, the innovation process satisfies the SLB with equality so the same conclusion can be reached via Corollary 3. Specifically, we obtain that the attainable lower bound to competitive prediction at rate of this source is given by the distortion-rate function of the Bernoulli source at (namely, , being the inverse function of restricted to ).
Example 3. Hidden Markov Processes:
It is easy to see that if a process satisfies the SLB with equality, then its "symbol-bysymbol" addition to any other process (independent of it) attains the SLB with equality as well. 8 Thus, Corollary 3 implies that, for example, the competitive predictability of any hidden Markov process with an additive noise channel from state to observation having noise components satisfying the SLB with equality is given by the distortion rate function of the noise. Furthermore, this is the value of the competitive predictability of any other process that can be represented autoregressively with such an innovation process.
The predictor sets constructed for the upper bounds are those induced by rate-distortion codebooks for the innovations. The predictors in these sets quantize the innovations in a data-independent way (since in (28) does not depend on ), not making full use of their "predictive power." It would therefore seem natural to expect such predictor sets to be suboptimal. It is thus remarkable that in the above examples, as well as in all other cases covered by Theorem 1 and Corollary 3, such predictor sets are, in fact, optimal.
VI. SUMMARY AND FUTURE DIRECTIONS
The notion of "competitive predictability," as introduced in this work, seems like a novel one on two levels. The first is that it considers the problem of prediction relative to a reference class whose effective size is exponential with the sequence length, rather than the subexponential size usually assumed in the setting of prediction relative to a set of "experts." The other innovative perspective taken in this work is that the object of optimization is the predictor set, rather than one predictor.
We have been able to characterize the (asymptotic) value of the optimization problem associated with the competitive predictability of a wide family of processes, which includes any process possessing an autoregressive representation with an associated innovation process which is either i.i.d. or satisfies the Shannon lower bound with equality. In general, it was shown that the competitive predictability of any process is lower-bounded by the Shannon lower bound of the process 8 To see this, note that the fact that the first process satisfies the SLB with equality implies that it can be represented as the output of an additive memoryless channel whose components have a maximum-entropy distribution with respect to (w.r.t.) the relevant loss function. Consequently, the process resulting from the said "symbol-by-symbol" addition is also an output of the same additive memoryless channel (whose input now is the "symbol-by-symbol" sum of the input process associated with the first process and the second process), and hence attains the SLB with equality as well.
(at that rate), while it is upper-bounded by the distortion rate function of the innovation process associated with any autoregressive representation for the process.
Complete characterization of the competitive predictability value for processes for which the indicated lower and upper bounds do not coincide is one open direction for future work.
Another interesting direction would be to consider the universal setting, where one seeks a predictor set minimizing its worst case competitive predictability over all sources in a given family. The problem can be shown to significantly diverge from its nonuniversal origin when the effective number of sources in the family grows exponentially with , a setting arising naturally, e.g., in speech coding applications. It would be interesting to understand whether the optimal predictor set for this problem, analogously as in the case of universal lossless coding, is obtained by a union over the optimal predictor sets corresponding to a representative subset of the original family of sources that can be interpreted as the capacity-achieving codebook corresponding to the "channel" from the family of sources to their realizations. To the authors' knowledge, even the more basic problem of characterizing the redundancy in universal lossy source coding, say for the arbitrarily varying source, is still an open problem.
APPENDIX PROOFS VIA COUNTING ARGUMENTS
We shall use the following notation. For any and , let denote the empirical measure induced by . Let denote the set of all probability measures on and denote the subset of consisting of th-order empirical measures. For , let denote the type class of , i.e., .
Proof of Lower Bound in Theorem 2
We give the proof assuming a finite alphabet. Fix for which . It will be enough to show that the left-hand side of (13) 
Since and (4), it follows that for sufficiently small and all sufficiently large (A4)
The proof of the strong converse to the AEP for i.i.d. sources (cf., e.g., [11, Ch. 3, Problem 7] ) easily extends to a general source, asserting that for any and sequence , with , (exponentially rapidly). Thus, by (A4) and the strong converse (A5)
The proof is completed by noting that (A5) implies (A1).
Proof of (44) (An Upper Bound to the Exponent of Theorem 4)
We now apply the counting argumentation to prove that if is a stochastic process for which there exists a predictor such that is an i.i.d. process with a marginal distribution then (A6)
The continuity of and imply that the right-hand side of (18) equals . Hence, for a fixed with , it will be enough to show that the left-hand side of (18) where was defined in (A2) and the superscript denotes complementation. Inequality (A11) follows from the one-to-one correspondence between source sequences and innovation sequences. Inequality (A12) follows from the bound in (A3), and inequality (A13) follows from (A8). Considering the two ends of the above chain implies that the left-hand side of (A7) is upper-bounded by which, in turn, implies (A7) by the continuity of .
By observation of the right-hand side of (A6) it is clear that a sufficient condition for (A6) and (17) to coincide is that the distribution achieving will be one for which the SLB holds with equality. One situation where this would always be the case is the binary alphabet under Hamming loss, as the SLB is achieved with equality for all Bernoulli sources. Another case where these bounds would coincide is that of Gaussian processes under squared error loss. Indeed, when is Gaussian, is known to be achieved by the Gaussian distribution whose variance is tuned such that (cf., e.g., [3] ). Since the Gaussian distribution achieves the SLB with equality, we have for this case namely, equality between the upper and lower bounds of Theorem 4. Consequently, Theorem 4 gives the precise large deviations asymptotics for the competitive predictability of any process having an autoregressive representation with i.i.d. Gaussian innovations. Since this, in particular, is the case for any stationary Gaussian source, we obtain Corollary 6 (where the right-hand side of (20) is nothing but , tuned such that ).
