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Abstract
This paper explores the possible use of Schubert cells and Schubert varieties in finite
geometry, particularly in regard to the question of whether these objects might be a source
of understanding of ovoids or provide new examples. The main result provides a charac-
terization of those Schubert cells for finite Chevalley groups which have the first property
(thinness) of ovoids. More importantly, perhaps this short paper can help to bridge the
modern language barrier between finite geometry and representation theory. For this pur-
pose, this paper includes very brief surveys of the powerful lattice theory point of view from
finite geometry and the powerful method of indexing points of flag varieties by Chevalley
generators from representation theory.
1 Introduction
This paper is the result of an effort to create “interdisciplinary” communication and collaboration
between the finite geometry community and the representation theory communities in Australia.
The idea was that Chevalley groups could be a bridge between the two languages and the
problems of interest to the two communities. Among others, the books of Taylor [Tay92] and
Buekenhout and Cohen [BC13] are already existing, useful and important contributions to this
dialogue. Although we have not used the language of buildings in this paper, the inspiring
oeuvre of Tits [Tits74, TitsA, TitsB] is the pinnacle of the powerful connections between these
different points of view. See, for example, [PR08] for a brief survey of how these points of view
combine to give insight into the relationship between walks in buildings and representations of
complex algebraic groups and groups over local fields.
We chose to use the finite geometry question of finding ovoids as a framework for our investi-
gation. The goal was to shape the language of algebraic groups and Chevalley groups to provide
tools for studying the question. The precedent in the work of Tits [Tits61] and Steinberg [St16,
Example (c) before Theorem 34] on the Suzuki-Tits ovoid indicated that this was a fruitful
research direction.
To describe further the results and methodology of this paper, let us review the definitions
of ovoids (in finite geometry) and Schubert cells (in representation theory).
Ovoids. Let V be a vector space and let P(V ) be the lattice of subspaces of V with inclusion
⊆ as the partial order. A point is a 1-dimensional subspace of V , a line is a 2-dimensional
subspace and a hyperplane is a codimension 1 subspace of V . Let O be a set of points in P(V ).
A tangent line to O is a line in P(V ) that contains exactly one point of O. Then [Tits62, §1]
defines, an ovoid of P(V ) as a set O of points of P(V ) such that
(O1) If ℓ is a line in P(V ) then ℓ contains 0, 1 or 2 points of O. (thinness)
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(O2) If p ∈ O then the union of the tangent lines to O through p is a hyperplane. (maximality)
These two types of conditions, “thinness” and “maximality”, characterize the definitions of
ovoids and ovals and hyperovals lying inside projective spaces, projective planes, polar spaces
and generalized quadrangles that can be found in the finite geometry literature (see, for example,
[Br00, §1] and [BW11, §2.1 and §4.2 and §4.4]).
Schubert cells. Let G(F) be a Chevalley group over F and let B be a Borel subgroup. The
quotient G(F)/B is the (generalized) flag variety. In the case that G(F) = GLn(F), G(F)/B is
the set of maximal chains 0 ⊆ V1 ⊆ · · · ⊆ Vn−1 ⊆ V in P(V ), where V is an F-vector space of
dimension n. The flag varieties are studied with the use of the Bruhat decomposition,
G(F) =
⊔
w∈W
BwB,
and the Schubert cells are
Xw = BwB
viewed as subsets of the set of cosets G(F)/B. In the case of GLn(F)/B the Xw are collections
of maximal chains in P(V ) and thus, when F = Fq is a finite field, the Xw are natural objects
in finite geometry. From the point of view of representation theory, the closures of the Schubert
cells are the Schubert varieties of the projective variety G(F)/B and this makes them tools in
the framework of geometric representation theory.
In pursuit of the question of what causes the “thinness” that distinguishes ovoids we prove
the following result (Theorem 1.1), which is a computation of the “thickness” of the incidence
structures that come from Schubert cells.
Theorem 1.1 (Main Theorem). Let G(F) be a Chevalley group with Weyl group W . Let Pi and
Pj be standard maximal parabolic subgroups of G(F) and let w ∈W . Let (Xw)ij be the incidence
structure associated to the Schubert cell Xw and let gPj be a line in (Xw)ij . Then the number
of points in (Xw)ij incident to gPj is
qℓ(z),
where w = uzv with u ∈W j, zv ∈Wj, z ∈ (Wj)
i,j and v ∈Wi,j.
The objects in Theorem 1.1 will be defined in forthcoming sections, and in particular, the
incidence structure (Xw)ij will be introduced in Section 4. (It suffices to say here that its
‘points’ are certain left cosets gPi, its ‘lines’ are certain left cosets of hPj , and a point and line
are incident if the ratio of their canonical coset representatives lies in the Borel subgroup of
G(F)). As an application of this theorem we determine the Schubert cell incidence structures
coming from finite Chevalley groups which have the thinness property; see Corollary 4.4.
In this paper we first review the background finite geometry of incidence structures and
projective geometries and the notation and framework for working with Chevalley groups and
generalized flag varieties (c.f., Sections 2 and 3). In Section 4, we define an incidence structure
for each Schubert cell and pair of maximal parabolic subgroups of the Chevalley group. This
provides a way of analyzing the Schubert cell from the viewpoint of finite projective geometry.
The main theorem (Theorem 1.1) is a consquence of Proposition 4.2.
2 Lattices and incidence structures
In this section we review the equivalence between subspace lattices of a vector space, projective
lattices and projective incidence structures. An inspiring modern textbook is [Shu11]. A classic
reference to lattice theory is [Birk48]. The definition of a modular lattice is given in [Birk48, Ch.
V §1]. The equivalence between projective incidence structures, complemented modular lattices
and the subspace lattice of a vector space over a division ring, which is stated as Theorem 2.1
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below, is proved (even in the infinite dimensional case) in [Birk48, Ch. VIII, Theorem 15]. A
classic reference to finite geometries is [Dem68], and the definition of an incidence structure
is given in [Dem68, §1.1]. The definition of a projective incidence structure (often called a
projective geometry) is found in [Birk48, Ch. VIII §3], [Cam00, §3.3] and [Tay92, p. 16].
2.1 The subspace lattice P(V ) of a vector space V
Let F be a field or division ring and let V be a finite dimensional vector space over F. The
subspace lattice P(V ) of V is the set of subspaces of V with partial order given by subspace
inclusion. More generally, one could consider a ring R and a (left) R-module M and the lattice
of (left) R-submodules of M . At this level of generality, the situation is substantially more
involved and complicated than that of a subspace lattice of a vector space (see [Vel95]). In the
finite geometry literature, a (Desarguesian) projective space is PG(n, q) = P(Fn+1q ), where
Fq is the finite field with q elements. In the algebraic geometry literature (c.f., [Har77, p. 8]),
projective space is the quotient
P
n =
F
n+1 − {(0, . . . , 0)}
〈(a0, . . . , an) = (ca0, . . . , can) | c ∈ F×〉
.
These terminologies are conflicting and should, therefore, be used with care in the context of
this article.
2.2 Lattices
A lattice is a partially ordered set P that is closed under the operations of meet and join defined
by x ∨ y = sup{x, y} and x ∧ y = inf{x, y}, for all x, y ∈ cP . A modular lattice is a lattice L
such that for all x, y, z ∈ L such that x 6 z, we have
x ∨ (y ∧ z) = (x ∨ y) ∧ z.
Let L be a finite lattice with a unique minimal element 0 and a unique maximal element 1.
• An atom is a ∈ L such that there does not exist a′ ∈ L with 0 < a′ < a.
• An atomic lattice is a lattice L such that every element is a join of atoms.
• A maximal chain is a maximal length sequence 0 < a1 < a2 < · · · < aℓ < 1 in L.
• A lattice L is ranked if all maximal chains in L have the same length.
Let L be a ranked lattice and let a ∈ L. The rank of a, written rank(a), is the integer i for
which there exists a maximal chain
0 < a1 < a2 < · · · < aℓ < 1
with ai = a. A projective lattice is an atomic ranked modular lattice such that for all x, y ∈ L,
we have the Grassmann identity :
rank(x ∨ y) + rank(x ∧ y) = rank(x) + rank(y).
Two lattices L and L′ are isomorphic if there is an order-preserving bijection from L to L′. The
following theorem provides an equivalence between projective lattices and subspace lattices of a
vector space over a division ring.
Theorem 2.1 (see [HP47, Chapters V and VI]).
(a) Let V be a finite dimensional vector space over a division ring. Then P(V ) is a projective
lattice.
(b) If L is a projective lattice then there exists a division ring F and n ∈ Z>0 such that L ∼=
P(Fn).
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2.3 Incidence structures
An incidence structure is a triple (P,L, I) where P and L are sets and I ⊆ P × L. Let
pr1 : P × L → P and pr2 : P × L → L be the projections onto the first and second factors. We
have the following interface between geometric language and its algebraic formalism:
• A point p ∈ P is contained in a line ℓ ∈ L if (p, ℓ) ∈ I.
• A subset S ⊆ P is collinear if there exists ℓ ∈ L such each element p of S is contained in
ℓ.
Often it is convenient to identify ℓ ∈ L with the set of points pr1(pr
−1
2 (ℓ)); the points contained
in the line ℓ. A projective incidence structure is an incidence structure I ⊆ P ×L such that
(a) If p1, p2 ∈ P and p1 6= p2 then there exists a unique line ℓ(p1, p2) ∈ L containing p1 and
p2 (any two points lie on a unique line);
(b) (Veblen-Young axiom) If p1, p2, p3 ∈ P are not collinear and ℓ is a line intersecting ℓ(p1, p3)
and ℓ(p2, p3) then ℓ also intersects ℓ(p1, p2);
p1 p2
p3
ℓ(p1, p2)
ℓ(p1, p3)ℓ(p2, p3)
ℓ
(c) (thickness condition) Any line contains at least 3 points;
(d) (dimension > 2 condition) There exist 3 noncollinear points in P ;
(e) (finite dimensionality condition) Any increasing sequence of subspaces has finite length.
Assume that I ⊆ P × L is an incidence structure such that any two points lie on a unique
line. A subspace is a set S ⊆ P such that S contains any line connecting two of its points, i.e.,
if p1, p2 ∈ S then pr1(pr
−1
2 (ℓ(p1, p2))) ⊆ S. The subspace lattice P(I) of I ⊆ P × L is the set
of subspaces S ⊆ P partially ordered by inclusion.
The following “Veblen-Young Theorem” provides an equivalence between projective incidence
structures and projective lattices.
Theorem 2.2. (see [HP47, Chapters V and VI])
(a) If G is a projective incidence structure then P(G) is a projective lattice.
(b) Let P be a ranked lattice. Let
P1 = {p ∈ P | rank(p) = 1},
P2 = {ℓ ∈ P | rank(ℓ) = 2},
and let I be the incidence relation inherited from P; so (p, ℓ) ∈ P1 × P2 lies in I if and only if
p 6 ℓ in P(G). If P is a projective lattice then (P1,P2, I) is a projective incidence structure.
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3 Flag varieties and Chevalley groups
In this section we review the formalism and establish our notation for working with (generalized)
flag varieties. A classic reference to Chevalley groups and flag varieties is [St16]. Good supportive
references are [Sesh14, §2.1] and [FH91, §23.3]. The first step in our review is to identify the
flag variety as the set of maximal chains in the subspace lattice P(V ).
3.1 Flag varieties and GLn(F)
Let F be a field (or division ring) and let V be a finite dimensional F-vector space. The flag
variety F(V ) is the set of maximal chains in P(V ). By choosing a basis {e1, . . . , en} in V , the
standard flag
F0 = (0 ⊆ span{e1} ⊆ span{e1, e2} ⊆ · · · ⊆ span{e1, . . . , en} = V )
has stabilizer the Borel subgroup B consisting of all upper triangle matrices of GLn(F). We
then obtain a bijection, and an equivalence of group actions (of GLn(F) on GLn(F)/B and on
F(V )):
GLn(F)/B −→ F(V )
gB 7−→ gF0
.
A parabolic subgroup of GLn(F) is the stabilizer of a subspaceW ⊆ V , and the standard
maximal parabolic subgroups are
Pi = Stab(span{e1, e2, . . . , ei}),
for i ∈ {1, 2, . . . , n}.
Let Eij denote the n × n matrix with 1 in the (i, j) entry and 0 in all other entries. Let
h∗ = Zε1 + · · ·+ Zεn be the free Z-module with basis ε1, . . . , εn and let
R = {εi − εj | i, j ∈ {1, . . . , n} with i 6= j}.
The group GLn(F) is generated by the elementary matrices
xεi−εj(c) = I + cEij , sεi−εj = I + Eij + Eji − Eii − Ejj, hλ∨(d) = diag(d
λ1 , . . . , dλn),
for εi − εj ∈ R and c ∈ F, and for λ
∨ = (λ1, . . . , λn) ∈ Z
n and d ∈ F×. The root subgroups
are
Xεi−εj = {xεi−εj(c) | c ∈ F}
and the set of positive roots is
R+ = {α ∈ R | Xα ⊆ B}.
The simple roots α1, . . . , αn−1 are given by
αi = εi − εi+1,
and setting si = sαi , the Weyl group is
W = 〈s1, . . . , sn | s
2
i = 1, sisi+1si = si+1sisi+1〉
(which is the symmetric group Sn here). The Bruhat decomposition (see [St16, Example (a)
after Theorem 4′] or [FH91, Theorem 23.59] or [Sesh14, §4.2.4]) is
GLn(F) =
⊔
w∈W
BwB.
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3.2 Chevalley groups and generalized flag varieties G(F)/B
In the same way that GLn(F) is generated by elementary matrices, a Chevalley group G(F) is
generated by Chevalley generators xα(c), hλ∨(d), for α, λ ∈ R, c ∈ F, d ∈ F
×, which satisfy
specified relations [St16, Relations (R), Chapter 3, page 23]. The set R of roots is a labeling
set for the root subgroups
Xα = {xα(c) | c ∈ F} for α ∈ R. (3.1)
The set R is endowed with a chosen decomposition into positive and negative roots
R = R+ ⊔ (−R+), where −R+ = {−α | α ∈ R+}.
Defining
U = 〈Xα | α ∈ R
+〉, T = 〈hλ∨(d) | λ
∨ ∈ hZ, d ∈ F
×}, and B = UT,
we call G(F)/B the generalized flag variety. The simple roots α1, . . . , αn provide a minimal
set of root subgroup generators for
U = 〈Xα1 , . . . ,Xαn〉.
The standard maximal parabolic subgroups are
Pi = 〈X−α1 , . . . ,X−αi−1 ,X−αi+1 , . . . ,X−αn , B〉, for i ∈ {1, . . . , n}.
3.2.1 Labeling the points of the flag variety
Letting N = 〈nα | α ∈ R〉, the Weyl group is W = N/T . For i ∈ {1, . . . , n}, define
xi(c) = xαi(c), ni = xαi(1)x−αi(−1)xαi(1), and si = niT.
The Weyl group W has a Coxeter presentation with generators s1, . . . , sn and relations s
2
i = 1
and (sisj)
mij = 1, where mij is the order of sisj in W . A reduced decomposition for an
element w ∈ W is an expression w = si1 · · · siℓ with ℓ minimal. The following provides an
explicit indexing of the points of the flag variety.
Proposition 3.1 ([St16, Theorem 4′, Theorem 15 and Lemma 43(a)] see also [PRS, (7.3)]). For
each w ∈W fix a reduced decomposition w = si1 · · · siℓ. Then
G(F)/B =
⊔
w∈W
BwB with BwB = {xi1(c1)n
−1
i1
· · · xiℓ(cℓ)n
−1
iℓ
B | c1, . . . , cℓ ∈ F},
and {xi1(c1)n
−1
i1
· · · xiℓ(cℓ)n
−1
iℓ
| c1, . . . , cℓ ∈ F} is a complete set of representatives of the cosets
of B in BwB.
4 Thickness in Schubert cells
Keeping the notation of Section 3.2, let G(F) be a Chevalley group and let Pi and Pj be standard
maximal parabolic subgroups of G(F). Let w ∈W . Define maps pwi and p
w
j as follows:
pwi : BwB → G/Pi
gB 7→ gPi
and
pwj : BwB → G/Pj
gB 7→ gPj .
Let (Xw)ij be the following incidence structure:
(a) a point in (Xw)ij is an element gPi of the image of p
w
i ,
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(b) a line in (Xw)ij is an element hPj of the image of p
w
j , and
(c) a point gPi is incident to a line hPj if there exists kB ∈ BwB such that p
w
i (kB) = gPi
and pwj (kB) = hPj .
Alternatively, it is not difficult to see that the incidence relation above can be simplified by
stipulating that gh−1 ∈ B instead.
Let
R+i = {α ∈ R
+ | X−α ∈ Pi}, R
+
j = {α ∈ R
+ | X−α ∈ Pj}, R
+
{i,j} = R
+
i ∩R
+
j ,
and let
Wi = 〈sα | α ∈ R
+
i 〉,Wj = 〈sα | α ∈ R
+
j 〉,W{i,j} =Wi ∩Wj.
For z ∈W the inversion set of z is
R(z) := {α ∈ R+ | Xzα 6∈ B},
and ℓ(z) := Card(R(z)) is the length of a reduced decomposition of z (in this definition Xzα =
zXαz
−1). Let W j be the set of minimal length coset representatives of Wj in W , and let W
{i,j}
j
be the set of minimal length coset representatives of Wi ∩Wj in Wj. So
W j = {z ∈W | R(z) ∩R+j = ∅},
(Wj)
{i,j} = {z ∈W | R(z) ⊆ R+j and R(z) ∩R{i,j} = ∅}.
The following proposition is a slight generalization of Propositon 3.1.
Proposition 4.1. For each u ∈W j fix a reduced decomposition u = si1 · · · sik . Then
G/Pj =
⊔
u∈W j
BuPj with BuPj = {xi1(c1)n
−1
i1
· · · xik(ck)n
−1
ik
Pj | c1, . . . , ck ∈ F},
and {xi1(c1)n
−1
i1
· · · xik(ck)n
−1
ik
| c1, . . . , ck ∈ F} is a set of representatives of the cosets of Pj in
BuPj.
Proof. If w ∈ W then there are unique u ∈ W j and y ∈ Wj such that w = uy (see [Bou,
Ch. 4 §1 Exercise 3]). If u = si1 · · · sik and y = sik+1 · · · siℓ are reduced decomposition then
w = si1 · · · siksik+1 · · · siℓ is reduced. If gB = xi1(c1)n
−1
i1
· · · xiℓ(cℓ)n
−1
iℓ
B ∈ BwB then gPi =
xi1(c1)n
−1
i1
· · · xik(ck)n
−1
ik
Pj since every factor of the product xik+1(ck+1)n
−1
ik+1
· · · xiℓ(cℓ)n
−1
iℓ
is an
element of Pj .
Let pi : G/B → G/Pi and pj : G/B → G/Pj be the natural projection maps (e.g., pi(gB) =
gPi for all g ∈ G). Each y ∈ Wj has a unique expression y = zv with z ∈ (Wj)
{i,j} and
v ∈W{i,j}. For each y ∈Wj, fix a reduced decomposition
y = sk1 · · · skrsℓ1 · · · sℓt, with z = sk1 · · · skr ∈ (Wj)
{i,j} and v = sℓ1 · · · sℓt(Wj){i,j}.
With
Uy = {xk1(d1)n
−1
k1
· · · xkr(dr)n
−1
kr
xℓ1(e1)n
−1
ℓ1
· · · xℓt(et)n
−1
ℓt
| d1, . . . , dr, e1, . . . , et ∈ F}, (4.1)
we have
Pj =
⊔
y∈Wj
UyB and p
−1
j (gPj) =
⊔
y∈Wj
gUyB. (4.2)
With this notation in hand, we can now state the following proposition that determines the
structure of each pi(p
−1
j (gPj).
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Proposition 4.2. Let gPj ∈ G/Pj . With notation as above, the map Φ from pi(p
−1
j (gPj)) to⊔
y∈Wj
F
ℓ(z) defined by
Φ
(
gxk1(d1)n
−1
k1
· · · xkr(dr)n
−1
kr
Pi
)
:= (d1, . . . , dr)
is a bijection.
Proof. By (4.2), the set p−1j (gPj) is a disjoint union of the sets gUy for y ∈ W
j. By (4.1), an
element of gUyB is of the form gxk1(d1)n
−1
k1
· · · xkr(dr)n
−1
kr
xℓ1(e1)n
−1
ℓ1
· · · xℓt(et)n
−1
ℓt
B and then
pi(gxk1(d1)n
−1
k1
· · · xkr(dr)n
−1
kr
xℓ1(e1)n
−1
ℓ1
· · · xℓt(et)n
−1
ℓt
B)
= gxk1(d1)n
−1
k1
· · · xkr(dr)n
−1
kr
xℓ1(e1)n
−1
ℓ1
· · · xℓt(et)n
−1
ℓt
Pi
= gxk1(d1)n
−1
k1
· · · xkr(dr)n
−1
kr
Pi.
Thus each element of pi(p
−1
j (gPj)) can be written in the form gxk1(d1)n
−1
k1
· · · xkr(dr)n
−1
kr
Pi.
Now let z1, z2 ∈ (Wj)
{i,j} with chosen reduced decompositions
z1 = sk1 · · · skr and z2 = sk′1 · · · sk′m.
Assume
gxk1(d1)n
−1
k1
· · · xkr(dr)n
−1
kr
Pi = gxk′
1
(d′1)n
−1
k′
1
· · · xk′m(d
′
m)n
−1
k′m
Pi.
Then
xk1(d1)n
−1
k1
· · · xkr(dr)n
−1
kr
Pi = xk′
1
(d′1)n
−1
k′
1
· · · xk′m(d
′
m)n
−1
k′m
Pi.
Since z1 ∈ (Wj)
{i,j} and R+{i,j} ⊆ R
+
i , we have R(z) ∩ R
+
i ⊆ R(z) ∩ R
+
{i,j} = ∅, giving that
z1 ∈W
i. Similarly z2 ∈W
i. Since xk1(d1)n
−1
k1
· · · xkr(dr)n
−1
kr
Pi = xk′
1
(d′1)n
−1
k′
1
· · · xk′m(d
′
m)n
−1
k′m
Pi,
we have z1Wi = z2Wi. Since z1 and z2 are minimal length coset representatives of the same
coset in W/Wi, and since such coset representatives are unique (see [Bou, Ch. 4 §1 Exercise 3]),
we find that
z1 = z2.
Since the reduced decompositions of elements of (Wj)
{i,j} were fixed,
(k1, . . . , kr) = (k
′
1, . . . , k
′
m).
By Proposition 4.1, since xk1(d1)n
−1
k1
· · · xkr(dr)n
−1
kr
Pi = xk1(d
′
1)n
−1
k1
· · · xkr(d
′
r)n
−1
kr
Pi, we have
(d1, . . . , dr) = (d
′
1, . . . , d
′
r).
Thus each element of pi(p
−1
j (gPj)) has a unique expression as gxk1(d1)n
−1
k1
· · · xkr(dr)n
−1
jk
Pi.
Proof of Theorem 1.1. Let w ∈ W and let gPj be in the image of p
w
j : BwB → G/Pj . The
decomposition w = uy = uzv is unique (see [Bou, Ch. 4 §1, Exercise 3]). Thus z is determined.
Hence by Proposition 4.2, the set
pwi (p
w
j )
−1(gPj) = p
w
i (Xw) ∩ pip
−1
j (gPj)
has qℓ(z) elements.
Example 4.3. Take G = G(F) = GL4(F) and the notation given in Section 3.1. Let i = 1 and
j = 2. Then
W = S4, W1 = S1 × S3, W2 = S2 × S2, W1,2 = S1 × S1 × S2,
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and
W 1 = {1, s1, s2s1, s3s2s1}, W
2 = {1, s2, s1s2, s3s2, s1s3s2, s2s1s3s2} and (W2)
1,2 = {1, s1}.
Let w = uzy = (s1s3s2)(s1)(s3). Consider the incidence structure (Xw)12 and
g = x1(c1)n
−1
1 x3(c2)n
−1
3 x2(c3)n
−1
2 .
Then
p1(p
−1
2 (gP2)) = p1(p
−1
2 (x1(c1)n
−1
1 x3(c2)n
−1
3 x2(c3)n
−1
2 P2))
=
{
x1(c1)n
−1
1 x3(c2)n
−1
3 x2(c3)n
−1
2 x1(d1)n
−1
1 P1 | d1 ∈ F
}
.
This illustrates that p1(p
−1
2 (gP2))
∼= F even though the elements of p1(p
−1
2 (gP2)) as displayed are
not the “favourite” coset representatives of the cosets in G/P1 given by Proposition 4.1. This
provides a conceptual explanation of why Proposition 4.2 (and Theorem 1.1) are nontrivial.
One needs to find the right coordinatization to succeed in displaying p1(p
−1
2 (gP2)) naturally as
an affine space.
Recall from the introduction that the first of the defining conditions for an ovoid O in P(V )
is ‘thinness’ (O1): any ℓ of P(V ) contains at most two points of O. Using Theorem 1.1 to
determine the Schubert incidence structures that are ‘thin’ produces the following result.
Corollary 4.4. Let G(Fq) be a Chevalley group over a finite field Fq. Then the Schubert inci-
dence structures (Xw)ij such that there are at most two points incident with each line correspond
to triples (w, i, j) such that {
w ∈W jWi,j, if q > 2,
w ∈W jWi,j ∪W
jsiWi,j, if q = 2.
Proof. Assume w = uzy with u ∈ W j, z ∈ (Wj)
i,j , y ∈ Wi,j. Then ℓ(z) = 0 only when z = 1
and ℓ(z) = 1, and this occurs only when z = si.
References
[BW11] S. Ball and Z. Weiner, An introduction to finite geometry, Notes, version September
2011, available from https://mat-web.upc.edu/people/simeon.michael.ball
[Birk48] G. Birkhoff, Lattice theory, American Mathematical Society Colloquium Publ. Vol
XXV, Amer. Math. Soc. 1948.
[BC13] F. Buekenhout and A.M. Cohen. Diagram geometry : related to classical groups and
buildings Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge, No. 57). Berlin:
Springer, 2013.
[Bou] N. Bourbaki, Lie groups and Lie algebras. Chapters 4-6, Translated from the 1968 French
original by Andrew Pressley, Elements of Mathematics (Berlin), Springer-Verlag, Berlin,
2002. ISBN: 3-540-42650-7.
[Br00] M. Brown, (Hyper)ovals and ovoids in projective spaces, Socrates Inten-
sive Course, Finite Geometry and its Applications Ghent, 3-14 April 2000,
http://cage.ugent.be/~fdc/intensivecourse2/brown_2.pdf.
[Cam00] P.J. Cameron, Projective and polar spaces, http://www.maths.qmul.ac.uk/~pjc/pps/,
2000.
9
[Dem68] P. Dembowski. Finite Geometries, Springer, 1968.
[FH91] W. Fulton and J. Harris, Representation theory. A first course, Graduate Texts in Math-
ematics 129 Springer-Verlag 1991 ISBN: 0-387-97527-6; 0-387-97495-4.
[Har77] R. Hartshorne, Algebraic geometry, Graduate Texts in Mathematics, No. 52, Springer-
Verlag, 1977.
[HP47] W.V.D. Hodge and D. Pedoe, Methods of algebraic geometry, Volume 1, Cambridge
University Press, 1947.
[PR08] J. Parkinson and A. Ram, Alcove walks, buildings, symmetric functions and represen-
tations, arXiv:0807.3602.
[PRS] J. Parkinson, A. Ram and C. Schwer, Combinatorics in affine flag varieties, J. of Algebra
321 (2009) 3469-3493, arXiv:0801.0709.
[Shu11] E. Shult, Points and lines: Characterizing the classical geometries, Springer-Verlag
Berlin Heidelberg, 2011.
[Sesh14] C.S. Seshadri, Introduction to the theory of standard monomials, Second edition, Texts
and Readings in Mathematics 46, Hindustan Book Agency, 2014.
[St16] R. Steinberg, Lectures on Chevalley groups, Notes prepared by John Faulkner and Robert
Wilson. Revised and corrected edition of the 1968 original [MR0466335]. University Lecture
Series 66 American Mathematical Society, Providence, RI, 2016. ISBN: 978-1-4704-3105-1.
[Tay92] D.E. Taylor, The geometry of the classical groups, Sigma Series in Pure Mathematics,
Volume 9, Heldermann Verlag, 1992.
[Tits74] J. Tits, Buildings of spherical type and finite BN-pairs, Lecture Notes in Mathematics,
Vol. 386. Springer-Verlag, Berlin-New York, 1974.
[Tits61] J. Tits, Les groupes simple de Suzuki et Ree, Se´minaire N. Bourbaki, 1960-1961, exp.
no. 210, p. 65-82, http://www.numdam.org/item?id=SB_1960-1961__6__65_0,.
[Tits62] J. Tits, Ovoides a` translations, Rend. Mat. Appl., V. Ser., 21 (1962) 37–59.
[TitsA] J. Tits, Oeuvres/Collected works. Vol. I, II, III, IV. (French) Edited by Francis Bueken-
hout, Bernhard Matthias Mu¨hlherr, Jean-Pierre Tignol and Hendrik Van Maldeghem. Her-
itage of European Mathematics. European Mathematical Society (EMS), Zu¨rich, 2013.
ISBN: 978-3-03719-126-2.
[TitsB] J. Tits, Re´sume´s des cours au Colle`ge de France 1973?2000, (French) Documents
Mathe´matiques (Paris) 12 Socie´te´ Mathe´matique de France, Paris, 2013. xii+390 pp. ISBN:
978-2-85629-774-2.
[Vel95] F. D. Veldkamp, Geometry over rings, Handbook of incidence geometry, North-Holland,
Amsterdam, 1995, pp. 1033–1084.
10
