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Abstract
Jet noise reduction is an important goal within both commercial and military aviation. Although
large-scale numerical simulations are now able to simultaneously compute turbulent jets and their
radiated sound, lost-cost, physically-motivated models are needed to guide noise-reduction efforts.
A particularly promising modeling approach centers around certain large-scale coherent structures,
called wavepackets, that are observed in jets and their radiated sound. The typical approach to mod-
eling wavepackets is to approximate them as linear modal solutions of the Euler or Navier-Stokes
equations linearized about the long-time mean of the turbulent flow field. The near-field wavepack-
ets obtained from these models show compelling agreement with those educed from experimental
and simulation data for both subsonic and supersonic jets, but the acoustic radiation is severely
under-predicted in the subsonic case. This thesis contributes to two aspects of these models. First,
two new solution methods are developed that can be used to efficiently compute wavepackets and
their acoustic radiation, reducing the computational cost of the model by more than an order of
magnitude. The new techniques are spatial integration methods and constitute a well-posed, con-
vergent alternative to the frequently used parabolized stability equations. Using concepts related to
well-posed boundary conditions, the methods are formulated for general hyperbolic equations and
thus have potential applications in many fields of physics and engineering. Second, the nonlinear
and stochastic forcing of wavepackets is investigated with the goal of identifying and characterizing
the missing dynamics responsible for the under-prediction of acoustic radiation by linear wavepacket
models for subsonic jets. Specifically, we use ensembles of large-eddy-simulation flow and force data
along with two data decomposition techniques to educe the actual nonlinear forcing experienced
by wavepackets in a Mach 0.9 turbulent jet. Modes with high energy are extracted using proper
vii
orthogonal decomposition, while high gain modes are identified using a novel technique called em-
pirical resolvent-mode decomposition. In contrast to the flow and acoustic fields, the forcing field is
characterized by a lack of energetic coherent structures. Furthermore, the structures that do exist
are largely uncorrelated with the acoustic field. Instead, the forces that most efficiently excite an
acoustic response appear to take the form of random turbulent fluctuations, implying that direct
feedback from nonlinear interactions amongst wavepackets is not an essential noise source mecha-
nism. This suggests that the essential ingredients of sound generation in high Reynolds number
jets are contained within the linearized Navier-Stokes operator rather than in the nonlinear forcing
terms, a conclusion that has important implications for jet noise modeling.
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1Chapter 1
Introduction
1.1 Motivation
Worldwide dependence on air-travel is at an all-time high and continues to increase, with recent
growth in total flights around five percent annually (International Air Transport Association , 2014).
At the same time, boosted by greater public awareness of the adverse health effects of excess noise
pollution, airports and airlines are being required to progressively reduce their noise footprints.
Regulation of commercial aircraft noise began shortly after the introduction of jet-powered air-
planes. In the United States, the Aircraft Noise Abatement Act of 1968 required the Federal Avia-
tion Administration (FAA) to develop and enforce safe standards for aircraft noise (Bearden, 2006).
That same year, the International Civil Aviation Organization (ICAO) instigated the establishment
of international specifications to control aircraft noise, which were eventually adopted in 1971 (The
Convention on International Civil Aviation, 2006). These standards, which were also adopted by
the FAA, became more restrictive in 1977 and again in 2006. Recently, the ICAO approved even
more stringent regulations that will be enforced beginning in 2017.
These increasingly demanding requirements have been achieved primarily by a steady increase
in the bypass ratio of commercial turbofan jet engines. A higher bypass ratio, defined as the ratio
between the mass that flows through an engine’s fan and the mass that flows through its core, results
in a lower nozzle exit velocity. Since aerodynamic noise is a strong function of jet exit velocity, a
higher bypass ratio yields a quieter jet. Modern high-bypass-ratio turbofan engines are around 20
2dB quieter than their low-bypass-ratio predecessors. Unfortunately, the potential for further noise
reduction by bypass ratio increase is limited. Increasing an engine’s bypass ratio necessarily increases
the engine’s size to maintain thrust. Modern engines have reached the point that any further increase
in size will soon require complete redesign of the aircraft. Therefore, further improvements will
require new approaches to noise reduction.
While great strides have been made toward quieting commercial aircraft, the noise levels pro-
duced by military tactical aircraft have not decreased and have even increased. Noise produced by
military aircraft is unregulated and is often disruptive in communities adjacent to military bases
and dangerous to airstrip and flight deck personnel. For example, the noise levels on Navy aircraft
carriers, which can reach over 150 dB, far exceed those which can be safely attenuated by state-of-
the-art hearing protection. This contributes to the approximately $1 billion per year that the U.S.
Department of Veteran Affairs spends on hearing loss cases (Naval Research Advisory Committee
2009). For tactical aircraft, the noise produced by the jet exhaust dominates all other sources of
noise. However, because of high performance requirements, using high-bypass-ratio engines to reduce
noise is not a viable option for these aircraft.
The search for innovative noise reduction technologies in both commercial and military aviation
will require accurate, low-cost models that can be used to guide and test potential strategies and
more generally attain a better understanding of flow-generated noise. This thesis is concerned with
the development of such models.
1.2 Jet noise models
1.2.1 The Navier-Stokes equations
The most fundamental model for a jet and its radiated sound is the compressible Navier-Stokes
equations. Throughout this thesis, we write these equations in cylindrical coordinates and in terms
of specific volume ν, pressure p, and cylindrical velocity components ux, ur, uθ:
3Dν
Dt
− ν (∇ • u) = 0, (1.1a)
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All variables have been appropriately non-dimensionalized by an ambient sound speed c∞, density
ρ∞, and the nozzle diameter D. The fluid is approximated as a perfect gas with specific heat
ratio γ, constant Reynolds number Re = ρ∞c∞D/µ∞, and Prandtl number Pr = Cpµ∞/k. Here,
µ∞ is the ambient dynamic viscosity, Cp is the specific heat at constant pressure, and k is the
thermal conductivity of the fluid. We have neglected viscous energy dissipation and assumed that
the gradient of the dilatation is small. The ideal gas law under this non-dimensionalization is
p =
γ − 1
γ
T/ν, (1.5)
4where T is the thermodynamic temperature. When augmented with appropriate boundary and
initial conditions, equation (1.1) governs both the hydrodynamics and acoustics of the jet.
1.2.2 Large-scale simulations
Recent advances in computational methods and the increasing availability of computing power have
made possible numerical simulations of equation (1.1) capable of simultaneously predicting the near-
field hydrodynamics of the jet and its radiated sound.
At low Reynolds numbers, direct numerical simulation (DNS) is feasible (Freund 2001). At higher
Reynolds numbers, which are more practically relevant, the vast separation between the largest and
smallest length scales (for example, the potential core length and the Kolmogorov length scale, respec-
tively) makes direct numerical simulation impossible. The natural fall-back is to model the smallest
scales while explicitly computing the large scales via large-eddy-simulation (LES) (Bodony & Lele
2008). Only in the last few years has LES reached the resolution and sophistication required to
properly represent the thin, turbulent boundary layers that exist in the near-nozzle region of real
jets (Bre`s et al. 2015).
Despite the increasing feasibility and accuracy of large-scale jet-noise simulations, they have
at least two limitations as models. First, by any practical measure, these simulations are still
computationally expensive. The search for innovative noise reduction techniques, especially those
based on formal optimization frameworks, will likely necessitate an iterative approach requiring many
simulations. At present, this would be a monumental undertaking using DNS or LES. Second, on
their own, these simulations provide no insight into the physical mechanisms responsible for sound
production, nor guidance for leveraging them to reduce noise – the jet turbulence and acoustics come
as one intertwined bundle.
These two limitations of direct jet-noise simulation highlight the critical need for reduced-order
models that can be rapidly computed and used to uncover the physics that are acoustically relevant.
Such models do not supersede large-scale simulations; they critically rely on them for inspiration
and validation (see, for example, Chapter 3 of this thesis).
51.2.3 Acoustic analogy
On the opposite end of the spectrum from large-scale numerical simulations, Lighthill’s acoustic
analogy (Lighthill 1952, 1954) reduces the entire jet noise problem to a single inhomogeneous wave
equation for the density ρ:
(
∂2
∂t2
− c2∞∇
2
)
ρ =
∂2Tij
∂xi∂xj
. (1.6)
This is an exact rearrangement of the Navier-Stokes equations, provided that the source term
Tij is known exactly. The solution of equation (1.6) can be obtained in the far-field using a Green’s
function. A predictive model is obtained by approximating the source terms. If simulation data is
available for a given jet, one can compute the source, but despite over sixty years of concentrated
effort, any general approach for accurately prescribing the Lighthill source terms has been elusive.
Source terms that can be more easily modeled have been sought by generalizing Lighthill’s theory
by subsequently moving more and more terms from the source term to the left-hand-side propagator
(Phillips 1960, Lilley 1974). The culmination of this trend was realized by Goldstein’s generalized
acoustic analogy (Goldstein 2003), in which the complete linearized Navier-Stokes operator appears
on the left-hand-side, leaving only nonlinear interactions within the source term.
These nonlinear interactions play a central role in several existing theories of jet noise. For
example, vortex-pairing (Laufer 1974, Williams & Kempton 1978, Kibens 1980), nonlinear vortex-
ring breakdown (Hussain 1983), and nonlinear saturation of instability waves (Sandham et al. 2006,
Sandham & Salgado 2008, Suponitsky et al. 2010) have all been proposed as key sources of jet noise.
Within any acoustic analogy-based approach, these processes must be accurately represented by the
source term. Current strategies for approximating these source terms require high-fidelity flow data
as an input, limiting the utility of these theories as jet-noise models.
The modeling approach we develop in section 1.2.4.2 bears some resemblance to Goldstein’s
analogy. However, our philosophical outlook is quite different, and in fact essentially opposite, from
Goldstein’s (or that underpinning any acoustic analogy) – we regard the linear operator, rather than
6the source, to be of primary importance. This will become clear in Chapter 3.
1.2.4 Wavepacket models
An alternative, physically-motivated reduced-order approach centers around modeling certain large-
scale coherent structures, called wavepackets, that are observed in jets and their radiated sound.
1.2.4.1 Wavepackets in jets
Large-scale structures were first observed in turbulent jets by Crow & Champagne (1971). They
postulated that the eddies clearly seen at low Reynolds numbers also exist in high Reynolds number
turbulence and amplified these latent structures by periodically forcing the jet using a loudspeaker.
In unforced jets, these structures can be detected using multipoint velocity and pressure measure-
ments, which show that they are coherent over length and time scales far exceeding the integral
scales of turbulence (Fuchs 1972), and indeed take the form of advecting wavepackets with slowly-
varying wavelength and phase-speed. For example, Figure 1.1 shows the cross-spectral density of
pressure measurements taken along a cylindrical microphone array just outside the jet (with respect
to the microphone at x = 3) for a Mach 0.9 jet at two different frequencies (Reba et al. 2010). The
data exhibit a clear wavepacket structure, as demonstrated by the close fit achieved using a simple
Gaussian wavepacket model.
In turbulent jets, these structures make up a modest portion of the total flow energy
(Michalke & Fuchs 1975, Cavalieri et al. 2013). However, their spatiotemporal coherence makes
them acoustically efficient compared to the more energetic incoherent turbulent fluctuations
(Jordan & Colonius 2013). In particular, wavepackets are strongly correlated with far-field acoustic
radiation, particularly at low angles to the jet axis, where sound is most intense (Lee & Ribner
1972, Hileman et al. 2005, Tam et al. 2008). The spatial growth and decay of wavepackets
Crighton & Huerre (1990), and especially their breakdown near the end of the potential core
(Morrison & McLaughlin 1979, Hussain 1986, Hileman et al. 2005), have been shown to be espe-
cially relevant as sound source mechanisms.
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Figure 1.1: Cross-spectral density of pressure measurements (
u
) taken along a cylindrical micro-
phone array just outside the jet, with respect to the microphone at x = 3, for a Mach 0.9 jet at
Strouhal number (a) 0.25 and (b) 0.40 (Reba et al. 2010). A simple Gaussian wavepacket model
( ) can be tuned to closely match the data.
1.2.4.2 Wavepackets as modal solutions
These observations suggest that a reduced-order jet noise model could be constructed by modeling
wavepackets. The typical approach to modeling wavepackets is to approximate them as linear modal
solutions of the Euler or Navier-Stokes equations linearized about the long-time mean of the turbulent
flow field. This approach dates to the 1970s, when it was found that the wavelength and phase-speed
of experimentally-measured wavepackets could be explained by linear stability theory (Michalke 1971,
Mattingly & Chang 1974, Crighton & Gaster 1976, Tam & Burton 1984). Further justification for
this approach was provided by Suzuki & Colonius (2006), who showed that wavepackets in the near-
acoustic field can be quantitatively identified as instability waves.
The mathematical formulation of this approach begins with the full compressible Navier-Stokes
equations, which can be written conceptually as
∂q
∂t
= F (q) , (1.7)
where q = [ν, ux, ur, uθ, p]
T
and the nonlinear operator F is implicitly defined by equation (1.1).
8Substituting the standard Reynolds decomposition
q (x, r, θ, t) = q¯ (x, r) + q′ (x, r, θ, t) (1.8)
into equation (1.7) and isolating the terms that are linear in q′ yields an equation of the form
∂q′
∂t
−A (q¯) q′ = f (x, r, θ, t) , (1.9)
where
A (q¯) =
∂F
∂q
(q¯) (1.10)
and f contains the remaining nonlinear terms.
Sine our interest is in round, statistically stationary jets, it suffices to decompose q′ and f into
azimuthal and temporal Fourier modes:
q′ (x, r, θ, t) =
∑
ω
∑
m
qˆω,m (x, r) e
imθe−iωt, (1.11a)
f (x, r, θ, t) =
∑
ω
∑
m
fˆω,m (x, r) e
imθe−iωt. (1.11b)
Substituting these decompositions into equation (1.10) leads to an equation of the form
Lω,mqˆω,m = fˆω,m (1.12)
for each (ω,m) mode pair, where Lω,m = −iωI −Am, and Am is the operator A with
∂
∂θ replaced
by im. Note that no approximation has been made to this point; equation (1.12) exactly defines the
jet if the forcing term fˆω,m, as well as the incoming fluctuations at the jet inlet, is exactly known.
A predictive model is obtained by replacing the exact forcing term and boundary conditions, as
well as in general the baseflow q¯, with user-specified approximations thereof. This is represented
9schematically in Figure 1.2.
Figure 1.2: Schematic of the frequency domain wavepacket model given by equation (1.12). The
model takes as inputs a baseflow q¯, an inlet boundary condition qˆBCω,m, and a volumetric forcing term
fˆω,m, and returns qˆω,m.
1.2.4.3 Solution methods
This thesis will focus on two aspects of the wavepacket modeling approach outlined above. First,
irrespective of the various modeling choices, equation (1.12) must ultimately be solved for qˆω,m. This
is an elliptic boundary-value problem. Numerical discretization in x and r leads to a large matrix
equation of the form
Lω,mqω,m = fω,m, (1.13)
where the matrix Lω,m is the discrete representation of the operator Lω,m, the vector qω,m is the
numerical approximation of qˆω,m, and the vector fω,m contains the discrete representation of fˆω,m
as well as terms needed to enforce the boundary condition qˆBCω,m. The size of Lω,m is proportional
to the total number of spatial grid points (or an equivalent measure in non-collocation methods),
which is typically O
(
105
)
. Even though this matrix is sparse when sparse discretization methods
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are used, solving equation (1.13), usually via LU decomposition, is computationally expensive in
terms of CPU time, and even more so in terms of memory usage (see section 2.2.7.3 for an example).
An alternative approach is to revert to the time domain and time-step the equations, i.e., an
azimuthally transformed version of equation (1.9), using an explicit time integrator, until the solution
becomes statistically stationary. This avoids the need to solve a large matrix equation, but the
number of time steps required to reach a stationary solution is extremely large because the linearized
flow equations are notoriously stiff. See section 2.2.5 for more discussion on the computational scaling
of these methods.
Because of the substantial computational cost of these direct solution methods, a number of alter-
native approaches have been employed to obtain low-cost, approximate solutions of equation (1.12)
by leveraging the slow axial variation of the mean jet. Michalke (1971) and Mattingly & Chang
(1974) applied classical linear stability theory to experimentally measured velocity profiles to com-
pute local eigenvalues and found good agreement with experimental growth rate and wavenumber
estimates. These methods also provided early insight into the key role of the Kelvin-Helmholtz
instability and its sensitivity to various flow parameters. However, the local nature of such methods
limits their ability to accurately capture nonparallel effects and the downstream growth and decay
of the wavepackets, which are essential to sound production.
To address this limitation, a variety of weakly-nonparallel methods were developed based on the
method of multiple scales (Crighton & Gaster 1976, Tam & Morris 1980) and matched asymptotic
expansion (Tam & Burton 1984). These methods partially account for the slow divergence of the
jet mean flow and deliver reasonable approximations of the wavepackets, especially in the near-field.
A simpler, more robust approach for incorporating slow mean flow divergence is an ad hoc
generalization of linear stability theory called the parabolized stability equations (Herbert 1997).
The efficiency of the method is achieved by using a spatial marching technique in the streamwise
direction. Initial conditions are specified at the jet inlet and propagated downstream by integration
of the equations.
The parabolized stability equations produce quantitatively accurate approximations of the
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near-field wavepackets for both supersonic (Colonius et al. 2010, Sinha et al. 2014) and subsonic
(Gudmundsson & Colonius 2011) turbulent jets. For supersonic jets, the far-field noise is also pre-
dicted with reasonable accuracy (Rodriguez et al. 2013, Sinha et al. 2014). On the other hand, the
parabolized stability equations severely under-predict far-field noise for subsonic jets compared to
direct solution methods (Cheung & Lele 2007).
In the first part of this thesis, we will develop alternative approximate solution methods that are
inspired by the parabolized stability equations, but are able to properly capture acoustic radiation
and other multi-modal effects.
1.2.4.4 Nonlinear volumetric forcing
Second, this thesis will investigate the role and form of the nonlinear volumetric forcing term fˆω,m
on the wavepacket dynamics. In the majority of previous wavepacket models, this term is entirely
neglected and wavepackets are excited exclusively by the boundary conditions at the nozzle inlet
(Mohseni et al. 2002, Gudmundsson & Colonius 2011, Baqui et al. 2013, Sinha et al. 2014). The
near-field wavepackets obtained from these homogeneous models show compelling agreement with
those educed from experimental and simulation data for both subsonic and supersonic jets. For
supersonic jets, these solutions also contain, with reasonable accuracy, the corresponding far-field
acoustic radiation (Sinha et al. 2014). On the other hand, linear modal solutions for subsonic jets
have been shown to under-predict far-field acoustic radiation by as much as 40 dB despite the close
match in the near-field wavepacket (Baqui et al. 2013, Jordan et al. 2014).
The source of the discrepancy has been hypothesized to be ‘jitter’ of the wavepackets caused by
one of several mechanisms that can be associated with nonlinear volumetric forcing of the wavepack-
ets. The idea is that while the homogeneous linear models can predict reasonably the typical near-
field wavepacket, small instantaneous modifications to these wavepackets (jitter) caused by nonlinear
forcing can amplify their radiative efficiency. We will use LES data along with mode decomposition
techniques to educe and analyze the actual forces experienced by wavepackets in a Mach 0.9 jet.
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1.3 Contributions and outline
This thesis makes a number of specific contributions to the two aspects of the general wavepacket
modeling approach described in the previous section. The summary of these contributions given
here also serves as an outline for the remainder of the thesis.
Chapter 2 focuses on spatial integration methods that can be used to obtain approximate solu-
tions of equation (1.12). In section 2.1, we analyze the parabolized stability equations in order to
reveal the reason for their inability to capture acoustic radiation in subsonic jets. Specifically, we find
that this is caused by the regularization that is required to resolve the well-known ill-posedness of the
method. The results of this analysis can be used to qualitatively and quantitatively understand how
any quasi-local instability mode of the linear flow equations is effected by the PSE parabolization.
In section 2.2, we introduce a new spatial integration method that can be used to efficiently
model wavepackets in jets. Unlike PSE, the new method is well-posed and can capture both near-
field wavepackets and their acoustic radiation. The method, which is inspired by outflow boundary
conditions, is formulated for general hyperbolic equations and thus has potential applications in
many fields of physics and engineering.
In section 2.3, a second well-posed spatial integration method is formulated that resolves two
limitations of the first method. Of critical importance, the second method can accommodate in-
homogeneous volumetric forcing terms. The foundation of the method is a particular projection
operator that distinguishes between upstream and downstream waves. Again, it is formulated for a
general hyperbolic system.
Chapter 3 investigates the role of nonlinear volumetric forcing on the dynamic and acoustic of
wavepackets using data from a Mach 0.9 jet. To aid in the analysis, we formulate a novel data
decomposition technique, called empirical resolvent-mode decomposition, that identifies modes that
maximize the gain between input and output data sets. Using this method along with proper
orthogonal decomposition, we find that, unlike the flow and acoustic fields, the forcing field lacks
energetic coherent structures. The structures that do exist are inefficient sound sources. Instead,
the forces that are most efficient at exciting loud wavepackets seem to take the form of random
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turbulent fluctuations. This suggests that linear models that capture both the coherent flow and
acoustic fields can be constructed if appropriate parameterizations of the turbulent forces can be
found.
Finally, Chapter 4 summarizes the thesis and discusses some further extensions of the research.
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Chapter 2
Spatial Integration Methods
This chapter focuses on spatial integration methods that can be used to obtain approximate solutions
of equation (1.12). A spatial integration method is a solution technique in which perturbations are
specified at some spatial location and propagated by spatially integrating an appropriate evolution
equation in the frequency domain. Naturally, these methods can only capture waves that propagate
in the direction of integration. In fact, as we’ll discuss in detail throughout this chapter, waves
that propagate in the opposite direction must be properly eliminated to achieve stability. For
wavepacket-based jet noise models, computing only the downstream propagating waves is reasonable
because both the dominant acoustic waves and the wavepackets that excite them are downstream
propagating.
For wave propagation problems, spatial integration methods are often referred to as one-way
equations. One-way approximations of various forms of the wave equations are routinely used in
diverse fields, for example, geophysical migration (Claerbout 1976, 1985) and underwater acoustics
(Collins 1989, Jensen et al. 2001). When transformed back to the time domain, they can also be
used as approximate nonreflecting boundary conditions (Engquist & Majda 1977, Givoli 2004).
A number of spatial integration methods have been developed for solving the Euler and Navier-
Stokes equations. One class of methods, collectively known as parabolized or reduced Navier-Stokes
equations, relies on special treatment of the streamwise pressure gradient to obtain an equation
that can be stably spatially integrated. A number of variations exist in which this term is treated
differently, ranging from neglecting it partially (Korte 1991) or entirely (Rubin & Tannehill 1992)
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to prescribing it based on experimental data (Rubin & Tannehill 1992) or empirical approximations.
Classical boundary layer equations fall into this category.
As discussed in the introduction, the parabolized stability equations can be used to spatially
integrate the linearized Euler or Navier-Stokes equations. We will introduce and analyze this method,
with special focus on the reasons behind its inability to capture acoustic radiation, in section 2.1.
In sections 2.2 and 2.3, we introduce two novel spatial integration methods. Unlike the parab-
olized stability equations, these methods rigorously eliminate upstream propagating waves and are
able to properly capture downstream propagating acoustic radiation. They are formulated for general
hyperbolic equations and thus have potential applications in many fields of physics and engineer-
ing. In particular, we show that they offer a systematic, convergent alternative to the parabolized
stability equations for wavepacket modeling.
2.1 Parabolized stability equations
The parabolized stability equations (PSE) have been widely used to compute wavepackets in
mixing-layers (Day et al. 2001, Cheung & Lele 2009) and jets (Gudmundsson & Colonius 2011,
Cavalieri et al. 2013, Sinha et al. 2014). As discussed in the introduction, these models provide
rapid approximations of the near-field wavepackets, but for subsonic jets in particular, are unable
to capture the associated acoustic radiation. To be clear, the comparison here is between the PSE
solutions and direct solutions of equation (1.12). Whether the model predicts the actual sound levels
observed in experiments or large-scale simulations depends critically on the model inputs regardless
of the solution method (the role of one of these inputs, nonlinear volumetric forcing, is addressed in
Chapter 3).
In the following subsections, we briefly review and summarize the PSE equations, their well-
known ill-posedness, and the most common regularization techniques that are used to stabilize
the method. Then, we give a novel presentation and analysis of the effect of these regularization
techniques on acoustic waves, and more generally on any quasi-local mode of the flow equations.
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2.1.1 A brief introduction to PSE
The fundamental assumption of the PSE method is that the axial behavior of the solution qˆω,m can
be decomposed into a rapidly-varying wave-like component and a slowly-varying modulation of this
wave. This is embodied by the PSE ansatz:
qˆω,m (x, r) = q˜ω,m (x, r) e
i
∫
α0ω,m(x)dx. (2.1)
This ansatz is similar to that of classical linear stability theory, except that here both the shape
function q˜ω,m and wavenumber α
0
ω,m are allowed to vary in x. It also bears resemblance to WKB and
multiple-scale expansions of qˆω,m, but PSE adopts a unique approach for computing the wavenumber
and shape-function. There are two parts to this solution strategy. First, an additional constraint is
imposed to eliminate the ambiguity associated with permitting x variation in both the wavenumber
and shape-function. The substantive goal of the constraint is to force the exponential term to capture
as much of the streamwise variation as possible, thus rendering the shapefunction slowly-varying.
The most common choice is to set α0ω,m such that the logarithmic streamwise derivative of qˆω,m
matches the logarithmic streamwise derivative that would be obtained by classical linear stability
theory, which leads to the constraint
α0ω,m = −i
∫
r
‖q˜ω,m‖
2 ∂
∂x (ln q˜ω,m) dr∫
r ‖q˜ω,m‖
2dr
. (2.2)
Finally, the PSE governing equations can be obtained by substituting equation (2.1) into equa-
tion (1.12) and neglecting axial second derivatives. This equation is then spatially integrated in x,
while also iteratively enforcing equation (2.2), to yield q˜ω,m and α
0
ω,m.
2.1.2 Ill-posedness and instability
It was noticed soon after the introduction of PSE that its spatial march is unstable if an explicit
integrator, or an implicit integrator with a sufficiently small axial step-size, is used (Chang et al.
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1991). This instability is a consequence of the fact that PSE is ill-posed as a spatial initial value
problem due to the existence of upstream propagating modes within the PSE operator (Li & Malik
1996, 1997). In this section, we will illustrate this ill-posedness and summarize the most common
regularization techniques used to stabilize the integration.
To introduce these issues, it is sufficient to use the Euler equations, which are the inviscid limit
of equation (1.12), with zero forcing. Solving for the axial derivative term results in an equation of
the form
∂qˆω,m
∂x
=Mω,mqˆω,m. (2.3)
The operator Mω,m governs the spatial evolution of qˆω,m. We will drop the (ω,m) subscripts
from here on out for notational simplicity. The essential features underpinning the ill-posedness of
solving this equation, under the PSE ansatz, as a spatial initial-value-problem can be demonstrated
by examining the eigenvalues ofM for a spatially uniform baseflow q¯ in two-dimensional Cartesian
coordinates. These eigenvalues are
iαc =
ik
Mx
, (2.4a)
iα±(z) = ik
−Mx ± µ(z)
1−M2x
, (2.4b)
whereMx = u¯x/c¯∞ is the Mach number (which we assume for now to be subsonic), k = ω/c¯∞ is the
reduced frequency, c¯∞ is the sound speed of the baseflow, η is the transverse Fourier wavenumber,
z = η/k is a scaled transverse wavenumber, and the function µ(z) is given by
µ(z) =
√
1− (1−M2x)z
2. (2.5)
The first eigenvalue, iαc, is a double root and describes the evolution of entropy and vorticity.
These modes convect downstream with group velocity u¯x. The eigenvalues iα
± represent acoustic
branches of the spectrum, consisting of acoustic waves propagating in all directions as well as evanes-
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cent waves which decay exponentially in y. It can be easily verified (Hagstrom et al. 2007) that for
all z, iα± have positive and negative group velocities, respectively. These eigenvalues are shown
graphically in Figure 2.1. The parts of the acoustic branches that lie along the stability boundary
are the propagating acoustic waves, and the vertical parts are the evanescent modes. Although the
preceding analysis is strictly valid only for a uniform baseflow, inhomogeneous flows like jets and
mixing layers contain modes with the same qualitative properties as these uniform flow modes.
Stable
Unstable
Im
[α
]
Re[α]
Upstream
acoustic branch
Convective
mode
Downstream
acoustic branch
Figure 2.1: Spatial spectrum of the uniform flow Euler equations. The equations support downstream
convective modes and downstream and upstream acoustic branches. The upstream acoustic branch
makes spatial integration of the equations ill-posed.
Overall, the linearized Euler equations support three downstream propagating modes (double
root of iαc and iα+) and one upstream mode (α−). This result is reflective of the inherent boundary
value nature of the subsonic Euler equations. For well-posedness, the downstream modes should be
specified at the domain inlet and the upstream mode should be specified at the domain outlet.
If instead the problem is solved as an initial value problem in space – by specifying all modes at
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the inlet and marching the solution downstream – the upstream acoustic mode will cause instability
in the march. Functionally, this instability occurs because iα− takes on complex values with negative
imaginary part (see Figure 2.1), causing exponential growth of the mode as it is integrated in the
positive x-direction. Applying the PSE ansatz does not change this; it results in a modified equation
∂q˜
∂x
= M˜q˜, (2.6)
where M˜ = M− iα0I (assuming a locally parallel flow). Therefore, the PSE ansatz simply shifts
the eigenvalues of M by a constant factor equal to the PSE wavenumber.
2.1.3 Regularization
Several different regularization techniques have been proposed to stabilize PSE. The standard ap-
proach numerically damps the unstable upstream acoustic waves by using implicit Euler integration
with a restriction on the minimum step size. This is illustrated in Figure 2.2. The gray region in
each plot is the stability region of the implicit Euler integration, while the inner circle is the unstable
region. If a sufficiently large step-size is used, the upstream acoustic branch falls entirely inside the
region of stability, as shown in Figure 2.2(b). Therefore, the PSE equations can be stably integrated.
However, if the step-size is made to be too small, part of the upstream branch enters the unstable
region, as shown in Figure 2.2(c), and the integration becomes unstable once more. Therefore, there
exists a minimum stable step-size. Using the uniform eigenvalues, the condition for stability is
∆x > ∆x0 =
1∣∣∣∣Re [α0] + ωM2x1−M2x
∣∣∣∣
. (2.7)
Setting Mx = 0 recovers the more commonly quoted incompressible step-size restriction ∆x >
1 / Re
[
α0
]
.
Although this regularization technique successfully stabilizes the march, it has some serious
drawbacks. For one, from Figure 2.2(d) we see that the propagative downstream acoustic modes,
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Figure 2.2: Damping of the uniform Euler equations by the implicit Euler PSE regularization. The
shaded regions shows the stability region of the implicit Euler integrator. The convective mode
(
E
) has been given a negative imaginary part to represent a convective instability. (a) The PSE
wavenumber α0 has the effect of shifting the spectrum so that the convective mode sits at the origin.
(b) Using a sufficiently large step-size numerically stabilizes the upstream acoustic branch ( ).
(c) If the step-size is reduced too much, the upstream acoustic branch again destabilizes the march.
(d) Therefore, there exists a minimum step-size restriction for stability. Notice that at this step-size,
the propagative part of the downstream acoustic branch ( ), which should be neutrally stable,
is damped.
which should be neutral, are numerically damped. This explains, for the first time, why PSE struggles
to properly capture acoustic radiation. This is actually just one symptom of a more general issue
– the minimum step-size restriction makes it impossible to numerically converge the solution. We
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will quantify the effect of this in the next section. The inability to reach convergence is clearly an
undesirable trait for any method, and the step-size restriction is especially problematic for nonlinear
versions of PSE.
The inability to converge the PSE solution led to the conception of two alternative regularization
techniques meant to alleviate or eliminate the step-size restriction while still maintaining stability.
The first consists of neglecting the streamwise derivative of the pressure component of the shape-
function (Chang et al. 1991, Haj-Hariri 1994, Li & Malik 1996). This reduces the minimum stable
step-size by roughly an order of magnitude. However, since acoustic waves are inextricably linked to
the pressure gradient (consider, for example, the wave equation), this technique has a devastating
impact on acoustics. Therefore, we will not consider it further.
The second method stabilizes the PSE march by explicitly adding a damping term (Andersson et al.
1998). Specifically, equation (2.6) is replaced by the modified equation
∂q˜
∂x
= M˜q˜ + sM˜
∂q˜
∂x
, (2.8)
where s is a parameter that controls the magnitude of the new damping term. The condition for
the stability of implicit Euler integration of this equation can be shown to be
∆x > ∆x0 − 2s, (2.9)
where ∆x0 is given by equation (2.7). Therefore, the step-size restriction can be eliminated by
setting s = ∆x0/2. Although this is useful, especially for nonlinear PSE, it does not resolve the
issue at hand; we’ll show in the next section that the acoustic eigenvalues, as well as other modes of
M, are still damped and distorted.
2.1.4 Eigenvalue error analysis
At its core, PSE is designed to track the spatial evolution of a single downstream-propagating
wave, usually the most spatially-amplified wave supported by the system. This is inferred by the
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identification of a single dominant slowly-varying wavelength and growth rate α0. In reality, however,
M supports waves with a range of wavenumbers. This is evident for the uniform flow scenario
introduced above, and real flows support even more diverse spectra. In this section, we will analyze
the effect of the standard implicit Euler and explicit damping PSE regularization techniques on these
other eigenvalues, which we refer to as “secondary” modes.
Our strategy for analyzing the standard implicit Euler regularization is to determine the spectrum
that when exactly integrated produces the same solution as PSE when numerically integrated at
the minimum allowable step-size. The properties of this spectrum, which we call the equivalent
PSE spectrum (Towne & Colonius 2014), then quantify the treatment of the modes of the original
operator by the standard PSE regularization.
The implicit Euler integration of standard PSE advances the coefficient ψ of an arbitrary mode
of M with eigenvalue ıα as
ψk+1 =
1
1−∆x(ıα − ıα0)
eıα
0∆xψk, (2.10)
where here the subscript k refers to the discrete axial position. Now consider a different operator
that supports the same eigenvector but with a different eigenvalue ıαe. The exact advancement of
this mode (assuming locally parallel flow) is
ψk+1 = e
ıαe∆xψk. (2.11)
The effective eigenvalue iαe describes the PSE approximation of iα if the propagators in equa-
tions (2.10) and (2.11) are equal:
eıα
e∆x =
1
1−∆x(ıα− ıα0)
eıα
0∆x. (2.12)
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Solving for iαe results in the following PSE approximation of iα:
ıαe = ıα0 −
1
∆x
log
(
1−∆x(ıα − ıα0)
)
. (2.13)
As ∆x→ 0, the correct eigenvalue ıα is recovered, but this limit cannot be approached because of
the PSE step-size restriction. At a fixed ∆x, the distortion of each eigenvalue depends on its distance
from the primary eigenvalue α0 and the step-size. This error is represented graphically in Figure 2.3.
Here, the magnitude of the difference between the original and effective PSE eigenvalue, scaled by
the original eigenvalue (a.k.a. |(αe − α) /α|), is plotted as a function of the distance of the original
eigenvalue from α0, scaled by ∆x. The error is zero for α = α
0, implying that the dominant mode
is perfectly captured. In reality, the constraint from equation (2.2) does not force α0 to precisely
lock on to the true dominant instability mode, so the actual error in its representation is finite but
small. This is why PSE can accurately approximate the dominant convective instabilities in many
shear-flows. Moving away from α = α0, the error quickly becomes large; the radius of the region
where the error is less than 30% is less than one. For comparison, the range of relevant wavenumbers
in jets is O (10). The conclusion, then, is that standard PSE can accurately capture only modes
that lie within a narrow range of wavenumbers and growth rates surrounding the dominant mode.
We will use this analysis to specifically address the PSE treatment of acoustic waves later in this
section.
Quantifying the effect of the explicit damping regularization technique on secondary modes is
straightforward. The eigenvalues of the damped system in equation (2.8) take the form
iαs = iα0 +
iα− iα0
1− s (iα− iα0)
, (2.14)
where iα is again any eigenvalue of M.
We set s = ∆x0/2 so as to remove the step-size restriction. Then, since the resulting system
can be exactly integrated, we can make direct comparisons between αs and α. The scaled error
|(αs − α) /α| is plotted in Figure 2.4 as a function of ∆x0 and the distance of the original eigenvalue
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Figure 2.3: Eigenvalue error as a function of α and ∆x for PSE with implicit Euler regularization.
The definition of the error is given in the text.
from α0. The story is the same for the explicit damping method as it was for the implicit Euler
method – the dominant mode and its near-neighbors can be accurately captured while all other
modes will be dominated by error.
Next, this general analysis is applied to the uniform flow acoustic modes given in equation (2.4b).
We setMx = 0, corresponding to a quiescent fluid. These eigenvalues provide a reasonable, analytical
approximation of the far-field acoustic modes that exist in many real flows. For this analysis, a
specific value must be specified for α0/k. We choose k/α0 = 0.6 to match the approximate convection
velocity of wavepackets in high-subsonic jets.
The exact eigenvalues and the eigenvalues associated with the three regularization techniques,
scaled by k = ω/c¯, are plotted in Figure 2.5 as a function of the scaled transverse wavenumber
z = η/k. The real part of α/k is the inverse axial phase-speed, while the imaginary part gives the
damping. For z < 1, the exact eigenvalues have zero imaginary part – these are propagating acoustic
waves. For z > 1, the modes are evanescent.
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Figure 2.4: Eigenvalue error as a function of α and ∆x for PSE with explicit damping regularization.
The definition of the error is given in the text.
Both versions of PSE underestimate the phase-speed of the propagating waves and cause erro-
neous damping. To get a grasp on the level of damping, note that the wave will dissipate by a factor
of exp (− Im [α]) per acoustic wavelength of axial propagation distance. Taking Im [α] ≈ 0.2 as an
estimate for the typical damping of the two PSE methods gives an estimated loss of approximately
2 dB per wavelength of propagation.
Finally, we note that Figures 2.3 and 2.4 give a hint as to why PSE is able to partially capture
acoustic radiation in supersonic jets, but not in subsonic jets. In these jets, the dominant mode is
associated with the well-known Kelvin-Helmholtz instability. Therefore, modes that are farther from
the Kelvin-Helmholtz mode in the α plane are more seriously damaged. The lower phase-speed of
the Kelvin-Helmholtz mode in subsonic jets increases the distance of this mode from the sonically-
propagating downstream acoustic modes, effectively increasing the error compared to supersonic jets.
We will show this quantitatively in section 2.2.8.1.
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2.2 One-way spatial integration – an outflow approach
Motivated by the computational efficiency of PSE, in this section we develop a new spatial marching
method that can be used to compute wavepackets and their acoustic radiation. This is accomplished
by formally removing support for upstream-traveling waves from the equations using concepts related
to outflow boundary conditions, resulting in well-posed equations that can be solved by spatial
marching without the need for additional regularization. As a result, downstream acoustic modes,
as well as all other downstream-traveling waves, are accurately retained, allowing far-field acoustic
radiation to be properly captured.
We will formulate the method for a general hyperbolic system. This generality helps place the
method on firm theoretical ground and opens up applications in many fields of study. To reflect this
generality, we replace our downstream/upstream terminology with the universal terms rightgoing
and leftgoing.
After setting up the problem in section 2.2.1, we first derive exact one-way equations in sec-
tion 2.2.2 based on concepts related to the well-posedness of hyperbolic boundary value problems
and then in section 2.2.3 show how the exact equations can be efficiently approximated using tech-
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niques that were originally developed for generating high-order nonreflecting boundary conditions.
The method is applied to the Euler equations in section 2.2.6, and the accuracy and efficiency of the
resulting one-way Euler equations is demonstrated in section 2.2.7 using three example problems.
The method is applied to jets in section 2.2.8. Finally, we summarize the method in section 2.2.9.
2.2.1 Problem formulation
We begin with a system of linear, strongly hyperbolic partial differential equations:
∂q
∂t
+A (x, y)
∂q
∂x
+
d−1∑
j=1
Bj (x, y)
∂q
∂yj
+ C (x, y) q = 0. (2.15)
Here, x ∈ R is the axis along which we will parabolize the equations, y = {y1, . . . , yd−1} ∈ R
d−1 are
additional, transverse spatial dimensions, and d is the total spatial dimensionality of the problem.
The coefficients A, Bj , C ∈ C
Nq×Nq are smooth matrix functions of x and y and do not depend on
t. The vector q = q(x, y, t) ∈ CNq is the solution to be determined.
We discretize equation (2.15) in the transverse directions using a total of Ny degrees of freedom.
Standard finite difference discretizations are used throughout this thesis, but in principle any col-
location method could be used. We represent the discrete analog of each continuous variable and
operator with a bold variable of the same name. The semi-discrete approximation of equation (2.15)
can then be written
∂q
∂t
+A (x)
∂q
∂x
+B (x) q = 0, (2.16)
where B =
∑d−1
j=1 BjDj + C and the matrix Dj approximates the derivative
∂
∂yj
. At this point,
transverse boundary conditions must also be incorporated into B. It is important that these bound-
ary conditions do not alter the structure of A. Common options such as damping layers, perfectly
matched layers, and characteristic boundary conditions satisfy this requirement.
Equation (2.16) is a one-dimensional strongly hyperbolic system. In other words, A is diago-
nalizable and has real eigenvalues. This follows from the fact that the entries of A are a discrete
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sampling of the continuous matrix A. Specifically, A can be written as a block-diagonal matrix,
where each block contains the matrix A evaluated at one of the collocation points. This structure
guarantees that A is diagonalizable and that its eigenvalues are real, since they are precisely the
eigenvalues of A at the collocation points.
In the preceding development, equation (2.16) inherited strong hyperbolicity from equation (2.15).
This is not, however, the only way to arrive at a system equivalent to equation (2.16). For example,
higher order y derivatives could be added to equation (2.15), destroying its hyperbolicity, without
destroying the hyperbolicity of equation (2.16). The method described in the remainder of this paper
can be applied to any linear, one-dimensional, strongly hyperbolic equation, regardless of its origin.
For simplicity, we restrict our attention to the case in which A is invertible for all x. This
restriction is not necessary but simplifies the discussion. The case where A is singular is treated in
Towne & Colonius (2015). Under this assumption, the number of positive and negative eigenvalues
of A is fixed for all x, and we denote these quantities as N+ and N−, respectively. The total size of
the semi-discrete system is N = NqNy = N+ +N−.
It proves useful to work with the characteristic variables of equation (2.16). Since A is diagonal-
izable, there exists a transformation T (x) such that
TAT−1 = A˜ =

 A˜++ 0
0 A˜−−

 , (2.17)
where A˜++ ∈ R
N+×N+ > 0, A˜−− ∈ R
N−×N− < 0, and A˜ are diagonal matrices. The diagonal
entries of A˜++ and A˜−− are precisely the positive and negative eigenvalues of A, respectively. The
transformation T is known analytically since it is the discretization of the matrix T that diagonalizes
A.
The characteristic variables of equation (2.16) are then φ(x, t) = T (x)q(x, t), and can be sepa-
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rated into positive and negative parts based on the positive and negative blocks of A:
φ =


φ+
φ−

 (2.18)
with φ+ ∈ R
N+ and φ− ∈ R
N− . In terms of the characteristic variables, equation (2.16) becomes
∂φ
∂t
+ A˜ (x)
∂φ
∂x
+ B˜ (x)φ = 0, (2.19)
where B˜ = TBT−1 + A˜T dT
−1
dx .
Since we wish to obtain a one-way equation in the frequency domain, we proceed by applying a
Laplace transform in time to equation (2.19), giving
s φˆ+ A˜ (x)
∂φˆ
∂x
+ B˜ (x) φˆ = 0, (2.20)
where φˆ(x, s) is the Laplace transform of φ(x, t) and s = η − iω (η, ω ∈ R) is the Laplace dual of
t. We have assumed zero initial conditions, but that is unimportant since we are only interested
in the long-time stationary behavior of the solution. We will ultimately take η = 0 and set ω to a
particular value to obtain the stationary solution at that frequency, but keeping the possibility of
non-zero η will help us distinguish between upstream and downstream solutions of equation (2.19).
Solving equation (2.20) for x-derivatives gives
dφˆ
dx
=M (x, s) φˆ (2.21)
with
M = −A˜
−1
(
sI + B˜
)
. (2.22)
It is useful to partitionM into blocks according to the sizes of the positive and negative characteristic
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variables:
d
dx


φˆ+
φˆ−

 =

 M++ M+−
M−+ M−−




φˆ+
φˆ−

 . (2.23)
The size of each block is implied by the subscripts; for example,M+− ∈ C
N+×N− . We will continue
to use this convention throughout the paper.
2.2.2 Exact one-way equation
In this subsection, we show that there exists an exact parabolization of equation (2.21) for the special
case in which M is not a function of x. The method will be extended to x-dependent operators
in section 2.2.4. We also assume that M is diagonalizable. It is shown in Appendix B that the
methods developed for diagonalizable matrices can be applied without modification to systems in
which M is defective.
The essential step in parabolizing equation (2.21) is distinguishing between its rightgoing and
leftgoing solutions. Since equation (2.21) is uniform in x, its general solution is the summation of
modes
φˆ(x, s) =
N∑
k=1
vk(s)ψk(x, s), (2.24)
where each expansion coefficient ψk satisfies
dψk
dx
= iαk(s)ψk, (2.25)
and each (iαk, vk) is an eigenvalue-eigenvector pair ofM . We include the i in our definition of the
eigenvalue for consistency with the usual definition of spatial wave-numbers. The real and imaginary
parts of αk are related to the phase-speed and spatial growth rate of the mode.
The task at hand is to determine which of these modes are rightgoing and which are leftgoing,
in terms of energy transfer. Briggs (Briggs 1964) developed a criterion for making this distinction:
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mode k is rightgoing if
lim
η→+∞
Im [αk(s)] = +∞ (2.26)
and leftgoing if
lim
η→+∞
Im [αk(s)] = −∞. (2.27)
SinceM tends to the real diagonal matrix −ηA˜
−1
as η → +∞, it is clear that all of its eigenvalues
will exhibit one of these two behaviors. Furthermore, based on the block structure of A˜, there are
exactly N+ rightgoing modes and N− leftgoing modes. When applied to an operator obtained from
a constant coefficient hyperbolic system such as equation (2.21), Briggs’ criterion is consistent with
well-posedness theory for hyperbolic systems as developed by Kreiss (1970).
The exact parabolization of equation (2.21) is obtained by zeroing the leftgoing modes. That is,
for each leftgoing mode, equation (2.25) is replaced with the condition
ψk = 0. (2.28)
This is exactly the same condition that is applied to each incoming mode in order to generate nonre-
flecting boundary conditions at an outflow. Indeed, our parabolization technique can be thought of
as applying a nonreflecting outflow boundary condition not just at the boundary, but to the entire
domain, since we wish to disallow leftgoing solutions everywhere to achieve a well-posed spatial
march.
In order to write the one-way equation clearly and compactly, it is useful to write it in block
matrix form. First, the expansion coefficients are arranged in a vector ψ such that the N+ rightgoing
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modes appear first followed by the N− leftgoing modes:
ψ =


ψ+
ψ−

 . (2.29)
Then equations (2.24) - (2.25) can be written in matrix form as
φˆ = V ψ ↔ ψ = Uφˆ (2.30)
and
dψ
dx
=Dψ. (2.31)
The columns of V are the right eigenvectors, the rows of U = V −1 are the left eigenvectors, and
the entries of the diagonal matrix D are the eigenvalues of M , all ordered in the same way as ψ,
such that M = V DU .
We can also partition the matrices V , U , and D into blocks based on their association with
the upstream and downstream expansion coefficients and the positive and negative characteristic
variables. Specifically, we write


φˆ+
φˆ−

 =

 V ++ V +−
V −+ V −−




ψ+
ψ−

 , (2.32)


ψ+
ψ−

 =

 U++ U+−
U−+ U−−




φˆ+
φˆ−

 , (2.33)
and
d
dx


ψ+
ψ−

 =

 D++ 0
0 D−−




ψ+
ψ−

 . (2.34)
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Recall that based on our ordering of ψ, D++ contains the rightgoing eigenvalues and D−− contains
the leftgoing eigenvalues. We make one additional assumption: that the matrices U++, U−−, V ++,
and V −− are full-rank for all η ≥ 0. We discuss the meaning of this assumption and implications of
its violation in Appendix B.
The exact parabolization of equation (2.21), in terms of ψ, is
dψ+
dx
= D++ψ+, (2.35a)
ψ− = 0. (2.35b)
This can also be written in terms of the characteristic variables as
dφˆ+
dx
=M++φˆ+ +M+−φˆ−, (2.36a)
U−+φˆ+ +U−−φˆ− = 0. (2.36b)
Equation (2.36) is a differential-algebraic system of index 1, so φˆ− can be eliminated, giving an
ordinary differential equation for the positive characteristic variable:
dφˆ+
dx
=M∗++φˆ+, (2.37)
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where
M∗++ =M++ −M+−U
−1
−−U−+ (2.38a)
=
[
M++ M+−
] I
−U−1−−U−+

 (2.38b)
=
[
V ++ V +−
] D++ 0
0 D−−



 U++ U+−
U−+ U−−



 I
−U−1−−U−+

 (2.38c)
=
[
V ++ V +−
] D++ 0
0 D−−



 V
−1
++
0

 (2.38d)
= V ++D++V
−1
++. (2.38e)
In going from the third to fourth line, we made use of the identity V −1++ = U++−U+−U
−1
−−U−+. It
is clear from the final equality that the eigenvalues ofM∗++ are precisely the downstream eigenvalues
of M . The one-way equation is therefore well-posed and admits the proper rightgoing solutions.
Implementation of the exact one-way equation given by equation (2.36) would require calculation
of the N− left eigenvectors corresponding to the leftgoing eigenvalues of M . The resulting compu-
tational cost would usually be intolerably high. This is especially true for x-dependent systems, in
which case local eigenvectors would need to to be recalculated at each x (see section 2.2.4). Instead,
we will generate a practical one-way equation by approximating the parabolization condition given
by equation (2.36b).
2.2.3 Approximate one-way equation
Motivated by the connection between the exact one-way equation and nonreflecting boundary con-
ditions, our approximate parabolization method is based on recursions that were introduced by
Givoli & Neta (2003) and Hagstrom & Warburton (2004) for generating nonreflecting boundary con-
ditions. Accordingly, we propose an approximate one-way equation given by the differential-algebraic
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system
dφˆ+
dx
=M++φˆ+ +M+−φˆ−, (2.39a)(
M − iβ j+I
)
φˆ
j
=
(
M − iβ j−I
)
φˆ
j+1
j = 0, . . . , Nβ − 1, (2.39b)
φˆ
Nβ
− = 0. (2.39c)
In this formulation, we have introduced a set of auxiliary variables {φˆ
j
: j = 0, . . . , Nβ} and a set
of complex scalar parameters {β j+, β
j
− : j = 0, . . . , Nβ−1}. The zero-indexed variable is the physical
variable (φˆ
0
= φˆ) and the remaining auxiliary variables are defined by the recursions. The selection
of the recursion parameters will be discussed below. We call Nβ the order of the approximate
one-way equation.
To verify that equation (2.39) is well-posed as a one-way equation, we examine its behavior in
the limit as η becomes large in accordance with Briggs’ criterion. We stipulate that the recursion
parameters remain bounded in this limit, which places no practical restriction on their values since
they need only be defined at η = 0, and can be formally continued in any convenient manner for
η > 0. Then, for sufficiently large η, equation (2.39b) is dominated by the terms involving M , and
we conclude that φˆ
j
= φˆ
j+1
for all j. Then equation (2.39c) implies that φˆ− = 0, which when
applied to equation (2.39a) eliminates the second term on the right-hand-side. For large η, M++
tends to the real, negative matrix −ηA˜
−1
++. All of the eigenvalues of this final matrix have α with
positive imaginary part. Therefore, by construction, equation (2.39) admits only rightgoing modes
and is well-posed as a one-way equation.
This represents a fundamental difference between the frequency domain one-way equations pur-
sued in this paper and time domain one-way equations that are often used as nonreflecting boundary
conditions. In the time domain case, any parameters that arise in the formulation must be specified
as explicit functions of s in order for the equations to be transformed back into the time domain. As
a result, the choice of parameters critically effects the well-posedness of the approximate equations
(Trefethen & Halpern 1986). In contrast, the recursion parameters do not effect the well-posedness
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of our frequency domain one-way equations, allowing for great flexibility in the parameter selection
process.
Next, we show that the approximate one-way equation converges to the exact one-way equation
as the order of the approximation increases, provided that the recursion parameters are appro-
priately chosen. Since equation (2.39a) is identical to equation (2.36a), we must only show that
equation (2.39b) and equation (2.39c) together converge to equation (2.36b). In other words, we
wish to show that ψ− → 0 as Nβ → ∞. To do so, we begin by defining ψ
j = Uφˆ
j
, which is the
natural extension of the previous definition ψ = Uφˆ. Equation (2.39b) can then be written
(
D − iβ j+I
)
ψj =
(
D − iβ j−I
)
ψj+1 j = 0, . . . , Nβ − 1. (2.40)
Since D is diagonal, each scalar component of ψj can be considered separately:
(
iαk − iβ
j
+
)
ψ
j
k =
(
iαk − iβ
j
−
)
ψ
j+1
k j = 0, . . . , Nβ − 1, k = 1, . . . , N. (2.41)
It is then straightforward to eliminate all of the intermediate (j = 1, .., Nβ − 1) auxiliary variables,
leaving
ψ
Nβ
k = F(αk)ψk k = 1, . . . , N (2.42)
with
F(α) =
Nβ−1∏
j=0
α− β j+
α− β j−
. (2.43)
We now re-assemble equation (2.42) into a single matrix equation for all k:


ψ
Nβ
+
ψ
Nβ
−

 =

 F++ 0
0 F−−




ψ+
ψ−

 , (2.44)
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where F++ and F−− are diagonal matrices whose entries are the values of F(α) associated with
each rightgoing and leftgoing eigenvalue, respectively.
Next, we apply the termination condition given by equation (2.39c). To do so, we write the
left-hand-side of equation (2.44) in terms of φˆ
Nβ
:

 U++ U+−
U−+ U−−




φˆ
Nβ
+
φˆ
Nβ
−

 =

 F++ 0
0 F−−




ψ+
ψ−

 . (2.45)
Applying equation (2.39c) and eliminating φˆ
Nβ
+ leaves
ψ− = Rψ+, (2.46)
with
R = F−1−−WF++, (2.47)
and
W = U−+U
−1
++. (2.48)
The rectangular matrix R is analogous to a matrix of reflection coefficients. Each entry of R
takes the form
rmn =
F(α+,n)
F(α−,m)
wmn, (2.49)
where α+,n is the n
th rightgoing eigenvalue, α−,m is the m
th leftgoing eigenvalue, and wmn is the
(m,n) entry of the weighting matrix W , which does not depend on the recursion parameters.
To achieve convergence to the exact one-way equation, every rmn must converge toward zero as
the order of the approximation increases. Since the weights are fixed, the recursion parameters must
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be chosen such that F(α+,n)/F(α−,m) goes to zero for all m,n. This is accomplished by forcing
F(α+,n) to zero and F(α−,m) to infinity.
The following geometric interpretation of F is helpful for choosing parameters that accomplish
these objectives. Note that F is composed of a product of factors
F j(α) =
α− βj+
α− βj−
. (2.50)
It is clear that the magnitude of each individual factor is less than one for regions of the complex α
plane that are closer to βj+ than β
j
− (|α− β
j
+| < |α− β
j
−|) and greater than one for regions that are
closer to βj− than β
j
+ (|α− β
j
+| > |α− β
j
−|). Therefore, F(α+,n) is driven to zero by placing the β
j
+
parameters near the rightgoing eigenvalues in the complex plane, and F(α−,m) is driven to infinity
by placing the βj− parameters near the leftgoing eigenvalues.
Suppose that, for a given system, there exists a pair of parameters {β0+, β
0
−} for which |F
0| < 1
for all rightgoing eigenvalues and |F0| > 1 for all leftgoing eigenvalues. Furthermore, define κ as the
maximum value of |F0(α+,n)|/|F
0(α−,m)| over all m,n. If this parameter pair is then repeated for
all j = 0, . . . , Nβ − 1, the slowest converging entry of R will decrease like κ
Nβ as the order of the
approximation is increased. Therefore, even for this very simple choice of parameters, the method
exhibits spectral convergence. In practice, it is not always possible to find a single pair of recursion
parameters for which this supposition holds. Even if such a pair exists, it is typically preferable to
distribute the parameters over a range of locations using the above distance-based guidelines, since
eigenvalues close to a single repeated parameter converge much more rapidly than those farther
away.
The question arises whether it is always possible to find a set of recursion parameters, for some
sufficiently high Nβ, that makes every rmn arbitrarily small. Assuming that α+,n 6= α−,m for
all m,n, the answer is, surprisingly, yes. Specifically, the minimal set that accomplishes this is
{
βn+ = α+,n, β
n
− 6= α+,n : n = 1, . . . , N+
}
ifN+ < N− or
{
βm− = α−,m, β
m
+ 6= α−,m : m = 1, . . . , N−
}
if N− < N+. This of course requires complete knowledge of the eigenvalues of the discretized sys-
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tem, which is rarely possessed in practice. However, for systems that model physical phenomena,
the locations of the rightgoing and leftgoing eigenvalues are physically meaningful and can often be
estimated by studying simplified systems. This will be demonstrated for the Euler equations in 2.2.6.
Furthermore, the spectra of discretized physical systems tend to be structured, such that groups of
rightgoing eigenvalues often occupy different regions of the complex plane than groups of leftgoing
eigenvalues. Again, this will often be the case for the Euler equations, even when linearized about
nonuniform baseflows.
When eigenvalues cluster into groups, F can be driven to its desired limit for a large number of
eigenvalues using a small number of parameters by taking advantage of the short distances between
clustered eigenvalues and placing a parameter within the cluster. As will be shown in section 2.2.5,
it is precisely the fact that good approximations can be obtained for Nβ << N that makes the
approximate one-way equations cost-effective.
2.2.4 Extension to x-dependent systems
In the previous two subsections, we developed exact and approximate one-way equations under the
assumption that M is homogeneous in x. In this subsection, we discuss the extension of these
methods to x-dependent systems.
First, it is easy to verify that for x-dependent systems, the approximate parabolization given
by equation (2.39) still converges to the exact parabolization given by equation (2.36) at every
x. Therefore, we must only evaluate the exact method, and all conclusions will apply also to the
approximate formulation.
Central to the concept of parabolization is the identification of rightgoing and leftgoing parts
of the solution at each axial location. When M is x-dependent, equation (2.21) no longer admits
simple modal solutions, so Briggs’ criterion no longer strictly applies. However, the theory of well-
posedness of variable coefficient hyperbolic systems (Kreiss 1970) provides a means by which to
distinguish, locally at each x, parts of the solution that are rightgoing and leftgoing. Simply put,
the variable coefficient extension of well-posedness theory states that constant coefficient analysis of
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the frozen coefficient system at a given x provides the correct (that is, well-posed) division of the
solution into rightgoing and leftgoing components. Therefore, the one-way equations derived in the
previous two sections will still retain and eliminate the correct parts of the operator at each axial
station for x-dependent systems, and the equations therefore remain well-posed.
The fundamental difference between the homogeneous and x-dependent cases is that in the later,
the rightgoing and leftgoing variables no longer evolve independently. Except in rare cases, the
eigen-expansion φˆ = V ψ no longer diagonalizes equation (2.21) because dVdx 6= 0. As a result,
every expansion coefficient ψk is potentially coupled with every other coefficient. This coupling is
intrinsic to x-dependent equations and is deeply linked to important properties of their solutions. For
example, this coupling allows the convective wavepacket solutions of the linearized Euler equations
that were discussed in section 1.2.4 to excite acoustic waves that propagate in all directions.
The implication of this coupling for our one-way equation is that setting ψ− = 0 will cause
ψ+ to evolve incorrectly as it propagates. Therefore, accurate one-way approximations can only be
obtained when leftgoing waves have a weak influence on the evolution of the rightgoing waves. This is
not a shortcoming of our particular parabolization method, but rather an inherent limitation on the
class of problems for which a one-way solution strategy is sensible. An important situation in which
the coupling is weak occurs when the system is slowly-varying in x. In this case, the slow variation
of the system ensures the slow variation of V , which in turn implies that the eigen-expansion nearly
diagonalizes M . A close examination of the meaning of “nearly diagonalizes” reveals that this is
akin to the usual short-wavelength condition that is frequently invoked when extending local theory
to spatially-varying equations.
To reiterate, the one-way equations are well-posed for all hyperbolic systems, but physical accu-
racy is guaranteed only for those that are sufficiently slowly-varying in x.
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2.2.5 Computational complexity
The approximate one-way equation given by equation (2.39) defines a set of differential-algebraic
equations of the form
dφˆ+
dx
= G++φˆ+ +G+∗φˆ∗, (2.51a)
0 = G∗+φˆ+ +G∗∗φˆ∗. (2.51b)
Here, φˆ∗ ∈ C
N∗ contains φˆ− and all of the auxiliary variables, and N∗ = (NNβ +N−) ∝ NyNβ.
Satisfying the algebraic constraint represented by equation (2.51b) requires the solution of a
matrix system with leading dimension O (NyNβ). For efficiency, it is important for the system
to be sparse, which, in turn, requires the use of sparse discretization schemes for the transverse
dimensions. When this requirement is observed, the banded structure of the system results in a
predicted operation count that scales like NyN
2
β . Modern sparse solvers can often exploit additional
structure within the system not accounted for in this simple cost estimate, and in practice we observe
scaling like NyN
p
β with 1 < p < 2. Frequently, p ≈ 1.5.
The eigen-solution required by the exact parabolization method scales like N3y . The cost savings
of the approximate method stems from the fact that Nβ ≪ Ny and therefore N
p
β ≪ N
2
y . Because
of the impracticality of the exact parabolization method, from here on out we will refer to the
approximate formulation as the one-way equations. Direct time domain and frequency domain
solutions of the original hyperbolic system scale like NyNt and N
2
y , respectively, per axial station.
In time domain solvers, Nt is the number of time steps required to obtain a stationary solution.
Again, the benefit of the one-way equations is that Npβ ≪ Nt. Finally, PSE usually scales like
NyNit, where Nit is the number of iterations required to satisfy a nonlinear constraint that is part
of the PSE formulation. PSE is typically cheaper than the one-way equations since in most cases
Nit < N
p
β .
It’s likely that employing an iterative approach for satisfying equation (2.51b) could lead to
NyNβ scaling of the one-way method, thus bringing its cost in line with that of PSE. This is an
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enticing goal in the ongoing development of the method.
2.2.6 Parameter selection for the Euler equations
In this section, our one-way methodology is applied to the linearized Euler equations. The primary
task is to determine robust recursion parameters that can be used for a range of problems. To achieve
this, we first use analytical eigenvalues for a uniform flow to predict the approximate locations of the
eigenvalues of the semi-discretized equations for nonuniform flows. Using these estimates, strategies
developed by Hagstrom and colleagues (Hagstrom & Warburton 2004, 2009, Hagstrom et al. 2007,
2012) for choosing parameters for nonreflecting boundary conditions can be adapted to select re-
cursion parameters that result in accurate and convergent one-way equations for many flows. The
development outlined here for the Euler equations can be used as a guide for identifying appropriate
recursion parameters when applying the method to other hyperbolic systems of equations.
The linearized Euler equations in three-dimensional Cartesian coordinates can be written in the
form of equation (2.15) with d = 3,
A =


u¯x −ν¯ 0 0 0
0 u¯x 0 0 ν¯
0 0 u¯x 0 0
0 0 0 u¯x 0
0 γp¯ 0 0 u¯x


, B1 =


u¯y1 0 −ν¯ 0 0
0 u¯y1 0 0 0
0 0 u¯y1 0 ν¯
0 0 0 u¯y1 0
0 0 γp¯ 0 u¯y1


,
B2 =


u¯y2 0 0 −ν¯ 0
0 u¯y2 0 0 0
0 0 u¯y2 0 0
0 0 0 u¯y2 ν¯
0 0 0 γp¯ u¯y2


, C =


−∇ · u¯ ∂ν¯∂x
∂ν¯
∂y1
∂ν¯
∂y2
0
∂p¯
∂x
∂u¯x
∂x
∂u¯x
∂y1
∂u¯x
∂y2
0
∂p¯
∂y1
∂u¯y1
∂x
∂u¯y1
∂y1
∂u¯y1
∂y2
0
∂p¯
∂y2
∂u¯y2
∂x
∂u¯y2
∂y1
∂u¯y2
∂y2
0
0 ∂p¯∂x
∂p¯
∂y1
∂p¯
∂y2
γ∇ · u¯


,
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and q = {ν, ux, uy1 , uy2 , p}
T
. We have chosen as independent variables specific volume ν, ve-
locity u = {ux, uy1 , uy2}
T
, and pressure p. The equations are linearized about a baseflow q¯ =
{ν¯, u¯x, u¯y1 , u¯y2, p¯}
T
, and all variables have been appropriately non-dimensionalized by an ambient
sound speed and density and a problem dependent length-scale. The fluid is approximated as a
perfect gas with specific heat ratio γ.
The eigenvalues and diagonalizing transformation of A are
A˜ =


u¯x 0 0 0 0
0 u¯x 0 0 0
0 0 u¯x 0 0
0 0 0 u¯x + c¯ 0
0 0 0 0 u¯x − c¯


, T =


1 0 0 0 (ν¯/¯c)
2
0 0 1 0 0
0 0 0 1 0
0 1 0 0 ν¯/¯c
0 1 0 0 −ν¯/¯c


,
where c¯ = (γp¯ν¯)1/2 is the speed of sound. The semi-discretized operators A˜ and T are found by
sampling A˜ and T , respectively, at the discretization points.
The critical step in applying our one-way methodology to any system of equations is determining
appropriate recursion parameters. As discussed in section 2.2.3, this requires knowledge of the
eigenvalues of the semi-discretized operatorM – specifically their location in the complex plane and
their direction (rightgoing or leftgoing). For many baseflows, the eigenvalues of the semi-discretized
equations form predictable groups that can be approximated and classified using the eigenvalues
supported by a uniform flow. These uniform flow eigenvalues can be computed analytically, and
therefore provide a means by which to predict the locations and directions of the eigenvalues for
nonuniform baseflows. These estimates, in turn, can be used to define recursion parameters that
result in convergent one-way approximations of the nonuniform equations.
We now derive the spatial eigenvalues of the Euler equations linearized about a uniform flow. For
a uniform baseflow, C = 0 and the entries of the remaining three matrix coefficients are constants.
Because of this, the transverse directions can be Fourier transformed rather than discretized. Then
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equation (2.15) reduces to
∂q†
∂t
+A
∂q†
∂x
+ ik1B1q
† + ik2B2q
† = 0, (2.53)
where q† is the Fourier transform of q and k1,2 are the Fourier duals of y1,2. Proceeding as in
section 2.2.1, equation (2.53) is then written in terms of its characteristic variables φ† = Tq†, Laplace
transformed in time, and solved for the axial derivative term, finally resulting in an equation of the
form
dφˆ†
dx
=M †φˆ† (2.54)
with
M † = ikTA−1 (I − z1B1 − z2B2)T
−1. (2.55)
Here, φˆ† is the Laplace transform of φ†, k = (ω+ iη)/c¯ is a scaled Laplace variable, and z1,2 = k1,2/k
are scaled transverse wavenumbers.
The eigenvalues of M † are
iαc =
ik
M¯x
, iαa1(z) = ik
−M¯x + µ(z)
1− M¯2x
, iαa2(z) = ik
−M¯x − µ(z)
1− M¯2x
, (2.56)
where M¯x = u¯x/c¯ is the local Mach number, z =
(
z21 + z
2
2
)1/2
is a composite wavenumber, and the
function µ(z) is given by
µ(z) =
√
1− (1− M¯2x)z
2. (2.57)
The discrete eigenvalue iαc has multiplicity three and describes the convection of entropy and vor-
ticity, while the remaining two eigenvalues are continuous branches and describe both propagating
and evanescent acoustic waves. These are the three dimensional analogue of the two dimensional
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uniform flow eigenvalues discussed in section 2.1.2.
Each of these eigenvalues can be identified as either rightgoing or leftgoing for different values of
the Mach number using Briggs’ criterion. Each eigenvalue also has a singular point at a particular
Mach number corresponding to a singular point of A. This is discussed further in Appendix B,
but for the purpose of parameter selection these infinite eigenvalues can be ignored. The results
are summarized as a function of the Mach number in Table 2.1, in which a (+) indicates that an
eigenvalue is rightgoing, a (−) indicates that an eigenvalue is leftgoing, and a zero indicates a singular
point. With these directions determined, we set η = 0 from here on out.
Table 2.1: Classification of the eigenvalues of the uniform Euler equations: rightgoing (+), leftgoing
(−), or singular (0).
Eigenvalue M¯x < −1 M¯x = −1 −1 < M¯x < 0 M¯x = 0 0 < M¯x < 1 M¯x = 1 M¯x > 1
αc − − − 0 + + +
αa1 − 0 + + + + +
αa2 − − − − − 0 +
The eigenvalues of semi-discretized nonuniform Euler equations can often be sorted into groups
associated with these three uniform flow eigenvalues. First, nonuniform Euler equations typically
support convective modes that travel with phase speeds ranging from the slowest to fastest axial
velocities within the flow. The location and direction of these eigenvalues are given by evaluating
αc with M¯x varied over this range of velocities.
Second, nonuniform Euler equations usually support branches of acoustic modes that are well
approximated by αa1 and αa2 with M¯x set to its asymptotic value as |y| becomes large. If multiple
asymptotic values of M¯x exist, multiple branches of acoustic eigenvalues will exist that can be
approximated by evaluating αa1 and αa2 separately at each asymptotic value. These uniform flow
acoustic eigenvalues are continuous branches while the eigenvalues of the semi-discretized nonuniform
equations are necessarily discrete. One consequence of this is that the continuous eigenvalues need
only be considered up to the maximum wavenumber zmax that is supported by the transverse grid,
since no eigenvalues of the semi-discretized equations exist beyond this limit.
These eigenvalue estimates can also be used when the Euler equations are written in different
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coordinate systems. The uniform flow equations in two-dimensional Cartesian coordinates admit
the same analytical eigenvalues, but the convective eigenvalue has multiplicity two instead of three.
When written in cylindrical coordinates, some of the matrix coefficients depend on the radial coordi-
nate, so strictly speaking, analytical eigenvalues cannot be derived using spatial Fourier transforms.
In spite of this, we have found that the above eigenvalues still provide a good representation of the
discretized eigenvalues for both uniform and nonuniform baseflows.
These predictions for the locations and directions of the eigenvalues of M can now be used to
choose appropriate recursion parameters. As established in section 2.2.3, the βj+ parameters must be
placed near the rightgoing eigenvalues so that F is small for every rightgoing eigenvalue, while the
βj− parameters must be placed near the leftgoing eigenvalues so that F is large for every leftgoing
eigenvalue. In other words, the βj+ and β
j
− parameters should be distributed over the predicted
locations of the rightgoing and leftgoing eigenvalues, respectively.
As an example, we expound this procedure for the commonly encountered case where 0 < M¯x < 1
everywhere in the flow. Then αc and αa1 are rightgoing while αa2 is leftgoing. A complete set of
recursion parameters is constructed by defining several subsets related to different parts of the
predicted spectrum. Strategies for choosing these subsets are described in the following paragraphs,
and their precise definitions are given in Table 2.2.
First, a set βc± with Nc parameter pairs is defined with the goal of making F small for the
convective eigenvalues. The βj+ parameters are evenly distributed over the range of predicted values
of αc. The corresponding β
j
− parameters should be placed far away from the convective eigenvalues
so that the magnitude of the F j factors for these parameters are as small as possible in the vicinity
of the convective eigenvalues. However, it is also desirable for these F j factors to be small at αa1 and
large at αa2 . A good compromise between these two competing objectives is obtained by rotating
the βc+ parameters by -90 degrees around the asymptotic value of M¯x that is used to predict the
acoustic parameters. Then, |F j | ≤ 1 for all values of αa1 and |F
j | ≥ 1 for all values of αa2 .
In choosing parameters to target the predicted acoustic eigenvalues, we exploit the rotational
symmetry between αa1 and αa2 (about k
−M¯x
1−M¯2x
for each asymptotic value of M¯x). This allows
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parameter pairs to be chosen that simultaneously make the corresponding F j factors small for the
rightgoing eigenvalues and large for the leftgoing eigenvalues. Specifically, the βj+ parameters are
distributed along αa1 and the β
j
− parameters are distributed along αa2 . The most straightforward
approach to distributing the parameters is to choose a set of values of z or µ(z) and define the pairs
by evaluating both acoustic eigenvalues at each value. This choice guarantees the desired behavior of
the F j factors. However, Hagstrom et al. (2012) showed that the uniform flow reflection coefficient
(which is the analytical analogous to equation (2.46)) can be made zero at twice as many locations
by offsetting the points at which αa1 and αa2 are evaluated.
Note that αa1 and αa2 are purely real up to a critical value of z, at which point they become
purely imaginary. The real parts of the branches correspond to propagating acoustic waves, while the
imaginary parts represent evanescent acoustic waves. We distribute the parameter pairs separately
for these two sections of the branches. For the propagating modes, the angle of propagation is
θ = cos−1 (µ(z)). To choose a set βp± with Np offset parameter pairs, take 2Np + 1 equally spaced
angles on the closed interval [0, π/2] and discard the final angle θ = π/2. Then, starting with θ = 0,
use every-other angle to define a βj+ and β
j
− parameter. To choose a set β
e
± with Ne parameters
for the evanescent section of the acoustic branches, define 2Ne + 1 equally spaced points on the
closed interval [0, µ (zmax)] and discard the point µ = 0. Then, starting with the next value, use
every-other point to define a βj+ and β
j
− parameter.
The reason for omitting the values θ = π/2 and µ(z) = 0 (which are the same point in the
complex plane) in both acoustic parameter sets is that they represent energy transfer that is tangent
to the parabolization axis, which can never be captured by one-way spatial marching. Furthermore,
the rightgoing branch αa1 and the leftgoing branch αa2 intersect at this point, and it is clearly
impossible to make F both large and small at the same time. This is of no practical concern because
the equivalent branches that occur in discretized equations do not intersect in this manner due to
the incorporation of nonreflecting transverse boundary conditions (see for example the eigenvalues
in Figure 2.7).
Rather than defining the acoustic parameters using equally spaced angles (propagating) and
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points along µ (evanescent), the parameters can instead be chosen by formally minimizing
F (αa1) /F (αa2) with respect to some norm. Following Hagstrom & Warburton (2009), we have
carried out this calculation using a weighted minimax norm, but found very little improvement over
equal spacing. The optimized parameters offered moderate improvements at high propagation an-
gles, but at the cost of a degradation of evanescent and low angles waves. In practice, we therefore
use the simple approach based on equal spacing.
The final set of recursion parameters is defined by taking the union of all of the subsets related
to the different parts of the predicted spectrum. Typically, we use roughly the same number of
parameters for each subset.
Table 2.2: Recursion parameter sets that target the three predicted groups of eigenvalues for 0 <
M¯x < 1.
Type Spacing βj
+
/k βj
−
/k
Convective bh = 1
M¯max
+
(
1
M¯min
− 1
M¯max
)
h
Nc−1
β c± = {β
j
±
: j = 0, . . . , Nc − 1} h = 0, . . . , Nc − 1
bj −ibj + (1 + i)
−M¯x
1− M¯2x
Acoustic, propagating θh = pi
2
h
2Np
β p
±
= {βj
±
: j = 0, . . . , Np − 1} h = 0, . . . , 2Np − 1
−M¯x + cos θ
2j
1− M¯2x
−M¯x − cos θ
2j+1
1− M¯2x
Acoustic, evanescent µh = µmax
h
2Ne
β e± = {β
j
±
: j = 0, . . . , Ne − 1} h = 0, . . . , 2Ne − 1
−M¯x + µ
2j
1− M¯2x
−M¯x − µ
2j+1
1− M¯2x
The effectiveness of these parameters for a given baseflow can be evaluated by computing the
local eigenvalues of the original and one-way operators at a few x locations. This is carried out, for
example, in section 2.2.7.1 for a quiescent baseflow and in section 2.2.8.1 for two characteristic jet
profiles. If necessary, the eigenvalues of the original operator can then be used to guide modifications
to the parameter sets based on the rule of placing the plus and minus parameters near the rightgoing
and leftgoing eigenvalues, respectively. In particular, it’s important to ensure that the parameters
are chosen so that all of the one-way eigenvalues are stable (i.e., have positive imaginary part),
except for those associated with the convective instabilities of the original operator. If this is not
accomplished, the one-way integration, although well-posed, can become numerically unstable.
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2.2.7 Validation results
In this section, we use the one-way Euler equations to solve three problems. First, a simple case
involving the propagation of monopole acoustic waves in a quiescent fluid is used to demonstrate
the convergence of the one-way equations. Second, the scattering of acoustic waves by a vortex
is calculated using the one-way equations and compared to published direct-numerical-simulation
results. Third, convectively unstable wavepackets in a compressible two-dimentional mixing layer are
modeled using the one-way equations and compared to direct frequency domain and PSE solutions
of the same equations.
For all simulations, the equations are discretized in the transverse direction using fourth-order
central finite differences with summation-by-parts boundary closure (Mattsson & Nordstrm 2004).
Far-field radiation boundary conditions are enforced at free transverse boundaries using a super-
grid damping layer (Appelo & Colonius 2009) truncated by Thompson characteristic conditions
(Thompson 1987). The one-way Euler equations are integrated in x using a third-order, L-stable
diagonally-implicit Runge-Kutta scheme (Hairer & Wanner 1971). Recursion parameters are se-
lected using the strategies described in the previous section.
2.2.7.1 Monopole acoustic waves in a quiescent fluid
In this problem, a monopole disturbance is placed just upstream of the computational domain
in a quiescent fluid. The monopole generates an acoustic field for which an analytical solution
exists. Since the system is x-independent and the solution is comprised exclusively of downstream
propagating waves, this set-up allows the convergence of the one-way equation to be verified.
The computational domain extends six wavelengths in both x and y and is discretized using
300 equally spaced points in each direction. Along the inlet of the domain, the exact monopole
solution is supplied as an incoming fluctuation which is then propagated through the domain by
integrating the one-way Euler equations. The calculation is performed using different orders of the
50
S
o
lu
ti
o
n
E
rr
o
r
Nβ
0 2 4 6 8 10 12
10−8
10−6
10−4
10−2
100
Figure 2.6: Solution error (defined in equation (2.58)) for the monopole problem for the approxi-
mate (
E
) and exact ( ) one-way Euler equations.
approximation and also using the exact one-way equation. The solution error is defined as
1
A
∫
A
∣∣∣∣powe − pexactpmax
∣∣∣∣
2
dA, (2.58)
where powe is the pressure computed by the one-way Euler equations, pexact is the exact analytical
pressure, and pmax is the maximum value of the exact pressure in the domain. The integration is
over the area A of the physical domain, not including the far-field damping layers.
The solution error results are plotted in Figure 2.6. The convergence of the one-way solution
over 0 < Nβ < 8 is spectral. For Nβ > 8, the error plateaus at a level equal to the error of the
exact one-way solution. Recall that the one-way Euler eigenvalues converge toward the eigenvalues
of the discretized equations; the properties of the underlying discretization are unaltered by the
parabolization method. Therefore, the convergence plateau indicates that the parabolization error
has become smaller than other numerical errors, such as those related to boundary conditions and
finite difference approximation. By the time this occurs for the discretization used here, the error
in the one-way solution has dropped by five orders of magnitude.
A useful way to visualize the convergence of the method is to compare the eigenvalues of the
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one-way operator to those of the full operatorM . As the one-way system converges, its eigenvalues
should converge to the rightgoing eigenvalues of M . For the problem under consideration, all of
the eigenvalues of M correspond to either rightgoing or leftgoing acoustic waves; no convective
eigenvalues exist because the fluid is quiescent.
Figure 2.7 compares the eigenvalues at several orders of the approximation. At Nβ = 0, the
upstream acoustic waves have been removed (since the equations are well-posed even at zero order),
but the downstream eigenvalues are poorly represented. As Nβ is increased, all the eigenvalues of
the one-way system converge toward the rightgoing eigenvalues of the full operator. The convergence
is quantified in Figure 2.8 for four eigenvalues corresponding to acoustic radiation to approximately
20, 40, 60, and 80 degrees to the parabolization axis (based on a simple plane-wave estimate). As
expected, the higher angle eigenvalue converges more slowly than the lower angle eigenvalues, but
the steady spectral convergence for all four angles confirms the quality of the recursion parameters
that were derived in the previous section. The specific values of βj+ and β
j
− used are also shown
graphically in Figure 2.7.
2.2.7.2 Scattering of acoustic waves by a vortex
Here, we use the one-way Euler equations to calculate the scattering of a plane acoustic wave by
a homentropic vortex. This problem was previously investigated using a one-way wave equation
(Candel 1979) (which the author called a parabolic approximation) and direct numerical simulation
(Colonius et al. 1994). We will compare our one-way Euler results to the later.
In our formulation, the Euler equations are linearized about a steady, homentropic vortex that
exactly satisfies the two-dimensional nonlinear Euler equations. The tangential velocity about the
center of the vortex is
u¯θ =
Γ
2πr
(
1− exp
(
−ar2
))
, (2.59)
where a = 1.256431 is a constant chosen such that the maximum velocity occurs at r = 1. We define
this to be the core radius, and non-dimensionalize by this length scale. The radial velocity is zero
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Figure 2.7: Comparison between the eigenvalues of the full and one-way Euler operators for the
monopole problem at several orders of the approximation. The full equations support rightgoing
(
E
) and leftgoing (
u
) acoustic modes. The eigenvalues of the one-way equations (

) converge to
the rightgoing modes. Also shown are the βj+ () and β
j
− (p) recursion parameters used for each
order of the approximation.
and the pressure is given by
p¯ =
1
γ
(
1−
(γ − 1)Γ2
4π2r2
f
(
ar2)
)) γγ−1
, (2.60)
where
f(w) =
1
2
− exp (−w) +
1
2
exp (−2w) + wEi (−2w)− wEi (−w) (2.61)
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Figure 2.8: Distance between the exact and one-way Euler eigenvalue for the monopole problem
corresponding to acoustic radiation to several angles relative to the axis of parabolization: 20°(
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40°(
f
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`
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).
and Ei is the exponential integral function. The specific volume is related to the pressure by the
homentropic relation
ν¯ = (γp¯)
−1
γ . (2.62)
The maximum mean velocity induced by the vortex is
u¯Γ =
Γ
2π
. (2.63)
We set u¯Γ = 0.0625 to match one of the DNS cases (Colonius et al. 1994).
The computational domain extends ten core radii in x and y from the center of the vortex, and
the transverse y direction is discretized using 250 equally spaced points. An incoming plane acoustic
wave with a wavelength of four core radii is specified at the left-hand boundary, and advanced by
integrating the one-way equations with a step size of ∆x = 0.08, corresponding to 50 points per
wavelength. The solution is well converged using Nβ = 12.
The scattered wave field is defined as the difference between the wave distorted by the vortex and
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Figure 2.9: Root-mean-square pressure level of the scattered wave at r = 10 computed by: direct
numerical simulation ( ) and the one-way Euler equations ( ).
an undistorted plane wave. In Figure 2.9, the root-mean-square of the scattered pressure at r = 10
is plotted as a function of angle, with θ = 0 corresponding to the forward direction of the incident
wave. The DNS results of Colonius et al. (1994) are also shown. The agreement between the two
solutions is excellent. The discernible error is confined to high forward angles (80 < θ < 90) and
backward angles (θ > 90) for which the one-way solution is expected to degrade. The reasonable
accuracy even at these high angles reveals that the scattered wave field at these angles is dominated
by refraction effects due to the slowly decaying vortex rather than direct scattering from the vortex
core, since by definition the one-way solution does not contain leftgoing waves.
Analogous results can be obtained for stronger vortices up to u¯Γ = 0.2. Above this threshold,
spurious eigenvalues appear in the spectrum of M that are not properly accounted for using our
standard set of recursion parameters, leading to instability of the march. This highlights a limitation
of our one-way methodology: recursion parameters must be specified that properly converge all of
the eigenvalues of the discretized system, including those associated with both spurious nonphysical
and unexpected physical dynamics. In this case, the offending eigenvalues are spurious – that is,
a nonphysical artifact of the discretization. Such eigenvalues are by definition sensitive to details
of the discretization, making them difficult to account for in the parameter selection process. It is
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likely that more sophisticated approaches to selecting parameters could alleviate this issue, but it’s
also worth emphasizing that our simple approach has proven effective for the majority of problems
so far encountered.
2.2.7.3 Sound generation in a two-dimensional mixing-layer
In this problem, the generation and propagation of sound in a two-dimensional mixing layer is
modeled using the one-way Euler equations. The baseflow is a second-order approximation of a
self-similar solution of the incompressible boundary layer equations using Prandtl’s eddy viscosity
model Yule (1972). The Mach number of the fast and slow free-streams are 0.8 and 0.2, respectively.
The shear layer thickness grows linearly, with the spread rate chosen to match experiments. The
initial condition at the inlet is a pure Kelvin-Helmholtz eigenfunction computed at x = 0 under a
locally-parallel assumption. We show results for the most unstable frequency near the inlet.
The solution is computed using PSE and the one-way Euler equations with Nβ = 15. The
one-way Euler solution is well-converged at this order. The accuracy of the one-way Euler solution
is verified by comparing it to a direct frequency domain solution of the linearized Euler equations
(LEE), which fully accounts for the non-parallel baseflow, and therefore can be considered the correct
solution for this problem, up to numerical error. See Towne & Colonius (2013) for additional details.
Figure 2.10 shows the pressure field as computed by LEE, PSE, and OWE. First, consider the
LEE solution. The near-field is dominated by a growing, then decaying wavepacket. The location
where the wavepacket begins to decay acts as a sound source, creating acoustic radiation in all
directions but especially in the downstream direction in the slow-stream (y < 0). Comparing the
PSE and LEE solutions, two deficiencies are clearly discernible. First the PSE near-field wavepacket
decays too rapidly. Second, the PSE solution contains almost no acoustic field at all. Again, this is
due to the fact that the downstream acoustic modes in the PSE equations were heavily damped to
allow a stable march.
The one-way Euler solution does not suffer from either of these problems. The near-field
wavepacket in the one-way Euler solution is indistinguishable from the LEE wavepacket, and the
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Figure 2.10: Pressure field generated by a wavepacket in a turbulent mixing layer computed using
(a) direct solution of the linearized Euler equations, (b) PSE, (c) the one-way Euler equations.
downstream acoustic radiation is accurately captured. Two differences can be identified between
the LEE and one-way Euler solutions. First, the one-way Euler solution does not capture the up-
stream acoustic radiation. This is inherent to any spatial marching technique. We note, however,
that in this case, we believe that the upstream radiation in the LEE solution near the inlet may
be an artifact of the inlet boundary conditions. Second, the downstream acoustic radiation to very
high angles is somewhat inaccurate. This occurs because the eigenvalues associated with high an-
gle acoustic radiation are typically difficult to converge. This error can be reduced by increasing
the order of the recursions, but in many applications, including jet aeroacoustics, this high angle
sound is unimportant compared to low angle sound, which is well captured using fairly lower order
recursions.
Figure 2.11(a) shows the pressure field along x = 50 for each method. The exponential decay
of the near-field pressure in all of the solutions is consistent with the asymptotic behavior of the
Kelvin-Helmholtz mode. The LEE and one-way Euler pressure fields level off due to the presence
of propagating acoustic waves that radiate to the far-field, and the agreement between these two
solutions is excellent. In contrast, the damped remnants of acoustic radiation in the PSE solution is
at least four orders of magnitude too small. Figure 2.11(b) shows the pressure field along a circular
arc of radius 50 centered at the origin passing through the slow stream. It is clear that the primary
error in the one-way Euler pressure field occurs at high angles, and that the solution at low and
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intermediate angles is in close agreement with the LEE solution.
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Figure 2.11: LEE ( ), OWE ( ), and PSE ( ) pressure amplitude for the turbulent
mixing layer (a) along the transverse slice x = 50, and (b) along a circular arc of radius 50 centered
at the origin, sweeping through the slow stream. The angle is measured counter-clockwise from the
negative x-axis.
Recall that the purpose of developing an improved spatial marching technique was to efficiently
obtain accurate approximate solutions. We have seen here that the one-way Euler equations can
produce accurate results. Table 2.3 shows the improved efficiency obtained over the direct LEE
method for this mixing layer problem. Compared to LEE, the one-way Euler method offers a speed-
up of 42 times and a factor of 242 times reduction in memory usage. We note that time domain
implementations of the linearized Euler equations are less memory intensive than the frequency
domain solver used here, but they are also slower, so the one-way Euler method would also offer
attractive savings over a time domain LEE solver. The low CPU and RAM requirements of PSE
are achieved at the expense of accuracy, as we have seen.
Table 2.3: Computational costs for the mixing layer problem.
Method CPU Hours RAM (GB)
LEE 136.0 194.1
OWE 3.2 0.8
PSE 0.02 0.08
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2.2.8 Application to jets
In this section, we present results related to the application of the one-way Euler equations to jets.
First, we demonstrate the ability of the one-way equations to accurately represent the typical mode-
families that exist in supersonic and subsonic parallel jets, and in particular highlight the improved
representation of important low-angle acoustic eigenvalues. Second, we calculate wavepackets in a
Mach 0.9 turbulent jet using the one-way Euler equations and compare the results to those obtained
using PSE and a direct time domain method. The computational details are the same as those
reported at the beginning of section 2.2.7, and cylindrical coordinate pole conditions are implemented
using the scheme of Mohseni & Colonius (2000).
2.2.8.1 One-way spectra for typical jet profiles
Here, we apply the one-way Euler method to supersonic and subsonic parallel jets to demonstrate
its ability to properly parabolize typical jet spectra. The base axial velocity is taken as
u¯x =
u¯jet − u¯co
2
(
1 + tanh
(
1
4H
(
1
2r
− 2r
)))
+ u¯co, (2.64)
where u¯jet is the jet velocity, u¯co is the co-flow velocity, and H controls the momentum thickness
of the shear-layer. With properly chosen H , this profile fits well with experimentally measured
velocity profiles near the end of the potential core (Michalke 1971). In the following sections, we
study Mach 1.5 and 0.9 jets with a Mach 0.1 co-flow. For both cases, we use the experimentally
motivated thickness parameter H = 0.16 (Morris 1976). The pressure and specific volume are taken
to be constant, and the radial and azimuthal velocities are zero.
The computational domain extends five jet diameters in the radial direction, and the radial
coordinate is discretized using 350 points. A coordinate transformation is used to cluster grid-points
in the shear-layer. Even though our discretization is stable in the inviscid limit, we use a Reynolds
number of one million to further damp all spurious modes.
The spatial spectra of the Euler and Navier-Stokes equations for parallel supersonic and sub-
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sonic jets have been extensively studied (Mattingly & Chang 1974, Morris 1976, Michalke 1984,
Tam & Hu 1989). Within different flow regimes, several distinct families of modes have been iden-
tified and characterized. Although jet spectra have been shown to be sensitive to Mach number,
temperature ratio, shear-layer thickness, and Reynolds number, the two simple jets considered here
contain the main families of modes that exist for supersonic and subsonic jets over a wide range
of operating conditions. The spatial spectra for the two jets at St = 0.3 and m = 0 are shown in
Figure 2.12. Other frequencies and azimuthal modes within our range of interest have qualitatively
similar spectra. We have taken the liberty to omit from these plots a number of stable spurious
modes which inevitably arise due to the dispersive nature of the finite-difference discretization used
to approximate radial derivatives. Spurious modes can be distinguished from physical ones by the
tendency of their eigenvalues to change significantly as the grid is refined and the prevalence of
point-to-point oscillations in their eigenfunctions. We have also omitted stable convective modes to
reduce clutter.
For supersonic jets, six families of modes can be distinguished and are denoted by color in
Figure 2.12(a). First, there is a single convectively unstable mode – the Kelvin-Helmholtz mode
(
E
). Second, there are two continuous branches of vorticity and entropy modes that stably convect
downstream at speeds ranging between the jet velocity and the co-flow velocity (omitted from plot).
The third and fourth families are continuous branches of upstream (
E
) and downstream (
E
) free
stream acoustic modes, which together radiate sound to all angles in the far-field. The fifth and sixth
families are core pressure modes generated by resonant acoustic waves trapped within the potential
core (
E
). These modes are discrete because of the confinement caused by the shear layer. One of
these families has subsonic phase velocity and one has supersonic phase velocity, but they both have
positive group velocity because of the supersonic flow in the core, and so they are both downstream
families of modes (Tam & Hu 1989).
The spectrum of the Euler equations for the subsonic jet is shown in Figure 2.12(b). Seven
families of modes can be identified. The first four families are unchanged from the supersonic case:
the discrete Kelvin-Helmholtz mode (
E
), the continuous convective vorticity and entropy branches
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Figure 2.12: Spatial spectrum of the Euler equations for (a) supersonic jet, (b) subsonic jet. The
following legend applies to both sub-figures: (
E
) Kevin-Helmholtz; (
E
) downstream free-stream
acoustic; (
E
) upstream free-stream acoustic; (
E
) Tam’s subsonic core modes; (
E
,
E
) high-subsonic
jet core modes . The spectrum of the one-way Euler operator for each jet is given by the (+) symbols.
In both cases, the upstream modes are properly removed, and all downstream modes are accurately
represented.
(again omitted), and upstream (
E
) and downstream (
E
) free-stream acoustic branches. The re-
maining three mode families are related to acoustic waves in the jet core, but their characteristics
are markedly different than the supersonic core modes. At low frequencies, the first of these mode
families is neutrally upstream propagating (these modes are hidden amidst the upstream far-field
modes in the figure), the second is a downstream traveling evanescent wave (
E
), and the third is
an upstream traveling evanescent wave (
E
). For low subsonic Mach numbers, these categories hold
at all frequencies (Tam & Hu 1989). On the other hand, for Mach numbers above approximately
0.8, these three families of modes exhibit behavior that was not observed by Tam & Hu (1989).
Specifically, the two evanescent modes move together as the frequency increases and coalesce on the
real α axis at some critical frequency. The two modes then move along the real axis in opposite
directions until the mode moving toward the origin coalesces with the third neutral mode at a second
critical frequency, at which point these two modes move off the real axis and become evanescent.
This behavior has important physical ramifications, and is the subject of an ongoing investigation
by Towne et al. (2016, in prep.).
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The (+) symbols in Figure 2.12 are the eigenvalues of the one-way Euler operator for the super-
sonic and subsonic jets with Nβ = 18 and Nβ = 14, respectively. In both cases, all downstream
modes are accurately represented and the upstream acoustic modes have been removed.
The behavior of the trapped acoustic modes in high-subsonic jets effects parabolization near
the critical frequencies. Specifically, the coalescence of upstream and downstream modes at the
critical frequencies corresponds to a neutral absolute instability (Huerre & Monkewitz 1990) and
violates the condition that the rightgoing and leftgoing eigenvalues be distinct that is required for
the existence of convergent recursions parameters, as described in section 2.2.3. Therefore, the one-
way equations cannot be used in narrow frequency bands in the vicinity of these frequencies. We
emphasize, however, that this should not be viewed as a flaw of our one-way methodology; rather,
the existence of a neutral absolute instability makes spatial integration physically inappropriate.
For use as a jet noise model, it is especially important that the one-way Euler equations ac-
curately represent the low-angle free-stream acoustic modes. Figure 2.13 concentrates on these
low-angle acoustic modes and the Kelvin-Helmholtz mode and compares their one-way Euler and
PSE representations, the latter of which were defined in section 2.1.4.
Recall that for PSE, the distortion of modes farther away from the Kelvin-Helmholtz mode is
greater than for modes closer to it. For the supersonic jet, the relatively short distance between
the Kelvin-Helmholtz mode and the low-angle acoustic modes allows PSE to retain them with
reasonable accuracy. Still, the one-way Euler equations are much more accurate and represent the
true eigenvalues almost perfectly. The main error in the PSE acoustic modes is an increase in
wavelength (and therefore a reduction in phase speed), since the real parts of the eigenvalues move
to higher values. There is, however, little excess damping. Since PSE already gives reasonable
far-field sound predictions for supersonic jets, it is unclear how much the improvement achieved in
the spectrum of the one-way Euler operator will ultimately improve noise predictions in this case.
For the subsonic jet, the distance between the Kelvin-Helmholtz mode and the downstream
acoustic modes is comparatively large. As a result, the PSE acoustic modes contain much more
error. Their phase velocity is much too low and they are also significantly damped. The one-way
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Figure 2.13: Comparison of the one-way Euler (+), standard PSE (

), and explicit damping PSE
(
u
) low-angle acoustic modes to their full Euler counterparts (
E
) for the (a) supersonic and (b)
subsonic jets. The one-way Euler modes are far more accurate than the PSE modes, especially for
the subsonic jet. The location of the Kelvin-Helmholtz mode is also shown (
E
).
Euler acoustic modes, on the other hand, are represented extremely accurately. This suggests that
the one-way Euler method is capable of delivering greatly improved far-field noise predictions for
subsonic jets, compared to PSE. This inference is confirmed in the next section.
2.2.8.2 Linear wavepackets in a Mach 0.9 turbulent jet
Finally, we use the one-way equations to compute linear wavepackets and their associated acoustic
radiation in a Mach 0.9 jet. The Navier-Stokes equations are linearized about the mean turbulent
flow-field from a large-eddy-simulation of an isothermal Mach 0.9 jet (Bre`s et al. 2014, 2015). Axial
second derivatives are neglected, as they are in other spatial marching methods such as the reduced
and parabolized Navier-Stokes equations (Rubin & Tannehill 1992). Radial and azimuthal second
derivatives are retained. As discussed in 2.2.1, this ruins the hyperbolicity of the continuous sys-
tem, but has no bearing on the parabolization process since the semi-discrete system defined in
equation (2.16) remains hyperbolic. The computational domain extends fifteen jet diameters in the
radial direction, and is discretized with 600 points that are clustered near the jet lip line (r = 1/2).
Half a diameter downstream of the inlet, the local Kelvin-Helmholtz eigenfunction is specified
as an incoming fluctuation. The system is solved using the one-way Euler equations with Nβ = 12,
and also using the parabolized stability equations, which have frequently been employed within the
context of wavepacket-based jet noise modeling (Gudmundsson & Colonius 2011, Sinha et al. 2014).
We also compare to a previous solution (Jordan et al. 2014) computed using time-domain integration,
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Figure 2.14: Contours of axisymmetric pressure fluctuations at St = 0.35 in a Mach 0.9 jet, scaled
by the maximum amplitude. Top row: fifty equally spaced contour levels between ±1. Bottom
row: fifty equally spaced contour levels between ±4× 10−3, chosen to show acoustic radiation. First
column: direct solution. Second column: PSE. Third column: one-way Euler equations. The one-
way Euler solution captures both the near-field wavepacket and the associated acoustic radiation at
a fraction of the cost of the direct solution, while PSE completely misses the acoustic radiation.
which we call the direct solution. Since this solution captures radiation is all directions, it can be
thought of as the correct solution of the linear system.
Figure 2.14 shows the axisymmetric part of the pressure fluctuation at a Strouhal number of
St = fDUjet = 0.35, which is near the most amplified frequency. The direct, PSE, and one-way Euler
solutions appear in the first, second, and third column, respectively. In the top row, contour levels
are chosen to show the near-field wavepacket, which is approximated well by both the PSE and
one-way Euler solutions. In the bottom row, the contour levels are reduced to highlight the acoustic
radiation, which is almost three orders of magnitude smaller than the near-field fluctuations. The
direct solution contains a beam of acoustic radiation that propagates to the far-field. Unlike the PSE
solution, the one-way Euler solution accurately captures this acoustic radiation. The advantage of the
one-way solution over the direct solution is computational speed: the direct solution used 37.5 CPU
hours while the one-way solution used only 1.2 CPU hours, a 34 times speed-up. For comparison,
the PSE solution required 0.063 CPU hours, but this speed is achieved at the expense of accuracy.
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2.2.9 Summary of the outflow method
We have formulated and demonstrated a method for constructing well-posed one-way approximations
of hyperbolic equations. First, an exact one-way equation is derived for systems that do not vary in
x. We then construct an efficient approximation of the exact equation based on recursions originally
developed for generating nonreflecting boundary conditions. The approximate equations are shown
to be well-posed and are able to approximate the exact equations with increasing accuracy as the
order of the recursions is increased, provided that the recursion parameters are properly chosen.
When the method is applied to x-dependent systems, the one-way equation remains well-posed, but
physical accuracy is guaranteed only when the variation is sufficiently slow such that leftgoing waves
do not significantly modify the evolution of the rightgoing waves. This is not a shortcoming of our
formulation, but rather an inherent limitation on the class of problems for which a one-way solution
strategy is sensible. Computational cost scaling estimates are derived that explain the improved
efficiency of the approximate one-way equations over traditional solution methods.
Next, the method is applied to the linearized Euler equations. A process by which appropriate
recursion parameters can be identified is described in detail, which can be used as a guide in the
application of the method to other hyperbolic equations. In particular, analytical eigenvalues of
the uniform flow Euler equations can be used as a proxy for the eigenvalues of the discretized
nonuniform equations for the purpose of parameter selection. The utility of the resulting one-way
Euler equations is then demonstrated using several example problems and the ability of the method
to properly parabolize the Euler equations for typical jet profiles is demonstrated. Finally, when
used to compute wavepackets in a Mach 0.9 jet, the one-way equations produce accurate results at
a fraction of the cost of a direct method. Unlike PSE, the one-way solution properly captures the
acoustic radiation.
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2.3 One-way spatial integration – a projection approach
2.3.1 Introduction
In this section, we develop a second approach for the one-way spatial integration of hyperbolic
equations that resolves two limitations of the method described in section 2.2.
First, the previous outflow method is not amenable to the inclusion of a forcing term on the right-
hand-side of equation (2.15). Second, the outflow method assumes that the fluctuation specified at
the computational inlet is composed of entirely incoming waves. From a theoretical perspective,
this is a very reasonable assumption; in fact it must be true for the problem to be well-posed. In
practice, however, it is common to work with boundary conditions that may not always satisfy this
requirement, for example those extracted from experimental or computational data. It would be
desirable for the method to automatically remove the unwanted incoming waves.
Both of these limitations can be alleviated by formulating a new one-way equation in terms of
a particular projection operator that separates rightgoing and leftgoing waves. The remainder of
section 2.3 describes the development and validation of this projection-based approach to one-way
spatial integration.
2.3.2 Problem formulation
We begin with the non-homogeneous form of equation (2.15):
∂q
∂t
+A (x, y)
∂q
∂x
+
d−1∑
j=1
Bj (x, y)
∂q
∂yj
+ C (x, y) q = f(x, y, t). (2.65)
This is a special case of equation (1.9) and encompasses the Euler equations. The initial problem
development then follows the same steps as in section 2.2.1, so for brevity we skip ahead to the
modified form of equation (2.21):
dφˆ
dx
=M (x, s) φˆ+ gˆ (x, s) . (2.66)
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M and φˆ retain their previous definitions, and gˆ = A˜
−1
T gˆ, where A˜ and T are defined by equa-
tion (2.17) and fˆ is the Laplace transform of the discretization of the inhomogeneous term f .
The rightgoing and leftgoing components of the solution of equation (2.66) can be identified based
on the eigenvalues and eigenvectors of M . Although Briggs’ criteria (equations (2.26) and (2.27))
do not strictly apply to x-dependent systems, well-posedness theory (Kreiss 1970) can be evoked to
reach the same conclusion: the mode associated with the eigenvalue αk(x, s) is rightgoing at x = x0
if
lim
η→+∞
Im [αk (x0, s)] = +∞ (2.67)
and leftgoing if
lim
η→+∞
Im [αk (x0, s)] = −∞. (2.68)
The eigenvalue decomposition ofM can be written
M =
[
V + V −
] D++ 0
0 D−−



 U+
U−

 , (2.69)
where the columns of V + ∈ C
N×N+ and V − ∈ C
N×N− and the rows of U+ ∈ C
N+×N and
U− ∈ C
N−×N contain the left and right eigenvectors associated with the rightgoing and leftgo-
ing eigenvalues of M , respectively, which are contained in the diagonal matrices D++ ∈ C
N+×N+
and D−− ∈ C
N−×N− . The eigenvectors are normalized such that
[
V + V −
] U+
U−

 =

 U+
U−


[
V + V −
]
= I. (2.70)
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This partitioning of the eigenvectors can be related to that used in the previous section:
V + =

 V ++
V −+

 V − =

 V +−
V −−

 U+ =
[
U++ U+−
]
U− =
[
U−+ U−−
]
. (2.71)
The solution of equation (2.66) can be written as a summation over the right eigenvectors (as in
equation (2.24)):
φˆ = V +ψ+ + V −ψ−, (2.72)
where ψ+ and ψ− are vectors of expansion coefficients for the rightgoing and leftgoing modes,
respectively. Therefore, the rightgoing part of the solution is
φˆ
′
= V +ψ+ (2.73)
and the leftgoing part is
φˆ
′′
= V −ψ−. (2.74)
2.3.3 Exact projection operator
Next, we define a projection operator that exactly splits the solution φˆ into rightgoing and leftgoing
components at each x:
P =
[
V + V −
] I 0
0 0



 U+
U−

 , (2.75)
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and
φˆ
′
= Pφˆ, (2.76a)
φˆ
′′
= (I − P ) φˆ. (2.76b)
To show that P is a projection, we verify that PP = P using equations (2.75) and (2.70):
PP =
[
V + V −
] I 0
0 0



 U+
U−


[
V + V −
] I 0
0 0



 U+
U−

 (2.77a)
=
[
V + V −
] I 0
0 0



 I 0
0 I



 I 0
0 0



 U+
U−

 (2.77b)
=
[
V + V −
] I 0
0 0



 U+
U−

 (2.77c)
= P . (2.77d)
Equation (2.76a) follows from equations (2.72) and (2.73):
Pφˆ =
[
V + V −
] I 0
0 0



 U+
U−


[
V + V −
] ψ+
ψ−

 (2.78a)
=
[
V + V −
] I 0
0 0



 I 0
0 I



 ψ+
ψ−

 (2.78b)
=
[
V + V −
] I 0
0 0



 ψ+
ψ−

 (2.78c)
= V +ψ+ (2.78d)
= φˆ
′
. (2.78e)
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Similarly, using that
I − P =
[
V + V −
] 0 0
0 I



 U+
U−

 , (2.79)
equation (2.76b) follows from equations (2.72) and (2.74):
(I − P ) φˆ =
[
V + V −
] 0 0
0 I



 U+
U−


[
V + V −
] ψ+
ψ−

 (2.80a)
=
[
V + V −
] 0 0
0 I



 I 0
0 I



 ψ+
ψ−

 (2.80b)
=
[
V + V −
] 0 0
0 I



 ψ+
ψ−

 (2.80c)
= V −ψ− (2.80d)
= φˆ
′′
. (2.80e)
2.3.4 One-way equation
We now obtain a one-way equation for the rightgoing component of the solution φˆ
′
by applying the
projection P to equation (2.66). This gives
P
dφˆ
dx
= PMφˆ+ P gˆ. (2.81)
To obtain an evolution equation for φˆ
′
, we must move P inside the derivative. Using the chain rule,
we have
dφˆ
′
dx
=
dPφˆ
dx
= P
dφˆ
dx
+
dP
dx
φˆ. (2.82)
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Using that P andM commute (since they have the same eigenvectors by equations (2.69) and (2.75)),
the first term on the right-hand-side of equation (2.81) can also be written in terms of φˆ
′
:
PMφˆ = PPMφˆ = PMPφˆ = PMφˆ
′
. (2.83)
Therefore, using equations (2.82) and (2.83), equation (2.81) can be written
dφˆ
′
dx
= P
(
Mφˆ
′
+ gˆ
)
+
dP
dx
φˆ. (2.84)
Following the same steps, but with I − P replacing P , we similarly obtain
dφˆ
′′
dx
= (I − P )
(
Mφˆ
′′
+ gˆ
)
−
dP
dx
φˆ. (2.85)
By neglecting dPdx φˆ in equations (2.84) and (2.85), we arrive at the following one-way equations
for the rightgoing and leftgoing components of the solution:
dφˆ
′
dx
= P
(
Mφˆ
′
+ gˆ
)
, (2.86)
dφˆ
′′
dx
= (I − P )
(
Mφˆ
′′
+ gˆ
)
. (2.87)
When M is x-independent, dPdx = 0 and equations (2.86) and (2.87) exactly describe the evo-
lution of rightgoing and leftgoing waves, respectively. When M is x-dependent, dPdx 6= 0 and
equations (2.86) and (2.87) are approximate. Insight into the nature of the approximation can be
gained by solving both equation (2.84) and equation (2.85) for dPdx φˆ and equating the expressions:
dφˆ
′
dx
− P
(
Mφˆ
′
+ gˆ
)
= −
(
dφˆ
′′
dx
− (I − P )
(
Mφˆ
′′
+ gˆ
))
=
dP
dx
φˆ. (2.88)
Comparing equations (2.86) and (2.88) reveals that neglecting dPdx φˆ is equivalent to setting φ
′′ = 0
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when calculating φ′. In other words, the one-way equation (2.86) neglects the influence of the
leftgoing waves on the evolution of the rightgoing waves. In the same way, comparing equa-
tions (2.87) and (2.88) reveals that neglecting dPdx φˆ is equivalent to setting φ
′ = 0 when calculating
φ′′; the one-way equation (2.87) neglects the influence of the rightgoing waves on the evolution of
the leftgoing waves. As discussed in detail in section 2.2.4, it is reasonable to neglect the influence
of leftgoing waves on the rightgoing waves (and vice versa) when M is slowly-varying in x.
Next, we’ll show that equations (2.86) and (2.87) are well-posed as one-way equations. This
amounts to showing that their eigenvalues correspond to rightgoing and leftgoing modes, respectively.
Focusing first on equation (2.86), the relevant operator is
PM =
[
V + V −
] I 0
0 0



 U+
U−


[
V + V −
] D++ 0
0 D−−



 U+
U−


(2.89a)
=
[
V + V −
] D++ 0
0 0



 U+
U−

 . (2.89b)
Therefore, compared to the original elliptic operatorM , the eigenvectors and rightgoing eigenvalues
of the one-way operator PM are unchanged, but the leftgoing eigenvalues have been eliminated.
Therefore, equation (2.86) is well-posed as a one-way equation and can be solved by integrating the
equations in the positive x direction.
The relevant operator for the well-posedness of equation (2.87) is
(I − PM ) =
[
V + V −
] 0 0
0 I



 U+
U−


[
V + V −
] D++ 0
0 D−−



 U+
U−


(2.90a)
=
[
V + V −
] 0 0
0 D−−



 U+
U−

 . (2.90b)
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The rightgoing eigenvalues have been eliminated, so equation (2.87) is well-posed as a one-way
equation and can be solved by integrating the equations in the negative x direction.
2.3.5 Approximated projection operator
The eigen-decomposition ofM is required at every x to construct the exact projection P , resulting
in intolerably high computational cost. We therefore construct an approximation of P that can
be efficiently computed. Specifically, the following recursions approximate the action of P on an
arbitrary vector φˆ:
φˆ
−Nβ
+ = 0 (2.91a)(
M − iβj−I
)
φˆ
−j
−
(
M − iβj+I
)
φˆ
−j−1
= 0 j = 1, . . . , Nβ − 1 (2.91b)
(
M − iβ0−I
)
φˆ
0
−
(
M − iβ0+I
)
φˆ
−1
=
(
M − iβ0−I
)
φˆ (2.91c)
(
M − iβj+I
)
φˆ
j
−
(
M − iβj−I
)
φˆ
j+1
= 0 j = 0, . . . , Nβ − 1 (2.91d)
φˆ
Nβ
− = 0. (2.91e)
Here, we have introduced a set of auxiliary variables {φˆ
j
: j = −Nβ, . . . , Nβ} and a set of complex
scalar recursion parameters {β j+, β
j
− : j = 0, . . . , Nβ − 1}. Nβ is the order of the approximate
projection.
We will now show that the zero-indexed variable is the approximate projection of φˆ (a.k.a.
φˆ
0
≈ φˆ
′
), and that the approximation converges as Nβ →∞ provided that the recursion parameters
are appropriately chosen. We begin by writing equations (2.91b) - (2.91d) in terms of the expansion
coefficients ψj = Uφˆ
j
:
(
D − iβj−I
)
ψ−j −
(
D − iβj+I
)
ψ−j−1 = 0 j = 1, . . . , Nβ − 1 (2.92a)
(
D − iβ0−I
)
ψ0 −
(
D − iβ0+I
)
ψ−1 =
(
D − iβ0−I
)
ψ (2.92b)
(
D − iβj+I
)
ψ
j −
(
D − iβj−I
)
ψ
j+1 = 0 j = 0, . . . , Nβ − 1. (2.92c)
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Since D is diagonal, each scalar component of ψj can be treated separately:
(
iαk − iβ
j
−I
)
ψ
−j
k −
(
iαk − iβ
j
+I
)
ψ
−j−1
k = 0 j = 1, . . . , Nβ − 1 (2.93a)
(
iαk − iβ
0
−I
)
ψ0k −
(
iαk − iβ
0
+I
)
ψ−1k =
(
iαk − iβ
0
−I
)
ψk (2.93b)(
iαk − iβ
j
+I
)
ψ
j
k −
(
iαk − iβ
j
−I
)
ψ
j+1
k = 0 j = 0, . . . , Nβ − 1 (2.93c)
for k = 1, . . . , N . The intermediate auxiliary variables (j = −Nβ +1, . . . , Nβ − 1) can then be easily
eliminated, leaving
ψ
−Nβ
k = F
−1(αk)
(
ψ0k −ψk
)
, (2.94a)
ψ
Nβ
k = F(αk)ψ
0
k. (2.94b)
The function F (α) is the same as in equation (2.43). Equation (2.95) can be written for all k as


ψ
−Nβ
+
ψ
−Nβ
−

 =

 F
−1
++ 0
0 F−1−−




ψ0+ −ψ+
ψ0− −ψ−

 , (2.95a)

ψ
Nβ
+
ψ
Nβ
−

 =

 F++ 0
0 F−−




ψ0+
ψ0−

 , (2.95b)
where, as before, F++ and F−− are diagonal matrices whose entries are the values of F(α) associated
with each rightgoing and leftgoing eigenvalue, respectively.
To apply the termination conditions given by equations (2.91a) and (2.91e), first write the left-
hand-sides of equation (2.95) in terms of φˆ
±Nβ
:

 U++ U+−
U−+ U−−




φˆ
−Nβ
+
φˆ
−Nβ
−

 =

 F
−1
++ 0
0 F−1−−




ψ0+ −ψ+
ψ0− −ψ−

 , (2.96a)
 U++ U+−
U−+ U−−




φˆ
Nβ
+
φˆ
Nβ
−

 =

 F++ 0
0 F−−




ψ
0
+
ψ0−

 . (2.96b)
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Applying equations (2.91a) and (2.91e) and eliminating φˆ
−Nβ
− and φˆ
Nβ
+ leaves

 I −R+−
−R−+ I




ψ0+
ψ0−

 =

 I 0
0 0



 I −R+−
−R−+ I




ψ+
ψ−

 (2.97)
with
R+− = F++W+−F
−1
−−, (2.98a)
R−+ = F
−1
−−W−+F++, (2.98b)
and
W+− = U−+U
−1
++, (2.99a)
W−+ = U+−U
−1
−−. (2.99b)
Solving equation (2.97) for ψ0 and reverting to φˆ variables gives
φˆ
0
= PNβ φˆ, (2.100)
where
PNβ =
[
V + V −
] I −R+−
−R−+ I


−1 
 I 0
0 0



 I −R+−
−R−+ I



 U+
U−

 .
(2.101)
PNβ is the approximation of the exact projection P that is implicitly defined by equation (2.91).
It is easy to verify that PNβPNβ = PNβ so PNβ is itself a projection. Furthermore, comparing equa-
tions (2.75) and (2.101), we see that PNβ → P as R+−,R+− → 0. Therefore, the approximation
converges if every entry of R+− and R+− converge toward zero as the order of the approximation
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increases. These entries take the form
(r+−)nm =
F(α+,n)
F(α−,m)
(w+−)nm , (2.102a)
(r−+)mn =
F(α+,n)
F(α−,m)
(w−+)mn , (2.102b)
where α+,n is the n
th rightgoing eigenvalue, α−,m is the m
th leftgoing eigenvalue, (w+−)nm is the
(n,m) entry of the weight matrixW+−, and (w−+)mn is the (m,n) entry of the weight matrixW−+.
Since the weights are fixed, the recursion parameters must be chosen such that F(α+,n)/F(α−,m)
goes to zero for all m,n.
This is exactly the same requirement for convergence as derived for the approximate outflow-
based one-way method in section 2.2.3. This has two important implications. First, as established
in section 2.2.3, if α+,n 6= α−,m for all m,n, there always exist recursion parameters that make the
approximation error arbitrarily small. Second, any recursion parameters derived for the previous
method can be used without modification for the projection approach, including those derived for
the Euler equations in section 2.2.6.
Finally, we must show that equations (2.86) and (2.87) remain well-posed as one-way equations
when PNβ is used in place of P . To do so, it suffices to show that PNβ → P as η → ∞, since we
know that the eigenvalues of PM and (I − P )M exhibit the correct behavior for well-posedness, as
defined by equations (2.67) and (2.68), in this limit. Therefore, the task at hand is to show thatR+−
and R−+ go to zero as η → ∞. In this limit, M tends to the diagonal matrix −ηA˜
−1
. Since it is
diagonal, its eigenvector matrices are also diagonal and unitary; U++ andU−− are appropriate sized
identity matrices and U+− and U−+ are zero. Also, the eigenvalues of the asymptotic form of M
approach infinity, which causes F (αk)→ 1 for every k since the recursion parameters are bounded
as η →∞ (see section 2.2.3). Consequently, F++ and F−− become identity matrices. Putting this
all together, we conclude from equation (2.98) that R+− and R−+ go to zero as η →∞. Therefore,
equations (2.86) and (2.87) are well-posed when PNβ is used in place of P .
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2.3.6 Computational considerations
The recursions given by equation (2.91) can be written as
φˆ
0
= P 3φˆ
a
, (2.103a)
P 2φˆ
a
= P 1φˆ. (2.103b)
The matrices P 1 ∈ C
Na×N , P 2 ∈ C
Na×Na , P 1 ∈ C
N×Na are defined by the recursions, φˆa ∈ C
Na
contains all of the j 6= 0 auxiliary variables, and Na = 2 (Nβ − 1)N ∝ NyNβ .
Eliminating φˆ
a
requires the solution of the matrix system given by equation (2.103b), whose
leading dimension is O (NyNβ). Comparing to the scaling derived in section 2.2.5, we see that
the computational cost of the projection approach scales in the same way as the outflow approach.
However, the actual size of the matrix system that must be solved is approximately two times larger
for the projection method, since Na ≈ 2N∗. This reflects the fact that about twice as many auxiliary
variables are defined at a given order for the projection approach relative to the outflow approach.
Using again the Npβ scaling from section 2.2.5 for matrix equation solution, with p ≈ 1.5, we conclude
that the projection method is roughly 21.5 ≈ 3 times more computationally costly. As before, we
anticipate that an iterative approach for satisfying equation (2.103b) could substantially reduce the
cost of the method.
An additional issue arises in the practical implementation of the method. Specifically, errors
incurred during the numerical integration of equation (2.86) do not necessarily lie entirely in the
rightgoing subspace. In other words, the numerical approximation of φˆ
′
collects an error that projects
onto the zero eigenvalues of PNβM , which is then propagated along during the march. This causes
an accumulation of error that contaminates the solution. Fortunately, there is an easy fix: apply the
projection operator to the solution after each step in the march. Typically, this requires no additional
computational effort, since the LU decomposition of the recursion equations that define the projec-
tion will have already been computed. This issue does not arise in the outflow-based method because
there the rightgoing expansion coefficient is intrinsically zeroed (see equation (2.35b)), whereas in
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Figure 2.15: Dipole test case: (a) forcing applied to the energy equation, and (b) exact pressure
response.
the projection-based approach, the derivative of the rightgoing expansion coefficient is zeroed:
∂ψ−
∂x
= 0. (2.104)
This last equation is obtained by writing equation (2.86) in terms of expansion coefficients, assuming
an x-independent operator.
2.3.7 Sample results
In this section, we present two example problems to demonstrate and validate the projection-based
one-way approach. The starting point of both problems is the linearized Euler equations. The
computational details are identical to those described in section 2.2.7, and the recursion parameters
are selected using the strategies outlined in section 2.2.6.
2.3.7.1 Dipole forcing of a quiescent fluid
In this problem, a dipole force is used to excite waves in an inviscid quiescent fluid. The right-hand-
side force that is applied to the energy equation is shown in Figure 2.15(a), and the proper forcing
terms are applied to the other equations in order to produce a dipole response in the pressure field,
which is shown in Figure 2.15(b). This is an exact solution of the Euler equations.
We use the projection-based one-way equations to obtain an approximate solution. The com-
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putational domain extends eight wavelengths in both x and y and is discretized using 200 equally
spaced points in each direction. No incoming fluctuations are specified at the domain boundaries
– the waves are excited exclusively by the inhomogeneous forcing terms. Note that the original
outflow-based one-way equations cannot be used for this problem due to the non-zero forces.
The pressure-field obtained by integrating the one-way equations from left to right is shown in
Figure 2.16(a). Clearly, the rightgoing waves are accurately captured. Similarly, the pressure-field
obtained by integrating from right to left is shown in Figure 2.16(b). This time, the rightgoing waves
are captured. Since the governing equations are x-independent in this problem, the full solution can
be recovered by summing the rightgoing and leftgoing solutions, which is shown in Figure 2.16(c).
(c)
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Figure 2.16: One-way approximation of the dipole response: (a) rightgoing solution, (b) leftgoing
solution, (c) full solution recovered by summing the rightgoing and leftgoing solutions.
2.3.7.2 Linear wavepackets in a Mach 0.9 turbulent jet
Finally, we repeat our previous problem of computing linear wavepackets in a Mach 0.9 turbulent jet
to confirm that the projection-based method can deliver results that are equivalent to those obtained
using the outflow-based method. Please refer to section 2.2.8.2 for the description and details of the
problem set-up.
In Figure 2.17, the pressure field computed by the projection-based one-way method (bottom)
is compared to that computed by the outflow-based one-way method (top). The only noticeable
difference is that the solution from the projection-based method contains some additional acoustic
radiation to high angles, but its magnitude is small compared to the dominant low-angle radiation.
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Since the outflow-based solution compared well with a direct solution in section 2.2.8.2, we conclude
that the projection-based method can likewise be used to efficiently compute wavepackets and their
acoustic radiation in jets. As discussed in section 2.3.6, the projection-based method is approximately
three times more computationally expensive than to the outflow-based method. For this problem,
the two methods required 1.2 and 3.8 CPU hours, respectively.
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Figure 2.17: Wavepackets in a Mach 0.9 jet: comparison between outflow and projection one-way
Euler solutions.
2.3.8 Summary of the projection method
In summary, we have formulated and verified a second well-posed spatial integration method for hy-
perbolic equations that resolves two limitation of the original outflow-based method, and in particular
accommodates an inhomogeneous forcing term. The method is based on a recursive approximation
of the projection operator that rigorously splits the solution vector into rightgoing and leftgoing
components. It uses the same recursion parameters as the outflow-based method, and also inherits
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its convergence properties. The ability of the method to accurately compute wavepackets and their
acoustic radiation in a Mach 0.9 jet has been verified.
2.4 Chapter summary
This chapter has made two contributions related to solution methods for wavepacket models. First,
we showed that the inability of the parabolized stability equations to capture acoustic radiation
in subsonic jets is a consequence of regularization that is required to resolve the well-known ill-
posedness of the method. The results of this analysis can be used to qualitatively and quantitatively
understand how any quasi-local instability mode of the linear equations is effected by the PSE
parabolization.
Second, we developed two alternative spatial integration methods that can be used to efficiently
model wavepackets in jets. Unlike PSE, the new methods are well-posed and are capable of captur-
ing both near-field wavepackets and their acoustic radiation. Compared to direct time domain or
frequency domain solutions of the linearized flow equations, the one-way spatial integration methods
offer an order-of-magnitude reduction in computational cost.
The methods are formulated for general hyperbolic equations and thus have potential applica-
tions outside of the context of jet noise modeling. The most obvious application is to inhomogeneous
wave propagation problems that arise in many fields. Examples include underwater acoustics, med-
ical imaging, seismology, and non-isotropic elastic wave problems. One-way equations based on our
methodology for these problems could prove to be faster than traditional time domain methods and
more accurate than existing one-way equations that are based on factorization and subsequent ap-
proximation of quasi-uniform analytical dispersion relations. Additional applications include noise,
stability, and transition analysis of free-shear flows such as mixing-layers and jets, as well as wall-
bounded flows (for which transverse viscous terms can be incorporated without hindering parabo-
lization) ranging from classical flat-plate boundary layers to complicated swept wings. Unlike the
parabolized stability equations, the one-way equations could capture multi-modal behavior within
these problems, such as the generation of acoustic waves (as we’ve seen) or interaction between
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multiple instability modes.
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Chapter 3
Nonlinear and stochastic forcing of
wavepackets
In this chapter, we turn our attention to the second main subject of this thesis – the nonlinear and
stochastic forcing of wavepackets in jets.
3.1 Motivation and approach
As discussed in the introduction, the impact of nonlinear and stochastic forcing is entirely neglected
in the majority of previous wavepacket models. The influence of turbulence in these models is
therefore relegated to its role in establishing the mean flow field; it does not directly force the
wavepackets. Instead, wavepackets are excited in the near-nozzle region using inlet perturbations and
evolve linearly throughout the domain. These models produce good approximations of the average
observed near-field wavepackets in both subsonic (Gudmundsson & Colonius 2011) and supersonic
(Sinha et al. 2014) jets, but vastly under-predict the associated acoustic radiation in the subsonic
case despite the close match in the near-field wavepacket (Baqui et al. 2013, Jordan et al. 2014).
A hypothesized explanation for this discrepancy is acoustic amplification due to wavepacket inter-
mittency, or ‘jitter’. Unlike the wavepackets obtained from unforced linear models, real wavepackets
undergo intermittent, low frequency modulation of their envelope and phase. ‘Jitter’ refers to the re-
sulting temporal variability in the shape of the wavepackets, e.g., their amplitude, phase, wavelength,
axial extent, smoothness, etc. This is represented schematically in Figure 3.1.
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Figure 3.1: Schematic of wavepacket jitter. The wavepackets observed within the jet at different
time instances exhibit variability in their spatial form.
The acoustic efficiency of a wavepacket is highly sensitive to these modulations, so flow events that
lead to small near-field changes in the wavepacket can give rise to large amplifications in the acoustic
field (Cavalieri et al. 2011). Consequently, the average wavepacket does not produce the average
sound, a conclusion also reached via statistical analysis of low Reynolds number simulation data
(Freund & Colonius 2009). Instead, the coherence decay of the wavepackets must be accounted for
to properly capture the observed sound levels (Cavalieri et al. 2011, Kerherve´ et al. 2012, Zhang et al.
2014). In other words, the variability in the form of the wavepackets in a jet, i.e., wavepacket jitter,
is critically important for sound production.
The physical mechanisms responsible for wavepacket jitter are not well-understood. One pos-
sible mechanism – slow-time variation of the turbulent mean flow field – was recently explored by
Jordan et al. (2014). The idea, supported by scale separation arguments, was that low frequency
variation of the mean flow could lead to low frequency wavepacket intermittency and subsequent
acoustic amplification. To explore this idea, two separate approaches were analyzed using LES data
of a Mach 0.9 turbulent jet: time-domain linearized Euler equations were solved using an unsteady
base flow obtained by low-pass-filtering the LES fields, and frequency-domain solutions were found
84
using parabolized stability equations and one-way Euler equations with an ensemble of different
short-duration averages of the mean flow field as the baseflow q¯. The results of this analysis showed
that accounting for intermittency in either way increased the acoustic output of the wavepackets by
up to 20dB at peak aft angles, but there remained a discrepancy of as much as 20dB compared to
the LES (and experimental) acoustic field.
A second possible mechanism for wavepacket jitter is the presence of broadband stochastic inlet
perturbations, which could be represented within our modeling framework by stochastic ensembles
of the boundary condition qˆBCω,m. However, this is not a promising option. Since the model remains
entirely linear, the statistical effects of any imposed fluctuation (for example setting the amplitude or
phase of the inlet disturbances to random values) is simply propagated through the system without
meaningfully modifying the wavepackets or their acoustic efficiency.
The goal of the present analysis is to investigate a third mechanism of wavepacket intermit-
tency: nonlinear and stochastic forcing. This effect is bound up in the volumetric forcing term fˆω,m.
The idea is that the nonlinear terms of the Navier-Stokes equations, which are usually neglected in
wavepacket models, can act as a stochastic force that perturbs (jitters) the otherwise linearly devel-
oping wavepackets, leading to the variability necessary for acoustic amplification. Specifically, we
wish to determine the nature of the nonlinear forces responsible for producing acoustically efficient
wavepackets. Do they represent deterministic nonlinear interactions amongst large-scale wavepack-
ets (i.e., a direct nonlinear feedback mechanism), or do they take the form of random turbulent
interactions?
Our approach is to compute these forces using LES data from a Mach 0.9 turbulent jet. Then, en-
sembles of the flow and force data are analyzed to educe the actual forcing experienced by wavepack-
ets in this jet, and in particular to distill the forces that are primarily responsible for exciting loud
wavepackets.
The remainder of the chapter is organized as follows. Section 3.2 describes the LES database used
in this study and describes our method for computing the nonlinear forcing terms and generating
ensembles of these data sets. In section 3.3, we introduce two data decomposition techniques, one
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of which is novel, that are used to uncover the structure and role of the forces. The results of the
investigation are presented and interpreted in section 3.4. Finally, section 3.5 summarizes the main
results of the chapter, with special emphasis on their implications for wavepacket modeling.
3.2 Flow and force data ensembles
3.2.1 LES database
We use data from a high-fidelity large eddy simulation (LES) of an isothermal Mach 0.9 jet issued
from a contoured convergent-straight nozzle (Bre`s et al. 2014). The accuracy of the LES data was
verified via extensive comparisons with measurements taken from a companion experiment conducted
at the PPRIME Institute, Poitiers (Bre`s et al. 2015).
The experimental jet was carefully tripped to ensure a fully turbulent boundary layer at the
nozzle exit. To replicate this effect, the LES employed localized adaptive mesh refinement, synthetic
turbulence, and wall modeling inside the nozzle, which was explicitly included in the computational
domain. Figure 3.2 compares the experimental and LES boundary layer velocity profiles at the
nozzle exit. The close agreement between the experimental and LES profiles indicates that the
boundary layer in the simulation is turbulent at the nozzle exit.
Figure 3.3 compares experimental measurements of the noise spectra on an array of microphones
at a constant distance of 50D from the nozzle exit to corresponding predictions obtained from the
LES using the Ffowcs-Williams & Hawkings (1969) method to project the acoustic field beyond the
computational domain. The LES predictions are excellent for St < 3. Therefore, the LES database
must accurately contain the mechanisms responsible for producing sound at low and moderate
frequencies.
For the purpose of analysis, the LES data has been interpolated from the original unstructured
LES grid onto a structured cylindrical grid that extends thirty jet diameters in the axial direction
and six jet diameters in the radial direction. The grid spacings in both directions are nonuniform
and were chosen to approximately correspond to the underlying LES resolution, with a total of
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Figure 3.2: Nozzle exit boundary layer axial velocity profiles from experiment (
E
) and LES ( ):
(a) mean and (b) root-mean-square.
656 points in x and 138 points in r. The azimuthal grid consists of 128 uniformly spaced angles.
The final database consists of time series, sampled at an interval of 0.2 acoustic time units, for the
primitive flow variables on this grid.
3.2.2 Force computation
The LES approximation of the Navier-Stokes operator is used to compute the nonlinear forcing
terms. Recall (from section 1.2.4) that the compressible Navier-Stokes equations can be written
conceptually as
∂q
∂t
= F (q) , (3.1)
where q = [q1, q2, q3, q4, q5]
T
= [ν, ux, ur, uθ, p]
T
. Applying the standard Reynolds decomposition
q (x, r, θ, t) = q¯ (x, r) + q′ (x, r, θ, t) and isolating terms that are linear in q′ leads to an equation of
the form
∂q′
∂t
−A (q¯) q′ = f (x, r, θ, t) , (3.2)
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Figure 3.3: Comparison of the noise spectra from experiment (
E
) and LES ( ) at (a) 150°, (b)
120°, and (c) 90°. The angles are measured from the upstream polar axis.
where
A (q¯) =
∂F
∂q
(q¯) (3.3)
and f contains the remaining nonlinear terms. Equations (3.1) - (3.3) are identical to equations (1.7) -
(1.10) and are repeated here for convenience to aid the following discussion.
From the equality of equation (3.2), the nonlinear forcing term f can be obtained by computing
the two linear left-hand-side terms. The first term can be computed as
∂q′
∂t
=
∂q
∂t
= F (q) (3.4)
since q¯ does not depend on time. The second term can be approximated as
A (q¯) q′ =
∂F
∂q
(q¯) q′ ≈
F (q¯ + ǫq′)−F (q¯)
ǫ
(3.5)
for some ǫ ≪ 1. We take ǫ = 10−7, and note that the results are nearly independent of ǫ over a
range spanning at least four orders of magnitude.
There is an additional subtlety in the practical implementation of this procedure: the actual LES
code is written in terms of different variables and therefore a different Navier-Stokes operator. We
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represent the LES approximation of the Navier-Stokes equations as
∂q˘
∂t
= F˘ (q˘) , (3.6)
where q˘ = [q˘1, q˘2, q˘3, q˘4, q˘5]
T
= [ρ, ρux, ρuy, ρuz, p]
T
are the Cartesian, conservative variables used in
the LES code and F˘ is the LES operator.
To obtain the desired quantities given by equations (3.4) and (3.5), the remaining task is to write
F(q) in terms of F˘(q˘). The transformation from q˘ to q is
q = H (q˘) =


1
q˘1
q˘2
q˘1
1
q˘1
(q˘3 cos θ + q˘4 sin θ)
1
q˘1
(−q˘3 sin θ + q˘4 cos θ)
(γ − 1)q˘5 −
γ−1
2
1
q˘1
(
q˘22 + q˘
2
3 + q˘
2
4
)


(3.7)
and the transformation from q to q˘ is
q˘ = H−1 (q) =


1
q1
u2
q1
1
q1
(q3 cos θ − q4 sin θ)
1
q1
(q3 sin θ + q4 cos θ)
1
γ−1q5 +
1
2
1
q1
(
q22 + q
2
3 + q
2
4
)


. (3.8)
The polar angle θ is measured from the y axis. The relationship between F(q) and F˘(q˘) can be
obtained by inserting equation (3.7) into equation (3.1):
F (q) =
∂q
∂t
=
∂
∂t
(H(q˘)) =
∂H
∂q˘
(q˘)
∂q˘
∂t
(q˘) =
∂H
∂q˘
(q˘) F˘ (q˘) . (3.9)
Here, q˘ and q are not independent; they are related by equations (3.7) and (3.8). The Jacobian of
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H is
∂H
∂q˘
(q˘) =


− 1
q˘2
1
0 0 0 0
− q˘2
q˘2
1
1
q˘1
0 0 0
− 1
q˘2
1
(q˘3 cos θ + q˘4 sin θ) 0
1
q˘1
cos θ 1q˘1 sin θ 0
− 1
q˘2
1
(−q˘3 sin θ + q˘4 cos θ) 0 −
1
q˘1
sin θ 1q˘1 cos θ 0
γ−1
2
1
q˘2
1
(
q˘22 + q˘
2
3 + q˘
2
4
)
−(γ − 1) q˘2q˘1 −(γ − 1)
q˘3
q˘1
−(γ − 1) q˘4q˘1 γ − 1


. (3.10)
In an earlier iteration of this study (Towne et al. 2015), we used a different method for computing
the forces. Specifically, we constructed a finite difference approximation of Lω,m and obtained the
time derivative term in the frequency domain by multiplication by iω. This method yielded similar
results to those reported in this chapter, but we have found the method described above to be
superior both conceptually and in terms of the signal-to-noise ratio of the forces.
3.2.3 Data ensembles
Real jets undergo stochastic excitation. The forcing is organic in the case of experiments, consisting
of environmental fluctuations, turbulence inside the nozzle feeding the jet, and so on. In the case of
simulations, the forcing is artificially introduced through randomized inlet or nozzle boundary layer
fluctuations meant to reproduce realistic turbulence.
This stochastic excitation can be formally represented by adding a zero-mean stochastic forcing
term to equation (3.1):
∂q(k)
∂t
= F
(
q(k)
)
+ η(k) (x, r, θ, t) , (3.11)
where η(k) is the k-th realization of the stochastic force and q(k) is the corresponding flow response.
Upon applying the Reynolds decomposition and isolating linear terms, the stochastic force is ab-
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sorbed into the nonlinear forcing term, giving
∂q′(k)
∂t
−A (q¯) q′(k) = f (k). (3.12)
Taking temporal and azimuthal Fourier transforms (see section 1.2.4) leads to an equation of the
form
Lω,mqˆ
(k)
ω,m = fˆ
(k)
ω,m (3.13)
for each (ω,m) Fourier-mode pair.
Because of the stochasticity within the large-eddy-simulation, different temporal segments of the
flow and force data can be regarded as statistically distinct realizations of the jet. That is, segments
of q′ and f can be used to represent q′(k) and f (k). These segments are then Fourier transformed to
obtain an ensemble of realizations for qˆ
(k)
ω,m and fˆ
(k)
ω,m.
We use segments containing 256 instantaneous snapshots of the jet, which gives a frequency
resolution of ∆St = 2π∆ωD/Ujet = 0.0217. The time interval of each segment is 56 times longer
than the eddy turnover time (D/Uj) and 51 times longer than the acoustic time scale (D/c∞). These
segments are long enough that the convection of a wavepacket and the propagation of its emitted
sound fits within a single segment. This is important in order to ensure that when we later identify
data segments with strong acoustic content, the wavepacket responsible for producing that sound
is also contained in the same data segment rather than some other nearby segment. To capture
as many of these processes as possible, we overlap the segments by 75%, resulting in 154 segments.
With this overlap, each segment is offset by approximately fourteen eddy turnover times, so each
segment can be viewed as an independent realizations of the jet, as discussed previously.
We systematically studied the impact of the segment length and overlap percentage to ensure
that the final results of our analysis are independent of these parameters. A brief overview of this
analysis is given in Appendix A. To summarize, we found that a segment length of at least 256
snapshots should be used to ensure that wavepackets and their associated radiation are contained
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in the same block. The overlap percentage was found to have little impact on the most energetic
wavepackets (as educed by proper orthogonal decomposition), but increasing the overlap did help
converge higher order modes.
3.3 Decompositions
In this section we describe two modal decompositions that will be applied to the LES flow and
force data in order to educe the nonlinear forces associated with hydrodynamically and acoustically
important coherent structures in the jet.
3.3.1 Preliminaries
In simulations and models, the partial differential equations above are discretized in space, resulting
in a system of ODEs in the time domain and algebraic equations in the frequency domain. For
notational simplicity in what follows, we use the same symbols to denote the flow variables and their
discrete representation on the grid. For example, qˆ
(k)
ω,m becomes a vector of the five flow variables at
each grid point. The linear operator Lω,m is approximated by a matrix Lω,m. The specifics of the
discretization are inherited from the LES code. Where it will not cause ambiguity, we also drop the
subscripts (ω,m).
It is helpful to write equation (3.13) as an input-output system:
Lqˆ(k) = Buˆ(k), (3.14a)
yˆ(k) = Cqˆ(k), (3.14b)
where uˆ(k) are inputs, yˆ(k) are outputs, and B and C are (not necessarily square) matrices. In linear
dynamical systems, uˆ(k) represents a control input, such as the voltage to an actuator. In the present
context, we interpret uˆ(k) as the full nonlinear and stochastic forcing term, fˆ (k), and therefore take
B = I. Thus we allow the forcing to excite each degree of freedom of the system.
We will consider three different choices for the output (i.e., different choices of C). The first
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is simply C = I, meaning the entire flow field over 0 < x/D < 30, 0 < r/D < 6 is included in
the output. The second, which we label C = P , is a constant matrix with zeros in the entries
corresponding to all variables except pressure, and at all points in space except a portion of the
acoustic field, namely the sub region 0 < x/D < 30 and 5 < r/D < 6. The third choice is to set
C = L, which returns the right-hand-side forcing field as the output, as expanded upon below.
We note that the acoustic field we are considering is not the asymptotic far-field, though the
pressure field is entirely propagative at these values of r for all the frequencies considered here, and
the directivity is close to that of the far-field. Defining the region comprising the acoustic output as
different subsets of the selected region has minimal impact on the presented results.
The ensembles of LES data described in section 3.2.3 provide Ns = 154 realizations of the system.
Specifically the frequency-azimuthal wavenumber flow and force ensembles represent Ns solutions of
equation (3.14a), and the chosen output (flow field, acoustic field, or forcing field) of each is given
by equation (3.14b). As is typical in modal analysis, this can be compactly denoted by forming a
matrix whose columns represent the different realizations:
Q =
[
qˆ(1) qˆ(2) · · · qˆ(Ns)
]
, (3.15a)
F =
[
fˆ (1) fˆ (2) · · · fˆ (Ns)
]
, (3.15b)
Y =
[
yˆ(1) yˆ(2) · · · yˆ(Ns)
]
. (3.15c)
Since each realization is a solution, we have
LQ = F, (3.16a)
Y = CQ. (3.16b)
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3.3.2 Linear modes
The modal decompositions we consider construct modes as linear combinations of the data:
q˜(j) =
Ns∑
k=1
qˆ(k)ψkj , (3.17)
which can be written in matrix form as
Q˜ = Q Ψ, (3.18)
where the modes are columns of Q˜, ordered in some natural way. Note that the tilde accent used
here is unrelated to its previous use related to PSE in Chapter 2. The goal of each decomposition is
to determine the coefficient matrix Ψ that produces modes that optimally satisfy an objective. The
coefficient matrix also defines the output and forcing that correspond to each mode:
F˜ = F Ψ, (3.19a)
Y˜ = Y Ψ. (3.19b)
By right-multiplying equation (3.16) by Ψ, it is clear that Q˜, F˜ , and Y˜ together satisfy the linear
system. That is, the modes satisfy the linear equations.
3.3.3 Norms
The two modal decomposition techniques described in the following sections are defined in terms of
norms of the input and output data. For simplicity, we use in all cases the Euclidean norm
‖a‖2 = a∗a, (3.20)
where a represents any input or output vector and the asterisk denotes the conjugate transpose. This
approximately represents a volume integral of the input or output quantity, although appropriate
94
weights are required to make this precise. We found such volume weights to make little difference
in the final results and therefore discarded them for simplicity.
The meaning of the norm depends critically on the particular quantity under consideration. For
the flow field output C = I, the norm is dominated by the velocity terms in the near-field jet, and
therefore can be thought of as a kinetic energy integral over the near flow field. For the acoustic
output C = P , the norm represents the acoustic power summed over the previously described output
region. Finally, for the inputs, or equivalently for C = L, the norm represents a summation of mass,
momentum, and energy sources. The relative scaling of these different components is set by the
non-dimentionalization of the LES (which is consistent with that described in section 1.2.1) and
results in a roughly equal contribution from each component. This is in line with one of the common
choices for the norm of the forcing term within resolvent analysis, which is described shortly.
3.3.4 Proper orthogonal decomposition
The most common technique of extracting modes from empirical data is principle component analysis,
which within fluid mechanics is usually called proper orthogonal decomposition (POD) (Lumley
1967, Sirovich 1987). POD constructs orthogonal modes from linear combinations of statistically
independent data samples that optimally represent the data in terms of energy content (which is
equivalent to variance if the mean is subtracted). The first POD mode is a coherent structure that
accounts for a maximal portion of the energy of the data, as measured by the norm ‖a‖2, and
subsequent modes represent smaller and smaller portions of the energy. Therefore, reconstructing
the data using POD modes captures the largest possible portion of the total energy using any given
number of modes. We will compute POD modes of the output Y . This results in Y˜ , Q˜ and F˜
modes that are optimal for describing the energy of Y . When the output is anything other than the
full data-set (a.k.a C 6= I) or the norm is singular (a semi-norm), this is sometimes referred to as
extended POD (Maurel et al. 2001, Bore´e 2003).
Although the eigenvalue problem that defines the POD modes is well known, it is useful for
later comparison to formulate the formal maximization problem that defines the POD expansion
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coefficients
ΨPOD =
[
ψ
(1)
POD ψ
(2)
POD · · · ψ
(Ns)
POD
]
. (3.21)
The vector ψ
(j)
POD defines the j-th POD mode. These optimal coefficient vectors are the solution of
the optimization problem
ψ
(j)
POD = argmax
‖ψ‖=1
‖Yjψ‖
2 = argmax
ψ
ψ∗Y ∗j Yjψ
ψ∗ψ
. (3.22)
Here, Y0 = Y and
Yj = Y −
j−1∑
s=1
Y ψ
(s)
PODκ
(s)
POD (3.23)
is a modified data matrix in which all content within of range of the first j − 1 modes has been
removed such that it is orthogonal to these modes. The vectors
κ
(s)
POD =
(
ψ
(s)
POD
)∗
, (3.24)
are coefficients for reconstructing the data from the modes. The quantity being optimized is the
energy of the output, and mode j is constrained to the subspace spanned by Yj . Therefore, the
optimization in equation (3.22) finds the most energetic mode that is orthogonal to all previous
modes.
To solve the maximization problem, we seek the extremum of the function
J = ψ∗Y ∗j Yjψ − λ (ψ
∗ψ − 1) , (3.25)
which are obtained when
∂J
∂ψ
= 2
(
Y ∗j Yjψ − λψ
)
= 0. (3.26)
96
We therefore have the eigenvalue problem
Y ∗j Yjψ
(j)
POD = λ
(j)
PODψ
(j)
POD. (3.27)
The global extremum is given by the eigenvector corresponding to the largest eigenvalue. Since
the matrix Y ∗j Yj is Hermitian, its eigenvectors are orthogonal and we can combine the eigenvalue
problem for every k into the single eigenvalue problem
Y ∗YΨPOD = ΨPODΛPOD. (3.28)
The energy of each mode is given by its eigenvalue λ
(j)
POD , which is found within the diagonal matrix
ΛPOD. The energy captured by a reduced-order reconstruction of the first Nro modes is found by
summing the first Nro eigenvalues.
POD and related techniques have been applied broadly in fluid mechanics and in particular to
the flow fields (Arndt et al. 1997, Citriniti & George 2000, Gordeyev & Thomas 2000) and acoustic
fields (Freund & Colonius 2009) of jets. The results of these analyses are summarized in a recent
review (Jordan & Colonius 2013).
3.3.5 Empirical resolvent-mode decomposition
The computation of resolvent modes is a popular method for studying the input/output behavior of
fluid dynamical systems (Schmid & Henningson 2001, Jovanovic´ & Bamieh 2005, Sipp et al. 2010,
McKeon & Sharma 2010). These modes maximize the gain ‖y‖/‖u‖ between the input u and output
y of the system. For linear time invariant systems such as equation (3.14), these solutions can be
obtained at each frequency ω by computing the singular value decomposition of the transfer function
G(ω) = CL−1B. Note that in the present case, B = I and uˆ = fˆ so the inputs represent the nonlinear
and stochastic forcing terms, while the outputs are any linear combination of the flow variables. The
singular values give the optimal gains and the right and left singular vectors define corresponding
orthonormal inputs and responses, respectively.
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Resolvent analysis has been used to study the input/output behavior of a wide range of flows.
For example, it has been used to successfully predict the dominant frequencies and mode-shapes
in turbulent boundary layers (Sharma & McKeon 2013, Luhar et al. 2014). The approach has also
been applied to both supersonic and subsonic jets (Garnaud et al. 2013, Nichols & Jovanovic´ 2014).
The preferred frequencies obtained from these analyses are in reasonable agreement with experimen-
tally determined values, and the dominant output modes take the form of wavepackets that are
qualitatively similar to those obtained using parabolized stability equations.
A challenge in interpreting the results of these analyses is that it is often unclear whether or
not the computed inputs and outputs are physically relevant; it is entirely possible for the optimal
output to be excited by inputs that correspond to unphysical mechanisms. For example, a high-gain
acoustic response can be excited by inputs that are spatially discontinuous or localized in regions
of the jet where little nonlinear forcing is expected, such as the acoustic far-field itself, or by other
forms of direct acoustic forcing (Semeraro et al. 2015).
Here, we develop a data-based input/output methodology in which the input and output modes
are constrained to lie within the span of the data. The method, which we call empirical resolvent-
mode decomposition (ERD), is, to the best of our knowledge, completely novel.
3.3.5.1 Derivation
ERD constructs orthogonal input and output modes from the Y and F data ensembles that maximize
gain. The expansion coefficients that define the empirical resolvent modes,
ΨERD =
[
ψ
(1)
ERD ψ
(2)
ERD · · · ψ
(Ns)
ERD
]
, (3.29)
are the unique solution of the maximization problem
ψ
(j)
ERD = argmax
ψ
‖Yjψ‖
2
‖Fjψ‖2
= argmax
ψ
ψ∗Y ∗j Yjψ
ψ∗F ∗j Fjψ
, (3.30)
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where
Yj = Y −
j−1∑
s=1
Y ψ
(s)
ERDκ
(s)
ERD, (3.31)
Fj = F −
j−1∑
s=1
Fψ
(s)
ERDκ
(s)
ERD, (3.32)
and
κ
(s)
ERD =
(
ψ
(s)
ERD
)∗
F ∗F. (3.33)
The modified data and force matrices have the same meaning as before, and the κ
(s)
ERD vectors are
again coefficients for reconstructing the data from the modes. The resulting output and force modes
are each orthogonal and maximize the gain between them since the quantity being maximized in
equation (3.30) is gain squared.
To solve the maximization problem, we seek the extremum of the function
J = ψ∗Y ∗j Yjψ − λ
(
ψ∗F ∗j Fjψ − 1
)
, (3.34)
which is obtained when
∂J
∂ψ
= 2
(
Y ∗j Yjψ − λψ
∗F ∗j Fjψ
)
= 0. (3.35)
We therefore have the generalized eigenvalue problem
Y ∗j Yjψ
(j)
ERD = λ
(j)
ERDF
∗
j Fjψ
(j)
ERD (3.36)
for each j. The global extremum is given by the eigenvector corresponding to the largest eigenvalue.
Since the matrices Y ∗j Yj and F
∗
j Fj are Hermitian, their eigenvectors are orthogonal and we can
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combine the eigenvalue problem for every j into the single generalized eigenvalue problem
Y ∗YΨERD = F
∗FΨERDΛERD. (3.37)
Solving this generalized eigenvalue problem is equivalent to simultaneous diagonalizing Y ∗Y and
F ∗F :
Ψ∗ERDY
∗YΨERD = ΛERD, (3.38a)
Ψ∗ERDF
∗FΨERD = I. (3.38b)
Therefore, the resulting output and force modes are each orthogonal and maximize the gain between
them, which is given by
√
λj .
3.3.5.2 Computation
ΨERD can be computed either by solving the generalized eigenvalue problem in equation (3.37) or
by computing two successive standard eigenvalue problems. This second method is computation-
ally preferable and is motivated by equation (3.38). The first step is to compute the eigenvalue
decomposition of F ∗F , which is identical to computing the POD modes of F :
F ∗FΨ1 = Ψ1Λ1. (3.39)
Second, the following eigenvalue decomposition is computed:
(
Λ
−1/2
1
)∗
Ψ∗1Y
∗YΨ1Λ
−1/2
1 Ψ2 = Λ2Ψ2. (3.40)
Then, ΛERD = Λ2 and ΨERD = Ψ1Λ
−1/2
1 Ψ2. The first and second eigenvalue problems ensure the
orthogonality of the inputs and outputs, respectively.
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3.3.5.3 Relation to other types of modes
In the limit in which F is full-rank, the ERD modes exactly recover those obtained by direct com-
putation of the singular value decomposition of G(ω), i.e., standard resolvent modes. A full-rank F
implies that every degree of freedom of the force input can be independently applied, such that any
forcing field can be constructed from linear combinations of the force realizations. When F is not full
rank, which will always be the case in application, both the forcing and responses are constrained to
lie within the sub-spaces spanned by the data, and ERD finds the modes with optimal gain under
this constraint. This ensures that the modes are physical in the sense that they are composed of
flow and force events contained within the data sets.
If the different realizations of the forces are uncorrelated, then F is orthogonal and ERD modes
are equivalent to POD modes. This can be clearly seen by comparing equation (3.38) to equa-
tion (3.28). Therefore, any difference between POD and ERD modes are due to some bias in the
forcing, leading to preferential excitation of certain modes.
ERD bears certain similarities with the observer inferred decomposition (OID) (Schlegel et al.
2012), which decomposes a flow into either high-energy or high-gain modes that map linearly to
some observable of interest. In the OID framework the notions of high-gain or high-energy modes
are associated with the dependent variables only (rather than the nonlinear term of the Navier-
Stokes equations), and the notion of linear mapping is based on correlations between the flow modes
and the observable. These issues make physical interpretation of OID modes problematic. In
contrast, because ERD is formulated in the framework of the system described by equation (3.14),
the notions of high-gain or high-energy modes have a firmer physical basis and permit clearer physical
interpretation.
ERD is also related to dynamic mode decomposition (DMD) (Schmid 2010) by analogy: DMD
constructs an empirical approximation of the global modes of equation (3.2) that is constrained by
the span of the data, while ERD constructs an empirical approximation of the resolvent modes of the
same equation, also constrained by the data. Finally, just as DMD is related to Krylov methods for
computing unconstrained global modes, the ERD methodology could be used as a Krylov method
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for computing unconstrained resolvent modes.
3.3.6 Mode notation
In what follows, we use a mnemonic in order to compactly refer to the different modal decompositions
using different output mappings. In particular we refer to modes
XXX-Z-#-v,
where XXX refers to the decomposition (POD or ERD), and Z refers to the output quantity de-
termined by C, i.e., Z=I, P , or L. When needed, the # refers to the mode number, and v refers
to the flow quantity being displayed, i.e., v takes one of the values ux, ur, uθ, ν or p, when we are
plotting states, or one of the values fux , fur , fuθ , fν or fp when we are plotting the corresponding
forcing fields in the streamwise, radial, or azimuthal momentum equations, continuity, and energy
equations, respectively.
3.4 Results
In this section, we use the POD and ERD data decomposition techniques to educe and interpret
the nonlinear and stochastic forcing experienced by wavepackets in the Mach 0.9 jet. We describe
the structure of the various modes and attempt to relate them to the underlying dynamics of the
near-field turbulence and far-field acoustics.
At this stage of the analysis, we limit our attention to axisymmetric (m = 0) solutions of
equation (3.13). The axisymmetric mode is important in the aft acoustic field, comprising roughly
half of the emitted sound at the peak angles and frequencies of emission. In future work, we will
return to the data to examine the results for m = 1 and m = 2. Furthermore, for the purpose
of presentation, we focus on three frequencies that cover much of the range of primary interest:
St = 0.26, 0.52, 0.78.
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Figure 3.4: Two realizations (k = 50 and 100) of the flow field qˆ
(k)
ω,m at St = 0.52 and m = 0. The
real part of each flow variable is plotted on a linear scale.
3.4.1 Flow and force data segments
Before examining the modes from the two decomposition techniques, we show flow and force fields
from the Fourier-transformed LES data segments qˆ
(k)
ω,m and fˆ
(k)
ω,m in order to introduce some basic
properties of these fields.
The flow variables are shown in Figure 3.4 for two realizations of the jet (k = 50 and 100) at
St = 0.52 and m = 0. The real part of each variable is plotted on a linear scale, with the maximum
value set independently for each subplot. With the exception of the azimuthal velocity, each flow
variable clearly contains large-scale coherent wavepackets. Note, however, that the wavepackets
are somewhat different in the two different realizations of the jet. This is the essence of jitter, as
discussed in section 3.1.
The forces for the same two realizations are shown in Figure 3.5. The magnitude of each force
component is plotted on a log scale that spans two orders-of-magnitude. The structure of the
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forces is strikingly different from that of the flow field wavepackets themselves. Up until the end
of the potential core, the forces are very concentrated in a thin layer starting at the nozzle lip and
approximately following a contour of constant mean axial velocity. Since the wavepackets that these
modes represent convect with nearly constant phase-speed, lines of constant velocity approximate
the location of the critical layer, a location at which the jet has been shown to be sensitive to forcing
(Tissolt et al. 2015).
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Figure 3.5: Two realizations (k = 50 and 100) of the forcing field fˆ
(k)
ω,m at St = 0.52 and m = 0.
The magnitude of each force component is plotted on a log scale spanning two orders-of-magnitude.
The forces are especially large in the near-nozzle shear-layer. This is shown in Figure 3.6 by
repeating Figure 3.5 on a reduced set of axes that magnify the near-nozzle region. This near-nozzle
forcing could be related to nonlinear saturation of the Kelvin-Helmholtz instability of the initial
shear-layer, which undergoes rapid growth in this region at high frequencies.
Finally, the real part of the forces are plotted on a linear scale on Figure 3.7. Up to the end
of the potential core, the forces show minimal coherent phase structure, indicating that they do
not propagate with the flow field wavepacket. Unlike the near-nozzle and shear layer forces, those
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Figure 3.6: Two realizations (k = 50 and 100) of the forcing field fˆ
(k)
ω,m at St = 0.52 and m = 0.
The magnitude of each force component is plotted on a log scale spanning two orders-of-magnitude.
Note the reduced span of the axes compared to Figure 3.5, which magnify the near-nozzle region.
beyond the end of the potential core show some phase structure indicative of coherent convection.
The form is suggestive of nonlinear interaction between two low frequency structures, possibly due to
nonlinear saturation and breakdown of coherent structures that is known to occur in this region of the
jet (Hileman et al. 2005). The modal decomposition techniques will be used in the following sections
to determine whether or not these coherent nonlinear interactions are dynamically or acoustically
significant.
To keep the number of figures within a reasonable limit, we will from here-on-out plot only the
pressure and streamwise velocity and the forces in the energy and streamwise momentum equations.
From Figure 3.4, it is evident that the specific volume is is nearly identical to the pressure, indicating
that the structures are nearly isentropic, and fν is largely representative to fp. Similarly, the radial
velocity component is qualitatively similar to the streamwise velocity, while the azimuthal velocity
shows limited signs of coherent structures. Likewise, the three momentum forces are all qualitatively
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Figure 3.7: Two realizations (k = 50 and 100) of the forcing field fˆ
(k)
ω,m at St = 0.52 and m = 0.
The real part of each force component is plotted on a linear scale.
similar. Except when noted, contour levels are chosen to highlight the spatial structure of the fields;
energy amplitudes can be inferred from Figure 3.8, to which we now turn our attention.
3.4.2 Modal energies
Figure 3.8 shows cumulative reconstructions of the output for each of the decomposition types and
for the three different frequencies at m = 0. If the turbulence were completely random, we would
expect the energy in each field to accumulate linearly with the number of modes in the reconstruction.
Such a linear trend line has been drawn as a guide in each sub-figure.
Recall that POD modes, by definition, represent the maximal portion of the output energy that
can be achieved by any reconstruction of that order. This can be observed in Figure 3.8 by noting
that the POD-I curve is always highest in the flow field reconstruction (first row), the POD-L curve
is always highest in the forcing field reconstruction (second row), and POD-P curve is always highest
in the acoustic field reconstruction (third row).
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Figure 3.8: Cumulative near-field, forcing, and far-field energy captured by a reduced-order con-
struction of the LES data using a varying number of the following types of modes:
u
POD-I;
u
POD-P;
u
POD-L;

ERD-I;

ERD-P. The slope of the gray dashed line represents linear
accumulation of energy, indicating an equal division of energy between all modes of a decomposition.
The first few POD-I modes (blue lines with circles) comprise a significant fraction of the total
flow energy for each of the three frequencies considered, indicating that coherent structures are
energetically significant in the near field of the jet at these frequencies. These modes take the
form of wavepackets; their form will be examined in section 3.4.3. Despite the high energy of these
structures in the flow field, they comprise (are correlated with) a minuscule amount of the acoustic
energy. The near linear slopes of the POD-I acoustic field reconstructions show that these modes
are no more effective at capturing the acoustic energy than a random representation of the flow field.
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For each frequency, the first three POD-I modes, which cumulatively represent over 30% of the flow
field energy, produce an acoustic field that is too quiet by about 15dB.
The first three POD-P modes (red lines with circles) reproduce the acoustic field to within 0.5, 2,
and 3 dB for the three frequencies, but represent a vanishing fraction of the flow field energy. These
observations are similar to those made in a previous POD analysis of a low Reynolds number jet
(Freund & Colonius 2009). The interpretation is that both the near-field and far-field contain very
energetic coherent structures, but they are not mutually correlated.
The most energetic POD-L modes make up only a small fraction of the total forcing energy,
signifying a lack of energetic coherent structures in the forcing field. The POD-L modes are extremely
inefficient at describing the energetic structures in the acoustic field. This indicates that the coherent
structures that do exist in the forcing field are not responsible for exciting the coherent structures
in the acoustic field. In particular, they are no more effective at exciting acoustic radiation than
random forces, since the POD-L reconstruction linearly accumulates energy in the acoustic field.
Conversely, the POD-P modes are inefficient at describing the forcing field.
Similarly, the POD-L modes are inefficient at describing the flow field and the POD-I modes are
efficient at describing the forcing field, but the inefficiencies here are much less extreme than they
are for the acoustic field. We’ll see later that the forces associated with the flow field modes are
more structured than those associated with the acoustic field modes.
The ERD-I modes are nearly as efficient at reconstructing the flow field as the POD-I modes
(compare orange and blue curves). Similarly, the ERD-P modes are nearly as efficient in reconstruct-
ing the acoustic field as the POD-P modes (compare red and green curves). However, the ERD-I
and ERD-P forces are significantly less energetic than the POD-I and POD-P forces. In other words,
ERD is able to isolate forces that are efficient at exciting a strong response in the flow or acoustic
field. While POD seeks contributions from any flow event that produces a coherent response, ERD
rejects inefficient contributions that that only slightly increase the energy of the response but signif-
icantly add to the energy of the force. The fact that ERD is able to accomplish this indicates that
some parts of forcing field are more important than others for exciting the flow and acoustic fields.
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In the following sections we will examine the spatial structure of each of the mode types with the
goal of relating the preceding observations to the underlying dynamics of the near-field turbulence
and far-field acoustics.
3.4.3 Energetic flow field modes
The pressure and streamwise velocity of the first, second, and fortieth modes for St = 0.24 and
St = 0.52 are depicted in Figures 3.9 and 3.10. The first two modes exhibit clear wavepacket
structure within both fields and for both frequencies. By contrast, the fortieth mode exhibits little
spatial structure and presumably captures low energy turbulent behavior.
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Figure 3.9: Pressure and streamwise velocity contours for POD-I modes 1, 2, and 40 at St = 0.26.
The first two modes comprise 24% of the total flow energy and take the form of large-scale coherent
wavepackets.
As discussed earlier, linear models that are forced exclusively at the jet inlet provide a reasonable
representation of the most energetic near field wavepackets, namely the POD-I-1 modes. To illustrate
this, Figure 3.11 compares the pressure and axial velocity of the POD-I-1 modes at St = 0.26 and
St = 0.78 with predictions obtained by forcing the one-way Euler equations with a local Kelvin-
Helmholtz eigenfunction at x/D = 0.5. The scaling of the linear one-way Euler solutions is arbitrary
and has been set so that the pressure at (x/D, r/D) = (7, 0) matches the corresponding POD-I-1-p
value. The overall match is good at both frequencies, although non-trivial differences can be observed
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Figure 3.10: Pressure and streamwise velocity contours for POD-I modes 1, 2, and 40 at St = 0.52.
The first two modes comprise 31% of the total flow energy and take the form of large-scale coherent
wavepackets.
at St = 0.26, particularly for the streamwise velocity. Degradation of linear model predictions at
low frequencies have been reported by Gudmundsson & Colonius (2011), among others. Since linear
models essentially capture the POD-I-1 modes, their low acoustic efficiency is associated with and
explained by the low acoustic efficiency of these modes.
The fp and fux components of the forces associated with the POD-I modes at St = 0.26 and
St = 0.52 are shown in Figures 3.12 and 3.13. They are plotted on both a logarithmic scale and a
linear scale to highlight different aspects of their character.
The forces related to these modes are quite similar to those observed for the individual flow and
force realizations of the jet shown in section 3.4.1, especially up to the end of the potential core.
In particular, they show minimal coherent phase structure in this region, indicating that they do
not propagate with the flow field wavepacket. Moreover, the forces associated with coherent flow
structures (modes 1 and 2) are similar to those associated with the unstructured turbulence (mode
40) in this region, indicating that the same forcing mechanisms are associated with both.
As was the case for the individual realizations, the forces beyond the end of the potential core
show some phase structure indicative of coherent convection. The form is suggestive of nonlinear
interaction between two low frequency structures, possibly due to nonlinear saturation and break-
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Figure 3.11: Comparison between POD-I-1 modes and a linear model with inlet forcing, computed
using one-way Euler equations, at St = 0.24 and St = 0.78.
down of coherent structures. Their presence here does not indicate a connection to sound generation,
however, since the POD-I modes have very little acoustic energy.
It’s unlikely that these semi-structured forces play a significant role in physically generating the
coherent flow field wavepackets. These wavepackets convect downstream, making their development
insensitive to downstream conditions. Instead, a more physically reasonable interpretation is that
wavepackets develop almost linearly beginning in the near-nozzle region up to the close of the
potential core, at which point they break down nonlinearly. This interpretation is bolstered by the
fact that models forced exclusively at the inlet produce good approximations of these structures.
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Figure 3.12: Energy and streamwise momentum equation force contours for POD-I modes 1, 2, and
40 at St = 0.26. The first and second columns use logarithmic and linear scales, respectively.
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Figure 3.13: Energy and streamwise momentum equation force contours for POD-I modes 1, 2, and
40 at St = 0.52. The first and second columns use logarithmic and linear scales, respectively.
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3.4.4 Energetic acoustic field modes
Figures 3.14 and 3.15 show the pressure component of the first, second, and fortieth POD-P modes
at St = 0.26 and St = 0.52. The first and second columns use contour levels that highlight the flow
field and acoustic field wavepackets, respectively. These modes optimally represent the energy of
the acoustic field. Both frequencies show similar characteristics. In the first mode, a single, highly
directive beam of acoustic radiation emanates from near the close of the potential core, accounting
for over half of the radiated acoustic energy of the jet. The near flow field takes the form of a
distorted (jittered) wavepacket. Especially at the lower frequency, the wavepacket is significantly
shorter than the corresponding POD-I wavepacket.
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Figure 3.14: Pressure for POD-P modes 1, 2, and 40 at St = 0.26. The left and right columns use
contour levels selected to highlight the flow field and acoustic field wavepackets, respectively. The
first two modes represent the acoustic field to within 0.5 dB.
The corresponding energy and streamwise momentum equation forces are shown in Figures 3.16
and 3.17. They follow the same general trends as the POD-I forces, again reflecting a lack of
coherence up to the end of the potential core. There is again some evidence of nonlinear wavepacket
interaction further downstream, but these structures are less energetic than they were for the POD-I
modes. This is visually apparent, but also confirmed by the energy reconstructions in Figure 3.8.
More importantly, no new features that could be regarded as sound source mechanism appear in the
POD-P forcing fields that do not exist in the POD-I forcing fields. Furthermore, the mode 1 and
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Figure 3.15: Pressure for POD-P modes 1, 2, and 40 at St = 0.52. The left and right columns use
contour levels selected to highlight the flow field and acoustic field wavepackets, respectively. The
first two modes represent the acoustic field to within 2.3 dB.
2 forcing fields are nearly identical to the mode 40 forcing fields, indicating that there is little that
distinguishes forces that generate loud wavepackets from those that generate quiet ones.
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Figure 3.16: Energy and streamwise momentum equation force contours for POD-P modes 1, 2,
and 40 at St = 0.26. The first and second columns use logarithmic and linear scales, respectively.
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Figure 3.17: Energy and streamwise momentum equation force contours for POD-P modes 1, 2,
and 40 at St = 0.52. The first and second columns use logarithmic and linear scales, respectively.
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3.4.5 Energetic forcing modes
We next survey the POD-L modes, which represent the most energetic structures in the forcing field
and the flow and acoustic field responses they excite. Figures 3.18 and 3.19 depict the energy and
streamwise momentum equation forces for the first, second, and fortieth POD-L modes at St = 0.26
and St = 0.52, respectively.
The first and second modes show obvious wavepacket structure. Recall, however, that these
structures make up a small fraction of the total forcing field energy. In fact, for both frequencies,
they are only slightly more energetic than the fortieth mode, which exhibits little-to-no structure.
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Figure 3.18: Energy and streamwise momentum equation force contours for POD-L modes 1, 2,
and 40 at St = 0.26. The first and second columns use logarithmic and linear scales, respectively.
The response excited by these forces are displayed in Figures 3.20 and 3.21. Specifically, the
pressure is plotted using the same two sets of contour levels from Figures 3.14 and 3.15 so that the
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Figure 3.19: Energy and streamwise momentum equation force contours for POD-L modes 1, 2,
and 40 at St = 0.52. The first and second columns use logarithmic and linear scales, respectively.
fields can be directly compared. It is clear that the high-energy, structured forces produce very little
sound, a conclusion we also ascertained from the energy reconstructions in Figure 3.8. Especially
for the higher frequency, the unstructured forces in the fortieth mode are more effective at exciting
acoustic radiation. To reiterate, the limited structure that does exist within the forcing field is
unrelated to acoustic emissions. On the other hand, the POD-L modes are reasonably energetic in
the flow field, as discussed in section 3.4.2.
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Figure 3.20: Pressure for POD-L modes 1, 2, and 40 at St = 0.26. The left and right columns use
contour levels selected to match Figure 3.14.
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Figure 3.21: Pressure for POD-L modes 1, 2, and 40 at St = 0.52. The left and right columns use
contour levels selected to match Figure 3.15.
3.4.6 High flow-field-gain modes
We next consider the ERD-I modes, which maximize the gain between the forcing and flow fields.
The gain for each mode at St = 0.26, 0.52, and 0.78 in shown in Figure 3.22(a), while the maximum
gain as a function of frequency is shown in Figure 3.22(b).
We saw previously that the ERD-I modes are nearly as efficient as the POD-I modes at repre-
senting the flow field energy. This implies that the first few ERD-I modes ought to be similar to the
first few POD-I modes. Figures 3.23 and 3.24 compare the pressure fields of the first, second, and
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Figure 3.22: Flow field gains: (a) gain as a function of mode number for St = 0.26 (
u
) , St = 0.52
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), and St = 0.78 (
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); and (b) maximum gain as a function of frequency.
fortieth ERD-I modes to the corresponding POD-I modes for St = 0.26 and St = 0.52. The close
correspondence of the first two modes highlights the near-equivalence of high energy and high gain
modes in the flow field response. The match is even better at higher frequencies.
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Figure 3.23: Pressure for POD-I and ERD-I modes 1, 2, and 40 at St = 0.26. The flow fields of the
first two high gain modes are nearly the same as those of the first two high energy modes both in
terms of energy form.
However, the forcing fields associated with these modes, which are represented by their streamwise
momentum equation components in Figures 3.25 and 3.26, are significantly different in terms of their
energy; from Figure 3.8, the ERD-I forces are, on average, about half as energetic as the POD-I
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Figure 3.24: Pressure for POD-I and ERD-I modes 1, 2, and 40 at St = 0.52. The flow fields of the
first two high gain modes are nearly the same as those of the first two high energy modes both in
terms of energy form.
forces. Specifically, ERD identifies the forces that maximize gain rather than energy, thus effectively
filtering out impotent forces. Although it is not abundantly clear precisely which part of the force
is removed, the ERD-I forces seem to display fewer signs of nonlinear wavepacket interactions. Also,
the differences between the first two modes and fortieth mode are less noticeable for the ERD-I
forces than for the POD-I forces, suggesting that high-gain forces are not all that different from low
gain ones. In other words, as we already argued in section 3.4.3, the structured part of the POD-I
forces are unimportant and mostly unrelated to the dynamics of the flow field wavepackets.
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Figure 3.25: Streamwise momentum force for POD-I and ERD-I modes 1, 2, and 40 at St = 0.26.
The high gain forces show less evidence of nonlinear wavepacket interaction.
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Figure 3.26: Streamwise momentum force for POD-I and ERD-I modes 1, 2, and 40 at St = 0.52.
The high gain forces show less evidence of nonlinear wavepacket interaction.
3.4.7 High acoustic-gain modes
Finally, we examine the ERD-P modes, which maximize the gain between the forcing field and the
acoustic field. The gain for each mode at St = 0.26, 0.52, and 0.78 in shown in Figure 3.22(a).
The gains fall off quickly, so the ERD-I modes provide a low-rank representation of the flow field.
The maximum gain as a function of frequency is shown in Figure 3.22(b). A peak in the maximum
gain is observed at St = 0.2, which has been identified as the peak radiation frequency at aft-angles
Jordan & Colonius (2013).
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The first few EDR-P modes make an almost identical contribution to the acoustic field energy
as the POD-P modes. Accordingly, the acoustic fields of these modes should be very similar. Fig-
ures 3.28 - 3.30 compare the pressure components of the first, second, and fortieth POD-P and
ERD-P modes at St = 0.26, St = 0.52, and St = 0.78, respectively. These figures confirm the
similarity of the POD-P and ERD-P acoustic fields for the leading modes.
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Figure 3.28: Pressure for POD-P and ERD-P modes 1, 2, and 40 at St = 0.26. The acoustic fields
of the first two high gain modes are nearly the same as those of the first two high energy modes
both in terms of energy form, but the flow field wavepackets in the ERD-P modes have high acoustic
efficiency.
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Figure 3.29: Pressure for POD-P and ERD-P modes 1, 2, and 40 at St = 0.52. The acoustic fields
of the first two high gain modes are nearly the same as those of the first two high energy modes
both in terms of energy form, but the flow field wavepackets in the ERD-P modes have high acoustic
efficiency.
ERD-P-40-p
x/D
POD-P-40-p
x/D
r/
D
ERD-P-2-pPOD-P-2-p
r/
D
ERD-P-1-p
High Gain
POD-P-1-p
r/
D
High Energy
0 5 10 15 20 25 300 5 10 15 20 25 30
0
2
4
6
0
2
4
6
0
2
4
6
Figure 3.30: Pressure for POD-P and ERD-P modes 1, 2, and 40 at St = 078. The acoustic fields
of the first two high gain modes are nearly the same as those of the first two high energy modes
both in terms of energy form, but the flow field wavepackets in the ERD-P modes have high acoustic
efficiency.
Despite exciting nearly the same response, the forcing fields associated with the ERD-P and POD-
P modes are markedly different. To begin with, the forcing fields of the first few ERD-P modes are
about one-third as energetic as the corresponding POD-P forces. Therefore, ERD effectively distills
the forces that most efficiently excite acoustic radiation. The form of these optimal forces are
represented using the axial momentum component and compared to the POD-P forces for the three
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frequencies in Figures 3.31 - 3.33.
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Figure 3.31: Streamwise momentum force for POD-P and ERD-P modes 1, 2, and 40 at St = 0.26.
The form of the optimal high gain forces in suggestive of random turbulence.
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Figure 3.32: Streamwise momentum force for POD-P and ERD-P modes 1, 2, and 40 at St = 0.52.
The form of the optimal high gain forces in suggestive of random turbulence.
The difference between the ERD-P and POD-P forces is clear – the ERD forces exhibit signifi-
cantly less evidence of nonlinear wavepacket interaction, and are instead dominated by unstructured
fluctuations. That ERD eliminates structured pieces of the force is consistent with the fact that
POD-L modes have very little acoustic energy. The form of the remaining forces are suggestive of
random turbulence. Furthermore, the mode 1 and 2 forcing fields are nearly identical to the mode
40 forcing fields, signifying a lack of any innate sound-source mechanism. Instead, both loud and
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Figure 3.33: Streamwise momentum force for POD-P and ERD-P modes 1, 2, and 40 at St = 0.78.
The form of the optimal high gain forces in suggestive of random turbulence.
quiet wavepackets are excited by incoherent turbulent fluctuations.
This is, emphatically, not equivalent to saying that random forces excite random acoustic waves.
From Figures 3.28 - 3.30, it is clear that the acoustic field at these frequencies is very coherent and
that the corresponding flow field is composed of distorted wavepackets that reach their maximal
energy near the end of the potential core. It appears that random turbulent fluctuations excite and
jitter wavepackets that radiate acoustic energy. The ERD-P flow fields contain the wavepackets
that radiate energy most efficiently. These wavepackets have a shorter streamwise extent and are
altogether less structured than their POD-P counterparts, characteristics that are consistent with
increased radiative efficiency.
3.5 Chapter summary and implications for linear modeling
We have used data and force ensembles of large-eddy-simulation data along with two data decom-
position techniques to educe the forcing experienced by wavepackets in a Mach 0.9 turbulent jet.
Modes with high energy in the flow field, acoustic field, or forcing field are extracted using proper
orthogonal decomposition. Consistent with previous investigations, the modes with high energy in
the flow field have low energy in the acoustic field and vice versa, indicating that energetic coherent
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structures exist in fields but are mutually uncorrelated. In contrast, the forcing field noticeably lacks
energetic coherent structures, and those that do exist are uncorrelated with acoustic radiation.
The spatial structure of the forces is strikingly different from that of the flow field and acoustic
field wavepackets themselves. The forces are concentrated in the shear layer, particularly near the
critical layer, and, up to the end of the potential core, show limited signs of nonlinear interactions
between coherent structures.
Modes with high gain either between the forces and the flow field or between the forces and the
acoustic field are extracted using a novel empirical resolvent-mode decomposition. The high gain
modes are nearly as energetic as the high energy modes, but they successfully isolate only the most
efficient parts of the forcing field. Specifically, the high gain modes further reduce the signatures
of nonlinear wavepacket interactions, leaving unstructured forces that are suggestive of random
turbulence rather than nonlinear interactions amongst coherent structures that have sometimes been
emphasized in the past (Sandham et al. 2006, Sandham & Salgado 2008, Suponitsky et al. 2010). It
appears that turbulent fluctuations excite and jitter wavepackets that radiate acoustic energy.
While further analysis is required, these results bode well for the construction of accurate linear
models that capture the energetic, coherent fluctuations in both the flow and acoustic fields. Specif-
ically, they suggest that it is unnecessary to explicitly compute or model nonlinear interactions
between coherent structures to capture the dynamics of sound generation. Instead, the essential in-
gredients are contained within the linear operator itself, not in the forces, and can be coaxed out by
forcing the system with some appropriate parameterization of the incoherent turbulent fluctuations.
A sufficiently rich ensemble of such forces will excite the high gain modes to produce the observed co-
herent structures in both the flow and acoustic fields, since both sets of modes are primarily excited
by similar incoherent forces.
128
Chapter 4
Concluding Remarks
We conclude this thesis by summarizing its primary contributions and suggesting avenues for the
further advancement of wavepacket-based jet turbulence and noise models.
4.1 Summary of contributions
This thesis has contributed to two aspects of wavepacket-based jet turbulence and noise models. The
first part of the thesis addressed spatial integration methods that can be used to obtain approximate
solutions of the linearized flow equations that form the basis of wavepacket models.
First, we showed that the inability of the parabolized stability equations to capture acoustic
radiation in subsonic jets is a consequence of the regularization that is required to overcome the ill-
posedness of the method. The results of our analysis can be used to qualitatively and quantitatively
understand how any quasi-local instability mode of the linear equations is effected by the PSE
parabolization.
Second, we developed two alternative spatial integration methods that can be used to efficiently
model wavepackets in jets. Unlike PSE, the new methods are well-posed and are capable of cap-
turing both near-field wavepackets and their acoustic radiation. Compared to direct time domain
or frequency domain solutions, the one-way spatial integration methods offer an order-of-magnitude
reduction in computational cost.
The methods are formulated for general hyperbolic equations and thus have potential applications
outside of the context of jet noise modeling. The most obvious application is to inhomogeneous wave
129
propagation problems that arise in many fields. Examples include underwater acoustics, medical
imaging, seismology, and non-isotropic elastic wave problems. One-way equations based on our
methodology for these problems could prove to be faster than traditional time domain methods
and more accurate than existing one-way equations that are based on factorization and subsequent
approximation of quasi-uniform analytical dispersion relations. Additional applications include noise,
stability, and transition analysis of free-shear flows such as mixing-layers, as well as wall-bounded
flows (for which transverse viscous terms can be incorporated without hindering parabolization)
ranging from classical flat-plate boundary layers to complicated swept wings. Unlike the parabolized
stability equations, the one-way equations could capture multi-modal behavior within these problems,
such as the generation of acoustic waves (as we have seen) or interaction between multiple instability
modes.
The second part of the thesis investigated the nonlinear and stochastic forcing of wavepackets
that is neglected in most jet noise models. In contrast to the flow and acoustic fields, the forcing
field is characterized by a lack of energetic coherent structures. Furthermore, the structures that
do exist are largely uncorrelated with the acoustic field. Instead, the forces that most efficiently
excite an acoustic response appear to take the form of random turbulent fluctuations, suggesting
that direct forcing from nonlinear interactions amongst wavepackets is not an essential noise source
mechanism. This has obvious implications for jet noise modeling and in particular suggests that the
linear flow operator, not the forcing field, contains the vital ingredient for sound generation. This
perspective stands in stark contrast to equivalent-source methodologies.
An additional outcome of this investigation was the derivation of a novel data decomposition
technique, called empirical resolvent-mode decomposition, that identifies modes that maximize the
gain between input and output data-sets. The method played an important role in the preceding
analysis, and could be a valuable tool for studying a wide range of fluid dynamical systems.
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4.2 Future work
The results from this thesis suggest a number of new avenues for the continued advancement of
spatial integration methods in general and jet noise and turbulence modeling in particular.
4.2.1 One-way spatial integration
Iterative solution strategies
The computational cost of two one-way spatial integration methods developed in Chapter 2 is an
order of magnitude lower than direct time domain and frequency domain methods, but could likely
be further reduced by employing a tailored iterative approach for solving the necessary recursion
equations. An iterative strategy is promising because the equations that must be satisfied change
slowly with axial position, and an excellent initial guess is provided at each axial station by the
solution at the previous station. A successful implementation of such a strategy could bring the cost
of the one-way method down to the level of the parabolized stability equations.
Upstream correction
Although we have focused on integrating in the downstream direction, it is equally valid to use the
methodology to derive a one-way equation that can be integrated in the upstream direction. In the
case of a parallel flow, the complete solution can be obtained by integrating once in each direction,
as was demonstrated by the dipole example in section 2.3.7.1. For nonparallel flows, it may be pos-
sible to reconstruct the full solution by iteratively integrating downstream and upstream. The clear
splitting of the equations into upstream and downstream parts achieved by the projection-based
one-way approach make it particularly well-suited for implementing such a scheme.
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Adaptive recursion parameters
Although the simple strategies for choosing recursion parameters described in section 2.2.6 have
proven sufficient for a variety of problems, they are neither universal nor optimal and require a pri-
ori analysis of the flow. An automated method for choosing stable, quasi-optimal parameters would
be of great value. The terminal (j = ±Nβ) auxiliary variables contain information that could be
used to formulate an adaptive approach to parameter selection. Specifically, these terminal auxiliary
variables go to zero as the order of the approximation goes to infinity, and their non-zero values at
any finite order is dominated by the modes which are least accurately parabolized by the given set
of recursion parameters, therefore providing guidance for modifying the recursion parameters.
One-way parabolic and mixed hyperbolic-parabolic equations
The concepts of well-posedness that form the basis for our one-way approximations of hyperbolic
equations can likewise by applied to parabolic and mixed hyperbolic-parabolic equations to obtain
one-way approximations of these equations. As a proof of concept, we have already derived and
validated a one-way approximation of the heat equation, which is parabolic. Of particular interest
would be a one-way framework for mixed hyperbolic-parabolic systems, which could be used to fully
incorporate viscous effects into a one-way Navier-Stokes approximation.
4.2.2 Further analysis of forces
Further analysis is needed to corroborate and extend the findings of Chapter 3. For one, we have so
far exclusively considered axisymmetric disturbances at relatively low frequencies. We suspect that
the nature and role of wavepacket forcing is substantially different for sufficiently high frequencies and
azimuthal wavenumbers, and the limits of the current conclusions must be established. Furthermore,
the low frequency, axisymmetric forces that we have investigated are, by definition, a convolution
of all frequencies and azimuthal modes that sum to the chosen frequencies and m = 0. At present,
we cannot say much about which scales may or may not be important in generating these forces.
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An effort should be made to break these forces into their individual frequency and wavenumber
components. Finally, as mentioned previously, predictive models could be constructed if approximate
representations of the forces can be obtained. This will require additional statistical analysis of the
LES forces.
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Appendix A
Segment length and overlap of LES
data ensembles
This appendix contains some tests that examine the impact of the segment length and overlap
percentage of the LES data ensembles on the modal results from Chapter 3. Although in performing
this analysis we considered multiple decomposition types and all of the flow and force variables, to
keep this appendix to a reasonable length we present results only for POD-P modes and exclusively
show pressure. This is sufficient to convey the main results of the analysis. All data has been
normalized to have a full-field Euclidean norm of one, and equal contour levels are then used for all
subplots within each figure.
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A.1 Overlap
First, we study the effect of the overlap percentage between adjacent segments. Specifically, we
take segments with a uniform length of 128 snapshots and compute the ffts and POD modes for
overlaps of 25%, 50%, 75%, 83%, and 87.5%. Compared to the 50% overlap case, the total number
of segments change by a factor of 23 , 1, 2, 3, and 4.
Figures A.1 and A.2 show the pressure for the first and fortieth modes at St = 0.35 and St = 0.69,
respectively. For all values of the overlap, the first mode is nearly identical. The main observed
effect was that higher modes converged with high overlap. This can’t be seen very clearly for mode
40 but is noticeable up to at least mode 20.
POD-P-40-p
x/D
POD-P-1-p
x/D
r/
D
POD-P-40-pPOD-P-1-p
r/
D
POD-P-40-pPOD-P-1-p
r/
D
POD-P-40-pPOD-P-1-p
r/
D
POD-P-40-p
Mode 40
POD-P-1-p
r/
D
Mode 1
0 5 10 15 20 25 300 5 10 15 20 25 30
0
2
4
6
0
2
4
6
0
2
4
6
0
2
4
6
0
2
4
6
Figure A.1: Pressure field for modes 1 and 40 at St = 0.35. The ffts were computed using a segment
length of 128 and overlaps of 25%, 50%, 75%, 83%, and 88%, which are shown top to bottom.
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Figure A.2: Pressure field for modes 1 and 40 at St = 0.69. The ffts were computed using a segment
length of 128 and overlaps of 25%, 50%, 75%, 83%, and 88%, which are shown top to bottom.
A.2 Segment length
Next, we study the effect of the fft segment length. Specifically, we perform the Fourier and POD
analysis using segment lengths of 64, 128, and 256, all with 50% overlap. Figure A.3 shows the
pressure for the first and fortieth modes at St = 0.35. The most obvious difference is that the
acoustic radiation in mode 1 is stronger for lower segment lengths, but the directivity is the same.
Figure A.4 shows the pressure for the first and fortieth modes at St = 0.69. Compared to St = 0.35,
the effect of the segment length on mode 1 is much less significant, and the results for segment
lengths of 128 and 256 are nearly identical.
These results can be explained as follows. The acoustic events at each frequency within a given
segment are averaged by the fft. Since the acoustics are intermittent, there are some very loud
events and some quiet ones. When using short segments, a small number of events are averaged over,
resulting in some loud jet realizations and some quiet ones. This variety gives POD the opportunity
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to isolate very loud acoustics. When longer segments are used, more events are averaged over in each
segment, resulting is less variety in the different realizations. This makes it more difficult for POD
to isolate loud acoustics. This effect is more noticeable at low frequency since fewer low frequency
events fit in each segment. A more relevant test of segment length is conducted in the next section.
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Figure A.3: Pressure field for modes 1 and 40 at St = 0.35. The ffts were computed using 50%
overlap and segment lengths of 64, 128, and 256, which are shown top to bottom.
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Figure A.4: Pressure field for modes 1 and 40 at St = 0.69. The ffts were computed using 50%
overlap and segment lengths of 64, 128, and 256, which are shown top to bottom.
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A.3 Time delay
Finally, we examine whether introducing a time delay between the near-field source region and the
acoustic region has a significant effect on the results. This can be viewed as a test of whether a given
segment length is long enough to contain the complete process of sound generation and propagation.
For convenience, we use time delays equal to the time difference between adjacent fft segments,
which then avoids the need to compute any additional ffts.
Each un-delayed POD mode is constructed as
q˜j =
N∑
k=1
qkψkj , (A.1)
where the ψkj expansion coefficients are the solution of the usual economy POD eigenvalue problem.
To incorporate the effect of a time delay, we compute the POD of the far-field, and then use these
expansion coefficients to construct time delayed modes of the form
q˜dj =
N∑
k=1
qk−dψkj , (A.2)
where d is an integer that controls the length of the delay.
We show results for two segments lengths. First, we use segments of length 128 with 75% overlap,
which results in delays times that are multiples of 6.4 acoustic time units. The pressure is shown for
modes 1 and 40 at St = 0.35 and St = 0.69 in Figures A.5 and A.6. Note that the time delay that
one might suggest given the approximate source location and the direction of the acoustic beam is
approximately 12 acoustic time units, so the delay of -12.8 is most physically relevant (third row in
plots). Some small differences are apparent between these results the un-delayed results.
The differences can be mostly eliminated by using longer segments. To show this, we use segments
of length 256 with 75% overlap, resulting in delays that are multiples of 12.8 acoustic time units.
The pressure is shown for modes 1 and 40 at St = 0.35 and St = 0.69 in Figures A.7 and A.8.
Again, the delay of -12.8 is most relevant (now second row). Now, the differences compared to the
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un-delayed results are minor. The conclusion is then that using segment lengths of 256 is sufficient
to eliminate the need for explicitly incorporating a time delay. Or, to say it another way, segments
of length 256 are long enough to ensure that the entire process of sound generation and propagation
to the outer extent of the domain fit within a single segment.
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Figure A.5: Pressure field for modes 1 and 40 at St = 0.35 with segment lengths of 128 and different
time shifts between the near- and far- fields. From top to bottom: -25.6, -19.2, -12.8, -6.4 0, 6.4,
12.8, 19.2, 25.6 acoustic time units.
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Figure A.6: Pressure field for modes 1 and 40 at St = 0.35 with segment lengths of 128 and different
time shifts between the near- and far- fields. From top to bottom: -25.6, -19.2, -12.8, -6.4 0, 6.4,
12.8, 19.2, 25.6 acoustic time units.
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Figure A.7: Pressure field for modes 1 and 40 at St = 0.35 with segment lengths of 256 and different
time shifts between the near- and far- fields. From top to bottom: -25.6, -12.8, 0, 12.8, 25.6 acoustic
time units.
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Figure A.8: Pressure field for modes 1 and 40 at St = 0.35 with segment lengths of 256 and different
time shifts between the near- and far- fields. From top to bottom: -25.6, -12.8, 0, 12.8, 25.6 acoustic
time units.
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