Abstract-Distributed storage systems employ codes to provide resilience to failure of multiple storage disks. In particular, an (n, k) maximum distance separable (MDS) code stores k symbols in n disks such that the overall system is tolerant to a failure of up to n − k disks. However, access to at least k disks is still required to repair a single erasure. To reduce repair bandwidth, array codes are used where the stored symbols or packets are vectors of length . The MDS array codes have the potential to repair a single erasure using a fraction 1/(n − k) of data stored in the remaining disks. We introduce new methods of analysis, which capitalize on the translation of the storage system problem into a geometric problem on a set of operators and subspaces. In particular, we ask the following question: for a given (n, k), what is the minimum vector-length or subpacketization factor required to achieve this optimal fraction? For exact recovery of systematic disks in an MDS code of low redundancy, i.e., k/n > 1/2, the best known explicit codes have a subpacketization factor , which is exponential in k. It has been conjectured that for a fixed number of parity nodes, it is in fact necessary for to be exponential in k. In this paper, we provide a new log-squared converse bound on k for a given , and prove that k ≤ 2 log 2 (log δ + 1), for an arbitrary number of parity nodes r = n − k, where δ = r/(r − 1).
I. INTRODUCTION

M
AXIMUM Distance Separable (MDS) codes are ubiquitous in distributed storage systems [5] since they provide the maximum resilience to erasures for a given redundancy. We define an (n, k, ) storage system as consisting of n nodes or disks of capacity (data) units, and storing a total of k data units. When the units in each disk constitute a symbol in an MDS (array) code, the system is immune to an erasure of up to r = n − k disks. Failure of a single disk at a time occurs most frequently in practice. The objective is to quickly and efficiently recover the data in an erased disk. A naïve way is to reconstruct the entire data by using any k of the surviving disks and recover the data in the lost node. However, as can be seen in Example 1, transmission of k = 2 × 2 = 4 units to the repair center is not necessary to recover the loss of = 2 data units; transmission of 3 units is sufficient. Dimakis et al. [6] formalized this problem of efficient repair and proved that the bandwidth or the amount of transmitted data required to recover a single disk erasure in an MDS code is lower bounded by
where all the surviving n − 1 disks transmit a fraction 1/r of their data. Codes which achieve this lower bound are called optimal bandwidth MDS codes or minimum-storage regenerating (MSR) codes with n − 1 helper nodes. In general, a family of codes called regenerating codes was proposed in [6] which trades-off the amount of (redundant) storage per disk with the repair bandwidth. Most of the literature since has been devoted to the construction of codes at the two extremal points on the storage vs. repair bandwidth trade-off. (Only in 2013, code constructions have begun to appear for the so-called intermediate points [7] - [9] ). The MSR (minimum storage regenerating) point is one of the two extremal points and achieves the minimal storage among all the optimal tradeoff points.
The practical importance is that a slight reduction in storage space in a real-world system translates to significant infrastructure savings, thus making it very important to understand the limits of operating at the MSR point. An example of such savings is discussed in a 2012 news article [10] , "Windows Azure Storage stores more than 4 trillion objects. A Microsoft Research team has developed a powerful mathematical tool that significantly reduces the amount of space stored data requires. That, in turn, slashes the cost of storing that data, saving Windows Azure Storage millions of dollars. " Much progress has been made recently in constructing optimal bandwidth MDS codes. Network coding is sufficient to obtain optimal bandwidth codes for functional repair, where the objective is to recover a lost disk such that the MDS property is preserved in the new set of n disks. The case of exact repair, requiring the recovered node to exactly replicate the lost disk has proved to be more challenging. Optimal bandwidth exact repair codes were constructed in [12] and [13] for the low-rate regime (k/n ≤ 1/2), where the number Fig. 1 . A (4, 2, 2) MDS code over F 2 ([5] , [11] ), where nodes 1 and 2 store the systematic data (in black) and nodes 3 and 4 store the parity data (in blue). For example, node 2 stores the information vector v 2 = (b 1 , b 2 ) t . Any single erasure can be recovered using 3 data units. The figure shows the repair scenario of node 1. Each of the remaining nodes v j , j = 1, transmits to the repair center S 1, j v j to aid in the repair process. For example, the nodes can transmit their second data units b 2 , a 2 + b 2 and a 1 + a 2 + b 2 to recover v 1 = (a 1 , a 2 ). To recover the second parity node (a 2 + b 1 , a 1 + a 2 + b 2 ), we can use a 1 , b 1 + b 2 and a 2 + b 2 , where the second unit of information can be obtained from the second systematic node by a linear combination of its stored data.
of parity nodes exceeds the number of systematic nodes. In the high-rate case (k/n > 1/2), optimality was proved to be achievable asymptotically [14] . Recent contributions construct finite length (finite ) codes which exactly recover the systematic nodes [3] , [15] , [16] . Explicit finite-length optimal exact repair codes have also been constructed [15] , [17] , where both systematic as well as parity nodes are recoverable optimally.
Before we can apply our methods we need to translate from the language of computer storage to the language of operators and subspaces, 1 and we do this via an example. Example 1. (4, 2, 2) MDS code over F 2 . Refer to Fig. 1 . The first two nodes store the systematic data units v 1 and v 2 , each a binary column-vector of length two. The last two nodes are the parity nodes, which can be represented in the following generic form:
where the matrices or linear operators A i, j , i, j ∈ {1, 2}, determine how the systematic data is encoded in the parity nodes so that the overall code is MDS in nature. Suppose node 1 fails and a replacement node contacts the remain three nodes to restore v 1 . From Fig. 1 , we know that one way to do so is for the remaining nodes to send their second bit. In general, however, suppose each node sends a bit which is a linear combination of the data stored in it. If node j sends the 1 Note that this paper covers only linear MDS codes and linear repair.
bit S i, j v j to aid in the recovery of v i , S i, j ∈ F 1×2 2 , we have the following "information" at the replacement node 1:
To recover v 1 optimally from the available information, therefore, it is necessary and sufficient that the matrices
and
are of rank 2 and 1, respectively. It is easy to see that another way of viewing the necessary and sufficient conditions is that S 1,2 , S 1,3 and S 1,4 are one-dimensional subspaces such that S 1,2 , S 1,3 A 1,2 and S 1,4 A 2,2 are the same subspace, and S 1,3 A 1,1 is a complementary subspace to S 1,4 A 2,1 . Notice that here, we use the same notation S i, j to represent both the 1 × 2 matrix and the one-dimensional subspace corresponding to the span of its row vector. In the example in Fig. 1 , the subspaces S 1,2 , S 1,3 and S 1, 4 are all given by the same matrix, (0, 1). The subspaces S i, j will be appropriately referred to as the repairing subspaces.
A. Bounds on Sub-Packetization
In this paper, we look closely at the relationship between the disk capacity and the number of systematic nodes for an optimal bandwidth MDS code for a given number of parity nodes r . This question is intimately connected to the concepts of array and block codes [11] , [18] , linear vector coding, subpacketization [14] , and symbol extension [19] . The capacity , also known as the sub-packetization factor, represents the minimum dimension over which all the recovery arithmetic operations are needed, independent of the field F involved. For example, if = 1, namely, each node stores exactly one symbol, then we cannot do better than reconstructing the entire file to recover a single erasure (because an ability to do better would violate the MDS property). Hence, a sub-packetization of > 1 is required to achieve the optimal bandwidth property.
The disk capacity of symbols is linked to its actual "raw capacity" (or size in bits or bytes) via the field F over which the MDS code and the repair subspaces are assumed. For a given disk capacity of symbols and a given number of parity nodes r , the number of systematic nodes k which a DSS can "support" while storing an optimal bandwidth MDS code is bounded from above. Alternatively, a disk of size bits cannot store more than symbols (in any field) and therefore has a field-independent upper bound on k.
Example 2. A 1kB Storage Disk. Consider a storage disk of size 1 kilobyte = 2 13 bits. This disk can have a capacity of at most = 2 13 symbols. For two parity nodes, the current upper bound on k is exponential in and amounts to more For the low-rate case, i.e, when k/n ≤ 1/2, a linear sub-packetization (in terms of r ) is sufficient [13] . In fact, = n − k = r when all the n − 1 nodes aid in repair, because each disk need only contribute one unit (scalar repair) of repair bandwidth. The absence of optimal scalar linear repair codes [20] for the case of k/n > 1/2 justifies the search for vector linear repair codes. Cadambe et al. incorporated the idea of symbol-extension from interference alignment [14] and proved the existence of exact-repair MSR codes, albeit for asymptotically large for a fixed number of parity nodes r . Finite-length codes were discovered by [3] , [15] , [16] where is exponential in the number of systematic nodes k. Can one do better (lower) than an exponential ? Conversely, can one have more than a logarithmic number of systematic nodes k for a given disk capacity and r ?
The example in Fig. 1 is an MDS code with k = 2 systematic nodes for = 2 and r = 2. Table I shows an MDS code [4] with k = 4 systematic nodes for the same and r over the field F 7 . It might be expected that if we increase the field size, we can arbitrarily increase k. But as shown in [4] , k cannot be more than 5 even if the field size is infinite.
Tamo et al. [4] conjectured that for a given disk capacity and an arbitrary fixed number of parity nodes r , the maximum number of systematic nodes k is of the order of log . In the sequel, we provide a significant improvement to the bounds [21] on the largest number of systematic nodes k for given values of and r :
B. Our Contribution
The existence of optimal bandwidth MDS codes for the exact repair of systematic nodes can be expressed as an interesting linear algebra problem (e.g. [4] ) involving certain subspaces and linear operators, as described in Section II. This problem is a simplified version of all such rank conditions as mentioned in Example 1. We introduce new methods of analysis which capitalize on this restricted geometry of operators and subspaces. In particular, we use these methods to provide new upper bounds on the maximum number of systematic nodes possible k for a given sub-packetization factor .
We introduce ideas progressively in subsequent sections which will help us gradually narrow the gap between the upper and lower bounds on k and also hopefully make the proofs more comprehensible and intuitive. Wherever possible, we also restrict the proofs to the case of two parity nodes (r = 2) and provide the proof for an arbitrary number of parity nodes in the appendix. Exploiting the subspace conditions obtained in Section II, we first prove in Section III that for an arbitrary number of parity nodes r , the maximum number of systematic nodes k is bounded by
or in other words, the sub-packetization factor should at least be √ k. For the special case of 2 parity nodes, we then derive a stronger upper bound on k in Section IV:
i.e., the sub-packetization is required to be of the order of k. Finally, in Section V, we prove that for r parity nodes, we can extend the ideas in the previous sections to strengthen the bound to:
where δ = r/(r − 1). We note here that the results on the geometry of operators and subspaces derived in this paper are of independent interest. For instance, under circumstances similar to the problem in this paper, that is, for an optimal bandwidth MDS code for the exact repair of systematic nodes, optimal secure data rates can be derived. The maximum file size which can be securely stored on the DSS has been derived in [2] , when an eavesdropper has access to the repair data for any given number of systematic nodes.
II. PROBLEM SETTING
We define an (n, k, ) MDS array code as a set of n symbol vectors (disks) of length over a field F, such that any set of k vectors are sufficient to recover the entire data of k units. The first k symbols represent the systematic nodes consisting of the data vectors v 1 , . . . , v k of column-length . Each of the remaining r = n − k symbols is a parity node, which stores a linear combinations of the systematic data vectors. More formally, the vector v k+i stored in parity node i is given by
where A i, j is a square encoding matrix of order corresponding to the parity node i ∈ [r ] := {1, 2, . . . , r } and the systematic node j ∈ [k]. For optimal (bandwidth) repair of a failed systematic node i ∈ [k], all other nodes transmit a fraction 1/r of the stored data, i.e., the helper node j = i, j ∈ [n] transmits a vector of length /r given by S i, j v j , where S i, j is a matrix in F /r× . An alternate interpretation 2 is that the vector transmitted by node j is the projection of v j onto a subspace of dimension /r . The subspace corresponds to the subspace spanned by the rows of S i, j . It can be shown using interference alignment ideas [3] that the optimal repair of a systematic node i is possible if and only if there exist /r × matrices S i, j , j = i, j ∈ [n], which satisfy the following subspace properties:
The equalities in the subspace properties are defined on the row spans (or subspaces) instead of the corresponding matrices. The sum of subspaces B, C is defined as B + C = {b + c : b ∈ B, c ∈ C}. Since the dimension of each subspace S i, j is /r , it is clear from (5) that each encoding matrix A t,i is invertible and that the sum of the subspaces is a direct sum.
Example 1 Continued.
As an illustrative example, we derive the repairing subspaces for the (4, 2, 2) MDS code over the binary field as described in Example 1 and Fig. 1 . For the given encoding matrices, we know that the subspaces S 1,2 , S 1,3 and S 1,4 are the same subspace, say, S 1 . We also know that S 1,3 is a complementary subspace to S 1,4 A 2,1 , that is, S 1 is complementary to S 1 A 2,1 . By a simple calculation, we find that S 1 can be any of the three possible one-dimensional subspaces -span{(0, 1)}, span{(1, 0)}, and span{(1, 1)}. Fig. 1 uses the first of these.
If the second systematic node storing v 2 is to be recovered, the repairing subspaces are S 2,1 , S 2,3 and S 2,4 . The subspaces S 2,1 , S 2,3 and S 2,4 A 2,1 represent the same subspace, whereas S 2,3 and S 2,4 must be complementary to each other. Again, it can easily be checked that there are three possible scenarios, where S 2,1 can be represented by any of the three non-zero 1 × 2 binary matrices, and S 2,3 = S 2,1 and
The following theorem proved in [21] significantly simplifies the algebraic problem consisting of the subspace properties (4) and (5) by transforming it into one for which the repairing subspaces do not depend on the helper node. 
Theorem 1 ( [21, Theorem 2]). If there exists an optimal bandwidth
for all distinct i, j ∈ [k]. Furthermore, it can be shown [4] , [21] that the each of the encoding matrix of one of the parity nodes in the transformed MDS code can be assumed to be the identity matrix. In particular, if there exists an optimal bandwidth (k +3, k +1, ) MDS code, then there exist a set of invertible matrices 1 , . . . , k of order and a corresponding set of subspaces
where the sum can again be seen as a direct sum. In general, we want to find for a given sub-packetization factor and a given number of parity nodes r , the largest number of systematic nodes k for which there exists an optimal repair scheme (of systematic nodes).
III. PRIMER: A SIMPLE SUB-PACKETIZATION BOUND
We first prove a quadratic (in terms of ) upper bound for the maximum possible number of systematic nodes k for the general case of r parity nodes.
Theorem 2. For a given disk capacity and for an arbitrary number of parity nodes r , the number of systematic nodes k is upper bounded by
Proof: Consider the subspace properties (4) and (5) for the parity nodes 1 and 2. The idea 3 is to convert the given set of subspaces and matrices to another set which satisfy properties similar to the second set of subspace properties (8) 
and (9). Let us define for
We then have, using the properties (4) and (5), for j ∈ {i, k},
which is indeed true by (5). Defining S i,k+1 as S i , we have the properties S i j S i , and (13)
for any distinct i, j ∈ [k − 1], and 0 is the zero-vector. The proof follows from the observation that the matrices i , i ∈ [k − 1] and the identity matrix I are linearly independent. Since they lie in the 2 -dimensional space of matrices F × , we have k ≤ 2 . To see that the matrices are linearly independent, suppose they are not. Then without loss of generality we have some equation of the form,
Then, operating 1 on S 1 , we have
The right hand side of the above equation lies in S 1 from (13) and the fact that any subspace is invariant under the identity transformation. 4 But S 1 is non-intersecting 5 with the subspace on the left hand side S 1 1 from (14), which implies that S 1 1 = {0}. This further implies that S 1 = {0}, by the non-singularity of 1 , a contradiction to the fact that all S i,k+1 are full rank matrices of rank /r . Remark: At first sight, it looks like Theorem 2 (along with [21] ), which proves that
seems to present a contradiction as the upper bound is independent of r . However, the construction in [3] corresponding to the lower bound is only for = r m for some integer m ≥ 1. Because r is an integer which is at least 2,
IV. AN IMPROVED BOUND FOR TWO PARITY NODES
In this section we prove a stronger upper bound on k in the case of r = 2 parity nodes. By analyzing the geometry of the operators and the corresponding subspaces in two complementary directions, we prove that the number of systematic nodes k can be upper bounded either by 4 or 8 log 2 . We first investigate how the geometry of subspace intersection is related to the linear independence of corresponding operators.
Let S i and i , i ∈ [2t] be subspaces and matrices that satisfy (8) and (9) . Define T to be the set of products of pairs of matrices i j , where i is odd and j is even. Clearly the cardinality of T is t 2 . The following theorem shows a connection between linear dependencies of the matrices in T and the subspaces S i . 
α uv u v , 4 A subspace S is invariant under a linear operator if S ⊆ S. If S is invariant under two matrices, it is also invariant under their sum. If two subspaces are invariant under an operator, so is their intersection. 5 We use the word non-intersecting in the context of subspaces to imply that they intersect only in the zero vector.
where no α ∈ F is zero in the above summation. Applying both sides to the subspace S 2 , we obtain
By properties (8), (9) , the left hand side of the above equation lies in S 2 2 , whereas the right hand side lies in S 2 . This is possible only if
Because 2 is full rank, this reduces to
Thus, the relation also holds for a subspace in S 2 :
As before, by properties (8), (9) , the right hand side of the above equation lies in S 1 1 ∩S 2 , whereas the left hand side lies in S 1 ∩ S 2 . Note that on the left hand side, i is an odd number by construction, and thus, equals neither 1 nor 2. Because
is possible only if
because of the non-singularity of 1 .
Corollary 1. If for any operator i j in T the corresponding subspace S i ∩ S j does not equal {0}, then T consists of t 2 linearly independent elements.
We also have a corresponding result for a set of odd number of subspaces and matrices. Let S i and i , i ∈ [2t − 1] be subspaces and matrices that satisfy (8) and (9) . Define T to be the set of products of pairs of matrices i j , where i is even and j is odd. We add 0 = I to the list of matrices, such that the cardinality of T is t 2 . Then, using a similar sequence of arguments as in Theorem 3, we can prove the following corollary.
Corollary 2. If for any operator i j in T , i = 0, the corresponding subspace S i ∩ S j does not equal {0}, then T consists of t 2 linearly independent elements.
Corollary 1 bounds the size of collections of operators for which the corresponding subspaces intersect non-trivially in pairs. This result can similarly be extended for non-trivial intersection of triples and higher tuples of subspaces. We do not use this generalization to obtain upper bounds on the number of systematic nodes k in this paper, and therefore relegate it to Appendix A. We believe that this generalization may be of independent interest. The next result will bound the number of operator pairs for which the corresponding subspaces intersect trivially.
Theorem 4. Suppose we have a set of u ≤ k/2 disjoint pairs of subspaces (S
Then we can find a set of 2 u linearly independent matrices in F × .
Proof: Without loss of generality, let these pairs be S 4 ) , . . . , (S 2u−1 , S 2u ). Let M be the following set of 2 u × matrices:
where the product goes from left to right. For example,
We now prove by induction that no element in M lies in the (linear) span of its remaining elements. The induction is on the sets
where M s is the set of the following 2 s × matrices:
Induction Claim: For all s ∈ [u], no element in the set M s lies in the span of its remaining 2 s − 1 elements.
Base case: For s = 1, the proof follows from the fact that ϒ 0 = I, the identity matrix and ϒ 1 = 1 2 are linearly independent. If not, then
a contradiction by (9) . Inductive step: Suppose that the claim is true for s and consider the case s + 1. If the claim is false for s + 1, then some linear combination of elements in M s+1 is equal to zero. Note that each element in M s+1 is a product ending either in 2s+1 2s+2 or not. We have: are linear combinations of elements in M s . Now, operating both sides on the subspace S 2s+2 , we obtain
As in Theorem 3, this is possible only if
Similarly, operating both sides of (16) on the subspace S 2s+1 , we obtain
The left hand side of the equation is in S 2s+1 and the right hand side is in S 2s+1 2s+1 2s+2 . But,
Thus, (19) is possible only if
But by our assumption, S 2s+1 ∩ S 2s+2 = {0}. So, by (18), (20), we have 
Proof: Notice that the interpretation of the theorem in terms of the distributed storage system is that the upper bound on the number of systematic nodes k is a linear function of the sub-packetization . As mentioned in Section II, this is obtained by a transformation of the original MDS code into one where one of the parity nodes has all its encoding matrices as identity matrices and the repairing subspaces are independent of the helper nodes.
We are given a set of subspaces S i , i ∈ [k] and the corresponding set of matrices i , i ∈ [k], which satisfy the subspace conditions (8) and (9). Suppose we can find at most u disjoint pairs of complementary subspaces (S i , S j ) in the given set and no more, where 2u ≤ k. Without loss of generality, let these pairs be (S 1 , S 2 ) , . . . , (S 2u−1 , S 2u ). Let k be an even integer for convenience. We can construct a set T as in Theorem 3, where T is the set of ((k − 2u)/2) 2 products of the form 2 p−1 2q , where 2p − 1, 2q ∈ {2u + 1, . . . , k}. Note that we could have arranged the (k − 2u) matrices i , i ∈ {2u +1, . . . , k} into any two subsets of size (k −2u)/2 and taken products where the first factor is in the first set and the second factor in the second set.
Observe that by Corollary 1, the set T must consist of ((k−2u)/2) 2 linearly independent matrices. Otherwise, we can find another pair of complementary subspaces disjoint from the given u pairs. Let R be the following set of 2 u ((k − 2u)/2) 2 × matrices: i is the i th matrix in the set T . It can be proved that R consists of |R| linearly independent × matrices. The proof runs along the same lines as in Theorem 4, except that the base case relies on the linear independence of the matrices in T . Notice that S j i S j , where S j , j ∈ [2u], is a subspace in the list of complementary subspaces and i , i ∈ {1, . . . , |T |}, is a matrix in the set T .
We therefore have 6 |R| = 2 u ((k − 2u)/2) 2 linearly independent × matrices, and as in Theorem 2, to satisfy dimensionality,
The only missing link is that we do not really know how many complementary subspaces we can find. A simple bound can be obtained by taking the cases u ≤ k/4 and u > k/4, one of which must necessarily occur. If u ≤ k/4 and for convenience, say k is a multiple of 4 and k ≥ 8, then
Notice that the first case utilizes Corollary 1 and the second Theorem 4. Thus,
It can be shown that for > 7, we have k ≤ 4 . A tighter bound can be obtained by observing that min min
which for a sufficiently large k, results in the bound k ≤ 2 .
Remark: The upper bound is loosened at most by 1 if we consider k to be an odd integer, as we can derive the same result for k − 1 pairs of matrices and subspaces, that is,
However, we can avoid the relaxation in the upper bound by invoking Corollary 2 into the argument.
V. CLOSING IN: A LOG-SQUARED BOUND
We harnessed the intersection properties of two subspaces in Section IV to obtain an upper bound on k which is linear in . Specifically, we used the fact that the trivial intersection of two subspaces is equivalent to their sum spanning the entire space. This ceases to hold for more than two subspaces. For instance, it is not true that if three subspaces of dimension /2 intersect trivially, then their sum spans the entire space. As has been mentioned before, the "trivial intersection" thread of analysis can be generalized as in Appendix A. In this section, we extend the "spanning of the whole space" thread. Despite the lack of an either-or condition for the two properties which we used in Theorem 5 in the previous section, we show at the end of this section that for two parity nodes, we can upper bound k by 2(log 2 )(log 2 +1). Unless mentioned otherwise, we consider only two parity nodes (r = 2) in this section and make use of the subspace conditions (8) and (9) .
We now explore the consequences of finding subspaces whose sum is the full vector space F . 
are linearly independent.
Proof: The proof proceeds as in Theorem 4 using induction.
Induction Claim: For all s ∈ [u]. the following set of 2 s square matrices of order ,
Base case: The identity matrix ϒ 0 = I and ϒ 1 = 1 2 · · · t 1 = 1 are linearly independent because while S t 1 I S t 1 , we have S t 1 1 S t 1 t 1 , which does not intersect with S t 1 .
Inductive step: Let the inductive claim hold for some s, then it is true for s + 1. Otherwise, we have
where 
The right hand side in (26) lies in S i i i+1 · · · t s+1 , whereas the left hand side lies in S i = S i i+1 · · · t s+1 , which is a complementary subspace to S i i i+1 · · · t s+1 . Thus, we have,
(s) 1 = {0}, which, from (23) , implies that In order to apply the previous theorem, we would like to find subspaces whose sum is F . The following theorem and its corollary show that in fact any sum of a small number of subspaces equals F . Theorem 7. Given the subspace conditions (8) and (9) 
Proof: Again, we turn to induction. Base case: The dimension of S i 1 is /2. Inductive step: Suppose the theorem is true for s. We assume without loss of generality that i j = j . Let
7 This theorem first appeared in print in [2] . Please refer to Section VI.
If we assume the contrary, since S is an invariant subspace of s+1 , we have (S ∩ S s+1 ) s+1 ⊆ S. On the other hand S ∩ S s+1 is also a subspace of S s+1 , therefore
which contradicts (9) . We conclude then that
where the final inequality uses the induction assumption.
Corollary 3. For u = log 2 + 1,
Proof: From Theorem 7, we have for u = log 2 + 1,
We finally apply Theorem 6 to obtain the tighter bound in Theorem 8.
Theorem 8. For any given optimal bandwidth (k + 3, k + 1, ) MDS code, with r = 2 parity disks, the following upper bound holds:
Proof: From Theorem 1, we know that if there exists an optimal bandwidth (k+3, k+1, ) MDS code, then there exists a set of invertible matrices 1 , . . . , k of order and a corresponding set of subspaces S 1 , . . . , S k , each of dimension /2 such that the sets satisfy the subspace conditions (8) and (9) .
Partition the set [k] into sets of size t = log 2 + 1 (we assume that t divides k). From Corollary 3, each set in the partition satisfies the conditions in Theorem 6. We therefore have 2 k/t linearly independent × matrices, and as in Theorem 2, to satisfy dimensionality, we have
The proof of a log-squared bound in on the number of systematic nodes k for an arbitrary number of parity nodes r follows an identical line of reasoning as for two parity nodes. This and the corresponding extension of the theorems in this section for any r are given in Appendix B. Fig. 2 gives a pictorial representation of the bound on k when the number of parity nodes is 2, 3, and 4.
VI. DISCUSSION
The problem of finding the maximum number of systematic storage disks k in an optimal bandwidth MDS code, for a given sub-packetization and number of parity nodes r , remains open. However we have shown that this k is bounded from above by a log-squared function of , thereby almost closing the existing optimality gap in [21] . A practical consequence of this result is that the maximum k does not improve significantly than for the case of MDS codes with optimal access. In the latter case, the parameter of interest is the number of symbols read during the repair process rather than the number of symbols transmitted to the repair center, which is typically smaller. The maximum k here is known [21] to be r log r .
Of more general interest, we introduce previously unexploited methods of analysis by translating the storage problem into a geometric problem involving a set of operators and subspaces. A study of the linear dependence of these subspaces led to an upper bound on k in [21] . We discover that an investigation of linear dependence of the relevant operators not only simplifies the analysis but markedly improves the bound.
We posit that such a geometric analysis involving ideas of linear independence may be useful for attacking other open problems in distributed storage and elsewhere. For example, the maximum file size which can be securely stored on an optimal bandwidth MDS code has been derived in [2] . The eavesdropper is assumed to be passive (that is, does not modify the eavesdropped symbols), and to have access to any given number of systematic nodes and the vectors transmitted during their corresponding repair processes. The underlying analysis uses Theorem 7 and closes the optimality gap for this case and proves that a zigzag code precoded by a maximum rank distance code achieves the maximum file size [22] , [23] .
We speculate that it may be possible to improve the upper bound in Theorem 11 for the case of arbitrary number of parity nodes r . Furthermore, our proofs rely on the relaxation that the sub-packetization equals the raw capacity of the disk, that is, on the assumption that the underlying field is binary. A lower bound on the field size for which a valid (k + r, k, ) MDS array code may exist can provide a tighter bound on k. The conjecture on scalar MDS codes is that the field-size has to be at least n for an (n = k + r, k) MDS code. Recent work [24] proves parts of this conjecture using highly sophisticated algebraic tools. However, there is no known lower bound for codes with sub-packetization (that is, vector or array MDS codes). The analysis for the scalar MDS codes might provide some clues to improve our upper bound, but that is beyond the scope of this paper. Finally, an interesting future direction is to explore the case of non-linear encoding. 
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Then the | | matrices defined as
Proof: For a vector v in , denote by v i its i th coordinate. Suppose the claim is not true and we have without loss of generality
Following the flavor of argument in Theorem 3, we can partition the terms in the above summation into those for which S t is invariant and those which take S t to the complementary subspace S t t . Taking the latter set of terms, we have
Applying the non-singularity of t , we have Again, we can partition the terms (operators) within the second set of parentheses into those for which S t −1 ∩ S t is an invariant subspace and those which take it to a non-intersecting subspace S t −1 t −1 ∩ S t . As before, we take the latter set of terms to obtain
and by non-singularity of t −1 ,
Iterating this argument, we finally obtain
or, by the non-singularity of 1 ,
a contradiction per the definition of .
APPENDIX B VII. LOG-SQUARED BOUND FOR r PARITY NODES
As in the case of two parity nodes, we first derive a lower bound on the dimension of the sum of repairing subspaces for the transformed (k+r, k, ) MDS code, for which the repairing subspaces are independent of the helper node.
Theorem 10 (Extension of Theorem 7). Given the subspace conditions (6) and (7) 
Proof: We apply induction on u. Without loss of generality, we can assume i j = j , for all j ∈ [u].
Base case: The theorem is true for u = 1 because dim(S 1 ) = /r .
Inductive step: Suppose that the theorem is true for u. Denoting the subspace S 1 + · · · + S u by S, we can prove that
Notice that dim((S ∩ S u+1 )A t,u+1 ) = dim(S ∩ S u+1 ), for all t ∈ [r ], and that the subspace,
is a subspace of both S and S u+1 A t,u+1 . By the subspace condition (7), we know that the subspaces S u+1 A 1,u+1 , . . . , S u+1 A r,u+1 are mutually trivially intersecting, and therefore 
Finally, applying Theorem 6, we obtain the log-squared bound in Theorem 11.
Theorem 11. [Extension of Theorem 8] For any given optimal bandwidth (k + r + 1, k + 1, ) MDS code, with r parity disks, the following upper bound holds: k ≤ 2(log 2 )( log δ + 1) = O(log 2 ), whereδ = r/(r − 1). Proof: The proof is exactly the same as for Theorem 8. As mentioned in Section II, we can assume A 2, j as an identity matrix for all j ∈ [k]. Let us define A 1, j = j for all j ∈ [k]. This relabeling leads to the following subspace conditions: S i j S i , and (34)
Notice that they are simply a subset (relaxation) of the conditions (6) and (7). To complete the proof, we can now use Theorem 6 which incidentally only uses (35) instead of (9).
