INTRODUCTION
Many multivariate studies of hospital costs have included some measure of urban-rural location as a potentially important contributor to variations in hospital costs (Hendricks and Cromwell, 1989; Mick and Morlock, 1990; Carey, 1994) . These studies generally show that rural hospitals are less costly than urban hospitals. In many cases, this finding appears not only in descriptive comparisons, but remains after controlling for urban-rural differences in hospital capacity, wages, scope of services, and so forth.
However, few studies have concentrated on non-metropolitan hospitals to examine variations in their costs by degree of rurality. Indeed, Moscovice (1989) , as part of a research agenda concerning the economic viability of rural hospitals, asked: "Do rural hospital costs vary by the rurality of the environment? Do rural hospitals near urban areas have different costs than other rural hospitals? Do isolated rural hospitals (e.g., sole community hospitals, frontier hospitals) have different costs than other rural hospitals?"
While researchers have largely ignored cost variations among non-metropolitan hospitals, so have those examining the effects of market concentration and competition failed to differentiate between metropolitan and non-metropolitan hospital markets. Numerous studies performed during the 1980s and early 1990s Qoskow, 1980; Farley, 1985; Mardon and Buie, 1992) have shown that as hospital market concentration increases (i.e., as the market moves from competition to monopoly), hospital costs decrease rather than increase as predicted by textbook economic theory. (However, none of these studies has examined whether the effects of market concentration on costs differ in urban versus rural markets.) This result is frequently attributed to hospitals having traditionally competed by having the latest technology and extra capacity available for their medical staffs Qoskow, 1980) . Recently, however, Melnick and Zwanziger (1988) , Melnick et al. (1992) , Bamerzai (1994) have demonstrated a change in the nature of competition among hospitals in California. In particular, they have shown that as hospital market concentration increases, costs increase, as predicted by economic theory. The results of these studies are encouraging for those who hope to see increases in health sector efficiency through increases in price competition.
Still, to date no one has examined how market structure affects competition differently in metropolitan versus non-metropolitan hospital markets. It is widely believed that competitive market reforms may face significant obstacles in rural markets because of a dearth of providers and a consequent prevalence of highly concentrated markets. Indeed, concerns about such matters have resulted in significant skepticism about the applicability and feasibility of managed competition reform proposals in rural health care markets.
This article begins to address these shortcomings in the literature by (1) examining how the degree of rurality affects non-metropolitan hospital costs, and (2) examining how the effects of market concentration on hospital costs differ between metropolitan and non-metropolitan markets. Our findings indicate that (1) hospitals located in the most rural counties have lower costs than other non-metropolitan counties; (2) except for single-hospital communities, these lower costs can be explained by the independent variables included in a hospital cost function; and (3) the nature of hospital competition is very different between metropolitan and nonmetropolitan markets, with non-metropolitan and metropolitan markets nationally exhibiting different relationships between market concentration and costs.
MODEL
The Technical Note at the end of this article presents a utility-maximizing model of the hospital where utility depends on the quantity of services produced, the quality of those services, and profits. The comparative statics of this model predict that hospitals will increase their optimal quantity and quality of services in response to an exogenous increase in demand, and will decrease their optimal quantity and quality of services in response to an exogenous increase in costs. Furthermore, the model predicts that exogenous increases in demand will tend to increase total costs. Unfortunately, the model does not yield unambiguous predictions for how costs will change in response to exogenous increases in costs. (It may seem somewhat contradictory to say that an exogenous increase in costs will have an ambiguous effect on costs. This seeming contradiction can be better understood by recognizing that an exogenous increase in costs will (1) directly increase costs, (2) indirectly decrease costs via decreasing equilibrium quality, and (3) indirectly decrease costs via decreasing equilibrium quantity. The total effect on costs of an exogenous increase in costs is the sum of these three components, and thus is ambiguous in sign. (See the Technical Note for further discussion.)
The paucity of unambiguous empirical predictions, although unfortunate, does emphasize that the impact of most exogenous factors on hospital costs is an empirical, not a theoretical, question. Put another way, only empirical analyses of hospital cost data are likely to resolve questions about the impact of variables such as location and market structure on hospital costs.
DATA
Two main data sources were used in this research-the 1992 American Hospital Association (AHA) Annual Survey of Hospitals (American Hospital Association, 1992) and the September 1993 Area Resource File (ARF) (Bureau of Health Professions, 1993) . The AHA survey data provided detailed information on individual hospitals and was the primary source of data in this research, whereas the ARF provided information on county per capita income and county contiguity. In addition, HCFA's Medicare case-mix index was obtained from HCFA's public use data files.
There are myriad strategies that have been employed to measure the degree of rurality of a geographic location (Miller, Farmer, and Clarke, 1994) . The countybased classification employed for this research includes, simultaneously, the absolute number of the county population classified as urban and the proximity of the county to a major metropolitan area. The scheme was developed by the Economic Research Service of the United States Department of Agriculture (Butler, 1990) .
The classification scheme includes four categories of metropolitan counties ranging from central counties of metropolitan areas of 1,000,000 population or more to counties in metropolitan areas with populations of fewer than 250,000. There are six categories of non-metropolitan counties in the scheme. The largest is a county with at least 20,000 urban residents located adjacent to a metropolitan area. The most rural county is one that contains fewer than 2,500 urban residents and is not proximate to a metropolitan area. The intermediate nonmetropolitan counties are those containing between 2,500-20,000 urban residents.
The 10 specific categories in the metropolitan-non-metropolitan classification scheme are as follows. Metropolitan counties: 0-central counties of metropolitan areas of 1,000,000 population or more; 1-fringe counties of metropolitan areas of 1,000,000 population or more; 2-counties in metropolitan areas of 250,000-1,000,000 population; 3-counties in metropolitan areas of fewer than 250,000 population.
Non-metropolitan counties: 4-counties with an urban population of 20,000 or more, adjacent to a metropolitan area; 5-counties with an urban population of 20,000 or more, not adjacent to a metropolitan area; 6-counties with an urban population between 2,500-19,999, adjacent to a metropolitan area; 7-counties with an urban population between 2,500-19,999, not adjacent to a metropolitan area; 8-counties that are completely rural with fewer than 2,500 urban residents, adjacent to a metropolitan area; 9-counties that are completely rural with fewer than 2,500 urban residents, not adjacent to a metropolitan area. (Detailed information on the construction of the typology is available in Butler [1990] .) We used these county codes to define three of the four locational constructs for examining non-metropolitan hospitals: urban-rural, adjacent-nonadjacent, and isolated rural-other. In addition, we used the more detailed non-metropolitan county codes to examine how hospital costs vary by degree of rurality, after controlling for other factors that influence hospital costs.
The hospital sample used in this research began with all short-term general medical and surgical hospitals in the 1992 AHA survey. All long-term and specialty hospitals were excluded from the sample. In addition, Federal hospitals and hospitals in part-year operation were omitted from the sample. The 6,730 hospitals in the AHA survey were reduced to approximately 5,400 through these edits. As seen in the empirical results presented later, basic edit checks and missing data further reduced the number of usable observations to approximately 4,350. (Edit checks were performed to detect variable values which were out-of-range. Observations which edit checks revealed to contain errors were deleted from the data used in our analyses.)
EMPIRICAL SPECIFICATION
The empirical specification of cost functions has undergone significant changes in recent years, moving from the traditional behavioral specifications of early work (Cowing, Holtmann, and Powers, 1983) to the more modern flexible functional forms (Berndt and Christensen, 1972) to the hybrid functional forms currently in use (Granneman, Brown, and Pauly, 1986; Breyer, 1987; Carey, 1994) . Following Carey (1994) , we use a hybrid functional form based on the work by Granneman, Brown, and Pauly (1986) The squared and cubed output measures are consistent with U-shaped average and marginal cost curves. Discharges and outpatient visits capture important aspects of the quantity dimension of hospital output, while length of stay captures an important dimension of inpatient treatment intensity (Carey, 1994) . (While Carey [1994] used the natural log of total costs as the dependent variable, we chose to use the natural log of average costs as measured by total cost per inpatient-day equivalent, where inpatient-day equivalents [also called adjusted patient days] were calculated using the AHA [1992] definition.)
We examined two types of regression models. In the first type, we estimated the above model with additive locational dummies that divided non-metropolitan hospitals into the various locational constructs discussed later. This type of model allows the level of costs to differ between locations, but constrains the independent variable coefficients to be equal across all locations. Our second type of regression (sometimes referred to as a covariance model) entered the locational dummy both (1) additively, as previously shown, and (2) multiplicatively with the other independent variables. This second model allows both the level of costs and the coefficients of the independent variables to differ among locations. The tabular results shown in Tables 3 and 4 contain only the covariance results because the covariance model is more general (i.e., less restrictive) than our first model. Table 1 presents the definitions of the independent variables used in these analyses. In addition to hospital outputs, a variety of additional exogenous variables are included in the X vector. The number of acute and intensive beds are both included as measures of fixed assets. The various service dummies (Table 1) attempt to capture variations in hospital service mixes.
Other variables represent additional factors that could influence hospital cost performance. The pressures for reduced hospital costs associated with managedcare plans are measured by (1) the presence of at least one health maintenance organization (HMO) contract, and (2) the presence of at least one preferred provider organization (PPO) contract. A dummy variable measuring whether the hospital is managed under contract is included to account for any mission or operational differences that might be associated with that characteristic. The percent of patient days accounted for by swing beds is included as a measure of non-acute service mix. Finally, a number of variables are included in the present analysis based on their widespread inclusion in prior studies of hospital costs, such as (1) average hospital wage, (2) teaching status (medical school affiliation and membership in the Council of Teaching Hospitals), (3) State or county government ownership, (4) for-profit ownership, (5) county per capita income, (6) small bed size (fewer than 100 beds), (7) accreditation status, and (8) the 1992 Medicare facility case-mix index. A measure of hospital market concentration is provided by the HerfindahlHirschmann index (HHD (Scherer, 1980) . The HHI is the sum across all hospitals in a market of the squared hospital market share (expressed as the percent of total market hospital discharges accounted for by the individual hospital), and ranges from values approaching 0 (perfect competition) to 10,000 (monopoly).
Research has shown that crude definitions of the geographical boundaries of hospital markets can yield misleading results (Garnick et al., 1987; Melnick, et al., 1992; Mardon and Buie, 1992) . Although analysis of ZIP Codes of patients' residences yields the most accurate hospital market areas, such data were unavailable given our broad national sample. Under such circumstances, previous research has used county boundaries as crude definitions of hospital market areas. Fortunately, we were able to develop somewhat more refined market areas through the use of data on contiguous counties contained in the ARF.
1 Specifically, for counties that were part of Metropolitan Statistical Areas (MSAs), we used the population-weighted average HHI for all counties in that MSA For counties adjacent to one or more MSAs, we used the population-weighted average HHI for all counties in the MSA(s) adjacent to that county, plus the population-weighted HHI for that particular county. For counties that were neither part of an MSA nor adjacent to at least one MSA, we used that county's individual HHI.
RESULTS

Descriptive Results
We begin by examining the universe of non-metropolitan hospitals based on different dimensions of rurality. Following Moscovice's (1989) research agenda, we provide descriptive comparisons of nonmetropolitan hospital costs by (1) an urbanrural construct-non-metropolitan urban counties (county codes 4-7) versus nonmetropolitan rural counties (county codes 8 and 9); (2) an adjacency construct-nonmetropolitan counties adjacent to urban areas (county codes 4,6, and 8) versus nonmetropolitan, non-adjacent counties (county codes 5, 7, and 9); (3) an isolated rural construct-non-metropolitan, rural, small, non-adjacent counties (county code 9) versus other non-metropolitan counties (county codes 4-8); and (4) a single-hospital community construct-non-metropolitan counties with a single community hospital (defined as a county HHI = 10,000) versus non-metropolitan counties with more than one community hospital.
Our descriptive results show that the 422 non-metropolitan hospitals located in rural counties have lower costs, on average, than the 1,829 non-metropolitan hospitals located in non-rural counties-averaging $406 per inpatient-day equivalent on average versus $585 per inpatient-day equivalent, respectively, or 31 percent lower (Table 2) .2 The 1,012 hospitals located in counties adjacent to metropolitan areas had higher costs on average than the 1,239 hospitals located in non-adjacent counties-averaging $583 ver- sus $525 per inpatient-day equivalent, respectively, or 11 percent higher. Similarly, the 315 non-metropolitan hospitals located in rural, small, non-adjacent counties (county code 9) exhibited lower costs on average than did the 1,936 non-metropolitan hospitals located elsewhere-averaging $398 versus $576 per inpatient-day equivalent, respectively, or 31 percent lower. Finally, the 1,329 non-metropolitan hospitals that were in single-hospital communities (defined as the only hospital in its county) had lower costs on average than did the 922 non-metropolitan hospitals that were not located in single-hospital communities-averaging $526 per inpatient-day equivalent versus $587 per inpatient-day equivalent, respectively, or 10 percent lower. The clear pattern emerging from these descriptive results is that, among non-metropolitan hospitals, greater ruraUty is associated with 10-30 percent lower hospital costs per day. Of course, this is before controlling for factors other than location that influence hospital costs, and thus cannot be taken as definitive. The comparisons of the various independent variables contained in Table 2 yield differences in the expected directions. For example, non-metropolitan hospitals in urban areas are larger (more discharges, outpatient visits, and beds) than hospitals in rural areas. Similarly, non-metropolitan hospitals located in single-hospital communities are smaller (fewer discharges, visits, and beds) than those non-metropolitan hospitals located in counties with multiple facilities.
Multivariate Results
The cost comparisons in Table 2 do not control for the effects of the various independent variables, nor do the comparisons among the independent variables indicate whether the observed differences in the independent variables have an influence on observed differences in costs. To address these issues, multivariate analyses were examined.
Separate initial regression analyses using the independent variables defined in Table  1 plus an additive dummy variable representing each of our four dichotomies of non-metropolitan hospitals (urban versus rural, adjacent versus non-adjacent, isolated rural versus non-isolated, and singlehospital communities versus multiple-hospital communities) revealed that isolated rural hospitals (county code 9) had lower costs (a = 0.05) than their non-isolated counterparts. By contrast, we were unable to detect a statistically significant difference in costs per day between non-metropolitan hospitals in (1) urban versus rural counties, (2) adjacent versus non-adjacent counties, and (3) single-hospital communities versus multiple-hospital communities.
Although dichotomous urban-rural variables are often used in health services research, such a restriction is not necessary in the present case given the 10 detailed county codes (0-9) previously defined. To determine whether finer distinctions in costs could be detected, we regressed costs per day against the independent variables defined in Table 1 plus five county dummies based on the nonmetropolitan county codes previously defined. The six non-metropolitan county codes (4-9) were each assigned a dummy variable, and county code 4 (adjacent counties with 20,000 or more urban population) was omitted as a reference group.
We were unable to detect any differences in costs per day between county code 4 and county codes 5,6,7, and 8. However, county code 9 (completely rural, non-adjacent counties with fewer than 2,500 urban residents) did emerge as having lower costs per day (p < 0.01) than county code 4, after controlling for other factors that influence costs.
However, these initial results changed when we used the location dummies in a covariance analysis, i.e., when we allowed not only the regression intercepts, but also the independent variable regression coefficients to vary by location. In these more general models, only the single-hospital community-multiple-hospital community comparison yielded a significant difference in the level of costs. For the other three non-metropolitan dichotomies, we were unable to detect any differences in the levels of costs between different areas in the covariance models. Table 3 presents the separate ordinary least squares (OLS) results for single-hospital communities and multiple-hospital communities. The difference in the intercepts is Moving to the impact of market concentration on hospital costs, the focus shifts from non-metropolitan hospitals exclusively to all hospitals (metropolitan and nonmetropolitan) in our sample. Table 4 presents the results of OLS estimation of the empirical model using all hospitals (metropolitan and non-metropolitan). Two sets of results are presented: metropolitan-nonmetropolitan (county codes < 3/county codes > 4) and urban-rural (county codes <7/county codes >8).
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In general, the metropolitan-non-metropolitan and urban-rural results show similar patterns of signs and levels of statistical significance. However, the most interesting result in Table 4 is the statistically significant difference between the metropolitan-non-metropolitan and urban-rural coefficients on the HHI. The significant negative coefficient in the metropolitan equation indicates that as market concentration increases, costs decrease. This is consistent with the notion of cost-increasing quality competition among hospitals and has been widely noted in the literature, as previously discussed. However, the non-metropolitan results fail to exhibit a significant index coefficient, indicating that we are unable to reject the null hypothesis of no effect of market concentration on hospital average costs. The urban-rural results are similar, with urban hospital markets exhibiting the classic cost-increasing competition observed previously. Once again, however, hospitals in rural markets fail to exhibit any relationship between market concentration and hospital average costs.
The above regressions only provide a limited test of our theoretical model. The comparative static results presented in the Technical Note are of limited usefulness in obtaining unambiguous empirical predictions for two reasons. First, there exists some unresolvable ambiguity of the impact of exogenous changes in costs on the observed level of costs. Second, and more importantly, it is typically very difficult to classify the independent variables into separate demand-shifter and cost-shifter categories. Most of the independent variables commonly used in hospital cost analyses (such as teaching status, for-profit status, and service availability) likely affect both the type of patient (and thus demand) as well as operating efficiency (and thus costs). For the present model, only those variables that are thought to influence demand directly while not influencing costs directly yield unambiguous empirical predictions. Only one variable used in our empirical work, per capita income, falls into this category, with the demand for health care being positively related to income. In a majority of the regression results presented here, per capita income exhibits a positive effect on hospital average costs, as predicted by our theoretical model.
DISCUSSION AND CONCLUSION
Several interesting results emerge from the analyses presented in this article:
• Among non-metropolitan hospitals, cost differences by degree of rurality are largely explained by the effects of the independent variables in the cost regression. Only in the case of single-hospital communities versus multiple-hospital communities does there remain a difference in costs after adjusting for the effects of the independent variables, with hospitals located in single-hospital communities having lower costs than other non-metropolitan hospitals. What are the policy implications of this finding? Our results demonstrate that urban-rural and adjacent-non-adjacent distinctions are not significant explanatory factors for variations in non-metropolitan hospital costs. Consequently, policymakers can be confident that the other factors that determine hospital costs adequately account for variations in hospital average costs between urban-rural and adjacentnon-adjacent locations. However, it does appear that hospitals located in single-hospital communities have lower costs per day than other non-metropolitan hospitals, even after accounting for numerous factors that influence hospital costs. As a result, hospital payment mechanisms that seek to tie reimbursement levels to cost levels should be cognizant of the lower costs found in hospitals located in singlehospital communities.
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• The effects of market concentration on costs differ across metropolitan-non-metropolitan and urban-rural markets.
Hospitals in metropolitan markets demonstrate the negative relationship between costs and concentration found in previous studies (Farley, 1985; Mardon and Buie, 1992) . As market concentration increases, costs decrease, suggesting that hospitals compete against one another by cost-increasing means rather than cost-decreasing means. By contrast, non-metropolitan hospitals fail to exhibit any relationship between concentration and costs. Based on these results, it is clear that hospitals in urban and metropolitan markets are responsible for the negative relationship between market concentration and hospital costs observed in previous studies. By contrast, hospitals in rural and non-metropolitan markets fail to exhibit cost-increasing competition. This finding suggests that policies designed to promote competition among hospitals run less risk of perverse effects in rural and non-metropolitan locations. Although there remain numerous barriers to pro-competitive policies in rural areas (inadequate provider numbers, long travel distances, and so forth), our results indicate that rural and non-metropolitan hospitals will be less likely to engage in the kind of "technological arms race" that many believe is at the heart of the cost-increasing competition observed in urban and metropolitan markets. What causes this difference between metropolitan and non-metropolitan markets? It seems doubtful that the difference is related to extensive price competition among rural and non-metropolitan hospitals. Rather, the difference may be related to reduced cost-increasing competition among rural and non-metropolitan hospitals. Differences in the organizational culture between metropolitan-non-metropolitan and urban-rural hospitals may contribute to the finding as well. In particular, hospitals in non-metropolitan and rural areas may focus more on their communities, whereas metropolitan and urban hospitals focus on their rivals, leading to the kind of technological rivalry long observed in metropolitan markets. Also, the existence of single-hospital communities in non-metropolitan areas probably reduces the incidence of such competition.
The implications of these findings for health care reform are not straightforward. An absence of cost-increasing competition in non-metropolitan markets does not necessarily imply that vigorous price competition will flourish. In our opinion, concerns about the lack of a critical competitive mass of providers in rural areas are warranted, despite our findings. Further research in an effort to identify the causes of the observed difference in the concentration-cost relationship is clearly warranted.
TECHNICAL NOTE
Consider a utility-maximizing hospital where utility, U, is a function of the quantity of services produced, q, the quality of those services, Q, and profits, IT: The hospital faces an inverse demand curve, P, that depends upon q, Q, and M, an exogenous shift variable:
P = P(q,Q;M) P q <0,P Q >0,P M >0
The hospital incurs costs, C, that depend upon q, Q, and N, an exogenous shift variable: C = C(q,Q;N) C q >0,C Q >0,C N >0
Profits are defined as the difference between revenues and costs: 77 = P(q,Q;M)q -C(q,Q;N) Substituting the expression for profits into the utility function and differentiating with respect to q and Q yields the following firstorder conditions: These first-order conditions show that the sum of the direct marginal contribution of quantity (quality) to utility and the indirect marginal contribution of quantity (quality) to utility must equal zero. Here, the indirect effect of quantity (quality) on utility is the product of the marginal contributions of: (1) quantity (quality) to profits, and (2) profits to utility. Also, satisfaction of the firstorder conditions requires that the marginal profitability of both quantity and quality be less than or equal to zero. 8 Here, U qN < 0 and UQ N < 0. This flows from our previous assumptions and the fact that ir# < 0 . Summarizing the results previously shown, we see that dq/dM and dQ/dM are both positive, while dq/dN and dQ/dN are both negative. In other words, this model predicts that hospitals will increase their optimal quantity and quality of services in response to an exogenous increase in demand, and will decrease their optimal quantity and quality of services in response to an exogenous increase in costs.
What about the impact of changes in M and N on the level of hospital costs? The total differential of costs is: For dC/dN, the ambiguous sign stems from the last term in the expression, C N . For dC/dN, C N is positive while the remainder of the expression is negative (since C q and C Q > 0, while dq/dN and dQ/dN < 0). This ambiguity can be resolved somewhat by recognizing that the relative contribution of C N to dC/dN depends upon the time period under consideration. In the very short-run, q and Q can be considered fixed, leaving C N to determine the sign of dC/dN. As we move to the short-run, q and Q may be somewhat variable, thereby increasing the ambiguity of the sign oidC/dN. Finally, in the long-run, q and Q would be fully variable, introducing greater ambiguity into the sign of dC/dN.
For purposes of empirical prediction, however, the greater source of ambiguity lies in classifying independent variables as components of M or N, or both. Many of the independent variables in most hospital cost analyses arguably belong in both M and N, yielding unavoidable ambiguity in determining the net effect of the variable on costs. As a result, the effects of the various elements of M and N on costs are more empirical than theoretical questions.
