ABSTRACT As various faults are inevitable during a satellite's on-orbit operation, a modified intermittent process performance monitoring method is proposed. This performance monitoring of a satellite is performed via attitude information. This method not only overcomes the defects of the traditional intermittent process methods of requiring a priori knowledge and the difficulty in handling points on adjacent edges but also reduces the defects, such as omissions and false positives caused by the process modeling. This method combines the multiphase auto regression principal component analysis monitoring method based on affine propagation clustering (APC) optimized, and at the meanwhile, the population diversity-based particle swarm optimization algorithm is considered in APC. Numerical simulations proved the effectiveness of the proposed approach.
I. INTRODUCTION
It is inevitable for a satellite to face diverse faults during use in a real environment. Therefore, all of the satellite attitude control systems with high-performance design should consider the various faults, and in particular, actuator faults must be taken into account.
To perform fault diagnosis for actuators, a number of control design approaches, inspired from modern control theory, have been proposed by many researchers. Such as recent [1] - [3] , a developed observer is employed to observe the fault information. And considering the requirement of the fast time respond, finite time is employed in fault diagnosis, such as in [4] and [5] . All of them rely on the known physical model. Data driven fault detection plays an important role in industrial systems due to its applicability in case of unknown physical models. This viewpoint can be found in [3] and [6] . At the meanwhile, intermittent process is introduced to fault diagnosis field. So-called intermittent process is that all the steps of the work are at the single position, but are on at different time. It works with an operating state of the unstable and time-varying parameter. Compared with continuous production processes, the intrinsic characteristic of intermittent process is having multiple stages of the production process.
Additionally, due to the existence of a feedback control, which causes different stages of the intermittent process to be the dominant variables and different stage characteristics, as the process continues, it has obvious stage characteristics, which also cause the variables relating to the autocorrelation and cross-correlation characteristics. Therefore, there are many difficulties in the monitoring of the intermittent processes. In 1995, Nomikos et al. proposed using a principal component analysis (PCA [7] , [8] ) and multi-way partial least squares (PLS [9] , [10] ) modeling and monitoring for intermittent processes, and these methods have developed greatly. However, the traditional method ignores the process dynamics of the multi-stage characteristics of the process during the intermittent process failure monitoring [11] , [12] .
Focused on the multi-stage characteristics of intermittent processes, Lu et al. [13] proposed a stage division intermittent process method based on K-means. The sampling points along the time sequence data classification and monitoring model are established. However, the K-means classification method is difficult to use to divide adjacent points on the edge of the class. Thus, in the beginning and ending of each stage, the parts are divided into fault points, resulting in the online monitoring producing more false alarms or omissions.
Zhang et al. [14] proposed a multi-level modeling method based on fuzzy c-means (FCM)clustering. However, the FCM algorithm itself is a local search algorithm. In the phase division, it is necessary to determine the number of classes in advance, the cluster number is determined, and the iteration easily falls into the local optimal problem. Yu and Qin [15] proposed a new algorithm for multi-stage intermittent process monitoring based on the multivariate Gauss mixture model. The method estimates the Gauss mixture model according to the developed data but does not establish a fundamental stage model for the intermittent process. The APC algorithm is a fast and effective clustering method proposed by Frey and Dueck, compared with the K-means and FCM methods [16] . In the process, it is not necessary to determine the cluster number in advance, each sample point is regarded as a potential cluster center, and through each sample point, an iterative competitive clustering center and the optimal clustering results are obtained. However, the clustering number is influenced by the bias parameter.
Based on the above research, a new PDPSO algorithm is presented, which is used to guide the selection of the bias index of the core parameters of the APC algorithm, so that the clustering results can be optimized and the optimal phase division results can be obtained. Then, the division of the stage data to establish a MPAR-PCA model is performed [17] , [18] , which fully considers the dynamic characteristics of the transitional stage, using the MPAR model to eliminate the influence of dynamics, effectively lower the omission of monitoring and false positives, and to a certain extent, improve the real-time performance of the fault alarm. Finally, the satellite fault diagnosis process is used to analyze and verify the algorithm and compare it with the traditional monitoring method, which demonstrates the effectiveness of the method.
The remainder of this paper is organized as follows: Section 2 presents the preparations of the satellite mathematical model and the thrust faults. Section 3 presents an intermittent process performance monitoring method via attitude information for satellites. Simulation results are given in Section 4 to demonstrate various features of the proposed scheme and are followed by conclusions in Section 5.
II. PREPARATIONS A. SATELLITE MATHEMATICAL MODEL
Here, the Modified Rodriguez Parameters (MRPs) representation is employed to represent the attitude of the satellite. First, an Euler rotation angle about the Euler principle axis n ∈ 3 is given. Then, the satellite attitude orientation in F b with respect to F i can be defined by the MRP vector, which is expressed by [19] 
where φ(t) ∈ is an Euler rotation angle that presents the satellite attitude and σ bi = [ σ 1 σ 2 σ 3 ] T ∈ 3 . The corresponding rotation matrix R(σ bi ) ∈ 3×3 , related to the unit-quaternion σ bi , that brings the inertial frame into the body-fixed frame can be obtained using the Rodriguez formula as
where the matrix S(x) is the skew-symmetric matrix such that S(x)y = x ⊗ y for any vectors x, y ∈ 3 with ''⊗'' being the vector cross product. Using the MRPs, the kinematics differential formula of a rigid satellite is defined by [20] 
The reaction wheels provide fine and direct control of satellite attitude tracking by exchanging momentum between the satellite and the wheels. Therefore, three wheels are mounted orthogonally, aligned with the satellite body axes, and the dynamical model of rigid-body satellite motion can be found from Euler's moment equation as [21] 
where J ∈ 3×3 is the total inertia matrix of the satellite,
denotes the total control torque that can be generated by the reaction wheels, and the For any on-orbit satellite, the gravity-gradient torque, aerodynamic torque, solar radiation torque, and earth magnetic torque are the primary external disturbances for d in Eq. (4) [21] . Those disturbances are bounded in practice. Therefore, Assumption 1 is reasonable. Actually, as given in [21] , the upper bound d max can be conservatively calculated.
B. ACTUATOR FAULTS
Reaction wheel fault types are shown in [22] , where expounds four types of faults. Decreased reaction torque(F1), increased bias torque(F2), continuous generation of the reaction torque(F3), and failure to respond to control signals(F4). Here, reaction wheel faults F1 and F2 are the focus in the following part.
The faults generated by the control failures can be modeled for each reaction wheel by the following mathematical model:
where τ ci is the desired torque, e i (t) is the actuator fault indicator represented by a quantitative value in the range of 0 to 1, andτ ci is the uncertain input fault. For ease of understanding the operating condition, three conditions are presented.
(1) No fault: In the absence of any faults, τ i = τ ci and the values of e i (t) andτ ci are one and zero, respectively.
(2) F1: For this type of fault, 0 < e i (t) < 1 andτ ci = 0. (3) F2: In the case of this fault, the value of e i (t) goes to 1 andτ ci goes to a non-zero value of the bias torque, leading to τ i = τ ci +τ ci .
Taking the reaction wheel faults (5) into consideration, the actual control torque τ generated by the reaction wheels is
where 
where t i , i ∈ {1, 2, 3} denotes the unknown fault-occurrence time and b i : → is a function representing the time profile of a fault affecting the i th reaction wheel. We consider faults with time profiles modeled by
where the scalar a i > 0 denotes the unknown fault evolution rate. Small values of a i characterize slowly developing faults, also known as incipient faults. For large values of a i , the time profile b i approaches a step function that models abruptfaults. Note that the fault time profile given by (8) represents only the developing speed of a fault, whereas all of its other basic features are defined by the vector u = (E(t) − I 3 )τ c +τ c .
III. AN INTERMITTENT PROCESS PERFORMANCE MONITORING METHOD VIA ATTITUDE INFORMATION FOR A SATELLITE A. APC OPTIMIZED BY PDPSO 1) APC ALGORITHM
The input of the APC algorithm is the similarity matrix of the similarity between n samples, and the similarity between arbitrary pairs of sample points is defined as follows
The initialization of the same values for all s (k, k) is then iteratively updated by the mutual absorption degree r (i, k) of the data points and the competition mechanism of the degree of belonging a (i, k). The update rule is
Among them, s (k, k) is defined as the biased parameter P (k), and the cluster number is affected by the bias parameter P(negative). The size of this value directly affects the final cluster number. The larger value would generate more cluster number, and vice versa.
2) PSO ALGORITHM
The PSO algorithm was first proposed by Gao et al. [23] and Yu et al. [24] , and the well optimization ability supports itself strong widespread use. The detailed introduction about PSO algorithm can be found in [23] and [24] . Easy to follow, the PSO algorithm is presented.
The hypothesis space exists in the n different particles, the search space is D dimensional,
denotes the velocity of the i particle, and the n particles seek the optimal solution by iteration. In each iteration process, the value of each particle is substituted into the fitness function to calculate its value, and the value is updated by the individual extreme p gbest and the global extreme p zbest . The update formula of the velocity and position of the particle i is defined as follows:
x id = x id + v id (12) where c 1 , c 2 is the acceleration factor, rand 1 , rand 2 is the random variable that changes on the interval [0, 1], and w is the inertia weight. When w gets larger, the global search ability gets better, while w gets smaller, the local search ability gets stronger. However, for the standard PSO, the particles find the optimal solution through mutual learning, but two major problems in the process of optimum particles were found: 1) the PSO algorithm in the optimization process of particle aggregation in its history and the global optimal location algorithm easily fall into a local optimum;
2) for a better particle swarm diversity, one needs to maintain the particle diversity while improving the convergence accuracy of the optimal solution as much as possible. Focus the issues, adaptive idea is employed to modify PDPSO inertial weight.
3) MODIFIED PDPSO
The method considers the influence of the inertia weight and population diversity. However, the inertia weight is the main parameter that adjusts the speed change. The value of the VOLUME 6, 2018 inertia weight particle can affect the global exploration and the local exploitation ability. And it is an important parameter of the whole particle swarm convergence. Additionally, the diversity of information can reflect the distribution of the particles. The lack of population diversity can lead to a premature convergence of the population to some of the local advantages. Particle aggregation is the main cause of low precision in the process of population optimization. Population diversity information can reflect the degree of particle aggregation, and its expression is (13) where d i (t + 1) is the minimum Euclidean distance between the i particle and the other particles in the t + 1 iteration, d i (t + 1) is the mean of all d i (t + 1), and SP(t + 1) is the population diversity of the t + 1 iteration particle swarm. The change in the SP(t + 1) value of the population diversity reflects the aggregation of particles in the whole population, which can be obtained by Eq. (11) . Once SP(t + 1) becomes larger, the distance between neighboring particles in the population will be far away, and the particle distribution will be uneven. That is, the population diversity becomes worse.
When the particle swarm gradually falls into a local optimum, the main feature is that the particles gradually gather to the local optimum and the distribution of the particle swarm is uneven, so the particle swarm diversity worsens, namely SP(t + 1) > SP(t), until the particles are very close to or are at the local advantages. Finally, the particle swarm will show the real trend of the population diversity when it does not change, namely SP(t +1) = SP(t). Assuming that the particle has fallen into a local optimum in the t iteration, the flight information of the particle is analyzed as follows
In Eqs. (14)- (17), ε 1 , ε 2 , ε 3 and ε 4 are constants that approach 0. The particles fall into local optima in the t iteration. Via Eq. (14), the particle displacement of the t + 1 iteration is very small, nearly 0. Eq. (12) shows that if the particle position is offset and jumps out of the local optimum, then the particle velocity must be increased. Eq. (11), Eqs. (15,-16) show that the change in the particle velocity is mainly affected by the inertia weight. The present population diversity reflects the distribution of the particle swarm. When SP is larger, the diversity of the particles is poorer. Therefore, it is necessary to increase the inertia weight through the population diversity.
Because the particle flight process has complex nonlinear characteristics, the specific nonlinear function is difficult to represent the flight state. Therefore, the particle diversity and exponential function can be used to adjust the change in the inertia weight in the particle flight process, which can better fit the particle flight process. The nonlinear function B 1 (t + 1) is designed based on the population diversity SP(t + 1), and the inertia weight of the particle is increased according to the information of the population diversity. The function expression is
The above analysis shows that when SP(t +1)+1 ≥ SP(t), the adaptive inertial weight strategy is defined as
where w i (t + 1) is the inertia weight of the i particle of the t + 1 iteration. When the diversity of the particle swarm improves, namely SP(t + 1) + 1 < SP(t), the distribution of particle swarm is more uniform. To make the particle swarm find better optimal individual and global optimal solutions in scattered areas, reduce the flight velocity of particle to strengthen the local search ability of the particle within the region. The flight information of the particles is analyzed as follows:
According to Eq. (18), the magnitude of the displacement of the particle in the t + 1 iteration depends on the velocity of the particle in the t + 1 iteration. Eq. (19) shows that the particle velocity of the t + 1 iteration is affected by the inertia weight of the t iteration particle so that the particle velocity decreases when the inertia weight decreases and a smaller inertia weight can enhance the local development ability of the particles.
Similarly, a change in the inertia weight in particle flight is adjusted based on the population diversity and the exponential function to better fit the flight process of the particles. The nonlinear function B 2 (t + 1) is designed based on the population diversity SP(t + 1), and the inertia weight of the particle is decreased according to the information of the population diversity. The function expression is
The above analysis shows that, when SP(t +1)+1 < SP(t), the adaptive inertia weight strategy is defined by
In summary, by analyzing the state of the population in the course of particle flight, the information of the population diversity based on the population flight process is adapted to adjust the inertia weight. Thus, the adaptive inertia weight particle swarm optimization (PDPSO) algorithm based on population diversity is designed as follows:
In the feature space, the minimum ratio between the intra class scatter and the inter class distance is taken as the optimization objective so that the same types of data are more aggregated, the data of different classes are more dispersed, the linear separable maximization of the arrival data is obtained, and the most suitable bias parameter is selected. In a clustering analysis, the objective is to make the intra class scatter as small as possible and the inter class dispersion as large as possible so that the fitness function of the particle swarm can be expressed by this ratio.
The fitness function is defined as follows. Two training samples are set:Two classes of training samples are X 1 (x 11 , x 12 , . . . , x 1i ) and X 2 (x 21 , x 22 , . . . , x 2j )(i, j = 1, 2 . . . , n); each sample is a vector of d dimension. The means of the two samples in the characteristic space are
The intra class scatter matrices are
The scatter matrix between classes is
The fitness function considered here is
IV. MPAR-PCA MODELING A. AR MODEL
After dividing the intermittent processes into phases, this paper proposes the establishment of AR modeling at each stage to eliminate the dynamics of each stage and the influence of the autocorrelation and cross correlation between variables. 
AIC(L)
B. MPAR-PCA
After each intermittent to intermittent process data respectively to establish the AR model, integrating the AR model residuals of the I intermittent, to form a three-dimensional
, where e i k is the model residuals of the i intermittent data at the k moment and e i k = (e i k,1 , e i k,2 , · · · , e i k,J ), where e i k,j represents the model residuals of the j variables of the i intermittent data at the k moment. The sampling is carried out along the variable direction, shown by 
. . .
Build the PCA model for E , as shown below
where T PCA ∈ (I (K −L)×R), P PCA ∈ (J ×R) and E PCA ∈ (I (k − L) × R) are the scoring matrix, load matrix and residual matrix of the PCA model, respectively. According to the principal component, the contribution rate must be greater than 85% to determine the principal components number R and to calculate the monitoring statistics, Hotelling-T 2 and SPE, and the corresponding monitoring limits when monitoring the new intermittent data. The coefficient matrixˆ of the new intermittent data AR model is the mean value of I for the intermittent model training data AR model coefficient matrix, which can be defined bŷ
The AR model can effectively remove the influence of autocorrelation and the cross correlation between variables. In this part, the AR model residual matrix e i,c k is used to build the PCA model for process monitoring and fault detection. At this point, the PCA model is represented by principal components retained in the PCA model determined by the cumulative variance contribution. The values of R c are not necessarily the same at each stage. MPAR-PCA has a better performance in the monitoring intermittent process than PCA, because the latter is a single monitoring model based on process linearity and the stability assumption. Fig. 1 gives the overall block diagram of the intermittent process performance monitoring, that is PDPSO optimization for MPAR-PCA process intermittent monitoring. The specific process is divided into three parts.
C. INTERMITTENT PROCESS PERFORMANCE MONITORING

1) DATA PROCESSING
The intermittent process is represented in the data structure in three dimensions, namely, X (I × J × K ), where I is the production intermittent, J is the monitor variable, and K is the number of sampling points. Here, a three-step strategy is adopted to combine the intermittent expansion and the variable expansion. The expansion process is as follows:
1)The X (I × J × K ) is expanded into a two-dimensional matrix X (I × KJ ) along the intermittent direction;
2)The X (I × KJ ) is normalized in the direction of the intermittent and then is sliced along the time axis;
3)The slice matrix with the standardized treatment is expanded along the variable direction into a two-dimensional matrix X (IK × J ).
This expansion method has the advantages of intermittent expansion of removing nonlinearity and the variable expansion without predicting the value of the future time sampling.
2) MPAPC BASED PDPSO OPTIMIZATION
Based a), the data process of the attitude information of a satellite are divided. The steps of optimizing APC based PDPSO are as follows:
Step 1: The data are divided into I matrices X = (X 1 , X 2 , . . . , X I ) T according to the intermittent, where X i represents the i intermittent data.
Step 2: X is sliced along time, and K time slices are obtained. The similarity matrix S is calculated using Eq. (9).
Step 3: The intermittent i(i = 1, 2, · · · , I ) data are used as the input of the APC clustering optimized by the PDPSO, and the optimal bias parameter P * is used instead of s(k, k) in the similarity matrix s(i, k) as the bias parameter of APC clustering. The intermittent process is divided into stages, the process is initially divided into N stages.
3) MPAR-PCA PROCESS INTERMITTENT
According to the above (b)) section method, after the completion stage is divided, the MPAR-PCA model is established at each stage. The concrete steps are as follows:
Step 1: The data are expanded along the intermittent direction, and the mean and standard deviation of each column are extracted and standardized;
Step 2: After the data are standardized, the MPAR model is established for each intermittent of data in each phase, such as Eq. (42 Step 4: The PCA model is established for the rearranged E c , computing the covariance matrix S c = diag(λ 1 , λ 2 , . . . , λ Rc ). The PCA model is as follows In each stage, the other statistical parameters such as T 2 and SPE are calculated, and the control limit is determined. The T 2 statistic and SPE statistic are calculated according to Eq. (44), shown as follows:
Step 5: Among the variables, t new,k is the score vector of x new,k , S −1 c is the diagonal matrix, N is the sample number of the corresponding stage modeling, α is the confidence limit, and m k and v k are the mean and variance of the SPE obtained at the corresponding stage of modeling.
V. SIMULATION RESULTS
The orbit of the satellite is circular, with an altitude of 650 km and an inclination of 95.4 degrees. Its orbital rate is ω 0 = 0.00109 rad/sec with an orbital period of n T = 5893.69 seconds. The satellite mass is approximately 45 kg with principal moments of inertia of J 11 = 20 kgm 2 , J 22 = 22.5 kgm 2 , and J 33 = 25.2 kgm 2 . The products of the inertia are smaller than 0.5 kgm 2 and thus can be neglected.
External disturbances acting on the satellite are considered for all of the numerical examples presented in this section. The gravity-gradient torque, aerodynamic torque, earth magnetic torque, and the solar radiation torque are the primary external disturbances for d in (4) and are calculated as in [21] . The science objectives of the mission impose a number of requirements on the satellite attitude control system. The satellite must provide a 0.005-degree attitude pointing accuracy with 0.0012 deg/sec stability. Attitude and angular velocity sensor noises (σ 2 p ): 0.0001(1σ ) are modeled as zero-mean Gaussian random variables with variance σ 2 p .
A. ONLY CONSIDERING EXTERNAL DISTURBANCES
Supposing that an attitude stabilization maneuver is performed, the desired angular velocity to be followed is ω d = [ 0 −ω 0 0 ] T rad/sec. Due to the short time operation of the satellite after separation from the launch vehicle, the reaction wheel faults are unlikely to occur during this orbital period. Thus, only external disturbances are acting on the satellite. After the attitude capture maneuver, the attitude orientation of the satellite in this stage is such that σ bi (0) = [ 0.01569 0.01707 −0.01168 ] T with an initial body angular velocity of ω bi (0) = [ 0.2 0.1 −0.15 ] T deg/sec. In the absence of reaction wheel faults during this orbital period, one has d = u f . Fig. 2 shows the monitoring errors of external disturbances from the MPAR-PCA based APC clustering optimized with the PDPSO algorithm. Fig. 2(a) shows the finite-time convergence error e 2 obtained after a short period, approximately 110 seconds. Moreover, the high accuracy monitoring result (<6.0e-7) for e 2 is guaranteed, as shown in Fig. 2(b) . From the obtained results, it is clear that the intermittent process performance monitoring method can realize the accurate supervision.
The detailed monitoring errors are shown in Figs. 4-5 , the angular velocity and the attitude monitoring error are all zero, and we can also find the time response.
B. CONSIDERING REACTION WHEEL FAULTS
Here the desired attitude of a satellite is supposed to be as follows:
T rad/sec.
The initial attitude and angular velocity of the satellite are assumed to be as follows:
To investigate the accuracy of the intermittent process performance monitoring method for a satellite, the reaction wheels mounted on the satellite are assumed to be faulty at one period. 
REACTION WHEEL FAULTS
During the performance monitoring procession, the following fault scenarios are introduced and simulated.
• The reaction wheel that is mounted in line with the roll axes of the body frame F b (reaction wheel No. 1) experiences an increased-bias-torque (F2), which is described by the fault indicator e 1 (t) ≡ 1 and reaction torque fault (F1) after 100 seconds. The reaction wheel loses 55% of its normal power.
• The reaction wheel fixed in line with the pitch axes of F b (reaction wheel No. 3) loses 40% of its normal power after 50 seconds.
As shown by the steady-state behavior of the error e 2 in Fig. 5 , the accuracy monitoring error considers both the fault and the external disturbance.
The angular velocity monitoring error is shown in Fig. 6 , and the attitude tracking monitoring error is presented in Fig. 7 .
VI. CONCLUSION
A modified intermittent process performance monitoring method via attitude information was proposed for satellites. This method combines the MPAR-PCA monitoring method based on APC optimized with a population PDPSO. It not only overcomes the defects of requiring a priori knowledge and difficulty in handling points on adjacent edges of the traditional intermittent process methods, but also reduces the defects, such as omission and false positives caused by the process modeling. The performance monitoring method is evaluated using a numerical simulation to prove its validity. 
