In this paper, we study the leader-following consensus problem for a class of uncertain nonlinear multi-agent systems under jointly connected directed switching networks. The uncertainty includes constant unbounded parameters and external disturbances. We first extend the recent result on the adaptive distributed observer from global asymptotical convergence to global exponential convergence. Then, by integrating the conventional adaptive control technique with the adaptive distributed observer, we present our solution by a distributed adaptive state feedback control law. Our result is illustrated by the leader-following consensus problem for a group of van der Pol oscillators.
I. INTRODUCTION
In the past few years, the cooperative control problems for multi-agent systems have attracted extensive attention due to their wide applications in engineering systems such as sensor networks, robotic teams, satellite clusters, unmanned air vehicle formations and so on. The consensus problem is one of the basic cooperative control problems, whose objective is to design a distributed control law for each agent such that the states (or outputs) of all agents approach the same value. Depending on whether or not a multi-agent system has a leader, the consensus problem can be divided into two classes: leaderless and leader-following. The leaderless consensus problem aims to make the states (or outputs) of all agents asymptotically synchronize to a same trajectory, while the leader-following consensus problem requires the states (or outputs) of all agents to asymptotically track a desired trajectory which is generated by the leader system. method has been first proposed. However, the system considered in [1] contains only parameter uncertainty but no disturbance, and the communication network is assumed to be undirected jointly connected. In this paper, we extend the network from the undirected case to the directed case.
The rest of this paper is organized as follows. In Section II, we present our problem formulation and two assumptions. In Section III, we introduce some concepts for the adaptive distributed observer and establish a technical lemma. In Section IV, we present our main result. In Section V, we provide an example to illustrate our design. Finally, in Section VI, we close the paper with some concluding remarks.
Notation. For any column vectors a i , i = 1, ..., s, denote col(a 1 , ..., a s ) = [a T 1 , ..., a
T s ] T . ⊗ denotes the Kronecker product of matrices. Vector 1 N denotes an N-dimensional column vector with all elements being 1. x denotes the Euclidean norm of vector x. A denotes the induced norm of matrix A by the Euclidean norm. λ max (A) and λ min (A) denote the maximum eigenvalue and the minimum eigenvalue of a symmetric real matrix A, respectively. We use σ(t) to denote a piecewise constant switching signal σ : [0, +∞) → P = {1, 2, . . . , n 0 }, where n 0 is a positive integer, and P is called a switching index set. We assume that all switching instants t 0 = 0 < t 1 < t 2 , . . . satisfy t i+1 − t i ≥ τ 0 > 0 for some constant τ 0 and all i ≥ 0, where τ 0 is called the dwell time.
II. PROBLEM FORMULATION
Consider a class of nonlinear multi-agent systems as follows:
x si = x (s+1)i , s = 1, 2 · · · , r − 1
where
known function satisfying locally Lipschitz condition with respect to x i uniformly in t, θ i ∈ R m is an unknown constant parameter vector, d i (w) denotes the disturbance with d i : R nw → R being a known C 1 function, and w is generated by the following linear exosystem systeṁ
with w ∈ R nw and S b ∈ R nw×nw . It is assumed that the reference signal is also generated by a linear exosystem as follows:ẋ
where x 0 ∈ R r and S a ∈ R r×r . Let v = col(x 0 , w) and S = diag(S a , S b ). Then we can put (2) and (3) together as follows:v
The system (1) and the exosystem (4) together can be viewed as a multi-agent system of (N + 1) agents with (4) as the leader and the N subsystems of (1) as N followers. With respect to the plant (1), the exosystem (4), and a given switching signal σ(t), we can define a time-
where the node 0 is associated with the leader system (4) and the node i, i = 1, . . . , N, is associated with the ith subsystem of system (1). For i = 1, . . . , N, j = 0, 1, . . . , N, and i = j, (j, i) ∈Ē σ(t) if and only if u i can use the information of the jth subsystem for control at time instant t. LetĀ σ(t) = [ā ij (t)] ∈ R (N +1)×(N +1) be the weighted adjacency matrix ofḠ σ(t) . Let N i (t) = {j, (j, i) ∈Ē σ(t) } denote the neighbor set of agent i at time t. Let G σ(t) = (V, E σ (t)) be the subgraph ofḠ σ(t) , where V = {1, · · · , N} and E σ(t) ⊆ V × V is obtained fromĒ σ(t) by removing all edges between the node 0 and the nodes in V. Clearly, the case where the network topology is fixed can be viewed as a special case of switching network topology when the switching index set contains only one element.
Let us describe our control law as follows.
where h i and l i are some nonlinear functions. A control law of the form (5) is called a distributed control law since u i only depends on the information of its neighbors and itself. Our problem is described as follows.
Problem 2.1: Given the multi-agent system composed of (1) and (4), and a switching graph G σ(t) , design a control law of the form (5), such that, for any initial states x i (0), ζ i (0) and v(0), the solution of the closed-loop system exists for all t ≥ 0, and satisfies lim t→+∞ (x i (t) − x 0 (t)) = 0.
To solve our problem, we introduce two assumptions as follows. Assumption 2.1: All the eigenvalues of S are distinct with zero real parts. Remark 2.1: Under Assumption 2.1, the exosystem (4) can generate arbitrarily large constant signals and multi-tone sinusoidal signals with arbitrarily unknown initial phases and amplitudes and arbitrarily known frequencies. Since, under Assumption 2.1, all the eigenvalues of S a are distinct, the minimal polynomial of S a is equal to the characteristic polynomial of S a . Thus, without loss of generality, we can always assume
1 See Appendix A for a summary of graph.
where α 1 , α 2 , · · · , α r are some constants. Let x 0 = col(x 10 , · · · , x r0 ). Then, we havė
It is also noted that, under Assumption 2.1, given any compact set V 0 , there exists a compact set V such that, for any v(0) ∈ V 0 , the trajectory v(t) of the exosystem (4) remains in V for all t ≥ 0. Assumption 2.2: There exists a subsequence {i k } of {i : i = 0, 1, · · · } with t i k+1 − t i k < ǫ for some positive ǫ such that the union graph
j=i kḠ σ(t j ) contains a directed spanning tree with node 0 as the root.
Remark 2.2: Assumption 2.2 is called jointly connected condition in [1] , [15] , [26] , which allows the network to be disconnected at any time instant.
III. ADAPTIVE DISTRIBUTED OBSERVER
The key of our approach is to utilize a so-called adaptive distributed observer proposed in [1] . Let us first recall the distributed observer for the leader system of the form (4) as follows [26] : 
That is why we call (8) the distributed observer for (4). However, a drawback of (8) is that the matrix S is used by every follower. To overcome this drawback, an adaptive distributed observer for (4) was further proposed in [1] as follows:
, and µ 1 and µ 2 are any positive constants. Remark 3.1: In (9), the quantityv i is to estimate v and the quantityŜ i is to estimate S. This is why it is called an adaptive distributed observer. It is noted thatṠ i depends on S at time t iff the leader is the neighbor of the ith follower at time t. Thus, it is more practical than the distributed observer proposed in [26] since the matrix S is used by every follower in [26] .
Then (10) can be further put into the following compact forṁ
It was shown in Lemmas 1 and 2 of [1] that, under Assumptions 2.1 and 2.2 and the assumption that the subgraph G σ(t) ofḠ σ(t) is undirected, lim t→+∞S (t) = 0 exponentially and lim t→+∞ṽ (t) = 0 asymptotically. More recently, the assumption that the subgraph G σ(t) ofḠ σ(t) is undirected has been removed in Lemma 2 of [15] . However, to handle the external disturbance w, we require lim t→+∞ṽ (t) = 0 exponentially. For this purpose, we will strengthen Lemma 2 of [15] to the following.
Lemma 3.1: Under Assumptions 2.1 and 2.2, for any initial conditionsS(0) andṽ(0) and any µ 1 , µ 2 > 0, we have 1) lim t→+∞S (t) = 0 exponentially; 2) lim t→+∞ṽ (t) = 0 exponentially.
Proof:
We first note that, Lemma 2 of [15] has shown lim t→+∞S (t) = 0 exponentially for any µ 1 > 0 by applying Corollary 4 of [26] .
Thus, we only need to show lim t→+∞ṽ (t) = 0 exponentially. Note that, in Lemma 2 of [15] , we have already shown lim t→+∞ṽ (t) = 0 asymptotically. Here we further strengthen the result from the asymptotical convergence to the exponential convergence. For convenience, we use the same notation as that in the proof of Lemma 2 of [15] .
Let
Then, the second equation of (11) can be put to the following form:
Note that H σ(t) is a piecewise constant matrix with the range of σ being P = {1, 2, . . . , n 0 }. Thus, A(t) is bounded over [0, +∞) and continuous on each time interval [t i , t i+1 ) for i = 0, 1, 2, · · · . Also note that v(t) is bounded for all time under Assumption 2.1 and lim t→+∞S (t) = 0 exponentially. Thus, F (t) is continuous for all t ≥ 0 and lim t→+∞ F (t) = 0 exponentially. By Lemma 2 of [26] , under Assumptions 2.1 and 2.2, for any µ 2 > 0, the origin of the systeṁ
is exponentially stable. Let Φ(τ, t) be the state transition matrix of the system (13) . Then, we have, for any t, τ ≥ 0,
Since the equilibrium pointṽ = 0 of (13) is exponentially stable, there exist some positive constants α and λ such that
Define
where Q is an arbitrarily chosen symmetric positive definite constant matrix. Then, P (t) is continuous for all t ≥ 0. Also, it is easy to verify that there exist some positive constants c 1 and c 2 such that
which implies that P (t) is positive definite and bounded. Thus there exists a positive constant c 3 such that P (t) ≤ c 3 for all t ≥ 0. Also, similar to the proof of Theorem 4.12 of [11] , we have, for any t ∈ [t i , t i+1 ) with i = 0, 1, 2, · · · ,
LetV (t,ṽ) =ṽ T P (t)ṽ. For simplicity, we denoteV (t,ṽ) byV (t). Clearly,V (t) is positive definite and proper. According to (16) , for any t ∈ [t i , t i+1 ) with i = 0, 1, 2, · · · , we havė
Choose ε = . Then
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Since lim t→+∞Sd (t) = 0 exponentially, there exist some positive integer l and some positive real number c 4 such that
. Then, for any t ∈ [t i , t i+1 ) with i = l, l + 1, l + 2, · · · , we havė
Since F (t) converges to zero exponentially, there exist some positive constants γ 2 and λ 2 = λ 1 such that, for any t ≥ t l ,
By (17), for any t ≥ t l , we havē
According to (18) ,
Now let W (t l ) =
and λ 0 = min{λ 1 , λ 2 }. Then, according to (19) and (20), for any
that is to say, lim t→+∞V (t)| (12) = 0 exponentially. Together with c 1 ṽ 2 ≤V (t), we have lim t→+∞ṽ (t)| (12) = 0 exponentially. Thus the proof is completed.
Remark 3.2: Lemma 3.1 generalizes Lemma 2 of [15] in the sense that we have established that lim t→+∞ṽ (t) = 0 exponentially, while, in [15] , it was only proved that lim t→+∞ṽ (t) = 0 asymptotically. It will be seen that the exponential convergence ofṽ in Lemma 3.1 will play a key role in establishing our main result in the next section. Also note that, the main difference between the proof of Lemma 3.1 and the proof of Lemma 2 of [15] starts from the inequality (17).
IV. MAIN RESULT
In this section, we will consider the leader-following consensus problem for the system (1) subject to jointly connected switching network. To apply Lemma 3.1 to the leader system (4), where v = col(x 0 , w) and S = diag(S a , S b ), we letv i = col(x i ,ŵ i ) ∈ R q withx i ∈ R r and w i ∈ R nw denoting the estimations of x 0 and w respectively,
nw×nw denoting the estimations of S a and S b respectively. Finally, letx i = col(x 1i , · · · ,x ri ).
Then, we can decompose the adaptive distributed observer (9) into two parts as follows: for s = 1, · · · , r − 1, and i = 1, · · · , N,
Remark 4.1: By Lemma 3.1, under Assumptions 2.1 and 2.2, for i = 1, · · · , N, we have lim t→+∞Si (t) = 0 and lim t→+∞ṽi (t) = 0, which implies that
On the other hand, sincev i andā ij (t) are bounded for all t ≥ 0, we obtain that lim t→+∞Ṡi (t) = 0 and lim t→+∞vi (t) = 0. Letx dsi = µ 2 N j=0ā ij (t)(x sj −x si ) for s = 1, · · · , r and i = 1, · · · , N. Then it is easy to verify that
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where β 1 , · · · , β r−1 are some positive constants such that the polynomial λ r−1 + β 1 λ r−2 + · · · + β r−2 λ + β r−1 = 0 is stable. Theṅ
Now we are ready to present our control law as follows:
where k i is some positive constant and Λ i ∈ R m×m is some symmetric positive definite matrix.
The closed-loop system composed of (1) and (29) is as follows:
The construction of the control law (29) is based on the certainty equivalence principle. Suppose the state of the leader system is available by the control law of every follower. Then, instead of (26), we can define p ri as follows:
DRAFT Then, by the standard adaptive control method as can be found, say, in [21] , we can show that the following so-called decentralized control law
solves Problem 2.1. However, the control law (31) is impractical because w is in general not available for control and it is uninteresting to assume the state x 0 of the leader system is available by every follower. To overcome this difficulty, we replace the leader's state in (31) by its estimationv i generated by the adaptive distributed observer, thus leading to our distributed control law (29) . Since the distributed control law (29) is more complicated than the decentralized control law (31), we need to provide a much more sophisticated stability analysis for the closedloop system (30). Now we give our result as follows. Theorem 4.1: Under Assumptions 2.1 and 2.2, the leader-following consensus problem for the multi-agent system composed of (1) and (4) is solvable by the distributed control law (29) . Proof: Note that the closed-loop system (30) is piecewise continuous. Thus the traditional Barbalat's Lemma can not be used to analyze the stability of the closed-loop system (30), and we need to resort to the general Barbalat's Lemma proposed in [25] . In order to apply the general Barbalat's Lemma (i.e. Lemma 1 of [25] ), we need to find a scalar continuous function
ThenV (t) → 0 as t → +∞. Thus the main challenge here is to find a function V (t) with the above three conditions satisfied.
Sinced i (0, w) = 0 for all w andd i is C 1 , by Lemma 11.1 of [3] , there exists some smooth
March 29, 2017 DRAFT Then the time derivative of V along the trajectory of the closed-loop system (30) is given bẏ
Choosing k i ≥ 5 4 givesV
and thus
where c 0 is some constant. The existence of the limit lim t→+∞ V (t) is shown in Appendix B. Moreover, by Lemma 3.1, under Assumptions 2.1 and 2.2, lim t→+∞ṽ (t) = 0 exponentially, which implies lim t→+∞wi (t) = 0 exponentially. Thus, V (t) is bounded for all t ≥ 0. Thus, for i = 1, · · · , N, s i andθ i are bounded for all t ≥ 0. By (27) and (28), s i (t) is differentiable on each interval [t k , t k+1 ) for all k ≥ 0 and so isV (t). By (26) and (28), we have
which is equivalent to
Since both s i andx i are bounded, (38) can be viewed as a stable (r − 1)th order linear system in x 1i with a bounded input, and thus
· · · , x 1i are all bounded, that is to say, x i is bounded. Therefore, from (26) and (27) , p ri andṗ ri are both bounded. From the second equation of (30),ẋ ri is bounded. Thusṡ i =ẋ ri −ṗ ri is also bounded. Note thaẗ
Since s i ,ṡ i , w,ẇ,w i andẇ i are all bounded, there exists a positive number γ such that
It follows from the generalized Barbalat's Lemma as noted at the beginning of this proof, we have lim t→+∞V (t) = 0. Thus, from (35), we further have lim t→+∞ s i (t) = 0 (22), (30) and (37), we haveż
. . .
Then (41) can be put into the following forṁ
Since A is Hurwitz, and lim t→+∞ūi (t) = 0 by (25), we obtain that lim t→+∞ z i (t) = 0 i.e. lim t→+∞ (x si (t) −x si (t)) = 0 for s = 1, · · · , r − 1 and i = 1, · · · , N. By (37), we have
Together with (24), we have
Thus our proof is completed. Remark 4.3: Our proof relies critically on the fact that the signalw i (t) converges to zero exponentially, which is established in Lemma 3.1. If the convergence ofw i (t) is only asymptotic but not exponential, then we cannot guarantee that V (t) is bounded over t ≥ 0.
Remark 4.4:
As mentioned in the introduction, problems similar to ours have also been studied via the adaptive control technique in [4] , [14] , [30] , [32] . It is interesting to make some comparisons. First, references [4] , [30] only considered the first-order nonlinear systems and reference [14] only considered the second-order nonlinear systems while here we study the higher-order nonlinear systems. Second, in [30] , the systems do not contain external disturbance and the overall control laws are not distributed in the sense that the control law of each follower has to depend on the information of the leader. Third, references [4] , [32] employed neutral networks to approximate certain unknown nonlinear functions and thus the control laws can only make the tracking errors uniformly ultimately bounded, and the results are not global in the sense that they are only valid for initial conditions in the prescribed compact set. Finally, references [4] , [14] , [32] only considered the static network case which can be viewed as a special case of jointly connected switching network case.
V. AN EXAMPLE
Consider the leader-following consensus problem for a group of Vol del Pol systems as follows:
where 
The exosystem is in the form (4) with
It can be seen that Assumption 2.1 is satisfied. The communication graphḠ σ(t) is dictated by the following switching signal:
where s = 0, 1, 2, · · · . The four digraphsḠ i , i = 1, 2, 3, 4, are described by Figure 1 where the node 0 is associated with the leader and the other nodes are associated with the followers. It can be verified that Assumption 2.2 is satisfied even though the four digraphsḠ i are all disconnected. Simulation is performed with
T , and the following initial conditions: Figure 3 and 4 show the estimation errors between the states of the adaptive distributed observer of each subsystem and the states of the leader system, which approach zero as time tends to infinity. Figure 5 shows that the states of all followers approach the states of the leader asymptotically. All these simulations confirm that our control law is effective in solving our problem even though the communication network is switching and disconnected at every time constant.
VI. CONCLUSION
In this paper, we have studied the leader-following consensus problem for a class of higherorder nonlinear multi-agent systems subject to both constant parameter uncertainties and external disturbances under jointly connected switching networks. By combining the adaptive control technique and the established technical lemma on the adaptive distributed observer, our problem has been solved by the designed distributed state feedback control law.
The weighted adjacency matrix of the digraph G is a nonnegative matrix A = [a ij ] ∈ R N ×N where a ii = 0 and a ij > 0 ⇔ (j, i) ∈ E, i, j = 1, · · · , N. On the other hand, given a matrix A = [a ij ] ∈ R N ×N satisfying a ii = 0 and a ij ≥ 0 for i, j = 0, 1, · · · , N, we can always define a digraph G such that A is the weighted adjacency matrix of the digraph G. We call G the digraph of A. Given a piecewise constant switching signal σ : [0, +∞) → P = {1, 2, . . . , n 0 }, and a set of n 0 graphs G i = (V, E i ), i = 1, . . . , n 0 with the corresponding weighted adjacency matrices being denoted by A i , i = 1, · · · , n 0 , we call a time-varying graph G σ(t) = (V, E σ(t) ) a switching graph, and denote the weighted adjacency matrix of G σ(t) by A σ(t) . (11) can be put into the following form:ż = −µ 1 (I q ⊗ H σ(t) ⊗ I q )z.
B. Existence of the limit lim
By Lemma 3.1, lim t→+∞z (t) = 0 exponentially. Then, similar to the construction of the Lyapunov function for (13) in the proof of Lemma 3.1, we can also construct a continuous and piecewise differentiable quadratic Lyapunov function V 1 (t,z) for (46) such that
for some positive constants l 1 , l 2 , and l 3 , and all t ∈ [t k , t k+1 ) with k = 0, 1, 2, · · · . Second, for convenience, repeat (12) as follows.
Let V 2 (t,ṽ) be the same as the functionV (t,ṽ) in the proof of Lemma 3.1. Then, as shown in Lemma 3.1, V 2 (t,ṽ) is such that
Together with (54), we have 
for all t ∈ [t k , t k+1 ) with k = l, l + 1, · · · . SinceV 3 is lower bounded andV 3 | (53) is non-positive, we can conclude that lim t→+∞V3 (t) exists.
On the other hand, recall from (33) that V = for all t ∈ [t k , t k+1 ) with k = l, l + 1, · · · . Since U is lower bounded andU is non-positive, we conclude that lim t→+∞ U(t) exists.
Thus lim t→+∞ V (t) = lim t→+∞ U(t) − lim t→+∞V3 (t) also exists.
