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SUMMARY 
 
Introduction 
Since Carr (2003), research focusing on information technology (IT) business value has 
become an increasing thematic line of enquiry for investigators and business 
practioners. The present thesis heeds calls from information systems (IS) (Kohli & 
Grover, 2008; Melville, Kraemer, & Gurbaxani, 2004; Straub et al., 2002; Zhu & 
Kraemer, 2005) and fast growth (Barringer, Jones, & Neubaum, 2005; Delmar, 
Davidsson, & Gartner, 2003; Zahra, Sapienza, & Davidsson, 2006) researchers to 
explore how e-business capability and dynamic capability help rapidly growing small-
to-medium enterprises (SMEs) to achieve business value.  
 
Three key research questions motivate the present thesis. First, what are key 
antecedents of e-business capability, dynamic capability, and e-business value? Second, 
does e-business capability and dynamic capability mediate relationships between 
antecedent factors and e-business value? Finally, does environmental turbulence 
moderate relationships between e-business capability, dynamic capability, and e-
business value? 
 
The present thesis was undertaken for four key reasons. First, ex ante IS research 
(Fichman, 2000; Wheeler, 2002; Zhu & Kraemer, 2005) shows that there is a pressing 
need to build an integrative theoretical framework to help to understand how the 
adoption and use of IT innovation helps firms to achieve business advantage. Second, 
there appears to be a dearth of research on IT business value in the fast growth SME 
context (Bi & Smyrnios, 2009). Relatively little is known about how technological, 
organizational, and environmental factors combine in a comprehensive model of IT 
capability, dynamic capability, and firm performance, presenting an apparent gap in 
both IS and fast growth literature. Third, understanding the complementary role of IT 
and other pertinent resources in developing organizational capability remains enigmatic 
(Karimi, Somers, & Bhattacherjee, 2007; Ravinchandran & Lertwongsatien, 2005). 
Finally, examination and test of competitive environment moderators on links beteen IT 
capability, dynamic capability, and business performance are relatively unexplored 
(Tallon, 2008; Zahra et al., 2006).   
 xv 
Drawing upon the technology-organization-environment (TOE) framework, resource-
based view of the firm (RBV), dynamic capability (DC), and contingency theories, the 
present thesis develops and tests an integrative multi-theoretical model of drivers of e-
business capability, dynamic capability, and e-business value (Figure 1). Specifically, 
the TOE framework provides conceptual support in relation to the categorization of 
important factors from different contextual perspectives in an effort to understand their 
relative influence on a firm use of e-business technologies. Importantly, inclusion of 
environmental context variables into an integrative model enhances understanding of 
the ways in which external environmental factors influence enterprise e-business 
capability and dynamic capability. The RBV theory provides a theoretical rationale for 
linking antecedents from TOE contexts to e-business capability, dynamic capability, 
and firm performance. DC theory addresses the dynamic processes of how resources 
and capabilities within firms are reconfigured and redeployed to exploit changing 
opportunities. Contingency theory accounts for the moderating effects of environmental 
turbulence on links between e-business capability, dynamic capability, and e-business 
value. Advancing an integrative multi-theoretical framework involves test and 
validation of theories (DiMaggio, 1995), contributing to containing research efforts and 
leading to the development of theories that exhibit high levels of explanatory power 
(Kuhn, 1970), culminating in theoretical enhancement (Gioia & Pitre, 1990; Gregor, 
2006).  
 
On the basis of an extensive review of theory and literauture, 25 hypotheses were 
developed and subsequently tested (Figure 1), forming the foundation of an integative 
multi-theoreticial model. It should be noted that while 19 hypotheses are related to tests 
of the nomological links between antecedents within TOE contexts, e-business 
capability, dynamic capability, and e-business value, six hypotheses are associated with 
tests of the influence of environmental turbulence moderators on relationships between 
e-business capability and dynamic capability, e-business capability and e-business 
value, and dynamic capability and e-business value (Figure 1). 
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Figure 1. Proposed An Integrative Multi-theoretical Model 
 
Method 
Participants. Participants are the CEOs/founders of Business Review Weekly (BRW) 
Fast Growth firms (James, 2009; Tan, 2007). The Fast Growth project, a compilation of 
Australia‟s fastest growing private and public SMEs, is similar to Fortune‟s FSB 100, 
America‟s fastest growing small companies. For the present thesis, fast growth is 
defined as average turnover growth of at least 20% over three successive financial 
periods, assessed independently and immediately prior to this research by external 
auditors or accountants for these companies. Responding firms represents 16 industry 
categories, achieving turnover growth rates ranging from 21.9% to 759.5%.  
 
Instruments. For the purpose of the present thesis, e-business capability refers to a 
firm‟s ability to use e-business technologies in order to fulfil order cycle processes 
along a value chain (Zhu, 2004), and comprises four dimensions: communication with 
customers, order taking, procurement, and communication with suppliers/business 
Sales
Performance
Operational
Efficiency
E-business Value
E-business
Capability
Dynamic
Capability
Capability-Building Processes
Environmental
Turbulence
Moderators
Technology Context
Organization Context
Environment Context
IT
Infrastructure
IT
Expertise
Strategic 
IT Alignment
Business
Partnerships
Competitor
Orientation
Customer
Orientation
Organizational
Perception of
Competitive 
Pressure
H1a
H2a
H3a
H4a
H5a
H6a
H7a
H1b
H2b
H7b
H3b
H4b
H5b
H6b
H8a
H8b
H8c
H9a
H9b
H10a
H10b
H10c
H11a
H11b
H11c
 xvii 
partners. Dynamic capability is defined as an ability of a firm to collaborate with 
business partners in order to sense, seek, coordinate, and respond to external 
environmental changes effectively and efficiently (Teece, 2007; Wu et al., 2006), and 
consists of three elements: information sharing, inter-firm coordination, and 
responsiveness of partners. E-business value is measured by sales performance and 
operational efficiency (Zhu & Kraemer, 2005), the perspective of which is impacted 
upon by e-business capability and dynamic capability. 
 
The Fast Growth questionnaire incorporates validated and reliable scales from extant 
literature to measure IT infrastructure (Bharadwaj, 2000; Eikebrokk & Olsen, 2007; Lin 
& Lin, 2008), IT expertise (Lin & Lin, 2008; Thong, 1999), strategic IT alignment 
(Kearns & Sabherwal, 2006), competitor orientation (Narver & Slater, 1990; Wu, 
Mahajan, & Balasubramanian, 2003), customer orientation (Narver & Slater, 1990; Wu 
et al., 2003), organizational perception of competitive pressure (Lin & Lin, 2008; Zhu 
& Kraemer, 2005), business partnerships (Kim, Cavusgil, & Calantone, 2006; Wu et al., 
2006),four dimensions of e-business capability (Wu et al., 2003; Zhu, 2004), three 
aspects of dynamic capability (Kim et al., 2006; Wu et al., 2006), sales performance 
(Wu et al., 2003; Zhu & Kraemer, 2005), operational efficiency (Wu et al., 2003; Zhu 
& Kraemer, 2005), environmental turbulence moderators (Jaworski & Kohli, 1993), 
and social desirability (Reynolds, 1982). 
 
Data Collection Procedures. 1,335 CEOs/founders of BRW Fast Growth companies 
were invited to complete an online questionnaire in response to a personalized email 
highlighting the academic nature of the present study. To increase response rate, a 
follow-up email was sent three weeks after the initial one, and a second reminder email 
was sent two week later. Repondents were assured of confidentially. 195 incorrect 
email addresses were received and 35 companies declined to participate, culminating in 
a 28.1% response rate (n = 310).  
 
Statistical Procedures. SPSS 17.0 and AMOS 17.0 software packages were employed 
to conduct data analyses. An iterative procedure was utilized consisting of four 
principal stages: data screening (e.g., normality, multicollinearity, outliers), exploratory 
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factor analysis (e.g., scale reliability, discriminant validity), confirmatory factor 
analysis (e.g, contruct reliability, variance extracted estimate, convergent validity, 
discriminant validity, validity of reflective second-order factors, common method bias), 
and structural model estimation (e.g., tests of full structural model, tests of mediation, 
tests of moderation).  
 
Results 
Tests of a full structural model confirm a reliable and robust fit between data and the 
present hypothesized conceptual model: χ² (1131) = 2040.156, p = .000, χ²/df = 1.809, 
CFI = .912, TLI = .905, SRMR = .059, and RMSEA = .051, providing support for 13 
out of 19 hypotheses. Results reveal that except for competitor orientation, all other 
factors (i.e., IT infrastructure, IT expertise, strategic IT alignment, customer orientation, 
organizational perception of competitive pressure, business partnerships) are related 
positively to a firm‟s e-business capability. By way of contrast, while IT infrastructure, 
IT expertise, customer orientation, and organizational perception of competitive 
pressure have no significant impact on dynamic capability, strategic IT alignment, 
competitor orientation and business partnerships contribute significantly to dynamic 
capability. In regard to interrelationships between e-business capability, dynamic 
capability, and e-business value (i.e., sales performance, operational efficiency), e-
business capability has a nonsignificant impact on sales performance, but impacts 
positively on dynamic capability and operational efficiency. Dynamic capability affects 
both sales performance and operational efficiency positively. Figure 2 shows the results 
of the current final full structural equation model.  
 
Tests of mediation show that all antecedents (i.e., IT infrastructure, IT exptertise, 
strategic IT alignment, market orientation, organizational perception of competitive 
pressure business partnerships) within TOE contexts have significant indirect effects on 
e-business value through the mediating links of e-business capability and dynamic 
capability.  
 
Tests of moderation demonstrate that the impact of environmental turbulence on 
linkages between e-business capability, dynamic capability and e-business value is 
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discernable only at e-business capability level, dynamic capability emanating from 
inter-firm strategic collaborations performs equally well under varying levels of market 
and technological turbulence, and competitive intensity.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
             Context                                   Capability-Building Processes                    Performance 
Figure 2. Final Full Structural Equation Model 
Note. *p<.10. **p<.05. ***p<.01. E-business capability and dynamic capability are reflective second-
order factors. Standardized regression weights are shown in parentheses. In order to avoid a cluttered 
figure, indicators for each are omitted. Dashed lines are non-significant paths. SMC is similar to R
2
, 
showing the percentage of variance explained by model. 
 
Conclusion 
Findings emanating from the present thesis reveal that fast growth firms create and 
sustain competitive advantage by aligning their IT invesments with complementary 
internal and external factors (i.e., IT resources, strategic planning, organizational 
culture, competitive environment, business partnerships), and business practices (i.e., 
value chain activities) to develop e-business capability and dynamic capability. While 
antecedents from the technology context (i.e., IT infrastructure, IT expertise), 
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organization context (i.e., strategic IT alignment, market orientation), and environment 
context (i.e., organizational perception of competitive pressure, business partnerships) 
are sources of competitive advantage, e-business capability and dynamic capability 
provide positional advantage for fast growth firms to differentiate themselves from their 
rivals by conducting upstream and downstream value chain activities effectively and 
through adapting and responding to external market changes efficiently, thus creating 
sustainable business value (Day & Wensley, 1988).  
 
The present thesis has implications for both research and practice. First, this thesis is 
possibly the first study to demonstrate the theoretical value of integrating TOE, RBV, 
DC, and contingency theories into a multi-theoretical model, exhibiting high levels of 
explanatory power and culminating in theoretical enhancement. Second, this 
investigation explores nomological relationships among technology, organization, and 
environment contexts, IT capability, dynamic capability, and IT business value within 
the e-business arena by utilizing a sample of fast growth SMEs, enriching the ongoing 
debate on determinants of fast growth. Third, the present study suggests that the extent 
of e-business use, e-business capability, and dynamic capability contribute to the value 
creation of e-business, extending the extant IT business value literature. Fourth, this 
investigation highlights that dynamic capabilities are crucial for companies in the face 
of rapidly changing environments. Importantly, fast growth firms possessing dynamic 
capabilities tend to be highly entrepreneurial (Teece, 2007; Zahra et al., 2006), geared 
to achieving business success. Finally, the present thesis provides a useful integrative 
framework for managers to understand the ways in which IT investments help firms to 
create strategic advantage and ultimately to achieve financial performance.  
 
In conclusion, this thesis provides a first step towards an understanding of how IT helps 
fast growth firms to gain business value, laying the groundwork and advancing 
conceptual foundations upon which the business value of IT and determinants of fast 
growth firms can be assessed.  
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CHAPTER 1 
 
INTRODUCTION 
 
Chapter 1 overviews the present thesis, providing a description of the purpose and 
background, and discussion of the rationale underpinning this dissertation. Research 
objectives are outlined, along with the method employed. This chapter ends with a 
summary of the thesis structure. 
 
The present thesis investigates the ways in which fast growth small-to-medium 
enterprises (SMEs) utilize information technology (IT) innovation to gain competitive 
advantage in the face of challenges associated with environmental turbulence. The 
overarching research question addressed by this thesis is: In what way, if any, does IT 
help fast growth SMEs to create and sustain business value? 
 
Fast growth firms are inherently entrepreneurial (Upton, Teal, & Felan, 2001) and rare 
(Orser, Hogarth-Scott, & Riding, 2000), contributing heavily to economic and 
employment growth (Storey, 1994). Despite a groundswell of interest in the fast 
growing SME area, it appears that understanding the determinants and behaviors of this 
cohort still remains limited and fragmented. According to Buss (2002), most research 
investigates fast growth companies from an entrepreneurship, small-business 
development, survival-or-failure, or venture capital perspective (p.18). The present 
thesis focuses on IT innovation, exploring antecedent resources from technology, 
organization, and environment contexts and their subsequent influence on 
organizational capability-building processes, and firm performance. Specifically, this 
research targets the use and value of electronic business (e-business), the perspective of 
which has emerged into an active research agenda in the information systems (IS) field 
(Straub et al., 2002; Zhu & Kraemer, 2005). For the purpose of the present thesis, e-
business is defined in a broad way as the application of information and communication 
technologies to conduct business activities along value chains (Lin & Lin, 2008; Zhu & 
Kraemer, 2005).  
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Drawing upon the technology-organization-environment (TOE) framework (Tornatzky 
&Fleischer, 1990), resource-based view of firms (RBV) (Barney, 1991), dynamic 
capability (DC) (Teece, Pisano, & Shuen, 1997), and contingency theories (Burns & 
Stalker, 1961; Lawrence & Lorsch, 1967), the present thesis develops, theorizes, and 
tests an integrative multi-theoretical model. Specifically, the TOE framework provides 
conceptual support in relation to the categorization of important antecedent resources 
from different contextual perspectives in an effort to understand their relative influence 
on firm use of e-business technologies. The RBV theory provides a theoretical rationale 
for linking these antecedent factors from TOE contexts to organizational capabilities 
and firm performance. DC theory addresses the dynamic processes of how resources 
and capabilities within firms are reconfigured and redeployed to exploit changing 
opportunities. The current thesis employs contingency theory to examine the 
moderating effects of competitive environments represented by varying levels of 
market turbulence, technological turbulence, and competitive intensity, on 
organizational characteristics.   
 
Entrepreneurial firms are increasingly incorporating e-business technologies into their 
existing IS and business processes in order to speed up transactions along value chain 
activities, achieve real-time communication, lower transaction costs, and to enhance 
flexibility (Lee, 2000; Lee & Whang, 2001b). E-business is an integral component of 
most firms‟ business strategies, helping companies to grow, identify new markets, and 
to outperform their competitors. Skepticism about the value of e-business and IT has 
been renewed recently, partly owing to a gap between substantial firm spending on IT 
and a widespread perception about the lack of value from e-business. Particularly, 
Nicholas Carr‟s article (2003) “IT Doesn‟t Matter” triggered a wave of debate over the 
new “IT value paradox”. Today, more than ever, IS researchers face mounting 
pressures to address questions concerning whether and how IT investments lead to the 
creation of business value. Answers to this renewed paradox have important 
implications for the way firms approach IT investment and management (Zhu & 
Kraemer, 2005).  
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It is widely acknowledged that SMEs are the driving engines of most economies. Their 
survival and growth is imperative. For example, in the US, small businesses create two-
thirds of new jobs, produce 39% of GNP, and generate more than half of technological 
innovations (Kuan & Chau, 2001). In Europe, 99.8% of firms are SMEs, contributing to 
two-thirds of turnover and business employment (Carayannis et al., 2006). In Australia, 
94% - 96% of businesses can be categorized as SMEs, employing approximately 3.5 
million people and contributing to an estimated 30% of national GDP (OECD, 2007). 
Specifically, rapidly growing firms represent a substantial proportion of power in the 
small business sector, creating wealth, income, and jobs (Delmar et al., 2003). Fast 
growth SMEs can be defined as those companies that are willing to take risks, to be 
innovative, and to initiate aggressive competitive actions, growing faster than their 
industry sector average (Upton, Teal, & Felan, 2001, p. 61). According to Barringer et 
al. (2005), firm growth is not a random or chance event (p. 682) but associated with 
entrepreneurial firm attributes, behaviors, strategies, and relative environmental 
munificence. Notwithstanding, there is no universial agreement on what factors affect 
firm growth.  The next section outlines the rationale underlying this thesis. 
 
The present thesis is undertaken for four key reasons. First, a primary issue in extant IS 
and fast growth research is a need for theoretically rigorous and practically relevant 
frameworks to guide empirical studies (Barringer et al., 2005; Wheeler, 2002). Ex ante 
IS research has examined relationships between IT investments and firm performance 
(Bharadwaj, Bharadwaj, & Konsynski, 1999), IT use and firm performance (Armstrong 
& Sambamurthy, 1999), and determinants of IT use (Zhu & Kraemer, 2005). However, 
the IT payoff literature has generally not considered IT usage, whereas the usage 
literature has largely overlooked issues concerning firm performance (Mishra et al., 
2007). Accordingly, it is imperative to develop an integrated theoretical model to 
investigate nomological relationships between antecedents and consequences of IT use. 
Moreover, fast growth literature (Barringer et al., 2005; Delmar et al., 2003) highlights 
that there is a pressing need to develop an integrative framework incorporating different 
category variables associated with rapid growth, the perspective of which will enrich 
the ongoing debate and contribute to extant firm growth research.  
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Second, it is noteworthy that the ongoing debate on IT business value has focused 
predominantly on large firms, with comparatively little attention paid to SMEs. 
Compared with their larger counterparts, SMEs lack the resources for IT innovation. 
Notwithstanding, Storey (1994) argued that small businesses with high level of 
technological ability, even in conventional sectors, are likely to grow more rapidly than 
those with lower levels of technical sophistication (p.146). However, it appears that in 
the IS field, there is a dearth of literature focusing on SMEs (Eikebrokk & Olsen, 2007; 
Johnston, Wade, & McClean, 2007) and perhaps surprisingly, research on fast growth 
SMEs is almost non existent (Bi & Smyrnios, 2009). Therefore, understanding whether 
and how IT helps fast growth SMEs gain positional advantage remains somewhat 
enigmatic. 
 
Third, understanding the complementary role of IT and other pertinent organizational 
resources in developing firm-specific capabilities is underdeveloped (Karimi et al., 
2007; Ravinchandran & Lertwongsatien, 2005). Relatively little is known about how 
technological, organizational, and environmental factors combine in a comprehensive 
model of IT capability, dynamic capability, and firm performance, presenting an 
apparent gap in both the IS and fast growth literature.  
 
Finally, fast growing SMEs operate in all industry sectors (Buss, 2002, p.18) and in 
emerging markets (Hoy et al., 1992; Littunen & Tohmo, 2003; Siegel, Siegel, & 
MacMillan, 1993) which are typically characterized by change (Eisenhardt & 
Schoonhoven, 1990) and uncertainty (Porter, 1980). Understanding how fast growth 
SMEs survive and succeed in dynamic environments is imperative (Moreno & Casillas, 
2007). Notwithstanding, examination and test of competitive environment moderators 
on links between organizational capabilities and firm performance are relatively 
unexplored (Tallon, 2008; Zahra et al., 2006).   
 
Thus, the primary objective of the present thesis is to develop and empirically test an 
integrative multi-theoretical model evaluating e-business capability, dynamic capability, 
and e-business value for fast growth SMEs. Conceptualizations from three streams of 
literature: entrepreneurship (firm growth), IS (IT innovation, IT capability, IT business 
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value), strategic management (resources, capabilities, firm performance) are integrated. 
Utilizing four theories: TOE, RBV, DC, and contingency theories as a synergistic 
complement, this research investigates how e-business capability and dynamic 
capability enable fast growth SMEs to adapt to environmental changes and thus gain 
sustainable business value. This research employs quantitative methods through a 
cross-sectional study design.  
  
The three principle research questions addressed in this thesis are:   
RQ1: What are the key antecedents of e-business capability, dynamic capability, and e- 
business value?   
RQ2: Does e-business capability and dynamic capability mediate relationships between 
antecedent factors and e-business value? 
RQ3: Does environmental turbulence moderate relationships between e-business 
capability, dynamic capability, and e-business value? 
 
In relation to the contributions of the current thesis, this study bridges apparent gaps in 
the literature and informs a long-standing debate about the business value of IT in the 
IS field, extending extant research in seven salient ways. First, this research utilizes a 
national sample of fast growth SMEs, a population of which has been under represented 
in the majority of key investigations in this area. Second, this investigation is possibly 
the first to utilize four complementary and synergistic theories: TOE, RBV, DC, and 
contingency theories as boundary conditions to develop and empirically test an 
integrative theoretically-derived model. Third, this study extends research by evaluating 
the business value of IT co-created in multi-firm business environments through 
investigating strategic collaboration processes among firms along their value chains. 
Fourth, the present research incorporates market orientation into the TOE innovation 
framework, demonstrating that firms possessing abilities to gather and exploit market 
intelligence about customer needs and competitor actions enhance their IT capability 
and dynamic capability to gain superior business benefits. Fifth, this investigation 
evaluates the impact of environmental turbulence moderators on linkages between 
organizational capabilities and business value. Sixth, e-business capability and dynamic 
capability are identified and evaluated from the perspective of operational processes 
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and strategic collaboration processes, the constructs of which have a potential to enrich 
extant models of firm capabilities. Finally, this thesis provides a useful integrative 
framework for managers to understand the ways in which IT investments help firms to 
create strategic advantage and ultimately achieve financial performance. 
 
This section provides an overview of the thesis structure, comprising six chapters. 
Chapter 2 involves an extensive analysis and synthesis of extant fast growth, strategic 
management, and IS literature central to this topic. Fast growth literature is reviewed 
and gaps are highlighted. Theoretical conceptualization relevant to the strategic 
management and IS fields underpinning the present thesis is discussed in relation to 
diffusion of innovation, the TOE framework, RBV, DC, and contingency theories. An 
integrative multi-theoretical conceptual framework is then introduced. 
 
Chapter 3 provides a hypothesized integrative model that incorporates IT infrastructure 
and IT expertise from technology context; strategic IT alignment, competitor 
orientation and customer orientation from organization context; organizational 
perception of competitive pressure and business partnerships from environment context; 
e-business capability; dynamic capability; e-business value; and environmental 
turbulence moderators (market turbulence, technological turbulence, competitive 
intensity). The research rationale underlying each construct within the proposed model 
is discussed, and conceptualization of e-business capability and dynamic capability as 
multidimensional constructs are outlined. Relevant hypotheses are proposed. Finally, 
investigations exploring the influence of environmental turbulence as moderating 
variables are examined. 
 
Chapter 4 details a description of the current research design, paradigms employed, and 
justification for the choice of these methods is provided. Participants and measures 
utilized in order to assess study constructs are introduced, and a description of data 
collection and analytic procedures is presented. 
 
Chapter 5 reports on the present results including findings relating to exploratory factor 
analysis (EFA), confirmatory factor analysis (CFA), assessment of instrument validity 
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(internal reliability, construct reliability, variance extracted estimates, convergent & 
discriminant validity, validity of reflective second-order constructs for e-business 
capability & dynamic capability), and analysis of common method bias. Results for 
tests of a full structural model, mediating effects of e-business capability and dynamic 
capability, and moderating effects of environmental turbulence are also presented. 
 
Chapter 6 concludes this thesis, drawing together key findings in relation to the main 
research objectives and related research questions. This chapter identifies unique 
contributions arising from this thesis for research and practice. Limitations and future 
research directions are also discussed.  
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CHAPTER 2 
 
LITERATURE REVIEW 
 
As indicated in Chapter 1, the present thesis represents the integration of three 
research streams (i.e., entrepreneurship, strategic management, information systems) 
that have largely progressed independently of one another. The present chapter 
provides an extensive review of extant literature, showing relevance and significance of 
research questions presented in Chapter 1. This discussion begins with a review of firm 
growth, leading into the specificity of fast growth including determinants (i.e., firm age 
& size, ecomonic conditions & industry growth, entrepreneurial characteristics, 
strategy, innovation, resources & organizational capabilities), and management 
practices and challenges of fast growth. Next, relevant theories underpinning the 
present thesis, including diffusion of innovation, technology-organization-environment 
framework, resource-based view of the firm, dynamic capability, contingence theories 
are presented. An integrative multi-theoretical conceptual framework is then 
introduced. Finally, this chapter concludes with a summary. 
 
SMALL-TO-MEDIUM ENTERPRISES (SMEs) 
As Penrose (1959) observed over half a century earlier, fundamental dissimilarities 
between small and large firms are identified as different from each other as a caterpillar 
is from a butterfly. Smaller firms are regarded as being more innovative or 
entrepreneurial than their larger counterparts (Tonge, Larsen, & Ito, 1998). But for 
some companies, developmental change from small-to-large can be quite rapid, 
involving a variety of management skills and resources to manage this change 
effectively. Storey (1994) regarded these developments as one of the reasons why the 
theoretical and empirical understanding of small firms remains somewhat sketchy 
(p.121). 
 
Definitions of SMEs centre mainly on objective measures such as number of employees, 
sales turnover, and net worth (Storey, 1994). Notwithstanding, there is no uniform 
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categorization of SMEs by number of employees. For example, Storey (1994) broadly 
defined small firms as having less than 200 employees. Feindt, Jeffcoate, and Chappell 
(2002) contended that companies involving between 100-499 employees can be 
regarded as medium-sized. The North American Industry Classification System uses 
measures such as number of employees and turnover, depending on industry. The 
European Union (2004) proposes a uniform definition: independent companies with 
fewer than 250 employees and having either a turnover of less than 40 million euro or 
total assets of less than 27 million euro. By way of contrast, the Australian Bureau of 
Statistics (ABS) (1993) adopts four classifications for numbers of people in non-
agricultural businesses with: micro firms comprising less than 5 people; small firms 
involving 5-to-20 people; medium-sized firms employing between 20 and 200 people; 
with large firms having at least 200 employees. For the purpose of the present thesis, 
the definition outlined by the ABS (1993) is adopted. 
 
FIRM GROWTH 
Firm growth can be regarded as a series of lifecycle stage of development, through 
which businesses progress from birth and survival, to expansion, professionalization, 
consolidation, and finally to bureaucratization (Delmar et al., 2003). Because growth is 
heterogeneous in nature with variations in measurement, processes by which it occurs 
(i.e., organic vs. acquisition), and environments in which firms compete, firm growth, 
and for that matter, growth associated with a particular industry is hard to predict 
(Delmar et al., 2003; Dobbs & Hamilton, 2007). 
 
Owing to its overriding imperative in the contemporary business world, firm growth 
has gained considerable interest among researchers and practitioners. In her seminal 
work on the theory of the growth of the firm, Penrose (1959) postulated that differential 
growth resulted not only from internal resources and activities, but also from specific 
management capabilities and behavior. Later, Eisenhardt and Schoonhoven (1990) 
stated that organizational growth is caused by a combination of environmental and 
leadership processes. Rumelt (1991) showed that firm growth is more enterprise-
specific than industry-specific. Aldrich (1999) proposed evolutionary models to address 
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the idiosyncratic nature of firm growth, arguing that organizational growth over a 
period of time is contigent on the interaction of a number of internal and external forces. 
More recently, Dobbs and Hamilton (2007) viewed growth as the result of particular 
processes operating in and around businesses. The next section reviews the fast growth 
SME literature. 
 
FAST GROWTH SMEs 
Fast growth SMEs represent a small, yet significant, business sector (Kinsella et al., 
1994), stimulating national employment growth (Littunen & Tohmo, 2003) and 
contributing favorably to global economies (Markman & Gartner, 2002b). Rapid 
growth is often regarded as an indication of market acceptance and firm success 
(Barringer et al., 2005, p. 664). The ability to grow and establish themselves within 
their chosen markets in a relatively short period of time makes fast growth enterprises 
an interesting target for academic researchers (Barringer et al., 2005; Delmar et al., 
2003; Siegel, Siegel, & MacMillan, 1993; Upton et al., 2001), governments, and 
policymakers (Fischer & Reuber, 2003), and investors (Kotter & Sathe, 1978). 
 
Despite a ground swell in research, it seems that a clear or unambiguous definition of 
fast growth is yet to emerge. An extensive review of extant literature suggests that fast 
growth is used interchangeably with terms such as high-growth (e.g., Delmar et al., 
2003; Siegel et al., 1993), super-growth (e.g., Tonge et al., 1998), rapid growth (e.g., 
Lorange, 1996; Shuman & Seeger, 1986), and hyper growth (e.g., Markman & Gartner, 
2002a; Merriden, 1999). Interestingly, owing to their ability to sustain high speeds for 
extended periods of time, researchers have compared these companies to animals, most 
notably tigers (e.g., Achi et al., 1995) and gazelles (e.g., Birch, 1987; Feindt et al., 2002; 
Moreno & Casillas, 2007). Feindt et al. (2002) even referred to fast growth companies 
as baby gazelles, highlighting that these companies are generally quite young. Achi et 
al. (1995) extended the analogy explaining that these tigers are the swiftest and most 
powerful enterprises in the global marketplace (p.5).  
 
 11 
Although researchers define growth variously, using different adjectives, they are 
actually refering to similar phenomena. That is, companies experience exceptional sales 
turnover (over 20%), and/or employment growth (greater than 80%) over a period of at 
least three years. In terms of sales turnover, Nicholls-Nixon (2005) considered firms to 
be high-growing when they experience an annual sales expansion of 20% or more over 
a four-year period. Whereas, others (Barringer & Jones, 2004; Barringer et al., 2005) 
classify rapid growth enterprises as those entities with compound annual sales growth 
rates of 80% or higher over a period of three years. Fischer et al. (1997) defined fast 
growth as having a minimum average growth in sales of over 20% per annum across a 
five-year period.  
 
In regard to employment growth, Hoy, MacDougall, and D‟Souza (1992) contended 
that increases in employment levels are a most appropriate measure of growth, and as 
such, data can be easily gathered, determined, categorized, and are unaffected by 
inflammatory adjustments. Consistent with this view, Barkham, Hanvey, and Hart‟s 
(1995) definition demands employment growth levels of over 100%. However, 
increasing levels of employment do not necessarily imply that firms are financially 
successful. Interestingly, researchers (Ireland & Hitt, 1997; Upton et al., 2001) have 
also defined fast growth firms from a behavioral perspective, identifying these 
companies as willing to take risks, to be innovative, and to initiate aggressive 
competitive actions. This definition is in line with that of entrepreneurially oriented 
firms (Covin & Slevin, 1989). For the purposes of the present thesis, fast growth firms 
are defined as those Australian companies that demonstrate annual sales turnover 
growth of 20% or above for at least the previous three years (BRW, 2008), immediately 
prior to the commencement of this research (see Crompton & Smyrnios, 2011a; 
Crompton  &  Smyrnios, 2011b; James, 2009; Tan, 2007).  
 
An extensive literature review suggests that researchers are paying increasing attention 
to fast growth SMEs, examining determinants of this cohort, with theories 
demonstrating convergence. For example, Storey (1994) regarded three key 
components as catalysts: characteristics of entrepreneur(s), characteristics of 
organization, and types of strategy associated with growth. Harrison and Taylor (1996) 
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also viewed firm strategy as a major contributor. Gundry and Welsch (2001) 
emphasized that entrepreneurial characteristics are the most important factors 
determining high growth. Niosi (2003) studied the determinants of fast growth in 
biotechnology firms, concluding that a range of internal (i.e., strategy & competencies) 
and external (i.e., alliances & access to capital) factors contribute to rapid growth rises. 
Extending this debate, Barringer et al. (2005) conducted a comparative study of 50 fast 
growth and 50 slow growth firms. Findings suggested four key attributes differentiated 
these two cohorts: founder characteristics (e.g., education, prior experience), firm 
attributes (e.g., commitment to growth), business practices (e.g., providing unique value, 
customer knowledge), and human resource management practices.  
 
However, there is no universal agreement on what factos affect or even drive firm 
growth (Delmar et al., 2003). Barringer et al. (2005) stated that rapid growth is not a 
random or chance event, but is associated with specific firm attributes, behaviors, 
strategies, and decisions (p.665), conceding that small business growth is unpredictable 
as it is a multidimensional phenomenon (Delmar et al., 2003, p. 190). Moreover, it is 
argued that no single theory can be used to adequately explain small business growth 
(Gibb & Davies, 1990). Fast growth literature suggests that two main streams 
complement each other contributing to the development of management-related growth 
theories (Niosi, 2003): Internal resource- (Barney, 1991; Wernerfelt, 1984) and 
competency-based (Hamel & Prahalad, 1990) theories; and external-based such as 
strategic alliances (Das & Teng, 2000) conceptualizations. Recently, researchers 
(Barringer et al., 2005; Delmar et al., 2003) advocate that it is imperative to develop an 
integrative framework across different category variables associated with rapid growth, 
the perspective of which will enrich the ongoing debate and extend the extant literature 
on fast growth firms. Given this ongoing debate, it appears that further work is needed 
in this area (Sexton & Smilor, 1997).  
 
The following section discusses a number of determinants of fast growth SMEs, 
including firm size and age, economic conditions and industry growth, entrepreneurial 
characteristics, strategy, innovation, and resources and oranizational capabilities, 
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culminating in a summary of management practices and challenges associated with fast 
growth.  
 
DETERMINANTS OF FAST GROWTH 
Firm Age and Size  
According to Smallbone, Leigh, and North (1995), fast growth can occur regardless of 
size, sector, and age characteristics. By way of contrast, Brüderl and Preisendörfer 
(2000) argued that young firms tend to show more rapid growth than relatively older 
enterprises. Similarly, Storey (1996) posited that fast growth is more likely to be 
confined to young, small firms that can develop significantly in terms of percentage 
change across one or more organizatonal dimensions owing to their small size. Young 
firms are flexible, innovative, proactive, and risk-orientated, allowing them to identify 
and to exploit new growth opportunities more readily than their older counterparts 
(Moreno & Casillas, 2007). This view is consistent with Lumpkin and Dess‟ (1996) 
proposition that there is a negative relationship between entrepreneurial orientation and 
firm age.  
 
Economic Conditions and Industry Growth 
Extant fast growth literature (Littunen & Tohmo, 2003; Siegel et al., 1993; Todd & 
Taylor, 1993) indicates that rapidly growing firms are likely to be associatd with rapid 
growing markets in which they operate. The speed at which an organization 
experiences phases of evolution and revolution is closely related to the market 
environment of its industry (Greiner, 1998, p. 58). Moreover, O'Regan, Ghobadian, and 
Gallear (2006) suggested that fast growth can be derived from external factors (e.g., 
environment, strategic positioning), as opposed to to internal resource-based attributes. 
Notwithstanding, a number of studies (e.g., Acs & Audretsch, 1990) argue that there is 
no supporting evidence to suggest relationships between industry growth and small firm 
growth, concluding that a growth market is no guarantee of success (Aaker & Day, 
1986).  
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A prevailing view that high-growth firms are predominantly high-tech or technology-
based companies is another common misconception. According to Greiner (1998), 
young and small organizations in high growth industries (e.g., biotechnology, ITC) 
seem to experience higher exponential growth compared to low growth sectors (e.g. 
manufacturing). However, the reality is that all industry sectors contribute a share 
(Buss, 2002, p. 18) and firms can grow in declining environments or industries (Hoy et 
al., 1992). Therefore, it is argued that fast growth cannot be attributed solely to high 
growth industries (Mascarenhas et al., 2002).  
 
Researchers (e.g., Brüderl & Preisendörfer, 2000) also argue that fast growth is 
independent of market concentration, dynamics, and type of competition. To achieve 
long-standing success in growth industries and highly competitive environments, firms 
should not only behave proactively (Lumpkin & Dess, 2001) but also choose and 
implement appropriate strategies (Covin & Slevin, 1997). Thornhill and Amit (1998) 
observed that innovation, during times of favorable market conditions (low hostility, 
dynamic), provides solid foundations for young Canadian firm growth. More recently, 
Moreno and Casillas (2008) concluded that environmental conditions (highly dynamic, 
not very hostile) aligned with available resources, also favors rapid growth.   
 
Although growing markets provide resource opportunities for new firms to establish 
themselves in terms of competition, customers, and structure (Eisenhardt & 
Schoonhoven, 1990), high levels of competition can lower the profitability of fast 
growth firms (Brüderl & Preisendörfer, 2000). Furthermore, enterprises that experience 
high growth rarely develop continuously, but rather, undergo uneven growth 
trajectories, that is, highs and lows, downturns, and recoveries (OECD, 2002). 
Although the choice of environment is often a key determinant of the growth potential 
of a business (O‟Gorman, 2001, p. 64), high growth environments are demanding and 
can result in organizational failure (Aaker & Day, 1986).  
 
Economic conditions as well as fiscal and regulatory influences are generally 
acknowledged as determinants of new venture and small firm creation and success 
(Covin & Slevin, 1989). Government and policy makers play a pivotal role in 
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encouraging and strengthening entrepreneurial culture and providing environments 
where small businesses can flourish within the context of tax breaks and incentives for 
the accumulation of private wealth (Davidsson & Henrekson, 2002). For example, 
Australia‟s efficient economy and sound financial environment is built upon a strong, 
reliable prudential regulatory system, and strong linkages to global markets, providing 
robust foundations for fostering small business growth and development (Thangavelu 
& Ang Beng, 2004). Notwithstanding, fast growth is not only attributed to the 
exploitation of niche opportunities in growing markets, but also is associated with a 
willingness of entrepreneurs to pursue growth and leadership with entrepreneurial flair. 
The following section discusses key characteristics of entrepreneurs. 
 
Entrepreneurial Characteristics in Fast Growth SMEs 
An entrepreneur, or founder, is the primary resource in a new venture, possessing skills 
and business nous conducive for firm success (Brush, Greene, & Hart, 2001). 
Entrepreneurs/founders have a major impact on growth orientation and overall business 
performance (Barringer & Jones, 2004; Davidsson, 1991; Montserrat, 2002). 
Relationships between founder characteristics and firm growth are identified as being 
important for two reasons. First, founders can place a lasting stamp on their businesses, 
influencing firm culture and behaviors (Dobbs & Hamilton, 2007, p. 307). Second, 
because starting a new venture is a challenging process, educational background and ex 
ante industy experience is considered critical to firm growth performance (Storey, 
1994).  
 
Smallbone and Wyer (2000) argued that search for an identikit picture of the successful 
entrepreneur has not proved fruitful and although relevant, the characteristics of 
business founders appear to have only a modest effect on the success of small 
businesses in terms of their growth performance (p. 14). Scott and Rosa (1996) 
suggested that developing a comprehensive model involving entrepreneurial 
characteristics is imperative to extend an understanding of small business growth at a 
firm level. The following section discusses salient entrepreneurial attributes relevant to 
firm growth (Barringer et al., 2005; Dobbs & Hamilton, 2007), including motivation, 
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education, ex ante entrepreneurial experience, coaching and mentoring, and size of 
founding teams. 
 
Motivation 
Smallbone et al. (1995) opined that leadership characterized by a commitment to 
achieving growth is an important part of firm strategy and culture. A growth-oriented 
vision can help to crystallize the importance of growth, ensuring that decisions are 
made with growth in mind (Barringer & Jones, 2004). Improvement in business 
performance is also likely to be experienced by enterprises that have specific growth 
objectives (Dobbs & Hamilton, 2007). Supportive evidence (Hamilton & Lawrence, 
2001; Smallbone et al., 1995; Smallbone & Wyer, 2000) confirms that businesses that 
aim to exploit opportunities in the market have a higher propensity to grow than those 
for which the main drivers are push factors such as unemployment, dissatisfaction with 
present employment, or personal lifestyle. More recently, in a longitudinal study of 
Swedish SMEs, Delmar and Wiklund (2008) found that while sales growth is related 
partially to small business managers‟ growth motivation, there is a positive link 
between growth motivation and employment growth. Notwithstanding, researchers 
(Dobbs & Hamilton, 2007) emphasize that founders‟ motivation itself does not 
necessarily convert into actual growth and other factors (i.e., education, experience, 
social networks, size of founding firms) also need to be taken into account.  
 
Education and Experience  
Research (Galloway & Brown, 2002; Sapienza & Grimm, 1997) suggests that 
university-level education is a key driver in creation of high growth firms. For example, 
Macrae (1992) advised that, compared with their low growth counterparts, CEOs of 
high-growth UK firms are significantly better educated, better trained, had more 
management experience, and put more emphasis on people management and market 
positioning (p.11). Given the complexities associated with establishing new ventures, 
founders having previous entrepreneurial experiences appear to have distinct 
advantages in understanding business environments (Dobbs & Hamilton, 2007), 
owning established industrial networks (MacMillan & Day, 1987), setting up 
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operational activities (Rosa, 1999), and thus facilitating achievement of business 
objectives and promoting small business growth (Singer, 1995). Interestingly, however, 
Steiner and Solem (1988) noted that age and education are unrelated to success. 
Recently, LeBrasseur, Zanibbi, and Zinger (2003) reported a negative relationship 
between technical skills of entrepreneurs and firm performance.  
 
Coaching and Mentoring 
As the crème de la crème of entrepreneurs (Lesonsky, 2007, p. 19), fast growth firm 
owners also regularly consult coaches and peer networks for advice, support and 
direction (Crompton & Smyrnios, 2006; Fischer & Reuber, 2003). In line with Zhao 
and Aram (1995), Julien and Lachance (2001) noted a strong link between 
entrepreneurs‟ strength of personal networks and fast growth. Recently, when 
investigating impact of business coaching on firm performance and growth in 
Australian Fast growth SMEs, Crompton and Smyrnios (2011a; 2011b) suggested that 
79% of entrepreneurs attribute between five and 50% of firm growth to business 
coaching received. These reseachers highlighted that business coaching not only 
provides founders and entrepreneurs with open and honest feedback on strategy, 
management, and leadership issues, but also helps rapid growth firms to achieve 
sustainable performance in highly competitive and turbulent environments (Smyrnios & 
Crompton, 2007). 
 
Size of Founding Team  
Studies (Vyakarnam, Jacobs, & Handelberg, 1999) on founding team size and rapid 
firm growth indicate that success and performance can be attributed to the formation 
and size of experienced entrepreneurial teams. Large teams are more likely to be 
associated with firm growth because they possess more talent and resources (financial 
and knowledge based) than a sole entrepreneur (Storey, 1994, p. 130). Notwithstanding, 
it is argued that over the long term it is the internal rather than the external barriers to 
growth that exert the decisive influence upon SME’s rate of growth. The key internal 
growth constraint is managerial capacity and the unwillingness on the part of the 
owner-managers to incur risks associated with growth (Hay, 1992, p. 288). 
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In summary, findings related to the relationships between motivation, education, ex 
ante entrepreneurial experience, size of founding teams and firm growth are mixed. In 
addition, no single entrepreneurial characteristic appears to make a dominant 
contribution to firm growth, suggesting that there is a multiplicity of factors at play and 
that robust research is needed to understand the impact of entrepreneurial 
characteristics on SME business growth. 
 
Strategy in Fast Growth SMEs 
Strategy is an effective way for entrepreneurial firms, regardless of size or sector, to 
cope with changes in business environments (Hart & Banbury, 1994). According to 
Miller (1983), entrepreneurial companies engage in product market innovation, 
undertakes somewhat risky ventures, and [are] first to come up with ‘proactive’ 
innovations, beating competitors to the punch (p.771). Similarly, in line with 
conceptualizations such as the entrepreneurial model (Miller & Friesen, 1982, 1984), 
entrepreneurial mode (Mintzberg, 1973) and prospector perspective (Miles & Snow, 
1978), fast growth enterprises have been defined behaviorally as those firms willing to 
take risks, to be innovative, exhibit proactive behaviors, and to initiate aggressive 
competitive actions (Ireland & Hitt, 1997; Upton et al., 2001).  
 
Small firms that have clear strategies are likely to have sound capability to grow, 
expand, innovate, and introduce new products to the market place (Joyce, Seaman, & 
Woods, 1996), and thus, achieve high levels of profitability (Roper, 1997). Specifically, 
fast growth firms attempt to effectively utilize strategies to achieve and attain 
competitive advantage (Larsen, Tonge, & Ito, 1998). A number of studies (Kargar & 
Parnell, 1996; Kim & Mauborgne, 1997) report that differences in business 
performance between fast growth companies and their less successful competitors lie in 
strategy. Although investigations into strategic posture of fast growth firms have varied, 
extant literature is replete with a common theme, that is, a firm‟s share position will 
deteriorate, influencing the sustainability of a company‟s growth past the period of 
market growth unless a venture pursues superior competitive strategies (O‟Gorman, 
2001, p. 71). In regard to the types of strategies employed by high growth companies, 
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three general themes (generic strategies, strategic planning, growth strategies) have 
been identified and are discussed in the subsequent section.  
 
Generic Strategies 
Fast growth firms achieve strong financial returns by adopting high quality business 
strategies and first-to-market product strategies (Ireland & Hitt, 1997). Sanders and 
Reid (2001) identified four competitive strategies that high-growth manufacturing 
companies use in rapidly changing environments: establishing supplier partnerships, 
being quality-focused, cost containment, and adopting time-based strategies. These 
researchers concluded that supplier relationships and responding quickly to customer 
demands are competitive weapons for manufacturing firms to achieve success.  
 
Providing an alternative view, Baum, Locke, and Smith (2001) suggested that firms 
implementing differentiation strategies (i.e., innovative, high-quality products and/or 
services) are more likely to achieve venture growth when compared with those 
companies employing focus (i.e., targeting a particular set of customers, segmenting 
product lines, or geographic market concentration) and low-cost strategies (i.e., 
aggressive pursuit of cost minimization, offering products to price-sensitive customers). 
Perhapse in line with Baum et al. (2001), Teal, Upton, and Seaman (2003) compared 
high growth family (a cohort traditionally conservative with its strategies) and non-
family firms, reporting nonsignificant differences between groups, with a majority of 
enterprises adopting high quality business strategies. 
 
Strategic Planning 
Fast growth companies tend to integrate future-oriented planning into strategic 
development processes in order to achieve substantive benefits (Fischer et al., 1997; 
O‟Gorman, 2001); with strategic planning processes being more likely to be present in 
growth firms (Bracker, Keats, & Pearson, 1988). Interestingly, however, findings 
relating to the benefits associated with planning appear to be mixed. For example, 
research (Larsen, Tonge, & Ito, 2000; Larsen, Tonge, & Roberts, 2001) suggests that 
high growth, medium-sized enterprises gain real benefit and value in strategic planning 
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for the future, particularly with regards to technology. By way of contrast, Bhide (1996) 
noted that entrepreneurs in fast growth firms are often encouraged by their short-term 
success, with less consideration of exit strategies, the focus of which can lead to their 
demise. Indirect evidence (Pelham, 1999) also highlights the limited nature of planning 
and apparent lack of information gathering systems in small non growth-oriented firms.  
 
Growth strategies 
Julien and Lachance (2001) argued that fast growing firms place precedence on growth 
objectives, exhibiting proactive strategies and taking on risk in order to seize 
opportunities before the competition. In support of this view, Smallbone et al. (1995) 
found that 70% of high growth firms possess growth objectives, ensuring that decisions 
are made with growth in mind (Barringer & Jones, 2004). In addition, Littunen and 
Tohmo (2003) suggested that Finnish metal-based manufacturing and business service 
firms were likely to employ active strategies, particularly with respect to markets, in 
order to achieve growth over extended time periods. This finding is in line with 
Lieberman and Montgomery‟s (1988) dictum, emphasizing that a first-mover advantage 
is the best strategy for capitalizing on market opportunities.  
 
When businesses are structured around environmental constraints (e.g., government 
policy, economic instability), and management takes a proactive approach, firm growth 
can be achieved (Todd & Taylor, 1993). Moreno and Casillas (2007) posited that fast 
growth is derived from changes in strategies, actions, and/or behaviors. Similarly, Todd 
and Taylor (1993) observed specific triggers that stirred companies into action (e.g., 
recruitment of new personnel, introduction of new technologies), changing the 
competitive dynamics of firms.  
 
Networks, Partnerships, and Other Considerations 
Engaging in interorganizational partnerships is another avenue to high growth 
(Barringer et al., 2005). Fast growth firms are generally proactive in seeking business 
partnerships (i.e., suppliers, business partners) in which to pool resources, providing 
competitive advantage (Beekman & Robinson, 2002; Beekman & Robinson, 2004). 
 21 
Research (O‟Gorman, 2001; Zahra, Ireland, & Hitt, 2000) suggests that exporting is 
also commonly regarded as a potential approach to fast growth by management. 
Although internationalization is one of the key challenges faced by SMEs (Ruzzier, 
Antoncic, & Hisrich, 2007), it is argued that a proclivity to export distinguishes fast 
growth firms from their slow-growth counterparts (Tan, 2007). Andersson (2003) 
observed that the relatively small size of the Swedish market made internationalization 
an integral part of growth strategies for businesses in that country. Although the pursuit 
of growth strategies is becoming an increasingly complex task for emerging or young 
firms, innovation, as an integral part of small business development, is regarded as 
another key driver for SMEs to achieve high growth, the perspective of which is 
reviewed below. 
 
Innovation in Fast Growth SMEs 
Innovation is one way that firms adopt new products and/or processes in order to meet 
customer needs and requirements (Glynn, 1996; Mone, McKinley, & Bargar, 1998). A 
commitment to innovation is imperative to the success of entrepreneurial ventures and 
small firms (Fiol, 1996). As contended by Kanter (1999), winning in business today 
demands innovation. Companies that innovate reap all the benefits of a first mover 
(p.122). Although having considerable resource constraints, SMEs are often regarded as 
successful innovators (Massa & Testa, 2008; Rosenbusch, Brinckmann, & Bausch, 
2011), renowned for their creativity and ability to develop new products more rapidly 
than larger firms (Storey, 1994).  
 
Owing to their nimbleness and agility, SMEs hold advantage over their larger 
counterparts in reconfiguring their resource base, and redeploying resources in value-
creating strategies (Rosenbusch et al., 2011). Innovation provides SMEs with a key 
source of competitiveness and profitability (Lewis et al., 2002), leading to growth 
(Motwani et al., 1999; Wolff & Pett, 2006). According to Schumpeter (1934), 
entrepreneurial SMEs pursuing innovation strategies can gain rents through the 
temporary establishment of a monopoly and obtain an almost monopolistic advantage 
for long periods of time. Serving attractive niches with innovative products and services 
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is particularly advantageous for SMEs, enabling them to stand out from competition 
(Porter, 1980). For example, innovative products help SMEs to gain benefits from high 
brand loyalty of buyers and reduced price sensitivity as a consequence of customer 
valuing the uniqueness of innovation (Lieberman & Montgomery, 1988). When 
investigating the influence of product innovation on small business growth, Roper 
(1997) noted that: 
 
Because of their closeness to the market they may be the first to appreciate a market 
opportunity and develop a suitable technological response; or, because of their 
organizational and functional flexibility, they may be the first to adopt new technologies 
developed elsewhere (p.523). 
 
Furthermore, innovating SMEs can set high barriers preventing competitors from 
market entry, strengthening their position in industry and gaining persistent above-
average returns (Porter, 1980). Benefits attributable to innovation help SMEs to 
successfully compete with well-established incumbents that rely on a much larger 
resource base than their smaller counterparts.  
 
In regard to technological innovation, it is argued that small businesses with higher 
levels of technological ability, even in conventional sectors, are likely to grow more 
rapidly than those with lower levels of technical sophistication (Storey, 1994, p. 146). 
Steiner and Solem (1988) observed that the adoption of new technologies and the 
availability of resources to adopt new technologies are strongly related to firm success, 
highlighting that small firm access to resources is a key to growth. Siegel et al. (1993) 
observed that the adoption of new technologies enables young ventures to compete in 
fast-growing markets by insulating those companies from competitors, concluding that 
fast-growers are more likely to utilize new, advanced technology than slow-growers 
(p.173). Moreover, Todd and Taylor (1993) stated that access to new technologies is 
frequently the basis of the fast growth firms’ competitive advantage (p. 75). Tiessen, 
Wright, and Turner (2001) accentuated three main reasons why SMEs are driven to use 
new information technologies: they are able to, they want to, and environmental 
changes and industry norms tell them to. 
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Although technology innovation is regarded as a contributory factor to high 
performance (Storey, 1994), it is noticed that the relationship between IT innovation, 
the application of IT, and fast growth SME performance has not been the subject of 
extensive investigation (Bi & Smyrnios, 2009; Dibrell, Davis, & Craig, 2008). IT is 
regarded by SME managers as a competitive tool for implementation of strategic plans 
and support for firm core competencies (Aral & Weill, 2007; Dewett & Jones, 2001; 
Oh & Pinsonneault, 2007). Strategic employment of IT helps firms not only to receive 
and process information efficiently, but also to respond to environments quickly (Lee, 
Padmanabhan, & Whang, 2004). Das, Zahra, and Warkentin (1991) argued that linking 
IT with a firm‟s strategy allows companies to translate innovation strateiges into 
enhanced firm performance (Ray, Muhanna, & Barney, 2005; Sakaguchi & Dibrell, 
1998), leading to competitive advantage (Ravinchandran & Lertwongsatien, 2005).  
 
When identifying success factors for high growth in SME e-commerce, Feindt et al. 
(2002) suggested that specialized knowledge plays a significant role, along with the 
dynamic development of their tacit capabilities as the basis for maintaining their 
technological advantage against competitors (p. 54). More recently, Khazanchi (2005) 
emphasized that the flexible structure and sound managerial capabilities of SMEs not 
only guarantee success of IT adoption and use, but also have positive effects on 
financial performance. Notwithstanding, there is not a substantial body of theory-driven 
empiricial studies that demonstrate how IT innovation enhances fast growth SME 
performance, the perspective of which constitutes an apparent gap in both extant fast 
growth firm and information systems (IS) literature (Bi, Kam, & Smyrnios, 2011; Bi, 
Smyrnios, & Kam, 2010).  
 
For the purpose of the present thesis, this research aims to bridge this gap by 
investigating antecedent factors within technology, organization, and environment 
contexts that facilitate fast growth SMEs to build e-business capability and dynamic 
capability, and by examining relationships between e-business capability, 
organizational dynamic capability, and e-business value. This thesis contributes to 
extant fast growth and IS literature by further exploring the potential benefits of IT, 
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here presented as investments by the firm in both tangible and intangible assets, for 
innovation pursuant to enhanced firm performance.  
 
Resources and Organizational Capabilities in Fast Growth SMEs 
Rapid growth places extraordinary resource demands on firms (Covin & Slevin, 1997, 
p. 115), presenting certain strategic restrictions. Financial resources (e.g., cash in 
particular) are critical determinants for growing businesses (Carpenter & Peterson, 
2002; Sexton et al., 1997), comprising the primary resource base from which other 
factor inputs are acquired (Barringer & Jones, 2004).  
 
Literature on financial constraints of entrepreneurial activity (Cabral & Mata, 2003; 
Cooley & Quadrini, 2001; Holtz-Eakin, Joulfaian, & Rosen, 1994) suggests that these 
resources positively affect both self-employment choice of entrepreneurs and growth of 
new firms. In a study of 30 fast growth firms, Hambrick and Crozier (1985) noted that 
high levels of financial resources are needed, particularly those experiencing rapid 
international expansion (Gabrielsson, Sasi, & Darling, 2004). Similarly, Bechetti and 
Trovato‟s (2002) study of more than 5000 Italian SMEs highlighted that accessibility to 
sufficient financial sources in smaller firms was a determinant of growth. More recently, 
Moreno and Casillas (2007) argued that rapid-growth firms are typically cash starved 
because growth requires substantial financial resources (p. 75). 
 
For many small busineses, lack of available cash flow or external finance can culminate 
in firms being unable to adequately fund operations and pursue market opportunities 
(Carter & Van Auken, 2005; Locke, 2004). Notwithstanding, it is argued that 
entrepreneurial high-growth firms are characterized by an uncanny ability to raise funds 
from one or more rounds of venture capital (VC) to finance growth decisions (Harrison, 
Mason, & Girling, 2004). Jarillo (1989) indicated that entrepreneurial behavior of fast 
growth firms heightened their ability to use external resources (e.g., VC, networks) in 
order to achieve outstanding results and to aid long-term growth. Brown, Davidsson, 
and Wiklund (2001) emphasized that entrepreneurial-oriented firms gravitate towards 
growth, focusing on identifying opportunities, deciding to exploit these possibilities, 
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and seeking necessary resources to do so. Consistent with this perspective, Bechetti and 
Trovato (2002) suggested that entrepreneurial SMEs with higher accessibility to 
external finance (high leverage firms), grow much faster than those with relatively low 
leverage.  
 
Although sources of finance are regarded as key determinant, fast growth literature 
highlights the role of other outstanding resources linked to SME growth. For example, 
Lichtenstein and Brush (2001) suggested that intangible resources (e.g., knowledge, 
skills, experience, culture) are salient features of fast growing firms in dynamic 
environments. These researchers, amongst other (Tan & Smyrnios, 2010), concluded 
that young, fast growth firms are concerned with soft or intangible resources such as 
knowledge, reputation, service delivery, alliance relationships, a strong business base, 
and employees who demonstrate a culture fit. When building their pool of resources, 
founders provide young firms with a wealth of experience, abilities, and skills 
(Barringer et al., 2005; Dobbs & Hamilton, 2007). In addition, Beekman and Robinson 
(2002; 2004) emphasized the role of interorganizational relationships in building 
resources during rapid growth phases. 
 
Owing to resource constraints, small or new firms are usually unable to achieve 
significant economies of scale or scope, or serve a broad target market, limiting their 
choices of strategy (Porter, 1985). Thus, resources need to be generated through periods 
of fast growth in order to maintain and sustain venture growth (O‟Gorman, 2001), 
providing small firms with opportunities to broaden their strategic scope. Brush et al. 
(2001) posited that the resources of innovative and growth-oriented firms are different 
from those of slow-growth niche enterprises. Recently, in a comparative study of high 
and slow growth firms, Moreno and Casillas (2007) advocated a new approach by using 
the resource constraints (Baker & Nelson, 2005) and the slack resources argument 
(George, 2005) as a way of explaining SME growth. While the resource constraints 
literature (Baker & Nelson, 2005) states that firms with fewer resources are likely to 
leverage them more efficiently, the slack resources argument (George, 2005) proposes 
that slackness provides a cushion of actual or potential resources, enabling firms not 
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only to adapt successfully to internal pressures of transformation but also to initiate 
changes in strategy, thus influencing business performance.  
 
Both the resource constraints and slack resources arguments are consistent with the 
combination of entrepreneurial and resource-based views of the firm (Barney, 1991; 
Penrose, 1959; Wernerfelt, 1984), the perspective of which suggest that organizations 
can be regarded as a set of resources and firm growth can be explained through the 
availability of idle resources. According to Penrose (1959), when a firm is 
entrepreneurial, the existence of slack resources promotes firm growth. It is argued that 
slack resources are potentially utilizable, and can be diverted or redeployed for the 
achievement of organizational goals (Moreno & Casillas, 2007). The availability of idle 
resources can enhance experimentation and risk-taking (Nohria & Gulati, 1996), 
insulate firms from exogenous shocks (Thompson, 1967), and provide flexibility for 
managers to develop strategic options (Bourgeois, 1981). Thus, firm growth can be 
regarded as a sequential process in which a business venture combines new resource 
exploitation with new resource development (Pettus, 2001).  
 
Compared with their larger counterparts, entrepreneurial SMEs are viewed as having 
greater availability of slack resources and are impelled to grow in order to reach their 
optimal size (Moreno & Casillas, 2007). This view is supported by empirical evidence. 
When investigating the influence of slack resources on performance of privately-held 
firms, George (2005) stated that when managers perceive that the absolute level of 
slack far exceeds that of competitors, they are likely to be more optimistic about 
courses of action, which in turn influences their growth decisions. This research 
highlights that entrepreneurial private firms are inclined to have higher growth rates 
than other firms. Although empricial research (Edelman, Brush, & Manolova, 2005; 
McKelvie & Davidsson, 2009) demonstrates the important role of resources as 
determinants of SME growth, most studies do not consider the existence of slack 
resources and how these resources can foster growth (Moreno & Casillas, 2007), 
presenting an apparent gap in extant fast growth literature. 
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While  resources represent assets owned by firms,  organizational capability refers to a 
firm‟s capacity to deploy its tangible or intangible assets to perform a task or activity in 
an integrated manner in order to improve performance (Amit & Schoemaker, 1993; 
Teece et al., 1997). Capabilities involve abilities to offer excellent customer services, to 
develop new products, and to innovate (Lorenzoni & Lipparini, 1999). It is argued that 
the ability of an organization to build effective capabilities is a significant driver of 
business performance (Teece et al., 1997). As capabilities are firm-specific and 
developed within firms rather than acquired externally (Henderson & Cockburn, 1994; 
McGrath, MacMillan, & Venkataraman, 1995), each enterprise has an unique 
organizational capability (Barney, 1991; Hansen & Wernerfelt, 1989), enabling firms to 
create and exploit external opportunities and to develop sustained advantages 
(Lengnick-Hall & Wolff, 1999, p. 1111).  
 
Extant strategic management research has extensively examined the development of 
organizational capabilities (Henderson & Cockburn, 1994; McGrath et al., 1995; Teece 
et al., 1997) and investigated the use of capabilities in order to achieve cost reduction, 
high quality, and increased flexibility (Schroeder, Bates, & Junttila, 2002). It is 
noteworthy, however, that most of these studies focus on large companies with little 
comparative attention to SMEs. Fast growth literature (Barringer & Jones, 2004; 
O'Regan et al., 2006) indicates that in order to succeed, growing firms must develop 
capabilities to combine and deploy resources effectively, and to manage rapid 
organizational change efficiently.  
 
Recently, Zahra, Sapienza, and Davidsson (2006) highlighted the important role of 
developing and applying dynamic capability for entrepreneurial high-growth firms to 
successfully create, discover, and exploit opportunities, and thus sustain competitive 
advantage in volatile market environments. Yet, there is a dearth of empirical research 
examining how fast growth firms develop dynamic capability to deal with external 
environment dynamisms, presenting another apparent gap in fast growth literature. 
Therefore, further investigation is needed to expand the body of knowledge about 
whether and how resources and capabilities promote high-growth behavior of firms by 
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using resource- and capability-based approaches, providing further insights into firm 
growth (Moreno & Casillas, 2007).   
 
In summary, rapid-growth of SMEs appears to be determined by firm size and age, 
economic conditions and industry growth, entrepreneurial characteristics, strategy, 
innovation, resources, and organizational capabilities. Notwithstanding, no matter 
whether growth is generated organically or through acquisition (Page & Jones, 1990), 
periods of fast growth present management with a series of sizable challenges that can 
diminish enterprises‟ abilities to generate profits (Gartner, 1997), the perspective of 
which is discussed in the following section.  
 
MANAGEMENT PRACTICES AND CHALLENGES OF FAST 
GROWTH 
Firms experiencing high growth face a number of complexities as they increase in size 
(Covin & Slevin, 1997). According to Hambrick and Crozier (1985), four key 
fundamental challenges arise in association with periods of fast growth: instant size 
(creating problems of disaffection and gaps in skills and sytems); a sense of infallibility 
(entrepreneurs view their strategies and behaviors as infallible and thus less likely to be 
open to change); internal turmoil (caused by hiring people quickly and losing any sense 
of corporate culture); and a need for extraordinary resources to meet demands of fast 
growth. In their study of 35 fast growth CEOs, Anderson and Dunkelberg (1987) 
recognized that management and employee development are further challenges to 
growth.  
 
Buckenmyer (1992) regarded phases of rapid growth as perilous, with noneffective 
allocation of resources. Barringer, Jones, and Lewis (1998) argued that as firms rapidly 
grow, they becomes increasingly difficult to locate the right employees, place them in 
appropriate positions, and provide adequate supervision (p.99). Although valuing 
employees is regarded as a key to firm success (Welbourne, 1997), it is often difficult 
for fast growth SMEs to attract and recruit highly eligible staff when compared with 
their larger counterparts (Tonge et al., 1998), consequently posing one of the biggest 
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threat for sustainability. For example, Terpstra and Olson (1993) noted that an influx of 
new human resources can increase stress levels of employees, and result in skill 
shortages among new recruits impacting adversely on firms. In turn, with growing 
demands and expectations both on and of employees (Kotter & Sathe, 1978), it is 
difficult for fast growth SMEs to retain quality staff (Merriden, 1999). 
 
Besides employee development constraints, high growth firms require additional space, 
equipment, and mechanisms to train, educate, monitor, control, and coordinate a new 
taskforce (Markman & Gartner, 2002b). As noted previously, securing adequate finance 
for planning and growth can be another added challenge (Todd & Taylor, 1993). 
Terpstra and Olson (1993) found that sales and marketing are the dominant problems 
entrepreneurs face in both startup and early growth phases. Moreover, limited 
managerial capabilities are commonly attributed to business failure during these periods 
of rapid change (Covin & Slevin, 1997; Hillbrand, 2006).  
 
Fast growth companies can be blinded by their success (Randall, 2002), emphasizing 
the need for solid strategies and change management skills. Levine (1980) described 
successful entrepreneurs as aggressive doers, unafraid to make decisions or to take risks, 
warning that although these very qualities can bring success in the beginning, they can 
contribute to difficulties later on. Stumpf (1992) highlighted that successful leaders 
should encourage the development of dynamic organizational models that inspire 
discovery and learning in swiftly changing environments. More recently, Barringer and 
Jones (2004) concluded that companies that add managerial capacity (Penrose, 1959) 
are growth oriented, usually have the foundations to support operations through periods 
of rapid growth. 
 
In addition to these managerial constraints, fast growing firms need to build 
appropriate internal structures which in turn place additional capital requirements on 
the business (Giuca & Barrett, 2005, p. 5). For example, managers need to keep their 
SMEs flexible in order to have the capacity to quickly reconfigure their architecture and 
reallocate resources in response to emergent opportunities or threats (Tonge et al., 
1998). Inherent flexibility is not only a characteristic of a learning organization (Slater 
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& Narver, 1995), but can also be a major source of competitive advantage in SMEs 
(Gray & Mabey, 2005). When making strategic decisions, small entrepreneurial firms 
have advantages over their larger competitors because of their flexibility and ability to 
imitate competitive actions more rapidly (Chen & Hambrick, 1995). It is also argued 
that owing to their agility, SMEs are not handicapped by diseconomies of scale: heavy 
investments in fixed plant, a large head office, or a national network of branches 
(Harrison & Taylor, 1996, p. 90). Smallbone et al. (1995) suggested that a majority of 
fast growth companies identify and respond to new market opportunities effectively 
when compared to about half of other surviving firms.  
 
In conclusion, fast growth firms can be defined, in a behavioral manner, as 
entrepreneurial entities that take risks, are proactive and innovative, and initiate 
aggressively competitive actions (Ireland & Hitt, 1997; Upton et al., 2001). This type of 
enterprises aims to achieve a balance between financial results, long-term performance 
capabilities, and to build and enhance customer relationships (Tonge et al., 1998). 
Generally, young, flexible firms (Moreno & Casillas, 2007) often emerge in growth 
markets (Siegel et al., 1993; Todd & Taylor, 1993) with the purpose of seeking new 
and unexploited opportunities (Shane & Venkataraman, 2000). Although there is no 
universal agreement on determinants of high growth, it is acknowledged that firm 
growth is not a random or chance event (Barringer et al., 2005, p. 682) but a 
multidimensional phenomenon (Delmar et al., 2003, p. 190) associated with 
entrepreneurial firm attributes, behavior, strategies, and relative environmental 
munificence. Yet, empirical understanding of this type of enterprises remains limited 
and fragmented. Therefore, further comprehensive research that employs a multi-
theoretical approach and includes an adequate spectrum of both growth measures and 
measures of cause and consequence of growth are needed to enrich this debate (Delmar 
et al., 2003). 
 
The present thesis is founded upon five theoretical conceptualizations, exploring how 
fast growth SMEs develop e-business capability and dynamic capability to achieve 
business advantage. The technology-organization-environment (TOE) framework, 
originating from diffusion of innovation (DOI) theory is employed to identify, within 
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TOE contexts, antecedent variables which encourage firms to use e-business 
technologies. The resource-based view of the firm (RBV) theory provides theoretical 
rational for the causal interrelationships between antecedents within the TOE context, 
e-business capability, dynamic capability, and e-business value. Dynamic capability 
(DC) theory, as an integral counterpart of RBV, is utilized to understand how fast 
growth firms adapt to external market dynamisms. This research uses a contingency 
perspective to investigate the moderating effects of environmental turbulence on links 
between e-business capability, dynamic capability, and e-business value. Advancing an 
integrative multi-theoretical approach heeds calls from both extant IS (Straub et al., 
2002; Wheeler, 2002) and fast growth literature (Barringer et al., 2005; Delmar et al., 
2003), aiming to enrich understanding of complex rapid growth phenomena, 
culminating in theoretical extensions and enhancement (Kuhn, 1970). The following 
section provides an overview of the theoretical conceptualizations underscoring the 
present research. 
 
THEORETICAL CONCEPTUALIZATION 
Diffusion of Innovation (DOI) Theory 
Diffusion of Innovation (DOI) theory (Rogers, 1995) explains the ways in which new 
technologies diffuse. Diffusion refers to the process by which a technology spreads 
across a population of organizations (Fichman, 2000, p. 106). DOI theory is concerned 
with the process by which an innovation is communicated through certain channels 
over time among the members of a social system (Rogers, 1995, p. 15). DOI theory has 
been employed to describe patterns of adoption, to explain motivation for adoption and 
mechanisms of diffusion, and to predict whether and how a new invention will be 
successful.  
 
As shown in Figure 2.1, DOI theory posits two categories of factors which influence a 
firm‟s adoption and subsequent use of innovations: innovation characteristics and 
organizational characteristics. Innovation characteristics include five attributes (i.e., 
relative advantage, compatibility, complexity, trialability, & observability) that are 
viewed relative to perceived features of a particular technology, based primarily on 
 32 
individual-level adoption decisions (Chwelos, Benbasat, & Dexter, 2001). According to 
Rogers (2003), relative advantage is the degree to which an innovation is perceived as 
being better than the idea it supersedes (p. 229). Compatibility relates to the degree to 
which an innovation is perceived as consistent with the existing values, past 
experiences, and needs of potential (p. 240). Complexity refers to the degree to which 
an innovation is perceived as relatively difficult to understand and use (p. 257). 
Trialability is the degree to which an innovation may be experimented with on a limited 
basis (p. 243). Finally, observability concerns the degree to which the results of an 
innovation are visible to others (p. 244).  
 
Rogers (1995) suggested that at an organizational level, internal and external 
characteristics should be considered when firms are viewed from a diffusion of 
innovation perspective. While system openness is regarded as an external characteristic 
of organizations; firm size, managerial attitude to change, openness, centralization, 
formalization, slack resources and interconnectedness are related to internal features of 
organizations. These characteristics are defined, below. 
 
 
 
Figure 2.1 Rogers’ (1995) Diffusion of Innovation (DOI) Model 
 
System openness is the degree to which the members of a system are linked to other 
individuals who are external to the system (Rogers, 2003, p. 408). Firm size can be 
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regarded as a surrogate measure of resources associated with innovation (Rogers, 2003, 
p. 411). Managerial attitude to change is the degree to which managers or members of 
the dominant coalition are in favor of change (Damanpour, 1991, p. 589). 
Centralization is the degree to which power and control in a system are concentrated in 
the hands of a relatively few individuals (Rogers, 2003, p. 412). As operationalized by 
Rogers (2003), Complexity is the degree to which an organization’s members possess a 
relatively high level of knowledge and expertise (p. 412). Formalization is the degree to 
which an organization emphasizes its members’ following rules and procedures (p. 
412). Interconnectedness is the degree to which the units in a social system are linked 
by interpersonal networks (p. 412). Slack resources are the degree to which resources 
are available to an organization for its ongoing operations (p. 411). Availability of 
slack resources allows organizations to afford to purchase innovations, absorb failure, 
bear the costs of instituting innovations, and explore new ideas in advance of actual 
needs (Damanpour, 1991).  
 
Technology-Organization-Environment (TOE) Framework 
Although the DOI theory has been used in studies (e.g., Cooper & Zmud, 1990; Grover 
& Teng, 1994; Premkumar, Ramamurthy, & Nilakanta, 1994) investigating innovation 
use, researchers (e.g., Prescott, 1995) have identified other contexts that influence 
organizational innovativeness. Theories associated with these contexts have been 
employed to complement DOI theory, providing rich and potentially highly explanatory 
models (Prescott, 1995).  
 
Antecedents within Technology-Organization-Environment (TOE) Framework 
Compared with the DOI theory, the technology-organization-environment (TOE) 
framework developed by Tornatzky and Fleischer (1990) provides a comprehensive 
conceptualization incorporating three principle contextual elements: technology, 
organization, and environment to explain processes by which firms adopt, implement, 
and employ technological innovation. Technology context describes both internal and 
external technologies relevant to firms, including existing technologies and the pool of 
available technologies in the market (Tornatzky & Fleischer, 1990, p. 153). In line with 
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DOI theory, organizational context is defined in terms of firm size and scope; 
centralization, formalization and complexity of managerial structures; quality of 
human resources; extent of available internal slack resources; and communications 
processes within firms and with their external environments (Tornatzky & Fleischer, 
1990, p. 153). While technological and organizational factors are consistent with 
Rogers‟ (1995) model, inclusion of environmental context adds depth to Rogers‟ (1995) 
model. Environmental context encourages researchers to consider the arena within 
which firms conduct business: industry sector, competitors, and access to resources 
supplied by others, and dealing with government (Tornatzky & Fleischer, 1990, pp. 
153-154). As shown in Figure 2.2, the TOE framework augments Rogers‟ (1995) DOI 
theory of innovation diffusion. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2 Tornatzky and Fleischer’s (1990) Technology-Organization-
Environment (TOE) Framework 
 
Measures of IT Adoption and Use 
While DOI theory and TOE framework identify antecedents of adoption and use of new 
IT innovations from technological, organizational, and environmental perspectives, two 
main approaches (Kwon & Zmud, 1987; Massetti & Zmud, 1996) have been employed 
to measure adoption and use of IT. Kwon and Zmud (1987) adopted a six-phase view 
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of IT use processes, incorporating initiation, adoption, adaptation, acceptance, 
rountinization, and infusion.  
 
Viewed from a technological diffusion perspective, IT use is defined as organizational 
efforts directed toward diffusing appropriate IT within a user community (Zmud & 
Apple, 1992). Based on Lewin‟s (1952) change model, Cooper and Zmud (1990) 
developed a six-stage model to measure IT use processes, the activities of which 
incorporate pre-adoption, adoption, and post-adoption behaviors (Figure 2.3). Table 2.1 
describes the relevant processes and products pertaining to each stage. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3 Kwon and Zmud’s (1987) Six-phase View of IT Use Processes 
 
Massetti and Zmud (1996), by contrast, incorporated a four facet approach to electronic 
data interchange (EDI) use measurement: volume, diversity, breadth, and depth. This 
alternative conceptualization provides a robust way of understanding linkages between 
IT usage and organizational business processes. These four facets of IT usage present a 
comprehensive schema for both directing firms‟ IT initiatives and framing research 
efforts examining the nature and impact of these initiatives (Table 2.2). 
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Table 2.1 Zmud and Apple’s (1992) Six-stage Model of IT Use Processes with 
Associated Processes and Products Pertaining to Each Stage 
Stage Impacts on Processes Impacts on Products 
1. Initiation - Active/passive scanning of organizational 
problems/opportunities and IT solutions are 
undertaken.  
- Pressure to change evolves from either 
organizational need (pull), technological 
innovation (push), or both. 
- A match is found between IT 
solution and its application in 
organizations. 
2. Adoption - Rational and political negotiations ensue 
organizational backing for implementation of 
IT applications. 
- A decision is reached to invest 
resources necessary to accommodate 
the implementation effort. 
3. Adaption - IT applications are developed, installed, and 
maintained.  
- Organizational procedures are revised and 
developed.  
- Organizational members are trained both in 
new procedures and in IT application. 
- IT applications are available for use 
in organizations. 
4. Acceptance - Organizational members are induced to 
commit to IT application usage. 
- IT applications are employed in 
organizational work. 
5. Routinization - Usage of IT application is encouraged as a 
normal activity.  
- The organization's governance 
systems are adjusted to account for 
IT application. 
- IT applications are no longer 
perceived as something out of 
ordinary. 
6. Infusion - Increased organizational effectiveness is 
obtained by using IT applications in a more 
comprehensive and integrated manner to 
support higher level aspects of organizational 
work. 
- The IT applications are used within 
organization to their fullest potential. 
Source: Adapted from Cooper and Zmud (1990, p. 124). 
 
Table 2.2 Massetti and Zmud’s (1996) Measures of IT Use 
Facet Measurement Level Interpretation 
1. Volume Functional Intensity of IT activity within the function 
Organizational Intensity of IT activity within the organization 
2. Diversity Functional Function‟s openness to IT relationships with partners 
Organizational Organization‟s openness to IT relationships with partners 
3. Breadth Functional Extent of electronic document integration and exchange within 
function 
Organizational Extent of electronic document integration and exchange within 
function 
4. Depth Functional Nature of the electronic relationship with partners 
Organizational Permeability of an organization‟s boundaries 
Source: Adapted from Massetti and Zmud (1996, p. 342). 
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Application of Diffusion of Innovation (DOI) Theory and Technology-
Organization-Environment (TOE) framework  
The DOI theory and TOE framework have been applied extensively in the IS field to 
examine drivers and influences of factors on IT innovation (e.g., Al-Qirim, 2007; 
Cooper & Zmud, 1990; Iacovou, Benbasat, & Dexter, 1995; Mishra, Konana, & Barua, 
2007). A comprehensive review of research in leading IS journals including Journal of 
Management Information Systems, Information System Research, MIS Quarterly, 
Decision Sciences, Information and Management, Management Science was conducted 
to identify articles related to IT adoption and use over the previous 20 years. Table 2.3 
provides a snapshot of major studies in this area. An in-depth analysis and discussion of 
the relevant extant research is as follows. 
 
It appears that ex ante studies employing DOI theory focus on a limited number of 
factors within technological, organizational, and environmental contexts. These 
contextual factors are examined independently in different models and based on a wide 
range of data sets. For instance, a number of studies (e.g., Cooper & Zmud, 1990; Hart 
& Saunders, 1998; McGowan & Madey, 1998) examine the impact of factors only in 
one context (either technology, organization, or environment contexts). Other 
investigations (e.g., Grover, 1993; Purvis, Sambamurthy, & Zmud, 2001; Ranganathan, 
Dhaliwal, & Teo, 2004) focused on factors involving two contexts. Examining only one 
or two sets of factors and excluding relevant variables increases the likelihood of 
misinterpretating findings or even under or overestimating the impact of variables 
(Chwelos et al., 2001). Interestingly, over 20 years ago, Kwon and Zmud (1987) 
advocated that research should develop a unifying framework including the 
identification of important factors from different contextual perspectives in an effort to 
understand their relative influence on IT adoption and use. Advancing a unifying 
framework not only contributes to containing research efforts, but also leads to the 
development of theories that exhibit greater explanatory power  (Kuhn, 1970). 
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Table 2.3 Empirical Research Related to IT Adoption and Use  
Author & Year Theory 
Study, Method & 
Sample 
Contextual Variables Investigated Measures of 
IT Adoption and Use Technology Organization Environment 
1. Cooper and 
Zmud (1990) 
DOI  - MRP 
- Survey (n=52) of US 
manufacturing  
companies 
- Task and technology 
compatibility 
- Task and technology 
complexity 
n/a n/a - MRP adoption  
- MRP infusion 
       
2. Grover and 
Teng (1994) 
DOI  - Customer-based IOS  
- Survey (n=73) of 
firms implementing 
Customer-based IOS 
- Compatibility 
- Relative advantage 
- Complexity 
- Training 
- Customer participation 
- Championship 
- Top management support 
- Promotion 
n/a - Extent of usage  
- Profile of 
implementation 
       
3. Premkumar, 
Ramamurthy, 
and Nilakanta 
(1994) 
DOI  - EDI 
- Survey (n=201) of US 
firms 
- Compatibility 
- Complexity 
- Relative advantage 
- Costs 
- Communicability 
n/a n/a - EDI adaptation 
- Internal diffusion 
- External diffusion 
 - Implementation 
success 
       
4. Iacovou, 
Benbasat, and 
Dexter (1995) 
 
TOE  - EDI 
- Case study (n=7) of 
SMEs in Canada 
- Perceived benefits - Organizational readiness - External pressure - EDI adoption and 
integration 
       
5. Premkumar and 
Ramamurthy 
(1995)  
TOE - EDI  
- Survey (n=201) of US 
firms 
- IS infrastructure - Top management support 
- Internal need 
- Organizational 
compatibility 
- Competitive pressure 
- Exercised power 
- Internal diffusion 
- External connectivity 
- Extent of adaptation 
Note. “n/a” denotes contextual variables were not investigated.   Table 2.3 continues … 
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Author & Year Theory 
Study, Method & 
Sample 
Contextual Variables Investigated Measures of 
IT Adoption and Use Technology Organization Environment 
6. Fichman and 
Kemerer (1997) 
 
 
DOI & 
organizational 
learning theory 
- Software process 
innovation 
- Survey (n=608) of 
medium-to-large US 
firms 
n/a - Learning-related scales 
- Staff‟s knowledge of 
innovation 
- Diversity of 
organizational knowledge 
n/a -Assimilation stage of 
software (6 assimilation 
stages are defined) 
       
7. Chau and Tam  
(1997) 
 
TOE - Open system 
- Survey (n=89) of 
companies in Hong 
Kong 
- Perceived barriers 
- Perceived benefits 
- Complexity of 
existing IT 
infrastructure 
- Satisfaction with 
existing systems 
- Formalization of 
systems development and 
management 
- Market uncertainty - Open systems 
adoption 
       
8. Rai and Bajwa 
(1997) 
DOI - Executive information 
systems (EIS) 
- Survey (n=238) of 
U.S. firms 
- IS support - Size 
-Top management support 
-Environmental 
uncertainty 
- EIS use level 
       
9. Hart and 
Saunders (1998)  
DOI - EDI  
- Survey (n=110) of 
chemical and retailer 
companies 
n/a n/a - Customer power 
- Supplier trust 
- EDI diversity 
- EDI volume 
       
10. McGowan and 
Madey (1998) 
 
DOI - EDI 
- Survey (n=235) of 
national firms 
n/a - Firm size 
- Functional 
differentiation 
- Training availability 
- EDI knowledge 
- Centralization 
- Technical expertise 
n/a - EDI volume 
- EDI diversity 
- EDI depth 
 
Note. “n/a” denotes contextual variables were not investigated.   Table 2.3 continues … 
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Author & Year Theory 
Study, Method & 
Sample 
Contextual Variables Investigated Measures of 
IT Adoption and Use Technology Organization Environment 
11. Thong (1999)  
 
 
DOI - IS adoption 
- Survey (n=166) of 
small businesses 
- IS characteristics  
(relative advantage/ 
compatibility, 
complexity) 
- CEO‟s innovativeness 
and IS knowledge 
- Firm size 
- Employee‟s IS 
knowledge 
- Competition - IS adoption 
       
12. Kuan and 
Chau (2001)  
TOE  - EDI 
- Survey (n=575) of 
small firms in Hong 
Kong 
- Perceived direct 
benefits 
- Perceived financial cost 
- Perceived technical 
competence 
- Perceived industry 
pressure 
- Perceived government 
pressure 
- EDI adoption 
       
13. Purvis, 
Sambamurthy, and  
Zmud (2001)  
 
DOI,  
institutional 
and  
knowledge-
based theory 
- CASE technology 
- Survey (n=176) of 
organizations that had 
used CASE platform 
- Project size 
- Time since adoption 
- Firm size  
- Current method use 
- Prior methodology use 
- Compatibility 
- Knowledge 
embeddedness 
n/a - Assimilation of CASE 
       
14. Chatterjee, 
Grewal, and 
Sambamurthy 
(2002)  
Institutional 
theory 
- Web technology 
- Survey (n=235) of 
firms across different 
industries 
n/a - Top management 
championship 
- Strategic investment 
rationale 
- Extent of coordination 
n/a - Web assimilation  
(e-commerce strategies, 
e-commerce activities) 
       
15. Teo, Wei, and 
Benbasat (2003)  
Institutional 
theory 
- Inter-organizational 
system 
- Survey (n=222) of 
CEO, CFO and CIO in 
companies 
n/a n/a - Mimetic pressures 
- Coercive pressures 
- Normative pressures 
- Intention to adopt 
Note. “n/a” denotes contextual variables were not investigated.   Table 2.3 continues … 
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Author & Year Theory 
Study, Method & 
Sample 
Contextual Variables Investigated Measures of 
IT Adoption and Use Technology Organization Environment 
16. Zhu, Kraemer, 
and Xu (2003)  
TOE - E-business adoption 
- Survey (n=3100) of 
businesses and 
customers in eight 
European countries 
- Technology 
competence 
- Firm size 
- Firm scope 
- Consumer readiness 
- Trading partners 
readiness 
- Competitive pressure 
- E-business adoption 
       
17. Premkumar 
(2003) 
DOI - Computer-mediated 
communication 
technologies 
-  Survey (n=207) of 
small businesses 
- Perceived usefulness 
- Cost 
- Compatibility 
- Firm size 
- Management support 
- Competitive 
advantage 
- Adoption of 
computer-mediated 
communication 
technologies 
       
18. Ranganathan, 
Dhaliwal, and Teo 
(2004)  
DOI - Web technology 
- Survey (n=176) of 
North American 
organizations 
n/a - Managerial IT 
knowledge 
- Centralization 
- Formalization 
- Supplier 
interdependence 
- IT activity intensity 
- Competitive intensity 
- Internal assimilation 
- External diffusion 
       
19. Zhu et al.  
(2004)   
TOE - E-business  
- Survey (n=612) of 
firms across 10 
countries in financial 
services industry 
- Technology readiness - Firm size 
- Global scope 
- Financial resources 
-Competition intensity 
- Regulatory 
environment 
- E-business value 
       
20. Raymond, 
Bergeron and Blili 
(2005)  
TOE - E-business 
- Survey (n=108) of 
manufacturing SMEs 
- Manufacturing 
technology 
- Strategic orientation 
- Managerial context 
- Manufacturing context 
- Networking intensity - E-business 
assimilation 
Note. “n/a” denotes contextual variables were not investigated.   Table 2.3 continues … 
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Author & Year Theory 
Study, Method & 
Sample 
Contextual Variables Investigated Measures of 
IT Adoption and Use Technology Organization Environment 
21. Son, 
Narasimhan, and 
Riggins (2005)  
Social 
exchange and 
transaction 
cost theories 
- EDI 
- Survey (n=233) of 
suppliers with 
electronic linkages via 
EDI with a nationally 
recognized retailer of 
home improvement 
supplies and materials 
in US 
n/a - Transaction channel 
climate (asset, trust, 
uncertainty, cooperation) 
- Power exercised 
- Reciprocal 
investments 
- EDI volume 
- EDI diversity 
       
22. Zhu and 
Kraemer (2005)   
 
TOE and RBV - E-business  
- Survey (n=624) of 
firms across 10 
countries in retail 
industry  
- Technology 
competence 
- Firm size 
- Global scope 
- Financial resources 
- Competition intensity 
- Regulatory 
environment 
- Extent of e-business 
use  
       
23. Zhu, Kraemer, 
and Xu (2006)  
TOE  - E-business  
- Survey (n=1857) of 
firms in 10 countries 
- Technology readiness 
- Technology 
integration 
- Firm size 
- Global scope 
- Managerial obstacles 
- Competition intensity 
- Regulatory 
environment 
- E-business initiation 
- E-business adoption 
- E-business 
routinization 
       
24. Al-Qirim 
(2007) 
DOI - E-commerce 
- Survey (n=129) of 
SMEs in New Zealand 
-Relative advantage 
-Cost 
-Compatibility 
- Firm size 
- Information intensity of 
product 
- Competition 
- Buyer/Supplier 
pressure 
-Support from 
technology vendors 
- Internet use in email 
- Intranet use 
- Extranet/VPN use 
- Internet use in EDI 
- Web site use 
       
25. Chang et. al. 
(2007)  
TOE  - E-signature system  
- Survey (n=53) of 
regional hospitals and 
medical centers in 
Taiwan 
-  System security  
- System complexity 
- User involvement 
- Adequate resources 
- Hospital size 
- Internal need 
- Vendor support 
- Government policy 
- Adoption of  
e-signature 
Note. “n/a” denotes contextual variables were not investigated.   Table 2.3 continues … 
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Author & Year Theory 
Study, Method & 
Sample 
Contextual Variables Investigated Measures of 
IT Adoption and Use Technology Organization Environment 
26. Mishra, 
Konana, and 
Barua (2007)  
TOE and RBV - E-procurement 
- Survey (n=412) of 
firms 
- Procurement-process 
digitization 
- Organizational 
procurement knowledge 
- Perceptions of 
technological and 
volume uncertainties 
- Suppliers‟ sales-
process digitization 
- Extent of internet use 
in search, and order 
initiation and 
completion 
       
27. Lin and Lin 
(2008) 
  
TOE  - E-business  
- Survey (n=163) of IS 
executives in large 
Taiwanese firms 
- IS infrastructure 
- IS expertise 
- Organizational 
compatibility 
- Expected benefits of  
e-business 
- Competitive pressure 
- Trading partner 
readiness 
- E-business diffusion 
(internal integration & 
external diffusion) 
       
28. Lai (2008)  TOE  - Global information 
systems (GIS)  
- Survey (n=312) of 
independent samples, 
each of which 
contained 250 MNC 
foreign affiliates that 
operated in Canada, 
Japan, the United 
Kingdom, or the United 
States 
- IT maturity 
 
- Resource dependency 
- Centralization 
- Formalization 
- Cultural distance 
- Local regulations 
- Local competition 
- GIS strategy 
Note. “n/a” denotes contextual variables were not investigated.    
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Most studies seem to employ DOI theory to investigate the use of within-a-firm IT 
innovation such as material resource planning (MRP), software applications, web 
technology, knowledge platform, and executive information systems (EIS). Relatively 
few investigations (e.g., Hart & Saunders, 1998; McGowan & Madey, 1998; 
Premkumar & Ramamurthy, 1995; Premkumar et al., 1994) focus on inter-firm 
innovation such as EDI, an antecedent of Internet-based e-business. Having said that, 
Srinivasan, Lilien, and Rangaswamy (2002) challenged the appropriateness of DOI 
theory to capture the complexity in inter-firm IT systems. Fichman (1992) also 
questioned the applicability of classical DOI theory for complex organizational 
technology, suggesting that additional factors should be added to address the 
labyrinthine nature of these innovations. Similarly, Prescott and Conger (1995) 
suggested that so called traditional innovation diffusion studies should be modified 
when applied to inter-organizational systems.  
 
The TOE framework, as an extension of DOI theory, has been employed in IS research. 
Swanson (1994) contended that adoption of complex IT innovations requires a 
facilitating technology portfolio, certain organizational attributes, and an examination 
of the external industry environment. As an outcome of a qualitative investigation 
involving seven case studies, Iacovou et al. (1995) developed a model formulating the 
three main drivers of EDI adoption: technological, organizational, and environmental 
factors. Extending Iacovou et al. (1995), Kuan and Chau (2001) developed a 
perception-based TOE framework investigating EDI adoption, confirming the 
usefulness of the TOE framework for studying adoption of technological innovation 
(p.519).  
 
Studies involving other IS domains also provide empirical support for this theoretical 
framework. Thong (1999) studied IS adoption in the small business sector, 
demonstrating significant relationships between IS adoption, and technological and 
organizational characteristics. Despite nonsignificant association between 
environmental characteristics and IS adoption, Thong (1999) concluded that the results 
provide support for the model in general and future research can build on and extend 
the proposed integrated model (p. 209). Chau and Tam (1997) applied the TOE 
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framework to develop an adoption model for open systems. This investigation indicated 
the value of using the TOE framework for understanding the adoption of complex IT 
innovations, suggesting that one future line of research is to extend the proposed TOE 
framework to other innovation domains (Chau & Tam, 1997, p. 17).  
 
More recent research (Mishra et al., 2007; Zhu & Kraemer, 2005; Zhu et al., 2006) 
extends the TOE framework to e-business area, the line of enquiry of which is relevant 
to the present thesis. Zhu and Kraemer (2005) suggested that it is theoretically 
necessary to evaluate e-business innovations because unique characteristics of e-
business imply different antecedents and consequences of organizational use when 
compared with EDI. EDI is highly expensive and proprietary technology, operating 
over a private network controlled by one large manufacturer or supplier, is widely used 
in the manufacturing industry (Chau & Tam, 1997), and decidedly focused on back-end 
functionalities (e.g., inventory management, invoice exchange, order documents). In 
comparison, e-business is based on open standard protocol of the Internet, which is 
characterized by public networks, and broad connectivity. These characteristics impact 
on customer reach and richness of information, enabling firms to have access to new 
markets, to attract new customers, to deliver products and service, and to improve 
coordination with business partners in a cost-efficient way (Zhu, 2004). Moreover, e-
business is integrated extensively into the value chain at both front- (e.g., sales, 
customer services) and back-end (e.g., coordination, procurement).  
 
In relation to decision-making processes, while EDI use is influenced by a large and 
powerful company that often requires business partners to utilize the same systems 
(Hart & Saunders, 1998), e-business use is more decentralized and is often driven by 
balanced considerations regarding a firm‟s technological competence, structural issues, 
and environmental factors related to competition (Zhu et al., 2003). Clearly, there is a 
pressing need to develop a theoretical model for evaluating e-business issues because 
there are significant additional considerations beyond those addressed in EDI 
literature (Zhu & Kraemer, 2005, p. 64). 
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It appears that most research (Chatterjee et al., 2002; Ranganathan et al., 2004; Zhu et 
al., 2006) concentrating on the antecedents of organizational context in the TOE 
framework has examined the role of firm size, top management, and managerial 
structure (e.g., centralization, formalization, compatibility) on IT adoption and use. 
Although it is important to investigate effects of individual-level and organizational-
level factors, what seems to be lacking is an exploration of other notable factors such as 
firm strategy and culture (Li, Chau, & Lai, 2010). Purvis et al. (2001) cautioned against 
direct relationships between top management team and IT use, suggesting that effects 
are mediated by technological and organizational factors, including technology use and 
business routines. Moreover, Tornatzky and Fleischer (1990) indicated that 
organizational slack resources, as a distinctive organizational resources, have been 
frequently alluded to in the innovation literature, yet, the significance of these 
characteristics have gained little empirical support. Accordingly, it can be argued that 
understanding whether and how organizational factors can lead to e-business adoption 
and use continues to remain enigmatic.  
 
Ex ante research has focused on understanding adoption decisions of IT innovation and 
on measures such as intent to adopt and adoption versus nonadoption (Fichman, 2000). 
Although current research provides a robust understanding of determinants of adoption 
of IT innovation, decisions to acquire new technologies are only a first step in a 
complex process related to firm sustained use of innovation. Tornatzky and Klein 
(1982), and DeLone and McLean (1992) contended that the value creation potential of 
innovations is realized only when firms can progress beyond the initial adoption stage. 
Literature (Damanpour, 1991; Lewis, Agarwal, & Sambamurthy, 2003; Malhotra et al., 
2001; Swanson, 1994) suggests that IT-based innovations hold the potential to change 
and enhance firm processes, thereby conferring significant advantage on firms that can 
exploit these technologies. Having said that, there is limited empirical research 
supporting this claim. Thus, further research is required to evaluate the consequences of 
IT adoption and use (Hackney, Pan, & Tan, 2007).  
 
Despite the growing body of e-business research (e.g., Chatterjee et al., 2002; Teo et al., 
2003; Zhu et al., 2003) focusing on e-business adoption, there is dearth of literature 
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examining the impact of actual e-business use on business performance (Ahuja & 
Thatcher, 2005; Gallivan, 2001; Jasperson, Carter, & Zmud, 2005; Zhu & Kraemer, 
2005). It appears that there are only two studies (Mishra et al., 2007; Zhu & Kraemer, 
2005) exploring post-adoption of e-business use. There is growing consensus among IS 
researchers (Barua et al., 2004; Gallivan, 2001) that the extent and nature of post-
adoption use of e-business impacts positively on organizations, but initial adoption of 
IT innovation does not guarantee widespread use of IT within firms (Mishra et al., 
2007). Relatively recent studies (Chatterjee et al., 2002; Fichman & Kemerer, 1997; 
Liang et al., 2007) suggest that although firms adopt IT-based innovations, they often 
fail to successfully diffuse and rountinize such technologies into organizational 
activities and business processes. Accordingly, there is an imperative to determine 
antecedents of successful post-adoption variation in actual IT use and to examine their 
impact on value creation (Ahuja & Thatcher, 2005; Barki, Titah, & Boffo, 2007; 
Jasperson et al., 2005).   
 
Finally, there is surprisingly limited empirical research on examining IT innovation and 
use in the SME context. As a major component of industrial economies, SMEs survival 
and growth is imperative. Specifically, rapid growing firms represent a substantial 
proportion of power in the small business sector, creating wealth, income, and jobs 
(Brophy, 1997). It is noteworthy, however, that compared with their large counterparts, 
SMEs gain little attention (Eikebrokk & Olsen, 2007; Johnston et al., 2007; Premkumar, 
2003) and research targeting fast growth enterprises is almost non-existent in the extant 
IS field. So far, there are only four empirical studies (e.g., Iacovou et al., 1995; 
Premkumar, 2003; Raymond et al., 2005; Thong, 1999) investigating IT adoption and 
use by SMEs. Importantly, there is only one investigation of e-business use (Raymond 
et al., 2005) utilizing a sample of manufacturing SMEs. Accordingly, the dearth of 
research involving SMEs highlights an apparent knowledge gap in the IS research field.  
 
In conclusion, while extant research has significantly expanded our understandings of 
issues of IT adoption and use, this critical review of the literature highlights a lack of a 
unifying framework (Aladwani, 2002), the need to identify antecedents within the TOE 
context, and a requisite to focus on assessing post-adoption elements of IT use in the 
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fast growth SME context. Fichman (2000) suggested that future research in the 
innovation diffusion area should work towards combining multiple theoretical streams 
into a more integrated view of IT innovation. Thus, proposing and testing an integrated 
theory-based model identifying determinants of e-business use and their associated 
impact is an objective of this thesis. Obviously, it cannot be claimed that any integrated 
model is exhaustive, but rather such a development is an important component of this 
line of enquiry. The following section discusses the RBV theory in relation to resources 
and capabilities as sources of competitive advantage, and competitive advantage. 
 
Resource-based View of Firms 
The TOE framework has been employed widely to study IT adoption and use. This 
conceptualization has been described as simple, elegant, and broad-based (Mishra et al., 
2007). However, on the negative side, the TOE framework does not provide a 
theoretical rationale for establishing causal relationships (Mishra et al., 2007). 
Accordingly, IS research (e.g., Mishra et al., 2007; Zhu & Kraemer, 2005) has recently 
combined the best attributes of the TOE framework with other frameworks such as the 
resource-based view (RBV) of the firm.  
 
The RBV framework draws upon the early work of Penrose (1959), a theory of firm 
growth popularized by Wernerfelt (1984) and Barney (1991). RBV theory not only 
provides a conceptual base for Barney (1991), Grant (1991) and Peteraf (1993), but also 
receives substantial empirical support in the extant organizational literature (e.g., 
Barney & Arikan, 2001; Newbert, 2007). Nowadays, the RBV theory is regarded as one 
of the most widely accepted theories of strategic management (Powell, 2001; Priem & 
Butler, 2001a).  
 
The RBV theory sheds an alternative light upon the structural/positional/competitive 
forces approach (Porter, 1980). These two theories represent dominant perspectives on 
competitive advantage. The structural approach emphasizes the actions taken by firms 
in order to obtain defensible market positions within the context of environmental 
competitive forces (i.e., advantages derived from industry & competitive positioning). 
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Criticisms of the structural approach, by RBV theorists in particular (e.g., Peteraf, 
1993), target on the ineffective nature of competitive positioning unless firms attain 
resources and capabilities that are valuable, rare, inimitable, and non-substitutable 
(Barney, 1991).   
 
The two major tenants of RBV theory centre on resources and capabilities as sources of 
competitive advantage, and competitive advantage. It is generally held among strategic 
management scholars (e.g., Kaleka, 2002; Miller & Shamsie, 1996; Teece et al., 1997) 
that sources of advantage are of two broad types: resources representing assets 
controlled by firms that are used as inputs to organizational processes; and capabilities 
concerning firm abilities to combine, develop, and use resources in order to create 
competitive advantage. These two perspectives are discussed in detail below. 
 
Resources and Capabilities as Sources of Competitive Advantage  
The RBV literature conceptualizes resources and capabilities along two lines. On the 
one hand, Barney (1991) and Peteraf (1993) defined resources as all assets, capabilities, 
organizational processes, firm attributes, information, [and] knowledge (Barney, 1991, 
p. 101). In line with this definition, resources are categorized into physical (e.g., 
physical technology, plant & equipment, geographic location), human (e.g., experience 
& knowledge of individuals associated with a firm such as sales personnel), and 
organizational capital (e.g., history, relationships, trust, & organizational culture). 
Despite this categorization, such a conceptualization of resources makes it difficult to 
distinguish possible differences among these resource subsets and their different 
implications for firm performance.  
 
Amit and Schoemaker (1993), inter alia, including Grant (1991) and Makadok (2001), 
distinguished between resources and capabilities, claiming that: 
 
Resources are stocks of available factors that are owned or controlled by the firm. 
Capabilities, in contrast, refer to a firm‟s capability to deploy resources, usually in 
combination, using organizational processes, to affect a desired end. They are information-
based, tangible or intangible processes that are firm-specific and are developed over time 
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through complex interactions among the firm‟s resources. They can abstractly be thought 
of as „intermediate goods‟ generated by the firm to provide enhanced productivity of its 
resources, as well as strategic flexibility and protection for its final product or service (p. 
35).  
 
This perspective identifies two further key features that distinguish between resources 
and capabilities: First, while resources are used by firms to create, produce, and/or offer 
products (goods or services) to markets, capabilities are developed and emerge from 
resources that are employed in repeatable patterns for these same usages (Sanchez, 
Heene, & Thomas, 1996). Second, resources are generally regarded as inputs into 
organizational processes or as outputs of processes, but are unable to be embedded 
within organizations and their processes (Makadok, 2001; Srivastava, Shervani, & 
Fahey, 1998).  
 
By way of contrast, capabilities are firm-specific and embedded in organizational 
processes and routines, transforming inputs into outputs to generate value (Amit & 
Schoemaker, 1993; Makadok, 2001). Thus, capabilities are viewed as incorporating 
reliable services, repeated processes, product innovations, manufacturing flexibility, 
responsiveness to market trends, and short product development cycles (Amit & 
Schoemaker, 1993). For the purpose of the present thesis, conceptualizations of firm 
resources and capabilities, outlined by Amit and Schoemaker (1993), Grant (1991), and 
Makadok (2001) are adopted. 
 
Possession of certain resources does not automatically confer competitive advantage 
(Wernerfelt, 1984). Rather, the RBV framework suggests that resources and capabilities 
must be difficult to create, buy, substitute, or imitate before they can contribute to 
competitive advantage (Barney, 1991; Teece et al., 1997). As noted earlier, Barney 
(1991, p. 106) argued that resources need to exhibit four key characteristics in order to 
be considered as sources of competitive advantage. That is, resources must be valuable 
to organizations in identifying and neutralizing threats, and take advantage of 
opportunities in competitive contexts. They must also be rare and difficult to imitate by 
competitors, and provide the ability to detect and take advantage of new opportunities 
in current and new markets (Barney, 1991, pp. 107-108)   
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Wernerfelt (1984, p. 172) posited that resources are anything that might be thought of 
as a strength or weakness of a given firm, comprising tangible and intangible assets. 
While tangible resources include financial capital (e.g. equity capital, dept capital, 
retained earnings, etc.) and physical capital (e.g. machinary & buildings), intangible 
resources such as organization culture, learning, networks, and reputation (Hall, 1993), 
and related core competencies (Prahalad & Hamel, 1990) tend to be tacit, idiosyncratic, 
and deeply embedded in an organization‟s social fabric (Winter, 1987). Hitt et al. (2001) 
stated that intangible resources are more likely than tangible resources to produce a 
competitive advantage (p.14), particularly those pertaining to knowledge (Bhatt & 
Grover, 2005). Moreover, firm culture can be considered a distinctive resource 
providing sources of advantage when fostering behaviors and activities that are 
necessary to exploit the appropriate assets to attain a positional advantage (Hunt & 
Morgan, 1995).  
 
While resources serve as basic units of analyses, firms create competitive advantage by 
assembling resources that work together to create organizational capabilities. Thus, 
capabilities refer to an organization's ability to assemble, integrate, and deploy valued 
resources, usually, in combination or copresence (Amit & Schoemaker, 1993; Schendel, 
1994). According to Teece, Pisano and Shuen (1997), capabilities are complex bundles 
of skills, accumulated knowledge, complementary assets, and routines that provide a 
basis for firm competitive capacities and sustainable advantage, in a particular business.  
 
As capabilities are resource-based, embedded, and exercised through firm-specific 
processes, they can be regarded as sources of competitive advantage, enabling firms to 
deploy resources effectively and to coordinate business activities efficiently (Amit & 
Schoemaker, 1993; Day, 1994). Organizations adopting capabilities-based competition 
are often more successful than their competitors to compete in markets (Stalk, Evans, & 
Shulman, 1992, p. 57). Firms gain competitive advantage through learning, perfecting, 
improving, and leveraging their resources by utilizing managerial and transformational 
capabilities (Stalk et al., 1992; Teece et al., 1997). Inherent in organizational routines, 
capabilities reside in decision making and management processes, and are outcomes of 
organizational control systems and structures (Teece, 2007; Teece et al., 1997). For 
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example, superior managerial capabilities in coordination of diverse production skills 
and integration of multiple streams of technologies can be sources of competitive 
advantage (Prahalad & Hamel, 1990). Capabilities also play an important role in 
organizational learning and knowledge creation processes, culminating in competitive 
advantage (Leonard-Barton, 1992). The formation of capabilities is a complex process 
and hard to imitate owing to path dependence (capabilities develop over time and can 
be duplicated only when their history can also be duplicated), causal ambiguity 
(uncertainty surrounding which resources are driving firm performance), time lag (time 
is needed to find out how a capability is built), and economic reasons (copying a 
capability entails a significant investment in underlying resources) (Amit & 
Schoemaker, 1993; Dierickx & Cool, 1989; Grant, 1991). Therefore, the non-
substitutable, unique, ambiguous and immobile nature of capabilities can be a source of 
competitive advantage (Makadok, 2001).  
 
Competitive Advantage 
Popularized by Porter (1980, 1985), competitive advantage is achieved when firms 
implement value creating strategies that are not currently being realized by competitors 
(Barney, 1991), or through superior execution of the same or similar strategies as 
competitors. Hofer and Schendel (1978, p. 25) described competitive advantage as the 
unique position an organization develops vis-à-vis its competitors. Collis and 
Montgomery (1995) argued that competitive advantage is a function of the durability, 
appropriability, and superiority of firm resources and capabilities. Teece, Pisano, and 
Shuen (1997) posited that competitive advantage is a key to better organizational 
performance.  
 
Because competitive advantage is hard to imitate and can lead to long-lasting superior 
economic performance, strategic management researchers (e.g., Amit & Schoemaker, 
1993; Barney, 1991; Black & Boal, 1994) extend the concept to incorporate 
sustainability. Porter (1985) defined sustained competitive advantage as above average 
performance in the long-run. Barney (1991, p. 102) argued that while competitive 
advantage is an outcome, sustainability is an ongoing state existing after efforts to 
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duplicate that advantage have ceased. On the basis of these definitions, sustainable 
competitive advantage can be regarded as involving two distinguishable components: 
above average performance, a relational industry-base measure; and durability. 
Although industry-based performance can be measured unambiguously, the notion of 
firm durability is ambiguous and somewhat difficult to operationalize (Wiggins & 
Ruefli, 2002). One reason contributing to this difficulty is that ex ante research provides 
no clear guidelines on the length of time to which an advantage should persist (Piccoli 
& Ives, 2005). Relatively recent work has attempted to address this limitation by 
acknowledging that sustained competitive advantage occurs when competitors face 
significant barriers in acquiring, developing, and using resources used to create 
advantage (Mata, Fuerst, & Barney, 1995, p. 495; Piccoli & Ives, 2005).  
 
Concepts of firm performance, competitive advantage, and sustained competitive 
advantage are often used interchangeably in the literature. However, these concepts are 
distinct. While firm performance is a measure of output (e.g., financial performance), 
competitive advantage is relational and reflects the superior competitive position of 
firms within their industry (Barney, 1991; Porter, 1985). Sustained competitive 
advantage builds upon competitive advantage and relates to an ability of firms to 
maintain a superior position that cannot be duplicated or imitated by industry 
competitors over the long-term (Wiggins & Ruefli, 2002). As a major research area and 
an integral part of the strategic management field (Barney, 1991), issues relating to 
competitive advantage and sustained competitive advantage provide an explanation for 
the heterogeneity observed in performance across firms and causality amongst variables 
(Schendel, 1994).  
 
Day and Wensley (1988) proposed a source-positional advantage-performance (SPP) 
framework, which has become a benchmark for publications in marketing (Bharadwaj, 
Varadarajan, & Fahy, 1993; Hunt & Morgan, 1995; Hunt & Morgan, 1996) and 
strategic management (Barney, 1991). The SPP model posits that firms possessing 
superior skills and resources hold an advantage over their competitors. Positions of 
advantage, based on the provision of superior customer value, are draw upon skills, and 
tangible (e.g. assets) and intangible (e.g. knowledge) resources, and take into account 
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salient features of competitive markets: customers and competitors (Day & Wensley, 
1988).  
 
Customer-focused firms are replete with customer information, anticipating client 
reactions, basing performance on customer judgments of relative product utility and 
satisfaction. Competitor-centred firms, by contrast, are rich in information about 
competitors, anticipating actions and reactions, gauging performance on the basis of 
cost and profitability comparisons (Day & Nedungadi, 1994). However, management 
and customer interpretations of value can often differ (Nasution & Mavondo, 2008). 
Notwithstanding, positional advantage can be expected to lead to superior performance 
in terms of customer satisfaction, loyalty, market share, and profitability (Bharadwaj et 
al., 1993; Day & Wensley, 1988). Forming a cyclical process, competitive advantage 
can be sustained through constant monitoring and reinvesting in the present sources of 
advantage, as well as investing in other potential sources of advantage (Bharadwaj et 
al., 1993, p. 87).  
 
Hunt and Morgan‟s (1995) development of resource-advantage extends Day and 
Wensley‟s (1988) SPP work through the incorporation of financial, physical, legal, 
human, organizational, informational, and relational resources as potential sources of 
competitive advantage, while postulating that competitive environments influence 
performance outcomes. Furthermore, Bharadwaj et al. (1993) considered the 
moderating effect of environmental factors on the SPP framework within the service 
industry.  
 
Strategic management literature (Makadok, 2001, p. 387) posits that firms create value 
and achieve competitive advantage from two complementary, but distinct, mechanisms: 
resource-picking and capability-building. Resource-picking mechanisms create 
economic rents when firms apply superior information and knowledge to gain 
advantage from resources in the marketplace (Barney, 1986). Firms with superior 
knowledge capabilities do better on acquiring resources and building capabilities (Grant, 
1996). Capability-building refers to an ability of firms to build unique competencies 
and capabilities that can leverage and deploy their resources (Teece et al., 1997). These 
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capabilities are embedded, making them comparatively more valuable and inimitable, 
and therefore superior to resources as determinants of long-term performance. As 
capabilities cannot be bought, but are built within a company, it is manager 
responsibilities to develop and foster proper environments of capability-building and 
improvement (Teece et al., 1997). 
 
In sum, the RBV framework extends our understanding of the ways in which 
enterprises succeed and achieve sustainable competitive advantage through treatment of 
resources and capabilities as central considerations in strategy formulation and as 
primary sources of profitability. Despite an increase in literature devoted to advancing 
the RBV conceptually and empirically, advocates (Barney, 1991; Barney, Wright, & 
Ketchen, 2001) and critics (Priem & Butler, 2001a, 2001b) point out a number of issues 
that require further theoretical and empirical attention (Srivastava, Fahey, & 
Christensen, 2001). RBV’s acceptance appears to be grounded more on the basis of 
logic and intuition than on empirical evidence (Newbert, 2008, p. 747). Definitions of 
terms including value and competitive advantage have been argued to be tautological 
(Priem & Butler, 2001a, 2001b), attracting critical debate (Collis, 1991) and concerns 
of respondent bias (Newbert, 2008). However, a key criticism of the RBV framework 
concerns the lack of research regarding the interaction between firm resources and 
competitive environments (Barney et al., 2001; Chmielewski & Paladino, 2007), 
complementing the internal focus of this framework (Miller & Shamsie, 1996). Miller 
and Shamsie (1996) contended that the RBV framework needed to consider the 
environmental contexts within which resources have a significant influence on 
performance (Amit & Schoemaker, 1993). Notwithstanding, studies (Borch, Huse, & 
Senneseth, 1999; Schroeder et al., 2002) have long-tested basic tenets of RBV, 
culminating in consistent results, and perhaps surprisingly such criticisms are regarded, 
to some extent, as academic (Lahiri, 2007).  
 
Information Systems (IS) Research and the Resource-based View (RBV) Theory 
Early IS research (e.g., Bakos & Treacy, 1986; McFarlan, 1984) focusing on direct 
relationships between IT and competitive advantage began to take hold in the 1980s 
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(Figure 2.4). In particular, a review of studies (Table 2.4) in this area clearly 
demonstrated that possession of superior IT resources was not inevitably linked to 
enhanced performance. For example, a number of studies (e.g., Brady, 1986; Copeland 
& McKenney, 1988; Short & Venkatraman, 1992) in the mid- to late-1980s appeared to 
support the notion of IT as a direct contributor to competitive advantage. However, 
more recent studies (e.g., Carroll & Larkin, 1992; Kettinger et al., 1994; Powell & 
Dent-Micallef, 1997) have challenged these conclusions, by suggesting contingent 
effects of IT resources on performance.  
 
Figure 2.4 Early IS Approach to Investigating Relationships between IT and 
Competitive Advantage 
 
Two major findings can be drawn from this Table. First, for those studies supporting 
direct relationships between IT and business performance, the vast majority (e.g., 
Banker & Kauffman, 1991; Mahmood, 1993) have reported direct, positive effects. In 
contrast, few investigations (e.g., Sager, 1988; Venkatraman & Zaheer, 1990; Warner, 
1987) have indicated null or direct negative effects. Second, a growing number of 
studies (e.g., Banker & Kauffman, 1988; Clemons & Row, 1991; Kettinger et al., 1994) 
report contingent, rather than direct, effects of IT on performance. In some cases (e.g., 
Henderson & Sifonis, 1988; Lindsey et al., 1990), IT has been noted to have both a 
direct effect on performance as well as interactive effects on other constructs. In other 
cases (e.g., Kettinger et al., 1994; Neo, 1988), only interactive effects are significant, 
particularly over the longer term. On the basis of this examination, it can be concluded, 
that while the jury is out, IT can not be regarded as an unequivocal direct and sole 
contributor to sustained firm performance, and that IT does not necessarily provide a 
sustainable advantage over rival firms.  
 
 
 
IT  
Resources 
Business  
Performance 
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Table 2.4 Empirical Research (1980s-1990s) Relating to Business Value of IT 
Author & Year Effect Type Major Findings 
Tavakolian (1989) 
Clemons and Weber (1990) 
Floyd and Woolridge (1990) 
Roberts, Brown, and Pirani (1990) 
Yoo and Choi (1990) 
Banker and Kauffman (1991) 
Mahmood and Soon (1991) 
Tyran et al. (1992) 
Mahmood (1993) 
Mahmood and Mann (1993) 
Jelassi and Figon (1994) 
Silverman (1999) 
Bharadwaj (2000) 
Direct (positive) IT has a direct and positive effect on 
competitive advantage or 
performance. 
   
Warner (1987) Direct (negative) IT has a negative effect on 
competitive advantage or 
performance. 
   
Sager (1988) 
Venkatraman and Zaheer (1990) 
No Effect IT has no impact on competitive 
advantage or performance. 
   
Banker and Kauffman (1988) 
Clemons and Row (1988)  
Copeland and McKenney (1988) 
Henderson and Sifonis (1988) 
Johnston and Carrico (1988) 
Lederer and Sethi (1988) 
Neo (1988) 
King, Grover, and Hufnagel (1989) 
Feeny and Ives (1990) 
Lindsey et al. (1990) 
Reich and Benbasat (1990) 
Clemons and Row (1991)  
Mann et al. (1991) 
Carroll and Larkin (1992) 
Holland, Lockett, and Blackman (1992) 
Short and Venkatraman (1992) 
Kettinger et al. (1994) 
Kettinger, Grover, and Segars (1995) 
Schwarzer (1995) 
Powell and Dent-Micallef (1997)  
Li and Ye (1999) 
Contingent Effect The effect of IT on competitive 
advantage or performance is 
dependent upon other factors. 
Source: Adapted from Wade and Hulland (2004, p. 125). 
 
The early empirical evidence supporting the view that investments in IT-related 
resources enhance firm performance is patchy, to say the least. Inconsistent findings 
can be attributed to variations in methods and measures used (Hitt & Brynjolfsson, 
1996). Studies (Beath, Goodhue, & Ross, 1994; Grabowski & Lee, 1993; Lucas, 1993; 
Markus & Soh, 1993) suggest that there is a pressing need for rigorous and unifying 
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theory-based models tracing paths from IT investments to business value. In line with 
this recommendation, IS researchers (e.g., Bharadwaj, 2000; Mata et al., 1995; 
Santhanam & Hartono, 2003; Wade & Hulland, 2004) propose that the application of 
RBV theory in the IS context should be a top priority and can be useful in helping 
researchers to design future studies aimed at resolving this long-standing debate.  
 
IT Resources 
From a resource-based point perspective, IS researchers have identified IT-related 
resources that serve as potential sources of competitive advantage. For example, in the 
mid 1990s, Mata et al. (1995) argued that managerial IT skills are rare and firm specific, 
and therefore likely to serve as sources of sustained competitive advantage. Ross, Beath, 
and Goodlue (1996) pointed out that along with competent IT skills (human IT asset), a 
reusable technology base (technical asset) and strong partnering relationships between 
IT and business unit management (relationship asset) influence a firm's ability to 
deploy IT for strategic objectives. Chatfield and Bjorn-Andersen (1997) noted that 
inter-organizational system (physical capital resources) and people (human capital 
resource) as the primary sources of its business growth and improved competitiveness.  
 
Findings from IS research (e.g., Clemons & Row, 1991; Powell & Dent-Micallef, 1997; 
Ravinchandran & Lertwongsatien, 2005) have thrown into question the direct 
relationships between IT resources and firm performance, emphasizing that IT 
resources are likely to affect firm performance only when they are deployed to create 
unique complementarities with other firm resources in order to provide strategic 
benefits. For example, Clemons and Row (1991, p. 275) initially proposed the notion of 
strategic necessity, arguing that while IT resources are essential to firms, they are 
neither unique nor difficult to imitate. Similarly, Benjamin and Levinson (1993) argued 
that business performance depends on how IT is integrated with organizational, 
technical, and business resources.  
 
It appears that the role of resource complementarity within the RBV framework has not 
been developed extensively in strategic management research (Amit & Schoemaker, 
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1993; Dierickx & Cool, 1989; Teece, 1986). Complementarity refers to how one 
resource might influence another, and how relationships between resources affects 
competitive position and performance (Teece, 1986). Black and Boal (1994) noted that 
resources can be either compensatory, enhancing, or suppressing/destroying. 
Compensatory relationships exist when changes in levels of one resource are offset by 
changes in levels of other resources. Enhancing relationships occur when resources 
magnify the impact of other resources. Suppressing relationships take place when the 
presence of resources diminishes the impact of other resources. 
 
Understanding the nature of IT resource complementarity is essential as it suggests the 
complex role played by IT resources within firms (Alavi & Leidner, 2001; Henderson 
& Venkatraman, 1993). In the same way that IT software is indispensible for IT 
hardware, IT resources play an interdependent role with other firm resources (Keen, 
1993; Walton, 1989). Yet, the nature of this role is largely unknown. Kettinger et al. 
(1994) concluded that IT-based business success hinges on a firm‟s ability to fit pieces 
together but offered little guidance on how this might happen. Jarvenpaa and Leidner 
(1998) noted that IT generates competitive value only when it leverages pre-existing 
business and human resources via co-presence or complementarity. So far, the 
processes by which IT resources interact with other firm resources are poorly 
understood, as is the nature of these resources (Ravinchandran & Lertwongsatien, 
2005). 
 
In order to better understand how IT complements with other resources to create 
strategic value, IS researchers (e.g., Clemons & Row, 1991; Ravinchandran & 
Lertwongsatien, 2005) have conceptualized resource complementarity in two broad 
ways. First, as noted earlier, firm resources are considered complementary when the 
presences of resources enhance the value or effect of other resources. For example, 
Powell and Dent-Micallef (1997) concluded that firms gain advantage by using IT to 
leverage intangibles, complementary human and business resources and relationships. 
Another perspective conceptualizes resource complementarity based on how resources 
are channelled and utilized. It is not only the co-presence of resources that results in 
complementarities but also the decisions firms take about how resources are to be 
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deployed and channelled. Moreover, Ravinchandran and Lertwongsatien (2005) 
suggested that management decisions play a central role in how to channel and utilize 
resources towards areas of strategic importance to firms. Complementarities arise when 
resources are used in a mutually reinforcing manner. Clemons and Row (1991), for 
instance, argued that IT can provide sustainable competitive advantage when used to 
leverage structural differences between firms, such as the degree of vertical integration 
and diversification.  
 
IT Capabilities 
Strategic management investigators (e.g., Grant, 1991; Makadok, 2001) emphasize that 
while resources by themselves can serve as basic units of analyses, firms create 
competitive advantage by assembling resources to create organizational capabilities. 
Makadok (2001) stated that firm-specific capabilities, embedded in organizational 
processes, provide economic returns by enabling enterprises to be more effective than 
their rivals when selecting, combining, integrating, and deploying those resources. IS 
researchers (e.g., Clemons & Row, 1991; Mata et al., 1995) have adopted the notion of  
capability of resources, arguing that competitors can easily duplicate investments in IT 
resources by purchasing the same hardware and software, and hence IT resources per se 
do not provide sustained competitive advantage. Rather, it is the manner in which firms 
leverage their IT investments to create unique IT capabilities that impact a firm‟s 
overall efficiency, effectiveness, and flexibility (Mata et al., 1995; Ross, 2003).  
 
Bharadwaj (2000) extended the traditional notion of organizational capabilities to a 
firm‟s IS function and defined IT capability as an ability to assemble, integrate, and 
deploy valued IT-based resources in combination or to co-present with other resources 
and capabilities. IT capability refers to a firm‟s ability to identify systems meeting 
business needs, to deploy these systems in a cost-effective manner, and to provide long-
term maintenance and support for these systems (Ross et al., 1996). In line with RBV 
theory, enterprises can devise strategies to create and sustain advantage from IT 
investments and developments that culminate in distinctive IT capabilities (Duliba, 
Kauffman, & Lucas, 2001). Ross et al. (1996) provided illustrative case examples to 
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underscore the idea that distinctive IT capabilities can indeed provide competitive 
advantage and enhance business performance. 
 
Business Value of IT 
IS research (e.g., Bharadwaj, 2000; Ravinchandran & Lertwongsatien, 2005) has drawn 
upon the RBV framework to study the business value of IT. IT business value refers to 
the organizational performance impacts of IT, including productivity enhancement, 
profitability improvement, cost reduction, competitive advantage, inventory reduction, 
amongst other measures (Devaraj & Kohli, 2003; Hitt & Brynjolfsson, 1996; Kriebel & 
Kauffman, 1988). Table 2.5 reports on the major findings and relationships between 
pertinent variables in studies examining the synergistic creation of IT‐based value using 
RBV theory.   
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Table 2.5 Major Findings and Relationships between Variables in IS Empirical Studies that Have Adopted a RBV Perspective  
Author & Year Method & Sample 
IT Complementary 
Resources (IV) 
IT Usage/Capabilities  
(Intermediated-level DV) 
Business Performance 
(DV) 
Major Findings 
1. Powell and 
Dent‐Micallef 
(1997) 
- Survey (n=65) of 
retail industry 
- IT resources 
complementary with 
business and human 
resources 
n/a - IT and overall firm 
performance  
 Sales growth 
 Profit 
- IT resources combined with 
complementary business and human 
resources create superior firm 
performance 
      
2. Armstrong and 
Sambamurthy 
(1999) 
- Survey (n=265) of 
medium-to-large 
firms 
- IT infrastructure 
sophistication, IT 
knowledge and 
knowledge sharing 
among senior leaders 
n/a - Impact of IT use in value 
chain activities and business 
strategies  
- IT infrastructure sophistication, 
senior leaders‟ IT knowledge and 
knowledge sharing lead to 
successful IT use 
3.Bharadwaj 
(2000)  
- Archival data, 
matched pairs 
- Conceptualized IT 
infrastructure, human 
IT resources, and  IT- 
enabled intangibles, but 
none were measured 
- Conceptualized IT 
capability but was not 
measured 
- Financial performance - Firms having superior IT 
capabilities were found to perform 
better financially than a matched 
pairs control group 
      
4. Zhu and 
Kraemer (2002) 
- Survey (n=260) of 
manufacturing 
companies  
- IT infrastructure - E-commerce capability 
 Information 
 Transaction 
 Customization 
 Supplier connection 
- Firm performance 
 Inventory turnover 
 Profit margin 
 Cost of good sold 
- Significant relationships between 
e-commerce capability and some 
measures of firm performance (e.g., 
inventory turnover) 
      
5. Kearns and 
Lederer (2003) 
 
- Survey (n=161) of 
CIO in companies 
with at least $75m in 
annual revenue 
- Information intensity 
on knowledge sharing 
- Strategic IT alignment and 
its process and content 
components 
 
- Use of IT to gain 
competitive advantage 
- Information intensity increases 
strategic IT alignment processes 
- Alignment between IT and 
business plans creates IT‐based 
value for firms 
Note. “n/a” denotes that variables were not investigated.  Table 2.5 continues … 
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Author & Year Method & Sample 
IT Complementary 
Resources (IV) 
IT Usage/Capabilities  
(Intermediated-level DV) 
Business Performance 
(DV) 
Major Findings 
6. Barua et al. 
(2004)  
 
 
 
- Survey (n=1076) of 
a mix of small, 
medium and large 
manufacturing, 
distributing, 
wholesaling and 
retailing firms  
- Supplier-and 
customer-process 
alignment  
- Supplier and customer 
readiness; and system 
integration 
- Supplier-side and customer-
side online information 
capabilities 
- Supplier-side and customer-
side digitization 
- Financial performance 
 Revenue per employee 
 Gross profit margin 
 Return on assets 
 Return on invested capital 
- System integration, process 
alignment, and readiness increase 
online information capabilities 
- Online information capabilities 
indirectly increase performance 
through digitization. 
      
7. Ray, Barney, 
and Muhanna 
(2004) 
- Survey (n=104) of 
insurance companies 
in North America 
- Service climate, 
managerial IT 
knowledge, technology 
resources, and IT 
investment 
n/a - Customer service processes  - Service climate and managerial IT 
knowledge increases performance 
of customer service quality process 
      
8. Zhu (2004)  - Survey (n=114) of 
firms in retailing 
industry 
 
- IT infrastructure - E‐commerce capability 
 Information 
 Transaction 
 Customization 
 Back-end integration    
- Firm performance  
 Revenue generation 
 Cost reduction  
 Asset return  
 Inventory turnover 
- The interactive effect of 
e‐commerce capability and IT 
infrastructure increases firm 
performance 
      
9. Bhatt and 
Grover 
(2005) 
 
- Survey (n=202) of 
manufacturing firms 
n/a - Three types of IT 
capabilities 
 IT infrastructure quality 
 Organizational learning 
intensity 
 IT business experience and 
relationship infrastructure  
- Competitive advantage 
 Financial performance 
 Sales growth 
- Organizational learning leads to 
competitive advantage through 
mediation of path-specific 
knowledge  
- Quality of IT business expertise 
and relationship infrastructure have 
a significant effect on competitive 
advantage 
Note. “n/a” denotes that variables were not investigated.   Table 2.5 continues … 
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Author & Year Method & Sample 
IT Complementary 
Resources (IV) 
IT Usage/Capabilities  
(Intermediated-level DV) 
Business Performance 
(DV) 
Major Findings 
10. Malhotra, 
Gosain, and El 
Sawy (2005)  
- Survey (n=41) of 
US firms 
- Integrative inter-
organizational process 
mechanisms 
- Partner interface 
directed information 
systems 
 
- Information exchanged 
between supply chain partners 
- Market knowledge creation  
- Operational efficiency 
- Integrative inter‐organizational 
process mechanisms and partner –
interface- directed information 
systems indirectly influence market 
knowledge creation and operational 
efficiency through information 
exchange between supply chain 
partners. 
      
11. Ravichandran 
and 
Lertwongsatien 
(2005) 
 
- Survey (n=104) of 
US firms 
- IS human capital 
- IS infrastructure 
- IS partnership quality 
- IS capabilities 
- IT support for core 
competencies (e.g., market-
access competency, 
integrated-related competency 
and functionality-related 
competency 
- Firm performance 
 Operating performance 
 Market-based performance 
- IS human capital, IT 
infrastructure, and IS partnership 
resources increase IT capabilities 
- IT capabilities indirectly enhance 
firm performance through 
market‐access competency and 
functionality‐related competency 
      
12. Ray, 
Muhanna, and 
Barney (2005)  
- Survey (n=129) of 
insurance US 
companies 
- Technical IT skills 
- Generic information 
technologies 
- IT spending 
 
- Shared IT knowledge 
- IT infrastructure flexibility 
 
- Customer service 
performance 
- Shared IT knowledge leads to 
enhanced customer service 
performance, but flexibility of IT 
infrastructure, technical IT skills, IT 
spending, and IT applications do 
not directly increase performance 
- Complementary interaction 
between IT applications and 
managerial IT knowledge enhances 
performance 
Note. “n/a” denotes that variables were not investigated.   Table 2.5 continues … 
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Author & Year Method & Sample 
IT Complementary 
Resources (IV) 
IT Usage/Capabilities/ 
(Intermediated-level DV) 
Business Performance 
(DV) 
Major Findings 
13. Saeed, 
Grover, and 
Hwang (2005)  
- Survey (n=100) of 
US firms 
n/a - E‐commerce competence 
  
- Firm performance  
 Economic value added 
 Tobin‟s q 
- E‐commerce competence 
indirectly influences firm 
performance through the generation 
of customer value through web site 
functionality. 
      
14. Tanriverdi 
(2005) 
- Survey (n=250) of 
Fortune 1000 firms 
- IT relatedness (HR 
management, 
infrastructure, strategy 
making, vendor 
management) 
- Knowledge management 
capability 
- Corporate performance  
 Tobin‟s q 
 Return on assets (ROA) 
- IT relatedness creates IT‐based 
value through knowledge 
management capability 
      
15. Zhu and 
Kraemer (2005) 
- Survey (n=624) of 
firms across 10 
countries in retail 
industry 
- Technology 
competence 
- E-business use 
- E-business capability (e.g., 
back-end integration, front-
end functionality) 
- E-business value  
 Sales 
 Internal operation 
 Procurement 
- E-business use, and e-business 
capability at both back-end and 
front-end levels contribute to e-
business value 
      
16. Pavlou and El 
Sawy (2006) 
 
- Survey (n=180) of 
new product 
development (NPD) 
managers 
n/a - IT leveraging competence  - Competitive advantage  
  
- IT leveraging competence 
indirectly influences competitive 
advantage in NPD through 
functional competencies and 
dynamic capabilities 
      
17. Rai, 
Patnayakuni, and 
Seth (2006)  
- Survey (n=110) of 
manufacturing and 
retail firms 
- IT infrastructure 
integration for supply 
chain management 
 Data consistency 
 Cross-functional 
application integration 
- Supply chain process 
integration capability 
 Information flow integration 
 Physical flow integration 
 Financial flow integration 
- Firm performance  
 Operational excellence 
 Customer relationships 
 Revenue growth 
- IT infrastructure integration 
indirectly enhances firm 
performance through supply chain 
process integration capability. 
Note. “n/a” denotes that variables were not investigated.   Table 2.5 continues … 
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Author & Year Method & Sample 
IT Complementary 
Resources (IV) 
IT Usage/Capabilities 
(Intermediated-level DV) 
Business Performance 
(DV) 
Major Findings 
18. Tanriverdi 
(2006) 
- Survey (n=356) of 
Fortune 1000 firms 
- IT relatedness 
 HR management 
 Infrastructure 
 Strategy making 
 Vendor management 
n/a - Corporate performance  
 Tobin‟s q 
 Return on assets (ROA) 
- Complementarities among IT 
infrastructure technologies and IT 
management processes (i.e., IT 
relatedness) create IT‐based value 
      
19. Zhuang and 
Lederer (2006) 
- Survey (n=458) of 
e-commerce retailing 
firms 
- E-commerce 
resources 
- Human resources 
- Business resources 
- E-commerce performance  
 
- Firm performance 
 Financial performance 
 Sales growth 
 Profitability 
 
- E-commerce and business 
resources increase e-commerce 
performance 
- E-commerce performance 
enhances firm performance 
      
20. Bharadwaj, 
Bharadwaj, and 
Bendoly (2007)  
- Survey (n=169) of 
production and 
inventory managers 
in US 
- Manufacturing 
complementary with IS, 
marketing, and supply 
chain coordination 
- Integrated IS capability  
 
- Manufacturing 
performance 
 Inventory turns 
 Operating margin 
 On-time ratio 
- Integrated IS capability 
complements inter-functional 
coordination mechanisms to 
increase manufacturing 
performance 
      
21. Fink and 
Nuemann (2007) 
 
- Survey (n=293) of 
IT managers 
- IT personnel 
capabilities 
 
- IT infrastructure capabilities - IT-dependent 
organizational agility 
 
- IT personnel capabilities indirectly 
influence IT‐dependent 
organizational agility through IT 
infrastructure capability 
      
22. Hulland, 
Wade, and Antia 
(2007)  
Survey (n=550) of 
retailers 
- Internal resources 
 IT skills 
 Cost efficiency 
- External resources  
 Market sensing 
 Brand management  
 Customer service 
- Online commitment - Online performance - IT skills capability indirectly 
influences firm performance 
through online commitment 
Note. “n/a” denotes that variables were not investigated.   Table 2.5 continues … 
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Author & Year Method & Sample  
IT Complementary 
Resources (IV) 
IT Usage/Capabilities 
(Intermediated-level DV) 
Business Performance 
(DV) 
Major Findings 
23. Oh and 
Pinsonneault 
(2007) 
- Matched survey 
(n=110) of 
manufacturing SMEs 
in Canada 
- IT applications 
- Strategic alignment 
between  IT and 
business  
n/a - Strategic value of IT 
 Expense 
 Revenue 
 Profitability 
- RBV and contingency theories 
provide complementary 
understanding of IT business value 
- Strategic alignment between IT 
and business on cost reduction is 
significant negative associated with 
firm expense 
- Investments in growth-oriented 
applications are directly and 
positively related to firm 
performance 
      
24. Karimi, 
Somers, and  
Bhattacherjee  
(2007) 
- Survey (n=123) of 
manufacturing firms 
- IS resources  
 Infrastructure 
 Knowledge 
 Relationship 
- ERP capabilities  
- Functional 
- Geographic 
- Organizational 
- Business process outcomes 
 Operational efficiency 
 Operational effectiveness 
 Operational flexibility 
- IT resources interact with ERP 
capabilities to enhance business 
process outcomes 
      
25. Mishra, 
Konana, and 
Barua (2007)  
- Survey (n=412) of 
firms 
- Procurement‐process 
digitization 
- Diversity of firm 
procurement knowledge  
- Sales‐process 
digitization of suppliers 
 
- Internet use in search 
- Internet use in order 
initiation and completion   
- Procurement-process 
performance 
- Procurement‐process digitization 
and suppliers‟ sales‐process 
digitization are both significantly 
related to Internet‐based 
procurement application usage 
- Internet-based procurement 
application usage increase 
procurement‐process performance 
      
26. Saraf, 
Langdon, and 
Gosain (2007) 
- Survey (n=63) of 
firms in high-tech and 
financial services 
sector 
- IS flexibility 
- IS integration 
 
- Knowledge sharing with 
customers and channel 
partners, process coupling 
with customers and channel 
partners 
- Financial performance 
 Sales growth 
 Profitability 
- IS flexibility and IS integration 
indirectly influences firm 
performance through both 
knowledge sharing and process 
coupling capabilities 
Note. “n/a” denotes that variables were not investigated.  Table 2.5 continues … 
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Author & Year Method & Sample  
IT Complementary 
Resources (IV) 
IT Usage/Capabilities 
(Intermediated-level DV) 
Business Performance 
(DV) 
Major Findings 
27. Tallon (2007) - Matched survey 
(n=241) of IT and 
business executives 
- IT strategy process 
- Business strategy 
process 
- Strategic alignment process 
 
- IT business value 
 Supplier relations 
 Production and operations 
 Product and service 
enhancement 
 Sales ad marketing support 
 Customer relations 
- Locus of strategy alignment is in 
sales and marketing, customer 
relationships, and product and 
service enhancement processes 
- There is a positive link between 
alignment and perceived IT 
business value in value chain 
processes 
      
28. Jeffers, 
Muhanna, and 
Nault (2008)  
- Survey (n=64) of 
firms in 3PL industry 
- IT applications 
- Open communication 
- Business work 
practices 
- Shared knowledge  
 
- Customer-service process 
performance 
- Financial performance 
 Sales growth 
 Profitability 
- Business‐IT knowledge 
strengthens the relationship 
between business work practices 
and customer service process 
performance 
- Good customer service process 
performance enhances business 
performance 
      
29. Tallon (2008) - Matched survey 
(n=241) of IT and 
business executives 
n/a - Managerial IT capabilities 
 IT-business partnership 
 Post-implementation IT 
reviews 
 Strategic planning for IT 
- Technical IT capabilities 
 Hardware compatibility 
 Software modularity 
 Network connectivity 
 IT skills adaptability 
- Business process agility 
 Responsiveness to changes 
in demand, new product 
development 
 Responsiveness to 
changes in product mix, 
product pricing, market 
expansion, supplier 
selection, IT adoption and 
diffusion 
- Managerial and technical 
capabilities affect agility. 
- In stable environments, technical 
IT capabilities are more important 
to agility than managerial IT 
capabilities. 
- In dynamic markets, managerial 
IT capabilities are more important 
to agility than technical IT 
capabilities. 
Note. “n/a” denotes that variables were not investigated.  Table 2.5 continues … 
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Author & Year Method & Sample  
IT Complementary 
Resources (IV) 
IT Usage/Capabilities 
(Intermediated-level DV) 
Business Performance 
(DV) 
Major Findings 
30. Dong, Xu, 
and Zhu (2009)  
- Survey (n=743) of 
manufacturing firms 
- Backend integration 
- Managerial IT skills 
- Partner support 
- Supply chain process 
performance 
 Upstream operations 
 Internal operations 
 Downstream operations 
- Competitive position 
 
- Backend integration, managerial 
IT skills, and partner support are 
significantly related to supply chain 
process performance 
- Supply chain process performance 
lead to competitive position 
      
31. Stoel and 
Muhanna (2009) 
- Survey (n=666) of 
top 500 firms ranked 
in Information Week 
(IW) 
n/a - Internal IT capability 
- External IT capability 
- Firm performance 
 Return on sales 
 Return on assets 
 Operating income to sales, 
assets, and employees 
 Cost of goods sold to sale 
 Selling and general 
administration expense to 
sales 
- IT capabilities‟ impact on firm 
performance is contingent on the 
„„fit‟‟ between the type of IT 
capability a firm possesses and 
demands of industry in which it 
competes 
Note. “n/a” denotes that variables were not investigated.   
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An in depth examination of extant IS research reveals three main streams of research 
employing the RBV framework to investigate the business value of IT (Figure 2.5).  
  
Figure 2.5 Three Streams of IS Research Utilizing RBV Framework When 
Investigating IT Business Value 
 
Stream 1 examines the impact of complementarities between IT and other firm 
resources (e.g., business & human resources) on business performance (e.g., Powell & 
Dent-Micallef, 1997; Tanriverdi, 2006). These studies suggest that IT resources are 
likely to affect performance only when they are deployed to create unique 
complementarities with other resources. IT complementarities represent an 
enhancement of IT resource value and arise when IT resources produce greater returns 
in the presence of other resources than in isolation. Because IT resources rarely act 
alone in creating or sustaining competitive advantage, it is necessary to combine IT 
resources with other firm resources to provide strategic benefits (Wade & Hulland, 
2004). For this reason, IS researchers (e.g., Bharadwaj, 2000; Ravinchandran & 
Lertwongsatien, 2005; Zhu, 2004) advocate that when investigating the business value 
of IT, complementary relationships affecting the value of a resource and the effects of 
IT depend on complementary or synergistic relationships with other non-IT resources. 
 
Stream 2 suggests that the successful use of IT is an important outcome for firms 
(Armstrong & Sambamurthy, 1999; Mishra et al., 2007; Zhu & Kraemer, 2005). There 
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is an implicit assumption that IT use signifies a dimension of business performance. 
Firms that are able to use IT effectively and efficiently are assumed to have better 
performance than other firms. Zhu and Kraemer (2005) noted that IT business value 
depends on the extent to which IT is used in key business activities along the value 
chain. For instance, Armstrong and Sambamurthy (1999) adopted the RBV framework 
to investigate the use of IT in business strategy and value-chain processes. Mishra, 
Konana and Barua (2007) employed RBV to estimate internet use in e-procurement 
processes and the business value implications of such use. Findings reveal that high IT 
usage increases the likelihood of developing unique capabilities from core IT 
infrastructure (Zhu & Kraemer, 2005). Diversity in performance can be attributed to 
significant differences in resources firms possess, such as managerial knowledge, 
technological infrastructure, and experience with IT. Furthermore, firms also differ in 
their efforts to develop and in their skills to deploy these resources productively. These 
differences result in diverse organizational abilities to leverage IT in business processes 
and value-chain activities (Armstrong & Sambamurthy, 1999; Yu, Mukhopadhyay, & 
Slaughter, 2003).  
 
Stream 3 indicates that IT business value is contingent on firm skills to leverage IT and 
other complementary firm-specific resources in order to build IT capabilities embedded 
within business processes (Bharadwaj, 2000; Mata et al., 1995). Resources are the 
building blocks necessary for the development of capabilities. Examination of 
relationships between IT resources and IT capabilities can provide an understanding of 
how resources are deployed to develop capabilities. The resource-picking and 
capability-building mechanisms underlie the resource-based arguments about how 
economic rents are created by firms. These two distinct mechanisms have been 
employed to investigate how firms derive benefits from IT (e.g., Ravinchandran & 
Lertwongsatien, 2005; Sambamurthy, Bharadwaj, & Grover, 2003; Zhu, 2004). There 
is a growing consensus among IS researchers (Melville et al., 2004; Mooney, 
Gurbaxani, & Kraemer, 1995; Ray et al., 2004) that firms gain business value from IT 
through its impact on intermediate business processes. For example, Banker et al. (2006) 
and Ray et al. (2004) argued that observations of direct relationships between IT 
resources and overall firm performance might result in misleading conclusions and that 
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competitive advantage associated with IT-enabled business processes can be 
appropriated before they are reflected in firms‟ aggregate performance. Thus, 
researchers (e.g., Kohli & Grover, 2008; Melville et al., 2004; Ray et al., 2005) 
recommend that one focus of investigating IT business value should target intermediate 
processes, the same level at which IT is deployed. This focus enables moving beyond 
correlational evidence between IT and the business value, and prevents potential 
cancellation and obfuscation when the impact of IT is aggregated across processes 
(Mishra et al., 2007). Distinguished IT resources, firm resources, and synergy effects of 
combining them to create unique IT capabilities enable organizations to utilize IT more 
effectively than their competitors, thus creating business advantage (Bharadwaj, 2000; 
Kohli & Grover, 2008; Mata et al., 1995). 
 
Review on extant IS literature identifies six knowledge gaps in the field. First, the 
literature is still fragmented when examining contributions of IT resources and IT 
capabilities to firm performance. Although a number of IT resources and IT capabilities 
have been identified and their direct effects on firm performance posited, relationships 
between IT resources and IT capabilities have not been examined systematically 
(Karimi et al., 2007; Ravinchandran & Lertwongsatien, 2005). A possible reason can be 
attributed to lack of fine-grained differentiation between resources and capabilities. 
Second, while IS research (e.g., Bharadwaj, 2000; Clemons & Row, 1991; Melville et 
al., 2004) emphasizes the importance of complementarities between IT and other firm 
resources, as yet, the nature of this role is not well understood (Karimi et al., 2007; 
Ravinchandran & Lertwongsatien, 2005; Zhu, 2004). IS researchers (Melville et al., 
2004; Wade & Hulland, 2004) concede that IT-based success hinges on the ability to fit 
the pieces together but to date there is little understanding about how this might happen. 
Third, strategic management research (Makadok, 2001) emphasizes that resource-
picking and capability-building are two distinctive mechanisms. As resources are the 
raw materials employed to build capabilities and that resource availability determines a 
firm's ability to develop capabilities (Wernerfelt, 1984), these two mechanisms are 
necessarily dependent and complement each other (Makadok, 2001). Yet, current IS 
research examines these two mechanisms independently (Ravinchandran & 
Lertwongsatien, 2005). Fourth, extant IS research appears to ignore the specific type 
 73 
and nature of IT capabilities. IS researchers (e.g., Santhanam & Hartono, 2003; Wade 
& Hulland, 2004) recommend the development of multidimensitional measures of IT 
capability, derived systematically and theoretically, to allow the effective evaluation of 
the impact of different types of IT capabilities on business performance. It is argued 
that by demarcating specific types of capabilities can contribute to better understanding 
of sources of IT-based competitive advantage (Bhatt & Grover, 2005, p. 259). However, 
current research ignores this recommendation (Stoel & Muhanna, 2009). Fifth, the 
potential role of external environment in relationships between IT capabilities and 
business performance has been frequently alluded in the literature (Melville et al., 2004; 
Sambamurthy et al., 2003), yet rarely empirically examined by IS researchers relying 
on RBV (Aragon-Correa & Sharma, 2003; Mishra et al., 2007; Wade & Hulland, 2004). 
Finally, when it comes to investigating the business value of IT, a majority of studies 
has utilized samples involving large companies. Surprisingly, to date, there are 
relatively few studies (e.g., Oh & Pinsonneault, 2007) targeting SMEs. Accordingly, 
understanding whether and how IT helps SMEs to gain positional advantage still 
remains enigmatic.   
 
In conclusion, it can be argued that applying the RBV framework to the IS context 
provides a useful insight into understanding the strategic impact of IT (Clemons & Row, 
1991; Feeny & Willcocks, 1998; Ravinchandran & Lertwongsatien, 2005; Wade & 
Hulland, 2004). RBV is acknowledged as a cogent framework to evaluate the business 
value of IT (Bharadwaj, 2000; Santhanam & Hartono, 2003; Wade & Hulland, 2004).  
 
Dynamic Capability (DC)  
The RBV framework has been criticized on the grounds that it is static and does not 
adequately explain how firms transform resources and capabilities to gain competitive 
advantage in situations of rapid and unpredictable environmental changes (Priem & 
Butler, 2001a, 2001b; Williamson, 1999). Thus, strategic management research 
(Eisenhardt & Martin, 2000; Teece et al., 1997) regards DC as an integral counterpart 
of RBV, helping to understand the realities of market dynamism and rapid 
technological change.  
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DC originates from the evolutionary theory of the firm (Nelson & Winter, 1982). 
Managers usually make decisions under pressure and in times of uncertainty. However 
as they are rational beings, managers tend to overcompensate rather than optimize when 
problem solving (March & Simon, 1993; March & Simon, 1958). This view implies 
that firms need to continually reconfigure and revise existing capabilities and routines 
that emerge from knowledge to create new ones (Eisenhardt & Martin, 2000; March, 
1991; Zollo & Winter, 2002); especially when faced with dynamic or unpredictable 
environments (Eisenhardt & Martin, 2000). As well as establishing new capabilities, 
firms also develop the capacity to change routines and integrate them into their 
operations (Zahra et al., 2006, p. 921).  
 
The central theme addressed by DC is how firms gain and sustain competitive 
advantage to deal with turbulent environments (Eisenhardt & Martin, 2000; Teece et al., 
1997). In examining source of competitive advantage, strategic management literature 
evolves from competitive advantage as positioning (Porter, 1980, 1985), through 
identification of heterogeneous resources (Amit & Schoemaker, 1993; Barney, 1991; 
Peteraf, 1993), to an emphasis on organizational capabilities (Stalk et al., 1992; Teece 
et al., 1997). The level of analysis has deepened from investigation of observable inter-
firm profitability differences to examination of intrinsic, dynamic, and deeply 
embedded routines that differentiate successful enterprises from their rivals (Collis, 
1994). This transition in perspective to sources of firm superiority manifests an 
apparent struggle between two different theoretical traditions: static and dynamic 
theories.  
 
Static strategy theories such as positional or resource advantage cannot fully explain 
transformational mechanisms pertaining to how firms create value or achieve 
competitive advantage in environments straddled with uncertainties and change (Teece 
et al., 1997). In changing environments, benefits derived from positioning or 
heterogeneous resources can be left exposed in seemingly vulnerable positions to 
competitive actions and disruptive technologies adopted by competitors. Recognizing 
the dynamic nature of interactions between environments and firm strategic behaviors, 
strategic management researchers (e.g., Eisenhardt & Martin, 2000; Helfat & Peteraf, 
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2003; Teece et al., 1997) propose the notion of DC, arguing that it is imperative for 
firms to develop DC that is appropriately modifying, integrating, and reconfiguring of 
organizational resources in order to match turbulent environments. According to 
Barney (2001a; 2001b), the abilities to change quickly and alertness to changes in 
markets are costly for competitors to imitate and thus, DC can be a source of sustained 
competitive advantage. 
 
Strategic management theorists (e.g., Eisenhardt & Martin, 2000; Teece et al., 1997) 
have proposed a range of definitions of DC (Table 2.6) that have been criticized on the 
grounds of inherent contradictions and inconsistencies (Zahra et al., 2006). For example, 
Teece, Pisano, and Shuen (1997) defined DC as an ability by enterprises to adapt to 
changing business environment through a renewal of internal and external resources. 
Eisenhardt and Martin (2000) viewed DC as a process by which firms integrate, 
reconfigure, gain, and release resources to match and create market change. Extending 
Eisenhardt and Martin (2000), Wang and Ahmed (2007) argued that DC is not simply 
processes but embedded in organizational processes conducted to gain long-term 
performance to attain and sustain competitive advantage.  
 
Zollo and Winter (2002, p. 340) referred to DC as a learned and stable pattern of 
collective activity through which the organization systematically generates and 
modifies its operating routines in pursuit of improved effectiveness. Zahra et al. (2006) 
underlined the critical role of entrepreneurs and key decision makers in enacting and 
directing development and use of DC. Helfat et al. (2007) emphasized the goal-
orientation feature of DC, suggesting that DC is an organizational capacity to 
purposefully create, extend, or modify resources and capabilities.  
 
Inherent in these definitions is the notion that DC, involving evolutionary elements 
helps firms to change and reconfigure their resources to generate new value-creating 
strategies in order to meet evolving customer demands and competitor changes. DC 
confers upon entrepreneurs and management decision options for producing significant 
outputs of a particular type (Winter, 2003). It is essential to distinguish DC from 
substantive/ordinary organizational capabilities. DC refers to an ability to change or 
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reconfigure existing substantive capability (Collis, 1994). For instance, a new routine 
for product development is a new substantive capability, but an ability to change such 
capabilities is DC. 
 
Table 2.6 Definitions of Dynamic Capability  
Author & Year Definition 
1. Helfat (1997) A subset of the competences/capabilities which allow firms to create new 
products and processes, and to respond to changing market circumstances. 
  
2. Teece, Pisano, and 
Shuen (1997) 
A firm‟s ability to integrate, build, and reconfigure internal and external 
competences to address rapidly changing environments. 
  
3. Eisenhardt and 
Martin (2000) 
A firm‟s processes used to integrate, reconfigure, gain, and release resources 
to match or even create market change.  
  
4. Zahra and George 
(2002b) 
An essentially change-oriented ability that helps firms redeploy and 
reconfigure their resource base to meet evolving customer demands and 
competitor strategies. 
  
5. Zollo and Winter 
(2002) 
DC is a learned and stable pattern of collective activity through which 
organizations systematically generate and modify their operating routines 
in pursuit of improved effectiveness. 
  
6. Zott (2003) A set of routines guiding the evolution of a firm‟s resource configuration. 
  
7. Winter (2003) A capacity that operates to extend, modify or create ordinary (substantive) 
capability. 
  
8. Lavie (2006) A capacity to modify existing capability. 
  
9. Zahra et al. (2006) An ability to reconfigure a firm‟s resources and routines in a manner 
envisioned and deemed appropriate by its principal decision-makers. 
  
10. Helfat et al. (2007) A capacity to purposefully create, extend, modify resource base. 
  
11. Teece (2007) DC can be disaggregated into the capacity to sense and shape opportunities 
and threats, to seize opportunities and to maintain competitiveness through 
enhancing, combining, protecting, and when necessary, reconfiguring the 
business enterprise‟s intangible and tangible assets. 
  
12. Wang and Ahmed 
(2007) 
A firm‟s behavioral orientation to integrate, reconfigure, renew, and recreate 
its resources and capabilities and, most importantly, upgrade and 
reconstruct its core capabilities in response to a changing environment in 
order to attain and sustain competitive advantage. 
 
Taking these definitions into account, the present thesis defines DC as a high-level of 
organizational ability, emanating from an existing organizational resource base, 
embedded within business processes, and directed by entrepreneurial managerial skills, 
helping firms to purposefully and constantly create, extend, and modify resources and 
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capabilities in order to cope with environmental changes and achieve sustainable 
competitive advantage. This broad-based definition provides an understanding of the 
nature and origins of DC (Easterby-Smith, Lyles, & Peteraf, 2009). The term ability 
refers to a capability to perform a set of tasks in a minimally acceptable manner. The 
organizational resource base includes tangible, intangible, and human assets. The 
business processes with which DC is embedded suggest that DC is not necessarily 
related to specific business operations but are profoundly embedded into organizational 
systems such as business processes, structure, culture, and relationships. The expression 
entrepreneurial managerial skills highlight the role of entrepreneurs and decision 
makers in the creation and subsequent use of DC. While the word purposefully 
indicates that DC reflects some degree of intent, although not fully explicit, the term 
constantly implies that DC performs organizational functions in a repeatable and 
relatively stable way.  
 
Strategic management literature (Teece, 2007; Wang & Ahmed, 2007) identifies five 
key components of DC: sensing capability, adaptive capability, absorptive capability, 
integrative capability, and innovative capability, the perspectives of which explain 
mechanisms how DC helps firms to transform resources and capabilities into superior 
performance. Although overlapping, these five components are conceptually distinct. 
Sensing capability is related to an ability to sense environment changes and understand 
customer needs and trends (March, 2006; Teece, 2007). Adaptive capability is about 
aligning internal organizational resources and capabilities with external environmental 
demands, focusing on an ability to adapt to environmental changes in a timely fashion 
(Wang & Ahmed, 2007). Absorptive capability is concerned with combining external 
knowledge with internal information which is utilized for keeping up with dynamic 
situations (Cohen & Levinthal, 1990). Integrative capability pertains to an ability to 
incorporate disparate patterns of interaction through contribution, representation, and 
interrelation (Okhuysen & Eisenhardt, 2002). Innovative capability involves an ability 
of firms to develop new products and markets through the alignment of strategic 
innovative orientation with innovative behaviors and processes (Wang & Ahmed, 2007).  
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Relationships between successful development and application of DC and competitive 
advantage are determined by three elements: strategic paths, resource positions, and 
firm processes (Wang & Ahmed, 2007). Strategic paths involve the availability of a 
spectrum of strategic options for enterprises and path dependency of strategic options 
(Leonard-Barton, 1992). Resource positions comprise both tangible and intangible 
assets (Eisenhardt & Martin, 2000). Organizational processes relate to management 
skills, patterns of behavior, thinking and learning (Teece et al., 1997). Specifically, 
according to Zahra et al. (2006), successful creation and use of DC is determined by 
entrepreneur and management team‟s perception of opportunities to productively 
change existing routines or resource reconfigurations, their willingness to undertake 
such change, and their ability to implement these changes. 
 
It is argued that effects of DC on renewing and reconfiguring existing resources and 
capabilities vary with environmental dynamisms. When environments are stable or 
moderately dynamic, developing and maintaining DC might not be necessary or 
worthwhile because there is no immediate need to change existing resources and 
capabilities in response to market opportunities. However, in high‐velocity 
environments where industry structures break down, it is essential for DC to 
reconfigure resources and capabilities in order to deal with environmental disruptions 
(Brown & Eisenhardt, 1997; Eisenhardt & Martin, 2000). Accordingly, environmental 
dynamisms increase the potential value of DC.  
 
DC theory has underpinned a number of studies examining organizational processes 
within specific operational function areas. For example, renewing current product 
development routines are considered as a type of DC, by which managers combine 
various skills and competences to create new products and services (Clark & Fujimoto, 
1991). Technology transfer processes are also regarded as DC, through which managers 
copy, transfer, recombine and distribute knowledge-based resources within a firm 
(Hargadon & Sutton, 1997). Strategic alliances and acquisitions from which external 
resources are combined and incorporated into firms can be regarded as typical 
procedures in which DC contributes to firm performance (Gulati, 1999; Powell, Koput, 
& Smith-Doerr, 1996). 
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While these investigations provide an insightful understanding of DC, further 
comprehensive and systematic examinations are needed to develop solid underpinnings 
of the application of DC. Studies in specific contexts cannot fully explain why some 
firms can remain superior and hold leading positions in the face of competition (Collis, 
1994). A valuable and desirable capability might be an ability with which firms can 
easily, rapidly, and continuously restructure resources and competencies to enable 
product innovation or strategic alliance (Collis, 1994). Moreover, insights from these 
context-specific capability-building processes are not necessarily generalizable across 
different contexts. Firm-wide distinctive capability-building processes are embedded 
within the fundamental architecture of firms, including organizational structures, 
managerial systems (e.g., routines, procedures, incentives), and values and norms 
(Collis, 1994; Teece et al., 1997). Thus, it is critical to identify core processes and 
mechanisms so as the level of ambiguity associated with what constitutes DC. 
 
In conclusion, the DC framework provides a solid framework for researchers and 
managers to understand how firms achieve new and innovative forms of competitive 
advantage in dynamic business environments. DC not only emphasizes traits and 
processes needed to achieve sound positioning in favourable ecosystems, but also 
endeavours to explicate new strategic considerations and decision-making processes 
needed to ensure that opportunities, once sensed, can be seized and how businesses can 
be reconfigured when markets and technologies inevitably change (Teece, 2007, p. 
1347). Despite the theoretical and practical importance of DC to competitive advantage 
(Eisenhardt & Martin, 2000; Teece et al., 1997), DC literature contains inherent and 
inconsistencies (Zahra et al., 2006) and has been criticized for a lack of empirical 
grounding (Williamson, 1999). Accordingly, it can be argued that the propositions 
associated with the DC perspective might require further explanation and validation 
(e.g., Wang & Ahmed, 2007; Zahra et al., 2006).  
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Information Systems (IS) Research and Dynamic Capability (DC)   
In recent times, DC has been employed in the IS context to understand the ways in 
which firms create business value through the application of IT-related technologies, 
and reconfigure organizational resources and capabilities in order to adapt to external 
rapid changes. Because IS researchers employing the RBV framework have apparently 
overlooked the potential role of environmental uncertainties on relationships between 
organizational capabilities and business performance (Jarvenpaa & Leidner, 1998; 
Mishra et al., 2007), applying DC in the IS field helps to provide new insights of IT 
beyond traditional interpretations within the context of the RBV framework (Wade & 
Hulland, 2004). As discussed below, Table 2.7 shows extant IS research utilizing DC to 
evaluate interrelationships between IT resources, IT-enabled capabilities, and business 
value of IT.  
 
Wheeler (2002) applied DC to examine how firms use net-enabled IT applications to 
create customer value by developing capabilities dependent upon a timely and ongoing 
reconfiguration of resources. The Wheeler study offers an example of applied IS theory 
generation from a DC perspective. Extending Wheeler (2002), Zahra and George 
(2002b) conceptualized that the successful building, renewal, and exploitation of DC 
requires firms to adopt a strategic entrepreneurial context. In other words, there is an 
important inter-relationships between strategy, IS, and entrepreneurship for the creation 
of DC in order to gain competitive advantage. Sambamurthy, Bharadwaj, and Grover 
(2003) developed a theoretical model for understanding connections between IT 
investments, organizational capabilities, and their ability to initiate competitive actions. 
The Sambamurthy et al. investigation conceptualized three dynamic capabilities: digital 
options, agility, and entrepreneurial alertness, highlighting the dynamic interplay 
between these capabilities. Importantly, this model proposed three strategic processes: 
capability-building, entrepreneurial action, and coevolutionary adaptation processes 
used to activate three dynamic capabilities and implementation of competitive actions, 
helping firms to achieve business value. 
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Table 2.7 Key IS Conceptual and Empirical Studies Utilizing DC Theory  
Author & Year Study Type Method and Sample  Key Issue(s) Examined Results or Conclusions 
1. Wheeler (2002) - Conceptual n/a 
 
 
 
 
 
- Proposed that net-enabled business innovation 
cycle (NEBIC) can be regarded as applied DC 
for measuring, predicting, and understanding a 
firm‟s ability to create customer value through 
the use of digital networks  
- Firms with capabilities to sense, innovate, 
execute, and learn from innovation cycle are 
able to turn net-enabled business innovations 
into customer value 
- The NEBIC theory provides a rigorous and 
relevant applied theory for assessing  
capabilities, offering an example for generating 
applied IS theory from a DC perspective  
     
2. Zahra and George (2002b) - Conceptual n/a - Extended Wheeler‟s (2002) work, highlighting 
interplay effects between strategy, IS, and 
entrepreneurship on competitive advantage 
- When building, renewing, and exploiting a 
DC, firms need to adopt a strategic 
entrepreneurship perspective  
- A firm‟s DC depends on the interplay between 
entrepreneurship, IT, and competitive strategy, 
all of which provide insights into how value is 
created in net-enabled organizations 
     
3. Zhu and Kraemer (2002) - Empirical - Survey (n=260) of 
manufacturing 
companies classified 
as high IT-intensity 
and low IT-intensity 
sectors 
- Measured e-commerce capabilities along four 
dimensions: information, transaction, 
customization and supplier connection 
- Argued that e-commerce capabilities are 
dynamic 
-  Suggested that e-commerce capabilities can 
combine with IT infrastructure and produce 
complementarities, contributing to firm 
performance (e.g., inventory turnover, profit 
margin, & cost of goods sold) 
- A significant relationship between e-
commerce capability and measures of firm 
performance (e.g., inventory turnover) 
- E-commerce tends to be associated with 
increased cost of goods sold for traditional 
manufacturing companies, but an opposite 
relationship is apparent in technology 
companies 
Note. “n/a” denotes not relevant.  Table 2.7 continues … 
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Author & Year Study Type Method and Sample  Key Issue(s) Examined Results or Conclusions 
4. Sambamurthy, Bharadwaj, 
and Grover (2003) 
- Conceptual n/a - IT investments and IT capabilities influence 
firm performance via three significant dynamic 
capabilities (agility, digital options, & 
entrepreneurial alertness) and strategic 
processes (capability-building, entrepreneurial 
action, & coevolutionary adaptation) 
- IT investments and IT capabilities enable 
firms to develop digital options and agility 
- Entrepreneurial alertness not only helps firms 
to build capabilities, but also enables companies 
to activate those capabilities 
- Relationships between IT and performance are 
mediated by three dynamic capabilities (digital 
opitions, entrepreneurial alertness, & agility) 
- Strategic processes (capability building, 
entrepreneurial action, & coevolutionary 
adaptation) activate interactions among these 
three capabilities in capturing IT-performance 
benefits 
     
5. Bhatt and Grover (2005) - Empirical - Survey (n=202) of 
manufacturing firms 
- IT capabilities are regarded as dynamic 
organizational learning ability, IT infrastructure 
ability, IT business experience and relationship 
infrastructure ability 
- An exploration of relationships between these 
capabilities and competitive advantage 
- The relationship between dynamic 
organizational learning capability and 
competitive advantage is mediated by  path-
specific knowledge 
- Organizational learning intensity is related 
positively to quality of IT infrastructure, IT 
business experience, and relationship 
infrastructure  
- While IT infrastructure does not lead to 
competitive advantage, IT business expertise 
and relationship infrastructure contribute to 
competitive advantage 
     
6. Banker et al. (2006) - Empirical - Survey (n=1077) of 
US manufacturing 
plants  
- An investigation of how manufacturing plants 
realize improvements in plant performance by 
leveraging plant information systems to build 
dynamic manufacturing capabilities 
- Dynamic manufacturing capabilities mediate 
the impact of information systems on plant 
performance 
 
Note. “n/a” denotes not relevant.  Table 2.7 continues … 
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Author & Year Study Type Method and Sample  Key Issue(s) Examined Results or Conclusions 
7. Pavlou and El Sawy 
(2006) 
- Empirical - Survey (n=180) of 
new product 
development (NPD) 
managers 
- How IT leveraging competence in NPD helps 
firms to achieve competitive advantage through 
building two types of NPD capabilities (NPD 
dynamic capabilities and NPD functional 
competencies) in turbulent environments 
- Effective use of IT functionalities can build 
competitive advantage through mediation 
effects of NPD dynamic capabilities and NPD 
functional competencies 
- NPD dynamic capabilities and NPD functional 
competencies enable strategic effects of IT 
leveraging competence on competitive 
advantage to be more pronounced in high 
turbulent environments 
     
8. Chen et al. (2008) - Empirical - Longitude case study 
of a semiconductor 
company in Taiwan 
- DC applied to analyse strategic alignment 
processes between IT and  business strategies 
- Lack of strategic IT alignment impedes 
development of IT competency. A long-term 
view of strategy IT alignment can be beneficial 
to future IT resources. 
- DC is critical for the creation and strength of 
IT resources and positively influences 
alignment process and implementation success  
     
9. Pavlou and El Sawy 
(2010) 
- Empirical - Survey (n=180) of 
new product 
development (NPD) 
managers 
- Improvisational capability is defined as an 
ability to repetitively engage in competitive 
actions by building new products that seek to 
enhance competitive advantage in NPD 
- Effects of improvisational and dynamic 
capabilities on NPD are examined in different 
levels of environmental turbulence 
- IT-leveraging capability in NPD are specified 
as three digital IT systems (project and resource 
management systems, organizational memory 
systems, & cooperative work systems) and 
these three systems enhance improvisational 
capability are investigated 
- Although DC is a primary predictor of 
competitive advantage in moderately turbulent 
environments, improvisational capability fully 
dominates in highly volatile situations 
- In highly turbulent environments, IT-
leveraging capability is catered toward 
managing resources (through project & resource 
management systems) and team collaboration 
(through cooperative work systems) rather than 
relying on past knowledge and procedures 
(through organizational memory systems) 
- IT-leveraging capability is positively 
associated with improvisational capability 
Note. “n/a” denotes not relevant.    
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Empirical IS research has also drawn upon DC theory to develop research models, 
investigating how firms create competitive advantage by leveraging IT and 
complementary organizational resources to develop unique, change-oriented dynamic 
capabilities for meeting customer needs and responding to threats by competitors. Zhu 
and Kraemer (2002) utilized RBV and DC as complementary theories to evaluate 
dynamic e-commerce metrics and to examine the complementary effects of e-
commerce capability and IT infrastructure on firm performance with data from 260 
manufacturing companies. Zhu and Kraemer provided pragmatic support as to which of 
the proposed metrics have value for studying scale characteristics, highlighting the 
critical role of dynamic IT capabilities in enhancing business performance. Banker et al. 
(2006) developed a DC framework examining inter-relationships between plant 
information systems, dynamic manufacturing capabilities, and plant performance, 
utilizing survey data from 1,077 US manufacturing plants. These investigations 
concluded that DC offers a sharp theoretical lens for studying the impact of IT-enabled 
capabilities and resources on organizational performance.  
 
Empirical IS studies have applied DC in related areas to evaluate ways in which firms 
leverage IT competence to enable new product development processes (Pavlou & El 
Sawy, 2006; Pavlou & El Sawy, 2010), to develop information system and business 
strategic alignment processes (Chen et al., 2008), and to foster organizational learning 
processes contributing to competitiveness and performance improvement (Bhatt & 
Grover, 2005). Pavlou and El Sawy (2006; 2010) surveyed 180 NPD managers to 
explore whether and how IT can help firms to achieve competitive advantage in 
turbulent environments. Findings suggested that IS researchers should look beyond 
direct effects of firm-level IT resources and focus on how business units leverage IT to 
effectively reconfigure and execute business processes, the perspectives of which are 
critical when evaluating IT business value in turbulent environments.  
 
In conclusion, it can be argued that IT helps firms to achieve and sustain competitive 
advantage by enabling, supporting, and renewing organizational resources and 
capabilities to deal with environmental changes effectively and efficiently 
(Sambamurthy et al., 2003). Review on extant IS literature indicates that significant 
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exploratory investigations and theoretical developments about how IT can support 
dynamic organizational capabilities are becoming a promising research area in the IS 
field (Piccoli & Ives, 2005). Yet, there is a paucity of empirical studies providing 
rigorous validation of theoretical propositions. Future IS researchers are encouraged to 
employ a solid multi-theoretical lens to examine nomological relationships between IT 
resources, dynamic organizational capabilities and business value of IT, the perspective 
of which will extend extant knowledge, providing insightful understanding of the 
business value of IT (Oh & Pinsonneault, 2007; Sambamurthy et al., 2003).  
 
Contingency Theory 
Contingency theory emerged from the seminal works of Burns and Stalker (1961), and 
Lawrence and Lorsch (1967). Burns and Stalker (1961) examined interrelationships 
between internal management practices, external environmental factors and economic 
performance, concluding that two different management practices (mechanistic versus 
organic) are determined by the stability of the operating environment. Lawrence and 
Lorsch (1967) further refined contingency theory, focusing on the influence of 
technological, market, and economic changes on organizational behavior. These 
researchers emphasized that high-performing organizations came nearer to meeting the 
demands of its environment than its less effective competitors (Lawrence & Lorsch, 
1967, p.134). Consistent with these conclusions, Kast and Rosenzweig (1973) noted 
that contingency theory underlines the complex multivariate nature of organizations, 
the perspective of which helps researchers to understand how firms operate under 
different conditions and specific circumstances. 
 
An underlying proposition in contingency theory is that in order to be effective, 
organizations must find an appropriate „fit‟ between structure (Fincham & Rhodes, 
2005) and/or strategy (Lee & Miller, 1996) and environmental context (Drazin & Van 
De Ven, 1985). To achieve competitive advantage, companies must match their 
strategic decisions to certain sets of contingency factors, including external (e.g., 
market conditions, buying behavior) and internal (e.g., organizational structures, 
characteristics, resources) environments (Dess, Lumpkin, & Covin, 1997; Ginsberg & 
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Venkatraman, 1985; Lumpkin & Dess, 1996; Miles & Snow, 1984; Miller, 1988). More 
recently, Gao, Zhou, and Yim (2007) suggested that as any firm's external environment 
is exogenous, the firm must adjust its strategy according to the environmental 
constraints, and thus, there are no universally optimal strategic choices for all 
businesses (p.4), the view of which is widely accepted amongst contingency theoriest 
(Donaldson, 2001; Ginsberg & Venkatraman, 1985; Lawrence & Lorsch, 1967). When 
explaining the contingency theory paradigm, Donaldson (2001) stated that a 
contingency is any variable that moderates the effect of an organizational 
characteristic on organizational performance (p.7), such as environment(s) (Burns & 
Stalker, 1961), organizational size (Child, 1975), and organizational strategy (Chandler, 
1962).  
 
As expected with all theoretical models, criticisms of contingency theory have emerged, 
highlighting weaknesses such as the existence of poorly defined conceptualizations of 
variables and a lack of specificity of relationships between variables (Miller, 1981; 
Schoonhoven, 1981; Tosi & Slocum, 1984). Notwithstanding, the present thesis adopts 
a contingency perspective in order to investigate the moderating role of environmental 
turbulence (i.e., market turbulence, technological turbulence, competitive intensity) 
(Jaworski & Kohli, 1993) on proposed relationships outlined in the conceptualized 
model (see Figure 2.6, p.92). According to Drazin and Van De Ven (1985), the key 
concept in a contingent proposition is fit, and the definition of fit that is adopted is 
central to the development of the theory, to the collection of data, and to the statistical 
analysis of the proposition (p.515). Thus, the following section focuses on the concept 
of strategic fit. 
 
Miles and Snow (1978) advised that the alignment or fit between an organization and 
its environment is a key issue to the notion of strategy, the perspective of which refers 
to maintaining an effective alignment with the environment while efficiently managing 
internal interdependencies (p.3). An organizational view integrates both the 
environmental determinism and the strategic choice perspective on the alignment 
between the firm strategy and external environment (Miller & Friesen, 1983; Powell, 
1992; Tan & Litschert, 1994), providing a link to contingency theory (Meyer, Tsui, & 
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Hinings, 1993). Recently, Greenley, Hooley, and Saunders (2004) also noted similar 
outcomes for concepts of strategic fit, realignment, and adaptation. 
 
The concept of fit was proposed initially by Miles and Snow (1984), highlighting that 
successful organizations achieve strategic fit with their market environment and 
support their strategies with appropriately designed structures and management 
processes (p.10). The theoretical paradigm of strategic fit contends that environment 
and strategy interact in a dynamic coalignment process (Miller, 1988),  with the 
resulting fit having positive implications for performance (Ginsberg & Venkatraman, 
1985; Lukas, Tan, & Hult, 2001; Venkatraman & Prescott, 1990). Importantly, when 
operating in competitive environments, it is essential for organizations to adjust their 
strategies, structures, or processes to have minimal fit to survive (Miles & Snow, 1984; 
Snow & Hrebiniak, 1980). This view is supported by Hrebiniak and Joyce (1985) who 
argued that the process for firms to adapt to environments is dynamic, as the position of 
an organization can shift as a result of strategic choices or external environmental 
changes. More recently, Donaldson (2001) claimed that organizations are seen as 
adapting over time to fit their changing contingencies so that effectiveness is 
maintained (p.2).  
 
Notwithstanding, critical debate regarding to the notion of fit has focused on a need to 
develop a detailed specification of fit (Schoonhoven, 1981). Researchers have tended to 
present conflicting ideas of what constitutes fit such as contingency, consistency, match, 
congruence, or alignment; hindering theory development (Drazin & Van De Ven, 1985; 
Fry & Smith, 1987). Moreover, as organizations face many contingency factors, 
suggesting the multidimensionality of the concept of fit, conceptualization requires 
more than simple bivariate analysis techniques (Zajac, Kraatz, & Bresser, 2000). In 
order to overcome this handicap, Venkatraman (1989) provided a number of 
measurement approaches to fit: moderation, mediation, matching, gestalts, profile 
deviation, and covariation. Although each of these six perspectives implies unique 
conceptualization and theoretical meaning, they are not necessarily competing 
perspectives (Xu, Cavusgil, & White, 2006). In their review of fit literature, Drazin and 
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Van De Ven (1985) offered an alternative view to its measurement through their 
description of selection, interaction, and systems approaches.   
 
For the purpose of the present thesis, this research adopts the perspective of fit as 
moderation (Venkatraman, 1989) to investigate whether environmental turbulence 
modifies the strength of relationships between capabilities and firm performance (e.g., 
Stoel & Muhanna, 2009). Research (Barua, Kriebel, & Mukhopadhyay, 1995; Byrd & 
Davidson, 2003; Ray et al., 2005) suggests that the competitive potential of 
organizational resources/capabilities hinges on whether they improve efficiency and 
effectiveness of key firm processes. Notwithstanding, Barney (1995) proposed that firm 
resources are not valuable in a vacuum, but rather are valuable only when they exploit 
opportunities and/or neutralize threats in a firm‟s operational environments (p.52). 
Therefore, it is argued that business value of resources/capabilities is contingent on 
external environemnt conditions (Barney, 2001b). In line with Miles and Snow (1984), 
the present thesis posits that in order to survive and succeed in dynamic environments, 
an organization must find a match between a firm‟s resources/capabilities and demands 
of the environments. A fit between a firm‟s resources/capabilities and the demands of 
environments should increase the likelihood of positively affecting firm performance.  
 
Building An Integrative Multi-theoretical Conceptual Model 
According to Corley and Gioia (2011), theory is a statement of concepts and their 
interrelationships that shows how and why a phenomenon occurs (p.12). Scholars 
(DiMaggio, 1995; Sutton & Staw, 1995; Weick, 1995) have emphasized the imperative 
role of theory in organizational studies, suggesting that if research contains no theory, 
its value is suspective (Sutton & Staw, 1995, p. 371). Weick (1995) posited that while a 
good theory explains, predicts, and delights, theorizing is a process associated with 
highlighting relationships, connections, and interdependencies in the phenomeon of 
interest (Weick, 1989, p. 517). It is noteworthy, however, that most products labelled as 
theories are only approximate theories, becoming robust or full-blown theories 
incrementally as a result of theorizing iteration processes (Weick, 1995). Moreover, as 
each theory contains inherent limitations, researchers advocate that the notable theories 
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are comprehensive hybrids, combing the best qualities of covering-law, enlightment 
and narrative process approaches (DiMaggio, 1995, p. 391). 
 
As noted earlier, the TOE, RBV, DC, and contingency theories involve inherent 
limitations and in their own right are incapable of fully explaining organizatonal 
phenomena in complex business environments. There is evidence to suggest that ex 
ante IS studies have applied these four frameworks independently or in limited 
combinations without any suggestion of an overarching or an integrated framework to 
guide research. For example, the TOE framework has been employed extensively in the 
areas of IT innovation and use, examining determinants of IT use (Chau & Tam, 1997; 
Lin & Lin, 2008). RBV is utilized widely in the IT pay off research field, exploring 
relationships between IT investment and firm performance (Bharadwaj, 2000), and IT 
use and performance (Armstrong & Sambamurthy, 1999; Zhu & Kraemer, 2005). DC 
has underpinned investigations focusing on the role of dynamic capability on firm 
performance (Banker et al., 2006; Pavlou & El Sawy, 2006; Pavlou & El Sawy, 2010). 
Similarly, contingency theory has provided a context within which to explore the 
moderating effects of key variables on relationships between organizational 
characteristics and firm performance (Croteau & Raymond, 2004; Khazanchi, 2005; 
Stoel & Muhanna, 2009).  
 
It is noteworthy, however, that while the IT payoff literature has in general not 
considered IT usage; research focusing on IT usage has by-and-large not included 
measurement of firm performance. From a theoretical perspective, the disparate 
application of these frameworks can be attributed to the IS field not having an 
integrated conceptualization to amalgamate these related views. Ex ante research 
(Wheeler, 2002) also suggests that a primary issue in the IS field is a need for 
theoretically rigorous and practically relevant frameworks to guide empirical studies. 
Straub et al. (2002) further criticized the IS literature on the grounds of being weak 
when making linkages between theory and measures, let alone when subjecting 
proposed measures to empirical validation for reliability and validity. Consequently, IS 
research can be criticized on the basis of this theoretical lacuna.  
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According to Gioia and Pitre (1990), multi-theoretical perspective views are not simply 
an integration of theories or a comparison of theories for resolution of disagreements or 
paradoxes (Poole & Van de Ven, 1989); rather, this approach aims to link theories 
through common transition zones in order to explain sometimes seemingly diverse 
representations associated with an area of study (e.g., organizational structure, culture, 
socialization). Accordingly, claims concerning aggregated or amalgamated knowledge 
constitute a multidimensional portrait of the topic realm. Thus, developing an 
integrative multi-theoretical framework goes some way towards helping researchers to 
discover, evaluate, and juxtapose relevant perspectives (Cherwitz & Hikins, 1986), to 
synthesize the diversity of literature reviewed and analytical methods employed (Weick, 
1989), to achieve solid understanding of interrelationships between variables (Gioia & 
Pitre, 1990), and to facilitate a comprehensive and overarching portrayal of 
organizations.  
 
In regard to IS research, Fichman (2000) suggested that future research in the 
innovation diffusion area should work towards combining multiple theoretical streams 
into a more comprehensive view of IT innovation. More recently, Oh and Pinsonneault 
(2007) contended that employing a multi-theoretical approach may not only help 
researchers to fully understand the phenomenon being investigated, but it could also 
provide a fruitful basis for choosing an appropriate application of theories (p.258). 
From an IS theory building perspective, Gregor (2006) contended that the development 
of robust theories emanates from complementing and integrating theories to address 
issues of causality, explanation, generalization, and prediction in framing theory (p.30), 
leading to theorectical contributions. Thus, future IS researchers are encouraged to 
employ a solid multi-theoretical approach to examine perhaps almost complete 
nomological nets between variables. Advancing an integrative multi-theoretical 
framework involves test and validation of theories, contributes to containing research 
efforts, and leads to the development of strong theories that exhibit robust explanatory 
power (Kuhn, 1970), culminating in theoretical extensions and enhancements (Gioia & 
Pitre, 1990; Gregor, 2006). 
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In response to these calls, the present thesis employs the TOE framework, RBV, DC, 
and contingency theories as a solid theoretical foundation to investigate how e-business 
capability and dynamic capability help fast growth SMEs to achieve and sustain 
competitive advantage. Specifically, the TOE framework provides conceptual support 
in relation to the categorization of resources, identifying important factors from 
different contextual perspectives in an effort to understand their relative influence on a 
firm‟s use of e-business technologies. Importantly, including environment contextual 
factors into an integrative model enhances understanding of the impact of the ways in 
which organizations perceive external environmental factors relating to firm e-business 
capability and dynamic capability. The RBV framework provides a theoretical rationale 
for linking antecedents from TOE contexts to e-business capability and dynamic 
capability and to firm performance. DC addresses the dynamic processes of how 
resources and capabilities within firms are reconfigured and redeployed to exploit 
changing opportunity lines. The present research posits that dynamic capability is a 
high-level organizational capability, embedded within processes, helping firms to deal 
with external environment dynamisms and to sustain competitive advantage, the 
perspective of which can be explained by DC. Contingency theory accounts for the 
moderating effects of environmental turbulence on links between e-business capability, 
dynamic capability, and e-business value. Obviously, it cannot be claimed that an 
integrative multi-theoretical model is exhaustive, but rather such a development is an 
important component of this line of enquiry. 
 
Proposing and testing an integrative theory-based model identifying determinants of e-
business capability and dynamic capability, and their associated impact is an objective 
of the present thesis. In order to develop an overarching theoretical framework, this 
research draws upon the SPP framework developed by Day and Wensley (1988), 
through the development and test of the SPP chain within the context of a fast growth 
business environment. This thesis argues that antecedents from technological (i.e., IT 
resources), organizational (i.e., internal organizational resources), and environmental 
(i.e., environmental characteristics, external organizational resources) contexts are firm 
sources of competitive advantage because firms differ on the basis of their resource 
endowments and capability to utilize their resources. It can be argued that the ability 
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that some firms have to perceive and to deal with competition effectively in their 
industry environment is an outstanding skill (Penrose, 1959), providing firms with a 
source of advantage. Firms possessing superior skills and resources hold an advantage 
over their competitors (Barney, 1991).  
 
This thesis posits that three categories of antecedents from the TOE contexts impact on 
e-business capability as measured by the extent of e-business use in a firm‟s value 
chain and dynamic capability as reflected by an organization‟s ability to sense, seek, 
coordinate, and respond to external market changes. Both e-business capability and 
dynamic capability provide positional advantages for firms to differentiate themselves 
from their rivals by either delivering a lower cost position or value-add to a firm‟s value 
chain activities (Day & Wensley, 1988). And e-business value can be regarded as a 
performance output, emanating from positional advantage. As shown in Figure 2.6, this 
conceptualization forms the basis of conceptual model developed and tested in the 
present thesis. 
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Figure 2.6 An Integrative Multi-theoretical Conceptual Model  
 
 
Technology Context 
 
 
 
 
      E-business Value 
 
 
 
                       
  Organization Context 
 
 
 
 
 Environment Context 
 
 
 
 
 
 
 
 
 
 
Capability-Building Processes 
 
 
                       
 93 
SUMMARY 
Chapter 2 provides a comprehensive review of pertinent fast growth, strategic 
management, and IS literature. Fast growth literature suggests that while these 
companies aim to achieve a balance between financial results and long-term 
performance, they tend to be highly entrepreneurial, and are willing to take risks, 
innovate, and initiate competitive actions (Upton et al., 2001). Although there is an 
ongoing debate on what factors drive firm growth, extant research highlights that firm 
size and age, economic conditions and industry growth, entrepreneurial characteristics, 
strategy, innovation, resources, and organizational capabilities are the most prominent 
determinants associated with this cohort. Notwithstanding, empirical understanding of 
the behaviors associated with this type of firms still remains limited and fragmented. 
Importantly, although technology innovation is regarded as a key driver of high 
performance (Storey, 1994), there is a dearth of studies investigating the relationship 
between IT innovation and fast growth SME performance, presenting an apparent gap 
in the literature. It is argued that no single theory can be used to adequately explain 
SME growth (Gibbs & Davies, 1990). Therefore, researchers are encouraged to employ 
an integrative multi-theoretical framework across different categories of variables in 
order to enrich the ongoing debate (Barringer et al., 2005; Delmar et al., 2003).   
 
The current chapter explores five theoretical conceptualizations underpinning the 
current thesis and discusses their application in relation to the IS field: diffusion of 
innovation (DOI) theory, the technology-organization-environment (TOE) framework, 
resource-based view of the firms (RBV), dynamic capability (DC), and contingency 
theories. Originating from DOI theory, the TOE framework is employed extensively in 
the IS area to investigate the effects of antecedents from technology, organization, and 
environment context on firm adoption, implementation, and use of IT innovation. RBV 
theory explains how enterprises create and sustain competitive advantage by using 
resource-picking and capability-building mechanisms. DC theory is regarded as an 
integral counterpart of RBV, helping to understand the realities of market dynamism. 
Contingency theory proposes that in order to be effective, firms need to find an 
appropriate fit between internal resources/capabilities and external environments. 
Notwithstanding, each theory contains inherent limitations. The TOE framework does 
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not provide a theoretical rationale for establishing causal relationships (Mishra et al., 
2007).  RBV theory has been criticized as being static and unable to explain adequately 
how firms achieve business advantage in the face of rapid environmental changes. DC 
theory lacks empirical grounding (Williamson, 1999) and validation (Wang & Ahmed, 
2007, Zahra et al., 2007).  
 
Integrative theoretical conceptualizations amalgamating disparate but related 
perspectives are rare, if not absent, in the IS field. For this reason, the present thesis 
incorporates the TOE framework, RBV, DC, and contingency theories into an 
integrative multi-theoretical conceptual model to investigate how fast growth SMEs 
employ e-business innovation to create and sustain business value in the face of 
environmental turbulence. Specifically, the TOE framework provides conceptual 
support in relation to identifying important resources from TOE contexts in an effort to 
understand their relative influence on a firm‟s use of e-business technologies. The RBV 
framework provides a theoretical rationale for linking these antecedent resources to e-
business capability and dynamic capability and to firm performance. DC addresses the 
dynamic processes of how firms reconfigure and redeploy resources/capabilities to 
adapt to external changes. Contingency theory accounts for the moderating effects of 
environmental turbulence on links between e-business capability, dynamic capability, 
and e-business value. Advancing an integrative multi-theoretical framework involves 
test and validation of theories, and leads to the development of strong theories, 
culminating in theoretical enhancement (Gioia & Pitre, 1990). 
 
In order to develop an overarching theoretical framework, this research draws upon the 
source-positional advantage-performance (SPP) framework (Day & Wensley, 1988). 
This thesis argues that antecedents from technology, organization, and environment 
contexts are firm sources of competitive advantage because companies differ on the 
basis of their resource endowments and capability to utilize their resources. Fast 
growing SMEs possessing superior skills and resources hold a positional advantage 
over their competitors which leads to oustanding performance. Chapter 3 presents a 
hypothesized reseach model, provides definitions of each construct, and proposes 
research hypotheses.  
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CHAPTER 3 
 
RESEARCH MODEL AND HYPOTHESIS 
DEVELOPMENT 
 
The present chapter proposes a hypothesized model that incorporates antecedent 
variables from technology, organization, and environment contexts. It is proposed that 
e-business capability and dynamic capability mediate relationships between these 
contextual variables and e-business value. Furthermore, it is proffered that 
environmental turbulence factors moderate relationships between these two 
capabilities and e-business value. Chapter 3 also discusses the rationale underlying 
constructs within the proposed model, leading to development of testable hypotheses. 
This chapter concludes with a summary.  
 
RESEARCH MODEL 
Integrating the TOE framework, RBV, DC, and contingency theories, the present thesis 
develops a research model (Figure 3.1) that assesses inter-relationships between e-
business capability, dynamic capability, and e-business value within the fast growth 
SME context. The proposed model focuses on two post-adoption stages: e-business use 
in capability-building processes and e-business value (Zhu & Kraemer, 2005), moving 
beyond adoption decisions (i.e., intent to adopt) and application of dichotomous 
measures (i.e., adoption versus nonadoption) (Fichman, 2000). Targeting post-adoption 
stage is motivated by a process-oriented view, suggesting that merely exploring the 
initial adoption or money invested in IT does not necessarily culminate in substantial 
reach and richness of information associated with post-adoption activities (Fichman & 
Kemerer, 1997). Rather, the actual use and value creation of IT innovations hinges 
upon how IT is embedded within multi-stage firm processes (Barua et al., 1995; Soh & 
Markus, 1995). Thus, the present conceptualization incorporates these two important 
stages in one unified model, providing a comprehensive understanding of post-adoption 
variations in e-business usage and value creation (DeLone & McLean, 1992; Mishra et 
al., 2007; Zhu & Kraemer, 2005).  
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Figure 3.1 Proposed Integrative Multi-theoretical Model for Fast Growth SMEs 
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building processes (i.e., e-business capability, dynamic capability) and firm 
performance, the perspective of which can be explained by RBV and DC theories. For 
Sales
Performance
Operational
Efficiency
E-business Value
E-business
Capability
Dynamic
Capability
Capability-Building Processes
Environmental
Turbulence
Moderators
Technology Context
Organization Context
Environment Context
IT
Infrastructure
IT
Expertise
Strategic 
IT Alignment
Business
Partnerships
Competitor
Orientation
Customer
Orientation
Organizational
Perception of
Competitive 
Pressure
H1a
H2a
H3a
H4a
H5a
H6a
H7a
H1b
H2b
H7b
H3b
H4b
H5b
H6b
H8a
H8b
H8c
H9a
H9b
H10a
H10b
H10c
H11a
H11b
H11c
 97 
the purpose of the present thesis, e-business capability refers to a firm‟s ability to use e-
business technologies in order to fulfil order cycle processes (i.e., upstream & 
downstream activities) along value chains (Zhu, 2004). Dynamic capability is regarded 
as a high-level organizational capability involving collaboration with business partners 
in order to sense, seek, coordinate, and respond to external environmental changes 
effectively and efficiently (Teece, 2007; Wu et al., 2006), enabling firms to create and 
sustain business value in volatile environments. This thesis employs contingency theory 
to investigate how environmental turbulence influences the business value of e-business 
capability and dynamic capability. The present research posits market turbulence, 
technological turbulence, and competitive intensity as environmental moderators 
(Jaworski & Kohli, 1993). As shown in Figure 3.1, the subsequent sector, respectively, 
provides an indepth discussion of antecedent variables within the TOE contexts, e-
business capability, dynamic capability, e-business value, and environmental turbulence 
moderators, followed by hypothesis development. 
 
Antecedent Variables within Technology-Organization-Environment 
(TOE) Contexts 
As advanced by the TOE framework, extent of e-business use is influenced by 
technology, organization, and environment contexts (Zhu & Kraemer, 2005; Zhu et al., 
2006; Zhu et al., 2004). Among the wide range of factors that are identified in ex ante 
studies of IT adoption and use, the present thesis focuses on IT infrastructure 
(technology context), IT expertise (technology context), organizational perception of 
competitive pressure (environement context), and business partnerships (environment 
context), the perspective of which are not uncommon antecedent variables identified in 
the literature on e-business adoption and use (Lin & Lin, 2008; Zhu & Kraemer, 2005; 
Zhu et al., 2004). In relation to organization context, organizational slack resources (i.e., 
strategic IT alignment, competitor orientation, customer orientation) which are 
particularly relevant to fast growth SMEs (Moreno & Casillas, 2007), but have not been 
examined in ex ante studies on IT innovation are targetted. The rationale for each 
variable is discussed below.  
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Technology Context 
IT Infrastructure and IT Expertise 
E-business is enabled by a number of technology context factors associated with IT 
infrastructure, and IT human resources and knowledge (Lin & Lin, 2008; Zhu & 
Kraemer, 2005; Zhu et al., 2004). Ex ante IS literature (Cooper & Zmud, 1990) posits 
that studies of IT diffusion should consider high levels of technology competence (i.e., 
IT sophistication, technology resources) within firms. Kwon and Zmud (1987) 
emphasized the prominent role of technology resources (e.g., IT infrastructure, human 
technical skills) in successful IT diffusion. This view is supported by empirical studies 
(e.g., Armstrong & Sambamurthy, 1999; Mata et al., 1995). Specifically, IT 
infrastructure and IT expertise have been recognized as two distinctive characteristics 
in the technology context related to successful IT diffusion, including EDI (Thong, 
1999) and e-business (Lin & Lin, 2008; Zhu & Kraemer, 2005). And as such, the 
present thesis incorporates IT infrastructure and IT expertise into the research model. 
 
Organization Context 
Organizational factors can constrain, facilitate, or even enhance the implementation and 
use of e-business (Teo, Wei, & Benbasat, 2003). As noted in Chapter 2, ex ante IT 
innovation research (Chatterjee et al., 2002; Premkumar & Ramamurthy, 1995; Rai & 
Bajwa, 1997; Ranganathan et al., 2004) has emphasized that the success of IT 
implementation and use requires top managers to support and articulate IT necessity 
across firms, and to align IT functionalities within the context of orgaizational strategy, 
structure, and systems (Armstrong & Sambamurthy, 1999; Henderson & Venkatraman, 
1993; Powell & Dent-Micallef, 1997). Notwithstanding, Purvis et al. (2001) cautioned 
against proposing direct relationships between top management commiment and IT use, 
suggesting that this effect can be mediated by other organizational factors. More 
recently, Li et al. (2010) posited that determinants of e-business use and diffusion 
should focus on firm-level factors such as strategy and culture rather than individual-
level factors related to top management teams because e-business use is a manifestation 
of a firm‟s IT strategy and business activities (Armstrong & Sambamurthy, 1999; 
Chatterjee et al., 2002). These researchers highlighted that because strategy and culture 
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factors have not been investigated thoroughly in ex ante IT innovation literature, 
examining the impact of these two dimensions will provide useful insights for both 
researchers and practitioners. 
 
In the innovation literature, Damanpour (1991) suggested that availability of idle 
resources enhances innovation, experiment, and risk-taking actions, allowing 
organizations to afford to purchase innovations, absorb failure, and explore new ideas 
in advance of actual needs. According to Greenley and Oktemgil (1998), slack 
resources refers to those assets which have not been optimally deployed, allowing firms 
to adapt to environmental changes by providing means for achieving flexibility in 
developing strategy options to pursue opportunities (p. 377). Seminal fast growth 
literature (e.g., Penrose, 1959) posits that when a firm is entrepreneurial, the existence 
of slack resources promotes firm growth. More recently, Moreno and Casillas (2007) 
argued that compared with their larger counterparts, entrepreneurial SMEs have a 
greater abundance of idle resources and are impelled to grow in order to reach their 
optimal size. Although SMEs have resource constraints (e.g., finance, human resources, 
IT resources), they are likely to leverage extant resources efficiently (Baker & Nelson, 
2005; Moreno & Casillas, 2007). Given that SMEs are typically characterized by an 
emphasis on social control and the centrality of founders/CEOs, the crème de la crème 
of entrepreneurs (Lesonsky, 2007, p. 19) places a lasting stamp on fast growth 
businesses (Dobbs & Hamilton, 2007, p. 307),  influencing firm culture, strategy, and 
behaviors (Zahra, Hayton, & Salvato, 2004). Thus, rather than investigating direct links 
between top management support and e-business use, the present thesis examines 
mediated slack resource variables [i.e., strategic IT alignment (strategy planning 
resource), competitor and customer orientations (culture resource)]. These resources 
tend to predominate in fast growth SMEs.  
 
Strategic IT Alignment 
Strategic IT alignment is a valuable advantage-producing resource (Powell & Dent-
Micallef, 1997, p. 381), refering to the degree to which IS priorities, goals, and 
objectives are aligned with business plans (Chan et al., 1997; Sabherwal & Chan, 2001). 
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The potential for firm using IT to achieve competitive position highlights the 
importance of effective IS planning (Basu & Blanning, 2003; Rockart & Short, 1989). 
It is acknowledged that a key element of successful IS planning is a linkage between IT 
strategy and business strategy (Baets, 1992; Das et al., 1991; Henderson & 
Venkatraman, 1993; King, 1978). Such alignment not only facilitates acquisition and 
deployment of IT which is congruent with a firm‟s competitive needs and strategic 
objectives (Bowman, Davis, & Wetherbe, 1983; Clemons, 1986), but also enables 
companies to effectively capitalize on IT investments to achieve business value (Chan 
et al., 1997; Sabherwal & Chan, 2001). The IT-busiess strategy linkage strengthens the 
stature of IT within organizations, promoting financial and managerial support 
necessary to effectively implement innovative systems (Chan & Huff, 1992; Das et al., 
1991; Henderson, Rockart, & Sifonis, 1987). Because strategic IT alignment plays a 
prominent role in IT success and competitive advantage (Powell & Dent-Micallef, 1997; 
Sabherwal & Chan, 2001), it can become a key concern for top management (Chan, 
2002; Luftman, Kempaiah, & Rigoni, 2009; Reich & Benbasat, 2000) 
 
Owing to limited resources available to SMEs to take advantage of technologies, IT is 
regarded as less important to SMEs when compared with larger companies (Cragg, 
King, & Hussin, 2002; Hussin, King, & Cragg, 2002). Notwithstanding, there is a 
growing body of evidence to suggest that both technical sophistication and management 
practices in IT have incrementally strengthened in SMEs. Thus, IT plays a central role 
in SME success and growth (Borges, Hoppen, & Luce, 2009; Johnston et al., 2007; 
Levy & Powell, 2000). For example, Bergeron and Raymond (1992) noted that IT is 
employed as a strategic weapon by SMEs to maintain competitiveness and to attain a 
favourable position within their sector of activity. Naylor and Williams (1994) 
suggested that SMEs are more successful with IT than generally assumed. Similarly, 
Poon (2000) reported that SMEs gain competitive advantage from the use of Internet 
technologies. However, while early studies suggest that when compared with their 
larger counterparts, SMEs are supposed to be less strategically-oriented when using IT 
investments (Lefebvre et al., 1992), recent IS research (Cragg et al., 2002; Hussin et al., 
2002; Oh & Pinsonneault, 2007) diminishes this perspective. For example, Cragg et al. 
(2002) surveyed 250 UK manufacturing SMEs, suggesting that a significant proportion 
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of enterprises achieve high levels of IT alignment and firms with this level of alignment 
gain better performance than those with lower levels. More recently, in a study of 110 
manufacturing Canadian SMEs, Oh and Pinsonneault (2007) highlighted that aligning 
IT investment in growth-orientated applications with business strategy is necessary for 
gaining strategic value of IT. Findings from these investigations imply that the success 
of IT use is strongly related to aligning IT strategy with business objectives, which is 
regarded as a crucial determinant of SME business success. 
 
Almost 30 years ago, Churchill and Lewis (1983) proposed that fast growth SMEs that 
have abilities to plan in advance and manage changes proactively are more likely to be 
successful in achieving growth than their counterparts. Bracker et al. (1988) and 
Fischer et al. (1997) further commended that fast growth firms tend to integrate future-
oriented planning into strategic planning processes in order to achieve substantive 
benefits. These assertions are supported by a number of other investigations. For 
example, Levy, Powell, and Yetton (1998) found that IT strategy has been an integral 
and tightly woven part of business strategy within innovative SMEs (p.6), enabling 
firms to achieve and sustain competitive advantage. Larsen et al. (2000) and Larsen et 
al. (2001) concluded that the reason why high growth SMEs gain real benefit and value 
from IT is because they employ strategic IS planning for their future. CEOs/founders of 
SMEs play a prominent role in influencing such alignment (Hussin et al., 2002), 
demonstrating quality managerial skills enabling them to seek out, find, and recognize 
strategic opportunities, but also to effectively adjust IS plans in accordance with 
changes in corporate strategy (Das et al., 1991). 
 
In summary, there is sufficient evidence highlighting the strategic use of IT in high 
growth firms, the perspective of which implies a degree of IT alignment with business 
strategy. Notwithstanding, when compared with larger companies, study of this 
alignment in the SME context has not been as extensive in the extant IS literature 
(Cragg et al., 2002; Hussin et al., 2002). Aiming to bridge this gap, the present thesis 
regards strategic IT alignment as an important organizational contextual determinant 
that enables fast growth SMEs to build organizational capabilities and thus achieve 
business value. 
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Competitor and Customer Orientations  
Sources of competitive advantage are multi-faceted, and cannot be attributed to one 
type of resource (Fleisher & Bensoussan, 2002), suggesting that various combinations 
of resources become drivers of competitive advantage, depending on the firm in 
question. Narver and Slater (1990) signaled market orientation as a firm‟s culture that 
places the highest priority on the profitable creation of customer value. According to 
the RBV theory, organizational culture is a strategic resource, generating sustainable 
competitive advantage (Barney, 1986) by promoting learning, risk taking, and 
innovation (DeLong & Fahey, 2000). Culture is difficult for rivals to imitate because of 
ambiguity about its origin and embeddedness within a firm‟s history and dynamics 
(Gersick et al., 1997), and time-compression diseconomies (Dierickx & Cool, 1989). 
Zahra et al. (2004) argued that culture is a significant strategic resource in SMEs, 
providing a distinct advantage over their competitors by promoting and sustaining 
entrepreneurial activities (p. 364). Day (1994) explicated that a market-oriented culture 
supports the value of thorough market intelligence at gaining competitive advantage. 
 
According to Narver and Slater (1990), market orientation is defined as an 
organizational culture that most effectively creates the necessary behaviors for the 
creation of superior value for buyers and, thus, continuous superior performance for 
the business (p.21), comprising three behavorial components: external strategic 
orientations toward competitors and customers, and an internal orientation toward inter-
functional coordination. While researchers (e.g., Han, Kim, & Srivastava, 1998) 
examine the concurrent effects of these three elements, other scholars (e.g., Gatignon & 
Xuereb, 1997; Lukas & Ferrell, 2000) suggest that these three dimensions behave 
differently and should be treated as distinct constructs. For example, Zhou et al. (2007) 
identified that customer and competitor orientations behave differently, and that their 
performance impacts vary across different market conditions. This view is consistent 
with earlier arguments (Gatignon & Xuereb, 1997; Voss & Voss, 2000). Narver and 
Slater (1990) also called for future research to focus on each of these distinct elements. 
In light of these views (Gao et al., 2007; Gatignon & Xuereb, 1997), the present thesis 
adopt a disaggregated perspective of market orientation, focusing on investigating the 
impact of competitor orientation and customer orientation on firms‟ IT innovation 
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because these two dimensions not only consititute an effective strategic orientation 
(Day & Wensley, 1988; Gatignon & Xuereb, 1997; Voss & Voss, 2000), but also are 
the heart of market orientation (Slater & Narver, 1999). 
 
Competitor orientation involves an ability and willingness to identify, analyse, and 
respond to competitors‟ actions (Narver & Slater, 1990). Because competition impacts 
significantly on firm strategy (Porter, 1985), companies need to have a strong 
competitor orientation to match the high competitive level of the markets in which they 
compete (Gao et al., 2007, p. 6). Competitor-oriented firms compare businesses with 
that of their rivals in terms of resources, cost positions, and financial performance (Day 
& Nedungadi, 1994), paying close attention to cost efficiencies (Gatignon & Xuereb, 
1997). By way of contrast, customer orientation is an organization‟s ability to 
understand target buyers in order to create superior value, to take proactive actions 
towards meeting customer needs, and to predict future market requirements (Narver & 
Slater, 1990). A customer-oriented business emphasizes continuous efforts to 
understand customer needs and reach a comprehensive view of customers (Day, 1994). 
It is well acknowledged that market-oriented businesses have an ability to create 
superior customer value through monitoring, assessing, and disseminating information 
regarding customer needs across their organizations, and by delivering solutions to 
meet customer interests (Kohli & Jaworski, 1990; Narver & Slater, 1990). This class of 
firms generates market intelligence in order to develop their business strategies, 
targeting competitors‟ moves and by sharing information across their organizations 
about competitor forces so as to prevent erosion of market position (Day, 1994). 
 
In regard to SMEs, Gatignon and Xuereb (1997) identified that holding a competitive 
orientation in high-growth markets enables firms to emphasize innovation costs and 
thereby develop innovations with lower costs (p.88). Similarly, Kinsella et al. (1994) 
noted that a focus on competitors and the extent of gained knowledge are salient 
features of Irish fast growth firms. Achi et al. (1995) found that improved 
understanding of a firm‟s environment contributes to accelerated growth. More 
recently, Tan (2007) suggested that customer-oriented behavior is strongly associated 
with Australian high growth SMEs, helping them to achieve business advantage. James 
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(2009) further highlighted that competitor orientation is a significant antecedent to the 
strategic posture of fast growth SMEs, which in turn is an important driver of 
performance. This growing body of evidence strongly suggests that fast growth SMEs 
are characterized typically by market-oriented features. 
 
There appears to be an extensive body of strategic and marketing research on the 
interrelationships between market orientation, innovation, and performance (e.g., Han 
et al., 1998; Wu et al., 2003; Zhou, Yim, & Tse, 2005). Findings suggest that market 
orientation plays an important role in facilitating organizations to innovate, which in 
turn influences business performance positively, providing empirical support for the 
market orientation-innovation-performance chain. Firms that are more market-
orientated generally have a better chance of responding to changes in the environments 
than their counterparts. This type of companies is also more likely to adopt new 
innovations. More recently, IS researchers (e.g., Li et al., 2010) have applied market 
orientation concept to the IT innovation field, investigating how market orientation, as 
an organizatonal culture, impacts firm e-business diffusion. Results demonstrate that 
both customer orientation and competitor orientation have significant positive effects 
on e-business diffusion. Li et al. (2010) emphasized that although market orientation is 
a well-established concept in the strategic and marketing literature, this construct has 
never drawn much attention from the IS community (p.136), the perspective of which 
might open up new research opportunites in future studies. Heeding this call, the 
present thesis aims to explore how fast growth SMEs employ their market-oriented 
behaviors to enhance e-business use in capability-building processes and thus, achieve 
and sustain high growth performance.    
 
Environment Context 
As environments present both constraints and opportunities for technologocial 
innovation, e-business is also influenced by environmental factors related to 
competition (Porter, 2001; Zhu & Kraemer, 2005) and interfirm relationships (Dong et 
al., 2009; Lin & Lin, 2008; Premkumar, 2003), the perspective of which is discussed 
below. 
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Organizational Perception of Competitive Pressure 
Innovation diffusion is accelerated by competitive pressure from external environments 
in which firms conduct business (Thong, 1999). In many cases, firms adopt IT because 
of pressure exerted by business partners and/or competitors. Consequently, it can be 
argued that IT adoption decisions have relatively little to do with technology and 
organizations per se (Kuan & Chau, 2001). Alternatively, companies feel the need to 
adopt IT and use new technologies in order to maintain competitive advantage in their 
industry. Ex ante IS research identifies competitive pressure as a significant antecedent 
of EDI adoption (e.g., Iacovou et al., 1995; Kuan & Chau, 2001; Premkumar et al., 
1994), and e-business adoption, use, and diffusion (Lin & Lin, 2008; Zhu & Kraemer, 
2005).  
 
Organizational researchers (Downey, Hellriegel, & Slocum, 1975; Gerloff, Muir, & 
Bodensteiner, 1991) suggest that an environmental factor can be constructed as a 
perceived variable as well as an objective reality. Managerial perception about 
environmental conditions might differ significantly from reality. However, because 
environment is enacted through managerial perception, this awareness might be more 
effectively related to strategies, actions, and performance than objective attributes of an 
environment (Sharma, 2000). An underlying assumption is that perception influences 
the ways firms observe, interpret, and learn about their environment, make strategic 
choices, and take actions (Jackson & Dutton, 1988). These arguments are supported by 
the seminal work of Penrose (1959), who posits that managerial perception and 
knowledge shape a firm‟s opportunity set, enabling companies to detect opportunities 
and act on them. Such perception can be construed as significant intangible assets (i.e., 
managerial skills) which are closely tied to firms and are hard to transfer and imitate, 
leading to economic performance (Lang, Calantone, & Gudmundson, 1997; Penrose, 
1959). As firm perception about competitive pressure from external environments differ 
widely and can influence strategies and actions, it is imperative for IS researchers to 
examine their impact on IT innovation (Mishra et al., 2007).  
 
It is noteworthy that the degree and complexity of current changing environments drive 
SMEs to change processes and seek new ways of conducting business in order to create 
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wealth (Levy & Powell, 2000; Stopford, 2001). Compared with those companies 
managing business in less volatile conditions, firms operating in dynamic or turbulent 
environments are more aware of a need to be externally-orientated, innovative, and 
proactive (Crant, 2000; Dess et al., 1997; Markides, 1998). Empirical studies (Naman 
& Slevin, 1993; Zahra, 1991) provide evidence to support that both environmental 
turbulence and complexity are associated positively with innovative, risk-taking, and 
proactive behaviors by entrepreneurial firms. In addition, research (Nicholls-Nixon, 
Cooper, & Woo, 2000) demonstrates that business environments impact on firm overall 
performance. Notwithstanding, most studies in this area tend to focus on larger 
organizations and understanding how operating environements impact high growth 
SME behaviors still remains enigmatic, presenting an apparent gap in the literature 
(O'Regan et al., 2006). Moreover, there is a dearth of IS research examining the impact 
of environmental variables on IT innovation in the SME context (Premkumar, 2003). 
Aiming to bridge these gaps, the present thesis includes organizational perception of 
competitive pressure in the proposed research model, exploring how this environmental 
variable impacts fast growth firm IT use and performance. 
 
Business Partnerships 
Business partnerships are strategic associations between independent firms, 
acknowledging a high level of inter-dependence to achieve mutual benefits (Lee & Lim, 
2005). Owing to a lack of resources, rapid growth SMEs tend to engage proactively in 
inter-organizational partnerships to build resources during rapid growth phases 
(Barringer et al., 2005; Beekman & Robinson, 2002; Beekman & Robinson, 2004). 
Building strategic alliances not only enables firms to access to new technologies, 
markets, and complementary resources, but also to increase their responsiveness to 
market changes (Gulati, 1999; Gulati, Nohria, & Zaheer, 2000). Strategic alliance 
research (Dyer & Hatch, 2006; Dyer & Singh, 1998) emphasizes that it is imperative 
for companies to build strategic relationships in order to achieve sustainable value in 
the face of the increasing pace of change and complexity of business environments. 
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In the IT innovation literature, business partnerships are identified as another 
significant determinant of the successful implementation and use of inter-organizational 
systems such as EDI (Chau & Tam, 1997; Lee & Lim, 2005; Powell & Dent-Micallef, 
1997) and e-business technologies (Dong et al., 2009; Lin & Lin, 2008). In contrast to 
traditional stand-alone IT innovations, inter-firm IT systems extend organizational 
boundaries via electronic networks and software applications, combining intra- and 
inter-firm processes, and facilitating the focal firms to conduct electronic interactions 
and transactions with suppliers/partners and customers, simultaneously (Basu & 
Blanning, 2003; Mukhopadhyay & Kekre, 2002; Straub & Watson, 2001). IS research 
(Chwelos et al., 2001) suggests that abilities of focal firms to use IT in inter-
organizational processes are dependent upon the support of their trading partners to 
engage in electronic transactions. A so-called real electronic business requires all 
trading partners in a value chain to use compatible electronic systems and to provide 
internet-enabled services for each other (Premkumar, 2003; Ramamurthy, Premkumar, 
& Crum, 1999). High level of digitization enables firms to leverage resources across 
entire processes effectively and efficiently (Mishra et al., 2007). By way of contrast, 
low digitization levels and inefficient business processes of trading partners can reduce 
such connectivity (Zhu et al., 2003), inhibiting digitized boundary-spanning processes 
(Barua et al., 2004), and thus impeding the attainment of IT business value for focal 
firms (Melville et al., 2004).  
 
Strategic alliance research (e.g., Mohr & Spekman, 1994) highlights that open, 
committed, and trusting factors are associated with partnership success for inter-
organizational cooperation to leverage IT resources. A capacity to craft and maintain 
trusting and economically viable business relationships, and to leverage these 
associations using advanced inter-organizational IT systems, requires tacit, and 
complex coordination and communications skills which are hard for competitors to 
replicate (Hall, 1993; Winter, 1987). Powell and Dent-Micallef (1997) argued that in 
the absence of open and trusting business relationships, inter-firm IT systems can do 
little but magnify existing suspicions, and fracture tenuous relationships (p.382). 
Melville et al. (2004) posited that inter-firm business relationships including knowledge, 
information sharing and collaboration are valuable and idiosyncratic business resources, 
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shaping and determining IT business value for focal firms. More recently, Kohli and 
Grover (2008) proposed the notion of IT-based co-creation of value (p.28), highlighting 
that IT business value is not only created through action of multi-parties, but also 
emanates from robust collaborative relationships among firms. These researchers 
suggest that the next generation of IT business value research should focus on the co-
creation of value through IT rather than on IT value alone (p.28), the perspective of 
which remains underexamined in the IS field. Heeding this call, the present thesis aims 
to investigate how collaborative partnerships help fast growth SMEs to achieve IT-
based co-creation value through capability-building mechanisms.    
 
The present research incorporates these seven factors within the technological, 
organizational, and environmental contexts of the TOE framework. The following 
section discusses conceptualization of e-business capability, dynamic capability, and e-
business value. 
 
Conceptualization of E-business Capability and Dynamic Capability  
E-business Capability 
As noted in Chapter 2, IS researchers (Bharadwaj, 2000; Mata et al., 1995; Santhanam 
& Hartono, 2003) have proposed a notion of IT capability, suggesting that IT capability 
not only creates value but also helps firms to gain sustainable competitive advantage. 
IT capability, emerging from combining IT resources with organizational resources, 
managerial skills, business strategies, and related synergies among these resources, 
tends to be different across firms and thus, leads to differential business value. Viewed 
from a RBV perspective, firms possess capabilities to leverage IT investments in e-
business development. For the purpose of the present thesis, e-business capability is 
regarded as a firm‟s IT capability, refering to how an organization employs and 
leverages e-business technologies to conduct both upstream and downstream value 
chain activities (Zhu & Kraemer, 2005). This definition is consistent with the view on 
the nature of e-business as Type III innovation (Straub et al., 2002; Swanson, 1994; 
Zhu, 2004). E-business capability is built and enhanced by complementary resources 
within and across organizations, and is embedded within business processes along 
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value chains, helping firms to create value. E-business capability is an outcome of the 
managerial decisions about how to utilize complementary resources to achieve business 
advantage.  
 
In Chaper 2, the review on IS innovation literature suggests that two main approaches 
are employed to measure IT use. One research stream (e.g., Kwon & Zmud, 1987) 
defines IT use in terms of a whole innovation life cycle, starting from an initial 
adoption stage to realization of value from IT innovations. For example, Kwon and 
Zmud (1987) developed a six-phase view of IT use processes consisting of initiation, 
adoption, adaptation, acceptance, routinization, and infusion. By way of contrast, the 
other stream (e.g., Massetti & Zmud, 1996; Zhu & Kraemer, 2005) focuses on IT use at 
the post-adoption stage and identifies multidimensions to describe IT use in 
organizational business processes. For instance, Massetti and Zmud (1996) proposed a 
four dimensional framework including volume, diversity, breadth, and depth to 
understand linkages between EDI use and business processes. Recently, Zhu and 
Kraemer (2005) assessed e-business use in a firm‟s value chain processes by using 
breadth and depth dimensions. Hsu, Kraemer, and Dunkle (2006) measured e-business 
use from diversity and volume perspectives. Because the present thesis focuses on post-
adoption of e-business use, the approach of measuring IT use in business processes, as 
outlined by Massetti and Zmud (1996), and Zhu and Kraemer (2005) are adopted.  
 
According to Porter (1980), and Porter and Millar (1985), it is critical for organizations 
to extend their boundaries and link integrated processes with upstream (i.e., 
suppliers/business partners) and downstream (i.e., customers) partners along value 
chains. Similarly, Dyer and Singh (1998) proposed a relational perspective, 
highlighting that a firm‟s critical resources are embedded within inter-organizational 
routines and processes. Saraf et al. (2007) further argued that single focus on one type 
of relationship (e.g., with suppliers/business partners or with customers) limits 
generalizability of ex ante studies to the realities involving multiple partners in a value 
chain. These researchers emphasize that aggregating relational value within upstream 
and downstream sides not only enables researchers to understand the role of IS 
application capability, but also is useful empirically in tracing the link between 
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relational assets and business performance (p. 322). Taking these arguments into 
account, the present thesis evaluates firms‟ abilities to employ e-business technologies 
to conduct business transactions with both downstream and upstream sides, providing a 
comprehensive and realistic view of e-business capability across entire value chain 
processes.  
 
This thesis conceptualizes e-business capability as a multidimensional construct 
encompassing four dimensions: communication with customers, order taking, 
procurement, and communication with partners. This conceputalization is consistent 
with Zhu (2004), who suggested that e-business capability represents a firm‟s ability to 
use e-business to support order cycle activities along a value chain including providing 
information to customers (i.e., communication with customers), facilitating transactions 
(i.e., order taking), and working together with suppliers/partners to fulfil customer 
orders (i.e., procurement, communication with partners). Conceptualizing e-business 
capability as a multidimensional variable also heeds the call from IS researchers (e.g., 
Santhanam & Hartono, 2003) who advocate developing multidimensional measures of 
IT capability in order to effectively evaluate the effects of IT capability on performance. 
These four dimensions are discussed below.  
 
Communication with Customers 
Companies use e-business technologies to communicate with customers. For example, 
web-based systems provide useful information about a firm‟s products and services, 
and navigation and online purchase functionalities to customers. Web-based systems 
are a communication platform to familiarize customers with company protocols, 
enabling direct online choice and purchase of customized products (Zhu, 2004).    
 
Order Taking 
Provision of web-based information can lead to online purchases or business 
transactions. E-business capability includes online transaction functions, involving 
taking customer orders, accepting customer payments electronically, and enabling 
customers to track their order status (Wu et al., 2003; Zhu, 2004). 
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Procurement 
Procurement refers to use of e-business to link with suppliers for purchasing input 
materials (Wu et al., 2003). E-business capability involves the ability to enable firms to 
search and locate potential suppliers online, to place and track orders with suppliers 
electronically, and to employ online marketplaces to source suppliers (Wu et al., 2003). 
For example, Mishra et al. (2007) described how Cisco successfully achieved the real 
time procurement online to enhance value chain operations. By accessing Cisco‟s 
dynamic replenishment software through a web interface, suppliers know exactly what 
materials and components that need to be shipped to the Cisco factory. As such, 
procurement can be regarded as an indispensable part of e-business capability. 
 
Communication with Partners 
Firms need to work and communicate effectively with their suppliers/partners to fulfil 
customer orders. E-business capability can enable firms to work closely with 
suppliers/business partners to develop, coordinate, fulfil, and to deliver products and 
services on time, meeting customers‟ specifications (Wu et al., 2003).  
 
In summary, e-business capability concerns a firm‟s ability to employ e-business to 
facilitate business transactions involving upstream and downstream parties, helping 
firms to achieve operational efficiency and competitive flexibility (Lee & Whang, 2001; 
Zhu & Kraemer, 2002; Zhu & Kraemer, 2005). IS researchers (Pavlou & El Sawy, 
2004; Sambamurthy et al. 2003; Wheeler 2002) posit that an ability of firms to leverage 
IT capability to develop close relationships with trading partners can create agile, 
flexible, and dynamic capability, leading to long-term business performance. The 
following section discusses conceptualization of dynamic capability. 
 
Dynamic Capability 
In contrast to e-business capability which helps firms to undertake daily operational 
processes within value chains, dynamic capability is a higher level organizational 
capability involving strategic processes (Pavlou & El Sawy, 2006) that enable firms to 
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reconfigure and redeploy existing resources/capabilities so as to generate value-creating 
strategies when opportunities arise (Eisenhardt & Martin, 2000). For the purpose of the 
present thesis, dynamic capability is defined as a firm‟s ability to collaborate with 
business partners in order to sense, seek, coordinate, and respond to external 
environmental changes effectively and efficiently (Teece, 2007; Wu et al., 2006).  
 
In digital network environments, dynamic capability is regarded as a strategic option 
(Kogut & Zander, 1996) that hinges on inter-organizational collaboration (Dyer, 2000; 
Rai et al., 2006), helping firms to create business value through business use of digital 
networks (Dong et al., 2009; Sambamurthy et al. 2003; Wheeler 2002). While digital 
networks provide business processes with capabilities for speed, strategy is fast 
becoming a dynamic process for recreating and executing innovation to gain 
competitive advantage (Teece et al. 1997). Although there is growing recognition that 
strategic inter-firm collaborations can lead to business advantage, understanding how 
such superiority is created, eroded, and preserved remains limited (Dong et al., 2010; 
Kohli & Grover, 2008; Saraf et al., 2007). The present thesis argues that dynamic 
capability involves inter-firm resources such as strategic partnerships, knowledge and 
learning integration, and managerial strategic decisions, and is facilitated by integrated 
IT systems. Dynamic capability is embedded within inter-firm processes incorporating 
timely data sharing, proactive coordinated production, and quick analytic responses to 
environmental changes among chain members, helping firms to create sustainable value. 
The present thesis conceptualizes dynamic capability consisting of three dimensions: 
information sharing, inter-firm coordination, and responsiveness of partners, the 
perspective of which demonstrates sensing, seeking, coordinating, and responding 
processes (Teece, 2007).  
  
Information Sharing 
Information sharing entails effective and efficient knowledge distribution of business 
environments, market, and cusomter preferences between companies and their business 
partners so as to effectively serve customer needs (Kim et al., 2006). An important 
component of this process is ensuring that information is shared on a timely, accurate, 
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and complete basis, and originates from credible sources (Mohr & Sohi, 1995). Firms 
involved in such knowledge activities have high level of absorptive capacity (Cohen & 
Levinthal, 1990) and can build and renew the existing organizational capability (Bhatt 
& Grover, 2005). According to Zahra and George (2002a), absorptive capability, as a 
change-oriented dynamic capability, represents a set of organizational routines and 
processes by which firms acquire, assimilate, transform, and exploit knowledge to 
respond to environmental changes. Consistent with Zahra and Geroge (2002a), the 
present thesis posits that information sharing captures a firm‟s absorptive capability in 
order to accumulate, share, and apply knowledge to meet market dynamisms (Bhatt & 
Grover, 2005).  
 
Information sharing not only demonstrates sensing ability to detect environment 
changes and understanding market trends (Teece, 2007), but also indicates adaptive 
capability related to responding to environmental dynamisms in a timely way (Wang & 
Ahmed, 2007). Lee and Whang (2001a) argued that effective information sharing 
between value chain members helps firms to do businesses in an efficient manner, 
reducing bullwhip effects, and increasing flexibility and responsiveness within the 
entire value chain. Bhatt and Grover (2005) highlighted that it is essential for firms to 
have such information sharing capacity because awareness and responsiveness 
buttressed by knowledge activities is pivotal in dynamic environments (p.262). As such, 
the present thesis regards information sharing as a funmental component of dynamic 
capability.  
 
Inter-firm Coordination 
Business activities are not performed in isolation but tightly linked to value chain 
members (Porter, 1980; Porter & Millar, 1985). Coordination is a firm‟s central 
functionality (Cyert & James, 1963), ensuring alignment between business activities 
and strategy (Wang, 2009). Coordination indicates a firm‟s ability to orchestrate and 
match various resources and tasks, and to perform business activities so as to achieve 
effectiveness (Malone & Crowston, 1994). For the purpose of the present thesis, inter-
firm coordination refers to transaction-related capability, ranging from identification of 
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customer needs, collection of product-related information, and follow-up between firms 
and their business partners to fulfil customer orders (Sahin & Robinson, 2002). 
According to Pavlou and El Sawy (2006), coordination includes three component 
capacities: resource allocation and distribution, task assignment, and activity 
synchronization. While resource allocation and distribution reflects distribution and 
allocation of resources (Okhuysen & Eisenhardt, 2002), task assignment refers to 
nominating right persons to right units (Eisenhardt & Brown, 1999), and activity 
synchronization captures synergies between tasks and resources (Wang, 2009).  
 
It is argued that inter-firm coordination is an essential process within which dynamic 
capability is embedded (Teece et al., 1997). The principle purpose of inter-firm 
coordination is to address inter-relationships among complementary resources and tasks 
(Sahin & Robinson, 2002), to reduce transaction costs and improve operational 
efficiency (Lee & Whang, 2001), and to enhance adaptation to environmental 
uncertainties (Wang, 2009). By employing inter-firm coordination processes, value 
chain members minimize conflicts, engage in new procedures to do businesses, and 
create common languages and norms to achieve mutually beneficial objectives (Lee & 
Whang, 2001). Owing to the smooth information, material, and work flow among 
trading partners, firms with high level of inter-firm coordination tend to initiate 
strategic movements and adapt to environmental changes quickly (Wang, 2009). With 
focus on resource and task reconfigurations that create new ways of performing 
activities and managerial competences, inter-firm coordination is viewed as an indicator 
of dynamic capability (Lee & Whang, 2001; Pavlou & El Sawy, 2006; Wang, 2009). 
 
Responsiveness of Partners  
Responsiveness of partners is an ability of firms and their business partners to sense, 
identify, and respond collaboratively and effectively to environmental changes or new 
market developments (Kim et al., 2006). In order to achieve and sustain business 
advantage in dynamic environments, firms need to continuously scan markets to 
maintain high-level knowledgeability about customer needs and competitor moves 
(Kohli & Jaworski, 1990). Responsiveness of partners demonstrates the dynamic, 
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flexible, and adaptable nature of the organizational capability (Wu et al., 2006), 
allowing companies to develop and renew firm-specific resources in order to adapt to 
shifts in environments (Collis, 1994; Teece et al., 1997). Firms able to take action and 
to react subsequently to information gathered tend to demonstrate dynamic learning 
characteristics (Sinkula, William, & Thomas, 1997). Schroeder et al. (2002) noted that 
firms incorporating intemal and extemal learning through interactions with customers 
and suppliers/business partners, can develop a proprietary capability: an important 
enabler of firm performance.  
 
Responsivenss of partners also entails an innovative ability to design new products and 
business models, to create new value for customers, and to tap into new market 
segmentations (Hurley & Hult, 1998). Nowadays, increasingly complex markets 
require reliable, efficient, and cooperative responses internally and also along entire 
value chain networks (Dyer & Hatch, 2006; Rogers, Daugherty, & Stank, 1993). 
Responsiveness of partners not only needs supports from various functional units 
within firms but also requires inter-firm collaboration along the entire value chain 
networks to rapidly adapt to market changes (Wang, 2009). Thus, responsiveness of 
partners represents another prime dimension of dynamic capability, enabling companies 
to develop and renew firm-specific competences when doing business with trading 
partners (Wu et al., 2006).  
 
In summary, both e-business capability and dynamic capability are integral components 
of the organizational fabric tightly connected with complementary resources, and 
embedded with business processes within and across firms along value chains. Owing 
to their unique resource endowments, enterprises vary with respect to the degree to 
which their e-business capability and dynamic capability fit their processes (Zhu & 
Kraemer, 2002; Pavlou & El Sawy, 2006). Importantly, compared with e-business 
capability which is an IT capability, dynamic capability can be regarded as a higher-
level organizational capability, involving strategic collaboration, and knowledge and 
learning integration processes among firms in response to environmental changes. 
Dynamic capability includes exploiting, combining, and integrating inter-firm resources 
which are difficult to imitate, leading to long-term positional advantage (Teece et al., 
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1997). The present thesis conceptualizes both e-business capability and dynamic 
capability as reflective second-order factors. The concept and validity of reflective 
higher-order constructs is discussed in Chapters 4 and 5.   
 
Linkages between E-business Capability, Dynamic Capability, and E-
business Value 
The right-hand side of the present research model (Figure 3.1) illustrates how e-
business capability and dynamic capability create value, heralding business 
performance. For the purpose of the present thesis, e-business value refers to the impact 
of e-business capability and dynamic capability on firm performance, measured by 
sales performance and operational efficiency. The present thesis posits that e-business 
capability and dynamic capability emerge from complementary resources, and are 
embedded with business processes, enabling firms to create value effectively and 
efficiently.   
 
Strategic management literature (Grant, 1996) suggests that capabilities that integrate 
and reconfigure resources, and fit with firm social, structural, and culture contexts can 
be regarded as sources of performance. Researchers (Barua et al., 1995; Ray et al., 2004) 
also acknowledge that resources/capabilities become sources of competitive advantage 
only when they are exploited through business processes. For example, over two 
decades ago, Porter (1991) argued that resources are not valuable in and of themselves, 
but they are valuable because they allow firms to perform activities… business 
processes are the source of competitive advantage (p.108). Stalk et al. (1992) stated 
that the building blocks of corporate strategy are not products and markets but 
business processes (p.62). Similarly, Day (1994) noted that capabilities are complex 
bundles of skills and accumulated knowledge, exercised through organizational 
processes that create positional or competitive advantage because they are not easily 
imitated by competitors.  
 
IS research (Barua et al., 2004; Rai et al., 2006; Sambamurthy et al., 2003) claims that 
IT capability transforms IT-related resources into IT-enabled processes and combines 
them with organizational processes, helping firms to create sustainable value. The 
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present thesis adopts these views. Companies that identify, exploit, and fit intangible e-
business capability with their business processes to develop close relationships with 
upstream and downstream partners can create agile, flexible, and dynamic 
organizational capability that helps firms to gain superior long-term business benefits. 
It is posited that while e-business capability streamlines transaction processes and 
improves operational efficiency, dynamic capability allows firms to share information, 
coordinate business activities, and respond to market dynamisms together with business 
partners in a timely way, leading to e-business value. 
 
Moderating Effects of Environmental Turbulence  
Environmental turbulence describes general conditions of uncertainty or 
unpredictability in markets associated with changes in consumer preferences, 
technological developments, and competitive intensity (Jaworski & Kohli, 1993). IS 
literature (Melville et al., 2004; Sambamurthy et al., 2003; Wade & Hulland, 2004) 
suggests that relationships between IT capability and firm performance might be 
conditional on market environments, consistent with theory purporting that 
environments moderate effectiveness of organizational characteristics (Slater & Narver, 
1994). Having said that, there appears to be a dearth of research that empirically tests 
this claim (Tallon, 2008; Wade & Hulland, 2004). Moreover, understanding how 
dynamic capability helps fast growth entrepreneurial firms to stay on top of business 
trends and to quickly respond to changing market needs is critical (Zahra et al., 2006). 
Given the paucity of work, the present thesis tests for possible moderating effects of 
environmental turbulence on interrelationships between e-business capability, dynamic 
capability, and e-business value. 
 
As shown in Figure 3.1, seven antecedents are embedded within the TOE framework to 
evaluate inter-relationships between e-business capability, dynamic capability, and e-
business value. Below, literature is discussed leading to the formulation of testable 
hypotheses.  
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HYPOTHESIS DEVELOPMENT 
Technology Context 
IT Infrastructure 
IT infrastructure refers to a set of shared, tangible IT resources, including computers, 
network and telecommunication facilities, shareable technical platforms, and databases 
(Ross, Beath, & Goodlue, 1996). Viewed from the RBV perspective, IT infrastructure 
is a key resource, enabling firms to innovate and to make continuous improvement to 
products (Duncan, 1995) in order to attain long-term competitive advantage (Keen, 
1991). IT infrastructure provides not only a solid platform upon which firms develop 
and implement IT applications to conduct business activities (Duncan, 1995), but also 
an agile and flexible technological structure for future business development 
(Bharadwaj, 2000). In today‟s environment, it is imperative for firms to understand how 
to design and exploit IT infrastructure in line with business strategy in order to sustain 
their businesses (Keen, 1991). 
 
IT infrastructure provides a reliable technological platform on which e-business can be 
build (Zhu, 2004), ensuring security and maintenance of firm-wide installations and 
applications (Broadbent, Weill, & St. Clair, 1999). Flexible IT infrastructure facilitates 
rapid development and implementation of e-business applications that enhance business 
process performance by enabling organizations to respond swiftly, to take advantage of 
emerging opportunities, and to neutralize competitive threats (Ray et al., 2005). IT 
infrastructure also helps organizations to build e-business capability and to conduct 
business activities efficiently (Lin & Lin, 2008; Zhu, 2004), allowing firms to facilitate 
communication with customers and suppliers/business partners, to take customer orders 
online, and to speed up transaction processes (Zhu, 2004). Moreover, quality IT 
infrastructure fosters strong linkages between firms and their trading partners, enabling 
frims to share information, innovate, and exploit business opportunities, leading to the 
development of high levels of dynamic capability, and facilitating adaptation to 
changes in business environments (Weill, Subramani, & Broadbent, 2002). Thus, it is 
hypothesized that: 
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H1a. IT infrastructure impacts positively on e-business capability. 
H1b. IT infrastructure impacts positively on dynamic capability. 
 
IT Expertise 
IT expertise can be regarded as IT human resourses who have specialized intellectual 
technical skills to develop IT applications that support business processes (Lin & Lin, 
2008). IT technical skills contain employees‟ knowledge of programming, system 
analysis and design, and competencies in emerging technologies (Bharadwaj, 2000). 
Compared with physical IT assets (e.g., IT infrastructure), the technical skills of IT 
employees are regarded as intangible and valuable firm resources which are more 
difficult to imitate by competitors (Powell & Dent-Micallef, 1997), and are likely to 
generate competitive advantage for firms (Helfat, 1997; Mata et al., 1995).  
 
IS researchers (e.g., Kwon & Zumd, 1987; Cooper & Zmud, 1990) emphasize the 
imperative role of IT expertise in successful IT adoption, implementation and use, and 
firm performance. For example, Sambamurthy and Zmud (1997) posited that IT 
employees with extensive business experience and skills in IS development enable 
firms to integrate IT strategy and business strategy, to develop reliable and cost-
effective systems for businesses, and to anticipate business needs sooner than 
competitors. Clark et al. (1997) argued that IT expertise determines a firm‟s ability to 
develop and deploy critical IT systems for long-term competitive advantage. Chau and 
Tam (1997) identified that lack of IT expertise is a key factor inhibiting the evolution 
and development of IT capability and effectiveness of IT implementation. Bharadwaj 
(2000) noted that firms with high level of IT expertise are able to establish efficient 
communication between IT and operation staff, to develop reliable and relevant 
business applications, and to align IT and business processes effectively. Bhatt and 
Grover (2005) highlighted that IT employees with superior knowledge about business 
strategy, competition, and opportunities can help firms to renew and redeploy existing 
organizational capability by leveraging their absorptive capability and thus, achieve 
competitive advantage.  
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In regard to e-business innovation, studies (Lin & Lin, 2008; Zhu & Kraemer, 2005) 
suggest that IT expertise increases propensity for firms to successfully use e-business. 
Not surprisingly, firms that have IT employees holding necessary technical skills and 
knowledge about e-business tend to develop e-business applications effectively (Zhu & 
Kraemer, 2002). More recently, Bi et al. (2010) found that IT expertise, as a key 
antecedent, not only enables firms to use e-business to conduct business activities along 
the value chain effciently, but also enhances organizational dynamic capability to sense, 
seek, and respond quickly to external environmental changes. Thus, it is hypothesized 
that: 
 
H2a. IT expertise impacts positively on e-business capability. 
H2b. IT expertise impacts positively on dynamic capability. 
 
Organization Context 
Enterprises evolving from traditional to e-business models understand the 
complementary nature of technology and qualitative organizational variables that 
enhance firm capability and performance (Barua et al., 2001; Powell & Dent-Micallef, 
1997). As discussed in the Research Model section, the present thesis identifies 
strategic IT alignment, competitor orientation, and customer orientation as key factors 
within the organization context domain. Hypotheses emerging from the literature 
pertaining to these factors are outlined, below. 
 
Strategic IT Alignment 
Strategic IT alignment concerns the degree to which IS priorities, goals, and objectives 
are aligned with business plans (Chan et al., 1997; Sabherwal & Chan, 2001). Viewed 
from the RBV perspective, strategic IT alignment is a valuable planning resource 
(Powell & Dent-Micallef, 1997), helping to ensure that firms use IT and implement IT-
based strategies successfully (Jarvenpaa & Ives, 1991; Reich & Benbasat, 2000; Teo & 
King, 1997). According to Sabherwal and Chan (2001), firms utilize two main 
categories of information systems: operational support systems and strategic integration 
systems. While operational IT systems aim to reduce costs and increase productivity, 
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strategic integration systems target the ways by which enterprises enhance 
collaborations with business partners and increase their responsiveness to market 
changes. Strategic IT alignment represents patterns of deployment of these two types of 
IT applications to support business strategies geared towards reducing costs and 
increasing revenue (Tallon, Kraemer, & Gurbaxani, 2000).  
 
IT alignment literature (Henderson & Venkatraman, 1993; Palmer & Markus, 2000; 
Segars, Grover, & Teng, 1998) posits that developing mutual coherence between IT 
strategy and business strategy is imperative for firms to prioritize IT plans and activities 
effectively and to channel IT complementary resources towards areas of strategic 
importance of firms. Empirical studies demonstrate that firms with high levels of 
strategic IT alignment tend to focus IT efforts on critical areas (Das et al., 1991), to 
effectively align IT resources and organizational capabilities with strategic purposes 
and market positions (Sabherwal & King, 1991; Henderson & Venkatraman, 1993), and 
to achieve sustainable IT-based competitive advantage (Kearns & Ledgers, 2003). 
Firms capable of creating symbiotic IT-planning relationships can enhance their IT 
capability and reap associated benefits (Powell & Dent-Micallef, 1997).  
 
Today‟s information-intensive environments require firms to develop high levels of 
organizational capability that is dynamic, tacit, and complex in nature and hard to 
achieve when companies act alone (Powell, 1992). This kind of capability can help to 
integrate resources across value chain processes, encouraging firms to combine 
complementary resources in a synergistic manner and generate high rents for all 
partners along a value chain (Amit & Schoemaker, 1993; Day, 1994). It is argued that 
strategic IT alignment provides a basis for such integration by bringing into line 
different business processes within a value chain (Wu et al., 2006). Strategic IT 
alignment facilitates information and resource sharing within and across firms (Kearns 
& Lederer, 2003), permits trading partners to codify jointly valuable market knowledge 
into explicit strategies (Wu et al., 2006), and helps firms to coordinate strategic 
planning processes that are critical for organizing and allocating resources effectively 
(Segars et al., 1998). In addition, strategic IT alignment helps to improve 
responsiveness and collaboration within and across firms along value chains in the 
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context of changing market needs (Malone, Yates, & Benjamin, 1987; Philip & Booth, 
2001). Empirical research (Kearns & Lederer, 2003; Wu et al., 2006) indicates that 
strategic IT alignment links firm performance through the development of dynamic 
capability. Accordingly, it is hypothesized that: 
 
H3a. Strategic IT alignment impacts positively on e-business capability. 
H3b. Strategic IT alignment impacts positively on dynamic capability. 
  
Competitor Orientation 
As noted in the Research Model section, competitor and customer orientations are two 
key elements of market orientation, a firm culture resource. Competitor orientation 
involves an ability and willingness to identify, analyse, and respond to competitors‟ 
actions (Narver & Slater, 1990). Using target rivals as benchmarks, competitor-oriented 
businesses identify their own strengths and weaknesses on an ongoing basis (Han et al., 
1998). Attention to competitive factors provides businesses with a proactive disposition 
to shape their competitive environments and strategies (Jaworski & Kohli, 1993). 
Businesses engaged in environmental scanning and adaptation are highly likely to lead 
their industry, implementing e-business practices and exhibiting robust levels of e-
business capability (Li et al., 2010; Wu et al., 2003). Competitor-oriented enterprises 
understand how to use e-business technologies to enhance communication internally 
and externally; and to coordinate processes, appreciate their current market position, 
and to be prepared to take on new challenges (Wu et al., 2003). Furthermore, 
heightened sensitivity to competition can accelerate innovation adoption (Gatignon & 
Robertson, 1989; Hurley & Hult, 1998). Businesses that are sensitive to competitors‟ 
initiatives tend to invest intensively in order fulfilment and strategic inter-firm 
collaboration processes, and are prepared to take advantage of timely investments. Thus, 
it is hypothesized that: 
 
H4a. Competitor orientation impacts positively on e-business capability. 
H4b. Competitor orientation impacts positively on dynamic capability. 
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Customer Orientation 
Customer orientation involves an organization‟s ability to understand target buyers in 
order to create superior value, to take proactive actions towards meeting customer 
needs, and to predict future market requirements (Jaworski & Kohli, 1993; Narver & 
Slater, 1990). Customer-oriented firms tend to build innovation capabilities and 
improve customer value through technologies (Hurley & Hult, 1998). Customer-
orientated businesses are likely to be proactively disposed towards technological 
innovations that facilitate efficient customer transactions and robust customer 
relationships (Hurley & Hult, 1998; Li et al., 2010; Wu et al., 2003). Moreover, 
customer orientation leads to boundary spanning and collaborative activities across 
firms to handle customer needs efficiently, and to develop responsive value chains that 
are attuned to market changes (Han et al., 1998). Accordingly, compared with their 
counterparts, customer-oriented businesses are more likely to adopt proactive 
approaches that enhance e-business capability in operational processes and dynamic 
capability in strategic collaboration levels. Thus, it is hypothesized that: 
 
H5a. Customer orientation impacts positively on e-business capability. 
H5b. Customer orientation impacts positively on dynamic capability. 
 
Environment Context 
Organizational Perception of Competitive Pressure 
Organizational perception of competitive pressure refers to perceived threats from 
competitors and possible loss of competitive position, the forces of which can push 
enterprises to adopt and to employ new technological innovations (Lin & Lin, 2008) 
such as EDI (Iacovou et al., 1995; Kuan & Chau, 2001), open systems (Chau & Tam, 
1997), and e-business (Wu et al., 2003; Zhu et al., 2003). Organizational perception of 
competitive pressure influences e-business practices in a number of ways. Innovations 
in the adoption and use of e-business can change industry structures and competition 
rules, exerting pressure on firms to adopt new technologies and associated business 
processes (Zhu & Kraemer, 2005). First-movers of e-business technologies can be 
advantaged by streamlined communication channels and transaction processes, intra- 
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and inter-firm collaborations, and new market opportunities (Dong et al., 2009; Wu et 
al., 2003). Accordingly, organizational perception of competitive pressure plays a 
central role in forcing firms to enhance their e-business capability and dynamic 
capability. Thus, it is hypothesized that: 
 
H6a. Organizational perception of competitive pressure impacts positively on e-
business capability. 
H6b. Organizational perception of competitive pressure impacts positively on dynamic 
capability. 
 
Business Partnerships 
Business partnerships, as open and trusting relationships, are often associated with 
mutually compatible benefits (Powell & Dent-Micallef, 1997). High levels of mutual 
trust among chain members encourage the development of stable and long-lived 
relationships (Clemons & Row, 1992). Close partnerships reflect the degree to which 
firms coordinate their strategic activities such as collaborative planning, forecasting, 
and replenishment (Esper & Lisa, 2003). Within the e-business context, strategic 
business relationships facilitate sharing and integration of planning, resources, and 
competencies (Kim et al., 2006). Effective utilization of these types of relationships 
requires firms to do business with business partners regularly and consistently (Wu et 
al., 2006). Close business relationships enable firms to carry out their operational 
activities efficiently (Choe, 2008). Empirical research (Barua et al., 2004; Dong et al., 
2009) suggests that business partnerships is an key antecedent, enabling firms to use e-
business successfully along value chain processes, facilitating strategic integration 
processes, and improving business performance by cementing relationships with 
customers, enabling integration forwards or backwards in the industry value chain or 
in establishing a technical lead (Roberts & Mackay, 1998, p. 176). Therefore, it is 
hypothesized that: 
 
H7a. Business partnerships impact positively on e-business capability. 
H7b. Business partnerships impact positively on dynamic capability. 
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Linkages between E-business Capability, Dynamic Capability, and E-
business Value 
Drawing upon RBV and DC theories, the present thesis explains the interconnectivity 
between e-business capability, dynamic capability, and e-business value. According to 
the RBV theory, e-business capability is built upon and enhanced by complementary 
resources within and across organizations, and is embedded within business processes 
along value chains (Zhu & Kraemer, 2002; Zhu & Kraemer, 2005). It is argued that the 
greater the extent of e-business use, the more likely firms will create e-business 
capability that is rare, non-substitutable, and difficult to imitate (Zhu & Kraemer, 2005). 
Because e-business extends a firm‟s boundaries and links integrated business processes 
among members along value chains, firms with high levels of e-business capability tend 
to leverage internal and external resources to create agile and flexible dynamic 
capability that enhances strategic collaboration and integration within and across firms 
(Sambamurthy et al., 2003; Wheeler, 2002). In addition, e-business capability is 
regarded as a valuable source of competitive advantage, enabling firms to provide 
customers with real-time production information, to facilitate customer order fulfilment 
processes, and to improve transactional efficiencies, and to increase sales performance 
(Wu et al., 2003; Zhu & Kraemer, 2002; Zhu & Kraemer, 2005). Accordingly, it is 
hypothesized that: 
 
H8a. E-business capability impacts positively on dynamic capability. 
H8b. E-business capability impacts positively on sales performance. 
H8c. E-business capability impacts positively on operational efficiency. 
 
Dynamic capability represents a firm‟s ablity to continually reconfigure internal and 
external resources when adapting to external environmental changes (Eisenhardt & 
Martin, 2000; Teece et al., 1997). Dynamic capability is not only an integral component 
of the organizational fabric tightly connected with complementary resources, but also 
dynamic, involving knowledge integration and learning processes in response to market 
changes. Dynamic capability enables firms to share information in a timely fashion, to 
coordinate production, and to respond to changes quickly, thus enhancing 
organizations‟ ability to sense, seek, coordinate, and respond to external environmental 
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changes effectively and efficiently; ultimately improving business performance in terms 
of sales performance and operational efficiency (Devaraj, Krajewski, & Wei, 2007; Wu 
et al., 2006). Accordingly, it is hypothesized that: 
 
H9a. Dynamic capability impacts positively on sales performance. 
H9b. Dynamic capability impacts positively on operational efficiency. 
 
Moderating Effects of Environmental Turbulence 
Environmental turbulence represents market uncertainty and unpredictability, contexts 
in which firms operate. A highly turbulent environment is a challenging environment 
because of its blend of uncertainty and opportunity, attracting entrepreneurs and risk-
takers (Khandwalla, 1977, p. 334). Obtaining and sustaining competitive advantage 
depends partly on environmental forces and firms‟ abilities to maintain optimal 
positioning in the markets (Porter, 1980, 1985). The present thesis focuses on three 
aspects of market-based environmental uncertainty that influence the interrelationships 
between e-business capability, dynamic capability, and e-business value: market 
turbulence, technological turbulence, and competitive intensity (Jaworski & Kohli, 
1993).  
 
Market turbulence concerns the rate of change in composition of customers and their 
preferences (Jaworski & Kohli, 1993). Organizations operating in turbulent markets 
need to modify their products and services continually to satisfy their customers. Hult, 
Hurley, and Knight (2004) held the view that market turbulence reflects rapidly 
changing buyer preferences, wide-ranging needs and wants, ongoing buyer entry and 
exit from the market place, and a constant emphasis on offering new products. 
Technological turbulence refers to the rate of technological change in products or 
value-addition processes (Jaworski & Kohli, 1993). Andersson (2003) noted that as 
technology is changing rapidly, it is essential to invest in product development to be at 
the forefront of technology (p.187), in order to be competitive in the world market.  
Competitive intensity reflects the degree of marketing competition such as price wars, 
diverse product alternatives, and value-added services (Jaworski & Kohli, 1993). In 
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highly competitive markets, firms face attacks from competitors of different strategic 
dimensions. In turn, enterprises must show high market responsiveness to monitor 
competitive moves, identify strengths and weaknesses, develop their own competitive 
strategies, and anticipate and respond to competitors‟ actions (Gatignon & Xuereb, 
1997). Slater and Narver (1999) explained that because of the substantial impact that 
any one leading competitor can have on competitive intensity, a competitor emphasis is 
essential (p.144).  
 
Environmental turbulence is identified as a key factor influencing organizational 
strategies, capabilities, and competitive performance (Rai & Tang, 2010). Strategic 
management research suggests that turbulent environments lead to obsolescence of 
firms‟ capabilities (Rowley, Behrens, & Krackhardt, 2000), affecting innovation-related 
performance (Han et al., 1998) and sustainability of business value (Eisenhardt & 
Martin, 2000; Porter, 1980). In addition, turbulent environments impact on 
organizations‟ abilities to manage interorganizational relationships. For example, 
Beckman, Haunschild, and Phillips (2004) contended that firms are likely to employ 
alliance reinforcing strategies (i.e., exploiting relationships with existing business 
partners) rather than using alliance broadening approach (i.e., exploring relationships 
with new partners) when market uncertainties are high. Miller and Shamsie (1996) 
argued that business advantage can be sustained over an extended period of time in 
relatively stable business environments, but short-lived during turbulent periods. In line 
with Miller and Shamsie (1996), the present thesis posits that although e-business 
capability helps firms to build agile and flexible dynamic capabilities, to streamline 
business transaction processes, and to improve operational efficiency, highly turbulent 
environments can attentunate business value created by e-business capability.  
Accordingly, it is hypothesized that: 
 
H10a. Market turbulence moderates negatively relationships between e-business 
capability and dynamic capability; and e-business capability and e-business value (i.e., 
sales performance, operational efficiency). 
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H10b. Technological turbulence moderates negatively relationships between e-business 
capability and dynamic capability; and e-business capability and e-business value (i.e., 
sales performance, operational efficiency). 
H10c. Competitive intensity moderates negatively relationships between e-business 
capability and dynamic capability; and e-business capability and e-business value (i.e., 
sales performance, operational efficiency). 
 
Dynamic capability enables firms to adapt to volatile markets and to pursue new 
directions when opportunities arise (Eisenhardt & Martin, 2000; Teece et al., 1997). 
However, environmental turbulence can attenuate any advantage gained from efficient 
exploitation of dynamic capability (Teece et al., 1997). In stable environments, firms 
tend to exploit existing knowledge and capability to increase efficiency (Leonard-
Barton, 1992). In high volatile markets, dynamic capability hinges on making new 
decisions and integrating knowledge processes that involve real-time information 
sharing and intensive communication within and across firms along value chains 
(Eisenhardt & Martin, 2000). Although dynamic capability provides firms with new 
opportunities, sustaining business value in high velocity markets can be a challenge 
(Eisenhardt & Martin, 2000). Accordingly, environmental turbulence attenuates 
relationships between dynamic capability and e-business value. Thus, it is hypothesized 
that:  
 
H11a. Market turbulence moderates negatively relationships between dynamic 
capability and e-business value (i.e., sales performance, operational efficiency). 
H11b. Technological turbulence moderates negatively relationships between dynamic 
capability and e-business value (i.e., sales performance, operational efficiency). 
H11c. Competitive intensity moderates negatively relationships between dynamic 
capability and e-business value (i.e., sales performance, operational efficiency). 
 
SUMMARY 
The present chapter introduces a hypothesized research model (Figure 3.1), defines 
constructs, and proposes testable hypotheses. This model is underpinned by four 
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theories: the TOE framework, RBV, DC, and contingency theories. Specifically, this 
chapter discusses the rationale of seven antecedents within the TOE constexts: IT 
infrastructure (technology context), IT expertise (technology context), strategic IT 
alignment (organization context), competitor and customer orientations (organization 
context), organizational perception of competitive pressure (environment context), and 
business partnerships (environment context). These seven antecedents are categorized 
into three types of resources as determinants of e-business capability and dynamic 
capability: IT resources (i.e., IT infrastructure, IT expertise), internal organizational 
resources (i.e., strategic IT alignment, competitor orientation, customer orientation, 
organizational perception of competitive pressure), and external organizational 
resources (i.e., business partnerships).  
 
E-business capability and dynamic capability are conceptualized as multidimensional 
constructs. E-business capability consists of four dimensions: communication with 
customers, order taking, procurement, and communication with suppliers/business 
partners, demonstrating an ability to use e-business when conducting the entire value 
chain business activities. Dynamic capability is regarded as a higher-level of 
organizational capability containing three dimensions: information sharing, inter-firm 
coordination, and responsivenss of partnerships. Dynamic capability indicates an ability 
to collaborate with business partners in order to sense, seek, coordinate, and respond to 
external environmental changes effectively and efficiently. The present thesis proposes 
that both e-business capability and dynamic capability enable firms to create e-business 
value in terms of sales performance and operational efficiency. Interrelationships 
between e-business capability, dynamic capability, and e-business value are moderated 
by environmental turbulence (i.e., market turbulence, technological turbulence, 
competitive intensity).  
 
Table 3.1 provides lists of the 25 proposed hypotheses. It should be noted that while 19 
hypotheses (H1a - H9b) are related to tests of nomological links between antecedents 
within TOE contexts, e-business capability, dynamic capability, and e-business value, 
six hypotheses (H10a - H11c) are associated with tests of moderating effects of 
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environmental turbulence on the interrelationships between e-business capability, 
dynamic capability, and e-business value. Chapter 4 reports on the current methodology. 
 
Table 3.1 List of Hypotheses 
 Hypothesis 
H1a IT infrastructure impacts positively on e-business capability. 
H1b  IT infrastructure impacts positively on dynamic capability. 
H2a IT expertise impacts positively on e-business capability. 
H2b  IT expertise impacts positively dynamic capability. 
H3a  Strategic IT alignment impacts positively on e-business capability. 
H3b  Strategic IT alignment impacts positively on dynamic capability. 
H4a Competitor orientation impacts positively on e-business capability. 
H4b Competitor orientation impacts positively on dynamic capability. 
H5a  Customer orientation impacts positively on e-business capability. 
H5b  Customer orientation impacts positively on dynamic capability.  
H6a Organizational perception of competitive pressure impacts positively on e-business capability.  
H6b  Organizational perception of competitive pressure impacts positively on dynamic capability.  
H7a  Business partnerships impact positively on e-business capability.  
H7b Business partnerships impact positively on dynamic capability.  
H8a E-business capability impacts positively on dynamic capability.  
H8b E-business capability impacts positively on sales performance. 
H8c E-business capability impacts positively on operational efficiency.  
H9a Dynamic capability impacts positively on sales performance.  
H9b Dynamic capability impacts positively on operational efficiency.  
H10a Market turbulence moderates negatively relationships between e-business capability and 
dynamic capability; and e-business capability and e-business value (i.e., sales performance, 
operational efficiency). 
H10b Technological turbulence moderates negatively relationships between e-business capability and 
dynamic capability; and e-business capability and e-business value (i.e., sales performance, 
operational efficiency). 
H10c Competitive intensity moderates negatively relationships between e-business capability and 
dynamic capability; and e-business capability and e-business value (i.e., sales performance, 
operational efficiency). 
H11a Market turbulence moderates negatively relationships between dynamic capability and e-
business value (i.e., sales performance, operational efficiency). 
H11b Technological turbulence moderates negatively relationships between dynamic capability and e-
business value (i.e., sales performance, operational efficiency). 
H11c Competitive intensity moderates negatively between dynamic capability and e-business value 
(i.e., sales performance, operational efficiency). 
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CHAPTER 4  
 
METHOD 
 
The previous chapter presented an extensive examination of relevant literature 
culminating in the development of a research model integrating antecedents of e-
business capability and dynamic capability, e-business value, and environmental 
turbulence moderators. Key constructs and relationships were investigated, leading to 
the establishment of testable hypotheses. This chapter describes the present 
methodology, research paradigm and design, participants, measures, and data 
collection and analytic procedures.     
 
RESEARCH PARADIGM 
The paradigm underpinning the present thesis is positivism, which holds that reality is 
real and apprehendable (Kumar, 2005), leading us to regard the world as made up of 
observable, measurable facts (Glesne & Peshkin, 1992, p. 8). Positivism assumes an 
objective stance in relation to creation of knowledge (Burrell & Morgan, 1979), 
referring to procedures associated with inferential statistics, hypothesis testing, 
mathematical analysis, and experimental and quasi-experimental design (Lee, 1991, p. 
342). Logical positivism utilizes quantitative and experimental methods to analyse and 
test hypothetical deductive generalizations (Remenyi et al., 1998), and has been the 
dominant methodological approach in IS research, accounting for 81% of the published 
empirical research (Chen & Hirschheim, 2004). In management literature, positivism 
research has been prominent for the better part of three decades (Azhdar, Jennifer, & 
Farhad, 2006). Adoption of a positivist paradigm is justified.   
 
RESEARCH DESIGN 
A cross-sectional approach was used for this thesis. Kumar (2005) noted that such 
approaches are suitable for investigations aiming to analyse phenomena, situations, 
problems, attitudes, or issues by considering a cross-section of a population, at one 
point in time. However, cross-sectional research has been criticized for being incapable 
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of investigating causal processes that occur over time (Babbie, 2010). By way of 
contrast, longitudinal studies are designed to examine variables in the same context 
over a period of time. Because longitudinal studies necessitate the use of the same 
sample for subsequent assessment on investigation, it can be difficult and resource 
intensive in the case of quantitative research especially when anonymous 
questionnaires are employed (Babbie, 2010). 
 
INFORMANTS 
The unit of analysis for the present thesis is a strategic business firm. Key informants 
are founders/CEOs of SMEs based on two criteria suggested by Li and Calantone 
(1998). First, informants should be in a position to generalize about patterns of relevant 
behaviour, after summarizing either observed or expected organizational relations 
(Seidler, 1974, p. 817). Second, informants should be knowledgeable to understand the 
content of inquiry (Phillips & Bagozzi, 1986). When compared with using a single key 
informant approach, a multiple respondent method from each organization is advocated 
for necessity and rigor to ensure validity of results (John & Reve, 1982). However, 
Seidler (1974) argued that a single key informant approach can be justified on the basis 
that one informant per unit of analysis will have similar access to information as other 
potential participants. Kumar et al. (1993) added that choosing the most appropriate key 
informant can reduce problems associated with not adopting a multiple informant 
approach. Given the precedence established in ex ante research in the IS research area 
(e.g., Armstrong & Sambamurthy, 1999; Ravinchandran & Lertwongsatien, 2005; 
Tallon et al., 2000), a single key informant approach was adopted for this thesis. A 
critical consideration was that founders/CEOs can provide an indepth overview of their 
company‟s e-business activities and are knowledgeable about major issues (e.g., 
strategy, operations, business performance) within their firms.  
 
Strategic management researchers (e.g., Anderson & Paine, 1975; Hambrick & Snow, 
1977) argue that how managers regard their environment is more critical to 
organizational strategy than objective, or archival, measures of environment. Perceptual 
measures not only provide a picture of a firm‟s environment from the perspective of 
key informants intimately familiar with relationships that cannot be captured by 
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archival data that reflect past as well as current relationships, but also are more likely to 
reflect the current state of their firms‟ environment. For this reason, perceptual 
measures are widely used in organizational research (Lawrence & Lorsch, 1986).  
 
In relating to IT business value research, there is a growing debate regarding the 
legitimacy of perceptual measures as proxies for objective measures of IT impact (Chan, 
2000; Straub, Limayem, & Karahanna-Evaristo, 1995). There are two main concerns. 
First, it can be argued that senior executives sometimes exaggerate their views on the 
impact of IT as a means of self-promotion, leading to bias or subjectivity (Tallon et al., 
2000). Second, the sheer complexity of modern corporations, in terms of both 
organization structure and market uncertainty, complicates the task of delivering an 
accurate assessment of the true value of IT. Notwithstanding, IS research has alleviated 
a number of these concerns by showing that subjective measures of firm performance 
correlate strongly with traditional objective measures. For example, Venkatraman and 
Ramanujam (1987) invited senior executives to rate their firm's performance relative to 
that of major competitors using a number of different performance criteria, including 
sales growth, net income growth, and return on investment (ROI). Results demonstrated 
a high degree of correlation between perceptual/attitudinal and objective performance 
measures. This investigation concluded that perceptual data from senior managers . . . 
can be employed as acceptable operationalizations of [business economic performance]  
(p. 118).  
 
Moreover, other IS researchers (Davis & Olson, 1985; DeLone & McLean, 1992; 
Rockart & Flannery, 1983) suggest that executives are an essential source of 
information not only because they can tap into personal experience as direct IT users, 
but also because they are involved in making IT investment decisions, and are exposed 
to the views of peers and subordinates regarding the performance of previous IT 
investments. A number of investigators (Boynton, Zmud, & Jacobs, 1994; Jarvenpaa & 
Ives, 1991) recommend the use of executive-based information in order to obtain an in-
depth understanding of how IT affects firm performance. Studies (Tallon & Kraemer, 
2007) also indicate that executives' views on IT payoffs are correlated with more 
traditional economic performance measures such as revenues, net profit, and 
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productivity. Therefore, it can be argued that perceptual measures can be regarded as an 
alternative approach to measuring IT business value when objective data are 
unavailable or when objective and perceptual measure can coexist (Tallon et al., 2000, 
p. 149). Having said that, in relation to the current thesis, it should be noted that all 
companies provided 4-years of turnover figures (i.e., 2003-2008), that had been verified 
by either external accountants or external auditors.  
 
SAMPLE 
1,335 Australian fast growth companies were selected from the Business Review 
Weekly (BRW) Fast Growth Companies project, the research of which was pioneered 
by Professor Kosmas Smyrnios in collaboration with BRW over 20 years ago. Over this 
time, an extensive national database of fast growth companies and CEO/Founder 
demographics has been accumulating. Details include name(s) of founders, contact 
details, audited net revenue figures, and responses to survey material. BRW Fast 
Growth enterprises are similar to Fortune‟s FSB 100 annual list of North America‟s 
fastest growing small companies. Key inclusion/exclusion criteria are that previous 
year‟s turnover must exceed AUD $500,000, SMEs must have fewer than 200 full-time 
employees, that each company is not a subsidiary of an Australian or overseas 
corporation, and unlisted companies must not receive more than 50% of their revenue 
from a single client, the perspective of which falls within Ghobadian and O'Regan‟s 
(2000) definition of SMEs.  
 
BRW Fast Growth Companies are at least three-year age and growth rate is determined 
by averaging company turnover either over a three-year period. For each financial year 
the following formula was used to determine average growth in turnover:  
 
     
 






1Year 
1Year  - 2Year 
2Year 
2Year  - 3Year 
3Year 
3Year  - 4Year 
 Growth  Average  
 
The BRW Fast Growth Companies list relies on self-nomination and as such can be 
regarded as a non-representative sample. There is precedence in academic research 
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(Gartner & Starr, 1999; Markman & Gartner, 2002b; Shuman & Seeger, 1986) for 
utilizing databases originating from professional business journals.  
 
PARTICIPANTS 
Table 4.1 shows demographic information for responding companies. Firms are 
categorized by industry sector using the Australian and New Zealand Standard 
Industrial Classification (ANZSIC) criteria established by the Australian Bureau of 
Statistics (ABS). This classification includes 16 categories (ABS, 1993). Dess, Ireland, 
and Hitt (1990) suggested that multi-industry samples provide a wide spectrum of 
information and accommodate more generalizability of results than single industry 
research. The five major industry groups in this study are Information Technology 
(19.7%), Property & Business Services (18.7%), Personal & Other Services (9%), 
Finance & Insurance (8.4%), and Communications (7.4%).  As shown in Table 4.1, 
annual sales turnover ranges from AUD $ 0.52 million to $109 million; with associated 
growth rates ranging between 21.9% and 759.5%. In line with Buss‟ (2002) claim, 
results indicate that all industry sectors contain fast growth firms. About 91% 
entrepreneurs are male. 73% of CEOs/founders hold tertiary qualifications, suggesting 
participants are generally knowledgeable to understand the content of survey. 
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Table 4.1 Demographic Characteristics of Responding Firms 
Demographic 
% 
(n = 310) 
Industry  
 Information Technology 19.7 
 Property & Business Services 18.7 
 Personal & Other Services 9.0 
 Finance & Insurance 8.4 
 Communications 7.4 
 Construction  6.8 
 Retail trade 5.8 
 Manufacturing 5.5 
 Health & community services 4.8 
 Wholesale trade 4.2 
 Education 3.9 
 Transport & storage 2.3 
 Accommodation, café, restaurants 1.6 
 Mining 1.3 
 Cultural & recreational services 0.6 
Sales Turnover (Range AUD$ million) $0.52 - $109 
Growth Rates (Range) 21.9 - 759.5 
Company Age (Years)  
 Mean (Standard Deviation) 8.33 (9.78) 
 Median 6 
Company Size (Employees)  
 Mean (Standard Deviation) 46.96 (51.46)
a
 
 Median 26 
Company Type  
 Private 299 
 Public (ASX Listed) 11 
CEO/Founder’s Educational Level  
Gender  
 Male 90.6% 
 Female 9.4% 
Educational Level  
 Year12 14.5 
 Bachelor 55.2 
 MBA 15.8 
 PhD or Doctorate 1.6 
 Other 12.9 
Note. aFull-time employees (two part-time employees are the equivalent of one full-time employee). 
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CONSTRUCT MEASUREMENT  
The 2008 BRW Fast Growth Company questionnaire consists of 9 sections: 
Background on business, technology context (i.e., IT infrastructure, IT expertise), 
organization context (i.e., strategic IT alignment, competitor orientation, customer 
orientation), environment context (i.e., organizational perception of competitive 
pressure, business partnerships), e-business capability, dynamic capability, e-business 
value, environmental turbulence, and social desirability (Appendix 4.1).  
 
Development of measurement items was based on a comprehensive review of the 
literature and adapted from ex ante validated measures. Table 4.2 outlines construct 
definitions and related literature. Scales used to measu 
re constructs are grouped and discussed under the following five categories: antecedent 
variables within the TOE framework, e-business capability, dynamic capability, e-
business value, and environmental turbulence moderators. Given the positive 
relationship between the number of Likert scale points and reliability (Churchill & 
Peter, 1984), all items are measured on 7-point Likert scales ranging from strongly 
disagree (1) to strongly agree (7).   
 
Antecedent Variables within Technology-Organization-Environment 
(TOE) Framework 
Seven fundamental constructs are examined as key drivers of e-business capability. 
These seven constructs are: IT infrastructure, IT expertise, strategic IT alignment, 
business partnerships, competitor orientation, customer orientation, and competitive 
pressure. The construct definitions and scales used for their measurements are 
described below. 
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Table 4.2 Construct Definition and Related Literature 
Construct Definition Related Literature  
IT Infrastructure  Physical IT assets including computers, communication facilities, sharable technical 
platforms, and databases. 
Bharadwaj (2000), Eikebrokk and 
Olsen (2007), Lin and Lin (2008) 
IT Expertise IT human resources who have specialized intellectual technical skills to develop IT 
applications that support business processes. 
Bharadwaj (2000), Lin and Lin 
(2008) 
Strategic IT Alignment  The degree to which IS priorities, goals, and objectives are aligned with business plans. Kearns and Sabherwal (2006), Powell 
and Dent-Micallef (1997)  
Competitor Orientation  A firm‟s ability and willingness to identify, analyse, and respond to competitors‟ actions. Narver and Slater (1990) 
Customer Orientation  A firm‟s ability to understand target buyers in order to create superior value, to meet 
customer needs, and to predict future market requirements. 
Narver and Slater (1990) 
Organizational Perception of 
Competitive Pressure  
A firm‟s perceived threats from competitors and possible loss of competitive position. Lin and Lin (2008), Zhu and Kraemer 
(2005) 
Business Partnerships  Open and trusting relationships associated with mutually compatible benefits. Kim et al. (2006), Powell and Dent-
Micallef (1997) 
E-business Capability  
(Reflective Second-order) 
A firm‟s ability to utilize e-business technologies to conduct the entire value chain 
processes. 
Wu et al. (2003), Zhu(2004) 
 Communication with Customers 
(First-order) 
A firm‟s ability to provide company information, customized products and services to 
customers. 
Wu et al. (2003), Zhu(2004) 
 Order Taking  (First-order) A firm‟s ability to provide online ordering, online payment, and online tracking of orders. Wu et al. (2003), Zhu(2004) 
 Procurement (First-order) A firm‟s ability to utilize e-business to link with suppliers for purchasing input materials. Wu et al. (2003) 
 Communication with Partners  
(First-order) 
A firm‟s ability to communicate with business partners to fulfil customer orders. Wu et al. (2003), Zhu(2004) 
  Table 4.2 continues … 
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Construct Definition Related Literature  
Dynamic Capability   
(Reflective Second-order) 
A firm‟s ability to collaborate with business partners in order to sense, seek, coordinate, 
and respond to external environmental changes. 
Teece (2007), Wu et al. (2006) 
 Information Sharing                      
(First-order) 
Effective and efficient knowledge distribution between firms and their business partners 
along value chains. 
Kim et al. (2006), Wu et al. (2006) 
 Inter-firm Coordination                                     
(First-order)                             
Transaction-related activities between firms and their business partners for the purpose of 
fulfilling customer orders. 
Kim et al. (2006), Wu et al. (2006) 
 Responsiveness of Partners                              
(First-order) 
An ability of firms and their business partners to respond collaboratively to environmental 
changes or new market developments.  
Kim et al. (2006), Wu et al. (2006) 
Sales Performance Assessment of improvements in market share and sales volume. Wu et al. (2003), Zhu et al.(2004) 
Operational Efficiency Assessment of improvements in production and marketing efficiency. Wu et al. (2003), Zhu et al.(2004) 
Market Turbulence The rate of change in composition of customers and their preferences. Jaworski and Kohli (1993) 
Technological Turbulence  The rate of technological change in products or value addition processes. Jaworski and Kohli (1993) 
Competitive Intensity The severity marketing competition faced by firms. Jaworski and Kohli (1993) 
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Technology Context 
IT Infrastructure 
IT infrastructure is defined as physical IT assets including physical technologies such 
as computers, communication facilitates, sharable technical platforms, and databases 
(Ross et al., 1996; Weill, 1992). A three-item scale was used, focusing on a company‟s 
overall telecommunication facilities, IT infrastructure, and their capable functionalities 
(Table 4.3). Measures were adapted from Bharadwaj (2000), Eikebrokk and Olsen 
(2007), and Lin and Lin (2008).  
 
Table 4.3 Measures of IT Infrastructure 
IT Infrastructure (ITIF) 
1. Our company has a good telecommunication infrastructure. (ITIF1) 
2. Our company‟s IT systems infrastructure is very flexible in relation to future needs. (ITIF2) 
3. Our company‟s IT systems enable us to cooperate effectively with suppliers/business partners 
and customers. (ITIF3) 
 
IT Expertise  
IT expertise refers to a firm‟s level of specialized IT employees who have technical 
skills to develop IT applications in order to support business processes (Lin & Lin, 
2008; Thong, 1999). As shown in Table 4.4, three items measure organizational 
compatibility of e-business with existing operating practices, beliefs and value systems, 
and IT infrastructure (Lin & Lin, 2008; Ramamurthy et al., 1999). 
 
Table 4.4 Measures of IT Expertise 
IT Expertise (ITEP) 
1. Our IT people are generally aware of e-business functions. (ITEP1) 
2. Our company hires highly specialized and knowledgeable IT people for e-business. (ITEP2) 
3. Our IT people are well trained in e-business. (ITEP3) 
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Organization Context 
Strategic IT Alignment 
Strategic IT alignment is operationalized as the degree to which the priorities, goals, 
and objectives of IT are aligned with business plans. This definition was adopted from 
Powell and Dent-Micallef  (1997). A six-item scale (Table 4.5) was adapted from 
Kearns and Sabherwal (2006), assessing the extent to which IT plans align with a 
company‟s mission, goals, objectives, and strategies, and the extent to which IT and 
business plans reflect each other.  
 
Table 4.5 Measures of Strategic IT Alignment 
Strategic IT Alignment (SITA) 
1. Our IT plan is strategically integrated with the overall business plan. (SITA1) 
2. Our IT plan reflects our company‟s mission, goals, objectives, and strategies. (SITIA2) 
3. Our IT plan is based on a review of the business plan and supports business strategies. (SITA3) 
4. Our IT plan contains quantified goals and objectives. (SITA4) 
5. Our IT plan contains detailed action plans/strategies that support company direction. (SITA5) 
6. Our company priorities major IT investments by expected impact on business performance. 
(SITA6) 
 
Competitor Orientation 
Competitor orientation is a sub-dimension of the market orientation construct, 
developed by Narver and Slater (1990). This scale focuses on a firm‟s understanding of 
short-term strengths and weaknesses, and long-term capabilities and strategies of key 
current and potential competitors (Narver & Slater, 1990). Commonly studied in 
conjunction with its accompanying sub-dimensions (e.g., customer orientation, inter-
functional coordination), recent studies (e.g., Noble, Sinha, & Kumar, 2002) suggest 
the application of this dimension as an independent construct. Adapted from Narver and 
Slater (1990), and Wu et al. (2003), a four-item scale was used to measure this 
construct (Table 4.6). 
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Table 4.6 Measures of Competitor Orientation 
Competitor Orientation (COMO) 
1. Our managers often exchange information and view about our competitors. (COMO1) 
2. Our company responds rapidly to competitor‟s actions. (COMO2) 
3. Our top managers regularly discuss our competitors‟ strengths and weaknesses. (COMO3) 
4. Our company believes that analysing and responding to competitors‟ actions is crucial to 
maintain our competitive advantage. (COMO4) 
 
Customer Orientation 
As noted above, customer orientation, another sub-dimension of marketing orientation, 
is defined as having a sufficient understanding of one‟s target buyers in order to be able 
to create superior value (Narver & Slater, 1990). A six-item scale measures this 
construct including emphasizing customers as a main business objective and level of 
commitment in serving customer needs (Table 4.7). Measures were adapted from 
Narver and Slater (1990), and Wu et al. (2003).  
 
Table 4.7 Measures of Customer Orientation 
Customer Orientation (CUSO) 
1. Our business objectives are driven by customer satisfaction. (CUSO1) 
2. Our competitive advantage is based on understanding customers‟ needs. (CUSO2) 
3. Our company closely monitors and assesses our level of commitment in serving customers‟ 
needs. (CUSO3) 
4. Our business strategy is driven by the goal of increasing our customers‟ satisfaction. (CUSO4) 
5. Our company frequently measures our customers‟ satisfaction. (CUSO5) 
6. Our company always pays close attention to after sale‟s service. (CUSO6) 
 
Environment Context 
Organizational Perception of Competitive Pressure  
Organizational perception of competitive pressure measures the degree of influence 
exerted by a firm‟s competitive environment that forces companies to implement and 
use e-business practices (Lin & Lin, 2008; Wu et al., 2003). Derived from Lin and Lin 
(2008), Wu et al. (2003), and Zhu and Kraemer (2005), a five-item scale measures this 
construct (Table 4.8). 
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Table 4.8 Measures of Organizational Perception of Competitive Pressure 
Organizational Perception of Competitive Pressure
 
(CMPR)
 
 
1. A large number of our competitors and business partners have already adopted e-business 
practices. (CMPR1) 
2. Our company would be considered technology-deficient if we do not implement e-business 
practices. (CMPR2) 
3. It is important that our company is seen as a cutting edge business that adopts innovative 
technologies. (CMPR3) 
4. In our industry, firms that do not readily adopt new technologies are left behind. (CMPR4) 
5. In our industry, most firms will ultimately end up adopting a wide range of e-business practices. 
(CMPR5) 
 
Business Partnerships 
According to Powell and Dent-Micallef (1997), Business partnerships concern open 
and trusting relationships associated with mutually compatible benefits for members 
along value chains. In the e-business context, close partnerships reflect doing 
transaction-related activities between value chain members, ranging from collection of 
product-related information to follow-up of orders, articulation of customer needs, and 
pursuit of new customers or buyers. A four-item scale (Table 4.9) was used to measure 
this construct capturing the degree of system integration for collaborative forecasting 
and planning. This instrument was adapted from Bowersox, Closs, and Stank (1999), 
Kim et al. (2006), and Wu et al. (2006). 
 
Table 4.9 Measures of Business Partnerships 
Business Partnerships (BUSP) 
1. Our company develops strategic plans in collaboration with our suppliers/business partners. 
(BUSP1) 
2. Our company collaborates activity in forecasting and planning with our suppliers/business 
partners. (BUSP2) 
3. Our company projects and plans future demand collaboratively with our suppliers/business 
partners. (BUSP 3) 
4. Collaboration in demand forecasting and planning with our suppliers/business partners is 
something we always do in our company. (BUSP4) 
 
E-business Capability 
E-business capability involves a firm‟s ability to utilize e-business technologies in order 
to deploy and leverage resources to fulfil order cycle processes (Zhu, 2004). As 
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indicated in Chapter 3, e-business capability is theoretically conceptualized as a 
multidimensional construct, consisting of four first-order dimensions: communication 
with customers, order taking, procurement, and communication with partners, 
representing basic upstream and downstream operational activities within a focal 
company across its value chain.  
 
Communication with Customers refers to utilizing e-business technologies that enable 
the provision of useful information about a company, and its products and services to 
customers. Adapted from Wu et al. (2003), this construct is measured by a six-item 
scale (Table 4.10). Order taking is defined as the extent to which order taking is 
conducted through secured online web sites or other electronic forms. Adapted from 
Wu et al. (2003) and Zhu (2004), this scale involves three-items that assess online 
ordering, online payment, and online tracking of orders (Table 4.10). Procurement 
concerns the degree to which procurement is conducted through online website and/or 
other electronic forms. It was measured using a four-item scale adapted from Wu et al. 
(2003), assessing the online search of suppliers, placing orders with suppliers online, 
online bidding, and online suppliers‟s market place (Table 4.10). Communication with 
partners refers to the communication functions related to suppliers/partners. This scale 
incorporates three-item (Table 4.10), adapted from Wu et al. (2003). 
 
Table 4.10 Measures of E-business Capability 
E-business Capability 
Communication with Customers (COMC) 
1. We use e-business to provide customers with general information about our company. 
(COMC1) 
2. We use e-business to allow customers to locate and send information to appropriate contacts 
within our company. (COMC2) 
3. We use e-business to send customers regular updates about new products and other 
developments within our company. (COMC3) 
4. We use e-business to provide solutions to customer problems. (COMC4) 
5. We use e-business to provide after-sales service to our customers. (COMC5) 
6.  We use e-business to provide information in response to consumer questions or requests. 
(COMC6) 
Table 4.10 continues… 
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E-business Capability 
Order Taking (ORDT) 
1. We use e-business to accept orders electronically from customers. (ORDT1) 
2. We use e-business to accept payments electronically from customers. (ORDT2) 
3.   We use e-business to allow customers to track and inquire about their orders electronically.   
(ORDT3) 
Procurement (PROC) 
1. We use e-business to search and locate potential suppliers online. (PROC1) 
2. We use e-business to place and track orders with suppliers electronically. (PROC2) 
3. We use e-business to allow suppliers to submit bids online. (PROC3) 
       4.    We use e-business to use online marketplaces to source suppliers. (PROC4) 
Communication with Partners (COMP) 
1. We use e-business to send suppliers/business partners regular updates about new product plans 
and other new developments with our company. (COMP1) 
2. We use e-business to provide specific online information about product specifications that our 
suppliers/business partners must meet. (COMP2) 
3. We use e-business to share product and inventory planning information with our 
suppliers/business partners. (COMP3) 
 
Dynamic Capability 
Dynamic capability refers to a higher-level of a firm‟s ability to collaborate with 
business partners in order to sense, seek, coordinate, and respond to external changes 
effectively and efficiently (Teece, 2007; Wu et al., 2006). As indicated in Chapter 3, 
dynamic capability is also conceptualized as a second-order construct consisting of 
three first-order dimensions: information sharing, inter-firm coordination, and 
responsiveness to market change, typifying that firms extend their boundaries to 
develop strategic partnerships with suppliers/business partners and to collaborate with 
them to effect market changes .   
 
Information sharing refers to effective and efficient knowledge distribution between 
firms and their business partners along value chains. This scale is measured by four 
items (Table 4.11), adapted from Kim et al. (2006) and Wu et al. (2006). Inter-firm 
coordination is defined as transaction-related activities between firms and their business 
partners for the purpose of fulfilling customer orders, and is measured by a four-item 
scale (Table 4.11), adapted from Kim et al. (2006) and Wu et al. (2006). 
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Responsiveness of partners relates to an ability of firms and their business partners to 
respond collaboratively to environmental changes or new market developments. This 
four-item scale (Table 4.11) is adapted from Kim et al. (2006) and Wu et al. (2006). 
 
Table 4.11 Measures of Dynamic Capability 
Dynamic Capability 
Information Sharing (INFS) 
1. Our company exchanges more information with our business partners than our competitors do 
with theirs. (INFS1) 
2. Information flows more freely between our company and our business partners than between 
our competitors and theirs. (INFS2) 
3. Our company benefits more from information sharing with our business partners than do our 
competitors from theirs. (INFS3) 
4.   Our information sharing with our business partners is superior to the information shared by  our 
competitors with theirs. (INFS4) 
Inter-firm Coordination (COOR) 
1. Our company is more efficient in coordination activities with our business partners than are our 
competitors with theirs. (COOR1) 
2. Our company conducts transaction follow-up activities more efficiently with our business 
partners than do our competitors with theirs. (COOR2) 
3. Our company spends less time on coordination transactions with our business partners than our 
competitors with theirs. (COOR3) 
4.   Our company conducts the coordination activities at less cost than do our competitors with 
theirs. (COOR4)  
Responsiveness of Partners (RESP) 
1. Compared to our competitors, our company responds more quickly and effectively to changing 
customer and supplier needs. (RESP1) 
2. Compared to our competitors, our company responds more quickly and effectively to changing 
competitor strategies. (RESP2) 
3. Compared to our competitors, our company develops and markets new products more quickly 
and effectively. (RESP3) 
4. Our company is competing effectively in most markets. (RESP4) 
5. Our relationships with business partners have increased our company responsiveness to market 
change through collaboration. (RESP5) 
 
E-business Value 
E-business value refers to the impact of e-business capability and dynamic capability 
on business performance, and as described below, comprises two indicators: sales 
performance and operational efficiency.  
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Sales Performance 
Sales performance assesses changes in market share, sales volume, sales area, market 
and product development, and customer service following implementation of e-
business technologies. A five-item scale was used to measure this construct (Table 
4.12), adapted from Wu et al. (2003), and Zhu and Kraemer (2005).  
 
Operational Efficiency 
Operational efficiency is a measure of cost reduction for post e-business technology 
implementation. This scale has five-items that assess production efficiency and 
marketing efficiency; and is adapted from Wu et al. (2003) and Zhu and Kraemer 
(2005). As shown in Table 4.12, three items assess production efficiency (OPEF1-
OPEF3) and two items measure marketing efficiency (OPEF4-OPEF5).  
 
Table 4.12 Measures of E-business Value 
E-business Value 
Sales Performance (SALP)  
1. Compared to our competitors, the market share of our products has increased. (SALP1) 
2. Compared to our competitors, the sales volume of our products has increased. (SALP2) 
3. Compared to our competitors, the sales area has widened. (SALP3) 
4. Compared to our competitors, our company performs much better in market development. 
(SALP4) 
5. Compared to our competitors, our company performs much better in product development. 
(SALP5) 
6.   Compared to our competitors, customer service of our company has improved. (SALP6) 
Operational Efficiency (OPEF)  
1. Compared to our competitors, the costs of general management activities (e.g., planning and 
accounting costs) have been substantially reduced. (OPEF1) 
2. Compared to our competitors, the costs of coordinating with business partners and customers 
have been reduced. (OPEF2) 
3. Compared to our competitors, the costs of production and transaction (e.g., raw material, order 
processing, warehousing, and scheduling costs) in our company have been substantially 
reduced. (OPEF3) 
4. Compared to our competitors, the costs of marketing the product (e.g., advertising and 
promotion costs) have been substantially reduced. (OPEF4) 
5. Compared to our competitors, the costs of acquiring new customers have been substantially 
reduced. (OPEF5) 
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Environmental Turbulence Moderators 
As noted earlier, a number of scholars (Eisenhardt & Martin, 2000; Sambamurthy et al., 
2003; Teece et al., 1997; Wade & Hulland, 2004) have concluded that environmental 
context influences linkages between capability and performance. Table 4.13 shows the 
three environmental turbulence moderator scales employed in the present thesis: market 
turbulence, technological turbulence, and competitive intensity. These three scales were 
adopted from Jaworski and Kohli (1993). Market turbulence concerns the rate of 
changes in composition of customers and their preferences and is measured by a six-
item scale. While technological turbulence refers to the rate of technological change in 
products or value addition processes and is measured by a five-item scale, competitive 
intensity reflects the degree of marketing competition such as price wars, diverse 
product alternatives, and value-added services, and it is assessed by a six-item scale. 
 
Table 4.13 Measures of Environmental Turbulence 
Environmental Turbulence Moderators 
Market Turbulence (MT) 
1. In our kind of business, customers' product preferences change quite a bit over time. (MT1) 
2. Our customers tend to look for new products all the time. (MT2) 
3. Sometimes our customers are very price-sensitive, but on other occasions, price is relatively 
unimportant. (MT3) 
4. We are witnessing demand for our products and services from customers who never bought 
them before. (MT4) 
5. New customers tend to have product-related needs that are different from those of our existing 
customers. (MT5) 
6.    We cater to many of the same customers that we used to in the past. (MT6) 
Technological Turbulence (TT) 
1. The technology in our industry is changing rapidly. (TT1) 
2. Technological changes provide big opportunities in our industry. (TT2) 
3. It is very difficult to forecast where the technology in our industry will be in the next 2 to 3 
years. (TT3) 
4. A large number of new product ideas have been made possible through technological 
breakthroughs in our industry. (TT4) 
       5.    Technological developments in our industry are rather minor. (TT5) 
Table 4.13 continues… 
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Environmental Turbulence Moderators 
Competitive Intensity (CI) 
1. Competition in our industry is cutthroat. (CI1) 
2. There are many "promotion wars" in our industry. (CI2) 
3. Anything that one competitor can offer, others can match readily. (CI3) 
4. Price competition is a hallmark of our industry. (CI4) 
5. One hears of a new competitive move almost every day. (CI5) 
6.    Our competitors are relatively weak. (CI6) 
 
Measurement Approach 
When designing a study, researchers normally focus on structural paths between 
constructs (Edwards & Bagozzi, 2000; MacKenzie, 2001). Notwithstanding, it is 
argued that relationships between constructs and measures should also be considered as 
hypotheses that need to be evaluated in addition to structural paths (Edwards & Bagozzi, 
2000). IS researchers (e.g., Petter, Straub, & Rai, 2007) advocate that when using 
structural equation modeling (SEM) techniques, it is imperative to conceptualize the 
underlying structure of constructs and understand the nature and direction of 
relationships between constructs and their indicators before proceeding to their 
measurement.  
 
Relationships between indicators and constructs can be either reflective or formative 
(Edwards & Bagozzi, 2000). Reflective indicators represent reflections or 
manifestations of a construct that are viewed as causes of indicators, suggesting that 
variation in a construct leads to changes in indicators (Bollen, 1989). Jarvis, MacKenzie, 
and Podsakoff (2003) proposed that constructs should be modeled as reflective when 
the following four conditions are met: direction of causality is from constructs to 
indicators; indicators need be interchangeable; covariation among indicators is 
necessary; and the nomological net of indicators are similar, that is, measures of 
constructs should have the same antecedents and consequences (Jarvis et al., 2003). By 
way of contrast, constructs should be identified as formative when the opposite 
conditions apply. Formative indicators are treated as causes of constructs with the 
direction of relationships between constructs and indicators is reversed (MacCallum & 
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Browne, 1993), and thus forming or producing their associated construct (Fornell & 
Bookstein, 1982).  
 
Another related concept concerns multidimensional constructs, which have more than 
one dimension with each dimension being measured using either reflective or formative 
indicators. Law and Wong (1999, p. 144) suggested that these dimensions are grouped 
under the same multidimensional construct because each dimension represents some 
portion of the overall latent construct. While multidimenstional constructs are 
capturing a number of dimensions, reflective constructs should be unidimenstional in 
that all of measurement items are measuring the same aspect of the unobservable 
construct (Law & Wong, 1999).   
 
MacKenzie, Podsakoff, and Jarvis (2005, p. 713) emphasized that the choice to model 
and analyse a construct as reflective, formative, or multidimensional largely depends on 
the generality or specificity of one’s theoretical interest. A complex construct that is the 
main topic of study can be modeled as multidimensional so as to enable thorough 
measurement and analysis. Based on assessment of the conceptual structure of 
constructs, investigation of causal relationship between indicators and constructs, and 
analysis of previous studies employing similar constructs, all constructs utilized in the 
present thesis were modeled as reflective. The validity of second-order constructs of e-
business capability and dynamic capablity as reflective measurements is discussed in 
detail in Chapter 5. 
 
DATA COLLECTION AND ANALYTIC PROCEDURES 
Data collection and analytic procedures involve five steps: instrument development, 
data collection, data screening, measurement validation, and structural model 
estimation (Figure 4.1). For the purpose of the present thesis, statistical analyses were 
conducted using SPSS 17.0 and AMOS 17.0 software packages. While SPSS 17.0 was 
employed to carry out exploratory factor analysis (EFA), AMOS 17.0, a SEM tool, was 
used to conduct confirmatory factor analysis (CFA), and to test a full structural model. 
The following section describes those five phases.  
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Step 1: Instrument Development 
It is argued that the quality of self-reports is a manifestation of the quality of 
instruments (Howard, 1994; Laing, 1988; Spector, 1994). Measures of constructs were 
developed in three stages (Churchill, 1979). In the first stage, as indicated in the 
Construct Measurement section, all measures were selected for their interpretability and 
empirical support in ex ante validated studies. Multiple items were used for each 
construct to increase reliability (De Vaus, 2002). Items were carefully revised in terms 
of wording and length to ensure relevance to this particular context. Then, in an effort 
to establish content validity, the present questionnaire was subjected to multiple rounds 
of pre-tests.  
 
Content validity refers to the degree to which items of an instrument are revelevant to 
measuring a construct and is a crucial step in instrument development stage. 
Supervisors and six academic experts in the fields of Management, Supply Chain, and 
IT first reviewed the questionnaire for content and readability. Subsequently, the 
instrument was pre-tested on 40 CEO/founders. Comments and recommendations were 
incorporated into the final instrument. Based on feedback, a final version of the online 
quesitionnaires was established.  
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Figure 4.1 Data Collection and Analytic Procedures 
 
Step 2: Data Collection 
Founders/CEOs of BRW Fast Growth companies were invited to complete the current 
online questionnaire in response to a personalized email highlighting the academic 
nature of the present study. To increase respons rate, a follow-up email was sent three 
weeks after the initial one, and a second reminder email was sent two week later. 
Respondents were assured of confidentiality. 195 incorrect email addresses were 
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received and 35 companies declined to participate, culminating in a 28.1% response 
rate (n = 310).  
 
Step 3: Data Screening 
Data screening processes involve dealing with missing data, examination of statistical 
assumptions (e.g., normality, multicollinearity, outliers), and test of non-response bias. 
Tabachnick & Fidell (2007, p. 63) suggest that there are as yet no firm guildelines for 
how much missing data can be tolerated for a sample of a given size. Hair et al. (2006) 
advised that for managing unusable cases, those with 50% complete data can be treated 
using the „expectation-maximization‟ (EM) iterative method within SPSS 17.0.  
 
Normality  
Normality was checked graphically through examination of residual plots (expected 
normal probability, detrended normal probability), suggesting no significant deviation. 
Pallant (2005) suggested that when residual plots appear normal in regression, it is not 
necessary to screen individual variables for normality.  
 
Multicollinearity 
Multicollinearity refers to the degree to which explanatory variables are correlated with 
one another. According to Berry and Feldman (1985), intercorrelations greater than .80 
are considered evidence of high multicollinearity. For this thesis, correlation values for 
all constructs were low-to-middling (ranging from .10 to .71). Collinearity diagnostics 
were also used through analysis of tolerance values. Low tolerance values (those 
approaching zero) indicate that multiple correlations with other variables is high, 
suggesting the possibility of multicollinearity. Results of this test found that values 
range from .51 to .94, indicating that this assumption is not violated. 
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Outliers 
Outliers, or observations which appear inconsistent with the remainder of the dataset, 
can be detected by examining both scatterplots of standardized residuals and 
Mahalandobis distance (D). Additionally, D is defined as the distance of a case from 
the centroid of the remaining cases where the centriod is the point created at the 
intersection of the means of all the variables (Tabachnick & Fidell, 2007, p. 74). D is 
distributed as a χ² variable, the number of degrees of freedom equal the amount of 
independent variables. Items larger than the critical value are considered outliers. 
Examination of the former found scores to be mostly concentrated in the center, 
indicating no significant presence of outliers. The present study contains 64 
independent variables. A series of multiple regressions were run, calculating D values 
ranging from 27.10 to 91.83, which are below the critical value of 99.61 (60 df), 
indicating the present sample has no significant outliers. 
 
Non-response Bias 
Because the value of survey‐based research is dependent on individuals, relative low 
response rates can be a concern when utilizing survey procedures (Rogelberg & Luong, 
1998), potentially undermining the generalizability of findings (Rogelberg & Stanton, 
2007). Response rates alone can be regarded as a proxy for study quality. As a result, 
researchers should conduct a non‐response bias impact assessment, regardless of how 
high a response rate is achieved (Rogelberg & Stanton, 2007).  
 
In order to test for the presence of bias among respondents, several assessments were 
conducted. First, χ² tests were used to determine if respondents differed from 
nonrespondents based on their gender and geographic location of firms. All statistics 
were nonsignificant, suggesting that respondents and nonrespondents do not vary on 
these dimensions. Second, using a wave analysis approach suggested by Armstrong and 
Overton (1977), the present study checked data for nonresponse bias by comparing 
early (i.e., those responded upon our initial email invitation n = 132) and late (i.e., those 
responded after the follow-up emails n = 178) respondents. Independent samples t-tests 
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on each construct between early and late responders failed to reveal significant 
differences (all ps > .05), suggesting that nonresponse bias was not a problem. 
 
Step 4: Instrument Validation 
To minimize the potential problem of interpretational confounds, the present thesis 
established validity of all measurement model prior to testing a full structural model 
(Byrne, 2001). This technique minimizes misfit of measurement models such that any 
misfit in the overall structural model can be attributed to structural relationships. Two 
main approaches exist for creating and testing measurement models: EFA and CFA.  
 
Exploratory Factor Analysis 
EFA takes an exploratory approach and seeks to discover model structures among items 
without considering theorised models, and is usually employed to empirically derive 
initial sets of factors for constructs (Lewis, Templeton, & Byrd, 2005). EFA is 
considered as a preliminary step for identifying whether factor structures are in line 
with current theory. This exploratory approach is especially useful when relationships 
between the observed and latent variables are not directly apparent, owing to the 
introduction of new research models or when applying research models in different 
environments (Hair et al., 2006).  
 
The main steps in undertaking EFA include assessment of data for suitability, factor 
extraction, factor rotation, and interpretation (Tabachnick & Fidell, 2007). To test 
suitability of data for factor analysis, both Kaiser-Meyer-Olkin Measures of Sampling 
Adequacy (KMO) and Bartlett‟s Test of Sphericity were employed (Tabachnick & 
Fidell, 2007). The KMO test compares size of observed correlation coefficients to size 
of partial correlation coefficients. KMO values exceeding .60 are generally 
recommended for EFA. The Bartlett‟s Test of Sphericity assesses presence of 
correlations among variables and this test should be statistically significant (p < .05).  
 
The present thesis employed principal axis factoring (PAF) with direct oblimin rotation 
method in EFA. Compared with principal component analysis which is generally 
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regarded as an appropriate method for pragmatic purposes of data reduction, PAF 
shares variances which is suitable for exploring underlying factors for theoretical 
objects and for determining dimensionality of a set of variables (Hair et al., 2006). 
Direct oblimin as one type of obilique factor rotation method was employed for 
deriving factor loadings. An obilique rotation method assumes that factors are 
correlated to generate a factor correlation matrix. Discriminant validity is demonstrated 
when correlations between factors are low in an oblique rotation.    
 
To make decision on how many factors to retain, three criteria were taken into account: 
Eigenvalue (Kaiser, 1960), scree test (Cattell, 1966) , and factor loadings. Eigenvalue 
represents amount of variance accounted for by a factor (Hair et al., 2006). Only factors 
with Eigenvalues greater than 1 are reserved for further investigation (Hair et al., 2006; 
Tabachnick & Fidell, 2007). Scree test is used to identify optimum number of factors 
that can be extracted before amount of unique variance begins to dominate common 
variance structure. Therefore, these factors contribute the most of explanation of 
variance in dataset (Hair et al., 2006). Factor loadings less than .30 and loaded on 
multiple factors were eliminated the during EFA process.  
 
Confirmatory Factor Analysis 
CFA assumes that research is built on previously theorized items and is used to 
determine whether measured items confirm expected loadings on factors based on pre-
established theory (Byrne, 2001). According to Anderson and Gerbing (1988), a two-
step approach should be employed to build a structural model: validation of 
measurement models through CFA procedures and testing of full structural model. In 
the first step, CFA is used to evaluate factor structures within a measurement model and 
to determine how well the measurement model fits data, providing a comprehensive 
and confirmatory assessment of construct validity (Bentler, 1978) and verifying 
dimensionality (Anderson & Gerbing, 1988). 
 
Instrument validation in the present research model involved CFA procedures using 
AMOS 17.0 with a maximum likelihood estimation method. For each construct, 
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measurement models incorporate successive stages of theoretical modeling, statistical 
testing, and refinement (Straub, 1989). The present thesis adopts an iterative approach 
to CFA, utilizing one-factor congeneric measurement models, as proposed by Holmes-
Smith and Rowe (1994), followed by multi-factor measurement models and validity of 
second-order factor models. While one-factor congeneric measurement model is used 
assess item reliability, determine scale reliability, and verify unidimensionality, multi-
factor measurement model tests multidimensionality of a theoretical construct, and is 
employed to assess for scale reliability (cronbach‟s α), construct reliability, variance 
extracted estimates, convergent validity, and discriminant validity (Anderson & 
Gerbing, 1988). 
 
Congeneric models are used to minimize measurement error in indicators, and thus 
increasing reliability and validity of compound composite scores developed in 
subsequent analyses. Models are analysed by examining relationships between a single 
latent variable (factor) and a number of observed variables (items) with regard to 
overall data fit. A congeneric model that meets fit requirements is hypothesized to have 
construct validity. Schumacker and Lomax (2004) suggested that a minimum of three 
items should be used to develop a latent construct (factor), the perspective of which is 
referred to as the three indicator rule (Hair et al., 2006). The issue of model 
identification is related to whether enough information exists to identify a given 
construct. Kline (2005) recommended four-to-five items per factor for a model to be 
over-identified. If a standard CFA model with a single factor has three indicators, the 
model is just-identified. Factors representing only two indicators are considered as 
under-identified.  
 
Fitting one-factor congeneric models is the first step in conducting CFA. Sixteen 
independent one-factor congeneric models in the present thesis were evaluated. 
Nonsignificant items were deleted from their respective purported constructs. As 
initially specified models almost invariably fail to provide acceptable fit (Anderson & 
Gerbing, 1988, p. 411), model modification procedures (through the examination of 
residual statistics and modification indices calculated in AMOS 17.0) were employed, 
where applicable (Byrne, 2001). Model modification was performed accordingly until 
 158 
acceptable fit was obtained. It is important to note that respecification decisions were 
not based solely on statistical considerations but with theory and content in mind 
(Anderson & Gerbing, 1988). 
 
For the purpose of the present thesis, multiple model fit indices suggested by Hair et al. 
(2006) were used to assess both CFA and full structural model, including the normed χ² 
index, that is, χ²/df (Jöreskog, 1978), Comparative Fit Index (CFI), Tucker Lewis Index 
(TLI), Root Mean Square Error of Approximation (RMSEA), and Standardized Root 
Mean Square Error of Approximation (SRMR). Although χ² is recognized as a measure 
of goodness of it, it is sensitive to sample size and assumes a perfect fit between the 
hypothesized model and the sample data. In complex models, χ² tends to be very large, 
and its associated p-value always suggests a poor fit. In addition, χ² assumes that all 
items have a normal distribution. Hence, the present thesis use χ²/df to address 
limitations associated with χ², the perspective of which is suggested by Bentler (1992). 
A χ²/df ratio of below 3 indicates sound fit (Carmines & McIver, 1981). Values of CFI 
and TLI above .90 are regarded as appropriate (Hair et al., 2006). A RMSEA of .05 or 
less indicates a close fit (Browne & Cudeck, 1993) and SRMR should be less than .06 
(Hu & Bentler, 1999). Appendix 4.2 provides a brief description of seven goodness-of-
fit statistics used in the present thesis. 
 
Scale Reliability 
Each instrument was assessed in terms of reliability and validity. Reliability is an 
assessment of the degree of consistency between multiple measurements of a variable 
(Hair et al., 2006, p. 137). Churchill (1979) suggested that coefficient α, or Cronbach‟s 
α (Cronbach, 1951), should be the first measure used to test reliability of an instrument, 
a view that is widely supported in extant literature (Murphy & Davidshofer, 1994). 
With α values approximating 1.0 signifying better reliability, it is generally held that a 
lower acceptable limit (α = .70) implies a reasonable level of reliability (Nunnally, 
1978; Peter, 1981). Lower α values (α < .70) are often caused by the presence of too 
few items or relatively little commonality among the items (Churchill, 1979).  
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Construct Reliability and Variance Extracted Estimate 
In addition to internal reliability (cronbach‟s α), two other model-based estimates of 
reliability that are frequently reported include construct reliability and the variance 
extracted estimate (Bollen, 1989). Construct reliability, as a measure of consistency, 
assesses the degree to which items are free from random error. Indicator and composite 
reliability are two measures of construct reliability (Fornell & Larcker, 1981). While 
indicator reliability represents the proportion of variation that is explained by a 
construct it purports to measures, composite reliability reflects the internal consistency 
of indicators (Werts, Linn, & Jöreskog, 1974). Estimates of variance extracted reflect 
the overall variance in the indicators accounted for by a latent construct. Construct 
reliability and variance extracted are calculated using Fornell and Larcker‟s (1981) 
formulae: 
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Convergent Validity and Discriminant Validity 
Construct validity assesses the extent to which a measure is related to other measures 
based on theoretical concepts (Carmines & Zeller, 1979), comprising two main types: 
convergent and discriminant validity (Hair et al., 2006).  Convergent validity refers to 
the extent to which items assess the same construct, whereas discriminant validity is the 
degree to which a measure is distinct from other instruments (Hair et al., 2006). 
Construct reliability, the variance extracted estimate, and convergent and discriminant 
validity were assessed using CFA.  
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Common Method Bias 
Common method bias refers to the variance that is attributable to the measurement 
method rather than to the constructs of interest (Bagozzi & Yi, 1991). There is a 
growing interest among researchers on the potential impact of common method bias on 
the validity of research results (Bagozzi, Yi, & Phillips, 1991; Campbell & Fiske, 1959; 
Malhotra, Kim, & Patil, 2006; Straub, Boudreau, & Gefen, 2004; Williams & Brown, 
1994). Common method bias is a problem because it is one of several sources of 
measurement error. Podsakoff et al. (2003) articulated the potential influence of 
common method bias on empirical results:  
 
Let‟s assume that a researcher is interested in studying a hypothesized relationship between 
Constructs A and B. Based on theoretical considerations, one would expect that the 
measures of Construct A would be correlated with measures of Construct B. However, if 
the measures of Construct A and the measures of Construct B also share common methods, 
those methods may exert a systematic effect on the observed correlation between the 
measures. Thus, at least partially, common method biases pose a rival explanation for the 
correlation observed between the measures (p. 879). 
 
Related items comprising the present questionnaire are grouped together measuring 
each individual construct. While it makes much sense to group or cluster related items, 
a number of authors (Budd, 1987; Schuman & Presser, 1981) claim that such 
structuring can contribute to method bias because the psychometric properties of 
measurement scales can be affected by such item grouping. Although classical 
psychometric theory (Nunnally, 1978) does not explicitly account for these context 
effects, research (Feldman & Lynch, 1988; Tourangeau & Rasinski, 1988) has 
attempted to gain a sound understanding of the cognitive processes people use to 
respond to survey questions regarding their beliefs, attitudes, intentions, and behavior, 
and how these might be affected by item context. However, the status of theory 
regarding context effects has generally been characterized as rudimentary (Feldman & 
Lynch, 1988, p.421), encompassing multiple interrelated processes that are not well 
understood and are difficult to predict and sometimes difficult to replicate (Tourangeau 
& Rasinski , 1988, p. 299) . 
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One central mechanism by which responses to items is theorized to be influenced by 
responses to previous questions derives from the notion of accessibility (Fazio et al., 
1981). According to this view, constructs measured by survey items are regarded as 
structures that reside in long-term memory (Tourangeau & Rasinski, 1988, p.299) and 
that momentarily activated cognitions have disproportionate influence over judgments 
made about an object or on related behaviors performed shortly after their activation 
(Feldman & Lynch, 1988, p.421). That is, responding to an item can make associated 
construct more accessible than usual in long-term memory. In other words, when 
immediately subsequent items tap about the same or similar construct, responses can be 
unduly influenced by this heightened accessibility, which in turn can artificially 
increase the consistency across the multiple responses to the same construct compared 
to what would have been obtained under so-called normal levels of accessibility (Davis 
& Venkatesh, 1996). 
 
In order to minimize such artificially inflated consistency, researchers (Abelson et al., 
1968; Heider, 1988; Tedeschi, 1981) advocate intermixing items targeting one 
construct with those of other constructs. Consistent with this view, IS scholoars (Straub 
et al., 2004) argue that common methods bias is reflected in multitrait-multimethod 
analysis when measurement items reflecting different latent constructs are correlated, 
proposing that items from different constructs should be intermixed in order to reduce 
carryover effects among the responses to multiple items targeting a specific construct. 
This method effects can contribute to patterns of responses influencing true scores, and 
consequently leading to common method variance effects, and threats to both 
discriminant and convergent validity and to reliability. Despite this line of argument, 
Davis and Venkatesh (1996) concluded that the application of item grouping or item 
randomized method impose neither a significant effect (positive or negative) on levels 
of reliability and validity of scales, nor on path coefficients linking variables. Perhaps 
surprisingly, Davis and Venkatesh (1996) noted that open-ended verbal evaluations 
indicated that subjects were more confused and annoyed when items were intermixed, 
suggesting a tendency toward output interference effects, which themselves could have 
a biasing effect (p.19). Accordingly, these researchers encourage scholars to continue 
using item grouping format in order to best predict and explain scales. Following the 
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recommendations of Davis and Venkatesh (1996), the present thesis grouped related 
items in the present questionnaire.  
 
As recommended by Podsakoff et al. (2003), the present thesis strived to reduce 
common method bias by implementing three steps. First, this research reduces common 
method bias by assuring respondents of anonymity and highlighting that there are no 
right or wrong answers. These procedures reduce apprehension concerning being 
evaluated or responding how particicipants think the researcher wants them to. 
 
Second, this thesis employed a short-form measure of social desirability (SD) bias to 
assess for the possible effects that respondents are answering questions based on social 
norms (Crowne & Marlowe, 1964). SD bias can be defined as the inclination to 
respond in a way that will make the respondent look good (Beretvas, Meyers, & Leite, 
2002, p. 570). As the present investigation relies on self-administered questionnaires, 
measurement is subject to cognitive biases from participants seeking to present 
themselves in a favourable manner (Thompson & Phua, 2005, p. 541). This 
phenomenon can be present in studies inter alia that address aspects of firm 
performance where key informants are in senior management positions (Thompson & 
Phua, 2005).  
 
For the present thesis, all scales were assessed for SD response bias in order to address 
internal validity and psychometric aspects of instruments. The Marlowe-Crowne SD 
Scale (Marlowe & Crowne, 1961) has been used widely, although a number of 
researchers (Ballard, 1992; Fraboni & Cooper, 1989; Reynolds, 1982; Strahan & 
Gerbasi, 1972) believe that the 33-item scale is excessive. Various shortened versions 
have since been developed, such as Reynolds‟ (1982) Forms A, B, and C; and Strahan 
and Gerbasi‟s (1972) X1, X2, and XX versions. The present thesis employed Reynolds‟ 
(1982) Form A as it has been recognized for its relatively high levels of internal-
consistency reliability (Loo & Thorpe, 2000). As shown in Table 4.14, this scale 
contains 11 true-false items concerning everyday behaviors (Beretvas et al., 2002, p. 
572). 
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Table 4.14 Measures of Social Desirability 
Social Desirability (SD) 
1. It is sometimes hard for me to go on with my work if I am not encouraged. (SD1) 
2. I sometimes feel resentful when I don‟t get my way. (SD2) 
3. No matter who I‟m talking to, I‟m always a good listener. (SD3) 
4. There have been occasions when I took advantage of someone. (SD4) 
5. I‟m always willing to admit it when I make a mistake. (SD5) 
6. I sometimes try to get even rather than forgive and forget. (SD6) 
7. I am always courteous, even to people who are disagreeable. (SD7) 
8. I have never been irked when people expressed ideas very different from my own. (SD8) 
9. There have been times when I was quite jealous of the good fortune of others. (SD9) 
10. I am sometimes irritated by people who ask favors of me. (SD10) 
11. I have never deliberately said something that hurt someone‟s feelings. (SD11) 
 
For the purpose of the present thesis, two models were compared to assess the potential 
effect of common method bias. While Model A contained items loading on to their 
respective latent factors, Model B involved all items loading on to their respective 
latent factors and also on to the first‐order SD factor. Following this procedures, this 
research compares the fit indices between Model A and Model B. Researchers (Cheung 
& Rensvold, 2002) recommend that a change in the CFI of less than .01 indicates no 
significant difference between models. 
 
Finally, statistical remedies were also employed to reduce any potential common 
method bias. Specifically, this study used a Harman one-factor test (Harman, 1976) and 
included an unmeasured latent method factor. When using the latter approach, two 
models were compared to assess the potential effects of common method bias. While 
Model A contained items loading on to their respective latent factors, Model B included 
all items loading on to their respective latent factors and also onto a first‐order common 
method factor. Modeling a latent method factor significantly improved the fit of the 
model when common method bias accounted for most of the covariance observed in 
variables. One main advantage of the unmeasured latent method factor technique is that 
it does not require researchers to identify and measure the specific factor responsible 
for the method effects (Podsakoff et al., 2003). In addition, this technique models the 
effect of the method factor on measures rather than on the latent variables they 
represent and does not require the effects of the method factor on each measure to be 
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equal. Results for scale reliability and validity, and common method bias are outlined in 
Chapter 5. 
 
Step5: Structural Model Estimation 
When the rules for an acceptable fitting model were achieved, the second stage of 
Anderson and Gerbing‟s (1988) two-step approach proceeds to testing of a conceptual 
model. The present structural model estimation advances through three main phases: 
tests of full structural model, tests of mediating effects of e-business capability and 
dynamic capability, and tests of moderating effects of environmental turbulence, the 
results of which are reported in Chapter 5. 
 
Tests of Full Structural Model 
In the light of acceptable measurement models, the present research estimated a full 
latent variable structural model using the same goodness of fit criteria to test model and 
respective hypotheses. The main purpose of examining full structural model is to assess 
the extent to which a hypothesized model adequately represents sample data. When a 
hypothesized model does not fit data well, researchers can make modifications to attain 
a better fit by employing post hoc model method, the perspective of which involves 
deleting non-significant paths and/or adding of new paths in accordance with 
modification indices and residual statistics (Kline, 2005). Notwithstanding, changes 
should be justified and driven by theory (Anderson & Gerbing, 1988; MacCallum, 
Roznowski, & Necowitz, 1992).  For the present thesis, H1a-H9b were assessed by 
fitting the full structural model shown in Figure 3.1 (see p. 96) to data, using the ML 
estimation method. 
 
Tests of Mediating Effects of E-business Capability and Dynamic Capability  
Appendix 4.3 provides a detailed discussion on tests of mediation. Briefly, tests of 
mediating effects of e-business capability and dynamic capability involve three major 
steps. First, in line with Baron and Kenny (1986), the present thesis evaluated 
interrelatinships between seven independent variables (IVs) (IT infrastructure, IT 
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expertise, strategic IT alignment, competitor orientation, customer orientation, 
organizational perception of competitive pressure, business partnerships), two 
mediators (e-business capability, dynamic capability), and two dependent variables 
(DVs) (sales performance, operational efficiency). This study investigated the 
mediating effects of both e-business capability and dynamic capability on each IV and 
DV separately. For each IV and DV, three models were tested (Figure 4.2). Model A 
indicates direct model between an IV and a DV. While Model B shows a mediated 
model with e-business capability, Model C demonstrates a mediated model with both e-
business capability and dynamic capability. 
 
Second, bootstrapping techniques were employed to assess whether mediating effects 
of mediators on relationships between IVs and DVs were statistically significant. The 
number of bootstrap samples in the present study was set by 2,000, allowing the 
estimation of significance value for all effect sizes.  
 
Third, using a multi-model analysis approach suggested by Jöreskog and Sörbom 
(1979), the mediated model shown in Figure 3.1 (see p. 96) was compared to an 
additional model with direct links from all IVs on the left to DVs on the right. A χ² 
difference test provided an assessment of the need for these additional direct links. For 
the mediated model, the above direct paths were constrained to zero. When χ² 
difference test results are not statistically significant, it could be argued that 
relationships between IVs and DVs were fully mediated by mediators.  
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Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Figure 4.2 Procedures for Testing of Mediating Effects of E-business Capability 
and Dynamic Capability 
 
Tests of Moderating Effects of Environmental Turbulence 
Hypotheses H10a-H11c concern tests of the moderating effects of environmental 
turbulence (market turbulence, technological turbulence, competitive intensity) on 
relationships between e-business capability, dynamic capability, and e-business value, 
involving multi-group analyses. For each moderator, median scores separated 
companies into environments represented by low versus high levels of environmental 
turbulence. χ² difference tests were employed to assess statistical significance between 
low versus high cohorts on paths between e-business capability and dynamic capability, 
e-business value, and between dynamic capability and e-business value. 
 
SUMMARY 
Having presented the conceptual underpinnings and research focus of this thesis in 
earlier chapters, this chapter describes research methods used to test validity of a 
proposed hypothesized research model. A quantitative research method and cross-
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sectional approach was adopted. CEOs/founders were selected as key informants. The 
Australian fast growth companies are the sample frame for this thesis. Development of 
construct measurement procedures was discussed. 
 
This chapter also delineates data collection and analysis procedures involving five steps: 
instrument development, data collection, data screening, instrument validation, and full 
structural model estimation. In the preparation phase, instruments were developed. 
Content validity and pilot tests were employed to ensure development of reliable and 
valid research instruments. In the data collection stage, questionnaires were sent to 
respondents via e-mail within the context of a web-survey. Data screening procedures 
involved dealing with missing data, examination of statistical assumptions, and tests of 
non-response bias. As part of the instrument validation stage, all instruments were 
assessed in terms of reliability and validity through EFA and CFA approaches. 
Assessment of statistical fit and common method bias were also discussed. The final 
stage was structural model estimation involving three main phases: tests of full 
structural model, tests of mediating effects of e-business capability and dynamic 
capability, and tests of moderating effects of environmental turbulence. The next 
chapter reports on the results. 
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CHAPTER 5 
 
RESULTS 
 
This chapter reports on the present results including findings relating to EFA, CFA, 
assessment of instrument validity (internal reliability, construct reliability, variance 
extracted estimates, convergent and discriminant validity, and validity of reflective 
second-order constructs for e-business capability and dynamic capability), and 
analysis of common method bias. Results for tests of full structural model, mediating 
effects of e-business capability and dynamic capability, and moderating effects of 
environmental turbulence are also presented. The present chapter concludes with a 
summary. 
 
INSTRUMENT VALIDITY 
Exploratory Factor Analysis (EFA) 
Because there was a large number of constructs employed in the present study, EFAs 
were based on groups of related sets of measures: Seven antecedents within TOE 
framework (i.e., IT infrastructure, IT expertise, strategic IT alignment, competitor 
orientation, customer orientation, organizational perception of competitive pressure, 
business partnerships), four dimensions of e-business capability (i.e., communication 
with customers, order taking, procurement, communication with partners), three 
dimensions of dynamic capability (i.e., information sharing, inter-firm coordination, 
responsiveness of partners), two dimensions of e-business value (i.e., sales performance, 
operational efficiency), and three dimensions of environmental turbulence (i.e., market 
turbulence, technological turbulence, competitive intensity). Following Anderson and 
Gerbing (1988), all measures were adapted by assessing reliability and 
unidimensionality of each construct.  
 
Table 5.1 shows EFA results for antecedent variables within the TOE framework, 
indicating that seven factors are distinct from each other. The total variance explained 
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by these seven factors is 75.4%. All items load highly on their expected factors ranging 
between .50 and .95, and are therefore retained for CFA. For each factor, Cronbach‟s α 
is greater than .70, suggesting a sound reliability. Discriminant validity is demonstrated 
as correlations between factors range between γ = .01 and γ = .52. 
 
Table 5.1 EFA Results for Antecedents within TOE Framework 
KMO and Bartlett’s Test 
 Kaiser-Meyer-Olkin Measure of Sampling Adequacy .88  
 Bartlett‟s Test of Sphericity Approx. Chi-Square 7240.31  
  df 435  
  p .000  
Item # Item 
Factor 
1 2 3 4 5 6 7 
IT Infrastructure (α = .86) 
ITIF1 Our company has a good telecommunication 
infrastructure.  
.74 
      
ITIF2 Our company‟s IT systems infrastructure is 
very flexible in relation to future needs. 
.76 
      
ITIF3 Our company‟s IT systems enable us to 
effectively cooperate electronically with 
suppliers/business partners and customers. 
.66 
      
IT Expertise (α = .80) 
ITEP1 Our IT people are generally aware of e-
business functions. 
 .63      
ITEP2 Our company hires highly specialized and 
knowledgeable IT people for e-business. 
 .79      
ITEP3 Our IT people are well trained in e-business.  .93      
Strategic IT Alignment (α = .95)  
SITA1 Our IT plan is strategically integrated with 
overall business plan.  
  .78     
SITA2 Our IT plan reflects our company‟s mission, 
goals, objectives, and strategies. 
  .95     
SITA3 Our IT plan is based on a review of business 
plan and supports business strategies. 
  .94     
SITA4 Our IT plan contains quantified goals and 
objectives. 
  .86     
SITA5 Our IT plan contains detailed action plans 
/strategies that support company direction. 
  .86     
SITA6 
 
Our company priorities major IT investments 
by expected impact on business 
performance. 
  .50     
    Table 5.1 continues… 
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Item# Item 
Factor 
1 2 3 4 5 6 7 
Competitor Orientation (α = .89)        
COMO1 Our managers often exchange information 
and view about competitors.  
   .76    
COMO2 Our company responds rapidly to 
competitor‟s actions. 
   .83    
COMO3 Our top managers regularly discuss 
competitors‟ strengths and weaknesses. 
   .80    
COMO4 
 
Our company believes that analysing and 
responding to competitors‟ actions is 
crucial to maintain competitive 
advantage. 
   .85    
Customer Orientation (α = .86)  
CUSO1 Our business objectives are driven by 
customer satisfaction.  
    .83   
CUSO2 Our competitive advantage is based on 
understanding customers‟ needs. 
    .75   
CUSO3 Our company closely monitors and assesses 
our level of commitment in serving 
customers‟ needs. 
    .75   
CUSO4 Our business strategy is driven by the goal of 
increasing customers‟ satisfaction. 
    .74   
CUSO5 Our company frequently measures 
customers‟ satisfaction. 
    .62   
CUSO6 
 
Our company always pays close attention to 
after sale‟s service. 
    .55   
Organizational Perception of Competitive Pressure (α = .87) 
CMPR1 A large number of our competitors and 
business partners have already adopted e-
business practices.  
     .78  
CMPR2 Our company would be considered 
technology-deficient if we do not 
implement e-business practices. 
     .83  
CMPR3 It is important that our company is seen as a 
cutting edge business that adopts 
innovative technologies. 
     .63  
CMPR4 In our industry, firms that do not readily 
adopt new technologies are left behind. 
     .64  
CMPR5 In our industry, most firms will ultimately 
end up adopting a wide range of e-
business practices. 
     .82  
     Table 5.1 continues… 
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Item# Item 
Factor 
1 2 3 4 5 6 7 
Business Partnerships (α = .95)        
BUSP1 Our company develops strategic plans in 
collaboration with suppliers/business 
partners.  
      .91 
BUSP2 Our company collaborates activity in 
forecasting and planning with suppliers 
/business partners. 
      .94 
BUSP3 Our company projects and plans future 
demand collaboratively with suppliers 
/business partners. 
      .95 
BUSP4 
 
Collaboration in demand forecasting and 
planning with suppliers/business partners 
is something we always do in our 
company. 
      .90 
Factor Correlation Matrix 1 2 3 4 5 6 7 
1. IT Infrastructure  1       
2. IT Expertise .37 1      
3. Strategic IT Alignment .33 .19 1     
4. Competitor Orientation  .29 .37 .20 1    
5. Customer Orientation .52 .22 .24 .26 1   
6. Organizational perception of competitive pressure .50 .30 .29 .19 .45 1  
7. Business Partnerships .27 .11 .09 .01 .22 .33 1 
Note. α = Cronbach‟s α.  
 
Table 5.2 shows EFA results for measures of e-business capability (i.e., communication 
with customers, order taking, procurement, communication with partners), indicating 
that these four factors are distinct from each other. The total variance explained by 
these four factors is 65.8%. All items load high on their expected factors ranging 
between .38 and .88, and therefore are retained for CFA. For each factor, Cronbach‟s α 
is greater than .70, indicating sound reliability. Discriminant validity is demonstrated as 
correlations between factors range between γ = -.48 and γ = .28.  
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Table 5.2 EFA Results for E-business Capability 
KMO and Bartlett’s Test 
 Kaiser-Meyer-Olkin Measure of Sampling Adequacy .87  
 Bartlett‟s Test of Sphericity Approx. Chi-Square 2458.76  
  df 120  
  p .000  
Item # Item 
Factor 
1 2 3 4 
Communication with Customers (α = .87) 
COMC1 We use e-business to provide customers with general 
information about our company.  
.66    
COMC2 We use e-business to allow customers to locate and send 
information to appropriate contacts within our company. 
.64    
COMC3 We use e-business to send customers regular updates about new 
products and other developments within our company. 
.56    
COMC4 We use e-business to provide solutions to customer problems. .72    
COMC5 We use e-business to provide after-sales service to our 
customers. 
.70    
COMC6 We use e-business to provide information in response to 
consumer questions or requests. 
.65    
Order Taking (α = .71) 
ORDT1 We use e-business to accept orders electronically from 
customers. 
 -.73   
ORDT2 We use e-business to accept payments electronically from 
customers. 
 -.73   
ORDT3 We use e-business to allow customers to track and inquire 
about their orders electronically. 
 -.47   
Procurement (α = .75) 
PROC1 We use e-business to search and locate potential suppliers 
online. 
  .63  
PROC2 We use e-business to place and track orders with suppliers 
electronically.  
  .67  
PROC3 We use e-business to allow suppliers to submit bids online.   .57  
PROC4 We use online markets to source suppliers.   .38  
Communication with Partners (α = .89) 
COMP1 We use e-business to send suppliers/business partners regular 
updates about new product plans and other new 
developments with our company.  
   -.88 
COMP2 We use e-business to provide specific online information about 
product specifications that suppliers/business partners must 
meet.  
   -.87 
COMP3 We use e-business to share product and inventory planning 
information with suppliers/business partners.  
   -.64 
Factor Correlation Matrix 1 2 3 4 
1. Communication with Customers 1    
2. Order Taking .28 1   
3. Procurement -.49 -.41 1  
4. Communication with Partners -.40 -.48 .48 1 
Note. α = Cronbach‟s α. 
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Table 5.3 shows EFA results for three measures of dynamic capability (i.e., information 
share, inter-firm coordination, responsiveness of partners), indicating that these three 
factors are distinct from each other. The total variance explained by these three factors 
is 69.3%. All items load highly on their respected factors ranging between .51 and .95. 
For each factor, Cronbach‟s α is greater than .70, supporting a relatively high levels of 
reliability. Discriminant validity is demonstrated as correlations between factors range 
between γ = -.69 and γ = .41.  
 
Table 5.3 EFA Results for Dynamic Capability 
 KMO and Bartlett’s Test  
 Kaiser-Meyer-Olkin Measure of Sampling Adequacy .91  
 Bartlett‟s Test of Sphericity Approx. Chi-Square 3410.58  
  df 78  
  p .000  
Item # Item 
Factor 
1 2 3 
Information Sharing (α = .96) 
INFS1 Our company exchanges more information with our business partners 
than our competitors do with theirs.  
.84   
INFS2 Information flows more freely between our company and our business 
partners than between our competitors and theirs.  
.93   
INFS3 Our company benefits more from information sharing with our 
business partners than do our competitors from theirs.  
.95   
INFS4 
 
Our information sharing with our business partners is superior to the 
information shared by our competitors with theirs.  
.84   
Inter-firm Coordination (α = .92) 
COOR1 Our company is more efficient in coordination activities with our 
business partners than are our competitors with theirs.  
 -.66  
COOR2 Our company conducts transaction follow-up activities more 
efficiently with our business partners than do our competitors with 
theirs.  
 -.75  
COOR3 Our company spends less time on coordination transactions with our 
business partners than our competitors with theirs.  
 -.81  
COOR4 
 
Our company conducts the coordination activities at less cost than do 
our competitors with theirs.  
 -.90  
 Table 5.3 continues… 
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Item # Item 
Factor 
1 2 3 
Responsiveness of Partners (α = .84) 
RESP1 Compared to our competitors, our company responds more quickly and 
effectively to changing customer and supplier needs.  
  .64 
RESP2 Compared to our competitors, our company responds more quickly and 
effectively to changing competitor strategies. 
  .73 
RESP3 Compared to our competitors, our company develops and markets new 
products more quickly and effectively. 
  .83 
RESP4 Our company is competing effectively in most markets.   .78 
RESP5 Our relationships with business partners have increased our company 
responsiveness to market change through collaboration. 
  .51 
Factor Correlation Matrix  1 2 3 
1. Information Sharing  1   
2. Inter-firm Coordination  .41 1  
3. Responsiveness of Partners  -.69 -.57 1 
Note. α = Cronbach‟s α  
 
Table 5.4 shows EFA results for measures of e-business value (i.e., sales performance, 
operational efficiency), indicating that two factors are distinct. The total variance 
explained by these two factors is 68.4%. All items load highly on their respective 
factors with values ranging between .64 and .92. For each factor, Cronbach‟s α was 
greater than .70. Discriminant validity is demonstrated as the correlation between these 
two factors is .37. 
 
Table 5.4 EFA Results for E-business Value 
KMO and Bartlett’s Test 
 Kaiser-Meyer-Olkin Measure of Sampling Adequacy .84  
 Bartlett‟s Test of Sphericity Approx. Chi-Square 2327.18  
  df 55  
  p .000  
Item# Item 
Factor 
1 2 
Sales Performance (α = .92) 
SALP1 The market share of our products has increased.  .88  
SALP2 The sales volume of our products has increased. .92  
SALP3 The sales area has widened. .90  
SALP4 Our company performs much better in market development. .80  
SALP5 Our company performs much better in product development. .72  
SALP6 Customer service of our company has improved. .64  
 Table 5.4 continues… 
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Item# Item 
Factor 
1 2 
Operational Efficiency (α = .85) 
OPEF1 The costs of general management activities (e.g., planning and accounting 
costs) have been substantially reduced.  
 .68 
OPEF2 The costs of coordinating with business partners and customers have been 
reduced. 
 .76 
OPEF3 The costs of production and transaction (e.g., raw material, order 
processing, warehousing, and scheduling costs) in our company have 
been substantially reduced. 
 .70 
OPEF4 The costs of marketing the product (e.g., advertising and promotion costs) 
have been substantially reduced. 
 .78 
OPEF5 The costs of acquiring new customers have been substantially reduced.  .73 
Factor Correlation Matrix  1 2 
1. Sales Performance  1  
2. Operational Efficiency  .37 1 
Note. α = Cronbach‟s α.  
 
Table 5.5 shows EFA results three dimension measures of environmental turbulence 
(i.e., market turbulence, technological turbulence, competitive intensity), indicating that 
three factors are distinct. The total variance explained by these two factors is 51.7%. 
Owing to low factor loadings (<.30), items MT6 and CI6 were deleted. While 
Crobach‟s α for market turbulence is α = .64, cronbach‟s α for technological turbulence 
and competitive intensity are α = .89 and α = .75, respectively. Discriminant validity is 
demonstrated as correlations between three factors range between γ = -.03 and γ = .23. 
 
Overall, EFA results are optimal. Consistent with theory, all items are associated with 
their corresponding factors. The next section reports on instrument validation 
employing CFA procedures. 
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Table 5.5 EFA Results for Environmental Turbulence 
 KMO and Bartlett’s Test  
 Kaiser-Meyer-Olkin Measure of Sampling Adequacy .74  
 Bartlett‟s Test of Sphericity Approx. Chi-Square 747.91  
  df 136  
  p .000  
Item # Item 
Factor 
1 2 3 
Market Turbulence (α = .78) 
MT1 In our kind of business, customers' product preferences change quite a 
bit over time. (MT1) 
.86   
MT2 Our customers tend to look for new product all the time. .73   
MT3 Sometimes our customers are very price-sensitive, but on other 
occasions, price is relatively unimportant. 
.37   
MT4 We are witnessing demand for our products and services from 
customers who never bought them before. 
.32   
MT5 New customers tend to have product-related needs that are different 
from those of our existing customers. 
.48   
MT6 We cater to many of the same customers that we used to in the past. .02*   
Technological Turbulence (α = .89) 
TT1 The technology in our industry is changing rapidly.   .58  
TT2 Technological changes provide big opportunities in our industry.  .81  
TT3 It is very difficult to forecast where the technology in our industry will 
be in the next 2 to 3 years. 
 .31  
TT4 A large number of new product ideas have been made possible through 
technological breakthroughs in our industry. 
 .89  
TT5 Technological developments in our industry are rather minor.  .77  
Competitive Intensity (α = .75) 
CI1 Competition in our industry is cutthroat.    .54 
CI2 There are many "promotion wars" in our industry.   .65 
CI3 Anything that one competitor can offer, others can match readily.   .52 
CI4 Price competition is a hallmark of our industry.   .75 
CI5 One hears of a new competitive move almost every day.   .62 
CI6 Our competitors are relatively weak.   .24* 
Factor Correlation Matrix  1 2 3 
1. Market Turbulence  1   
2. Environmental Turbulence  .23 1  
3. Competitive Intensity  -.03 .17 1 
Note. * Items were deleted because of low factor loadings (<.30).  
          α = Cronbach‟s α.  
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Confirmatory Factor Analysis (CFA) 
One-factor Congeneric Measurement Model 
Figure 5.1 provides an example of one-factor congeneric measurement model for the 
strategic IT alignment construct. Originally, there were six reflective items loading on 
this construct and CFA suggested a poor model fit. Both standardized residuals 
covariance matrix and modification indices suggested that the model was not 
accounting well for covariances existing between items SITA4 (Our IT plan contains 
quantified goals and objectives), SITA5 (Our IT plan contains detailed action 
plans/strategies that support company direction), and SIT6 (Our company priorities 
major IT investments by expected impact on business performance). When the content 
of items SITA4, SITA5 and SITA6 were examined in relation to the construct of 
strategic IT alignment, all items except SITA4 and SITA5 alluded to IT plan reflects a 
firm‟s business strategies, goals and missions. It could be argued that IT plan 
containing quantified goals and objectives didn‟t not necessarily infer IT alignment of 
business plan. Therefore, items SITA4 and SITA5 were dropped. When the model was 
respecified, the data fit the model well: χ² (2) = 1.4, p = .497, χ²/df = .700, CFI = 1, TLI 
= 1, SRMR = .007, RMSEA = 0 (.000, .101). (95% confidence interval in parantheses.) 
 
Strategic IT
Alignment
.70
SITA1 e1
.84 .92
SITA2 e2.96
.89
SITA3 e3
.94
.44
SITA6 e6
.66
 
Figure 5.1 One-factor Congeneric Measurement Model for Strategic IT Alignment 
 
The same procedure was conducted for measurement model of communication with 
customers. This construct initially had six reflective items. CFA results indicated a poor 
model fit. Modification indices suggested that item COMC1 (Provide customers with 
general information about our company) and item COMC5 (Provide after-sales service 
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to our customers) should be deleted to improve model fit. When the model was 
respecified after dropping these two items, the data fits the model well: χ² (2) = 3.562, p 
= .168, χ²/df = 1.781, CFI = .996, TLI = .989, SRMR = .017, RMSEA = .05 (.000, .134). 
Because one-factor measurement models of order taking, procurement, and 
communication with partners are just-identified models that have only three items, 
models indicated a perfect fit. Therefore, no items were removed. Figure 5.2 shows 
these four one-factor congeneric measurement models with standardized loadings. 
Appendix 5.2 reports model fit indices for all 16 one-factor congeneric measurement 
models. 
 
Figure 5.2 One-factor Measurement Model for Communication with Customers, 
Order Taking, Procurement, and Communication with Partners 
 
Multi-factor Measurement Model 
After fitting each one-factor congeneric measurement model, the present thesis 
performed a further assessment of multi-factor measurement models. For example, one 
four-factor measurement model (Figure 5.3) consisted of communication with 
customers, order taking, procurement, and communication with suppliers constructs. 
Initially, results showed a poor model fit. The output modification indices revealed that 
item COMC3 (We use e-business to send customers regular updates about new 
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Communication
With Partners
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products and other developments within our company) and item COMP1 (We use e-
business to send suppliers/business partners regular updates about new product plans 
and other new developments with our company), had a high standardized residual 
covariance. Therefore, item COMC3 was deleted to improve model fit. When the 
model was respecified and analysed, the model demonstrated sount fit: χ²(48) = 80.3, p 
= .002, χ²/df = 1.673, CFI = .979, TLI = .971, SRMR = .037, RMSEA = .047 
(.028, .064).  
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Figure 5.3 Four-factor Measurement Model for Communication with Customers, 
Order Taking, Procurement, and Communication with Partners Constructs 
 
Similarly, for the three-factor measurement model (Figure 5.4) involving information 
sharing, inter-firm coordination, and responsiveness of partners constructs, results 
suggest that the data fit the model well: χ² (24) = 71.821, p = .000, χ²/df = 2.993, CFI 
= .974; TLI = .961, SRMR = .035, RMSEA = .081 (.034, .072). 
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Sharing
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Figure 5.4 Three-factor Measurement Model for Information Sharing, Inter-firm 
Coordination, and Responsiveness of Partners Constructs 
 
Instrument validation proceeded through four steps: check internal reliability, 
calculation of construct reliability and variance extracted estimates, evaluation of 
convergent and discriminant validity, and validity of second-order constructs.  
 
Internal Reliability 
For each construct, Cronbach‟s α is calculated to assess internal consistency of scales 
(Table 5.6). All scales except market turbulence (α = .64) satisfy a minimum acceptable 
criterion (α ≥ .70) as suggested by Nunnally (1978). However, reliability of α greater 
than .60 is sufficient for early stages of research (Nunnally, 1978). 
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Table 5.6 Reliability (Cronbach’s Alpha) and Number of Items Associated with 
Constructs 
Construct Number of Items Cronbach’s α 
IT Infrastructure (ITIF) 3 .83 
IT Expertise (ITEP) 3 .86 
Strategic IT Alignment (SITA) 4 .91 
Business Partnerships (BUSP) 3 .95 
Competitor Orientation (COMO) 3 .87 
Customer Orientation (CUSO) 3 .79 
Organizational Perception of Competitive Pressure (CMPR) 3 .85 
Communication with Customers (COMC) 3 .77 
Order Taking (ORDT) 3 .71 
Procurement (PROC) 3 .70 
Communication with Partners (COMP) 3 .89 
Information Sharing (INFS) 3 .94 
Inter-firm Coordination (COOR) 3 .91 
Responsiveness of Partners (RESP) 3 .77 
Sales Performance (SALP) 4 .89 
Operational Efficiency (OPEF) 3 .78 
Market Turbulence (MT) 5 .64 
Technological Turbulence (TT) 5 .89 
Competitive Intensity (CI) 5 .75 
 
Construct Reliability and Variance Extracted Estimate 
Table 5.7 shows composite reliability, indicator reliability, standardized factor loading, 
t-value, and variance extracted. In the present study, composite reliability values 
exceeded the recommended value of .70 (Nunnally & Bernstein, 1994), all variance 
extracted estimates exceeded the recommended value of .50 (Hair et al., 2006), and 
indicator reliability values ranged between .20 and .95. Table 5.8 shows Pearson‟s 
correlation and descriptive statistics based on scales derived from validated constructs. 
Appendix 5.1 shows measures of skewness and kurtosis for scales comprising the full 
structural model.  Results reveal that skewness values range between -0.97 and .05, 
within the range of -1 and +1 (Hair et al., 2006), and kurtosis values range between -
1.07 and 1.89, falling between -3 and +3 (Hair et al. 2006), suggesting that data are 
within appropriate limits and not open to serious criticisms of violations of normality 
(Hair et al., 2006; Tabachnick & Fidell, 2007). 
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Table 5.7 Confirmatory Factor Analysis: Construct and Indicator Reliability 
Levels, Variance Extracted Estimates, Standardized Loadings, and t-values 
Construct  
Construct 
Reliability 
Variance 
Extracted Estimate 
Standardized 
Loading 
t-value 
Indicator 
Reliability 
ITIF  .84 .64    
ITIF1   .74
a
 - .54 
ITIF2   .89 13.85 .80 
ITIF3   .76 12.64 .57 
ITEP  .87 .69    
ITEP1   .76 14.38 .58 
ITEP2   .79
a
 - .63 
ITEP3   .94 17.28 .88 
SITA  .92 .74    
SITA1   .84 23.33 .70 
SITA2   .95
a
 - .91 
SITA3   .94 33.32 .89 
SITA6   .67 14.80 .45 
BUSP  .95 .87    
BUSP1   .91 28.63 .82 
BUSP2   .95
a
 - .89 
BUSP3   .95 32.83 .89 
COMO  .88 .70    
COMO2   .82 16.40 .67 
COMO3   .82 16.45 .67 
COMO4   .87
a
 - .76 
CUSO  .80 .57    
CUSO3   .76 12.10 .58 
CUSO5   .82
a
 - .68 
CUSO6   .67 10.15 .45 
CMPR  .85 .66    
CMPR1   .75 14.04 .58 
CMPR2   .86
a
 - .74 
CMPR5   .81 15.20 .66 
COMC  .78 .54    
COMC2   .61
a
 - .38 
COMC4   .78 10.09 .62 
COMC6   .80 10.15 .63 
ORDT  .77 .50    
ORDT1   .76
a
 - .58 
ORDT2   .45 6.89 .20 
ORDT3   .81 10.79 .66 
PROC .72 .50    
PROC1   .68
a
 - .46 
PROC2   .80 9.75 .65 
PROC4   .55 7.94 .30 
Note. 
a
 Initial loading was fixed to 1 to set the scale of the construct.                            Table 5.7 ontinues…  
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Construct  
Construct 
Reliability 
Variance 
Extracted Estimate 
Standardized 
Loading 
t-value 
Indicator 
Reliability 
COMP  .89 .73    
COMP1   .76 14.04 .58 
COMP2   .88
a
 - .77 
COMP3   .92 20.76 .84 
INFS  .95 .85    
INFS1   .89 29.03 .79 
INFS2   .98
a
 - .95 
INFS4   .90 30.59 .82 
COOR  .91 .77    
COOR2   .84 18.87 .70 
COOR3   .87
a
 - .75 
COOR4   .92 21.97 .85 
RESP  .78 .54    
RESP1   .65 10.44 .42 
RESP3   .76
a
 - .58 
RESP4   .79 28.64 .63 
SALP  .89 .68    
SALP2   .86 17.87 .73 
SALP3   .92 19.54 .84 
SALP4   .82
a
 - .68 
SALP5   .69 13.34 .48 
OPEF  .78 .54    
OPEF2   .78
a
 - .61 
OPEF3   .72 10.82 .52 
OPEF4   .70 10.55 .48 
Note. 
a
 Initial loading was fixed to 1 to set the scale of the construct. 
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Table 5.8 Correlation Matrix, Mean Scores, and Standardized Deviations for Scales 
Construct Mean SD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1. ITIF 5.53 1.08 .80
a
                
2. ITEP 4.95 1.69 .48
**
 .83
a
               
3. SITA 5.31 1.40 .43
**
 .50
**
 .86
a
              
4. BUSP 4.31 1.64 .26
**
 .28
**
 .31
**
 .93
a
             
5. COMO 5.12 1.36 .10 .18
**
 .28
**
 .20
**
 .84
a
            
6. CUSO 5.59 1.08 .16
**
 .30
**
 .36
**
 .26
**
 .37
**
 .75
a
           
7. CMPR 4.59 1.52 .30
**
 .41
**
 .48
**
 .21
**
 .24
**
 .18
**
 .81
a
          
8. COMC 5.24 1.44 .36
**
 .46
**
 .50
**
 .25
**
 .13
*
 .37
**
 .45
**
 .74
a
         
9. ORDT 4.41 1.77 .27
**
 .32
**
 .37
**
 .23
**
 .11 .27
**
 .30
**
 .43
**
 .69
a
        
10. PROC 4.79 1.46 .29
**
 .34
**
 .31
**
 .32
**
 .21
*
 .21
**
 .27
**
 .37
**
 .42
**
 .68
a
       
11. COMP 4.18 1.78 .27
**
 .33
**
 .34
**
 .47
**
 .24
**
 .26
**
 .25
**
 .55
**
 .44
**
 .45
**
 .86
a
      
12. INFS 4.36 1.36 .35
**
 .31
**
 .46
**
 .41
**
 .24
**
 .17
**
 .25
**
 .30
**
 .34
**
 .40
**
 .37
**
 .92
a
     
13. COOR 4.40 1.24 .38
**
 .31
**
 .46
**
 .45
**
 .29
**
 .24
**
 .32
**
 .33
**
 .31
**
 .38
**
 .34
**
 .71
**
 .88
a
    
14. RESP 5.44 1.08 .30
**
 .34
**
 .43
**
 .35
**
 .40
**
 .42
**
 .33
**
 .37
**
 .35
**
 .29
**
 .31
**
 .40
**
 .49
**
 .74
a
   
15. SALP 5.38 1.20 .24
**
 .30
**
 .38
**
 .34
**
 .32
**
 .23
**
 .31
**
 .26
**
 .30
**
 .25
**
 .26
**
 .42
**
 .53
**
 .65
**
 .83
a
  
16. OPEF 4.26 1.31 .22
**
 .27
**
 .32
**
 .32
**
 .27
**
 .22
**
 .30
**
 .27
**
 .32
**
 .33
**
 .33
**
 .34
**
 .42
**
 .29
**
 .34
**
 .73
a
 
Note. 
a
 Items on the diagonal are square roots of variance estimated scores.   
          * p<.05. ** p<.01.         
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Convergent Validity and Discriminant Validity 
Construct validity is established by measuring convergent and discriminant validity of 
measurement items (Phillips & Bagozzi, 1986). Convergent validity assesses the 
consistency across multiple operationalizations. For the present thesis, values for t-
statistics for all factor loadings are significant (all p-values < .001) (Table 5.7), 
indicating that measures satisfy convergent validity criteria (Gefen, Straub, & 
Bourdreau, 2000).  
 
Discriminant validity refers to the extent to which different constructs diverge from one 
another (Hair et al., 2006). According to Fornell and Larcker (1981), discriminant 
validity can be examined by comparing the square root of average variance extracted 
for each construct with its correlations with other constructs. Table 5.8 shows that the 
square roots of average variance extracted for each construct is greater than correlations 
between constructs, indicating that the variance explained by the respective construct is 
larger than the measurement error variance (Fornell & Larcker, 1981), thus confirming 
discriminant validity of constructs.  
 
Validity of Second-order Constructs 
As indicated in Chapter 4, e-business capability and dynamic capability were modeled 
as reflective second-order constructs. While e-business capability comprises four first-
order dimensions: communication with customers, order taking, procurement, and 
communication with partners; dynamic capability has three first-order elements: 
information sharing, inter-firm coordination, and responsiveness of partners. According 
to the underlying theory, a reflective second-order construct is appropriate for capturing 
complementarities of first-order factors because these first-order elements interact and 
covary with each other (Tanriverdi, 2005; Tanriverdi & Venkatraman, 2005). By way 
of constrast, using formative second-order modeling is not appropriate because it does 
not assume any interactions or covariance among the first-order dimensions of a higher-
order construct (Chin, 1998). Validity of e-business capability and dynamic capability 
as second-order constructs proceeded through three steps: tests of dimensionality; 
assessment of convergent and discriminant validity; and examination of whether a 
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second-order variable accounts for patterns of interaction and covariance 
(complementarity) among first-order factors.   
 
E-business Capability as a Second-order Construct 
Dimensionality 
For the purpose of the present thesis, the dimensionality of e-business capability was 
tested by comparing four alternative measurement models. Model 1 (Figure 5.5) 
involved a unidimensional first-order factor that accounted for variance among all 12 
items. In Model 2 (Figure 5.6), 12 items formed four uncorrelated, independent first-
order factors: communication with customers, order taking, procurement, and 
communication with partners. While Model 3 (Figure 5.7) entails 12 items forming four 
correlated first-order factors, Model 4 (Figure 5.8) consists of a second-order factor 
accounting for relationships among these four first-order variables. 
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Figure 5.5 Model 1: E-business Capability as a Unidimensional First-order Factor 
 
Comparison of Model 1 (χ2 = 459.95, df = 54) and Model 2 (χ2 = 378.56, df = 54) 
shows that Model 2 was a better-fitting model because it had a lower χ2 for the same 
degrees of freedom, indicating that a multidimensional model comprising four 
uncorrelated first-order factors was superior to a unidimensional first-order factor 
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model. Therefore, the present research obtained support for multidimensionality of 
first-order e-business capability relatedness constructs. 
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Figure 5.6 Model 2: Four Uncorrelated and Independent First-order Factors: 
Communication with Customers, Order Taking, Procurement, Communication 
with Suppliers 
 
Convergent Validity and Discriminant Validity 
Further comparison of Model 2 (χ2 = 378.56, df = 54) with Model 3 (χ2 = 80.29, df = 
48), which are nested models, indicate that Model 3, involving four freely correlated 
first-order factors (unconstrained model) is superior to Model 2 (constrained model), 
four uncorrelated first-order factors (Δχ2 = 298.27, Δdf = 6, p < .001). In Model 3, all 
standardized factor loadings of measurement items on their respective factors are 
significant (p < .001), providing support for convergent validity of these four first-order 
constructs. 
 
Superiority of Model 3 over Model 2 shows that pairs of correlations among these four 
first-order factors are significantly different from zero, ranging between .50 and .64, 
and below a cut-off value of .90 (Bagozzi et al., 1991), demonstrating distinctiveness of 
theoretical content captured by individual first-order factors. Since measurement items 
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converge on their respective factors and factors are distinct from each other, support for 
discriminant validity is obtained (Anderson, 1987; Bagozzi et al., 1991). 
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Figure 5.7 Model 3: Four Correlated First-order Factors: Communication with 
Customers, Order Taking, Procurement, Communication with Suppliers 
 
A Second-order Factor Model 
To test whether a second-order factor explains complementarities among these four 
first-order factors by accounting for their patterns of interactions and covariance, the 
present thesis employed three criteria: comparision of model statistics of first-order and 
second-order models (Venkatraman, 1990); target coefficient (T) statistic (Marsh & 
Hocevar, 1985), and significance of parameters reflecting second-order factor loadings 
(Chin, 1998; Venkatraman, 1990).  
 
Comparison of Model 3 (χ2 = 80.29, df = 48) which represents a four first-order 
measurement model and Model 4 (χ2 = 84.84, df = 50) which entails a second-order 
measurement model capaturing interactions and covariance (complementarities) among 
the four first-order factors indicates similar model statistics. Notwithstanding, the 
second-order factor model should be preferred because it is more parsimonious (fewer 
parameters to be esmitated and more degree of freedom) (Venkatraman, 1990). 
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Figure 5.8 Model 4: E-business Capability as a Second-order Factor Involving 
Four Dimensions: Communication with Customers, Order Taking, Procurement, 
and Communication with Suppliers 
 
The target coefficient (T) which is the ratio of the χ2 value of the first-order factor 
model to the χ2 value of the second-order factor model has an upper limit of 1.0. Model 
4 displays high T ratios approximating .95, implying that 95 percent of relationships 
among first-order factors are captured by their respective second-order construct. 
Therefore, results suggest acceptance of a second-order factor model (Marsh & 
Hocevar, 1985). All paths from the second-order construct to first-order factors (Figure 
5.9) are significant (p < .001) and of high magnitude, close to and exceeding a 
suggested cutoff value of .70 (Chin, 1998). Respectively, Cronbach‟s α, construct 
reliability, and variance extraction estimate for second-order e-business capability 
construct are α = .87, CR = .84, and VE = .56, providing further justification for the 
acceptance of a reflective second-order factor model (Venkatraman, 1990). 
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Figure 5.9 A Reflective Second-order Model of E-business Capability 
 
Dynamic Capability as a Second-order Construct 
Consistent with issues involving e-business capability, the same steps and procedures 
were followed to test dimensionality, assess convergent validity and discriminant 
validity; and examine whether a reflective second-order dynamic capability construct 
accounts for patterns of interaction and covariance among three first-order elements: 
information sharing, inter-firm coordination, and respsonsivenss of partners. 
  
Dimensionality 
Four alternative measurement models were compared to test dimensionality of dynamic 
capability. Model 1 (Figure 5.10) presupposes a unidimensional first-order factor 
accounting for variance among nine items. For Model 2 (Figure 5.11), nine items 
comprise three uncorrelated, independent first-order factors. Model 3 (Figure 5.12) 
involves these nine items forming three correlated first-order factors, while Model 4 
(Figure 5.13) consists of a second-order factor accounting for relationships among three 
first-order variables. 
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Figure 5.10 Model 1: Dynamic Capability as a Unidimensional First-order Factor 
 
Comparison of Model 1 (χ2 = 555.32, df = 27) with Model 2 (χ2 = 359.47, df = 27) 
shows that Model 2 is a better-fitting model because of a lower χ2 for the same degrees 
of freedom, indicating that a multidimensional model comprising three uncorrelated 
first-order factors is superior to a unidimensional first-order factor model. Thus, it can 
be argued that there is support for a multidimensional first-order dynamic capability 
relatedness constructs. 
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Figure 5.11 Model 2: Three Uncorrelated and Independent First-order Factors: 
Information Sharing, Inter-firm Coordination, Responsiveness of Partners 
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Convergent Validity and Discriminant Validity 
Comparison of Model 2 (χ2 = 359.47, df = 27) with Model 3 (χ2 = 77.37, df = 24), 
indicates that Model 3 (unconstrained model) is superior to Model 2 (constrained 
model): Δχ2 = 282.10, Δdf = 3, p < .001. For Model 3, all standardized factor loadings 
of measurement items on their respective factors are highly significant (p < .001), 
providing support for convergent validity of three first-order constructs. 
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Figure 5.12 Model 3: Three Correlated First-order Factors: Information Sharing, 
Inter-firm Coordination, Responsiveness of Partners 
 
For Model 3, pairs of correlations among these three first-order factors are significantly 
different from zero, ranging between .46 and .74, and below a cut-off value of .90 
(Bagozzi et al., 1991). Moreover, results demonstrate distinctiveness of theoretical 
content captured by individual first-order factors. Since measurement items converge 
on their respective factors and factors are distinct from each other, there is support for 
discriminant validity (Anderson, 1987; Bagozzi et al., 1991). 
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Figure 5.13 Model 4: Dynamic Capability as a Second-order Factor Involving 
Three Dimensions: Information Sharing, Inter-firm Coordination, and 
Respsiveness of Partners 
 
A Second-order Factor Model 
Comparison of Model 3 (χ2 = 77.37, df = 24) with Model 4 (χ2 = 77.37, df = 24), a 
second-order measurement model capaturing interactions and covariance 
(complementarities) among three first-order factorsm, indicates comparable model 
statistics, and Model 4 is preferred because of parsimony (Venkatraman, 1990). Model 
4 displays high T ratios approximating 1, implying that this second-order construct 
captures most of the relationships among these three first-order factors. All paths from 
second-order construct to first-order variables (Figure 5.14) are significant (p < .001) 
and of relatively high magnitude, close to and exceeding a suggested cutoff value of .70 
(Chin, 1998). Respectively, Cronbach‟s α, construct reliability, and variance extraction 
estimate for second-order dynamic capability construct are α = .87, CR = .84, and VE = 
.56, providing further justification for the acceptance of the second-order factor model 
(Venkatraman, 1990).  
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Figure 5.14 A Reflective Second-order Model of Dynamic Capability 
 
In summary, these results provide support for multidimensionality, convergent and 
discriminant validity, and relatively high levels of reliability of e-business capability 
and dynamic capability constructs. Given solid theoretical and empirical grounds, and 
the parsimonious nature of second-order factors, the conceptualization of e-business 
capability and dynamic capbility as high-order, multidimensional constructs seems 
justified. 
 
ANALYSIS OF COMMON METHOD BIAS 
To assess whether common method bias was a serious problem, the present thesis 
conducted a number of statistical tests recommended by Podsakoff et al. (2003): 
Harman‟s one factor test; controlling for the effects of a directly measured latent 
method factor; and controlling for the effects of a single unmeasured latent method 
factor. Test results are discussed in the following section. 
 
First, this research conducted a Harman one-factor test, the results of which culminate 
in eleven factors corresponding to the latent variables reported in the present study. 
These factors account for 72.3% of the variance with the first factor accounting for 
 195 
30.1%. No single factor accounted for more than 50% of the variation, suggesting that 
common method bias might not pose a severe threat to validity.  
 
Second, this study controlled for the effects of a directly measured latent method factor, 
that is, social desirability (SD). Two models are compared: Model A (Figure 5.15) 
involved items loading onto their respective latent factors; for Model B (Figure 5.16), 
items loaded on their respective latent factors and also on the first-order SD factor. 
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Figure 5.15 Measurement Model with All Items Loading on Respective Latent 
Variables 
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Figure 5.16 Measurement Model with All Items Loading on Respective Latent 
Variables and on Social Desirability Variable 
 
 A χ2 difference test between Model A (χ2 = 2560.32, df = 1590) and Model B (χ2 = 
2431.58, df = 1541) is significant (p < .001): Δχ2 = 128.75, Δdf = 49, suggesting that 
SD bias might be present. Having said that, it should be noted that tests of χ2 difference 
are sensitive to sample size. For this reason, researchers (e.g., Byrne, 2006) recommend 
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testing for differences in the CFI measure. Results indicate that a ΔCFI of .008 (Model 
A CFI = .914; Model B CFI = .906) is less than the recommended values of .01 
(Cheung & Rensvold, 2002). Next, an examination of structural parameters for both 
models shows that all measurement items load high on their respective factor, but low 
on the SD factor (Table 5.9). 
 
Table 5.9 Factor and Social Desirability Method Factor Loadings 
Item # Item 
Factor 
Loading 
Method 
Loading 
ITIF1 Our company has a good telecommunication infrastructure.  .75 -.24 
ITIF2 Our company‟s IT systems infrastructure is very flexible in relation 
to future needs. 
.84 -.15 
ITIF3 Our company‟s IT systems enable us to cooperate effectively with 
suppliers/business partners and customers. 
.74 -.22 
ITEP1 Our IT people are generally aware of e-business functions. .78 -.09 
ITEP2 Our company hires highly specialized/knowledgeable IT people for 
e-business. 
.79 .09 
ITEP3 Our IT people are well trained in e-business. .93 .05 
SITA1 Our IT plan is strategically integrated with the overall business plan.  .82 -.004 
SITA3 Our IT plan is based on a review of the business plan and supports 
business strategies. 
.92 -.013 
SITA5 Our IT plan contains detailed action plans/strategies that support 
company direction. 
.89 .12 
SITA6 Our company priorities major IT investments by expected impact on 
business performance. 
.71 -.10 
BUSP1 Our company develops strategic plans in collaboration with our 
suppliers/business partners.  
.81 .42 
BUSP2 Our company collaborates activity in forecasting and planning with 
our suppliers/business partners.  
.89 .31 
BUSP3 Our company projects and plans future demand collaboratively with 
our suppliers/business partners. 
.88 .35 
COMO1 Our managers often exchange information and view about our 
competitors. (COMO1) 
.80 -.18 
COMO3 Our top managers regularly discuss our competitors‟ strengths and 
weaknesses. 
.86 .13 
COMO4 Our company believes that analysing and responding to competitors‟ 
actions is crucial to maintain our competitive advantage. 
.80 .19 
CUSO3 Our company closely monitors and assesses our level of commitment 
in serving customers‟ needs. 
.82 -.11 
CUSO5 Our company frequently measures our customers‟ satisfaction. .75 .01 
CUSO6 Our company always pays close attention to after sale‟s service. .68 -.03 
 Table 5.9 continues… 
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Item # Item 
Factor 
Loading 
Method 
Loading 
CMPR1 A large number of our competitors and business partners have 
already adopted e-business practices. 
.76 -.003 
CMPR2 Our company would be considered technology-deficient if we do not 
implement e-business practices. 
.85 -.008 
CMPR5 In our industry, most firms will ultimately end up adopting a wide 
range of e-business practices. 
.82 .004 
COMC2 We use e-business to allow customers to locate and send information 
to appropriate contacts within our company.  
.62 -.005 
COMC4 We use e-business to provide solutions to customer problems. .78 -.05 
COMC6 We use e-business to provide information in response to consumer 
questions or requests. 
.80 -.05 
ORDT1 We use e-business to accept orders electronically from customers.  .77 -.02 
ORDT2 We use e-business to accept payments from customers.    
ORDT3 We use e-business to allow customers to track and inquire about 
their orders electronically. 
.81 .08 
PROC1 We use e-business to search and locate potential suppliers online. .67 -.26 
PROC2 We use e-business to place and track orders with suppliers 
electronically.  
.76 -.18 
PROC4 We use online markets to source suppliers. .60 .16 
COMP1 We use e-business to send suppliers/business partners regular 
updates about new product plans and other new developments with 
our company.  
.78 -.004 
COMP2 We use e-business to provide specific online information about 
product specifications that our suppliers/business partners must 
meet.  
.85 .18 
COMP3 We use e-business to share product and inventory planning 
information with our suppliers/business partners.  
.89 .25 
INFS1 Our company exchanges more information with our business 
partners than our competitors do with theirs.  
.89 .10 
INFS2 Information flows more freely between our company and our 
business partners than between our competitors and theirs. 
.97 .05 
INFS4 Our information sharing with our business partners is superior to the 
information shared by our competitors with theirs. 
.90 .04 
COOR1 Our company is more efficient in coordination activities with our 
business partners than are our competitors with theirs.  
.79 .06 
COOR3 Our company spends less time on coordination transactions with our 
business partners than our competitors with theirs. 
.85 .16 
COOR4 Our company conducts the coordination activities at less cost than do 
our competitors with theirs. 
.89 .17 
RESP2 Compared to our competitors, our company responds more quickly 
and effectively to changing competitor strategies.  
.76 .15 
RESP3 Compared to our competitors, our company develops and markets 
new products more quickly and effectively.  
.82 .17 
RESP4 Our company is competing effectively in most markets.  .75 -.10 
SALP2 The sales volume of our products has increased.  .76 -.16 
SALP4 Our company performs much better in market development. .88 -.02 
SALP5 Our company performs much better in product development. .76 .07 
 Table 5.9 continues… 
 199 
    
Item # Item 
Factor 
Loading 
Method 
Loading 
SALP6 Customer service of our company has improved .75 -.19 
OPEF2 The costs of coordinating with business partners and customers have 
been reduced. 
.74 .11 
OPEF3 The costs of production and transaction (e.g., raw material, order 
processing, warehousing, and scheduling costs) in our company 
have been substantially reduced.  
.93 .27 
OPEF4 The costs of marketing the product (e.g., advertising and promotion 
costs) have been substantially reduced. 
.60 .11 
 
Finally, the present study controlled for effects of a single unmeasured latent method 
factor. Two models were compared. Model A (Figure 5.15) entailes items loading on 
their respective latent factors. Model B (Figure 5.17) shows all items loading on their 
respective latent factors and also on a first-order common method factor. Modeling a 
latent method factor significantly improves the fit of the model when a common 
method bias accounts for most of the variance observed in the variables.  
 
A χ2 difference test comparing Model A (χ2 = 2560.32, df = 1590) and Model B (χ2 = 
1493.30, df = 883) is significant: Δχ2 = 1067.02, Δdf = 707, p < .001. However, a 
comparison of CFI measures between Model A and Model B culminates in a ΔCFI 
of .008 (Model A CFI = .934; Model B CFI = .926), less than the recommended values 
of .01 (Cheung & Rensvold, 2002). Furthermore, factor loadings were still significant 
even after the method effects were partialled out. These results provide further support 
that common method bias does not pose a significant threat to the validity of the present 
thesis. Table 5.10 shows factor loadings associated with factor and unmeasured latent 
method factor. 
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Figure 5.17 Measurement Model with All Items Loading on Respective Latent 
Variables and on Unmeasured Latent Method Variable 
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Table 5.10 Factor and Unmeasured Latent Method Factor Loadings 
Item # Item 
Factor 
Loading 
Method 
Loading 
ITIF1 Our company has a good telecommunication infrastructure.  .68 .20 
ITIF2 Our company‟s IT systems infrastructure is very flexible in relation 
to future needs. 
.64 .28 
ITIF3 Our company‟s IT systems enable us to cooperate effectively with 
suppliers/business partners and customers. 
.63 .35 
ITEP1 Our IT people are generally aware of e-business functions. .67 .36 
ITEP2 Our company hires highly specialized/knowledgeable IT people for 
e-business. 
.75 .28 
ITEP3 Our IT people are well trained in e-business. .89 .31 
SITA1 Our IT plan is strategically integrated with the overall business plan.  .74 .37 
SITA3 Our IT plan is based on a review of the business plan and supports 
business strategies. 
.84 .37 
SITA5 Our IT plan contains detailed action plans/strategies that support 
company direction. 
.83 .34 
SITA6 Our company priorities major IT investments by expected impact on 
business performance. 
.60 .21 
BUSP1 Our company develops strategic plans in collaboration with our 
suppliers/business partners.  
.86 .33 
BUSP2 Our company collaborates activity in forecasting and planning with 
our suppliers/business partners. 
.89 .34 
BUSP3 Our company projects and plans future demand collaboratively with 
our suppliers/business partners. 
.89 .33 
COMO1 Our managers often exchange information and view about our 
competitors.  
.63 .12 
COMO3 Our top managers regularly discuss our competitors‟ strengths and 
weaknesses. 
.81 .38 
COMO4 Our company believes that analysing and responding to competitors‟ 
actions is crucial to maintain our competitive advantage. 
.75 .31 
CUSO3 Our company closely monitors and assesses our level of commitment 
in serving customers‟ needs. 
.59 .15 
CUSO5 Our company frequently measures our customers‟ satisfaction. .68 .21 
CUSO6 Our company always pays close attention to after sale‟s service. .68 .22 
CMPR1 A large number of our competitors and business partners have 
already adopted e-business practices. 
.69 .17 
CMPR2 Our company would be considered technology-deficient if we do not 
implement e-business practices. 
.79 .23 
CMPR5 In our industry, most firms will ultimately end up adopting a wide 
range of e-business practices. 
.74 .19 
COMC2 We use e-business to allow customers to locate and send information 
to appropriate contacts within our company.  
.53 .16 
COMC4 We use e-business to provide solutions to customer problems. .73 .32 
COMC6 We use e-business to provide information in response to consumer 
questions or requests. 
.73 .34 
  Table 5.10 continues… 
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Item # Item 
Factor 
Loading 
Method 
Loading 
ORDT1 We use e-business to accept orders electronically from customers.  .69 .26 
ORDT2 We use e-business to accept payments from customers.  .53 .15 
ORDT3 We use e-business to allow customers to track and inquire about 
their orders electronically. 
.81 .26 
PROC1 We use e-business to search and locate potential suppliers online. .57 .17 
PROC2 We use e-business to place and track orders with suppliers 
electronically.  
.66 .24 
PROC4 We use online markets to source suppliers. .57 .18 
COMP1 We use e-business to send suppliers/business partners regular 
updates about new product plans and other new developments with 
our company.  
.69 .24 
COMP2 We use e-business to provide specific online information about 
product specifications that our suppliers/business partners must 
meet.  
.79 .33 
COMP3 We use e-business to share product and inventory planning 
information with our suppliers/business partners.  
.74 .36 
INFS1 Our company exchanges more information with our business 
partners than our competitors do with theirs.  
.82 .39 
INFS2 Information flows more freely between our company and our 
business partners than between our competitors and theirs. 
.89 .26 
INFS4 Our information sharing with our business partners is superior to the 
information shared by our competitors with theirs. 
.82 .21 
COOR1 Our company is more efficient in coordination activities with our 
business partners than are our competitors with theirs.  
.68 .14 
COOR3 Our company spends less time on coordination transactions with our 
business partners than our competitors with theirs. 
.77 .23 
COOR4 Our company conducts the coordination activities at less cost than do 
our competitors with theirs. 
.82 .43 
RESP2 Compared to our competitors, our company responds more quickly 
and effectively to changing competitor strategies.  
.63 .25 
RESP3 Compared to our competitors, our company develops and markets 
new products more quickly and effectively.  
.80 .34 
RESP4 Our company is competing effectively in most markets.  .64 .21 
SALP2 The sales volume of our products has increased.  .76 .32 
SALP4 Our company performs much better in market development. .62 .19 
SALP5 Our company performs much better in product development. .67 .22 
SALP6 Customer service of our company has improved .64 .21 
OPEF2 The costs of coordinating with business partners and customers have 
been reduced. 
.69 .18 
OPEF3 The costs of production and transaction (e.g., raw material, order 
processing, warehousing, and scheduling costs) in our company 
have been substantially reduced.  
.86 .34 
OPEF4 The costs of marketing the product (e.g., advertising and promotion 
costs) have been substantially reduced. 
.57 .21 
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STRUCTURAL MODEL ESTIMATION 
Tests of Full Structural Model 
Given acceptable measurement models, the present thesis proceeded to estimate a full 
latent variable structural model (Figure 5.18) using the same goodness of fit criteria to 
test respective hypotheses.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
              
           Context                                    Capability-Building Processes                 Performance 
 
Figure 5.18 Full Structural Model of Relationships between TOE Contextual 
Variables, E-business Capability, Dynamic Capability, and E-business Value 
Note. In order to avoid a cluttered figure, indicators for each constructs are omitted. 
 
Part 1. Test of Full Structural Model with Reflective Variables 
Table 5.11 summarizes results of hypothesis testing, revealing reliable and robust fit 
between the proposed theoretical model and sample covariances, despite a relatively 
large χ² statistic: χ² (1131) = 2040.156, p = .000, χ²/df = 1.809, CFI = .912, TLI = .905, 
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SRMR = .059, and RMSEA = .051 (.048, .055). Table 5.11 shows that except for H1b 
(IT infrastructure impacts positively on dynamic capability), H2b (IT expertise impacts 
positively on dynamic capability), H4a (Competitor orientation impacts positively on e-
business capability), H5b (Customer orientation impacts positively on dynamic 
capability), H6b (Organization perception of competitive pressure impacts positively 
on dynamic capability), and H8b (E-business capability impacts positively on sales 
performance), the other thirteen hypothesized relationships are supported.  
 
Table 5.11 Summary of Hypothesis Testing 
Hypothesis 
Standardized 
Estimate 
Conclusion 
H1a IT infrastructure impacts positively on e-business capability. .14** Supported 
H1b IT infrastructure impacts positively on dynamic capability. .12 Not 
Supported 
H2a  IT expertise impacts positively on e-business capability. .15** Supported 
H2b  IT expertise impacts positively on dynamic capability. -.02 Not 
Supported 
H3a  Strategic IT alignment impacts positively on e-business capability. .18** Supported 
H3b  Strategic IT alignment impacts positively on dynamic capability. .22*** Supported 
H4a Competitor orientation impacts positively on e-business capability. -.07 Not 
Supported 
H4b Competitor orientation impacts positively on dynamic capability. .24*** Supported 
H5a  Customer orientation impacts positively on e-business capability. .22*** Supported 
H5b  Customer orientation impacts positively on dynamic capability. -.03 Not 
Supported 
H6a Organizational perception of competitive pressure impacts 
positively on e-business capability. 
.24*** Supported 
H6b Organizational perception of competitive pressure impacts 
positively on dynamic capability. 
.04 Not 
Supported 
H7a  Business partnerships impact positively on e-business capability. .25*** Supported 
H7b Business partnerships impact positively on dynamic capability. .24*** Supported 
H8a  E-business capability impacts positively on dynamic capability. .31*** Supported 
H8b E-business capability impacts positively on sales performance. -.12 Not 
Supported 
H8c E-business capability impacts positively on operational efficiency. .27*** Supported 
H9a Dynamic capability impacts positively on sales performance. .80*** Supported 
H9b Dynamic capability impacts positively on operational efficiency. .40*** Supported 
Structural model goodness-of-fit indexes: 
χ² (1131) = 2040.516, p = .000 
χ²/df = 1.809 
CFI = .912, TLI = .905, 
SRMR = .059, RMSEA = .051 (.048, .055) 
Note. *p<.10. **p<.05. ***p<.01.   
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With respect to technology context, both IT infrastructure and IT expertise has a 
positive effect on e-business capability, supporting H1a (IT infrastructure impacts 
positively on e-business capability) (β = .14, t = 1.99, p < .10) and H2a (IT expertise 
impacts positively on e-business capability) (β = .15, t = 2.02, p < .10), but failing to 
support to H1b (IT infrastructure impacts positively on dynamic capability) (β = .12, t = 
1.82, p > .01) and H2b (IT expertise impacts positively on dynamic capability) (β = -.02, 
t = -.29, p > .01), with non-significant links to dynamic capability.  
 
In regard to organization context variables, strategic IT alignment positively facilitates 
both e-business capability and dynamic capability, supporting H3a (Strategic IT 
alignment impacts positively on e-business capability) (β = .18, t = 2.54, p < .10) and 
H3b (Strategic IT alignment impacts positively on dynamic capability) (β = .22, t = 3.34, 
p < .01). While competitor orientation impacts positively on dynamic capability, 
supporting H4b (Competitor orientation impacts positively on dynamic capability) (β 
= .24, t = 4.06, p < .05), this dimension does not significantly enhance e-business 
capability, failing to support H4a (Competitor orientation impacts positively on e-
business capability) (β = -.07, t = -1.08, p > .10). In much the same way, customer 
orientation has a positive effect on e-business capability supporting H5a (Customer 
orientation impacts positively on e-business capability) (β = .22, t = 3.17, p < .05), but 
fails to support H5b (Customer orientation impacts positively on dynamic capability) (β 
= -.03, t = -.44, p > .10), with a nonsignificant link to dynamic capability.  
 
In terms of environment context, while organizational perception of competitive 
pressure is related positively and significantly to e-business capability, supporting H6a 
(Organizational perception of competitive pressure impacts positively on e-business 
capability) (β = .24, t = 3.47, p < .01), this dimension does not facilitate dynamic 
capability, failing to support H6b (Organizational perception of competitive pressure 
impacts positively on dynamic capability) (β = .04, t = .58, p > .10). By way of contrast, 
business partnerships impact positively on e-business capability and dynamic capability, 
supporting H7a (Business partnerships impact positively on e-business capability) (β 
= .25, t = 4.31, p < .01) and H7b (Business partnerships impact positively on dynamic 
capability) (β = .24, t = 4.12, p < .01). 
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Regarding relationships between e-business capability, dynamic capability and e-
business value, e-business capability has a significant impact on dynamic capability and 
operational efficiency, supporting H8a (E-business capability impacts positively on 
dynamic capability) (β = .31, t = 3.01, p < .01) and H8c (E-business capability impacts 
positively on operational efficiency) (β = .27, t = 2.66, p < .01), but has a nonsignificant 
impact on sales performance, failing to support H8b (E-business capability impacts 
positively on sales performance) (β = -.12, t = -1.31, p > .10). Dynamic capability 
affects both sales performance and operational efficiency positively, supporting H9a 
(Dynamic capability impacts positively on sales performance) (β = .80, t = 7.73, p < .01) 
and H9b (Dynamic capability impacts positively on operational efficiency) (β = .40, t = 
4.03, p < .01). 
 
Table 5.12 shows total effects of each exogenous variable on endogenous variables. 
Within the TOE context, seven antecedents have a substantial impact on e-business and 
dynamic capabilities. In order of magnitude, principle contributors to e-business 
capability are business partnerships (.25), organizational perception of competitive 
pressure (.24), customer orientation (.22), strategic IT alignment (.18), IT expertise 
(.15), and IT infrastructure (.14). By comparison, main contributors to dynamic 
capability are business partnerships (.33), strategic IT alignment (.32), and competitor 
orientation (.22). In relation to outcome measures, e-business capability impacts 
significantly on dynamic capability (.31) and operational efficiency (.39). Dynamic 
capability contributes significantly to sales performance (.80) and to operational 
efficiency (.40). 
 
Table 5.12 Standardized Total Effects 
 ITIF ITEP SITA COMO CUSO CMPR BUSP EBC DC 
EBC .14 .15 .18 -.07 .22 .24 .25 0 0 
DC .17 .03 .28 .22 .04 .11 .32 .31 0 
SALP .03 .03 .24 .19 -.01 .05 .24 .13 .80 
OPEF .07 .06 .17 .07 .08 .10 .20 .39 .40 
 
Figure 5.19 shows percentage of variance explained by the model for each endogenous 
variable. Squared multiple correlation (SMC) values, which are similar to multiple R² in 
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multivariate regression analysis, show that this model accounts for 60% of the variance 
in e-business capability, 63% of the variance in dynamic capability, 53% of the 
variance in sales performance, and 37% of the variance in operational efficiency. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
             Context                                    Capability-Building Processes             Performance 
  
Figure 5.19 Final Full Structural Equation Model of Relationships between TOE 
Contextual Variables, E-business Capability, Dynamic Capability, and E-business 
Value 
Note. *p<.10. **p<.05. ***p<.01. Standardized regression weights are shown in parentheses. In order to 
avoid a cluttered figure, indicators for each are omitted.  
 
Part 2. Test of Full Structural Model with Formative Variables 
This thesis used partial least squares (PLS) to test for associations between variables in 
the hypothesized model. In Part 1 of the present Results section, variables were treated 
as reflective measures, a practice employed in a number of related studies (Lu & 
Ramamurthy, 2011; Tanriverdi, 2006; Wu et al., 2006). In this section, some variables 
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analyze causal models. Similar to AMOS, PLS allows simultaneous examination of 
measurement models and an associated structural model. Moreover, PLS can handle 
both reflective and formative scales, whereas AMOS lacks a sound approach for 
modeling formative indicators (Chin, 1998). Thus, SmartPLS (Ringle, Wende, & Will, 
2005) was employed, following a two-step analysis approach (Anderson & Gerbing, 
1988).  
 
Step 1: Scale Validation of Measurement Models 
Descriptive statistics for measurement items are shown in Table 5.13. The standard 
deviation values for endogenous constructs, that is, stickiness intention, indicates that 
there are large variances to be explained. For reflective scales, all t-statistics of factor 
loadings shown in Table 5.13 are significant at .001 level. Table 5.13 also shows the 
weights of formative scales and their t-statistics.  
 
In line with procedures adopted for the application of reflective measures and based on 
results of measurement models, the convergent validity, discriminant validity, and 
reliability of reflective scales were analyzed using the same methods reported in Part 1 
of the present Results Chapter (see pp.180 to 185). Reliability was assessed by 
composite reliability, which is similar to Cronbach‟s α but considers the actual factor 
loadings instead of assuming that each item is equally weighted. Composite reliabilities 
of measurement models range from 0.88 to 0.97 (see Table 5.13) and were all above the 
minimum of .70, as suggested by Nunnally and Bernstein (1994). As shown in Table 
5.13, all factor loadings of items in measurement models exceed .70, and the average 
variances extracted range from .62 to .87, thereby demonstrating adequate convergent 
validity. All interconstruct correlations are shown as elements off diagonal of matrix in 
Table 5.14. Square roots of AVEs are shown on the diagonal. Comparing all 
correlations and elements on the diagonal, results demonstrate adequate discriminant 
validity for all reflective constructs. 
 
Conventional methods for testing reliability and validity apply only to reflective scales 
(Chin, 1998). Following Jarvis, MacKenzie and Podsakoff (2003), in the case of 
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formative scales, the multicollinearity between indicators of each formative scale was 
tested. Table 5.15 shows correlations of indicators of formative scales. A series of 
regression models were developed. In each, one indicator was selected as the dependent 
variable and the other indicators were designated as independent variables. The 
variance inflation factor (VIF) of the coefficient of an independent variable measures 
the multicollinearity level. All VIFs in the regression models are less than 10, a critical 
value for checking multicollinearity (Hair et al., 2006). Thus, multicollinearity 
problems do not appear to be present in the current formative scales.  
 
The present thesis treats second-order latent constructs (i.e., IT compentency, e-
business capability, dynamic capability) as formative scales consisting of their sub-
constructs as indicators. As interpretation of weights is similar to beta coefficients in a 
standard regression model, it is usual to have lower absolute weights when compared to 
their respective loadings. The present research created linear composites from items 
used to measure each sub-construct and employed them as formative indicators for 
latent constructs specified in the structural model. Factor scores or multivariate means 
can be used to compute linear composite scores. The multivariate mean is based on the 
summated mean values of items and offers the advantages of being replicable across 
samples. It is the recommended approach when new measures are developed and 
transferability is desired (Hair et al. 2006). Rozeboom (1979) also noted that linear 
composite scores based on different weighting schemes are highly correlated when the 
items are intemally consistent, which is true in the present research. Thus, while 
intemal consistency is not a requirement for formative constructs, linear composite 
scores, which were computed using different estimation methods for indicator weights, 
were found to be highly correlated for each subconstruct. Consequently, use of these 
different linear composite scores did not change observed pattern of relationships 
reported below.  
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Table 5.13 Measurement Model 
Construct  Scale Type CRa AVEb  Loadings/Weightsc t-valued 
ITIF  Reflective .92 .79    
ITIF1    .83 14.14 
ITIF2    .91 35.08 
ITIF3    .86 22.12 
ITEP  Reflective .90 .75    
ITEP1    .86 23.18 
ITEP2    .86 18.25 
ITEP3    .94 57.25 
ITCP Formative      
ITIF    .53 3.86 
ITEP    .63 3.12 
SITA  Reflective .96 .79    
SITA1    .86 20.95 
SITA2    .93 52.47 
SITA3    .93 51.36 
SITA4    .91 39.77 
SITA5    .92 43.45 
SITA6    .76 12.05 
BUSP  Reflective .96 .87    
BUSP1    .91 39.67 
BUSP2    .95 47.46 
BUSP3    .95 49.52 
BUSP4    .93 48.60 
COMO  Reflective .93 .76    
COMO1    .86 22.85 
COMO2    .90 37.21 
COMO3    .86 18.89 
COMO4    .86 19.31 
CUSO  Reflective .88 .64    
CUSO2    .71 6.30 
CUSO3    .86 11.55 
CUSO5    .86 12.65 
CUSO6    .76 7.29 
Note. 
a
CR = Construct Reliability. 
b
AVE = Average Variance Extracted, not applicable to formative 
scale. 
c
For reflective scales, the standardized loading is provided. For formative scales, the weight of the 
linear combination is given. 
d
t-statistics less than 1.96 are not significant at the p<.05 level. 
     Table 5.13 continues… 
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Construct  Scale Type CRa AVEb  Loadings/Weightsc t-valued 
CMPR  Reflective .91 .66    
CMPR1    .80 17.11 
CMPR2    .85 20.53 
CMPR3    .79 15.19 
CMPR4    .78 14.01 
CMPR5    .85 23.78 
ORDT  Reflective .83 .57    
ORDT1    .47 1.87 
ORDT2    .14 0.60 
ORDT3    .57 2.41 
ORDT
e 
 Formative n.a n.a    
ORDT1    .47 1.87 
ORDT2    .14 0.60 
ORDT3    .57 2.41 
COMC  Reflective .90 .61    
COMC1    .70 7.60 
COMC2    .72 8.12 
COMC3    .75 11.06 
COMC4    .85 20.02 
COMC5    .83 16.33 
COMC6    .81 17.83 
COMC
e
  Formative n.a n.a    
COMC1    .04 0.10 
COMC2    .28 0.86 
COMC3    .18 0.60 
COMC4    .16 0.39 
COMC5    .37 1.01 
COMC6    .23 0.73 
PROC Reflective .84 .57    
PROC1    .72 10.93 
PROC2    .81 17.48 
PROC3    .74 10.96 
PROC4    .76 12.29 
PROC
e
 Formative n.a n.a    
PROC1    0.21 0.92 
PROC2    0.51 2.15 
PROC3    0.44 1.89 
PROC4    0.13 0.57 
Note. 
a
CR = Construct Reliability. 
b
AVE = Average Variance Extracted, not applicable to formative 
scale. 
c
For reflective scales, the standardized loading is provided. For formative scales, the weight of the 
linear combination is given. 
d
t-statistics less than 1.96 are not significant at the p<.05 level. 
e
When 
ORDT, COMC, PROC, COMP are treated as formative rather than reflective constructs, outer weights 
are nonsignificant for most items. These results suggest that treating these measures as formative 
constructs is open to serious criticism.  
     Table 5.13 continues… 
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Construct  Scale Type CRa AVEb  Loadings/Weightsc t-valued 
COMP  Reflective .93 .82    
COMP1    .86 20.38 
COMP2    .92 36.95 
COMP3    .93 60.61 
COMP
e
  Formative n.a n.a    
COMP1    0.19 0.49 
COMP2    0.47 1.20 
COMP3    0.43 1.09 
EBC (2
nd
-order) Formative n.a n.a    
COMC    .46 5.46 
ORDT    .28 1.74 
PROC    .26 1.68 
COMP    .30 1.33 
INFS  Reflective .97 .89    
INFS1    0.92 25.26 
INFS2    0.97 102.47 
INFS3    0.94 42.82 
INFS4    0.94 33.10 
COOR  Reflective .94 .81    
COOR1    0.88 19.81 
COOR2    0.92 47.63 
COOR3    0.88 23.12 
COOR4    0.91 33.14 
RESP  Reflective .89 .62    
RESP1    0.75 10.31 
RESP2    0.80 13.06 
RESP3    0.82 15.62 
RESP4    0.81 16.56 
RESP5    0.74 11.62 
DC (2
nd
-order) Formative n.a n.a    
INFS    .43 5.46 
COOR    .19 1.39 
RESP    .59 3.36 
Note. 
a
CR = Construct Reliability. 
b
AVE = Average Variance Extracted, not applicable to formative 
scale. 
c
For reflective scales, the standardized loading is provided. For formative scales, the weight of the 
linear combination is given. 
d
t-statistics less than 1.96 are not significant at the p<.05 level. 
e
When 
ORDT, COMC, PROC, COMP are treated as formative rather than reflective constructs, outer weights 
are nonsignificant for most items. These results suggest that treating these measures as formative 
constructs is open to serious criticism. 
     Table 5.13 continues… 
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Construct  Scale Type CRa AVEb  Loadings/Weightsc t-valued 
SALP  Reflective .94 .72    
SALP1    0.86 24.00 
SALP2    0.89 31.73 
SALP3    0.90 33.23 
SALP4    0.87 27.71 
SALP5    0.77 11.74 
SALP6    0.80 13.77 
SALP
e
  Formative n.a n.a    
SALP1    -.05 .17 
SALP2    .29 .98 
SALP3    .03 .14 
SALP4    .56 2.53 
SALP5    .15 .75 
SALP6    .15 .94 
OPEF  Reflective .90 .63    
OPEF1    .77 11.58 
OPEF2    .85 25.40 
OPEF3    .75 10.29 
OPEF4    .80 13.74 
OPEF5    .80 14.90 
OPEF
e
  Formative n.a n.a    
OPEF1    .16 .51 
OPEF2    .53 1.70 
OPEF3    .10 .37 
OPEF4    .19 .63 
OPEF5    .23 .80 
Note. 
a
CR = Construct Reliability. 
b
AVE = Average Variance Extracted, not applicable to formative 
scale. 
c
For reflective scales, the standardized loading is provided. For formative scales, the weight of the 
linear combination is given. 
d
t-statistics less than 1.96 are not significant at the p<.05 level. 
e
When SALP 
and OPEF are treated as formative rather than reflective constructs, outer weights are nonsignificant for 
most items. These results suggest that treating these measures as formative constructs is open to serious 
criticism. 
            Measures of environmental turbulence (i.e., market turbulence, technological turbulence, and 
competitive intensity) are composite variables. A median split was used to differenciate high and low 
levels of turbulence. 
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Table 5.14 Inter-construct Correlation 
 Mean SD BUSP CMPR COMO CUSO EBC DC ITCP OPEF SITA SALP 
BUSP 4.30 1.60 0.93
a
          
CMPR 4.80 1.40 0.25 0.81
a
         
COMO 5.21 1.30 0.22 0.26 0.87
a
        
CUSO 5.78 .96 0.26 0.25 0.42 0.80
a
       
EBC 4.56 1.23 0.51 0.41 0.46 0.39 n.a      
DC 4.72 1.02 0.42 0.47 0.22 0.37 0.52 n.a     
ITCP 5.24 1.20 0.32 0.47 0.21 0.30 0.45 0.51 n.a    
OPEF 4.61 1.11 0.33 0.33 0.30 0.20 0.47 0.40 0.30 0.79
a
   
SITA 5.08 1.47 0.36 0.53 0.32 0.39 0.54 0.51 0.56 0.36 0.89
a
  
SALP 5.43 1.20 0.37 0.34 0.35 0.28 0.67 0.36 0.31 0.35 0.39 0.85
a
 
Note. 
a
 Items on the diagonal are square roots of variance estimate scores. 
Table 5.15 Correlation of Formative Scales 
 ITIF ITEP COMC ORDT PROC CMOP INFS COOR RESP 
ITIF 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ITEP .48
**
 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
COMC .38
**
 .48
**
 1 
 
 
 
 
 
 
 
 
 
 
 
 
ORDT .27
**
 .32
**
 .44
**
 1 
 
 
 
 
 
 
 
 
 
 
PROC .30
**
 .35
**
 .37
**
 .48
**
 1 
 
 
 
 
 
 
 
 
COMP .27
**
 .33
**
 .58
**
 .44
**
 .47
**
 1 
 
 
 
 
 
 
INFS .35
**
 .31
**
 .32
**
 .33
**
 .42
**
 .37
**
 1 
 
 
 
 
COOR .40
**
 .31
**
 .36
**
 .31
**
 .39
**
 .35
**
 .71
**
 1 
 
 
RESP .29
**
 .34
**
 .40
**
 .35
**
 .34
**
 .36
**
 .42
**
 .57
**
 1 
Note. *p<.05. **p<.01. 
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Step 2: Hypothesis Testing 
The PLS method does not directly provide significance tests and confidence interval 
estimates of path coefficients in research models. In order to assess the significance of 
factor loadings of reflective scales, weights of formative scales, and path coefficients of 
a structural model, a bootstrapping technique was used. Bootstrap analysis was 
undertaken with 1000 subsamples and path coefficients were reestimated using each of 
these samples. This approach is consistent with recommended practices for estimating 
significance levels of path coefficients and indicator loadings (Chin, 1998) and has 
been used in prior IS studies (Klein & Rai, 2009; Pavlou & El Sawy, 2010; Zhu & 
Kraemer, 2005).  
 
Table 5.16 summarizes results of hypothesis testing, showing that except for H1b (IT 
competency impacts positively on dynamic capability), H3a (Competitor orientation 
impacts positively on e-business capability), H4b (Customer orientation impacts 
positively on dynamic capability), H5b (Organization perception of competitive 
pressure impacts positively on dynamic capability), and H7b (E-business capability 
impacts positively on sales performance), 12 hypothesized relationships are supported.  
 
One indicator of the predictive power of path models is to examine the explained 
variance or R
2
 values (Chin, 1998). R
2
 values are interpreted in the same manner as 
those obtained from multiple regression analysis, suggesting the amount of variance in 
the construct explained by the model for each endogenous variable (see Figure 5.20). 
Results show 43% of the variance in e-business capability, 51% of the variance in 
dynamic capability, 46% of the variance in sales performance, and 25% of the variance 
in operational efficiency.  
 
Comparing hypothesis testing results between reflective and formative measures 
suggests that results are the same except for H3a and H5a (see Table 5.17). Reasons are 
attributable to either using composite variables to form formative measures and/or 
including all indicators rather than a select number of items based on model (statistical) 
fit. 
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Table 5.16 Summary of Hypothesis Testing 
Hypothesis 
Standardized 
Estimate 
Conclusion 
H1a IT competency impacts positively on e-business capability. .22** Supported 
H1b IT competency impacts positively on dynamic capability. .09 Not 
Supported 
H2a  Strategic IT alignment impacts positively on e-business capability. .16 Not 
Supported 
H2b  Strategic IT alignment impacts positively on dynamic capability. .21* Supported 
H3a Competitor orientation impacts positively on e-business capability. -.04 Not 
Supported 
H3b Competitor orientation impacts positively on dynamic capability. .27** Supported 
H4a  Customer orientation impacts positively on e-business capability. .15 Not 
Supported 
H4b  Customer orientation impacts positively on dynamic capability. .05 Not 
Supported 
H5a Organizational perception of competitive pressure impacts 
positively on e-business capability. 
.20* Supported 
H5b Organizational perception of competitive pressure impacts 
positively on dynamic capability. 
.05 Not 
Supported 
H6a  Business partnerships impact positively on e-business capability. .22* Supported 
H6b Business partnerships impact positively on dynamic capability. .26*** Supported 
H7a  E-business capability impacts positively on dynamic capability. .20* Supported 
H7b E-business capability impacts positively on sales performance. .01 Not 
Supported 
H7c E-business capability impacts positively on operational efficiency. .21* Supported 
H8a Dynamic capability impacts positively on sales performance. .67*** Supported 
H8b Dynamic capability impacts positively on operational efficiency. .36*** Supported 
Note. *p<.10. **p<.05. ***p<.01. 
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Figure 5.20 Final Full Structural Equation Model of Relationships between TOE Contextual Variables, E-business Capability, 
Dynamic Capability, and E-business Value 
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Table 5.17 Summary of Hypothesis Testing Using Reflective and Formative 
Measures 
Hypothesis 
Standardized 
Estimate 
     (Reflective) 
Standardized 
Estimate 
(Formative) 
Conclusion 
H1a IT infrastructure impacts positively on e-
business capability. 
.14** .22** √ 
H1b IT infrastructure impacts positively on 
dynamic capability. 
.12 .09 √ 
H2a  IT expertise impacts positively on e-business 
capability. 
.15** .22** √ 
H2b  IT expertise impacts positively on dynamic 
capability. 
-.02 .09 √ 
H3a  Strategic IT alignment impacts positively on 
e-business capability. 
.18** .16 × 
H3b  Strategic IT alignment impacts positively on 
dynamic capability. 
.22*** .21* √ 
H4a Competitor orientation impacts positively on 
e-business capability. 
-.07 -.04 √ 
H4b Competitor orientation impacts positively on 
dynamic capability. 
.24*** .27** √ 
H5a  Customer orientation impacts positively on e-
business capability. 
.22** .15 × 
H5b  Customer orientation impacts positively on 
dynamic capability. 
-.03 .05 √ 
H6a Organizational perception of competitive 
pressure impacts positively on e-business 
capability. 
.24*** .20* √ 
H6b Organizational perception of competitive 
pressure impacts positively on dynamic 
capability. 
.04 .05 √ 
H7a  Business partnerships impact positively on e-
business capability. 
.25*** .22* √ 
H7b Business partnerships impact positively on 
dynamic capability. 
.24*** .26*** √ 
H8a  E-business capability impacts positively on 
dynamic capability. 
.31** .20* √ 
H8b E-business capability impacts positively on 
sales performance. 
-.12 .01 √ 
H8c E-business capability impacts positively on 
operational efficiency. 
.27** .21* √ 
H9a Dynamic capability impacts positively on 
sales performance. 
.80*** .67*** √ 
H9b Dynamic capability impacts positively on 
operational efficiency. 
.40*** .36*** √ 
Note. *p<.10. **p<.05. ***p<.01. √ denotes consistent results with use of AMOS and PLS. × 
denotes inconsistent results with use of AMOS and PLS. 
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Tests of Mediating Effects of E-business Capability and Dynamic Capability 
Following the approach described by Baron and Kenny (1986), and Kenny, Kashy, and 
Bolger (1998), this thesis first estimated the partial impact of each IV on DVs without 
the presence of mediators. Findings reveal that all regression coefficients of all IVs are 
positive and significant for both DVs (Table 5.18), suggesting that all antecedents 
within the TOE context have positive impacts on performance outcomes. Second, the 
impact of both mediators on DVs was estimated. Regression coefficients of both e-
business capability and dynamic capability are positive and significant for all DVs 
(Table 5.19), indicating that capabilities have a positive impact on performance 
outcomes. Next, this research estimated a full model involving direct paths from IVs 
and two mediators to DVs. Estimation of a full model shows that regression 
coefficients of direct paths from all IVs to DVs are relatively smaller in magnitude and 
fail to reach statistical significance. However, the paths from all IVs to mediator 1 (e-
business capability), from mediator 1 (e-business capability) to mediator 2 (dynamic 
capability), and from mediator 2 (dynamic capability) to DVs are positive and 
significant (Table 5.20), confirming that capabilities mediate the impact of antecedents 
within the TOE contexts on business performance. 
 
Table 5.18 Paths from Independent Variables to Dependent Variables  
Independent Variable (IV) 
Dependent Variable (DV) 
Sales Performance (SALP) Operational Efficiency (OPEF) 
IT Infrastructure (ITIF) .25*** .30*** 
IT Expertise (ITEP) .31*** .30*** 
Strategic IT Alignment (SITA) .40*** .38*** 
Competitor Orientation (COMO) .39*** .31*** 
Customer Orientation (CUSO) .34*** .24*** 
Organizational Perception of 
Competitive Pressure (CMPR) 
.34*** .35*** 
Business Partnerships (BUSP) .40*** .33*** 
Note. *p<.05, **p<.01, ***p<.001. 
 
Table 5.19 Paths from Mediators to Dependent Variables  
Mediator 
Dependent Variable (DV) 
SALP OPEF 
E-business Capability (EBC) .46*** .48*** 
Dynamic Capability (DC) .73*** .53*** 
Note. *p<.05. **p<.01. ***p<.001. 
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Table 5.20 SEM Estimation Results of Mediation Model 
Independent 
Variable 
 Mediator  
(Capability) 
Dependent 
Variable 
 Mediator  
(Capability) 
Dependent 
Variable 
 EBC  DC SALP EBC  DC OPEF 
ITIF  .47*** .59*** .89*** .47*** .55*** .38*** 
ITEP  .56*** .55*** .75*** .56*** .55*** .38*** 
SITA  .59*** .45*** .86*** .58*** .45*** .36*** 
COMO  .25*** .55*** .74*** .25*** .57*** .36*** 
CUSO  .45*** .60*** .81*** .45*** .59*** .38*** 
CMPR  .52*** .58*** .79*** .52*** .55*** .36*** 
BUSP  .48*** .47*** .79*** .48*** .45*** .37*** 
Note. *p<.05. **p<.01. ***p<.001. 
 
Figure 5.21 and Figure 5.22 show mediating effects and standardized regression 
coefficients of both e-business capability and dynamic capability on IT infrastructure 
and DV (sales performance, operational efficiency). The figures demonstrate that e-
business capability and dynamic capability fully mediate the impact of IT 
infrastructure on sales performance and operational efficiency. Appendix 5.3 
demonstrates mediating effects of both capabilities on the other six IV (IT expertise, 
strategic IT alignment, competitor orientation, customer orientation, organizational 
perception of competitive pressure, business partnerships) on DV (sales performance, 
operational efficiency). Table 5.21 shows the mediated effect from each IV to each DV. 
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IT
Infrastructure
Sales
Performance
.25***
 
Model A: Direct Model 
 
 
IT
Infrastructure
E-business
Capability
Sales
Performance
.44*** .41***
 
 
 
Model B: Mediated Model with E-business Capability 
 
IT
Infrastructure
E-business
Capability
Dynamic
Capability
Sales
Performance
.47*** .59***
.89***
 
 
 
 
 
Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Figure 5.21 Test of Mediating Effects of E-business Capability and Dynamic 
Capability on Relationship between IT Infrastructure and Sales Performance  
Note. *p<.05. **p<.01. ***p<.001. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
-.09 
.16* -.12 
.04 
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IT
Infrastructure
Operational
Efficiency
.30***
 
Model A: Direct Model 
 
 
IT
Infrastructure
E-business
Capability
Operational
Efficiency
.45*** .41***
 
 
 
Model B: Mediated Model with E-business Capability 
 
IT
Infrastructure
E-business
Capability
Dynamic
Capability
Operational
Efficiency
.47*** .55***
.38***
 
 
 
 
 
Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Figure 5.22 Test of Mediating Effects of E-business Capability and Dynamic 
Capability on Relationship between IT Infrastructure and Operational Efficiency  
Note. *p<.05. **p<.01. ***p<.001. 
 
 
 
 
 
 
 
 
 
 
 
 
 
.03 
.17* 
.19* 
.09 
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Table 5.21 Impact of Mediated Paths from Independent Variables to Dependent 
Variables 
Path  Mediated Path Standardized Total Effect 
ITIFSALP ITIFEBCDCSALP  .29** 
 & ITIFDCSALP  
   
ITEPSALP ITEPEBCDCSALP .32** 
   
SITASALP SITA EBCDCSALP .41** 
 & SITADCSALP  
   
COMOSALP COMO EBCDCSALP .38** 
 & COMODCSALP  
   
CUSOSALP CUSO EBCDCSALP .29** 
   
CMPRSALP CMPR EBCDCSALP .31** 
   
BUSPSALP BUSP EBCDCSALP .41** 
 & BUSPDCSALP  
   
ITIFOPEF ITIF EBCDCOPEF .24** 
 & ITIFDC OPEF  
 & ITIFEBCOPEF  
   
ITEPOPEF ITEPEBCDCOPEF .24** 
 & ITEPEBCOPEF  
   
SITAOPEF SITA EBCDCOPEF .31** 
 & SITADCOPEF  
   
COMOOPEF COMO EBCDCOPEF 
& COMODCOPEF 
.24** 
 &COMOEBCOPEF  
   
CUSOOPEF CUSO EBCDCOPEF 
& CUSOEBC OPEF 
.18** 
   
CMPROPEF CMPREBCDCOPEF .23** 
   
BUSPOPEF BUSP EBCDCOPEF 
& BUSPDCOPEF 
.30** 
 & BUSPEBCOPEF  
Note. *p<.05. **p<.01. ***p<.001. 
 
Finally, comparasions were made between the complete mediation model and the full 
model using the approach described by Jöreskog and Sörbom (1979). Table 5.22 
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reports the χ² values for the mediated and full models. For the ∆(SALP) model, the 
complete mediation model has a χ² = 1903.29 while the full model has a χ² = 1896.57. 
The ∆χ² = 6.72 (∆df = 7) is not statistically significant (Hair et al., 2006). The 
differences in χ² values for ∆(OPEF) are equal to 9.42 (∆df = 7), indicating that 
difference between the complete mediation and full models is not significant. Therefore, 
results confirm that e-business capability and dynamic capability completely mediate 
relationships between all antecedents (IT infrastructure, IT expertise, strategic IT 
alignment, market orientation, organizational perception of competitive pressure, 
business partnerships) within TOE framework and e-business valuable (sales 
performance, operational efficiency). Overall, findings suggest that the influence of all 
antecedent variables on business performance is mediated through e-business capability 
and dynamic capability. 
 
Table 5.22 Mediated and Direct Impact of Independent Variables on Dependent 
Variables 
 χ² -Mediation Model χ² -Full Model ∆χ² ∆df p-value 
SALP 1903.29 1896.57 6.72 7 .46 
OPEF 1718.19 1708.77 9.42 7 .22 
Note. *p<.05. **p<.01. ***p<.001. 
 
Tests of Moderating Effects of Environmental Turbulence 
Tests of the moderating effects of environmental turbulence (market turbulence, 
technological turbulence, competitive intensity) involve multi-group analyses. For each 
moderator, median scores separated companies into environments represented by low 
versus high levels of environmental turbulence. χ² difference tests were employed to 
assess statistical significance between low versus high cohorts on paths between e-
business capability, dynamic capability, and e-business value, and relationships 
between the dynamic capability – e-business value nexus (Figure 5.23).  
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Figure 5.23 Test of Moderating Effects of Environmental Turbulence  
 
Table 5.23 shows results of tests for hypothesized moderating effects of market 
turbulence, technological turbulence, and competitive intensity on links between e-
business capability, dynamic capability, and e-business value. Market turbulence and 
competitive intensity attenuate the positive impact of e-business capability on both 
dynamic capability and operational efficiency, but has no impacts on relationships 
between e-business capability and sales performance. By way of contrast, technological 
turbulence fails to moderate linkages between e-business capability and dynamic 
capability and e-business value. These results provide partial support for H10a (Market 
turbulence moderates negatively relationships between e-business capability and 
dynamic capability; and e-business capability and e-business value) and H10c 
(Competitive intensity moderates negatively relationships between e-business capability 
and dynamic capability; and e-business capability and e-business value), but fail to 
support H10b (Technological turbulence moderates negatively relationships between e-
business capability and dynamic capability; and e-business capability and e-business 
value). 
 
 
 
 
 
 
 
 
 
 
H10a 
H10b 
H10c 
H11a 
H11b 
H11c 
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Table 5.23 Moderating Effects of Environmental Turbulence on Links between E-
business Capability and Dynamic Capability and E-business Value 
Market  
Turbulence 
Standardized Path Estimate Path Difference 
Conclusion Low (n=151) High (n=159) Low vs. High 
EBC  DC .77 .47 .30** Supported 
EBC SALP .45 .45 0 Not Supported 
EBC OPEF .58 .34  .24* Supported 
Technological  
Turbulence 
Standardized Path Estimate Path Difference 
Conclusion Low (n=155) High (n=155) Low vs. High 
EBC  DC .55 .68 .13 Not Supported 
EBC SALP .48 .47 .01 Not Supported 
EBC OPEF .44 .57 -.07 Not Supported 
Competitive  
Intensity 
Standardized Path Estimate Path Difference 
Conclusion Low (n=156) High (n=154) Low vs. High 
EBC  DC .81 .45 .36** Supported 
EBC SALP .58 .40 .18 Not Supported 
EBC OPEF .60 .39 .21* Supported 
Note. *p<.05. **p<.01. ***p<.001. 
 
Similarly, differences in regression coefficients associated with dynamic capability, 
sales performance and operational efficiency fail to reach statistical significance across 
environments characterized by high or low levels of these three environmental 
moderator variables (Table 5.24). Thus, results fail to support H11a (Market turbulence 
moderates negatively relationships between dynamic capability and e-business value), 
H11b (Technological turbulence moderates negatively relationships between dynamic 
capability and e-business value), and H11c (Competitive intensity moderates negatively 
relationships between dynamic capability and e-business value). 
 
Table 5.24 Moderating Effects of Environmental Turbulence on Links between 
Dynamic Capability and E-business Value 
Market 
Turbulence 
Standardized Path Estimate Path Difference 
Conclusion Low (n=151) High (n=159) Low vs. High 
DC  SALP .74 .73 -.01 Not Supported 
DC  OPEF .55 .53 -.02 Not Supported 
Technological 
Turbulence 
Standardized Path Estimate Path Difference 
Conclusion Low (n=155) High (n=155) Low vs. High 
DC  SALP .75 .77 .02 Not Supported 
DC  OPEF .50 .60 .10 Not Supported 
Competitive 
Intensity 
Standardized Path Estimate Path Difference 
Conclusion Low (n=156) High (n=154) Low vs. High 
DC  SALP .75 .73 -.02 Not Supported 
DC  OPEF .59 .52 -.07 Not Supported 
Note. *p<.05. **p<.01. ***p<.001. 
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SUMMARY 
This chapter reports findings relating to EFA, CFA, instrument validity, common 
method bias, tests of full structural equation model, mediating effects of e-business 
capability and dynamic capability, and moderating effects of environmental turbulence.   
 
Consistent with theory, EFA results suggest that 19 factors are distinct with each other 
and all items are associated with their corresponding factors. Five one-factor 
congeneric measurement models and two multi-factor measurement models were 
assessed, indicating that measured variables represent constructs and match the current 
data. Resutls for instrument validity indicate sound levels of internal reliability, 
construct validity, variance extracted estimates, convergent and discriminant validity. 
Validity of reflective second-order constructs for e-business capability and dynamic 
capability is achieved by testing of dimensionality, and by assessing convergent and 
discriminant validity, and construct reliability. Results provide support that common 
method bias is not a significant threat to the validity of this investigation. 
 
Tests of a full structural model confirm a reliable and robust fit between data and the 
present conceptual model derived from the literature review, providing support for 13 
out of 19 hypotheses. Specifically, within the technology context, both IT infrastructure 
and IT expertise are associated positively with e-business capability, but with non-
significant links to dynamic capability. In regard to the organization context, strategic 
IT alignment positively facitates both e-business capability and dynamic capability. 
While competitor orientation impacts positively on dynamic capability, this dimension 
does not significantly enhance e-business capability. By way of contrast, customer 
orientation has a positive effect on e-business capability, but with a nonsignificant link 
to dynamic capability. In terms of the environment context, while organizational 
perception of competitive pressure is related positively to e-business capability, this 
dimension does not facilitate dynamic capability. Notwithstanding, business 
partnerships are not only related positively to e-business capability but also to dynamic 
capability. With respect to relationships between e-business capability, dynamic 
capability and e-business value, e-business capability has a significant association with 
dynamic capability and operational efficiency, but has a nonsignificant impact on sales 
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performance. Dynamic capability affects both sales performance and operational 
efficiency positively.  
 
Tests of mediating effects of e-business capability and dynamic capability demonstrate 
that all seven antecedents (IT infrastructure, IT expertise, strategic IT alignment, 
competitor orientation, customer orientation, organizational perception of competitive 
pressure, business partnerships) within the TOE framework have significant indirect 
effects on business performance via the intermediate effects of e-business capability 
and dynamic capability. 
 
Tests of moderating effects of environmental turbulence show that the impact of 
environmental turbulence on linkages between e-business capability, dynamic 
capability and e-business value is discernible only at e-business capability level. 
Specifically, although market turbulence and competitive intensity attenuate the 
positive impact of e-business capability on dynamic capability and operational 
efficiency, these two moderators impact nonsignificantly on linkage between e-business 
capability and sales performance. Technological turbulence fails to moderate linkages 
between e-business capability and dynamic capability, sales performance and 
operational efficiency. Similarly, differences in regression coefficients associated with 
dynamic capability, sales performance and operational efficiency fail to reach statistical 
significance across environments characterized by high or low levels of these three 
environmental moderator variables.   
 
The final chapter concludes this thesis. 
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CHAPTER 6 
 
DISCUSSION 
 
Drawing upon the TOE framework, RBV, DC, and contingency theories, the present 
thesis develops and tests an integrative theoretical model to explicate key drivers of e-
business capability, dynamic capability, and e-business value, and examines how 
environmental turbulence moderates interrelationships between e-business capability, 
dynamic capability, and e-business value in the fast growth SMEs. Results demonstrate 
a number of significant findings, reflecting ex ante research yet extending conclusions 
drawn from the IS, fast growth, and strategic management literature. This chapter 
discusses key findings, outlines contributions to research and practice, overviews 
limitations associated with this thesis, and provides suggestions for future research, 
culminating in a conclusion. 
 
FINDINGS 
As noted in the Results chapter, e-business capability and dynamic capability constructs 
were treated as second-order factors for model tests. Results culminate in siginificant 
paths from IT infrastructure and IT expertise to e-business capability. But when these 
factors are treated as formative second-order variables, these paths are nonsignificant. 
There are a number of ways of interpretating these findings. For example, differences in 
findings might suggest that these measures might not be robust given their low outer 
weights and the need to treat these constructs as reflective second-order factors in a full 
structural model. Similarly, strategic IT alignment and customer orientation 
demonstrate nonsignificant associations with e-business capability when using PLS, but 
paths are significant when e-business capability is treated as a reflective measure in 
AMOS, also raising questions concerning the ways in which these scales should be 
defined and operationalized.   
 
Aiming to investigate drivers of e-business capability, dynamic capability, and e-
business value, and to explore how business value of e-business capability and dynamic 
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capability is contingent on environmental turbulence in the fast growth SME context, 
the present thesis develops and tests a theoretically-derived model based on the TOE 
framework, RBV, DC, and contingency theories. This research advances the notion of 
e-business capability and dynamic capability as multidimensional constructs based on 
business process types (Day, 1994), helping rapid growth SMEs to create value. It is 
taken that e-business capability represents daily operational processes within value 
chains, consisting of four elements: communication with customers, order taking, 
procurement, and communication with suppliers/business partners. In comparision, 
dynamic capability involves strategic collaboration processes with trading partners, 
containing three dimensions: information sharing, inter-firm coordination, and 
responsiveness of partners. This study culminates in a number of significant findings, 
which are discussed with respect to the three research questions posed in Chapter 1. 
 
RQ1: What are the key antecedents of e-business capability, dynamic capability, 
and e-business value?   
 
Within the context of the TOE framework, except for competitor orientation, six of the 
seven proposed antecedents: IT infrastructure, IT expertise, strategic IT alignment, 
customer orientation, organizational perception of competitive pressure, and business 
partnerships significantly influence e-business capability. Three of these variables: 
strategic IT alignment, competitor orientation, and business partnerships impact 
positively on dynamic capability.  
 
Specifically, with respect to technology context, the present findings suggest that IT 
infrastructure and IT expertise help firms to use e-business in value chain processes and 
thus enhance e-business capability. Consistent with ex ante research (Lin & Lin, 2008; 
Zhu, 2004; Zhu & Kraemer, 2005), results indicate that IT resources are competitive 
necessities (Clemons & Row, 1991), enabling firms to implement IT innovation 
effectively, and to leverage existing IS applications and data resources across the key 
business processes (Lin & Lin, 2008). Results also show that IT infrastructure and IT 
expertise have insignificant direct impacts on dynamic capability. A plausible 
explanation is that the effect of IT infrastructure and IT expertise on dynamic capability 
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is indirect through e-business capability. It should be noted that ex ante IS research 
does not deconstruct IT use in different capability-building processes and thus any 
examination of the differential impact that antecedents might have on different business 
processes have been largely ignored (Mishra et al., 2007). 
 
In regard to organization context variables, the present thesis posits that stratetic IT 
alignment (strategic planning) and market orientation (culture) are organizational slack 
resources, facilitating fast growth SMEs to use e-business technologies, thus enhancing 
e-business capability and dynamic capability. Findings indicate that strategic IT 
alignment is associated positively with e-business capability and dynamic capability, 
providing empirical support to the arguments that strategic IT alignment is important in 
understanding interrelationships between IT, organizational capabilities, and 
performance (Chan et al., 1997; Powell & Dent-Micallef, 1997; Sabherwal & Chan, 
2001).  
 
In line with ex ante IS research (Cragg et al., 2002; Hussin et al., 2002; Oh & 
Pinsonneault, 2007), results demonstrate that successful use of IT by SMEs hinges on 
how companies align their IT strategy with business objectives, a key determinant for 
achieving strategic value of IT. Fast growth investigations (Fisher et al., 1997; Larsen 
et al., 2000; Larsen et al., 2001) also point out that strategic IT planning plays an 
important role in achieving IT success. Firms that employ strategic planning and 
manage changes proactively tend to grow and obtain substantive benefits. Importantly, 
the present findings diminish assumpions that IT is regarded as less important (Carr, 
2003) and SMEs are less strategically-oriented when compared with their larger 
counterparts (Lefebvre et al., 1992). Rather, findings lend support to Das et al. (1991) 
and Levy and Powell (2000) that entrepreneurs employ IT as a strategic weapon to 
maintain their competitiveness and achieve future success,  adding weight to Storey‟s 
(1994) assertion that SMEs holding high levels of technological sophistication are 
likely to grow more rapidly than their counterparts. 
 
Literature (Lieberman & Montgomery, 1988; Julien & Lachance, 2001) highlights that 
rapid growing companies exhibit proactive and risk-taking behaviors in order to gain a 
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first-mover advantage and capitalize on market opportunities. Gatignon and Xuereb 
(1997) contended that it is imperative for firms to hold a market orientation culture 
especially when operating in high-growth markets. The present results demonstrate 
relationship between market orientation and e-business capability (Li et al., 2010), 
dynamic capability (Menguc & Auh, 2006; Min, Mentzer, & Ladd, 2007), and firm 
performance (Wu et al., 2003). Interestingly, competitor orientation and customer 
orientation have differential impacts on capability-building processes. Competitor 
orientation facilitates dynamic capability but not e-business capability. By way of 
contrast, customer orientation enhances e-business capability but not dynamic 
capability. It should be noted that although customer orientation has no direct impact on 
dynamic capability, it has indirect effects on dynamic capability through e-business 
capability. These results support arguments in the marketing research area (Gatigon & 
Xuereb, 1997; Lukas & Ferrell, 2000; Zhou et al., 2007) that customer and competitive 
orientations behave differently and should be treated as distinct constructs rather than 
as an amalgam in order to examine their differential impacts on business performance.  
 
Consistent with Wu et al. (2003) and Min et al. (2007), the current findings suggest that 
competitor-oriented businesses understand their markets and are prepared to take on 
new challenges by enhancing communication and collaboration with external parties, 
thus fostering their dynamic capability to coordinate with business partners in order to 
respond effectively to market changes. As Porter (1980) espoused, competitor 
orientation culture enables firms to identify competitors‟ weaknesses, to predict their 
possible moves, to respond to sellers‟ likely future strategies, providing companies with 
opportunities that can be exploited. Owing to a high degree of integration, coordination, 
and communication, competitor-oriented enterprises collect information on their 
competitors, comparing resources, cost positions, and financial performance, enabling 
swift and effective responses to competitive threats (Day & Nedungadi, 1994; Narver & 
Slater, 1990), the perspective of which is in line with the present results.  
 
In a similar vein,  Parsons (1991) noted that customer-oriented businesses tend to 
innovate across their internal business systems in order to provide quality products and 
services that meet customer requirements. Han et al. (1998) argued that because 
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customer orientation places the highest priority on continuously finding ways to 
provide superior customer value, an increased commitment to customer orientation 
should result in increased boundary-spanning activity (p. 33). Parsons (1991) posited 
that organizations committed to providing superior customer value tend to be 
innovative in business system reengineering, which is as important as product or 
service innovation in delivering superior customer value. Wu et al. (2003) reported that 
customer orientation is the most salient dimension among three elements of market 
orientation in influencing organizational innovation and adoption of e-business. More 
recently, Li et al. (2010) found that customer-oriented firms are likely to use e-business 
in designing firm strategy and building business operations. These findings are 
consistent with the present results.  
 
In terms of environment context, the current findings indicate that organizational 
perception of competitive pressure facilitates fast growing SMEs to enhance e-business 
capability. Although this dimension is nonsignificantly related to dynamic capability, it 
has an indirect impact on dynamic capability through e-business capability. Consistent 
with ex ante IS research (Lin & Lin, 2008; Wu et al., 2003; Zhu & Kraemer, 2005), the 
present thesis confirms that competitive pressure is a significant antecedent of e-
business use across value chain processes, enhancing e-business capability. Fast growth 
literature (Tiessen et al., 2001; Todd & Taylor, 1993) hightlights that environmental 
factors related to competition help to explain why SMEs are driven to use new 
information technologies. The present findings show that when fast growth SMEs 
perceive highly competitive pressure from external business environments, they tend to 
implement and use IT innovations aggressively and actively in order to gain first-mover 
benefits and competitive advantage (Lieberman & Montgomery, 1988). These results 
are consistent with Todd and Taylor‟s (1993) observation that specific environmental 
triggers (i.e., introduction of new technologies) force fast growth firms to take actions 
and thus, change the competitive dynamics of companies.  
 
According to Mishra et al. (2007), organizational perception of environments can be 
regarded as a critical intangible resource (i.e., managerial skill) which is hard to transfer 
and imitate, leading to business value (Brynjolfsson, Hitt, & Yang, 2002; Lang et al., 
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1997). In a digitized network environment, managerial skills are necessary to direct 
coevolutionary changes effectively and efficiently in technology, processes, and 
strategy (Dong et al., 2009; Lee, 2004). The present results indicate that managerial 
perception of competitive environments influences the ways in which fast growth firms 
shape their strategic opportunity sets and take actions (Jackson & Dutton, 1988; 
Penrose, 1959). Entreprenurs/founders have a major impact on firm growth orientation, 
behaviors, and performance (Barringer & Jones, 2004; Dobbs & Hamiltion, 2007). 
Findings imply that high growth companies proactively exploit market opportunities 
and aggressively initiate competitive actions by utilizing new technologies and thus, 
achieve high proliferation (Barringer & Jones, 2004; Hamilton & Lawrence, 2001; 
Smallbone & Wyer, 2000).  
 
Beyond IT resources (i.e., IT infrastructure, IT expertise), internal organizational 
resources (i.e., strategic IT alignment, market orientation, organizational perception of 
competitive pressure), the present thesis finds that business partnerships, as an external 
organizational resource in the environment context, is associated positively with e-
business capability and dynamic capability. According to the standardized regression 
weights, business partnerships is the strongest predictor of e-business capability and 
dynamic capability among the seven antecedents, suggesting that external relational 
resources are critical for fast growing companies to gain business value in today‟s 
highly competitive market.  
 
Consistent with IT innovation literature (Barua et al., 2004; Dong et al., 2009), findings 
suggest that business partnerships is a significant determinant of firms‟ implementation 
and use of e-business technologies, highlighting that high levels of digitization needs 
companies to have open, committed, and trusting relationships with their trading 
partners in order to leverage resources across their processes (Mishra et al., 2007; Zhu 
et al., 2003). IS research (Melville et al., 2004; Powell & Dent-Micallef, 1997) suggests 
that business partnerships involving knowledge, strategic planning, and collaboration 
are valuable and idiosyncratic business resources hard for competitors to replicate, 
providing firms with sources of competitive advantage to achieve IT business value. 
The present results confirm this position. 
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Literature (Barringer et al., 2005; Beekman & Robinson, 2004) highlights that owing to 
limited resources, rapid growing SMEs tend to engage proactively in inter-firm 
partnerships in order to gain business benefits during high growth phases. Morena and 
Casillas (2007) argued that accessing new knowledge not only internally but also 
externally constitutes dynamic capability, necessary for high growth (Zahra et al., 
2006). Strategic alliance research (Dyer & Singh, 1998; Dyer & Hatch, 2006) also 
emphasizes that it is imperative for firms to build strategic associations with external 
partners in order to develop organizational dynamic capability especially when 
conducting business in face of changing and complex environments. Such alliances can 
provide firms with access to complementary resources, enhance inter-firm collaboration 
capability, help to integrate business activities along value chains, and increase 
responsiveness to market changes (Gulati, 1999; Gulati et al., 2000), the perspective of 
which is in line with the present results.  
 
In regard to interrelationships between e-business capability, dynamic capability, and e-
business value, findings show that e-business capability is related positively and 
directly to dynamic capability and operational efficiency, but only indirectly associated 
with sales performance via dynamic capability. By way of contrast, dynamic capability 
has significant impacts on both sales performance and operational efficiency, providing 
empirical evidence that firms achieve business value by using lower-level of IT 
capability to enable higher-level of organizational dynamic capability (Pavlou & El 
Sawy, 2006; Rai et al., 2006).  
 
The present thesis posits that e-business capability represents a firm‟s ability to use e-
business in order to link and streamline business processes among members along value 
chains. The greater the extent of e-business use, the more likely that firms will build 
higher level of dynamic capability that leverages internal and external resources to 
enhance inter-firm information sharing, coordination, and responsiveness, thus creating 
business value. By conceptualizing and empirically validating the role of e-business 
capability as an enabler of dynamic capability, the present thesis answers calls from IS 
researchers (Rai et al., 2006; Sambamurthy et al., 2003) to examine how effective use 
of IT in value chain processes leads to IT-enabled dynamic capability featured by 
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strategic flexibility and firm change. In line with Zhu and Kraemer (2005), findings in 
some respect support the notion that e-business use can be regarded as a missing link to 
IT payoff (Devaraj & Kohli, 2003, p. 273). 
 
Notably, an examination of standardized regression weights show that when compared 
with e-business capability, dynamic capability has a stronger impact on sales 
performance and operational efficiency. Consistent with Devaraj et al. (2007), Dong et 
al. (2009), and Rai and Tang (2010), the present findings indicate that actual IT 
business value is co-created from strategic collaborations with business partners that 
exploit both internal and external resources, and align IT with business processes for 
facilitating coordination among members in value chains.  
 
RQ2: Does e-business capability and dynamic capability mediate relationships 
between antecedent factors and e-business value? 
 
In order to answer research question 2, the present thesis conducted tests of mediation. 
Results demonstrate that IT infrastructure, IT expertise, strategic IT alignment, market 
orientation, organizational perception of competitive pressure, and business 
partnerships within TOE contexts have significant indirect effects on business 
performance via the intermediate sequential linkages of e-business capability and 
dynamic capability which exploit both intra- and inter-firm business synergies. 
Findings confirm RBV theory, indicating that e-business capability and dynamic 
capability, as firm-specific organizational capabilities, are derived from IT resources 
and complementary organizational resources, and are embedded within business 
processes, helping organizations to create value.  
 
These results also suggest the synergistic effects of IT resources (i.e., IT infrastructure, 
IT expertise) and other complementary organizational resources (i.e., strategic IT 
alignment, competitor and customer orientations, organizational perception of 
competitive pressure, business partnerships) on building firm-specific organizational 
capabilities which in turn transform resources into business processes, thus creating 
business advantage (Bharadwaj, 2000; Ravinchandran & Lertwongsatien, 2005; Zhu, 
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2004). Moreover, findings provide empirical evidence supporting the source-positional 
advantage-performance (SPP) framework developed by Day and Wensely (1988). The 
present research suggests that firms with distinguished IT resources, internal (i.e., 
strategic IT planning, market orientation culture, managerial skills) and external (i.e., 
business partnerships) organizational resources have sources of advantage over their 
competitors, leading to the development of specific organizational capabilities that 
provide positional advantage in order to compete with rivals and perform effectively.    
 
RQ3: Does environmental turbulence moderate relationships between e-business 
capability, dynamic capability, and e-business value? 
 
Research question 3 addresses the issue of moderating effects of environmental 
turbulence on organizational capabilities and performance. Tests of moderation show 
that the impact of environmental turbulence on linkages between e-business capability, 
dynamic capability, and e-business value is discernible only at the level of e-business 
capability. Dynamic capability performs equally well under varying levels of market 
and technological turbulences, and competitive intensity, indicating that dynamic 
capability involving knowledge integration, managerial decisions, and strategic 
alliances assists fast growth enterprises to deal with dynamic market changes 
effectively. Overall, there are three explanations for these findings.  
 
First, building agile, adaptable, and aligned value chains can provide firms with 
superior and sustainable competitive advantage because these networks involve the use 
of idiosyncratic investments, knowledge-sharing processes, complementary resources 
and capabilities, and effective governance (Dyer & Singh, 1998; Lee, 2004). Successful 
companies such as Dell, Cisco, Wal-Mart leverage their digitally-enabled value chain 
networks to achieve real-time information sharing, efficient coordination, and fast 
response to market changes, and thus gain sustainable competitive advantage (Lee, 
2004). Ferrier, Smith, and Grimm (1999) opined that in order to outperform 
competitors, firms need to align business processes with trading partners so as to 
facilitate mutual adjustment and efficient execution of value chain activities. Rai and 
Tang (2010) found that firms with high levels of inter-firm process alignment capability 
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are likely to achieve competitive advantage when operating in turbulent environments. 
In line with Lee (2004), and Rai and Tang (2010), Dong et al. (2009) concluded that 
building digitally-enabled collaborations with business partners in value chains helps 
firms to develop agile, aligned, and adaptable capabilities in both processes and 
strategies, especially important when organizations compete in highly competitive 
environments.  
 
Second, dynamic capability integrating distinct skills, knowledge learning and sharing 
processes, organizational structures, and decision rules among firms undergird 
enterprise-level sensing, seizing, and reconfiguring capacities to respond to 
environmental turbulence (Teece, 2007, p. 1319). Eisenhardt and Brown (1999) argued 
that dynamic capability provides firms with flexibility to respond to environmental 
turbulence effectively, enabling companies to increase their range of competitive 
actions. Extending Eisenhardt and Brown (1999), Rai and Tang (2010) highlighted that 
organizations that have dynamic and competitive processes collaborating with business 
partners to initiate and perform competitive moves associated with product-market 
offerings can gain competitive advantage in the often-small windows of opportunity 
available in turbulent environments (p. 19), the conclusion of which is consistent with 
this thesis. 
 
Third, fast growth SMEs demonstrate a capacity to fit or adapt to turbulent 
environments. As indicated in Chapter 2, theoretical paradigms of strategic fit contend 
that organizational capabilities and environments interact in dynamic co-alignment 
processes (Miller, 1988), with the resulting fit having beneficial implications for 
performance (Lukas et al., 2001). According to Miles and Snow (1984), successful 
organizations achieve strategic fit with market environments by utilizing appropriately 
designed strategies and management processes. Ultimately, the success of an adaptive 
effort is measured by the firm’s performance (Miller & Friesen, 1984, p.89). The 
present cohort of fast growth SMEs have experienced at least four consecutive years of 
growth in sales turnover (greater than 20%). Results also reveal that environmental 
turbulence impacts minimally on hypothesized relationships, as indicated by the 
observation that only four out of the 15 hypotheses tested for moderation effects are 
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supported. These findings desmonstrate that the positive performance of rapid growing 
enterprises appears to be associated with tight fit not only internally among strategies, 
structures, and management processes, but also externally with their environments 
(James, 2009). Conclusions point to that their flexible structures, collaborative business 
partnerships, and entrepreneurial abilities to leverage pertinent organizational 
capabilities in order to achieve adaptive strategic fit, enhance fast growth firms‟ 
adaptability to business ecosystems, and enable them to gain superior long-run business 
performance.   
 
CONTRIBUTIONS TO RESEARCH 
The present thesis extends extant knowledge in seven salient ways. First, a fundamental 
contribution relates to developing, theorizing, and empirically validating an integrative 
multi-theoretical model investigating nomological relationships among antecedent 
resources from technology, organization, and environment contexts, IT capability, 
dynamic capability, and IT business value. This thesis is possibly the first study to test 
empirically the concurrent application of TOE, RBV, DC, and contingency theories, 
thus offering a broad-based theoretical lens to view complex phenomena in the e-
business arena.  
 
As noted in Chapter 2, the TOE, RBV, DC, and contingency theories have inherent 
limitations, and in their own right, are incapable of fully explaning organizational 
phenomena in complex business environments. Ex ante research (Fichman, 2000; 
Wheeler, 2002) suggests that a primary issue in IS research is a need for theoretically 
rigorous and practically relevant frameworks to guide empirical studies. Straub et al. 
(2002) criticized the IS literature on the grounds that it has been weak when making 
linkages between theory and measures, let alone when subjecting proposed measures to 
empirical validation for reliability and validity. In regard to e-business research, 
Kauffman and Walden (2001), and Zhu et al. (2004) stated that examination of e-
business issues is limited in part, owing to difficulties associated with developing 
measures and collecting data. This thesis employs the source-positional advantage-
performance (SPP) framework (Day & Wensley, 1988) as an overarching theoretical 
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model. By advancing an integrative multi-theoretical framework, the present thesis 
helps researchers to achieve a solid understanding of complex phenomena (Oh & 
Pinsonneault, 2007), to test and validate theories (DiMaggio, 1995), to enhance 
explanatory power (Kuhn, 1970), and to extend theory (Gioia & Pitre, 1990; Gregor, 
2006).  
 
Second, the present thesis contributes to IS literature by synthesizing two separate 
research streams: IT usage and IT business value to investigate how IT innovations help 
firms to create business advantage. It is noteworthy that ex ante studies of IT use and IT 
business value are largely isolated but related aspects of the same nomological net used 
to examine IT innovation (Mishra et al., 2007; Zhu & Kraemer, 2005). Through 
exploring the entire nomological net that contains antecedent resources, IT use in 
capability-building processes, and IT business value, this thesis advances that 
antecedent resources significantly influence IT use in capability-building processes 
which are in their own right related positively to firm performance. Independent 
examination of either IT usage or IT business value in the ex ante IS literature are 
unlikely to generate such comprehensive insights. Therefore, the present thesis extends 
IS research by integrating these two important aspects into one unified model, offering 
a solid and holistic view of post-adoption variations in IT usage and value creation. 
 
Third, the present thesis contributes to IS research by incorporating IT resources (i.e., 
IT infrastructure, IT expertise), internal organizational resources (i.e., strategic IT 
alignment, market orientation, organizational perception of competitive pressure), 
external organizational resources (i.e., business partnerships) and business processes 
(i.e., order fulfilment, strategic collaboration) into conceptualizations of two types of 
firm-specific capabilities: e-business capability and dynamic capability. Distinctive, 
non-imitable, and non-substitutable resources are key sources of competitive advantage 
and inter-firm performance differentials. However, understanding how firms develop 
organizational capabilities still remains enigmatic (Ethiraj et al., 2005). IS research 
(Ravinchandran & Lertwongsatien, 2005; Sambamurthy et al., 2003; Zhu, 2004) 
suggests a pressing need to pay more attention to the issue of complementarity between 
IT and other firm-specific resources, and to discuss the effects of synergies between 
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resources and capabilities on firm performance. Utilizing resource-picking and 
capability-building mechanisms (Makadok, 2001), the present thesis explains how and 
why e-business capability and dynamic capability, enabled by complementary 
resources and IT-enabled process-embeddedness, is more valuable for firms when 
creating and sustaining advantage than just adoption and application of IT per se. 
Importantly, by demarcating specific types of firm capabilities, the present study 
provides a substantial understanding of sources of IT-based competitive advantage 
(Bhatt & Grover, 2005; Stoel & Muhanna, 2009). 
 
Fourth, the present thesis informs an enduring debate about the business value of IT. 
This thesis highlights that IT alone might not hold an answer to IT value creation, but 
rather technology works in tandem with other intra- and inter-organizational resources 
to build specific organizational capabilities embedded within business processes, 
helping firms to create value (Dong et al., 2009). Specifically, IT business value 
depends on how firms use IT effectively to improve upstream, downstream, and 
internal operations, and to facilitate inter-firm information sharing, coordination, and 
collaboration processes. The present thesis investigates intermediate IT-enabled 
processes and the specific ways in which IT is employed by firms to enhance their core 
business processes. In other words, this research conceptualizes and differentiates two 
types of firm-specific capabilities (i.e., e-business capability, dynamic capability) based 
on business process types (Day, 1994). While e-business capability is taken as a firm‟s 
IT capability embedded within daily operational value chain processes, dynamic 
capability can be regarded as a higher-level of organizational capability fixed firmly in 
inter-firm collaboration processes. By testing these two types of firm-specific 
capabilities across three different environmental turbulence situations, this thesis helps 
researchers to understand why IT business value emerging from collaborative 
partnerships in value chains can be esteemed, sustainable, and resilient to 
environmental changes.  
 
Heeding calls from Kohli and Grover (2008) encouraging IS researchers to evaluate the 
IT value co-created in multi-firm environments, this thesis shows that firms can reap 
significant benefits by building collaborative inter-firm IT-enabled capability with 
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business partners. Moreover, from a theoretical advancement perspective, the present 
research adds to a burgeoning literature that examines IT value creation in turbulent 
environments (Dong et al., 2009; Rai & Tang, 2010), extending resource-based 
literature by linking resources/capabilities to external environments (Melville et al., 
2004) and thus, contributing to extant IT business value research. 
 
Fifth, the present thesis contributes conceptually and methodologically to IS research 
by introducing two new theoretically multidimensional instruments for capturing e-
business capability and dynamic capability. These two theory-driven latent 
organizational capability constructs are applicable for research across different industry 
sectors because they have been developed and validated against a cross-sectional 
sample of firms. The present thesis contributes to the field by showing that it is possible 
to measure theory-driven multidimensional constructs and to use latent variable 
modeling to test hypotheses (Banker et al., 2006).  
 
Sixth, the present thesis bridges IS and marketing literature. By adding market 
orientation into the TOE framework, this investigation expands extant IS literature 
demonstrating that market orientation, as a valuable organizational culture resource, is 
an important antecedent for firms to embrace technological innovation (Li et al., 2010). 
This research also contributes to marketing literature, by delineating how market 
orientation when bundled with other organizational resources to create IT capability 
and dynamic capability, can help firms to achieve business advantage. Although there 
is mounting evidence concerning associations between market orientation and superior 
business performance (Jaworski & Kohli, 1993; Narver & Slater, 1990), understanding 
how this market-based resource is transformed into competitive advantage through the 
deployment of dynamic capability mechanisms still remains open to question (Menguc 
& Auh, 2006). Notwithstanding, the present thesis helps to fill this gap by 
demonstrating the competitive value of market orientation and its relationship to IT 
capability and dynamic capability, the perspective of which expands ex ante research. 
 
Finally, the present thesis contributes to fast growth literature by investigating how fast 
growth SMEs align their IT investments with complementary business practices and 
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organizational structures to create sustainable business advantage. As a major 
component of industrial economies, SME survival and growth is imperative. 
Specifically, rapidly growing firms represent a substantial proportion of power in the 
small business sector, creating wealth, income, and jobs (Brophy, 1997). It is 
noteworthy, however, that fast growth enterprises have not been targeted in a number of 
prominent studies (Upton et al., 2001). Research related to IT issues in fast growth 
SMEs is still thin on the ground and the benefits they derive from IT is far from 
conclusive (Bi & Smyrnios, 2009; Bi et al., 2010). Having said that however, there is a 
growing interest in investigating determinants of fast growth firm performance 
(Barringer et al., 2005; Moreno & Casillas, 2007; O'Regan et al., 2006). This research 
provides an alternative, though sharper, lens to view these phenomena, albeit through 
the adoption of a technological innovation perspective. By this means, this study shows 
that fast growth firms tend to utilize their internal (i.e., technology, strategy, culture, 
managerial skills) and external (i.e., partnerships, alliances, governance) resources to 
build distinctive competencies and thus, grow rapidly.    
 
CONTRIBUTIONS TO PRACTICE 
The present thesis provides five important insights for management, particularly for 
highly entrepreneurial firms. First, this research provide a useful integrative framework 
for managers to understand the ways in which IT investments help firms to create 
strategic advantage and achieve financial performance. Just as a map is not the actual 
territory it is supposed to represent, sources of competitive advantage, be they 
technological, organizational, or environmental do not guarantee competitive advantage. 
It is the ways in which firms combine these qualities to develop unique organizational 
capabilities to achieve superior business advantage (Barua et al., 2004; Day, 1994). 
Managers are advised to examine external industry contexts, firm-specific resources, 
and core processes that foster the development of capabilities that form part of 
corporate strategies and growth.  
 
Second, this study demonstrates that dynamic capabilities are crucial for companies in 
the face of rapidly changing environments. It is dynamic capabilities that help firms to 
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fit, adapt, and temper the impact of environmental turbulence in the face of high-growth 
(Zahra et al., 2006). Enterprises with strong dynamic capability are intensely 
entrepreneurial (Teece, 2007, p. 1319), indicating the prominent role of managers in 
achieving business success through their managerial skills. This study identifies the 
differential impact of technological, and internal and external organizational resources 
on firm-spefic capability building processes, highlighting that complementarities 
between IT and other organizational resources are mutually enhancing, leading to 
superior IT capability and dynamic capability. For managers, identifying resource 
competencies that have high potential for developing specific organizational-
capabilities and focusing on proper business routines where these capabilities are 
deployed should be a priority.   
 
Third, inter-firm collaborations impact favourably on business value. Strategic 
networks provide firms with resources for creating inimitable value-generating 
capabilities, facilitate value chain responsiveness to shifting competitive demands of 
market environments, and thus promote growth (Gulati et al., 2000). Nowadays, digital 
technologies interconnect business environments on a global scale and therefore firms 
no longer work in isolation. Accordingly, for managers, it is imperative to build such 
information-linked strategic partnerships in order to improve inter-firm integration and 
collaboration processes, and to gain mutual sustainable business advantage when doing 
business, particularly in dynamic environments.  
 
Fourth, market orientation is a valuable firm resource. The synergy of combining 
market orientation with other organizational resources helps firms to create dynamic 
capabilities that can lead to superior competitive advantage. Business success largely 
hinges on how managers balance market orientation and innovativeness to promote 
cooperative activities with value chain members, to enhance new product development, 
and to increase customer value (Min et al., 2007; Wu et al., 2003). Market orientation 
can merely be a point of parity for most firms. A point of difference can be achieved 
when this activity is bundled together with innovativeness. However, managers need to 
be cognizant of the potential limitations of investing in market orientation alone. 
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Finally, the present thesis highlights the importance of characteristics such as IT 
infrastructure, IT expertise, strategic IT alignment, business partnerships, market 
orientation, and organizational perception of environment factors on heightened levels 
of e-business capability and dynamic capability. These findings possibly exemplify the 
collective responsibility of senior management, and business and IT executives in 
heightening e-business success, providing empirical support for the principle of 
normative collective responsibility (Chatterjee et al., 2002; Ravinchandran & 
Lertwongsatien, 2005). When implementing IT projects, IT and business managers 
need to work together closely to understand strategies and institutional mechanisms in 
order to ensure that IT capability is channelled towards important areas for 
organizations. IT managers should proactively educate senior managers on the value of 
IT activities and seek the necessary funding to renew and to improve core IT capability 
as well.  
 
LIMITATIONS AND FUTURE RESEARCH 
The present thesis involves four principal limitations, providing avenues for future 
research. First, a cross-sectional research design was utilized in which data were 
collected at a single point in time. Analysis of static, rather than longitudinal parameters, 
limits inferences associated with relationships between constructs and cannot establish 
causality of arguments (Bowen & Wiersema, 1999). Longitudinal designs have their 
benefits, but involve associated cost, particularly beyond that available for a PhD 
candidate. Future research might consider utilizing longitudinal methods, investigating 
the evolutionary nature of e-business capability, dynamic capability, and sustainable e-
business value over a relatively long period of time.  
 
Second, utilization of single-informants (CEO/Founder) presents as another limitation. 
Single informant studies, while prevalent in IS research, are nonetheless susceptible to 
perceptual or attitudinal bias when interpreting results. The present thesis uses self-
administered questionnaires, the measurement of which is subject to common method 
bias. Having said that, Harman‟s one factor test, and testing of Marlowe and Crowne‟s 
(1961) social desirability demonstrate a low likelihood of common method bias, the 
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inherent methodological limitations associated with self-reported surveys should not be 
ignored. Accessing multiple sources of information not only taps complexities but also 
strengthens both the reliability and validity of findings (Van Bruggen, Lilien, & Kacker, 
2002). Future research might consider comparing data obtained from managers across 
IT, marketing, and operational functions. In addition, researchers might supplement 
primary data collection with that obtained from secondary sources.  
 
A third limitation relates to sample characteristics upon which the present hypotheses 
are tested. The current investigation is concerned with a relatively small proportion of 
self-selected fast growing SMEs in a specific geographical region. While the present 
hypothesized model might be applicable to larger firms, further research is necessary to 
determine whether these results are generalizable.  
 
Finally, this study investigates only seven antecedents within TOE framework. Further 
studies could consider including other factors. For example, organizational variables, 
such as the degree of centralization and formalization, and entrepreneurial orientation, 
have been found to be significant in the innovation literature (Damanpour, 1991). These 
predicators could possibly provide significant improvement over the current model, but 
the proof of the pudding is in the testing.  
 
CONCLUSION 
Aiming to address the ongoing debate about the business value of IT among academics 
and practitioners, and to understand a number of the determinants of fast growth SMEs, 
the present thesis develops and empirically tests an integrative multi-theoretical model 
incorporating technological, organizational, and environmental factors to assess e-
business capability, dynamic capability, and e-business value. The TOE framework, 
RBV, DC, and contingency theories underpin this research.  
 
Findings emanating from the present thesis reveal that fast growth firms create and 
sustain competitive advantage by aligning their IT invesments with complementary 
internal and external factors (i.e., IT resources, strategic planning, organizational 
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culture, managerial skills to deal with competitive environments, business partnerships), 
and business practices (i.e., value chain activities, strategic collaboration) to develop e-
business capability and dynamic capability. Results provide empirical support for the 
source-positional advantage-performance framework developed by Day and Wensley 
(1988). Technology context (i.e., IT infrastructure, IT expertise), organization context 
(i.e., strategic IT alignment, market orientation), and environment context (i.e., 
organizatioinal perception of competitive pressure, business partnerships) antecedents 
are viewed as sources of competitive advantage. E-business capability and dynamic 
capability provide positional advantage for fast growth firms in order to differentiate 
themselves from their rivals by conducting value chain activities effectively, and 
adapting efficiently to market changes, thus creating sustainable business value (Day & 
Wensley, 1988).  
 
Tests of mediation confirm RBV theory, indicating that organizational capabilities 
emanate from IT resources and complementary organizational resources, and are 
embedded within business processes, helping firms to create business value. Tests of 
moderation highlight the prominent role of dynamic capability, enhancing fast growth 
SMEs to achieve sustainable business advantage in turbulent environments. Another 
important finding from tests of moderation shows that owing to flexible structures, 
collaborative business partnerships, and entrepreneurial skills to leverage organizational 
capabilities, fast growth companies demonstrate a capacity to fit or adapt to turbulent 
environments, thus achieving positive growth performance.  
 
The present thesis has implications for theory, research, and practice. First, this thesis is 
possibly the first study to demonstrate the theoretical value of integrating TOE, RBV, 
DC, and contingency theories into a multi-theoretical model, exhibiting high levels of 
explanatory power and culminating in theoretical enhancement. Future research should 
work towards combining multi-theoretical streams into a more comprehensive view of 
phenomena, leading to the development of strong theories.  
 
Second, this investigation examines antecedents, the extent of IT use in capability-
building processes, and IT business value within the e-business arena. To bridge the 
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apparent gap between IT use and IT business value literature, future research should 
examine antecedents, and the extent and consequences of IT use within the entire 
nomological net in a holistic model for theoretical advancements.  
 
Third, the present study suggests that antecedent resources have differential impact on 
IT use in capability-building processes. Future research should acknowledge these 
differences and explicitly test relationships between antecedents and capability-building 
processes in different aspects at a granular level, thus enhancing our understanding of 
the value of different antecedent resources in organizational capability-building 
processes.  
 
Fourth, this investigation highlights that the role of dynamic capability is crucial for 
companies in the face of rapidly changing environments. Importantly, fast growth firms 
possessing dynamic capabilities tend to be highly entrepreneurial (Teece, 2007; Zahra 
et al., 2006). Zahra and George (2002b) emphasized that the ongoing interplay between 
entrepreneurship, IT, and competitive strategy is imperative for the creation of dynamic 
capability in net-enabled business environments. Future research should take a strategic 
entrepreneurship approach in exploring ways of building, renewing, and reexploiting 
firms‟ dynamic capability, the perspective of which will provide meaningful insights 
into how competitive advantage is created in net-enabled organizations.  
 
Finally, the present thesis provides a useful integrative framework for managers to 
understand the ways in which IT investments help firms to create strategic advantage 
and ultimately achieve financial performance. 
 
In closing, this thesis goes some way to counter Carr‟s (2003) assertion: IT Doesn’t 
Matter, providing what appears to be a first step towards an understanding of how IT 
innovation helps fast growth firms to gain and sustain business value. Moreover, this 
research lays the ground work and advances an important conceptual foundation upon 
which the business value of IT and determinants of fast growth firms can be assessed.  
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Appendix 4.1 2008 BRW Fast Growth Company Questionnaire 
 
 
Dear Participant 
 
Plain Language Statement 
 
I am a PhD student in the School of Management at RMIT University. My research 
topic is E-business Capability and Value for Fast Growth Small-to-Medium Enterprises. 
The aim of this project is to investigate the extent to which firm e-business capability 
and value influences business performance. This study will lead to an in-depth 
understanding of the drivers of fast start up companies. My supervisor is Professor 
Kosmas Smyrnios, who in recent times, also sought your views on business–related 
issues. 
 
I am inviting you to access this on-line questionnaire which will take about 15-20 
minutes to complete. Your support is much appreciated, and participation is voluntary; 
you may withdraw at any time, and request that any unprocessed data concerning your 
organization be withdrawn.  
 
Data collected will be analyzed for my thesis, the findings of which may appear in 
publications including stories/articles for BRW. Results will be reported in a manner 
which does not enable you or your company to be identified (unless you indicate 
otherwise). Thus, reporting will protect your anonymity.  
 
If you have any queries regarding this project please contact my supervisor Professor 
Kosmas Smyrnios, phone 03 9925 1633, email kosmas.smyrnios@rmit.edu.au or the 
Chair of the RMIT Business Human Research Ethics Sub-committee Associated 
Professor Carlene Boucher, phone 03 9925 5914, email rdu@rmit.edu.au 
 
 
Yours Sincerely, 
 
Rui Bi 
Student Investigator 
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There are nine (9) parts to this questionnaire, which should take about 15-
20 minutes to complete. Please answer ALL questions by typing your 
answer in the text box [       ] or ‘checking’ the box [  ] that BEST 
describes your situation.   
 
Part 1: Background on Business 
1. Company Name:   Enter your details here   
2. Name and position of Founder/CEO (i.e. person who completed the questionnaire): 
      
3. Contact telephone number:       
4. In which year was the enterprise established?       
5. Is your company listed on the Australian Securities Exchange? Yes       No 
6. The founder  is:     Male     Female   
7. What was the age of the founder when the enterprise was first established?  
       Under 30        30-50          Over 50 
8. What is the highest academic qualification of the founder?  
Less than HSC (year 12)                                        
HSC (year 12)                                                 
Tertiary 
MBA 
PhD or Doctorate 
Other   
9. What Industry best describe your company? (Select ONE only) 
Accommodation, café, restaurantsLess                                         
Communications                                                 
Construction 
Cultural & recreational services 
Education 
Finance & insurance 
Health & community services 
Information technology 
Manufacturing    
Mining 
Personal & other services 
Property & business services 
Retail trade 
Transport & storage 
Wholesale trade 
10. Number of full-time employees:       
11. Number of part-time employees:       
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Part 2: Technology Context   
 Strongly Disagree Strongly Agree 
IT Infrastructure 1      2      3      4     5     6     7 
1. Our company has a good telecommunication infrastructure.  
  
                        
2. Our company’s IT systems infrastructure is very flexible in 
relation to future needs. 
                        
3. Our company’s IT systems enable us to cooperate 
effectively with suppliers/business partners and customers. 
                        
 Strongly Disagree Strongly Agree 
IT Expertise 1      2      3      4     5     6     7 
1. Our IT people are generally aware of e-business functions. 
 
                        
2. Our company hires highly specialized and knowledgeable IT 
people for e-business.                                                                          
                        
3. Our IT people are well trained in e-business. 
 
                        
Part 3: Organization Context  
 Strongly Disagree Strongly Agree 
Strategic IT Alignment 1      2      3      4      5     6      7 
1. Our IT plan is strategically integrated with the overall 
business plan. 
                        
2. Our IT plan reflects our company’s mission, goals, 
objectives, and strategies. 
                        
3. Our IT plan is based on a review of the business plan and 
supports business strategies. 
                        
4. Our IT plan contains quantified goals and objectives. 
 
                        
5. Our IT plan contains detailed action plans/strategies that 
support company direction. 
                        
6. Our company priorities major IT investments by expected 
impact on business performance. 
                        
 Strongly Disagree Strongly Agree 
Competitor Orientation 1      2      3      4      5     6      7 
1. Our managers often exchange information and view about 
our competitors. 
                        
2. Our company responds rapidly to competitor’s actions.                         
3. Our top managers regularly discuss our competitors’ 
strengths and weaknesses. 
                        
4. Our company believes that analysing and responding to 
competitors’ actions is crucial to maintain our competitive 
advantage. 
                        
 Strongly Disagree Strongly Agree 
Customer Orientation 1      2      3      4      5     6      7 
1. Our business objectives are driven by customer 
satisfaction. 
                        
2. Our competitive advantage is based on understanding 
customers’ needs.  
                        
3. Our company closely monitors and assesses our level of 
commitment in serving customers’ needs.  
                        
4. Our business strategy is driven by the goal of increasing 
our customers’ satisfaction. 
                        
5. Our company frequently measures our customers’ 
satisfaction. 
                        
6. Our company always pays close attention to after sale’s 
service. 
                        
Part 4: Environment Context  
 Strongly  Disagree Strongly Agree 
Organizational Perception of Competitive Pressure 1      2      3      4      5      6     7 
1. A large number of our competitors and business partners 
have already adopted e-business practices. 
                        
2. Our company would be considered technology-deficient if 
we do not implement e-business practices. 
                        
3. It is important that our company is seen as a cutting edge 
business that adopts innovative technologies. 
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4. In our industry, firms that do not readily adopt new 
technologies are left behind. 
                        
5. In our industry, most firms will ultimately end up adopting 
a wide range of e-business practices. 
                        
 Strongly  Disagree Strongly Agree 
Business Partnerships 1      2      3      4      5      6     7 
1. Our company develops strategic plans in collaboration with 
our suppliers/business partners. 
                        
2. Our company collaborates activity in forecasting and 
planning with our suppliers/business partners. 
                        
3. Our company projects and plans future demand 
collaboratively with our suppliers/business partners. 
                        
4. Collaboration in demand forecasting and planning with our 
suppliers/business partners is something we always do in 
our company. 
                        
Part 5: E-business Capability  
 Strongly Disagree Strongly Agree 
Communication with Customers 1      2      3      4     5     6     7 
1. We use e-business to provide customers with general 
information about our company. 
                        
2. We use e-business to allow customers to locate and send 
information to appropriate contacts within our company. 
                        
3. We use e-business to send customers regular updates 
about new products and other developments within our 
company. 
                        
4. We use e-business to provide solutions to customer 
problems. 
                        
5. We use e-business to provide after-sales service to our 
customers. 
                        
6. We use e-business to provide information in response to 
consumer questions or requests. 
                        
 Strongly Disagree Strongly Agree 
Order Taking 1      2      3      4     5     6     7 
1. We use e-business to accept orders electronically from 
customers. 
                        
2. We use e-business to accept payments electronically from 
customers. 
                        
3. We use e-business to allow customers to track and inquire 
about their orders electronically.    
                        
 Strongly Disagree Strongly Agree 
Procurement 1      2      3      4     5     6     7 
1. We use e-business to search and locate potential suppliers 
online. 
                        
2. We use e-business to place and track orders with suppliers 
electronically. 
                        
3. We use e-business to allow suppliers to submit bids online.                         
4. We use e-business to use online marketplaces to source 
suppliers. 
                        
 Strongly Disagree Strongly Agree 
Communication with Customers 1      2      3      4     5     6     7 
1. We use e-business to send suppliers/business partners 
regular updates about new product plans and other new 
developments with our company.  
                        
2. We use e-business to provide specific online information 
about product specifications that our suppliers/business 
partners must meet. 
                        
3. We use e-business to share product and inventory planning 
information with our suppliers/business partners. 
                        
Part 6: Dynamic Capability  
 Strongly Disagree Strongly Agree 
Information Sharing 1      2      3      4     5     6     7 
1. Our company exchanges more information with our 
business partners than our competitors do with theirs. 
                        
 Appendix 4.1 continues… 
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2. Information flows more freely between our company and 
our business partners than between our competitors and 
theirs. 
                        
3. Our company benefits more from information sharing with 
our business partners than do our competitors from theirs. 
                        
4. Our information sharing with our business partners is 
superior to the information shared by  our competitors with 
theirs. 
                        
 Strongly Disagree Strongly Agree 
Inter-firm Coordination 1      2      3      4     5     6     7 
1. Our company is more efficient in coordination activities with 
our business partners than are our competitors with theirs. 
                        
2. Our company conducts transaction follow-up activities more 
efficiently with our business partners than do our 
competitors with theirs.  
                        
3. Our company spends less time on coordination transactions 
with our business partners than our competitors with 
theirs. 
                        
4. Our company conducts the coordination activities at less 
cost than do our competitors with theirs. 
                        
 Strongly Disagree Strongly Agree 
Responsiveness of Partners 1      2      3      4     5     6     7 
1. Compared to our competitors, our company responds more 
quickly and effectively to changing customer and supplier 
needs. 
                        
2. Compared to our competitors, our company responds more 
quickly and effectively to changing competitor strategies. 
                        
3. Compared to our competitors, our company develops and 
markets new products more quickly and effectively. 
                        
4. Our company is competing effectively in most markets.                         
5. Our relationships with business partners have increased our 
company responsiveness to market change through 
collaboration. 
                        
Part 7: E-business Value  
Please evaluate the performance of your business over 
the past THREE years relative to your major competitors.  
Strongly Disagree Strongly Agree 
Sales Performance 1      2      3      4     5     6     7 
1. Compared to our competitors, the market share of our 
products has increased. 
                        
2. Compared to our competitors, the sales volume of our 
products has increased. 
                        
3. Compared to our competitors, the sales area has widened.                         
4. Compared to our competitors, our company performs much 
better in market development. 
                        
5. Compared to our competitors, our company performs much 
better in product development. 
                        
6. Compared to our competitors, customer service of our 
company has improved. 
                        
 Strongly Disagree Strongly Agree 
Operational Efficiency 1      2      3      4     5     6     7 
1. Compared to our competitors, the costs of general 
management activities (e.g., planning and accounting 
costs) have been substantially reduced. 
                        
2. Compared to our competitors, the costs of coordinating 
with business partners and customers have been reduced. 
                        
3. Compared to our competitors, the costs of production and 
transaction (e.g., raw material, order processing, 
warehousing, and scheduling costs) in our company have 
been substantially reduced.  
                        
4. Compared to our competitors, the costs of marketing the 
product (e.g., advertising and promotion costs) have been 
substantially reduced. 
                        
5. Compared to our competitors, the costs of acquiring new 
customers have been substantially reduced. 
                        
 Appendix 4.1 continues… 
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Part 8: Environmental Turbulence  
 Strongly disagree Strongly agree 
Market Turbulence 1      2      3      4      5      6     7 
1. In our kind of business, customers' product preferences 
change quite a bit over time. 
                        
2. Our customers tend to look for new products all the time.                          
3. Sometimes our customers are very price-sensitive, but on 
other occasions, price is relatively unimportant. 
                        
4. We are witnessing demand for our products and services 
from customers who never bought them before. 
                        
5. New customers tend to have product-related needs that are 
different from those of our existing customers.  
                        
6. We cater to many of the same customers that we used to 
in the past. 
                        
 Strongly disagree Strongly agree 
Technological Turbulence 1      2      3      4      5      6     7 
1. The technology in our industry is changing rapidly. 
 
                        
2. Technological changes provide big opportunities in our 
industry. 
                        
3. It is very difficult to forecast where the technology in our 
industry will be in the next 2 to 3 years. 
                        
4. A large number of new product ideas have been made 
possible through technological breakthroughs in our 
industry. 
                        
5. Technological developments in our industry are rather 
minor. 
                        
 Strongly disagree Strongly agree 
Competitive Intensity 1      2      3      4      5      6     7 
1. Competition in our industry is cutthroat.                         
2. There are many "promotion wars" in our industry.                         
3. Anything that one competitor can offer, others can match 
readily. 
                        
4. Price competition is a hallmark of our industry.                         
5. One hears of a new competitive move almost every day.                         
6. Our competitors are relatively weak.                         
Part 9: Attitudinal  
 False True 
 1 2 
1. It is sometimes hard for me to go on with my work if I am 
not encouraged. 
   
2. I sometimes feel resentful when I don’t get my way.    
3. No matter who I’m talking to, I’m always a good listener.    
4. There have been occasions when I took advantage of 
someone. 
   
5. I’m always willing to admit it when I make a mistake.    
6. I sometimes try to get even rather than forgive and forget.    
7. I am always courteous, even to people who are 
disagreeable. 
   
8. I have never been irked when people expressed ideas very 
different from my own. 
   
9. There have been times when I was quite jealous of the 
good fortune of others. 
   
10. I am sometimes irritated by people who ask favours of me.    
11. I have never deliberately said something that hurt 
someone’s feelings. 
   
 
 
THANK YOU FOR TAKING THE TIME TO COMPLETE THIS SURVEY! 
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Appendix 4.2 Assessment of Statistical Fit 
An assessment of how well the observed data fit to the model is one of the primary 
goals in the application of SEM. When the estimation procedure used in SEM has 
converged to a reasonable solution, the model fit determines the degree to which the 
structural equation model fits the sample data. Importantly, the chi-square (χ²) test 
statistic has an associated significance test while all other measures are descriptive.  
 
The goodness-of-fit of the model to the data can also be evaluated by several other fit 
statistics (Kline, 2005). A number of goodness-of-fit indices will be reported in the 
present study, they can be divided into two types: absolute fit indices and incremental 
fit indices (Hu & Bentler, 1999). Absolute fit indices evaluate the degree to which the 
specified model reproduces the sample data. The commonly used absolute fit indices 
are the χ² statistic, the standardized root mean square residual (SRMR), the root mean 
square error of approximation (RMSEA), the goodness-of-fit index (GFI) and the 
adjusted goodness-of-fit index (AGFI). Incremental fit indices measure the proportional 
amount of improvement in fit when a target model is compared with a more restricted, 
nested baseline model, that is, a null model in which all the observed variables are 
uncorrelated (Hu & Bentler, 1998). Two commonly used incremental fit indices are 
Tucker Lewis Index (TLI) and Comparative fit index (CFI). Each fit indices will be 
discussed in details as follows. 
 
Chi-square (χ²) 
The χ² statistics is a test of whether the matrix of implied variances and covariances is 
significantly different to the matrix of empirical sample variances and covariances. The 
probability of achieving the χ² value is assessed at a given α level (usually α = .05). If 
the probability is greater than .05, the conclusion will be made that there is no 
difference between the matrix of implied variances and covariances and the matrix of 
empirical sample variances and covariances. Such a result indicates that the specified 
model is a feasible representation of the data because the parameter estimates raised by 
this model yielded such as small value for the discrepancy function. 
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Normed Chi-square Index (χ²/df) 
Although χ² is recognized as a measure of goodness of fit, it is sensitive to sample size 
and assumes a perfect fit between the hypothesized model and the sample data. In 
complex models, χ² tends to be very large, and its associated p-value always suggests a 
poor fit. In addition, χ² assumes that all items have a normal distribution. Hence, 
researchers often use normed χ² index, that is, χ²/df to address limitations associated 
with χ²  (Bentler, 1992). 
 
Standardized Root Mean Square Residual (SRMR) 
If the model is a perfect representation of the data, a SRMR value of zero is expected. 
A cutoff value of .06 is used for SRMR (Hu & Bentler, 1999). The SRMR increases as 
the average discrepancy between implied and observed covariances increases. Large 
value of the SRMR may indicate outliers in the data. 
 
Root Mean Square Error of Approximation (RMSEA) 
The RMSEA was developed Browne and Cudeck (1993) as an absolute index that does 
not require a baseline comparison. The logic underlying the RMSEA is that no model 
will ever exactly fit a population. Hence, the best one can hope for is a close 
approximation to reality (Browne & Cudeck, 1993). Computing this index requires the 
χ² statistic, degree of freedom, and sample size for the target model (Rigdon, 1996). 
The RMSEA has a lower bound of zero indicating perfect fit and values increase as 
model fit deteriorates. Browne and Cudeck (1993) suggested that a RMSEA value of 
about .05 or less reflects a model of close fit, where as value between .05 and .08 
indicate reasonable fit. 
 
An alternative feature of the RMSEA is the confidence interval associated with this fit 
index (Browne & Cudeck, 1993). Within a hypothesis testing framework, a “test of 
close fit” is examined by testing the null hypothesis (i.e., RMSEA ≤ .05) and an 
alternative hypothesis (i.e., RMSEA > .05). If the confidence interval, calculating using 
(1-α)*100%, is entirely above .05, one would reject the null hypothesis that the model 
is a close fit (at α level of .05). If the confidence interval is not entirely above .05, a 
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close fit remains tenable (Hancock & Freeman, 2001). MacCallum and Austin (2000) 
strongly encouraged researchers to use the RMSEA fit index because of the available 
confidence interval that provides important information about the precision of the 
estimate of fit, which is not available for most other fit indices. 
 
Goodness-of-fit Index (GFI) and Adjusted Goodness-of-fit Index (AGFI) 
The GFI is based on a ratio of the sum of the squared differences between the observed 
and reproduced matrices to the observed variances. It measures the amount of variance 
and covariance in the observed correlation matrix that is predicted by the reproduced 
(estimated) correlation matrix that is predicted by the reproduced (estimated) 
correlation matrix (Schumacker & Lomax, 2004). Kline (2005) suggested that a GFI 
value of greater than .90 should be acceptable. GFI is indirectly sensitive to sample size 
(Hair et al., 2006). AGFI is the GFI adjusted for the degree of freedom of the model 
relative to the number of variables (Tabachnick & Fidell, 2007). GFI and AGFI are not 
as consistently reported as the normed χ² (Weston & Gore, 2006).  
 
Comparative Fit Index (CFI) 
The CFI incremental fit index was proposed by Bentler (1990). The CFI measures the 
improvement in non-centrality between a target model and independent model (i.e., a 
model in which all variables are assumed to be uncorrelated and only error variances 
are estimated) and uses the non-central χ² distribution with non-centrality parameters to 
define comparative fit. The CFI has a range of 0-1 and has small sampling variability. 
The CFI is relatively independent of sample size (Bentler, 1990). The CFI produces 
some relatively small downward biased estimates compared to their corresponding 
population values (Bentler, 1990) and has been shown to be minimally sensitive to lack 
of model fit (Hutchinson & Olmos, 1998). Conventionally, CFI values greater than .90 
are considered to indicate a satisfactory fit of model to the data (Hair et al., 2006).  
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Tucker Lewis Index (TLI) 
The TLI was originally proposed by Tucker and Lewis (1973) and was further 
developed by Bentler and Bonett (1980). The TLI compares the lack-of-fit of the target 
model to the lack-of-fit of an independence model and is computed using the χ² 
statistics (Hu & Bentler, 1998). The value of the TLI estimates the relative 
improvement per degree of freedom of the target model over an independence model 
and is scaled to an approximate range of 0-1. A value of 1 for the TLI represents the 
expected fit in the sample for a model that is correct in the population. The desired 
range of TLI is above .90 (Hair et al., 2006). The TLI incremental fit index has been 
consistently shown to be independent of sample size (Anderson & Gerbing, 1984; 
Marsh, Balla, & McDonald, 1988) and to be more sensitive to the presence of model 
misspecification than the CFI (Hutchinson & Olmos, 1998).   
 
In summary, measures of overall model fit indicate the extent to which a proposed 
model corresponds to the empirical data. It is suggested that a good index of model fit 
should have a large effect on model misspecification accompanied with trivial effects 
that may be due to sample size, distribution and estimation method (Hu & Bentler, 
1998). However, each fit index described previously has its strengths and weaknesses. 
For example, the GFI and AGFI are not sensitive to nonnormal distributions but are 
sensitive to sample size and model misspecification (MacCallum & Austin, 2000). Hu 
and Bentler (1998) recommended against the usage of GFI and AGFI. The TLI and CFI 
are moderately sensitive to simple model misspecification but are very sensitive to 
complex model misspecification. Notwithstanding, the TLI and CFI are less sensitive to 
distribution and sample size. As a result, 
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Appendix 4.3 Tests of Mediation 
A variable can be considered as a mediator when it carries influence of a given 
independent variable (IV) to a given dependent variable (DV) (Shrout & Bolger, 2002). 
The single-mediator model (Figure 1) has been extensively studied in organizational 
behavior (e.g., Claessens et al., 2004; Stewart & Barrick, 2000), and social science 
research (e.g., Ajzen & Fishbein, 1980; Duncan, Featherman, & Duncan, 1972; 
MacKinnon & Dwyer, 1993). A number of methods of testing for mediation (e.g., 
Baron & Kenny, 1986; Sobel, 1982) in the single-mediator context have been proposed.  
 
According to Baron and Kenny (1986), mediation effects occur when the following 
four conditions meet: First, an IV significantly affects DV in the absence of a mediator 
(M); second, an IV significantly affects M; third, M has a significant unique effect on 
the DV; finally, the effect of IV on DV diminishes upon the addition of M to the model. 
When M is significant to DV but IV is not, the mediating effect of M is full. If both M 
and IV are significant to DV, the mediating effect of M can be regardes as partial.  
 
Independent
Variable
Mediator
Dependent
Variable
b
a
c
 
Figure 1 Single-mediator Model 
 
The Sobel test (Sobel, 1982) is designed to assess whether the mediating effect of M 
on the relationship between IV and DV is statistically significant and is the most 
common used method in  multiple regression analysis. The indirect effect of IV on DV 
is estimated as a × b, where a and b represent magnitudes of paths between IV and M, 
and M and DV, respectively (Hoyle & Kenny, 1999). The standard deviation of the 
mediated path is approximated as the square root of (a
2
sb
2
 + b
2
sa
2
), where sa and sb are 
standard errors of a and b, respectively (Sobel, 1982). Notwithstanding, researchers 
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(e.g., MacKinnon et al., 2002; MacKinnon, Lockwood, & Williams, 2004) have 
criticized that Sobel‟s method on the basis of it being very conservative, in terms of 
Type I error, and power in relatively small samples. Moreover, the derivation of Sobel 
standard error presumes that a and b are independent, the perspective of which is true 
when tests are conducted in multiple regression but not true when other tests (e.g., 
logistic regression, SEM, multilevel modeling) are employed (Kenny, 2009). 
Therefore, researchers (e.g., Bollen & Stine, 1990; MacKinnon et al., 2004; Preacher 
& Hayes, 2004; Preacher & Hayes, 2008; Shrout & Bolger, 2002) suggest using a 
bootstrapping approach as an alternative method, the procedures of which can provide 
standardized errors and confidence intervals on direct, indirect, and total mediating 
effects in SEM package, such as EQS (Bentler, 2004), LISREL (Jöreskog & Sörbom, 
1996), AMOS (Arbuckle, 2009), and Mplus (Muthén & Muthén, 2006).  
 
Bootstrapping is a resampling method that has been widely applied to cases in which 
classical methods do not perform well (Manly, 1997). Bootstrapping involves drawing 
a large number of samples with replacement from the original one, which means that 
the bootstrap samples, although all the same size as the original one, can exclude some 
cases from the original sample and include duplicates of others (Taylor, MacKinnon, & 
Tein, 2008). The model of interest is estimated in each bootstrap sample as in the 
original data. The distribution of sample statistics estimated in each bootstrap sample 
can be used to perform significance tests or to form confidence intervals.  
 
Although a single-mediator model is common in extant research, some theories may be 
based on a long mediation chain involving more than one mediator and therefore, 
researchers (e.g., Cook & Campbell, 1979) call for analyses of mediating effects in 
long mediation chain, the perspective of which is becoming a prevailing research 
domain. The work of Tekleab, Bartol and Liu (2005) and Allen and Griffeth (2001) are 
examples in the organizational behaviour research field. Pavlou and El Sawy (2006) 
and Liu et al. (2009) are revelant examples in the IS discipline.  
 
The three-path mediation model is depicted as a path diagram in Figure 2. Although 
methods of testing for single mediator effects have not yet been generalized to testing 
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for longer meditational chain, researchers (e.g., Taylor et al., 2008) have provided 
guidelines to extend several methods used in the two-path (single mediator) to the 
three-path (two-mediator in series) context. There are a number of different effects of 
IV on DV that might be defined using this model. The direct effect of IV on DV, 
controlling for both mediators, is β4. Mediated effects are estimated by the product of 
coefficients for each of paths in the mediation chain (Alwin & Hauser, 1975). Therefore, 
the total mediated effect of IV on DV and the effect passing through either mediator 
(M1 or M2), is β1β2β3+ β1β6+ β5β3. This effect can be broken down into the three-path 
mediated effect, which is the effect passing through both mediators (β1β2β3), and the 
two-path mediated effects, the effects passing through only one of the mediators (β1β6 
and β5β3). Another effect includes the mediated effect passing through one mediator, 
such as β1β2β3 + β5β3 for Mediator2, for which Sobel (1982) introduced a standard error 
formula.  
 
Independent
Variable
Mediator 2
Dependent
Variable
β3
Mediator 1
β2
β1
β4
β6β5
 
Figure 2 Path Diagram of Three-path Mediated Effect Model 
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Appendix 5.1 Measures of Skewness and Kurtosis for Scales 
 Skewness Kurtosis 
ITIF -.89 1.23 
ITEP -.54 -.61 
SITA -.86 .32 
COMO -.76 .12 
CUSO -.97 1.89 
CMPR -.30 -.66 
BUSP -.22 -.71 
COMC -.79 .25 
ORDT .05 -1.3 
PROC -.40 -.31 
COMP -.15 -1.07 
INFS -.22 .19 
COOR -.20 .47 
RESP -.74 .96 
SALP -.90 1.53 
OPEF -.08 -.42 
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Appendix 5.2 One-Factor Congeneric Models 
 
 
Appendix 5.1 continues… 
IT
Expertise
.55
ITEP1 e1.74
.61
ITEP2 e2
.78
.93
ITEP3 e3.96
 
Model goodness-of-fit indexes: 
χ² (0)=.000, CFI= 1 
 
IT
Infrastructure
.55
ITIF1 e1
.74
.81
ITIF2 e2
.90
.55
ITIF3 e3
.74
 
Model goodness-of-fit indexes: 
χ²(0)=.000, CFI= 1 
 
Strategic IT
Alignment
.70
SITA1 e1
.84 .92
SITA2 e2.96
.89
SITA3 e3
.94
.44
SITA6 e6
.66
 
 
Model goodness-of-fit indexes: 
χ²(2)= 1.4, p=.497, χ²/df=.700, CFI=1, TLI=1, 
SRMR=.007, RMSEA=0 (.000, .101)  
 
Business
Partnerships
.89
BUSP2 e2.94
.90
BUSP3 e3
.95
.82
BUSP4 e4.90
.71
BUSP1 e1
.84
 
 
Model goodness-of-fit indexes: 
χ²(2)= 0.227, p=.893, χ²/df=.112, CFI=1, TLI=1, 
SRMR=.002, RMSEA=0 (.000, .051) 
 
Competitor
Orientation
.65
COMO2 e2.80
.66
COMO3 e3
.81
.79
COMO4 e4.89
 
Model goodness-of-fit indexes: 
χ² (0)= .000, CFI=1 
.59
CUSO3 e3
Customer
Orientation
.65
CUSO5 e5
.48
CUSO6 e6
.81
.69
.76
 
Model goodness-of-fit indexes: 
χ² (0)= .000, CFI=1 
Organizational
Perception of
Competitive
Pressure
CMPR1 e1
.74
.54
CMPR2 e2.87
.75
CMPR3 e3
.46.68
CMPR5 e5
.66
.81
 
Model goodness-of-fit indexes: 
χ²(2)= 3.1, p=.212, χ²/df=1.55, CFI=.998, 
TLI=.994, SRMR=.014, RMSEA=.022 
(.000, .128) 
Communication
with Customers
.36
COMC2 e11
.60 .51
COMC3 e12
.71
.71
COMC4 e13
.84
.56
COMC6 e14
.75
 
Model goodness-of-fit indexes: 
χ²(2)= 3.562, p=.168, χ²/df=1.781, CFI=.996, 
TLI=.989, SRMR=.017, RMSEA=.05 (.000, .134) 
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Appendix 5.2 One-Factor Congeneric Models 
 
 
 
 
Order
Taking
.73
ORDT1 e1
.20
ORDT2 e2
.86
.45
.53
ORDT3 e3
.73
 
Model goodness-of-fit indexes: 
χ² (0)= .000, CFI=1 
 
Procurement
.54
PROC1 e1
.58
PROC2 e2
.28
PROC4 e3
.73
.76
.53
 
 
Model goodness-of-fit indexes: 
χ² (0)= .000, CFI=1 
 
Communication
With Partners
.57
COMP1 e1.76
.77
COMP2 e2
.88
.84
COMP3 e3
.92
 
Model goodness-of-fit indexes: 
χ² (0)= .000, CFI=1 
 
Information
Sharing
.79
INFS1 e1.89
.97
INFS2 e2
.98
.81
INFS4 e4
.90
 
 
 
Model goodness-of-fit indexes: 
χ² (0)= .000, CFI= 1 
 
Inter-firm
Coordination
COOR2 e21
COOR3 e22
.83
.68
.85 .72
COOR4 e23
.90
.95
 
Model goodness-of-fit indexes: 
χ² (0)= .000, CFI=1 
Responsiveness
of Partners
.40
RESP1 e1
.54
RESP3 e3
.69
RESP4 e4
.63
.74
.83
 
Model goodness-of-fit indexes: 
χ² (0)= .000, CFI=1 
Sales
Performance
.74
SALP2 e2
.86 .88
SALP3 e3.94
.64
SALP4 e4
.45
SALP5 e5
.80
.67
 
Model goodness-of-fit indexes: 
χ²(2)=3.75, p=.745, χ²/df=1.885, CFI=.994, 
TLI=.993, SRMR=0.012, RMSEA= 0 
(.000, .105) 
Operational
Efficiency
.53
OPEF2 e2.73
.59
OPEF3 e3
.77
.49
OPEF4 e4.70
 
 
Model goodness-of-fit indexes: 
χ² (0)= .000, CFI=1 
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Appendix 5.3 Mediating Effects of E-business Capability and Dynamic Capability 
on Relationships between Six Independent Variables and Dependent Variables 
 
IT
Expertise
Sales
Performance
.31***
 
Model A: Direct Model 
IT
Expertise
E-business
Capability
Sales
Performance
.57*** .37***
 
 
Model B: Mediated Model with E-business Capability 
IT
Expertise
E-business
Capability
Dynamic
Capability
Sales
Performance
.56*** .55***
.75***
 
 
 
 
Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Test of Mediating Effects of E-business Capability and Dynamic Capability on 
Relationship between IT Expertise and Sales Performance 
Note. *p<.05. **p<.01. ***p<.001. 
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.10 
-.03 
.14 -.10 
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Appendix 5.3 Mediating Effects of E-business Capability and Dynamic Capability 
on Relationships between Six Independent Variables and Dependent Variables 
 
IT
Expertise
Operational
Efficiency
.30***
 
Model A: Direct Model 
 
IT
Expertise
E-business
Capability
Operational
Efficiency
.57*** .40***
 
 
Model B: Mediated Model with E-business Capability 
 
 
IT
Expertise
E-business
Capability
Dynamic
Capability
Operational
Efficiency
.56*** .55***
.75***
 
 
 
 
Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Test of Mediating Effects of E-business Capability and Dynamic Capability on 
Relationship between IT Expertise and Operational Efficiency  
Note. *p<.05. **p<.01. ***p<.001. 
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.12 
.03 .19* 
.08 
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Appendix 5.3 Mediating Effects of E-business Capability and Dynamic Capability 
on Relationships between Six Independent Variables and Dependent Variables 
 
Strategic IT
Alignment
Sales
Performance
.40***
 
Model A: Direct Model 
 
 
Strategic IT
Alignment
E-business
Capability
Sales
Performance
.59*** .29**
 
 
 
Model B: Mediated Model with E-business Capability 
 
Strategic IT
Alignment
E-business
Capability
Dynamic
Capability
Sales
Performance
.59*** .45***
.86***
 
 
 
 
 
Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Test of Mediating Effects of E-business Capability and Dynamic Capability on 
Relationship between Strategic IT Alignment and Sales Performance  
Note. *p<.05. **p<.01. ***p<.001. 
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.03 
.34*** 
-.10 
.23** 
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Appendix 5.3 Mediating Effects of E-business Capability and Dynamic Capability 
on Relationships between Six Independent Variables and Dependent Variables 
 
Strategic IT
Alignment
Operational
Efficiency
.38***
 
Model A: Direct Model 
 
 
Strategic IT
Alignment
E-business
Capability
Operational
Efficiency
.59*** .36***
 
 
 
Model B: Mediated Model with E-business Capability 
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Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Test of Mediating Effects of E-business Capability and Dynamic Capability on 
Relationship between Strategic IT Alignment and Operational Efficiency  
Note. *p<.05. **p<.01. ***p<.001. 
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Appendix 5.3 Mediating Effects of E-business Capability and Dynamic Capability 
on Relationships between Six Independent Variables and Dependent Variables 
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Model B: Mediated Model with E-business Capability 
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Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Test of Mediating Effects of E-business Capability and Dynamic Capability on 
Relationship between Competitor Orientation and Sales Performance 
Note. *p<.05. **p<.01. ***p<.001. 
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Appendix 5.3 Mediating Effects of E-business Capability and Dynamic Capability 
on Relationships between Six Independent Variables and Dependent Variables 
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Model B: Mediated Model with E-business Capability 
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Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Test of Mediating Effects of E-business Capability and Dynamic Capability on 
Relationship between Competitor Orientation and Operational Efficiency 
Note. *p<.05. **p<.01. ***p<.001. 
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Appendix 5.3 Mediating Effects of E-business Capability and Dynamic Capability 
on Relationships between Six Independent Variables and Dependent Variables 
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Model A: Direct Model 
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Model B: Mediated Model with E-business Capability 
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Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Test of Mediating Effects of E-business Capability and Dynamic Capability on 
Relationship between Customer Orientation and Sales Performance 
Note. *p<.05. **p<.01. ***p<.001. 
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Appendix 5.3 Mediating Effects of E-business Capability and Dynamic Capability 
on Relationships between Six Independent Variables and Dependent Variables 
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Model B: Mediated Model with E-business Capability 
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Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Test of Mediating Effects of E-business Capability and Dynamic Capability on 
Relationship between Customer Orientation and Operational Efficiency 
Note. *p<.05. **p<.01. ***p<.001. 
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Appendix 5.3 Mediating Effects of E-business Capability and Dynamic Capability 
on Relationships between Six Independent Variables and Dependent Variables 
 
 
Model A: Direct Model 
  
  
 
Model B: Mediated Model with E-business Capability 
 
 
  
 
 
 
 
 
Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Test of Mediating Effects of E-business Capability and Dynamic Capability on 
Relationship between Organizational Perception of Competitive Pressure and 
Sales Performance 
Note. *p<.05. **p<.01. ***p<.001. 
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Appendix 5.3 Mediating Effects of E-business Capability and Dynamic Capability 
on Relationships between Six Independent Variables and Dependent Variables 
 
 
Model A: Direct Model 
  
  
 
Model B: Mediated Model with E-business Capability 
 
  
 
 
 
 
 
Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Test of Mediating Effects of E-business Capability and Dynamic Capability on 
Relationship between Organizational Perception of Competitive Pressure and 
Operational Efficiency 
Note. *p<.05. **p<.01. ***p<.001. 
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Appendix 5.3 Mediating Effects of E-business Capability and Dynamic Capability 
on Relationships between Six Independent Variables and Dependent Variables 
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Model B: Mediated Model with E-business Capability 
 
 
Business
Partnerships
E-business
Capability
Dynamic
Capability
Sales
Performance
.48*** .47***
.79***
 
 
 
 
 
Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Test of Mediating Effects of E-business Capability and Dynamic Capability on 
Relationship between Business Partnerships and Sales Performance  
Note. *p<.05. **p<.01. ***p<.001 
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Appendix 5.3 Mediating Effects of E-business Capability and Dynamic Capability 
on Relationships between Six Independent Variables and Dependent Variables 
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Model B: Mediated Model with E-business Capability 
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Model C: Mediated Model with both E-business Capability and Dynamic 
Capability 
 
Test of Mediating Effects of E-business Capability and Dynamic Capability on 
Relationship between Business Partnerships and Operational Efficiency  
Note. *p<.05. **p<.01. ***p<.001 
 
 
 
 
 
 
 
 
 
 
 
 
 
.03 
.34*** .20* 
.16* 
