There have been lots of efforts on the construction of quasi-cyclic (QC) low-density parity-check (LDPC) codes with large girth. However, most of them are focused on protographs with single edges and little research has been done for the construction of QC LDPC codes lifted from protographs with multiple edges. Compared to single-edge protographs, multiple-edge protographs have benefits such that QC LDPC codes lifted from them can potentially have larger minimum Hamming distance. In this paper, all subgraph patterns of multiple-edge protographs, which prevent QC LDPC codes from having large girth by inducing inevitable cycles, are fully investigated based on graph-theoretic approach. By using combinatorial designs, a systematic construction method of multiple-edge protographs is proposed for regular QC LDPC codes with girth at least 12 and also other method is proposed for regular QC LDPC codes with girth at least 14. A construction algorithm of QC LDPC codes by lifting multiple-edge protographs is proposed and it is shown that the resulting QC LDPC codes have larger upper bounds on the minimum Hamming distance than those lifted from single-edge protographs. Simulation results are provided to compare the performance of the proposed QC LDPC codes, the progressive edge-growth (PEG) LDPC codes, and the PEG QC LDPC codes.
(a) An inevitable cycle of length 12.
(b) An inevitable cycle of length 10. of a certain length in the Tanner graph of QC LDPC codes to be generated from the protographs, which can be applied to both single-edge protographs and multiple-edge protographs. Its proof is directly derived from the results in [4] and [15] .
Lemma 1: Let W denote the set of all TNC walks of length n in a protograph. Suppose that a QC LDPC code is lifted from the protograph with the lift size z. Then, the Tanner graph of this QC LDPC code has a cycle of length n if and only if there exists a walk W ∈ W such that s(W ) = 0 mod z and W does not contain any shorter TNC walks with the zero shift sum.
The girth of QC LDPC codes is determined by the structure of the protograph, the lift size, and all the shift values assigned to edges. However, we can derive an upper bound on the girth of QC LDPC codes lifted from protographs without considering the lift size and the shift values based on the concept of inevitable cycles [3] , [9] , [10] .
Definition 1: An inevitable cycle induced by a protograph is defined as the cycle which always appears in the QC LDPC code lifted from the protograph regardless of the lift size and the shift values.
It is well known that a QC LDPC code whose protograph has the 2 × 3 (or 3 × 2) all-one matrix as its submatrix must have the inevitable cycles of length 12 [3] , [4] . In other words, the girth of this QC LDPC code is less than or equal to 12. Such an inevitable cycle of length 12 is depicted in Fig. 1(a) . Also, in QC LDPC codes lifted from multiple-edge protographs, inevitable cycles can be induced. As an example, Fig. 1(b) shows an inevitable cycle of length 10, which 7 appears in QC LDPC codes lifted from protographs with double edges. We can see that for a certain subgraph structure, inevitable cycles are always generated no matter what shift values are assigned to edges.
III. SUBGRAPHS OF MULTIPLE-EDGE PROTOGRAPHS INDUCING INEVITABLE CYCLES
In order for QC LDPC codes to have large girth, their protographs should not contain the subgraphs which induce short inevitable cycles in the QC LDPC codes and thus it is necessary to find out all such subgraphs. From now on, the terms 'an inevitable-cycle-inducing (ICI) subgraph of length 2i' will refer to a subgraph inducing inevitable cycles of length 2i . In [9] , ICI subgraphs of length up to 12 in single-and multiple-edge protographs were fully investigated and, in [10] , all ICI subgraphs of lengths 12 to 20 in single-edge protographs were searched by a brute force method. After that, a graph-theoretical framework was provided in [15] , which can be used to search all single-and multiple-edge ICI subgraphs. In this section, we will search and provide all ICI subgraphs as an extension of [9] , [10] , and [15] .
Define P 2i as a set of all irreducible ICI subgraphs of length 2i satisfying the following conditions:
1) A subgraph P ∈ P 2i induces inevitable cycles of length 2i in the QC LDPC code.
2) A subgraph P ∈ P 2i does not contain any proper subgraph which induces inevitable cycles of length less than or equal to 2i.
3) The number of rows in a subgraph P ∈ P 2i is not larger than that of columns.
4) From each isomorphic class in P 2i , only one protograph must be chosen as a representative of that class.
The conditions 1) and 2) guarantee that if a protograph does not have any subgraph P ∈ P 2i
for i < i, the QC LDPC code appropriately lifted from this protograph has girth larger than or equal to 2i. A subgraph P ∈ P 2i takes an irreducible form because the condition 2) implies that if any edge is removed from P , it cannot induce inevitable cycles of length 2i. Conditions 3) and 4) are required to choose a unique representative for each isomorphic class of subgraphs inducing inevitable cycles of length 2i.
For identifying P 2i , we need to investigate the relationship between inevitable cycles and TNC walks. A TNC walk W is called abelian-forcing [15] if for each edge in W , the number
(a) Theta graph. of traversals of the edge in a direction is the same as that in the opposite direction. Clearly, the shift sum of abelian-forcing TNC walks is zero regardless of the shift values of their edges. An abelian-forcing TNC walk is said to be simple if it does not contain any shorter abelian-forcing TNC walks. It is obvious that inevitable cycles of QC LDPC codes are generated from simple abelian-forcing TNC (SAFTNC) walks in protographs.
Lemma 2: Any abelian-forcing TNC walk contains at least two different cycles. Assume that W contains only one cycle. Since W is abelian-forcing, there exists a path v f e g v h e i a−1 v ia · · · v i b e i b v h e g v f in W such that v i j = v h for all j = a, a+1, . . . , b. This contradicts the assumption of W because W cannot move from a vertex to itself without reversing. Therefore, W contains at least two different cycles.
As in [15] , two classes of graphs are defined as illustrated in Fig. 2 .
Definition 2 ([15]):
A (x 1 , x 2 , x 3 )-theta graph, denoted by T (x 1 , x 2 , x 3 ), is a graph consisting of two vertices, each of degree three, that are connected to each other via three disjoint paths X 1 , X 2 , X 3 of the number of edges x 1 ≥ 1, x 2 ≥ 1, and x 3 ≥ 1, respectively. A (z 1 , z 2 ; y)-dumbbell graph, denoted by D(z 1 , z 2 ; y), is a connected graph consisting of two edge-disjoint cycles Z 1 and Z 2 of the number of edges z 1 ≥ 1 and z 2 ≥ 1, respectively, that are connected by a path Y of the number of edges y ≥ 0.
Lemma 3:
Connecting two different cycles always results in either a theta graph or a dumbbell graph.
Proof: Let C 1 and C 2 denote two different cycles. Then, C 1 and C 2 can be connected in only three ways: The number of common vertices in C 1 and C 2 is (i) 0, (ii) 1, or (iii) larger than or equal to 2. For the cases (i) and (ii), C 1 and C 2 form D(z 1 , z 2 ; y) with y > 0 or y = 0, respectively. In the case (iii), T (x 1 , x 2 , x 3 ) is formed where C 1 = X 1 X 2 , C 2 = X 2 X 3 , and x 2 + 1 is the number of the common vertices.
Lemma 4:
The lengths of SAFTNC walks in T (x 1 , x 2 , x 3 ) and D(z 1 , z 2 ; y) are 2(x 1 +x 2 +x 3 ) and 2(z 1 + z 2 ) + 4y, respectively.
Proof: Consider T (x 1 , x 2 , x 3 ) in Fig. 2(a) . Let u 1 and u 2 denote the left and the right vertices of degree three, respectively, and let X 1 , X 2 , and X 3 be the paths from u 1 to u 2 . Also, letX 1 ,X 2 , andX 3 denote the reverse paths of X 1 , X 2 , and X 3 , respectively. Then we can see that an SAFTNC walk X 1X2 X 3X1 X 2X3 has the length 2(x 1 + x 2 + x 3 ) and any other SAFTNC walks possibly generated in T (x 1 , x 2 , x 3 ) have the same length.
Similarly, consider D(z 1 , z 2 ; y) in Fig. 2(b) . Let v 1 and v 2 denote the left and the right vertices of degree three, respectively, and let Z 1 and Z 2 be the cycles rotating clockwise from v 1 and v 2 , respectively, and let Y be the path from v 1 to v 2 . Also, letZ 1 ,Z 2 , andȲ denote the reverse paths of Z 1 , Z 2 , and Y , respectively. Then we can see that an SAFTNC walk Z 1 Y Z 2ȲZ1 YZ 2Ȳ has the length 2(z 1 + z 2 ) + 4y and any other SAFTNC walks possibly generated in D(z 1 , z 2 ; y) have the same length.
Note that if any edge is removed from T (x 1 , x 2 , x 3 ) or D(z 1 , z 2 ; y), those inherent SAFTNC walks disappear and thus T (x 1 , x 2 , x 3 ) and D(z 1 , z 2 ; y) are of irreducible form. Now, we will check whether it is sufficient to only consider theta graphs and dumbbell graphs for P 2i .
Lemma 5: Suppose that a graph G contains at least one of theta graphs or dumbbell graphs as its proper subgraphs. The shortest SAFTNC walk in G occurs only in a theta graph or a dumbbell graph.
Proof: Let W denote the shortest SAFTNC walk and assume that W traverses all edges in G. From Lemmas 2 and 3, W should contain a theta graph or a dumbbell graph. Consider the following two cases: (i) G has some theta graphs, (ii) G does not have any theta graphs.
In the case (i), we first note that l(W ) is at least twice the number of edges in G due to the definition of abelian-forcing TNC walks. The SAFTNC walk only generated by a theta graph in G is shorter than W because the SAFTNC walk has the length exactly twice the number of edges in the theta graph. This contradicts the assumption that W is the shortest one. In the case (ii), we note that a simple abelian-forcing TNC walk should traverse the edge not belonging to any cycles at least four times because if the walk traverses the edge twice, the walk will include two simple abelian-forcing TNC walks each of which occurs in the different side of the edge.
Since cycles in G are connected with each other via only one path which does not belong to any cycles, the SAFTNC walk only generated by a dumbbell graph in G is shorter than W .
This contradicts the assumption that W is the shortest one. Therefore, W occurs only in a theta graph or a dumbbell graph.
In the next theorem, P 2i will be identified.
Proof: From Lemmas 2 and 5, any subgraph P ∈ P 2i should be either a theta graph or a dumbbell graph. Therefore, the proof is completed by Lemma 4. Now we can find all single-and multiple-edge ICI subgraphs from T (x 1 , x 2 , x 3 ) and D(z 1 , z 2 ; y).
A representative of an isomorphic class in P 2i can be uniquely chosen by selecting parameters satisfying the following conditions:
• z 1 and z 2 are even.
Note that the second and the fourth conditions are derived because each subgraph P ∈ P 2i is a bipartite graph.
According to Theorem 1, each integer solution of the equations 2(x 1 + x 2 + x 3 ) = 2i and 2(z 1 + z 2 ) + 4y = 2i forms one ICI subgraph in P 2i . Note that all ICI subgraphs of any length can be easily found and T (x 1 , 1, 1) and D(z 1 , 2; y) are ICI subgraphs having multiple edges. All ICI subgraphs of length up to 20 are listed as a form of theta or dumbbell graphs in Table I and all ICI subgraphs of length up to 14 are listed as a form of incidence matrices as follows: ; TABLE I   ALL ICI SUBGRAPHS OF LENGTH UP TO 20 (T: THETA GRAPH, D: DUMBBELL GRAPH, S: SINGLE-EDGE, M:   MULTIPLE-EDGE)   P2i  P6  P8  P10  P12  P14  P16  P18  P20   T   x1  1  -3  2  -3  5  4  ---3 5  7  4  6  ----x2  1  -1  2  -3  1  2  ---3 3  1  4 2 ----
where the single-edge ICI subgraphs in Table I were also listed in [10] and all ICI subgraphs of length up to 12 were also listed in [9] . Note that the transpose of each ICI subgraph also generates inevitable cycles of the same length and thus P 2i will be used to denote both the listed matrices and their transposes.
IV. CONSTRUCTION OF REGULAR PROTOGRAPHS AVOIDING INEVITABLE CYCLES OF LENGTH LESS THAN 12
In this section, we will construct regular protographs which avoid inevitable cycles of length less than 12 in QC LDPC codes. Consider a regular J × L protograph of which the columnand row-weights are d v and d c , respectively, where J < L. If triple or more edges exist in the protograph, the girth of the lifted QC LDPC code is limited to 6 because of P 6 = [3] . Therefore, only protographs with single and double edges will be considered in this paper. Let n 2 denote the number of double edges in the protograph.
Most of the considered protographs have at least two cycles and thus they always induce some inevitable cycles according to Lemmas 3 and 4. Note that even if a protograph is designed not to contain any P 2i with i < i so that inevitable cycles of length less than 2i are avoided, this protograph may have some inevitable cycles of length larger than or equal to 2i.
To construct protographs which do not induce inevitable cycles of length less than 10, a pair of 2's should not appear in any row or in any column of the protograph to avoid P 8 . As in the next lemma, the number of double edges in a protograph should be upper bounded by the number of horizontal nodes to construct QC LDPC codes with girth larger than or equal to 10.
Lemma 6: If a J × L protograph does not induce inevitable cycles of length less than 10, then n 2 ≤ J.
Proof: If n 2 > J, there always exists a row which has at least two 2's and thus the protograph contains P 8 . This contracts the assumption.
In order for QC LDPC codes to have the girth larger than or equal to 12, their protographs
should not contain P 6 , P 8 , and P 10 . We will explain that an incidence matrix of a balanced ternary design (BTD) with ρ 2 = 1 and λ = 2 is also the incidence matrix of a regular protograph with n 2 = J that does not induce inevitable cycles of length less than 12.
Definition 3 ([19]):
A balanced ternary design BTD(v, b; ρ 1 , ρ 2 , r; k, λ) is an arrangement of v elements {1, 2, . . . , v} into b multisets, or blocks, each of cardinality k, k ≤ v, satisfying that (i) each element appears r = ρ 1 + 2ρ 2 times altogether, with multiplicity one in exactly ρ 1 blocks, with multiplicity two in exactly ρ 2 blocks and (ii) every pair of distinct elements appears λ times, i.e., if m j,h is the multiplicity of the element j in the h-th block, then for any elements i and j with i = j, we have and the column-and row-weights are k and r, respectively.
Theorem 2:
An incidence matrix of a BTD(v, b; ρ 1 , ρ 2 , r; k, λ) with ρ 2 = 1 and λ = 2 does not contain P 6 , P 8 , and P 10 .
Proof: Let P BTD be an incidence matrix of a BTD(v, b; ρ 1 , ρ 2 , r; k, λ) with ρ 2 = 1 and λ = 2. Since every element of this BTD can have multiplicity up to two, P 6 does not appear in P BTD . The condition ρ 2 = 1 implies that 2 appears once in each row of P BTD and λ = 2
implies that each column of P BTD can have at most one 2. Hence P BTD does not contain P 8 .
Since a pair of distinct elements will appear at least three times in this BTD if P BTD has P 10 as its submatrix, P BTD does not contain P 10 .
All possible BTDs with r ≤ 15 are given in [20] . Table II lists all parameters of regular protographs with d c ≤ 15 avoiding inevitable cycles of length less than 12 constructed from BTDs.
Example 1: An incidence matrix of BTD(6, 12; 4, 1, 6; 3, 2) is shown in Fig. 3 (a) and we can see that any ICI subgraph P 2i for i ≤ 5 does not appear.
As in Table II , the incidence matrices of BTDs with ρ 2 = 1 and λ = 2 do not provide a sufficiently large number of regular protographs. In fact, the condition that every pair of distinct elements appears exactly twice is not necessary and the condition that every pair of distinct elements appears at most twice is enough for constructing regular protographs avoiding inevitable cycles of length less than 12. Besides the regular protographs in Table II , there are many regular protographs with n 2 = J avoiding inevitable cycles of length less than 12. . Since every pair of elements appears at most twice, that is, P 10 does not appear in the protograph, we have a necessary condition
For J = 3, due to L ≥ 4 and n 2 = 3, the necessary condition (1) Similarly, for J = 5, L should be larger than or equal to 10 and (1) is not satisfied either.
For J = 6, from 6d c = 3L, the possible smallest protograph has the size 6 × 8 and it satisfies (1) . By first constructing a 6 × 6 regular matrix where each column has one 2 and then properly adding two columns only consisting of 0's and 1's, a 6 × 8 regular protograph can be constructed as given in Fig. 3(b) . This is the smallest regular protograph with d v = 3 and n 2 = J avoiding inevitable cycles of length less than 12.
V. CONSTRUCTION OF REGULAR PROTOGRAPHS AVOIDING INEVITABLE CYCLES OF LENGTH LESS THAN 14
Now we will focus on the construction of regular multiple-edge protographs avoiding inevitable cycles of length less than 14. A systematic construction method of single-edge regular protographs avoiding inevitable cycles of length less than 14 was provided in [10] . Since multipleedge protographs are now being considered, two additional ICI subgraphs having double edges of P 12 as well as P 8 and P 10 must be avoided, which makes the problem more complicated. In For the case (i), if d c > J − 2, the ICI subgraph P 10 appears in the union of A, B, F , and 
The above conditions on d c and J are summarized as follows:
Since d c and J are integers, the above conditions reduce to simple linear relations with respect to J modulo 6 as given in the theorem statement. In Theorem 4, all possible regular protographs avoiding inevitable cycles of length less than 14 are provided for d v = 3 and n 2 = J − 2, and Table III only lists those for J ≤ 26 among them.
Now we focus on the existence problem and the construction of the regular protographs with the parameters found in Theorem 4. Note that the proposed protographs we will construct may not be all instances with the parameters in Theorem 4 but we provide at least one instance per each set of parameters and also note that
For given J and d c , the matrices B, T , F , and G can be constructed step by step as follows:
1. For constructing B and T at once, an incidence matrix of a combinatorial block design suitably chosen for each case in Theorem 4 is modified such that it has the size Without loss of generality, let
three blocks of S(2, 3, J − 2) corresponding to three columns containing a cycle of length 6. Three disjoint blocks {v 2 , v i }, {v 3 , v j }, and {v 1 , v k } are obtained by removing v 1 , v 2 , and
this modified S(2, 3, J − 2) still makes every pair appear at most once. An incidence matrix of S(2, 3, J − 2) has the row-weight (J − 3)/2 and the above modification clearly keeps the row-weight unchanged. Therefore, we propose a construction method of [B|T ] in the case of J ≡ 5 mod 6 and J ≥ 11 as follows:
1. Permute the columns of an incidence matrix of S(2, 3, J − 2) so that the first three columns contain a cycle of length 6.
2. Delete a 1 on the cycle of length 6 from each of the first three columns so that the resulting three column-wise pairs of 1's are disjoint.
3. Insert one column of weight three where three 1's are located in the rows passed through by the above cycle of length 6.
Actually, it is easy to choose three columns which contain a cycle of length 6 because an incidence matrix of S(2, 3, J − 2) has many cycles of length 6. The following lemma shows how many cycles of length 6 exist in an incidence matrix of S(2, 3, J − 2).
Lemma 8: An incidence matrix of S(2, 3, J − 2) has (J − 2)(J − 3)(J − 5)/6 cycles of length 6.
Proof: Consider three points 
Three pairs in the case (ii) form a cycle of length 6 in the incidence matrix of S(2, 3, J − 2).
Hence the number of cycles of length 6 in the incidence matrix can be enumerated by substracting the number of all blocks from the number of the ways of choosing three points in V . This yields can check that P 2i with i ≤ 6 does not appear in this protograph.
2) J ≡ 2 mod 6 and J ≥ 14:
In this case, we have d c = (J − 2)/2, L G = 0, and L T = (J − 2)(J − 6)/6. Since B and G do not appear in the protograph, T should be designed to avoid repeated column-wise pairs, where
T has constant row-weight (J − 6)/2 and column-weight 3. A configuration whose incidence matrix has the column-weight 3 and the size (J − 2) × (J − 2)(J − 6)/6 can be used for T . It is important to check the existence of the configuration with the required parameters.
The following theorem shows that such configuration always exists and therefore T can be constructed.
and r = (J − 6)/2 for all J ≡ 2 mod 6 and J ≥ 14.
Proof: Necessary conditions for the existence of (v r , b k ) configuration [21] are given as (i)
v ≤ b and k ≤ r, (ii) vr = bk, and (iii) v ≥ r(k −1)+1. We can easily check that the parameters in the theorem statement satisfy these conditions. Finally, the existence of such configurations is guaranteed by Theorem 3.1 in [21] , that is, there exists a configuration with k = 3 if and only if the necessary conditions hold. Now, a construction method of T is proposed based on the results in [21] , which uses configurations with parallel classes and resolvable configurations.
Definition 6 ([19]):
A parallel class in a design is a set of blocks that partition the point set.
A resolvable design is a design whose blocks can be partitioned into parallel classes. and has all points exactly once, we obtain T by removing one parallel class from the incidence matrices of these configurations. The construction procedure of T for J ≡ 2 mod 6 and J ≥ 14 is summarized as:
1. Construct S(2, 3, J − 1). 3. Remove one parallel class which consists of (J − 2)/3 columns to obtain T .
Example 4: An incidence matrix of S(2, 3, 13) is shown in Fig. 6(a) . An incidence matrix of a configuration (12 5 , 20 3 ) in Fig. 6(b) is constructed by removing the eighth row and its incident columns in the incidence matrix of S(2, 3, 13) in Fig. 6(a) . We see that the fourth, the sixth, the thirteenth, and the sixteenth columns form a parallel class. By removing these columns, an incidence matrix of a configuration (12 4 , 16 3 ) is constructed, which is used as T . The resulting 14 × 28 protograph with d v = 3 and n 2 = 12 is shown in Fig. 6 (c).
3) J ≡ 3 mod 6 and J ≥ 9: 2. Select one row in an incidence matrix of S(2, 3, J − 2) such that if the row and its incident columns are removed from the incidence matrix, the remaining part forms an incidence matrix of a configuration (v r , b k ) with v = J − 3, b = (J − 3)(J − 5)/6, k = 3, and r = (J − 5)/2 including at least one parallel class.
3. Find J/3 − 1 columns which form one parallel class in the above configuration. Example 5: Fig. 7 illustrates the construction of a 15 × 35 regular protograph with d v = 3 and n 2 = 13. In an incidence matrix of S(2, 3, 13) in Fig. 7(a) , the fifth, the seventh, the sixteenth, and the twentieth columns partition the set of row indices except for the index of the eighth row and the fourth column has a 1 in the eighth row. Thus, the 1 in the fourth column and the eighth row is deleted and the four boxed columns are removed from the incidence matrix. Then the resulting column of weight 2 is moved to the leftmost and a 15 × 35 protograph with d v = 3
and n 2 = 13 is shown in Fig. 7 (b).
3.2) d c = (J + 1)/2;
In this case, we have L G = 3 and L T = (J + 1)(J − 6)/6, and there are three column-wise pairs of 1's in B. Since S(2, 3, J − 2) exists for J ≡ 3 mod 6 and J ≥ 9 by Lemma 7, the construction method for J ≡ 5 mod 6 and J ≥ 11 can also be applied to this case in the same way. As an example, a 9 × 15 regular protograph with d v = 3 and n 2 = 7 is shown in Fig. 8 . 2. Obtain a matrix of size (J − 2) × (J − 3)(J − 4)/6 by removing a row and its incident columns.
3. Delete a 1 in the row of weight (J − 3)/2 and move the column having the deleted 1 to the leftmost to obtain [B|T ].
Example 6: An incidence matrix of a configuration (12 5 , 20 3 ) is given in Fig. 6(b) . By removing the first row and its incident columns, we obtain an 11 × 15 matrix shown in Fig. 9(a) , where the seventh row has the weight 5 and the others have the weight 4. Then the 1 in the seventh row is deleted from the second column and the second column is moved to the leftmost.
The resulting 13 × 26 protograph with d v = 3 and n 2 = 11 is shown in Fig. 9 (b).
5)
J ≡ 0 mod 6 and J ≥ 12:
In this case, we have L G = 0 and L T = (J −2)(J −6)/6. Similar to the case of J ≡ 2 mod 6 and J ≥ 14, an incidence matrix of a configuration (v r , b k ) with v = J −2, b = (J −2)(J −6)/6, k = 3, and r = (J − 6)/2 can be used as T . Such configuration can be constructed by using difference triangle set (DTS).
Definition 7 ([19]):
An (n, m)-difference triangle set, or (n, m)-DTS, is a set U = {U 1 , . . . , U n }, where for 1 ≤ i ≤ n, U i = {a i0 , a i1 , . . . , a im } with a ij an integer satisfying 0 = a i0 < a i1 < · · · < a im , and the differences a il −a ij over the integers for all i, j, l,
are all distinct and nonzero.
Theorem 6 ([21]):
If there is an (n, 2)-DTS, a configuration (v r , b k ) for v ≥ 6n + 3, b = nv, k = 3, and r = nk can be constructed from this DTS.
For J ≡ 0 mod 6 and J ≥ 12, a configuration (v r , b k ) with v = J − 2, b = (J − 2)(J − 6)/6, k = 3, and r = (J − 6)/2 can be constructed from ((J − 6)/6, 2)-DTS by Theorem 6. According to [21] , the construction procedure of T is provided as: 1. Construct PBD(J − 1, {3, 5 }).
2. Remove a row of weight (J − 4)/2 and its incident columns except the weight-5 column from an incidence matrix of PBD(J − 1, {3, 5 }).
3. Split the weight-4 column into two weight-2 columns and move them to the leftmost to obtain [B|T ].
Example 7:
The construction process for a 12×24 regular protograph with d v = 3 and n 2 = 10 is illustrated in Fig. 11 . An incidence matrix of PBD(11, {3, 5 }) is shown in Fig. 11(a) . We can see that the submatrix consisting of the columns incident to the first row has exactly one 1 in each row except the first row. By removing the first row and the second, the third, and the fourth columns and splitting the weight-4 column into two weight-2 column, [B|T ] is obtained.
The resulting 12 × 24 regular protograph with d v = 3 and n 2 = 10 is shown in Fig. 11(b) . Regular protographs which do not induce inevitable cycles of length less than 14 for the case of d v = 3 and n 2 < J − 2 and the case of d v ≥ 4 also have the same structure in Fig. 4 and the construction method in the previous subsection can be similarly applied to these cases. # # # # # # 9 However, we do not elaborate on deriving necessary conditions like Theorem 4 and providing specific construction methods for all cases because they should be done case by case and are very lengthy. Instead, for given J, L, d v , d c , and n 2 , we provide a general framework for checking the constructibility and constructing each submatrix.
First, some basic conditions on the parameters J, L, d v , d c , and n 2 are provided to determine whether a regular protograph with the given parameters can be potentially constructed. In F , the number of all possible column-wise pairs of 1's should be larger than or equal to the number of actual column-wise pairs of 1's, that is,
. Also, the last J − n 2 rows must have (J − n 2 )d c 1's and the matrix F must have n 2 (d v − 2) 1's, and thus we have To obtain [B|T ] from an incidence matrix of different size, we may use the following modification schemes:
1) Remove some rows.
2) Remove a row and some columns incident to the row.
3) Remove some parallel classes. 
constructed by selecting and modifying an incidence matrix of a block design, the above bound on L G must be considered.
Lastly, consider constructing F of size (J − n 2 ) × n 2 and G of size (J − n 2 ) × L G . Columnweights of G are already determined if B is designed and 1's in G should be located to avoid the second and the third ICI subgraphs of P 12 in the union of A, B, and G. Then, for a given G, For given parameters J, L, d v , d c , and n 2 , a general procedure for constructing regular protographs which avoid inevitable cycles of length less than 14 is summarized as:
1. Check if the parameters satisfy the conditions
. If the conditions are not satisfied, stop the procedure.
Step 2 from an incidence matrix of a proper block design.
Construct [F |G]
satisfying the weight constraints such that the union of A, B, F , and G does not have P 10 and P 12 as its subgraph. 7 × 7 matrix G should have the column-weight 1 and its row-weight can be set to 1. The matrix F has the size 7 × 21, the column-weight 2, and the row-weight 6. Due to 
VI. CONSTRUCTION OF QC LDPC CODES AND THEIR MINIMUM HAMMING DISTANCES

A. Construction of QC LDPC Codes From the Proposed Protographs
To verify the effectiveness of the proposed protographs, QC LDPC codes will be constructed by determining the lift size and assigning an appropriate shift value to each edge of the protographs.
Given a protograph, it is not easy to find all shift values even for a moderate lift size such that the girth of the QC LDPC code is the same as the length of the shortest inevitable cycle. Huang et al. [7] proposed a search algorithm for small lift size and a shift value assignment scheme to achieve the target girth based on greedy search. This algorithm is originally designed for single-edge protographs. However, by a slight modification, this algorithm can be extended to the case of multiple-edge protographs.
Consider a J ×L protograph P with the column-weight d v , the row-weight d c , and the lift size of the l-th column in P . Our goal is to determine all shift values s l,i and search the minimum z when a protograph and a target girth g of QC LDPC codes are given. Let W n denote the set of all TNC walks of length n in P . Then, by Lemma 1, the condition for achieving the target girth g of QC LDPC codes is that for any W ∈ W n , n = 4, 6, . . . , g − 2, the shift sum s(W ) satisfies s(W ) = 0 mod z. However, it requires too much computational complexity to find s l,i
and the minimum z satisfying the above condition by considering all search space of s l,i and z.
In order to reduce the search space of shift values, let s l,i = r i m l as in [7] , where r i is the 
Then c(x) is a codeword of C.
Theorem 8 ([18]):
Let C be a binary QC LDPC code defined by a J × L polynomial matrix H(x) with the lift size z. Then the minimum Hamming distance of C is upper bounded as
where the operator * min gives back the minimum value of all nonzero entries in a list of values.
Theorem 9 ([18]):
Let C be a binary QC LDPC code lifted from a J × L protograph P . Then the minimum Hamming distance of C is upper bounded as
Theorems 8 and 9 imply that for given J, L, d v , and d c , these two upper bounds on the minimum Hamming distance of QC LDPC codes possibly increase as the number of multiple edges in the protograph increases, which is supported by examples for some regular protographs in [18] . Note that the bound in (3) is not tighter than the bound in (2), but the former approaches the latter for a large z and proper shift values.
Consider the (15000,6000) Proposed Code 1. The upper bounds in (2) and (3) is generated from the 9 × 15 single-edge regular protograph in Fig. 16(a) by using Algorithm 1.
This single-edge protograph is constructed by attaching the last three columns to an incidence matrix of S(2, 3, 9) to avoid inevitable cycles of length less than 14. The upper bounds in (2) and ( protographs. In general, a multiple-edge protograph is more difficult to design than a singleedge protograph under the condition that they induce the shortest inevitable cycles of the same length. However, if multiple-edge protographs are once constructed, QC LDPC codes lifted from them can potentially give a larger upper bound on the minimum Hamming distance than those lifted from single-edge protographs.
C. Comparison of Error Correcting Performance
Performance of four proposed QC LDPC codes, that is, Proposed Code 1 to 4 is compared with those of the progressive edge-growth LDPC codes, called PEG 1 to 4 [24] and the QC LDPC codes, called PEG QC 1 to 4 [25] with the same code length, code rate, and columnweight. PEG LDPC codes and PEG QC LDPC codes are well known to have good error correcting performance comparable to those of random LDPC codes. Note that the girths of such (15000, 6000), (3600, 900), (7200, 3600), and (800, 200) PEG LDPC codes and PEG QC LDPC codes are 12, 12, 12, and 10, respectively, and these codes are obtained by the PEG algorithm to have as large girth as possible.
Simulation is carried out through the binary input additive white Gaussian noise (BIAWGN) channel. The belief propagation (BP) decoding algoirthm is used and the number of maximum iterations is set to 100. The frame error rate (FER) performances of all the above LDPC codes are compared in Fig. 18 and we can see that the proposed QC LDPC codes show as good error correcting performance as the PEG LDPC codes and the PEG QC LDPC codes. Note that the bit error rate (BER) curves behave qualitatively the same as the FER curves and they are omitted in this paper. 
VII. CONCLUSIONS
The subgraphs of protographs, which cause inevitable cycles in the QC LDPC codes, are fully investigated in allowance with multiple edges through the graph-theoretic approach. For regular QC LDPC codes with girth larger than or equal to 12, we propose a systematic construction method of protographs which avoid inevitable cycles of length less than 12 by using balanced ternary designs. For regular QC LDPC codes with girth larger than or equal to 14, we provide construction methods of all J × L protographs with column-weight three and the number of double edges J − 2 by using various block designs. These construction methods can be extended to construct regular protographs with smaller number of double edges and with columnweight larger than three. Also, a construction algorithm of QC LDPC codes from the proposed protographs is provided based on the work in [7] . To check the validity of the proposed QC LDPC codes, we show that the proposed QC LDPC codes have larger upper bounds on the minimum Hamming distance than the QC LDPC codes lifted from single-edge protographs.
Finally, the error correcting performance of the proposed QC LDPC codes is compared with those of PEG LDPC codes and PEG QC LDPC codes via numerical analysis.
