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Abstract—High-voltage direct current (HVDC) is an increas-
ingly commonly used technology for long-distance electric power
transmission, mainly due to its low resistive losses. In this
paper the voltage-droop method (VDM) is reviewed, and three
novel distributed controllers for multi-terminal HVDC (MTDC)
transmission systems are proposed. Sufficient conditions for
when the proposed controllers render the equilibrium of the
closed-loop system asymptotically stable are provided. These
conditions give insight into suitable controller architecture, e.g.,
that the communication graph should be identical with the
graph of the MTDC system, including edge weights. Provided
that the equilibria of the closed-loop systems are asymptotically
stable, it is shown that the voltages asymptotically converge
to within predefined bounds. Furthermore, a quadratic cost of
the injected currents is asymptotically minimized. The proposed
controllers are evaluated on a four-bus MTDC system.
I. INTRODUCTION
The transmission of power over long distances is one of the
greatest challenges in today’s power transmission systems.
Since resistive losses increase with the length of power trans-
mission lines, higher voltages have become abundant in long-
distance power transmission. One example of long-distance
power transmission are large-scale off-shore wind farms,
which often require power to be transmitted in cables over
long distances to the mainland AC power grid. High-voltage
direct current (HVDC) power transmission is a commonly
used technology for long-distance power transmission. Its
higher investment costs compared to AC transmission lines,
mainly due to expensive AC-DC converters, are compensated
by its lower resistive losses for sufficiently long distances [8].
The break-even point, i.e., the point where the total costs of
overhead HVDC and AC lines are equal, is typically 500-
800 km [21]. However, for cables, the break-even point is
typically lower than 100 km, due to the AC current needed
to charge the capacitors of the cable insulation [7]. Increased
use of HVDC for electrical power transmission suggests that
future HVDC transmission systems are likely to consist of
multiple terminals connected by several HVDC transmission
lines. Such systems are referred to as multi-terminal HVDC
(MTDC) systems in the literature [25].
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Maintaining an adequate DC voltage is an important
control problem for HVDC transmission systems. Firstly,
the voltage levels at the DC terminals govern the current
flows by Ohm’s law and Kirchhoff’s circuit laws. Secondly,
if the DC voltage deviates too far from a nominal operational
voltage, equipment may be damaged, resulting in loss of
power transmission capability [25]. For existing point-to-
point HVDC connections consisting of only two buses, the
voltage is typically controlled at one of the buses, while the
injected current is controlled at the other bus [15]. As this
decentralized controller structure has no natural extension to
the case with three or more buses, various methods have been
proposed for controlling MTDC systems. The voltage margin
method, VMM, is an extension of the controller structure
of point-to-point connections. For an n-bus MTDC system,
n − 1 buses are assigned to control the injected current
levels around a setpoint, while the remaining bus controls
the voltage around a given setpoint. VMM typically controls
the voltage fast and accurately. The major disadvantage is
the undesirable operation points, which can arise when one
bus alone has to change its current injections to maintain a
constant voltage level. While this can be addressed by assign-
ing more than one bus to control the voltage, it often leads
to undesirable switching of the injected currents [19]. The
voltage droop method, VDM, on the other hand is symmetric,
in the sense that all local decentralized controllers have the
same structure. Each bus injects current in proportion to the
local deviation of the bus voltage from its nominal value.
Similar to VMM, VDM is a simple decentralized controller
not relying on any communication [12], [13]. As we will
formally show in this paper, a major disadvantage of VDM
is static errors of the voltage, as well as possibly suboptimal
operation points.
The highlighted drawbacks of existing decentralized
MTDC controllers give rise to the question if performance
can be increased by allowing for communication between
buses. Distributed controllers have been successfully applied
to both primary, secondary, and to some extent also tertiary
frequency control of AC transmission systems [3], [24],
[16], [4], [18]. Although the dynamics of HVDC grids
can be modelled with a lower order model than AC grids,
controlling DC grids may prove more challenging. This is
especially true for decentralized and distributed controller
structures. The challenges consist of the faster time-scales of
MTDC systems, as well as the lack of a globally measurable
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2variable corresponding to the AC frequency. In [9], [10], [23],
[6], decentralized controllers are employed to share primary
frequency control reserves of AC systems connected through
an MTDC system. Due to the lack of a communication
network, the controllers induce static control errors. In [22],
a distributed approach is taken in contrast to the previous
references, allowing for communication between DC buses
and thus improving the performance of the controller. In
[1], [17], distributed voltage controllers for DC microgrids
achieving current sharing are proposed. The controllers how-
ever relies on a complete communication network. In [20],
a distributed controller for DC microgrids with an arbitrary,
connected communication network is proposed. Stability of
the closed-loop system is however not guaranteed.
In this paper three novel distributed controllers for MTDC
transmission systems are proposed, all allowing for certain
limited communication between buses. It is shown that un-
der certain conditions, the proposed controllers render the
equilibrium of the closed-loop system asymptotically stable.
Additionally the voltages converge close to their nominal val-
ues, while a quadratic cost function of the current injections
is asymptotically minimized. The sufficient stability criteria
derived in this paper give insights into suitable controller
architecture, as well as insight into the controller design. All
proposed controllers are evaluated by simulation on a four-
bus MTDC system.
The remainder of this paper is organized as follows. In
Section II, the mathematical notation is defined. In Section
III, the system model and the control objectives are defined.
In Section IV, some generic properties of MTDC systems are
derived. In Section V, voltage droop control is analyzed. In
Section VI, three different distributed averaging controllers
are presented, and their stability and steady-state properties
are analyzed. In Section VII, simulations of the distributed
controllers on a four-terminal MTDC system are provided,
showing the effectiveness of the proposed controllers. The
paper ends with a concluding discussion in Section VIII.
II. NOTATION
Let G be a graph. Denote by V = {1, . . . , n} the vertex
set of G, and by E = {1, . . . ,m} the edge set of G. Let Ni
be the set of neighboring vertices to i ∈ V . In this paper we
will only consider static, undirected and connected graphs.
For the application of control of MTDC power transmission
systems, this is a reasonable assumption as long as there are
no power line failures. Denote by B the vertex-edge incidence
matrix of a graph, and let LW = BWBT be its weighted
Laplacian matrix, with edge-weights given by the elements
of the positive definite diagonal matrix W . Let C− denote the
open left half complex plane, and C¯− its closure. We denote
by cn×m a matrix of dimension n ×m whose elements are
all equal to c, and by cn a column vector whose elements are
all equal to c. For a symmetric matrix A, A > 0 (A ≥ 0) is
used to denote that A is positive (semi) definite. In denotes
the identity matrix of dimension n. For vectors x and y, we
denote by x ≤ y that the inequality holds for all elements. We
will often drop the notion of time dependence of variables,
i.e., x(t) will be denoted x for simplicity.
III. MODEL AND PROBLEM SETUP
Consider an MTDC transmission system consisting of
n HVDC terminals, henceforth referred to as buses. The
buses are denoted by the vertex set V = {1, . . . , n}, see
Figure 1 for an example of an MTDC topology. The DC buses
are modelled as ideal current sources which are connected
by m HVDC transmission lines, denoted by the edge set
E = {1, . . . ,m}. The dynamics of any system (e.g., an AC
transmission system) connected through the DC buses are
neglected, as are the dynamics of the DC buses (e.g., AC-
DC converters). The HVDC lines are assumed to be purely
resistive, neglecting capacitive and inductive elements of the
HVDC lines. The assumption of purely resistive lines is not
restrictive for the control applications considered in this paper
[15]. This implies that
Iij =
1
Rij
(Vi − Vj),
due to Ohm’s law, where Vi is the voltage of bus i, Rij is
the resistance and Iij is the current of the HVDC line from
bus i to j. The voltage dynamics of an arbitrary DC bus i
are thus given by
CiV˙i = −
∑
j∈Ni
Iij + I
inj
i + ui
= −
∑
j∈Ni
1
Rij
(Vi − Vj) + I inji + ui, (1)
where Ci is the total capacitance of bus i, including shunt
capacitances and the capacitance of the HVDC line, I inji is
the injected current due to loads, which is assumed to be
unknown and constant (assuming step disturbances), and ui
is the controlled injected current. Note that we impose no
dynamics nor constraints on the controlled injected current
ui. In practice, this requires that each MTDC bus is connected
with a strong AC grid which can supply sufficient power to
the MTDC grid. Equation (1) may be written in vector-form
as
CV˙ = −LRV + I inj + u, (2)
where V = [V1, . . . , Vn]T , C = diag([C1, . . . , Cn]), I inj =
[I inj1 , . . . , I
inj
n ]T , u = [u1, . . . , un]T and LR is the weighted
Laplacian matrix of the graph representing the transmission
lines, whose edge-weights are given by the conductances 1Rij .
For convenience, we also introduce the matrix of elastances
E = diag([C−11 , . . . , C
−1
n ]). The control objective consid-
ered in this paper is defined below.
Objective 1. The cost of the current injections should be
minimized asymptotically. More precisely
lim
t→∞u(t) = u
∗, (3)
3C1
R12
I12
C2
V1 V2
R13
I13
R24
I24
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R34
I34
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V3 V4
I inj1 + u1 I
inj
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I inj3 + u3 I
inj
4 + u4
Figure 1: Topology of a four bus MTDC system.
where u∗ minimizes the cost of current injections while
ensuring a balanced network, and is defined by
[u∗, V ∗] = argmin
[u,V ]
∑
i∈V
1
2
fiu
2
i s.t. LRV = I inj + u, (4)
and where fi > 0, i = 1, . . . , n, are any positive constants.
Subsequently, the following quadratic cost function of the
voltage deviations should be minimized over the set V ∗:
min
V ∈V ∗
∑
i∈V
1
2
gi(V
nom
i − Vi)2, (5)
for some gi ≥ 0 ∀i = 1, . . . , n, and where V nomi is the
nominal voltage of bus i and V ∗ is obtained by solving (4).
Remark 1. Equations (3)–(4) imply that the asymptotic
voltage differences between the DC buses are bounded,
i.e., limt→∞ |Vi(t) − Vj(t)| ≤ ∆V ∀i, j ∈ V , for some
∆V > 0. This implies that it is in general not possible to
have limt→∞ Vi(t) = V nomi for all i ∈ V , e.g., by PI-control.
We show in Lemma 1 that ∆V can be bounded by a function
of the injected and controlled injected currents, I inj + u, as
well as the Laplacian matrix of the MTDC system.
Remark 2. The optimal solution V ∗ of (3)–(4) is unique only
up to an additive constant vector cn, where all elements are
equal. Minimizing (5) determines this constant vector, which
can be seen as the average voltage in the MTDC grid.
Remark 3. Equations (3)–(4) are analogous to the quadratic
optimization of AC power generation costs, c.f., [3], [11]. The
quadratic cost function of the voltages (5) has no analogy in
the corresponding secondary AC frequency control problem.
This since the voltages in an MTDC grid do not synchronize
in general, as opposed to the frequencies in an AC grid.
Remark 4. The quadratic cost of voltage deviations (5)
replaces the common notion of acceptable voltage range.
IV. GENERAL PROPERTIES OF MTDC SYSTEMS
Before exploring different control strategies for MTDC
systems, we derive some general results on properties of
controlled MTDC systems which will be useful for the
remainder of this paper. Our first result gives a generic upper
bound on the asymptotic relative voltage differences of an
MTDC system, regardless of the controller structure.
Lemma 1. Consider any stationary control signal u. The
relative voltage differences satisfy
|Vi − Vj | ≤ 2Imax
n∑
i=2
1
λi
,
where Imax = maxi |I toti | and I toti = I inji + ui and λi denotes
the i’th eigenvalue of LR.
Proof: Consider the equilibrium of (2):
LRV = I inj + u , I tot. (6)
Let V =
∑n
i=1 aiwi, where wi is the i’th eigenvector of LR
with the corresponding eigenvalue λi. Since LR is symmetric,
the eigenvectors {wi}ni=1 can be chosen so that they form an
orthonormal basis of Rn. Using the eigendecomposition of
V above, we obtain the following equation from (6):
LRV = LR
n∑
i=1
aiwi =
n∑
i=1
aiλiwi = I
tot. (7)
By premultiplying (7) with wk for k = 1, . . . , n, we obtain:
akλk = w
T
k I
tot,
due to orthonormality of {wi}ni=1. Hence, for k = 2, . . . , n
we get
ak =
wTk I
tot
λk
.
The constant a1 is not determined by (7), since λ1 = 0.
Denote ∆V =
∑n
i=2 aiwi. Since w1 =
1√
n
1n, Vi − Vj =
∆Vi − ∆Vj for any i, j ∈ V . Thus, the following bound is
easily obtained:
|Vi − Vj | = |∆Vi −∆Vj | ≤ 2 max
i
|∆Vi| = 2‖∆V ‖∞
≤ 2‖∆V ‖2 = 2
∥∥∥∥∥∥
n∑
i=2
aiwi
∥∥∥∥∥∥
2
≤ 2
n∑
i=2
|ai| = 2
n∑
i=2
∣∣∣∣∣wTi I totλi
∣∣∣∣∣
≤ 2Imax
n∑
i=2
1
λi
,
where we have used the fact that ‖wi‖2 = 1 for all i =
1, . . . , n, and ‖x‖∞ ≤‖x‖2 for any x ∈ Rn.
Our second result reveals an interesting general structure
of asymptotically optimal MTDC control signals.
Lemma 2. Equations (3)–(4) in Objective 1 are satisfied if
and only if limt→∞ u(t) = µF−11n and limt→∞ LRV (t) =
I inj + µF−11n, where F = diag([f1, . . . , fn]). The scaling
factor is given by µ = −(∑ni=1 I inji )/(∑ni=1 f−1i ).
4Proof: The KKT condition for the optimization problem
(4) is Fu = µ1n, which gives u = F−1µ1n. Substituting
this expression for u and pre-multiplying the constraint
limt→∞ LRV (t) = I inj+F−1µ1n with 1Tn , yields the desired
expression for µ. Since (4) is convex, the KKT condition is
a necessary and sufficient condition for optimality.
Lemma 3. Equation (5) in Objective 1 is minimized if and
only if
∑n
i=1 gi(Vi − V nomi ) = 0.
Proof: By considering the equilibrium of (2), the relative
voltages ∆V are uniquely determined by I inj and u. Thus
V = ∆V +k1n, for some k ∈ R. Taking the derivative of the
quadratic cost function (5) with respect to k thus corresponds
to the necessary and sufficient KKT condition for optimality,
and yields:
∂
∂k
∑
i∈V
1
2
gi(V
nom
i − Vi)2 =
n∑
i=1
gi(Vi − V nomi ) = 0.
Remark 5. The choice of the controller gains as detailed
in Lemma 2, is analogous to the controller gains in the
AC frequency controller being inverse proportional to the
coefficients of the quadratic generation cost function [11].
V. VOLTAGE DROOP CONTROL
In this section the VDM will be studied, as well as some of
its limitations. VDM is a simple decentralized proportional
controller taking the form
ui = K
P
i (V
nom
i − Vi), (VDM)
where V nom is the nominal DC voltage. Alternatively, the
controller (VDM) can be written in vector form as
u = KP (V nom − V ), (8)
where V nom = [V nom1 , . . . , V
nom
n ]
T and KP =
diag([KP1 , . . . ,K
P
n ]). The decentralized structure of
the voltage droop controller is often advantageous for
control of HVDC buses, as the time constant of the voltage
dynamics is typically smaller than the communication delays
between the buses. The DC voltage regulation is typically
carried out by all buses. However, VDM possesses some
severe drawbacks. Firstly, the voltages of the buses don’t
converge to a value close to the nominal voltages in general.
Secondly, the controlled injected currents do not converge
to the optimal value.
Theorem 4. Consider an MTDC network described by (1),
where the control input ui is given by (VDM) and the injected
currents I inji are constant. The equilibrium of the closed-
loop system is stable for any KP > 0, in the sense that
the voltages V converge to some constant value. In general,
Objective 1 is not satisfied. However, the controlled injected
currents satisfy limt→∞
∑n
i=1(u
i + I inji ) = 0.
Proof: The closed-loop dynamics of (2) with u given by
(VDM) are
V˙ = −ELRV + EKP (V nom − V ) + EI inj
= −E(LR +KP )︸ ︷︷ ︸
,A
V + EKPV nom + EI inj. (9)
Clearly the equilibrium of (9) is stable if and only if A
as defined above is Hurwitz. Consider the characteristic
polynomial of A:
0 = det(sIn −A) = det
(
sIn + E(LR +KP )
)
⇔ 0 = det
(
sC + (LR +KP )
)
︸ ︷︷ ︸
,Q(s)
.
The equation 0 = det
(
Q(s)
)
has a solution for a given s
only if 0 = xTQ(s)x has a solution for some‖x‖2 = 1. This
gives
0 = s xTCx︸ ︷︷ ︸
a1
+xT (LR +KP )x︸ ︷︷ ︸
a0
.
Clearly a0, a1 > 0, which implies that the above equation
has all its solutions s ∈ C− by the Routh-Hurwitz stability
criterion. This implies that the solutions of 0 = det(Q(s))
satisfy s ∈ C−, and thus that A is Hurwitz.
Now consider the equilibrium of (9):
0 = −(LR +KP )V +KPV nom + I inj. (10)
Since KP > 0 by assumption (LR+KP ) is invertible, which
implies
V = (LR +KP )−1
(
KPV nom + I inj
)
, (11)
which does not satisfy Objective 1, in general. By inserting
(11) in (8), it is easily seen that
u 6= µF−11n
in general. By Lemma 2, Objective 1 is thus in general not
satisfied. Premultiplying (10) with 1TnC
−1 yields
0 = 1TnK
P (V nom − V ) + I inj =
n∑
i=1
(ui + I
inj
i ).
Next, we construct explicitly a class of droop-controlled
MTDC systems for which Objective 1 is never satisfied.
Lemma 5. Consider an MTDC network described by (1),
where the control input ui is given by (VDM) and the
injected currents I inji 6= 0n satisfy either I inji ≤ 0n or
I inji ≥ 0n, where the inequality is strict for at least one
element. Furthermore let V nom = vnom1n. Then Equation (5)
in Objective 1 is not minimized, regardless of the system and
controller parameters.
Proof: The equilibrium of the closed-loop dynamics is
given by
(LR +KP )(V − vnom1n) = I inj. (12)
5For convenience, define V¯ = V − vnom1n. Without loss of
generality, assume that I inji ≤ 0n. By premultiplying (12)
with 1Tn , we obtain 1
T
nK
P V¯ < 0. This implies that for at least
one index i1, V¯i1 < 0. Assume for the sake of contradiction
that there exists an index i2 such that V¯i2 ≥ 0. We can without
loss of generality assume V¯i2 ≥ V¯i ∀i 6= i2. By considering
the i2th element of (12), we obtain
KPi2 V¯ i2 +
∑
j∈Ni2
(V¯i2 − V¯j) ≤ 0.
This implies that for at least one j ∈ Ni2 we have V¯j > V¯i2 ,
contradicting the assumption that V¯i2 ≥ V¯i ∀i 6= i2. Thus,
V¯ < 0, and (5) in Objective 1 can clearly not be minimized.
Generally when tuning the proportional gains KP , there is
a trade-off between the voltage errors and the optimality of
the current injections. Low gains KP will result in closer to
optimal current injections, but the voltages will be far from
the reference value. On the other hand, having high gains KP
will ensure that the voltages converge close to the nominal
voltage, at the expense of large deviations from the optimal
current injections u∗. This rule of thumb is formalized in the
following theorem.
Theorem 6. Consider an MTDC network described by (1),
where the control input ui is given by (VDM) with positive
gains KPi = f
−1
i , and constant injected currents I
inj
i . The
DC voltages satisfy
lim
KP→∞
lim
t→∞V (t) = V
nom
lim
KP→0
lim
t→∞V (t) = sgn
( n∑
i=1
I inji
)∞1n,
while the controlled injected currents satisfy
lim
KP→∞
lim
t→∞u(t) = −I
inj
lim
KP→0
lim
t→∞u(t) = u
∗,
where the notation means
KP →∞⇔ KPi →∞ ∀i = 1, . . . , n
KP → 0 ⇔ KPi → 0 ∀i = 1, . . . , n.
Proof: Let us first consider the case when KP → ∞.
In the equilibrium of (9), the voltages satisfy by (11):
lim
KP→∞
V = lim
KP→∞
(LR +KP )−1
(
KPV nom + I inj
)
= lim
KP→∞
(KP )−1
(
KPV nom + I inj
)
= V nom.
By inserting the above expression for the voltages, the
controlled injected currents are given by
lim
KP→∞
u = lim
KP→∞
KP (V nom − V )
= lim
KP→∞
KP
(
−(KP )−1I inj
)
=−I inj.
Now consider the case when KP → 0. Since (LR +KP )
is real and symmetric, any vector in Rn can be expressed as
a linear combination of its eigenvectors. Denote by (vi, λi)
the eigenvector and eigenvalue pair i of (LR +KP ). Write(
KPV nom + I inj
)
=
n∑
i=1
aivi, (13)
where ai, i = 1, . . . , n are real constants. The equilibrium of
(9) implies that the voltages satisfy
lim
KP→0
V = lim
KP→0
(LR +KP )−1
(
KPV nom + I inj
)
= lim
KP→0
(LR +KP )−1
n∑
i=1
aivi
= lim
KP→0
n∑
i=1
ai
λi
vi =
a1
λ1
v1,
where λ1 is the smallest eigenvalue of (LR + KP ), which
clearly satisfies λ1 → 0+ as KPi → 0 ∀i = 1, . . . , n. Hence
the last equality in the above equation holds. By let-
ting KP → 0 and premultiplying (13) with vT1 = 1/n1n,
we obtain a1 = ( 1n
∑n
i=1 I
inj
i ) since the eigenvectors
of (LR + KP ) form an orthonormal basis of Rn. Thus
limKP→0 limt→∞ V (t) = sgn
(∑n
i=1 I
inj
i
)
∞n. Finally the
controlled injected currents are given by
lim
KP→0
u = lim
KP→0
KP (V nom − V )
= lim
KP→0
KP
(
V nom − a1
λ1
1n
)
= −a1
λ1
KP 1n.
By premultiplying (10) with 1TnC
−1 we obtain
1TnK
P (V nom − V ) = −1Tn I inj,
which implies that
a1
λ1
=
1Tn I
inj
1TnK
P 1n
= (
n∑
i=1
I inji )/(
n∑
i=1
KPi ),
which gives u = u∗ due to Lemma 2.
VI. DISTRIBUTED MTDC CONTROL
The shortcomings of the VDM control, as indicated in
Theorem 4, motivate the development of novel controllers for
MTDC networks. In this section we present three distributed
controllers for MTDC networks, allowing for communication
between HVDC buses. The use of a communication network
allows for distributed controllers, all fulfilling Objective 1
but with specific advantages and disadvantages. Controllers
(I) and (II) have the advantage of only requiring n additional
controller variables, but (I) suffers from poor redundancy and
(II) requires a complete communication topology. The con-
troller (III) does not suffer from poor redundancy and can be
implemented using any connected distributed communication
topology, but at the cost of requiring 2n additional controller
variables. The architectures of the controllers proposed later
on in this section are illustrated in Figure 2.
6Bus 1 Bus 2 Bus n
C1 C2 Cn
. . .
(a)
Bus 1 Bus 2 Bus n
C1 C2 Cn
. . .
. . .
(b)
Bus 1 Bus 2 Bus n
C1 C2 Cn
. . .
. . .
. . .
(c)
Figure 2: (a) shows the decentralized architecture of the voltage droop controller (VDM). (b) shows the distributed architecture
of Controllers (I) and (III). (c) shows the architecture of Controller (II), with all-to-all communication.
A. Distributed averaging controller I
In this section we propose the following distributed con-
troller for MTDC networks which allows for communication
between the buses:
ui = K
P
i (Vˆi − Vi)
˙ˆ
Vi = K
V
i (V
nom
i −Vi)
− γ
∑
j∈Ni
cij
(
(Vˆi − Vi)−(Vˆj − Vj)
)
, (I)
where γ > 0 is a constant, KPi > 0, i = 1, . . . , n, and
KVi =
{
KV1 > 0 if i = 1
0 otherwise.
This controller can be understood as a proportional control
loop (consisting of the first line), and an integral control
loop (consisting of the second line). The internal controller
variables Vˆi can be understood as reference values for the
proportional control loops, regulated by the integral control
loop. Bus i = 1, without loss of generality, acts as an integral
voltage regulator. The first line of (I) ensures that the con-
trolled injected currents are quickly adjusted after a change
in the voltage. The parameter cij = cji > 0 is a constant, and
Ni denotes the set of buses which can communicate with bus
i. The communication graph is assumed to be undirected, i.e.,
j ∈ Ni ⇔ i ∈ Nj . The second line ensures that the voltage
is restored at bus 1 by integral action, and that the controlled
injected currents converge to the optimal value, as proven
later on. In vector-form, (I) can be written as
u = KP (Vˆ − V )
˙ˆ
V = KV (V nom1 1n − V )− γLc(Vˆ − V ), (14)
where KP is defined as before, KV = diag([KV1 , 0, . . . , 0]),
and Lc is the weighted Laplacian matrix of the graph
representing the communication topology, denoted Gc, whose
edge-weights are given by cij , and which is assumed to be
connected. The following theorem shows that the proposed
controller (I) has desirable properties which the droop con-
troller (VDM) is lacking. It also gives sufficient conditions
for which controller parameters stabilize the equilibrium of
the closed-loop system.
Theorem 7. Consider an MTDC network described by (1),
where the control input ui is given by (I) and the injected
currents I inj are constant. The equilibrium of the closed-loop
system is stable if
1
2
λmin
(
(KP )−1LR + LR(KP )−1
)
+ 1
+
γ
2
λmin
(
Lc(KP )−1C + C(KP )−1Lc
)
> 0 (15)
λmin
(
Lc(KP )−1LR + LR(KP )−1Lc
)
≥ 0. (16)
Furthermore, limt→∞ V1(t) = V nom, and if KP = F−1 then
limt→∞ u(t) = u∗. This implies that Objective 1 is satisfied
given that g1 = 1 and gi = 0 for all i ≥ 2.
Proof: The closed-loop dynamics of (2) with the con-
trolled injected currents u given by (14) are given by[
˙ˆ
V
V˙
]
=
[
−γLc γLc −KV
EKP −E(LR +KP )
]
︸ ︷︷ ︸
,A
[
Vˆ
V
]
+
[
KV V nom1n
CI inj
]
.
(17)
The characteristic equation of A is given by
0 = det(sI2n −A) =
∣∣∣∣∣sIn + γLc −γLc +KV−EKP sIn + E(LR +KP )
∣∣∣∣∣
=
|CKP |
|sIn + γLc|
∣∣∣∣∣∣∣
sIn + γLc −γLc +KV
−sIn − γLc (sIn + γLc)(K
P )−1C·
(sIn + E(LR +KP ))
∣∣∣∣∣∣∣
= |CKP ||(sIn + γLc)(KP )−1C(sIn + E(LR +KP ))
−γLc +KV |
= |EKP |
∣∣∣(γLc(KP )−1LR +KV ) + s((KP )−1LR + In
+ γLc(KP )−1C) + s2((KP )−1C)
∣∣∣
, |EKP |det(Q(s)).
This assumes that |sIn+γLc| 6= 0, however |sIn+γLc| = 0
implies s = 0 or s ∈ C−. By elementary column operations,
A is shown to be full rank. This still implies that all solutions
satisfy s ∈ C−. Now, the above equation has a solution only
7if xTQ(s)x = 0 for some x : ‖x‖2 = 1. This condition gives
the following equation
0 = xT (γLc(KP )−1LR +KV )x︸ ︷︷ ︸
a0
+s xT ((KP )−1LR + In + γLc(KP )−1C)x︸ ︷︷ ︸
a1
+s2 xT ((KP )−1C)x︸ ︷︷ ︸
a2
,
which by the Routh-Hurwitz stability criterion has all solu-
tions s ∈ C− if and only if ai > 0 for i = 0, 1, 2.
Clearly, a2 > 0, since ((KP )−1C) is diagonal with
positive elements. It is easily verified that a1 > 0 if
1
2
λmin
(
(KP )−1LR + LR(KP )−1
)
+
γ
2
λmin
(
Lc(KP )−1C + C(KP )−1Lc
)
+ 1 > 0.
Finally, clearly xT (Lc(KP )−1LR)x ≥ 0 for any x : ‖x‖2 =
1 if and only if
1
2
λmin
(
Lc(KP )−1LR + LR(KP )−1Lc
)
≥ 0.
Since the graphs corresponding to LR and Lc are
both assumed to be connected, the only x for which
xT (Lc(KP )−1LR)x = 0 is x = 1√n [1, . . . , 1]T . Given this
x = 1√
n
[1, . . . , 1]T , xTKV x = 1nK
V
1 > 0. Thus, a0 > 0
gives that the above inequality holds. Thus, under assump-
tions (15)–(16), A is Hurwitz, and thus the equilibrium of
the closed-loop system is stable.
Now consider the equilibrium of (17). Premultiplying the
first n rows with 1Tn yields 0 = 1
T
nK
V (V nom1n − V ) =
KV1 (V
nom−V1). Clearly this minimizes (5), with the minimal
value 0. Inserting this back to the first n rows of (17) yields
0 = Lc(V − Vˆ ), implying that (V − Vˆ ) = k1n. It should
be noted here that if KVi > 0 for at least one i ≥ 2, then
the first n rows of (17) do not imply (V − Vˆ ) = k1n in
general. Inserting the relation (V − Vˆ ) = k1n in (14) gives
u = KP (V − Vˆ ) = kKP 1n. Setting KP = F−1, (3)–(4)
are satisfied by Lemma 2.
Remark 6. For sufficiently uniformly large KP , and suf-
ficiently small γ, the condition (15) is fulfilled. However,
stability is independent of KV .
Corollary 8. A sufficient condition for when (16) is fulfilled,
is that Lc = LR, i.e., the topology of the communication
network is identical to the topology of the power transmission
lines and the edge weights of the graphs are identical.
B. Distributed averaging controller II
While the controller (I) is clearly distributed, it has poor
redundancy due to a specific HVDC bus dedicated for voltage
measurement. Should the dedicated bus fail, the voltage of
bus 1 will not converge to the reference voltage asymptot-
ically. To improve the redundancy of (I), we propose the
following controller:
ui = K
P
i (Vˆi − Vi)
˙ˆ
Vi = k
V
∑
i∈V
(V nomi − Vi)
− γ
∑
j∈Ni
cij
(
(Vˆi − Vi)−(Vˆj − Vj)
)
, (II)
where γ > 0 and kV > 0 are constants. This controller
can as (I) be interpreted as a fast proportional control loop
(consisting of the first line), and a slower integral control
loop (consisting of the second and third lines). In contrast
to (I) however, every bus implementing (II) requires voltage
measurements from all buses of the MTDC system. Thus,
controller (II) requires a complete communication graph. As
long as the internal controller dynamics of Vˆ are sufficiently
slow (e.g., by choosing kV sufficiently small), this is a
reasonable assumption provided that a connected communi-
cation network exists. In vector-form, (II) can be written as
u = KP (Vˆ − V )
˙ˆ
V = kV 1n×n(V nom − V )− γLc(Vˆ − V ),
(18)
where KP is defined as before, V nom = [V nom1 , . . . , V
nom
n ]
T
and Lc is the weighted Laplacian matrix of the graph
representing the communication topology, denoted Gc, whose
edge-weights are given by cij , and which is assumed to be
connected. The following theorem is analogous to Theorem 7,
and gives sufficient conditions for which controller parame-
ters result in a stable equilibrium of the closed-loop system.
Theorem 9. Consider an MTDC network described by (1),
where the control input ui is given by (II) and the injected
currents I inj are constant. The equilibrium of the closed-loop
system is stable if (15) and (16) are satisfied. If furthermore
KP = F−1, then limt→∞ u(t) = u∗, and if G = In, where
G = diag([g1, . . . , gn]), (5) is minimized. This implies that
Objective 1 is satisfied.
Proof: The proof is analogous to the proof of Theorem 7.
Since xT 1n×nx = (1Tnx)
T (1Tnx) ≥ 0, 1n×n ≥ 0, implying
that the term a0 is positive if
1
2
λmin
(
Lc(KP )−1LR + LR(KP )−1Lc
)
≥ 0.
Thus the matrix A is Hurwitz whenever (15) and (16) are
satisfied. The equilibrium of the closed-loop system implies
that 1Tn (V
nom − V ) = 0. Thus, by Lemma 3, Equation (5)
is minimized. The remainder of the proof is identical to the
proof of Theorem 7, and is omitted.
Remark 7. For sufficiently uniformly large KP , and suf-
ficiently small γ, the condition (16) is fulfilled. However,
stability is independent of KV .
C. Distributed averaging controller III
While the assumption that the voltage measurements can
be communicated instantaneously through the whole MTDC
network is reasonable for small networks or slow internal
8controller dynamics, the assumption might be unreasonable
for larger networks. To overcome this potential issue, a
novel controller is proposed. The proposed controller takes
inspiration from the control algorithms given in [3], [5], [24],
and is given by
ui = −KPi (Vi − Vˆi − V¯i)
˙ˆ
Vi = −γ
∑
j∈Ni
cij
(
(Vˆi + V¯i − Vi)−(Vˆj + V¯j − Vj)
)
˙¯Vi = −KVi (Vi − V nomi )− δ
∑
j∈Ni
cij(V¯i − V¯j). (III)
The first line of the controller (III) can be interpreted as a
proportional controller, whose reference value is controlled
by the remaining two lines. The second line ensures that the
weighted current injections converge to the identical optimal
value through a consensus-filter. The third line is a distributed
secondary voltage controller, where each bus measures the
voltage and updates the reference value through a consensus-
filter. In vector form, (III) can be written as
u = −KP (V − Vˆ − V¯ )
˙ˆ
V = −γLc(Vˆ + V¯ − V )
˙¯V = −KV (V − V nom)− δLcV¯ , (19)
where KP = diag([KP1 , . . . ,K
P
n ]), K
V =
diag([KV1 , . . . ,K
V
n ]), V
nom = [V nom1 , . . . , V
nom
n ]
T and Lc is
the weighted Laplacian matrix of the graph representing the
communication topology, denoted Gc, whose edge-weights
are given by cij , and which is assumed to be connected.
Substituting the controller (19) in the system dynamics (2),
yields
˙¯V
˙ˆ
V
V˙
 =
−δLc 0n×n −KV−γLc −γLc γLc
EKP EKP −E(LR +KP )

︸ ︷︷ ︸
,A
V¯Vˆ
V

+
KV V nom0n
EI inj

︸ ︷︷ ︸
,b
. (20)
The following theorem characterizes when the controller (I)
stabilizes the equilibrium of (1), and shows that it has some
desirable properties.
Theorem 10. Consider an MTDC network described by
(1), where the control input ui is given by (III) and the
injected currents I inj are constant. If all eigenvalues of A,
except the one eigenvalue which always equals 0, lie in C−,
KP = F−1 and KV = G, where G = diag([g1, . . . , gn]),
then Objective 1 is satisfied given any non-negative constants
gi, i = 1, . . . , n.
Proof: It is easily shown that A as defined in
(20), has one eigenvalue equal to 0. The right-eigenvector
of A corresponding to the zero eigenvalue is v1 =
1/
√
2n[1Tn ,−1Tn , 0Tn ]T . Since b as defined in (20), is not
parallel to v1, limt→∞[V¯ (t), Vˆ (t), V (t)] exists and is finite,
by the assumption that all other eigenvalues lie in C−. Hence,
we consider any stationary solution of (20) δLc 0n×n KVγLc γLc −γLc
−KP −KP (LR +KP )

V¯Vˆ
V
=
KV V nom0n
I inj
.(21)
Premultiplying (21) with [1Tn , 0
T
n , 0
T
n ] yields
1TnK
V (V nom − V ) =
n∑
i=1
KVi (V
nom
i − V nomi ) = 0,
which by Lemma 3 implies that Equation (5) is minimized.
The n+ 1-th to 2n-th lines of (21) imply Lc(V¯ + Vˆ −V ) =
0n ⇒ (V¯ + Vˆ − V ) = k11n ⇒ u = KP (V¯ + Vˆ − V ) =
k1K
P 1n By Lemma 2, (3)–(4) are satisfied.
Note that Controller (III) is the only controller among the
presented controllers which minimizes Equation (5), for any
a priori given constants gi, i = 1, . . . , n. Controllers (I)
and (II) minimize Equation (5), but for specific values of
gi, i = 1, . . . , n. While Theorem 10 establishes an exact
condition when the distributed controller (III) stabilizes the
equilibrium of the MTDC system (1), it does not give any
insight in how to choose the controller parameters to stabilize
the equilibrium. The following theorem gives a sufficient
stability condition for a special case.
Theorem 11. Assume that Lc = LR, i.e. that the topology
of the communication network is identical to the topology of
the MTDC system. Assume furthermore that KP = kP In,
i.e. the controller gains are equal. Then all eigenvalues of A
except the zero eigenvalue lie in C− if
γ + δ
2kP
λmin (LRC + CLR) + 1 > 0 (22)
γδ
2kP
λmin
(
L2RC + CL2R
)
+ min
i
KVi > 0 (23)
λmax
(
L3R
) γδ
kP 2
≤
(
γ + δ
2kP
λmin (LRC + CLR) + 1
)
×
(
γδ
2kP
λmin
(
L2RC + CL2R
)
+ min
i
KVi
)
(24)
Proof: Following similar steps as the proof of Theo-
rem 7, one obtains after some tedious matrix manipulations
that (20) is stable if the following equation has solutions
s ∈ C−:
0 = xTQ(s)x =
γδ
kP
xTL3Rx︸ ︷︷ ︸
a0
+s xT
[
δ + γ
kP
L2R + δLR +
γδ
kP
L2RC +KV
]
x︸ ︷︷ ︸
a1
+s2 xT
[
1
kP
LR+In+γ + δ
kP
LRC
]
x︸ ︷︷ ︸
a2
+s3
1
kP
xTCx︸ ︷︷ ︸
a3
. (25)
9Table I: System parameter values used in the simulation.
Parameter Value [Unit]
Ci 57µF
Rij 3.7Ω
Table II: Controller parameter values used in the simulation.
Parameter/Controller I II III
kP 10 Ω−1 10 Ω−1 0.5 Ω−1
kV 10 5 2.5
γ 20 15 3
δ - - 2
Clearly (25) has one solution s = 0 for x = a√
n
[1, . . . , 1]T ,
since this implies that a0 = 0. The remaining solutions are
stable if and only if the polynomial a1 + sa2 + s2a3 = 0
is Hurwitz, which is equivalent to ai > 0 for i = 1, 2, 3 by
the Routh-Hurwitz stability criterion. For x 6= a√
n
[1, . . . , 1]T ,
we have that a0 > 0, and thus s = 0 cannot be a solution
of (25). By the Routh-Hurwitz stability criterion, (25) has
stable solutions if and only if ai > 0 for i = 0, 1, 2, 3 and
a0a3 < a1a2. Since this condition implies that ai > 0 for
i = 1, 2, 3, there is no need to check this second condition
explicitly. Clearly a3 > 0 since (KP )−1 and C are diagonal
with positive elements. It is easily verified that a2 > 0 if (22)
holds, since LR ≥ 0. Similarly, a1 > 0 if (23) holds, since
also L2R ≥ 0 and xTKV x ≥ miniKVi . In order to assure
that a0a3 < a1a2, we need furthermore to upper bound a0a3.
The following bound is easily verified
a0a3 < λmax
(
L3R
) γδ
kP 2
max
i
Ci.
Using this, together with the lower bounds on a1 and a2, we
obtain that (24) is a sufficient condition for a0a3 < a1a2.
Remark 8. For sufficiently small γ and δ, and sufficiently
large kP and miniKVi , the inequalities (22)–(24) hold, thus
always enabling the choice of stabilizing controller gains.
VII. SIMULATIONS
Simulations of an MTDC system were conducted using
MATLAB. The MTDC was modelled by (1), with ui given by
the distributed controllers (I), (II) and (III), respectively. The
topology of the MTDC system is assumed to be as illustrated
in Figure 1. The system parameter values are obtained from
[14], where the inductances of the DC lines are neglected, and
the capacitances of the DC lines are assumed to be located at
the converters. The system parameter values are assumed to
be identical for all converters, and are given in Table I. The
controller parameters are also assumed to be uniform, i.e.,
KPi = kp,K
V
i = k
V for i = 1, 2, 3, 4, and their numerical
values are given in Table II. Due to the communication of
controller variables, a constant delay of 500 ms is assumed.
The delay only affects remote information, so that, e.g., the
first line of the controllers (I), (II) and (III) remain delay-free.
The communication gains were set to cij = R−1ij S
for all (i, j) ∈ E and for all controllers. The injected
currents are assumed to be initially given by I inj =
[300, 200,−100,−400]T A, and the system is allowed to
converge to its equilibrium. Since the injected currents satisfy
I inji = 0, ui = 0 for i = 1, 2, 3, 4 by Theorem 7.
Then, at time t = 0, the injected currents are changed to
I inj = [300, 200,−300,−400]T A. The step responses of the
voltages Vi and the controlled injected currents ui are shown
in Figure 3. The conservative voltage bounds implied by
Lemma 1, are indicated by the two dashed lines. We note that
the controlled injected currents ui converge to their optimal
values, and that the voltages remain within the bounds.
VIII. DISCUSSION AND CONCLUSIONS
In this paper we have studied VDM for MTDC systems,
and highlighted some of its weaknesses. To overcome some
of its disadvantages, three distributed controllers for MTDC
systems were proposed. We showed that under certain condi-
tions, there exist controller parameters such that the equilibria
of the closed-loop systems are stabilized. In particular, a
sufficient stability condition is that the graphs of the physical
MTDC network and the communication network are identi-
cal, including their edge weights. We have shown that the
proposed controllers are able to control the voltage levels
of the DC buses close towards the nominal voltages, while
simultaneously minimizing a quadratic cost function of the
current injections. The proposed controllers were tested on a
four-bus MTDC network by simulation, demonstrating their
effectiveness.
This paper lays the foundation for distributed control
strategies for hybrid AC and MTDC systems. Future work
will in addition to the voltage dynamics of the MTDC system,
also consider the dynamics of connected AC systems. Inter-
connecting multiple asynchronous AC systems also enables
novel control applications, for example automatic sharing
of primary and secondary frequency control reserves. Pre-
liminary results on decentralized cooperative AC frequency
control by an MTDC grid have been presented in [6]. The
stability conditions in this work depend on both products of
diagonal matrices and Laplacian matrices, and products of
Laplacian matrices. Little is known about the positive defi-
niteness of such matrix products, motivating further research.
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