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RE´SUME´
Cette the`se s’inte´resse a` trois proble`mes fondamentaux de la vision par ordinateur
qui sont le suivi vide´o, le calibrage et la reconstruction 3D. Les approches propose´es
sont strictement base´es sur des contraintes photome´triques et ge´ome´triques pre´sentent
dans des images 2D.
Le suivi de mouvement se fait ge´ne´ralement dans un flux vide´o et consiste a`
suivre un objet d’inte´reˆt identifie´ par l’usager. Nous reprenons une des me´thodes les
plus robustes a` cet effet et l’ame´liorons de sorte a` prendre en charge, en plus de ses
translations, les rotations qu’effectue l’objet d’inte´reˆt.
Par la suite nous nous attelons au calibrage de came´ras; un autre proble`me fon-
damental en vision. Il s’agit la`, d’estimer des parame`tres intrinse`ques qui de´crivent
la projection d’entite´s 3D dans une image plane. Plus pre´cise´ment, nous proposons
des algorithmes de calibrage plan pour les came´ras line´aires (pushbroom) et les vide´o
projecteurs lesquels e´taient, jusque la`, calibre´s de fac¸on laborieuse.
Le troisie`me volet de cette the`se sera consacre´ a` la reconstruction 3D par ombres
projete´e. A` moins de connaissance a` priori sur le contenu de la sce`ne, cette technique
est intrinse`quement ambigu¨e. Nous proposons une me´thode pour re´duire cette am-
bigu¨ıte´ en exploitant le fait que les spots de lumie`res sont souvent visibles dans la
came´ra.
Mots-cle´s: vision par ordinateur, suivi automatique 2D, calibrage, came´ra line´aire,
projecteur vide´o, reconstruction tridimensionelle, auto-calibrage plan.
ABSTRACT
The topic of this thesis revolves around three fundamental problems in computer
vision; namely, video tracking, camera calibration and shape recovery. The proposed
methods are solely based on photometric and geometric constraints found in the
images.
Video tracking, usually performed on a video sequence, consists in tracking a
region of interest, selected manually by an operator. We extend a successful tracking
method by adding the ability to estimate the orientation of the tracked object.
Furthermore, we consider another fundamental problem in computer vision: cali-
bration. Here we tackle the problem of calibrating linear cameras (a.k.a: pushbroom)
and video projectors. For the former one we propose a convenient plane-based cali-
bration algorithm and for the latter, a calibration algorithm that does not require a
physical grid and a planar auto-calibration algorithm.
Finally, we pointed our third research direction toward shape reconstruction using
coplanar shadows. This technique is known to suffer from a bas-relief ambiguity if
no extra information on the scene or light source is provided. We propose a simple
method to reduce this ambiguity from four to a single parameter. We achieve this by
taking into account the visibility of the light spots in the camera.
Keywords: computer vision, tracking 2D, calibration, linear camera, pushbroom,
video projector, 3D reconstruction, shape-from-shadows, planar auto-calibration.
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La vision est sans aucun doute le sens le plus complexe chez l’eˆtre humain. Les
avance´es en neurosciences ont confirme´ cette the`se en e´valuant la proportion du cortex
visuel par rapport aux autres re´gions du cerveau. C’est dire a` quel point on voit avec
notre cerveau et non pas avec les yeux ! Il n’est donc pas e´tonnant que toute entreprise
visant a` imiter le syste`me visuel humain par un ordinateur serait laborieuse, voire
meˆme vaine s’il on n’e´met pas d’hypothe`ses simplificatrices sur les phe´nome`nes de
physique et d’optique associe´s a` la formation de l’image.
L’image capte´e par l’œil est riche en contenu, diverse en nature et redondante
en information. Le syste`me visuel humain ne garde qu’une infime partie de cette
information pour des traitements de haut niveau (reconnaissance de formes, de mou-
vements, . . . ) et ce, a` partir de concepts de bas niveau tels que les orientations, les
contours, . . . etc. Ce traitement cognitif ”e´tage´” est orchestre´ de sorte a` infe´rer une
information intelligible le plus vite possible aux amygdales (circuit de la peur) afin
d’identifier les situations hostiles.
Ce meˆme sche´ma a inspire´ le neuroscientifique Anglais David Marr a` la fin des
anne´es 1970 lorsqu’il a e´tabli sa the´orie de la vision artificielle qu’on appelle com-
mune´ment le paradigme de Marr. A` partir des images sources, le mode`le de Marr
propose d’extraire d’abord des primitives 2D simples afin d’esquisser une premie`re
e´bauche de la sce`ne (primal sketch). Cette e´bauche permet de cre´er une repre´sentation
centre´e sur l’observateur par le truchement de ste´re´oscopie, d’analyse de mouvement,
ombrages et autres proprie´te´s de la sce`ne. Marr de´signe cette e´tape, l’e´bauche 2.5D.
2Combine´e a` des connaissances 3D, l’e´bauche 2.5 D permet une repre´sentation continue
centre´e sur la sce`ne. Une telle repre´sentation inclut les relations entre diffe´rents objets
de la sce`ne, les positions absolues, les angles, les orientations,. . . etc. Il est inte´ressant
de noter, qu’en de´pit de son aˆge, le paradigme de Marr est toujours d’actualite´.
Marr note que le syste`me visuel humain effectue la meˆme taˆche cognitive de´crite
par son paradigme a` condition que l’observateur humain ait acquis ou compris au
pre´alable, des notions de physique et de ge´ome´trie tels que les principes de la per-
spective qui associe la taille des objets a` leur distance. D’une certaine fac¸on, l’œil
doit eˆtre ”e´duque´” pour interpre´ter la sce`ne. Ces notions s’acquie`rent en vision par
ordinateur a` travers des mode`les mathe´matiques dont la formulation doit garantir un
compromis entre faisabilite´ et re´alisme. Dans certains cas, un tel compromis n’est pas
garanti. On se retourne alors vers des approches inspire´es de l’apprentissage cognitif
ou` il est question de concevoir des algorithmes qui ”apprennent” a` partir de mode`les
et tentent d’en isoler des structures (patterns). Ces me´thodes se regroupent sous le
the`me de l’apprentissage machine.
Cette the`se pre´sente nos contributions a` trois proble`mes fondamentaux relie´s a` la
vision par ordinateur. Il sera question de suivi d’objets, de calibrage de came´ras et
de reconstruction 3D.
Le suivi d’objet (ou tracking en anglais) occupe une place fondamentale en vision
par ordinateur. Le but est d’estimer le de´placement d’un ou plusieurs pixels dans le
temps a` partir de flux vide´o. La surveillance, l’asservissement de robots et le suivi
d’acteurs n’en sont que quelques applications. Notre contribution dans ce domaine est
l’estimation de l’orientation de l’objet d’inte´reˆt en plus de sa position. En ge´ne´ral,
le suivi d’objets ne s’inte´resse pas aux proprie´te´s tridimensionnelles de la sce`ne et
donc peut se faire sans aucune connaissance a priori sur la came´ra. On parle alors
de vision non-calibre´e. Cependant, si le but d’un algorithme est de mesurer des
proprie´te´s me´triques de la sce`ne (distances, angles, . . . ), les parame`tres de la came´ra
deviennent alors ne´cessaires. En vision, ces parame`tres s’estiment par un processus
3qu’on appelle calibrage. Notre inte´reˆt pour le calibrage se limitera a` deux sortes de
dispositifs : les came´ras line´aires et les vide´o projecteurs.
Le sche´ma adopte´ a` la re´solution de chacun de ces proble`mes, suit les grandes
lignes du paradigme de Marr. En effet, quelle que soit la nature du proble`me aborde´,
on essaiera le plus possible de de´gager des contraintes ge´ome´triques ou photome´triques
a` partir des images. Ces contraintes seront par la suite combine´es aux formalismes
propres a` chaque proble`me afin d’y apporter une solution nouvelle.
Organisation de la the`se. Dans cette introduction, nous avons brie`vement
introduit quelques concepts de la vision ainsi que les sujets e´tudie´s.
Le chapitre 2 pre´sente les e´le´ments de base utile a` la lecture de cette the`se ainsi
que les notations adopte´es.
Chaque sujet traite´ sera re´parti sur deux chapitres. Un premier qui vise a` expliquer
les concepts essentiels et un second qui e´taye notre contribution sous forme d’article
scientifique.
Ainsi, aux chapitres 3 et 4 il sera question de suivi de mouvement a` l’aide du
paradigme mean-shift. Le calibrage de came´ra en ge´ne´ral et des came´ras line´aires en
particulier, fera l’objet des chapitres 5 et 6. Nous entamerons par la suite un autre
volet sur le calibrage des vide´o projecteurs aux chapitres 7 et 8.
L’auto-calibrage plan des projecteurs fera l’objet des chapitres 9 et 10.
L’estimation de la structure 3D a` partir d’ombres projete´es constitue le dernier
sujet traite´ dans cette the`se et sera de´taille´e aux chapitres 11 et 12.
Notre conclusion se fera au chapitre 13. On y re´sume le travail pre´sente´ et y
sugge´rons de nouvelles perspectives pour les recherches futures.
Chapitre 2
NOTATIONS ET E´LE´MENTS DE BASE
Dans ce chapitre, nous mettons en exergue les e´le´ments de base utiles a` la lecture
de cette the`se. En plus de de´finir les notations et les conventions employe´es, nous
introduirons aussi des concepts de ge´ome´trie ne´cessaires a` la re´solution de proble`mes
aborde´s dans cette the`se. Nous renvoyons le lecteur au livre de Hartley et Zisserman
[30] pour plus de de´tails.
Les entite´s ge´ome´triques (points, plans, . . . ) sont conside´re´es dans des espaces a`
dimensions diffe´rentes. Dans cette the`se, on coˆtoyera souvent les espaces a` 2 et a` 3
dimensions. Sauf mention contraire, ces entite´s seront repre´sente´es par des vecteurs en
coordonne´es homoge`nes et sont donc, de´finies a` un facteur d’e´chelle pre`s. L’ope´rateur
∼ indique cette e´galite´ entre coordonne´es homoge`nes.
Les points 3D seront note´s en majuscule et en gras, comme Q, etl’image 2D
correspondante sera note´e en minuscule q. On utilisera souvent des indices pour
diffe´rencier les points 3D et leurs images dans diffe´rentes came´ras. Ainsi, la projection
du point 3D Qi dans la je came´ra se notera qij.
Les vecteurs seront aussi repre´sente´s par des caracte`res gras minuscule, comme v.
A` moins de mention contraire, v repre´sente un vecteur colonne et sa transposition,
vT , un vecteur ligne.
Les matrices seront repre´sente´es par des caracte`res sans-se´rif droits, comme H et
A. Pour une matrice A donne´e, ses matrices transpose´e, inverse et adjointe seront
note´es respectivement AT, A−1 et A−T. Une sous-matrice de A sera note´e A¯. Nous
tenterons le plus possible d’inclure ses dimensions en indice, par exemple, une matrice







Le produit vectoriel entre deux vecteurs p et q sera note´ soit p × q ou encore








Les plans seront de´signe´s par des caracte`res grecs majuscules, comme Π. Ils sont
de´finis par un vecteur normal et par leur distance par rapport a` l’origine. Ainsi un
point 3D Q appartient au plan de´fini par la normale n et place´ a` une distance d, ssi :
n ·Q+ d = 0
Les coniques seront aussi note´es en caracte`res grecs minuscules. Les coniques sont
une famille de courbes planes re´sultant de l’intersection d’un plan avec un coˆne de
re´volution. Dans cette the`se, on travaillera avec des coniques 2D, de´crites par une
e´quation du second degre´. Un point 2D, q = (x, y, 1), appartient a` une conique, ω,
de´finie par (a, b, c, d, e, f), ssi :
ax2 + bxy + cy2 + dx+ ey + f = 0
Le plus souvent, on privile´giera une notation matricielle de la conique, ainsi










SUIVI DE MOUVEMENT ET MEAN-SHIFT
Dans ce chapitre, nous pre´sentons des notions ge´ne´rales de suivi de mouvement
(SM) et nous mettrons l’accent sur un algorithme en particulier, le mean-shift.
De fac¸on ge´ne´rale, le SM consiste a` reconstruire la trajectoire d’un ou plusieurs
points dans une se´quence vide´o au fil du temps. Tre`s souvent, on applique le SM a`
des objets ou des re´gions d’inte´reˆt pre´se´lectionne´s par un usager tel que les visages,
des personnes, des ve´hicules, etc.
Le suivi de mouvement a e´norme´ment d’applications dans les me´dias ou la surveil-
lance. Flouter une partie d’une vide´o a` des fins d’anonymat, suivre des athle`tes lors
d’un e´ve`nement sportif ou de´tecter des intrusions ne sont qu’une partie de ces appli-
cations.
La difficulte´ associe´e au suivi de mouvement est surtout duˆe a` l’absence d’une
structure ou un mode`le connu au pre´alable, ce qui limite l’information exploitable
aux distributions locales des luminances [1, 2]. Ceci, oblige les chercheurs a` employer
des me´thodes locales sujettes a` des instabilite´s nume´riques.
Comaniciu et al . [10] ont propose´ un algorithme de suivi en temps re´el et robuste
aux changements d’illumination et aux de´formations ge´ome´triques. Leur algorithme
est base´ sur une approche non-parame´trique, mean-shift. Cependant, cet algo-
rithme ne prend en compte que la composante translationnelle de l’objet d’inte´reˆt
(changement de position 2D dans l’image) et ne´glige ses changements d’orientation.
Afin de mieux comprendre les limitations de la formulation originale du suivi par
mean-shift [10], nous allons dans les deux prochaines sections, pre´senter l’algorithme
mean-shift et son application pour le suivi de mouvement.
8Figure 3.1. Exemples de distributions 1-D. Gauche) unimodale. Droite) bi-
modale.
3.1 Mean-Shift
Mean-Shift (MS) est un algorithme non-parame´trique qui permet d’estimer re´cursivement
le mode d’une distribution de points en k dimensions. En statistiques, le mode d’une
distribution est de´fini comme la valeur la plus repre´sente´e dans une distribution de
points. Ce qui ne doit pas eˆtre confondu avec la moyenne ou la me´diane de´finies
comme :
Moyenne : Somme des valeurs, divise´e par le nombre des valeurs.
Me´diane : Valeur qui partage une se´rie nume´rique ordonne´e en deux parties de
meˆme nombre d’e´le´ments.
Une distribution n’a qu’une moyenne et une me´diane, mais peut avoir plusieurs
modes. On parle alors d’une distribution multi-modale (voir la figure 3.1).
Mean-shift repose sur une hypothe`se simple. Chaque donne´e repre´sente un e´chantillon
d’une densite´ de probabilite´ sous-jacente. Ainsi, l’ensemble des donne´es est une
repre´sentation discre`te d’une densite´ dont on veut estimer le mode.
9Soient S = {xi}i=1...n un ensemble de n points a` k-dimension etK(X) une fonction
noyau de rayon h. La fonction noyau est une fonction a` k-dimension aussi qui associe
a` chaque e´le´ment de S un poids.









m(x)− x, appele´ vecteur mean-shift, pointe vers le centre de masse
local. Il a e´te´ de´montre´ dans [11] que si le noyau K(x) est convexe de´croissant alors
le vecteur mean-shift pointe toujours dans la direction de la pente ascendante de
la densite´. Donc, ce the´ore`me nous assure que, la direction du vecteur mean-shift
me`ne re´cursivement au maximum local (mode local) de la distribution S. Cette
proce´dure est illustre´e a` la figure 3.2. La force de mean-shift re´side dans sa capacite´
de traiter les donne´es de fac¸on non parame´trique. Ainsi, la nature et la dimension
de l’espace des points (position 2d, espace des couleurs RGB, . . . ) importent peu.
Cette particularite´ a permis a` Comaniciu et al . de concevoir un algorithme de suivi
de mouvement robuste base´ sur mean-shift.
3.2 Suivi de mouvement par Mean-Shift
Dans [10], Comaniciu et al . ont propose´ un algorithme de suivi vide´o robuste base´
sur Mean-Shift. L’histogramme des couleurs de la re´gion d’inte´reˆt en constitue le
descripteur, ce qui permet le suivi d’objets non rigides graˆce a` la persistance de
l’information colorime´trique et aussi une robustesse car, l’histogramme est insensible
aux changements d’e´clairage (moyennant une normalisation).
L’algorithme commence par estimer la repre´sentation de l’objet d’inte´reˆt dans
un espace de proprie´te´s (feature space), tel que l’espace quantifie´ des couleurs. La
”signature” dans ce cas particulier n’est rien d’autre que l’histogramme des couleurs.
Le suivi peut alors commencer a` partir de la position initiale du mode`le. Afin de
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Figure 3.2. Exemple d’ite´rations de Mean-Shift. Chaque cercle gris repre´sente
un e´chantillon d’une distribution de points 2D dont on veut retrouver le mode.
La moyenne ponde´re´e des points locaux au cercle centre´ en X0i donne X
1
i qui
a` son tour devient le nouveau point de de´part. Re´cursivement, on aboutit au
mode local, Xni .
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localiser l’objet dans l’image suivante, l’algorithme de Comaniciu et al . estime les
histogrammes autour de chaque nouvel emplacement potentiel et pour chacun d’entre
eux, une mesure de ressemblance est calcule´e avec l’histogramme du mode`le. La
mesure de comparaison est la distance de Bhattacharya [7] qui est maximise´e lorsque
les deux histogrammes sont identiques.
Cette analyse de voisinage ge´ne`re une distribution de mesures de ressemblance
dont le maximum local me`ne au nouvel emplacement de l’objet suivi. C’est a` cette
e´tape pre´cise de l’algorithme que mean-shift intervient pour estimer le mode local.
Tel que propose´, l’algorithme n’a pas e´te´ formule´ pour estimer les changements
d’orientations de la re´gion d’inte´reˆt. La raison est simple, toute tentative d’estimation
d’orientation a` l’aide d’histogramme de couleur est voue´e a` l’e´chec car ce dernier est
invariant a` la rotation.
Notons que, si la zone d’inte´reˆt est carre´e ou circulaire, cela ne risque pas de poser
de proble`mes. Dans le cas ou` elle serait allonge´ ou oblongue, la situation peut eˆtre
proble´matique car la re´gion d’inte´reˆt doit eˆtre assez grande pour accommoder les
diffe´rentes orientations de l’objet suivi au point d’inclure des zones supple´mentaires
susceptibles d’alte´rer la qualite´ du suivi (voir figure 3.3), car l’histogramme de cette
re´gion ”grossie” n’est plus repre´sentatif de l’objet original.
Au chapitre suivant, nous pre´sentons une extension du suivi vide´o par Mean-
Shift [10] qui prend en compte la rotation de l’objet d’inte´reˆt. L’ide´e consiste a`
ge´ne´rer toutes les orientations possibles de l’objet et pour chacune d’entre elles,
l’histogramme des orientations du gradient de l’image est calcule´ et utilise´ comme
descripteur. Ainsi, on construit un dictionnaire ou` chaque ”mot” est une orientation
de l’objet. L’estimation de nouvelles orientations de l’objet au fil du temps se fait
par recherche directe dans le dictionnaire. Le temps d’exe´cution supple´mentaire est
tre`s ne´gligeable compte tenu de la modeste taille du dictionnaire.

Chapitre 4
A SIMPLE ORIENTED MEAN-SHIFT ALGORITHM FOR
TRACKING
Cet article [18] a e´te´ publie´ comme l’indique la re´fe´rence bibliographique
Jamil Drare´ni et Se´bastien Roy. A Simple Oriented Mean-Shift Algorithm
for Tracking. Dans Mohamed S. Kamel et Aure´lio C. Campilho, editeurs,
ICIAR, volume 4633 de Lecture Notes in Computer Science, pages 558–568.
Springer, 2007.
Cet article est pre´sente´ ici dans sa version originale.
Abstract
Mean-Shift tracking gained a lot of popularity in computer vision community. This is
due to its simplicity and robustness. However, the original formulation does not esti-
mate the orientation of the tracked object. In this paper, we extend the original mean-
shift tracker for orientation estimation. We use the gradient field as an orientation
signature and introduce an efficient representation of the gradient-orientation space
to speed-up the estimation. No additional parameter is required and the additional
processing time is insignificant. The effectiveness of our method is demonstrated on
typical sequences.
4.1 Introduction
Object tracking is a fundamental and challenging task in computer vision. It is used
in several applications such as surveillance [59], eye tracking [85] and object based
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video compression/communication [12].
Although many tracking methods exist, they generally fall into two classes, bottom-
up and top-down [47]. In a bottom-up approach, objects are first identified and then
tracked. The top-down approach instead, uses hypotheses or signatures that discrimi-
nate the object of interest. The tracking is then performed by hypotheses satisfaction.
Recently, a top-down algorithm based on mean-shift was introduced for blob track-
ing [10]. This algorithm is non-parametric and relies solely on intensities histograms.
The tracking is performed by finding the mode of a statistical distribution that en-
codes the likelihood of the original object’s model and the model at the probing
position. Because it is a top-down approach and it does not rely on a specific model,
the mean-shift tracker is well adapted for real-time applications and robust to partial
occlusions.
In [9], an extension was proposed to cope with the scale variation. However, little
has been done to extend the tracker for rotational motions[84]. In fact, the original
mean-shift tracker as proposed in [10] is invariant to rotations and thus, does not
provide information on the target’s orientation. This property is induced by the
inherent spaceless nature of the histograms. While this may not be problematic for
objects with symmetrical dimensions like circles or squares, it is no longer valid when
the tracked objects are ”thin” [84]. An example of a tracked thin object (an arm) is
illustrated in Fig.4.1.
In [84], the authors used a simplified form of correlograms to encode pixels po-
sitions within the region of interest. Pairs of points at an arbitrarily fixed distance
along the principal axis vote with their joint intensities and their angle relative to the
patch’s origin to generate an orientation-intensity correlogram. Once the correlogram
is estimated, it is used in the mean-shift’s main loop just like a regular histogram.
Unfortunately no method was proposed to automatically select the fixed distance for
pairs sampling. Furthermore, since the pairs are only picked along the principal axis
of the object, the generated correlogram does not encode a global representation of
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In this paper, we propose a fast and simple algorithm for an oriented mean-
shift tracking. We use the original mean-shift formulation to estimate the object’s
translation and for the rotational part, a histogram of the orientations of the spatial
gradients (within the region of interest) is used to assign an orientation according to a
previously computed set of possible orientations’ histogram. The effectiveness of the
proposed method is demonstrated in experiments with various types of images. Our
method can also be applied to video stabilization as our experiments will show. Real-
time applications are still possible since the additional processing time is negligible.
The rest of the paper is organized as follows, in section 2, mean-shift tracking
is summarized. Section 3, presents the gradient-orientation representation using his-
togram’s LUT. The implementation of the proposed method is described in section
4. The experiments and results are reported in section 5 and we finally summarize
our conclusion in section 6.
4.2 Mean-shift and Limitations
The mean-shift algorithm, as initially proposed in [23], is a non-parametric method
to estimate the mode of a density-function. Let S = {xi}i=1..n a finite set of r-
dimensional data and K(x) a multivariate kernel with window radius h. The sample







The quantity m(x)− x is called the mean-shift vector. It has been proven that if
K(x) is an isotropic kernel with a convex and monotonic decreasing profile, the mean-
shift vector always points in the direction of the maximum increase in the density.
Thus, following this direction recursively leads to the local maximum of the density
spanned by S. Examples of such kernels are the gaussians and Epanechnikov kernels.
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The reader is referred to [23, 8, 10] for further details on the mean-shift algorithm
and related proof of convergence.
4.2.1 Mean-Shift for Tracking
Comaniciu et al.[10] took advantage of the mean-shift’s property and proposed an
elegant method to track blobs based on intensities histograms. The algorithm finds







Where wi are weights related to the likelihood of the model and the target’s
intensities histograms. The estimation is recursive until the displacement’s magnitude
||4y|| vanishes (or reaches a predefined value).
Unfortunately, the mean-shift tracker can not infer the orientation of an object
based on its intensity histogram. To overcome this limitation, the tracker must use
clues related to the spatial organization of the pixels or parameters that describe
textures. Among those clues, image gradients are good candidates because their
orientations vary when the image undergoes a rotation and are easy to compute.
4.2.2 Gradients and Gradients Histogram
Let I be an image. The first order gradient of I at position (x, y), noted ∇Ixy is
defined as:
∇Ixy = [Ix, Iy]
T =
 I(x+ 1, y)− I(x− 1, y)
I(x, y + 1)− I(x, y − 1)
 (4.1)
The orientation and the magnitude of the gradient vector Ixy are given by:











It is clear that the orientation is independent of the image translation. However,
a rotation of the image yield a rotation of the gradient field by the same amount.
This property can be used to assign an orientation to the object of interest. Instead
of keeping track of the gradient field itself, it is more convenient to build a histogram
of gradient’s orientations. This representation has been used in Lowe’s SIFT [43] to
assign an orientation to the keypoints.





mag(pi) · δ[θ(pi)−m] (4.2)
Where p0, p1, ...pn are the n pixels of the object of interest and the normalization
constant C is computed as to insure that
∑u=m
u=1 Ou = 1. δ is the Kronecker delta
function.
θ(pi) and mag(pi) are functions that return the orientation and the magnitude of
the gradient at pixel pi as defined in (4.2) As opposed to a regular intensity histogram,
each sample modulates its contribution with its magnitude. The reason behind this
choice is two-fold: first, we generally observe that gradients with larger magnitudes
tend to be more stable ; second, the gradient is known to be very sensitive to noise,
thus weighting the votes with their magnitudes is like privileging samples with a good
signal to noise ratio.
As opposed to [43], we do not extract a dominant orientation from the histogram.
Rather, we keep the whole histogram as an orientation signature.
Histograms and bin width
One of the major problem that arises when estimating a histogram (or any density
function) from a finite set of data is to determine the bin width of the histogram. A
large bin width gives an over-smoothed histogram with a coarse block look, whereas
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a small bin width results in an under-smoothed and jagged histogram [74]. In [58],
Scott showed that the optimal bin width W , which provides an unbiased estimation
of the probability density is given by:
W = 3.49 · σ ·N−1/3 (4.3)
Where N is the number of the samples and σ is the standard deviation of the
distribution. We used a more robust formulation described in [35]:
W = 2 · IQR ·N−1/3 (4.4)
The interquartile range (IQR) is the difference between the 75th and 25th per-
centile of the distribution. Note that (4.4) does not contain σ, thereby reducing the
risk of bias. The bin width computed with (4.4) is the one we use throughout our
experiments.
4.3 Tracking with Gradient Histograms
A single orientation histogram encodes only the gradient distribution for one specific
orientation. Thus, to infer the orientation from a gradient histogram, a LUT of
gradient histograms corresponding to all image orientations must be built beforehand
(at the initialization step). During the tracking process, the gradient histogram of the
object must be compared against the histograms in the LUT. The sought orientation is
the one that corresponds to the closer histogram in the LUT. A histogram’s likelihood
can be computed in different ways. We used the histogram intersection as introduced
in [68] for its robustness and ease of computation.
The intersection of two m-bins histograms h1 and h2 is defined as:




Where Min() is a function that returns the minimum of its arguments. It is clear
that the closer the histograms, the bigger the intersection score. The look-up table
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of histograms captures the joint orientation-gradient space of the object and can also
be seen as a 2D histogram.
In the following subsections, two methods are introduced to construct a histogram
gradient table: Image-Rotation Voting and Gradient-Rotation Voting.
4.3.1 Image-Rotation Voting
This is the simplest way to gather histograms of gradients for different orientations.
The image of the tracked object is rotated by 360◦ around its center. The rotation is
performed by a user-defined step (2◦ in our experiments) and an orientation histogram
is computed at each step. The resulting histograms are stored in a stack and they
form the gradient’s histograms LUT. To reduce noise due to the intensity aliasing ,
rotations are performed with a bi-cubic interpolation. This method is outlined in the
algorithm below:
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Given: Original image, target’s pixels {pi}i=1...n and a rotation step 4rot.
1. step← 0 , ndx← 0.
2. Apply a gaussian filter on {pi}i=1...n to reduce noise (typically 3× 3).
3. Compute {magi}i=1...n and {θi}i=1...n the orientation and magnitudes of gradients at
{pi}i=1...n according to (4.1).
4. Derive the orientation histogram Om using {magi} and {θi} according to (4.2).
5. LUT [ndx]← Om
6. ndx← ndx+ 1 , step← step+4rot.
7. Rotate {pi}i=1...n by step degrees.
8. If step < 360 go to step 3.
9. return LUT
4.3.2 Gradient-Rotation Voting
The second method is faster and produces better results in practice. Instead of rotat-
ing the image itself, the computed gradient field of the original image is incrementally
rotated and the result of each rotation votes in the proper histogram. Note that due
to histogram descretization, rotating a gradient field is not exactly equivalent to
shifting the histogram by the same amount. This is due to the fact that histogram
sampling is generally not the same as the rotation sampling. For instance, after ro-
tating the gradient field some samples that vote for a specific bin might still vote for
the same bin whereas others may jump to an adjacent bin. They would be equivalent
if the gradient histogram had a bin width of 1 (i.e 360 bins), which is not the case in
practice. The gradient-rotation voting is outlined below:
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Given: Original image, target’s pixels {pi}i=1...n and a rotation step 4rot.
1. step← 0 , ndx← 0.
2. Apply a gaussian smoothing on {pi}i=1...n to reduce noise.
3. Compute {magi}i=1...n and {θi}i=1...n the orientation and magnitudes of gradients at
{pi}i=1...n according to (4.1).
4. Derive the orientation histogram Om using {magi} and {θi} according to (4.2).
5. LUT [ndx]← Om
6. ndx← ndx+ 1 , step← step+4rot.
7. For each {θi}i=1...n
Do θi ← θi +4rot
8. If step < 360 go to step 4.
9. return LUT
4.4 Implementation
We implemented the proposed oriented mean-shift tracker as an extension to the orig-
inal mean-shift tracker. The user supplies the initial location of the object to track,
along with its bounding-box and an initial orientation. Images are first smoothed
with a gaussian filter to reduce the noise (typically a 3 × 3 gaussian mask). Note
that the smoothing is only applied in the neighborhood of the object. Orientations’s
look-up table are generated using the Gradient-Rotating method with a 2◦ step. The
orientation estimation can either be nested within the original mean-shift loop or
performed separately after the estimation of the translational part. The complete
algorithm is outlined below:
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Given: The original sequence, the initial object’s position (y0) and orientation (θ0).
1. Compute the LUT of histograms orientations at y0 (see section 3).
2. Initialize the mean-shift algorithm.
3. For each frame fi
(a) Update the object’s position using the original mean-shift.
(b) compute the gradient and estimate H the orientation histogram using (4.2).
(c) hmax ← Max [H ∩ hi]; hi ∈ LUT .
(d) update the object’s orientation by the orientation that corresponds to hmax.
Notice that the orientations are estimated relatively to the initial orientation θ0.
Even though histogram intersection is a fast operation, processing time can still
be saved at step 4.c by limiting the search in a specific range instead of the entire
LUT. Typical range is ±20◦ from the object’s previous orientation.
4.5 Experimental Results
We tested the proposed oriented mean-shift algorithm on several motion sequences.
Since we propose an orientation upgrade to the original mean-shift tracker, we mostly
considered sequences with dominating rotational motion. We first ran our tracker on
a synthetic sequence that was generated by fully rotating a real image (a chocolate
box). The figure fig.4.2 shows some frames from the synthetic sequence.
The error of rotation estimation using different bin size is reported in figure fig.??.
The green curve represents the error with a LUT generated by the image-rotation
method whereas the red curve is the error using a LUT generated by the gradient-
rotation method. In both cases the computed optimal bin size was 14. As we can
see, the gradient-rotation method gives better results and is less sensitive to the bin
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size variation. For the rest of the experiments, gradient’s LUT were generated using
the gradient-rotation method.
We further tested our method for face tracking. As the face underwent an almost
perfect roll, we computed the orientation estimations at each frame. We observe that
the face is tracked accurately, although no exact ground truth is available in this case.
The results are shown in figures fig.4.4 and fig.4.5.
Aerial surveillance is another field where the tracking is useful. Due to the rect-
angular shape of common vehicles, an oriented tracking is suitable as shown in figure
fig.4.6. However, notice that the orientation is not truly 2D, as the view angle induces
some perspective distortions that is not handled in our method.
Finally, we illustrate the effectiveness of the proposed method for video rectifica-
tion. A hand-held camera was rotated by hand around its optical axis while gazing
at a static scene (see figure fig.4.7, left column). We tracked a rigid object attached
to the scene and used the recovered motion to rectify and cancel the rotation in the
video sequence. The results of tracking/rectification are shown in the figure fig.4.8
and the estimated orientations are plotted in the figure fig.4.7. The rotation is well
recovered, as can be seen in the estimated curve of figure fig.4.7 and the rectified
images of figure fig.4.8. Notice that the rectified images are sometimes distorted by
parallax effects that are not modelled by our algorithm.
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Figure 4.2. Some frames from the manually rotated sequence (with a fixed
background).
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Figure 4.3. Errors in orientation estimation as a function of histogram samples.
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Figure 4.4. Results of tracking a rotating face. Sample frames: 78, 164 and 257
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Figure 4.5. Estimated orientation for the rotating face sequence.
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Figure 4.6. Tracking results for the car pursuit sequence.
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Figure 4.7. Estimated orientation for the shelf sequence.
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Figure 4.8. Results of tracking and rectifying images from a rolling camera
sequence. left) results of the original tracking. right) rectified sequence after
rotation cancellation. Shown frames are 0, 69,203,421,536 and 711.
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4.6 Conclusion
We have presented a fast and simple extension to the original mean-shift tracker,
to allow the estimation of the orientation. This rotation parameter is crucial when
the tracked objects have a ”thin” shape. We introduced the idea of the gradient-
orientation space represented by the gradient look-up tables. Of course, the LUT can
be extended to other cues related to the texture or pixels positions. This represen-
tation proved to be efficient as our experiments depicted. The proposed method ran
comfortably on a regular PC in real time. Tracking was performed at 10-25 frames
per second for typical 2000 pixels objects. In our implementation, the orientation was
estimated independently from the translation shift. However, performing a combined
mean-shift on histograms intensities and gradient LUT is possible. In the future, we




En vision par ordinateur, la came´ra est l’outil de choix pour ”observer” le monde
exte´rieur. En soi, c’est un dispositif qui fait passer des entite´s ge´ome´triques d’un
monde tridimensionnel a` une repre´sentation planaire 2D. Ce processus optique est
mode´lise´ mathe´matiquement par une projection qui de´crit la relation entre les co-
ordonne´es des points 3D de la sce`ne et de leurs projections 2D dans l’image. Ce
chapitre fournit les e´le´ments de base qui permettront de comprendre le processus de
formation de l’image ainsi que le calibrage de la came´ra. Essentiellement, calibrer
une came´ra c’est d’abord choisir un mode`le de projection et de´terminer ensuite les
parame`tres de ce mode`le a` partir d’images. La connaissance de ces parame`tres est
cruciale de`s lors qu’on souhaite infe´rer une information 3D ou des mesures me´triques
a` partir d’une collection d’images 2D.
5.1 Formation ge´ome´trique de l’image
Pour la suite de ce chapitre, nous nous inte´ressons uniquement a` la projection per-
spective et ce a` travers un mode`le tre`s courant en vision par ordinateur : le mode`le
ste´nope´.
Comme l’illustre la figure 5.1, re´duit a` sa plus simple expression, le ste´nope´ forme
une image sur un plan-image Π situe´ devant un centre optique, C. La projection
orthogonale de C sur le plan-image est le point principal. Normalement, le plan-
image est place´ derrie`re le centre optique et qui a pour effet de produire une image
inverse´e. Ici nous maintenons son emplacement a` l’avant pour des besoins illustratifs.
Concre`tement, le plan image et le centre optique se mate´rialisent dans nos came´ras
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Figure 5.1. Came´ra ste´nope´. La projection d’un point 3D Q se trouve a`
l’intersection de la droite < C,Q > avec le plan image Π
modernes sous la forme de capteurs nume´riques (CCD ou CMOS) et d’objectifs.
Dans un mode`le ste´nope´, le point 3D Q (note´ en coordonne´es homoge`nes) se
projette dans le plan image en q qui est de´fini comme l’intersection de la droite
reliant C et Q avec le plan image. Ce concept est repre´sente´ par une transformation
projective P, appele´e matrice de projection :
q ∼ P3×4Q
La transformation projective P3×4 ”encapsule” en une seule matrice plusieurs
transformations interme´diaires dont la de´composition en re´ve`le la structure et nous
aide a` mieux comprendre la relation 3D-2D des points. Chacune de ces transforma-
tions implique un passage d’un espace a` un autre et chacun d’entre eux sera associe´
a` un repe`re.
Nous allons de´crire ces transformations successives a` partir d’un point 3D, exprime´
dans un re´fe´rentiel du monde.
• Du repe`re monde au repe`re came´ra : Un point 3D Q est exprime´ dans
un repe`re global dit repe`re du monde. Une transformation rigide sous forme
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d’une rotation R autour des 3 axes du re´fe´rentiel et d’une translation T rame`ne







Les parame`tres qui de´finissent cette transformation sont appele´s parame`tres
extrinse`ques. Ils repre´sentent essentiellement la position et l’orientation de la
came´ra dans le monde et s’expriment sous forme matricielle comme suit :
RT =

r11 r12 r13 0
r21 r22 r23 0
r31 r32 r33 0
0 0 0 1


1 0 0 tx
0 1 0 ty
0 0 1 tz
0 0 0 1

• Projection sur le plan-image : Ici il s’agit de projeter le point 3D sur le plan-
image Π oriente´ par, (−→u ,−→v ) . C’est une transformation projective perspective.
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f 0 0 0
0 f 0 0
0 0 1 0
Q
Nous rappelons que le symbole ∼ de´signe l’e´galite´ a` un facteur d’e´chelle.
• Du repe`re image au repe`re pixel : Il s’agit d’appliquer une transforma-
tion affine 2D aux pixels de l’image. De´crite par les parame`tres intrinse`ques
de la came´ra, cette transformation passe le point (x, y, 1) du repe`re image au
repe`re pixel. Concre`tement, le centre est de´place´ a` un coin de l’image (souvent
supe´rieur gauche) et un facteur d’e´chelle est applique´. En supposant les axes

















Ici, (u0, v0) de´signent les coordonne´es du point principal dans le repe`re pixel et
(ku, kv) la taille des pixels. Avec la focale f , ils constituent les parame`tres
intrinse`ques de la came´ra.
Nous avons explique´ le processus de projection d’un point 3D dans l’image de la
came´ra en employant trois sortes de transformations (rigide, projective et affine). Les
caracte´ristiques de ces transformations sont comme suit :
• Transformation rigide
– Implique uniquement les translations et les rotations.
– Les proprie´te´s ge´ome´triques des entite´s (points, objets,. . . ) ne sont pas
modifie´es.
• Transformation affine
– En plus des rotations et des translations, les mises a` l’e´chelle sont im-
plique´es.
– Pre´serve le paralle´lisme.
– Ne pre´serve pas les longueurs ni les angles.
– Elle est re´versible.
• Transformation projective
– Pre´serve les droites, les coniques et les intersections.
– Le birapport est invariant a` la projection.
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– Cette transformation est n’est pas toujours inversible.









f 0 0 0
0 f 0 0








1 0 0 tx
0 1 0 ty
0 0 1 tz











r11 r12 r13 r11tx + r12ty + r13tz
r21 r22 r23 r21tx + r22ty + r23tz





5.2 Calibrage de Came´ra
Nous avons vu pre´ce´demment que la transformation projective P3×4 e´tait compose´e
de parame`tres extrinse`ques et intrinse`ques. Les premie`res de´finissent l’orientation de
la came´ra et les secondes ses proprie´te´s physiques et dont l’estimation fait l’objet du
calibrage de came´ra. Presque tout a e´te´ fait et dit sur le calibrage de came´ra ste´nope´
et donc face a` cette profusion de litte´rature, on propose de classifier les me´thodes de
calibrage par la dimension des entite´s de calibrage.
5.2.1 Objet 3D
En vision, les premiers travaux sur le calibrage de came´ra ont e´te´ propose´s par Tsai
[72] et par Faugeras-Toscani [48]. Le calibrage est fait en calculant explicitement les
coefficients de la matrice de projection P. Cette matrice de projection est estime´e a`
partir d’un appariement de points d’une mire 3D1 et de leur projection dans l’image
1Ge´ne´ralement deux plans dispose´s en angle droit.
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Figure 5.2. Mire compose´e de deux plans utilise´e pour le calibrage 3D.
de la came´ra [30]. Un exemple de mire 3D est illustre´ a` la figure 5.2. La me´thode
propose´e par Tsai [72] peut s’appliquer a` des mire planaires a` condition de connaitre
le mouvement de la came´ra, ce qui revient a` connaitre les coordonne´es de points en
3D [82].
5.2.2 Mire plane
Le principal de´faut des me´thodes de calibrage par objet 3D se situe au niveau de
la conception de la mire elle-meˆme. Elle doit eˆtre monte´e avec soin et ne´cessite un
minimum d’assemblage. Sturm [67] et Zhang [83] ont pre´sente´ inde´pendamment une
me´thode pour calibrer une came´ra a` partir d’une mire planaire (voir Fig.5.3). La
popularite´ de cette me´thode est due a` la disponibilite´ de son imple´mentation ainsi
qu’a` sa facilite´ d’usage. Effectivement, le calibrage ne ne´cessite qu’une mire plane
marque´e (tel un e´chiquier) qui peut eˆtre affiche´e sur un e´cran plat d’ordinateur.
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ou`, Q¯i = (ai, bi, 1).
La matrice H est une homographie qui fait correspondre les points de la mire a`
leur projection dans l’image de la came´ra et peut eˆtre estime´e line´airement a` partir
de 4 correspondances mire-came´ra (Voir Annexe A). En notant la ie colonne de H par
hi, on remarque que [h1h2] ∼ K [r1r2]. Ce qui est e´quivalent a` K
−1 [h1h2] ∼ [r1r2].
Ici, en remarquant que r1 et r2 sont orthonormaux, deux contraintes peuvent eˆtre
impose´es sur ω en fonction des e´le´ments de l’homographie:





Avec au moins trois homographies il est possible d’estimer ω. Par la suite, ω peut
etre factorise´e a` l’aide de la factorisation de Cholesky afin d’extraire la matrice de
parame`tres intrinse`ques K.
La matrice ω a une signification ge´ome´trique tre`s inte´ressante et qui s’ave´rera utile
pour l’auto-calibrage. Pour l’illustrer, notons que toutes les sphe`res intersectent le
plan infini en un ensemble de points [30], Pi, dont la forme en coordonne´es homoge`nes
est :
Pi ∼ (Xi, Yi, Zi, 0)









Ces points peuvent eˆtre vus comme appartenant a` une conique spe´ciale, Ω∞ ∼




L’image de la conique absolue dans une came´ra est exactement la matrice ω qui




Figure 5.4. La conique absolue, Ω∞, se projette dans l’image de la came´raCi en




||B−A|| = L (5.2)
La position du troisie`me point C peut s’exprimer en fonction de la position de A
et de B :
C = λAA+ λBB (5.3)
Les constantes λA,B sont connues du fait que la position des points A et B est
connue 2.
Sans perte de ge´ne´ralite´, on utilise le repe`re de la came´ra pour de´finir les points
A,B et C. En notant leur profondeur zA,B,C et leur projection dans l’image (en







En substituant l’e´quation (5.4) dans (5.3) et en e´liminant K−1 de part et d’autre,
on obtient :
zcc = zaa+ zbb (5.5)
L’application aux deux coˆte´s de l’e´quation pre´ce´dente du produit vectoriel avec c





A` partir de l’e´quation (5.2), on de´duit que L = ||K−1(zBb− zAa)|| qui nous
permet de re´e´crire l’e´quation (5.6) comme :
2Remarquez que si C coupe la ligne AB en deux alors λA = λB = 0.5.
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zA
∣∣∣∣K−1h∣∣∣∣ = L (5.7)
ce qui est e´quivalent a` :
z2Ah
T K−TK−1︸ ︷︷ ︸
S






Comme dans le cas du calibrage planaire, avec un nombre suffisant de poses (6 dans
ce cas-ci), on re´sout S qui permet de calculer la matrice des parame`tres intrinse`ques
K par une de´composition de Cholesky.
5.2.4 Auto-Calibrage
Les me´thodes de´crites pre´ce´demment ont en commun deux aspects. Elles sont su-
pervise´es et ne´cessitent l’utilisation d’une mire (ou d’un e´talon) dont la me´trique est
connue. Ceci implique, qu’avant toute session de travail un calibrage doit eˆtre fait
au pre´alable. Cette approche est peu commode (voire meˆme inapplicable) pour les
syste`mes de vision actifs ou modulaires (zoom, optique interchangeable,. . . ).
L’auto-calibrage re´pond pre´cise´ment a` ce besoin. En soi, le terme de´signe tout
processus de calibrage qui ne requiert pas de mire ou de me´trique connue au pre´alable,
d’ailleurs par abus de langage l’auto-calibrage est de´signe´ par calibrage 0D.
De fac¸on ge´ne´rale, l’auto-calibrage exploite la rigidite´ de la sce`ne [22], des mouve-
ment de came´ras spe´ciaux [32], ou des sce`nes structure´es tels que des plans [70]. Nous
aurons l’occasion de reparler d’auto-calibrage lorsque nous traiterons l’auto-calibrage
de projecteurs vide´o au chapitre 9.
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5.3 Came´ra Line´aire
Un autre mode`le de came´ra tre`s utilise´ en vision est le mode`le line´aire 1D (Push
Broom). Ici le capteur matriciel des came´ras conventionnelles est remplace´ par un
capteur sous forme de barrette 1D, ce qui peut facilement doubler la re´solution et la
vitesse d’acquisition des came´ras matricielles. L’acquisition se fait par balayage de
la sce`ne ou de fac¸on re´ciproque, par de´filement de sce`ne devant un capteur fixe. On
comprend de`s lors, l’utilite´ de ces came´ras dans l’inspection industrielle (rapidite´),
imagerie satellite (stockage re´duit) ou encore les nume´riseurs de documents (couˆt tre`s
faible).
L’image 2D est forme´e en ”empilant” les images line´aires les unes par dessus
les autres, la ge´ome´trie de la projection ne peut qu’eˆtre he´te´roge`ne. Le long de la
barrette, la projection demeure tributaire du choix de l’optique, dans l’autre sens elle
de´pend du mouvement du capteur. Une mode´lisation ge´ne´rale des came´ras line´aires
est pre´sente´e dans [33].
Dans ce qui suit, nous n’utiliserons que le mode`le ste´nope´ pour la projection le
long de la barrette et nous supposerons que le mouvement de la came´ra line´aire est
constant, ce qui revient a` adopter un mode`le orthographique a` l’e´chelle.
5.3.1 Calibrage de Came´ra line´aire
Avec les hypothe`ses ci-haut mentionne´es, le calibrage de came´ra line´aire consiste a`
estimer la longueur focale (f), la position du point principal (u0) et le facteur d’e´chelle
(s), rattache´ au mouvement du capteur [24].
Une e´tude moderne comprenant le calibrage et la ge´ome´trie qui relie deux came´ras
line´aires (ge´ome´trie e´pipolaire) a e´te´ pre´sente´e par Hartley et Gupta [52]. En mon-
trant que dans un cas ge´ne´ral, une ligne 3D se projette dans une came´ra line´aire
sous la forme d’une hyperbole, les auteurs e´laborent la ge´ome´trie e´pipolaire pour ce
mode`le ainsi qu’une me´thode de calibrage base´e sur la factorisation de la matrice de
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projection. Cette dernie`re est calcule´e a` partir d’une association de points 3D (con-
nus avec pre´cision) et de leur projection 2D dans l’image. Cette me´thode partage les
qualite´s et de´fauts de son e´quivalent pour les came´ras matricielles. L’imple´mentation
est facile mais ne´cessite une mire 3D qui peut s’ave´rer complexe a` confectionner.
Afin de pallier a` ce proble`me, nous proposons une me´thode pour calibrer une
came´ra line´aire a` l’aide de mire 2D. Cette contribution fait l’objet du prochain
chapitre.
Chapitre 6
PLANE-BASED CALIBRATION FOR LINEAR
CAMERAS
Cet article [17] a e´te´ publie´ comme l’indique la re´fe´rence bibliographique
J. Drare´ni, P.F. Sturm, et S. Roy. Plane-based calibration for linear cameras.
Dans OMNIVIS’2008, the Eighth Workshop on Omnidirectional Vision, Cam-
era Networks and Non-classical Cameras, in conjunction with ECCV 2008,
Marseille, France.
Cet article, a e´te´ accepte´ aussi pour publication dans le journal scientifique Inter-
national Journal of Computer Vision au mois de Mai 2010. Il est pre´sente´ ici dans
sa version originale.
Abstract
Linear or 1D cameras are used in several areas such as industrial inspection and
satellite imagery. Since 1D cameras consist of a linear sensor, a motion (usually
perpendicular to the sensor orientation) is performed in order to acquire a full image.
In this paper, we present a novel linear method to estimate the intrinsic and extrinsic
parameters of a 1D camera using a planar object. As opposed to traditional calibration
scheme based on 3D-2D correspondences of landmarks, our method uses homographies
induced by the images of a planar object. The proposed algorithm is linear, simple
and produces good results as shown by our experiments.
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6.1 Introduction
Pushbroom cameras or linear scanners are a one-dimensional imaging devices. They
are preferred over conventional 2D cameras when it comes to scan a static scene like
airborne landscapes and urban scapes reconstruction [27]. This choice is motivated
by the need for a higher frame rate and a better resolution. At the time of writing,
existing pushbroom cameras embed sensors up to 8192 pixels and delivers 1D images
at a stunning frame-rate of 140Khz [4].
If the acquired images are meant for a 3D euclidean reconstruction or metrology
purposes [28] [63], a camera calibration is necessary. As detailed in section 6.2 linear
cameras have a specific model thus, standard 2D camera calibration methods can no
longer be used to recover internal parameters.
Classical calibration methods use mappings of 3D feature points on a calibration
rig and their projections on the image to infer the internal parameters of a camera
[72, 48]. These methods are not very flexible because they use a specially designed
calibration rig and often, features are manually selected.
In the last decade, new plane-based calibration methods have been introduced
[67, 83]. They enjoyed a growing popularity in the computer vision community due
to their stability and their higher ease of use. In fact, the calibration can be done
with an off-the-shelf planar object and a printed checkerboard.
Despite the several improvements that plane-based calibration methods went
through [25, 75] [54] , none of these works tackled the calibration of linear cam-
eras. In fact, the predominant method for 1D camera calibration was proposed by
Hartley et al. [52, 24] and supposes a mapping between 3D landmarks and their
projections in the image.
In this paper, we present a novel method to fully calibrate a pushbroom camera
using a planar object. Here, the considered camera model is the translational push-
broom camera. Our method is linear, fast and simple to implement. To the best of
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our knowledge, the presented plane-based calibration is the first of its kind.
For the rest of the paper, the terms 1d camera, linear camera and pushbroom
camera will be used equally.
The remaining of the paper is organized as follows, in section 6.2, the linear
camera model is described. Section 6.3, presents the mathematical derivation and
the algorithm of the plane-based calibration for linear cameras . The experiments
and results are reported in section 6.6 and we finally summarize our conclusion in
section 6.7.
6.2 Camera Model
Although the motivation behind our work was to calibrate a flatbed scanner using
a pushbroom model, the presented algorithm along with the mathematical deriva-
tions still hold for any linear camera provided that the sensor undergoes a motion
orthogonal to its orientation.
In general, a 1D camera consists of a linear array of sensors (such as CCD) record-
ing an image projected by an optical system. A displacement of the sensor (usually
orthogonal to the sensor) is required. We make the same reasonable assumption as
in [52] regarding the sensor motion. We assume its velocity constant.
We set up the local camera coordinate system as depicted in the figure 6.1. Let the
point (u, v, 1)T be the projection of the 3D point (X, Y, Z)T in the camera image plane.
The perspective projection of the coordinate u along the sensor can me modelled with














The parameters f and u0 are respectively the focal length and the optical center of
the linear sensor.
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Figure 6.1. A typical linear camera. A sensor, linear along the X axis, undergoes
motion along the Y axis.
As the sensor sweeps the scene, a 2D image is formed by stacking the 1D images
obtained through the successive camera positions. Since the speed of the camera is
assumed constant, the v coordinates is related to Y by a scaling factor s that depends
on the speed of the sensor:
v = sY (6.2)
If we combine (6.1) and (6.2) in a single matrix, the complete projection of a 3D























where K represents the sought intrensic camera matrix. We can see from the
above equation that the perspective coordinate u depends solely on X and its depth
Z, whereas v the orthographic coordinate is directly related to Y and the scaling
factor s. One can also observe the non-linearity of the projection equation in the
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3D coordinates due to the Y Z term. This is not surprising, since the projection is
non-central. This precludes the use of a pinhole-based camera calibration.
6.3 Calibration With a Planar Grid
Let us consider a point (a, b, 0)T on the grid. It is mapped into the camera’s coordinate










where R is a 3×3 rotation matrix and t a translation vector. Notice that, since the
considered point lies on the grid, its third coordinate is null. Hence, the entries of the













ar11 + br12 + t1
ar21 + br22 + t2
ar31 + br32 + t3
 (6.5)
where R1 and R2 are the first two columns of R.
As stated before, the non-central nature of the camera makes it impossible to
establish a linear mapping between points on the grid and their images on the camera


















ar11 + br12 + t1
a(r21t3 + r31t2) + b(r22t3 + r32t2) + t2t3 + a2r21r31 + b2r22r32 + ab(r21r32 + r22r31)




An approach to circumvent this problem is to express the points in a higher di-
mensional space via the so-called ”lifted” coordinates. In our case, the point (a, b, 1)T
”lifts” (according to their Veronese mapping) to (a, b, 1, a2, b2, ab)
T








 ∼ K ·


r11 r12 t1 0 0 0
r21t3 + r31t2 r22t3 + r32t2 t2t3 r21r31 r22r32 r21r32 + r22r31
















which represents the complete projection equation of a point on the grid expressed
in its lifted coordinates.
The homography H ∼ KT that maps point on the grid and its image has 6 zeroed
entries. The remaining 12 non-zero entries can be estimated up to a scale factor using
6 or more point matches as explained in the next subsection.
6.3.1 Estimate the Homography
We recall from Eq.6.7 that the mapping between grid points and image points is

























, the cross product skew
matrix, we get a homogeneous equation system that upon simplifications yields the
following linear and homogeneous equation system in the entries of H:
0 0 0 a b 1 a2 b2 ab −av −bv −v
a b 1 0 0 0 0 0 0 −au −bu −u
−av −bv −v au bu u a2u b2 abu 0 0 0
h = 0 (6.9)
where hT = (h11,h12,h13,h21,h22,h23,h24,h25,h26,h31,h32,h33) is the vector that
contains the non-zero entries of H.
It is easy to see that only two equations are linearly independent. For instance, the
third row can be obtained by adding the first and the second row, scaled respectively
by u and −v. Thus, given at least 6 matches between grid points and their images,
H can be solved using 2 equations from the system Eq.6.9 per match.
6.3.2 Extracting the Principal Point and the Focal Length
We shall now show how the camera’s internal parameters are extracted from the





fr11 + u0r31 fr12 + u0r32 ft1 + u0t3 0 0 0
s(r21t3 + r31t2) s(r22t3 + r32t2) st2t3 sr21r31 sr22r32 s(r21r32 + r22r31)
r31 r32 t3 0 0 0


The scalar λ is added because the homography H can only be retrieved up to a























From the above equation, R¯ can be expressed as a product of two matrices (up to a












The product of R¯ with its transpose is a 2× 2 identity matrix due to the orthog-
onality of its columns. Thus, we have:
R¯TR¯ = I2×2 ∼ M
TLTLM
The matrix L is related to the above calibration matrix K, with the notable fact
that it also includes the scalar λ. Note that λ will be different for each view, as
opposed to the 3 intrinsic parameters f, s and u0 which remain the same. Let us
define the matrix X as:
X = LTL =

s2 0 −s2u0










where the intermediate variables v1, v2, v3, v4 were introduced for ease of notation.
















Which in turn can be expressed in terms of the intermediate variables v1,2,3,4 as:
 m11m12 m11m32 +m12m31 m31m32 m21m22
m211 −m
2




















With at least two different views of a grid, the v1,2,3,4 can be computed up to a
scaling factor. Bare in mind that v4 is different at each view because of the homog-
raphy scaling factor λ. Once the v1,2,3,4 computed, the principal point and the focal





















6.3.3 Extracting the Scaling factor and the Extrinsic Parameters
Now that we have extracted the focal length and the principal point, we will show
how the scaling factor s along with the extrinsic parameters (rotation matrix R and





r11 r12 t1 0 0 0
s(r21t3 + r31t2) s(r22t3 + r32t2) st2t3 sr21r31 sr22r32 s(r21r32 + r22r31)
r31 r32 t3 0 0 0

 (6.14)
The subscript i refers to the ith view of the calibration grid. We can first notice that:
t1i = a13/λi
t2i = a23/sa33 (6.15)
t3i = a33/λi
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It’s easy to see that R¯i (the two first columns of Ri as defined in the previous subsec-









































As in the previous subsection, we once again make use of the orthogonality of the
rotation matrix R¯i to gain constraints on λi and
1
st3i
. For instance, one notices that:





















scaling factor λi is extracted up to a sign.
So far, only the 3 first columns of Ai have been used. In order to extract the real
λi from the 2 possible solutions, the last 3 columns of Ai will be used. We proceed
with the following simple steps for each possible solution:
• Compute R¯i and Ai from eq.6.16.
• Compute t1i and t3i as defined in eq.6.15.
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• Compute the residual term:
∆ = (a24i − sr21ir31i)
2 + (a25i − sr22ir32i)
2 + (a26i − s(r21ir32i + r22ir31i))
2
The ideal solution is the one that leads to the smallest ∆. By the definition of a24i,
a25i and a26i (see Eq.6.14 ) and in an ideal noiseless case, ∆ vanishes. Notice that
if a couple (s, λi) minimizes ∆, then (−s,−λi) also minimizes ∆. This ambiguity
corresponds to the mirror-pose solution. Given our choice of coordinate system,
visible points must have positive Z-coordinate, thus we pick the solution that gives a
positive t3i.
Finally, t2i is computed from eq.6.15 and the third column of the rotation matrix
is obtained by a simple cross-product of the two columns of R¯i. The orthonormality
of the final rotation matrix Ri can be enforced using SVD.
Notice that, as opposed to the reference calibration method [52], the proposed
method estimates the scaling factor s related to the speed of the linear sensor.
6.3.4 Non-Linear Optimization
In this subsection, we give the details of a non-linear optimization procedure through
bundle adjustment for our calibration method. Though optional, such optimization
is highly recommended and as shown later, is fast and reduces the reprojection error.
Once an initial estimation of the internal parameters has been carried out (using
the linear method described earlier), an optimization procedure can be applied in













where (aj, bj, 1)
T represents the jth feature on the calibration plane and (uij, vij, 1)
T
its projection in the ith camera.
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For each camera pose, we must optimize the 3 intrinsic parameters (supposed
fixed) and the 6 extrinsic parameters (different at each pose). Thus, for n camera
poses, we have 3 + 6n parameters to optimize. In our implementation, we used
the Levenberg-Marquardt method for the optimization. Usual implementations take
advantage of the sparsity of the problem to gain time on matrix operations such as
inversions. However, given the small size of our problem, we used standard SVD
routines to inverse matrices. Indeed, for a typical calibration process using 10 poses,
solving for the normal equation involves inverting matrices of 63× 63.
We give the formulation of the error function derivatives and the form of the
jacobian matrix in the next section.
Before, we should mention that, the whole bundle adjustement process runs in
less than 2 seconds on a 2ghz PC.
6.4 Bundle Adjustment
In this section, we give the details of our bundle adjustment implementation. The
emphasis is given to the partial derivatives formulation to estimate the jacobian.
Details of the bundle adjustment algorithm itself can be found in [30] and [71].
6.4.1 Parametrization
The entries of the intrinsic matrix are parameterized by the focal length f , the prin-
cipal point u0 and the scale factor s. For each pose i, the translation vector ti is rep-
resented by its entries (t1i, t2i, t3i) and the rotation Ri is parameterized by computing,
at each iteration, update rotations with small angles ∆i, relative to the rotations of
the previous iteration Si:
Ri = ∆iSi
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The matrix ∆i is the skew-symmetric matrix that encodes the cross product with the
vector (w1i, w2i, w3i). Its direction represents the axis of the rotation update and its
norm represents the update rotation angle.
6.4.2 Partial Derivatives
We define the residual e of the cost function we wish to minimize (see (6.18)) in terms
of its components e1 and e2 as follows:






















We recall that (uij, vij)
T is the projection of the jth grid point in the camera i. The





0 0 −t3 − λ3

Notice that the derivatives are obtained after setting the values for the update angles




− fλ2 0 fλ1+u0λ2λ22 − u0λ2
0 −s 0





u0λ3λ2 + −λ3λ1f−λ3λ2λ22 λ1λ4f+λ4λ2u0λ22 − λ2f−t3f+λ4u0λ2 λ3fλ2
−s(t3 − λ2) 0 −s(λ1 − t1)

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where the intermediate variables λ1, λ2, λ3 and λ4 are defined as follows:
λ1 = ar11 + br12 + t1
λ2 = ar31 + br32 + t3
λ3 = ar21 − br22
λ4 = ar11 − br12
6.4.3 The jacobian
Using the partial derivatives of the residual, the formulation of the jacobian J of the
cost function defined in (6.18) is straightforward. We give the example of the jacobian


















6.5 Complete Plane-Based Calibration Algorithm
In this section we present the complete plane-based algorithm for linear cameras
calibration. From n view of a calibration grid:
1. Estimate the projection matrices Hi for all n views (see section 6.3.1), using
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where j is an index for calibration points. The estimation of Hi is equivalent
to the so-called DLT (Direct Linear Transform) and can be done by solving a
linear equation system.
2. Compute matrices Mi according to Eq.6.11.





































































5. From the v1,2,3, extract the intrinsic parameters f and u0 according to Eq.6.12
and Eq.6.13.
6. Compute s and the extrinsic parameters according to the algorithm of subsec-
tion 6.3.3.
7. Optional but recommended: non-linear optimization of all unknowns, i.e. in-
trinsic and extrinsic parameters, by minimizing the reprojection errors (see
subsection 6.4).
6.6 Experimental Results
The proposed algorithm has been tested on both synthetic data and real data. Both
tests are detailed in the next two subsections.
6.6.1 Computer Simulations
We performed several tests of our algorithm using synthetic data. Throughout all the
experiments, we used a planar calibration grid of 10× 10 = 100 corners. The virtual
camera has a 1000 × 1000 image resolution, a focal length of 1000, and its optical
center at the image center, at pixel (500, 500).
We refer to the ”calibration volume” as the bounding box that encloses all the
calibration grids. Actually the most relevant parameter is not the bounding box
volume itself but its height. In our experiments, the volume height is expressed as a
percentage of the grid’s length. Some configuration examples with several calibration
volumes are depicted in Fig.6.2.
Sensitivity to noise level
For this test, we used 10 planes oriented randomly in a calibration volume of 100%
the size of the calibration grid. After projection, a gaussian noise with mean 0 and
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Figure 6.2. An example of 3 calibration volume with increasing height. From
left to right, 25%, 50% and 200% of the calibration length.
increasing standard deviation was added to the image points. The standard deviation
σ varied from 0.2 to 2. As in [83], we performed 100 independent runs for each noise
level and computed the average errors for both the focal length and the principle point.
As we can see from Fig.6.3 the error increases almost linearly for both the focal and
the optical center. For an noise level of σ = 0.5 the errors in the focal and the optical
center is less than 4 pixels which represents (given our camera characteristics) less
than 0.8%.
Sensitivity to the number of planes
In this test, the sensitivity of our method w.r.t the number of planes is investigated.
We set the calibration volume height to 100% of the grid’s length and we varied the
number of planes from 2 to 20. The average errors (from 100 independent runs) for
both the focal length and the optical center were estimated and reported on Fig.6.4
for a noise level of σ = 0.5 and σ = 1.0. We notice that the errors decrease as more
planes are used.
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Figure 6.3. Focal length and optical center errors w.r.t the noise level in the
image points.
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Figure 6.4. Focal length and optical center errors vs. the number of planes used
(σ = 0.5).
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Figure 6.5. Focal length error vs. the height of calibration volume.
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Figure 6.6. Optical center error vs. the height of calibration volume.
68
Sensitivity w.r.t the reconstruction volume
In this last synthetic experiment we analyse the performance of our method with
respect to the calibration volume, or more precisely the volume’s height. For this test
we used 10 calibration grids oriented randomly and varied the calibration volume
height from 20% to 160% of the grid’s length (we remind that the grid is squared).
This test was performed with a noise level of σ = 0.5 and σ = 1.0 (which is larger
than the noise observed in a typical calibration [83]). We can see from Fig.6.5 and
Fig.6.6 that the volume’s height affects the quality of the calibration. In fact the
errors decrease when a higher reconstruction volume is used. This is primarily due to
the fact that a higher reconstruction volume permits a higher motion degree which
guarantees a better sampling of the rotation space.
6.6.2 Real Data
Experiments on real data were conducted on two setups. The first one consists of
a regular perspective camera mounted on a linear stage to simulate a pushbroom
camera. In the second experiment we will show how a consumer flatbed scanner can
be modeled as a pushbroom sensor. Because flatbed scanners are widely available
and very affordable, they make a perfect device for high resolution measurements.
Camera + Linear Stage
For this experiment, we mounted a Prosilica camera on a controllable linear stage
(see Fig.6.7). The camera was set to deliver images of 1360× 1024 pixels at 5 frame
per second. The speed of the stage was set to 4mm/s. The size of the squares on the
calibration plane were 1× 1 inch.
From each image delivered by the camera, we extracted the column that passes
by the principal point and form a panorama by stacking them on top of each other.
Hence, the resulting panorama is akin to an image shot with a push-broom camera
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Figure 6.7. Our setup to simulate a pushbroom camera. The camera (Prosilica)
is mounted on a programmable linear stage. The accuracy of the stage is in the
100th of millimeter.
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Table 6.1. Results of the camera calibration as Push-Broom and fully perspective
(see text).
Parameter Perspective Push-Broom Error (%)
Focal Length 1983.98 1998.32 0.7
Optical Center 554.81 549.68 0.9
Scale Factor 31.75 32.56 2.4
[60]. This procedure was repeated to acquire 10 images of the calibration plane
under several orientations. The results of our calibration are shown in Table. 6.1. To
assess the quality of our calibration, we also included the intrinsic parameters of the
camera when calibrated as fully perspective. The later has been performed using the
OpenCV library plane-based calibration routines.
We can see that the estimated perspective parameters (focal and principal point)
are compatible with the results obtained using a standard plane-based calibration.
The scale factor in the perspective column (6.1) is the expected value given our
settings and is computed as follow. Within one second the camera acquires 5 frames,
thus 5 columns of the push-broom image. In this same second the camera would have
translated by 4mm = 4
25.4
in. Since one unit of the calibration grid is 1 inch, the scale
factor is 1×54
25.4
= 31.75. Our method estimated a scale factor of 32.56, yielding an error
of 2.4%.
Flatbed Scanner
We tested the proposed algorithm on an Epson V200 flatbed scanner. The manufac-
turer claims that the scanner is suited for scanning 3D objects thanks to its depth of
field and adapted optic. We thus, modeled the scanner as a push-broom camera and
used the proposed algorithm to retrieve its intrinsic parameters using a planar grid.
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Table 6.2. Flatbed scanner calibration results (see text).
Parameter DLT Plane-Based Error (%)
Focal Length 2673.4 2659.7 0.57
Optical Center 1315.2 1299.5 1.2
Scale Factor — 146.48 2.4
The scans were done at a resolution of 300dpi (dot per inch), the grid’s squares were
half inch long each. Resulting images had a resolution of 2538x2328. Homographies
were estimated by first detecting grid’s features using OpenCV routines. To ensure
a better numerical stability, points were normalized as suggested in [29]. We also
calibrated the same scanner using the DLT method proposed by Hartley [52] [24]. In
the later case, we scanned a 3D calibration rig and features were manually selected.
Results and comparisons are reported in Table. 6.2
Since no ground truth was available, we took as a reference the classical calibration
method proposed by Hartley et al.[52, 24] and we can see that the focal length and
the principle point estimated by our method are very close to the estimation made by
Hartley’s method (both parameters differ by less than 1.5%). Further, each square of
the calibration grid measured 0.5 inch length and giving the fact that the tests were
made at a resolution of 300dpi, the scaling factor s should be s = 300 × 0.5 = 150
which differs by only 2.4% from the scaling factor computed using our method.
6.7 Conclusion
In this paper we have presented a simple algorithm to calibrate a linear camera. The
calibration is done using images of a planar grid acquired under different orientations.
The proposed method is based on a closed-form solution with an optional non-linear
refinement. Both synthetic and real experiments proved the effectiveness and the
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quality of our procedure. As opposed to the reference method, the proposed one
estimates all three internal parameters including the scaling factor, and the calibration
tool is as simple as a planar grid.
Chapitre 7
MODE´LISATION ET CALIBRAGE DE PROJECTEURS
Afin de faciliter la re´solution de certains proble`mes fondamentaux en vision, tel
que le proble`me d’appariement, la communaute´ de vision a cre´e´ un sous-domaine de
recherche : la vision active. La vision active renvoie a` un paradigme qui consiste
a` controˆler activement la sce`ne ou les parame`tres du capteur d’images [73]. Parmi
ces interventions actives on retrouve le controˆle d’e´clairage, la projection de motifs
spe´ciaux, l’usage de capteurs/instruments de mesures (acce´le´rome`tres, odome`tres,. . . ).
Au de´but de la vision active, on avait recours a` des dispositifs a` faible couˆt mais
aux performances limite´es, tel que les ace´tates imprime´es de motifs ou des faisceaux
laser. Cependant, l’arrive´e des vide´o-projecteurs (VP) n’a pas fait que le bonheur des
cine´philes-maison. Les chercheurs en vision par ordinateurs s’en sont aussi accapare´s
pour mieux controˆler les environnements de travail (controˆle de l’e´clairage, re´alite´
augmente´e, . . . ).
En plus de leur usage conventionnel comme dispositifs de projections, on retrouve
les VP dans moult d’applications. En voici quelques-unes :
Multi-projection. Il est possible de combiner plusieurs projecteurs pour combler
des besoins de projection a` grande e´chelle ou encore pour cre´er des environ-
nements immersifs (voir figure 7.1).
Lumie`re structure´e. Ici le principe de base consiste a` projeter une ou plusieurs
images dans une sce`ne afin d’en extraire la ge´ome´trie. Les images projete´es
ont une structure de´finie au pre´alable afin de permettre l’encodage directe
d’informations sur la sce`ne. L’observation de ces codes peut eˆtre exploite´e





7.2 Calibrage du vide´o-projecteur
Le proble`me que pose le calibrage du projecteur par rapport a` la came´ra est que
le VP ne ”regarde” pas la sce`ne mais y diffuse un contenu. L’usage d’une came´ra
ou d’un capteur externe est donc essentiel a` la proce´dure de calibrage pour observer
l’interaction entre le projecteur et la sce`ne. Nous allons a` pre´sent passer en revue les
principales me´thodes de calibrage de VP qu’on retrouve dans la litte´rature. Elles ont
en commun l’usage d’une mire plane comme dispositif de calibrage et se distinguent
par la fac¸on d’estimer l’orientation relative entre le projecteur et la mire. Dans ce qui
suit, le terme ”projecteurs” au pluriel de´signe un meˆme projecteur physique (meˆmes
parame`tres intrinse`ques) mais sous diffe´rentes orientations (parame`tres extrinse`ques).
Shen et al . [62] proposent d’utiliser une mire de calibrage plane monte´e sur un
plan de projection dont le de´placement est controˆle´ e´lectriquement. Ceci permet de
connaitre avec pre´cision l’orientation de la mire par rapport au VP. Apre`s quoi, la
mire est oˆte´e et une came´ra enregistre les coordonne´es de points projete´s par le VP
sur le plan de projection. En appliquant ces deux e´tapes, en alternance, tout en
changeant la pose du VP, on peut calculer les homographies qui relient la mire et les
projecteurs. Une fois ces homographies estime´es, le sche´ma de calibrage est identique
au calibrage planaire de came´ra [67, 83].
Afin d’estimer l’orientation du plan de projection (appelons-le mur) sans avoir
recours a` un dispositif me´canique, Sadlo et al . [55] utilisent une mire physique at-
tache´e au mur. A` l’aide d’une came´ra calibre´e et de la mire physique, l’orientation
came´ra-mur est estime´e a` partir des parame`tres extrinse`ques de la came´ra. Ceux-ci
permettent par la suite de contraindre l’orientation mur-projecteur. Le reste de la ma-
nipulation consiste a` calculer les homographies entre la came´ra qui demeure fixe et le
projecteur dont la pose change. Ces homographies, combine´es a` l’orientation du mur,
seront converties en homographies mur-projecteur lesquelles permettent d’estimer les
parame`tres intrinse`ques du projecteur [67, 83] (voir aussi Eq.5.2). On nommera cette
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me´thode ”calibrage line´aire direct” et nous pre´senterons au chapitre suivant le de´tail
d’une variante propose´e par les nous.
Les came´ras ne sont pas l’unique capteur d’acquisition pour calibrer un VP. Raskar
et al . [40] ont montre´ qu’il e´tait possible de calibrer un projecteur en utilisant des
capteurs de lumie`res (types photo-transistor) encastre´s dans un plan et dont la posi-
tion est connue [40]. Pour une position donne´e du plan et des pixels de projecteurs
allume´s, les capteurs indiquent quels pixels du projecteur e´clairent quelle portion du
plan. Meˆme si a` la base, ces travaux visaient la correction d’effets d’alignements
dans un syste`me multi-projecteurs, ils peuvent facilement eˆtre adapte´s au calibrage
ge´ome´trique de VP.
A` travers cette revue de litte´rature, on voit clairement le proble`me sous-jacent
auquel on se heurte lors du calibrage d’un VP : l’estimation de l’orientation du mur.
Ceci n’est pas surprenant car l’orientation du mur permet de de´finir une me´trique
et donc d’assigner des coordonne´es 3D au points du VP. A` de´faut, aucune relation
mur-projecteur ne peut eˆtre e´tablie.
Malheureusement, pour y parvenir, les me´thodes cite´es ci-haut ne sont pas souples,
du moins en pratique, car elles utilisent des e´le´ments interme´diaires (mire physique,
plan de projection controˆle´, . . . ) susceptibles d’introduire des erreurs supple´mentaires
ou encore qui ne´cessitent un usinage particulier (capteurs dispose´s avec pre´cision).
Au chapitre suivant, nous pre´senterons un calibrage simple et pratique pour es-
timer les parame`tres intrinse`ques d’un VP. Cette nouvelle me´thode, mise au point
par l’auteur, ne ne´cessite qu’une came´ra partiellement calibre´e.
Chapitre 8
PROJECTOR CALIBRATION USING A MARKERLESS
PLANE
Cet article [16] a e´te´ publie´ comme l’indique la re´fe´rence bibliographique :
J. Drare´ni, P.F. Sturm, et S. Roy. Projector Calibration Using a Markerless
Plane. Dans Proceedings of the International Conference on Computer Vision
Theory and Applications, Lisbon, Portugal, pages 377–382. IEEE Computer
Society, 2009.
Cet article est pre´sente´ ici dans sa version originale.
Abstract
In this paper we address the problem of geometric video projector calibration using a
markerless planar surface (wall) and a partially calibrated camera. Instead of using
control points to infer the camera-wall orientation, we find such relation by efficiently
sampling the hemisphere of possible orientations. This process is so fast that even
the focal of the camera can be estimated during the sampling process. Hence, physical
grids and full knowledge of camera parameters are no longer necessary to calibrate a
video projector.
8.1 Introduction
With the recent advances in projection display, video projectors (VP) are becoming
the devices of choice for active reconstruction systems. Such systems like Structured
Light [56] and Photometric Stereo [76, 3] use VP to alleviate the difficult task of
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establishing point correspondences. However, even if active systems can solve the
matching problem, calibrated VP are still required. In fact, a calibrated projector
is required to triangulate points in a camera-projector structured light system, or to
estimate the projector’s orientation when the latter is used as an illuminant device
for a photometric stereo system.
Since a video projector is often modeled as an inverse camera, it is natural to
calibrate it as part of a structured light system rather than as a stand alone device. In
order to simplify the calibration process, a planar surface is often used as a projection
surface on which features or codified patterns are projected. The projector can be
calibrated as a regular camera, except for the fact that a regular accessory camera
must be used to see the projector patterns. The way patterns are codified and the
projection surface orientation is estimated will distinguish the various calibration
methods from each other.
In [62], a VP projects patterns on a plane mounted on a mechanically controlled
platform. Thus, the orientation and position of the projection plane is known and is
used to calibrate the structured light system using conventional camera calibration
techniques.
Other approaches use a calibrated camera and a planar calibration chessboard
attached to the projection surface [50, 55].
For convenience and because the projection surface is usually planar, we will refer
to it as the wall. The attached chessboard is used to infer the orientation and the
position of the wall w.r.t the camera. This relation is then exploited, along with the
images of the projected patterns to estimate the intrinsic parameters of the projector.
In order to measure the 3D position of the projected features, [55] estimates the
homography between the attached chessboard and the camera. This allows the com-
putation of the extrinsic parameters of the camera. It is important to mention that
the camera must be fully calibrated in this case. With at least three different orienta-
tions, a set of 3D-2D correspondences can be obtained and then used to estimate the
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VP parameters with standard plane-based calibration methods [66, 81]. We refer to
this method as Direct Linear Calibration (DLC). To increase accuracy of the DLC,
a printed planar target with circular markers is used in [50], to calibrate the camera
as well as the projector.
In [40], a structured light system is calibrated without using a camera. This is
made possible by embedding light sensors in the target surface. Gray-coded binary
patterns are then projected to estimate the sensor locations and prewarp the image to
accurately fit the physical features of the projection surface. The VP parameters are
not explicitly estimated but the method could easily be extended for that purpose.
In this paper, a new projector calibration method is introduced. The proposed
method does not require a physical calibration board nor a full knowledge of the
camera parameters.
We overcome the problem of determining the camera-wall homography Hw→c by
exploring the space of all acceptable homographies and consider the one that mini-
mizes the reprojection error (see Figure.8.1). Since Hw→c depends only on the orien-
tation between the camera and the wall, the space of acceptable homographies can be
parameterized with only 2 angles: the elevation and the azimuth angles that define
the normal vector at the wall.
Finding the normal of the wall consists then in sampling the space of orientations
on a unit sphere. For each orientation sample, a DLC is performed and we select
the homography that minimizes the reprojection errors in the images. It is worth
mentioning that our DLC implementation differs slightly from the one used in [55] as
explained in the next section.
Our proposed method is fully automatic, fast and produces excellent results as
shown in our experiments. We also show that when the camera is not fully calibrated,
projector calibration is still tractable. This is done by making the common assump-
tions that the pixels are square and that the center of projection coincides with the
image center [64]. Thus, the only unknown camera parameter left to estimate is the
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The extrinsic parameters that describe the ith projector pose are the usual rotation
matrix Ri and the translation vector ti.
8.3 Direct Linear Calibration
In this section, we review the details of the Direct Linear Calibration for projectors.
This method is used as a reference for our benchmark test. As opposed to [55],
the variant presented here is strictly based on homographies and does not require a
calibrated camera.
If a static camera observes a planar surface (or a wall), a homography is induced
between the latter and the camera image plane. This linear mapping (Hw→c) relates
a point Pw on the wall to a point Pc in the camera image as follows:
Pc ∼ Hw→c ·Pw (8.1)
Where ∼ denotes equality up to a scale. Details on homography estimation can
be found in [30].
The video projector is used afterward to project patterns while it is moved to
various positions and orientations. For a given projector pose i, correspondences are
established between the camera and the VP, leading to a homography Hic→p. A point
Pic in the image i is mapped into the projector as:
Pip ∼ Hc→p ·P
i
c (8.2)






c→p · Hw→c︸ ︷︷ ︸
Hiw→p
·Pw (8.3)
On the other hand, Pip and Pw are related through a perspective projection as:











i are respectively the projector intrinsic parameters, the two
first vectors of the rotation matrix Ri, and the translation vector. From Eq.10.6 and












With at least two different orientations, one can solve for K−1p by exploiting the
orthonormal property of the rotation matrix as explained in [66].
8.4 Orientation Sampling Calibration
In this section we give the details of our proposed video projector calibration method.
As discussed earlier, the justification for using an attached calibration rig to the wall
is to infer the homography wall-camera in order to estimate the 3D coordinates of
the projected features. We propose to estimate this wall-camera relation by exploring
the space of all possible orientations since only the orientation of the wall w.r.t the
camera matters and not its position.
Another way to look at this orientation space is to consider all vectors lying on a
unit hemisphere placed on the wall, as depicted on Figure 8.1.
The calibration process can be outlined in three main steps:
• Pick a direction on the hemisphere.
• Compute the corresponding homography.
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• Use the homography to perform a DLC calibration (Section 8.3).
The above steps are repeated for all possible directions and the direction that
minimizes the reprojection errors is selected as the correct plane orientation. The
first two steps are detailed in the next subsections. The third one is straightforward
from section 8.3.
8.4.1 Sampling a Hemisphere
The problem of exploring the set of possible orientations is dependent on the problem
of generating uniformly distributed samples on the unit sphere (hemisphere in our
case).
Uniform sphere sampling strategies can be random or deterministic [79]. The first
class are based on random parameters generation, followed by an acceptance/rejection
step depending on whether the sample is or not on the sphere. Deterministic meth-
ods produce valid samples on a unit sphere from uniformly distributed parameters,
such method include (but not limited to) quaternion sampling [34], normal-deviate
methods [37] and methods based on Archimedes theorem [46]. We chose to use the
latter method for its simplicity and efficiency. As the name suggests, this method
is based on Archimedes theorem on the sphere and cylinder which states that the
area of a sphere equals the area of every right circular cylinder circumscribed about
the sphere excluding the bases. This argument leads naturally to a simple sphere
sampling algorithm based on cylinder sampling [46]. Uniformly sampling a cylinder
can be done by uniformly choosing an orientation θi ∈ [0, pi] (we call it azimuth) to
obtain a directed vector d(θi, 0) (See Figure.8.2). After that, a height hi is uniformly
chosen in the range [−1, 1]. The resulting vector, noted di(θi, hi), is axially projected
on the unit sphere. According to the above theorem, if a point is uniformly chosen
on a cylinder, its inverse axial projection will be uniformly distributed on the sphere
as well, see [46] for further details.
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The rotation matrix Ri is computed via Rodrigues formula, which requires a ro-
tation axis and a rotation angle. The rotation axis is simply the result of the cross
product between di and the vector (0, 0, 1)
T whereas the rotation angle αi is obtained









We are now ready to give the complete algorithm of our video projector calibration.
We assume the existence of two supporting functions, ReprojError that returns a
reprojection error for a given projector parameters and DLC a function that estimate
the projector parameters using the DLC method (see Section.8.3).
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Algorithme 1 : Orientation Sampling Calibration
Data : Hkc→p, the k camera-projector homographies and Kcam Camera
intrinsic matrix (optional).
foreach (hi,θi)∈[−1,1]×[−pi/2,pi/2] do
Estimate direction di(θi, hi) (sec.8.4.1)
if Kcam is undef then
Initialize elements of Kcam using image center and fi
end



















return Projector calibration matrix Kproj
8.5 Experiments
We have evaluated the proposed calibration method with both a calibrated and an
uncalibrated cameras. The results were also compared to the DLC method. The
evaluation platform consists of a Mitsubishi pocket projector of 800 × 600 pixels
resolution and a digital camera (Nikon D50). A 50mm lens was used on the camera
and the resolution was set to 1500 × 1000. The calibration of the camera using the
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we used the image of the attached checker to infer the wall-camera homography and
calibrated as explained in Section.8.3. For the second method, we used a multi-
resolution strategy to sample the azimuth angles and heights. The conditions of the
third method were identical to the second one except that the camera parameters
were ignored and were estimated as follows:
• The focal length estimation was included in the sampling process. The sampling
range was [0, 10000].
• The pixels are assumed square.
• The center of projection is assumed to coincides with the image center.
Table 8.1. Projector calibration benchmark: Direct method, Orientation sam-
pling with a calibrated camera (Sampling-C) and Orientation sampling with an
uncalibrated camera (Sampling-U).
Method fproj ρ cx cy estfcam Error Error B.A
Direct 1320.13 1.02 382.1 368 - 4.35 0.47
Sampling-C 1327.30 1.01 377.4 366 - 0.43 0.22
Sampling-U 1322.15 1.00 376 360 3108 0.16 0.09
The result of this benchmark is outlined on the Table.1. The table provides
the estimated parameters, the reprojection errors in pixels (Error), and the error
difference comparing before and after applying a bundle adjustment refinement (Error
B.A). Technical and implementation details on the latter can be found in [42].
The running times for a data set of 20 images on an 1.5 Ghz computer are provided
in Table.2.
From this test, we can see that our method, even in the absence of camera param-




















Figure 8.5. Reprojection error in terms of the camera focal length values (prior
to bundle adjustment procedure). The minimum is reached at 3034.4, the
off-line camera calibration estimated a camera focal of 3176.
and varied the focal length. The plot of the reprojection error as a function of the
sampled focal length of the camera is shown on Figure.8.5. As we can see the error
function is smooth and convex, suggesting that the lack of knowledge of the focal
length can easily be circumvented in practice.
8.6 Conclusion
In this paper we presented a new video projector calibration method. Contrary to
most methods, we showed that a physical target attached to a projection surface is
not necessary to achieve an accurate projector calibration. We also suggest that full
knowledge of camera parameters is not strictly required and can be relaxed into a set
of commonly used assumptions regarding the camera geometry. Very simple to im-
plement, the proposed method is fast and will handle large projector-camera systems
that were previously impossible to calibrate due to the impractical chessboard.
Chapitre 9
INTRODUCTION A` L’AUTO-CALIBRAGE PLAN
Nous avons pre´sente´ au chapitre pre´ce´dent une nouvelle me´thode pour calibrer
un vide´o projecteur dont l’innovation re´sidait dans sa simplicite´ tant the´orique que
pratique. Nous avons montre´ que l’usage d’une mire physique n’e´tait plus ne´cessaire.
Ceci n’aurait pas e´te´ possible si on n’avait pas e´mis d’hypothe`ses sur la came´ra, a`
savoir : des pixels carre´s et un point principal confondu avec le centre de l’image.
Ces hypothe`ses, bien que raisonnables pour des came´ras de haut de gamme, con-
stitueraient une aberration si e´mises sur des came´ras bon marche´. Afin de calibrer
notre projecteur sans mire physique, donc en l’absence d’une me´trique, et a` l’aide
d’une came´ra non calibre´e il nous faut exploiter la rigidite´ de la sce`ne et la co-planarite´
des points projete´s. C’est exactement le besoin auquel re´pond l’auto-calibrage plan.
De fac¸on ge´ne´rale, l’auto-calibrage est une proce´dure qui vise a` estimer les para-
me`tres intrinse`ques d’une came´ra a` partir d’images acquises et sans aucune infor-
mation sur la structure de la sce`ne (angles, distances, me´trique . . . ). Ceci s’ave`re
be´ne´fique pour la reconstruction 3D dans le cas ou` nous avons affaire a` des images
acquises par des came´ras non calibre´es ou encore par des came´ras dont la ge´ome´trie
variable invaliderait tout calibrage fait d’avance (changement de zoom , mise au point,
. . . ).
Le point de de´part commun a` toutes les me´thodes d’auto-calibrage est l’exploitation
de la rigidite´ de la sce`ne. Cependant, nous nous inte´resserons uniquement a` l’auto-
calibrage plan. Nous renvoyons le lecteur inte´resse´ a` l’auto-calibrage ge´ne´ral a` [30,
44, 65].
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9.1 Auto-Calibrage plan pour les came´ras
L’auto-calibrage plan s’applique a` une sce`ne constitue´e de points coplanaires mais
de structure inconnue1. Supposons qu’une came´ra observe cette sce`ne sous n poses
diffe´rentes et que des points d’inte´reˆt soient extraits dans les n images de la se´quence.
La structure de la sce`ne e´tant inconnue, il n’est plus possible de calculer les ho-
mographies sce`ne-images comme pour le calibrage plan, par contre l’appariement
de points saillants entre des came´ras i et j est possible. Ceci permet l’estimation
d’homographies dites inter-images ou inter-vues qu’on notera Hij et qui serviront de
parame`tres d’entre´e aux me´thodes d’auto-calibrage plan que nous pre´senterons. Mais
avant cela`, nous allons pre´senter quelques entite´s ge´ome´triques utiles.
Conique absolue Nous avons vu pre´ce´dement (§5.2.2) que la conique absolue, Ω,
e´tait une quadrique de´finie sur le plan infini Π∞. Nous avons vu que son image,
ω∞, dans une came´ra ne de´pend que des parame`tres internes de cette dernie`re.
Points cycliques L’intersection d’un plan Π avec la conique absolue re´sulte en deux
points sur la droite a` l’infini l∞, nomme´s points cycliques du plan Z = 0. Les
coordonne´es de ces points ve´rifient l’e´quation suivante :
X2 + Y 2 = 0
Il s’en suit que les points cycliques, au nombre de deux, sont complexes et
conjugue´s : J± = (1, i±, 0, 0). E´tant donne´ que les points cycliques J± apparti-
ennent a` Ω∞, leurs images j± appartiennent a` l’image de la conique absolue ω
:
jT±ω j± = 0
Ceci est illustre´ a` la figure 9.1.
1 Le contraire implique un repe`re euclidien connu attache´ a` la sce`ne.
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Figure 9.1. Le plan Π coupe la conique absolue Ω∞ en deux points cycliques,
J+ et J−. Ces meˆmes points se reprojettent dans la came´ra i en j
i
±.
9.1.1 Approche de B. Triggs
Dans l’approche pre´sente´ par Triggs [70], les images des points cycliques (IPC) sont
exploite´es pour contraindre l’image de la conique absolue. Contrairement au calibrage
plan (voir §5), ces images sont de´sormais inconnues. Cependant, comme le note
Triggs, si ces images sont connues dans une vue clef, il est possible de les transfe´rer
vers une vue j graˆce a` l’homographie inter-vues H1i entre l’image clef (d’indice 1) et
l’image j. Effectivement, si l’on note par j±, les IPC de la vue clef, H1ix
j
± repre´sentent
les IPC de la vue j. Par de´finition, les IPC de la vue i appartiennent a` ωi, l’image







±) = 0 (9.1)
En the´orie, 4 images permettent d’estimer la matrice de la conique absolue de´finie
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en fonction des parame`tres de la came´ra : focal, rapport d’e´chelle et point principal.
Afin de de´terminer les IPC de l’image clef, Triggs propose une parame´trisation de
l’homographie H1 qui relie le plan de calibrage et la vue clef. Cette parame´trisation
permet d’extraire les images initiales des IPC avec une connaissance a priori de la
pose de la came´ra. En pratique, une pose fronto-paralle`le de la came´ra procure une
bonne initialisation [26].
Un point sensible de la me´thode est sa nature non-line´aire. Les me´thode ite´ratives
employe´es ne´cessitent de bonnes valeurs initiales des parame`tres intrinse`ques notam-
ment celle de la focale [26].
9.1.2 Approche de E. Malis
Pour sa part, Malis [45] de´montre une proprie´te´ inte´ressante de la matrice Hij [nj]×
(3 × 3), ou` nj est la normale du plan dans le repe`re de la came´ra j. Il prouve que
les deux premie`res valeurs singulie`res sont e´gales et que la troisie`me est nulle. Ainsi,











Ou`, les σij1,2 de´signent les valeurs singulie`res de la matrice Hij. L’avantage de la
me´thode de Malis par rapport a` celle de Triggs re´side dans la prise en compte en
simultane´e de toutes les vues sans en privile´gier une en particulier.
9.2 Auto-calibrage Plan applique´ au Projecteur
Nous sommes a` pre´sent preˆts a` formuler et a` re´soudre le proble`me d’auto-calibrage
plan pour le vide´o projecteur. Inspire´ du travail de Gurdjos et Sturm [26], notre
initialisation se fera a` partir d’une pose, a` peu pre`s, fronto-paralle`le du projecteur
vis-a`-vis de la surface de projection. Afin d’assurer un re´sultat de bonne qualite´,
il est possible de prendre plusieurs photos de la pose fronto-paralle`le du projecteur
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et de se´lectionner celle qui donne les plus petites erreurs de reprojections. Ceci est




Cet article [14] a e´te´ publie´ comme l’indique la re´fe´rence bibliographique
J. Drare´ni, P.F. Sturm, et S. Roy. Geometric Video Projector Auto-Calibration.
Dans Proceedings of the IEEE International Workshop on Projector-Camera
Systems, IEEE Computer Society, 2009.
Cet article est pre´sente´ ici dans sa version originale.
Abstract
In this paper we address the problem of geometric calibration of video projectors.
Like in most previous methods we also use a camera that observes the projection on
a planar surface. Contrary to those previous methods, we neither require the camera
to be calibrated nor the presence of a calibration grid or other metric information
about the scene. We thus speak of geometric auto-calibration of projectors (GAP).
The fact that camera calibration is not needed increases the usability of the method
and at the same time eliminates one potential source of inaccuracy, since errors in
the camera calibration would otherwise inevitably propagate through to the projector
calibration. Our method enjoys a good stability and gives good results when compared
against existing methods as depicted by our experiments.
99
10.1 Introduction
With the recent advances in projection display, video projectors are becoming the de-
vices of choice for active reconstruction systems and 3D measurement. Such systems
like Structured Light [56] and also Photometric Stereo [76, 3] use video projectors
to alleviate the difficult task of establishing point correspondences. However, even if
active systems can solve the matching problem, calibrated video projectors are still
required. In fact, a calibrated projector is required to triangulate points in a camera–
projector structured light system, or to estimate the projector’s orientation when the
latter is used as an illumination device for a photometric stereo system.
The projection carried out by a video projector is usually modeled as the inverse
projection of a pin-hole camera, and thus considered as a perspective projection.
In order to simplify the calibration process, a planar surface is often used as
projection surface, onto which features or codified patterns are projected. The way
patterns are codified and the projection surface orientation is estimated distinguishes
most previous calibration methods from one another.
In [62, 69], a video projector projects patterns on a plane mounted on a mechani-
cally controlled platform. Thus, the orientation and position of the projection plane is
known and is used to calibrate the structured light system using conventional camera
calibration techniques.
For convenience and because the projection surface is usually planar, we will also
refer to it as the wall.
In [55], a planar calibration grid is attached to the wall and observed by a cali-
brated camera. Due to the camera’s calibration information and the metric informa-
tion about the grid, the grid’s and thus the wall’s orientation and distance relative
to the camera can be computed by classical pose estimation. After this, the 3D
positions of features projected onto the wall by the video projector, can be easily
computed. If this is done for three or more positions of the video projector, a set of
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Figure 10.1. A Camera-Projector setup and its homographies (see text).
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correspondences between the wall and the “projector images” can be obtained and
then used to estimate the projector parameters with standard plane-based calibration
methods [66, 81]. We refer to this method as Direct Linear Calibration (DLC). Note
that all this could actually be done without pre-calibrating the camera, purely based
on plane homographies, as explained in section 10.3. Further, to increase accuracy
of the DLC, a printed planar target with circular markers is used in [50], to calibrate
the camera as well as the projector.
In [40], a structured light system is calibrated without using a camera. This is
made possible by embedding light sensors in the target surface (the wall). Gray-coded
binary patterns are then projected to estimate the sensor locations and prewarp the
image to accurately fit the physical features of the projection surface. The projector
parameters are not explicitly estimated but the method could easily be extended for
that purpose.
In [51], an auto-calibration method for multi-projector display walls is proposed.
The authors focus more on estimating the relative orientations of the projectors w.r.t
a camera to achieve a large seamless display. The method does not require fiducial
points but makes assumptions on the projector intrinsic parameters and the camera
must be calibrated. Further, the method assumes the x-axis of the projectors aligned.
Okatani et al . [49] presented a work on video projector auto-calibration but their
work is meant for multiple projectors alignment and keystoning, provided that the
intrinsic parameters of the projectors are known.
Kimura et al . [36] proposed a calibration method based on the camera-projector
epipolar geometry. Again, the camera must be fully calibrated.
In this paper, a new projector calibration method is introduced. As opposed to
most existing methods, the proposed method does not require a physical calibration
grid nor any knowledge about the camera parameters. Indeed, our method imposes
only two constraints on the calibration setup. Namely, the camera should remain
static while the video projector displays patterns onto a planar surface and the user
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must put the projector once in a roughly fronto-parallel position relative to the wall.
The latter constraint does not have to be exact and serves only as a starting point
for a non-linear minimization as explained below.
The rest of the paper is organized as follows. In section 10.2, our model for the
geometric transformation associated with the video projector, is described. In section
10.3, we explain the above mentioned DLC (direction linear calibration) approach,
which serves as an introduction to the proposed auto-calibration method, described
in section 10.4. Experimental results are presented in section 10.5 and conclusions
are drawn in section 10.6.
10.2 Projector Model
Throughout this paper, the projector is assumed to have a perspective projection
model like a pin-hole camera, with the slight difference that here the projection
direction is reversed [36]. Based on this assumption, a 3D point P = [X, Y, Z, 1]T is
mapped to pp = [x, y, 1]






where ∼ stands for equality up to scale between homogeneous coordinates. These
2D points pp live in what we refer to by the “projector image”.
The matrix Rp and the vector tp represent the extrinsic parameters of the projec-








where f , ρ and (u, v) are respectively the focal length, the aspect ratio and the
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principal point coordinates.
Consider a camera imaging what is projected by the projector onto the wall.
Since we assume the wall to be planar, it induces an homography Hp→c between the
projector and the camera image. Without loss of generality, we may assume that the
world coordinate system is aligned with the wall, such that points on the wall have

















where A¯ refers to the first two columns of a 3 × 3 matrix A. Kc is the camera’s
calibration matrix and Rc and tc represent its extrinsic parameters. The homography
Hp→c can also be seen as the product of the homography Hp→w that maps the projector
image plane to the wall with Hw→c, the homography that relates the wall to the camera
image plane.
10.3 Direct Linear Calibration
In this section, we review the details of the Direct Linear Calibration for projectors.
This method is used as a reference for our experiments. As opposed to [55], the
variant presented here [16] is strictly based on homographies and does not require a
calibrated camera.
A planar calibration grid is attached to the wall. This allows to estimate the
homography Hw→c between the wall and the camera, introduced above. It relates a
point pw on the wall to a point pc in the camera image as follows:
pc ∼ Hw→cpw (10.4)
Once this homography is computed (details on homography estimation can be
found in [30]), the video projector is used to project patterns while it is moved to
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various positions and orientations. For each projector pose i, correspondences are
established between the camera and the video projector, leading to an homography
Hc→pi . A point pc in the camera image is mapped into the projector at pose i as:
pip ∼ Hc→pipc (10.5)
Combining (10.4) and (10.5), a point pw on the wall is mapped into the i
th pro-
jector as:
pip ∼ Hc→piHw→c︸ ︷︷ ︸
Hw→pi
pw (10.6)
We thus can compute the wall-to-projector homography for each pose i. It has








It is now straightforward to apply classical plane-based calibration methods [66,
81] to calibrate the projector and, if necessary, to compute its extrinsic parameters,
from two or more poses.
10.4 Projector Auto-Calibration
10.4.1 Basic Idea
The approach described in the previous section requires a calibration grid to be
attached to the wall and, in the version of [55], the camera to be calibrated. In
this section, we show that these requirements may be avoided and propose a true
geometric video projector auto-calibration approach.
The key observation underlying the auto-calibration approach is as follows. It is
“easy” to compute homographies between the projector image and the camera image,
induced by the projection surface. There are indeed many possibilities to do so, the
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simplest ones consisting in projecting a single pattern such as a checkerboard and
extracting and identifying corners in the camera image. More involved ones could
make use of multiple patterns, sequentially projected from each considered projector
pose, such as Gray codes, allowing for robust and dense matching. From the obtained
matches, the computation of the homography is straightforward.
Consider now homographies associated with two poses of the projector, Hc→pi
and Hc→pj . From these we can compute an homography between the two projector









We are now in the exact same situation as an uncalibrated perspective camera
taking images of an unknown planar scene: from point matches, the associated plane
homographies can be computed and it is well-known that camera auto-calibration is
possible from these, as first shown by Triggs [70]. We may thus apply any existing
plane-based auto-calibration method, e.g. [70, 45, 26] to calibrate the projector.
Compared to auto-calibration of cameras, the case of projectors has an advantage;
many and highly accurate point matches can be obtained since the scene texture is
controlled, by projecting adequate patterns onto the wall.
Plane-based auto-calibration comes down to a non-linear optimization problem,
even in the simplest case when only the focal length is unknown. To avoid convergence
problems, we adopt an approach suggested in [26] that requires to take one image in a
roughly fronto-parallel position relative to the scene plane. Here, this means of course
by analogy that the projector should once be positioned in a roughly fronto-parallel
position relative to the wall; subsequent poses can (and should) then be different.
This allows for a closed-form initial solution to the auto-calibration problem, which
may then be refined by a non-linear optimization (bundle adjustment). Note that
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the assumption of fronto-parallelism for one of the images is only required for the
initialization; during optimization, this is then no longer enforced.
10.4.2 Initialization Procedure
We derive the initialization procedure in a different and simpler way compared to
[26]. Let the fronto-parallel view correspond to pose 1; in the following we only
consider homographies between that view and all the others. Consider first the wall-
to-projector homography of the fronto-parallel view, Hw→p1 . So far, we have assumed
that the world coordinate system is such that the wall is the plane Z = 0 (see section
10.2). Without loss of generality, we may assume that the X and Y axes are aligned
with those of the fronto-parallel view and that the optical center of that view is located
at a distance equal to 1 from the wall. Note that these assumptions are not required
to obtain the below results, but they simply make the formulae simpler. With these
assumptions, the wall-to-projector homography for the fronto-parallel pose is simply:
Hw→p1 ∼ Kp









































where entries marked as × depend on t and are irrelevant for the following. Due







Let us use the image of the absolute conic (IAC) to parameterize the projector’s
intrinsic parameters, defined as ω ∼ K−TK−1. From (10.8) we can now deduce the
following two equations on the intrinsic parameters, which are similar to those of
calibration based on a planar calibration grid [66, 81]:
hT1 ωh2 = 0 (10.9)
ρ2hT1 ωh1 − h
T
2 ωh2 = 0 (10.10)
where hk denotes the kth column of H. Let us note that ρ
2 = ω11/ω22; hence,
equation (10.10) can be written:
ω11h
T
1 ωh1 − ω22h
T
2 ωh2 = 0 (10.11)
Equation (10.9) is linear in ω, whereas (10.11) is quadratic. There are different
ways of using these equations to compute the IAC ω and from this, the intrinsic
parameters. If the aspect ratio ρ is known beforehand, both equations are linear
and thus easy to solve. If ρ is unknown, one can either use only the linear equation
(10.9), which requires five views (the fronto-parallel one and four others), or compute
ω from three views only. In the latter case, we have two linear and two quadratic
equations and a “closed-form” solution in the form of a degree-4 polynomial in one
of the unknowns, is straightforward to obtain.
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10.4.3 Non-linear Optimization
Once an initial solution of the projector calibration is computed using the above
approach, a non-linear optimization through bundle adjustment may be carried out.
Let us briefly outline its peculiarities, compared to plane-based auto-calibration of
a camera. Note that the only noisy observations in our scenario are features in
the camera image: those in the projector “images” are perfectly known and noisefree!
Hence, the cost function of the bundle adjustment should be based on the reprojection













where i stands for projector poses and j for points. I.e. we optimize the wall-to-
camera homography, the intrinsic projector parameters and its extrinsic parameters
for all views, by minimizing the reprojection error when mapping from the projector
images into the camera image (the Hpi→w are parameterized by Kp and the extrinsic
projector parameters).
Another option would be to include camera intrinsics and extrinsics in the opti-
mization instead of the “black-box” homography Hw→c, but since the camera is static
in our case, at most two intrinsics can be estimated [66, 81].
Let us briefly describe the gauge freedom in our problem. Everything is defined
up to a 3D similarity transformation, i.e. 7 degrees of freedom (rotation, translation,
and scale). We fix 3 of those by letting the projector screen be the plane Z = 0. We
may fix 3 others by imposing an arbitrary position for one of the projector images.
The remaining degree of freedom corresponds to rotation about the normal of the
projector screen. This may be fixed by imposing e.g. an X-coordinate of the position
of a second projector image.
Overall, for n projector images, we thus have 8 + m + 6n − 4 parameters to
optimize, where m is the number of estimated projector intrinsics (usually, 3) and
the 8 correspond to the coefficients of the wall-to-camera homography.
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In our implementation, we use the Levenberg-Marquardt method for the optimiza-
tion and make use, as is common practice, of the sparsity of the problem’s normal
equations. At each iteration, solving the normal equations comes down to inverting
6× 6 symmetric matrices (blocks corresponding to extrinsic parameters of individual
projector images), and inverting one 11×11 symmetric matrix (a block corresponding
to homography and intrinsic parameters). The whole bundle adjustment takes far
less than a second on a standard PC.
10.4.4 Estimation of Focal Length Changes
The above paragraphs constitute our auto-calibration approach. Here, we describe
another method that allows to estimate the change of the projector’s intrinsics caused
by zooming. If the projector has been calibrated beforehand, this allows to update
its calibration. We suppose that a zoom causes, besides the focal length, also the
principal point to change (especially its vertical coordinates is likely to change in
practice), but that the aspect ratio ρ remains constant.
We also suppose here that both the camera and the projector remain static. Let
H be the projector-to-camera homography before zooming and H′ the one afterwards.
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Note that M depends only on the three unknown intrinsic in K′p and can thus be
computed from two points matches already. If the principal point can be assumed to
remain constant, a single match is sufficient. A single match is also sufficient if only
one coordinate of the principal point is supposed to change due to zooming (which is
often the case for video projectors).
10.5 Experiments
The proposed algorithm has been tested on synthetic and real data. Both tests are
detailed in the next two subsections.
10.5.1 Synthetic Data
We performed several tests of our algorithm using synthetic data to assess its sensitiv-
ity to noise, number of projector poses and fronto-parallelism inaccuracy. Throughout
all the synthetic experiments, we used a camera panned at 30 degrees w.r.t the pro-








The projector parameters are identical to the camera parameters.
Sensitivity to noise level. For this test, we used 20 inter-image homographies
computed by orienting the projector at random. The range of the orienta-
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Figure 10.2. Focal length error vs. noise level
tions was ±20 degrees w.r.t the projection surface. Projector points were then
imaged by the camera, and a gaussian noise with mean 0 and increasing stan-
dard deviation was added to the image points. The standard deviation σ varied
from 0.1 to 1.5. As in [81], we performed 100 independent runs for each noise
level and computed the average errors for both the focal length and the prin-
cipal point. As we can see from Fig. 10.2 and Fig. 10.3 the error increases
almost linearly for both the focal length and the principal point. For a noise
level of σ = 0.5 the error in the focal length is about 0.6% and the error in the
coordinates of the principal point is less than 3 pixels which represents, or less
than 0.7% relative error.
Sensitivity to the number of projector poses. We set the amount of noise to
σ = 1 and we varied the number of projector poses from 2 to 20 in a range of±20
degrees w.r.t the projection surface. The average errors (from 100 independent
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Figure 10.3. Principal point error vs. noise level
runs) for both the focal length and the principal point are reported in Fig. 10.4
and Fig. 10.5 . We notice that, as may be expected, the results gain stability
when the number of projector poses is increased.
Sensitivity to fronto-parallelism inaccuracy. We conclude these synthetic ex-
periments by assessing the sensitivity of our algorithm to the fronto-parallelism
assumed in one of the images. The standard deviation of the noise added to the
point coordinates was 0.5. We altered the orientation of the projector fronto-
parallel to the projection surface. The resulting errors on the focal length and
the principal point are reported in Fig. 10.6 and Fig. 10.7
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Figure 10.4. Focal length error vs. nb poses (σ = 1).
10.5.2 Real Images
We tested our algorithm on a Mitsubishi Pocket Projector and compared it to our
variant of the DLC method, described in section 10.3. The projector has a native
resolution of 800× 600 and a fixed focal length. The acquisition device was a Nikon
D50 camera. A 50mm lens was used on the camera and the resolution was set to
1500× 1000.
We acquired 20 images of projected patterns while the projector underwent several
orientations. Some images of the projected chessboard along with detected features
are depicted on Figure.10.8.
We calibrated the projector with the proposed method and with our implemen-
tation of the DLC. The result of this benchmark is outlined in Table 10.1.
The table provides the estimated parameters and the reprojection error in pixels.
114
Figure 10.5. Principal point errors vs. nb poses (σ = 1).
Because our method was initialized with several fronto-parallel images we reported
the range of reprojection error instead of an error average.
Table 10.1. Projector calibration benchmark: Direct method and the proposed
Auto-Calibration method.
Method fproj ρ u v Error
DLC 1320.13 1.002 382.1 448 0.46
Auto-Calib 1312.27 1.007 370.28 466 0.42− 0.27
We performed a second calibration test on a video projector (Mitsubishi XD430U)
with a zooming capability and a native resolution of 1024 × 768. For this test, we
estimated the intrinsic parameters with two different zoom settings and the results
were compared to the predictions obtained using the method introduced in section
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Figure 10.6. Focal length error vs. fronto-parallel misalignment.
10.4.4.
We observed that both methods are consistent as reported in Table 10.2.
Table 10.2. Calibration results with varying parameters.
Method fproj ρ u v
Zoom 1 2292.29 1.045 584.42 969.36
Zoom 2 (pred) 1885.7 1.045 587.64 949.55
Zoom 2 (est) 1873.14 1.045 590.9 944
10.6 Conclusion
In this paper we presented a new video projector auto-calibration method. It does not
require a physical calibration grid or other metric information on the scene. Also, the
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Figure 10.7. Principal point error vs. fronto-parallel misalignment.
camera used together with the projector, does not need to be calibrated; it is indeed
merely used to get plane homographies between “images” of the projector associated
with different poses. To the best of our knowledge, there are no other techniques that
can work with the same input.
We believe that this aspect of our method increases its stability, otherwise the
error of the camera calibration would affect the accuracy of the projector calibration
[55]. Of course, as usual with auto-calibration methods, a certain number of poses,
and especially a sufficient variety of poses (especially orientation), are required to
get good results. In our synthetic experiments, results are very good with 4 poses or
more.
Very simple to implement, the proposed method is fast, gives good results and
is completely linear if one uses common assumptions regarding the projector aspect
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Figure 10.8. Images of projected patterns and detected features. The numbers
and small red dots are added for illustration only. The large dots in the 4 corners
are part of the projected pattern.
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ratio. In the near future we will implement and test the bundle adjustment procedure
outlined in the paper. This is straightforward and is expected to further improve our
results.
More generally, we believe that our method will enable to handle large projector-
camera systems that were previously impossible to calibrate due to cumbersome cal-
ibration chessboards required by previous methods.
Chapitre 11
GE´OME´TRIE E´PIPOLAIRE:
CAME´RA ET LUMIE`RE PONCTUELLE
Ce chapitre pre´sente les fondements de la ge´ome´trie e´pipolaire entre deux came´ras
et par extension entre deux lumie`res ponctuelles. Ce dernier aspect est essentiel a` la
compre´hension de la reconstruction 3D base´e sur les ombres projete´es.
11.1 Ge´ome´trie e´pipolaire de came´ras
La ge´ome´trie e´pipolaire de´crit la relation entre deux images, prises de points de vue
diffe´rents, d’une meˆme sce`ne. Alge´briquement, elle est entie`rement repre´sente´e par
une transformation 3×3 qu’on appellematrice essentielle dans le cas d’une came´ra
calibre´e ou matrice fondamentale, sinon. Dans ce qui suit, nous allons pre´senter
les fondements de la ge´ome´trie e´pipolaire. Le lecteur pourra se re´fe´rer a` la figure 11.1
comme comple´ment a` nos explications.
Soient Q un point dans l’espace 3D et q1,2 ses projections dans les came´ras
situe´es en C1 et C2. Les points Q, C1 et C2 forment un plan qu’on appelle plan
e´pipolaire de Q. L’intersection du plan e´pipolaire avec les plans image donne
deux droites, appele´es droites e´pipolaires. Le point d’intersection d’un faisceau
de droites e´pipolaires dans une image est appele´ e´pipole. Il repre´sente la projection
du point focal d’une came´ra du point de vu de l’autre came´ra. On notera eij le centre
optique de la je came´ra vue dans l’image de la came´ra i. Les e´pipoles jouent un roˆle
majeur dans l’estimation de l’orientation relative des came´ras. Dans le cas ou` les 2
came´ras sont fronto-paralle`les, les droites e´pipolaires sont paralle`les ; Les e´pipoles se
situent donc a` l’infini.
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Figure 11.1. Ge´ome´trie e´pipolaire de came´ras.
On remarque que q1 et q2, les projections de Q dans chacune des came´ras, appar-
tiennent a` leurs droites e´pipolaires respectives. On voit vite l’inte´reˆt de la contrainte
e´pipolaire pour l’appariement de primitives dans deux images : pour un point donne´
dans une image, la recherche de sa projection dans l’autre image se fait sur une ligne
au lieu de l’image au complet.
Les matrices Fondamentales et Essentielles
La relation entre des droites e´pipolaires correspondantes est alge´briquement repre´sente´e
par une matrice 3× 3. Pour un syste`me non-calibre´, elle se nomme matrice fonda-
mentale et ope`re en coordonne´es pixels. Elle a e´te´ introduite inde´pendamment par
Faugeras [21] et Hartley [31].
Ainsi, si l’on note par F12 la matrice fondamentale reliant les vues 1 et 2, la relation
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entre les points pixels q1 et q2 s’exprime :
qT2 F12q1 = 0
Pour mieux comprendre cette e´quation, il faut remarquer que l2 = F12q1 est
l’e´quation d’une droite, l2, qui n’est rien d’autre que la droite e´pipolaire correspon-
dante de q1 dans la vue 2. L’appartenance de q2 a` l2 se traduit tout simplement par
qT2 l2 = 0, d’ou`, q
T
2 F12q1 = 0.





Les e´pipoles e1 et e2 sont donne´s par les noyaux droit et gauche de la matrice F.
Ceci traduit bien le fait que les e´pipoles appartiennent a` toutes les droites e´pipolaires.
Lorsque les parame`tres intrinse`ques des came´ras sont disponibles, la ge´ome´trie
e´pipolaire est repre´sente´e par une matrice 3 × 3 qu’on nomme matrice essentielle
et qui met en relation deux points dans le repe`re des came´ras. La matrice essentielle
posse`de moins de degre´s de liberte´ et contient les informations sur la pose relative
des deux came´ras. La matrice essentielle E d’un syste`me est relie´e a` la matrice
fondamentale F du meˆme syste`me par :
E = KT2 FK1
Ou`, K1 et K2 repre´sentent les matrices des parame`tres intrinse`ques des came´ras.
On peut voir la matrice essentielle, propose´e par Longuet-Higgins [41], comme une
adaptation de la matrice fondamentale dans un cadre de coordonne´es images nor-
malise´es.
11.2 Ge´ome´trie e´pipolaires et lumie`res ponctuelles
Nous allons a` pre´sent, pre´senter la relation qui existe entre deux sources de lumie`re
ponctuelles et les ombres qu’elles projettent. Ces notions seront utiles a` la recon-
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struction 3D d’objets a` partir de leurs ombres projete´es. Mais avant toute chose
de´finissons une source de lumie`re ponctuelle.
De´finition: Une source ponctuelle mode´lise une source lumineuse sans dimension.
Elle e´met des rayons dans toutes les directions de l’espace et n’est caracte´rise´e
que par sa position dans l’espace.
Une source ponctuelle l = (u, v, w, 1) e´claire un objet O lequel, en obstruant les
rayons lumineux , ge´ne`re une ombre porte´e sur un plan Π 1. Sans perte de ge´ne´ralite´,
le repe`re du monde est attache´ a` Π et est situe´ a` z = 0.
L’ombre forme´e par O, SO, est appele´e shadowgram [77]. Elle est la projection
perspective du contour apparent de O :
SO = P(l) · O
Avec, P(l) la matrice de projection qui consiste en une transformation perspective
dans un repe`re ou` l est l’origine :
P(l) =

1 0 0 0
0 1 0 0


















−w 0 u 0
0 −w v 0
0 0 1 −w
 (11.1)
A` pre´sent, conside´rons deux lumie`res ponctuelles l1,2 e´clairant O ainsi que les
ombres qui en re´sultent, SO1,2 (voir figure 11.2).
1 En pratique, le plan Π est un e´cran place´ devant une came´ra qui observe les ombres.
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Les e´le´ments que nous avons pre´sente´s, permettent de reconstruire des objets en
3D a` partir d’images de shadowgram [78]. Cependant, cette technique n’est qu’une
variante de la reconstruction par silhouettes [39] et comme toute me´thode de cette
famille, elle souffre d’une ambiguite´ inhe´rente, appele´e ambiguite´ de bas-relief [6].
Ainsi, pour une reconstruction 3D, O˜, et un ensemble de lumie`res P(li) compati-
bles avec les silhouettes SOi observe´es, on peut e´crire :
SOi = P(li) · O˜
Cependant, pour toute transformations projective A, A−1O˜ et P(li)A sont aussi
compatibles avec les observations, car :
SOi = P(li) · O˜
= P(li) · (AA
−1) · O˜
= (P(li)A) · (A
−1O˜)
Fort heureusement, dans le cadre des shadowgrams, la matrice A a une forme
spe´cifique a` 4 degre´s de liberte´s [78] :
A =

1 0 a1 0
0 1 a2 0
0 0 a3 0
0 0 a4 1

Dans le prochain chapitre, nous de´montrons que cette ambiguite´ se re´duit a` un
seul parame`tre si les sources de lumie`re sont visibles dans l’image de la came´ra. En
pratique, les sources apparaissent sous la forme de spots brillants.
Chapitre 12
BAS-RELIEF AMBIGUITY REDUCTION IN SHAPE
FROM SHADOWGRAMS
Cet article [15] a e´te´ publie´ comme l’indique la re´fe´rence bibliographique
J. Drare´ni, S. Roy et P. Sturm. Bas-relief ambiguity reduction in shape from
shadowgrams. Dans 3DPVT, Paris, May 2010.
Abstract
Coplanar shadowgrams provide an affordable mean to retrieve the 3d shape of an
object especially when classical stereopsis fails (eg:textureless objects). Its principles
are similar to the concepts used for Shape-From-Silhouettes with the only exception
that here, light sources and cameras are interchanged. However, it is well known that
any attempt to use the shadowgram to retrieve light sources positions is subject to a
4-parameter ambiguity. In this paper, we show how using the light spot visible in the
camera reduces this ambiguity to a single parameter. We also suggest some practical
solutions to gain a supplemental constraint on light sources positions and break the
ambiguity. We demonstrate the effectiveness of our method using synthetic and real
images.
12.1 Introduction
Many cues have been used in computer vision in order to infer and understand the
3d shape of objects and visual scenes in general. The resulting methods are quoted
as Shape-From-X, where X refers to the main cue used for the reconstruction pro-
126
cess. Stereoscopic disparity, apparent contour, shading, motion and shadows are some
examples.
Shape from shadows received a great attention in the computer vision community,
this is not surprising because valuable information on objects can be revealed from
their cast shadows along with the corresponding light source. An other appealing
aspect of the techniques based on shadows is that they do not rely on correspondences
or a matching process like with classical stereopsis.
Early work on using shadows for structure retrieval dates back to Shafer and
Kanade [61] who first established constraints on the orientations of the surfaces of
interest in terms of observed cast shadows. Multiple light sources framework was
proposed by [53] where a directional light moves in arc around the object of interest
to acquire a sequence of planar cast shadows. The planar cast shadows are referred
to as planar shadowgrams.
Later, Daum and Dudek [13] extended this framework to non single arc light
trajectories. In [80], Yu et al . proposed a graph-based method to represent the
constraints on the surfaces from light orientations. However, this method works on
terrain-like surfaces lit by a directional source.
Following the success of space carving [38], Savarese et al . in the same vein pro-
posed a shadow carving approach [57] where both silhouettes and shadows are used
to infer the shape of an object. This is done by first building an occupancy volume
from the silhouettes and carving away the regions that are not consistent with the
observed shadows.
Recently, Shuntaro et al . [36] proposed a theory of shape from coplanar shad-
owgrams using a moving light source with no constraints on the trajectory of the
light source. Once the positions of the light sources recovered, the convex hull of the
object [5] is computed from the shadowgram using the classical shape from silhouette
approach [39]. However, as proven by the authors themselves, when the shape of
the object is unknown, the location of all the points sources can be recovered from
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this theoretical result, the proposed method enjoys some interesting practical aspect
by not relying on additional calibration objects, as their shadows may interact with
the shadow of the object of interest. In deed, distinguishing a spot from a shadow-
gram silhouette can be done by a simple image thresholding even under sever camera
distortions. We will also suggest some simple procedures that can be done at the
acquisition time to constrain the remaining ambiguity and to fully solve the problem.
We should point out that our method does not require the visibility of every spot
corresponding to the light source we wish to estimate. Only two spots are needed
and the rest are estimated using epipolar geomtry.
The rest of the paper is organized as follow. We outline the concept of epipolar
geometry of shadowgrams in Section 12.2. Our main framework based on light triplets
is presented in Section 12.3. We propose two simple methods to break the final
ambiguity in Section 12.4. Experiments and conclusion are the subject of sections
12.5 and 12.6 respectively.
12.2 Shadowgrams and Epipolar Geometry
We assume the world’s coordinate system attached to the shadowgram plane Π and
the latter is located at Z = 0.
We represent the location of a light source Li ∈ RP
3 in the global coordinate
system by Li = (Xi, Yi, Zi, 1)
T and it’s projection in the camera by li = (ui, vi, 1).
The shadowgrams acquired by the camera are related to the shadowgrams on Π by a
homography that remains fixed and can be estimated independently using standard
computer vision techniques. Thus, we may assume the camera aligned with Π and
express the projection of the light source Li as:
li ∼ [I3×3|−t]Li
Where t is the position of the camera’s center of projection.
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Figure 12.2. Setup to implement SFS. A point light source lit an object that
in turn cast a shadow on a screen. A camera , placed on the other side of the
screen, captures the shadowgram.
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When two light sources Li and Lj are considered, an epipolar geometry is defined
akin to the classical binocular stereo configuration. In this case, the light sources
are analogous to the centers of projection of the cameras and the line that joins
them is the baseline. The intersection of the baseline with Π is the epipole eij. The








This result stems form the intersection of the line joining Li,j and Π. It is worth
noting that here, we only have one epipole as opposed to the classic stereo setup.
The same epipole can be estimated using the observed shadowgrams casted by an
object lit by Li and Lj. In fact, the epipole is estimated from the intersection of two
bitangent lines to the shadowgrams as depicted in Fig.12.2.
In case the light sources are located at the same distance from Π, the epipole is
located at infinity, and so the bitagent intersection.
Using only the information from the shadowgrams, any attempt to extract light
positions is subject to a 4-parameters Bas-Relief ambiguity as shown in [36]. In the
next section, we will show that considering the relation between three light sources
reduces the ambiguity up to a single parameter.
12.3 Three Light Source Relation
Because three light sources are always coplanar and for the sake of simplicity, let us
consider light sources L˜i = (0, Yi, Zi, 1)
T that falls in the YZ-plane. From (12.1), the
resulting epipoles e˜ij read off:
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Figure 12.3. Shadowgrams from different light sources. The white spot is the








It’s easy to see that the three e˜ij are colinear on Π along an epipolar line φ(Y )
defined as:
φ(Y ) : Y = YjZi − YiZj/(Zi − Zj)
Let Γ represents a 3D plane that passes by φ(Y ) and whose normal makes an





















The light source Qi must project into l˜i and also lies on the plane Γ, which leads
to the following constraint in terms of λ:
ΓTQi(λ) = 0 (12.3)
Which yield the following value of λ:
λ =
(t1 cosα + t3 sinα)
(t1 cosα + (t3 − Zi) sinα)
The line that joins two light sources Qi and Qj is expressed as γQi+ρQj and the
coordinate of the related epipole e′ij must satisfy:







By Zeroing the first and the third component, we force the epipole to be the
projection of a point on the YZ-plane according to the assumptions we made on the
light sources locations. In a general context, one must fix the appropriate constraints
to ensure that the epipoles lie into the observed epipolar line.











(YiZj −YjZi)(t3 sinα + t1 cosα)
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Thus, for each angle α we can compute an epipole e′ij that verifies consistent with
the epipolar geometry and the observed spots.
This ambiguity is materialized by a single parameter, namely the swiveling angle
α as illustrated in Fig.4.
12.4 Solving the Ambiguity
In the previous section we showed that when the light spots are identified in the
shadowgram images, the relationship between three light sources via their mutual
epipolar geometry constrain the light positions up to a 1 parameter ambiguity. In or-
der to break this ambiguity, an extra ”information” on the light sources configuration
is mandatory. Bare in mind, like it will be shown, that we do not need to observe
every spot to infer the locations of all light sources; two spots are sufficient.
We propose two simple procedures that a user can perform while moving the
light source in order to estimate the location of three light sources and alleviate the
ambiguity of the whole system.
Moving the Camera. After acquiring the desired sequence, a user can move the
camera while the light source remain static. It is then possible to triangulate the
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Figure 12.4. The 1-parameter ambiguity. When the deprojection plane swivel
around the epipolar line, new light sources Q1, Q2 and Q3 can be infered with
the same properties as the real one.
135
last light position since the camera has a direct observation of the spot. Here,
moving the camera can be avoided if one can afford using a second camera. Let
us denote the reconstructed light source by L1, we can see from Fig.12.3 that
a light source L3 can be reconstructed by intersecting the line L1− e13 and the
line that joins e23 and the spot of the light L2. The remaining lights can be
reconstructed the same way we did for L3.
Baseline Normal to the Screen. If the user identifies a pair of light with a base-
line orthogonal to the screen (pure front/back motion w.r.t the screen), an
additional constraint on light locations is gained. In deed, a plane defined by
these light and any other light is fully constrained.
12.5 Experiments
In this section we present our experiments involving synthetic and real images. Here
we asses the presented method using the first solution to alleviate the ambiguity ; by
moving the camera we fully reconstruct a light source and deduce the others using
the epipolar geometry.
12.5.1 Synthetic Tests
Our synthetic test consist of 10 lights positioned randomly. We computed the 3D
location of one light source by triangulating its spots observed in 2 virtual cameras.
Along with another spot, we estimated the location of the remaining light sources
using epipolar geometry. The sensitivity of the process was measured by adding zero
mean gaussian noise to the virtual spots. The result of this experiment with different
noise level is depicted in Fig.5 .
The reported error is the average distance of the reconstructed lights with the
original one. We can see that the error grows linearly in terms of noise level.
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Figure 12.5. Sensitivity of the method in terms of noise level.
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12.5.2 Real Tests
We tested our method on real shadowgrams of a penguin figurine. The figurine was
lit by a moving projector and the resulting shadows were recorded by a video camera
through a screen. The resolution of the camera is 640 × 480 pixels. At the end of
the sequence the camera underwent a motion while the projector remained fixed.
Hence, the 3D position of the last projector could be reconstructed by triangulating
the observed spots using conventional structure from motion techniques.
Once this done, the remaining light sources were estimated one by one using the 3-
light sources geometry presented in this paper combined with the epipolar geometry.
The triplets consist of the fully reconstructed light source (the last one), a light source
with a visible spot and the light source of interest.
The resulting 3D model using 10 shadowgrams is depicted in Fig.6 .
12.6 Conclusion
In this paper we presented a method to reconstruct objects from their shadowgrams.
As opposed to previous works, the presented method does not use a calibration rig
or an object that may interfere with the object of interest. Instead, we exploited the
images of the light sources visible in the camera as bright spots easily identified. We
also showed that using these spots alone can only reduce the ambiguity from 4 to 1
parameter. The later can be solved using simple procedures during the acquisition




Cette the`se a pre´sente´ nos contributions pour divers domaines de la vision par
ordinateur. Nous avons aborde´ ces proble`mes d’un point de vue the´orique et nous
avons tente´ d’apporter, le plus possible, des solutions mathe´matiquement e´le´gantes
tout en gardant a` l’esprit leur faisabilite´ et leur applicabilite´. Car, n’oublions pas
que tel est le dilemme auquel fait face la vision par ordinateur ou toute autre science
qui exploite des donne´es re´elles : savoir conjuguer avance´e the´orique et re´alisation
pratique.
Nous avons commence´ par pre´senter le proble`me du suivi vide´o (Video Tracking)
et de l’algorithme Mean-Shift. Nous avons aborde´ sa robustesse aux de´formations
ge´ome´triques ainsi que sa rapidite´. Cependant, dans sa formulation originale, le suivi
par Mean-Shift n’estime que les changements de positions d’un l’objet d’inte´reˆt. Notre
contribution a e´te´ d’augmenter le descripteur de l’objet de sorte a` pouvoir estimer,
en plus, les changements d’orientations.
Dans un deuxie`me volet, nous avons aborde´ le calibrage de camera line´aire et de
vide´o projecteur. Ce sont la` des dispositifs tre`s utilise´s en vision mais dont le calibrage
e´tait jusqu’ici fastidieux. Dans le cas des came´ras line´aires, nous avons propose´ un
calibrage plan dont la commodite´ est inde´niable. Le vide´o projecteur est un dispositif
qui ne´cessite un calibrage aussi de`s lors qu’il est utilise´ comme instrument de mesure.
La difficulte´ a` laquelle on se heurte lors du calibrage d’un projecteur vient du fait qu’il
est actif et ne ”voit” pas la sce`ne. L’usage d’une came´ra est alors impe´ratif. Nous
avons propose´ trois solutions a` ce proble`me dont l’application de´pend de l’information
disponible sur la came´ra (calibre´e ou pas) et la sce`ne (plan marque´, pose initiale
connue).
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Le troisie`me the`me de cette the`se e´tait consacre´ a` la reconstruction 3D par ombres
projete´es. Nous avons pre´sente´ la relation ge´ome´trique entre deux sources de lumie`re
ponctuelles et nous avons montre´ comment ces notions pouvaient servir a` l’estimation
de la structure tridimensionnelle. Cette technique partage les fondements et les lim-
itations de la reconstruction par enveloppe visuelle, soit l’incontournable ambigu¨ıte´
de bas-relief a` 4 parame`tres. Nous avons de´montre´ que cette ambigu¨ıte´ pouvait eˆtre
re´duite a` un seul parame`tre si les sources de lumie`re e´taient visibles dans la came´ra.
Finalement, rappelons que toutes ces contributions ont e´te´ publie´es dans les actes
de confe´rences internationales [18, 16, 17, 14, 15] et que deux d’entre elles le sont
dans deux revues scientifiques [20, 19].
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Annexe A
ESTIMATION D’UNE HOMOGRAPHIE
Une homographie est une transformation bijective entre deux plans de meˆme
dimension. Cette relation entre deux plans de dimensions d est repre´sente´e par une
matrice de dimension d× d.
Ici nous nous inte´ressons aux homographies entre plans 3D. Soient, H
l’homographie qui relie les points qi = (xi, yi, wi)








respectivement aux plans Π et Π′, alors:
q′i ∼ Hqi (A.1)
En exprimant l’e´quation pre´ce´dente en terme de produit vectoriel on obtient:
q′i × Hqi = 0 (A.2)
Il nous sera plus facile d’exprimer une solution a` H sous cette nouvelle forme. En















En substituant (A.3) dans (A.2) on obtient:



















A` partir de (A.4), on voit que chaque correspondance xi ←→ x
′
i procure trois
e´quations en termes de H, dont deux sont inde´pendantes:









 = 0 (A.5)
Avec quatre correspondances, il est possible d’estimer les parame`tres de H a` un
facteur d’e´chelle pre`s en re´solvant le syste`me homoge`ne (A.5).
