Abstract
Introduction
Cognitive psychology is based on a person's ability to acquire process and store information; which applies fundamentally to most of the conscious tasks humans undertake. The crux of this hypothesis lies in the capacity of attention and engagement levels that the person is able to inculcate and sustain during a cognitive activity. The more attentive and engaged a person is while carrying out a given task, the better the yields are in performance and results for that individual. The presented study involves applying signal processing and machine learning methods on physiological signals so as to identify and evaluate variations in attention levels of individuals during cognitive based tasks. There are numerous practical applications for this research in the realm of cognitive science such as in aviation, medical science, education, development of Human Machine Interface (HMI), etc. [1] [2] [3] . Recognizing fluctuations in attention and engagement can also help in the field of education where students can better utilize their time spent studying by understanding and reinforcing effective study pattern as well as suggesting improvements in teaching methods and content delivery. This research is being developed with a long term goal for application in recognizing early signs of Attention Deficit Disorder (ADD), education as well as safety monitoring in occupation that demand cognitive attention and alertness for extended durations.
There are numerous ongoing research in correlating attention and engagement with Electroencephalogram (EEG) signals. This is because the EEG signals have shown to be the most promising, predictive and reliable signals in identifying cognitive functioning [4] [5] [6] . EEG signal refers to the electrical activity produced long the scalp due to voltage fluctuations resulting from the ionic current flows within the neurons of the brain [7] . Some research also deals with identifying the attention and engagement levels of subjects through facial features, such as eye movements, expressions etc [8] [9] . However, using Electrocardiogram (ECG) and Heat Flux (HF) signals for recognizing psychological parameters especially those of attention and engagement has not been attempted as often. ECG is the electrical activity of the heart [10] and HF is the amount of heat produced by the body per unit area in a unit time.
In this study, three physiological signals namely, ECG, HF and EEG is studied by applying signal processing methods on both extracted component of these physiological signals as well as the raw signal. The classification results are obtained individually from the signals as well as from a combination of these signal features. The primary signal processing technique chosen for this study is Discrete Wavelet Transform (DWT). Wavelet transform provides desirable characteristics in time-frequency analysis [11] [12], it is suitable for the analysis of time varying characteristics of the inherent non-stationary nature of both ECG and EEG signals.
The rest of the paper is organized as follows: Section 2 explains the approach designed for this study, section 3 describes the dataset and its acquisition process, section 4 explains the ECG, HF and followed by section 5 describing the and section 6 provides conclusion a Finally acknowledgement and reference
Approach
The main objective of this experim ECG, HF and EEG signals from subj participate in watching two sets of video a contrasting level of engagement (eith The first set labeled as 'interesting vide of different videos which are appealin and auditorily. The second set lab interesting videos' is a montage of repe and still images, which is shown for e of time, which is designed to not retai the viewers for long. The collected sign processed to eliminate noise and bias and extracted band components of the decomposed using DWT before featur classification analysis is performed feature extraction is performed using windows of signals of 5 seconds each. directly undergo feature extraction w processing.
By analyzing the extracted feature HF and EEG, both individually a combinations, an evaluation of high expected with the correlat attention/engagement and physiologi compared to existing methods
The first novelty of this study is in analysis of multiple physiological signa quantify levels of attention/engagemen fluctuations. The other novelty arises produce comparable levels of predictio just signals collected from the armban HF) and thereby eliminating the use of more cumbersome signal to acquire settings.
Experimental Set-up and D Dataset
In this study, 8 The video montage shown to e of a series of pre-chosen video clip video clips lasting 20 minutes each subject. These clips primarily interesting or not-interesting (bori high and low levels of engagemen clip length averages 3 to 5 minu clips include scenes from N documentary, popular movie scene chases. The non-interesting c repetitive and monotonous animat ticking, and still images shown for time. These were intended to inf viewers. The subject viewed these computer screen in an isolated room were not disturbed. The menti signals are collected during the sub Subject's feedback of each clip engaging or non-engaging, is also of each session and this feedb consideration during categorization during the signal separation phase setup and the process was designed the help of the participating psycho
As additional informati application time and increased s ECG is collected by the armband shown in Figure 1 . One of the lea back of the upper arm while the o to the bridge between the neck and The EEG recording is done record multiple channels. The cap tin electrodes closely to the su electrodes are pre-positioned in the montage. The EEG collection for done from the frontal cortex, w responsible for attention and hig including working memory, la each subject consists ps. Two sets of such h were shown to the are of two types: ing) hence requiring nt respectively. Each utes. The interesting National Geography es and high speed car lips contain very tion such as a clock r extended periods of fuse boredom in the clips in series, on a m to ensure that they ioned physiological bjects' participation. p, i.e. whether it was collected at the end back is taken into n of acquired signals e. The experimental d and conducted with ologist. ion, for reduced subject comfort, the d with two leads as ads is fastened to the other lead is fastened shoulder.
on from Armband using CAP100c to holds 19 embedded ubject's head. The e international 10/20 r this experiment is which are primarily gher-order functions anguage, planning, judgment, and decision-making [13] . T is completely non-invasive and only contact sensors. The data collect conducted with required IRB approval.
Methods
The schematic diagram in Figure overall method for this study. As sh signals, i.e. ECG, HF and EEG are ca subject while they are viewing the vid acquired type of signal is then se respective steps designed specifically fo 
Preprocessing
ECG and EEG signals require a spec processing before any analysis can b them. However, the HF signal does pre-processing since it is a low frequen usually noise free.
The entire setup utilizes surface tion has been 3 illustrates the hown, the three aptured from the deo. Each of the ent through the or it. m for this study cific type of prebe performed on not require any ncy signal and is The normalized ECG data is t band-pass filter to discard unwant have been captured during data Butterworth band-pass filter is used between 0.2 and 40Hz. The signal retained while the rest is discarded portion of data collected durin interesting videos is separated from signal collected during viewing videos. Here the subject's feedb during each clip is also con categorization.
EEG pre-processing:
Figu steps involved in the pre-process Here Butterworth band-pass filter step to retain signal content bet 0.2Hz and 55Hz. EEG signal co rhythmic activity. These rhythmic a into frequency bands. For this study the EEG signal are extracted usin namely Delta (0.2-4Hz), Theta 13Hz), Beta (13-30Hz) and Gamm the component bands are separated into dichotomized portions of 'a attention' based on the video be signal acquisition and subject's f ECG.
Windowing
After the signal has been se category, a windowing technique signals into separate non-ov identified by these sliding window G, (b) Preprocessing steps ever need to be prealysis.
ure 3 (a) shows the ECG. The collected noise and baseline for analysis, first the moved. The baseline omes from the loose es, also originates in ity of patients [14] . computing the leastthe data and then from the data. Once signal is normalized tainment within the then filtered using a ted noise that might a acquisition. The analysis and feature extraction of ECG, HF and EEG after the pre-processing is performed independently from each of extracted window of the signal.
ECG analysis
Wavelet transformation is a suitable tool that can decompose the signal into time-frequency information [15] [16] . Maintaining the data in the time-frequency domain is essential for this study since the focus is on fluctuation of ECG over time. The DWT equation is as follows:
Where 'x(t)' is the signal in time 't', 'a' is the scaling parameter constant and 'b' is the shifting parameter constant of the mother wavelet 'Ȍ', which is defined as follows:
DWT is applied on each extracted non-overlapping sliding window to procure time-frequency information from the ECG data for each level of decomposition. In DWT there are multiple ways to choose the mother wavelet; a common heuristic is to choose one similar to the shape of the signal of interest. Considering the shape and complexity of the ECG signal, several different mother wavelets were experimented for decomposition in this study. From the numerous trials, 'db4' (Figure 4) wavelet from the Daubechies wavelets family was selected to be the mother wavelet, since it provided the most productive decomposition of the ECG signal. The DWT is applied using 5 levels of decomposition. The detailed coefficients from each of the 5 levels are then processed for feature extraction.
EEG analysis
In the case of EEG analysis and decomposition, DWT is used on the windowed portion of each band component (Delta, Theta, Alpha, Beta, and Gamma). DWT is also useful in the analysis of EEG signals [17] [18] . DWT is applied on each non-overlapping sliding window.
Wavelet decomposition for the EEG signal requires a variety of mother wavelets. The mother wavelets for each frequency band are chosen based on shape and complexity of the signals of each band. After trial and error with different wavelets, the following mother wavelets were chosen for EEG analysis based on its decomposition results. Gamma signals are decomposed into detailed and approximate coefficients by using 'bior3.9' (Figure 5 ) as the mother wavelet. Five Levels of DWT is performed in each case, while retaining only the detailed information for every level. Each level of the detailed coefficient is later used in the feature extraction step.
For both EEG and ECG, 5 levels of decomposition seemed to provide the most amount of information. Further levels beyond this, the quality of information being extracted reduced significantly.
Features Extraction
As shown in Figure 3 , for each of the acquired signal, feature extraction is the step before applying machine learning and classification. For this experiment a set of 9 statistical features has been selected. For ECG and EEG these statistical features allow us to understand the details of the multilayered decomposition of the signal after wavelet transformation. For HF signal however, no wavelet transformation is performed. The raw HF signal is partitioned into windows and feature extraction is performed directly on each of these windows.
The feature set includes these following features; Standard Deviation, Energy, Power, Median, Entropy, Mean, Minimum value, Maximum value, and Gradient. Therefore, feature extraction step for the ECG signal provided, 45 features (5 levels of detailed coefficient * 9 features) for each signal window. For EEG, this step extracts 225 features (5 band components * 5 levels of detailed coefficient * 9 features) per window. For the HF signal 9 features in all are extracted per window (1 raw signal * 9 features).
Machine Learning:
Support Vector Machine (SVM) is a supervised machine learning method used for analyzing data and recognizing patterns for classification [19] [20] . Since with the extracted feature sets there are two primary categories, i.e. attention and non-attention, the feature sets from each category is labeled accordingly. Binary labeling of '1' for features of 'attention' and '0' for features of 'non-attention' is given. The classification here is performed using the "classification-viaregression" methods, here the class is binarized and one regression model is built for each class value. This leads to the formation of model trees, which are a type of decision tree with linear regression functions at the leaves, forming the basis for predicting continuous numeric values for each feature. More details of this technique are presented in [21] .
Data collected from 8 subjects with 2 categories (attention and non-attention) for each subject, in total 16 sets of data was used for training and testing. The learning and testing of the model is done with 'Leave One Subject Out' method also known as 'by-subject cross-validation'. In this method, out of the 8 subject, feature sets from 7 subjects were used for learning and developing a model. The developed model is then tested for classification accuracy on the 8th subject's features set. Round robin based iterations are performed for all feature set from the pool of subjects and the mean classification result of each of the iteration is presented in the results section
Results
After all the iterations of the Leave One Subject Out method classification has been performed, the results are averaged and three parameters of the classification results are presented, i.e. accuracy, precision and recall. The results of classification for each individual physiological signal as well as certain combination of physiological signals have been provided below. Accuracy here is the degree of correctness in classification of the features to the true category it belongs to. Precision is the probability of a classification results being relevant, precision defines the reproducibility of the results. While recall or sensitivity is the probability of relevant feature instances being correctly classified.
Results from ECG analysis:
The classification results of are as follows: As seen in Table 1 , the result for classification between attention and non-attention for ECG features (45 features) alone has an overall accuracy of 76.68%, the average precision is 78.4% and the sensitivity of ability to classify is about 78.05%. The results show that with ECG signal alone, this method is able to detect with a fairly good accuracy as to when the subject was engaged and paying attention as opposed to when the subject was not attentive.
Results from Heat Flux (HF) analysis
The classification results are as follows: As seen in Table 2 , the result for classification between attention and non-attention for HF features (9 features) alone has an overall accuracy of 59.64%, the average precision is around 62% and the sensitivity is about 55.7%. The results show that with features HF signal alone does not provide satisfactory classification between interesting and non interesting dataset.
Results from EEG analysis
The classification results are as follows: In Table 3 , it can be seen that the result for classification between attention and non-attention for features extracted from EEG signal (225 features) has an overall accuracy of 86.86%, the average precision is 87.52% and the sensitivity is 86.78%. These results show that with features from EEG signal alone the classification between the two categories of interesting and non interesting can be done with a fairly high level of accuracy.
Results from Combination of ECG and HF
The classification results are as follows: Table 4 shows the result for classification between attention and non-attention by combing the feature set of ECG and HF. After the combination in total the feature set has 54 different features (45 from ECG and 9 from HF).By combining the two signals, both acquired from the armband, the overall accuracy is improved to 83.34%, the average precision becomes 84.45% and the sensitivity is 82.87%. The results show that with combinations of features derived from ECG and HF, the accuracy of the classification is fairly high in distinguishing between cases of individuals being bored or interested.
Results from Combination of ECG, HF and EEG
The classification results are as follows: Table 5 , shows the result for classification between attention and non-attention by combing the feature set of ECG, HF and EEG. After the combination in total the feature set has 279 different features (45 from ECG + 9 from HF + 225 from EEG). By combining the three acquired physiological signals, the overall accuracy is improved to 91.77%, the average precision becomes around 91.67% and the sensitivity is about 92.38%. The results show that with combinations of features derived from the three signals the accuracy of classification is very high in distinguishing between cases of individuals being engaged and not engaged.
Conclusion and Discussion
The results of feature classification shows that a combination of ECG and HF signals captured from the armband can provide a comparable accuracy with that of the EEG. This shows the potential for identifying engagement and attention using only the armband. To prove this potential, testing on combination of EEG+HF and EEG+ECG was not required hence classification results for these are not shown. Due to the ergonomics of the armband and its high portability, collecting signals from it for long durations is very easy and convenient. However, the EEG signals are captured using a device which is non-portable. Since currently there is only about 3% difference in the accuracy of prediction between these sources of signals, it can be said that with future work, as the accuracy of classification with signals used only from the armband increases, the need for EEG signal for recognizing attention and the lack of it, can be removed. Thereby, allowing the design and development of a highly portable and easy to use attention and engagement monitoring system.
Being able to discover and potentially quantify attention/engagement in an individual in this manner may provide an insight into the possible cognitive ability and performance pattern in individuals. For application in attention disorder recognition, this research may provide an early insight into diagnosing various attention related disorders.
Future work in this area will include gathering a larger data pool and quantification and classification of different levels of attention. Furthermore, processing and analysis of Galvanic Skin Response (GSR) which is also collected with the same armband will also be utilized into this research for a wholesome study of human physiological response to cognitive based activities. Also, facial feature processing is already under development within the lab which will be additional aspect to this research in the future.
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