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Abstract
This article concerns with the existence of multi-bump positive solutions for the
following logarithmic Schro¨dinger equation{
−∆u+ λV (x)u = u log u2, in RN ,
u ∈ H1(RN ),
where N ≥ 1, λ > 0 is a parameter and the nonnegative continuous function
V : RN → R has a potential well Ω := intV −1(0) which possesses k disjoint bounded
components Ω =
⋃k
j=1Ωj. Using the variational methods, we prove that if the
parameter λ > 0 is large enough, then the equation has at least 2k − 1 multi-bump
positive solutions.
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1 Introduction
In this article, we are concerned with the existence of multi-bump positive solutions for the
following logarithmic Schro¨dinger equation{
−∆u+ λV (x)u = u log u2, in RN ,
u ∈ H1(RN),
(Pλ)
where λ > 0 is a parameter, N ≥ 1 and V : RN → R is a continuous function satisfying the
following conditions:
(V 1) V (x) ≥ 0, for ∀ x ∈ RN ;
(V 2) Ω := int V −1(0) is nonempty, bounded, has smooth boundary, and Ω = V −1(0);
∗C.O. Alves was partially supported by CNPq/Brazil 304804/2017-7.
†C. Ji was partially supported by Shanghai Natural Science Foundation(18ZR1409100).
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(V 3) Ω consists of k components:
Ω = Ω1 ∪ Ω2 ∪ · · · ∪ Ωk,
and Ωi
⋂
Ωj = ∅ for all i 6= j.
Definition 1.1. A solution of problem (Pλ) means a function u ∈ H1(RN) such that
u2 log u2 ∈ L1(RN) and
∫
RN
(∇u∇v + λV (x)uv)dx =
∫
RN
uv log u2dx, for all v ∈ C∞0 (R
N). (1.1)
In the recent years, the logarithmic Schro¨dinger equation has received considerable
attention. This class of equation has some important physical applications, such as quantum
mechanics, quantum optics, nuclear physics, transport and diffusion phenomena, open
quantum systems, effective quantum gravity, theory of superfluidity and Bose-Einstein
condensation (see [30] and the references therein). On the other hand, the logarithmic
Schro¨dinger equation also raises many difficult mathematical problems, for example, the
energy functional associated is not well defined in H1(RN) because there is u ∈ H1(RN)
such that
∫
RN
u2 log u2 dx = −∞. In order to overcome this technical difficulty some authors
have used different techniques to study the existence, multiplicity and concentration of the
solutions under some assumptions on the potential V , which can be seen in [2], [3], [5], [6],
[7], [13], [14], [15], [20], [23], [24], [25], [27], [29] and the references therein.
The one of the main motivations of this paper goes back to the results for the nonlinear
Schro¨dinger equations with deepening potential well of the type{
−∆u+ (λV (x) + Z(x))u = up, in RN ,
u(x) > 0, in RN ,
(1.2)
by supposing that the first eigenvalue of −∆+Z(x) on Ωj under Dirichlet boundary condition
is positive for each j ∈ {1, 2, · · · , k}, p ∈ (1, N+2
N−2) and N ≥ 3. In [19], Ding and Tanaka
showed the problem (1.2) has at least 2k−1 multi-bump solutions for λ large enough. These
solutions have the following characteristics:
For each non-empty subset Γ ⊂ {1, 2, · · · , k} and ǫ > 0 fixed, there is λ∗ > 0 such that
(1.2) possesses a solution uλ, for λ ≥ λ
∗ = λ∗(ǫ), satisfying:∣∣∣ ∫
Ωj
(
|∇uλ|
2 + (λV (x) + Z(x))|uλ|
2
)
dx−
(1
2
−
1
p+ 1
)−1
cj
∣∣∣ < ǫ, ∀j ∈ Γ
and ∫
RN\ΩΓ
(
|∇uλ|
2 + (λV (x) + Z(x))|uλ|
2
)
dx < ǫ,
where ΩΓ =
⋃
j∈Γ
Ωj and cj is the minimax level of the energy functional related to the problem
−∆u+ Z(x)u = up, in Ωj ,
u > 0, in Ωj ,
u = 0, on ∂Ωj .
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Later, for the critical growth case, Alves et al. [4] considered the existence of multi-bump
solutions for the following problem{
−∆u + (λV (x) + Z(x))u = f(u), in RN ,
u(x) > 0, in RN ,
where N ≥ 3. For the case N = 2, f has exponential critical growth, Alves and Souto
[10] obtained the same results. Moreover, these solutions found in [4] and [10] have the
same characteristics of those found in [19]. For the further research about the nonlinear
Schro¨dinger equations with the deepening potential well, we refer to [1], [8], [9], [11], [12],
[18], [21] and their references.
It is quite natural to consider the multi-bump solutions for the logarithmic Schro¨dinger
equation (Pλ) with deepening potential well. Recently, Tanaka and Zhang in [25] studied
the multi-bump solutions for the spatially periodic logarithmic Schro¨dinger equation{
−∆u+ λV (x)u = Q(x)u log u2, u > 0 in RN ,
u ∈ H1(RN),
(LS)
where N ≥ 1 and V (x), Q(x) are spatially 1-periodic functions of class C1. The authors
took an approach using spatially 2L-periodic problems (L≫ 1) and showed the existence of
infinitely many multi-bump solutions of (LS) which are distinct under ZN -action. In this
paper, the multi-bump solutions we shall obtain are completely different from the multi-
bump solutions in [25]. We also notice that in [3], Alves et al. have studied problem (Pλ)
with V satisfies (V 1), (V 2) and
(V 3)′ There exists M0 > 0 such that |{x ∈ RN ;V (x) ≤ M0}| < +∞, where |A| denotes the
Lebesgue measure of a measurable set A ⊂ RN .
On one hand, by using condition (V 3)′, it is easy to overcome the difficulty of lack of
compactness in the whole space RN . On the other hand, the authors in [3] cannot obtain the
multiple solutions. Recently, Alves and Ji in [7] used the variational methods to prove the
existence and concentration of positive solutions for logarithmic Schro¨dinger equation under
a local assumption on the potential V . In this paper, in order to prove (PS) condition, the
authors modified the nonlinearity in a special way to work a modified problem. By making
some new estimates, they proved that the solutions obtained for the modified problem are
solutions of the original problem when ǫ > 0 is sufficient small. On the other hand, since
the functional associated with the modified problem lost some other good properties, they
developed a new method to prove the boundedness of (PS) sequence. Inspired by [7, 1, 19],
the main purpose of the present paper is to investigate the existence and multiplicity of
multi-bump positive solutions of problem (Pλ) by adapting the penalization method found
in del Pino and Felmer [17] and to obtain the same results in [19].
The main result to be proved is the theorem below.
Theorem 1.1. Suppose that V satisfies (V 1)–(V 3). Then, for any non-empty subset Γ of
{1, 2, · · · , k}, there exists λ∗ > 0 such that, for all λ ≥ λ∗, problem (Pλ) has a positive
3
solution uλ. Moreover, the family {uλ}λ≥λ∗ has the following properties: for any sequence
λn → ∞, we can extract a subsequence λni such that uλni converges strongly in H
1(RN) to
a function u which satisfies u(x) = 0 for x 6∈ ΩΓ and the restriction u|Ωj is a least energy
solution of 
−∆u = u log u2, in ΩΓ,
u > 0, in ΩΓ,
u = 0, on ∂ΩΓ,
where ΩΓ =
⋃
j∈Γ
Ωj.
Corollary 1.1. Under the assumptions of Theorem 1.1, there exists λ∗ > 0 such that, for
all λ ≥ λ∗, problem (Pλ) has at least 2
k − 1 positive solutions.
In the above mentioned papers [7], [1] and [19], it was essential the method developed
in [17], which consists in modifying the nonlinearity to obtain a new problem, whose energy
functional associated satisfies the (PS) condition. After that, making some estimates, it is
possible to prove that the solutions obtained for the modified problem are also solutions for
the original problem when λ is large enough. However, we are working with the logarithmic
Schro¨dinger equation, whose the energy functional associated is not continuous, for this
reason, we cannot directly use the critical points theory for C1 functional, some estimates for
this problem are also very delicate and different from those used in the Schro¨dinger equation
(1.2). Notice that, for the bounded domain, the functional the logarithmic Schro¨dinger
equation associated is of class C1. Based on this observation, for each R > 0 and λ > 0
large, we first find a solution uλ,R ∈ H10 (BR(0)), and after, taking the limit of R → +∞,
we get a solution for the original problem. On the other hand, for the nonlinear term up
in problem (1.2), it is easy to verify that limt→0 t
p/|t| = 0 as t → 0 and the function tp/t
is increasing for t ∈ (0,+∞) which are very important to use the method in [17]. But for
our problem, the nonlinear term is u logu2 + u, it is clear that t log t2 + t 6= o(t) as t → 0.
Thus, we cannot apply directly del Pino and Felmer’s method in [17] and our problem is
more difficult and complicated. The plan of the paper is as follows: In Section 2 we show
some preliminary results which can be used later on. In Section 3 we prove the existence
of multi-bump solutions for a modified problem in the bounded ball, while in Section 4 we
prove Theorem 1.1.
Notation: From now on in this paper, otherwise mentioned, we use the following notations:
• Br(u) is an open ball centered at u with radius r > 0, Br = Br(0).
• If g is a mensurable function, the integral
∫
RN
g(x) dx will be denoted by
∫
g(x) dx.
Moreover, we denote by g+ and g− the positive and negative part of g given by
g+(x) = max{g(x), 0} and g−(x) = max{−g(x), 0}.
• C denotes any positive constant, whose value is not relevant.
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• | |p denotes the usual norm of the Lebesgue space L
p(RN), for p ∈ [1,+∞], ‖ ‖ denotes
the usual norm of the Sobolev space H1(RN).
• H1c (R
N) = {u ∈ H1(RN) : u has compact support }.
• on(1) denotes a real sequence with on(1)→ 0 as n→ +∞.
• 2∗ = 2N
N−2
if N ≥ 3 and 2∗ = +∞ if N = 1, 2.
2 Preliminaries
We shall work on the following space of functions:
Eλ =
{
u ∈ H1(RN) :
∫
V (x)|u|2dx < +∞
}
,
endowed with the norm
‖u‖λ =
(∫ (
|∇u|2 + (λV (x) + 1)|u|2
)
dx
) 1
2
.
Since V (x) ≥ 0 for all x ∈ RN , the embedding Eλ →֒ H
1(RN) is continuous, and so, the
embedding Eλ →֒ Lq(RN) are also continuous for all q ∈ [2, 2∗].
The energy functional Φλ : Eλ → (−∞,+∞] associated with problem (Pλ) will be
denoted by
Φλ(u) =
1
2
∫ (
|∇u|2 + (λV (x) + 1)|u|2
)
dx−
1
2
∫
u2 log u2dx.
Following the approach explored in [20, 23], due to the lack of smoothness of Φλ, let us
decompose it into a sum of a C1 functional plus a convex lower semicontinuous functional.
For δ > 0, let us define the following functions:
F1(s) =

0, s = 0
−1
2
s2 log s2, 0 < |s| < δ
−1
2
s2(log δ2 + 3) + 2δ|s| − 1
2
δ2, |s| ≥ δ
and
F2(s) =
{
0, |s| < δ
1
2
s2 log(s2/δ2) + 2δ|s| − 3
2
s2 − 1
2
δ2, |s| ≥ δ.
Therefore
F2(s)− F1(s) =
1
2
s2 log s2, ∀s ∈ R, (2.1)
and the functional Φλ : Eλ → (−∞,+∞] may be rewritten as
Φλ(u) = Jλ(u) + Ψ(u), u ∈ Eλ, (2.2)
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where
Jλ(u) =
1
2
∫
(|∇u|2 + (λV (x) + 1))|u|2) dx−
∫
F2(u) dx, (2.3)
and
Ψ(u) =
∫
F1(u) dx. (2.4)
It was proved in [20] and [23] that F1 and F2 verify the following properties:
F1, F2 ∈ C
1(R,R). (2.5)
If δ > 0 is small enough, F1 is convex, even, F1(s) ≥ 0 for all s ∈ R and
F ′1(s)s ≥ 0, s ∈ R. (2.6)
For each fixed p ∈ (2, 2∗), there is C > 0 such that
|F ′2(s)| ≤ C|s|
p−1, ∀s ∈ R. (2.7)
3 An auxiliary problem on the ball BR(0)
First of all, we would like to point out that the function
‖u‖λ,R =
(∫
BR(0)
(|∇u|2 + (λV (x) + 1)|u|2) dx
) 1
2
is a norm in H10 (BR(0)) that is equivalent the usual norm in that space for all λ,R > 0. In
what follows we will denote by Eλ,R the space H
1
0 (BR(0)) endowed with the norm ‖ ‖λ,R.
By a simple observation, it is easy to see that
F ′2(s)
s
is nondecreasing for s > 0 and
F ′2(s)
s
is strictly increasing for s > δ,
lim
s→+∞
F ′2(s)
s
= +∞,
and
F ′2(s) ≥ 0 for s > 0 and F
′
2(s) > 0 for s > δ.
Let l > 0 small, a0 > 0 such that
F ′2(a0)
a0
= l, it is clear that a0 > δ. We define
F˜ ′2(s) =
{
F ′2(s) 0 ≤ s ≤ a0
ls, s ≥ a0.
Note that
F˜ ′2(s) ≤ F
′
2(s), for s ≥ 0.
For each j ∈ {1, · · · , k}, we fix a bounded open subset Ω′j with smooth boundary such that
(i) Ωj ⊂ Ω′j ,
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(ii) Ω′j ∩ Ω
′
l = ∅, for all j 6= l.
From now on, we fix a non-empty subset Γ ⊂ {1, · · · , k}, R > 0 such that Ω′Γ ⊂ BR(0) and
ΩΓ =
⋃
j∈Γ
Ωj , Ω
′
Γ =
⋃
j∈Γ
Ω′j ,
and the functions
G′2(x, t) = χΓ(x)F
′
2(t) + (1− χΓ(x))F˜
′
2(t),
where
χΓ(x) =
{
1 x ∈ Ω′Γ,
0 x ∈ BR(0)\Ω
′
Γ.
Now we consider the existence of solution for the problem{
−∆u+ (λV (x) + 1)u = G′2(x, u
+)− F ′1(u
+), in BR(0),
u = 0, on ∂BR(0).
(Mλ,R)
We notice that, if uλ,R is a positive solution of problem (Mλ,R) with 0 < uλ,R ≤ a0 for all
x ∈ BR(0)\Ω′Γ, then G
′
2(x, uλ,R) = F
′
2(uλ,R) and therefore, it is also a positive solution of
−∆u+ (λV (x) + 1)u = u log u2, in BR(0),
u > 0, in BR(0),
u = 0, on ∂BR(0).
(Pλ,R)
Moreover, we shall look for the nontrivial critical points for the functional
Φλ,R(u) =
1
2
∫
BR(0)
(
|∇u|2 + (λV (x) + 1)|u|2
)
dx+
∫
BR(0)
F1(u
+)dx−
∫
BR(0)
G2(x, u
+)dx,
where
u+ = max{u(x), 0} and G2(x, t) =
∫ t
0
G′2(x, s)ds ∀ (x, t) ∈ BR(0)× R.
It is easy to see that Φλ,R ∈ C
1(Eλ,R,R).
First of all, we show that the functional Φλ,R satisfies the mountain pass geometry [28].
Lemma 3.1. For all λ > 0, the functional Φλ,R satisfies the following conditions:
(i) Φλ,R(0) = 0;
(ii) there exist α, ρ > 0 such that Φλ,R(u) ≥ α for any u ∈ Eλ,R with ‖u‖λ,R = ρ;
(iii) there exists e ∈ Eλ,R with ‖e‖λ,R > ρ such that Φλ,R(e) < 0.
Proof.
(i): It is clear.
(ii): Note that Φλ,R(u) ≥
1
2
‖u‖2λ,R −
∫
BR(0)
F2(u
+)dx. Hence, from (2.7), fixed p ∈ (2, 2∗), it
follows that
Φλ,R(u) ≥
1
2
‖u‖2λ,R − C‖u‖
p
λ,R ≥ C1 > 0,
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for some C1 > 0 and ‖u‖λ,R > 0 small enough. Here the constant C1 does not depend on λ
and R.
(iii): Fixing v ∈ C∞0 (ΩΓ), by (2.1) we get
Φλ,R(sv) = s
2
[
Φλ,R(v)− log s
∫
BR(0)
v2dx
]
→ −∞, as s→ +∞.
Thereby, there is s0 > 0 independent of λ > 0 and R > 0 large such that Φλ,R(sv) < 0.
The minimax value cλ,R is given by
cλ,R = inf
γ∈Γλ,R
max
t∈[0,1]
Φλ,R(γ(t)),
where
Γλ,R = {γ ∈ C([0, 1], Eλ,R) : γ(0) = 0 and Φλ,R(γ(1)) < 0}.
Notice that by Lemma 3.1,
cλ,R ≥ α > 0, ∀λ > 0, R > 0 large.
In order to show the boundedness of (PS) sequence of Φλ,R, we need a new logarithmic
inequality, whose the proof can be found in del Pino and Dolbeault [16, pg 153].
Lemma 3.2. There are constants A,B > 0 such that∫
|u|2 log(|u|2) dx ≤ A+B log(‖u‖), ∀u ∈ H1(RN) \ {0}.
As an immediate consequence we have the corollary:
Corollary 3.1. There are C,Θ > 0 such that if u ∈ H1(RN) and ‖u‖ ≥ Θ, then∫
log(|u|2)|u|2 dx ≤ C(1 + ‖u‖).
By the definition of G2, it is easy to see that
G2(x, s) ≤ F2(s), s ≥ 0.
Consequently
Φλ,R(u) ≥
1
2
∫
BR(0)
(
|∇u|2 + (λV (x) + 1)|u|2
)
dx−
1
2
∫
BR(0)
(u+)2 log(u+)2, (3.1)
for ∀ u ∈ Eλ,R.
Lemma 3.3. Let (un) ⊂ Eλ,R be a sequence such that (Φλ,R(un)) is bounded in R. Then,
(un) is a bounded sequence in Eλ,R.
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Proof. By the assumption of the lemma, there is M > 0 such that
M ≥ Φλ,R(un), ∀n ∈ N.
Thus, by (3.1), one has
M ≥
1
2
∫
BR(0)
(
|∇un|
2 + (λV (x) + 1)|un|
2
)
dx−
1
2
∫
BR(0)
(u+n )
2 log(u+n )
2,
that is
M ≥
1
2
‖un‖
2
λ,R −
1
2
∫
BR(0)
|u+n |
2 log(|u+n |
2) dx,
from where it follows that
‖un‖
2
λ,R ≤ 2M +
∫
BR(0)
|u+n |
2 log(|u+n |
2) dx, ∀n ∈ N. (3.2)
Without lost of generality we will assume that u+n 6= 0, because otherwise, we have that
inequality
‖un‖
2
λ,R ≤ 2M.
From this, assume that there is n ∈ N such that ‖u+n ‖λ,R ≥ Θ. By Corollary 3.1, we have
that
‖un‖
2
λ,R ≤ 2M + C(1 + ‖u
+
n ‖λ,R) ≤ 2M + C(1 + ‖un‖λ,R).
If 0 < ‖u+n ‖λ,R ≤ Θ, Lemma 3.2 combine with (3.2) to give
‖un‖
2
λ,R ≤ 2M + A+B log(Θ).
The above analysis ensures that (un) is bounded in Eλ,R.
As a byproduct of the last lemma we have the following result.
Corollary 3.2. If un ∈ Eλn,Rn with λn, Rn → +∞ and (Φλn,Rn(un)) is bounded in R, then
(‖uλn,Rn‖λn,Rn) is also bounded.
By Lemma 3.3, it is also easy to obtain the the boundedness of (PS) sequences for Φλ,R.
Corollary 3.3. If (un) is a (PS) sequence for Φλ,R, then (un) is bounded in Eλ,R.
Our next lemma shows that Φλ,R verifies the (PS) condition.
Lemma 3.4. The functional Φλ,R satisfies the (PS) condition.
Proof. Let (un) ⊂ Eλ,R be a (PS)d sequence for Φλ,R, that is,
Φλ,R(un)→ d and Φ
′
λ,R(un)→ 0.
By Corollary 3.3, the sequence (un) is bounded in Eλ,R, then without lost of generality we
can assume that there is u ∈ Eλ,R, and a subsequence of (un), still denoted by itself, such
that
un ⇀ u, in Eλ,R,
9
un → u in L
q(BR(0)), ∀ q ∈ [1, 2
∗),
and
un(x)→ u(x) a.e. in BR(0).
For all t ∈ R and fixing p ∈ (2, 2∗), there is C > 0 such that
|G′2(x, t)| ≤ l|t|+ C|t|
p−1, ∀t ∈ R
and
|F ′1(t)| ≤ C(1 + |t|
p), ∀t ∈ R.
Hence, by the Sobolev embeddings,∫
BR(0)
G′2(x, u
+
n )u
+
n dx→
∫
BR(0)
G′2(x, u
+)u+ dx,
∫
BR(0)
F ′1(u
+
n )u
+
n dx→
∫
BR(0)
F ′1(u
+)u+ dx,
and∫
BR(0)
G′2(x, u
+
n )v dx→
∫
BR(0)
G′2(x, u
+)v dx,
∫
BR(0)
F ′1(u
+
n )v dx→
∫
BR(0)
F ′1(u
+)v dx,
for any v ∈ Eλ,R.
Now, using the limits Φ′λ,R(un)un = Φ
′
λ,R(un)u = on(1), we get
‖un − u‖
2
λ,R =
∫
BR(0)
(
G′2(x, u
+
n )−G
′
2(x, u
+)
)
(u+n − u
+) dx
−
∫
BR(0)
(
F ′1(u
+
n )− F
′
1(u
+)
)
(u+n − u
+) dx+ on(1) = on(1),
showing the lemma.
Theorem 3.1. The problem (Mλ,R) has a positive solution uλ,R ∈ Eλ,R such that
Φλ,R(uλ,R) = cλ,R, where cλ,R denotes the mountain pass level associated with Φλ,R.
Proof. The existence of the nontrivial solution uλ,R is an immediate result of Lemma 3.1,
Corollary 3.3 and Lemma 3.4. The function uλ,R is nonnegative, because
Φλ,R(uλ,R)(u
−
λ,R) = 0⇒ u
−
λ,R = 0,
where u−λ,R = min{uλ,R, 0}. By the maximum principle(see [26, Theorem 1]), we have that
uλ,R(x) > 0 for a.e. x ∈ BR(0).
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3.1 The (PS)∞,R condition
Fix R > 0 large, now we study the behavior of a (PS)∞,R sequence for Φλ,R, that is, a
sequence (un) ⊂ H10 (BR(0)) satisfying
un ∈ Eλn,R and λn →∞,
Φλn,R(un)→ c
‖Φ′λn,R(un)‖ → 0.
Proposition 3.1. Let (un) ⊂ H10 (BR(0)) be a (PS)∞,R sequence. Then, for some
subsequence, still denote by (un), there exists u ∈ H10 (Ω) such that
un ⇀ u weakly in H
1
0 (BR(0)).
Moreover,
(i) un converges to u in a stronger sense, that is,
‖un − u‖λn,R → 0.
Hence
un → u strongly in H
1
0 (BR(0)).
(ii) u ≡ 0 in BR(0)\ΩΓ and u is a solution of{
−∆u = u log u2, in ΩΓ,
u = 0 on ∂ΩΓ.
(P∞,Γ)
(iii) un also satisfies
λn
∫
BR(0)
V (x)|un|
2dx→ 0,
‖un‖
2
λn,BR(0)\ΩΓ
→ 0,
‖un‖
2
λn,Ω′j
→
∫
Ωj
(
|∇u|2 + |u|2
)
dx, for all j ∈ Γ.
Proof. As in the proof of Corollary 3.3, it is easy to show that there exists K > 0 such that
‖un‖
2
λn,R ≤ K, ∀n ∈ N.
Thus (un) is bounded in H
1
0 (BR(0)) and we can assume that for some u ∈ H
1
0 (BR(0))
un ⇀ u weakly in H
1
0 (BR(0))
and
un(x)→ u(x) a.e. in BR(0).
Fix the set Cm = {x ∈ BR(0) : V (x) ≥
1
m
}, we have that∫
Cm
|un|
2dx ≤
m
λn
∫
BR(0)
λnV (x)|un|
2dx,
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that is ∫
Cm
|un|
2dx ≤
m
λn
‖un‖
2
λn,R.
The last inequality together with the Fatou’s Lemma yields∫
Cm
|u|2dx = 0, ∀m ∈ N.
Thus u(x) = 0 on
⋃+∞
m=1Cm = BR(0)\Ω, from which we can assert that u|Ωj ∈ H
1
0 (Ωj),
j ∈ {1, · · · , k}. From this, we are able to prove (i)− (iv)
(i). Since u = 0 in BR(0)\Ω, repeating the argument explored in Lemma 3.4, we have∫
BR(0)
(|∇un −∇u|
2 + (λnV (x) + 1)|un − u|
2)dx→ 0
which implies that un → u in H10 (BR(0)).
(ii) Since u ∈ H10 (BR(0)) and u = 0 in BR(0)\Ω, we have u ∈ H
1
0 (Ω), or equivalently
u|Ωj ∈ H
1
0 (Ωj), for j = 1, · · · , k. Moreover, un → u in H
1
0 (BR(0)) combined with
Φ′λn,R(un)ϕ→ 0 as n→ +∞ for each ϕ ∈ C
∞
0 (ΩΓ) implies that∫
ΩΓ
(
∇u∇ϕ+ uϕ
)
dx+
∫
ΩΓ
F ′1(u
+)ϕdx−
∫
ΩΓ
F ′2(u
+)ϕdx = 0.
Using the same arguments in Theorem 3.1, we can prove that u|ΩΓ is a solution for (P∞,Γ).
On the other hand, for each j ∈ {1, 2, · · · , k}\Γ, we have∫
Ωj
(
|∇u|2 + u2
)
dx+
∫
Ωj
F ′1(u
+)u+dx−
∫
Ωj
F˜ ′2(u
+)u+dx = 0.
By the fact that F ′1(s)s ≥ 0 and F˜
′
2(s)s ≤ ls
2 for all s ∈ R+, we have∫
Ωj
(
|∇u|2 + u2
)
dx ≤
∫
Ωj
F˜ ′2(u
+)u+dx ≤ l
∫
Ωj
u2dx.
Since l < 1, u = 0 in Ωj for j ∈ {1, 2, · · · , k}\Γ and u ≥ 0 in BR(0) showing that (ii) holds.
To prove (iii), note that, from (i)∫
BR(0)
λnV (x)|un|
2dx =
∫
BR(0)
λnV (x)|un − u|
2dx ≤ C‖un − u‖
2
λn,R,
so ∫
BR(0)
λnV (x)|un|
2dx→ 0 as n→ +∞.
Moreover, from (i) and (ii), it is easy to obtain that
‖un‖
2
λn,BR(0)\ΩΓ
→ 0,
‖un‖
2
λn,Ω′j
→
∫
Ωj
(
|∇u|2 + |u|2
)
dx, for all j ∈ Γ.
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With little modifications in the arguments explored in the proof of Proposition 3.1 and
using Corollary 3.2, we also have the result below that will be used in Section 4.
Proposition 3.2. Let un ∈ Eλn,Rn be a (PS)∞,Rn sequence with Rn → +∞. Then, for some
subsequence, still denote by (un), there exists u ∈ H10 (Ω) such that
un ⇀ u weakly in H
1(RN).
Moreover,
(i)
‖un − u‖λn,Rn → 0,
and so,
un → u strongly in H
1(RN).
(ii) u ≡ 0 in RN\ΩΓ and u is a solution of{
−∆u = u log u2, in ΩΓ,
u = 0 on ∂ΩΓ.
(P∞,Γ)
(iii) un also satisfies
λn
∫
BRn (0)
V (x)|un|
2dx→ 0,
‖un‖
2
λn,BRn (0)\ΩΓ
→ 0,
‖un‖
2
λn,Ω′j
→
∫
Ωj
(
|∇u|2 + |u|2
)
dx, for all j ∈ Γ.
Proof. The proof of this proposition is similar with one of Proposition 3.1. In fact, there
exists K > 0 such that
‖un‖
2
λn,Rn ≤ K, ∀n ∈ N.
Thus (un) is bounded in H
1(RN) and we can assume that for some u ∈ H1(RN)
un ⇀ u weakly in H
1(RN),
and
un(x)→ u(x) a.e. in R
N ,
and u(x) = 0 on RN\Ω.
(i) Let 0 < R < Rn and φR ∈ C∞(RN ,R) be a cut-off function such that
φR = 0 x ∈ BR/2(0), φR = 1 x ∈ B
c
R(0), 0 ≤ φR ≤ 1, and |∇φR| ≤ C/R,
where C > 0 is a constant independent of R. Since the sequence (‖φRun‖λn,Rn) is bounded,
we derive that
Φ′λn,Rn(un)(φRun) = on(1),
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that is∫ (
|∇un|
2 + (λnV (x) + 1)|un|
2
)
φRdx =
∫
Ω′
Γ
F ′2(u
+
n )φRundx+
∫
RN\Ω′
Γ
F˜ ′2(u
+
n )φRundx
−
∫
un∇un∇φRdx−
∫
F ′1(u
+
n )φRundx+ on(1).
Choosing R > 0 such that Ω′Γ ⊂ BR/2(0), the Ho¨lder inequality together with the
boundedness of the sequence (‖un‖λn,Rn) in R leads to∫ (
|∇un|
2 + (λnV (x) + 1)|un|
2
)
φRdx ≤ l
∫
|un|
2φRdx+
C
R
‖un‖
2
λn,Rn + on(1).
So, fixing ζ > 0 and passing to the limit in the last inequality, it follows that
lim sup
n→∞
∫
RN\BR(0)
(|∇un|
2 + (λnV (x) + 1)|un|
2)dx ≤
C
R
< ζ, (3.3)
for some R sufficiently large.
Since G′2 has a subcritical growth, the above estimate (3.3) ensures that∫
G′2(x, u
+
n )w dx→
∫
G′2(x, u
+)w dx, ∀w ∈ C∞0 (R
N),
∫
G′2(x, u
+
n )u
+
n dx→
∫
G′2(x, u
+)u+ dx,
and ∫
G2(x, u
+
n ) dx→
∫
G2(x, u
+) dx.
Now, recalling that lim
n→∞
Φ′λn,Rn(un)w = 0 for all w ∈ C
∞
0 (R
N) and ‖un‖
2
λn,Rn ≤ K, ∀n ∈ N,
we deduce that ∫ (
∇u∇ω + u ω
)
dx+
∫
F ′1(u
+)ω dx =
∫
G′2(x, u
+)ω dx,
and so, ∫ (
|∇u|2 + |u|2
)
dx+
∫
F ′1(u
+)u+ dx =
∫
G′2(x, u
+)u+ dx.
This together with the equality lim
n→∞
Φ′λn,Rn(un)un = 0, that is,∫ (
|∇un|
2 + (λnV (x) + 1)|un|
2
)
dx+
∫
F ′1(u
+
n )u
+
n dx =
∫
G′2(x, u
+
n )u
+
n dx+ on(1),
leads to
lim
n→+∞
∫ (
|∇un|
2 + (λnV (x) + 1)|un|
2
)
dx+
∫
F ′1(u
+
n )u
+
n dx =∫ (
|∇u|2 + |u|2
)
dx+
∫
F ′1(u
+)u+ dx,
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from where it follows that, for some subsequence,
un → u in H
1(RN),
λn
∫
V (x)|un|
2 dx→ 0,
and
F ′1(u
+
n )u
+
n → F
′
1(u
+)u+ in L1(RN).
Since F1 is convex, even and F (0) = 0, we know that F
′
1(t)t ≥ F1(t) ≥ 0 for all t ∈ R. Thus,
the last limit together with Lebesgue’s theorem yields
F1(u
+
n )→ F1(u
+) in L1(RN).
Since that
‖un − u‖
2
λn,Rn =
∫
|∇un −∇u|
2 dx+
∫
|un − u|
2 dx+ λn
∫
V (x)|un|
2 dx,
we also have that
‖un − u‖
2
λn,Rn → 0,
finishing the proof of (i).
The proof of (ii) and (iii) is similar with one Proposition 3.1, so we omit it.
3.2 The L∞-boundedness of the (Mλ,R) solutions
In this subsection, we study the boundedness outside Ω′Γ for some solutions of (Mλ,R).
Lemma 3.5. Let (uλ,R) be a family of positive solutions of (Mλ,R) with (Φλ,R(uλ,R)) is
bounded in R for any λ > 0 and R > 0 large. Then, there exits K > 0 that does not depend
on λ > 0 and R > 0, and R∗ > 0 such that
|uλ,R|∞,R ≤ K, ∀λ > 0 and R ≥ R
∗.
Proof. For each λ > 0, L > 0 and β > 1, let
uL,λ :=
{
uλ,R, if uλ,R ≤ L
L, if uλ,R ≥ L.
zL,λ = u
2(β−1)
L,λ uλ,R and ωL,λ = uλ,Ru
β−1
L,λ .
Using the fact that (uλ,R) is a positive solution to (Mλ,R) and taking zL,λ as a test function,
we have∫
BR(0)
u
2(β−1)
L,λ |∇uλ,R|
2dx+ 2(β − 1)
∫
BR(0)
u2β−3L,λ uλ,R∇uλ,R∇uL,λdx (3.4)
+
∫
BR(0)
(λV (x) + 1)u
2(β−1)
L,λ |uλ,R|
2dx+
∫
BR(0)
F ′1(uλ,R)u
2(β−1)
L,λ uλ,Rdx =
∫
BR(0)
G′2(x, uλ,R)u
2(β−1)
L,λ uλ,Rdx.
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From the definition of G2, we have that
G′2(x, t) ≤ F
′
2(t) ≤ Ct
p−1, ∀ (x, t) ∈ RN × R+, (3.5)
where p ∈ (2, 2∗). It follows from (3.4) and (3.5) that∫
BR(0)
(|∇ωL,λ|
2 + |ωL,λ|
2)dx ≤ C
∫
BR(0)
upλ,Ru
2(β−1)
L,λ dx = C
∫
BR(0)
up−2λ,Rω
2
L,λdx. (3.6)
Using the Ho¨lder inequality, it yields that∫
BR(0)
up−2λ,Rω
2
L,λdx ≤ Cβ
2
(∫
BR(0)
upλ,Rdx
)(p−2)/p(∫
BR(0)
ωpL,λdx
)2/p
. (3.7)
On the other hand, by the Sobolev inequality, we have(∫
BR(0)
|ωL,λ|
2∗dx
)2/2∗
≤ C
∫
BR(0)
(|∇ωL,λ|
2 + |ωL,λ|
2)dx (3.8)
Combining (3.6), (3.7) and (3.8), we have(∫
BR(0)
|ωL,λ|
2∗dx
)2/2∗
≤ Cβ2
(∫
BR(0)
upβλ dx
)2/p
,
Using the Fatou’s lemma in the variable L, one has(∫
BR(0)
|uλ|
2∗βdx
)2/2∗
≤ Cβ2
( ∫
BR(0)
upβλ dx
)2/p
.
from where it follows that( ∫
BR(0)
|uλ|
2∗βdx
)1/2∗β
≤ C1/ββ
1/β
(∫
BR(0)
upβλ dx
)1/pβ
. (3.9)
Since Φλ,R(uλ,R) is bounded in R for any λ > 0 and R > 0 large and (uλ,R) is solution of
(Mλ,R), arguing as in the previous section we have that there is C > 0 such that
‖uλ,R‖λ,R ≤ C
λ > 0 and R > 0 large. Fixing any sequences λn → +∞ and Rn → +∞, we may see (uλn,Rn)
satisfies the hypotheses from Proposition 3.2, then uλn,Rn → u strongly in H
1(RN). Now,
since 2 < p < 2∗ and |uλn,Rn|L2∗(RN ) is bounded, a well known iteration argument (see in [7,
Lemma 3.10]) and (3.9) implies that there exists a positive constant K1 > 0 such that
|uλn,Rn|L∞(RN ) ≤ K1, ∀n ∈ N.
From the above analysis, it is easy to see that the lemma follows arguing by contradiction.
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Lemma 3.6. Let (uλ,R) be a family of positive solutions of (Mλ,R) with Φλ,R(uλ,R) is bounded
in R for any λ > 0 and R > 0 large and uλ,R → 0 in H1(BR(0)\ΩΓ) as λ,R → +∞.Then,
there exit R∗ > 0 and λ∗ > 0 such that
|uλ,R|∞,BR(0)\Ω′Γ ≤ a0, ∀λ ≥ λ
∗, R ≥ R∗.
In particular, uλ,R solves the original problem (Pλ,R) for λ ≥ λ∗ and R ≥ R∗.
Proof. Choose R0 > 0 large such that Ω ⊂ BR0(0). Since ∂Ω
′
Γ is a compact set, fixed a
neighborhood of B of ∂Ω′Γ such that
B ⊂ BR0(0)\ΩΓ,
the Moser’s iteration technique implies that there is C > 0, which is independent of λ, such
that
|uλ,R|L∞(∂Ω′
Γ
) ≤ C|uλ,R|L2∗(B), ∀R ≥ R0.
Fixing two sequences λn → +∞ and Rn → +∞, by Proposition 3.2 we have that for some
subsequence uλn,Rn → 0 in H
1(BRn(0)\ΩΓ), then uλn,Rn → 0 in H
1(BR0(0)\ΩΓ), and so,
|uλn,Rn |L2∗(B) → 0 as n→∞.
Hence, there is n0 ∈ N such that
|uλn,Rn|L∞(∂Ω′Γ) ≤ a0, ∀n ≥ n0.
Now, for n ≥ n0 we set u˜λn,Rn : BRn(0)\Ω
′
Γ → R given by
u˜λn,Rn(x) = (uλn,Rn − a0)
+(x).
Thereby, u˜λn,Rn(x) ∈ H
1
0 (BRn(0)\Ω
′
Γ). Our goal is showing that u˜λn,Rn(x) = 0 in BRn(0)\Ω
′
Γ,
because this will imply that
|uλn,Rn|∞, BRn(0)\Ω′Γ ≤ a0.
In fact, extending u˜λn,Rn(x) = 0 in Ω
′
Γ and taking u˜λ,R as a test function, we obtain∫
BRn (0)\Ω
′
Γ
∇uλn,Rn∇u˜λn,Rndx+
∫
BRn(0)\Ω
′
Γ
(λnV (x)+1)uλn,Rnu˜λn,Rndx ≤
∫
BRn (0)\Ω
′
Γ
F˜ ′2(uλn,Rn))u˜λn,Rndx.
Since∫
BRn (0)\Ω
′
Γ
∇uλn,Rn∇u˜λn,Rndx =
∫
BRn (0)\Ω
′
Γ
|∇u˜λn,Rn |
2dx,∫
BRn (0)\Ω
′
Γ
(λnV (x) + 1)uλn,Rn u˜λn,Rndx =
∫
(BRn (0)\Ω
′
Γ
)+
(λnV (x) + 1)(u˜λn,Rn + a0)u˜λn,Rndx,
and ∫
BRn (0)\Ω
′
Γ
F˜ ′2(uλn,Rn)u˜λn,Rndx =
∫
(BRn (0)\Ω
′
Γ
)+
F˜ ′2(uλn,Rn)
uλn,Rn
(u˜λn,Rn + a0)u˜λn,Rn,
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where
(BRn(0)\Ω
′
Γ)+ = {x ∈ BRn(0)\Ω
′
Γ : uλn,Rn(x) > a0}.
From the above equalities, we obtain that∫
BRn (0)\Ω
′
Γ
|∇u˜λn,Rn|
2dx+
∫
(BRn (0)\Ω
′
Γ
)+
(
(λnV (x) + 1)−
F˜ ′2(uλn,Rn)
uλn,Rn
)
(u˜λn,Rn + a0)u˜λn,Rn = 0.
By the definition of F˜ ′2, we have
(λnV (x) + 1)−
F˜ ′2(uλn,Rn)
uλn,Rn
≥ 1− l > 0 in (BRn(0)\Ω
′
Γ)+.
Thus, u˜λn,Rn = 0 in (BRn(0)\Ω
′
Γ)+, and u˜λn,Rn = 0 inBRn(0)\Ω
′
Γ. From the above arguments,
we can conclude that there exit λ∗ > 0 and R∗ > 0 such that
|uλ,R|∞,BR(0)\Ω′Γ ≤ a0, ∀λ ≥ λ
∗, R ≥ R∗.
The proof is complete.
3.3 A special minimax level
In this section, for any λ > 0 and j ∈ Γ, we denote by Ij : H10 (Ωj)→ R and Iλ,j : H
1(Ω′j)→ R
the functional given by
Ij(u) =
1
2
∫
Ωj
(
|∇u|2 + |u|2
)
dx−
1
2
∫
Ωj
u2 log u2 dx,
Iλ,j(u) =
1
2
∫
Ω′j
(
|∇u|2 + (λV (x) + 1)|u|2
)
dx−
1
2
∫
Ω′j
u2 log u2 dx,
which are the energy functionals associated to the following logarithmic equations{
−∆u = u log u2, in Ωj ,
u = 0, on ∂Ωj .
(Dj)
and {
−∆u+ λV (x)u = u logu2, in ∈ Ω′j ,
∂u
∂η
= 0, on ∂Ω′j .
(Nj)
It is easy to check that Ij and Iλ,j satisfy the mountain pass geometry. Since Ωj and Ω
′
j are
bounded, Ij and Iλ,j satisfy the Palais-Smale condition, from Mountain Pass Theorem due to
Ambrosetti-Rabinowitz, there exist two positive functions ωj ∈ H10(Ωj) and ωλ,j ∈ H
1(Ω′j)
verifying
Ij(ωj) = cj , Iλ,j(ωλ,j) = cλ,j and I
′
j(ωj) = I
′
λ,j(ωλ,j) = 0,
where
cj = inf
γ∈Υj
max
t∈[0,1]
Ij(γ(t)),
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cλ,j = inf
γ∈Υλ,j
max
t∈[0,1]
Iλ,j(γ(t)),
Υj = {γ ∈ C([0, 1], H
1
0(Ωj)) : γ(0) = 0, and Ij(γ(1)) < 0},
and
Υλ,j = {γ ∈ C([0, 1], H
1(Ω′j)) : γ(0) = 0, and Iλ,j(γ(1)) < 0}.
In fact, it is easy to prove that
cj = inf
u∈Nj
Ij(u),
cλ,j = inf
u∈N ′j
Iλ,j(u),
where
Nj =
{
u ∈ H10 (Ωj)\{0}; I
′
j(u)u = 0
}
,
and
N ′j =
{
u ∈ H1(Ω′j)\{0}; I
′
λ,j(u)u = 0
}
.
By a direct computation, there is τ > 0 such that if u ∈ Nj, for ∀j ∈ Γ, then
‖u‖j > τ, (3.10)
where ‖ ‖j denotes the norm on H10 (Ωj) given by
‖u‖j =
( ∫
Ωj
(|∇u|2 + |u|2)dx
) 1
2
.
In particular, since Ωj ∈ Nj, we have
‖ωλ,j‖j > τ, (3.11)
where ωλ,j = ωj |Ωj for all j ∈ Γ.
In what follows, cΓ =
∑l
j=1 cj and T > 0 is a constant large enough, which does not
depend on λ and R > 0 large enough, satisfying
0 < I ′j(
1
T
ωj)(
1
T
ωj), I
′
j(Tωj)(Tωj) < 0 ∀j ∈ Γ. (3.12)
Hence, by the definition of cj ,
max
s∈[1/T 2,1]
Ij(sTωj) = cj, ∀j ∈ Γ.
Without lost of generality consider Γ = {1, 2, · · · , l}, with l ≤ k and fix
γ0(s1, s2, · · · , sl)(x) =
l∑
j=1
sjTωj(x), ∀(s1, s2, · · · , sl) ∈ [1/T
2, 1]l.
Γ∗ = {γ ∈ C([1/T
2, 1]l, Eλ,R\{0}) : γ = γ0 on ∂([1/T
2, 1]l)}.
and
bλ,R,Γ = inf
γ∈Γ∗
max
(s1,s2,··· ,sl)∈[1/T 2,1]l
Φλ,R(γ(s1, s2, · · · , sl)).
We remark that γ0 ∈ Γ∗, so Γ∗ 6= ∅ and bλ,R,Γ is well-defined.
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Lemma 3.7. For each γ ∈ Γ∗, there is (t1, t2, · · · , tl) ∈ [1/T
2, 1]l such that
I ′λ,j(γ(t1, · · · , tl))γ(t1, · · · , tl) = 0, for j ∈ {1, · · · , l}.
Proof. Given γ ∈ Γ∗, consider the map γ˜ : [1/T 2, 1]l → Rl defined by
γ˜(s1, · · · , sl) =
(
I ′λ,1(γ(s1, · · · , sl))γ(s1, · · · , sl), · · · , I
′
λ,l(γ(s1, · · · , sl))γ(s1, · · · , sl)
)
.
For (s1, · · · , sl) ∈ ∂([1/T
2, 1]l), we know that
γ(s1, · · · , sl) = γ0(s1, · · · , sl).
Using (3.12) and Miranda’s Theorem [22], we obtain the result of the lemma.
Lemma 3.8. (a)
∑l
j=1 cλ,j ≤ bλ,R,Γ ≤ cΓ, for ∀λ > 0 and R > 0 large enough;
(b) For γ ∈ Γ∗ and (s1, · · · , sl) ∈ ∂([1/T
2, 1]l), we have
Φλ,R(γ(s1, · · · , sl)) < cΓ, ∀λ > 0.
The proof of the lemma is same as one of Proposition 4.2 in [1], so we omit it.
Corollary 3.4. (a) bλ,R,Γ is a critical value of Φλ,R for λ and R > 0 large enough.
(b) bλ,R,Γ → cΓ, when λ→ +∞ uniform for R large.
The proof of the corollary is similar with one of Corollary 4.3 in [1], here we also omit it.
3.4 A special solution for the auxiliary problem
Hereafter, we denote by
Υ =
{
u ∈ Eλ,R : ‖u‖λ,Ω′j >
τ
2T
, ∀j ∈ Γ
}
,
where τ, T were fixed in (3.10) and (3.12) respectively.
Moreover, we assume
ΦcΓλ,R = {u ∈ Eλ,R : Φλ,R(u) ≤ cΓ}.
Fixing κ = τ
8T
, and for small µ > 0, we define
Aλµ,R = {u ∈ Υ2κ : Φλ,BR(0)\Ω′Γ(u) ≥ 0, ‖u‖
2
λ,BR(0)\Ω′Γ
≤ µ, |Iλ,j(u)− cj| ≤ µ, ∀j ∈ Γ}.
where Υr, for r > 0, denotes the set Υr = {u ∈ Eλ,R : infv∈Υ ‖u − v‖λ,Ω′j ≤ r, ∀j ∈ Γ}.
Notice that w =
∑l
j=1wj ∈ A
λ
µ,R ∩ Φ
cΓ
λ,R which shows that A
λ
µ,R ∩ Φ
cΓ
λ,R 6= ∅, we have the
following uniform estimate of ‖Φ′λ,R(u)‖ in the set (A
λ
2µ,R\A
λ
µ,R) ∩ Φ
cΓ
λ,R.
Proposition 3.3. For each µ > 0, there exist Λ∗ > 0 and R
∗ > 0 large enough and σ0 > 0
independent of λ and R > 0 large such that
‖Φ′λ,R(u)‖ ≥ σ0 forλ ≥ Λ∗, R ≥ R
∗ and u ∈ (Aλ2µ,R\A
λ
µ,R) ∩ Φ
cΓ
λ,R.
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Proof. Arguing by contradiction, we assume that there exist λn, Rn → ∞ and un ∈
(Aλn2µ,Rn\A
λn
µ,Rn
) ∩ ΦcΓλn,Rn such that
‖Φ′λn,Rn(un)‖ → 0.
Since un ∈ A
λn
2µ,Rn
, we know that (‖un‖λn,Rn) and (Φλn,Rn(un)) are both bounded. Then,
passing to a subsequence if necessary, we can assume that (Φλn,Rn(un)) converges. Thus,
from Proposition 3.2, there exists 0 ≤ u ∈ H10 (ΩΓ) such that u is a solution for (Dj) and
un → u in H
1(RN), ‖un‖
2
λn,BRn(0)\ΩΓ
→ 0, and Φλn,Rn(un)→ IΓ(u) ∈ (−∞, cΓ].
Since (un) ⊂ Υ2κ, we derive that
‖un‖
2
λn,Ω′j
>
τ
4T
, ∀j ∈ Γ.
Let n→ +∞, we have the inequality
‖u‖2j ≥
τ
4T
> 0, ∀j ∈ Γ.
which yields u |Ωj 6= 0, j = 1, · · · , l and I
′
Γ(u) = 0. Consequently, by (3.10)
‖u‖2j >
τ
2T
> 0, ∀j ∈ Γ.
This way, IΓ(u) ≥ cΓ. However, from the fact that Φλn,Rn(un) ≤ cΓ and Φλn,Rn(un)→ IΓ(u),
as n→ +∞, we derive that IΓ(u) = cΓ. Thus, for n large enough
‖un‖
2
j >
τ
2T
, |Φλn,Rn(un)− cΓ| ≤ µ, for ∀j ∈ Γ.
So, un ∈ A
λn
µ,Rn
for large n, which is a contradiction to un ∈ (A
λn
2µ,Rn
\Aλnµ,Rn). Thus, we
complete the proof.
In the sequel, µ1, µ
∗ denote the following numbers
min
t∈∂[1/T 2,1]l
|IΓ(γ0(t))− cΓ| = µ1 > 0
and
µ∗ = min{µ1, κ, r/2},
where κ = τ
8T
was given before and r > max{‖wj‖H1
0
(Ωj) : j = 1, ..., l}. Moreover, for each
s > 0, Bλs denotes the set
Bλs = {u ∈ Eλ(BR(0)) : ‖u‖λ,R ≤ s}, for s > 0.
Proposition 3.4. Let µ > 0 small enough and λ∗ > 0 and R∗ large enough given in the
previous proposition. Then, for λ ≥ λ∗ and R ≥ R∗, there is a positive solution uλ,R of
(Mλ,R) satisfying uλ ∈ Aλµ ∩ Φ
cΓ
λ,R ∩ B
λ
r+1.
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Proof. For λ ≥ λ∗, assume that there are no critical points in Aλµ ∩ Φ
cΓ
λ,R ∩ B
λ
r+1. Since Φλ,R
verifies the (PS) condition, there exists a constant dλ > 0 such that
‖Φ′λ,R(u)‖ ≥ dλ for all u ∈ A
λ
µ ∩ Φ
cΓ
λ,R ∩ B
λ
r+1.
By Proposition 3.3, we have
‖Φ′λ,R(u)‖ ≥ σ0 for all u ∈ (A
λ
2µ\A
λ
µ) ∩ Φ
cΓ
λ,R,
where σ0 > 0 is independent of λ. In what follows, Ψ : Eλ,R → R be a continuous functional
verifying
Ψ(u) = 1 for u ∈ Aλ3µ/2 ∩Υκ ∩B
λ
r ,
Ψ(u) = 0 for u 6∈ Aλ2µ ∩Υ2κ ∩ B
λ
r+1,
0 ≤ Ψ(u) ≤ 1 for ∀ u ∈ Eλ,R,
and H : ΦcΓλ,R → Eλ(BR(0)) verify
H(u) :=
{
−Ψ(u) Y (u)‖Y (u)‖ , u ∈ A
λ
2µ ∩ B
λ
r+1,
0, u 6∈ Aλ2µ ∩ B
λ
r+1,
where Y is a pseudo-gradient vector field for Φλ,R on K = {u ∈ Eλ,R : Φ′λ,R(u) 6= 0}. Observe
that H is well defined, since Φ′λ,R(u) 6= 0, for u ∈ A
λ
2µ ∩ Φ
cΓ
λ,R. The following inequality
‖H(u)‖ ≤ 1, ∀λ ≥ λ∗ and u ∈ ΦcΓλ,R,
guarantees the deformation flow η : [0,∞)× ΦcΓλ,R → Φ
cΓ
λ,R defined by
dη
dt
= H(η) and η(0, u) = u ∈ ΦcΓλ,R,
verifies
d
dt
Φλ,R(η(t, u)) ≤ −Ψ(η(t, u))‖Φ
′
λ,R(η(t, u))‖ ≤ 0, (3.13)
‖
dη
dt
‖λ = ‖H(η)‖λ ≤ 1, (3.14)
η(t, u) = u for all t ≥ 0 and u ∈ ΦcΓλ,R\(A
λ
2µ ∩B
λ
r+1). (3.15)
We now study two paths, which are relevant for what follows:
(1) The path t→ η(t, γ0(t)), where t = (t1, · · · , tl) ∈ [1/T 2, 1]l.
Thereby, if µ ∈ (0, µ∗), we have that
γ0(t) 6∈ A
λ
2µ, ∀ t ∈ ∂([1/T
2, 1]l).
Since
Φλ,R(γ0(t)) ≤ cΓ ∀ t ∈ ∂([1/T
2, 1]l).
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From (3.15), it follows that
η(t, γ0(t)) = γ0(t) ∀ t ∈ ∂([1/T
2, 1]l).
So, η(t, γ0(t)) ∈ Γ∗ for all t ≥ 0.
(2) The path t→ γ0(t), where t = (t1, · · · , tl) ∈ [1/T 2, 1]l.
Since supp(γ0(t)) ⊂ ΩΓ for all t ∈ [1/T 2, 1]l, then Φλ,R(γ0(t)) does not depend on λ > 0.
On the other hand,
Φλ,R(γ0(t))) ≤ cΓ ∀ t ∈ [1/T
2, 1]l.
and
Φλ,R(γ0(t)) = cΓ if and only if tj = 1/T, ∀j ∈ Γ.
Thus, we have that
m0 := sup{Φλ,R(u) : u ∈ γ0([1/T
2, 1]l)\Aλµ} (3.16)
is independent of λ,R > 0 and m0 < cΓ. Now, observing that there exists K∗ > 0 such that
|Φλ,R(u)− Φλ,R(v)| ≤ K∗‖u− v‖λ,R, ∀ u, v ∈ B
λ
r ,
we claim that if T∗ > 0 is large enough, the estimate below holds
max
t∈[1/T 2,1]l
Φλ(η(T∗, γ0(t))) < max{m0, cΓ −
1
2K∗
σ0µ}. (3.17)
In fact, writing u = γ0(t), t ∈ [1/T
2, 1]l, if u 6∈ Aλµ, then by (3.13), we have
Φλ,R(η(t, u)) ≤ Φλ(η(0, u)) = Φλ,R(u) ≤ m0, ∀t ≥ 0.
On the other hand, if u ∈ Aλµ, by setting η˜(t) = η(t, u), d˜λ := min{dλ, σ0} and T∗ =
σ0µ
2K∗d˜λ
> 0.
Now we distinguish two cases:
(1) η˜(t) ∈ Aλ3µ/2 ∩Υκ ∩B
λ
r for ∀ t ∈ [0, T∗].
(2) η˜(t0) 6∈ Aλ3µ/2 ∩Υκ ∩ B
λ
r for some t0 ∈ [0, T∗].
If case (1) holds, we have Ψ(η˜(t)) ≡ 1 and ‖Φ′λ,R(η˜(t))‖ ≥ d˜λ for all t ∈ [0, T∗]. Thus, by
(3.13), we have
Φλ,R(η˜(T∗)) =Φλ,R(u) +
∫ T∗
0
d
ds
Φλ,R(η˜(s))ds
≤cΓ −
∫ T∗
0
d˜λds
=cΓ − d˜λT∗
≤cΓ −
σ0µ
2K∗
.
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If (2) holds. In this case we have the following situations:
(i) There exists t2 ∈ [0, T∗] such that η˜(t2) 6∈ Υκ, and thus, for t1 = 0 it yields that
‖η˜(t2)− η˜(t1)‖λ,R ≥ δ > µ,
because η˜(t1) = u ∈ Υ.
(ii) There exists t2 ∈ [0, T∗] such that η˜(t2) 6∈ Bλr , so that for t1 = 0, we obtain
‖η˜(t2)− η˜(t1)‖λ,R ≥ r > µ,
because η˜(t1) = u ∈ Bλr .
(iii) η˜(t) 6∈ Υκ ∩ Bλr , and there are 0 ≤ t1 < t2 ≤ T∗ such that η˜(t) ∈ A
λ
3µ/2\A
λ
u for all
t ∈ [t1, t2] with
|Φλ,R(η˜(t1))− cΓ| = µ and |Φλ,R(η˜(t2))− cΓ| =
3µ
2
.
From the definition of K∗, we have
‖η˜(t2)− η˜(t)‖λ,R ≥
1
K∗
∣∣∣Φλ,R(η˜(t2))− Φλ,R(η˜(t1))∣∣∣
≥
1
K∗
(
|Φλ,R(η˜(t2))− cj0| − |Φλ,R(η˜(t1))− cj0 |
)
≥
1
2K∗
µ.
By the mean value theorem and t2 − t1 ≥
1
2K∗
µ, we have
Φλ,R(η˜(T∗)) =Φλ,R(u) +
∫ T∗
0
d
ds
Φλ,R(η˜(s))ds
≤Φλ,R(u)−
∫ T∗
0
Ψ(η˜(s))‖Φ′λ,R(η˜(s))‖ds
≤cΓ −
∫ t2
t1
σ0ds
=cΓ − σ0(t2 − t1)
≤cΓ −
σ0µ
2K∗
.
and so (3.17) is proved.
Fixing η̂(t) = η(T∗, γ0(t)), we have that η̂(t) ∈ Υ2κ, and so η̂(t)|Ω′j 6= 0 for all j ∈ Γ. Thus,
η̂ ∈ Γ∗ and
bλ,R,Γ ≤ max
s∈[1/T 2,1]l
Φλ,R(η̂(s)) ≤ max{m0, cΓ −
σ0µ
2K∗
} < cΓ.
But, by Corollary 3.4, bλ,R,Γ → cΓ as λ→∞ uniform in R > 0 large, which is a contradiction.
Thus, we can conclude that Φλ,R has a critical point uλ,R ∈ A
λ
µ for λ and R large enough.
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4 Proof of Theorem 1.1
From Proposition 3.4, for µ ∈ (0, µ∗) and λ∗ > 0, there exists a positive solution uλ,R for
problem (Mλ,R) satisfying uλ,R ∈ Aλµ,R ∩ Φ
cΓ
λ,R for all λ ≥ λ
∗ and R ≥ R∗.
Now we will fix λ ≥ λ∗ and take a sequence Rn → +∞. Thereby, we have a solution
uλ,n = uλ,Rn for (Mλ,Rn) with
uλ,n ∈ A
λ,Rn
µ ∩ Φ
cΓ
λ,Rn
, ∀n ∈ N.
Using the estimates made in the previous section, we know that (uλ,n) is bounded in H
1(RN),
and so, we can assume that for some uλ ∈ H1(RN ).
Φλ,Rn(uλ,n)→ d ≤ cΓ,
uλ,n ⇀ uλ in H
1(RN),
uλ,n → uλ in L
q
loc(R
N) ∀q ∈ [1, 2∗)
and
uλ,n(x)→ uλ(x) a.e in x ∈ R
N .
Since
0 ≤ uλ,n(x) ≤ a ∀x ∈ R
N \ ΩΓ,
we also that
0 ≤ uλ(x) ≤ a ∀x ∈ R
N \ ΩΓ.
The next two lemmas play a fundamental role in the proof of Theorem 1.1. Since their
proof follows by similar arguments explored in Proposition 3.2, we omit them.
Lemma 4.1. For any fixed ζ > 0, there is R > 0 such that
lim sup
n→∞
∫
RN\BR(0)
(|∇uλ,n|
2 + (λV (x) + 1)|uλ,n|
2)dx ≤ ζ.
Lemma 4.2. uλ,n → uλ in H1(RN ). Moreover,
F1(uλ,n)→ F1(uλ) and F
′
1(uλ,n)uλ,n → F
′
1(uλ)uλ in L
1(RN).
As a consequence, uλ is a critical point of Φλ with
uλ ∈ A
λ
µ = {u ∈ Υ2κ : Φλ,RN\Ω′Γ(u) ≥ 0, ‖u‖
2
RN\Ω′
Γ
≤ µ, |Iλ,j(u)− cj | ≤ µ, ∀j ∈ Γ}.
Here, by a critical point we understand that uλ satisfies the inequality below∫
∇uλ∇(v−uλ) dx+
∫
(λV (x)+1)uλ(v−uλ) dx+
∫
F1(v) dx−
∫
F1(uλ) dx ≥
∫
F ′2(uλ)(v−uλ) dx.
for all v ∈ Eλ.
Now, we are ready to give the proof of Theorem 1.1.
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Proof of Theorem 1.1. Now, given λn → +∞ and µn ∈ (0, µ0) with µn → 0, there is a
solution un ∈ Aλnµn of problem (Pλn). Therefore, (un) is bounded in H
1(RN) and satisfies:
(a) ‖Φ′λn(uλn)‖ = 0, ∀n ∈ N,
(b) ‖uλn‖λn,RN\Ω′Γ → 0,
(c) Φλn(un)→ d ≤ cΓ.
Here,
‖Φ′λ(u)‖ = sup
{
〈Φ′λ(u), z〉 : z ∈ H
1
c (R
N) and ‖z‖λ ≤ 1
}
.
Arguing as in the proof of Proposition 3.2, there is u ∈ H1(RN) such that uλn → u
strongly in H1(RN), and u ≡ 0 in RN\ΩΓ and u is a solution of{
−∆u = u log u2, in ΩΓ,
u = 0, on ∂ΩΓ,
(P∞,Γ)
and so,
IΓ(u) ≥ cΓ.
On the other hand, we also know that
Φλn(uλn)→ IΓ(u),
implying that
IΓ(u) = d and d ≥ cΓ.
Since d ≤ cΓ, it yields that
IΓ(u) = cΓ,
showing that u is a least energy solution for (P∞,Γ). We complete the proof of the
theorem.
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