Abstract-In this paper, a novel optimal learning algorithm for partially unknown voltage-source inverters (VSIs) operating in parallel is presented. The algorithm designs game-theory-based distributed controllers to provide the appropriate working voltage magnitude and frequency at the load by converting dc voltage to ac voltage at the parallel VSIs. It takes advantage of information from the neighboring low pass L-C filters to improve harmonic distortion and guarantee equal sharing of the load current across the VSIs while avoiding current circulation during transient and ensuring stability and robustness. It builds upon the ideas of approximate dynamic programming (ADP) and uses only partial information of the system and the exosystem, which is connected only to some of the VSIs. The proposed framework was tested in simulations to show its effectiveness.
I. INTRODUCTION
W ITH the integration of renewable energy sources such as photovoltaic system, wind turbine, fuel cells, and batteries, the grid became more vulnerable to islanding phenomenon, as the renewable sources keep energizing the distribution line, irrespective of its connection to the utility grid. Synchronization will be crucial for all the connected inverters to adapt their behavior in any condition. In addition, the transient responses are forfeited especially when the load is nonlinear or there are sudden-load applications or removals, the harmonics of the load current cannot be split equally. One solution for generating highpower outputs with low-power inputs is to place a number of electronic voltage source inverters (VSIs) in parallel to enhance reliability. A key issue in parallel operation is the distribution of the load current. In an inverter parallel system, the amplitudes and phases of the output voltages of all inverters should strictly be equal to each other to guarantee that each inverter shares the same load current. Otherwise, current circumfluence and overload of some inverters in the inverter parallel system may arise.
Control systems for power systems [12] and specifically for VSIs usually use PI control [20] , deadbeat control [10] , a combination of them [4] , [17] , delta modulation, hysteresis control [23] , or complex multivariable feedback control [8] , [14] , [15] , [24] . In practice, it is impossible to know exactly all the parameters of the filter connected to the inverter since most of them change with time. The most commonly used control method for improving power sharing in parallel inverters is the voltage/frequency droop control method. This method is better understood in the phasor domain, where active and reactive power are used to adjust the frequency and amplitude of the output voltage. Specifically, Brabandere et al. [3] control the frequency and the amplitude by imitating the voltage source with a complex finite-output impedance, while Guerrero et al. [7] enforced the output impedance to be resistive. Extending the work of Brabandere et al. [3] and Guerrero et al. [7] Yao et al. [22] considered separate cases for pure inductive, pure resistive, and complex impedances, and for the latter, they showed that conventional droop control does not achieve balanced power sharing and, for that reason, they proposed a novel droop controller. In [18] and [19] , the authors used ideas from coupled oscillators, power systems, and multiagent systems to examine synchronization and power sharing in droop-controlled inverters operating in parallel. A distributed control for pulse-width modulation inverters in parallel operation is proposed in [9] to feed an asynchronous motor. Recently Lazzarin et al. [13] proposed a distributed droop control topology that utilizes only internal filter variables of the VSI to control its operation but without performance or stability guarantees. Dorfler et al. [6] proposed an offline sparsity promoting optimal control approach by designing a centralized controller based on slow coherency. Another interesting approach for controlling parallel VSIs is to use distributed model predictive control (MPC). In [16] , Negenborn proposes coordination mechanisms based on Lagrangians. But, generally solving the MPC optimization problem and deriving the manipulated variable is computationally challenging. Other MPC problems arise in cases where the models are not known very well, because of strong model dependence.
Contributions: The contributions of the present paper are as follows. First, in order to achieve minimization of the currents' circulation and reduction of the output voltage errors, we employ game-theoretic coupled minimizations that consider local performance indices that depend on the voltages and the currents of the local L-C filters in the VSIs. The proposed framework is based on a separate actor/critic approximator for each inverter that does not require knowledge of the values of the load and parasitic resistances and capacitances of the VSIs, which in most cases are hard to know precisely. By incorporating local saturated input voltages in the performance index, we avoid the need of pure pulse-width modulation control methods and phasor domain analysis. The main advantage of an analysis that does not require the phasor domain is that one can control transients much faster than the fundamental period. To achieve equal current sharing amongst the inverters, we use appropriate user-defined matrices in the performance indices. Finally there is only the need of a neighborhood signal line to share the information on the current and voltage. This improves reliability with respect to existing droop control or other current sharing methods that need information about the highest or average current.
Notation: R + denotes the set {x ∈ R : x > 0}, . P denotes the Euclidean norm weighted by a matrix P. We write λ(M ) (λ(M )) for the minimum (maximum) eigenvalue of matrix M .
II. PROBLEM FORMULATION
The goal of the present paper is the design of a game-based computational intelligent algorithm to synchronize a network described by a set N := {1, 2, . . . , N} of VSIs connected in parallel. Specifically, we want to convert the dc sources of V idc V ∀i ∈ N to an ac voltage V iL with magnitude equal to √ 2 × 110 V and 60 Hz frequency, i.e., V iL = √ 2V cos(377t), ∀i ∈ N , where V is the rms value of the phase voltage at the bus (taken as 110 V) for each VSI. We model the communication, employed for data exchange among the inverters, by a fixed topology graph G = (V G , E G ) consisting of a nonempty finite set of N nodes V G = {n 1 , . . . , n N } that represent the inverters and a set of edges or arcs E G ⊆ V G × V G that represent interinverter information exchange links. We assume, the graph is simple, e.g., it has no repeated edges and (n i , n i ) / ∈ E G , ∀i ∈ N , i.e., no self-loops. The set of neighbors of a node n i is denoted by N i = {n j : (n j , n i ) ∈ E G }, and consists of the set of nodes with arcs incoming to n i . The number of neighboring inverters of inverter i is denoted by d i := |N i |. A structure for parallel VSIs is shown in Fig. 2 . We denote by Z i , ∀i ∈ N the impedance of the cable between each inverter and the ac Bus connection point. For simplicity in the analysis, we assume that the line impedances Z i , ∀i ∈ N are equal to zero, but in the simulations, we do consider nonzero line impedances to verify the efficacy of the proposed approach. The diagram shown in Fig. 1 presents each inverter filtered with an L-C filter (a second order filter giving −40 dB/decade attenuation) in order to reduce the switching harmonics entering the distribution network.
To determine a state-space description of the system, we employ Kirchhoff's voltage and current laws. In the state-space model, the state is
T and the output V iL is the voltage across the capacitance C ap i , as shown in Fig. 1 ,
Remark 1: For simplicity, in the analysis below, we consider a pure linear load Z load ≡ R load . The analysis and the algorithm that follow in the following sections shall work for any linear and nonlinear load, as we shall see in the simulation section. This is explained by the fact that our proposed algorithm considers the A i matrices to be completely unknown.
To provide the desired frequency and magnitude, we use the following marginally stable exosystem that will be connected to some of the VSIs and will be initialized at the right ampli-
where ω 0 ∈ R + is the desired ac frequency. To design the local criteria to be optimized, we write the output error e rri ∈ R for all i ∈ N that we would like to eventually drive to zero as,
where the so-called pinning gains g i 0 are nonzero for one or more nodes that are coupled directly to the exosystem. To design distributed controllers, we need to design local performance indices that map the input voltages to the interval [−V idc , V idc ], and also provide optimal synchronization by exchanging currents and voltages only between the local L-C filters.
We start with the performance index of the form
where Q i 0, Q ri 0 are user defined nonnegative matrices of appropriate dimensions and R s (u i ) = 2 
T dv. The term x T i Q i x i constraints the states (i.e., currents and voltages of the L-C filter) to be small to encourage a smooth response and small current circulation, and the term e T rri Q ri e rri promotes exosystem tracking. To avoid a conflict between these two terms, we follow the approach of [1] and restrict the matrix Q i to be of the form
for some arbitrary nonnegative definite matrixQ i . As shown in [1] , this choice of Q i guarantees that x T i Q i x i =x iQixi , wherê x i = Px i for a linear projection P with the property that the tracking error is the same for x i andx i . Thus, by penalizing thex i component of x i , we are not compromising the system's ability to achieve a zero steady-state error.
The next step is to write the tracking problem as a regulator problem following [1] . For that reason we shall use an augmented systemx
The augmented dynamics are given by, ∀i ∈ N ,
a block diagonal matrix of the local neighborhood. This allows us to rewrite (1) with Q i as in (2) as follows:
whereQ i is given by (5), shown at the bottom of the next page, with R [·] j ∈N i an appended row vector with state information from the local neighborhood. We are interested in finding Nash equilibria policies u * i , ∀i ∈ N for the N -player game in the sense that
where
iQ ixi dτ subject to the dynamics (3) and given bounded inputs inside the interval
Remark 2: Note that, one can convert easily the performance (4) to consider a minmax optimization (H ∞ control) in the form of
with w i a disturbance input in every inverter and γ i γ * i 0 with γ * i the smallest γ i that stabilizes the system. The development that follows, can be easily extended in this case following [2] .
III. GAME-BASED DISTRIBUTED OPTIMIZATION
The equilibria conditions (6) can be expressed by N coupled optimizations
which share the dynamics (3) and the Hamiltonians
where ρ i ∈ R 4+2|N i | is the costate variable. For each i ∈ N , the left-hand side of the optimizations in (7) can be viewed as a value function
, ∀i ∈ N that should satisfy the appropriate coupled Hamilton-Jacobi equations
with boundary conditions V * i (0) = 0 and control policies given
A. Integral Reinforcement Learning
The formulation of the local distributed coupled Bellman equation (8) withQ picked as in (5) to achieve tracking works only for finite horizon optimization. The problem is that (4) will have an infinite value so that the optimization (6) is not well defined. Moreover, the Bellman equation (8) require full knowledge of the dynamics of each VSI that in real world problems will limit the application of the proposed algorithm because of unknown quantities and unmodeled dynamics. From [21] , we know that an equivalent formulation of the coupled Bellman equation (8) that does not involve the dynamics and produces a finite cost is given as
for any time t 0 and time interval T > 0.
B. Existence and Stability of Equilibria
The next theorem provides a sufficient condition on the existence of a Nash equilibrium based on a relaxed version of the coupled Hamilton-Jacobi equations (9) , where the equality to zero was replaced by less than or equal to zero.
Theorem 1: Suppose that the communication graph between the inverters is strongly connected and that there exist positive definite functions V i ∈ C 1 and i ∈ N that satisfy the following inequalities:
, ∀i ∈ N and also thatQ i , ∀i ∈ N is picked according to (5) . The closed-loop systems (3) ∀i ∈ N with control policies
have asymptotically stable equilibrium points, and the inverters' outputs y i , ∀i ∈ N will all asymptotically synchronize to the exosystem. Moreover, the control policies (10) form a Nash equilibrium and
The proof follows from [21] and is omitted due to space limitations.
IV. SYNCHRONIZATION USING ACTOR/CRITIC STRUCTURES
Since in general it is not easy to solve (9) to find the costs V i , ∀i ∈ N we shall use an actor/critic network architecture for every inverter to provide approximations of its cost and controller. Specifically, N critic approximators will provide approximations of the value functions V i , i ∈ N and N actor approximators will provide approximations of the controllers
The critic approximators have the following form:
where idmax . The optimal controllers are approximated by the following actor approximators,
are smooth basis functions with h 2 linearly independent basis bounded as φ iu φ iumax , iu (x i ) ∈ R are the residual errors, and W iu ∈ R h 2 are the optimal weights.
By using (11) in (9), one obtains
where iπ is a function of the approximation error i and T > 0. We define the integral reinforcement signal ∀t ≥ 0 for every VSI as
N , which allows us to rewrite (12) as
The approximate value function and the optimal policy for every VSI using current estimatesŴ i andŴ iu of the ideal weights W i and W iu , respectively, are given by the following critic and actor approximators:
Toward making (13) hold with a zero error iπ , our goal is to tune the weightsŴ i so that the following error is driven to zero,
For that reason, we will use a gradient descent to select the critic network weightsŴ i to minimize the squared error
where α i ∈ R + determines the speed of convergence. Defining the critic estimation error asW i := W i −Ŵ i , the critic estimation error dynamics are given bẏ (17) where N iom is the nominal system and p ier is the perturbation due to error iπ . Theorem 2: Let the tuning of the critic network for every VSI be given by (16) . Then the nominal system defined by (17) with p ier = 0 is exponentially stable with its trajectories satisfying ||W i (t)|| ||W i (t 0 )||κ i1 e −κ i 2 (t−t 0 ) , for t > t 0 0, for some k i1 , k i2 ∈ R + provided that the signal
is persistently exciting (PE) over the
The proof follows from [21] . Now, we have to define the error for every actor network e iu ∈ R that we have to drive to zero. The error is constructed by using (10) withV i from (14) and has the following form:
In order to drive e iu to zero for every VSI i ∈ N , we have to selectŴ iu such that the following criterion is minimized:
Hence, the tuning for the actor network can be found by applying gradient descent to (18) as follows:
where α iu ∈ R + determines the speed of convergence. By defining the actor estimation error asW iu := W iu −Ŵ iu its error dynamics can be written aṡ
V. EQUAL CURRENT SHARING AND USER DEFINED MATRICES IN THE PERFORMANCE
The designer needs to make a tradeoff to balance the performance between good exosystem tracking, in terms of voltage magnitude and frequency, and good current sharing control. This section provides guidelines for selecting the weighting matricesQ i in (4) to promote equal current sharing among the VSIs. To accomplish this, we rewritẽ x T iQ ixi in (4) as follows:
T and (· · · ) being the terms of (4) that depend on the voltages and
0, where the positive scalar Q f i11 ∈ R + will weight the current of the ith VSI and the diagonal matrix with positive entries Q f i22 ∈ R |N i |×|N i | will weight the currents in the neighborhood. The following lemma examines how picking appropriate user defined matricesQ i in (2) achieves equal current sharing among all inverters.
Lemma 1: Consider the following optimization of all current component terms i i inx
Picking the weighting as
where k i ∈ R + is the weighting of the current i i that appears in the neighborhood of other inverters, the minimum to this optimization is achieved at the equal current sharing i i = i N . Proof: In order to minimize F := N i=1 f i subject to the constraint
, in other words find the user-defined matrix Q f i such that the current is equally shared, we apply the Lagrange multiplier method to write minimize F subject to
Before, we solve the optimization problem we need to expand
Moreover, let g := 
We shall take for all i ∈ N ,
and after substituting (23) 
VI. CONVERGENCE AND STABILITY ANALYSIS

Fact 1:
The following bounds are used to simplify the results from the following theorem and are consequences of previous assumptions:
To deal with the presence of the approximation errors with known bounds, and to obtain an asymptotically stable closedloop system, one needs to add a robustifying term to the control (15) of the form
With these terms the system dynamics (3) and (15) by using the robustifying term (24) can be written aṡ
A pseudocode that describes the algorithm has the following form Start with initial currents and voltages in the neighboring augmented statex i (0), random initial weightsŴ i (0),Ŵ iu (0) for every inverter and construct the weightingQ i according to (21) .
3:
Propagate t,x i (t).
4:
PropagateŴ i (t),Ŵ iu (t) Ẇ iu as in (19) andẆ i as in (16).
5:
Compute (14), and (15) for every inverter.
6: end procedure
The following theorem is the main result and proves asymptotic stability of the overall system. Theorem 3: Consider the dynamics (3) for each VSI with the control input given by (15) and theQ i , ∀i ∈ N picked according to (5) . Assume that the signal
is PE. The tuning laws for the critic and actor networks are given by (16) and (19) , respectively, and the learning information collecting interval T is picked sufficiently small. Then the equilibrium point of x i (t),W i (t),W iu (t) , ∀i ∈ N is asymptotically stable for all x i (0),W i (0),W iu (0) , ∀i ∈ N and the outputs of the VSIs at the load provide the appropriate voltage frequency and magnitude by following the exosystem, provided that the following inequalities are satisfied:
Proof: Consider the following Lyapunov equation V with
where V * i is the optimal value function for each inverter and
is a Lyapunov function for the critic error dynamics given by (17) .
By taking the time derivative of (28) [first term with respect to (26), second term with respect to the perturbed critic estimation error dynamics (17) , and substitute the actor error dynamics from (20) ] and grouping the terms together, one obtainṡ
Now for simplicity we will take the following two terms of (29) separately as
and
After using the Bellman equation (8) in (30) one obtains
which can be upper bounded by using vector nested norms as
After using Young's inequality for products, one can further upper bound (32) as
Now, we can upper bound (31) as
By using Young's inequality for products one can further upper bound (33) as
Since we are summing over all the inverters in the terms T 1 and T 2 and since the sum over the neighborhood has similar properties, we can cross out the similar terms. Finally (29) can be written asV T 1 + T 2 and after taking into consideration the bound of K i2 given by (25) one haṡ
By taking into account the inequalities (27) one hasV < 0, t 0. From Barbalat's lemma [11] it follows that as t → ∞, then ∀i ∈ N , e rr i → 0, W i → 0 and W iu → 0 and hence the robustifying term goes to zero asymptotically. Finally since the robustifying term goes to zero hence û i → u * i .
VII. IMPLEMENTATION ISSUES AND SIMULATIONS
A. Implementation Discussion
Since the IGBTs (Insulated Gate Bipolar Transistors) have become the component of choice for many power electronic applications, we need to open and close appropriate switches to take ±V idc . For that reason, the control input (15) has to provide dc voltage {−V idc , V idc } and not [−V idc , V idc ]. To do that, one should pass the control input through a hard limiter that restricts its output to one of the two values ±V idc , i.e.,
B. Algorithmic Evaluation
Consider the configuration of inverters shown in Fig. 1 with The algorithm from Theorem 3 is applied to a case of no-load connected from t < 0.2, a linear load Z load = R load (in the algorithm proposed the load is considered unknown) from 0.2 t < 0.5 and then a nonlinear load model adopted from a fluorescent lamp model with an unknown equivalent resistance variation [5] is added for t ≥ 0.5. One can see that the algorithm is very robust to sudden load changes. In Fig. 3 quality of our VSIs, we use the total harmonic distortion (THD) that is the ratio of the sum of the powers of all harmonic components to the power of the fundamental harmonic. One should obtain low THDs (< 3%) in order to have reduction in peak currents, namely, the proposed framework provides THDs that are essentially below 1.3%, 1.42%, 1.65%, 1.6%, and 1.38%. This indicates that the controllers can operate the system effectively in the presence of sudden load changes and white noise in the output. Finally, the fact that a hard limiter hardly makes any change in the performance confirms that the method is robust. This is not surprising in view of the fact that we use a game-theoretical framework that protects the system against worst-case disturbances.
VIII. CONCLUSION AND FUTURE WORK
This paper proposed a learning-based optimal synchronization algorithm that provides the desired magnitude and frequency at the ac appliances by integrating separate dc/ac microinverters to convert dc voltage to ac voltage. The computational intelligent system creates a high-quality, self-sufficient ac grid. The controllers ensure exosystem tracking, in terms of ac voltage magnitude and frequency, with guaranteed performance and equal current sharing. In order to implement this algorithm, we designed distributed optimal controllers that use current and voltage information in the L-C filters from neighboring inverters and without requiring the knowledge of the values of the load and of any parasitic resistances or capacitances which are hard to know. The algorithm builds upon the ideas of approximate dynamic programming (ADP) and uses only partial information of the systems and the exosystem, which is pinned to very few inverters in order to provide the desired behavior without phasor domain analysis. Simulation results showed the effectiveness of the proposed approach. Future work will be concentrated on testing the present algorithm in hardware and to three-phase systems with delays and disturbance attenuation mechanisms (i.e., H ∞ ).
