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Abstract 
The estimation of the sensor measurement biases in a multisensor system is vital for the sensor data fusion. A solution is 
provided for the estimation of dynamically varying multiple sensor biases without any knowledge of the dynamic bias model pa-
rameters. It is shown that the sensor bias pseudomeasurement can be dynamically obtained via a parity vector. This is accom-
plished by multiplying the sensor uncalibrated measurement equations by a projection matrix so that the measured variable is 
eliminated from the equations. Once the state equations of the dynamically varying sensor biases are modeled by a polynomial 
prediction filter, the dynamically varying multisensor biases can be obtained by Kalman filter. Simulation results validate that the 
proposed method can estimate the constant biases and dynamic biases of multisensors and outperforms the methods reported in 
literature. 
Keywords: signal processing; dynamic bias estimation; simulation; multisensor; Kalman filter 
1 Introduction1 
The estimation of the sensor measurement bi-
ases in a multiple sensor system is vital for the sen-
sor data fusion[1-2]. In modern aerial surveillance 
systems, if the sensor bias errors are uncorrected, 
registration error can lead to large tracking errors 
and potential formation of multiple tracks (ghosts) 
on the same target. Great effort has been done to 
estimate the sensor bias. A detailed review of the 
research can be found in Ref.[3]. In general, some 
of those methods are computationally infeasible[4]; 
some solve the problem under a rather restrictive 
algebraic constraint that is impossible in practice[5]; 
others only deal with the relative bias error [6]. 
Xiangdong Lin, Y. Bar-shalom and T. Kirubara-
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jan generalized the method of the exact multisensor 
dynamic bias estimation with local tracks[3]. They ob-
tained the bias measurement model by manipulating 
the sensor measurement equation, and the state equa-
tions of the sensor biases were modeled as random 
walk processes. Then the biases of multisensors were 
estimated with Kalman filter. 
In this paper, a new method for estimating mul-
tisensor dynamic biases is proposed. The sensor bias 
pseudomeasurement equation can be dynamically 
obtained via a parity vector of the measurement. This 
is accomplished by multiplying the sensor uncali-
brated measurement equations by projection matrix 
so that the measured variable is eliminated from the 
equations. Then the bias state equation is modeled 
as a polynomial prediction filter (PPF). Kalman fil-
ter is then used to estimate the sensor biases. The 
analysis and simulation results show that the 
method proposed outperforms other methods re-
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ported in literature. 
2 Sensor Bias Model 
2.1 Sensor measurement model 
It is assumed that the sensors operate in polar 
coordinates and have biases in the range and azi-
muth measurements. For sensor i the bias is 
T
, , [ ] 1, ,i r i ib b i Mθ= = "b       (1) 
where M is the number of sensors. 
The dynamics of the target is modeled using 
discretized continuous white noise acceleration 
(DCWNA) models[7]. The dynamic equation of the 
target in Cartesian coordinates is 
( 1) ( ) ( )k k k+ = +x Fx v          (2) 
where the state vector x and the transition matrix F 
are defined as 
T[ ]x x y y=  x            (3) 
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where T is the sampling interval, and v(k) is a 
zero-mean white process noise with covariances 
x
y
⎡ ⎤= ⎢ ⎥⎣ ⎦
0
0
Q
Q
Q
            (5) 
3 2
2
1 1
3 2
1
2
x x
T T
q
T T
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
Q          (6) 
3 2
2
1 1
3 2
1
2
y y
T T
q
T T
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
Q          (7) 
where xq  and yq  are the power spectral densities. 
The measurements for sensor i are range ri and 
azimuth iθ  with additive bias in Eq.(1) and uncor-
related zero-mean white measurement noise with 
corresponding variances 2rσ  and 2θσ . After trans-
forming the measurements into Cartesian coordi-
nates, the measurement equation for sensor i is 
( ) ( ) ( ) ( )i i i ik k k k= + +z Hx B b w       (8) 
where the measurement matrix H is 
1 0 0 0
0 0 1 0
⎡ ⎤= ⎢ ⎥⎣ ⎦H           (9) 
( )i ikB b  is the transformation of the sensor biases 
from polar to Cartesian coordinates [8], 
cos ( ) ( )sin ( )
sin ( ) ( )cos ( )
i i i
i
i i i
k r k k
k r k k
θ θ
θ θ
−⎡ ⎤= ⎢ ⎥⎣ ⎦
B      (10) 
and ( )i kw  is the measurement noise with the co-
variance in the Cartesian coordinates[8], 
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  (11) 
The sensor bias model is 
( 1) ( : ) ( )
ii i
k k k N k+ = − +
ib b
b F b v     (12) 
where
ib
F is the transition matrix of the bias vector 
( : )i k k N−b , and ( )kibv  is the process noise of the 
bias vector with zero-mean and variance 
ib
Q . 
2.2 Bias dynamic equation and measurement 
equation 
From Eq.(8), a measurement equation of M 
sensors can be written as 
*+ += *Z H x B b W          (13) 
where T1 2[   ]M= "Z z z z , [ ]T*2 4M × = "H H H ，
*
1 2diag[   ]M= "B B B B ， T1 2[   ]M= "b b b b and 
T
1 2[  ]M= "W w w w . 
Multiplying both sides of Eq. (13) by the parity 
space projection matrix ( 1) 2M M− ×∈RV which satisfies 
*
( 1) 4
T
( 1) ( 1)
M
M M
− ×
− × −
=
=
0VH
VV I
         (14) 
the parity vector of the uncalibrated measurement 
vector Z is obtained from 
*= +VZ VB b VW            (15) 
Only the case of M = 2 is considered for conven-
ience. This can be easily extended to the case in 
which M is larger than two. From Eq.(14), the parity 
space projection matrix V is 
1 1 1 1
2 2 2 2
⎡ ⎤= − −⎢ ⎥⎣ ⎦V         (16) 
for the other projection matrixes where M is larger 
than two, please refer to Ref.[9]. 
From Eqs.(14)-(16), the bias pseudomeasure-
ment equation can be obtained as follows 
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and by simple arithmetic operation, Eq.(17) can be 
rewritten as 
[ ] [ ] 11 2 1 2 1 2
2
[ ]
⎡ ⎤− = − + −⎢ ⎥⎣ ⎦
b
z z B B w w
b
   (18) 
thus the bias pseudomeasurement equations are ob-
tained as follows: 
b b( 1) ( 1) ( 1)k k k+ = + + +z H b w       (19) 
b 1 2( 1) [ ( 1) ( 1)]k k k+ = + − +H B B       (20) 
1
2
⎡ ⎤= ⎢ ⎥⎣ ⎦
b
b
b
               (21) 
1 2( 1) ( 1) ( 1)k k k+ = + − +w w w       (22) 
1 2( 1) ( 1) ( 1)k k k+ = + + +R R R       (23) 
Eq.(19) is the bias pseudomeasurement equa-
tion. Unlike Ref.[3], where Eq.(19) is derived from 
a lot of complex mathematical manipulations, from 
Eqs.(13)-(23), one can find that Eq.(19) is obtained 
very easily by a projection matrix V. 
Once the bias state equation of the sensors is 
obtained, it is possible to obtain the bias estimation 
based on Kalman filter. However, it is very hard to 
obtain the bias transition matrix ( )i kbF  in Eq.(12). 
In Ref.[3], the bias dynamic state equation is mod-
eled by a random walk model, and the ( )
i
kbF is set as 
a constant matrix in advance to avoid the difficulty 
of modeling unknown sensor bias states. However, 
its reasonableness is problematic due to the fact that 
( )
i
kbF  is derived from experience. In this paper, an 
alternative approach to modeling the sensor dy-
namic bias is proposed as follows. 
3 PPF Based Multisensor Dynamic Bias  
Estimation 
3.1 Brief review of PPF 
From Weierstrass approximation theorem[10],it 
is well know that if f is a continuous real-valued 
function on [a,b] and if 0ε >  is given, then there 
exists a polynomial p on [a, b] such that ( )f s −  
( )p s ε<  for all [ , ]s a b∈ . In other words, any 
continuous function on a closed and bounded inter-
val can be uniformly approximated on that interval 
by polynomials to any degree of accuracy. This also 
means that the definition domain of any continuous 
function can be divided into several sub-domains, 
and in each sub-domain, the function can be ap-
proximated by a low-order polynomial to any de-
gree of accuracy. 
Suppose that the signal ( )s n  is expressed by a 
L-order polynomial 
0
( ) ( ) ( )
L
l
l
s n p l n e n
=
= +∑         (24) 
where ( ), 0,p l l L= "  is the coefficients of the 
L-order polynomial, and e(n) is an additive error term. 
If it is wanted to fit a polynomial model of the 
degree L through K past points of the input signal 
( )s n , it implies that it is expected to produce an 
estimation of a future value of the signal ( )s n N+  
by ( 1), , ( )s n K s n− + "  as 
1
0
ˆ( ) ( ) ( )
K
k
s n N h k s n k
−
=
+ = −∑        (25) 
obviously, the ( ), 0, , 1h k k K= −"  in Eq.(25) is the 
coefficients of a filter. 
From Eqs.(24) and (25), in case of ( ) 0e n =  
for the moment, it is obtained that 
1
0 0 0
( )[ ] ( ) ( )[ ]
L K L
l l
l k l
p l n N h k p l n k
−
= = =
+ = −∑ ∑ ∑    (26) 
Eq.(26) can be separated into 1L +  equations 
according to the different exponent l, 
1
0
( )[ ] ( ) ( )[ ]
K
l l
k
p l n N h k p l n k
−
=
+ = −∑      (27) 
where 0, ,l L= " . Thus, solving Eq.(27) can give 
the filter coefficient ( )h k . 
P. Heinonen and Y. Neuvo gave the computa-
tion method and results of h(k) in detail in 
Ref.[11]. 
With 1 and 1N L= = ， 
4 6 4( )
( 1)
K kh k
K K
− −= −           (28) 
With 1 and 2N L= = , 
2 2
3 2
9 ( 27 36 ) 30 42 18( )
3 2
K k K k kh k
K K K
+ − − + + += − +   (29) 
where 0,1, , 1k K= −" . 
From Eqs.(25)，(28) and (29), it can be seen 
that a L-order N step forward prediction of the s(n) 
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can be obtained. Eqs.(28) and (29) also show that 
the filter coefficients are independent of the signal 
s(n). Note that the filter coefficients are dependent 
on the values assigned to N, L and K. If a signal is 
sampled with a suitable interval, Weierstrass ap-
proximation theorem tells that the signal can be ap-
proximated by a low-order polynomial to any de-
gree of accuracy in different signal windows. It 
means that the prediction of the signal with a PPF 
does not need any other prior knowledge about it. 
Moreover, since the PPF coefficients can be com-
puted in advanced, the only computations required 
for producing the predictions are weighted averages 
of past values of the estimation. The computational 
complexity is very small. 
3.2 Multisensor dynamic bias estimation 
Above analysis show that any continuous sen-
sor bias signal b can be predicted via a PPF. In most 
cases, b varies slowly, so it can be approximated 
with 1-order polynomial. Otherwise, a shorter sam-
pling interval can be used because the signal can 
always be approximated by 1-order polynomial in a 
short enough sampling interval. Suppose that 4 past 
points of the input signal are used to predict a signal. 
In this way, Eq.(12) can be rewritten as 
( 1) (0) ( ) (3) ( 3)i i ik h k h k"+ = ⋅ + + ⋅ −b b b   (30) 
That is, 
 [ (0)  (1)  (2)  (3)]b h h h h=F        (31) 
From Eqs.(19), (30) and (31), it can be seen 
that they consist of the state space model of the 
multisensor biases. Following Kalman filter re-
quirements, it is assumed that the sensor bias esti-
mate 1ˆ ( )t k k−b  and its corresponding estimation 
covariance 1( )t k k−Σ  are available at time k based 
on the first t-1 targets. It means that Kalman filter 
can be used to update the sensor bias estimate and 
the corresponding covariance recursively as fol-
lows 
At time k, for each target 1, , tt M= "  
(1) Get the bias measurement , ( )b t kz using 
Eqs.(19)-(23). 
(2) Compute the bias update gain and the re-
sidual, 
T
1
T 1
1
( ) ( ) ( )
[ ( ) ( ) ( ) ( )]
t t b ,t
b,t t b,t t
k k k k
k k k k k
−
−
−
= ×
+
G H
H H R
Σ
Σ    (32) 
, 1
ˆ( ) ( ) ( ) ( )t b t b ,t tk k k k k−= −U z H b     (33) 
(3) Update the sensor bias estimation and its 
covariance, 
1
ˆ ˆ( ) ( ) ( ) ( )t t t tk k k k k k−= +b b G U      (34) 
, 1
T T
, 
( ) [ ( ) ( )] ( )
[ ( ) ( )] ( ) ( ) ( )
t t b t t
t b t t t t
k k k k k k
k k k k k
−= − ×
− +
I G H
I G H G R G
Σ Σ
  (35) 
When the update with the last bias measure-
ment is completed, the predicted sensor bias and 
covariance at time 1k +  are 
ˆ ˆ( +1 ) = ( - : )b Mk k k N k kb F b        (36) 
T
( 1 ) diag[ ( ), ,
( )] ( )
b M
M b b
k k k N k
k k k
+ = −
+
"F
F Q
Σ Σ
Σ     (37) 
where Fb is the coefficient of PPF. 
For the start of the next cycle, one has 
0ˆ
ˆ( 1 1) ( 1 )k k k k+ + = +b b       (38) 
0 ( 1 1) ( 1 )k k k k+ + = +Σ Σ       (39) 
Once the estimation of sensor bias is got, the 
bias is got correction can be conducted by re-
moving it from the measurement. The measure-
ments removing sensor bias are used to estimate 
the states and carry out data fusion so that the 
senor registration errors in a multisensor system 
can be avoided. 
4 Simulation Results 
In order to verify the proposed method, the 
constant biases and dynamic biases are used in the 
same way as in Ref.[3]. 
The constant biases are 
1
1
2
2
(1 ) 20
(2 ) 0 002
(1 ) 20
(2 ) 0 002
b ,i =
b ,i = .
b ,i =
b ,i = .
         (40) 
The dynamic biases are 
1 1
1 1
2 2
2 2
(1 1) 0.99 (1, )
(2 1) 0.99 (2, )
(1 1) 0.99 (1, )
(2 1) 0.99 (2, )
b ,i = b i
b ,i = b i
b ,i = b i
b ,i = b i
+ ⋅
+ ⋅
+ ⋅
+ ⋅
       (41) 
Then simulation is condncted to compare the 
proposed method with one in Ref.[3]. 
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4.1 Simulation set up 
Consider an example with 2 sensors and 16 tar-
gets which is the same as that in Ref.[3]. Assume that 
the sensors are located 100 km apart. The geometry 
of the targets is shown in Fig.1. The standard devia-
tions of the measurement noise variances are rσ =  
10 m and 31 10 radθσ −= . 
 
Fig.1  Geometry of targets and sensors. 
Moreover,
1b =Q diag[(0.003m)2, (0.04×10–3rad)2], 
2b =Q diag[(0.003m)2, (0.04×10–3rad)2]. The initial 
sensor bias estimation is zero with the initial sensor 
bias covariance, 
2 3 2
2 3 2
(0 0) diag[(100 m) ,(300 10 rad) ,
(100 m) ,(300 10 rad) ]
−
−
= ×
×
Σ
    (42) 
other parameters are the same as those in Ref.[3]. 
4.2 Simulation results 
According to the proposed method, a lot of 
simulations are conducted. The parts of them are 
shown in Figs.2-3. In order to illustrate that the pro-
posed method outperforms the state-of-art ones, and 
the comparison of the sensor bias estimation results 
between them are also shown in Figs.2-3. In these 
 
(a) Sensor1 range bias estimation results 
 
(b) Sensor 1 azimuth bias estimation results 
 
(c) Sensor 2 range bias estimation results 
 
(d) Sensor 2 azimuth bias estimation results 
 
(e) Multisensor range bias estimation errors 
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(f) Multisensor azimuth bias estimation errors 
Fig.2  Multisensor bias estimation results(constant bias). 
 
(a) Sensor 1 range bias estimation results 
 
(b) Sensor 1 azimuth bias estimation results 
 
(c) Sensor 2 range bias estimation results 
 
(d) Sensor 2 azimuth bias estimation results 
 
(e) Multisensor range bias estimation errors 
 
(f) Multisensor azimuth bias estimation errors 
Fig.3  Multisensor bias estimation results(dynamic bias). 
Figures, method 1 is the proposed method and 
method 2 is the one in Ref.[3]. From these figures, it 
can be seen that the standard deviation of method 1 
is much less than the deriation of method 2. It means 
that the proposed method outperforms the method in 
Ref.[3]. 
5 Conclusions 
In this paper, a solution is provided for the es-
timation of dynamically varying multiple sensor 
bias without any knowledge of dynamic bias model 
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parameters. Analytical results show that, by means 
of the sensor bias pseudomeasurement equations 
and polynomial prediction filters, the dynamically 
varying multisensor biases can be estimated by 
Kalman filter without any other prior knowledge. 
Simulation results verify the effectiveness of the 
proposed method. 
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