The thermal conductivity of argon at room temperature and for pressures up to 68 MPa has been measured with a transient hot-wire technique in order to assess the accuracy of an instrument of this type. The data are presented for a nominal temperature of 300.65 K and comparison with other authors shows that our data is accurate to within ± I percent, and it is the most accurate set of data for pressures above 35 MPa. Experimental evidence of a thermal conductivity enhancement near the critical density for a temperature about twice the critical temperature is herein reported. The experimental data were compared with the values predicted by the hard sphere model and it has been found that the theory gives values that are about 4 percent lower than the experimental ones in the density range 0-400 kg/m 3 and about 1 to 2 percent lower in the high density region
Introduction
Thermal conductivity of fluids has proved to be one of the most difficult transport properties to measure with a high accuracy, and only during the last decade has the development of the transient hot wire technique both for the gaseous phase [1-3]1 and liquid phase [4] [5] [6] made possible an accuracy of ± 0.3 percent for gases and ± 0.6 percent for liquids.
A new apparatus of the transient hot wire technique has been developed [7] to measure the thermal conductivity of fluids in the temperature range 70-320 K with pressure to 70 MPa. We report here the measurements obtained for argon at 300.65 K.
The purpose of this work is twofold: to assess the accuracy of the present instrument and to extend the pressure range of the high accuracy data obtained by Kestin, et. al. [2] at the same temperature. The extrapolation of our data to zero density coupled with the zero density viscosity obtained from the work of Kestin, et. al. [8] yields a value of the Eucken factor.
(2)
we obtained an S-shaped deviation plot which was clearly non-random. A detailed examination of the experimental data in the density range 5 to 15 mollL (200 kg/m 3 to 700 kg/m 3 ) shows an anomalous increase in the thermal conductivity of up to 0.6 mW/m-K, which we attribute to a critical point enhancement even though the temperature is about twice the critical temperature.
To explore this unexpected behavior further we have applied the hard sphere model to the interpretation of the thermal conductivity of argon [9] [10] [11] . The difference between the experimental values and the calculated ones supports the existence of a critical point enhancement, as the hard sphere model agrees with the experimental values to within 0.7 mW/m-K or about 3.5 percent at densities below 5 mol/L and about 1.5 percent at densities above 15 mol/L. However, for densities between 5 and 15 mollL where we find a critical enhancement the deviations run up to 1.35 mW/m-K, or about 5 percent. However, the magnitude of This in principle could support an uncertainty of not more than 0.3 percent. However, the precision of the experimental points is ± 0.6 percent when averaged over all densities and that suggests an overall accuracy of the data no better than ± 1.0 percent.
When we attempted to correlate the data with a low order polynominal
(1) Eu = 4A.,M h = 1.0029 15R71o h..
Description of the Instrument
2. The Principle of Operation et a!. [16] . However, instead of measuring values of time corresponding to a bridge null with a fixed set of predetermined resistors, in the present instrument the voltage developed across the bridge is measured directly as a function of time with a fast response digital voltmeter (DVM). The DVM is controlled by a minicomputer which also handles the switching of the power and the logging of the data. The automation of the voltage measurement follows the work of Mani [17] who used a similar arrangement with a transient hot wire cell to measure resistance by the four lead technique rather than using a bridge.
Each arm of the bridge is designed to be 100 0, two arms R 1 and R 2 are standard resistors. The resistance in each of the other arms is a composite of the hot wire, leads into the cryostat and a ballast resistor. The ballast resistors allow each working arm to be adjusted to a value of 100 n.
The measurement of thermal conductivity for a single point is accomplished in two phases. In the first phase the bridge is balanced as close to null as is practical. With a very small applied voltage, 0.1 v normally, i.e., essentially at bath or cell temperature, the lead resistances are read on channels 1 and 7, the hot wire resistances on channels 3 and 4, and the ballast resistors on channels 2 and 5. For these measurements switch 1 is turned from dummy to the bridge while switch 2 is open. The ballasts are adjusted until each leg is approximately 100 n. Finally, with switch 2 closed, the bridge balance is checked on channel 6. The second phase incorporates the actual thermal conductivity measurement. The power supply is set to the applied power desired, switch 2 is closed, and switch 1 switched from dummy to bridge. The voltage developed across the bridge as a function of time is read on channel 6 and stored. The basic data is a set of 250 readings taken at 3 ms interval. Finally the voltage on channel 0 is read to determine the exact applied power. The cell temperature is found using a standard [18] arrangement of platinum resistance thermometer and six dial microvolt potentiometer. The pressure in the cell is read from a calibrated spiral steel bourdon tube using an associated optical read out. All of the pertinent data is written by the minicomputer onto a magnetic tape for subsequent evaluation. The cryostat, filling system, temperature controllers are described elsewhere [7] .
An experimental run is a collection of individual points, usually an isotherm. For each run the data on the magnetic tape is processed point by point on a large computer. In addition to the reduction of the raw data, i.e., the conversion of bridge offset voltages to resistance changes and then to temperature changes of the wire, the set of 250 temperature changes is plotted as~T vs. in(t) for every point. The computer also evaluates the best straight line for the t1T-in(t) data and determines the thermal conductivity }..(T r , er) from the slope of this straight line. A second plot for every thermal conductivity point shows the "scattering
1r", r, er a and where A detailed description of the hot-wire instrument will be given in a separate paper [7] ; however, some of the more important details are given here. For the transient hot-wire technique, a thin platinum wire immersed in the fluid and initially in thermal equilibrium with it, is subjected at time t = 0 to a step voltage applied to it. The wire will behave as a line source of heat with constant magnitude q.
The physical arrangement closely models an ideal line source, and the transient heat conduction equation, the temperature increase in the wire, t1T is given by the enhancement when established from a curve fit to the data is about 2.5 percent. Dymond [10] , in an extension of the hard sphere model to dilute gases, found that for temperatures up to 1.7 T c the thermal conductivities of argon determined by Michels, et al. [12] and Le Neindre, et al. [13] showed a similar critical enhancement, larger than the one reported here because of the lower temperatures involved. Dymond concluded that the hard sphere model is unable to account for the anomalous behavior of the thermal conductivity data. Ko = X(To, eo)!eo Cpo is the thermal diffusivity of the fluid at the bath temperature when t = 0; a is the radius of the wire; and in C = ' Y, where ' Y is Euler's constant. The times t} and t 2 are the initial and final times of measurement, and t1T. is the experimentally determined temperature rise in the wire. The corrections oT; have been fully described elsewhere [1] and they account for the departure of the real instrument from the ideal model. Of these corrections the most important at lower times is oT 1 , the effect of the finite heat capacity of the wire. Figure 1 shows the circuitry employed. Use of a Wheatstone bridge provides end effect compensation and follows the general development of the hot wire instrument pioneered by Haarman [14] , de Groot, et al. [15] , and Castro, diagram," Le., the deviations of the set of 250 temperature changes from the calculated straight line.
temperature range 150·320 K with pressures from atmos· pheric to about 70 MPa. The resistance relation for each wire is represented by an analytical function of the type 4. Wire Calibration (6) In order to obtain the temperature increase of the platinum wires from the corresponding resistance increase, we need to know the variation of resistance with temperature for both wires. It has been shown in the past [4, 16, 19, 201 that an in situ calibration of the wires is desirable and also that the resistances per unit length of both wires must not differ by more than 2 percent. In addition, if they differ by more than 0.3 percent a correction to the temperature increase of the wire and to the heat generated in the long wire, functions of the resistances per unit length in both wires, must be applied [20] .
The wire resistances measured at essentially zero applied power in the balancing of the bridge together with the cell temperatures as determined from the platinum resistance thermometer are taken as the in situ calibration of the wires. Some 1500 values were collected for each wire in the where T is the temperature in kelvin and P the gage reading. The pressure dependence is small but statistically significant and reflects the fact that the calibration measurements are made with a small applied power of 0.1 v. The constants obtained are presented in table 1. The long wire has a length of 10.453 em at room temperature, the short wire one of 5.143 em. Both wires have a nominal diameter of 0.00127 cm, thus the radius a in eq (3) is 0.000625 cm. Knowing that the length of both wires is a function of temperature, we can evaluate (7) and compare (lL and Us in the experimental temperature range. Figure 2 shows the percent difference between (h and Us as a function of T and it can easily be seen that this departure is no greater than 0.5 percent. The departure in figure 2 is as might be expected because the wires in the instrument were purposely left in the unannealed state. We are, therefore, justified in ignoring the correction proposed by Kestin and Wakeham [20] .
Experimental Procedure
The wires and their supports are enclosed in a pressure "essel [7] which is operated at a nominal temperature of 296.1 K and controlled to within ± 0.002 K. The cell is filled with argon, maximum imprity 347 ppm, mostly oxygen. The gas was then compressed to about 70 MPa and allowed to cool to cell temperature before any measurements were taken. A series of measurements at different applied powers was made at a given level of pressure and then a small nearly isochoric expansion was made. The gas was allowed to warm up and reach equilibrium, then a new set of measurements at the new pressure level was taken.
The applied power was varied in such a way that the total temperature increase in the wires ranged between 1 and 5 K. The time interval of measurement in the instrument can be varied, however we held the interval of measurement to 3 ms and the duration of the measurement to 0.75 s in order to avoid the onset of natural convection. The density of argon was taken from the equation of state developed at NBS [21, 22] . The total number of points taken was 112, with an aver· age of four different power levels at each level of density or pressure. Overlap of density range in different working days was done to assess the longer term reproducibility of the instrument.
Performance of the Instrument
The analysis of the theory of the transient hot wire indicates that the corrected temperature rises of the wire f1T must be a linear function of fn(t) over the range of experimental measurements, provided that the instrument con' forms to the ideal mathematical model. Figure 3 shows the corrected temperature rises of the wires as a function of fn(t), including the straight line fitted for a typical experimental point, 29062, in argon at the equilibrium temperature To = 300.168 K, and pressure, P == 18.879 MPa. Although the data set starts at 0.003 s, the plot begins at 0.033 s. In addition, it was found that the correction oTt was only of the order of 1 percent of AT for times around 0.15 s. At present no reliable correction oTt valid for oTt> 1 percent of AT is available. Therefore, the least squares straight line fitting considered only that part of the data set between times of 0.154 sand 0.755 s. Of the totai of 250 individual measurements 200 are used in the fitting, the first 50 measurements are neglected. The onset of convection is determined as a deviation from the straight line at long times. Several trial runs established that for nearly all densities this process occurs around 1 s. However, at the very lowest densities measured the onset of convection occurs at experimental times less than 0.755 s, and for these points a second variable portion of the data set at long times had to be omitted from the least squares analysis. Figure 4 shows the companion plot for point 29062, the deviations of the corrected temperature rises of the wires from the straight line fitting for that part of the data set between times of 0.033 sand 0.755 s. It is evident that for times valid in the least squares fitting, namely 0.154 s to 0.755 s, that data set departs by less than 0.8 percent from the regression line and that there is no evidence of a systematic curvature. A statistical evaluation of the error band for the slope of the least squares straight line is included in the output from the data reduction program.
To obtain the thermal conductivity from the slope we must use the value of q, the heat dissipation per unit length, which was found to be constant to within ± 0.1 percent during the measuring time.
The reproducibility of the instrument is obtained through an intercomparison of experimental points at the same nominal temperature and the same nominal density taken for different heat inputs. Table 2 shows one such set of experimental points obtained on two different days with different fillings at a density near 2.9 mol/L (116 kg/m 3 ). The 
).6 r-------+--------+------+-----~-----__, RUNPT 29062 .. The points are then further adjusted to an even density of 2.9 mol/L using a value of (-*)Tnom , enom = 0.001 W-LI m-K-mol as shown in the last column of table 2. The average value for the eight points at Tnom = 300.65 K and enom = 2.9 mol/L is 0.02039 ± 0.00012 W/m-K, the variance of this sample being ± 0.6 percent. The variance was found to be roughly the same for all densities, thus the precision of the instrument is on the order of ± 0.6 percent. The accuracy of the instrument could be obtained from the value of the Eucken factor, equation (1), and the value obtained, 1.0029, through the extrapolated value of }'(O, T nom ) in a low density fitting of Me). However, considering the reproducibility to be ± 0.6 percent, and considering that the deviation of a set of AT data from its regression straight line is quite often closer to 0.8 percent, we shall regard the 0.3 percent obtained in the low density extrapolation as a fortunate coincidence, and claim an overall accuracy of ± 1 percent for the values of thermal conductivity. [12] and values by Le Neindre, et al. [13] . The four sets of data agree within their mutual uncertainties of ± 1.0 percent, ± 0.3 percent, ± 2 percent and ± 3 percent respectively. Following the well known density dependence of thermal conductivity for moderately dense gases we tried to fit a curve of the type (10) which is often used in place of the more rigorous expression, to oilr data. Initially we used the entire set of data, i.e., all densities up to 20 mol/L. Figure 6 shows the departure plot for this fit. Considering our precision to be ± 0.6 percent the S.shaped deviation shown in figure 6 is clearly nonrandom. This in turn implies that the functional form of the fitting function equation (10) is not appropriate. What is clear from this departure plot is that in order to get a valid extrapolation to zero density with a low order polynominal -The data reduction program determines both a value for the slope and its uncertainty, i.e., slope = S ± 2.1 a. Printed here is STAT = 2.1 aiS. we should fit to densities no higher than about 7 mol/L, i.e., the first 56 points only of table 3. The departure plot for a fit over this reduced range in density is shown in figure 7 . In this plot the departures are indeed random as the one sigma and two sigma error bands show. Table 4 shows the coefficients obtained for both density ranges including the statistical errors of the coefficients. Included for comparison in figures 6 and 7 are the experimental thermal conductivities of Kestin, et al. (2] and the values predicted by the correlation of Hanley, et al. (22] . The latter is based on the data reported by Michels, et al. (12] and Le Neindre, et al. [13] . We propose that there is an anomalous increase in the thermal conductivity which we attribute to a critical enhancement even though the temperature here T"o," = 300.65 K is about twice the critical temperature. To prove the existence of an enhancement we did a special curve fit to which the following considerations applied: (1) we will constrain the isotherm through the proper zero density value; (2) we will use a functional form that is appropriate, yet is also highly constrained; (3) looking at figure 6 we will fit only data between 0 and 7 mol/L as well as data above 14 molJL in density and look at the deviation plot for densities between 7 and 14 mol/L. The equation selected has been used with some success to separate the background thermal conductivity from the critical component (see for example ref. 22 ).
Results and Analysis of the Data
In the fit to be described A is constrained to be 0.01783 W/m-K, D is a fixed value of 0.060 while Band Care treated as parameters to be determined. The cutoff points in density actually used are 5 and 15 mol/L and the devia· tion plot of this fit is shown in figure 8 . The plot shows that the deviations for densities between 0 and 5 mol/L and between 15 to 20 mol/L are random, and it clearly illustrates the nature and size of the enhancement. In particular, figure 8 shows that the enhancement is several times larger, about 2.5 percent, than the precision inherent-in our measurements, ± 0.6 percent.
The Rigid Hard Sphere Calculations
In order to look at the proposed enhancement from a different point of view we note that Dymond [9] in applying the 2.0 I--...----T::=====:::::::=----=~----------___, hard sphere theory to dense and dilute gases, found evi· dence that the thermal conductivity data. of argon and krypton shows an enhancement for temperatures up to 1.7 T c which could not be represented by theory. We thus decided to apply the Van der Waals model to our data to see if a similar discrepancy could be noted at even higher temperatures. Use of the hard sphere model satisfies one of the considerations above, it supplies a functional form that is appropriate, yet highly constrained. The Van der Waals model for transport properties of fluids is equivalent to a hard sphere model with a slightly temperature dependent hard core diameter, UHS(n. It is a model that corrects Enskog's [23] expressions for the density dependence of the transport properties of a hard sphere fluid for both velocity correlations in the dense gas and for the attractive forces important in dilute gas collisions [9] [10] [11] . Enskog [23] based his equations on the assumption of molecular chaos and arrived at a value for the dense gas thermal conductivity given by: (12) [2], * Hanley, et al. [22] .
where A.. is the thermal conductivity of the low density gas of hard spheres, given by related motions and using molecular dynamics formulation he obtained For the dilute and dense gas the expression has to be modified because the attractive forces do play an important role in heat conduction. Dymond [10] arrived at an expression, a function of the ratio TclT that it is supposed to account for the effect, the full expression being (14) with g(<7) is the radial distribution function at contact. For a system which can be approximated as given by Alder, et a1.
[11] the g(a) becomes g(a) = (1 -y;2)
(1 -y)3
We have applied equations (12) to (17) to calculate the ther· mal conductivity of argon at T = 300.65 K as a function of the other s)'mbols have the usual meaning.
Dymond [9] found that for high densities, where ; > (17) density, using a value of Va = 3.299 X 10-4 m 3 /kg interpolated from Dymond's data of Va as a function of temperature [10] . Figure 9 shows the comparison between our smoothed experimental thermal conductivity values and the values predicted by the hard sphere theory, AHs as a function of the ratio Vj V. It can be seen that theory predicts the thermal conductivity of argon to within 0.7 mW/m-K (about 3.5 percent at low densities and 1.5 percent at high densities). Figure 10 shows the difference between A exp and AHS as a function of density and it can be seen that the critical enhancement in the experimental data occurs near the critical density.
This comparison seems to support the existence of a critical enhancement in thermal conductivity even at temperatures around twice the critical temperature, a result that can only be detected if the accuracy of the thermal con· ductivity measuring method is sufficiently high.
Conclusions
This paper presents experimental data of th.e thermal conductivity of argon at 300.65 K from low density to 68 MPa obtained with a transient hot wire instrument.
The precision of the measurements is ± 0.6 percent while the accuracy of the data is estimated to be ± 1.0 percent. However, an Eucken factor of 1.0029 was obtained.
A small critical enhancement of about 2.5 percent was found in the experimental data between 0.34 (]c and 1.13 (] [12] and Le Neindre, et al. [13] within the mutual uncertainty.
The results confirm that the instrument is capable of measuring thermal conductivity of dense fluids with an accuracy of ± 1.0 percent. We expect to report results on helium, oxygen and propane in the near future.
One of us (CANC) is grateful for and wishes to acknowledge financial support from NATO Grant 1874 and would also like to thank the Luso-American Cult~ral Commission for a Fulbright-Hays travel grant. Our work was partially supported by NASA under Purchase Request C·32369-C. Dens'ly.mol/1 ARGON. THERMAL CONDUCTIVITY FIGURE 10 . Differences between smoothed experimental and calculated hard sphere thermal conductivities vs. density.
