Earthquake focal plane solutions are computed using P wave first motion, S wave polarization angles, and combinations of the two. The method used is based on a maximum-likelihood argument implemented by the generation of a score surface on a discrete grid. The combined score is of the form a(P-score) + b(S-score). For the P-solution and S-solution, the computer system also produces contoured fiducial regions about the poles of the focal planes. This permits an evaluation of the quality of the solutions and makes possible the comparison of solutions for different earthquakes. These contoured limits have a probabilistic interpretation as 95 per cent fiducial regions, a term explained by Pope. A new graphical method for P wave solutions makes possible the construction of exact boundaries of the regions. The Aleutian earthquake of 1969 May 14, is analysed, and the solution shows good agreement between the observed P wave first motions and the S polarization angles.
Introduction
A number of computerized techniques for using P waves, S waves, or both to determine focal mechanisms have been developed in recent years. Programs have been developed for P wave solutions by Knopoff (1961) , Kasahara (1963) , Wickens and Hodgson (1967) , and Keilis-Borok e l aI. (1972) . Programs for the Swave solutions have been developed by Udias (1964) , Hirasawa (1966) , and Stevens (1967) using S wave polarisation angles, and by Keilis-Borok et al. using the direction of SH and SV first motions. These solutions have dealt with the P wave and S wave data separately. More recent proposals for a combined P and S solution (Udias & Baumann 1969 ) and a modification of their program by Chandra (1971) lack the statistical support that permits proper weighting of the P and S wave error surfaces for the combined solution and objective evaluations of the quality of the P and S data.
Increased use of computers in the determination of focal mechanisms has helped to point out large discrepancies between solutions given by different observers and has indicated that a number of these solutions must be regarded as marginal at the very best. This has been documented by Wickens & Hodgson (1967) and by Stevens & Hodgson (1968) .
The major problem with the interpretation of body wave focal mechanism solutions is that the final solution is usually subjective. Strike slip faults are usually well determined because nodal planes pass through the central region of the stereographic projection where the reporting stations are concentrated by the velocity structure for seismic waves within the Earth. In dip slip faulting, at least one plane is found outside the concentration of stations except in the rare case where close-in data are available. This reason alone inhibits studies of island arc and mid-ocean ridge tectonics, since these regions usually have a high incidence of dip slip fault movement. The computer program developed by Wickens & Hodgson (1967) , and most other programs, work well with strike slip first motion patterns but become inadequate for dip slip fault movement. The type of presentation shown here does not necessarily yield a better absolute solution, but does provide the ability to evaluate the number and types of solutions that will satisfy the data. Rather than placing a single value on the strike and dip of the fault, the comparison of a number of solutions is made possible by means of fiducial regions (Pope 1972 ). This approach also permits the combination of P and S wave data as described below.
Maximum likelihood combined solution
The P and Swave observations are combined to give a maximum likelihood solution using the likelihood functions as given by Pope (1972) . R,, the sum of squared S polarization angle residuals, and R,, the number of agreeing P wave first motions, are called the ' S-score ' and P-score ', respectively. These quantities are given by
Here V is the vector of S polarization angle residuals, j is a vector of observed P wave first motions, with + 1 being compression and -1 dilatation, and 8 the vector of parameters which specifies the orientation of the focal planes. All the notation here follows that of Pope (1972) . The P wave solution required R , to be maximum and the S wave solution required R, to be minimum. For the purpose of the combined solution it is convenient to use K, = N -R,, the number of disagreements, rather than R,, so that both Rp and R, decrease for better solutions. Then the likelihood in the P wave case is given by L ( J ; 1 , ) = PN-Rp(1-P ) K p where P is the probability of agreement for a Pwave observation. statistical independence of errors in P wave and S wave data, Assuming Pr[(zSEdj,) and (j,,lBI = Pr(XplB> 4<ZSIB> dxs = M~p , Z I B > djs where the mixed ' function 4r plays the role of probability density for j , and of probability function for jp (see Wilks 1962, pp. 47-48) .
The likelihood function is then defined as L ( 8 ; j , , j s ) = ~$r(j,,t,lB
where a is the standard deviation of the S wave polarization angles and the maximumlikelihood combined solution is that B maximizing L as a function of B for given j , and f,.
L can be written in an alternate form which is illuminating: where R,, is defined by R,, = aR, + bR,, with and k is a constant. L is maximum for R,, minimum; R,, is denoted as the ' combined P- § score ' and is a linear combination of R , and R,; n and b play the role of ' weights ' of the P wave and S wave contributions to the combined solution and are dependent in an intuitively satisfying way upon the quality of the separate P wave and § wave solutions as measured by P = and CJ = 6 respectively. P and o are obtained either from separate fs wave and 3 wave solutions done before the combined solution, as in Pope (1972)' or in some cases from experience with previous comparable P wave and S wave solutions.
Straightforward application of maximum-likelihood estimation leads to a solution having the intuitively desirable features which some investigators have sought to incorporate on an ad hoc basis. The choice of the measure of error is no longer arbitrary, and the correct procedure for ' weighting ' of P wave and S wave data in the combined solution is clearly indicated.
Exact P wave limits
The computer approximates the fiducial boundaries by contouring likelihood values calculated at each point in the incremental process of searching for the solution.
We now describe a new graphical technique for constructing the exact fiducial boundaries of the P wave solution by considering the relationship between station and solution poles and their complementary circles. Because these exact boundaries can be compared with the computer boundaries, they are useful in understanding and evaluating the computer boundaries and the effect of differing step-sizes in the incremental search.
Given a unit vector xi that defines the position of a station on the focal sphere, that great circle whose plane is normal to xi we will call the complementary circle (see Fig. 1 ). The technique of solution described here depends upon the fact, which we shall prove, that if the poles of a hypothetical focal plane solution fall on opposite sides of the station's complementary circle, i.e. in opposite hemispheres, then the station must be in a negative quadrant of the focal mechanism. If the poles of the hypothesized solution fall on the same side of the complementary circle, then the station is in a positive quadrant of the focal mechanism.
Consider the positive x and y axes as the trial poles giving the orientation of the focal planes. The corresponding complementary circles divide the focal sphere into four quadrants. Let the sign of a quadrant be defined by the sign of the predicted P wave first motion as given by Stauder (1960) ; then the sign of the product (xi.Bx)ki.By) gives the sign of the quadrant containing the vector xi, where B, and By are unit vectors along the x and y axes.
Consider xi and its complementary circle, which divides the focal sphere into two hemispheres. When any genefal vector B lies in the same hemisphere as xi, then (xi.@ is positive. Likewise when B lies in the opposite hemisphere from xi, then ( x i . B ) is negative. Now consider B, and By as trial poles of a hypothetical solution.
If the trial poles lie in opposite hemispheres, as in Fig. 1 (b) , the product (xi. B,)(xi. BY) will be negative. Therefore xi is in a negative quadrant with respect to trial poles B, and By, and the complementary circle of xi crosses between them. Similarly, if the trial poles lie in the same hemisphere with respect to the complementary circle of xi, as in Fig. 1 (a) , then xi lies in a positive quadrant, and the poles are not separated by the complementary circle of xi.
Thus we have arrived at the following result: counting the number of station vectors lying in negative quadrants is equivalent to counting the number of station complementary circles (SCC's) that divide the trial poles. Similarly, counting the number of stations lying in positive quadrants is equivalent to counting the number of SCC's that do not divide the trial poles.
The usual procedure for finding a focal plane solution is to plot all observations as signed station vectors on a stereographic projection, and then to fit focal planes so that the number of observations that agree with the quadrants in which they fall is as high as possible. Using the results obtained above, an alternate (and, as we shall see, more useful) method for finding a solution is as follows. Instead of the station vectors, the SCC's are plotted on the projection, the SCC's being differentiated in some fashion according to whether the observation is compressional or dilational. Two colours could be used, or as in Fig. 2(a) , the SCC's corresponding to compressional observations are plotted as solid lines and those corresponding to dilations are plotted as dashed lines. The solution is then selected by choosing two points that are separated by the maximum number of dilatations and the minimum number of compressions, or vice versa. Having selected two points as possible poles of a solution, the total number of agreements (i.e. the P-score R,) is equal to the number of dilatational SCC's dividing the poles, C ( -) , plus the number of compressional SCC's not dividing the poles. The number of compressional SCC's not dividing the poles is most easily found by subtracting the number of compressional SCC's separating the poles, C ( + ) , from the total number of compressional observations, N(+,, giving R , = C ( -) + N ( + ) -C ( + ) . This is preferred because in practice it is easier to count the number of lines separating the poles than those not separating the poles.
For any given orientation of the focal planes the dilational and compressional quadrants can be interchanged by rotating the focal planes 90" about the z-axis. Thus the above discussion holds if compressions and dilatations are interchanged, so that one must pick compressions to separate the poles. A general formula for computing the score R, for the poles selected is R , = T > $ N .
T < $ N
Here C , is the number of SCC's of one type (either compressions or dilatations) dividing the poles, Cb is the number of SCC's of the opposite type dividing the poles, and N, is a constant equal to the total number of observations of the opposite type.
This procedure applies whether the poles are orthogonal or not. However, the poles are required to be orthogonal in all solutions we have performed using the techniques described here.
With the use of this procedure, the exact boundary of the P wave solution region can be obtained graphically. Consider a solution defined by five SCC's with compressions and dilatations plotted as solid and dashed lines, respectively, as in Fig. 2(a) . A pole in the region G (dotted) and a pole in the region H (cross-hatched) are separated by the maximum number (one) of dashed lines and the minimum number (zero) of solid lines. The requirement that the poles be orthogonal complicates the construction slightly. All poles in G or H may not possess an orthogonal pole in the other region. In the case represented in Fig. 2(a) , H is large and the region consisting of all points orthogonal to points in H is also large and completely covers G. The reverse is not true. We can find the region of points orthogonal to any given region by drawing the complementary circles of the corner points of that region, as shown by the dash-dot lines in Fig. 2(a) for the region G. These lines will be great circles through pairs of stations. The area between these complementary circles contains all points orthogonal to points in G. Thus, considering both the orthogonality criterion and the station distribution, we find that the solution is bounded by the limits of the area K shown as dotted and cross-hatched. In general, the region of points orthogonal to K may not cover all of the initial region G and this must be checked. In the example shown, G and K are orthogonal regions, that is, any point of either region has orthogonal points in the opposite region. Thus G and K represent the regions for the poles giving the maximum-likelihood solutions for this example.
Regions determined in this manner give the exact boundaries of the maximumlikelihood region, which is the region with maximum P-score, M. It may be useful to find the likelihood contours corresponding to successively lower P-score; i.e. contours for M -1, M -2, etc. In the case for M -1, one considers the portions of complementary circles bounding the M score region (both regions G and K must be considered). One of the original boundary segments is in effect erased and a new boundary for that segment determined by the next outer bounding segments of complementary circles. Then the usual tests and adjustments for orthogonality must be made on the resulting region with respect to the original M-score boundaries of the opposite pole. When this process has been completed for each of the original bounding segments for both poles, we have a new region in which the P-score is at least M -1. The process can be repeated to get the M -2 score boundaries, with a slight complication. There are now two required processes; in one we extend the M -1 score boundary (as before) and adjust for orthogonality in the opposite pole's M score region, in the second we keep the M -1 boundary and adjust for orthogonality in the opposite pole's M -1 score region. The union of the regions produced by these two processes gives the complete M -2 score region. By analogy one can extend this process to the M-3, M -4 score regions, etc.
The procedure described above is helpful in understanding the meaning of the limits on the P wave solution contoured by the computer program described below. This procedure has also been helpful in checking the results of the computer program. The five observations used in the example in Fig. 2(a) were selected because they are the limiting observations for the 1969 May 14 earthquake. Thus it is possible to compare these exact boundaries with the computer-contoured boundaries as shown in Fig. 2(b) . The results of this comparison are quite good; however, it would seem to indicate that a larger increment size for the computer search might not be satisfactory.
Description of program
In this work the focal planes of an earthquake are determined from body waves using models that are point sources. To determine the best solution, the observed data are first plotted on the focal sphere. The projection used in this work to display the focal sphere in two dimensions is the azimuthal equal-area projection-sometimes called the Schmidt net. This projection makes possible accurate comparisons of the relative sizes of contoured areas.
A discrete incremental process is used in the program described in this report to compute the scores upon which the focal mechanism solutions and fiducial regions are based. For further discussion of the computer procedures see Dillinger, Pope & Harding (1971). The score is computed for an initial orientation of the nodal planes. The orientation of the mechanism is then rotated incrementally through three independent angles until the focal sphere is covered. The orientations of the nodal planes corresponding to the best score is the maximum-likelihood set solution.
Because of the symmetry of the radiation pattern of single and double couple source models, only one-half of the focal sphere need actually be sampled. For this reason the above-mentioned projections of the focal sphere show lower hemisphere only. Points on the upper hemisphere are mapped into their diametrically opposite points on the lower hemisphere.
The rotations of the orientations of the focal planes to sample the focal sphere are defined in a right-handed co-ordinate system at the focus having positive axes X (north), jj (east), and Z (down). The azimuth 4 of a vector is the angle measured clockwise from north to the projection of the vector onto the ZJ-plane. The spherical colatitude 0 of a vector is the angle from the +%axis to the vector. When the vector represents the position of a pole of'a plane, the angle 0 is also the dip of the plane from the horizontal and the strike of the plane is given by 4 + 90.
The rotations are carried out by the equation:
is a unit position vector of a point on the focal sphere in the above defined, Earth-oriented co-ordinate system, and X = (I, y , z)' gives the co-ordinates of this same point in the system of the rotated focal mechanism.
For convenience, we denote the yz-plane as the 'A-plane' and its associated pole (the x-axis) as the 'A-pole.' Similarly, we denote the xz-plane as the ' B-plane ' and the y-axis as the ' B-pole '. The A-and B-planes are the nodal planes of P wave and S wave radiation patterns for a type I1 sowce that consists of two equal and oppositecouples lying in the xy-plane and aligned with the x-and y-axes.
For 4 = 8 = 3, = 0, the initial orientation of the movable axes is x down, y east, and z south. (p is then incremented from 0 to 27-c. For each value of 4 the incrementation of 8 from 0 to x/2 causes the A-pole to progress from downward to horizontal. Thus the A-pole occupies successively the points of a grid covering the lower half of the focal sphere. Finally, for each pair of values 4 and 0, that is, for each position of the A-pole, 1 is incremented from 0 to 7-c. Thus the rotation through 1 rotates the B-plane about pole A. The B-pole rotates in the fixed A-plane while remaining on the lower half of the fucal sphere.
For each position of the A-pole the best value of R , and R , (P-score and S-score) found during the rotation of the B-plane is assigned to the position of the A-pole on the projection of the lower half of the focal sphere. These values are contoured to produce nonlinear 95 per cent fiducial regions about the P wave solution (Fig. 3(b) ) and S wave solution (Fig. 4(b) ) as explained by Pope (1972) . At each step in the 1-rotation, R , and R, are stored for use in the combined solution. In the combined solution, the smallest combined score R,, over 1 is associated with each A-pole position. These values of R,, are then contoured at equal-score intervals to show the likelihood surface for the combined solution. The minima of this surface give the maximum-likelihood solution for the position of the poles A and B. The results of these plots are shown in Fig. 5(a) .
If the grid spacing were indefinitely small, this procedure would result in a twofold redundant covering of the lower hemisphere. However, because of the finite grid spacing (usually 5"), the duplication is not exact. Because of the convenience in the contouring program of a complete uniform grid in 8 and 4, this redundancy is retained.
The 1-rotation is preferably incremented by a smaller step size because of the importance for good contours of defining an optimum score over the ' hidden ' angle 1. The variation of the score with the angle 1 cannot be seen from the contours of the error surface. However, the variation of the score with 1 is separately plotted, as in Fig. 6 , at the solution. On the other hand, the marginal scores on the grid of ' explicit ' angles 8 and 4 are used to construct the contoured regions such as those in Figs 3, 4 and 5. Thus the detailed variation of scores with 8 and 4 is interpolated and displayed, whereas the variation with 1 does not have these advantages.
The equations for the expected polarization angles for both the double-couple and single-couple S wave models were taken from Udias (1964) . The theoretical values of polarization angles for the combined P and S wave solution are shown in Fig. 5(b) . This plot allows visual comparison with the observed values, shown in Fig. 4(a) , and is helpful for evaluating the individual station's agreement with the solution.
In our procedure it is simple to replace one equation with the other in the computer program. However, Udias & Babmann (1969) , Stauder (1968a, b) , and others find a double-couple model to be acceptable in a majority of cases. Also, theoretical reasons have been presented for using the double-couple model (Brune 1971; Stacey 1969) . The computer time required makes it undesirable to run every earthquake using both models, so we have used the double-couple model in most work so far.
The two orthogonal planes A and B define four quadrants of the focal sphere. The double-couple and single-couple models both predict the same first motions that are alternately compressional and dilatational in these quadrants. The observed or computed first motion xi at station i was defined as + 1 for compression and -1 for dilatation. The sign of the predicted first motion is given by the sign of the product xy of the x-and y-co-ordinates in the rotated system, for any position vector X = (x, y,z)' in that quadrant. Thus ifx; is the computed first motion, xt = sgn(Xi yi), giving + 1 in the first and third quadrants and -1 in the second and fourth quadrants in the xy-plane. This sign convention agrees with that of Stauder (1960) .
An observation agrees with the theoretically computed first motion if the sign of the observation agrees with the sign of the quadrant for a particular orientation of the focal planes. Denoting the observed motion by xio, the P wave score, R, = number of agreements, can be evaluated from
Here N is the total number of first motion observations and xi, y i are the co-ordinates of the ith station in the focal system, as above. If the score computed in this manner is less than N/2, a reversal of the direction of one of the poles (moving it to the opposite point on the upper hemisphere) changes the sign of all quadrants and thus produces a new score of N -R, which is greater than N/2. The orientation of the planes is not affected, but the quadrant between the poles on the lower hemisphere is now dilatational rather than compressional. Thus if R, < N/2, R , is replaced by N-R,.
The direction of first motion of the P wave is read from the seismogram. When available, both long-period and short-period records are read. The first motions taken from long-period records are usually used in the solution; however, sometimes stations having only short-period seismographs may be located in critical positions relative to the mechanism. For this reason it is sometimes desirable to supplement long-period data with short-period observations. The relative merit of using longand short-period P data is under study.
The stations having long-period records that are in the proper distance range are studied to see if they have usable S wave data. If so, horizontal components of longperiod seismograms from these Stations are digitized in the vicinity of the S wave arrival. Computer programs are used to plot these data in the form of seismograms at the scale at which they were digitized for visual comparison with the original records. In addition, on the same execution run a plot of the horizontal particle emotion for a 30-sec portion of the record is given, beginning slightly before the start of the S wave that was picked by the operator. The S polarization angle is selected from this plot and recorded. At current writing, only stations at distances of between about 35" and 80" are used, and no crustal corrections or surface interactions are computed for the polarization angles. This should not produce an error of more than 6" in the angle (Nuttli & Whitmore 1962) . More experience with a larger number of solutions may help to determine if corrections are necessary.
Standard deviations for the S polarization angles of 15" to 20" have not been unusual among the solutions we have run, and the same is true of those presented by Stauder (1968a) . Surface corrections in the distance range used here should only account for a maximum error of 6", so improvement would seem to be possible in the analysis of S wave motion and the selection of S polarization angles.
Co-ordinates ( X i , ji, 2,) of an observation on the focal sphere have been obtained from the geographic co-ordinates of the station and hypocentre by projecting the observation back along the ray path. The necessary station parameters needed in the focal plane solution are conputed for each station, the distance, azimuth and back azimuth, predicted arrival time, and angle of departure of the ray at the source for both P and S waves. The angle of departure is computed using the Jeffreys-Bullen travel-time tables.
The Aleutian earthquake of 1969 May 14, is a good example of the procedures presented here. The P wave data plotted in Fig. 5 were all selected from long-period instruments of the Worldwide Standard Station Network. Short-period records were also studied; there is no acceptable short-period solution that is significantly different from the long-period results. The evaluation of this solution was carried out on a 5" grid. The solutions selected by the computer program are shown in Table 1 . The orientation of the mechanism is specified by the x-and y-axes of the focal mechanism co-ordinate system, and the contours showing the fiducial regions are limits on the allowable variation of these axes. Therefore, it is convenient to specify the solution by giving the strike and dip of these vectors. The strikes and dips given in the computer plots and in Table 1 all refer to vectors normal to the planes, that is, the poles of the focal planes. When the solution is not unique, only the first one found is printed in the summary table, but the others can be seen from the contoured regions, as shown in Fig. 3(b) for the P wave solution. Because the S wave data produce a continuous error surface, it is less likely that there will be solutions of equal R,.
To aid in seeing the trend of the S wave error surface, in addition to the 95 per cent fiducial limit, an arbitrary contour is plotted close to the S wave minimum, as can be seen in Fig. 4(b) . An additional plot giving a profile of the sum of squares of S wave residuals is shown in Fig. 6 . With the first plane held fixed at the value given by the combined solution, the second plane is rotated through 180" to generate Fig. 6 , showing how well defined the minimum is for the S wave data.
Statistics that will give the value of a confidence limit for the combined solution have not yet been developed. However, it is still desirable to see the trend of the likelihood surface in the vicinity of the solution. To display the trend of the likelihood surface, an arbitrary interval is selected and equal-score curves are contoured at equal intervals from the maximum. These are shown in Fig. 5(a) for the combined solution to the 1969 May 14 data.
The resulting solutions for the 1969 May 14 earthquake are quite good for illustrating the desirable properties of focal plane solutions. The fiducial liillits for the individual P wave and S wave solutions overlap, and the combined solution falls within the limits of both. As can be seen in Fig. 3(b) , the P wave solution determines one pole very well, while the second pole and its corresponding plane are free to move over a broad range of values. The S wave fiducial limits in Fig. 4(b) have a much different pattern and restrict the limits of the second pole considerably.
The P wave solution has no discriminating power within a constant-score region, and the S wave data agree well with a portion of the P wave fiducial region. Therefore, 327 the combined solution seen in Fig. 5(a) is not much different from the S wave solution shown in Fig. 4(b) . In this case the S wave data have strongly influenced the selection of the final combined solution. If it were desired to increase the influence of the P wave first motions, the assigned value of P could be increased to a value more nearly equal to 1.0 ( P was assigned a value of 0.95 for this combined solution, as shown in Table 1 ). The final combined solution has allowed one of the P wave observations to be considered in error, giving 98.5 per cent agreement for the P wave data.
Thus the combined solution represents a good solution to both the P and S wave data, and the two agree well. It is interesting to note that while the S wave data have had a strong influence in finding the final solution for the 1969 May 14 earthquake, the authors have seen cases where because of the poor distribution of the S wave data and the better distribution of the P wave data, the S wave polarization angles have had very little effect on the solution. This circumstance shows the value of using both P and S wave data with proper weighting as developed above.
Conclusions
The system described here provides the capability needed for routine computer calculation of focal mechanisms based on P wave data, S wave data, and combinations of the two. The presentation of fiducial limits makes possible the evaluation of the quality and allowable variation of any P wave or S wave solution. As these limits have the same meaning from one solution to another, and are presented on an equalarea grid, the relative quality of solutions is easy to evaluate.
The P wave, S wave, and combined P and S wave solutions are all based on straightforward statistical arguments using the method of maximum-likelihood estimation. More complex statistical models have been rejected in favour of a direct approach based on clearly stated simplifying assumptions. Our experience has convinced us that this direct approach is adequate and produces results that are reasonable and intuitively satisfying. Some additional solutions computed using these techniques are presented by Dillinger (1 972).
The new graphical-geometric method presented here for finding and constructing the exact boundaries of P wave solutions possesses significant advantages over conventional P wave solutions. This method has already proved to be a valuable supplement to the numerical grid construction of boundaries, useful for checking programs and for studying particular earthquakes in detail. New computer programs based on this method are planned; these are expected to provide exact limits for the P wave solution and all significant alternatives.
A study of the 1969 May 14, Aleutian earthquake shows clearly the desirable properties of solutions constructed by these aforementioned procedures. In particular, the agreement found between the P wave first motions and the S-polarization angles supports the concept of combined solutions.
The emphasis in this paper has been on the methodology of focal plane determinations and on the derivation and implementation of solution methods. Currently operational programs constitute a tool for the extension of work in (1) routine calculating and cataloging of mechanisms, (2) local and regional seismicity studies, including composite solutions, and (3) detailed studies of important earthquakes. The technique of presenting contoured fiducial limits on a projection of the lower half of the focal sphere makes possible an evaluation of the geophysical significance of all alternate solutions rather than an evaluation relying upon a single solution by a particular investigator. Conventional solutions without fiducial limits permit variation only if the data are reanalysed, that is, if the fault plane solution is repeated in a search for alternatives consistent with the data. Because fiducial regions show all possible alternatives, a particular investigator's choice of the focal planes, which may have been influenced by his conception of the expected geophysical situation, can no longer exclude other choices by subsequent investigators.
The methods described herein can be extended in several directions which constitute the goals of current development work. These goals include efficient computation of combined P and S fiducial regions, quality factors for ' one-number ' ranking of quality, and programs to exploit the above described construction for exact P wave contours and solution. A parallel and continuing effort should be devoted to the search for improvements in S polarization angle determination.
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