Let S be a set of n points in IRD.
tree can be used to find an Lmnearest neighbor in S of any query point, in O ((log n) '-1 log log n) time. This data structure has size O(n(log n)~-l ) and an amortized update time of O((log n) '-1 log log n). This result is used to solve the (1 + e)-approximate L2-nearest neighbor problem within the same bounds.
In this problem, for any query point p, a point q G S is computed such that the euclidean distance between p and q is at most (1+ e) times the euclidean distance bet ween p and its true nearest neighbor. This is the first dynamic data structure for this problem hav- Closest-point problems are among the basic problems in computational geometry.
In such problems, a set S of n points in IR~is given and we have to store it in a data structure such that a point in S nearest to a query point can be computed efficiently, or we have to compute a closest pair in S, or for each point in S another point in S that is closest to it. Distances are measured in the Lt-metric, for a fixed t, 1 < t < co. These problems are known as the nearest-neighbor problem, the closest pair problem, and the all-nearest-neighbors-problem. In the dynamic version, the set S is changed by insertions and deletions of points.
The planar version of the nearest-neighbor problem can be solved optimally, i.e., with O(log n) query time using O(n) space, by means of Voronoi diagrams. In higher dimensions, however, the situation is much worse. The best results known are due to Clarkson [3] and Arya et al. [1] . In [3] , a randomized data structure is given that finds a nearest-neighbor of a query point in O (log n) expected time. This structure has size 0(n~Dj21 '~), where 8 is an arbitrarily small positive constant.
In [1] , the problem is solved with an expected query time of 0(nl-li(tD+lJt21(log n)"(l)) using O (n log log n) space. It seems that in higher dimensions it is impossible to obtain polylogarithmic query time using O (n(log n)"(l)) space. fully dynamic D~2 (log n)D log log n a n(log n) [12] fhlly dynamic D>3 (log n)u-' log log n a n 'k 1 this paper fully dynamic 2 log n log log n a n log n/(log log n) this paper fully dynamic 2 (log n)2/(loglog n)' a n this paper for a freed 1< t < co. In the last two lines, k is an arbitrary non-negative integer constant.
The update times are either worst-case (w) or amortized (a).
O ((log n) '-"1 log log n).
It immediately gives the dynamic data structure for the all-L= -nearestneighbors problem.
In Section 5, we give the transformation that reduces the size of a dynamic closest pair structure. Applying this transformation repeatedly to the structure of Section 4 gives the new results mentioned in Table 1 .
The LW-neighbor problem
Let S be a set of n points in IRD. We want to store this set into a data structure such that for any query point p E JRD , we can find a point in S having minimal L~-distance to p. Such a point is called an L~-neighbor of p in S.
Let q be an L~-neighbor of p in the set {s E S : S1~pi}. We call q a right-Lm-neighbor of p in S. Similarly, a point r is called a left-Laneighbor of p in S, if it is an L@-neighbor of p in the set {s E S : S1 s PI}. In order to guarantee that both neighbors always exist, we add the 2D artificial points (al, . . . . aD ), where all a~are zero, except for one which is either w or -co, to the set s. IfS is a set ofpointsin IRD, then S' = {p' : p c S}. In Figure  1 , our recursive algorithm is given that finds an L~-neighbor of any query point p E IRD. We want to store these boxes in a dati~structure such that for any query point p E IRD, we can find all boxes that cent ain p.
Remark: Note that we distinguish between "being contained in a box" and "being contained in the interior of a box".
In the full paper it is shown that any point p G D is contained in at most 21+D2 CD boxes of S. be the encountered boxes between r and s that do not contain p. In the full paper, we prove that A contains the centers of all these boxes in its interior.
This is a contradiction.T heorem 4 Let S be a set of n boxes in IRD of constant overlap. There exists a dynamic data structure of size O(n(log n)D-l ) such that for any point p G IRD, we can find all boxes of S that '-1 log log n) time. For the dynamic version of the problem, the '-1 log log n) and the size query time 2s O((log n) of the structure is O(n). Bozes can be inserted and deleted in amo~tized time O((log n)2 log log n).
Maintaining the closest pair
In this section, we apply the results obtained so far to maintain a closest pair of a point set under insertions and deletions. Let S be a set of n points in IRD and let 1 s t < co be a real number. The closest pair data structure:
1. The points of S are stored in a range tree. Hence, in order to reduce the space complexity, we should avoid using the range tree.
We will give a transformation that, given any dynamic closest pair data structure having more than linear size, produces another dynamic closest pair structure that uses less space.
Let DS be a data structure that maintains a closest pair in a set of n points in IRD under insertions and deletions. Let S(n) and V(n) denote the size and update time of DS, respectively.
We assume that S(n) and U(n) are non-decreasing. Let f(n) be a non-decreasing integer function such that 1< f(n) < n/2.
Let S~IRD be the current set of points. The cardinality of S is denoted by n. Our transformed data structure will be completely rebuilt after a sufhciently long sequence of updates. Let So be the set of points at the moment of the most recent rebuilding and let no be its size at that moment.
As in the previous section, for each p G IRD, 
