In this paper we conduct a specification analysis of structural credit risk models, using term structure of credit default swap (CDS) spreads and equity volatility from high-frequency return data. Our study provides consistent econometric estimation of the pricing model parameters and specification tests based on the joint behavior of time-series asset dynamics and cross-sectional pricing errors. Our empirical tests reject strongly the standard Merton (1974) model, the Black and Cox (1976) barrier model, and the Longstaff and Schwartz (1995) model with stochastic interest rates. The double exponential jump-diffusion barrier model (Huang and Huang, 2003) improves significantly over the three models. The best one among the five models considered is the stationary leverage model of Collin-Dufresne and Goldstein (2001), which we cannot reject in more than half of our sample firms. However, our empirical results document the inability of the existing structural models to capture the dynamic behavior of CDS spreads and equity volatility, especially for investment grade names. This points to a potential role of time-varying asset volatility, a feature that is missing in the standard structural models. Electronic copy available at: http://ssrn.com/abstract=1105640
Introduction
The credit-default-swaps market has been growing exponentially over the past several years.
Credit default swaps (CDS) are currently the most popular credit derivatives instrument and account for about half of the credit derivatives market. The notional value of the CDS market was more than $62 trillion at the end of 2007, according to the International Swaps and Derivatives Association. Under a CDS contract the protection seller promises to buy the reference bond at its par value when a pre-defined default event occurs. In return, the protection buyer makes periodic payments to the seller until the maturity date of the contract or until a credit event occurs. This periodic payment, usually expressed as a percentage of the notional value underlying a CDS contract, is called the CDS spread. Compared with corporate bond spreads, CDS spreads are a relatively pure pricing of default risk of the underlying entity, abstracting from numerous bond characteristics, such as seniority, coupon rates, embedded options, and guarantees. As a result, there is a growing literature on testing credit risk models using the information from the CDS market.
A widely used approach to credit risk modeling in practice is the so-called structural method, originated from Black and Scholes (1973) and Merton (1974) . Whereas there have been many empirical studies of structural models, especially recently, based on corporate bond data, the empirical testing of these models using CDS spreads is quite limited. Such a testing is desirable especially given the recent empirical evidence based on the corporate bond market that existing structural models have difficulty either fitting corporate bond spreads (e.g., Jones, Mason, and Rosenfeld (1984) , Lyden and Saraniti (2000) , Delianedis and Geske (2001) , Eom, Helwege, and Huang (2004) , Arora, Bohn, and Zhu (2005) and Ericsson and Reneby (2005)) or explaining both spreads and default frequencies simultaneously (the so-called credit spread puzzle documented in Huang and Huang (2003) ). If CDS spreads are considered to be a purer measure of credit risk than corporate bond spreads, then the existing structural models (purely default risk based) may perform better in capturing the behavior of CDS spreads than they do for corporate bond spreads. In this article we test five representative structural credit risk models using a sample of 93 single name CDS contracts during the period January 2002 -December 2004. The models we consider are the standard Merton (1974) model, the Black and Cox (1976) model with a flat barrier, the Longstaff and Schwartz (1995) model with stochastic interest rates, the Collin-Dufresne and Goldstein (2001) model with a stationary leverage, and the double exponential jump diffusion model used in Huang and Huang (2003) .
More specifically, we formulate a specification test based on the pricing solutions of CDS spreads and equity volatility implied by a particular structural model. By assuming that both equity and credit markets are efficient and that the underlying structural model is correct, we obtain the identifying moment restrictions on the model parameters, such as asset volatility, the default barrier, and the speed of mean-reverting leverage. Such a GMM estimator with an ensuring J-test is a consistent econometric method, for parameter estimation and specification analysis of the structural credit risk models. One advantage of such a test is that it provides us with a precise inference on whether a particular structural model is rejected or not in the data, unlike the existing studies based on calibration, rolling estimation or regression analysis. Furthermore, unlike the existing studies that focus on 5-year CDS contracts, we use the entire term structure of CDS spreads. Such a method provides us a tighter identification of structural model parameters and minimizes the effect of measurement error from using bond characteristics, and thus attributes the test results mostly to the specification error. More importantly, by focusing on the equity volatility measured with high frequency data, instead of low frequency daily data, our approach speaks directly to the recent finding that volatility dynamics has a strong potential in better explaining the credit spreads.
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Our empirical tests reject strongly the following three standard models: the Merton (1974) model, the Black and Cox (1976) model, the Longstaff and Schwartz (1995) model. However, the double exponential jump-diffusion barrier model outperforms significantly these three models. The stationary leverage model of Collin-Dufresne and Goldstein (2001) is the best performing one among the five models examined in our analysis and more specifically, is not rejected by the GMM test for more than half of the 93 companies in our sample. In addition, the test results allow us to gain a better understanding of the structural models, which otherwise does not obtain easily from ad hoc calibrations or rolling estimation analysis.
For example, when allowing the default barrier to be different from the total liabilities, we discover a negative relationship between the observed debt/asset ratio and the implied default 1 Campbell and Taksler (2003) find that idiosyncratic equity volatility can explain a significant part of corporate bond yield spreads cross-sectionally. Huang and Huang (2003) conjecture that a structural credit risk model with stochastic asset volatility may solve the credit spread puzzle. Huang (2005) considers an affine class of structural models with both stochastic asset volatility and Lévy jumps. Based on regression analysis, Zhang, Zhou, and Zhu (2006) provide empirical evidence that a stochastic asset volatility model may improve the model performance. boundary trigger. Moreover, when a dynamic leverage or a jump component is allowed for, the overall fitting of average CDS term structure is improved with a much smaller pricing error. Further more, for the best performing dynamic leverage model, the individual firms sensitivity to interest rate or varies dramatically from significant positive for investment grade names to significant negative for speculative grade names, suggesting a great deal of heterogeneity in each firm's exposure to systematic risk.
Finally, our empirical analysis sheds some light on how to improve the existing structural models in order to fit better CDS prices. One implication from our results is that a term structure model more flexible than the one-factor Vasicek (1977) model -used in Longstaff and Schwartz (1995) and Collin-Dufresne and Goldstein (2001) -may reduce the pricing error. Also judging from several pricing error diagnostics, jump augmentation seems to improve the investment grade names, while dynamic leverage seems to improve the speculative grade names. We also find that for the junk rated names, the observed spot leverage is very close to the long-run mean of the risk-neutral leverage implied by the Collin-Dufresne and Goldstein (2001) model; while for investment grades the spot leverage is much lower than the risk-neural leverages. This mirrors the recently documented low leverage puzzle for high rating firms (Strebulaev and Yang, 2006; Chen and Zhao, 2006) . Our analysis also documents the inability of the standard structural models in fitting time-series of both CDS spreads and equity volatility. Given that equity volatility in structural models is time-varying, this result provides a direct evidence that a structural model with stochastic asset volatility may improve the model performance (Huang and Huang, 2003; Huang, 2005; Zhang, Zhou, and Zhu, 2006 ).
There are several empirical studies of structural models based on CDS data that are directly related to ours. For instance, Predescu (2005) examines the Merton (1974) model and a Black and Cox (1976) type barrier model with a rolling estimation procedure combined with the MLE approach proposed in Duan (1994) . Hull, Nelken, and White (2004) study the Merton model using a calibration approach. Chen, Fabozzi, Pan, and Sverdlove (2006) investigate the Merton, Black-Cox, and Longstaff-Schwartz models (however, their implementation of the latter model is based on an approximated solution). Examples of studies that link CDS premiums with variables from structural credit risk models using a regression analysis include Cossin and Hricko (2001); Ericsson, Jacobs, and Oviedo (2005) ; Houweling and Vorst (2005) . Our analysis differs from these studies in that we consider three more recent models (Longstaff-Schwartz, CDG, and Huang-Huang) and conduct a rigorous GMM-based specification analysis.
Structural credit risk models have also been examined empirically using information from the corporate bond market. Examples include Jones, Mason, and Rosenfeld (1984) ; Huang and Huang (2003); Cremers, Driessen, Maenhout, and Weinbaum (2004); Eom, Helwege, and Huang (2004); Schaefer and Strebulaev (2004) . These studies have indicated that structural models have difficulty predicting corporate bond yield spreads accurately. One line of reasoning is that structural models may be able to do a better job in fitting CDS prices, presumably because CDS prices are a purer measure of default risk and corporate bond prices (Longstaff, Mithal, and Neis, 2005; Ericsson, Reneby, and Wang, 2006) . One implication of our analysis is that structural models still have difficulty predicting credit spreads even if when a purer measure of credit risk is used in the empirical analysis, although a better measure of credit spread can help us rank order the extent structurally models more consistently.
Finally, notice that like many other studies such as Jones, Mason, and Rosenfeld (1984) , Lyden and Saraniti (2000) , Delianedis and Geske (2001) , Eom, Helwege, and Huang (2004), and Ericsson and Reneby (2005) , here we examine the implications of structural models for pricing only (and ignore the implications for default probabilities under the real measure).
In another word, we do not examine the credit spread puzzle here.
The rest of the paper is organized as follows. Section 2 briefly outlines the class of structural models examined in our empirical analysis. Section 3 presents our econometric method of parameter estimation and specification tests. Section 4 describes the data used in our analysis, and Section 5 reports and discusses our empirical findings. Finally, Section 6 concludes.
A Review of Structural Credit Risk Models
We consider five structural models in our empirical analysis. Specifically, they include the Merton (1974) model, the Black and Cox (1976) model, the Longstaff and Schwartz (1995) model, the Collin-Dufresne and Goldstein (2001) model, and the double exponential jump diffusion model considered in Huang and Huang (2003) .
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The Black and Cox model with a flat barrier examined here can be also considered to be a special case of either the exogenousdefault version of Leland and Toft (1996) or the one-factor version of Longstaff and Schwartz (1995) . Except for the Merton model, all other ones are barrier-type models. Among the five models, Longstaff and Schwartz (1995) and Collin-Dufresne and Goldstein (2001) are two-factor models, and the remaining three are one-factor models. For completeness, below we briefly review the five structural models to be tested in our empirical study.
Although these five models differ in certain economic assumptions, they can be embedded in the same underlying structure that includes specifications of the underlying firm's asset process, the default boundary, and the recovery rate etc. Let V be the firm's asset process, K the default boundary, and r the default-free interest rate process. Assume that, under a risk-neutral measure, 
In equation (4), parameters η
All five models considered in this analysis are special cases of the general specification in Eqs.
(1) -(3). For instance, if the jump intensity is zero, then the asset process is a geometric Brownian motion. This specification is used in the four diffusion models, namely, the models of Merton, Black and Cox (BC), Longstaff and Schwartz (LS) , and Collin-Dufresne and Goldstein (CDG). Regarding the specification of the default boundary K, it is a point at the bond maturity in the Merton model. If κ is set to be zero, then the default boundary is flat (a continuous barrier), an assumption made in Black and Cox (BC), Longstaff and Schwartz (LS) , and the jump diffusion (HH) models. The mean-reverting specification in (2) is used in the Collin-Dufresne and Goldstein (CDG) model. The Vasicek model in (3) is used to describe the dynamics of the risk-free rate in the two-factor models of Longstaff and Schwartz (LS) and Collin-Dufresne and Goldstein (CDG) models. If both β and σ r are zero, then the interest rate is constant, an assumption made in the three one-factor models.
We assume a constant recovery rate for comparison with other studies and also because the CDS database that we use includes the recovery rate estimates.
Under each of the five structural models, it is straightforward to calculate the CDS spread.
Let Q(0, T ) denote the survival probability over (0, T ] under the T-forward measure. Then the CDS spread of a T -year CDS contract is given by
where R is the recovery, r is the interest rate process, D(0, ·) the default-free discount function, τ the default time, and I {·} the indicator function, and E
Q
[·] the expectation under the risk-neutral measure. To simplify the computation, we follow the literature to make the standard assumption that the settlement of the contract occurs on the next payment day.
It then follows from Eq. (6) that
As a result, the implementation of a structural model amounts to the calculation of the survival probability Q(0, ·). In the Merton (1974) and the Black and Cox (1976) models, Q(0, ·) has closed form solutions. The survival probability in the double exponential jump diffusion model and the two-factor models do not have a known closed form solution but can be easily calculated using a numerical method (see, e.g., Huang and Huang (2003) for details).
A Specification Test of Structural Models
We use the fundamental pricing relationships implied by various credit risk models to identify structural parameters like asset volatility, default barrier, jump intensity, or dynamic leverage coefficient(s). The intuition is from Merton (1974) -the delta function and pricing equation link equity volatility and credit spread directly to the structural variables and parameters.
With these identifying restrictions, we can build an internally consistent GMM estimator (Hansen, 1982) , which minimizes the fitted errors of credit spreads and equity volatility, with an appropriate weighting matrix determined by the pricing model and data sample. Along with consistent parameter estimation, we obtain an omnibus specification test, to rank order various credit risk models and to judge their pricing performance in a systematic framework.
In addition, we also use the term structure and time series of CDS spreads to evaluate the economic pricing errors, which should by-and-large confirm our GMM specification test results. A structural model would be rejected by the GMM criterion function test, if the pricing errors are relatively large and exhibit systematic variations, assuming that the equity and credit markets are efficient.
The implementation of our estimation strategy has several advantages. First, we use high frequency equity returns to construct a more accurate estimate of the equity volatility, therefore minimizing the measurement error imputed into the asset volatility estimate (given any structural model for the underlying asset process), while leaving the main suspect to possible model misspecification which we really care about. Second, we use the CDS spreads as a relative purer measure of the credit risk, therefore sanitizes our approach from the specific pricing error problem associated with bond market iniquity or other non-default characteristics (Longstaff, Mithal, and Neis, 2005) . In addition, we use the term structure and time series of CDS spreads in both estimation and pricing exercise, while holding constant the model specification and parameter values, thus avoiding the rolling sample extraction approach that is inconsistent with economic assumption underlying the structural models.
More importantly, by bringing in the consistency between observed equity and model implied equity, our approach has the potential to speak directly to the recent finding that time-varying equity volatility has a strong nonlinear forecasting power for credit spreads (Zhang et al., 2006) .
GMM Estimation of Structural Credit Risk Models
As described in Section 2, the CDS spread at time t with maturity t + T under a given structural model can be calculated using Eq. (7). As pointed out by Merton (1974) , the delta function relating the equity volatility and asset volatility is also model-dependent
where the equity volatility σ E (t) is generally time-varying while the asset volatility σ A may be constant. For the jump-diffusion asset value process used by Huang and Huang (2003) , the equity volatility of the continuous diffusion component satisfy Eq. (8). With observed CDS spread cds(t, t + T ) and equity volatility σ E (t), we can specify the following overidentifying
where θ is the structural parameter vector for various credit risk model under consideration, e.g., asset volatility, default barrier, asset jump intensity, or dynamic leverage coefficient, etc..
The term structure of CDS spread is represented by four maturities T = 1, 3, 5, and 10 years.
Under the null hypothesis that the model is correctly specified, we have
Note that both the CDS spread and the equity volatility are allowed to be observed with measurement errors. However, under the appropriately defined GMM metric, these pricing errors must be "small"; or the model specification will be rejected. The corresponding GMM estimator is given byθ
where g(θ, T ) refers to the sample mean of the moment conditions, g(θ, T ) ≡ 1/T T t f (θ, t), and W (T ) denotes the asymptotic covariance matrix of g(θ, T ) (Hansen, 1982) . With mild regularity conditions, the estimator of structural parameter θ is √ T -consistent and asymptotically normally distributed, under the null hypothesis. Moreover, the minimized value of the objective function multiplied by the sample size
should be asymptotically distributed as a Chi-square distribution, with the degree of freedom equal to the length of moments f (θ, t) minus the length of structural parameter θ. This allows for an omnibus test of the overidentifying restrictions. In addition, we use a heteroscedasticity robust estimator for the variance-covariance matrix W (T ) (Newey and West, 1987) .
For the more general models with stochastic interest rate (Longstaff and Schwartz, 1995) or random jumps (Huang and Huang, 2003) , one can expand moment restriction vector to include the pricing restrictions of interest rates and/or other maturities of CDS spreads.
However, such a joint estimation scheme would be very computationally involved for a twofactor model with stochastic interest rates such as Longstaff and Schwartz (1995) and CollinDufresne and Goldstein (2001) . This is because the default probability under the forward probability measure, Q(t, ·), has to be calculated with discretized numerical approximation.
To make the estimation tractable, we separately estimate the dynamic interest rate model and the firm-specific structural parameters. This is a reasonable strategy, since the interest rate parameters are common inputs in those structural credit risk models and those firmspecific parameters do not affect the interest rate process. We use the 3-month LIBOR as an proxy for the short rate and estimate the interest rate volatilityσ r = VAR(r t ) accordingly.
Given that the one-factor Vasicek (1977) model is a very crude approximation to the observed term structure dynamics, we opt to use a nonlinear least square procedure to estimate the risk-neutral drift parameters α and β month-by-month,
to best match the term structure of interest swap rates y t,t+T with maturities of 1, 2, 3, 5, 7, and 10 years.
Data Description

Credit Default Swap Spreads
We choose to use the credit default swap (CDS) premium as a direct measure of credit spreads. CDS is the most popular instrument in the rapidly growing credit derivatives markets. Compared with corporate bond spreads, which were widely used in previous studies in testing structural models, CDS spreads have two important advantages. First, a CDS spread is a relatively pure pricing of default risk of the underlying entity, and the contract is typically traded on standardized terms. By contrast, bond spreads are more likely to be affected by differences in contractual arrangements, such as seniority, coupon rates, embedded options, and guarantees.
3 Second, as shown by Blanco, Brennan, and March (2005) and Zhu (2006), while CDS and bond spreads are quite in line with each other in the long run, in the short run CDS spreads tend to respond more quickly to changes in credit conditions. This means that CDS market may be more efficient than bond market, therefore more appropriate for the specification tests of structural models.
Our CDS data are provided by Markit, a comprehensive data source that assembles a network of industry-leading partners who contribute information across several thousand credits on a daily basis. Based on the contributed quotes Markit creates the daily composite quote for each CDS contract; which must past the stale data test, flat curve test, and outlying data test. Together with the pricing information, the dataset also reports average recovery rates used by data contributors in pricing each CDS contract. In addition, an average of Moody's and S&P ratings is also included. In this paper we include all CDS quotes written on US entities (sovereign entities excluded) and denominated in US dollars. We eliminate the subordinated class of contracts because of their small relevance in the database and unappealing implication in credit risk pricing. We focus on CDS contracts with modified restructuring (MR) clauses, as they are the most popularly traded in the US market. We require that the CDS time series has at least 36 consecutive monthly observations to be included in the final sample. Another filter is that CDS data have to match equity price (CRSP), equity volatility (TAQ) and accounting variables (COMPUSTAT). We also exclude financial and utility sectors, following previous empirical studies on structural models. After applying these filters, we are left with 93 entities in our study. Our sample period covers January 2002 to December 2004, with maturities of 1, 2, 3, 5, 7, and 10 years. survey). In testing structural models, the asset return volatility is unobserved and is usually backed out from the observed equity return volatility (Eom, Helwege, and Huang, 2004) , therefore a more accurate measure of equity volatility from high-frequency data is critical in correctly estimating the asset return volatility -the driving force behind behind the firm default risk.
Let s t ≡ log S t denote the day t logarithmic price of the firm equity, and the intraday returns are defined as follows:
where r s t,i refers to the i th within-day return on day t and ∆ is the sampling frequency and chosen to be 5-minute. The realized equity volatility (squared) for period t is simply given
which converges to the integrated or average variance during period t. For the doubleexponential jump-diffusion model, the continuous component of equity volatility (squared) can be estimated with the so-called "bi-power variation"
As shown by Barndorff-Nielsen and Shephard (2004) , such an estimator of realized equity volatility is robust to the presence of rare and large jumps. The data are provided by the NYSE TAQ (Trade and Quote) data base, which includes intra-day (tick-by-tick) transaction data for all securities listed on NYSE, AMEX, and NASDAQ. The monthly realized variance is the sum of daily realized variances, constructed from the squares of log intra-day 5-minute returns. Then, monthly realized volatility is just the square-root of the annualized monthly realized variance.
Capital Structure and Asset Payout
Assets and liabilities are key variables in evaluating structural models of credit risk. The accounting information is obtained from Compustat on a quarterly basis and assigned to each month with the quarter. We calculate the firm asset as the sum of total liability plus market equity, where the market equity is obtained from the monthly CRSP data on shares outstanding and equity prices. Leverage ratio is estimated by the ratio of total liability to the firm asset. The asset payout ratio is proxied by the weighted average of the interest expense and dividend payout. Both ratios are reported as annualized percentages.
Risk-Free Interest Rates
To proxy the risk-free interest rates used as the benchmark in the calculation of CDS spreads, we use the 3-month LIBOR and the interest rate swaps with maturities of 1, 2, 3, 5, 7, and 10 years. These data are available from the Federal Reserve H.15 Release.
Empirical Results
In this section we summarize our empirical findings on testing the structural credit risk models, based on the GMM estimator defined in Section 3 with the term structure of CDS spreads and equity volatility. We also provide some diagnostics on various model specifications based on the pricing errors, and discuss some implications for future research.
Summary Statistics
In this paper, we focus on the senior unsecured CDS contracts on U.S. corporations and Table 1 , our sample is concentrated in the single-A and triple-B categories, which account for 75 percent of the total sample, reflecting the fact that contracts on investment-grade names dominate the CDS market. In terms of the average over both the time-series and cross-section in our sample, the 5-year CDS spread is 144 basis points, equity volatility is 38.40 percent (annualized), the leverage ratio 48.34 percent, asset payout ratio 2.14 percent, and the quoted recovery rate 40.30 percent. As expected, the CDS spread, equity volatility, and the leverage ratio all increase as rating deteriorates. However, the recovery rate essentially decreases as rating deteriorates but has low variations. 
GMM Specification Test
Our econometric method is based on the model implied pricing relationship for CDS spread and equity volatility. There is clear evidence that equity volatility and credit spread are intimately related (Campbell and Taksler, 2003) , and the linkage appears to be nonlinear in nature (Zhang, Zhou, and Zhu, 2006) . A casual inspection of Figure 2 indicates that CDS spreads and equity volatilities appear to move together sometime during market turmoils but are only loosely related during quiet periods. A structural model with richer time-varying feature in the underlying asset may be called for to account for the observed nonlinear relationship between equity volatility and credit spread.
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The GMM specification test results from each of five structural credit risk models are given in Table 2 . In particular, we report the percentage of firms where each of the five models is not rejected, for the whole sample as well as across both ratings and sectors.
As can be seen from the table, none of the five models have a rejection rate of 100%. The existing empirical studies of the standard structural models based on corporate bond spreads have largely rejected these models as well. Our results indicates that the standard structural models are still missing something even when CDS spreads, presumably a cleaner measure of credit risk than corporate bonds spreads, are used in the empirical analysis.
Nonetheless, our empirical results provide new evidence on the relative performance of 5 In order to estimate the stochastic interest rate model of Longstaff and Schwartz (1995) and the dynamic leverage model of Collin-Dufresne and Goldstein (2001), we need to first estimate the default-free term structure model of Vasicek (1977) in Eq. (3). Parameter estimates are obtained monthly based on crosssectional data, and not reported here for brevity. The cross-sectional pricing errors that range from 12 to 112 basis points during the sample period.
the five structural models and potential guidance on how to extend the existing models.
For instance, notice that the GMM test statistics for the Merton (1974) specification are significantly higher than those for the other four extended models. (Some of the models are not nested so the J-test statistics are not always directly comparable.) Whereas it is known that the Merton model underperforms the richer models, our results are the first in the literature based on a consistent econometric test that takes into account the dynamic behavior of both CDS spreads and equity volatility.
Judged by the results reported in the table on the percentage of firms where each of the five models is not rejected, the ranking of the 5 models is as follows
(This ranking is also consistent with results on the mean test statistic, although as cautioned earlier, J-test statistics are not always directly comparable.) In particular, the double exponential jump-diffusion model considered in Huang and Huang (2003) and especially the CDG stationary leverage model outperform significantly over the other three models, namely, Merton (1974), Black and Cox (1976) , and Longstaff and Schwartz (1995) . These results imply that both jumps and time varying leverage improve noticeably the model.
One finding in Eom, Helwege, and Huang (2004) is that the CDG model improves marginally the fitting of bond spreads over the LS model. Our results here here indicate that the CDG model's improvement over LS and other models as well is much more significant when CDS spreads are used in the analysis. Another possible reason is that the risk-neutral leverage parameters are estimated directly here, whereas they are estimated indirectly through their counter-parties in the physical measure in Eom, Helwege, and Huang (2004) . (It is actually mentioned that in EHH that direct estimating the risk-neutral leverage parameters may improve the performance of CDG.)
Note that our empirical analysis is based on a consistent econometric method that takes the pricing models to the entire term structure of CDS spreads and equity volatility estimated using high frequency data. This is in contrast with the prevalent approach of rolling sample estimation and extraction. Of course we are aware that the GMM omnibus test may be biased toward over-rejection of the true model specification (e.g., see, Tauchen, 1986).
Parameter Estimation
In this subsection we report estimates of model parameters. First, we want to mention that we impose additional estimation restrictions to ensure proper identification of model parameters in the Longstaff-Schwartz (1995) , CDG, and the jump diffusion models. For the Longstaff-Schwartz (1995) model, if the correlation coefficient ρ is allowed to be free, its estimated value is around -1.2 for almost all firms in the sample. Therefore we restrict ρ to be -1 in the estimation of this model. In the CDG model, the correlation coefficient ρ and sensitivity coefficient φ seem difficult to be simultaneously identifiable and the correlation coefficient is not bounded between -1 and +1. As a result, we impose the restriction that ρ = 0. In the double-exponential jump-diffusion model, the parameters p Table 3 reports the estimated default boundary/barrier, a parameter that appears in the three models with a flat default boundary, namely, the Black and Cox (1976) barrier model, the Longstaff-Schwartz (1995) model with stochastic interest rates, and the jump model considered in Huang and Huang (2003) . The default barrier scaled by the total debt, V b /F , estimated using the BC model ranges from 65% to 103%. The estimates based on LS are much higher. Results based on the jump model are largely consistent with calibration values used by Huang and Huang (2003) and the empirical estimates by Predescu (2005) . Figure 3 plots the relationship between the estimated default boundary V b /F and the observed leverage ratio F/V . As can be seen from the figure, the slope is significantly negative, indicating that a higher default boundary is implied for lower rating names. This finding is also consistent with EHH's findings based on corporate bond data.
Panel C of Table 3 reports the estimate of the jump intensity parameter in HH and the three leverage parameters in CDG. Notice that the estimated jump intensity levels for high-yield names are much higher than those for investment-grade names.
In the stationary leverage model (Collin-Dufresne and Goldstein, 2001 ), parameter κ is the mean-reverting speed of the risk-neutral log leverage ratio log(K t /V t ). The mean estimated valueκ ranges from 0.03 for the single CCC-rated name to 17.82 for AA-rated names, and is much larger than the calibrated value of 0.18 adopted by CDG and also the estimate based on regression in Frank and Goyal (2003) . This is perhaps an indication that the model is missing some factor.
Parameter ν in CDG is related to θ , the long-run mean of the risk-neutral leverage ratio,
Our choice of estimating a constant ν would imply a time-varying but deterministic θ . The mean estimateν ranges from 0.11 for the single AAA-rated name to 1.00 for the single CCC-rated name, which is rather close to the calibration value of 0.60 used in CDG.
Finally the sensitivity of leverage ratio in interest rate φ in CDG seems to be critical for the model to pass the GMM specification test. More specifically, φ measures the sensitivity of the firm-specific leverage ratio dynamics to the risk-free interest rate process. This is equivalent to the risk factor loading in standard asset pricing models. As can be seen in the table, the estimate of φ varies from a large positive number of the investment grade names to a large negative number of the speculative grade names. This suggests that firms with different credit standing have very different leverage ratio dynamics as the macroeconomic risk changes over time. Such a heterogeneity of dynamics leverage ratio is the key for CDG model pass the GMM omnibus test with more than half of the sample.
Pricing Performance Evaluation
In the literature, the evaluation of structural credit risk models is generally based on comparing their pricing error on corporate bonds, although the models are typically not consistently estimated but rather judged based on ad hoc calibration or rolling sample extractions. Here we connect with the existing literature by looking at the pricing errors of candidate models, after the parameters are consistently estimated and model specification tests are conducted.
If our approach is valid, then the specification test result should be consistent with the pricing errors evaluations.
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To be more specific, for each month and each maturity, we use the estimated structural parameters and pricing solutions to calculate the model implied CDS spreads and equity volatility. Then we compute the simple difference, absolute difference, and percentage difference between the model implied and observed ones. Finally the mean of the pooled pricing errors is reported for each name. Table 4 reports the pricing errors on both CDS spreads and equity volatility by each rating group and sector. As can be seen from the table, in terms of average errors, the Merton (1974) model seems to over-estimate the spreads, the barrier and LS models appear to under-estimate the spreads, and the jump and leverage models are more even. The fact that combining equity price and CDS spreads would make Merton (1974) overfit is similarly found by Predescu (2005) . In terms of absolute pricing performance, the barrier model (Black and Cox, 1976) The results from equity volatility display similar patterns as those from the CDS spreads.
A noticeable difference is that the absolute pricing errors on equity volatility are generally larger than those on CDS spreads, while the percentage pricing errors are about the same order of the magnitude.
In order to pass the GMM J-test, a model must perform well on both CDS spreads and equity volatility. Results based on pricing errors indicate that except for the CDG model, the others fail in either one or both dimensions.
Further Diagnostics on Model Specifications
In this subsection, we try to gain further insights on model specification errors, by examining the model-implied term structure and time series of CDS spreads, along with the modelimplied equity volatility. We also discuss some implications of this analysis for improving the standard structural models. Figure 4 plots the sample average of the CDS term structure from 1 year to 10 years from both the observed data and the five candidate models. A few observations are worth mentioning here: (1) the CDG model almost completely nails the average term structure, especially for the lower rating group; (2) the Merton model clearly misses the CDS spreads, but for high grade (AAA-A) misses mostly the long maturity and for low grade (BBB-CCC) misses mostly the short maturity; (3) the Black-Cox (BC) and LS models seem to fit reasonably the lower grades (BBB-CCC), but underfit the high grades (AAA-A) especially in the short end; (4) the HH model with jumps improves upon the Merton model mostly in the short end, as jumps are sensitive for short term derivatives, although its overall performance is not very satisfying. Overall, the stationary leverage model seems to be the only one to match the curve of average term structure of CDS spread, especially for lower rated names; while the jump model seems to have potential in improving the short end of the term structure, especially for higher rated names. Figure 5 plots the observed 5-year CDS spread against the five model implied ones. For lower ratings BB-CCC, all models seem to match the time-variations of the 5-year CDS spread well, although the CDG model is the best one. For higher ratings AAA-BBB, most models completely miss the CDS dynamics, especially for the first third of the sample, when the risk-free rate remains as low as 1%. Even CDG model can only get the average level right, but not be able to imitate the evolutions. This suggests that for higher rating firms, a time-varying factor in addition to interest rate and leverage ratio -like stochastic asset volatility -may be needed to fully capture the temporal changes in CDS spreads. Figure 6 reports the model implied and fitted equity volatilities. Again, for lower ratings BB-CCC, the CDG model can reasonable capture the time series feature of equity volatility; while other models miss the volatility level, yet produce certain time-variations imitating the volatility dynamics. In contrast, for higher ratings AAA-BBB, all models miss completely the volatility spikes during the early sample period. The picture for AAA-A is rather bleakevery model generates a nearly constant equity volatility but the observed one is dramatically changing over time. This evidence indicate that without time varying asset volatility, no existing model can replicate the observed equity volatility dynamics, for top investment grade names. Figure 7 plots the initial spot log leverage ratio log(K t /V t ) and the long-run mean of risk-neutral log leverage ratio. It is clear that for the speculative grade (CCC-BB) these two leverages are very closer to each other. While for low investment grade names (BBB), the observed leverage is significantly lower than the risk-neutral counterpart; and the difference becomes more dramatic for the top investment grade (AAA-A). Such a finding mirrors the recently documented evidence that highly profitable firms may opt to borrow little or no debt (Strebulaev and Yang, 2006; Chen and Zhao, 2006) . Such a puzzle is worth further investigation.
In summary, dynamic leverage ratio together with stochastic interest rate seem to be crucial for a structural credit risk model to better match the CDS spread and equity volatility.
In addition, incorporating jumps may help to improve the fit of the short end of CDS term structure, especially for the high investment grade names. However, something else needs to be incorporate into the existing models as they all fail to adequately capture the dynamics behavior of CDS spreads and equity volatility, especially for the high investment grade names. This suggests that incorporating a stochastic asset volatility may improve the existing structural models.
Conclusions
This article provides a consistent econometric specification test of five structural credit risk models using information from both the credit default swap (CDS) market and equity market. In particular, we consider the standard Merton (1974) model, the Black and Cox (1976) barrier model, the Longstaff and Schwartz (1995) model with stochastic interest rates, the stationary leverage model of Collin-Dufresne and Goldstein (2001) , and the double exponential jump-diffusion barrier model studied in Huang and Huang (2003) . We examine the performance of each model in capturing the behavior of CDS spreads and equity volatility both cross-sectionally and time series wise.
Existing empirical studies of structural models mainly based on corporate bond spreads and equity volatility from low frequency daily data. To our best knowledge, this study is the first direct econometric estimation and specification test of structural models using data on the term structure of CDS and equity volatility estimated with high frequency intraday data. This allows us to minimize the effects of measurement error and pricing error, and thus attribute the test results mostly to the specification error.
We find that the Merton (1974), Black and Cox (1976) , and the Longstaff and Schwartz (1995) models are strongly rejected by our specification test. The jump diffusion model considered in Huang and Huang (2003) improves the performance significantly for the top investment grade names but helps the fit mainly in the short end of the CDS term structure and not much in the long end. Still, the model is rejected for more than half of our sample firms. The best of the five models is the Collin-Dufresne and Goldstein model, that cannot be rejected in more than half of our sample firms.
Nonetheless, we show that these structural models still have difficulty predicting credit spreads accurately even when CDS spreads (a purer measure of credit risk than bond spreads) are used in the analysis.
Finally, we document that the five structural models cannot capture the time-series behavior of both CDS spreads and equity volatility. Given that equity volatility in structural models is time-varying, this finding provides a direct evidence that a structural model with stochastic asset volatility (see Huang and Huang, 2003; Huang, 2005; Zhang, Zhou, and Zhu, 2006) Leverage ratio is the total liability divided by the total asset which is equal to total liability plus market equity. Asset payout ratio is the weighted average of dividend payout and interest expense over the total asset. Recovery rate is the quoted recovery rate accompanied with the CDS premium from the dealer-market. CDS spreads have 1-, 2-, 3-, 5-, 7-, and 10-year maturities over the period from January 2002 to December 2004. Black and Cox (1976) , Longstaff and Schwartz (1995) , Collin-Dufresne and Goldstein (2001), and the double exponential jump diffusion model (Huang and Huang, 2003) . This table reports the GMM estimation results of the model parameters in each of five structural models. The five moment conditions used in the test are constructed based on the pricing relationship for 1-, 2-, 5-and 10-year CDS spreads and for the equity volatility estimated based on 5-minute intraday data. The five model specifications include Merton (1974), Black and Cox (1976) , Longstaff and Schwartz (1995) , Collin-Dufresne and Goldstein (2001) , and the double exponential jump diffusion model (Huang and Huang, 2003) . Black and Cox (1976) , Longstaff and Schwartz (1995) , Collin-Dufresne and Goldstein (2001) , and the double exponential jump diffusion model (Huang and Huang, 2003) . These are scatter plots between the oberserved debt/asset ratios and the estiamted barrier/debt ratios of all the 93 firms for constant barrier models- Black and Cox (1976) , Longstaff and Schwartz (1995) , and the double exponential jump diffusion model (Huang and Huang, 2003) . Black and Cox (1976) , Longstaff and Schwartz (1995) , Collin-Dufresne and Goldstein (2001) , and the double exponential jump diffusion model (Huang and Huang, 2003) . Black and Cox (1976) , Longstaff and Schwartz (1995) , Collin-Dufresne and Goldstein (2001) , and the double exponential jump diffusion model (Huang and Huang, 2003) . 
