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Computer-supported collaborative learning (CSCL) is a pedagogical approach wherein 
learning takes place via social interaction using a computer or through the Internet. This kind of 
learning is characterized by the sharing and construction of knowledge among participants using 
technology as their primary means of communication or as a common resource. CSCL can be 
implemented in online and classroom learning environments and can take place synchronously or 
asynchronously. Collaborative learning is a situation in which two or more people learn or 
attempt to learn something together. Unlike individual learning, people engaged in collaborative 
learning capitalize on one another’s resources and skills (asking one another for information, 
evaluating one another’s ideas, monitoring one another’s work, etc.) 
Collaborative learning is an educational approach to teaching and learning that involves 
groups of learners working together to solve problems, complete tasks, or create products. 
Studying in a distance learning environment, the instructor may not be always available online to 
deal with questions asked by learners. An efficient Questions Answering System may assist 
learners to respond to questions raised by other learners. Therefore, the importance of developing 
an effective method for supporting question-answering process in collaborative learning 
environments is evident. During recent years, numerous studies have been performed in this field 
for which some aspects of question-answering and some parts of accessible information 
resources and useful available infrastructure have been considered. This research offers an 
approach for building a comprehensive question-answering system in e-learning or collaborative 
learning environment systems. This approach uses an architecture of collaborative learning that 
applies all available resources to find answers to questions.   
From the experimental results we got : 
1. Precision 90.48 % from 40 questions and 120 answers for CQA with Domain knowledge. 
2. For the CQA with Answer Quality Predictor, by using Weka framework we got the accuracy 
for an answer quality predictor 91.2 %. By using annotators we got the accuracy for an 
answer quality predictor 88.8 % from 50 questions and 125 answers. 
3. For the CQA with Domain Knowledge and Answer Quality Predictor, by using Weka 
framework we got the accuracy for an answer quality predictor 90.2 %. By using annotators 
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we got the accuracy for an answer quality predictor 89.8 % from 50 questions and 125 
answers. 
4. From all of CQA performance of CQA, we got that CQA with Answer Quality Predictor and 
CQA with Domain Knowledge and Answer Quality Predictor giving good performance 
comparing with CQA with Domain Knowledge and Traditional Collaborative.  
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This chapter presents the overview, the motivation, the objectives, and thesis writing layout 
of the work presented in this dissertation. 
1.1 Overview 
The topic of this research is a study about Collaborative Question Answering System as one 
of  Computer Supported Collaborative Learning and its Implementations in Collaborative E-
Learning. 
Computer-supported collaborative learning (CSCL) is a pedagogical approach wherein 
learning takes place via social interaction using a computer or through the Internet. This kind of 
learning is characterized by the sharing and construction of knowledge among participants using 
technology as their primary means of communication or as a common resource. CSCL can be 
implemented in online and classroom learning environments and can take place synchronously or 
asynchronously [1] . The study of computer-supported collaborative learning draws on a number 
of academic disciplines, including instructional technology, educational, psychology, sociology, 
cognitive psychology, and social psychology. It is related to collaborative learning and computer 
supported cooperative work (CSCW) [2].  
Collaborative learning is a situation in which two or more people learn or attempt to learn 
something together. Unlike individual learning, people engaged in collaborative learning 
capitalize on one another’s resources and skills (asking one another for information, evaluating 
one another’s ideas, monitoring one another’s work, etc.) [3] . More specifically, collaborative 
learning is based on the model that knowledge can be created within a population where 
members actively interact by sharing experiences and take on asymmetry roles [4][5]. Put 
differently, collaborative learning refers to methodologies and environments in which learners 
engage in a common task where each individual depends on and is accountable to each other [6]. 
These include both face-to-face conversations [7] and computer discussions (online forums, chat 
rooms, etc.).  
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The concept of collaborative learning has been around for a long time. Collaboration on 
computer systems is totally different from that in face-to-face environment. It stresses the 
importance of shared dialogue and inquiry and means students working together to accomplish 
shared learning goals and to maximize their own and their group members achievements. 
Students learn better when they learn together and foster creative thinking as members in a group 
generated new ideas, strategies, and solutions more frequently than working individually [8]. 
Indeed, the effectiveness of collaborative learning on the World Wide Web has been identified 
by various studies. It is found that students’ levels of involvement and incentive to learn have 
increased significantly with a wider and more complete understanding of the subject knowledge 
[9,10,11]. Knowledge is a product out of interaction. Interaction among learners is fostered as 
communication over the Internet is simple and convenient when addressing to a single user or 
multiple users. However, interaction between students and an instructor addresses a problem the 
instructor cannot be online all the time and it is not possible for the instructor to deal with lots of 
questions proposed from students in a timely manner. In the communication of collaborative 
learning, students are encouraged to ask questions. Therefore, there is a need to describe an 
automated QA system to support learning efficiency of collaborative learning.  
Much of the world has been in the midst of a great transformation fueled by continuing 
advances in computing and networking capabilities. The Internet provides us with the means to 
access vast resources of information. With this powerful communication channel comes the 
concept of collaborative learning [12]. Collaborative learning is an educational approach to 
teaching and learning that involves groups of learners working together to solve problems, 
complete tasks, or create products [1]. Studying in a distance learning environment, the instructor 
may not be always available online to deal with questions asked by learners [13]. An efficient 
Questions Answering System may assist learners to respond to questions raised by other learners. 
Therefore, the importance of developing an effective method for supporting question-answering 
process in collaborative learning environments is evident. During recent years, numerous studies 
have been performed in this field for which some aspects of question-answering and some parts 
of accessible information resources and useful available infrastructure have been considered. 
This research offers an approach for building a comprehensive question-answering system in e-
learning or collaborative learning environment systems. This approach uses an architecture of 




With the rapid developments in e-learning domain, numerous technologies and tools have 
been used to facilitate communication, coordination, collaboration, cooperation, and production 
activities. An agent-based question answering system is presented in [14] which, assists 
collaborative learning mechanisms. When a learner sends a question, an agent searches a FAQ 
document and also forwards the question to a selected learner(s). The agent in the system utilizes 
text mining techniques (word extraction, word weighting, word counting, and vector 
construction) to autonomously select an answer from FAQ or obtain a response from learners 
corresponding to the question. The system assists not only in offering answer(s) to the learner, 
but also provides the opportunities of collaboration and learning to learners by answering the 
questions of other learners.  
 
Collaborative Learning promotes a type of group learning mode. Several researchers 
agree that students perform better through group learning than by learning alone [15]. In this 
learning mode, students who are interested in sharing their knowledge form a learning group. 
Students may learn through the assistance of other group members. Group members 
communicate experience and viewpoint, discuss all kinds of questions, help each other, and teach 
each other, etc. Therefore, learning is both a group activity and a social process and thus learning 
performance is strongly affected by peers [16]. In the development of networks, the learning 
eliminates the obstacles of time and space. Students can take part in collaborative learning by 
computer at anyplace, at the same time or different time--synchronous and asynchronous, 
respectively. Researchers have used activity theory to analyze Computer Supported 
Collaborative Work (CSCW) systems [17]. Group communication relationship [18] refers to the 
intra-group relationships determined by the interactions among members. However, how to form 
a group is a problem in collaborative learning. [19,20] give us two methods to form a learning 
group. But, in these methods, new learners cannot participate in the learning group after the 
group has been formed and teachers must all be online. This paper brings forward a new Q&A 
system to form a group model, in which learners can attach their questions to the group when 
they want to collaborate with others. The method also considers that learners can communication 
through Q&A interaction such as discussion forum to provide support for construction and 
access of information sharing.  
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Collaborative learning is one of the study groups. Some studies show that students get the 
most current learning through group rather than independently. Studies by the OTTER Group 
[21] have shown that the ideal class is organized around 50/50 rule. At least 50% of the time 
students spend is spent interacting with and learning about the other student in the virtual 
classroom. The social aspect of the classroom is an important factor. If social aspect missing, 
than student dissatisfaction rises dramatically, as does the attrition rate. In this learning mode, 
which is collaborative learning, students who are interested in sharing their knowledge from a 
learning group to communicate and discuss all kinds of questions, asking one another for 
information, evaluating one other’s idea for help and teach each other. Therefore, learning is 
both a group activity and a social process and thus learning performance is strongly affected 
peers [16].  In the development of networks, comprise all forms of electronically supported 
learning and teaching that can eliminate the obstacles of time and space. In the collaborative 
learning, students can take part by computer at anyplace, at the same time or different time 
(synchronous and asynchronous). Researchers have used activity theory to analyze Computer 
Supported Collaborative Work (CSCW) system [17]. Group communication relationship [18] 
refers to the intra-group relationships determined by the interactions among members. However, 
how to form a learning group after the group is a problem in collaborative learning.  
Several study about Q&A for collaborative learning had been done. An application of 
Question Answering System for Collaborative Learning has been designed. In this application 
learners can attach their question to the group when they want to collaborate with others, and the 
teacher providing answers to them. In this case, the collaborative between the students and the 
teacher to gain knowledge, and becomes question answering system like a virtual teacher [13] 
[22]. In this paper, we proposed question answering system for an effective collaborative 
learning. The originality of the system is bringing a new QA system, in which students can attach 
their questions to the group when they want to gaining and sharing knowledge with others, first 
by using domain knowledge students could get information from domain information which is 
reference work holding a summary of information from either all branches of knowledge or a 
particular branch of knowledge, second by collaborative learning capitalize on one another’s 
resources and skills (asking and evaluating one another’s idea), then each of the answer will 




The main objective of this research is to develop and analyze the collaborative question 
answering system. Particularly, the proposed method implement in the collaborative question 
answering domain knowledge, collaborative question answering using answer quality predictor, 
and finally collaborative question answering using both of domain knowledge and answer quality 
predictor. More specifically, this dissertation deals with the following objectives: 
1. Creating Collaborative Question Answering System using Domain Knowledge  
2. Developing QA tools as a tool to extract domain knowledge  
3. Predicting Quality of Answer in Collaborative QA Community  
4. Creating Collaborative Question Answering System using Answer Quality Predictor  
5. Predicting Quality of Answer from Domain Knowledge and Answer Quality Predictor  
6. Creating Collaborative Question Answering System using Domain Knowledge and 
Answer Quality Predictor  
7. Analyze the capabilities of each of Collaborative Question Answering System  
1.4 Layout of Thesis 
This dissertation is organized as five chapter. The structure and relation among chapters are 
shown in Figure 1-1. Flowchart of The Thesis Continuity. 
Chapter 1 presents the introduction, motivation, objectives and relationship between chapters of 
this dissertation. 
Chapter 2 reviews the literature background of collaborative learning, question answering (QA) 
system, QA system component, question processing module, document processing module, 
answer processing module, Wikipedia, Indonesian wikipedia, mediawiki, wiki API, 
Yahoo!Answers, and predicting answer quality in Q/A social networks. 
 
Chapter 3 describe the method  of the system which is describe in 1.3. 
 
 First task is to develop collaborative question answering system with domain knowledge. 
The purpose of this task is to understand CQA base on the knowledge base.  
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 Second task is the usage of question answering system to extract information from the 
domain knowledge and implemented in Collaborative Learning.  
 Third task is to create the quality answer predictor consist of  acquired of data set, 
annotator judgement, coefficient correlation measurement, feature analysis.  
 Fourth task is to develop collaborative question answering system with answer quality 
predictor.   
 Fifth task is to create and develop collaborative question answering system with domain 
knowledge and answer quality predictor.  
Chapter 4 describes the implementation and results from all the task done.  
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Figure 1-1. Flowchart of The Thesis Continuity 
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II.  LITERATURE REVIEW 
 
2.1 Collaborative Learning 
Collaborative Learning is a situation in which two or more people learn or attempt to learn 
something together. Unlike individual learning, people engaged in collaborative learning 
capitalize on one another’s resources and skills (asking one another for information, evaluating 
one another’s ideas, monitoring one another’s work, etc.) [3].  More specifically, collaborative 
learning is based on the model that knowledge can be created within a population where 
members actively interact by sharing experiences and take on asymmetry roles [4][5]. Put 
differently, collaborative learning refers to methodologies and environments in which learners 
engage in a common task where each individual depends on and is accountable to each other [6]. 
These include both face-to-face conversations [7] and computer discussions (online forums, chat 
rooms, etc.).
[6]
 Methods for examining collaborative learning processes include conversation 
analysis and statistical discourse analysis [23].  
Collaborative learning is heavily rooted in Vygotsky’s views that there exists an inherent 
social nature of learning which is shown through his theory of zone of proximal development. 
Often, collaborative learning is used as an umbrella term for a variety of approaches 
in education that involve joint intellectual effort by students or students and teachers [24]. Thus, 
collaborative learning is commonly illustrated when groups of students work together to search 
for understanding, meaning, or solutions or to create an artifact or product of their learning [25]. 
Further, collaborative learning redefines traditional student-teacher relationship in the classroom 
which results in controversy over whether this paradigm is more beneficial than 
harmful. Collaborative learning activities can include collaborative writing, group projects, joint 
problem solving, debates, study teams, and other activities [27] [28]. The approach is closely 

















Figure 2-1. Situation of Collaborative Learning 
 
Alternatively, collaborative learning occurs when individuals are actively engaged in a 
community in which learning takes place through explicit or implicit collaborative efforts. 
Collaborative learning has often been portrayed as solely a cognitive process by which adults 
participate as facilitators of knowledge and children as receivers. However Indigenous 
communities of the Americas illustrate that collaborative learning occurs because individual 
participation in learning occurs on a horizontal plane where children and adults are equal. Thus 
collaborative learning also occurs when children and adults in engage in play, work, and other 
activities together [27].  
 
2.2 Question Answering System 
QA is a type of information retrieval. Given a collection of documents (such as the World 
Wide Web or a local collection) the system should be able to retrieve answers to questions posed 
in natural language. QA is regarded as requiring more complex natural language processing 
(NLP) techniques than other types of information retrieval such as document retrieval, and it is 
sometimes regarded as the next step beyond search engines. QA research attempts to deal with a 
wide range of question types including: fact, list, definition, how, why, hypothetical, 
semantically-constrained and cross-lingual questions [28][29]. Search collections vary from 
small local document collections to internal organization documents to complied newswire 




 Open domain QA system 
Open domain question answering deals with questions about nearly everything and can 
only rely on general ontology and world knowledge. On the other hand, these systems 
usually have much more data available from which to extract the answer. 
 Closed domain QA system 
Closed-domain question answering deals with questions under a specific domain (for 
example medicine or weather forecasting and etc) and can be seen as an easier task because 
NLP systems can exploit domain-specific knowledge frequently formalized in ontology.  
2.2.1 QA System Component 
As shown in (Fig. 2-2), a typical QA system consists of three distinct modules, each of 
which has a core component beside other supplementary components: ―Query Processing 
Module‖ whose heart is the question classification, the ―Document Processing Module‖ whose 
heart is the information retrieval, and the ―Answer Processing Module‖ whose heart is the 
answer extraction.  
Question processing is the module which identifies the focus of the question, classifies 
the question type, derives the expected answer type, and reformulates the question into 
semantically equivalent multiple questions. Reformulation of a question into similar meaning 
questions is also known as query expansion and it boosts up the recall of the information 
retrieval system. Information retrieval (IR) system recall is very important for question 
answering, because if no correct answers are present in a document, no further processing could 
be carried out to find an answer [31]. Precision and ranking of candidate passages can also affect 
question answering performance in the IR phase. 
Answer extraction is the final component in question answering system, which is a 
distinguishing feature between question answering systems and the usual sense of text retrieval 
systems. Answer extraction technology becomes an influential and decisive factor on question 
answering system for the final results. Therefore, the answer extraction technology is deemed to 





Figure 2-2.  Question Answering System Architecture 
 
Typically, the following scenario occurs in the QA system:  
 
1. First, the user posts a question to the QA system.  
2. Next the question analyzer determines the focus of the question in order to enhance the 
accuracy of the QA system.  
3. Question classification plays a vital role in the QA system by identifying the question 
type and consequently the type of the expected answer.  
4. In question reformulation, the question is rephrased by expanding the query and passing 
it the information retrieval system.  
5. The information retrieval component is used to retrieve the relevant documents based 
upon important keywords appearing in the question.  
6. The retrieved relevant documents are filtered and shortened into paragraphs that are 
expected to contain the answer.  
7. Then, these filtered paragraphs are ordered and passed to the answer processing module.  
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8. Based on the answer type and other recognition techniques, the candidate answers are 
identified.  
9. A set of heuristics is defined in order to extract only the relevant word or phrase that 
answers the question.  
10. The extracted answer is finally validated for its correctness and presented to the user.  
2.2.2  Question Processing Module  
Given a natural language question as input, the overall function of the question 
processing module is to analyze and process the question by creating some representation of the 
information requested. Therefore, the question processing module is required to:  
Analyze the question, in order to represent the main information that is required to answer 
the user’s question.  
Classify the question type, usually based on taxonomy of possible questions already coded 
into the system, which in turn leads to the expected answer type, through some shallow semantic 
processing of the question.  
Reformulate the question, in order to enhance the question phrasing and to transform the 
question into queries for the information retrieval (search engine).  
These steps allow the question processing module to finally pass a set of query terms to the 
document processing module, which uses them to perform the information retrieval. 
A. Question Analysis  
Question analysis is also referred to as ―Question Focus‖. Unfortunately, classifying the 
question and knowing its type is not enough for finding answers to all questions. The ―what‖ 
questions in particular can be quite ambiguous in terms of the information asked by the question 
[33]. In order to address this ambiguity, an additional component which analyzes the question 
and identifies its focus is necessary. The focus of a question has been defined by Moldovan et al 
[34] to be a word or sequence of words which indicate what information is being asked for in the 
question. For instance, the question ―What is the longest river in New South Wales?‖ has the 
focus “longest river”. If both the question type (from the question classification component) and 
the focus are known, the system is able to more easily determine the type of answer required. 
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Identifying the focus can be done using pattern matching rules, based on the question type 
classification.  
B. Question Type Classification  
In order to correctly answer a question, it is required to understand what type of 
information the question asks for, because knowing the type of a question can provide 
constraints on what constitutes relevant data (the answer), which helps other modules to correctly 
locate and verify an answer. The question type classification component is therefore a useful, if 
not essential, component in a QA system as it provides significant guidance about the nature of 
the required answer. Therefore, the question is first classified by its type: what, why, who, how, 
when, where questions, etc. 
C. Answer Type Classification 
Answer type classification is a subsequent and related component to question 
classification. It is based on a mapping of the question classification. Once a question has been 
classified, a simple rule based mapping would be used to determine the potential answer types. 
Again, because question classification can be ambiguous, the system should allow for multiple 
answer types. 
D. Question Reformulation 
Once the focus and  question type are identified, the module forms a list of keywords to 
be passed to the information retrieval component in the document processing module. The 
process of extracting keywords could be performed with the aid of standard techniques such as 
named-entity recognition, stop-word lists, and part-of-speech taggers, etc. Other methods of 
expanding the set of question keywords could include using an online lexical resource such as 
the WordNet ontology. The synsets (synonym sets) in WordNet could be used to expand the set 
of question keywords with semantically related words that might also occur in documents 




2.2.3 Document Processing Module 
The document processing module in QA systems is also commonly referred to as 
paragraph indexing module, where the reformulated question is submitted to the information 
retrieval system, which in turn retrieves a ranked list of relevant documents. The document 
processing module usually relies on one or more information retrieval systems to gather 
information from a collection of document corpora which almost always involves the World 
Wide Web as at least one of these corpora [33]. The documents returned by the information 
retrieval system is then filtered and ordered. Therefore, the main goal of the document 
processing module is to create a set of candidate ordered paragraphs that contain the answer(s), 
and in order to achieve this goal, the document processing module is required to: 
 Retrieve a set of ranked documents that are relevant to the submitted question. 
 Filter the documents returned by the retrieval system, in order to reduce the number of 
candidate documents, as well as the amount of candidate text in each document. 
 Order the candidate paragraphs to get a set of ranked paragraphs according to a 
plausibility degree of containing the correct answer. 
The motivation for shortening documents into paragraphs is making a faster system. The 
response time of a QA system is very important due to the interactive nature of question 
answering. This ensures that a reasonable number of paragraphs are passed on to the answer 
processing module. 
A. Information Retrieval (IR) 
Information domains, such as the web, have enormous information content. Therefore, 
the goal of the information retrieval system is to retrieve accurate results in response to a query 
submitted by the user, and to rank these results according to their relevancy. One thing to be 
considered is that it is not desirable in QA systems to rely on IR systems which use the cosine 
vector space model for measuring similarity between documents and queries. This is mainly 
because a QA system usually wants documents to be retrieved only when all keywords are 
present in the document. This is because the keywords have been carefully selected and 
reformulated by the Question Processing module. IR systems based on cosine similarity often 
return documents even if not all keywords are present. 
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Information retrieval systems are usually evaluated based on two metrics ¡V precision and 
recall. Precision refers to the ratio of relevant documents returned to the total number of 
documents returned. Recall refers to the number of relevant documents returned out of the total 
number of relevant documents available in the document collection being searched. In general, 
the aim for information retrieval systems is to optimize both precision and recall. For question 
answering, however, the focus is subtly different. Because a QA system performs post 
processing on the documents returned, the recall of the IR system is significantly more important 
than its precision [33]. 
B.  Paragraph Filtering 
As mentioned before, the number of documents returned by the information retrieval 
system may be very large. Paragraph filtering can be used to reduce the number of candidate 
documents, and to reduce the amount of candidate text from each document. The concept of 
paragraph filtering is based on the principle that the most relevant documents should contain the 
question keywords in a few neighboring paragraphs, rather than dispersed over the entire 
document. Therefore, if the keywords are all found in some set of N consecutive paragraphs, 
then that set of paragraphs will be returned, otherwise, the document is discarded from further 
processing. 
C.  Paragraph Ordering 
The aim of paragraph ordering is to rank the paragraphs according to a plausibility degree 
of containing the correct answer. Paragraph ordering is performed using standard radix sort 
algorithm. The radix sort involves three different scores to order paragraphs: 
 Same word sequence score: the number of words from the question that are recognized 
in the same sequence within the current paragraph window. 
 Distance score: the number of words that separate the most distant keywords in the 
current paragraph window; 




A paragraph window is defined as the minimal span of text required to capture each 
maximally inclusive set of question keywords within each paragraph. Radix sorting is performed 
for each paragraph window across all paragraphs. 
2.2.4  Answer Processing Module  
As the final phase in the QA architecture, the answer processing module is responsible 
for identifying, extracting and validating answers from the set of ordered paragraphs passed to it 
from the document processing module. Hence, the answer processing module is required to:  
 Identify the answer candidates within the filtered ordered paragraphs through parsing.  
 Extract the answer by choosing only the word or phrase that answers the submitted 
question through a set of heuristics.  
 Validate the answer by providing confidence in the correctness of the answer.  
 
A.  Answer Identification  
The answer type which was determined during question processing is crucial to the 
identification of the answer. Since usually the answer type is not explicit in the question or the 
answer, it is necessary to rely on a parser to recognize named entities (e.g. names of persons and 
organizations, monetary units, dates, etc.). Also, using a part-of-speech tagger (e.g., Brill tagger) 
can help to enable recognition of answer candidates within identified paragraphs. The 
recognition of the answer type returned by the parser creates a candidate answer. The extraction 
of the answer and its validation are based on a set of heuristics [34].  
B. Answer Extraction  
The parser enables the recognition of the answer candidates in the paragraphs. So, once 
an answer candidate has been identified, a set of heuristics is applied in order to extract only the 
relevant word or phrase that answers the question. Researchers have presented miscellaneous 
heuristic measures to extract the correct answer from the answer candidates. Extraction can be 
based on measures of distance between keywords, numbers of keywords matched and other 
similar heuristic metrics. Commonly, if no match is found, QA systems would fallback to 
delivering the best ranked paragraph. Unfortunately, given the tightening requirements of the 
TREC QA track, such behavior is no longer useful. As in the original TREC QA tracks, systems 
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could present a list of several answers, and were ranked based on where the correct answer 
appeared in the list. From 1999-2001, the length of this list was 5. Since 2002, systems have 
been required to present only a single answer [35].  
C.  Answer Validation  
Confidence in the correctness of an answer can be increased in a number of ways. One 
way is to use a lexical resource like WordNet to validate that a candidate response was of the 
correct answer type. Also, specific knowledge sources can also be used as a second opinion to 
check answers to questions within specific domains. This allows candidate answers to be sanity 
checked before being presented to a user. If a specific knowledge source has been used to 
actually retrieve the answer, then general web search can also be used to sanity check answers. 
The principle relied on here is that the number of documents that can be retrieved from the web 
in which the question and the answer co-occur can be considered a significant clue of the validity 
of the answer. Several people have investigated using the redundancy of the web to validate 
answers based on frequency counts of question answer collocation, and found it to be 
surprisingly effective. Given its simplicity, this makes it an attractive technique. 
2.3 Wikipedia 
Wikipedia is a collaboratively edited, multilingual, free Internet encyclopedia supported 
by the non-profit Wikimedia Foundation. Wikipedia's 30 million articles in 287 languages, 
including over 4.3 million in the  English Wikipedia, are written collaboratively 
by volunteers around the world. Almost all of its articles can be edited by anyone having access 
to the site. It is the largest and most popular general reference work on the Internet [36], ranking 
sixth globally among all websites on Alexa [37][38][39][40][41], and having an estimated 365 
million readers worldwide. Wikipedia's departure from the expert-driven style of encyclopedia 
building and the presence of a large body of un academic content have received extensive 
attention in print media. In 2006, Time magazine recognized Wikipedia's participation in the 
rapid growth of online collaboration and interaction by millions of people around the world, in 
addition to YouTube, Reddit, MySpace, and Facebook. Wikipedia has also been praised as a 




Figure 2-3. Wikipedia Main Page 
 
 
2.3.1  Indonesian Wikipedia 
Indonesian Wikipedia is the edition of Wikipedia in the Indonesian language. The 
Indonesian Wikipedia has become the fifth fastest-growing Wikipedia in an Asian language after 
the Japanese, Chinese, Korean and Turkish language Wikipedias, and the third largest of any 
developing country (2006) [43]. As of February 2009, there were over 100,000 articles in the 
Indonesian Wikipedia project. And at date of December 26, 2011, Indonesian Wikipedia have 
over 180,000 article.  
Indonesian is a normative form of the Malay language, an Austronesian (or Malayo-
Polynesian) language which had been used as a lingua franca in the Indonesian archipelago for 
centuries, and was elevated to the status of official language with the Indonesian declaration of 
independence in 1945, drawing inspiration from the Sumpah Pemuda (Youth's Oath) event in 
1928. It is very similar to the official Malaysian form of the language. However it does differ 
from the Malaysian form in some ways, with differences in pronunciation and also in 
vocabulary, due in large part to the many Dutch words in the Indonesian vocabulary. It is spoken 
as a mother tongue by only 7% of the population of Indonesia, but altogether more than 200 
million people speak it. Malay language, spoken by ethnic groups who reside in the Malay 
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Peninsula [44], southern Thailand, parts of the Philippines, and Singapore; also considered one 
of the dialects of the Indonesian language by the people of Indonesia living in central eastern 
Sumatra, the Riau Islands and parts of the coast of Borneo [45]. 
 
 
Figure 2-4. Indonesian Wikipedia Main Page 
2.3.2 Mediawiki 
MediaWiki is a free and open source wiki software, used to power wiki websites such as 
Wikipedia, Wiktionary and Commons, developed by the Wikimedia Foundation and others. It 
also runs thousands of other websites. It is written in the PHP programming language and uses a 
backend database [46]. The first version of the software was deployed to serve the needs of 
the Wikipedia encyclopedia in 2002. Wikipedia and other Wikimedia projects continue to define 
a large part of the requirement set for MediaWiki [47]. The software is optimized to efficiently 
handle large projects, which can have terabytes of content and hundreds of thousands of hits per 
second [48]. Because Wikipedia is one of the world's largest websites, achieving scalability 
through multiple layers of caching and database replication has been a major concern for 
developers [48] [49]. The software is highly customizable, with more than 700 configuration 
settings and more than 1,800 extensions available for enabling various features to be added or 
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changed. On Wikipedia alone, more than 1000 automated and semi-automated bots and other 
tools have been developed to assist in editing. It has also been deployed by some companies as 
an internal knowledge management system, and some educators have assigned students to use 
MediaWiki for collaborative group projects [50].  
2.3.3 Wiki API 
The MediaWiki web service API (or WebAPI) provides convenient access to wiki 
features, data and meta-data. It can be used to monitor a MediaWiki installation, or create a 
bot to automatically maintain one. It provides direct, high-level access to the data contained in 
MediaWiki databases. Client programs can log in to a wiki, get data, and post changes 
automatically by making HTTP requests to the web service. Supported clients include bots, thin 
web-based JavaScript clients such as Navigation popups and LiveRC, end-user applications such 
as Vandal Fighter, and other web sites (Toolserver's utilities). On new MediaWiki installations, 
the web service is enabled by default, but an administrator can disable it [51]. 
MediaWiki has two more outward-facing interfaces: 
 The Special: Export page, which provides bulk export of wiki content as XML. Read 
the Export help article on meta.wikimedia.org for more information. 
 The standard web-based interface (which you are likely using right now). Read Manual: 
Parameters to index.php for information on using the web-based interface. 
A simple example of the URL that tells English Wikipedia’s web service API to send the 
content of the main page, showing in Figure 2.5. 
 
 
Use any programming language to make an HTTP GET request for that URL (or just visit that 
link in your browser), and you'll get a JSON document which includes the current wiki markup  






2.4 Yahoo! Answers 
A collaborative questing answering portal such as Yahoo! Answers 
(http://answers.yahoo.com), is an example of online collaborative social networks. The main 
purpose of a collaborative social network is to share the knowledge that users posses. Yahoo! 
Answers allows users to both submit questions to be answered and respond by providing answers 
to questions asked by other users [52]. What makes this system interesting is that around a 
seemingly trivial question/answer paradigm, users are forming a social net-work characterized by 
heterogeneous interactions. As a matter of fact, users do not only limit their activity to asking 
and answering questions, but they also actively participate in regulating the whole system. A user 
can vote for answers of other users, mark interesting questions, and even report abusive 
behavior. Thus, overall, each user has a threefold role: asker, answerer and evaluator.  
The central element of the Yahoo! Answers system are questions. Each question has a 
lifecycle. It starts in an open state where it receives answers. Then at some point (decided by the 
asker, or by an automatic timeout in the system) see Table 2-1; 2-2, the question is considered 
closed and can receive no further answers. At this stage, a ―best answer‖ is selected either by the 
asker or through a voting procedure from other users; once a best answer is chosen, the question 
is resolved. 
As previously noted, the system is partially moderated by the community: any user may 
report another user's question or answer as violating the community guidelines (e.g., containing 
spam, adult-oriented content, copyrighted material, etc.). A user can also award a question a 
―star‖, marking it as an interesting question, sometimes can vote for the best answer for a 
question, and can give to any answer a ―thumbs up‖ or ―thumbs down‖ rating, corresponding to a 
positive or negative vote respectively. Yahoo! Answers is a very popular service (according to 
some reports, it reached a market share of close to 100% about a year after its launch [53]); as a 
result, it hosts a very large amount of questions and answers in a wide variety of topics, making 
it a particularly useful domain for examining content quality in social media. Similar existing 
and past services (some with a different model) include Amazon's Askville [54], Google 







Table 2-1. Points Table in Yahoo! Answers 
 
 
Table 2-2. Levels Activity in Yahoo! Answers 
 
 
2.5 Predicting Answer Quality in Q/A Community 
Community Question Answering (or Q/A community also termed Q/A social networks) 
is gaining momentum in the last several years. It is seen as an alternative to search as it avoids 
dealing with large number of answers/results as well as the task of sifting through them 
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(although ranked) to get at the desired information. Both general purpose and topic-specific 
communities are growing in numbers for posting questions and obtaining direct answers in a 
short period of time. Yahoo!Answers (http://answers.yahoo.com/) (Y!A), for example, provides 
a broad range of topics where as Stack-Overflow (http://stackoverflow.com/) (SO), and Turbo 
Tax Live (https://ttlc.intuit.com/) (TT) are quite focused and domain-specific. In contrast to the 
traditional search engines such as Google, Q/A community services provide an alternative 
paradigm for seeking targeted information. These communities allow questioners to post 
questions and others to provide answers. These communities have become quite popular in the 
last several years for a number of reasons. First, because of the targeted response from users with 
knowledge or experience, these answers are likely to be more useful and easy to understand for 
the questioner. Second, the question answering communities also provide a consolidated 
communication environment where answers to related questions can also be viewed.  
This environment facilitates multiple answers (likely from different perspectives) and 
discussion (in the form of comments, threads) which can benefit the questioner (and others as 
well). It is also possible for the questioner to interact with the answerer (by email or other means) 
for clarification and advise. This paradigm, although quite different from the instantaneous 
search for stored information, is likely to provide the questioner with useful answers. Finally, the 
forum provides an incentive for people to showcase their expertise and in the process get 
recognized by the community. For this reason, many Q/A community services allow the 
questioner to flag the best answer from the set of answers. Some Q/A community services have a 
voting mechanism to rank the responses. The notion of an expertise level exists in some services 
and is based on a number of factors: number of best answers given by a user, votes obtained for 
answers, etc. Although Naver (http://www.naver.com/) was the first community question 
answering service (started in 2002), this phenomenon has grown significantly, and currently a 
large number of Q/A community services exist that supports this paradigm. The fact that the Q/A 
community has become prolific in less than a decade is clearly indicative of its popularity and 
effectiveness as an alternative to search. As the number of Q/A community services grow, they 
are also available as archives motivating new approaches for searching and selecting answers 
that best match the question. In order to do this, it is critical to be able to automatically evaluate 
and predict the quality of existing answers with respect to a question whether in a focused topic 
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or in a broader category. This is even more important when we have to deal with a large number 
of answers. For example, in Y!A, some questions have more than one thousands answers. 
 
2.6 Answer Quality Characterization 
Although there are many Q/A community services for the same purpose, the approaches 
taken for interaction and how users’ communicate with each other vary. This has a bearing on 
the features that can be extracted and hence is important to understand the differences to separate 
generic features from service-specific (or paradigm-specific) features. There are several 
characterization for finding the quality of answer [57]: 
 Expert Selection Approach: This approach uses strict guidelines for adding a person as 
an expert to the Q/A community. Before a potential expert joins the Q/A community, s/he 
needs to write a detailed self-introduction that includes his/her credentials. The staff of 
the service evaluate each person’s self-introduction, background, and questions answered 
to determine whether or not allow this person to join the Q/A community. Only after 
verification (as an expert), will this person be allowed to answer questions. In this 
environment, a question has only one answer and because of the strict expert evaluation, 
these Q/A communities are likely to provide a good/quality answer for a question. 
Examples of such communities include: All Experts (http://www.allexperts.com/), 
MadSci Network (http://madsci.org). For the All experts web site, one is expected to fill 
an application form which asks for experiences, organizational affiliation, awards 
received, and publications in relevant areas. After choosing an expert, the community 
will further evaluate that expert from several aspects, such as knowledge ability, clarity 
of response, politeness, and response time. Based on this, a questioner can direct his/her 
questions to a real expert and receive (quality) answers from these experts. Furthermore, 
in order to retain these experts, these communities provide incentives in the form of 
bonus, or as in Google Answers Google Answers(http://answers.google.com/answers/), 





 Wikipedia Approach: In this approach, for each question, the first contributor will 
answer the question and others are allowed to modify an earlier answer to add their 
opinion. In this approach a question has only one answer but is the result of refinement 
by many answerers. This is in contrast with the traditional approach where a question has 
many distinct answers (some similar to the others). This approach avoids information 
redundancy and is beneficial to the questioner as it provides a revised final answer. 
Answers (http://wiki.answers.com/) is an example of this approach. In order to confirm 
the quality of an answer, after the other users revise the answer, Answers will permit 
users to give a trust score to the contributors. Greater trust is placed with the contributor 
with a higher trust score.  
 User Vote-Based Approach: As the name suggests, this approach evaluates the quality 
of an answer by the number of votes it receives. This method is widely used in the Q/A 
community, but different communities use different strategies. For the user vote-based 
approach, Yahoo!Answer uses a three step process to determine the best answer. The first 
step is the answer collection step. The questioner will post a question and optional 
description in a specific topic category. The question then appears in the most recent 
open questions list in open question category and meanwhile is also sent to the 
questioner’s friends’ web page. The questions in the open questions list can be answered 
by people in the community and the questions in the questioner’s friends web page can be 
answered by their friends. The second step is the voting step. At this stage, no additional 
answers are allowed. 
The answers are listed in random order and other users (than the questioner and 
answerers) will vote for the best answer. The third step is the best answer selection step. 
After some fixed period time, the question is closed and the answer with the highest 
number of votes is chosen as the best answer. In other Q/A communities, such as Stack-
Overflow, Blurtit (http://www.blurtit.com/), and Turbo Tax Live, Answerbag 
(http://www.answerbag.com/), there is no clearly-defined time period. A user can answer 
a question, vote on the answers and choose the best answer at the same time. 
 Questioner Satisfaction Approach: In this approach, only the questioner will decide an 
answer’s quality. If the questioner is satisfied with the answer, she/he will choose it as the 
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best answer, provide a feedback rating, and also include textual feedback. Because the 
best answer is only decided by the questioner, in contrast to the user vote-based approach, 
the best answer resulting from this approach can be quite subjective. This method is also 
used in Yahoo!Answers.  
In many Q/A community services, the above-mentioned approaches are not mutually 
exclusive. For example, Yahoo!Answer uses both questioner satisfaction approach and 
user vote-based approach to ascertain the answer quality. Stack-Overflow allows the user 
to vote the best answer for a question or modify an earlier answer to add their opinions. 
Many of these communities also enroll some real experts to periodically post questions 























III.  METHODOLOGY  
 
This chapter describes the methodology of Collaborative Question Answering (CQA) 
system. First we will introduce our propose method on CQA with Domain Knowledge, CQA 
with Answer Quality Predictor and then we introduce our propose method for CQA with Domain 
Knowledge and Answer Quality Predictor. 
 
3.1 Collaborative Question Answering System with Domain 
Knowledge 
 
Collaborative learning is one of the study groups. Some studies show that students get the 
most current learning through group rather than independently. Studies by the OTTER Group 
[21] have shown that the ideal class is organized around 50/50 rule. At least 50% of the time 
students spend is spent interacting with and learning about the other student in the virtual 
classroom. The social aspect of the classroom is an important factor. If social aspect missing, 
then student dissatisfaction rises dramatically, as does the attrition rate. In this learning mode, 
which is collaborative learning, students who are interested in sharing their knowledge from a 
learning group to communicate and discuss all kinds of questions, asking one another for 
information, evaluating one another’s idea for help and teach each other. Therefore, learning is 
both a group activity and a social process and thus learning performance is strongly affected 
peers [16]. 
In the development of networks, comprise all forms of electronically supported learning 
and teaching can eliminate the obstacles of time and space. In the collaborative learning, students 
can take part by computer at anyplace, at the same time or different time (synchronous and 
asynchronous). Researchers have used activity theory to analyze Computer Supported 
Collaborative Work (CSCW) system [17]. Group communication relationship [18] refers to the 
intra-group relationships determined by the interactions among members. However, how 





Several study about Q&A for collaborative learning had been done. An application of 
Question Answering System for Collaborative Learning has been designed [13]. In this research, 
we proposed question answering system for collaborative learning using domain knowledge. The 
originality of the system is bringing a new CQA system, in which students can attach their 
questions to the group when they want to gaining and sharing knowledge with others, by 
collaborative learning capitalize on one another’s resources and skills (asking and evaluating one 
another’s idea), then each of the answer will compare with domain knowledge (encyclopedia 
data base). 
 
3.1.1 Proposed Method 
 
 CQA which is proposed here is based on the question answering using domain 
knowledge.  When a student needs some information, she/he can ask a question through a 
designed interface. When a new asked question enters the system, query is created. Then other 
students will response the question with answering and evaluating one another’s ideas by vote. 
This representation is then compared with the representations of Wikipedia data base as a 
domain knowledge. After that a similarity percentage is given between the student answer and 
any existing Wikipedia data base. Based on the biggest vote some time is not describing the best 
answer, after time for answering and voting finish, similarity percentage will be show for every 
answer. It aims to estimate whether which one of the answered considered with the domain 
knowledge. Also, student can access the topic question more clearly through the link provided. 
When student meeting some difficulties or having no difficulties, she/he can see what problems 
that other students have encountered in learning now or in the past that offered by browsing the 
usage knowledge base. The whole process of question answering in the collaborative learning is 







Figure 3-1. Question Answering Mechanism 
 
 
3.1.2 Architecture of  Question and Answering Tool System 
 
Question Answering (QA) is a specialized form of information retrieval. Given a 
collection of documents, a Question Answering system attempts to retrieve the right answers to 
questions posed in natural language. Generally question answering system (QAS) has three 
components such as question classification, information retrieval, and answer extraction. These 
components play a vital role in QAS. Question classification play primary role in QA system to 
classify the question based on the type of its entity. Information retrieval technique is take of 




system. Finally, answer extraction module is emerging topics in the QAS where these systems 
are providing a candidate’s answer. 
QA systems are classified in two main parts [30]: 
A. Open domain QA system 
Open domain question answering deals with questions about nearly everything and 
can only rely on general ontology and world knowledge. On the other hand, these 
systems usually have much more data available from which to extract the answer. 
B. Closed domain QA system 
Closed-domain question answering deals with questions under a specific domain (for 
example medicine or weather forecasting and etc) and can be seen as an easier task 
because NLP systems can exploit domain-specific knowledge frequently formalized in 
ontology. 
 
The architecture of the Question and Answering Tool System is shown in Fig. 3-2. There are 












The functions of the components are briefly described as follows, 
 
A. Question  Processing 
Question processing is the module which identifies the focus of the question, classifies 
the question type, derives the expected answer type, and reformulates the question into 
semantically equivalent multiple questions. 
 
 Classification Component 
For answer extraction in a large collection of documents and texts, at first the system should 
know what it look for. In this case, questions should be classified regarding their types [58]. 
Question classification will be done before reformulation. This is for finding types of questions 
and answers. For this, system first should know type of question. It also helps system to omit the 
question in final format of answer. Table 3-1 shows question words, type of questions and 
answers. Totally questions can be divided as follows: 
- Questions with 'WH' question words such as what, where, when, who, why and how. 
- Questions with 'modal' or 'auxiliary' verbs that their answers are Yes/No. 
 
Table 3-1. Classification of Question and Answer 
Question 
Classification 
Type of Answer Example 
When DATE When did rain come yesterday? 
Why REASON Why don’t we have enough rain this year? 
What DEFINITION What is the meaning of ecosystem? 
NUMBER What is the temperature of Saga? 
TITTLE What is the soundtrack film’s name? 
Who PERSON Who is the first meteorologist in world? 
Where LOCATION Where do we have max temperature today? 





 Reformulation component 
Question reformulation (also called surface pattern, paraphrase or answer pattern) tries to 
identify various ways of expressing an answer given a natural language question. This 
reformulation is often used in Question Answering system to retrieve answers in a large 
document collection. [59] The query reformulation component converts the question into a set of 
keyword queries that will be sent to the search engine for parallel evaluation. Following items 
are important in reformulation: 
1- Use of syntax relations among words of asked question sentence.[60] 
2- Use of semantic relations among words of asked question sentence.[60] 
3- Use the existing information of pervious asked questions and answers in which a part or 
totally is same to user's asked question. In this case, system can use type of pervious 
answer for new asked question. It causes that the process of finding proper pattern and 
type of answer become shorter and reduces the necessary time for submitting correct 
answer.[61][62]  
 
It would be possible if the system has the ability of saving information in 'Usage knowledge' 
database. If all above options work together at the same time, the flexibility of system will 
increase. When a user asks a question, first sentence parses to its syntax components and then its 
keywords are selected to use in reformulation. There is an important question: 'What are 
keywords in question sentence?'  Keywords are selected in question sentence as follow: 
1- All words which are in 'quotations' and "double quotations". 
2- All words that are noun. 
3- All words those are subject. 
4- All words that are object. 
5- All words that are adverb (time, location, status) 
 
Next important subject is 'how can use keywords to make answer?'.  For this propose, system 





B. INFORMATION PROCESSING 
The information processing module in QA systems is also commonly referred to as 
paragraph filtering module, where the reformulated question is submitted to the information 
retrieval system, which in turn retrieves a ranked list of relevant documents. 
 
 Paragraph Filtering 
As mentioned before, the number of documents returned by the information retrieval 
system may be very large. Paragraph filtering can be used to reduce the number of candidate 
documents, and to reduce the amount of candidate. The concept of paragraph filtering is based 
on the principle that the most relevant documents should contain the question keywords in a few 
neighboring paragraphs, rather than dispersed over the entire document. Therefore, if the 
keywords are all found in some set of N consecutive paragraphs, then that set of paragraphs will 
be returned, otherwise, the document is discarded from further processing. 
 
 Paragraph Ordering 
The aim of paragraph ordering is to rank the paragraphs according to a plausibility degree 
of containing the correct answer. Paragraph ordering is performed using standard radix sort 
algorithm. The radix sort involves three different scores to order paragraphs: 
 Same word sequence score: the number of words from the question that are recognized in 
the same sequence within the current paragraph window. [60] 
 Distance score: the number of words that separate the most distant keywords in the 
current paragraph window. [60] 
 Missing keyword score: the number of unmatched keywords in the current paragraph 
window. [63 ]  
A paragraph window is defined as the minimal span of text required to capture each 
maximally inclusive set of question keywords within each paragraph. Radix sorting is performed 





C.  ANSWER PROCESSING 
Answer processing module consist of two main components: answer identification and 
answer extraction. After the answer could be identification, then the candidate answers will 
extract from documents which are retrieve by search engine in answer extraction module. As a 
consequence, this information can be effectively used to rank the amount of candidate answers 
that our QA system is often required to deal with.  
 
 Filtering component 
Candidate answers collection which has been sent by answer extraction feed in 
filtering component. These candidate collections consist of some snippets which may  
include the exact answer. By using answer keywords, the system finds co-occurrence 
words [64] and semantic relations [65] existing in database lexicon and moreover related 
sentences from knowledge domain. By analyzing the candidate answers and using answer 
type and keywords, some snippets eliminate from the collection. Then the best candidate 
answers send for ranking. 
 
  Ranking component 
This component receives a list of answers which have filtered before. This list 
consists of the best answer from the system’s point of view which is more related to the 
question. Ranking component classifies the answers and gives priority to them. A priority 
number is specified to answers by using the number of repeated answer type in the 
snippets and the distance of answer keywords. The answer with highest priority is located 











3.1.3 Architecture of Question and Answering System 
 
 The architecture of the question answering system is shown in Fig. 3-3. There are nine 
main components in the system, including Student Agent Q, Student Agent A, Question Analysis, 
Query Generation, Q&A Browsing Component, Answer Generator, Usage Question Answering 
Knowledge Base, and Similarity Machine.  
 
Student Agent Q Student  Agent A Similarity  Agent











Figure 3-3. Architecture of Question Answering System 
 
The functions of the components are briefly described as follows, 
 Student Agent Q 
Student agent Q is to be the interface between student and the system. Students can send 





 Student  Agent A 
Student agent A is the component interface between student and the system, provides an 
answer and vote activity. In the future, this component will be calculate with the similarity 
machine to match student answer with the Wikipedia database. With the aim to ensure that the 
answer considering biggest vote not necessary correct answer. 
 
 Question analysis, query generation 
An analyzed question represents a syntactic and semantic analysis of a question. It serves as 
an interface between the question analysis and query generation stages. A query is a search 
engine query generated at the query generation stage and executed at the search stage. 
 
 Q&A Browsing Component 
Beside asking a question, when student meeting some difficulties or having no difficulties, a 
student can see what problems other students have encountered in learning now and in the past 
and see the answers or solutions the teacher offered by browsing the knowledge base. 
 
 Usage QA Knowledge Base  
Usage QA knowledge base provides a means for collected, organized, shared, searched and 
utilized information. Question and answer knowledge base is a knowledge base where questions 
corresponding with answer. The knowledge will be accumulated and rich, through the process of 
student question answer and manually teacher answer. 
 
 Similarity Machine 
This component using similarity method to calculate the similarity between students answer 








3.2 Collaborative Question Answering System with Answer Quality 
Predictor 
 
 E-learning and collaborative learning environment systems are originated through such 
changes and aim at providing facilities for people in different times and geographical locations to 
cooperate, collaborate, learn and work together by using various educational services. One of the 
most important requirements of learners in online and virtual environments is the ability to ask 
questions and receive appropriate answers. The nature of such environments and the lack of 
physical existence of teachers make such issues critical and challenging problems. 
 Several study about QA for collaborative learning had been done. An application of 
question answering system for collaborative learning has been designed. [13] Wang et al. (2006) 
proposes a semantic-based automated question-answering system that responds to online 
questions of students. Their method can solve the problem of low interaction degree between 
students and instructor to gain knowledge. In fact the question-answering knowledge-base can be 
enriched in the future question-answering process. Hwang et al. (2008) [66] describe an e-
learning system that is able to automatically answer the students' questions on the fly based on 
the training cases given by the teacher. It also weights the keywords for each candidate's answer 
according to the feedbacks provided by the students. Therefore, the system is able to generate 
better answers than existing approaches because of employing the self-adjusting method.  [67] 
describe a multi agent system for building a question answering system in learning management 
systems and collaborative learning environments.  
In this research, we proposed collaborative question answering system with the 
originality of the system is bringing a new QA system in collaborative learning environments 
with answer quality predictor. With the proposed system, after questions provided, all available 
resources and responses from other students will be gathered and finally using answer quality 
predictor, the most appropriate answer with respect to several criteria such as  student’s 
knowledge,  student’s history activity, the word length of student’s answer, and the candidate 




3.2.1 Proposed Methods 
Collaborative question answer system, which is proposed here is base on closed-domain 
question answering deals with questions under a specific domain (internet and computer domain). 





Figure 3- 4. Collaborative Question Answering with Answer Quality Predictor Mechanism 
 
When the student needs some information, they can ask a question through a designed 
interface. When a new asked question enters the system, query is created. Then other student will 
response the question with answering and evaluating one another’s ideas by vote. After questions 
provided, all available resources and responses from other students will be gathered and finally 
using answer quality predictor, the most appropriate answer with respect to several criteria such 
as  star,  student’s history activity, the word length of student’s answer, and the candidate will be 
suggested. In these systems all user activity stored in the usage knowledge of database.  
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In [68] we have develop quality of answer predictor in collaborative QA community 
using non-textual features. By posting questions for other participants to answer, students can 
obtain several answers to their question. The problem is sometimes the answer chosen by student 
as the best answer is not necessarily the best quality answer. The decision of an asker is 
influenced by subjective reasoning such as the relations between students, the asker’s own point 
of view, his lack on the subject and others. By using several non-textual feature, an automatic 
best answer recommendation system may improve these situations as it will choose the best 
answer objectively. 
 
3.2.2 Answer Quality Predictor 
Question Answering (QA) helps one go beyond traditional keywords-based querying and 
retrieve information in more precise form than given by a document or a list of documents. 
Several community-based QA services have emerged allowing information seekers pose their 
information need as questions and receive answers from their fellow users [54][55][56]. 
Indirectly, the processes that occur in the Community Question Answering is the same as found 
in the collaborative learning. A question may receive multiple answers from multiple users and 
the asker or the community can choose the best answer. While the asker can thus indicate if he 
was satisfied with the information he received, there is no clear way of evaluating the quality of 
that information. It can also be found in a collaborative learning.  
Community Question Answering sites have emerged in the past few years as an 
enormous market, so to speak, for the fulfillment of information needs. Estimates of the volume 
of questions answered are difficult to come by, but it is likely that the number of questions 
answered on Community Question Answering sites far exceeds the number of questions 
answered by library reference services [69], which until recently were one of the few 
institutional sources for such question answering. Community Question Answering sites make 
their content questions and associated answers submitted on the site  available on the open web, 
and index able by search engines, thus enabling web users to find answers provided for 





Yahoo! Answers [70] and AnswerBag
 
[71] are examples of such Community Question 
Answering services, the popularity of which have been increasing dramatically for the past 
several years. The fact that Community Question Answering sites receive such a high volume of 
use, and that there is such a large ocean of information needs that may be fulfilled by these sites, 
makes it critical to establish criteria for evaluating the quality of answers provided by these sites 
[72]. Library reference services have a long tradition of evaluation to establish the degree to 
which a service is meeting user needs [73]. Such evaluation is no less critical for Community 
Question Answering sites, and perhaps even more so, as these sites do not have a set of 




Figure 3-5. A simplified Lifecycle of a Question in a Typical Community Question 
Answering Site 
 
The problem of answer quality prediction is quality of an answer, or of any information content 
for that matter, can be subjective. A quality assessment may depend on the relevance of that 
content, among other factors, and relevance itself is difficult to measure in the context of 
Community Question Answering. We, therefore, provide our own interpretation of quality with 
respect to the data and the task we have on our hand.  
On YA, a question is considered to be resolved if either the community votes and selects 
one of the answers to be the best, or the asker himself chooses one as the best answer from the 
set of answers he received for his question. It is possible that multiple answers are of high quality, 
but only one of them gets picked as the best answer. Liu et al. [74] considered the act of an asker 
choosing one as the best answer an indication of satisfaction. If the asker does not select any 
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answer as the best one, and/or if the community votes for the best answer, the asker is assumed 
to be unsatisfied. For the work reported here, we will follow this notion of asker satisfaction. To 
extend it to indicate the quality of an answer, we will add another constraint that the asker has to 
give the chosen answer a rating of at least 3 out of 5. Thus, we consider an answer to be a high 
quality answer, if (1) the asker chose it as the best answer, and (2) gave it a rating of at least 3. 
Given this, we define the problem of answer quality prediction to be one where we need to 
predict if a given answer will be selected by the asker as a high quality answer. In order to do 
that, we will evaluate each answer’s quality according to several measures. We will demonstrate 
how we extracted necessary features and constructed fairly reliable models, and used these 
models to classify an answer to be in the bad, medium and good class. After that all available 
resources models and predictions could be useful for develop predictor quality information as a 
recommender system to complete a collaborative learning.  
 
3.2.3 Architecture of  Question and Answering System 
The architecture of the collaborative question answering system is shown in Fig. 3-6. 
There are four main components in the system, including the student agent Q, the student agent 
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Figure 3-6. Architecture of Question Answering System 
 
The functions of the components are briefly described as follows, 
 Student Agent Q 
Student agent Q is to be the interface between student and the system. Student can send their 
question and receive answer (feedback from other student) from this interface.  
 Student Agent A 
Student agent A is the component interface between student and the system, provides an 
answer, voting and other collaborative student  activity for answer.  
 Usage Question Answering Knowledge Base  
A  knowledge base provides a means for collected, organized, shared, searched and utilized 
information. Question answering knowledge base is a knowledge base where questions 
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corresponding with answer. The knowledge will be accumulated and rich, through the process of 
student question answer. 
 Question Answer Browsing Component 
Beside asking a question, when student meeting some difficulties or having no difficulties, 
they can see what problems other students have encountered in the learning activity from now 
and in the past offered by browsing the knowledge base. 
 Recommender Agent 
Recommender agent component in which answer quality predictor are located, divide into 
four main sub component. There are user’s answer, activity feature, tree node class and 
recommender result. When the student needs some information, they could ask a question 
through a designed interface. When a new asked question enters the system, query is created. 
Then other student will response the question with answering and evaluating one another’s ideas.  
From the collaboration activity, all available resources and responses from other students will be 
gathered (students activity feature) and using decision tree classifier, the most appropriate 
answer with respect to several criteria such as  star,  student’s history activity, the word length of 




Figure 3-7. Block Diagram of The Recommender CQA System 
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3.3 Collaborative Question Answering System with Domain 
Knowledge and Answer Quality Predictor 
 
One of existing question answering systems are based, either directly or indirectly, on 
models of the traditional information retrieval system. These retrieval models specify how to 
create representation for text documents, and how these representations and information needs 
should be compared with each others in order to estimate the likelihood that a document will be 
judged relevant (see on part 3.1).   
Knowledge is a product out of interactions. Also, for the student to learn by reflection, 
the student is encouraged to ask questions. One of the most important requirements of learners in 
online and virtual environments is the ability to ask questions and receive appropriate answers. 
As a collaborative question answering system that could help students to provide the answer, 
some of research  using a multi-agent system for building a question-answering system in 
learning management systems and collaborative learning environments.  
Studies over the years shown that students had actively and interactively involved in a 
classroom discussion to gain their knowledge. Collaborative learning is able to accommodate the 
situation, where student can exploit and share their resources and skills by asking for information, 
evaluating, monitoring one another’s information and idea.  On the other hand, sometimes we 
still be found that in the learning process, the students requiring the textbooks or reference to 
support their learning. In this paper, we introduce question answering for collaborative learning 
with domain knowledge and answer quality predictor.  By using answer quality predictor, the 
quality of answers could be determined. On the other side, domain knowledge could be used as 
knowledge about the environment  in which the target information operates as a reference. 
Through the process of collaborative learning, the usage knowledge base will be enriched for 
future question answering. Further, not only the student could get answers form others but also 






3.3.1 Proposed Method 
In this proposed research, we would try to develop both of collaborative question 
answering system as we explain above. In the CQA here is we used domain knowledge (see on 
part 3.1) and answer quality predictor (see on part 3.2) to complete the CQA activity.  In this 
research the use of destination domain knowledge and answer quality predictor in CQA are first 
by using domain knowledge students could get information from domain information which is 
reference work holding a summary of information from either all branches of knowledge or a 
particular branch of knowledge. When a new asked question enters the system, query is create. 
After that questions are parsed by using semantic and syntax information in the question. Then 
the search engine find candidate answer document and send them to answer processing module 
to extract correct answers.  
By using multi agent system is after questions provided, all available resources and 
responses from other students will be gathered and finally using answer quality predictor, the 
most appropriate answer with respect to several criteria such as  student’s knowledge,  student’s 
history activity, the word length of student’s answer, and the candidate will be suggested. Figure 
3-8 shows the complete overview proposed of Collaborative Question Answering Mechanism. In 
this research we combine two previous research. Right after collaborative answer, then answer 
quality predictor will give recommendation from all the student’s answer. And in the same time 
QA tools will extract answer from domain knowledge. The information from domain knowledge 
and answer quality predictor will be reprocess in the recommender system block and the system 
will give bad, medium, good  recommendation from the domain knowledge  and answer quality 
predictor. Besides making questions when to collaborate with others, even when having no 
difficulties, students could still browse the knowledge base to see what problems have 
encountered in collaborative  question answer. Through student activity the knowledge in the 
usage database continuous accumulating. This accumulated knowledge will then be shared with 
other through questions or browsing the usage knowledge base. In these systems all of user 








Figure 3- 8. Collaborative Question Answering Mechanism 
3.3.2 Recommender System 
 
 Determining which features should be used to represent a recommender is a key  decision 
in a regression-based quality assessment. Here, we focus on feature we believe, from observation, 
to be discriminative enough to determine content quality. In this sections, we present the quality 
of features adopted. We note that, although we have considered other alternative features, these 
yielded inferior results to the set presented here.   
 Text features are those  extracted from the textual content of the information  used by 
[74] [75] [76]. The general intuition behind them is that a mature and good quality text is 
probably neither to short, which could indicate an incomplete topic coverage, nor excessively 
long, which could indicate verbose content.  Text feature including  character length, world 
length, and sentences length.  [80][81] In the measuring of the legibility of Indonesian language 
text explain that good articles should be well written, understandable, and free of unnecessary 
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complexity. Thus, readability features could be selected as one of our features. The readability 
features, first used in [82] are intended to estimate the age of US grade level necessary to 
comprehend a text. But it seems not possible because of the considerable differences 
characteristics  between English and Indonesian languages. Understanding a sentence is 
influenced by the type of sentences and words used to convey the ideas. Length or short of 
sentence, and simple or complex of sentences influence the difficulty of sentence to understand. 
In addition to the sentences, word choice can also affect the reading level sentence 
comprehension. Words that use in high frequency is more easily to understand than rarely used, 
such as abstract noun, term word, uptake word, liaison word, and compound word are legibility 
indicator. Readability feature including compound length, liaison length, abstract noun, 
conjunctive, automatic readability index, and Coleman Liau index. 
Again, the problem of answer quality prediction is quality of an answer, or of any 
information content for that matter, can be subjective. A quality assessment may depend on the 
relevance of that content, among other factors, and relevance itself is difficult to measure in the 
context of Community Question Answering. We, therefore, provide our own interpretation of 
quality with respect to the data and the task we have on our hand.  
3.3.3 Architecture of  Question and Answering System 
 
 The architecture of the question answering system is shown in Fig. 3-9. There are sixth 
main components in the system, including the student agent Q, the student agent A, question 
analysis and query generation, usage question answering knowledge base, similarity machine, 
Q&A browsing component, answer generator. 
 
The functions of the components are briefly described as follows, 
 Student Agent Q 
Student agent Q is to be the interface between student and the system. Student can send their 




Student Agent Q Student  Agent A Recommender  Agent
Answer Quality 
Predictor











Figure 3-9. Architecture of Question Answering System 
 
 Student Agent A 
Student agent A is the component interface between student and the system, provides an 
answer, voting and other collaborative student  activity for answer.   
 Question Answer Browsing Component 
Beside asking a question, when student meeting some difficulties or having no difficulties, 
they can see what problems other students have encountered in the learning activity from now 
and in the past offered by browsing the knowledge base. 
 Question analysis, query generation 
An analyzed question represents a syntactic and semantic analysis of a question. It serves as 
an interface between the question analysis and query generation stages. A query is a search 






 Usage QA Knowledge Base  
A  knowledge base provides a means for collected, organized, shared, searched and utilized 
information. Question and answer knowledge base is a knowledge base where questions 
corresponding with answer. The knowledge will be accumulated and rich, through the process of 
student question answer and manually teacher answer. 
 Recommender Agent 
Recommender agent component in which domain knowledge and answer quality 
predictor are processed simultaneously. When the student needs some information, they could 
ask a question through a designed interface. When a new asked question enters the system, query 
is created. Then other student will response the question with answering and evaluating one 
another’s ideas.  Right after collaborative answer, then answer quality predictor will give 
recommendation from all the student’s answer. And in the same time QA tools will extract 
answer from domain knowledge. The information from domain knowledge and answer quality 
predictor will be reprocess in the recommender system block and the system will give bad, 
medium, good  recommendation from the domain knowledge  and answer quality predictor.  
 
 






IV.  EXPERIMENTAL AND RESULT 
 
According to the method described above and the structure of the collaborative question 
answering system, we build an implementation and experimental system. First we will explain 
experiment and result for the CQA with Domain Knowledge, CQA with Answer Quality 
Predictor and finally experiment and result for CQA with Domain Knowledge and Answer 
Quality Predictor. 
4.1 Collaborative Question Answering with Domain knowledge 
In this section, first  we will explain Question and Answering Tool System, User Interactions 
with Question and Answering System, and continued with the result. 
 
4.1.1 Question and Answering Tool System 
 As mentioned before, question, information and answer processing are three main parts 
of a QA system. Important components of question processing are classification of question and 
reformulation. To increase the reliability and ability of designed QA system and to find correct 
and exact answer, we use dynamic pattern with  relations among words, verbs and keywords, and 
synonym keywords that are collected in lexicon database. In question processing module, at first 
the question is classified regarding linguistic theories and bases of answering questions. Then 
question's structure and keywords are specified by classification, send to document processing 
module to retrieve documents which may have proper answer. In answer processing module, first 
of all candidate answers which is received from search engine, will be filtered by relations 
among words, verbs and keywords, and synonym keywords and ordered based on some 
analyzing in system. Then the answers send to user, finally the system will present the answer. 







Figure 4-1. Block Diagram of Question Processing Tool 
 
Here is the block diagram explanation. The block diagram has these parts: 
1- Question interface: In this part students writes his/her question by an interface.  
2- Query Interface: Students posts a question through Query Interface. If the question is 
similar with the previous questions which are in the usage knowledge database, the 
answer of previous question will be displayed. 
3- Query Analyzer: The function of the query analyzer is to determine a word or sequence 
words which indicate what information is being asked in the question. Type of the words 
and synonyms of them (if is existed) were defined in Lexicon Database. In this part 
question is parsed to its particles such as subject, object, verb, noun, adjective, adverb & 
etc. 
4- Lexicon : Lexicon is used as vocabulary (dictionary) and contains all words that are 
related in domain. Fig. 4-2 showing the table of lexicon from the system. We used 
Indonesian Thesaurus that get it from http://bse.depdiknas.go.id . Also the type of word 




5- Domain knowledge: Domain information which is reference work holding a summary of 
information from either all branches of knowledge or a particular branch of knowledge.  
Domain information is saved as database in this part and will submit to the user's answer, 
we used http://id.wikipedia.org. Indonesian Wikipedia is the edition of Wikipedia in the 
Indonesian language; there were over 100.000 articles in the Indonesian Wikipedia 
project. We used specifically for Computer and Internet category. 
6- Question classification: Question classification is one of the important functions of most 
QA systems. Most researches on this subject are based on regular expression, hand 
writing grammar rules and other advanced techniques in natural language for question 
parsing and finding answers. In this part all questions are classified regarding WH 
question words (such as What, Where, When, Who & etc) or other question words with 
Yes/No answer (see Table 4-1). 
7- Reformulation: In this part main question (Q) with using rules changes to a question with 
new format (Q'). In this part question words and punctuation which make no difference in 
question and answer, are deleted and the root of words will be specified. Then by the 
words of new question, proper patterns and information are surveyed. 
8- Usage Knowledge: one of the most useful ways for finding answers of question is to be 
used library of the previous questions and answer. When student meeting some 
difficulties or having no difficulties, a student can see what problems other students have 
encountered in learning now and in the past offered by browsing the knowledge base. 
9- Candidate answers filtering: In this main part of the answer processing the candidate 
answers will be filtered based on question type and answer type which was created in 
system. Also some co-occurrence patterns create dynamically. 
10- Candidate answers ordering: In this part the answers order based on distance of keywords 






Figure 4-2. Table of Lexicon 
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Why ~ Mengapa  reason 











The information processing module in QA systems is also commonly referred to as 
paragraph indexing module. The document processing module usually relies on one or more 
information retrieval systems to gather information from a collection of document. In this system, 
we used  a set of Wikipedia pages.  
The principle of paragraph filtering is based on the most relevant documents should 
contain the question keywords in a few neighboring paragraphs, rather than dispersed over the 
entire document. Paragraph filtering can be used to reduce the number of candidate documents, 
also  to reduce the amount of candidate text from each document. The aim of paragraph ordering 
is to rank the paragraphs according to a plausibility degree of containing the correct answer. We 
used same word sequence score  to order paragraphs. In this radix sort, the number of words 
from the question that are recognized in the same sequence within the current paragraph window. 











Figure 4-3. Block Diagram of Information  Processing Tool 
 
Answer processing tool consist of two main components answer identification and answer 
extraction. In the answer  identification, the answer type which was determined during question 
processing is crucial to the identification of the answer. Since usually the answer type is not 
explicit in the question or the answer, it is necessary to rely on a parser to recognize named 
entities (e.g. names of persons and organizations, monetary units, dates, etc.) In the answer 
extraction, the parser enables the recognition of the answer candidates in the paragraphs. So, 





only the relevant word or phrase that answers the question. Fig.4-4 showing block diagram of 











Figure 4-4. Block Diagram of Answer Processing Tool 
 
4.1.3 API with the Domain Knowledge 
We can get the wikipedia API by using wikipedia API tools that we could. The 
documentation provided in http://en.wikipedia.org/w/api.php. For example the procedure below 
is used to request all the content in one article: 
1. URL request : 
―http://id.wikipedia.org/w/api.php?action=query&prop=revisions|images&titles’k
eyword’&rvprop=content&format=xml&limit=1&redirects"; 
2. Using cURL for transferring data with URL syntax. cURL option used: 
CURL_HTTPGET, CURL_FOLLOWLOCATION, 
CURL_RETURNTRANSFER 
3. Takes a well-formed XML string and returns it as an object 
4. Take XML object, XML->query->page->revisions->rev 
5. Return the content 
 
Fig. 4-5 showing the implementation result of the Question Processing, Information 




Figure 4-5. Question Processing, Information Processing, Answer Result 
 
 
Figure 4-5 (a). Information Extracting with the Synonym Keyword Bertugas 
 
 




Figure 4-5 (c). Information Extracting with the Synonym Keyword Berfungsi 
 
4.1.4 Similarity Process 
Similarity process used to calculate the similarity between students answer and 
Wikipedia database. We used levenstein distance (LD) method to measured  the  similarity 
between two strings, the source string  (s) and the target string (t). The distance is the  number of 
deletions, insertions, or substitutions  required to transform s into t. The greater the  Levenshtein 
distance, the more different the  strings are. Below is the algorithm of Levenstein distance: 
Step 1: Initialization  
a) Set n to be the length of s, set m to be the length of t.  
b) Construct a matrix containing 0..m  rows and 0..n columns.  
c) Initialize the first row to 0..n,  
d) Initialize the first column to 0..m.  
 Step2: Processing  
a) Examine s (i from 1 to n).  
b) Examine t (j from 1 to m).  
c) If s[i] equals t[j], the cost is 0.  
d) If s[i] doesn't equal t[j], the cost is 1.  
e) Set cell d[i,j] of the matrix equal to the minimum of:  
i) The cell immediately above plus 1:      d[i-1,j] + 1.  
ii). The cell immediately to the left plus 1: d[i,j-1] + 1.  
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iii The cell diagonally above and to the left plus the cost: d[i-1,j-1] + cost.  
 Step 3: Result  
Step 2 is repeated till the d[n,m] value is found  
 
And below is the procedure of our similarity method: 
1. Count the string length between sentence 
2. Choose which sentence has longer string and save the longest size to variable e.g $max 
3. If $max is not more than 250 string, do the levenstein distance directly 
4. If $max  more than 250 string, then 
a. For each $cont between 0 to $max 
i. If string length of sentence 1 or sentence 2 smaller than $max, save the the length 
value string to min and calculate the levenstein using the formula below  and quit 
for loop: 
 
ii.  If string length of sentence 1 or sentence 2 bigger than $max, calculate the 
levenstein distance using the formula below and continue for loop with $max+1: 
 
5. Calculate percentage with the following formula: 
 
 
4.1.5 User Interactions with Question and Answering System 
The interfaces for the student to ask questions and get answers (Student Agent A) are 
developed as shown in figure 4-6. Under the interface, they could making question in Indonesian 
and get the answer immediately because at the same time other student would answer the 
question and discussing whether which one of their answer as same as their opinion. After that, 
CQA system makes point for each of student answer that closely with domain knowledge answer. 
Beside asking a question, when student meeting some difficulties or having no difficulties. 
Through the interfaces in figure 4-8, student can see what problems other students have 
encountered in learning now and in the past and see the answers or solutions the teacher offered 
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by browsing the knowledge base. After the whole collaboration process is complete, if students 
want to know more clearly about the question, the system also provides a link that is connected 























































































Figure 4-10. Domain Knowledge for Tetikus 
 
4.1.6 Result 
According to the method described above and the structure of question and answering 
system, we build an experimental system in Indonesian Q&A system specifically in the 
Information Communication Technology Subject. We choose 40 questions, and in this 
experimental we calculated the  precision. The calculation formula is as follow: 
 
 ………………………………………….. (1) 
 
 In the formula, ɑ is the number of right matching of questions; c is the numbers of wrong 
matching questions. Through the experiment, we can get the data of precision and recall, the 
















Right Matching 57 
Without Matching 57 
Wrong  Matching 6 





From the table, from the 40 question and 120 answer  there are 57 answer are without 
matching because where the machine similarity get the keyword from the student question, there 
is not information about keyword question in the domain knowledge (Wikipedia data based). 
And the, 57 answer’s are matching, it means there is information about keyword question in the 
Domain Knowledge. And 6 Answer are wrong matching. Overall this system could be used for 
















4.2 Collaborative Question Answering with Answer Quality Predictor 
In this section, first  we will explain how to predict the quality of answer, followed by User 
Interactions Collaborative Question Answer with Answer Quality Predictor, and continued with 
the result. 
 
4.2.1 Predicting The Quality of Answer 
We now explain our Quality Answer Predictor to classify whether the question asker good, 
medium, or bad answer. Starting with data set, followed by annotator, feature data and continued 
with the implementation. Our proposed method in this paper consists of four parts. There are 
data collection, feature extraction, coefficient correlation with an answers, and classification. 




Figure 4-11.  Architecture of The System 
A. Data Set  
Although there are many Community QA services for the same purpose, the approaches 
taken for interaction and how users’ communicate with each other vary. This has a bearing on 
the features that can be extracted and hence is important to understand the differences to separate 
generic features from service-specific (or paradigm-specific) features. 
Our goal is to predict answer quality with high accuracy for CQA data sets. We demonstrate 
that the features proposed in this paper result in significant improvement in accuracy (over 
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baseline) of data sets. Our data is based on a snapshot of Yahoo! Answer for Indonesian people 
(http://id.answers.yahoo.com/), a popular Community QA site. Our first step is collecting 
categories that have the highest activity (question resolved) from the 26 category. From Table 4-
3, we could see a category that has high activity. There are music and entertainment category, 
society and culture category, computers and internet category, family and relationship category, 
and the last consumer and electronic category.  
 
Table 4-3. Activity for 5-th Highest Category Resolved 
Category Resolved 
Resolved question for 














      (Taken in July - August, 2012) 
 
 
In order to focus on a realistic question and answer, we choose internet and computer 
category. The selection is based on the idea that several sub category on music entertainment and 
society culture providing highly subjective answer such as religion and spirituality.  
We collected 258870 Q&A pairs from id.Y!A service (internet and computer), all question 
and answer are written in Indonesian. We randomly selected resolved question from 7 sub 
category and all we found 1500 Q&A pairs. The quality of a Q&A depends on the question part 
and answer part. For the question part we use most popular resolved question. Users could not 
get any useful information from bad questions. The reality bad questions always lead to bad 
quality answers. Therefore we decide to estimate only the quality of answers and consider it as 
the quality of the Q&A. In the Y!A CQA, multiple answers are possible for a single question and 
the questioners selects the best answer. We used [74] statement for evaluating answers. The 
asker personally has closed the question and selected the best answer; also provide a rating of at 




The quality of a question answer depends on both the question part and the answer part. The 







Users can not get any useful information by reading answers for these bad questions. We 
found that bad questions always lead to bad quality answers. Answers for these bad questions 
usually blame the questioner with short insulting words. Therefore, we decide to estimate only 
the quality of answers and consider it as the quality of the question answer.  
As mentioned above, it is often impossible to gather evaluative data about answers from the 
askers themselves, and that was the case here. Users of YA may create a profile, which may 
include an email or IM address, but the Yahoo! Quest dataset does not include any user profile 
data. It was, therefore, impossible to ask the asker how they had evaluated the various answers to 
their question. The information of CQA is typically complex and subjective. We use annotators 
for manual judgment of answer quality and relevance. General, good answers tend to be relevant, 
information, objective, sincere and readable. We may separately measure these individual factors 
and combine scores to calculate overall the quality of the answer. Our annotators read answers, 
consider all of the above factors and specify the quality of answers in three levels: Bad, Medium 
and Good (in the future classified as good, medium and bad). Therefore, we propose to use a 
holistic view to decide the quality of an answer.  
 
c. Feature Analysis 
 
A number of features (mostly non-textual) have been identified in the literature for 
predicting answer quality. In [75], they show that non-textual features, such as answerer’s 
acceptance ratio, questioner’s self evaluation, number of answers, click counts, users’ dis-
recommendation, and others (there are a total of 13 feature which are extracted primarily from 
What is one plus one? 
Who is more handsome than me? 
What is the color of your hair? 
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the best answer; some of these features are specific to the Naver data set) can be systematically 
and statistically processed to predict the quality of answers. They assume that the user will 
randomly generate a ―Good‖ or ―Bad‖ label to each answer. Thus, they build the maximum 
entropy and kernel density functions to predict these labels. Their experiments conclude that it is 
a possible to build a prediction model to predict the ―Good‖ or ―Bad‖ answers for the online Q/A 
community. 
In [76], a number of features (again, most of them being non-textual) are used to train a 
number of classifiers to predict the best answer. They initially perform a manual assessment of 
answers using the Amazon Mechanical Turk [77] and establish that the qualitative subjective 
criteria used for establishing the best answer using the Mechanical Turk is comparable to the best 
answer chosen in the service. Actually, they propose and extract 21 features for each question 
and answer in the Yahoo!Answers data set. Some of the features used are: length of question’s 
subject, information from asker’s profile, reciprocal rank of the answer in the time order of 
answers for the given question, and information from answerer’s profile. 
First we will extract feature vectors from a question answer pair (answer yahoo). We extract 
18 non-textual features, divide as answer feature/AF and answerer user history/AUH.  Because 
in community question answer, multiple answers for single answer are possible. We extract 
features only form the questioner selects (best answer). The features are; 
1- Star: Number of stars that given by questioners from one to five stars to the answer. 
2- Reference: When answer the question; sometime answerer’s give the reference for the 
answer. 
3- Vote-up: Number of positive votes. 
4- Vote down: Number of negative votes. 
5- Contributor: Answerer’s, who are specifically in several categories. 
6- Character length: Number of characters for the answer. 
7- World length: Number of words for the answer. 
8- Sentences length: Number of sentences for the answer. 
9- Member since: How long since last registration from the all activity. 





11- Answerer’s total point: Total point from all the answer. 
12- Total number of answer: Total number of all answerer’s that answers answered 
previously. 
13- Number of best answer: Total number of best answer. 
14- Best answerers acceptance ratio: The ratio between best answers to all the answers 
that the answers answered previously. 
15- Number of other answer: Total number of other answer (not best answer) that 
answerer’s answered previously. 
16- Answerers other acceptance ratio: Ratio of other answers (not best answer) to all the 
answerer’s answered previously. 
17- Best and other answer ratio: Ratio of best answers to the other answers previously. 
18- Answer question ratio: Ratio of all answer to the entire question previously. 
 




4. Vote down 
5. Contributor 
6. Character length 
7. World length 
8. Sentences length 
9. Member since 
10. Answerer’s activity level 
11. Answerer’s total point 
12. Total number of answer 
13. Number of best answer 
14. Best answerers acceptance ratio 
15. Number of other answer 
16. Answerers other acceptance ratio 
17. Best and other answer ratio 
18. Answer question ratio 
ANSWER 
FEATURE 




D. Coefficient Correlation  
The function of the correlation coefficient is to know how closely one variable is related to 
another variable [78], in this case the correlation between individual features and the annotators 
scores (good answers have higher scores: Bad = 0, Medium= 1, Good= 2). Table 4-5 showing 13 
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features' that have strongest correlation with the quality of answer. Surprisingly, number of char 
and number of word have the strongest correlation with the quality of the answer.  On the other 
side, number of star is not the feature that has strongest correlation with the quality of the answer. 
This means the number of stars that given by questioners evaluation is subjectively, some of 
users opinion does not agree with the answer. Almost users appreciate getting answers regardless 
of the quality of the answers.  This user behavior may be related to the culture of Indonesian 
users, same as Korean users [75]. The formula for Pearson’s Correlation Coefficient [78]: 
 
                 ……………………………………. (2) 
 
 











Member since 0.2147 
Activity level 0.4705 
Total point 0.4285 
Total answer 0.4464 
Best answer 0.4435 
 Ratio best answer 0.3323 
Other answer 0.3846 
Number of char  0.6391 
Number of word 0.6607 
Number of sentence 0.5740 





Figure 4-13. Distributions of Word Length 
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Figure 4-13.  showing the distributions of good, medium and bad quality answer for word 
length. Good answers are usually longer than bad and medium answer. 
We explored Decision Tress (C4.5), Boosting and Naïve Bayes, using Weka framework [79].  
Using a decision tree (C4.5) classifier, we expect o get high precision on the target class. Support 
vector machines are considered the classifier of choice for many tasks, and to handle the noisy 
features use AdaBoost. Using Naïve Bayes cause has performed very simple and fast, effective 
method to investigate the success of our experiment. 
 
4.2.2 Result for Predicting The Quality of Answer 
We will implement the proposed methods to the Q&A pair of data.  There are four kind data 
for the classification, data from the entire feature, data with high correlation (> 0.1 and > -0.1), 
data from answer feature, and data from answer user history.  We build the predictor using 815 
training data and 302 testing data (from the annotators we get 1117 related Q&A pair data). 
Table 4-6 reports prediction accuracy for different implementations, comparing the choice in 
classifier algorithm and features for training set, testing set also in 5 cross validation. 
Table 4-6.   Accuracy of Training for Each Feature 
Classifier All Corr AF AUH 
Naïve Bayes 73.13 69.73 79.14 50.80 
Adaboost 81.10 80.27 81.10 53 
C4.5 91.90 91.42 88.83 66.50 
 




cv = 5 Train Test cv = 5 Train Test 
Naïve 
Bayes 
F1 72.3 72.7 65.8 68.9 62.6 68.6 
Accuracy 72.26 73.13 65.56 69.98 69.73 62.91 
Adaboost 
 
F1 80 80.6 79.7 79.2 79.8 76.6 
Accuracy 80.12 81.10 79.80 79.66 80.27 76.82 
C4.5 F1 81 91.9 89.1 79.9 91.4 89.1 








cv = 5 Train Test cv = 5 Train Test 
Naïve 
Bayes 
Precission 72.4 72.8 66.7 69.8 63.9 69.7 
Recall 72.8 73.1 65.6 70 62.9 69.7 
Adaboost 
 
Precission 80.2 81 80 79.9 80.7 78 
Recall 80.1 81.1 79.8 79.7 80.3 76.8 
C4.5 Precission 81.1 91.9 89.2 80 91.4 89.3 
Recall 81 91.9 89.1 79.9 91.4 89.1 
 
 
Table 4-8.  reports prediction accuracy for the different implementation of answer quality, in 
particular comparing the choice in classifier algorithm, feature sets (using all feature, Correlation 
feature, answer feature, answerer history feature) and test option.  Surprisingly C4.5 results in the 
best performance of all the classification variants, with accuracy on the satisfied class of 91.9 for 
all features. From the same table we could see that by using answer feature (AF) and answerer 
user history (AUH) the accuracy it is not so good, especially for answerer user history. For the 
answer feature is closed to within 3.07 with all feature and 2.59 with Correlation feature.  
The geometric mean of precision and recall measures (F1) reported in Table 4-7. We could 
see from  all feature set and Correlation feature set by using test option, C4.5 have higher F1  for 
91.9, training set, 89.1 testing set and 81 using 5 cross validation. Another interesting result from 
Table 4 and 5 we could see that the differences between all features and Correlation feature,  is 
not too significant for accuracy it is about  0,52. This indicates that feature which does not have 




























Figure 4-15. Result of Classification on Testing Data 
 
4.2.3  User Interactions with Question and Answering System 
According to the method described above and the structure of the collaborative question 
answering system, we build an implementation and experimental system. We used decision tree 
classifier to classify each answer in the QA pair as bad, medium and good answer. How to select 
decision tree as classifiers had been discussed in previous research [68].  In the previous research 
also have been discussed, there were 13 feature of every user activity that is used as the input 
attributes. There are three phases to build the decision tree : 
1. Changing  the shape of the data (table) to the tree  model  
2. Given a set S of positive and negative examples of some target concept (a N-class 
problem), the entropy of set S relative is    
E(S) = - p(P)log2 p(P) – p(N)log2 p(N)  
3. Changing  the tree model to the rule model  
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From the results of the calculation of the entropy, we get the following tree model (Fig.4-
16 ) and the rule model (Fig. 4-17). 
 




Member since y9 
Activity level y10 
Total point y11 
Total answer y12 
Best answer y13 
Ratio best answer y14 
Other answer y15 
Number of char y21 
Number of word y22 
Number of sentence y23 










Figure  4-17. Rule Model of The System 
 
Several interfaces have been designed, to let students be able to interact with the system.  The 
interfaces for the student to ask questions (Student Agent Q) are developed as shown in Fig. 4-18  
and 4-19 . In Fig. 4-18, before asking questions or see the previous question, the system provides 
information activities that has been conducted by student. All the activities that we call users 
activity features are stored in the database. Beside asking a question, when student meeting some 
difficulties or having no difficulties, through the interfaces. Student can see what problems other 
students have encountered in learning now and in the past and see the answers or solutions 
the teacher offered by browsing the knowledge base. 
The interfaces for the student to answer, evaluate,  and monitoring  one another’s information 
and idea (Student Agent A) are developed as shown in Fig. 4-20 and 4-21 When a new asked 
question enters the system, query is created. Then other student will response the question with 
answering and evaluating one another’s ideas.  From the collaboration activity, all available 
resources and responses from other students will be gathered (students activity feature) and using 
decision tree classifier, the most appropriate answer with respect to several criteria such as  star,  
student’s history activity, the word length of student’s answer, and the candidate simultaneously 
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will be suggested as bad,  medium and good answer (Fig. 4-21). Finally, all of the collaboration 
question answering activities will be stored in the knowledge database. In the future, the 







































































             Figure 4-19. Student question Interface 
 
 























































According to the method described above and the structure of question and answering system, 
we build an experimental system in Indonesian collaborative question answer system specifically 
in the Computers and Internet Subject. We choose 50 question and 125 answer from 75 users, 
and there are two indexes measurement in this experimental. Accuracy and inaccuracy are 
measured using Weka framework with testing data from the CQA system with Answer Quality 
Predictor and annotators (here is we use 5 Annotator’s). Through the experiment, we can get the 



















Table 4- 10. Result of Experiment 
 System Annotator 
Question 50 50 
Answer 125 125 
Bad Answer 43 57 
Medium Answer 37 41 
Good Answer 45 27 
Accuracy 91.2 88.8 
Inaccuracy 8.8 11.2 
 
 
From the table (the measurement results using Weka framework), from the 50 question and 
125 answer  we got 91.2 % accuracy for the CQA system with Answer Quality Predictor and 
88.8 % using annotators.  From the measurement results using CQA system, we could identified 
43 as a bad answer, 37 as a medium answer and 45 as a good answer. By using annotators we 
could indentify 57 as a bad answer, 41 as a medium answer and 27 as a good answer. There is a 
difference measurement in accuracy for about 2.4% by using Weka and annotators, it is because 












4.3 Collaborative Question Answering with Domain knowledge and 
Answer Quality Predictor 
In this section, first  we will explain how to predict the quality of answer from domain 
knowledge and answer quality predictor, followed by User Interactions Collaborative Question 
Answer with Domain Knowledge and Answer Quality Predictor, and continued with the result. 
 
4.3.1 Predicting The Quality of Answer 
We now explain our Quality Answer Predictor to classify whether the question asker good, 
medium, or bad  answer. Starting with data set, followed by annotator, feature data and 
continued with the implementation. 
A. Data Collection 
 
As in previous research, our data is derived from Indonesian Yahoo! Answers 
(http://id.answers.yahoo.com/) and choosing  the internet and computer category based from the 
table 4-3.  For the domain knowledge we used id.wikipedia (see on part 4.1.1), there were over 
100.000 articles in the Indonesian Wikipedia project. We collected 556 data that could be 
processed in the QA tools to extract answer from domain knowledge. The data also had been 
processed through answer quality predictor.  
The quality of a Q&A depends on the question part and answer part. For the question part 
we use most popular resolved question. Users could not get any useful information from bad 
questions. The reality bad questions always lead to bad quality answers. Therefore we decide to 
estimate the good answer by using annotators, and for all we got 300 Q&A pair. 
 
B. Annotator 
The quality of a question answer depends on both the question part and the answer part. As 
mentioned above, it is often impossible to gather evaluative data about answers from the askers 
themselves, and that was the case here. The information of CQA is typically complex and 
subjective. We use annotators for manual judgment of answer quality and relevance. General, 
good answers tend to be relevant, information, objective, sincere and readable. We may 
separately measure these individual factors and combine scores to calculate overall the quality of 
 80 
 
the answer. Our annotators read answers, consider all of the above factors and specify the quality 
of answers in three levels: Bad, Medium and Good. The consider factor including : 
1. This answer provides enough information for the question. (informative) 
2. This answer is polite (not offending). (polite) 
3. This answer completely answers the whole question. (complete) 
4. This is an easy to read answer. (readable) 
5. This answer is relevant to the question. (relevant) 
6. The answer contains enough detail. (detailed) 
7. This answer is useful or helpful to address the question. (helpful) 
 
c. Feature Analysis 
A number of features have been identified in the literature for predicting the quality of 
answer. In this research, we used text feature and readability feature to predict the quality of 
answer. The selection of these two kinds of features based on the first Q&A pairs is already 
processed in the answer quality predictor, second there is internal reviewer from in term of  
domain knowledge system. 
 Text features are those  extracted from the textual content of the articles used by 
[18.25.26]. The general intuition behind them is that a mature and good quality text is 
probably neither to short, which could indicate an incomplete topic coverage, nor 
excessively long, which could indicate verbose content.  We use the following features : 
o Character length: Number of characters for the answer. 
o World length: Number of words for the answer. 
o Sentences length: Number of sentences for the answer. 
 Readability Feature 
These features, first used in [82], are intended to estimate the age or US grade level 
necessary to comprehend a text. They comprise several metrics combining counts of words 
and sentences. The intuition behind these features is that good information should be well 
written, understandable, and free of unnecessary complexity. The features are : 
o Automatic readability index (trari) : This metric was proposed in [83] and consists of using 




 + 0.5  ……………………………...(5) 
 
o Coleman Liau  (trcl): This metric was proposed in [84] and consists of the average of 
characters per word and the number of sentences in a fragment of 100 words (wf). 
 + 0.5  …………………………………….(6) 
o The compound is a compound word or a combination of all of the basic morpheme that 
existed as  a word that has a specifically pattern of phonological, grammatical, and 
semantic according to the rules of the language. The specific pattern distinguishes as a 
phrase or combination of words. For example, in Indonesian, kamar mandi is a compound 
word, while the baju hijau is the phrase while  in English, the blackbird is a compound 
word, while the black bird is the phrase. [2] 
o Loan word is a word that derived from foreign languages that has been integrated into an 
Indonesian  and generally accepted to be used. Indonesian has absorbing many words 
from other languages, especially those that have direct contact with the community, either 
through tarding (Sanskrit, Chinese, Arabic), or colonialism (Portuguese, Dutch, Japanese), 
as well as the development of science (English). [85] 
o Abstract noun is a type of noun (to explain the names of objects) which the existence 
could not be captured using human eyes and can only be imagined. The examples of 
abstract nouns are science, dreams, ideas, inspiration, happiness and others. [85] 
o Conjunction In grammar, a conjunction (abbreviated conj or cnj) is a part of speech that 
connects two words, sentences, phrases or clauses. A discourse connective is a 
conjunction joining sentences. This definition may overlap with that of other parts of 
speech, so what constitutes a "conjunction" must be defined for each language. In general, 
a conjunction is an invariable grammatical particle, and it may or may not stand between 
the items it conjoins.[85] 
 
D.Coefficient Correlation  
Same with the previous explanation on 4.1, in these part we also using coefficient correlation 
to know how closely one variable is related to another variable [4], in this case the correlation 
between individual features and the annotators scores (good answers have higher scores: Bad = 0, 
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Medium = 1, Good = 2). Table 4-11 showing coefficient correlation with the quality of answer. 
Surprisingly, all of feature have the strongest correlation with the quality of the answer, except 
for Auto read index and Coleman liau index.   
From the calculation of Corr, we can see that text feature and readability feature affects the 
quality of the answers. In this study (Computer and Internet) using a lot of loan word (eg. 
Computer  komputer, Processor  prosesor, etc) , abstract noun word (eg. Principle prinsip, 
definition  definisi, etc),   and compound word (database, how it work carakerja, etc) . Auto 
read index and Coleman liau index is a feature used to calculate English language readability 
parameter. CIA used this parameter to measure readability of a letter. This convinced us that the 
character of one language is different one another. 
 
Table 4-11. Coefficient  correlation 
Features Correlation 
Number of loan word 0.948 
Number of Abstract noun word 0.999 
Number of conjunction 0.828 
Number of compound word 0.861 
Number of char  0.971 
Number of word 0.961 
Number of sentence 0.928 
Auto read index 0.0088 
Coleman liau index 0.0002 
 
 
4.2.2 Result for Predicting The Quality of Answer 
We will implement the proposed methods to the Q&A pair of data.  There are four kind data 
for the classification, first is data that acquired from the entire feature, data with high correlation 
(> 0.1 and > -0.1), text feature data, and readability feature data. We build the predictor using 
250 training data and 100 testing data. Table 4-12, reports prediction accuracy for different 
implementations, comparing the choice in classifier algorithm and features for training set, 











5 10 15 
All Feature 93.6 72.8 88.4 88.4 88.4 
Corr Feature 93.2 71.2 88 88.4 88.4 
Text Feature 90.4 70.4 84.4 84 83.2 
Readability Feature 93.2 73.6 87.6 86.4 87.6 
 
Table 4-12 reports prediction accuracy for the different implementation of answer quality, in 
particular comparing the choice in classifier algorithm, feature sets (using all feature, Correlation 
feature, text feature, readability feature) and test option.  By using C4.5 results, the best 
performance of all the variant feature is All feature with 93.6 of accuracy slightly adrift of 0.4 
with Corr feature. We can conclude that text feature is a part of readibility feature because some 
text feature parameter are count character, word, and sentence. For the count word parameter, in 








4.2.3  User Interactions with Question and Answering System 
According to the method described above and the structure of the collaborative question 
answering system, we build an implementation and experimental system. We used decision tree 
classifier to classify each answer in the QA pair as bad, medium and good answer. How to select 
decision tree as classifiers had been discussed in previous research [see part 4.2].  In the previous 
research also have been discussed, there were 9 feature (see Table 4-12) as the input attributes.  
 
Table 4-13. Input Feature for The Decision tree Classifier 
Features Annotation 
Number of loan word y1 
Number of Abstract noun word Y2 
Number of conjunction Y3 
Number of compound word Y4 
Number of char  Y5 
Number of word Y6 
Number of sentence Y7 
Auto read index Y8 




Figure 4-23.  Tree Model of Decision Tree Classifier 
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Figure 4-25 and 4-26 showing user interface for collaborative learning with domain 
knowledge and answer quality predictor.  By using answer quality predictor, the quality of 
answers could be determined. On the other side, domain knowledge could be used as knowledge 
about the environment  in which the target information operates as a reference. Through the 
process of collaborative learning, the usage knowledge base will be enriched for future question 
answering. Further, not only the student could get.  By using multi agent system is after 
questions provided, all available resources and responses from other students will be gathered 
and finally using answer quality predictor, the most appropriate answer with respect to several 
criteria such as  student’s knowledge,  student’s history activity, the word length of student’s 
answer, and the candidate will be suggested  (Figure 4-27).  
Right after collaborative answer, then answer quality predictor will give recommendation 
from all the student’s answer. And in the same time QA tools will extract answer from domain 
knowledge. The information from domain knowledge and answer quality predictor will be 
reprocess in the recommender system block and the system will give bad, medium, good  
recommendation from the domain knowledge  and answer quality predictor (Figure 4-28). 
Besides making questions when to collaborate with others, even when having no difficulties, 
students could still browse the knowledge base to see what problems have encountered in 
collaborative  question answer. Through student activity the knowledge in the usage database 
continuous accumulating. This accumulated knowledge will then be shared with other through 















 Figure 4-25.  Student Collaboration Interface 
 
 
Figure 4-26. Student question Interface 
 
 
















































According to the method described above and the structure of question and answering system, 
we build an experimental system in Indonesian collaborative question answer system specifically 
in the Computers and Internet Subject. We choose 50 question and 120 answer, and there are two 
indexes measurement in this experimental. Accuracy and inaccuracy are measured using Weka 
framework with testing data from the CQA system with Domain Knowledge and Answer Quality 
Predictor also from annotators (here is we use 5 Annotator’s). Through the experiment, we can 
get the data of accuracy and inaccuracy, the result is in Table 4-14.  










Table 4-14. Result of Experiment 
 
 
System  Annotator  
Question  50  50  
Answer  120  120  
Bad Answer  37  40  
Medium Answer  38  33  
Good Answer  45  37  
Accuracy  90.2  89.8  
Inaccuracy  9.8  10.2  
 
 
From the table (the measurement results using Weka framework), from the 50 question and 
120 answer  we got 90.2 % accuracy for the CQA system with domain knowledge and answer 
quality predictor, with 37 identified as a bad answer, 38 as a medium answer and 45 as a good 
answer. By using annotators the accuracy is 89.8 % , with 40 indentified  as a bad answer, 33 as 
a medium answer and 37 as a good answer. There is a difference measurement in accuracy for 





















1. In Collaborative Question Answer  System with Domain Knowledge , the system operated 
upon the question answering knowledge base. In the knowledge base, pairs of question with its 
corresponding answer (Q&A sets) were collected through the process of students asking 
questions and other students will response the question with answering and evaluating one 
another’s ideas by vote.  This representation is then compared with the representations of 
Wikipedia data base. A similarity percentage is given between the student answer and any 
existing Wikipedia data based. Based on the biggest vote some time is not describe the best 
answer, after time for answering and voting finish,  similarity percentage will shown for every 
answer.  From the experiment result we got 90.48 % precision from 40 Question and 120 Answer. 
Overall this system could be used for the implementation of CQA with memorization learning 
type.   
 
2. In the research of Predicting Quality of Answer  in Collaborative Q/A Community, we 
presented our knowledge to quantify and predict quality of answer in question answering 
communities, especially for Indonesian CQA. Beyond developing models to select best answer 
and evaluate the quality of answers, there are several important lessons to learn here for 
measuring content quality in CQA. We find huge variety of question and answer on CQA 
services, and by given question may several answers are providing from the community.   
With appropriate features, we could build models that could have significantly higher 
probability of identifying the best answer class than classifying a non-best answer.  
From the entire system by using Q&A pairs from id.answer yahoo, 18 feature and 3 type 
classification. We conclude as following: 
(1) From the four existing feature, the highest accuracy exist on all feature set (comparing with 
correlation coefficient set, AF set and AUH set)  
(2) The best performance of all classification variants by using C4.5, with average  accuracy 
91.90  , precision 91.9  and recall  91.9 
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Our models and predictions could be useful for predictor quality information as a recommender 
system to complete a collaborative learning. 
 
3. In the  Collaborative Question Answering System with Answer Quality Predictor a system 
for question answering system in the collaborative learning environment has been designed. The 
system operated upon the collaborative question answer system using quality predictor. In the 
collaborative question answer, the activity allowing one question has many answer or 
information that should be selected. Every answer has a weighting and its very subjective to 
select it. By using answer quality predictor the quality of the information could be determined.  
We showing and testing our quality predictor measurement to a collection of question and 
answer pairs.  
From the entire system by using collaborative question answer, 50 question and 125 answer. 
We conclude as following: 
(1) By using Weka framework we got the accuracy for an answer quality predictor 91.2 % 
(2) By using annotators we got the accuracy for an answer quality predictor 88.8 % 
This models could be useful as answer quality information as a recommender system to complete 
a collaborative learning. 
 
4. For the Collaborative Question Answering with Domain Knowledge and Answer Quality 
Predictor. First we develop the quality of answer between domain knowledge and answer quality 
predictor. With appropriate features (text feature and readability feature), we could build models 
that could have significantly to identifying the best answer class than classifying a non-best 
answer.  
From the entire system by using Q&A pairs from id.answer yahoo and domain knowledge  9 
feature and four existing feature. We conclude as following: 
(1) From the four existing feature, the highest accuracy exist on all feature set (comparing with 
correlation coefficient set, Text feature set and Readability feature set)  
(2) The best performance of all classification variants by using C4.5, with average  accuracy 




5. In the  Collaborative Question Answering System Using Domain Knowledge and Answer 
Quality Predictor a system for question answering system in the collaborative learning 
environment has been designed. The system operated upon the collaborative question answer 
system using domain knowledge and quality predictor. From the entire system by using 
collaborative question answer, 50 question and 125 answer. We conclude as following: 
(1) By using Weka framework we got the accuracy for an answer quality predictor  90.2 % 
(2) By using annotators we got the accuracy for an answer quality predictor  89.8 % 
By using  domain knowledge, students could get information from domain information. At 
the same time,  responses from other students will be gathered and using answer quality predictor 
to provided recommendation from others. Finally, the system could provided recommender for 
both answer either from domain knowledge and answer quality predictor. 
 
6. Overall of CQA performance we got Table 5.1 : 
 














1.  Students could collaborate to 
undertake the problem  and help 
making some  contributions to 
others 
O O O O 
2. Additional skills and knowledge 
must be acquired 
O O O O 
3. Evaluating one another’s 
knowledge can be created within a 
population 
O O O O 
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4. Sharing experience and take on 
asymmetry roles 
O O O O 
5. Students work together to search 
for understanding, meaning, or 
solutions or to create an artifact or 
product their learning 
O O O O 
6. QA System could help student 
in the collaborate learning 
X O O O 
7. QA System working effectively 
in the process of providing an 
answer on collaborative activities 
X X O O 
8. Relationship between the QA 
system and students can change the 
perception of students’ answers 
positively 
X X O O 
9. QA System beside providing 
answer either from multi agent 
system as recommender or the 
domain information or reference 
(Based on point 7) 
X X X O 
10. QA System could provide 
some recommender for the answer 
either from multi agent or domain 
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