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Introduction générale
On observe dans la nature une grande diversité de formes. L’Univers n’est pas uniforme,
certains de ces éléments sont organisés en structures, sont ordonnés. La compréhension de
l’organisation spatio-temporelle de l’Univers est l’objectif de l’étude des systèmes dissipa-
tifs. En eﬀet, dans la deuxième moitié du XXe siècle, des scientiﬁques ont montré que
lorsqu’un système (qu’il soit chimique, hydrodynamique, biologique, optique...) est par-
couru par un ﬂux d’énergie ou de matière, ses composants peuvent s’auto-organiser. On
parle d’auto-organisation ou de morphogénèse. Autrement dit, l’existence d’une dissipa-
tion peut amener un système à quitter son état d’équilibre thermodynamique. Il quitte
son état uniforme et devient modulé. Ces états modulés sont alors appelés des structures
dissipatives. En anglais, on les appelle des “patterns”.
La ﬁgure 1 présente quelques exemples de structures dissipatives qui nous sont très
familières. Le pelage des animaux peut être non-uniforme, ses pigments peuvent s’orga-
nisés en zébrures, en tâches... Les grains de sable dans un désert sont répartis en dunes
grâce à l’action du vent. Les abeilles stockent leur cire en alvéoles hexagonales. Les nuages
peuvent s’organiser en rouleaux. Les concentrations d’un mélange chimique peuvent être
non-uniformes... Toutes ces structures sont obtenues grâce à l’action d’une dissipation dans
le système correspondant.
Figure 1 – Exemples de structures auto-organisées -ou patterns- dans la nature.
En optique, ces phénomènes d’auto-organisation sont aussi observés. Quand un faisceau
laser suﬃsamment puissant traverse un matériau ayant certaines propriétés nonlinéaires,
son intensité peut s’auto-organiser dans un plan transverse. L’intensité du faisceau initiale-
ment homogène devient ainsi modulée. Ce phénomène est observé dans diﬀérents matériaux
comme les cristaux liquides [1], les vapeurs atomiques [2], certains matériaux organiques [3]
ou les cristaux photoréfractifs [4]. Dans cette thèse, nous étudions la formation des patterns
optiques dans ces cristaux photoréfractifs.
L’intérêt d’étudier les patterns optiques est double. D’une part, comprendre leur ap-
parition en optique permet d’améliorer notre compréhension de leur formation dans le cas
général. Savoir quand un pattern se forme en optique, quelle forme il prend, savoir s’il
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est statique ou dynamique, permet de comprendre leur formation, leurs formes et leurs
dynamiques dans d’autres domaines scientiﬁques. La thématique de recherche sur les pat-
terns optiques est appelée par certains chercheurs d’“hydrodynamique sèche” [5]. En eﬀet,
la formation de structures auto-organisées optiques est une étape vers la formation de tur-
bulences optiques. Les analogies avec les phénomènes hydrodynamiques sont très grandes.
D’autre part, la compréhension des patterns optiques permet d’envisager de possibles
applications technologiques, dans les télécommunications notamment. L’application la plus
prometteuse concerne le stockage d’information, la réalisation de mémoires grâce aux tech-
nologies laser. En eﬀet, dans les systèmes optiques sujets à la formation de patterns, il
est parfois possible de changer localement l’état transverse du faisceau grâce à un faisceau
secondaire d’inscription. Un pic d’intensité apparaît dans l’allure du faisceau primaire. Un
tel pic peut être stable, c’est-à-dire présent même si le faisceau d’inscription est éteint.
Le pic est alors soutenu par le ﬂux d’énergie du faisceau primaire. On parle de “soliton
dissipatif” [6]. Ce soliton, pouvant être déplacé ou annihilé, est considéré comme un “bit”
d’information et le système comme une mémoire optique.
Le système que nous étudions dans cette thèse est un système photoréfractif à simple
rétroaction optique [7]. Les cristaux photoréfractifs permettent en eﬀet la formation de
patterns optiques grâce aux phénomènes de migration des porteurs de charge lorsque le
cristal est illuminé. Plus précisément, lorsqu’un tel cristal subit une illumination non-
uniforme, comme par exemple quand deux faisceaux laser interfèrent dans le milieu, des
porteurs de charge sont créés et migrent dans le cristal. L’indice de réfraction du matériau
devient alors modulé, des réseaux d’indice sont créés dans le cristal. Les faisceaux laser,
traversant un milieu d’indice non-uniforme, subissent alors une transformation. Dans le
cas d’une illumination en milieu photoréfractif spatialement étendu, ces réseaux d’indice
permettent d’entretenir des vecteurs d’onde transverses, conduisant à la formation d’un
pattern optique. Dans cette thèse, nous proposons d’étudier les comportements spatio-
temporels du pattern issu d’un tel système.
Dans le premier chapitre, nous posons le contexte et les motivations de l’étude. Nous
détaillons les concepts-clés pour comprendre la physique des patterns dans le cas général.
Nous résumons ensuite les phénomènes transverses optiques rapportés dans la littérature,
les diﬀérentes conﬁgurations et les diﬀérents matériaux permettant l’observation de pat-
terns. Comme notre matériau est un cristal photoréfractif, nous présentons en détail les
patterns photoréfractifs rapportés dans la littérature, dans les systèmes à simple rétroac-
tion optique ou dans les cavités. Enﬁn, nous listons les moyens possibles pour contrôler
l’état des patterns, notamment les moyens modiﬁant sa dynamique, et détaillons quelques
phénomènes spatio-temporels complexes.
Dans le deuxième chapitre, nous présentons notre montage expérimental : le cristal uti-
lisé, la rétroaction optique, l’ajout de systèmes d’imagerie et de mesures interférentielles et
nous montrons un pattern obtenu avec ce système. Nous présentons aussi notre description
théorique du mélange d’onde. Un système d’équations nonlinéaires couplées modélise la
propagation des faisceaux aller et retour dans le cristal et leur couplage via la formation
de réseaux d’indice. Une analyse de stabilité linéaire de ce modèle prévoit l’apparition du
phénomène d’instabilité de modulation au-delà d’un certain seuil de couplage. Enﬁn, nous
présentons une simulation de ce modèle par un algorithme de type “Beam Propagation
Method”. Un pattern est obtenu grâce à cette simulation.
Dans le troisième chapitre, nous étudions l’inﬂuence d’un faisceau incident de type “vor-
tex” à la place d’un faisceau gaussien. Nous montrons expérimentalement et théoriquement
que, lors de l’utilisation d’un tel faisceau non-conventionnel en entrée du système, le pro-
cessus d’instabilité de modulation se produit et une modulation hexagonale est observée.
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De plus, le pattern n’est pas statique, il tourne autour de son point central sombre. Cette
rotation est induite par le “moment angulaire orbital” porté par le faisceau vortex. Nous
étudions l’inﬂuence de la charge topologique et de l’intensité du faisceau incident sur la
vitesse de rotation du pattern.
Dans le quatrième chapitre, nous étudions l’inﬂuence conjuguée d’un faisceau vortex
incident et d’un désalignement du miroir de rétroaction. Grâce à ce désalignement, la ré-
troaction devient nonlocale. La dynamique du pattern résultant a alors deux composantes :
une rotation induite par le moment angulaire orbital du faisceau et une dérive induite par
le désalignement. Ces deux composantes sont en compétition et nous montrons qu’elles
s’annihilent mutuellement pour une certaine valeur du désalignement du miroir. De plus,
quand le désalignement est important, des patterns complexes sont observés. En champ
proche, ils sont composés de plusieurs domaines chacun associé à un vecteur d’onde d’une
amplitude et d’une direction particulières. Tous ces résultats sont reproduits par notre
modèle numérique.
Dans le cinquième et dernier chapitre, nous étudions le régime de turbulence optique
lorsqu’un faisceau gaussien classique de forte intensité est utilisé pour pomper le système.
Loin du seuil d’instabilité de modulation, le faisceau est très irrégulier et des pics intenses
parcourent le faisceau. Nous étudions l’allure des fonctions de densité de probabilité des
niveaux d’intensité mesurés par les pixels de la caméra. Quand nous augmentons l’intensité
incidente, nous observons une déviation de cette fonction pour les valeurs importantes
d’intensité, caractérisant l’apparition de pics intenses. Enﬁn nous caractérisons ces pics
par leur facteur d’anormalité et montrons que certains dépassent le seuil au-dessus duquel
ils sont appelés des “ondes scélérates”.
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Chapitre 1
Contexte et motivations
Ce chapitre a pour objectif d’expliquer le contexte scientifique de la thèse et les moti-
vations de notre étude. Après une définition des structures auto-organisées (ou “patterns”)
ici étudiées, nous donnons quelques exemples de ces structures que l’on peut observer dans
la nature et introduisons quelques concepts utiles à la compréhension de ces phénomènes.
Nous présentons ensuite un état de l’art des patterns observés en optique : les configura-
tions géométriques et les matériaux utilisés ainsi que les principales observations de patterns
dans les cristaux photoréfractifs. Nous expliquons en quoi consiste l’effet photoréfractif et
pourquoi ce type de nonlinéarité optique permet l’observation de structures auto-organisées.
Nous présentons enfin les différentes méthodes de contrôle de ces patterns ainsi que les
phénomènes dynamiques complexes rapportés dans la littérature.
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14 CHAPITRE 1. CONTEXTE ET MOTIVATIONS
1.1 Les patterns dans la nature
Dans cette partie, nous introduisons tout d’abord la notion de “patterns” par une déﬁ-
nition physique et l’illustrons avec quelques exemples.
1.1.1 Qu’est-ce qu’un pattern ?
Le mot “pattern” (“motif” en français) décrit l’état spatialement organisé d’un sys-
tème hors équilibre. Lorsqu’un système (qu’il soit hydrodynamique, chimique, granulaire...)
est parcouru par un ﬂux d’énergie, il peut quitter son état d’équilibre. Ses composantes
peuvent s’organiser en structures spatiotemporelles remarquables. On parle alors d’auto-
organisation ou de morphogénèse, phénomène très répandu dans la nature. En eﬀet, des
patterns peuvent être observés dans les ﬂuides, les milieux granulaires, les tissus biolo-
giques, les plasmas, les mélanges chimiques en réaction... L’observation d’ordre dans la
nature nous est très familière.
Cependant, l’existence d’un tel Univers ordonné, diﬀérencié, actif, semble contradictoire
avec nos connaissances classiques de thermodynamique. En eﬀet, la thermodynamique du
XIXe siècle ne décrit l’évolution des systèmes que dans un sens irréversible vers l’état
d’équilibre. C’est l’application du second principe. Tout système oublie la particularité de
son origine pour évoluer vers un état d’équilibre que quelques variables suﬃsent à décrire [8].
Autrement dit, en utilisant la notion d’entropie, le système n’évolue que dans le sens d’une
évolution positive ou nulle de l’entropie. Par exemple, le mélange liquide ou gazeux d’un
produit froid et d’un produit chaud donne au ﬁnal un mélange à température moyenne
uniforme. De manière analogue, si un mélange est composé de plusieurs espèces dont les
concentrations initiales ne sont pas spatialement homogènes, les espèces se mélangent au
cours du temps et l’équilibre thermodynamique est atteint quand les concentrations des
espèces sont toutes uniformes dans le mélange.
Mais cette conception de l’évolution des systèmes a été remise en cause par les re-
cherches menées par Ilya Prigogine, prix Nobel de chimie en 1977. En étudiant la ther-
modynamique des systèmes hors équilibre, il a montré que la présence d’une dissipation
d’énergie ou de matière peut être créatrice d’ordre. “Les ﬂux qui traversent certains systèmes
physico-chimiques et les éloignent de l’équilibre, peuvent nourrir des phénomènes d’auto-
organisation spontanée, des ruptures de symétrie, des évolutions vers une complexité et une
diversité croissantes” [9]. Les états ainsi organisés, les patterns, sont aussi appelés des struc-
tures dissipatives. “Ce nom traduit l’association entre l’idée d’ordre et l’idée de gaspillage
et fut choisi à dessein pour exprimer le fait fondamental nouveau : la dissipation d’énergie
et de matière - généralement associée aux idées de pertes de rendement et d’évolution vers
le désordre - devient, loin de l’équilibre, source d’ordre ; la dissipation est à l’origine de ce
qu’on peut bien appeler de nouveaux états de la matière” [9].
De plus, ces transitions d’états causées par la présence d’une dissipation peuvent être
brusques, soudaines, quand les paramètres de l’expérience changent. Les transitions ne sont
pas progressives. On parle de bifurcations. Une bifurcation est un point critique à partir
duquel un nouvel état devient possible. Si un système passe d’un état initial uniforme à
un état ﬁnal modulé, on dit qu’il a bifurqué d’une solution homogène vers une solution
modulée, le pattern. Enﬁn, quand l’expérimentateur peut contrôler directement l’état du
système via le réglage d’un paramètre, on parle de paramètre de contrôle. Selon les cas, il
peut s’agir de la température extérieure, d’un ﬂux de molécules, de l’intensité d’un faisceau
laser, d’un mouvement imposé au milieu...
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1.1.2 Quelques exemples
Aﬁn de bien appréhender les mécanismes de formation des patterns, nous détaillons
maintenant trois exemples expérimentaux issus de domaines scientiﬁques diﬀérents.
Expérience de Rayleigh-Bénard
Le premier exemple décrit l’expérience dite de Rayleigh-Bénard [10]. Elle consiste en
une ﬁne couche de ﬂuide posée sur une plaque chauﬀante. La température de la plaque est
progressivement augmentée par l’expérimentateur. La chaleur se dissipe en traversant le
ﬂuide de bas en haut. Quand la température de la plaque est faible, le processus physique
de transfert de chaleur par conduction thermique est suﬃsamment eﬃcace : la chaleur se
transmet grâce aux chocs des molécules. Ce processus agit à l’échelle microscopique. Ce-
pendant, si l’expérimentateur continue d’augmenter la température, celle-ci atteint un seuil
à partir duquel la conduction n’est plus assez eﬃcace pour évacuer la chaleur. Un autre
type de transfert thermique apparaît : la convection. Des mouvements macroscopiques ap-
paraissent alors dans le ﬂuide, ordonnés en cellules de convection. La ﬁgure 1.1 montre la
géométrie hexagonale qu’adoptent ces cellules après ce seuil. Elles sont ici visibles grâce à
de la poudre d’aluminium. On a ici un exemple de pattern hydrodynamique. Sous l’eﬀet
du ﬂux de chaleur, le système a quitté son état d’équilibre et a bifurqué vers un état mo-
dulé. Les molécules d’eau se sont organisées en structure hexagonale. Enﬁn, si on continue
à augmenter la température de la plaque, les mouvements macroscopiques de convection
peuvent être plus complexes voire turbulents, le ﬂuide est alors en ébullition.
Figure 1.1 – Expérience de Rayleigh-Bénard [10].
Milieu granulaire soumis à une oscillation
Le second exemple consiste en un milieu granulaire placé sur un plateau oscillant ver-
ticalement [11]. L’expérimentateur contrôle l’amplitude et la fréquence des oscillations et
observe le comportement du milieu. La ﬁgure 1.2 montre les résultats obtenus pour quelques
valeurs de l’accélération, représentée par un coeﬃcient sans dimension Γ. Les grains se sont
organisés en géométries particulières, en patterns. Les géométries obtenues peuvent être des
raies (Fig. 1.2-a), des hexagones (Fig. 1.2-b,e), des raies et des hexagones en compétition
(Fig. 1.2-d)... Enﬁn, en augmentant fortement l’accélération c’est-à-dire le ﬂux d’énergie
apporté au système, le pattern devient désordonné (Fig. 1.2-f). De même que dans l’ex-
périence hydrodynamique de Rayleigh-Bénard, le système quitte son état d’équilibre grâce
à un apport d’énergie externe (l’oscillation du plateau). Les grains s’auto-organisent en
structures spatiotemporelles complexes.
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Figure 1.2 – Exemples de patterns obtenus avec un milieu granulaire placé sur un socle oscillant
verticalement [11]. L’oscillation est caractérisée quantitativement par un facteur sans dimension Γ,
représentant l’accélération. (a) Γ = 3.3 : pattern composé de raies ("stripes"), (b) Γ = 4.0 : pattern
hexagonal, (c) Γ = 5.8 : pattern "plat" avec une discontinuité, (d) Γ = 6.0 : raies et hexagones en
compétition, (e) Γ = 7.4 : hexagones, (f) Γ = 8.5 : désordre.
Phénomène de réaction-diffusion en chimie
La chimie nous donne aussi des exemples de systèmes qui, lorsqu’ils sont portés hors
équilibre, s’auto-organisent en structures spatiotemporelles non triviales. Les images (a) et
(b) de la ﬁgure 1.3 représentent deux états stationnaires possibles d’un système chimique en
réaction [12]. Ici, la réaction chimique est constamment approvisionnée en réactants et les
produits sont constamment extraits du système. Ainsi, le système est porté hors équilibre.
A l’aide d’un colorant, on peut observer à l’oeil nu les diﬀérences spatiales de concentration
des espèces chimiques. Celles-ci peuvent s’organiser par exemple en hexagones (Fig. 1.3-a),
en raies (Fig. 1.3-b), voire adopter une dynamique spatiotemporelle chaotique [12].
L’image (c) de la ﬁgure 1.3 montre un exemple visuellement fascinant de pattern chi-
mique. Ici le pattern a une dynamique en régime permanent : il oscille dans le temps et des
ondes se propagent dans l’espace. Il s’agit de la réaction de Belousov-Zhabotinsky. Ici aussi,
un colorant est utilisé pour observer les diﬀérences de concentrations d’espèces chimiques
dans l’espace. On peut alors observer un pattern ayant une géométrie en spirale et une
évolution temporelle. L’étude des patterns chimiques a montré qu’ils posent un problème
diﬀérent des patterns hydrodynamiques ou granulaires à cause de la spéciﬁcité du schéma
réactionnel des mélanges considérés. La condition nécessaire à l’observation d’instabilité
chimique est l’existence de “boucles catalytiques”, étapes au cours desquelles le produit
d’une réaction chimique intervient dans sa propre synthèse [9].
La formation de ces patterns chimiques peut être expliquée par un modèle de la mor-
phogénèse qu’a développé Alan Türing en 1952 [13]. Par ce modèle, Türing explique que
la diﬀusion, qui tend à rendre les concentrations chimiques spatialement uniformes, peut
mener à la formation de patterns si des réactions chimiques sont aussi présentes dans le
système. Autrement dit, la compétition entre eﬀets réactifs et eﬀets diﬀusifs peut ﬁnale-
ment créer des patterns. Türing pensait même que ce modèle de réaction-diﬀusion pouvait
expliquer la morphogénèse biologique : de la formation des zébrures ou des tâches sur la
peau des animaux jusqu’aux processus de division et diﬀérentiation des cellules pendant
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l’évolution d’un embryon.
Figure 1.3 – Phénomènes de réaction-diffusion en chimie [12].
1.1.3 Pourquoi étudier les patterns ?
L’étude des patterns a deux grands intérêts. Premièrement, il faut remarquer que la plu-
part des systèmes identiﬁables dans l’Univers sont des systèmes qui ne sont pas à leur point
d’équilibre thermodynamique. Ils possèdent des structures spatiotemporelles extrêmement
riches. Étudier la physique des systèmes hors équilibre revient à tenter de comprendre
la complexité du monde qui nous entoure et son organisation spatiotemporelle. De plus,
grâce à l’existence d’analogies entre les patterns observables dans les diﬀérents champs
scientiﬁques, étudier la formation des patterns dans un domaine permet de comprendre
leur formation dans un autre.
Deuxièmement, l’étude des patterns est utile pour leurs possibles applications tech-
nologiques. Être capable de prédire quand un pattern va se former ou savoir comment
sélectionner une géométrie de pattern parmi d’autres peut être utile technologiquement.
Par exemple, la compréhension de l’auto-organisation des molécules d’eau en ﬂocons de
neige, c’est-à-dire la compréhension du phénomène de modulation de l’interface solide-
liquide lors du processus de solidiﬁcation, peut permettre aux métallurgistes de créer des
interfaces modulées dans les alliages de métaux. Ainsi, les propriétés mécaniques peuvent
être améliorées [14]. La compréhension des patterns peut aussi permettre de maximiser
un transfert de chaleur, de fabriquer des lasers cohérents de forte puissance, d’améliorer
le rendement d’une synthèse chimique ou d’inventer de nouvelles techniques de contrôle
électrique pour prévenir l’épilepsie ou les arrêts cardiaques [12].
1.2 Les patterns optiques
Après avoir introduit la notion de patterns dans le cas général, nous nous intéressons
maintenant aux phénomènes d’auto-organisation en optique, c’est-à-dire aux phénomènes
d’organisation de la lumière des faisceaux lasers dans leur plan transverse. Nous en dis-
tinguons ici deux types. Les premiers sont les phénomènes transverses inﬂuencés par les
frontières du système. Nous les détaillons dans le paragraphe 1.2.1. Les modes spatiaux
des cavités laser en sont des exemples. En eﬀet, leur géométrie dépend directement de la
géométrie de la cavité. On les observe dans les cavités à faible nombre de Fresnel 1 aussi
appelées “systèmes non étendus”. Le deuxième type de phénomènes transverses sont ceux
qui ne sont pas inﬂuencés par les frontières du système. Ils sont observés dans les cavités
1. Le nombre de Fresnel est un nombre sans dimension qui caractérise les dimensions d’une cavité
optique [15]. Il est définit par F = a
2
Lλ
. λ est la longueur d’onde, a la largeur et L la longueur de la cavité.
F caractérise aussi la quantité de modes transverses que peut contenir la cavité. Une cavité de faible nombre
de Fresnel contient peu de modes tandis qu’une cavité à grand nombre de Fresnel en contient beaucoup.
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optiques à grand nombre de Fresnel aussi appelés systèmes étendus. Il s’agit des patterns
optiques. Les premières études (théoriques ou expérimentales) consacrées à ces phénomènes
datent de la ﬁn des années 80. Nous précisons dans le paragraphe 1.2.2 dans quelles conﬁ-
gurations géométriques ils ont été observés et pourquoi les matériaux photoréfractifs ont
des propriétés permettant leur formation. Enﬁn, dans le paragraphe 1.2.3, nous présentons
les observations expérimentales de patterns dans les cristaux photoréfractifs.
1.2.1 Effets transverses dans les systèmes non étendus (cavités laser)
Il existe une diversité de modes spatiaux émis par les cavités lasers [16]. L’émission d’un
faisceau spatialement monomode est un cas particulier. Les images (a) et (b) de la ﬁgure 1.4
représentent tous les modes que peut émettre une cavité laser. Ils sont décrits par la famille
des faisceaux de Laguerre-Gauss (a) lorsque la cavité a une géométrie cylindrique ou par la
famille des faisceaux d’Hermite-Gauss (b) lorsque la cavité a une géométrie rectangulaire.
Ces deux familles sont des bases complètes de solutions de l’équation d’Helmholtz paraxiale.
En d’autres termes, l’allure transverse d’un faisceau émis par une cavité peut être décrite
par une combinaison linéaire des modes de l’une ou l’autre famille.
Figure 1.4 – Modes spatiaux de cavité. (a) Modes de Laguerre-Gauss. (b) Modes d’Hermite-Gauss.
(c) "Optical vortices crystals" [17].
Souvent, les modes d’ordre faible sont émis en priorité. Cependant, la présence dans
la cavité d’un matériau entraînant des pertes optiques peut aboutir à l’émission de modes
d’ordres supérieurs : des pertes spatialement non uniformes favorisent certains modes par
rapport à d’autres. De même, la présence d’un matériau ayant des propriétés nonlinéaires
peut inﬂuencer l’allure transverse du faisceau émis, surtout lorsque la nonlinéarité joue
un rôle d’une importance variable selon les modes. Dans ce cas, la cavité peut émettre
une superposition de modes linéaires de cavité, en interaction mutuelle nonlinéaire. Pour
certaines combinaisons de ces modes, une ou plusieurs singularités de phase peuvent ap-
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paraître. Ces singularités de phase sont alors réparties régulièrement, on parle de "phase
singularity crystals" [18] ou d’"optical vortices crystals" [17]. L’image (c) de la ﬁgure 1.4
en donne quelques exemples.
Si plusieurs modes émis sont dégénérés en fréquence, le faisceau ﬁnal peut avoir une
allure transverse dynamique, on parle dans la littérature de "dynamical transverse laser
patterns" [19, 20]. Enﬁn, on peut aussi obtenir une dynamique transverse en modiﬁant la
longueur de la cavité [21] ou grâce à une brisure de symétrie du système : par exemple
quand le pompage optique est asymétrique [22] ou quand on introduit une rotation du
champ [23,24].
1.2.2 Les patterns dans les systèmes optiques étendus
Les phénomènes transverses décrits précédemment (observés dans les systèmes non
étendus, à faible nombre de Fresnel) sont parfois appelés “patterns” dans la littérature.
Ils sont fortement inﬂuencés par les frontières du système et leurs échelles transverses
dépendent directement du nombre de Fresnel. Cependant, les patterns observés dans les
systèmes étendus (à grand nombre de Fresnel) sont d’un type diﬀérent. Leurs géométries
ne sont pas inﬂuencées par les frontières du système. Leurs dimensions transverses sont in-
dépendantes du nombre de Fresnel, ils sont dits dans un régime “massif” (“bulk-controlled
regime”) [25]. Dorénavant, quand nous utiliserons le terme “pattern”, il s’agira du deuxième
type. Ceux-ci sont obtenus grâce au phénomène d’instabilité de modulation. L’instabilité
de modulation est un processus physique de déstabilisation d’une onde induite par la non-
linéarité. Au-delà d’un certain seuil de nonlinéarité, l’onde bifurque d’un état homogène
vers un état modulé et des bandes spectrales apparaissent dans le domaine fréquentiel.
On peut observer le phénomène d’instabilité de modulation dans les domaines tem-
porel et spatial. Dans le domaine temporel, il peut être observé lors de la propagation
d’un faisceau dans une ﬁbre aux propriétés nonlinéaires : un faisceau continu peut être in-
stable et se transformer en une succession d’impulsions. La ﬁgure 1.5 présente l’évolution,
relevée par Tai et al., du spectre fréquentiel d’un faisceau laser se propageant dans une
ﬁbre optique nonlinéaire [26]. L’image (a) est le spectre du faisceau incident. Les images
(b,c,d) représentent les spectres du faisceau de sortie pour des intensités incidentes valant
respectivement 5.5W , 6.1W et 7.1W . Au cours de ce processus, des lobes secondaires ap-
paraissent dans le spectre fréquentiel du faisceau par ampliﬁcation de certaines fréquences
du bruit. L’instabilité de modulation peut aussi être observée dans le cas où deux faisceaux
se propagent dans la ﬁbre [27]. On peut tirer parti de ce phénomène pour la production de
faisceaux impulsionnels à partir de faisceaux continus. Inversement, le phénomène est vu
comme un défaut lorsqu’on souhaite transmettre des faisceaux optiques de forte puissance,
dans le domaine des télécommunications notamment.
Dans le domaine spatial, l’instabilité de modulation se manifeste par l’apparition d’une
modulation de l’intensité d’un faisceau laser dans un plan transverse. L’état modulé est
un “pattern”. Pour observer ce phénomène, nous avons vu précédemment que le système
doit être dissipatif. En optique, le système doit donc être parcouru par un ﬂux lumineux
constant. De plus, nous avons aussi vu qu’Alan Türing a modélisé l’apparition de patterns
chimiques par une compétition entre eﬀets diﬀusifs et eﬀets réactifs. Par analogie, les
patterns optiques résultent de la compétition entre les eﬀets de diﬀraction du faisceau et
les eﬀets nonlinéaires obtenus grâce aux propriétés du matériau. La diﬀraction du faisceau
joue le rôle des eﬀets diﬀusifs en chimie et la nonlinéarité du matériau joue le rôle de la
réaction chimique. L’interaction entre la diﬀraction et la nonlinéarité permet le processus
d’instabilité de modulation en optique.
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Figure 1.5 – Phénomène d’instabilité de modulation observé par Tai et al. dans une fibre optique
nonlinéaire : des lobes secondaires émergent dans le spectre fréquentiel du faisceau [26]. Les courbes
représentent les spectres fréquentiels du faisceau incident (a) ou du faisceau en sortie de fibre pour
une intensité pompe de 5.5W (b), 6.1W (c) et 7.1W (d).
Les configurations géométriques utilisées pour l’observation de patterns
Les conﬁgurations ayant montré la possibilité de formation de patterns sont représentées
sur la ﬁgure 1.6. Il s’agit :
– de la propagation simple (Fig. 1.6-a), le faisceau lumineux traverse le milieu nonli-
néaire dans un seul sens.
– du système simple rétroaction (Fig. 1.6-b), le faisceau traverse le matériau nonli-
néaire, est réﬂéchi par un miroir et re-traverse le matériau en sens inverse.
– de la cavité Fabry-Pérot ou cavité linéaire (Fig. 1.6-c), le matériau est placé entre
deux miroirs.
– de la cavité en anneau (Fig. 1.6-d), le milieu nonlinéaire est placé dans une cavité
formée par plus de deux miroirs.
La ﬁgure 1.7 schématise le processus d’instabilité de modulation dans le cas d’un fais-
ceau en propagation simple (F0) et dans le cas de deux faisceaux contra-propageants (F0
et B0). Le processus se caractérise par l’apparition de réseaux d’indice (traits rouges et
bleus) dans le matériau et de faisceaux satellites (F+1, F−1, B+1 et B−1). Dans le cas
de la ﬁgure 1.7-a, seul le faisceau primaire F0 existe initialement. Il se propage dans le
matériau dont l’indice est homogène. Cependant, des vecteurs d’onde transverses existent
à cause du bruit présent dans le système. Les faisceaux satellites associés, de très faible
amplitude, interfèrent avec le faisceau primaire F0. Or, dans les matériaux photoréfractifs,
l’interférence de deux faisceaux lasers cohérents, c’est-à-dire la présence d’une illumination
périodique, aboutit à la formation d’un réseau d’indice via les phénomènes de création et
de transport de porteurs de charge dans le matériau et l’eﬀet Pockels 2. Il apparaît donc
des réseaux d’indice de faible amplitude dans le matériau. Le faisceau primaire F0 diﬀracte
2. Ces phénomènes sont détaillés dans la suite.
1.2. LES PATTERNS OPTIQUES 21
Figure 1.6 – Configurations permettant l’observation de patterns optiques. (a) Propagation simple
en milieu non-linéaire (F : faisceau incident). (b) Système à simple rétroaction optique (B : faisceau
retour réfléchi). (c) Cavité linéaire (ou cavité Fabry-Pérot). (d) Cavité en anneau. Cette image est
extraite de la thèse de N. Marsal [28].
alors sur ces réseaux et transfère de l’énergie aux faisceaux satellites. Cette ampliﬁcation
de l’intensité des faisceaux satellites entraîne une augmentation de l’amplitude des réseaux
d’indice associés. Et ainsi de suite. Les faisceaux satellites (F+1 et F−1) sont alors créés. En
résumé, l’instabilité de modulation est un processus d’ampliﬁcation de certains vecteurs
d’onde transverses liés au bruit grâce à la formation de réseaux d’indice dans le cas des
matériaux photoréfractifs.
Figure 1.7 – Schéma du processus d’instabilité de modulation. (a) Un seul faisceau en propaga-
tion simple. (b) Deux faisceaux contra-propageants. F0 et B0 sont les faisceaux primaires et F+1,
F
−1, B+1 et B−1 sont les faisceaux satellites créés par instabilité de modulation. Les réseaux de
transmission sont représentés en rouge et les réseaux de réflexion en bleu.
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Dans le cas de deux faisceaux primaires co-propageants (F0 et B0) (Fig. 1.7-b), le pro-
cessus est identique mais il existe alors deux types de réseau d’indice dans le matériau.
Les réseaux de transmission (en rouge sur la ﬁgure 1.7) sont les réseaux d’indice orientés
parallèlement à la direction de propagation des faisceaux primaires et proviennent de l’in-
terférence des couples de faisceaux (F ,F±1) et (B,B±1). Les réseaux de reﬂection (en bleu
sur la ﬁgure 1.7-b) sont quant à eux orientés perpendiculairement aux faisceaux primaires
et proviennent de l’interférence des couples de faisceaux (F ,B), (F ,B±1) et (B,F±1). Les
justiﬁcations théoriques de l’instabilité de modulation et donc de l’apparition de patterns
ont d’abord été réalisées dans le cas de deux faisceaux co- ou contra-propageants dans
les matériaux à nonlinéarité Kerr [29–35] 3. Des comportements oscillants voire chaotiques
sont notamment prévus dans certaines zones de paramètres [31,34]. Les études dans le cas
d’un milieu photoréfractif ont suivi peu après, d’abord en ne considérant que l’inﬂuence
des réseaux de transmission [36] puis en considérant les réseaux de réﬂexion [37].
Les milieux nonlinéaires : les matériaux photoréfractifs
Plusieurs types de matériaux ont été utilisés pour l’observation de patterns optiques : les
vapeurs atomiques [2], les cristaux liquides [1], les matériaux organiques [3] ou les cristaux
photoréfractifs [4]. Dans cette thèse, nous nous intéressons aux matériaux photoréfractifs.
Nous avons vu précédemment que le phénomène d’instabilité de modulation, par la création
de réseau d’indice, mène à la formation de patterns optiques. Nous expliquons maintenant
en détail en quoi consiste cet “eﬀet photoréfractif” et comment l’interférence de faisceaux
y créé des réseaux d’indice, permettant l’observation de patterns et autres comportements
complexes.
Effet photoréfractif : définition, mécanismes
Définition
L’eﬀet photoréfractif est un phénomène d’optique non-linéaire se caractérisant par une
modiﬁcation des propriétés du matériau par un faisceau laser. Plus précisément, lorsque
le matériau est illuminé par un faisceau d’intensité non-uniforme, son indice de réfraction
devient lui aussi non-uniforme. Ceci a été observé pour la première fois dans des cristaux de
LiNbO3 et LiTaO3 en 1966 par Ashkin et al. [38]. En étudiant la propagation de faisceaux
laser dans ces cristaux electro-optiques, il a été observé un phénomène de distorsion spatiale
du faisceau, causée par une inhomogénéité de l’indice de réfraction. Ceci était initialement
considéré comme un défaut et a été appelé "dommage optique". L’eﬀet a ensuite été observé
dans d’autres cristaux électro-optiques isolants (BaTiO3,KNbO3, SBN ,KTN ,KNSBN ,
BSO) ou semi-conducteurs (BGO, GaAs, InP et CdTe) [39].
Au cours de l’eﬀet photoréfractif, les impuretés du matériau jouent un rôle très impor-
tant. Leurs niveaux d’énergie associés sont situés entre la bande de valence et la bande de
conduction du matériau. Ainsi, les impuretés peuvent favoriser les transferts d’électrons
(de trous) d’une bande à l’autre. Quand le cristal est illuminé, les impuretés peuvent être
ionisées si l’énergie des photons est suﬃsamment intense. Des électrons (trous) passent
alors dans la bande de conduction (bande de valence). Les impuretés ainsi ionisées sont
appelées impuretés donneuses (elles donnent des électrons). Une fois ionisées, elles peuvent
3. Dans le cas des matériaux Kerr, le processus d’instabilité de modulation n’est pas permis par la
création et le transport de porteurs de charge comme dans le cas photoréfractif mais par la dépendance de
l’indice de réfraction à l’illumination locale : nKerr = n0 + n2I.
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agir comme des sites "pièges", elles peuvent capturer des électrons. Ces électrons capturés
peuvent être eux-mêmes ré-excités.
Ce processus d’excitation des impuretés et donc de création de porteurs de charge a lieu
seulement en présence d’une illumination. Ainsi, si l’illumination incidente est spatialement
non-uniforme, la concentration de porteurs de charge dans le matériau sera aussi non-
uniforme. Cette non-uniformité de la concentration des porteurs créera ensuite un champ
électrique dans le matériau appelé champ de charge d’espace. Enﬁn, l’indice de réfraction
deviendra ﬁnalement lui aussi non-uniforme grâce à l’eﬀet Pockels (eﬀet électro-optique
linéaire).
Mécanismes
La ﬁgure 1.8 présente en détail les étapes menant à la création d’un réseau d’indice lors de
l’interférence de deux faisceaux lasers dans un cristal photoréfractif.
– L’interaction de deux faisceaux lasers cohérents dans le matériau crée d’abord une
ﬁgure d’interférence (1.8-a) : l’intensité lumineuse dans le cristal est modulée.
La création de porteurs de charge (électrons et/ou trous) est ainsi non-uniforme dans
le matériau. Là où une illumination est présente, des impuretés sont ionisées, elles
fournissent des électrons (trous) à la bande de conduction (valence) et deviennent
alors des sites “pièges” pouvant ré-absorber un électron (trou). Inversement, dans les
zones non illuminées, aucun porteur de charge n’est créé.
– Ces électrons (trous) de la bande de conduction (valence) migrent ensuite dans le
matériau. Ce déplacement est déterminé par trois phénomènes : l’entraînement des
charges par la présence d’un champ électrique dans le matériau, la diﬀusion due à
la répartition non-uniforme des charges et l’eﬀet photovoltaïque. Grâce à ce déplace-
ment, la densité de charges devient non-uniforme (1.8-b).
– Cette densité de charge non-uniforme créé donc un champ électrique dans le matériau,
le champ de charge d’espace (1.8-c).
– Les matériaux photoréfractifs étant des cristaux électro-optiques, ils sont soumis
à l’eﬀet électro-optique linéaire dit eﬀet Pockels. En d’autres termes, la présence
d’un champ électrique introduit une modiﬁcation de l’indice de réfraction (1.8-d). Ce
réseau d’indice est décalé d’un déphasage Φ par rapport au réseau d’illumination. Ce
déphasage est illustré par la ligne en pointillés sur la ﬁgure 1.8.
Modèle de transport par bandes
Hypothèse simplificatrice
Nous détaillons maintenant un modèle simple de l’eﬀet photoréfractif : le modèle de trans-
port par bandes. Il a été développé par Kuktharev et al. en 1979 [40] et permet d’expliquer
la plupart des phénomènes photoréfractifs. Nous avons vu que c’est la présence d’impuretés
dans le matériau qui permet la création de réseaux d’indice non uniformes. L’hypothèse
simpliﬁcatrice du modèle de transport par bandes est que toutes les impuretés donneuses
sont identiques (un seul type de donneurs), c’est-à-dire qu’elles ont exactement le même
niveau d’énergie, quelque part entre la bande de valence et la bande de conduction. Cette
hypothèse est illustrée sur la ﬁgure 1.9 : les impuretés donneuses sont toutes placées au
même niveau énergétique. Sous l’eﬀet de l’illumination, ces impuretés peuvent être ionisées.
En absorbant un photon, elles émettent un électron qui atteint la bande de conduction (on
se limite à un type de porteurs de charge : les électrons). Ces impuretés ionisées sont, elles,
capables de capter un électron (recombinaison d’une paire électron-trou). En considérant
cette hypothèse, écrivons maintenant les équations du système.
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Figure 1.8 – Etapes du processus de création du réseau d’indice lors de l’interférence de deux
faisceaux lasers dans un matériau photoréfractif. a) Figure d’interférence et excitation des charges.
b) Obtention d’une densité de charge non-uniforme. c) Création d’un champ électrique dit champ
de charge d’espace. d) Création du réseau d’indice par effet Pockels.
Mise en équation
Equation de génération des donneurs ionisés
Le nombre de donneurs ionisés augmente lors de la photoexcitation de charges et dimi-
nue lors de leur recombinaison. On écrit donc :
∂N+d
∂t
= (sI + β)(Nd −N+d )− γRNeN+d (1.1)
où Nd est la densité d’impuretés donneuses (non ionisées), N+d la densité d’impuretés
donneuses ionisées, Ne est la densité d’électrons, s la constante de photo-excitation, β le
taux d’excitation thermique des électrons et γR la constante de recombinaison des élec-
trons. (sI + β)(Nd −N+d ) est le taux de génération d’électrons et γRNeN+d est le taux de
recombinaison de paires électron-trou.
Equation de génération des électrons
∂Ne
∂t
=
∂N+d
∂t
+
1
e
~∇~j (1.2)
où −e est la charge électrique d’un électron (e = 1.602 ∗ 10−19C) et ~j est la densité de
courant. Cette équation exprime la conservation de la charge électrique.
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Figure 1.9 – Schéma du modèle de transport par bandes de l’effet photoréfractif. EV et EC sont
respectivement les niveaux d’énergie de la bande de valence et de la bande de conduction. Les
impuretés du matériau sont représentées par les cercles gris. Les signes + et − sur les impuretés
indiquent si elles ont un électron en moins ou en trop. Cette image est extraite de la thèse de N.
Marsal [28].
Expression de la densité de courant
~j = eµeNe ~E + kBTµe~∇Ne + ~Jpv (1.3)
où µe est la constante de mobilité des électrons, ~E = ~E(~r, t) le champ électrique local
aussi appelé champ de charge d’espace ~ESC(~r, t), kB la constante de Boltzmann et T la
température. ~Jpv est la contribution de l’eﬀet photovoltaïque à la densité de courant. Cette
équation exprime le fait que la densité de courant a trois origines : les électrons sont mis
en mouvement par la présence d’un champ électrique ( ~E), par l’eﬀet photovoltaïque ( ~Jpv)
et par diﬀusion si leur concentration est non-uniforme (~∇Ne).
Expression du champ électrique
~∇ǫ˜ ~E = −e(Ne +NA −N+d ) (1.4)
où ǫ˜ est le tenseur diélectrique du matériau. Cette équation est l’application de la loi
de Poisson.
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Création du réseau d’indice par effet Pockels
Comme nous l’avons vu précedemment, la présence d’un champ électrique introduit une
modiﬁcation de l’indice de réfraction. Cet eﬀet, appelé eﬀet Pockels, est linéaire et peut
être écrit sous la forme suivante :
∇
(
1
n2
)
ij
= rijkEk (1.5)
où n = n(~r) est l’indice de réfraction au point ~r, rijk le tenseur électro-optique et
Ek = Ek(~r) est la keme composante du champ de charge d’espace au point ~r.
Comme la variation d’indice est relativement faible (∆n≪ n), on peut linéariser l’ex-
pression précédente et écrire :
∆n(r) = ±n
3
0
2
reffE(r) (1.6)
où n0 est l’indice de réfraction eﬀectif du matériau et reff est le coeﬃcient électro-
optique eﬀectif. Ce coeﬃcient dépend de la géométrie d’interaction et de la polarisation
des faisceaux lasers.
Quelques applications
Grâce au phénomène photoréfractif, il est par exemple possible d’enregistrer un holo-
gramme dans un matériau en y faisant interférer deux faisceaux [41,42]. Le réseau d’indice
ainsi obtenu peut être eﬀacé en illuminant le matériau avec un faisceau d’intensité uniforme.
L’eﬀet photoréfractif permet aussi la réalisation de couplage d’ondes (ou mélange
d’ondes). Quand deux faisceaux cohérents interagissent dans un matériau photoréfractif,
un réseau d’indice stationnaire est créé. Or, grâce aux phénomènes de transport des por-
teurs de charge dans le matériau, le réseau d’indice est spatialement décalé par rapport
au réseau d’interférence. Ce décalage entraîne la possibilité de transferts non-réciproques
d’énergie entre les deux faisceaux. Ce transfert d’énergie peut être utilisé pour ampliﬁer
des images [43], corriger les aberrations spatiales d’un faisceau [44], obtenir le conjugué en
phase d’un faisceau [45], réaliser des réseaux de neurones en optique [46]...
Enﬁn, la création de réseaux d’indice permet la réalisation du processus d’instabilité
de modulation (Fig. 1.7) et donc l’obtention de patterns optiques.
1.2.3 Les observations expérimentales de patterns dans les systèmes
photoréfractifs
Nous présentons maintenant en détail les patterns photoréfractifs rapportés dans la
littérature : dans les systèmes simple propagation, dans les systèmes à simple rétroaction
optique, dans les cavités (linéaires ou en anneau). Enﬁn, nous présentons les observations
de patterns obtenus par interaction de faisceaux incohérents.
Systèmes simple propagation
Le phénomène d’instabilité de modulation peut être observé lorsqu’un faisceau laser
traverse un cristal photoréfractif [47,48]. Comme il n’y pas de rétroaction optique dans ce
cas, la transformation du faisceau est aussi appelée filamentation. La ﬁgure 1.10 montre
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l’allure d’un faisceau après propagation dans un matériau auto-focalisant [48]. La force
de la nonlinéarité est ici contrôlée par l’application d’un champ électrique externe. En
l’absence de champ électrique, l’intensité du faisceau subit une légère modulation (a).
Quand le champ électrique appliqué vaut 600V , le faisceau est modulé dans une dimension
spatiale (b). Enﬁn, quand on augmente encore la valeur du champ à 1200V et 1500V , le
faisceau est modulé dans les deux dimensions spatiales transverses (c,d). Ce phénomène de
ﬁlamentation du faisceau est considéré comme un premier pas vers le développement de
ﬂuctuations turbulentes optiques.
Figure 1.10 – Filamentation d’un faisceau optique [48]. La force de la nonlinéarité auto-focalisante
est contrôlée par l’application d’un champ électrique extérieur. (a) 0 V. (b) 600 V. (c) 1200 V. (d)
1500 V.
Systèmes à simple rétroaction optique
Plusieurs équipes de recherche ont observé des patterns photoréfractifs dans un système
à simple rétroaction. La première observation date de 1993 et a été obtenue grâce à un
cristal de Niobate de Potassium non dopé (KNbO3) par Honda [4]. La géométrie du pattern
obtenu était hexagonale et les réseaux d’indice dans le matériau étaient majoritairement
des réseaux de réﬂexion. Les images (a) et (b) de la ﬁgure 1.11 présentent le champ proche
et le champ lointain d’un pattern observé par Banerjee et al. en 1995 en utilisant cette
fois un cristal dopé avec des atomes de Fer (KNbO3 : Fe) [49]. Des patterns semblables
(hexagonaux) ont aussi été obtenus dans un système à simple rétroaction optique avec
d’autres cristaux comme le Titanate de Baryum dopé ou non (BaTiO3) [50–52] ou le
Niobate de Lithium (LiNbO3) [53].
Cavités (linéaires ou en anneau)
Le premier montage d’une cavité photoréfractive a été réalisé par Arecchi et al. Il est
schématisé sur la ﬁgure 1.12. Il s’agit d’un cristal photoréfractif BSO placé dans une ca-
vité en anneau réalisée avec quatre miroirs. Le nombre de modes spatiaux présents dans
la cavité est contrôlé 4. Lorsque seulement quelques modes transverses sont permis, les au-
4. Les auteurs contrôlent le nombre de Fresnel du système en introduisant une lentille de distance focale
L/4 et un trou. L est la longueur de la cavité. Ainsi, grâce à l’ajout de la lentille, la cavité est confocale.
L’ajout du trou permet de filtrer les modes d’ordre supérieur.
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Figure 1.11 – Pattern hexagonal en champ lointain (a) et en champ proche (b) observé grâce à
un cristal de KNbO3 : Fe placé dans un système à simple rétroaction [49].
teurs observent une alternance périodique ou chaotique de ces modes [22]. Mais comme
le système n’est pas étendu (faible nombre de Fresnel), l’état observé n’est pas un pat-
tern. L’organisation transverse de l’intensité correspond aux modes spatiaux de la cavité.
Cependant, la situation change quand les auteurs augmentent le nombre de Fresnel de la
cavité. Quand un grand nombre de modes co-existent, l’échelle de la modulation transverse
du faisceau ne dépend plus du nombre de Fresnel [25, 54]. Ce deuxième cas correspond à
un régime d’observation de patterns.
Figure 1.12 – Schéma de la cavité photoréfractive en anneau réalisée par Arecchi et al. [54]
Il est aussi possible de réaliser la cavité avec deux miroirs seulement, il s’agit dans
ce cas de la cavité dite linéaire ou Fabry-Pérot. L’image (a) de la ﬁgure 1.13 présente le
schéma d’un montage réalisé par Mamaev et Saﬀman [55]. Ici, la cavité est formée par deux
faces du cristal (KNbO3 : Fe). Deux faisceaux pompes traversent le cristal et apportent
de l’énergie à la cavité. La cavité n’est pas une cavité laser, c’est-à-dire qu’elle ne possède
pas de modes transverses de cavité. Ces modes ne sont pas stables. Les auteurs montrent
que lorsque les faisceaux F et B sont suﬃsamment intenses, le rayonnement optique dans
la cavité (faisceaux f et b) bifurque vers un état modulé. Les images (b-g) présentent
des géométries observées en champ proche. Le pattern peut être composé de raies (b),
de carreaux (c), de raies ondulées (d) ou de rouleaux croisés (e). Les auteurs observent
aussi des cas où plusieurs vecteurs d’onde sont excités simultanément. Le pattern est alors
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composé de géométries de diﬀérentes symétries co-existantes en champ proche (f-g).
Figure 1.13 – Patterns photoréfractifs observés dans une cavité linéaire (a) réalisée par Mamaev
et Saffman [55]. Les images (b-g) des exemples de patterns observés en champ proche.
Un troisième expérience de cavité photoréfractive a été réalisée par Staliunas et al. Ici,
la cavité est linéaire et confocale [56]. Un cristal photoréfractif de BaTiO3 est placé dans
une cavité formée par deux miroirs sphériques. Le schéma du montage est indiqué sur la
ﬁgure 1.14-a. L’intérêt d’utiliser un résonateur confocal est qu’un très grand nombre de
modes transverses de cavité est alors permis [57]. Les images (b), (c) et (d) représentent
des allures du faisceau en champ proche observées avec ce montage. Le faisceau (b) contient
des vortex 5 (au niveau des zones sombres) et est dynamique. La position des vortex évolue
librement dans le temps et n’est pas imposée par les frontières du système. Le pattern
(c) est composé de raies inclinées organisées en deux domaines séparés par une rangée
de vortex. Enﬁn, des rouleaux croisés sont observés sur le pattern (d). Ces trois types de
faisceaux ont aussi été obtenus par simulation de l’équation de Swift-Hohenberg complexe.
Patterns observés avec des faisceaux incohérents
Enﬁn, il a aussi été prouvé que l’instabilité de modulation est possible lorsque deux
faisceaux incohérents se rencontrent dans un milieu photoréfractif. En 2000, une expérience
montre que deux faisceaux spatialement partiellement cohérents peuvent bifurquer vers un
état modulé pendant leur propagation dans un cristal photoréfractif SBN [59]. L’image
(a) de la ﬁgure 1.15 montre l’allure du pattern obtenu. Ici, la non-instantanéité de la non-
linéarité du matériau joue un rôle clé dans la formation du pattern et le seuil dépend du
degré de cohérence spatiale des deux faisceaux. Cette observation a été conﬁrmée peu après
[60]. Enﬁn, des variantes de cette première expérience ont été réalisées ensuite. Dans [59],
l’incohérence spatiale a été obtenue en faisant passer le faisceau dans un diﬀuseur tournant
qui introduit une phase aléatoire. Mais cette incohérence peut aussi être réalisée en utilisant
une cavité de longueur plus grande que la longueur de cohérence du laser [61]. Un pattern a
aussi été obtenu avec des faisceaux incohérents spatialement et temporellement (Fig. 1.15-
b) [62]. Enﬁn, de la lumière blanche incohérente peut aussi subir le phénomène d’instabilité
de modulation [63]. Dans cette dernière publication, les auteurs montrent qu’il s’agit d’un
phénomène collectif : toutes les fréquences temporelles ont le même seuil d’instabilité et
s’organisent selon la même périodicité spatiale.
5. La définition d’un vortex est donnée dans le chapitre 3.
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Figure 1.14 – Patterns photoréfractifs observés par Staliunas et al. dans une cavité linéaire confo-
cale [56]. (a) Schéma du montage (tiré de [58]). (b-d) Patterns en champ proche
Figure 1.15 – Patterns photoréfractifs en champ proche obtenus par interaction de deux faisceaux
partiellement spatialement cohérents (a) [59] ou par interaction de deux faisceaux spatialement et
temporellement incohérents (b) [62].
1.3 Les moyens de contrôle des patterns
Nous avons vu que dans un système étendu, nonlinéaire et dissipatif, la répartition
transverse de l’intensité d’un faisceau laser peut changer. Le système change d’état. On
peut alors se poser la question : peut-on contrôler cet état ? Pour exploiter le phénomène de
formation de patterns pour des applications en télécommunications par exemple, la question
fondamentale est de pouvoir contrôler les bifurcations ou de choisir l’état du système s’il
en existe plusieurs.
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1.3.1 Déplacement longitudinal du miroir
On peut modiﬁer la géométrie du pattern en déplaçant un miroir dans la direction
longitudinale. Dans le système à simple rétroaction optique, il a notamment été prouvé
que lorsque le miroir est placé à l’intérieur du cristal (à l’aide d’un système de rétroaction
2f-2f), le pattern peut être de forme carrée, rectangulaire ou hexagonale aplatie [64, 65].
La ﬁgure 1.16 présente des patterns obtenus par Schwab et al. pour diﬀérentes positions
du miroir [65]. Quand le miroir est placé à l’extérieur du cristal, la géométrie du pattern
est toujours hexagonale (a). Par contre, quand on place le miroir à l’intérieur du cristal, la
longueur de diﬀraction est dite négative et la géométrie du pattern change (b-e). Dans cette
zone toujours, le pattern peut être multistable [65] (plusieurs géométries sont possibles pour
une même valeur des paramètres de réglage). Enﬁn, une position du miroir variable dans
le temps a aussi une inﬂuence sur la géométrie du pattern et son seuil d’apparition [66,67].
Figure 1.16 – Patterns photoréfractifs obtenus dans un système à simple rétroaction optique [65].
(a) Le miroir est placé à l’extérieur du cristal. (b-e) Le miroir est placé à l’intérieur du cristal.
1.3.2 Désalignement du miroir
On peut aussi inﬂuencer le pattern en introduisant une nonlocalité dans le système.
On dit qu’un système possède la propriété de nonlocalité lorsque des éléments distants
de ce système ont une inﬂuence directe les uns sur les autres. Dans le cas de l’étude des
patterns photoréfractifs, cela signiﬁe que l’état de la matière (la concentration de porteurs
de charge) à un endroit du cristal a une inﬂuence directe sur son état à un endroit situé hors
de son voisinage via la propagation du faisceau laser. Dans un système à simple rétroaction
optique, cette propriété de nonlocalité est simplement obtenue en désalignant légèrement
le miroir [68].
Le premier eﬀet observé est l’apparition d’une dynamique du pattern : la structure se
translate dans la direction du désalignement [69–71]. On parle d’eﬀet d’advection ou de
dérive dit “drift”. Pour un faible tilt, cette advection est proportionnelle à la valeur du
tilt. Cependant, en continuant de tourner le miroir, on peut observer un arrêt de la dyna-
mique [72]. Nous verrons dans le paragraphe 1.4.2 que les patterns en dérive peuvent être
diﬀérentiés en deux régimes distincts (absolu et convectif). Cette distinction est impor-
tante quant à l’inﬂuence du bruit sur la structure ﬁnale du pattern. Des comportements
dynamiques très diﬀérents émergent alors.
Une dérive du pattern est aussi observée si le miroir de rétroaction est aligné mais
que le faisceau incident est désaligné. Le pattern hexagonal en champ proche se met à
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dériver [73]. Si en plus le gain est non-uniforme dans le matériau alors cette dérive pourra
être non-uniforme. Dans ce cas, on peut observer une rotation du champ lointain [73]. Une
rotation semblable du champ lointain a été observée par un autre groupe mais cette rotation
était irrégulière. Les faisceaux satellites tournaient un peu puis revenaient brutalement en
arrière. Ce phénomène a été décrit sous l’expression “rocking motion” [74].
Un désalignement du miroir peut aussi modiﬁer la géométrie du pattern. Initialement
hexagonal lorsque le miroir est aligné, la géométrie peut se transformer en raies (horizon-
tales ou verticales), en carrés ou en hexagones déformés [75–77]. La ﬁgure 1.17 présente
des allures de patterns obtenus avec une valve à cristaux liquides placée dans un système
à rétroaction optique [76]. La nonlocalité du système est quantiﬁée par le paramètre ∆x,
correspondant au déplacement transverse du faisceau retour. Pour ∆x = 0µm, le pattern
obtenu est hexagonal (a). Il est ensuite composé de raies horizontales pour ∆x = 50µm (b),
de carrés pour ∆x = 180µm (c), de raies verticales pour ∆x = 220µm (d) et de “zig-zags”
pour ∆x = 400µm.
Figure 1.17 – Patterns en champ proche obtenus avec une valve à cristaux liquides placée dans
un système à rétroaction optique [76]. (a) ∆x = 0µm, (b) ∆x = 50µm, (c) ∆x = 180µm, (d)
∆x = 220µm, (e) ∆x = 400µm.
1.3.3 Rotation de la rétroaction
Il est aussi possible d’introduire une nonlocalité dans le système par une rotation du
champ. Pour imposer la rotation, on envoie le faisceau dans une ﬁbre dont on contrôle la
torsion. Ceci peut être réalisé aussi bien dans un système à simple rétroaction optique [78]
que dans une cavité [79]. Il en résulte que de nouvelles géométries stables apparaissent.
Plusieurs géométries en coexistence ont pu être observées, des hexagones et des rouleaux
par exemple [79]. Des structures quasipériodiques en champ proche ont aussi été reportées,
on parle dans la littérature de “quasicrystals” [78]. Une telle structure est représentée sur
la ﬁgure 1.18. En champ lointain, de nombreux vecteurs d’onde existent sur un cercle
d’instabilité (b) tandis que la structure en champ proche est quasipériodique.
1.3.4 Filtrage de vecteurs d’onde
Un autre moyen d’inﬂuencer la géométrie d’un pattern est de ﬁltrer certains de ses
vecteurs d’onde. Grâce à un système de lentilles, on peut réaliser la transformée de Fourier
spatiale du faisceau et intercaler un ﬁltre dans le plan de Fourier. Grâce à cette tech-
nique, on peut stabiliser des vecteurs d’onde initialement instables [80–82] ou contrôler un
comportement turbulent [83].
On peut aussi réaliser un ﬁltrage spatial du pattern en inscrivant un réseau photonique
(“photonic lattice”) dans le matériau (Fig. 1.19-a) [52,84] ou en ajoutant un réseau photo-
nique sur le trajet du faisceau mais en dehors du matériau non-linéaire (Fig. 1.19-b) [85].
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Figure 1.18 – Pattern en champ proche (a) et en champ lointain (b) obtenu dans un système à
simple rétroaction optique lorsqu’une rotation d’un angle 2π/9 est imposé au faisceau retour [78].
On peut aussi contrôler l’orientation du pattern en tournant ce réseau photonique [52,84].
Figure 1.19 – Filtrage spatial du pattern avec un réseau photonique. (a) Un réseau photonique 1D
est placé dans le milieu linéaire grâce à l’interférence de deux faisceaux cohérents (faisceaux bleus
foncés) [84]. (b) Le réseau photonique est placé dans la cavité optique mais en dehors du matériau
nonlinéaire [85].
1.3.5 Contrôle par la polarisation
Le dernier moyen de contrôle des patterns est la polarisation du faisceau. Pour cer-
tains matériaux, comme les cristaux photoréfractifs, la polarisation est imposée : une seule
orientation permet l’activation du processus d’instabilité de modulation, celle qui permet
d’exploiter le plus fort coeﬃcient électro-optique du matériau. Cependant, la situation est
diﬀérente pour les vapeurs atomiques (de Sodium ou de Rubidium), des eﬀets de polarisa-
tion peuvent être observés. Dans le cas d’une simple propagation, un faisceau initialement
polarisé linéairement peut se séparer en deux faisceaux de polarisations circulaires oppo-
sées : deux spots ou un spot et un anneau circulaire [86]. De plus, quand deux faisceaux se
propagent dans la même direction, ils peuvent s’attirer ou se repousser mutuellement selon
leurs polarisations respectives [87].
Dans un système à simple rétroaction optique, il a été montré que les faisceaux satellites
créés par instabilité de modulation peuvent avoir une polarisation diﬀérente de celle du
faisceau incident [88]. Ces eﬀets de polarisation peuvent diversiﬁer les géométries observées.
Le nombre de faisceaux satellites peut varier [88]. Des patterns carrés [89] ou une transition
d’un pattern en hexagones positifs en un pattern en hexagones négatifs [90] sont rapportés
dans la littérature 6. Concernant le seuil d’apparition des patterns, il a été montré qu’il
6. Un pattern organisé en hexagones positifs (ou “H0”) est composé de pics organisés en hexagones.
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dépend fortement du paramètre "ellipticité" 7 du faisceau incident [91].
La géométrie du pattern peut aussi être modiﬁée en changeant la polarisation du fais-
ceau de rétroaction. En intercalant une lame quart d’onde (λ/4) dans la boucle de rétroac-
tion, des "quasipatterns" [92,93] et des superlattice patterns [94] ont été observés. La ﬁgure
1.20 présente un tel superlattice pattern obtenu par Westhoﬀ et al. Le pattern en champ
proche (b) et en champ lointain (c) a été obtenu avec le montage (a). Une première lame
λ/4 en amont de la cellule de vapeurs de Sodium permet d’obtenir une polarisation inci-
dente circulaire et une deuxième lame λ/4 permet de modiﬁer la polarisation du faisceau
retour en une polarisation circulaire orientée dans l’autre sens. Le pattern ainsi obtenu est
quasipériodique en champ proche (b) tandis que les vecteurs d’onde spatiaux en champ
lointain sont organisés en lattice (c). Enﬁn, en utilisant une lame λ/8 dans la boucle de
rétroaction, le pattern peut prendre une géométrie triangulaire ou rhombique [95], voire
même une géométrie en labyrinthes [96], telle que représentée par les images (e) et (f) de la
ﬁgure 1.20. Comme l’indique le schéma (a), ces patterns, observés par Schüttler et al. sont
obtenus avec une polarisation incidente linéaire et une polarisation circulaire du faisceau
retour.
Figure 1.20 – Patterns obtenus avec une cellule de vapeur de sodium placée dans un système à
simple rétroaction optique. Le pattern en champ proche (b) et en champ lointain (c) est obtenu
avec le montage (a) : une lame λ/4 est placée en amont de la cellule et une autre est placée dans
la boucle de rétroaction [94]. Les patterns en champ proche (e) et (f) sont obtenus avec le montage
(d) : une lame λ/8 est placée dans la boucle de rétroaction [96].
1.4 Effets dynamiques des patterns
Nous avons décrit le phénomène physique permettant la création de patterns optiques,
les principales observations de patterns photoréfractifs ainsi que les moyens de contrôle pos-
sibles de ces patterns. Cette thèse contribuera à la fois à la compréhension de la formation
Un pattern en hexagones négatifs (ou “Hπ”) est une structure de type “nid d’abeille”, ce sont les minima
d’intensité qui sont organisés en hexagones [90].
7. Le paramètre “ellipticité” d’un faisceau laser représente la proportion de puissance entre sa com-
posante de polarisation circulaire gauche et sa composante de polarisation circulaire droite. ǫpol =
(P+ − P−)/(P+ + P−) où P+ et P− sont les puissances des deux composantes [91].
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et du contrôle des patterns optiques mais aussi à l’analyse de dynamiques nouvelles. Aussi
nous rappelons ici quelques résultats majeurs sur les dynamiques des patterns optiques :
le phénomène de chaos spatiotemporel, les structures entretenues par le bruit en régime
d’instabilités convectives, l’apparition d’évènements extrêmes et la formation de solitons
dissipatifs.
1.4.1 Chaos spatiotemporel
De nombreuses dynamiques complexes sont rapportées en optique nonlinéaire. Des com-
portements optiques dits “turbulents” ou “chaotiques” par analogie avec les phénomènes
hydrodynamiques ont été observés. Un système physique est dit chaotique lorsque son évo-
lution est sensible aux conditions initiales 8, déterministe et apériodique [97]. Si le système
ne vériﬁe pas ces trois propriétés, alors il n’est pas chaotique. La propriété d’apériodicité se
traduit par une faible longueur de cohérence et spectralement par l’existence d’une quan-
tité importante de composantes fréquentielles signiﬁcatives. Un système temporellement
chaotique a donc une longueur de cohérence temporelle très courte et une large bande de
fréquences spectrales. De manière analogue, un système spatiotemporellement chaotique
a des longueurs de cohérence spatiale et temporelle très courtes et possède une grande
quantité de fréquences spatiales et temporelles.
En optique, ces comportements chaotiques observés dans les dimensions transverses
d’un faisceau laser résultent de l’interaction non-linéaire entre diﬀérents modes spatiaux
[5]. Des dynamiques chaotiques sont possibles dans des systèmes contenant un nombre
limité de modes spatiaux, comme les cavités photoréfractives à faible nombre de Fresnel
et dans lesquelles une asymétrie est induite par le processus de pompage [22]. Dans de
nombreuses situations, c’est l’augmentation du nombre de Fresnel, donc l’augmentation
du nombre de modes spatiaux, qui permet l’obtention de comportements spatiotemporels
chaotiques [25, 98].
La ﬁgure 1.21 montre la transition d’un pattern d’un état stationnaire vers un com-
portement spatiotemporellement chaotique. Le système est constitué d’un matériau à non-
linéarité Kerr, une valve optique à cristaux liquides, placé dans une boucle optique avec
une rétroaction nonlocale [99]. L’intensité incidente envoyée dans le système est représentée
par le paramètre de contrôle ǫ. Une valeur de ǫ proche de zéro correspond à une intensité
incidente proche de l’intensité de seuil d’instabilité de modulation. La ﬁgure 1.21 montre
les allures du champ proche (a-b-c) et du champ lointain (d-e-f) pour diﬀérentes valeurs de
ǫ. De plus, les fonctions de corrélation spatiale (g-h-i) et temporelle (j) sont représentées
pour chacun des cas. On remarque que lorsque le pattern en champ proche bifurque vers
un état chaotique (Fig. 1.21-c), le pattern en champ lointain tend à contenir une bande
continue de fréquences spatiales (Fig. 1.21-f). La continuité des fréquences d’oscillation
d’un système est une caractéristique des systèmes chaotiques.
Le comportement chaotique du système peut aussi être caractérisé par le tracé des
fonctions de corrélations spatiale et temporelle du pattern. Les lignes continues des images
g,h,i de la ﬁgure 1.21 représentent les fonctions de corrélations spatiales des champs proches
calculées selon la direction horizontale des images a,b,c. Inversement, les lignes en pointillés
des images g,h,i représentent les fonctions de corrélations spatiales des champs proches cal-
culées selon la direction verticale des images a,b,c. En comparant les corrélations spatiales
pour les diﬀérentes valeurs du paramètre de contrôle ǫ (Fig. 1.21-g,h,i), on remarque que
la corrélation est beaucoup plus faible pour ǫ = 6.1 (Fig. 1.21-i) que pour ǫ = 0.6 (Fig.
1.21-g). Ceci caractérise la transition d’un état régulier vers un état chaotique. La même
8. Une légère déviation des conditions initiales a une grande influence sur l’évolution du système.
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Figure 1.21 – Transition d’un pattern régulier vers un comportement spatiotemporellement chao-
tique dans un matériau Kerr (cristaux liquides) placé dans une boucle optique avec une rétroaction
nonlocale [99]. ǫ est le paramètre de contrôle du système. (a-b-c) Champs proches. (d-e-f) Champs
lointains. (g-h-i) Tracés des fonctions de corrélation spatiale selon les directions horizontale (courbes
pleines) et verticale (courbes en pointillés) des images en champ proche. (j) Tracé des fonctions de
corrélation temporelle.
analyse peut être faite en traçant les fonctions de corrélation temporelle (Fig. 1.21-j). On
remarque ici aussi que lorsqu’on augmente l’intensité incidente du système (augmentation
de ǫ), la corrélation temporelle diminue. L’état bascule vers un régime chaotique.
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1.4.2 Régimes convectif et absolu, structures entretenues par le bruit
Les notions d’instabilité convective et d’instabilité absolue sont apparues pour carac-
tériser les instabilités dans les plasmas et peu après dans l’étude des ﬂux hydrodyna-
miques [100–102]. Les chercheurs savaient que la transition d’un ﬂux laminaire en un ﬂux
turbulent pouvait être causée par la simple présence d’un obstacle physique par exemple.
Cependant le rôle que peut jouer le bruit au cours d’une telle transition restait une ques-
tion ouverte. Les turbulences d’un ﬂuide en écoulement sont-elles déterminées par le bruit
existant dans le système ? Ou à l’inverse, les turbulences sont-elles seulement déterminées
par d’autres facteurs (valeur du ﬂux de matière, frontières du système...) ? Pour répondre à
cette question, il est important de comprendre tout d’abord l’évolution d’une perturbation
locale dans le ﬂux. En eﬀet, en considérant que le bruit dans un système est une succession
de perturbations locales, étudier l’inﬂuence d’une perturbation sur un système mène à la
compréhension de l’inﬂuence du bruit sur ce système.
Il a donc été introduit les notions d’instabilité convective et d’instabilité absolue. La
ﬁgure 1.22, tirée de [103], illustre ces notions. Les évolutions possibles d’une perturbation
(dans la direction transverse x et dans le temps) sont représentées. Le ﬂux transverse se
déplace vers les x croissants. Si le système est stable, la perturbation est atténuée au cours
du temps (Fig. 1.22-a). Le système est instable si la perturbation croît dans le temps,
c’est-à-dire si elle est en expansion dans la dimension x au cours du temps. Deux régimes
d’instabilité peuvent cependant être distingués : l’instabilité est de type “convective” si
la perturbation, bien qu’en expansion, dérive vers les frontières du système jusqu’à en
sortir (Fig. 1.22-b). A l’inverse, l’instabilité est dite “absolue” si la vitesse d’expansion de
la perturbation est suﬃsamment importante pour compenser la dérive. La perturbation
peut croître dans le sens opposé au sens de dérive (Fig. 1.22-c). Dans ce dernier cas, une
perturbation locale ﬁnit par inﬂuencer tout le système, en dépit de la présence de la dérive.
Figure 1.22 – Evolution d’une perturbation dans un système à l’état stable (a), en régime d’in-
stabilités convectives (b) et en régime d’instabilités absolues (c) [103].
Des systèmes étant dans l’un ou l’autre des régimes d’instabilités ont des comporte-
ments dynamiques très diﬀérents. Le régime convectif est particulièrement intéressant car
il permet l’apparition de structures bruitées. En hydrodynamique, il a été montré que des
“structures entretenues par le bruit” peuvent apparaître [101]. Ce régime est caractérisé
dans le domaine fréquentiel par un élargissement du spectre [100] : des fréquences issues
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du bruit sont ampliﬁées.
Toutes ces études des systèmes hydrodynamiques peuvent être transposées au cas de
l’optique non linéaire. L’instabilité (convective ou absolue) considérée est alors l’instabilité
de modulation. L’apparition de “structures entretenues par le bruit” est aussi observée.
La ﬁgure 1.23 montre les résultats d’un modèle d’une cavité optique désalignée contenant
un matériau à nonlinéarité Kerr [104]. L’introduction de la nonlocalité dans la boucle de
rétroaction grâce au désalignement permet d’induire un ﬂux transverse du pattern et donc
l’analyse d’une éventuelle transition d’un régime convectif vers un régime absolu. De plus,
le modèle peut être implémenté avec ou sans bruit. Les images a,b,c présentent l’évolution
d’une perturbation dans l’espace et le temps dans trois cas diﬀérents : régime d’instabilités
absolues sans bruit, régime d’instabilités convectives sans bruit et régime d’instabilités
convectives avec bruit. On voit qu’en régime d’instabilités absolues, la perturbation croît
au cours du temps (Fig. 1.23-a). Le système est ﬁnalement modulé. On parle de “dynamics
sustained patterns”. En régime convectif en l’absence de bruit, la perturbation croît dans
le temps mais est rejetée aux frontières du système par advection (Fig. 1.23-b). Le système
n’est pas au ﬁnal dans un état “pattern”. En régime convectif avec ajout de bruit, le modèle
aboutit à la formation d’un “noise sustained pattern” (Fig. 1.23-c). La frontière du pattern
est bruitée. Enﬁn, de manière analogue au cas hydrodynamique décrit précédemment, un
élargissement du spectre fréquentiel est observé en régime d’instabilités convectives bruité
par rapport au régime d’instabilités absolues (Fig. 1.23-d).
Figure 1.23 – Evolution spatiale du système en régime d’instabilités absolues (a), en régime
d’instabilités convectives en l’absence de bruit (b) et en régime d’instabilités absolues en présence
de bruit (c). (d) Spectre fréquentiel du système en régime absolu (courbe pleine) et en régime
convectif bruité (courbe en pointillés) [104].
Des allures spatiales de structures entretenues par le bruit sont présentées dans la ﬁgure
1.24. Les images (a) et (b) sont les champs proche et lointain donnés par un modèle théo-
rique d’oscillateur paramétrique optique [105], les images (c) et (d) sont issues d’un modèle
théorique d’une cavité à nonlinéarité Kerr [106] et les images (e) et (f) sont des champs
proche et lointain expérimentaux d’un système photoréfractif à simple rétroaction [7]. Alors
qu’un pattern en régime d’instabilités absolues est entièrement modulé en champ proche,
on voit sur les images présentes qu’un pattern en régime convectif est limité spatialement.
Tout le champ proche n’est pas modulé : comme il est issu d’une ampliﬁcation du bruit, il
a besoin d’espace pour se former.
Enﬁn, le régime d’instabilités convectives a aussi été étudié dans des cristaux liquides
soumis à une simple rétroaction [103, 107], dans les ﬁbres optiques [108] et dans les lasers
[109]. Un modèle générique des systèmes optiques (actifs ou passifs) à rétroaction nonlocale
est donné dans [110,111].
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Figure 1.24 – Patterns entretenus par le bruit en champs proche et lointain en régime d’instabilités
convectives obtenus par un modèle d’oscillateur paramétrique optique (a-b) [105], par un modèle
de cavité à nonlinéarité Kerr (c-d) [106] et expérimentalement dans un système photoréfractif à
simple rétroaction (e-f) [7].
1.4.3 Événements extrêmes ou “rogue waves”
Le terme “rogue wave” (ou “onde scélérate” en français) est un terme qui a été inventé
pour décrire des vagues gigantesques apparaissant soudainement dans les océans. Pendant
des siècles, des marins ont reporté des observations de telles vagues mais les scientiﬁques
ont longtemps considéré ces évènements comme un mythe. C’est au cours du XXe siècle
que les premières mesures de vagues scélérates ont été réalisées. Les océanographes ont
alors été contraints de réviser leurs modèles des océans, en prenant notamment en compte
certains eﬀets nonlinéaires. Encore aujourd’hui, la compréhension de la formation de ces
vagues scélérates est un sujet important chez les hydrodynamiciens [112]. La ﬁgure 1.25
montre des dommages subis par un bateau lors d’une rencontre avec une “vague scélérate”.
Figure 1.25 – Bateau endommagé par une “vague scélérate”.
Récemment, ces évènements extrêmes ont été étudiés en optique. Des ondes scélérates
ont été observées dans les dynamiques temporelles de faisceaux optiques dans des ﬁbres
microstructurées [113] ou des lasers à semiconducteurs [114]. Ici, nous nous intéressons à la
formation d’ondes extrêmes dans les systèmes optiques spatialement étendus. Récemment,
de telles ondes ont été observées par Montina et al. dans des cristaux liquides placés dans
une cavité en anneau [115, 116] ou dans un système à simple rétroaction par Taki et al.
[117]. L’image (a) de la ﬁgure 1.26 montre un proﬁl transverse de l’intensité dans la cavité
optique nonlinéaire décrite en [116]. On voit qu’il existe un pic d’une amplitude nettement
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supérieure à l’amplitude moyenne. On déﬁnit un indice dit d’anormalité qui permet de
distinguer ces événements d’amplitude extrême, événements que l’on appelle donc de façon
générale “rogue waves”. La présence de ces “rogue waves” peut aussi se caractériser par
un changement de la statistique de l’intensité du faisceau, comme on peut le voir sur la
ﬁgure 1.26-b. Pour une intensité pompe IP faible (et donc de faibles eﬀets nonlinéaires
dans la cavité optique de [116]), la statistique du faisceau est gaussienne, typique d’un
comportement "speckle" [118]. En augmentant l’intensité pompe, le couplage nonlinéaire
mène à une dynamique spatio-temporelle complexe et à l’apparition d’évènements rares.
La statistique n’est plus gaussienne et la déviation est due à ces événements extrêmes
d’intensité élevée [116].
Figure 1.26 – Observation expérimentale de “rogue waves” spatiales dans un système optique
étendu, ici des cristaux liquides placés dans une cavité en anneau [116]. (a) Un profil transverse de
l’intensité. (b) Statistiques de l’intensité pour différentes valeurs de l’intensité pompe.
Enﬁn, Arecchi et al. ont observé une statistique non gaussienne de l’intensité (signe
de la présence d’évènements intenses) dans une expérience d’optique linéaire : un faisceau
laser se propageant dans une ﬁbre linéaire multimode [119]. Ici, les expérimentateurs ont
ajouté de la granularité et de l’inhomogénéité au faisceau laser avant la propagation dans
la ﬁbre. Ces expériences en optique linéaire et nonlinéaire suggèrent que la granularité et
l’existence d’une brisure de symétrie (inhomogénéité dans [119] et réalisation de la cavité
avec un nombre impair de miroirs dans [116]) sont les deux éléments clés permettant la
formation d’ondes scélérates.
1.4.4 Structures localisées
On a vu précédemment qu’un système dissipatif peut bifurquer vers un état modulé,
un pattern. Un tel état a une géométrie fortement corrélée. Dans un pattern à géométrie
hexagonale par exemple, on voit la succession de nombreux hexagones les uns après les
autres. Ici, on appelle “structure localisée” le résultat d’un changement d’état local d’un
système. La structure obtenue n’est pas du tout corrélée. La ﬁgure 1.27 montre quelques
exemples de ce type de structure. Pour l’image (a), le système étudié est un milieu granu-
laire soumis à une vibration verticale [120]. Localement, il peut apparaître un pic. L’image
(b) représente l’état d’un ﬂuide magnétique placé dans un champ magnétique [121]. Ici
aussi on voit la présence de pics de ﬂuide. Enﬁn, l’image (c) est l’allure d’un faisceau laser
issu d’un milieu semiconducteur placé dans une cavité [122]. Dans tous les cas, le système
doit être dissipatif pour permettre l’apparition d’un tel phénomène. Une structure localisée
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peut aussi être nommé “soliton dissipatif ”. Comme pour les patterns, c’est l’existence du
ﬂux d’énergie qui entretient le système dans un état hors équilibre et permet la stabilité
des structures localisées.
Figure 1.27 – Exemples de structures localisées dans différents systèmes dissipatifs. (a) Milieu
granulaire soumis à une vibration [120]. (b) Fluide magnétique placé dans un champ magnétique
[121]. (c) Structures localisées optiques obtenues avec un milieu semiconducteur placé en cavité
[122].
Une autre propriété nécessaire pour l’observation de ces solitons dissipatifs est la bista-
bilité du système. En eﬀet, il faut que le système possède deux états stables, l’un homogène
(pas de pattern) et l’autre modulé (pattern). Lors de la formation d’une structure localisée,
la système reste dans son état homogène sauf à un endroit où le système prend localement
la valeur de l’état modulé. Il en résulte la présence d’un pic isolé comme montré sur la
ﬁgure 1.27.
En optique nonlinéaire, des structures localisées ont été observées dans des cristaux
liquides [123], des vapeurs atomiques [124], des matériaux photoréfractifs [125] ou des
résonateurs optiques à semiconducteur [126]. Lorsque ces solitons dissipatifs sont obtenus
dans des systèmes à cavité, on parle aussi de solitons de cavité. Ces structures sont très
prometteuses pour le traitement et le stockage d’information. En eﬀet, leur formation peut
être “provoquée” par l’envoi d’un faisceau optique secondaire pour changer l’état local du
système. De manière analogue, elle peuvent aussi être eﬀacée. Enﬁn, leurs mouvements
peuvent être contrôlées par des gradients d’intensité ou de phase [127].
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1.5 L’apport de cette thèse
Le système étudié dans cette thèse est un système photoréfractif à simple rétroaction
optique. Il a déjà fait l’objet de la thèse de N. Marsal [28]. Il a été étudié la possibilité
de contrôler l’état du pattern en inscrivant un réseau photonique dans le matériau [52,84]
et l’inﬂuence de la nonlocalité de la rétroaction sur la géométrie et la dynamique du pat-
tern [7]. Enﬁn, N. Marsal a réalisé des premiers tests visant à observer des structures
localisées dans le système [28]. Ici, nous proposons trois axes d’étude des patterns :
– Tout d’abord, nous proposons d’étudier la possibilité de contrôler le pattern
en utilisant un faisceau non-conventionnel en entrée du système, un faisceau
“vortex” contenant un “moment angulaire orbital”. L’utilisation d’un tel
faisceau induit l’apparition de singularités de phase dans les faisceaux satel-
lites et d’une nouvelle dynamique : une rotation du pattern autour de son centre.
– Ensuite, nous proposons de contrôler ce pattern en ajoutant une “nonlocalité”
au système. Le désalignement du miroir de rétroaction induit une dérive du
pattern pouvant annihiler sa rotation. En champ proche, des patterns dits
“multizones”, contenant diﬀérents domaines chacun associé à un vecteur d’onde
particulier, sont observés.
– Enﬁn, dans le cas d’un faisceau gaussien incident, nous proposons d’étudier la
dynamique obtenue en augmentant l’intensité pompe et/ou en ajoutant une
nonlocalité dans le système. Des événements extrêmes apparaissent alors.
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Chapitre 2
Description du système
Le but de ce chapitre est de présenter le système étudié dans cette thèse. Dans un
premier temps, nous présentons le montage expérimental. Il s’agit d’un système à simple
rétroaction optique, aussi appelé “demi-cavité”, la rétroaction étant réalisée avec un miroir
placé derrière un système “2f-2f”. Un modèle théorique est ensuite présenté. Il est obtenu
grâce à l’équation de propagation des faisceaux optiques aller et retour modifiée en considé-
rant la variation d’indice due à l’effet photoréfractif. Ainsi, un système d’équations couplées
et nonlinéaires modélise le mélange d’onde dans le matériau. Nous montrons, à partir de ce
système d’équations, que le phénomène d’instabilité de modulation est permis à partir d’un
certain seuil de nonlinéarité. Enfin, ce modèle est simulé numériquement par un algorithme
de type BPM (“Beam Propagation Method”). Les résultats obtenus par simulation sont en
bon accord qualitatif avec l’expérience.
45
46 CHAPITRE 2. DESCRIPTION DU SYSTÈME
2.1 Description du banc expérimental
2.1.1 Schéma du montage
Un schéma du montage expérimental est présenté sur la ﬁgure 2.1. Nous utilisons un
laser Nd :YAG doublé émettant un faisceau de longueur d’onde 532 nm et de puissance
maximale 2 Watts. Le faisceau est focalisé dans un cristal photoréfractif de Titanate de
Baryum (que l’on détaille dans le paragraphe suivant) grâce à la lentille convergente L1.
On place le “waist” du faisceau sur la face d’entrée du matériau et on choisit la taille
du faisceau dans le cristal de manière telle que la distance de Rayleigh soit largement
supérieure à la longueur du cristal. Ainsi la taille du faisceau varie très peu pendant sa
propagation dans le cristal. On choisit donc la distance focale de la lentille convergente L1
permettant d’obtenir cette taille de faisceau au “waist”. La ﬁgure 2.2 présente une photo
du montage expérimental.
Figure 2.1 – Schéma du montage expérimental. M : miroir. BS : cube séparateur de faisceau
(“Beam Splitter”). L1 : lentille de focalisation, L2 : lentille du système de rétroaction “2f-2f”, L3-
L4 : lentilles du système d’imagerie en champ proche (respectivement faisceau retour et faisceau
aller). Le trait vert plein est le bras optique principal. Les traits verts en pointillés sont les faisceaux
d’imagerie, en champ proche (NF : “Near Field”) et en champ lointain (FF : “Far Field”), captés par
la caméra CCD. Le trait vert en tirets est un bras annexe utilisé pour des mesures d’interférence.
2.1.2 Le cristal photoréfractif
Nous avons vu dans le chapitre 1 que l’eﬀet photoréfractif peut se manifester dans
des cristaux électro-optiques isolants (BaTiO3, KNbO3, SBN , KTN , KNSBN , BSO)
ou semi-conducteurs (BGO, GaAs, InP et CdTe) [39]. Notre matériau est un cristal de
Titanate de Baryum dopé Cobalt (BaTiO3 : Co). Il mesure 6 ∗ 6 ∗ 6mm3 et le taux de
dopage est de 10ppm.
Le cristal est posé sur un support tournant aﬁn d’optimiser l’angle d’incidence du
faisceau. La normale de la face d’entrée est tournée d’un angle de 30˚ environ par rapport
au faisceau incident. La polarisation du faisceau est linéaire horizontale (dans le plan du
schéma de la ﬁgure 2.1). Ces choix de polarisation et d’angle d’incidence permettent de
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Figure 2.2 – Photo du montage expérimental.
maximiser le gain photoréfractif 1 en utilisant le plus grand coeﬃcient électro-optique du
matériau pour le mélange d’onde [128].
Enﬁn, comme indiqué sur la ﬁgure 2.1, l’axe cristallographique −→c est orienté de manière
à favoriser le transfert de puissance du faisceau aller F au faisceau retour B.
2.1.3 La rétroaction optique
La rétroaction optique est réalisée en plaçant un miroir derrière un système de type
“2f-2f”. Elle est représentée sur la ﬁgure 2.3. Une lentille convergente de distance focale f
est placée à la distance 2f de la face de sortie du cristal. Si un miroir est ensuite placé
derrière cette lentille (à une distance de 2f), alors l’ensemble “lentille + miroir” aura le
même eﬀet qu’un miroir virtuel (VM) placé à la face de sortie du cristal. De plus, si on
déplace le miroir réel (M) d’une distance L, le miroir virtuel équivalent sera aussi déplacé
1. Le gain photoréfractif ΓPR est le coefficient représentant l’amplification exponentielle de l’intensité
d’une onde induite par l’effet photoréfractif : ∂
∂z
I(z) = ΓPRI(z) où z est la direction de propagation.
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d’une distance L (Fig. 2.3).
Figure 2.3 – Schéma du système “2f-2f” de rétroaction. Un déplacement longitudinal du miroir
réel (M) d’une distance L équivaut à un déplacement du miroir virtuel (VM) d’une même distance
L. F : faisceau aller. B : faisceau retour. Q : réseau de réflexion créé dans le cristal. Lc : longueur
du cristal. f : distance focale de la lentille L2.
L’intérêt de ce type de rétroaction est la possibilité de placer le miroir (virtuel) à
l’intérieur même du cristal. Nous avons vu au chapitre précédent que cela entraîne une
modiﬁcation de la géométrie du pattern optique voire la possibilité d’une zone de mul-
tistabilité (plusieurs géométries sont possibles pour une même valeur des paramètres de
réglage) [65].
2.1.4 Systèmes d’imagerie
Aﬁn d’observer la formation des patterns optiques dans notre montage, nous plaçons des
cubes séparateurs de faisceaux (“Beam Splitter” BS1 et BS2 sur la ﬁgure 2.1) qui prélèvent
une partie de la puissance pour l’envoyer vers les diﬀérents emplacements possibles pour
notre caméra CCD (CCD1, CCD2 et CCD3).
– L’emplacement CCD1 permet l’observation du faisceau retour en champ proche grâce
au cube séparateur BS1 et à la lentille convergente L3. En positionnant précisément
la lentille L3, le plan d’imagerie est réglé au niveau de la face d’entrée du cristal (du
côté du cube BS2).
– L’emplacement CCD2 permet l’observation du faisceau retour en champ lointain
grâce au cube séparateur BS2.
– L’emplacement CCD3 permet l’observation du faisceau aller en champ proche grâce
au cube séparateur BS2 et à la lentille convergente L4. Le plan d’imagerie est aussi
réglé au niveau de la face d’entrée du cristal (au “waist” du faisceau laser).
2.1.5 Bras optique pour des mesures interférentielles
Enﬁn nous avons placé le cube séparateur BS3 aﬁn de réaliser des mesures interfé-
rentielles (Fig. 2.1). Ce bras optique secondaire, représenté sous la forme de tirets sur le
schéma du montage est ensuite envoyé sur la caméra CCD (aux emplacements CCD1,
CCD2 et CCD3 grâce aux cubes séparateurs BS4, BS5 et BS6).
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2.1.6 Résultats
Ce montage expérimental a permis l’observation des patterns présentés dans la thèse
de N. Marsal [28] et publiés dans [7, 52, 84]. La ﬁgure 2.4 présente le pattern obtenu en
envoyant un faisceau gaussien classique en entrée de notre système. Le faisceau a une largeur
de 160µm au “waist” (situé à la face d’entrée du cristal) 2 et a une intensité I = 40Wcm−2 3.
Le système 2f-2f de rétroaction a été réglé de manière à ce que le miroir virtuel soit placé
au niveau de la face de sortie du cristal. Autrement dit, la distance miroir-cristal (voir Fig.
2.3) est nulle : L = 0. La caméra est placée sur l’emplacement noté “CCD1” (Fig. 2.1). Le
faisceau a une allure d’intensité hexagonale (a). Pour cette valeur de l’intensité incidente, la
structure transverse de l’intensité du faisceau a bifurqué d’une solution homogène vers une
solution modulée de géométrie hexagonale. L’image (a) représente le faisceau retour B au
niveau d’un plan d’imagerie situé à l’intérieur du cristal. En eﬀet, en déplaçant légèrement
la lentille L3 d’une distance d’environ 2mm, le plan d’imagerie a été déplacé à l’intérieur
du cristal d’une même distance 2mm par rapport à la face d’entrée du cristal. L’image
(b) de la ﬁgure 2.4 représente l’allure du faisceau retour B en champ lointain, c’est-à-dire
après propagation sur une distance largement plus grande que la longueur de Rayleigh du
faisceau. L’image est composée du spot central et des faisceaux satellites ayant émergé par
instabilité de modulation.
Figure 2.4 – Pattern expérimental hexagonal obtenu avec un faisceau gaussien classique d’intensité
I = 40Wcm−2 en entrée du système. (a) Champ proche. (b) Champ lointain.
2.2 Description théorique
Nous présentons maintenant un modèle théorique du système qui permet de repro-
duire de nombreux résultats expérimentaux. Ce modèle, utilisé par T. Honda [129] et N.
Marsal [28], est obtenu en considérant la modulation d’indice créée par l’interférence de
deux faisceaux contra-propageants. Cette modulation est prise en compte dans les équa-
tions de propagation de ces deux ondes. Nous aboutissons alors à un système d’équations
nonlinéaires couplées. Une analyse de stabilité linéaire montre que le phénomène d’instabi-
lité de modulation, c’est-à-dire la stabilité asymptotique de perturbations transversales au
faisceau, et donc la formation résultante d’un pattern optique, est possible à partir d’un cer-
tain seuil de nonlinéarité. Enﬁn, nous expliquons comment nous simulons numériquement
2. Dans ce mémoire, nous avons choisi d’exprimer la taille des différents faisceaux par leur largeur
“10-90” mesurée par la méthode dite “de la lame de couteau”. Cette méthode est expliquée en annexe A.
3. Les intensités données dans ce manuscrit sont les valeurs d’intensité “crête” des faisceaux. Ici, l’in-
tensité lumineuse atteint 40Wcm−2 au centre du faisceau gaussien.
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ce modèle grâce à un algorithme de type BPM (“Beam Propagation Method”).
2.2.1 Modèle
La géométrie d’interaction des faisceaux dans notre matériau est schématisée sur la
ﬁgure 2.5. Le faisceau aller F et le faisceau retour B issu de la réﬂexion par le miroir
interfèrent dans le cristal. Grâce à la présence du réseau de réﬂexion Q (créé via l’eﬀet
photoréfractif décrit au chapitre 1), les deux faisceaux peuvent échanger de l’énergie et, si
le couplage est suﬃsamment puissant, aboutir à l’émergence de faisceaux satellites F−1,
F+1, B−1 et B+1, représentés par les ﬂèches vertes sur la ﬁgure 2.5.
Figure 2.5 – Schéma de notre modèle théorique. F : onde aller. B : onde retour. Q : Réseau de
réflexion. z est la direction de propagation des faisceaux aller et retour.
Comme il a été évoqué dans le chapitre 1, les réseaux de réﬂexion (en bleu sur la ﬁgure
1.7) sont obtenus par l’interférence des couples de faisceaux contra-propageants (F ,B),
(F ,B ± 1) et (B,F ± 1) tandis que les réseaux de transmission (en rouge sur la ﬁgure 1.7)
sont issus de l’interférence des couples de faisceaux co-propageants (F ,F ±1) et (B,B±1).
On voit sur le schéma de notre modèle (Fig. 2.5) que le réseau d’indice Q a sa normale
dirigée selon la direction z, direction de propagation des deux faisceaux primaires. Ceci
est une hypothèse importante de notre modèle. Nous ne considérons ici que les réseaux de
réflexion, pas les réseaux de transmission. Cette hypothèse est justiﬁée par l’orientation
de l’axe cristallographique −→c : le cristal est placé de manière à ce que l’axe −→c soit dirigé
dans la direction z, direction de propagation des faisceaux primaires F et B. Ainsi le
processus de migration des porteurs de charge de l’eﬀet photoréfractif a lieu exclusivement
dans la direction z. En d’autres termes, le champ de charge d’espace associé aux réseaux
de transmission est négligeable par rapport à celui des réseaux de réﬂexion.
Modèle statique
Le champ électrique présent dans le matériau s’écrit :
E = F (x, y, z)eik0z +B(x, y, z)e−ik0z (2.1)
On peut donc écrire l’expression de l’intensité lumineuse :
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I = |F |2 + |B|2 + FB∗ei2k0z + F ∗Be−i2k0z (2.2)
Or, les termes |F |2 et |B|2 ne dépendent pas de z car la diﬀraction du faisceau est
négligeable (compte tenu de la valeur du waist du faisceau). Donc, dans cette expression de
l’intensité, seuls les termes FB∗ei2k0z et F ∗Be−i2k0z dépendent de z. Eux seuls contribuent
à la création d’un champ de charge d’espace par eﬀet photoréfractif. Par eﬀet Pockels, la
variation de l’indice photoréfractif peut alors être écrite en fonction de ces termes :
n = n0 +
[
∆n
2
e−iΦ
F ∗B
|F |2 + |B|2 e
−i2k0z +
∆n
2
eiΦ
FB∗
|F |2 + |B|2 e
i2k0z
]
(2.3)
où ∆n est une constante mesurant l’amplitude de l’eﬀet photoréfractif et Φ est la
diﬀérence de phase relative entre le réseau d’interférence et le réseau du champ de charge
d’espace. n0 est l’indice de réfraction eﬃcace.
Pour obtenir notre système d’équations nonlinéaires couplées, on injecte les expressions
2.1 et 2.3 dans l’équation de propagation du champ électrique :
∇2E + ω
2
c2
n2E = 0 (2.4)
En considérant l’approximation des enveloppes lentement variable :
∣∣∣∣∂2F∂z2
∣∣∣∣≪ k0
∣∣∣∣∂F∂z
∣∣∣∣ (2.5)
∣∣∣∣∂2B∂z2
∣∣∣∣≪ k0
∣∣∣∣∂B∂z
∣∣∣∣ (2.6)
on obtient les équations suivantes pour la propagation des faisceaux F et B :
∂F
∂z
− i
2k0n0
∆⊥F = i
π∆n
λ
eiΦ
FB∗
|F |2 + |B|2B (2.7)
∂B
∂z
+
i
2k0n0
∆⊥B = −iπ∆n
λ
e−iΦ
F ∗B
|F |2 + |B|2F (2.8)
∆⊥ est l’opérateur Laplacien transverse et λ est la longueur d’onde du faisceau laser.
La diﬀérence de signe devant les opérateurs laplacien transverses des deux équations reﬂète
le sens de propagation des ondes F et B. Elles se propagent en sens inverse.
Aﬁn de simpliﬁer les équations, on déﬁnit une constante de couplage photoréfractive
complexe γ :
γ =
π∆n
λ
eiΦ (2.9)
Cette constante mesure l’amplitude de la nonlinéarité photoréfractive, donc la puissance
de couplage entre les faisceaux F et B via les réseaux de réﬂexion.
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Notre modèle statique peut donc s’écrire :
∂F
∂z
− i
2k0n0
∆⊥F = iQB (2.10)
∂B
∂z
+
i
2k0n0
∆⊥B = −iQ∗F (2.11)
Q = γ
FB∗
|F |2 + |B|2 (2.12)
où Q est l’amplitude complexe du réseau d’indice (Fig. 2.5).
Modèle dynamique
Enﬁn, on peut aﬃner le modèle en prenant en compte la non-instantanéité de la for-
mation du réseau d’indice dans le cristal. On ajoute alors une dérivée temporelle dans la
troisième équation :
∂F
∂z
− i
2k0n0
∆⊥F = iQB (2.13)
∂B
∂z
+
i
2k0n0
∆⊥B = −iQ∗F (2.14)
τ
∂Q
∂t
+Q = γ
FB∗
|F |2 + |B|2 (2.15)
où τ est la constante de temps photoréfractive du matériau. Expérimentalement, cette
constante dépend fortement de l’intensité injectée dans le système et du matériau considéré.
Dans un cristal de Titanate de Baryum, les eﬀets photoréfractifs ont une constante de temps
de l’ordre de la seconde [39].
2.2.2 Instabilité de modulation (analyse de stabilité linéaire)
Nous prouvons maintenant que ce système d’équations peut aboutir à l’émergence de
faisceaux satellites F±1 et B±1. Pour cela, nous réalisons une analyse de stabilité linéaire.
Le principe d’une telle méthode est de considérer initialement le système dans son état ho-
mogène, de lui ajouter une perturbation et d’étudier l’évolution de cette perturbation grâce
aux équations d’évolution du système. Le système est stable si la perturbation disparaît au
cours du temps, instable si la perturbation croît. Enﬁn, si les lois d’évolution du système
dépendent d’un ou plusieurs paramètres de contrôle, alors l’objectif sera d’identiﬁer des
zones de stabilité ou d’instabilité en fonction des valeurs prises par ces paramètres.
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Méthode générique d’une analyse de stabilité linéaire
Soient U la variable d’état du système, éventuellement de dimension supérieure à 1, r
un paramètre de contrôle, t la variable temporelle et f la fonction d’évolution du système,
éventuellement nonlinéaire.
Le système dynamique s’écrit sous la forme générique :
dU
dt
= f(r, U, t) (2.16)
Soit U0 un état stationnaire du système.
f(r, U0, t) = 0 (2.17)
Le système est dit instable lorsqu’à partir de l’état stationnaire U0, et suite à l’ajout
d’une perturbation u, le système ne revient pas vers l’état stationnaire. On perturbe donc
l’état stationnaire :
U = U0 + u (2.18)
En injectant ces deux équations 2.18 et 2.17 dans 2.16, on obtient la loi d’évolution de
la perturbation u :
du
dt
= f(r, U0, t) +
(
∂f
∂U
)
U=U0
u =
(
∂f
∂U
)
U=U0
u (2.19)
La stabilité de l’état stationnaire U0 est étudiée grâce à la matrice dite Jacobienne :
(Df)U=U0 =
( δfi
δuj
)
U=U0
Méthode concernant notre expérience
Dans notre système à simple rétroaction, l’état stationnaire homogène est déﬁni par une
onde aller F0(z) et une onde retour B0(z). On perturbe cette solution avec des faisceaux
satellites F+1, F−1, B+1 et B−1 :
F (−→r , z) = F0(z) + F+1(z)ei
−→
k⊥
−→r + F−1(z)e−i
−→
k⊥
−→r (2.20)
B(−→r , z) = B0(z) +B+1(z)ei
−→
k⊥
−→r +B−1(z)e−i
−→
k⊥
−→r (2.21)
−→r est le vecteur unitaire transverse et −→k⊥ le vecteur d’onde transverse des faisceaux
satellites. Ce vecteur d’onde est beaucoup plus petit que celui du réseau de reﬂexion.
∣∣∣−→k⊥∣∣∣≪ 2k0n0 (2.22)
Notons −→u =


F+1
F ∗−1
B+1
B∗−1

 (z) le vecteur perturbation. En injectant les deux expressions 2.20
et 2.21 dans notre système d’équations couplées en F et B (2.13-2.14-2.15), on peut écrire
notre système sous la forme matricielle :
∂
∂z
−→u = D−→u (2.23)
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Résultats
Pour obtenir cette matrice d’évolution D, nous considérons le système en régime établi,
c’est-à-dire que l’état stationnaire du réseau d’indice créé par les ondes contra-propageantes
est atteint. Le système d’équation est donc composé des équations 2.7-2.8. Ce système est
celui de la référence [129]. En déﬁnissant kd =
k2
⊥
2k0n0
On obtient :
∂
∂z
−→u =


−γ/4− ikd −γ/4 γ/4 γ/4
−γ∗/4 −γ∗/4 + ikd γ∗/4 γ∗/4
γ∗/4 γ∗/4 −γ∗/4 + ikd −γ∗/4
γ/4 γ/4 −γ/4 −γ/4− ikd

−→u = D−→u (2.24)
On a donc un système diﬀérentiel (en z) complexe linéaire du 1er ordre de 4 équations.
En connaissant 4 conditions aux limites, on peut résoudre le système.
La relation entre u(z) et u(0) est :
−→u (z) = eDz−→u (0) (2.25)
Pour savoir sous quelles conditions les faisceaux satellites peuvent émerger, on considère
tout d’abord qu’ils sont inexistants à l’entrée du système :
F+1(0) = 0 (2.26)
F ∗−1(0) = 0 (2.27)
De plus la rétroaction optique ﬁxe les deux autres conditions aux limites. Si un miroir
normal est placé à une distance L du cristal, alors
B+1(Lc) = e
2ikdn0LF+1(Lc) (2.28)
B∗−1(Lc) = e
−2ikdn0LF ∗−1(Lc) (2.29)
Pour trouver la courbe de seuil, il suﬃt d’exprimer F+1(Lc), F ∗−1(Lc), B+1(Lc) et
B∗−1(Lc) en fonction de B+1(0) et B
∗
−1(0) :
−→u (Lc) =


F+1(Lc)
F ∗−1(Lc)
B+1(Lc)
B∗−1(Lc)

 = eDLc


0
0
B+1(0)
B∗−1(0)

 (2.30)
En déﬁnissant une matrice 2*2 notée M , on peut réécrire cette équation sous la forme :
M
(
B+1(0)
B∗−1(0)
)
=
(
0
0
)
(2.31)
Le système est instable (apparition de faisceaux satellites) si ce système admet une
solution non triviale, c’est-à-dire si det(M) = 0 donc si :
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cos(wLc)cos(kdLc) + (γI/2w)sin(wLc)cos(kd(Lc − 2n0L))+
[(γR + 2kd)/2w]sin(wLc)sin(kdLc)− (γR/2w)sin(wLc)sin(kd(Lc − 2n0L)) = 0
(2.32)
où w =
√
k2d + γRkd − γ2I /4 et γ la constante de couplage du milieu s’écrit grâce à sa
partie réelle et sa partie imaginaire : γ = γR + iγI 4.
La ﬁgure 2.6, extraite de [129], représente la courbe de seuil obtenue. Dans notre cas,
la constante de couplage γ est imaginaire pure (Re(γ) = 0). En eﬀet, la diﬀérence de
phase entre le réseau d’interférence et le réseau d’indice vaut φ = π/2 (Fig. 1.8). La
ﬁgure se comprend de la manière suivante : un vecteur d’onde transverse (en abscisse du
graphique) peut croître dans notre système si la valeur du coeﬃcient de couplage nonlinéaire
(en ordonnée) est supérieure à la valeur de seuil donnée par la courbe. Si on augmente
progressivement la force de couplage dans notre système à partir de zéro (en augmentant
l’intensité incidente dans notre expérience par exemple), le système bifurque d’une solution
homogène vers une solution modulée quand la constante de couplage atteint la valeur
correspondant à la ligne en pointillés rouges. La valeur du vecteur d’onde transverse des
faisceaux satellites qui émergent au seuil est donnée par la ligne en pointillés bleus (Fig.
2.6).
Figure 2.6 – Courbe de seuil en considérant un couplage purement imaginaire (constante de
couplage γ imaginaire pur) et avec un miroir placé à la face de sortie du cristal (L = 0) [129].
Des études théoriques analogues de détermination du seuil peuvent être trouvées dans
[130–135]. Les modèles considérés peuvent être complexiﬁés en prenant par exemple en
compte l’intensité d’obscurité et le temps caractéristique d’évolution du réseau photoré-
fractif [135] ou en prenant en compte les interactions à 3 et 4 ondes [134].
4. γR =
pi∆n
λ
cos(Φ) et γI =
pi∆n
λ
sin(Φ)
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2.2.3 Analyse numérique par la “Beam Propagation Method”
Nécessité de l’analyse numérique nonlinéaire
L’analyse de stabilité linéaire présentée dans le paragraphe précédent a montré qu’au-
delà d’une certaine valeur prise par le coeﬃcient nonlinéaire, le système peut bifurquer
vers une solution modulée. Le couplage des ondes primaires F et B dans le matériau
photoréfractif aboutit à l’émergence de faisceaux dits satellites. Ces faisceaux satellites
sont légèrement désalignés par rapport aux faisceaux primaires (Fig. 2.5). Leurs vecteurs
d’onde ont une composante dans le plan (x,y). L’amplitude de cette composante transverse
est donnée par l’analyse de stabilité linéaire. Cependant la connaissance de leur orientation
dans le plan (x,y) requiert une analyse nonlinéaire. Pour cela, nous proposons de réaliser
une simulation numérique avec un algorithme de type “Beam Propagation Method”. Dans
cette méthode, la propagation du faisceau dans la direction longitudinale (z) est consi-
dérée comme le résultat de la propagation du faisceau sur un grand nombre de distances
inﬁnitésimales δz. Ainsi, la méthode peut prendre en compte une variation de l’indice de
réfraction du matériau selon la direction z [136]. Un algorithme de type BPM permet donc
de modéliser la propagation d’un faisceau laser dans un matériau dont l’indice de réfraction
est non-uniforme.
Principe de notre algorithme BPM
On a vu précédemment que, dans le cadre de l’approximation des enveloppes lentement
variables (ou approximation paraxiale), la propagation d’un faisceau optique (d’enveloppe
F (x, y, z)) peut être modélisée par la loi d’évolution suivante :
2ik0n0
∂F
∂z
= ∆2⊥F + k
2
0(n
2 − n20)F (2.33)
avec k0 le nombre d’onde dans le vide, n0 l’indice de réfraction eﬃcace, n l’indice de
réfraction réel, ∆⊥ est l’opérateur Laplacien transverse : ∆2⊥ =
∂2
∂x2
+ ∂
2
∂y2
.
En considérant que la dépendance de F selon la direction longitudinale z suit une loi
exponentielle, on sépare les variables spatiales :
F (x, y, z) = A(x, y)exp(Γz) (2.34)
En injectant cette équation 2.34 dans 2.33, on exprime la constante Γ :
Γ = − i
2k0n0
[∆2⊥ + k
2
0(n
2 − n20)] (2.35)
On réécrit alors l’expression 2.34 :
F (x, y, z) = A(x, y)exp
[
− i
2k0n0
(∆2⊥ + k
2
0(n
2 − n20))z
]
(2.36)
On peut donc écrire l’évolution de F au cours d’un déplacement inﬁnitésimal δz :
F (x, y, z + δz) = exp
[
− i
2k0n0
(∆2⊥ + k
2
0(n
2 − n20))δz
]
F (x, y, z) (2.37)
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En séparant le terme exponentiel en deux, on a :
F (x, y, z + δz) = exp
[
−i δz
2k0n0
∆2⊥
]
exp [−iχ]F (x, y, z) (2.38)
où χ = k0(n− n0)δz comme |n− n0| ≪ n0.
On peut donner une interprétation physique aux deux termes exponentiels de l’équation
2.38. Le premier correspond à la propagation linéaire du faisceau dans un matériau d’indice
n0 sur une distance δz. Le deuxième terme exp [−iχ] correspond quant à lui à un décalage
de phase d’une valeur −χ induit par la non-uniformité de l’indice de réfraction, c’est-à-dire
par la présence d’un réseau de réﬂexion Q (eﬀet nonlinéaire).
Enﬁn, comme il est plus aisé de calculer la propagation en espace libre dans l’espace
de Fourier, le calcul de F (x, y, z + δz) à partir de F (x, y, z) est réalisé en trois étapes :
1. Calcul de la transformée de Fourier F˜ (kx, ky, z) de F (x, y, z),
2. Calcul de F˜ (kx, ky, z + δz) à partir de F˜ (kx, ky, z) subissant les inﬂuences des deux
termes exp
[
−i δz2k0n0∆2⊥
]
et exp [−iχ],
3. Calcul de la transformée de Fourier inverse F (x, y, z + δz) de F˜ (kx, ky, z + δz).
Conditions aux limites
Dans la simulation numérique, on peut choisir quel type de faisceau nous envoyons en
entrée du système. Les champs électriques correspondants à un faisceau gaussien classique
ou à un faisceau dit “vortex” sont :
Fgaussien(x, y, z = 0, t) = exp
[
−x
2 + y2
ω20
]
(2.39)
Fvortex(r, θ, z = 0, t) =
(
r
ω0
)c
exp
[
− r
2
ω20
]
eicθ (2.40)
où ω0 est le “waist” du faisceau, c est la charge topologique du vortex et (r, θ) sont les
coordonnées polaires du plan transverse.
x = rcos(θ) (2.41)
y = rsin(θ) (2.42)
Concernant la face de sortie du cristal, le champ B étant la réﬂexion du champ F par
le miroir, on a :
B(x, y, z = Lc, t) = −
√
RF−1{ei2k0n0LF{F (x, y, z = Lc, t)}} (2.43)
où Lc est la longueur du cristal, L est la distance entre la face de sortie du cristal et le
miroir virtuel, R est la réﬂectivité du miroir et F est la transformée de Fourier.
2.2.4 Résultats
Ce modèle numérique a permis d’obtenir les résultats présentés dans la thèse de N.
Marsal [28]. La ﬁgure 2.7 présente un pattern obtenu par notre modèle numérique avec
un faisceau gaussien en entrée du système. Le waist w0 du faisceau incident est ﬁxé à
w0 = 200µm ce qui correspond à une largeur de faisceau d’environ 250µm 5. Nous avons
5. Selon la définition de la largeur “10-90” (Annexe A).
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modélisé un cristal de dimensions transverses (dimensions x et y) 6w0 ∗ 6w0, c’est-à-dire
1.2mm ∗ 1.2mm et de dimension longitudinale (z) Lc = 8mm. Nous utilisons un maillage
100∗100∗300. L’indice de réfraction eﬃcace du matériau est ﬁxé à n0 = 2.4. Les images (a)
et (d) sont les allures en intensité du faisceau retour B à la face d’entrée du cristal, c’est-à-
dire après une traversée du cristal dans le sens des z positifs, la réﬂexion sur le miroir et une
traversée du cristal dans le sens des z négatifs. Les images (c) et (f) sont les allures de la
phase du faisceau B au même endroit. Les images (b) et (e) sont les allures en intensité du
faisceau B en champ lointain. Elles ont été calculées en prenant la transformée de Fourier
transverse à deux dimensions des images (a) et (d). La première ligne correspond à l’instant
initial. A t = 0, aucun réseau de réﬂexion n’existe encore dans le matériau. Le faisceau n’a
pas été modiﬁé. En champ proche, on n’observe de modulation transverse ni sur la ﬁgure
d’intensité (a), ni sur la ﬁgure de phase (c). Les variations de valeurs de la phase en champ
proche (c) résultent simplement de la diﬀraction du faisceau au cours de son aller-retour
dans le cristal. En champ lointain, seul le faisceau primaire est présent, aucun faisceau
satellite n’a encore émergé (b). La deuxième ligne représente l’état du faisceau à l’instant
t = 500τ , considéré comme l’état ﬁnal t =∞ car le pattern est statique. Le champ proche
du faisceau a adopté une géométrie hexagonale -en nids d’abeille-, comme on le remarque
sur les ﬁgures d’intensité (d) et de phase (f). Dans un plan transverse, l’intensité et la
phase du faisceau sont modulées. Cette géométrie se traduit par l’apparition de 6 vecteurs
d’onde transverses en champ lointain formant un hexagone (e). Notre modèle de mélange
d’onde simulé par un algorithme de type BPM (“Beam Propagation Method”) permet
donc bien de reproduire le phénomène d’instabilité de modulation que nous avons observé
expérimentalement.
Figure 2.7 – Faisceau retour B (au niveau de la face d’entrée du cristal) obtenu par simulation
numérique avec un faisceau gaussien classique en entrée du système. (a-b-c) Etat initial. (d-e-f) Etat
final. (a,d) Champs proches. (b,e) Champs lointains. (c,f) Phase des faisceaux en champ proche.
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2.3 Conclusion
Nous avons vu dans la première partie de ce chapitre que notre montage expérimental
composé d’un cristal photoréfractif dans un système à simple rétroaction optique permet
l’observation du phénomène d’instabilité de modulation. Au-dessus d’un certain seuil pour
l’intensité incidente, l’allure du faisceau dans un plan transverse bifurque vers une solution
modulée, un pattern. En plaçant le miroir de rétroaction au niveau de la face de sortie du
cristal (L = 0), nous avons vu que le pattern observé est hexagonal. Dans la deuxième partie
du chapitre, nous avons proposé un modèle théorique du couplage entre les faisceaux aller
et retour via les propriétés nonlinéaires du matériau. La simulation grâce à un algorithme
de type “Beam Propagation Method” a montré qu’une solution modulée hexagonale peut
émerger d’un tel modèle.
Dans la suite de cette thèse, nous allons complexiﬁer à la fois le montage expérimental
et le modèle théorique pour introduire un faisceau vortex en entrée et ainsi étudier son
eﬀet sur la formation et la dynamique des patterns optiques.
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Chapitre 3
Influence d’un faisceau “vortex” en
entrée
Dans ce chapitre, nous étudions l’influence de l’envoi d’un faisceau vortex en entrée
de notre système photoréfractif à simple rétroaction optique. Nous donnons tout d’abord la
définition d’un faisceau vortex et expliquons comment nous le générons expérimentalement.
Nous montrons ensuite que le phénomène d’instabilité de modulation se produit bien avec
ce type de faisceau en entrée. Cependant, le pattern optique qui se forme présente une
dynamique nouvelle, différente de celle observée lors du pompage par un faisceau gaussien.
Ici, on observe une rotation du pattern. La structure auto-organisée tourne autour de son
point central. Cette rotation est induite par les propriétés particulières du faisceau vortex
incident. De plus, des comportements en phase particuliers dans les faisceaux satellites sont
observés. Les résultats présentés dans ce chapitre ont donné lieu à des publications dans
des revues à comité de lecture :
– V. Caullet, N. Marsal, D. Wolfersberger and M. Sciamanna, “Pattern formation using
optical vortices in a photorefractive single feedback system”. Opt. Lett. 36 :2815–2817
(2011).
– V. Caullet, N. Marsal, D. Wolfersberger and M. Sciamanna, “Vortex Induced Rotation
Dynamics of Optical Patterns”. Phys. Rev. Lett. 108 :263903 (2012).
– V. Caullet, N. Marsal, D. Wolfersberger and M. Sciamanna, “Optical patterns using
vortex beams”. Proceedings of SPIE, Nonlinear Optics and Applications VI, 8434 :8434
1T (2012).
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3.1 Qu’est-ce qu’un faisceau “vortex” ?
Dans ce paragraphe, nous introduisons tout d’abord la notion de moment angulaire
orbital, propriété que possèdent certains faisceaux optiques, comme les modes de Laguerre-
Gauss par exemple. Dans un plan transverse, ces faisceaux, aussi appelés faisceaux vortex,
ont une singularité de phase, leur phase n’étant pas déﬁnie sur leur axe de propagation.
Nous présentons ensuite des méthodes qui permettent de générer de tels vortex et quelques
résultats de la littérature sur leur comportement en milieu photoréfractif.
3.1.1 Moment angulaire orbital
Un rayonnement électromagnétique décrit par les équations de Maxwell porte une éner-
gie et un moment [137]. Le moment peut avoir plusieurs contributions : linéaire et angulaire.
Le rayonnement porte un moment linéaire équivalent à h¯k par photon où h¯ est la constante
de Planck et k est l’amplitude du vecteur d’onde du photon. C’est par l’existence de ce
moment linéaire porté par chaque photon que J. Kepler, en 1619, justiﬁait l’orientation
des queues des comètes : toujours dans la direction opposée à celle du Soleil [137]. Le
rayonnement porte aussi un moment angulaire qui est la somme de deux contributions :
le moment angulaire de spin associé à la polarisation du faisceau et le moment angulaire
orbital associé à la distribution spatiale de l’intensité et de la phase du faisceau. Toute
interaction entre le rayonnement et la matière est accompagnée d’un échange de moment.
L’étude du moment angulaire de spin a commencé lorsqu’en 1909, J. H. Poynting émit
l’hypothèse que le rapport de la valeur du moment angulaire sur la valeur de l’énergie d’un
faisceau lumineux polarisé circulairement est proportionnelle à la constante de Planck
h¯ [138]. Dans la même publication, il émit aussi l’idée que la transformation de l’état de
polarisation d’un faisceau lumineux, par exemple d’une polarisation linéaire vers une pola-
risation circulaire, doit être accompagnée d’un échange de moment avec le système optique.
Cette hypothèse a été conﬁrmée quelques décennies plus tard quand R. A. Beth montre
expérimentalement qu’un faisceau polarisé circulairement peut transmettre un couple mé-
canique à une plaque biréfringente suspendue à un ﬁlament [139].
Le moment angulaire orbital est quant à lui associé à la distribution spatiale de l’in-
tensité et de la phase. On dit qu’un faisceau lumineux possède un tel moment lorsque
l’expression de sa phase dans un plan transverse contient un terme Φ(r, θ) = cθ où (r, θ)
sont les coordonnées polaires du plan transverse et c est un nombre entier, positif ou négatif.
Les modes de Laguerre-Gauss, faisceaux gaussiens issus des systèmes optiques à symétrie
cylindrique, contiennent un tel terme. Leur expression générale est la suivante [140] :
E(r, θ, z) =
√
2p!
π(p+ |c|)!
1
w(z)
(
r
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2
w(z)
)|c|
exp
(
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2
w2(z)
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2r2
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(
ik
r2
2R(z)
)
exp(icθ)exp (−i(2p+ |c|+ 1)ζ(z))
(3.1)
où Lcp sont les polynômes de Laguerre généralisés, p ≥ 0 est l’indice radial et c est
l’indice azimutal. w(z), R(z) et ζ(z) sont respectivement la largeur à 1/e2, le rayon de
courbure et la phase de Gouy du faisceau :
3.1. QU’EST-CE QU’UN FAISCEAU “VORTEX” ? 63
w(z) = w0
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R(z) = z
[
1 +
(zR
z
)2]
(3.3)
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(
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)
(3.4)
où w0 est le waist et zR =
piw20
λ est la longueur de Rayleigh du faisceau.
Quelques modes de Laguerre-Gauss sont illustrés sur la ﬁgure 1.4-(a). Les allures d’in-
tensité des modes pour quelques valeurs de l’indice azimutal c et un indice radial nul (p = 0)
sont représentées sur la ﬁgure 3.1 (colonne centrale). Le cas c = 0 est le mode gaussien
classique. Quand l’indice c est non nul, l’allure de l’intensité a une forme d’anneau avec
un point sombre au centre. Sur la colonne de gauche sont représentés les fronts d’onde des
faisceaux. Le front d’onde est plan (au waist) si c = 0. Par contre, si c est non nul, on
remarque que le front d’onde est hélicoïdal. C’est une hélice simple pour c = 1, une hélice
double pour c = 2, une hélice triple pour c = 3... Pour c = −1, le front d’onde est une hélice
simple inversée. Le comportement en phase de ces modes de Laguerre-Gauss se traduit par
l’observation de ﬁgures en spirale quand on fait interférer le faisceau avec une onde plane
(Fig. 3.1, colonne de droite). Quand le front d’onde est une hélice simple (c = 1), la ﬁgure
d’interférence est une spirale simple. Quand le front d’onde est une hélice double (c = 2),
la spirale est double... Cet indice c est aussi appelé la charge topologique du faisceau.
Sur la ﬁgure 3.1 sont aussi représentés les vecteurs de Poynting des faisceaux (ﬂèches
vertes sur la colonne de gauche). Le vecteur de Poynting représente le ﬂux d’énergie par
unité de surface d’un rayonnement électromagnétique. Ce vecteur, par déﬁnition, est tou-
jours perpendiculaire au front d’onde. On remarque donc que lorsque le front d’onde est
hélicoïdal, le vecteur de Poynting n’est plus parallèle à la direction de propagation du
faisceau mais décrit une hélice [141]. Le vecteur a une composante azimutale.
C’est en 1992 qu’il a été montré expérimentalement qu’un faisceau optique possédant
un moment angulaire orbital peut transmettre un couple mécanique à un système optique.
L’expérience, analogue à celle de R. A. Beth concernant le moment angulaire de spin, a été
réalisée par Allen et al. [142] à l’aide d’un système optique composé d’une paire de lentilles
cylindriques suspendues elles-aussi à un ﬁl. Cette expérience a montré que chaque photon
d’un faisceau Laguerre-Gauss possède un moment angulaire orbital égal à ch¯.
3.1.2 Singularité de phase
On peut maintenant faire remarquer que, comme les faisceaux optiques décrits pré-
cédemment ont un front d’onde hélicoïdal, leur phase est non-déﬁnie au centre du plan
transverse (r = 0). Autour de ce point, la phase varie de 0 à 2πc quand l’angle azimutal
varie de 0 à 2π. On parle de singularité de phase. Par déﬁnition, on appelle “singularité”
un endroit où une quantité mathématique est inﬁnie ou discontinue. Les ondes physiques
(hydrodynamiques, optiques...) possèdent de telles singularités. En optique, il en existe
trois types [143] :
– Les singularités d’intensité sont des points où l’application des lois de l’optique géo-
métrique prévoit la présence d’une intensité lumineuse inﬁnie. On peut citer l’exemple
d’un miroir parabolique idéal recevant les rayons d’une source placée à l’inﬁni. Tous
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Figure 3.1 – Modes de Laguerre-Gauss pour un indice radial p nul et un indice azimutal c variable :
fronts d’onde, intensités, figures d’interférence avec une onde plane. L’image est extraite de [137]
les rayons réﬂéchis se rencontrent en un point où l’intensité est théoriquement in-
ﬁnie. Quand une telle singularité d’intensité est prévue, l’enveloppe décrite par les
faisceaux optiques est une courbe particulière appelée caustique [144].
– Les singularités de polarisation sont des points où la polarisation du champ électro-
magnétique n’est pas entièrement déﬁnie [145].
– Enﬁn, l’étude des singularités de phase en électromagnétisme a été initiée par un
travail théorique pionnier de J. F. Nye et M. V. Berry en 1974 [146]. Ils ont montré
que lorsqu’un train d’ondes est réﬂéchi par une surface irrégulière, chaque onde est
diﬀusée dans une direction particulière et le champ résultant de l’interférence de
toutes ces ondes peut contenir des dislocations. C’est-à-dire qu’aux endroits de ces
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dislocations, la phase du champ est indéterminée et son intensité est nulle.
Les faisceaux de Laguerre-Gauss possédant un moment angulaire orbital contiennent
donc une singularité de phase en leur centre et l’intensité y est nulle. Si on analyse le
faisceau dans un plan transverse (à deux dimensions donc), la singularité de phase est
ponctuelle. Si par contre on s’intéresse aux trois dimensions de l’espace, la singularité
décrit une courbe. Dans le cas des faisceaux de Laguerre-Gauss à front d’onde hélicoïdal,
cette courbe correspond exactement à l’axe de propagation du faisceau et la direction du
moment angulaire orbital est située sur cet axe. Ces faisceaux sont alors appelés des vortex
optiques par analogie avec les vortex superﬂuides [147].
La présence de singularités de phase n’est cependant pas une propriété exclusive de ces
vortex optiques (ou modes de Laguerre-Gauss). On peut en observer lors de l’interférence
d’ondes planes se propageant dans des directions diﬀérentes [148] ou dans les faisceaux
Speckle, résultant de la diﬀusion d’un faisceau laser sur une surface irrégulière [149]. L’étude
de la répartition des singularités de phase au sein d’un rayonnement électromagnétique dans
les trois dimensions de l’espace est un problème de topologie. Les chemins décrits par les
singularités peuvent être des boucles, des noeuds et peuvent même être fractals [150].
3.1.3 Génération des vortex optiques
Il existe trois méthodes pour générer des vortex optiques : par modulation de phase
grâce à une lame d’épaisseur variable ou un Modulateur Spatial de Lumière (SLM), par
transformation des modes d’Hermite-Gauss avec des lentilles cylindriques et par diﬀraction
avec un réseau contenant une “dislocation”.
Par modulation de la phase
La première méthode pour générer des vortex optiques consiste à envoyer un faisceau
gaussien classique sur une lame à épaisseur variable (Fig. 3.2). Si l’épaisseur de la lame varie
linéairement avec l’angle azimutal θ et que la diﬀérence d’épaisseur ∆h est un multiple de
la longueur d’onde du faisceau : ∆h = cλ, alors le faisceau ﬁnal a un front d’onde hélicoïdal.
On transforme le faisceau incident en un vortex optique de charge topologique c [151].
Si la variation d’épaisseur ∆h de la lame n’est pas un multiple de la longueur d’onde
du faisceau incident, alors le faisceau de sortie obtenu est un faisceau vortex non-entier.
Sa structure spatiale contient des singularités de phase mais elle n’est plus de symétrie
cylindrique. Un tel faisceau ne doit donc pas être confondu avec les modes de Laguerre-
Gauss précédemment décrits car il ne possède pas de moment angulaire orbital [153].
On peut aussi générer le vortex avec une technique semblable : l’utilisation d’un modu-
lateur spatial de lumière (modulateur de phase). Généralement réalisé grâce à la technologie
des cristaux liquides, un tel modulateur se comporte comme un miroir dont on contrôle
l’épaisseur en imposant un masque de phase. Si on impose une variation de la phase propor-
tionnelle à l’angle azimutal θ, on transforme un faisceau gaussien classique en un faisceau
vortex [154].
En utilisant une paire de lentilles cylindriques
Une deuxième méthode pour générer des faisceaux portant un moment angulaire orbital
a été introduite en 1993 par Beijersbergen, Allen et al. [155]. Elle consiste en l’utilisation
de lentilles cylindriques. La ﬁgure 3.3 présente le principe de la méthode. Concernant le
moment angulaire de spin, il est connu que l’on peut modiﬁer la polarisation d’un faisceau
laser grâce à un matériau biréfringent. Une lame quart d’onde transforme une polarisation
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Figure 3.2 – Génération d’un vortex optique grâce à une lame à épaisseur variable. (a) Front d’onde
plan correspondant à une onde plane. (b) Front d’onde hélicoïdal correspondant à un faisceau
vortex. (c) Lame à épaisseur variable. L’image est extraite de [152].
linéaire en une polarisation circulaire et une lame demi-onde transforme une polarisation
circulaire en une polarisation circulaire opposée (Fig. 3.3-a). De manière analogue, deux
lentilles cylindriques peuvent modiﬁer le moment angulaire orbital d’un faisceau laser (Fig.
3.3-b). Si les deux lentilles (de distance focale f) sont séparées d’une distance f
√
2 alors
un mode de Hermite-Gauss incident est transformé en un mode de Laguerre-Gauss. La
paire de lentille est alors appelée un convertisseur de mode pi2 . Si les lentilles sont séparées
d’une distance 2f , alors elles transforment un mode de Laguerre-Gauss d’indice radial (ou
de charge topologique) c en un mode de Laguerre-Gauss d’indice −c. La paire de lentilles
inverse le moment angulaire orbital du faisceau, elles sont appelées un convertisseur de
mode π.
Cette méthode est facilement réalisable expérimentalement mais elle a un inconvénient
important : pour obtenir un moment angulaire orbital ch¯ donné, elle nécessite l’utilisation
d’un mode de Hermite-Gauss particulier.
Par diffraction
On peut enﬁn générer des vortex optiques par diﬀraction. Cette méthode est illustrée
sur la ﬁgure 3.4. Le principe est d’envoyer un faisceau gaussien classique sur un réseau de
diﬀraction contenant une dislocation 1. Cette dislocation est caractérisée par l’apparition
d’une ou plusieurs franges dans le réseau. Ainsi, lorsque le faisceau incident est envoyé sur
cette dislocation, des faisceaux vortex sont obtenus dans les ordres de diﬀraction [156].
Le réseau de gauche de la ﬁgure 3.4 est appelé un réseau de diﬀraction du premier ordre.
En eﬀet, une et une seule frange sombre apparaît ex nihilo au niveau de la dislocation.
1. On parle aussi de réseau “fourchette”.
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Figure 3.3 – (a) Transformation de la polarisation d’un faisceau grâce aux lames quart d’onde et
aux lames demi-onde. (b) Production de modes de Laguerre-Gauss à partir de modes de Hermite-
Gauss par l’action d’une paire de lentilles cylindriques. L’image est extraite de [137].
La ﬁgure de diﬀraction obtenue sera composée d’un vortex de charge topologique c = 1
au niveau du premier ordre de diﬀraction, d’un vortex de charge topologique c = 2 au
deuxième ordre de diﬀraction... De l’autre côté de l’ordre 0 de diﬀraction, on obtient des
vortex de charges topologiques négatives c = −1, c = −2... Le réseau présenté à droite
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de la ﬁgure 3.4 est quant à lui un réseau de diﬀraction du deuxième ordre : deux franges
sombres apparaissent ex nihilo à partir de la dislocation. Les charges topologiques des
vortex obtenus par diﬀraction sont donc multipliées par 2. Le premier ordre de diﬀraction
est un vortex de charge topologique c = 2, le deuxième ordre est un vortex de charge
topologique c = 4...
Figure 3.4 – Génération d’un vortex optique par diffraction sur un réseau contenant une “dislo-
cation”.
Dans notre montage expérimental, nous utilisons cette méthode pour générer nos vor-
tex optiques. Notre réseau a été obtenu en imprimant sur une plaque de verre un masque
contenant un réseau avec une dislocation. La ﬁgure 3.5 présente une photographie de la
diﬀraction de notre faisceau laser sur un réseau contenant une dislocation de premier ordre.
Le point le plus brillant au centre est l’ordre de diﬀraction 0. Il s’agit d’un faisceau gaussien
classique. Tous les autres ordres de diﬀraction sont des faisceaux vortex. Les charges topo-
logiques des premiers ordres sont indiquées sur l’image. Comme dans le cas de la diﬀraction
sur un réseau ne contenant pas de dislocation, l’intensité des ordres de diﬀraction suit une
loi en “sinus cardinal”.
Figure 3.5 – Génération expérimentale de vortex optiques par diffraction.
La ﬁgure 3.6 présente les faisceaux vortex de charges topologiques 1, 2 et 3 obtenus
expérimentalement ainsi que les ﬁgures d’interférence de chacun de ces faisceaux avec
une onde plane (non-colinéaire). On constate sur les ﬁgures d’interférence la présence de
“dislocations” (carrés blancs). Pour le vortex de charge topologique c = 1, on remarque
l’apparition d’une dislocation au centre du faisceau. Pour les vortex de charge topologique
c = 2 et c = 3, on observe l’apparition de 2 et 3 dislocations.
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Figure 3.6 – Vortex de charges topologiques c = 1, c = 2 et c = 3 générés expérimentalement :
allures de l’intensité et figures d’interférence avec une onde plane non-colinéaire. Les carrés blancs
indiquent la présence d’une dislocation dans la figure d’interférence.
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3.1.4 Quelques applications
Les faisceaux vortex peuvent être utilisés en tant que pinces optiques (“optical twee-
zer”) pour piéger et manipuler des particules [157]. Le principe de ces pinces optiques est
d’attirer les particules grâce au fort gradient d’intensité présent au point de focalisation
du faisceau laser. Si le faisceau est focalisé à un endroit proche de la particule, celle-ci est
attirée sur l’axe optique du faisceau. On peut alors déplacer la particule en déplaçant le
faisceau. Ce principe est utilisé avec des faisceaux gaussiens classiques et permet de ma-
nipuler des particules dont la taille est comprise entre quelques dizaines de nanomètres et
quelques centaines de micromètres. Les faisceaux vortex, ayant une allure d’intensité en an-
neau avec un point sombre au centre, peuvent présenter un intérêt particulier par rapport
aux faisceaux classiques pour certaines particules qui sont endommagées si l’intensité du
faisceau est trop forte. De plus, les particules une fois piégées par une pince optique réali-
sée avec un faisceau vortex peuvent subir un couple mécanique grâce au moment angulaire
orbital du faisceau. En plus de permettre de déplacer des particules, la pince optique peut
aussi contrôler leur orientation.
Les vortex optiques sont aussi très prometteurs pour des applications en transmission
de l’information grâce à leurs propriétés quantiques. En eﬀet, le moment angulaire orbital
représente un nouveau degré de liberté de la lumière. Contrairement au moment angulaire
de spin associé à la polarisation des photons, le moment angulaire orbital, comme expliqué
précédemment, est une propriété illustrant la distribution spatiale de l’intensité et de la
phase du champ électromagnétique. Grâce à ce nouveau degré de liberté, des espaces de Hil-
bert à très haute dimension peuvent être réalisés [158]. Ainsi, une quantité d’informations
beaucoup plus grande pourrait être transmise avec une même quantité de photons.
Enﬁn, on peut encore citer d’autres applications possibles des faisceaux vortex, par
exemple la possibilité de générer des photons intriqués via leur moment angulaire orbital
[159], une meilleur compréhension des phénomènes célestes en astrophysique [160]...
3.1.5 Comportements des vortex en milieu photoréfractif
La découverte de méthodes simples de génération de vortex optiques a rapidement posé
la question de leurs comportements dans les matériaux nonlinéaires. En 1995, le groupe
de Duree et al. réalise la première observation expérimentale de “solitons vortex” dans un
cristal photoréfractif (SBN) soumis à un champ électrique extérieur : la largeur du coeur
sombre du vortex reste constante au cours de la propagation [161]. Peu après, la même
observation est réalisée par Chen et al. grâce à l’eﬀet photovoltaïque dans un cristal de
Niobate de Lithium (LiNbO3 : Fe) [162,163].
Le groupe de Saﬀman et al. a étudié l’inﬂuence de l’anisotropie des cristaux photoréfrac-
tifs sur la propagation des faisceaux vortex. Ce groupe a montré expérimentalement qu’un
vortex de charge topologique c = 1 a tendance à se déformer pendant sa propagation [164].
Les images (a) et (b) de la ﬁgure 3.7 montrent l’allure du vortex après propagation dans le
cristal photoréfractif pour diﬀérentes valeurs de la nonlinéarité. La nonlinéarité est contrô-
lée par l’application d’un champ électrique extérieur. Sans champ électrique (Fig. 3.7-a), le
vortex n’est pas déformé. Sous l’eﬀet d’un champ électrique (Fig. 3.7-b), le vortex est dé-
formé au cours de sa propagation. La géométrie initialement circulaire du faisceau devient
elliptique. Cette déformation peut cependant n’être que transitoire si l’intensité incidente
du faisceau est grande comparée à l’intensité de saturation du matériau. Le vortex peut
alors retrouver sa forme circulaire après un certain temps [48]. Si la charge topologique du
vortex est supérieure à 1 (c > 1), le faisceau se disloque en c vortex de charge topologique
1 [165]. L’image (c) de la ﬁgure 3.7 présente l’allure d’un vortex de charge topologique c = 5
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après propagation dans le cristal photoréfractif soumis à un champ électrique extérieur. On
peut remarquer la présence de 5 zones sombres séparées les unes des autres. L’image (d)
présente la ﬁgure d’interférence d’une onde plane avec le faisceau de l’image (c), on voit
bien qu’il existe 5 dislocations de phase. Autrement dit, le vortex incident de charge to-
pologique 5 s’est séparé en 5 vortex de charge topologique 1. Au-delà de la propagation
simple, les mêmes auteurs ont étudié le comportement de faisceaux vortex co-propageants.
Ils ont montré que lorsque deux vortex incohérents et de charges topologiques opposées
se propagent en même temps et dans la même direction dans le cristal photoréfractif, la
déformation causée par l’anisotropie est considérablement atténuée [166].
Figure 3.7 – Allure d’un vortex de charge topologique c = 1 après propagation dans un milieu
photoréfractif sans champ électrique extérieur appliqué (a) et avec un champ électrique extérieur
de 400V (b) [164]. (c) Allure d’un vortex de charge topologique c = 5 après propagation dans un
milieu photoréfractif sous l’effet d’un champ électrique de 820V [165]. (d) Figure d’interférence
associée au faisceau de l’image (c) [165].
Tous les résultats précédents ont été obtenus en utilisant des faisceaux vortex incidents
de polarisation extraordinaire. L’inﬂuence d’une modiﬁcation de la polarisation du faisceau
vortex a été étudiée par Passier et al. Les auteurs montrent que, dans le cas d’un faisceau
vortex de polarisation ordinaire, la déformation induite par l’anisotropie du cristal pho-
toréfractif dépend du signe de sa charge topologique [167]. Une modélisation complète de
la propagation du faisceau vortex doit donc considérer la nature tensorielle du coeﬃcient
électro-optique. De plus, ce même groupe a aussi montré qu’il est possible d’obtenir un
guide d’onde photo-induit, autrement dit un soliton vortex, grâce à un faisceau vortex de
polarisation ordinaire [168]. Enﬁn, ils ont proposé de coupler cette propriété d’auto-guidage
des faisceaux vortex et le phénomène de dislocation des faisceaux vortex de charge topo-
logique supérieure (c > 1) pour réaliser des “jonctions 1 vers c”, c’est-à-dire des éléments
optiques de transmission à une entrée et c sorties [169].
Le cas des vortex contra-propageants en milieu photoréfractif a été étudié numérique-
ment par Belic et al. Leur modèle a tout d’abord montré que deux vortex de charges
topologiques opposées c = 1 et c = −1 se propageant en sens inverse dans un milieu
photoréfractif sont instables. Ils se disloquent en plusieurs ﬁlaments [170]. La symétrie cir-
culaire est perdue, on parle d’instabilité azimutale. Le même phénomène de dislocations en
plusieurs ﬁlaments est observé si les deux faisceaux ont la même charge topologique [171]
ou s’ils sont incohérents [172]. Ce phénomène est aussi lié à l’anisotropie du milieu car
les auteurs montrent que la longueur à partir de laquelle les vortex se ﬁlamentent dépend
beaucoup de la prise en compte ou non dans le modèle de l’anisotropie du matériau. Enﬁn,
les auteurs ont observé dans tous ces diﬀérents cas que les faisceaux issus de cette instabi-
lité azimutale tournent autour de l’axe de propagation du faisceau vortex initial, signe de
l’inﬂuence du moment angulaire orbital des faisceaux incidents.
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3.2 Résultats expérimentaux
L’état de l’art rappelé précédemment concerne des milieux optiques non étendus avec
des faisceaux pompes à faible rayon. Ces travaux ont étudié essentiellement la modiﬁcation
des paramètres d’un vortex voire son auto-focalisation lors de la propagation dans un milieu
photoréfractif. Nous étudions ici pour la première fois l’inﬂuence d’un milieu spatialement
étendu sur la propagation d’un vortex. Nous présentons nos observations expérimentales
lorsque nous remplaçons un faisceau gaussien par un faisceau vortex en entrée de notre
système photoréfractif à simple rétroaction optique sujet à formation de patterns. Nous
montrons d’abord que le processus d’instabilité de modulation se produit, et pour les mêmes
valeurs de l’intensité crête incidente que dans le cas gaussien. De plus, le moment angulaire
orbital des faisceaux incidents entraîne une rotation du pattern ﬁnal en champ proche.
Nous étudions l’inﬂuence de l’intensité et de la charge topologique du vortex incident sur sa
vitesse de rotation. Enﬁn, des mesures interférentielles montrent l’existence de singularités
de phase dans les faisceaux satellites en champ lointain.
3.2.1 Schéma modifié du montage
La ﬁgure 3.8 représente le schéma de principe du montage légèrement modiﬁé par
rapport à celui de la ﬁgure 2.1. Ici, le faisceau laser diﬀracte sur un réseau contenant une
dislocation. Pour obtenir un faisceau vortex de charge topologique c = 1, nous utilisons
un réseau dit de premier ordre (voir Fig. 3.4) et prélevons le premier ordre de diﬀraction.
Avec ce même réseau, on obtient un vortex de charge topologique c = −1 si on sélectionne
l’ordre −1 de diﬀraction. Pour obtenir des vortex de charges topologiques supérieurs, nous
utilisons des réseaux de diﬀraction d’ordre supérieur (voir Fig. 3.4 où est représenté un
réseau de diﬀraction du deuxième ordre).
Figure 3.8 – Schéma de principe du montage dans le cas de l’utilisation d’un faisceau vortex en
entrée du système.
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3.2.2 Pattern obtenu avec un vortex de charge topologique c = 1
La ﬁgure 3.9 présente l’allure du faisceau retour B observé en champ proche (a) et en
champ lointain (b). La charge topologique du vortex incident vaut c = 1 et son intensité
vaut I = 20Wcm−2. Pour améliorer la visualisation des faisceaux satellites en champ
lointain, nous avons ﬁltré le spot central. On remarque tout d’abord que le pattern en
champ proche a une structure hexagonale, comme dans le cas gaussien. Ici, nous imageons
un plan à l’intérieur du cristal. Dans ce plan, le pattern est composé d’hexagones positifs.
Les pics d’intensité sont organisés en hexagones. Concernant le champ lointain, les faisceaux
satellites sont plus complexes que ceux observés dans le cas gaussien mais ils possèdent tout
de même 6 directions privilégiées. De plus, comme l’indique la ﬂèche blanche sur l’image (a),
on observe une rotation du pattern en champ proche, ici dans le sens trigonométrique. La
structure auto-organisée tourne autour de la singularité de phase, autour du point central
sombre. Cette dynamique est spéciﬁque au cas vortex : le pattern est statique si le faisceau
incident est gaussien. De plus, si on remplace le faisceau vortex incident par un vortex de
charge topologique opposée c = −1, on observe un pattern ayant la même géométrie mais
une dynamique inversée. Le pattern tourne dans le sens horaire. On peut donc conclure de
ces observations que le moment angulaire orbital du faisceau vortex incident entraîne une
rotation du pattern ﬁnal.
Figure 3.9 – Allure du faisceau retour B en champ proche (a) et en champ lointain (b) pour une
intensité incidente I = 20Wcm−2. Le spot central du pattern en champ lointain a été filtré.
Cette rotation du pattern en champ proche a une conséquence intéressante si on ﬁltre
certains vecteurs d’onde transverses. C’est l’expérience dite de forcing. On ajoute dans la
boucle de rétroaction un ﬁltre qui laisse passer certains vecteurs d’onde mais qui en interdit
d’autres. La ﬁgure 3.10 présente nos observations. L’image (a) est le pattern en champ
proche obtenu en l’absence de ﬁltre. Par rapport au pattern présenté sur la ﬁgure 3.9, le
plan de l’imagerie est ici situé au niveau de la face d’entrée du cristal. Ainsi nous observons
ici des hexagones “négatifs” (structure de type nids d’abeille). La ﬂèche blanche indique
la rotation. L’image (b) présente l’allure du pattern lorsqu’on intercale dans la boucle de
rétroaction un ﬁltre horizontal (représenté en médaillon). Ce ﬁltre ne laisse passer que
les vecteurs d’onde horizontaux du plan de Fourier. Le pattern obtenu est alors composé
exclusivement de raies verticales. Cependant les raies ont une dynamique représentée par
les ﬂèches. Les raies situées dans la partie basse du pattern dérivent vers la droite tandis
que celles situées dans la partie haute dérivent vers la gauche. Cette diﬀérence de sens de
dérive est issue de la dynamique de rotation du pattern (a). On peut aussi tourner le ﬁltre
pour ne laisser passer que les vecteurs d’onde verticaux du plan de Fourier. On obtient le
74 CHAPITRE 3. INFLUENCE D’UN FAISCEAU “VORTEX” EN ENTRÉE
pattern représenté par l’image (c). Il est alors composé exclusivement de raies horizontales.
Les raies de la partie gauche du pattern dérivent vers le bas tandis que les raies de la partie
droite dérivent vers le haut. Ici encore, ces sens de dérive illustrent le sens de rotation du
pattern sans ﬁltre (a).
Figure 3.10 – Etude de l’effet d’un “forcing” sur le pattern en champ proche. Un filtre placé dans
la boucle de rétroaction interdit l’apparition de certains vecteurs d’onde. (a) Pattern sans “forcing”.
(b) Pattern avec “forcing” horizontal. (c) Pattern avec “forcing” vertical.
L’observation de ces patterns en rotation peut être mise en relation avec les dynamiques
de dérive observées dans les systèmes à simple rétroaction optique quand un faisceau gaus-
sien classique est utilisé en entrée et quand le miroir est désaligné [69]. En eﬀet, quand
le miroir est désaligné, le faisceau ne subit plus un déphasage homogène au cours de la
rétroaction. Le désalignement du miroir ajoute un gradient de phase au faisceau retour.
Une moitié du faisceau subira un plus grand déphasage tandis que l’autre moitié subira un
déphasage plus faible. Les résultats de la littérature (détaillés dans le chapitre 1) montrent
que l’ajout d’un tel gradient de phase induit une dérive du pattern ﬁnal dans la direction
du gradient. Dans notre expérience, nous n’imposons pas de gradient de phase dans la
boucle de rétroaction mais nous envoyons un faisceau incident possédant un front d’onde
hélicoïdal. Dans un plan transverse, la phase varie linéairement de 0 à 2πc quand l’angle
azimutal décrit l’intervalle [0; 2π]. On constate alors que cette circulation de phase entraîne
une rotation du pattern ﬁnal. Ces deux observations dans des systèmes diﬀérents montrent
que la dynamique des patterns est directement inﬂuencée par les variations de phase des
faisceaux en interaction.
3.2.3 Patterns obtenus avec des vortex de charges topologiques supé-
rieures c > 1
La ﬁgure 3.11 présente les patterns obtenus avec des vortex incidents de charges to-
pologiques c = 1, c = 2 et c = 3 et une intensité incidente I = 20Wcm−2. Les images
correspondent à l’allure du faisceau retour B en champ proche (1re ligne) et en champ
lointain (2me ligne). Les images (a) et (d) sont les mêmes que celles de la ﬁgure 3.9. En
observant les allures en champ proche pour c = 2 (b) et c = 3 (c), on remarque que la
géométrie du pattern est aussi hexagonale, les pics intenses sont toujours organisés en hexa-
gones. On peut aussi remarquer que certaines zones sont peu modulées, comme la zone en
bas à gauche du pattern (b) ou la zone en haut du pattern (c). Cela est dû au caractère
“imparfait” des vortex incidents : certaines zones sont moins intenses que d’autres et su-
bissent donc le phénomène d’instabilité de modulation de manière moins prononcée. Si on
étudie maintenant l’allure des faisceaux en champ lointain, on remarque que l’on distingue
toujours 6 directions privilégiées pour les faisceaux satellites, représentant l’organisation
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hexagonale en champ proche. Cependant, ces faisceaux semblent se “complexiﬁer” quand
on augmente c.
Figure 3.11 – Patterns expérimentaux obtenus avec des vortex incidents de charges topologiques
c = 1, c = 2 et c = 3 et d’intensité I = 20Wcm−2. (a-b-c) Champs proches. (d-e-f) Champs
lointains. Les spots centraux des faisceaux en champ lointain ont été filtrés.
Les images décrites précédemment concernent une même intensité incidente I = 20Wcm−2.
Pour cette valeur de l’intensité, le pattern est bien formé, le seuil d’instabilité de modula-
tion est largement dépassé. Nous avons cependant étudié la valeur du seuil d’apparition des
faisceaux satellites pour diﬀérents faisceaux incidents pour répondre à la question suivante :
le seuil de formation du pattern dépend-il de la charge topologique du faisceau incident ?
La ﬁgure 3.12 représentent nos résultats. Nous y avons tracé l’évolution du rapport de la
puissance de la “couronne” du faisceau retour B (puissance totale moins la puissance du
spot central) sur la puissance totale du faisceau en fonction de l’intensité incidente. En eﬀet,
le seuil d’instabilité de modulation est caractérisé par l’émergence des faisceaux satellites
en champ lointain. Un augmentation rapide de ce ratio représente donc le passage du seuil.
L’intensité incidente présente en abscisse du graphique correspond à l’intensité maximale
(intensité “crête”) du faisceau. Pour un faisceau gaussien classique (c = 0), l’intensité crête
est la valeur d’intensité au centre (r = 0). Par contre, pour les faisceaux vortex (c > 0),
l’intensité crête correspond à la valeur maximale de l’intensité de l’anneau. Quatre séries
de points sont représentées sur la ﬁgure :
– les carrés représentent les résultats dans le cas d’un faisceau gaussien incident de
largeur 110µm,
– les triangles dans le cas d’un faisceau gaussien de largeur 160µm,
– les losanges dans le cas d’un faisceau vortex de charge topologique c = 1 et de largeur
170µm,
– et les croix dans le cas d’un faisceau vortex de charge topologique c = 2 et de largeur
280µm.
En observant le graphique, on constate tout d’abord que les ratios ne pas nuls quand
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l’intensité incidente est faible (Iin ≃ 1Wcm−2). Des vecteurs d’onde existent dans la “cou-
ronne” du faisceau mais ne sont pas ampliﬁés. Ensuite, on remarque quel que soit le faisceau
incident (quelles que soient la charge topologique et la largeur du faisceau), le rapport croît
pour une valeur de l’intensité maximale comprise entre 5Wcm−2 et 10Wcm−2. Une déter-
mination plus précise des seuils (à 1Wcm−2 près par exemple) est impossible ici à cause
de l’incertitude de mesure de l’intensité crête des faisceaux incidents. Cette incertitude,
représentée par les barres d’erreur horizontales sur la ﬁgure 3.12, est elle-même causée par
l’incertitude de mesure de la taille des faisceaux. Cependant, malgré ces incertitudes, les
valeurs des intensités de seuil sont du même ordre de grandeur quel que soit le faisceau
incident. On peut donc en conclure que le seuil d’instabilité de modulation ne dépend pas
de la taille ou de la charge topologique du faisceau incident, mais de son intensité. Le seuil
correspond à une intensité du faisceau incident d’environ 10Wcm−2.
Figure 3.12 – Mesures des seuils d’apparition de l’instabilité de modulation. Les points repré-
sentent le rapport de la puissance de la “couronne” sur la puissance totale du faisceau retour en
fonction de l’intensité du faisceau incident. Les mesures ont été réalisées pour deux faisceaux gaus-
siens de tailles différentes (110µm et 160µm), un vortex de charge topologique c = 1 de taille
170µm et un vortex de charge topologique c = 2 de taille 280µm. Les valeurs des intensités crêtes
en abscisse sont représentées sur une échelle logarithmique.
3.2.4 Influence de l’intensité et de la charge topologique du vortex inci-
dent sur la dynamique du pattern
Quelle que soit la charge topologique du faisceau incident, on constate une rotation du
pattern en champ proche, représentée par les ﬂèches blanches sur la ﬁgure 3.11. La ﬁgure
3.13 présente plusieurs images consécutives du faisceau retour pour des vortex incidents
3.2. RÉSULTATS EXPÉRIMENTAUX 77
de charge topologique c = 1 (a-d) et c = −3 (e-h). Comme l’indique l’axe des abscisses,
un temps de 0.6 seconde s’est écoulé entre deux images. La rotation étant assez lente
(relativement à ce temps d’échantillonage de 0.6s), on peut suivre le mouvement d’un pic
lumineux au cours du temps. Pour chacun des deux cas, nous avons repéré un pic par un
carré rouge et mesuré la distance qu’il a parcouru pendant un intervalle de temps donné.
On peut constater que les deux pics se déplacent dans des directions opposées. Pour c = 1,
le pic s’est déplacé vers le bas, le pattern tourne dans le sens anti-horaire. Pour c = −3,
le pic s’est déplacé vers le haut, le pattern tourne dans le sens horaire. Ceci s’explique par
la diﬀérence de signe entre les charges topologiques. Deux moments angulaires orbitaux de
signes opposés induisent des rotations en sens opposés. De plus, comme nous connaissons
la taille des deux faisceaux (290µm pour le vortex c = 1 et 340µm pour c = −3, indiqués
par les doubles ﬂèches rouges), nous pouvons évaluer la distance parcourue par les deux
pics et la vitesse angulaire. Pour c = 1, le pic a parcouru 30µm en 1.8 secondes, le pattern
tourne à une vitesse angulaire v ≃ 0.15rad/s. Pour c = −3, le pic a parcouru 50µm en
1.8 secondes, le pattern tourne à une vitesse v ≃ 0.17rad/s. Une rotation complète du
pattern dure respectivement 43 et 36 secondes pour chacun des cas. La valeur de la vitesse
linéaire est donc de quelques dizaines de micromètres par seconde, correspondant au temps
de réponse relativement lent de notre cristal photoréfractif (de l’ordre de la seconde).
Figure 3.13 – Rotation des patterns en champ proche. (a-d) Vortex incident de charge topologique
c = 1. (e-h) Vortex incident de charge topologique c = −3. Les faisceaux incidents ont une intensité
I = 20Wcm−2.
Nous avons mesuré de cette façon la vitesse de rotation du pattern pour plusieurs
charges topologiques et pour diﬀérentes intensités incidentes. Ces mesures, réalisées pour
une intensité incidente variant de 10 à 30Wcm−2 et pour les charges topologiques c = 1,
c = 2 et c = 3, sont représentées sur la ﬁgure 3.14. Pour c = 1, la vitesse de rota-
tion augmente de 0.10rad/s pour I = 10Wcm−2 à 0.17rad/s pour I = 30Wcm−2. Pour
c = 2, la vitesse de rotation augmente de 0.12rad/s pour I = 10Wcm−2 à 0.20rad/s pour
I = 30Wcm−2. Enﬁn, Pour c = 3, elle augmente de 0.12rad/s pour I = 10Wcm−2 à
0.21rad/s pour I = 30Wcm−2. On constate donc que, quelle que soit la charge topolo-
gique, la vitesse de rotation augmente avec l’intensité. Ce résultat est conforme aux résultats
connus à propos de l’eﬀet photoréfractif : une augmentation de l’intensité des faisceaux en
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interaction accélère la dynamique des phénomènes photoréfractifs. De plus, cette augmen-
tation de la vitesse angulaire n’est pas linéaire, les points décrivent une courbe concave, il
y a une saturation progressive de la vitesse de rotation (à partir de I = 25Wcm−2 envi-
ron). Ce résultat pourrait être expliqué par l’existence d’une saturation de la nonlinéarité
photoréfractive [40].
Figure 3.14 – Vitesses de rotation des patterns en fonction de l’intensité et de la charge topologique
du faisceau vortex incident.
Concernant l’inﬂuence de la charge topologique sur la vitesse angulaire de rotation,
nos mesures montrent que la vitesse de rotation pour un vortex de charge topologique
c = 2 est légèrement plus élevée que pour un vortex c = 1. Pour une intensité incidente I =
20Wcm−2, elle vaut 0.15rad/s pour c = 1 et 0.17rad/s pour c = 2. Pour un vortex incident
de charge topologique c = 3, la vitesse de rotation est quasiment la même que pour un
vortex c = 2. On peut donc conclure que l’augmentation de la charge topologique (et donc
de l’amplitude de la circulation de phase) du vortex incident entraîne une augmentation de
la vitesse de rotation du pattern en champ proche. Cependant, cette augmentation n’est
pas linéaire.
3.2.5 Présence de singularités de phase dans les faisceaux satellites
Après avoir étudié en détail l’allure des patterns en champ proche, nous nous intéres-
sons maintenant à leurs allures en champ lointain. Nous avons vu précédemment que les
faisceaux satellites du faisceau retour observé en champ lointain lorsque le faisceau inci-
dent est un faisceau vortex sont plus complexes que dans le cas gaussien (Fig. 3.11). Ils
contiennent des zones sombres. La ﬁgure 3.15 présente des mesures interférentielles entre
ces faisceaux retour en champ lointain et une onde plane. L’image (a) a été prise dans le
cas d’un faisceau vortex incident de charge topologique c = 1, l’image (b) avec un vortex
c = 2 et l’image (c) avec un vortex c = 3. Dans les trois cas, l’intensité incidente a été
ﬁxée à I = 20Wcm−2. Les spots centraux ont été ﬁltrés pour la mesure. Nous avons donc
ajouté des disques bleus sur les images pour indiquer qu’aucune conclusion ne doit être tirée
de l’observation des franges d’interférence au centre. En observant avec attention l’allure
des franges d’interférence au niveau des faisceaux satellites, on remarque la présence de
nombreuses singularités de phase. Les franges d’interférence y décrivent des “fourchettes”.
Nous avons entouré certaines de ces singularités par des cercles rouges et verts. En eﬀet,
ces apparitions de franges ex-nihilo peuvent être orientées de deux façons : soit la frange
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apparaît pour un angle azimutal θ croissant (sens anti-horaire), soit elle apparaît pour un
angle θ décroissant (sens horaire). Les cercles rouges et verts soulignent donc la présence
de vortex de charges topologiques c = 1 et c = −1. Ceci est la première conclusion : lorsque
le faisceau incident est un vortex de charge topologique c = 1, le phénomène d’instabilité
de modulation se caractérise par l’apparition de faisceaux satellites aux comportements
en phase complexes. Ils contiennent des singularités de phase d’ordre 1 et des singularité
d’ordre −1.
Figure 3.15 – Figures d’interférence entre les patterns en champ lointain et une onde plane. Les
vortexs incidents sont de charge topologique c = 1 (a), c = 2 (b) et c = 3 (c). Les spots centraux
des faisceaux pattern ont été filtrés. Les cercles verts et rouges soulignent la présence de singularités
de phase d’ordre c = 1 ou c = −1 dans les faisceaux satellites.
L’envoi d’un faisceau vortex de charge topologique c = 2 (image b) ou c = 3 (image c) a
des conséquences semblables. Les faisceaux satellites contiennent eux aussi des singularités
de phase (cercles verts et rouges). Cependant, on n’observe jamais de dislocation d’ordre
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2 ou 3. On ne constate jamais l’apparition de 2 ou 3 dislocations exactement au même
endroit. Toutes les singularités de phase observées sont d’ordre 1 (ou −1). C’est la deuxième
conclusion de ces mesures d’interférence. Quelle que soit la charge topologique du faisceau
vortex incident, on n’observe que des singularités de phase d’ordre 1 dans les faisceaux
satellites. Cette observation peut se justiﬁer en rappelant une observation expérimentale
de Saﬀman et al. détaillée précédemment : un vortex de charge topologique c supérieure
à 1 se disloque en c vortex de charge topologique 1 au cours de sa propagation en milieu
photoréfractif [165].
Enﬁn, on peut se poser la question de la conservation de la charge topologique du
faisceau au cours du processus d’instabilité de modulation. En d’autres termes, combien de
singularités de phase mesure-t’on dans les faisceaux satellites en champ lointain ? Observe-
t’on exactement le même nombre de singularités de phase d’ordre 1 et d’ordre −1 ? Ces
nombres sont-ils diﬀérents ? Dépendent-ils de la charge topologique du faisceau vortex
incident ? Malheureusement, il nous est diﬃcile de répondre à ces questions à cause de la
diﬃculté de compter le nombre exact de singularités de phase existant dans les faisceaux
satellites. Sur les images de la ﬁgure 3.15, nous avons entouré par des cercles verts et rouges
quelques singularités mais il est impossible de les répertorier toutes. On ne peut donc pas
conclure quant à la conservation de la charge topologique.
3.3 Résultats de simulation
Nous présentons dans ce paragraphe nos résultats de simulation lorsque nous rempla-
çons le faisceau gaussien par un faisceau vortex en entrée du système. Comme dans le cas
expérimental, le phénomène d’instabilité de modulation est bien observé et le pattern en
champ proche tourne autour de sa singularité de phase. L’inﬂuence d’une augmentation de
la charge topologique du faisceau vortex incident est étudiée.
3.3.1 Pattern obtenu avec un vortex de charge topologique c = 1
Notre modèle numérique résout les équations présentées dans le chapitre 2. Le waist
w0 du faisceau vortex incident est ﬁxé à w0 = 200µm (comme pour le cas gaussien) ce
qui correspond à une largeur de faisceau d’environ 370µm selon la déﬁnition de la largeur
“10-90” 2. Nous avons modélisé un cristal de dimensions transverses (dimensions x et y)
6w0 ∗ 6w0, c’est-à-dire 1.2mm ∗ 1.2mm et de dimension longitudinale (z) Lc = 8mm. Nous
utilisons un maillage 100 ∗ 100 ∗ 300. L’indice eﬃcace de réfraction du matériau est ﬁxé à
n0 = 2.4. Le champ électrique du faisceau vortex incident vaut :
Fvortex(r, θ, z = 0, t) =
(
r
ω0
)c
exp
[
− r
2
ω20
]
eicθ (3.5)
La ﬁgure 3.16 présente l’allure du pattern obtenu par simulation dans le cas d’un
faisceau vortex incident de charge topologique c = 1 en entrée du système. La première
ligne (a-b-c) présente l’allure du faisceau retour B à l’instant initial. En champ proche,
l’intensité (a) a une allure en anneau et sa phase (c) varie linéairement de 0 à 2π quand
l’angle azimutal θ décrit un tour complet. Le faisceau possède une circulation de phase
d’une valeur de 2π autour du point central, la singularité de phase. En champ lointain (b),
le faisceau est aussi un anneau. Ici le point sombre au centre n’est pas visible car nous
avons saturé les images en champ lointain aﬁn de mieux détecter la présence de faisceaux
2. Voir annexe A.
3.3. RÉSULTATS DE SIMULATION 81
satellites. La deuxième ligne (d-e-f) représente l’allure du pattern à l’instant t = 186τ . Si
la constante de couplage nonlinéaire Γ excède un certain seuil, après un certaine période
transitoire, le système bifurque vers une solution modulée. Ici, le coeﬃcient Γ correspond
à ΓLc = 3.8. On voit ici que le faisceau en champ proche est modulé en intensité (d) et
en phase (f), comme dans le cas expérimental. On constate cependant que la géométrie du
pattern est de forme dodécagonale. 12 faisceaux satellites sont apparus en champ lointain
sur le premier cercle d’instabilités (e). Expérimentalement, nous n’en avons que 6 (Fig.
3.9-b). De plus, on peut aussi constater la présence de 12 autres faisceaux satellites -dits
d’ordre secondaire- d’intensités largement plus faibles aux frontières de l’image (e). Comme
dans le cas expérimental, un faisceau vortex en entrée de notre modèle numérique à la place
d’un faisceau gaussien subit le phénomène d’instabilité de modulation. Son allure transverse
d’intensité est modulée. On note tout de même une diﬀérence entre les géométries obtenues
expérimentalement et par simulation numérique.
Figure 3.16 – Pattern obtenu par simulation avec un faisceau vortex de charge topologique c = 1 en
entrée du système. La flèche blanche illustre la rotation du champ proche autour de la singularité
de phase. Les images de l’intensité en champ lointain sont saturées afin de mieux discerner les
faisceaux satellites. Le coefficient nonlinéaire vaut ΓLc = 3.8.
Le pattern présenté sur la ﬁgure 3.16 présente une autre similitude d’avec le cas expé-
rimental : la rotation en champ proche. Elle est ici représentée par la ﬂèche blanche sur la
ﬁgure (d). Le pattern tourne autour de sa singularité de phase. Pour souligner l’importance
du moment angulaire orbital du faisceau incident sur l’apparition de cette dynamique, nous
avons testé notre modèle numérique avec un faisceau d’entrée ayant une allure d’intensité
en anneau identique à l’image (a) mais ne possédant pas la circulation de phase illustrée
par l’image (c). Le faisceau vortex de charge topologique c = 1 est remplacé par un faisceau
ayant la même allure d’intensité mais ne possédant pas de propriété de phase particulière.
Avec un tel faisceau, on observe la formation d’un pattern mais celui-ci est statique. Il
ne tourne pas. On en conclut donc que la rotation du pattern en champ proche est bien
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causée par le moment angulaire orbital du faisceau incident. De plus, dans le cas d’un
vortex incident de charge topologique opposée (c = −1 au lieu de c = 1), on constate que
le sens de rotation du pattern ﬁnal change. Il ne tourne plus dans le sens anti-horaire mais
dans le sens horaire. Cette observation conﬁrme la précédente conclusion que la rotation
du pattern (donc la brisure de symétrie temporelle de l’expérience) est bien causée par les
propriétés de phase du faisceau vortex incident.
Cette rotation du pattern est illustrée sur la ﬁgure 3.17. Nous y avons tracé l’évolution
temporelle d’une coupe transverse du faisceau retour B en champ proche dans les cas d’un
faisceau gaussien (a) et d’un faisceau vortex (b) incident. Autrement dit, nous considérons
une ligne des images en champ proche (a-d) de la ﬁgure 3.16 (passant par le centre du
faisceau) et traçons son évolution au cours du temps. L’axe horizontal représente le temps
normalisé par rapport à la constante de temps photoréfractive τ . Dans les deux cas, le
faisceau reste inchangé pendant une période transitoire. A partir d’un certain instant (situé
à environ t = 100τ pour le cas gaussien et à t = 150τ pour le cas vortex), l’instabilité de
modulation apparaît. Après cet instant, l’allure de la coupe transverse dans le cas gaussien
(a) est quasiment constante. Le pattern est dans un état statique. Par contre, dans le cas
vortex (b), la dynamique du pattern est illustrée par l’allure variable de la coupe transverse.
On peut identiﬁer une dynamique quasi-périodique des composants individuels du pattern.
La période de rotation est de l’ordre de plusieurs centaines de fois la constante de temps
photoréfractive τ . La rotation est donc lente par rapport à la vitesse de formation du réseau
d’indice, ce qui est cohérent avec nos résultats expérimentaux.
Figure 3.17 – Evolution de la coupe transverse du faisceau retour dans le cas gaussien (a) et dans
le cas vortex (b). La modulation du faisceau apparaît après un état transitoire. Le pattern final est
statique dans le cas gaussien et dynamique dans le cas vortex.
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3.3.2 Patterns obtenus avec des vortex de charges topologiques supé-
rieures c > 1
Comme pour le cas expérimental, nous étudions maintenant l’inﬂuence d’une augmen-
tation de la charge topologique du vortex incident. Sur la ﬁgure 3.18 sont représentées les
allures en champ proche (intensité et phase) et en champ lointain pour une même valeur
de la constante de couplage nonlinéaire ΓLc = 3.8 et pour des vortex incidents de charges
topologiques c = 2, c = 3 et c = 4. Dans le plan transverse, les phases des vortex varient
de 0 à 4π pour c = 2 (c), de 0 à 6π pour c = 3 (f) et 0 à 8π pour c = 4 (i). Comme on
le voit sur les allures en champ lointain (b-e-h), la géométrie du pattern change. De plus,
comme indiqué par les ﬂèches blanches (a-d-g), on observe toujours une rotation du champ
proche induite par les moments angulaires orbitaux des faisceaux incidents.
Figure 3.18 – Patterns obtenus par simulation avec des vortexs incidents de charges topologiques
supérieures à 1. ΓLc = 3.8.
Enﬁn, nous terminons notre analyse théorique en comparant le seuil (ΓLc)th d’appari-
tion des patterns (Fig. 3.19) pour diﬀérents faisceaux incidents : gaussien (blanc), faisceau
en anneau sans singularité de phase (noir) et faisceau vortex (gris). La ﬁgure est un histo-
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gramme dont la hauteur de chaque barre représente la valeur du seuil numérique (ΓLc)th.
Dans tous les cas, la même puissance incidente est envoyée en entrée. Dans le cas des fais-
ceaux en anneau sans moment angulaire orbital (barres noires), la valeur du seuil varie très
faiblement de 3.7 à 3.8. Pour un faisceau vortex incident (barres grises), le seuil diminue
de (ΓLc)th = 3.6 pour c = 1 à (ΓLc)th = 3.4 pour c = 4. Les mêmes valeurs de seuil sont
obtenues lorsque l’on considère des charges topologiques négatives. Cette ﬁgure montre
donc que le mécanisme de formation des patterns dépend du proﬁl de phase du faisceau
incident en plus du proﬁl d’intensité ou d’autres paramètres du système. Cependant, les
diﬀérences de valeurs de seuil restent limitées : l’écart relatif entre le seuil (ΓLc)th = 3.8
pour un faisceau incident gaussien (c = 0) et le seuil le plus faible (ΓLc)th = 3.4 obtenu
pour un faisceau vortex (c = 4) n’excède pas pas 10%. Ce résultat est semblable à celui
obtenu expérimentalement. Nous avons vu que, quel que soit le faisceau incident, les seuils
expérimentaux correspondent à une intensité incidente d’environ I = 10Wcm−2.
Figure 3.19 – Seuils d’apparition des patterns dans le modèle numérique en fonction de la charge
topologique du faisceau incident.
Dans le cas expérimental, nous avons montré que la vitesse de rotation du pattern
dépend de la charge topologique et de l’intensité du faisceau incident. Une telle analyse
de l’inﬂuence de l’intensité dans le cadre de notre modèle numérique est impossible car
la constante de temps photoréfractive τ est ﬁxée arbitrairement et surtout sa dépendance
à l’intensité n’est pas prise en compte. Cependant on constate d’une part que la période
de rotation est de l’ordre de 10 à 100 fois la constante de temps photoréfractive dans
les deux cas (expérimental et théorique). La dynamique du pattern est lente par rapport
à la dynamique de formation des réseaux d’indice par eﬀet photoréfractif. D’autre part,
tant numériquement qu’expérimentalement, nous constatons que la période de rotation
augmente mais nonlinéairement avec l’augmentation de la charge topologique c.
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3.4 Conclusion
En conclusion de ce chapitre, nous avons vu expérimentalement et théoriquement que le
processus d’instabilité de modulation a bien lieu dans notre système photoréfractif à simple
rétroaction lorsque le faisceau gaussien incident est remplacé par un faisceau “vortex”. Le
moment angulaire orbital d’un tel faisceau induit une rotation du pattern en champ proche.
Cette observation expérimentale est conﬁrmée par nos résultats numériques. Nous avons
de plus montré que la vitesse de rotation dépend de l’intensité et de la charge topologique
du faisceau incident selon une loi non-linéaire. Enﬁn, nous avons remarqué, grâce à des
mesures interférentielles, l’apparition de singularités de phase dans les faisceaux satellites
du pattern en champ lointain. Dans le chapitre suivant, nous étudions l’inﬂuence d’une
nonlocalité dans la rétroaction optique sur la géométrie et la dynamique de ces patterns
vortex.
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Chapitre 4
Contrôle du pattern vortex par une
rétroaction nonlocale
Après avoir présenté la possibilité de contrôler la dynamique du pattern en envoyant
un faisceau vortex en entrée du système, nous présentons dans ce chapitre l’influence d’un
faisceau vortex en entrée et d’une rétroaction nonlocale. La rétroaction nonlocale est imposée
par un désalignement du miroir. Dans le cas d’un faisceau gaussien classique en entrée
du système, la rétroaction nonlocale induit une dérive du pattern. Nous montrons ici que
pour un faible désalignement du miroir de rétroaction, la rotation induite par le faisceau
vortex incident et la dérive causée par le désalignement sont en compétition. Pour une
certaine valeur de la nonlocalité de la rétroaction, ces deux dynamiques se compensent ;
une zone statique est obtenue dans le pattern. Nous montrons aussi qu’un désalignement
plus important du miroir entraîne la formation d’un pattern complexe composé de plusieurs
vecteurs d’onde de grandeurs et orientations différentes en champ proche. Ces résultats,
obtenus expérimentalement et numériquement, ont donné lieu aux publications suivantes :
– V. Caullet, N. Marsal, D. Wolfersberger and M. Sciamanna, “Nonlocal effect on
vortex-induced pattern dynamics”. Opt. Lett. 38 :1823-1825 (2013).
– V. Caullet, N. Marsal, D. Wolfersberger and M. Sciamanna, “Nonlocal feedback with
input vortices”. EOS Annual Meeting, Aberdeen (Scotland, UK), 2012.
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4.1 Influence d’une rétroaction nonlocale avec un faisceau in-
cident gaussien
Nous avons vu, dans le premier chapitre, qu’une rétroaction nonlocale dans un système
à simple rétroaction optique peut entraîner une modiﬁcation de la géométrie et de la dy-
namique du pattern obtenu. La géométrie, initialement hexagonale, peut se transformer en
rouleaux, en carrés, en hexagones déformés [75–77]. Dans notre système expérimental pho-
toréfractif pompé avec un faisceau gaussien classique, nous observons de tels changements
de géométries lorsque nous désalignons le miroir. La ﬁgure 4.1 présente l’allure du faisceau
retour B en champ proche (1re ligne) et en champ lointain (2me ligne) lorsque le miroir
de rétroaction est placé à l’intérieur du cristal [7]. Quand le système est aligné, le pattern
a une géométrie hexagonale (A). Quand on introduit une nonlocalité de la rétroaction,
la géométrie du pattern change. On observe des rayures horizontales (B), des hexagones
déformés (C), des rayures verticales (D), des rectangles (E).
Figure 4.1 – Modification de la géométrie du pattern obtenu avec un faisceau gaussien incident et
un désalignement du miroir de rétroaction [7]. (A) Système aligné. (B-E) Désalignement croissant
du miroir.
De plus, nous avons aussi vu au premier chapitre qu’une nonlocalité de la rétroaction
entraîne une dérive du pattern [69–71]. Nous observons aussi cette dérive dans notre système
expérimental [7]. En fonction de la valeur du désalignement du miroir, la vitesse de phase
de cette dérive peut être positive ou négative. Autrement dit, le pattern peut dériver
dans le sens du désalignement ou dans le sens inverse. Enﬁn, des états dynamiques plus
complexes peuvent être obtenus : un pattern en régime chaotique composé d’un continuum
de fréquences spatiales [99] ou une ampliﬁcation sélective de certains vecteurs d’ondes,
entretenue par le bruit [7]. La ﬁgure 4.2 présente l’allure du faisceau retour B dans ce
dernier cas. Il s’agit d’une “structure entretenue par le bruit” obtenue en régime convectif.
En champ proche (a), cette “structure” consiste en une série de pics localisés et intenses
concentrés dans la direction du ﬂux (de la dérive). Cette structure n’occupe donc pas toute
la région pompée optiquement. En champ lointain (b), ce régime est caractérisé par la
présence de spots bruités sur un cercle d’instabilités.
Comme nous avons vu dans le chapitre 3 que l’utilisation d’un faisceau vortex en entrée
du système à la place d’un faisceau gaussien classique entraîne une rotation du pattern, nous
proposons dans ce présent chapitre d’étudier l’inﬂuence conjointe de ces deux facteurs. Nous
étudions la formation de patterns dans notre système photoréfractif à simple rétroaction
optique lorsque le faisceau incident est un faisceau vortex et lorsque la rétroaction est
nonlocale grâce à un désalignement du miroir.
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Figure 4.2 – Structure entretenue par le bruit observée dans notre système photoréfractif à simple
rétroaction optique avec un faisceau gaussien en entrée et une rétroaction nonlocale [7]. (a) Image
en champ proche. (b) Image en champ lointain.
4.2 Résultats expérimentaux
Nous présentons dans ce paragraphe les résultats expérimentaux obtenus avec une telle
conﬁguration de notre système optique. Premièrement, nous montrons que pour un faible
désalignement, les dynamiques créées par le faisceau vortex et la nonlocalité de la rétroac-
tion entrent en compétition. Ils s’annihilent même mutuellement pour une certaine valeur
du désalignement. Dans un deuxième temps, nous montrons qu’un désalignement plus im-
portant induit des géométries diﬀérentes du pattern. La géométrie en champ proche n’est
plus hexagonale (type “nid d’abeilles”) mais est composée de raies. De plus, il peut exister
plusieurs types de raies au sein d’un même pattern. Le champ proche est alors découpé en
plusieurs zones chacune associée à un vecteur d’onde d’amplitude et d’orientation parti-
culières. En présentant l’allure des patterns obtenus dans le cas gaussien pour les mêmes
paramètres expérimentaux, nous conﬁrmons que cette observation est spéciﬁque au cas vor-
tex. Enﬁn, pour une réalisation expérimentale permettant l’observation d’un tel “pattern
multizones”, nous faisons varier l’intensité du faisceau incident pour illustrer l’inﬂuence de
la nonlinéarité.
4.2.1 Schéma de la rétroaction nonlocale
La ﬁgure 4.3 présente un schéma de notre système modiﬁé. La rétroaction est toujours
réalisée expérimentalement grâce à un système de type “2f-2f”. Le miroir virtuel (VM) est
placé à l’intérieur du cristal, à une distance d’environ 1mm de la face de sortie du cristal.
La distance L vaut donc en valeur algébrique environ L = −Lc/5. Le miroir M est tourné
d’un angle θ par rapport à sa position alignée. Cette rotation a pour eﬀet de désaligner le
faisceau retour B par rapport au faisceau incident F . La grandeur H en rouge sur le schéma
est appelée le paramètre de nonlocalité. Il représente le déplacement du faisceau retour B
au niveau de la face de sortie du cristal induit par le désalignement. H est le paramètre
de contrôle de la nonlocalité. H peut s’exprimer en fonction de L et θ : H = L ∗ tanθ.
L’image (a) est une image du faisceau vortex expérimental que nous envoyons en entrée du
système. Son front d’onde est hélicoïdal comme représenté sur l’image (b).
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Figure 4.3 – Schéma de la rétroaction nonlocale.
4.2.2 Faible désalignement : compétition des dynamiques
La ﬁgure 4.4 présente l’allure du faisceau retour B en champ proche lorsque le miroir
est aligné (a) ou faiblement désaligné (H = 1.4µm pour l’image b et H = 1.8µm pour
l’image c). L’intensité du faisceau incident vaut I = 30Wcm−2. Comme le seuil d’apparition
du phénomène d’instabilité de modulation correspond à une intensité incidente proche
de 10Wcm−2, le système est donc loin du seuil. Lorsque le miroir de rétroaction n’est
pas désaligné (a), on observe le pattern décrit dans le chapitre précédent ; un pattern de
géométrie hexagonale en rotation autour du point sombre au centre. Les ﬂèches jaunes
représentent la direction de la dynamique dans les zones en haut et en bas du pattern.
Comme la charge topologique incidente impose une rotation dans le sens anti-horaire, la
zone en haut du pattern se déplace vers la gauche tandis que la zone en bas du pattern se
déplace vers la droite. Lorsqu’on tourne légèrement le miroir de rétroaction pour atteindre
une valeur H = 1.4µm du paramètre de nonlocalité (image b), on observe toujours un
pattern ayant une géométrie hexagonale. Cependant, la dynamique du pattern change. Un
eﬀet de dérive dans la direction du désalignement (de la gauche vers la droite sur la ﬁgure)
apparaît. La zone en bas du pattern se déplace toujours vers la droite mais est accélérée par
la dérive qui induit un déplacement du pattern dans le même sens que le mouvement induit
par le vortex. Nous avons illustré cette augmentation de la vitesse de déplacement par une
ﬂèche jaune plus allongée. Inversement, la zone en haut du pattern devient statique. Les
deux composantes de la dynamique induites par la rotation et par la dérive se compensent
exactement. La rotation induite par le moment angulaire orbital du vortex incident et
la dérive induite par le désalignement de la rétroaction sont en compétition et peuvent
s’annihiler l’une l’autre. Enﬁn, si on augmente le désalignement pour atteindre H = 1.8µm
(c), on constate que la géométrie du pattern commence à changer. En bas à droite du
champ proche, les hexagones sont remplacés par des raies (“stripes” en anglais). La dérive
est maintenant la composante dominante de la dynamique. Tout le pattern dérive vers
la droite comme l’indique les deux ﬂèches jaunes. Mais la rotation, bien que composante
maintenant minoritaire de la dynamique du pattern, a toujours une inﬂuence car la partie
basse du pattern dérive à une vitesse plus grande que la partie haute.
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Figure 4.4 – Faisceau vortex retour issu du système expérimental aligné (a) ou faiblement désaligné
(b-c).
4.2.3 Fort désalignement : patterns “multizones”
Influence de la nonlocalité
Lorsque nous augmentons encore le désalignement du miroir, nous observons les pat-
terns représentés sur la ﬁgure 4.5. Nous y avons représenté les patterns pour H = 2.3µm,
H = 2.6µm, H = 5.5µm et H = 6.1µm correspondant à un fort désalignement du miroir 1.
Les images (a-d) sont les patterns en champ proche (NF : Near Field) et les images (e-h)
sont les patterns correspondant en champ lointain (FF : Far Field). La troisième ligne (i-l)
correspond aux patterns en champ proche lorsque le faisceau incident est un faisceau gaus-
sien. Comme l’indique la ﬂèche en bas de la ﬁgure, le désalignement du miroir est dirigé
de gauche à droite. Quand le paramètre de nonlocalité vaut H = 2.3µm, on constate que
le pattern en champ proche n’est plus hexagonal, il est composé de raies (a). De plus, on
peut distinguer trois zones dans le champ proche, chacune composée de raies ayant une
orientation et une périodicité particulières. A chacune de ces trois zones (notées 1,2,3 sur la
ﬁgure et séparées par les tirets jaunes) correspond un vecteur d’onde sur l’image en champ
lointain (e). Ce pattern est composé de diﬀérents vecteurs d’onde chacun associé à une zone
particulière en champ proche. Nous l’appelons pattern “multizones”. L’observation d’un tel
pattern est spéciﬁque au cas vortex. L’image (i) représente le pattern observé pour les
mêmes paramètres expérimentaux (H = 2.3µm, intensité incidente I = 30Wcm−2) mais
lorsque le faisceau incident est un faisceau gaussien. On remarque que la géométrie est
hexagonale et s’étend sur tout le champ proche. On peut donc conclure que l’apparition
de ces patterns “multizones” résulte de l’interaction entre la nonlocalité de la rétroaction
et le moment angulaire orbital du faisceau vortex. Enﬁn, pour cette valeur H = 2.3µm, on
observe une dérive du pattern, représentée par les ﬂèches jaunes sur les images (a) et (i).
Lorsqu’on augmente le désalignement pour atteindre H = 2.6µm, on observe le pattern
représenté sur les images (b) pour le champ proche et (f) pour le champ lointain. De
manière analogue au cas précédent (H = 2.3µm), le pattern est “multizones”. On distingue
en champ proche trois zones chacune associée à des raies d’une direction et d’une périodicité
1. Comme nous observons pour ces valeurs de H des géométries très différentes de celles décrites sur
la figure 4.4, nous disons arbitrairement que les valeurs de H supérieures à 2µm correspondent à des tilts
dits “grands”.
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Figure 4.5 – Influence d’un “grand” désalignement (H > 2µm) sur la formation du pattern expé-
rimental quand le faisceau incident est un faisceau vortex (a-h) ou un faisceau gaussien (i-l).
particulière mais leur répartition a changé, comme indiqué par les tirets jaunes. De plus, le
pattern dérive aussi de la gauche vers la droite, c’est-à-dire dans le sens du désalignement,
comme l’indique la ﬂèche jaune. Pour cette valeur de la nonlocalité H = 2.6µm, le pattern
n’est pas “multizones” lorsque le faisceau incident est gaussien (j). La conclusion précédente
est toujours vraie : les patterns “multizones” émergent par interaction entre le moment
angulaire orbital incident et la nonlocalité de la rétroaction. Enﬁn, pour H = 5.5µm (c,g)
et H = 6.1µm (d,h), nous observons des patterns statiques (aucune ﬂèche jaune n’a été
placée sur les images c et d). Les patterns ne dérivent pas pour ces valeurs de nonlocalité.
De plus, les vecteurs d’onde ont une amplitude plus grande (g,h). Quand on remplace le
vortex par un faisceau gaussien (k,l), le pattern est aussi statique et n’est déﬁni que sur
une petite partie du champ proche.
Ces patterns “multizones” observés ici ont des similitudes avec les patterns observés
dans la cavité photoréfractive linéaire de Mamaev et Saﬀman et reportés sur la ﬁgure 1.13
(images f et g). Les auteurs observent plusieurs géométries co-existantes sur les images
en champ proche, sans émettre d’hypothèse sur leur origine. L’asymétrie du pompage
optique dans leur montage expérimental (Fig. 1.13-a) crée peut-être une non-uniformité du
gain dans le matériau qui aboutit à la co-existence de deux géométries en champ proche.
Cependant, dans notre cas, les modes patterns complexes (Fig. 4.5-a,b) ne sont pas observés
quand un faisceau gaussien classique est envoyé en entrée du système (Fig. 4.5-i,j). Ils
résultent donc de l’existence simultanée d’un moment angulaire orbital dans le faisceau et
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de la nonlocalité de la rétroaction. Nous n’avons pas d’explication théorique plus détaillée.
En eﬀet, l’analyse de stabilité linéaire explique le phénomène d’instabilité de modulation
mais ne prévoit pas la géométrie des patterns. Ces patterns “multizones” sont peut-être
obtenus grâce à une bifurcation secondaire ou un phénomène de génération de fréquence
somme [173].
Influence de la nonlinéarité
Les nouveaux modes patterns (“multizones”) présentés sur la ﬁgure 4.5 ont été obtenus
pour une intensité incidente I = 30Wcm−2, égale à environ 3 fois la valeur du seuil de
formation du pattern. La ﬁgure 4.6 présente la formation d’un tel pattern composé de
plusieurs géométries pour diﬀérentes valeurs de l’intensité incidente. Comme la force de la
nonlinéarité photoréfractive dépend directement de la valeur de l’intensité des faisceaux en
interaction, la ﬁgure 4.6 présente l’inﬂuence de la nonlinéarité sur la formation du pattern.
Ici, nous faisons varier l’intensité incidente de I = 10Wcm−2 à I = 50Wcm−2. Le miroir de
rétroaction est désaligné, le paramètre de nonlocalité vaut H = 2.6µm. Pour I = 10Wcm−2
(a), nous n’observons pas de pattern, le seuil d’instabilité de modulation n’est pas encore
atteint. Pour I = 15Wcm−2 (b), le seuil est dépassé et des raies apparaissent sur la partie
gauche du champ proche. Pour I = 20Wcm−2 (c), un pattern “multizones” commence à se
former. Pour I = 30Wcm−2 (d), nous observons bien un pattern possédant plusieurs zones
chacune associée à des raies diﬀérentes. Pour I = 40Wcm−2 et I = 50Wcm−2, les patterns
sont illustrés sur les images (e) et (f). En haut à gauche du champ proche, deux types de
raies se superposent. Les zones jaunes et rouges des images (c,d,e) suivent l’évolution d’une
zone particulière du pattern. Pour I = 20Wcm−2, une zone dont les raies correspondant
à un vecteur d’onde donné recouvre quasiment la moitié du pattern (c). Mais quand nous
augmentons l’intensité à I = 30Wcm−2, cette zone est séparée et deux. La géométrie
entourée en rouge est apparue et concurrence la géométrie entourée en jaune. Enﬁn, pour
I = 40Wcm−2, ces deux géométries se recouvrent et dans cette zone, le pattern optique
ne présente plus une géométrie de raies mais une géométrie hexagonale. Nous pouvons
donc conclure de cette étude que la force de la nonlinéarité joue un rôle important dans
la formation de ces nouveaux modes patterns. Plus précisément, pour diﬀérentes valeurs
de la nonlinéarité, les diﬀérentes “zones” associées à un vecteur d’onde particulier peuvent
être en compétition ou se recouvrir.
4.3 Résultats numériques
Dans ce paragraphe, nous étudions la formation de pattern dans le cas étudié ici (fais-
ceau vortex incident et nonlocalité de la rétroaction) grâce à notre modèle numérique de
mélange d’onde détaillé dans le chapitre 2. Nous montrons que la compétition entre la
rotation induite par le moment angulaire orbital et la dérive induite par un faible désali-
gnement du miroir est bien reproduite par le modèle. De plus, pour un désalignement plus
important, nous observons des patterns dont les allures en champ proche sont composées
de plusieurs géométries, comme observé expérimentalement. L’inﬂuence de la force de la
nonlinéarité est étudiée en faisant varier le paramètre ΓLc dans notre modèle.
Concernant les conditions aux limites dans notre modèle numérique, le proﬁl du faisceau
vortex incident (à la face d’entrée du cristal z = 0) est toujours imposée par la loi suivante :
Fvortex(r, θ, z = 0, t) =
(
r
ω0
)c
exp
[
− r
2
ω20
]
eicθ (4.1)
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Figure 4.6 – Influence de la force de la nonlinéarité (réglée par l’intensité incidente) sur l’allure
d’un pattern “multizones”. H = 2.6µm.
où ω0 est le “waist” du faisceau, c est la charge topologique du vortex (prise égale à
c = 1 ici) et (r, θ) sont les coordonnées polaires du plan transverse :
x = r ∗ cos(θ) (4.2)
y = r ∗ sin(θ) (4.3)
Concernant la face de sortie du cristal, le champ B étant la réﬂexion du champ F par
le miroir, son expression au niveau de la face de sortie z = Lc est donc :
B(x, y, z = Lc, t) = −
√
Re2ikxtan(θ)F−1
[
e2ikLF [F (x, y, z = Lc, t)]
]
(4.4)
où Lc est la longueur du cristal, L est la distance entre la face de sortie du cristal et
le miroir virtuel, R est la réﬂectivité du miroir (R = 1) et F est la transformée de Fourier
transverse à deux dimensions.
Par rapport au cas où le miroir de rétroaction est aligné, nous ajoutons au champ B
un déphasage φ = 2k ∗ x ∗ tan(θ) au point (x, y, z = Lc). Ce déphasage correspond à une
propagation de l’onde sur une distance x ∗ tan(θ) dûe au désalignement du miroir d’un
angle θ.
4.3.1 Faible désalignement : compétition des dynamiques
La ﬁgure 4.7 présente l’allure du faisceau retour B au niveau de la face d’entrée du
cristal (z = 0), c’est-à-dire après un aller-retour dans le matériau. Le miroir est placé à
l’intérieur du cristal L = −Lc/5 pour garder les mêmes conditions que dans l’expérience
et le coeﬃcient nonlinéaire Γ est ﬁxé tel que ΓLc = 4.2. Le pattern (a) est obtenu lorsque
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Figure 4.7 – Faisceau vortex retour issu du système numérique aligné (a) ou faiblement désaligné
(b-c). ΓL = 4.2.
le miroir est aligné θ = 0 (H = 0µm). Il est de géométrie hexagonale et tourne autour
du point central sombre, comme l’indique les deux ﬂèches jaunes. Comme dans le cas
expérimental, le pattern tourne dans le sens anti-horaire. Ce sens est imposé par le signe
de la charge topologique du vortex incident. Le pattern (b) correspond à un désalignement
du miroir θ = 0.6mrad. Le paramètre de nonlocalité vaut alors H = 1.0µm. La géométrie
du pattern est toujours hexagonale mais sa dynamique a changé. La ﬂèche jaune indique
que la zone basse du pattern se déplace toujours de gauche à droite mais à une vitesse plus
importante tandis que la zone haute est statique. Si on augmente encore le désalignement
jusque θ = 0.8mrad (H = 1.3µm), on obtient le pattern représenté sur l’image (c). La
géométrie reste hexagonale mais l’ensemble du pattern dérive vers la droite. La dérive
induite par le désalignement devient donc la composante majoritaire de la dynamique
bien que l’inﬂuence de la rotation soit toujours non négligeable si on observe la vitesse de
déplacement des diﬀérentes zones du pattern (ﬂèches jaunes).
4.3.2 Fort désalignement : patterns “multizones”
Influence de la nonlocalité
La ﬁgure 4.8 présente l’allure du faisceau retour B en champ proche (NF) et en champ
lointain (FF) issue de notre modèle numérique quand nous augmentons la valeur de la
nonlocalité (H > 1.5µm). Les images (a-f) concerne un faisceau incident de type vortex
(c = 1) et les images (g-l) un faisceau de type gaussien. Comme l’indique la ﬂèche en bas de
la ﬁgure, le désalignement impose un déplacement du faisceau retour vers la droite. Tout
d’abord, nous remarquons que dans tous les cas présentés (vortex ou gaussien, H = 1.6µm,
H = 3.2µm ou H = 4.8µm), le pattern en champ proche dérive de la gauche vers la droite,
comme l’indique les ﬂèches jaunes. Nous retrouvons le résultat connu que nous observons
expérimentalement. Un désalignement du miroir impose une dérive du pattern. Cette dé-
rive est la composante majoritaire de la dynamique du pattern (la rotation est négligeable)
si le désalignement est suﬃsamment grand. De plus, dans le cas vortex, nous observons
en champ proche des patterns composés de plusieurs géométries (a,b,c). Notre modèle
numérique reproduit la formation des patterns “multizones” observés expérimentalement.
On peut identiﬁer les diﬀérentes géométries présentes en champ proche (a,b,c) aux vec-
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Figure 4.8 – Influence d’un grand désalignement (H > 2µm) sur la formation du pattern nu-
mérique quand le faisceau incident est un faisceau vortex (a-f) ou un faisceau gaussien (g-l). Le
coefficient nonlinéaire est fixé à ΓL = 4.2 dans tous les cas. Les images en champ lointain ont été
saturées afin de mieux discerner les faisceaux satellites.
teurs d’onde obtenus en champ lointain (d,e,f). Pour ces trois valeurs de la nonlocalité,
on constate l’existence de vecteurs d’onde majoritairement verticaux correspondant aux
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raies horizontales en champ proche. On aperçoit aussi une géométrie rectangulaire dans la
partie gauche du pattern (a) ou en haut du pattern (b). Sur l’image (c), on constate la
présence d’hexagones à droite et d’hexagones plus petits à gauche. Dans le cas gaussien,
nous n’observons pas de tels patterns composées de plusieurs géométries en coexistence.
Quelle que soit la valeur de la nonlocalité (H = 1.6µm, H = 3.2µm ou H = 4.8µm),
les vecteurs d’onde en champ lointain sont tous verticaux (j,k,l). Les champs proches sont
composés de raies horizontales légèrement irrégulières (g,h,i).
En conclusion, notre modèle numérique reproduit qualitativement nos résultats expéri-
mentaux. Lorsque le système est parcouru par un faisceau vortex et que la rétroaction est
nonlocale, de nouveaux modes patterns émergent. Ils sont composés de plusieurs vecteurs
d’onde de diﬀérentes orientations et amplitudes. Un pattern dit “multizones” apparaît.
Notre expérience et notre modèle numérique concordent qualitativement. Les orientations
des vecteurs d’onde ne sont cependant pas les mêmes. Expérimentalement, ils peuvent
prendre n’importe quelle direction tandis que dans notre modèle numérique, les vecteurs
d’onde verticaux sont favorisés. Cette diﬀérence est peut-être due à la non-prise en compte
de l’anisotropie du cristal dans notre modèle théorique.
Influence de la nonlinéarité
Figure 4.9 – Influence de la force de la nonlinéarité (réglée par le coefficient nonlinéaire ΓLc) sur
l’allure d’un pattern “multizones”. H = 1.6µm. Les images en champ lointain ont été saturées afin
de mieux discerner les faisceaux satellites.
Nous avons précédemment étudié l’inﬂuence de la nonlinéarité sur la formation des
patterns “multizones” expérimentaux. Comme notre modèle numérique permet aussi l’ob-
servation de tels patterns, nous étudions maintenant l’inﬂuence de la force de la nonlinéarité
dans le cas numérique. Expérimentalement, nous faisons varier la valeur de la nonlinéarité
photoréfractive en changeant l’intensité du faisceau incident. Dans notre modèle numé-
rique, la nonlinéarité est ﬁxée par le facteur Γ. Ce facteur représente la force de couplage
entre l’onde aller F et l’onde retour B. La ﬁgure 4.9 présente l’allure du faisceau retour
B en champ proche et en champ lointain quand le coeﬃcient ΓLc varie de 3.8 à 4.7 pour
un fort désalignement H = 1.6µm. Pour ΓLc = 3.8, le seuil d’instabilité n’est pas atteint,
le faisceau n’est pas modulé (a). Aucun faisceau satellite n’a émergé en champ lointain
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(e). Pour ΓLc = 4.2, le pattern (b-f) est celui déjà présenté sur la ﬁgure 4.8-a,d. Quand le
coeﬃcient nonlinéaire ΓLc vaut 4.2, 4.5 ou 4.7, l’observation des champs proches (b,c,d)
et des champs lointains (f,g,h) montre que le pattern peut être composé d’hexagones, de
raies horizontales ou de carrés. La variation de l’intensité des faisceaux satellites quand ΓLc
varie montre que la formation des patterns “multizones” dépend du paramètre nonlinéaire,
comme dans l’expérience.
4.4 Conclusion
Nous avons vu dans ce chapitre qu’un faisceau vortex incident et un désalignement
du miroir dans notre système photoréfractif à simple rétroaction optique induisent deux
dynamiques en compétition. Pour une certaine valeur du paramètre de nonlocalité de l’ex-
périence, la rotation du pattern obtenue grâce au moment angulaire orbital du faisceau
vortex peut être annihilée par la dérive induite par le désalignement du miroir. Dans ce
cas, il en résulte une zone statique dans le pattern en champ proche. De plus, nous avons vu
qu’un fort désalignement du miroir entraîne l’apparition de patterns composés de plusieurs
géométries en champ proche chacune associée à un vecteur d’onde d’une amplitude et d’une
direction particulière. Ces patterns dits “multizones”, qui ne sont pas observés lorsque le
faisceau incident est gaussien, résultent d’une interaction complexe entre le moment an-
gulaire orbital du faisceau incident et la nonlocalité de la rétroaction. Enﬁn, notre modèle
numérique fournit des résultats en bon accord qualitatif avec l’expérience.
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Chapitre 5
Evénements extrêmes en régime
turbulent
Nous avons vu précédemment que les “systèmes à patterns” peuvent avoir des dyna-
miques complexes. La non-localité créée grâce à un désalignement du système peut induire
une dérive du pattern optique. Ce pattern en dérive peut être dans un régime absolu ou
convectif. Dans ce deuxième cas, une structure entretenue par le bruit peut finalement être
observée, résultant de l’amplification du bruit inhérent au système. De plus, l’intensité du
faisceau pompe est aussi un paramètre ayant une influence importante sur la dynamique
du pattern. Il a été prouvé qu’une augmentation de l’intensité peut mener un pattern vers
un état turbulent. Des études sur ces états turbulents obtenus dans les cristaux liquides ont
montré qu’ils sont caractérisés par l’apparition de pics intenses, des événements extrêmes
dits “rogue waves”. Dans ce chapitre, nous étudions l’apparition de tels pics dans notre sys-
tème photoréfractif. Nous montrons que des événements extrêmes apparaissent aussi dans
ce type de système lorsque nous augmentons l’intensité pompe. Pour cela, nous utilisons
deux critères : la déviation à la statistique gaussienne de la fonction de densité de probabilité
des intensités mesurées et le calcul du “facteur d’anormalité” des pics.
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5.1 Observations d’ondes scélérates dans la littérature
5.1.1 Événements extrêmes en hydrodynamique
Les ondes scélérates sont des ondes de forte amplitude apparaissant soudainement à la
surface des océans. La déﬁnition exacte de ces ondes reste une question débattue parmi les
scientiﬁques. La déﬁnition la plus utilisée consiste à mesurer le rapport entre la hauteur
d’une onde intense et la hauteur de l’onde dite signiﬁcative [174]. Si ce rapport dépasse
une certaine valeur, alors l’onde est appelée onde scélérate. Une méthode alternative pour
évaluer la présence d’ondes scélérates dans un système consiste à étudier la statistique de la
hauteur des ondes parcourant le système. La présence d’événements extrêmes se caractérise
par un élargissement de la statistique pour les grandes amplitudes. Une “queue” apparaît
dans la statistique, correspondant à une contribution plus importante d’événements de
forte amplitude.
La ﬁgure 5.1 est une gravure sur bois réalisée en 1831 par l’artiste Japonais Katsushika
Hokusai. Elle représente trois bateaux “oshiokuri” sur le point de rencontrer “La Grande
Vague de Kanagawa”. On distingue en arrière plan le Mont Fuji, célèbre volcan Japonais.
Cette gravure est une des oeuvres les plus renommées de l’art Japonais. Un débat existe
autour de cette oeuvre : la grande vague représente-t’elle un tsunami ou est-elle une onde
anormalement élevée -une onde scélérate- rencontrée lors d’un orage [175] ?
Figure 5.1 – “La Grande Vague de Kanagawa” (1831), gravure sur bois du japonais Katsushika
Hokusai.
Aﬁn d’expliquer ce phénomène, les scientiﬁques répertorient tout d’abord toutes les
vagues scélérates observées. Se produisent-elles dans les zones océaniques profondes ? Dans
les zones peu profondes ? Sous quelles latitudes ? Dans les zones chaudes ? Les zones froides ?
Les observe-t’on lorsqu’un fort courant marin est présent ? etc etc... Des modèles théoriques
sont ensuite réalisés pour tester l’inﬂuence de certains paramètres sur l’apparition de ces
événements extrêmes. Des modèles linéaires sont développés prenant en compte l’inﬂuence
du vent ou des courants marins par exemple [174]. Des modèles non-linéaires sont aussi
étudiés. Les auteurs testent alors des hypothèses selon lesquelles une onde scélérate corres-
pond à une solution de type “soliton” [176] ou est créée par le phénomène d’instabilité de
modulation [112] par exemple. Enﬁn, les hydrodynamiciens utilisent des bassins d’expéri-
mentation, des “cuves à vagues”, pour tester chaque modèle développé [112,176]
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5.1.2 Événements extrêmes dans les traces temporelles de faisceaux op-
tiques
Les ondes scélérates dans des domaines autres que l’hydrodynamique font l’objet de
nombreuses publications. De tels événements ont été observés dans les ondes capillaires [177]
ou les ondes acoustiques [178]. En optique, des ondes scélérates ont été observées dans la
trace temporelle de faisceaux optiques traversant des ﬁbres microstructurées hautement
nonlinéaires [113, 179, 180]. Les propriétés nonlinéaires de ces ﬁbres permettent la créa-
tion de supercontinuum optique, c’est-à-dire de faisceaux possédant une bande continue
de longueurs d’onde. Il a été montré que l’observation d’ondes scélérates dans ces ﬁbres
est liée à la génération de ce supercontinuum optique. La ﬁgure 5.2 présente des traces
temporelles de l’intensité dans une ﬁbre microstructurée nonlinéaire, ces traces présentent
des pics d’amplitude très élevée. Des ondes scélérates ont aussi été observées dans les traces
temporelles de faisceaux émis par un laser à mode bloqué [181], un laser à semi-conducteurs
soumis à injection optique [114] ou à rétroaction optique [182]. Les auteurs de [114] et [182]
ont prouvé que l’apparition des ondes scélérates est favorisée quand l’émission du laser a
une dynamique chaotique, c’est-à-dire lorsque le faisceau possède une bande continue de
fréquences temporelles. Outre l’intérêt de comprendre l’origine de ces événements rares et
intenses, étudier ces phénomènes pourrait ensuite permettre de les contrôler [179] ou les
supprimer [183].
Figure 5.2 – Observation d’ondes scélérates dans la trace temporelle d’un faisceau optique ayant
parcouru une fibre microstructurée hautement nonlinéaire [113]. Les traces temporelles rouges,
bleues et vertes correspondent à trois puissances incidentes différentes en entrée de la fibre.
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5.1.3 Événements extrêmes dans les systèmes optiques spatialement éten-
dus
L’apparition d’événements extrêmes dans les systèmes optiques spatialement étendus
est étudiée depuis quelques années. La première mesure expérimentale dans un système
étendu à deux dimensions a été rapportée par Residori et al. en 2009 [115]. Comme illustré
sur la ﬁgure 5.3-a, le système étudié est composé de cristaux liquides placés dans une
cavité en anneau réalisée avec trois miroirs. L’énergie est apportée grâce au faisceau Ep.
Une coupe transverse à deux dimensions du faisceau Ec ainsi qu’une coupe transverse à une
dimension sont représentées sur les images (b) et (c). On voit sur l’image (c) la présence
d’un pic d’amplitude beaucoup plus élevée que l’amplitude moyenne du faisceau. De plus,
pour quantiﬁer la présence de ces événements extrêmes, les auteurs tracent la fonction
de densité de probabilité des niveaux de gris mesurés par chaque pixel de leur caméra
dans un graphique “log-linéaire” (d). L’abscisse correspond aux niveaux de gris mesurés
et l’ordonnée représente la probabilité d’apparition de chaque niveau de gris dans une
échelle logarithmique. L’intérêt de tracer un tel graphique est qu’il permet de quantiﬁer
l’apparition des événements extrêmes. En eﬀet, quand les niveaux de gris d’un faisceau
ont une statistique de type exponentielle en intensité, donc gaussienne en amplitude du
champ, comme pour les faisceaux Speckle par exemple, la statistique décrit une droite dans
ce graphique. Inversement, si la statistique a une allure courbe (convexe) c’est-à-dire si on
observe une déviation de la statistique par rapport à une droite de référence, cela traduit
la présence d’événements intenses. La ﬁgure 5.3-d représente les fonctions de densité de
probabilité du faisceau pour diﬀérentes valeurs de l’intensité pompe. Les points rouges,
bleus, verts et violets correspondent à des intensités pompe Ip respectivement égales à 1.8,
4.0, 4.2 et 6.4 fois l’intensité de seuil d’instabilité de modulation Ith [115]. On observe
que juste au-dessus du seuil (Ip = 1.8 ∗ Ith, points rouges), la statistique est une droite.
Aucun événement intense ne parcourt le faisceau. En augmentant l’intensité pompe jusque
Ip = 6.4 ∗ Ith (points violets), les auteurs observent une déviation de la fonction de densité
de probabilité. Des événements intenses apparaissent dans le faisceau. Enﬁn, les auteurs
proposent de mesurer la déviation de la fonction de densité de probabilité grâce à une
courbe de tendance d’équation P (I) = K ∗ exp (−√c1 + c2I). Le paramètre c1 mesure la
déviation par rapport à la statistique gaussienne. Plus c1 est faible, plus la fonction de
densité de probabilité s’éloigne de la statistique gaussienne. Les auteurs obtiennent une
valeur c1 = 29.5 pour le cas Ip = 6.4 ∗ Ith. Enﬁn, la même expérience a été réalisée mais
en modiﬁant la cavité optique : en utilisant quatre miroirs au lieu de trois [116]. Dans ce
cas, la fonction de densité de probabilité obtenue est de type gaussienne. Aucun événement
intense n’est alors observé. La brisure de symétrie obtenue par l’utilisation d’un nombre
impair de miroirs 1 est donc un paramètre essentiel pour la formation d’ondes scélérates.
Les mêmes auteurs ont étudié l’apparition d’événements intenses dans un système op-
tique linéaire composé d’une ﬁbre optique multimode parcourue par un grand nombre de
modes [119]. Le montage expérimental est représenté sur la ﬁgure 5.4-a. Le modulateur
spatial de lumière (SLM) a pour objectif d’ajouter un certain niveau d’inhomogénéité au
faisceau laser. Les auteurs comparent les résultats obtenus avec des masques de transmit-
tance T (x, y) homogène ou in-homogène. De plus, un émetteur piézo-électrique est placé
en contact avec la ﬁbre. Lors de l’émission d’une onde acoustique et grâce à l’eﬀet élasto-
optique, les chemins optiques dans la ﬁbre sont perturbés. Cette perturbation modiﬁe donc
la distribution spatiale de l’intensité à la sortie de la ﬁbre. De plus, comme de nombreux
1. Quand le faisceau parcourt un tour de la cavité formée avec trois miroirs, il subit une symétrie
d’inversion.
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Figure 5.3 – Observation d’événements extrêmes dans un système optique spatialement étendu
composé de cristaux liquides placés dans une cavité en anneau [115]. (a) Schéma du dispositif
expérimental. (b) Allure du faisceau à un instant donné (représentation 3D). (c) Coupe transverse
(1D) du faisceau. (d) Evolution de la fonction de densité de probabilité des niveaux de gris lors de
l’augmentation de l’intensité pompe.
modes sont envoyés dans la ﬁbre, la perturbation n(t) a pour eﬀet d’induire un chemin
optique particulier à chaque mode. L’interférence de tous ces modes se propageant selon
des angles diﬀérents dans la ﬁbre aboutit à l’obtention de granularité dans le faisceau. Les
auteurs testent donc l’inﬂuence de la granularité et de l’inhomogénéité sur la formation
d’événements intenses dans un système linéaire. L’image (b) de la ﬁgure 5.4 représente
les fonctions de densité de probabilité obtenues. Quand le masque impose une transmit-
tance T (x, y) homogène, et que la perturbation n(t) soit appliquée ou non, la statistique
est une droite dans le graphique (droite rouge), représentant une statistique gaussienne
pour l’amplitude du champ. Quand on applique un masque in-homogène et que l’émetteur
piézoélectrique est éteint, la fonction de densité de probabilité suit les points noirs vides.
On constate une légère déviation par rapport à la statistique gaussienne. Enﬁn, dans le cas
de la présence simultanée d’inhomogénéité et de granularité dans le système, la statistique
est représentée par les points rouges. Dans ce cas, on observe une très large déviation. Le
paramètre c1 de la courbe de tendance vaut c1 = 10. Cette étude permet de conclure que la
non-linéarité n’est pas un élément fondamental sans lequel on n’observe pas d’événements
intenses. Les auteurs émettent par contre l’hypothèse que la granularité et l’inhomogénéité
sont, eux, des paramètres fondamentaux pour l’obtention d’ondes scélérates. Ces deux pa-
ramètres sont obtenus grâce au masque de transmittance et à la perturbation de la ﬁbre
dans [119] mais seraient obtenus grâce aux propriétés non-linéaires des cristaux liquides
dans [115].
Enﬁn, des événements extrêmes ont été observés dans un système à simple rétroaction
contenant des cristaux liquides et à une dimension transverse [117]. La ﬁgure 5.5 présente
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Figure 5.4 – Observation d’événements extrêmes dans un système optique spatialement étendu
composé d’une fibre optique aux propriétés linéaires parcourue par un grand nombre de modes [119].
(a) Schéma du dispositif expérimental. (b) Evolution de la statistique des niveaux de gris.
le schéma du montage (a) ainsi qu’une coupe transverse obtenue (b). Ici les auteurs uti-
lisent le critère du “facteur d’anormalité” pour qualiﬁer leurs événements intenses d’ondes
scélérates. Ce critère est issu des études en hydrodynamique [174]. Le facteur d’anormalité
d’un pic mesure le rapport de son amplitude à l’“amplitude signiﬁcative” (“signiﬁcant wave
height” en anglais). L’amplitude signiﬁcative est déﬁnie comme l’amplitude moyenne du
tiers le plus intense des pics détectés. Une onde est déﬁnie comme une onde scélérate si
son facteur d’anormalité est supérieur à 2. Ici, Taki et al. détecte un pic dépassant ce seuil
(facteur d’anormalité supérieur à 2). Ils montrent donc qu’il est possible d’observer des
ondes scélérates dans un tel système.
5.2 Observation d’événements extrêmes dans notre système
Après avoir décrit les résultats de la littérature sur l’observation d’ondes scélérates, nous
présentons les résultats obtenus avec notre système photoréfractif à simple rétroaction op-
tique. Concernant les systèmes spatialement étendus, nous avons vu que des événements
extrêmes ont été mesurés dans deux expériences d’optique non-linéaire composées de cris-
taux liquides [116, 117]. Ici, nous étudions l’apparition d’événements extrêmes induite par
la nonlinéarité photoréfractive et par la présence de turbulence.
Nous montrons tout d’abord qu’une intensité pompe forte entraîne notre système dans
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Figure 5.5 – Observation d’événements intenses dans un système à simple rétroaction contenant
une couche de cristaux liquides [117]. (a) Schéma du dispositif expérimental. (b) Coupe transverse
à une dimension du faisceau contenant un événement intense.
un état turbulent. Le système a un comportement très dynamique et contient de nombreux
vecteurs d’onde spatiaux. En traçant les fonctions de densité de probabilité des intensi-
tés mesurées par les pixels de la caméra, nous montrons que l’augmentation de l’intensité
pompe induit une déviation de cette fonction par rapport à la statistique gaussienne, ca-
ractérisant la présence d’événements extrêmes. Nous caractérisons de plus les pics mesurés
avec le critère du facteur d’anormalité et montrons que certains pics dépassent le seuil de
2 et peuvent donc être appelés des ondes scélérates. Enﬁn, nous étudions l’inﬂuence d’un
désalignement du miroir de rétroaction sur l’observation d’ondes scélérates. Nous montrons
que l’augmentation de l’intensité favorise toujours l’apparition d’événements intenses et que
nous en observons plus que dans le cas du système aligné.
5.2.1 Transition vers la turbulence en augmentant l’intensité pompe
La ﬁgure 5.6 présente l’allure du faisceau retour B en champ proche (colonne de gauche)
et en champ lointain (colonne de droite) pour une intensité pompe variant de I = 1Wcm−2
à I = 80Wcm−2. La rétroaction est réalisée sans le système 2f-2f, le miroir est placé juste
derrière le cristal (a). Le temps d’exposition de la caméra pour les mesures en champ
proche a été adapté pour chaque cas de manière à ne pas saturer la caméra et à avoir un
contraste suﬃsant. Pour I = 1Wcm−2, le faisceau n’est pas modulé. Il s’agit d’une intensité
inférieure à l’intensité de seuil d’instabilité de modulation. Le faisceau est juste légèrement
perturbé par les in-homogénéités du cristal (b). En champ lointain, nous n’observons pas de
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Figure 5.6 – Allure du faisceau en champ proche et champ lointain pour différentes valeurs de
l’intensité pompe. L’augmentation de l’intensité entraîne une transition vers un état turbulent.
faisceaux satellites (c). En augmentant l’intensité pompe à I = 10Wcm−2, des faisceaux
satellites sont maintenant visibles en champ lointain (e) et le faisceau en champ proche
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est modulé. Nous observons un pattern hexagonal assez irrégulier (d). En augmentant
l’intensité pompe à I = 20Wcm−2, I = 40Wcm−2 et I = 80Wcm−2, nous constatons que
le faisceau en champ lointain contient un très grand nombre de vecteurs d’onde (g,i,k). En
champ proche, l’intensité du faisceau a une répartition très irrégulière (f,h,j) et est dans un
état très dynamique. Le système est alors dans un état turbulent. De plus, dans ce régime
turbulent, nous observons l’apparition de pics très intenses (j).
La ﬁgure 5.7 représente en 3 dimensions l’allure en champ proche du faisceau retour B
pour une intensité incidente I = 80Wcm−2. Le faisceau correspond à l’image de la ﬁgure
5.6-j. L’échelle des ordonnées représente l’intensité mesurée en niveaux de gris. Cette repré-
sentation permet de mieux apprécier la hauteur du pic principal relativement à l’intensité
moyenne du faisceau.
Figure 5.7 – Représentation à 3 dimensions du faisceau retour B pour une intensité incidente
I = 80Wcm−2.
5.2.2 Statistique des niveaux de gris mesurés et déviation par rapport
à la statistique gaussienne
Pour conclure sur la présence d’événements extrêmes dans ce faisceau, nous traçons
maintenant les fonctions de densité de probabilité des niveaux de gris mesurés par la
caméra dans un graphique log-linéaire. Les résultats sont présentés dans la ﬁgure 5.8. Pour
chaque valeur de l’intensité pompe (I = 1, 10, 20, 40 et 80Wcm−2), nous avons enregistré
environ 600 images. Chaque image contient 1024 ∗ 1200 pixels, chaque pixel mesure 5.2 ∗
5.2µm2 et peut détecter 1024 niveaux d’intensité (mesures sur 10 bits). Enﬁn, comme écrit
précédemment, le temps d’exposition de la caméra a été ajusté pour chacun des cas de
manière à obtenir un bon contraste en niveaux de gris sur les images tout en évitant de
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Intensité pompe 1Wcm−2 10Wcm−2 20Wcm−2 40Wcm−2 80Wcm−2
Temps d’exposition
(ms)
325.8 2.952 1.699 0.699 0.323
Table 5.1 – Temps d’exposition de la caméra concernant les mesures issues du système aligné.
saturer la caméra. Les valeurs des temps d’exposition sont indiquées dans le tableau 5.1.
Les valeurs en abscisse de la ﬁgure 5.8 ont donc été normalisées avec ces valeurs des
temps d’exposition. L’échelle “niveaux de gris normalisées” est obtenue en divisant les
valeurs d’intensité mesurées par chaque pixel de la caméra par le temps d’exposition cor-
respondant. En analysant l’allure des statistiques pour les diﬀérentes valeurs de l’intensité
incidente, on constate une déviation quand l’intensité augmente. La déviation est représen-
tée par la ﬂèche noire sur la ﬁgure. Cette déviation par rapport à la statistique gaussienne
caractérise la présence d’événements extrêmes dans le faisceau.
Figure 5.8 – Statistique des niveaux de gris du pattern en champ proche pour différentes valeurs
de l’intensité pompe.
Pour aller plus loin, nous avons ajouté des courbes de tendance aux fonctions de densité
de probabilité pour quantiﬁer la déviation à la statistique gaussienne. Comme dans [119],
nous modélisons nos statistiques avec la fonction suivante :
P (Inorm) = Kexp
(
−
√
c1 + c2Inorm
)
(5.1)
K, c1 et c2 sont les paramètres de la courbe de tendance. Le paramètre c1 mesure la
déviation par rapport à la statistique gaussienne. Quand c1 tend vers l’inﬁni, la statistique
tend vers une statistique gaussienne. Inversement, quand c1 tend vers 0, la statistique
s’éloigne de la statistique gaussienne. La ﬁgure 5.9 présente les fonctions de densité de
probabilité des cas I = 10Wcm−2, I = 20Wcm−2, I = 40Wcm−2 et I = 80Wcm−2
et les courbes de tendance associées. Pour chacun des cas, on constate que les quelques
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premiers points des fonctions de densité de probabilité ont une probabilité d’occurrence
assez basse (P ≃ 10−3) par rapport aux points suivants (P ≃ 10−1). Ceci s’explique par
l’existence d’un certain niveau de bruit détecté par la caméra. Nous n’avons pas considéré
ces premiers points pour le calcul des courbes de tendance. Le tableau 5.2 présente les
valeurs du paramètre c1 de la courbe de tendance (et son inverse 1/c1) en fonction de
l’intensité pompe. Nous remarquons tout d’abord que ces valeurs sont du même ordre de
grandeur que celles obtenues par Arecchi et al. Dans leur expérience utilisant des cristaux
liquides placés en cavité, les auteurs ont mesuré c1 = 29.5 (pour une valeur de l’intensité
pompe 6.4 fois supérieure à l’intensité de seuil de l’instabilité de modulation) [119]. Et
concernant leur expérience linéaire utilisant une ﬁbre optique multimode, ils ont mesuré
c1 = 10. De plus, on peut constater, malgré la valeur c1 = 40.3 pour I = 40Wcm−2
qui paraît un peu élevée, que la valeur du paramètre c1 diminue avec l’intensité pompe.
Cette diminution caractérise une déviation par rapport à la statistique gaussienne et donc
l’apparition d’événements extrêmes dans notre système photoréfractif.
Figure 5.9 – Ajout d’une courbe de tendance (“fit”) pour évaluer la déviation à la statistique
gaussienne quand l’intensité pompe augmente.
5.2.3 Caractérisation des pics par leur “facteur d’anormalité”
Aﬁn de conﬁrmer la conclusion tirée de l’analyse des fonctions de densité de probabilité,
nous étudions maintenant la question de l’apparition des événements extrêmes en utilisant
le critère du “facteur d’anormalité” des pics. Pour rappel, le facteur d’anormalité d’un
pic est par déﬁnition le rapport entre son amplitude et l’ “amplitude signiﬁcative”. Cette
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Intensité pompe 10Wcm−2 20Wcm−2 40Wcm−2 80Wcm−2
c1 54.1 36.0 40.3 11.0
1/c1 1.85 ∗ 10−2 2.78 ∗ 10−2 2.48 ∗ 10−2 9.09 ∗ 10−2
Table 5.2 – Paramètre de la courbe de tendance mesurant la déviation à la statistique gaussienne
quand on augmente l’intensité pompe.
dernière est l’amplitude moyenne du tiers le plus intense des pics détectés. Si un pic a un
facteur d’anormalité supérieur à 2, alors il est considéré comme une onde scélérate [174].
La méthode ici est la suivante :
– Il est tout d’abord nécessaire de réaliser un algorithme de détection des pics à partir
des images enregistrées. En eﬀet, le facteur d’anormalité est une valeur associée à un
pic, c’est-à-dire un maximum local. Nous donnons ici les résultats obtenus avec notre
algorithme. Son fonctionnement détaillé est donné en annexe.
– Ensuite, à partir des valeurs de tous les pics détectés, nous calculons l’ “amplitude
signiﬁcative” des pics. Dans la littérature, cette amplitude est calculée en considérant
parfois l’intensité des pics, parfois les valeurs en champ. Nous réalisons les deux
méthodes ici.
– Enﬁn, nous interprétons les résultats de notre étude. Nous concluons sur l’existence
de pics dont le facteur d’anormalité dépasse 2 et constatons que l’augmentation de
l’intensité pompe induit une augmentation du nombre d’ “ondes scélérates”.
Algorithme de détection des pics
La ﬁgure 5.10 présente la détection des pics réalisées sur deux images-exemples. Les
deux images de droite correspondent aux images initiales sur lesquelles nous avons indi-
qué chaque pic détecté par un carré rouge. Pour obtenir cette détection, nous avons tout
d’abord appliquer un ﬁltre passe-bas aux niveaux de gris de l’image. Cette étape, décrite
en annexe, est indispensable à cause de la présence de bruit dans la mesure de la caméra.
Nous avons ensuite appliqué un critère très simple pour détecter les maxima locaux : un
pixel est considéré comme un pic si son intensité est supérieure aux intensités de ses huit
pixels voisins. Comme le montre la ﬁgure 5.10, notre méthode fournit des résultats très
satisfaisants.
Calcul des facteurs d’anormalité des pics
A partir des pics ainsi détectés, nous calculons maintenant le facteur d’anormalité de
chaque pic. Pour cela, il est nécessaire de calculer l’“amplitude signiﬁcative”. Nous sélection-
nons donc le tiers le plus intense des pics détectés et calculons la moyenne de son amplitude.
Cependant, il existe une ambiguïté dans cette déﬁnition : considère-t’on la valeur en inten-
sité du pic ou sa valeur en champ ? Cette ambiguïté n’existe pas en hydrodynamique où
l’“amplitude” correspond à la hauteur de l’onde. En optique, certains groupes considèrent
les valeurs en intensité [184], d’autres les valeurs en champ [117]. Cependant la plupart
considère la valeur en intensité car celle-ci est la valeur mesurable de l’expérience [184].
Dans la suite, nous faisons les deux calculs. Nous présentons tout d’abord les résultats dans
le cas d’un calcul en considérant les valeurs en intensité des pixels. Nous présentons ensuite
à titre indicatif les résultats en considérant les valeurs en champ.
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Figure 5.10 – Algorithme de détection des pics. A partir des images (a) et (c), notre algorithme
détecte les pics de l’image. Ces pics sont indiqués en rouge sur les images (b) et (d).
La ﬁgure 5.11 représente les histogrammes du nombre d’occurrences de chaque valeur
du facteur d’anormalité pour les diﬀérentes intensités incidentes I = 10Wcm−2 (a), I =
20Wcm−2 (b), I = 40Wcm−2 (c) et I = 80Wcm−2 (d). Le seuil à partir duquel un
pic est considéré comme une onde scélérate est représenté par les tirets rouges (facteur
d’anormalité supérieur à 2). Nous remarquons tout d’abord que ces histogrammes ont
une forme en “L”, caractéristique des régimes contenant des événements extrêmes [113].
De plus, quelle que soit la valeur de l’intensité incidente, il existe des pics au-dessus du
seuil. Notre système photoréfractif à simple rétroaction peut donc permettre l’observation
d’ondes scélérates.
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Figure 5.11 – Histogramme du nombre d’occurrences de chaque valeur du facteur d’anormalité
(calculé en intensité). Le miroir de rétroaction est aligné.
Le tableau 5.3 analyse les résultats présentés dans les histogrammes de la ﬁgure 5.11.
En considérant environ 600 images pour chaque cas, notre algorithme détecte un nombre de
pics de l’ordre de 10000 (deuxième ligne du tableau). Ce nombre est suﬃsamment grand
pour que parler de probabilité d’apparition d’ondes scélérates ait un sens. La troisième
ligne du tableau présente le nombre de pics validant le critère. Ces nombres sont de l’ordre
d’une centaine. La quatrième ligne présente la valeur du facteur d’anormalité du pic le plus
puissant. Les valeurs sont de l’ordre de 4. Enﬁn, la ligne la plus signiﬁcative pour tirer une
conclusion sur l’inﬂuence de l’intensité sur la formation d’ondes scélérates est la cinquième.
Elle indique le pourcentage de pics validant le critère. Pour I = 10Wcm−2, 1.19% des pics
vériﬁent le critère et sont donc des ondes scélérates. Pour I = 20Wcm−2, I = 40Wcm−2
et I = 80Wcm−2, ce pourcentage vaut 1.63%, 1.23% et 2.05%. Nous constatons donc que,
mis à part pour le cas I = 40Wcm−2, le pourcentage d’événements validant le critère
augmente avec l’intensité. Il est intéressant de comparer ces résultats avec les résultats
issus de l’analyse des fonctions de densité de probabilité présentée précédemment. Les
conclusions que l’on tire grâce aux deux analyses sont tout fait cohérentes entre elles et
nous permettent d’aﬃrmer que l’augmentation de l’intensité incidente dans notre système
induit un régime turbulent caractérisé par la présence d’ondes scélérates.
La ﬁgure 5.12 présente deux coupes transverse d’une image contenant une onde scé-
lérate. L’image (a) a été prise pour une intensité incidente I = 80Wcm−2 et contient le
pic ayant le facteur d’anormalité le plus élevé (3.83). Les intensités en niveaux de gris des
pixels sur la ligne horizontale rouge sont représentées sur le graphique (b) et celles de la
ligne verticale verte sont représentées sur le graphique (c). La ligne noire sur les graphiques
représente le niveau de saturation de la caméra. La ligne bleue représente la valeur de l’
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Intensité pompe 10Wcm−2 20Wcm−2 40Wcm−2 80Wcm−2
Nombre de pics
détectés
12813 16084 10455 16712
Nombre de pics
validant le critère
152 262 129 343
Valeur maximale du
facteur d’anormalité
4.02 3.64 3.73 3.83
Pourcentage de pics
validant le critère
1.19% 1.63% 1.23% 2.05%
Table 5.3 – Statistique d’apparition d’événements extrêmes dans le système aligné (critère en
intensité)
“intensité signiﬁcative”. Si un pic a une intensité supérieure à deux fois cette valeur, alors
il est considéré comme une onde scélérate.
Figure 5.12 – Coupes transverses 1D d’une image contenant une “onde scélérate”.
On peut également considérer le calcul des facteurs d’anormalité à partir de l’amplitude
en champ de chaque pic, comme le font Odent et al. [117]. La valeur mesurée par la caméra
est l’intensité. La valeur en champ est obtenue en calculant la racine carrée de celle-ci.
La ﬁgure 5.13 présente les histogrammes du nombre d’occurrences de chaque valeur du
facteur d’anormalité (calculé en champ). On remarque tout d’abord que les valeurs du
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facteur d’anormalité sont plus faibles que précédemment. En eﬀet, la valeur calculée en
champ vaut approximativement la racine carrée de la valeur calculée en intensité 2. Ainsi,
si le seuil à partir duquel un pic est considéré comme une onde scélérate est toujours ﬁxé à
2, on voit sur les histogrammes que quelle que soit la valeur de l’intensité incidente, le pic
le plus intense a un facteur très proche de ce seuil.
Figure 5.13 – Histogramme du nombre d’occurrences de chaque valeur du facteur d’anormalité
(calculé en champ). Le miroir de rétroaction est aligné.
Le tableau 5.4 résume les résultats contenus dans ces histogrammes. En comparant ces
résultats avec ceux présentés précédemment (tableau 5.3), on voit que le nombre de pics
validant le critère en champ est beaucoup plus faible. Pour I = 10Wcm−2, seulement 2
pics valident le critère. Pour I = 20Wcm−2 et I = 40Wcm−2, aucun pic n’est une onde
scélérate. Et pour I = 80Wcm−2, 6 pics valident le critère. De plus, on remarque que quelle
soit la valeur de l’intensité incidente, le pic le plus grand a un facteur d’anormalité très
proche de 2 (2.04, 1.95, 1.96 et 2.10). Selon ce critère, le système est toujours proche de
la limite de l’apparition d’ondes scélérates. Les pourcentages d’ondes scélérates parmi les
pics valent donc 0.016% pour I = 10Wcm−2, 0% pour I = 20Wcm−2 et I = 40Wcm−2 et
0.036% pour I = 80Wcm−2. Cependant ces pourcentages n’ont ici pas vraiment de sens à
cause du faible nombre de pics validant le critère.
En conclusion de cette étude sur les pics dans notre système photoréfractif à simple
rétroaction optique avec un miroir aligné, nous avons vu que l’augmentation de l’intensité
entraîne la transition du pattern vers un régime turbulent caractérisé par un grand nombre
de vecteurs d’onde spatiaux et par un comportement dynamique. En étudiant les fonctions
de densité de probabilité des valeurs des intensités mesurées par les pixels de notre caméra,
2. Approximativement, car la moyenne des racines carrées n’est pas exactement égale à la racine
carrée de la moyenne.
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Intensité pompe 10Wcm−2 20Wcm−2 40Wcm−2 80Wcm−2
Nombre de pics
détectés
12813 16084 10455 16712
Nombre de pics
validant le critère
2 0 0 6
Valeur maximale du
facteur d’anormalité
2.04 1.95 1.96 2.01
Pourcentage de pics
validant le critère
0.016% 0% 0% 0.036%
Table 5.4 – Statistique d’apparition d’événements extrêmes dans le système aligné (critère en
champ)
nous avons vu que l’augmentation de l’intensité pompe entraîne une déviation par rapport
à la statistique gaussienne. Cette déviation reﬂète la présence d’ “événements extrêmes”
dans le système. De plus, en caractérisant ces pics avec la notion de facteur d’anormalité,
nous avons vu que certains d’entre eux dépassent le seuil à partir duquel ils sont considérés
comme des ondes scélérates.
5.2.4 Influence d’un désalignement du miroir de rétroaction
Dans [116], Residori et al. ont montré qu’ils observent des événements extrêmes dans
leur système à cristaux liquides placés en cavité. De plus, ces événements extrêmes sont
observés seulement quand la cavité est réalisée avec 3 miroirs. Ils n’en observent pas en
utilisant 4 miroirs. L’existence d’une brisure de symétrie joue donc un rôle important
dans leur système. Nous testons donc ici l’inﬂuence d’un désalignement de notre miroir de
rétroaction, imposant une brisure de symétrie, sur l’observation des ondes scélérates.
Statistique des niveaux de gris mesurés et déviation par rapport à la statistique
gaussienne
La ﬁgure 5.14 présente l’allure du faisceau retour B en champ proche et en champ
lointain issu de notre système à simple rétroaction désaligné. L’amplitude du désalignement
(représentée par le paramètre de nonlocalité H) n’est pas réglable ici. En eﬀet, la rotation
du miroir n’est pas réglable précisément grâce à un éventuel micro-contrôleur électronique.
Nous pouvons donc faire des mesures dans le cas d’un système désaligné sans toutefois
étudier l’inﬂuence de la nonlocalité comme paramètre de contrôle. Nous faisons varier
l’intensité incidente de I = 5Wcm−2 à I = 80Wcm−2. Comme précédemment, nous faisons
varier le temps d’exposition de manière à obtenir un bon constraste dans nos images sans
toutefois saturer la caméra. Pour I = 5Wcm−2, le système est proche du seuil d’instabilité.
On devine dans l’image en champ proche du faisceau (a) un début de modulation transverse.
Cette modulation n’est cependant pas assez puissante pour que l’on distingue la présence
de faisceaux satellites en champ lointain (b). Pour I = 10Wcm−2, le faisceau a bifurqué
vers un état pattern. En champ proche, le faisceau a adopté une forme en raies (c). En
champ lointain, des faisceaux satellites existent dans une direction préférentielle (d). Pour
I = 20Wcm−2, le faisceau en champ proche a une forme de type hexagonale mais assez
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Figure 5.14 – Allure en champ proche et en champ lointain du faisceau retour issu du système
désaligné pour différentes intensités incidentes (I = 5, I = 10, I = 20, I = 40 et I = 80Wcm−2).
irrégulière (e). En champ lointain, il existe peu de vecteurs d’onde (f). Le système n’est
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pas encore passé dans un régime turbulent. Enﬁn, pour I = 40Wcm−2 et I = 80Wcm−2,
le champ lointain est maintenant composé de nombreux vecteurs d’onde (h,j) tandis que le
champ proche n’a pas de forme régulière. De plus, le champ proche est dynamique et est
parfois parcouru par des pics de grande amplitude (g,i).
La ﬁgure 5.15 représente les fonctions de densité de probabilité des niveaux de gris
mesurés par la caméra pour les diﬀérentes valeurs de l’intensité incidente. De manière
analogue au cas du système aligné, on observe une déviation de la statistique quand on
augmente l’intensité. Cette déviation est représentée par la ﬂèche noire.
Figure 5.15 – Statistique des niveaux de gris du pattern en champ proche pour différentes valeurs
de l’intensité pompe. Le système est ici désaligné.
Aﬁn de quantiﬁer cette déviation, nous avons déterminé des courbes de tendance du
même type que précédemment 3. Les valeurs du paramètre c1 et son inverse 1/c1 sont indi-
quées dans les deuxième et troisième lignes du tableau 5.5. On constate que le paramètre c1
diminue fortement quand on augmente l’intensité incidente. c1 = 37.2 pour I = 20Wcm−2,
c1 = 6.08 pour I = 40Wcm−2 et c1 = 1.51 pour I = 80Wcm−2. Cette diminution reﬂète
la déviation par rapport à la statistique gaussienne constatée sur la ﬁgure 5.15. L’augmen-
tation de l’intensité favorise l’apparition d’événements extrêmes.
Caractérisation des pics par leur “facteur d’anormalité”
Enﬁn, nous avons appliqué notre algorithme de détection des pics aux images mesurées
pour étudier l’amplitude des pics avec le critère du facteur d’anormalité. Les résultats,
qu’ils soient obtenus avec le calcul en intensité ou en champ, sont présentés dans le tableau
5.5. Si on considère tout d’abord le calcul en intensité, les pics à la plus forte amplitude
ont un facteur d’anormalité de 3.31, 3.96 et 4.42 respectivement pour I = 20, I = 40 et
I = 80Wcm−2. Le système est donc parcouru par des ondes scélérates. Les proportions de
pics validant le critère parmi tous les pics détectés valent 0.6%, 0.91% et 2.12%. On conclut
donc que l’augmentation de l’intensité incidente favorise l’apparition des ondes scélérates.
3. Ces courbes ne sont pas représentées dans le manuscrit. Nous indiquons juste les résultats des courbes
de tendances dans le tableau 5.5
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Intensité pompe 20Wcm−2 40Wcm−2 80Wcm−2
Paramètre c1 de la courbe de
tendance
37.2 6.08 1.51
Nombre de pics détectés 4834 10922 12364
Nombre de pics validant le critère
(en intensité)
29 99 262
Valeur maximale du facteur
d’anormalité (en intensité)
3.31 3.96 4.42
Pourcentage de pics validant le
critère (en intensité)
0.6% 0.91% 2.12%
Nombre de pics validant le critère
(en champ)
0 4 26
Valeur maximale du facteur
d’anormalité (en champ)
1.84 2.02 2.16
Pourcentage de pics validant le
critère (en champ)
0% 0.037% 0.21%
Table 5.5 – Statistique d’apparition d’événements intenses dans le système désaligné
Si on considère les facteurs d’anormalité calculés en champ, les pics les plus forts ont
des facteurs d’anormalité de 1.84, 2.02 et 2.16 pour I = 20, I = 40 et I = 80Wcm−2. On
n’observe donc des ondes scélérates qu’à partir de I = 40Wcm−2. Quant aux probabilités
qu’un pic soit une onde scélérate, elles valent 0%, 0.037% et 0.21%. En considérant ce
critère, on aboutit à la même conclusion : l’augmentation de l’intensité incidente dans
notre système favorise l’apparition d’ondes scélérates.
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5.3 Conclusion
Nous avons donc vu dans ce chapitre que l’augmentation de l’intensité incidente entraîne
notre système photoréfractif à simple rétroaction optique dans un régime turbulent. Le
faisceau retour en champ proche a alors une allure dynamique et des pics très intenses sont
observés. En étudiant les fonctions de densité de probabilité des intensités mesurées par les
pixels de la caméra, nous avons montré que celles-ci dévient de la statistique gaussienne,
ce qui caractérise une augmentation du nombre d’événements extrêmes. De plus, nous
avons aussi utilisé le critère du facteur d’anormalité pour étudier ces événements. Nous
avons vu que, selon ce critère, nous observons bien des ondes scélérates dans notre système
photoréfractif. L’apparition de ces ondes est favorisée par l’augmentation de l’intensité
pompe et par la nonlocalité introduite par le désalignement du miroir de la rétroaction
optique.
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Chapitre 6
Conclusion et perspectives
Conclusions
Nous avons étudié dans cette thèse un système photoréfractif à simple rétroaction op-
tique. Ce système permet l’observation de patterns dans les dimensions transverses d’un
faisceau laser. Le travail présenté ici avait trois principaux objectifs :
– Tout d’abord, tester une nouvelle conﬁguration de formation de pattern en rempla-
çant le faisceau gaussien incident par un faisceau “vortex”, un faisceau non-conventionnel
possédant un moment angulaire orbital.
– Ensuite, contrôler ce pattern grâce à une rétroaction nonlocale.
– Enﬁn, étudier la dynamique du pattern dans le cas gaussien en augmentant l’intensité
pompe et/ou avec une rétroaction nonlocale.
Des patterns optiques ont été observés dans des vapeurs atomiques [2], des matériaux
organiques [3], des cristaux liquides [1] ou des cristaux photoréfractifs [4]. Notre système
est un composé d’un cristal de Titanate de Baryum dopé avec des atomes de Cobalt
(BaTiO3 : Co). Il s’agit d’un matériau isolant ayant des propriétés photoréfractives. La
caractéristique de ces matériaux est d’avoir un indice de réfraction modulé lorsqu’ils sont
soumis à une illumination périodique. Quand deux faisceaux laser y interfèrent, des réseaux
d’indice de réfraction apparaissent. Si le milieu est spatialement étendu, une instabilité de
modulation peut entretenir des vecteurs d’onde transverses qui sont autrement instables.
Ces vecteurs d’onde transverses diﬀractent alors sur les réseaux d’indice photoréfractif. Ce
phénomène permet l’observation de structures optiques auto-organisées, de patterns. Un
des avantages des matériaux photoréfractifs pour l’étude des patterns est la valeur de la
constante de temps photoréfractive. Cette constante de temps, qui caractérise la dynamique
de formation des réseaux d’indice, est de l’ordre de la seconde [39]. Cet ordre de grandeur
nous permet d’observer l’évolution du pattern à l’oeil nu. Notre système est un système à
simple rétroaction optique ; un miroir est placé derrière le cristal. Le faisceau laser incident
interfère donc dans le cristal avec sa réﬂexion sur le miroir.
Nous disposons d’outils théoriques pour modéliser le système. Un système d’équations
non-linéaires couplées modélise la propagation des faisceaux aller et retour dans le cristal
et leur couplage grâce aux réseaux d’indice obtenus par eﬀet photoréfractif. Une analyse de
stabilité linéaire de ce système d’équations prévoit l’apparition de patterns grâce au pro-
cessus d’instabilité de modulation. Quand le coeﬃcient de couplage non-linéaire dépasse un
certain seuil, l’intensité des faisceaux devient modulé. Le système bifurque d’une solution
homogène vers une solution modulée, un pattern. De plus, nous avons proposé dans cette
thèse de simuler ce modèle numérique par un algorithme de type “Beam Propagation Me-
thod”. L’analyse de stabilité linéaire prévoit l’apparition d’une modulation du faisceau mais
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ne donne pas l’orientation des vecteurs d’onde qui apparaissent. C’est l’objectif de la simu-
lation numérique des équations non-linéaires. Dans le cas classique d’un faisceau gaussien
incident, la simulation montre l’émergence d’un pattern hexagonal au seuil d’instabilité de
modulation.
Dans le chapitre 3, nous avons étudié l’inﬂuence de l’utilisation d’un faisceau vortex en
entrée du système. Un tel faisceau possède un moment angulaire orbital : son front d’onde
est hélicoïdal et dans un plan transverse son intensité a l’allure d’un anneau avec un point
central sombre. Nous avons montré que ce moment entraîne une rotation du pattern. La
géométrie est hexagonale, comme dans le cas gaussien classique, mais elle tourne autour du
point central. Un nouveau type de dynamique de pattern a donc été observé. Nos résultats
de simulation sont en bon accord qualitatif avec l’expérience. Nous avons étudié l’inﬂuence
de la charge topologique et de l’intensité du faisceau vortex incident sur la vitesse de
rotation du pattern. La vitesse augmente avec la charge topologique et l’intensité mais
cette dépendance est non-linéaire. Notamment, quand on augmente l’intensité pompe, on
observe une saturation de la dynamique du pattern. De plus, nous avons montré que les
faisceaux satellites obtenus par instabilité de modulation possèdent des propriétés de phase
particulières. La présence d’une singularité de phase (point central sombre) dans le faisceau
incident induit la présence de singularités dans les faisceaux satellites observés dans le
champ lointain du faisceau.
Dans le chapitre 4, nous avons étudié l’inﬂuence simultanée d’un faisceau vortex in-
cident et d’un désalignement du miroir de rétroaction. Un tel désalignement induit une
dérive du pattern qui entre en compétition avec la rotation induite par le vortex. Pour une
certaine valeur de la non-localité de la rétroaction, ces deux dynamiques se compensent
et une zone statique émerge dans le champ proche du pattern. Lorsque le désalignement
est important, les patterns observés peuvent contenir diﬀérents domaines en champ proche
chacun associé à un vecteur d’onde d’une amplitude et d’une direction particulière. Notre
simulation fournit des résultats en bon accord qualitatif avec l’expérience. Enﬁn, nous avons
montré que la non-linéarité, réglée grâce à l’intensité incidente dans l’expérience et par le
coeﬃcient de couplage dans la simulation, est un paramètre de contrôle pour la sélection
des vecteurs d’onde de ces patterns complexes.
Dans le chapitre 5, nous avons étudié l’apparition de pics intenses lorsque le système est
pompé avec un faisceau incident gaussien de forte intensité. Une telle conﬁguration mène le
système dans un état turbulent. Nous avons tout d’abord caractérisé ces apparitions de pics
intenses grâce aux fonctions de densité de probabilité des intensités mesurées par chaque
pixel de la caméra. Lorsqu’on augmente l’intensité incidente, on observe une déviation de
cette fonction pour les niveaux de gris élevés. De plus, nous avons aussi caractérisé ces pics
intenses à l’aide du critère statistique du “facteur d’anormalité”. Selon ce critère d’abord
utilisé en hydrodynamique, certains pics sont suﬃsamment intenses pour être considérés
comme des “ondes scélérates”. L’apparition de ces ondes est favorisée par l’augmentation
de l’intensité pompe.
Perspectives
En guise de perspectives, il serait tout d’abord intéressant d’approfondir notre com-
préhension analytique de la formation des patterns avec un faisceau pompe vortex. Nous
avons présenté dans cette thèse les patterns expérimentaux obtenus dans ce cas et avons
mesuré la vitesse de rotation en fonction de l’intensité et de la charge topologique du vortex
incident. Dès lors, peut-on réaliser une analyse de stabilité linéaire qui prend en compte la
présence d’un vortex incident, c’est-à-dire d’un moment angulaire orbital dans le faisceau ?
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Cette analyse peut-elle fournir une expression mathématique de la vitesse de rotation en
fonction de l’intensité et de la charge topologique incidente ? De plus, il serait aussi in-
téressant de compléter l’analyse de stabilité linéaire en prenant en compte la nonlocalité
de la rétroaction. L’analyse prévoirait-elle l’existence de plusieurs vecteurs d’onde dans le
pattern ? Une telle conclusion fournirait une explication théorique à nos observations de
patterns “multizones”.
Une deuxième perspective intéressante serait d’étudier la formation des patterns vortex
dans les milieux discrétisés, c’est-à-dire dans les milieux où un réseau photonique (un
“lattice”) est inscrit. L’inﬂuence d’un tel réseau sur la formation des patterns dans le cas
gaussien a été étudié dans notre montage expérimental par N. Marsal et al. [52, 84, 185].
Dans le cas d’un faisceau vortex incident, on peut se poser la question de l’inﬂuence d’un
réseau photonique sur la rotation du pattern. Le réseau bloque-t’il la rotation ? Le réseau
inﬂuence-t’il la vitesse de rotation ?
Enﬁn, un axe de recherche prometteur pour ce système photoréfractif à simple rétro-
action optique est l’observation de “solitons de cavité” aussi appelés “solitons dissipatifs”.
Contrairement à un pattern qui est une structure modulée périodique de l’intensité d’un
faisceau laser, un soliton de cavité est une modiﬁcation locale de l’état du faisceau dans
son plan transverse. Il s’agit d’un pic de lumière localisé entretenu par le ﬂux d’énergie du
faisceau laser. Cependant, les deux phénomènes sont liés. En eﬀet, pour observer un tel
soliton dissipatif, le système doit être bistable. Deux solutions, l’une homogène et l’autre
modulée (un pattern), doivent “co-exister” [186]. Ces solitons de cavité ont été observés
dans des matériaux semi-conducteurs [126, 187], des vapeurs de Sodium [124] et dans des
cristaux liquides [123]. Dans les matériaux photoréfractifs, une observation de structure
localisée est rapportée dans la littérature par Saﬀman et al. [125]. Cependant, les auteurs
n’ont pas montré la possibilité de l’adresser, c’est-à-dire de contrôler où est inscrite la
structure, ni de l’eﬀacer. Des tentatives d’adressage de soliton dissipatif dans notre sys-
tème expérimental photoréfractif ont déjà été menées par N. Marsal [28]. S’inspirant des
résultats obtenus par Odoulov et al. qui ont montré l’existence d’une bistabilité dans un
système photoréfractif à simple rétroaction optique lorsqu’un éclairage de fond est ajouté
au cristal [51], une bistabilité entre un état homogène et un état modulé a été observée
dans notre montage [28]. Cette bistabilité dépend de plusieurs paramètres de contrôle,
notamment l’intensité pompe, le gain photoréfractif et l’intensité de l’éclairage de fond.
Cependant, l’adressage d’une structure localisée n’a pas encore été obtenu. Cette tenta-
tive a été réalisée dans notre système étendu spatialement à deux dimensions. Il serait
intéressant d’essayer dans un système étendu 1D. Montrer la possibilité d’enregistrer, de
contrôler et d’eﬀacer un soliton dissipatif dans notre système photoréfractif à simple rétro-
action optique serait un excellent résultat et un grand pas vers une éventuelle réalisation
de mémoires optiques photoréfractives.
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Annexe A
Taille et intensité du faisceau
Comment mesurer précisément la largeur et l’intensité d’un faisceau Laguerre-Gauss ?
On souhaite étudier ici les eﬀets produits par les faisceaux Laguerre-Gauss de diﬀé-
rentes charges topologiques. Si celle-ci vaut zéro, on a alors aﬀaire au faisceau gaussien
fondamental bien connu. Par contre, si elle est non nulle, le faisceau est un faisceau “vor-
tex” : son intensité a la forme d’un “donut” et son front d’onde est hélicoïdal. Dans un plan
transverse, il y a une circulation de phase autour du point central où la phase est indéﬁnie.
On parle de singularité de phase. La question posée ici est : comment définir la taille
du faisceau dans le cas général, la mesurer et en déduire son intensité ?
Tout d’abord, nous donnons l’expression analytique du faisceau dans le cas général.
Nous verrons ensuite les diﬀérentes déﬁnitions envisageables de la taille et de l’intensité.
Enﬁn nous verrons comment les mesurer par la méthode du couteau.
A.1 Expression analytique des modes de Laguerre-Gauss
Pour un endroit z ﬁxé, l’amplitude complexe d’un faisceau de Laguerre-Gauss est donnée
par [188] :
El,c(r, φ, w) =
√
Ptot
w
√
2
π|c|!
(√
2r
w
)c
Lcl
(2r2
w2
)
e−r
2/w2eicφ (A.1)
où w est le “col” du faisceau (ou waist) et Ptot est la puissance totale du faisceau. Les fonc-
tions Lcl (.) sont les polynômes de Laguerre où l est l’ordre du polynôme et c un paramètre
supplémentaire : la charge topologique.
Ici, nous nous intéressons seulement au mode gaussien fondamental et aux modes “do-
nut”. Le paramètre l est donc ﬁxé à 0.
En multipliant cette expression par son conjuguée, on obtient l’intensité :
Ic(r) = Ptot
2c+1w−2c−2
πc!
|r|2ce−2r2/w2 (A.2)
Pour obtenir l’expression de l’intensité maximale, on calcule la dérivée de Ic(r) et on
cherche la valeur de r qui annule cette dérivée. L’intensité du faisceau est maximale en ce
point.
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∂
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π
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On remarque que pour une puissance totale égale, l’intensité maximale du faisceau
dépend de la charge topologique.
A.2 Définitions possibles de la taille et de l’intensité du fais-
ceau
Quatre déﬁnitions possibles pour le rayon R du faisceau peuvent être retenues. L’inten-
sité est alors déﬁnie en considérant que toute la puissance Ptot traverse uniformément une
surface eﬀective πR2.
– R = w. On considère simplement que le waist est le rayon de la surface eﬀective.
Dans ce cas, I = Ptot
piw2
.
– R =
√
c!ec
2cc w = ”Rmax”. Selon cette déﬁnition de R, l’intensité vaut I = Imax.
– R = d1090/2 avec d1090 la largeur du faisceau mesurée par la méthode du couteau à
10 et 90%. I = Ptot
pi
(
d1090/2
)2 .
– R = σ =
√∫ +∞
−∞
∫ +∞
−∞ x
2 Ic(x,y)
Ptot
dxdy. σ est la déviation du faisceau [189]. Cette déﬁ-
nition est de type statistique. Ici, I = Ptot
piσ2
.
A.3 Mesures par la méthode du couteau
On place une lame de cutter sur une table de translation. Dans le plan transverse (x,y),
quand la lame est positionnée en x = X, la photodiode placée derrière mesure la puissance
suivante :
PCout(X) =
∫ +∞
−∞
∫ +∞
X
I(x, y)dxdy (A.5)
(A.6)
On mesure par la méthode du couteau la largeur d1090 du faisceau. C’est-à-dire que
80% du faisceau sont contenus dans cette largeur. Comment alors connaître la valeur de
w, Rmax et σ ? En réalisant une étude semblable à celle de [189], on détermine les facteurs
permettant de déterminer w, Rmax et σ en connaissant d1090. Ces coeﬃcients sont indiqués
dans le tableau A.1.
Ce tableau se comprend de la manière suivante : connaissant la mesure de la largeur
d1090 d’un faisceau gaussien classique, on obtient sa largeur 2w au waist en multipliant la
mesure par le coeﬃcient 1.56.
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p 0 1 2 3 4
d1090 1 1 1 1 1
2w 1.56 1.09 0.88 0.76 0.68
2Rmax 1.11 1.27 1.20 1.14 1.09
2σ 0.78 0.77 0.77 0.77 0.77
Table A.1 – Coefficients multiplicateurs pour obtenir les largeurs 2w, 2Rmax et 2σ du faisceau à
partir des mesures de d1090 pour différentes charges topologiques.
Cas particulier du mode gaussien fondamental
Le mode gaussien fondamental est déﬁni par le champ électrique suivant :
E0(r) =
√
2Ptot
π
1
w
e−
r2
w2 (A.7)
(A.8)
w est par déﬁnition le rayon à 1/e du champ électrique E. C’est à dire que :
E(w) =
Emax
e
(A.9)
L’intensité du faisceau s’écrit donc :
I(r) =
2Ptot
π
1
w2
e−
2r2
w2 (A.10)
I0,max = I0(r = 0) =
Ptot
π
(
w√
2
)2 (A.11)
Suivant le tableau précédent, quand on mesure la largeur d1090, on en déduit la valeur
de w, Rmax et σ :
w =
1.56
2
d1090 (A.12)
Rmax =
1.11
2
d1090 (A.13)
σ =
0.78
2
d1090 (A.14)
A.4 Tailles de nos faisceaux
Le tableau A.2 présentent les tailles des faisceaux de charge topologique p = 0, p = 1,
p = 2 et p = 3 pour diﬀérentes valeurs de la distance focale f1 de la lentille L1. Nous avons
mesuré la largeur d1090 par la méthode du couteau. Grâce aux coeﬃcients du tableau A.1,
on en déduit les largeurs 2w, 2Rmax et 2σ. L’incertitude de ces mesures vaut 10µm.
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p 0 0 0 1 1 1 2 3
f1(cm) 50 75 100 50 75 100 50 50
d1090 (µm) 80 110 160 170 290 410 280 340
2w (µm) 125 172 250 185 315 446 248 260
2Rmax (µm) 89 122 178 215 367 519 337 386
2σ (µm) 63 86 125 131 223 315 215 262
Table A.2 – Largeurs d1090, 2w, 2Rmax et 2σ des faisceaux de charge topologique p = 0, p = 1,
p = 2 et p = 3 pour différentes valeurs de la distance focale f1 de la lentille de focalisation L1.
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Annexe B
Algorithme de détection des pics
Cette annexe présente le fonctionnement de l’algorithme de détection des pics utilisé
dans le chapitre 5 pour la caractérisation des événements intenses.
B.1 Problématique
Dans le chapitre 5, pour déterminer si un pic lumineux dans l’image en champ proche
du faisceau retour B est une “onde scélérate”, on étudie son “facteur d’anormalité” en
comparant son niveau de gris à celui des autres pics apparaissant dans le faisceau. Pour cela,
nous devons tout d’abord réaliser un algorithme de détection des pics. La problématique
est la suivante. Nous disposons d’images expérimentales comme celle de la ﬁgure B.1,
dont les niveaux de gris des pixels varient entre 0 et 1023 (mesures sur 10 bits), et nous
souhaitons détecter parmi tous les pixels de l’image ceux correspondant à un pic d’intensité.
La méthode est donc la suivante :
– Tout d’abord, nous considérons qu’un pixel est un pic si son intensité est supérieure
à celle de ses 8 pixels voisins. Ce critère aboutit à la détection de très nombreux pics,
notamment dans les zones de l’image autour du faisceau.
– Nous ajoutons donc un seuil minimal de détection des pics. Les pixels d’intensité
très faibles (notamment ceux autour du faisceau) sont donc exclus de la détection.
Cependant, nous constatons qu’un nombre encore trop important de pics est détecté
à cause de l’existence d’un certain niveau de bruit concernant l’intensité des pixels.
– Nous appliquons donc un ﬁltre-bas aux images pour atténuer les variations de ni-
veau de gris entre pixels voisins. L’algorithme de détection des pics est alors très
satisfaisant.
B.2 Développement de l’algorithme sur une image-exemple
B.2.1 Critère le plus simple pour définir un pic
Nous considérons tout d’abord qu’un pixel de l’image est un pic si son intensité est
supérieure à celle de ses 8 pixels voisins. Les résultats tirés de ce critère très simples sont
illustrés sur l’image de la ﬁgure B.2. L’image est celle de la ﬁgure B.1 sur laquelle nous
avons placé un carré rouge sur chaque pic ainsi détecté (chaque rouge recouvre 9 pixels :
3 ∗ 3). Le critère n’est manifestement pas suﬃsant. Un trop grand nombre de pics est
détecté, notamment dans les zones autour du faisceau.
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Figure B.1 – Faisceau retour B issu de notre système photoréfractif à simple rétroaction optique
aligné pour une intensité incidente I = 80Wcm−2.
Figure B.2 – Pics détectés en appliquant ni filtre passe-bas, ni seuil minimal. Un carré rouge de
9 pixels (3 ∗ 3) est placé au niveau de chaque pic détecté.
B.2.2 Ajout d’un seuil
Nous décidons donc de ﬁxer un seuil en-dessous duquel aucun pixel ne sera considéré
comme un pic. Nous choisissons de ne pas considérer les pixels dont l’intensité en niveau de
gris est inférieur à 80 sur l’échelle allant de 0 à 1023. Les pics détectés sont alors représentés
sur la ﬁgure B.3. Cette valeur du seuil, choisie arbitrairement, est suﬃsamment élevée pour
que tous les pixels autour du faisceau soient exclus de la détection mais reste cependant
assez faible pour ne pas exclure les pixels à intensité forte présents dans le faisceau.
Cependant on constate que de trop nombreux pixels sont encore considérés comme des
pics. Le cercle bleu sur la ﬁgure B.3 entoure un maximum local de l’intensité du faisceau.
Un algorithme eﬃcient devrait ne détecter qu’un seul pic dans ce cercle. Ici, des dizaines
de pics sont détectés pour ce seul maximum local à cause de l’existence d’un certain niveau
de bruit dans les valeurs de l’intensité des pixels.
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Figure B.3 – Pics détectés en appliquant un seuil minimal (pas de filtre passe-bas). Un carré rouge
de 9 pixels (3 ∗ 3) est placé au niveau de chaque pic détecté.
B.2.3 Ajout d’un filtre passe-bas
Pour résoudre ce problème, nous appliquons un ﬁltre passe-bas aux intensités des pixels
avant de déterminer si, oui ou non, ils sont des pics. Ce ﬁltre “lisse” les variations de niveaux
de gris des pixels. Nous réalisons ce ﬁltre grâce à la fonction imﬁlter de Matlab. Cette
fonction réalise une convolution de l’image par une matrice dite “matrice de convolution”.
Autrement dit, nous modiﬁons la valeur de l’intensité de chaque pixel par une somme
pondérée des intensités des pixels du voisinage. Les coeﬃcients de pondération sont les
valeurs de la matrice. Nous testons ici 3 matrices de convolution h1, h2 et h3 :
h1 =

1 1 11 1 1
1 1 1

 (B.1)
h2 =


1 1 1 1 1
1 2 2 2 1
1 2 3 2 1
1 2 2 2 1
1 1 1 1 1

 (B.2)
h3 =


1 1 1 1 1 1 1
1 2 2 2 2 2 1
1 2 3 3 3 2 1
1 2 3 4 3 2 1
1 2 3 3 3 2 1
1 2 2 2 2 2 1
1 1 1 1 1 1 1


(B.3)
La principale diﬀérence entre ces trois matrices est la zone considérée pour réaliser la
somme pondérée. Avec la matrice h1, nous modiﬁons l’intensité de chaque pixel avec les
intensités de ses 8 pixels voisins. Avec la matrice h2, nous modiﬁons l’intensité de chaque
pixel avec les intensités de ses 24 pixels voisins. Enﬁn, avec la matrice h3, nous modiﬁons
l’intensité de chaque pixel avec les intensités de ses 48 pixels voisins. Les pics détectés en
ajoutant ces diﬀérents ﬁltres passe-bas (et en conservant le seuil de détection minimal)
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sont représentés sur la ﬁgure B.4. Avec le ﬁltre h1 (a), nous constatons que nous avons
bien diminué le nombre de pics détectés mais nous avons malheureusement toujours trop
de pics pour un seul maximum local de l’intensité du faisceau, comme indiqué par le cercle
bleu. Environ une dizaine de pics est détectée pour ce maximum local. Avec le ﬁltre h2 (b),
nous détectons souvent deux ou trois pics par maximum local. Enﬁn, avec le ﬁltre h3 (c),
pour quasiment tous les maxima locaux, un seul pic est détecté. La détection des pics est
ici satisfaisante.
Figure B.4 – Pics détectés après application d’un filtre passe-bas sur l’image. (a) Filtre h1. (b)
Filtre h2. (c) Filtre h3. Un carré rouge de 9 pixels (3∗3) est placé au niveau de chaque pic détecté.
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In many different configurations, nonlinear light–matter
interaction leads to complex light propagation mechan-
isms, transverse instabilities, and self-organization in
so-called optical patterns [1,2]. Patterned light modes ap-
pear when an initially homogeneous transverse field bi-
furcates to an ordered transverse field profile, through
modulation instability. In optics, such a pattern forma-
tion process can be observed, e.g., in the case of a non-
linear medium subjected to optical feedback (in an
optical cavity or a single feedback system). Examples
have been given in a large variety of systems including
photorefractive crystals [3–5], liquid crystal light valves
[6], and sodium vapors [7]. Additionally, in cavity non-
linear optics, phase singularities can appear in the trans-
verse plane due to the nonlinear interaction of cavity
modes belonging to a frequency-degenerated family [8,9].
Such a set of regularly organized singularities is also
called an “optical vortices crystal” [10].
In this Letter we analyze the scheme of a photorefrac-
tive single optical feedback (Fig. 1). This system can lead
to a large variety of pattern complex geometries and pat-
tern modes that can be supported through convective or
absolute drifting instabilities [11]. We address the follow-
ing question. Since the pattern formation is strongly
related to a phase modulation converted to an inten-
sity modulation (Talbot effect), we propose to analyze
whether the pattern formation process may lead to differ-
ent phenomena when the initial beam has peculiar phase
properties. To this aim, we inject a vortex beam in our
pattern forming system. In the transverse plane, the
phase of such a beam varies from 0 to 2π around a
singularity where the phase is undefined [Fig. 2(i)]. The
combination of this singularity with pattern formation
yields interesting new phenomena. Nonhexagonal pat-
terns are produced with rotating dynamics on a slow time
scale. The pattern formation threshold, the pattern geom-
etry, and the dynamics are moreover influenced by the
vortex topological charge. The propagation of vortices
in optical nonlinear media has been studied in the con-
text of self-trapped or soliton beams, forming azimuthons
[12], new beam structures (dipoles, tripoles, etc.), and
collective behaviors of vortex arrays [13]. We analyze
here a different situation, where a vortex beam in a single
feedback system leads to spontaneous pattern formation.
The model for the photorefractive wave mixing origi-
nates from the band transport model of Kukhtarev et al.
[14], which is simplified here as done in [15]. We end up
with a full (3þ 1)-dimensional nonlinear model based on
the slowly varying envelope paraxial equations for the
two beams:
∂zF þ ifΔ
2
⊥
F ¼ −QB; ð1Þ
−∂zBþ ifΔ
2
⊥
B ¼ QF; ð2Þ
τ∂tQþ Q ¼ Γ
FB
jF j2 þ jBj2
; ð3Þ
where F is the forward beam and B the backward beam.
z is the propagation coordinate scaled by the crystal
length Lc, Δ⊥ is the transverse Laplacian scaled by the
beam waist w0. f ¼ Lc=ð2k0w
2
0
Þ represents the magnitude
of the diffraction. f is proportional to the inverse of the
Fresnel number. k0 is the wavenumber in the longitudinal
direction within the crystal. Q is the complex amplitude
of the reflection grating. The two-wave mixing inter-
action geometry created by F and B produces a light
interference pattern inside the crystal. Because of this
periodic illumination, a space charge electric field is
therefore created and converted into an index reflection
grating by the Pockels effect. Q has a temporal evolution
described by a relaxation equation [5,15] where τ is the
relaxation time related to the photorefractive crystal
used. The time of the simulation is scaled by this param-
eter τ. Γ is the so-called photorefractive coupling
strength, as defined in [15]. Absorption losses have been
neglected.
In our simulation, F can be set as a Gaussian beam
or a vortex beam. The vortex input beam profile is then
written
Fig. 1. Scheme of our photorefractive single feedback system.
Labels are defined in the text.
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Fðr⊥; θÞ ¼ F0

r⊥
w0

c
exp

−

r⊥
w0

2

expðicθÞ; ð4Þ
where r⊥ and θ are the cylindrical coordinates and c the
topological charge of the vortex.
We use the fast Fourier transform beam propagation
method (FFT-BPM). The crystal has a transverse dimen-
sion of 6w0 and is of length Lc ¼ 0:8 cm. Transverse and
longitudinal dimensions are discretized over 100 × 100
and 300 points, respectively. The dynamics is analyzed
with a time step equal to τ.
Figure 2 shows the near and far fields of the counter-
propagating beam B at two different times and at the en-
trance face of the crystal (z ¼ 0). Two conditions are
considered for the initial transverse field profile: either
a Gaussian beam [Figs. 2(a)–2(f)] or a vortex beam with
c ¼ 1 [Figs. 2(g)–2(l)]. The waist w0 is equal to 200 μm.
On the right [Figs. 2(c), 2(f), 2(i), and 2(l)] is also plotted
for all cases the transverse profile of the near-field phase,
so that one can recognize the uniform phase field profile
in the case of the Gaussian beam and the periodically
varying phase profile in the case of the vortex beam. In
both cases, when the coupling strength Γ exceeds a cer-
tain threshold, and after a given transient time, the initial
beam bifurcates to a patterned solution. The Gauss-
ian field leads to a hexagonal pattern [Figs. 2(a)–2(c),
B at t ¼ 0; Figs. 2(d)–2(f), B at t ¼ ∞], as is already shown
theoretically [15] and experimentally [3]. In the case of a
vortex beam, we also see a patterned solution in intensity
[Fig. 2(j)] and with a discretization of the phase trans-
verse profile [Fig. 2(l)]. The pattern geometry is different,
with a dodecagon in the far field [Fig. 2(k)]. Moreover, as
indicated by the arrow [Figs. 2(j) and 2(k)], the pattern
slowly rotates around the phase singularity. This rotation
is not observed when the vortex beam is replaced by a
“doughnut”-shaped beam without phase singularity.
Therefore, the rotation of the pattern, i.e., the temporal
symmetry breaking, is due to the phase circulation of the
vortex beam. If we invert the phase circulation by using,
for example, a vortex beam of topological charge −1, we
observe the same patterns, but the rotation becomes
clockwise. When time increases, the pattern bifurcates
to a more complex spatiotemporal dynamics.
The rotating dynamics that accompanies the vortex
patterned beam is illustrated in Fig. 3. The horizontal axis
represents the time scaled by the time constant τ of the
photorefractive material. In the Gaussian case (Fig. 3,
top), a stationary pattern is formed after a transient time
of the order of 150 τ. In the vortex case (Fig. 3, center and
bottom), the forming pattern after a transient time is no
longer stationary but exhibits an almost time-periodic dy-
namics of its individual components. The period is differ-
ent for the pattern components close to the center of the
beam and for those far from the beam center. Typically,
we observe a period of the order of several hundreds of τ.
The rotation is slow compared to the photorefractive
grating formation speed. When comparing with the case
of a vortex with c ¼ 4, it appears that the period of rota-
tion is almost not dependent on the topological charge,
hence of the phase periodicity in the transverse plane.
The rotating dynamics is therefore not in a simple rela-
tionship with the phase gradient in the transverse plane.
Figure 4 shows in addition the near and far fields ob-
tained numerically when injecting in our system vortices
of topological charges þ2, þ3, and þ4. In all cases, we
obtain a pattern that exhibits a rotating dynamics around
the center of the beam. However, the pattern geometry
depends on the topological charge.
(a) (b)
(d) (e)
(g) (h) (i)
(j) (k)
(c)
(f)
(l)
Fig. 2. (Color online) Patterns obtained with a Gaussian beam
(ΓLc ¼ 3:84) and a vortex beam (c ¼ 1, ΓLc ¼ 3:8). The pattern
(j), (k), (l) is transient and is plotted at t ¼ 186τ.
Fig. 3. (Color online) Temporal evolution of the cross section
of the backward beam propagating in our single feedback
system. The input beams are a Gaussian beam, a vortex of
topological charge c ¼ 1, and a vortex of topological charge
c ¼ 4. ΓLc ¼ 3:9 in the three cases.
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Finally, we complement our analysis by comparing in
Fig. 5 the pattern threshold ðΓLcÞth for different input
beams: Gaussian (white), doughnut-shaped that is with-
out phase singularity (black), or vortex (gray). It is a bar
plot where the height of each bar is the ΓLc value above
which a pattern is observed numerically. In all cases, the
same input power has been injected. In the case of a
doughnut-shaped beam, the pattern formation threshold
remains almost constant when varying c. However, when
the phase transverse profile of a vortex is taken into
account, the pattern formation threshold is significantly
modified and decreases with the increase of the topologi-
cal charge. The same conclusion holds when inverting
the sign of c. This plot confirms that the pattern forma-
tion mechanism is affected by the vortex phase dynamics
and not only by the input beam intensity profile or other
system parameters.
In summary, we have shown theoretically that the pat-
tern formation process in a single feedback nonlinear op-
tical system is fully modified when the input beam is a
vortex beamwith its peculiar phase transverse dynamics.
An optical pattern is formed with a rotating dynamics on
a slow time scale when compared to the nonlinear inter-
action time. The pattern geometry and the pattern thresh-
old are very much dependent on the vortex topological
charge. Our work motivates additional experiments and
contributes to the more general understanding of mov-
ing, rotating, and drifting patterns in a nonlinear system.
The authors acknowledge the support of Conseil
Régional de Lorraine, of Fondation Supélec, and of
Institut Carnot C3S.
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We demonstrate that modulation instability leading to optical pattern formation can arise by using
nonconventional counterpropagating beams carrying an orbital angular momentum (optical vortices).
Such a vortex beam is injected into a nonlinear single feedback system. We evidence different complex
patterns with peculiar phase singularities and rotating dynamics. We prove that the dynamics is induced by
the vortex angular momentum and the rotation velocity depends nonlinearly on both the vortex topological
charge and the intensity of the input beam.
DOI: 10.1103/PhysRevLett.108.263903 PACS numbers: 42.65.Sf, 05.45.a, 45.70.Qj
Photon orbital angular momentum has been a subject of
growing interest. A beam carrying such a momentum, called
an optical vortex, has a helicoidal wave front and a ring-
shaped intensity profile [1] (Fig. 1). The electric field of
such a beam can be written in cylindrical coordinates as
Eðr; ; zÞ ¼ uðr; zÞeiceikz. k ¼ kz^ is the wave vector
and c is an integer called the topological charge indicating
phase fronts which are c intertwined helical surfaces. The
orbital angular momentum carried by each of the beam
photons is equal to c@. Contrary to the spin angular momen-
tum associatedwith the polarization structure of the light, the
orbital angular momentum relies on the photon phase prop-
erty. Therefore, optical vortices are of both fundamental and
application interest. For example, such beams are used as
‘‘optical tweezers’’ or actuators in biophysics [2], micro-
mechanics, and microfluidics [3], or for extra solar planet
detection [4]. In optics, propagation of vortices in nonlinear
materials shows many interesting phenomena such as
frequency conversion [5], wave mixing [6], beams’ self-
trapping, or peculiar instabilities: spiraling multipoles and
azimuthons [7]. While propagating through a nonlinear me-
dium, a common laser beam may also become unstable
against a mechanism calledmodulation instability. This later
develops at a characteristic transverse length, resulting in the
appearance of correlated satellite beams (pattern) that grow
in preferential directions. Such a self-organization process is
commonly studied using broad co-(counter)propagating
Gaussian beams with wave mixing achieved in either cavity
[8–11] or single feedback systems [12–16]. Because of
unavoidable or voluntary misalignments in optical experi-
ments, pattern formation is usually accompanied by convec-
tive drifting dynamics resulting from a nonlocal coupling
between the propagating beams [17–19]. Pattern-forming
optical systems may also show phase singularities in the
transition to space time chaos [20]. Nevertheless, the effect
of a singular beam instead of a nonsingular one as the input
pump of a pattern-forming system remains unexplored.
In this Letter, we force our nonlinear single feedback
experimentwith anoptical vortex and shownontrivial pattern
dynamics. Complex rotating hexagonal patterns with phase
singularities in the satellite beams are evidenced in good
qualitative agreement with recent numerical predictions
[21]. Contrary to dynamics sustained by noise observed in
convective regimes [17,18], we prove that the dynamics is
here induced by the vortex orbital angular momentum.
Our demonstration is based on the experiment depicted
in Fig. 1. It consists of a photorefractive cobalt doped
barium titanate crystal (BaTiO3:Co, 6 6 6 mm
3) in a
single feedback configuration. The lens L1 imposes the
input beam size. The feedback mirror, placed behind the
lens L2, can be precisely moved longitudinally to vary
the position of the corresponding virtual mirror (VM)
created by the 2f:2f imaging system (Fig. 1). This allows
adjustment of positive (mirror outside the medium) or
negative (mirror inside the medium) effective diffraction
lengths [22]. We limit our study to the case where the VM
is placed at the back face of the crystal. The crystal is
FIG. 1 (color online). Experimental setup. Computer gener-
ated hologram (CGH) printed on glass. (a) Interference picture
between a vortex beam and a plane wave. (b) Far-field pattern
obtained by linear diffraction after a beam splitter (BS) and
corresponding to the Fourier transform of the near field observed
on picture (c). In picture (b), the central spot has been removed
to emphasize the satellite beams.
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oriented to provide strong energy coupling between the
two counterpropagating beams. The angle between the
spontaneous polarization c^ axis of the BaTiO3: Co crystal
and the optical axis of the system is set to approximately
25. For this orientation of the crystal, the large electro-
optic coefficient r22 gives a strong contribution to the
photorefractive response, leading to a two-wave mixing
amplification in backward direction [23]. A continuous
frequency-doubled Nd:YAG laser emitting at 532 nm is
used as the coherent light source. To generate an optical
vortex, the laser beam is sent through a transmission grat-
ing with a fork-shaped geometry (Fig. 1). Depending on
the number of dislocations in the mask, vortices of differ-
ent topological charges can be selected in the diffraction
orders [24]. Finally, the observation of the far and corre-
sponding near field is realized by projecting the backward
beam, after passage through the crystal, on a CCD camera.
First, we consider the situation where the system is
driven by a conventional Gaussian beam (c ¼ 0). Such
an experimental configuration has already proved its ca-
pacity to generate light self-organization due to modulation
instability [16]. Depending on the distance of mirror-
crystal and above a certain intensity threshold, a large
number of unstable pattern modes can be formed but
only a few of them are selected such as stripes or hexagons.
The pattern selection intrinsically implies a spontaneous
breaking of the translation and rotation symmetry in the
system. By varying the feedback mirror tilt angle, an addi-
tional breaking of the reflection symmetry gives rise to
various pattern geometries. The new pattern modes are
usually accompanied by an advectionlike effect giving
rise to convective instabilities sustained by noise [19].
The scenario changes when counterpropagating
Gaussian beams are substituted by vortices. We first inject
a c ¼ þ1 vortex beam. To test the vortex topological
charge, thus the efficiency of the fork grating, we tempo-
rarily remove the feedback mirror and monitor the inter-
ference pattern composed by the first diffraction order of
the grating and a plane wave. The resulting dislocation in
the center of Fig. 1(a) indicates a c ¼ þ1 vortex beam.
Second- or third-order dislocations are observed for corre-
sponding higher c ¼ þ2, c ¼ þ3. For negative topologi-
cal charges, a forklike interference pattern similar to
Fig. 1(a) is observed but in the opposite direction.
The first example of vortex induced pattern formation is
the one shown in Figs. 1(b) and 1(c). The feedback mirror is
placed at the back face of the crystal and the intensity of
the focused vortex beam can be set from 1 to 100 W=cm2.
For an intensity close to 10 W=cm2, modulation instability
occurs and the system bifurcates to a dynamic pattern state.
As for the Gaussian case, we measure an angle   1
between the central spot of the backward beam and the
emerged satellite beams, consistent with previous observa-
tions [13]. The pattern of near-field intensity distribution
looks like a honeycomb structure inside the vortex ring
[Fig. 1(c)]. The white arrow indicates a rotating dynamics
around the dark center where no instability pops up. The
corresponding far field shows complex satellite beams be-
longing to a circle of instabilitieswhere black lines arevisible
on top of the satellites [Fig. 1(b)].A close inspection of the far
field indicates the presence of dislocations. Figures 2(a)–2(c)
represent the far-field patterns for three different vortex
topological charges. The interferogram between one of the
satellites and a plane wave is shown on Figs. 2(d) and 2(e).
The zoom on Fig. 2(e) illustrates a first-order dislocation
indicating the presence of c ¼ 1 vortices in the satellites of
the far-field pattern. By injecting vortices with higher topo-
logical charges (c ¼ 2, c¼3), far-field patterns become
more complex [Figs. 2(b) and 2(c)] as predicted in [21] and
whatever the input charge is, the satellite beams are all
composed by charge 1 vortices. Closely linked to what we
observed but in a different context of beam propagation,
similar results occur in anisotropic nonlinear media where
the propagation of a vortex with a high topological charge
may decay in several first-order vortices [25].
Although the structure of the satellite beams is not
affected by the vortex topological charge, the dynamics
of the near-field pattern changes drastically. Figure 3 dis-
plays a rotating dynamics for two different input vortices:
c ¼ þ1 and c ¼ 3. The beam waist of the first vortex
(c ¼ 1) is equal to 290 m. The second one (c ¼ 3) is
equal to 340 m. The values correspond to measurements
realized by the ’’knife-edge’’ technique [27]. The time
difference between two consecutive images is equal to
0.6 sec. Independent of the different topological charges,
we first notice that the near-field patterns do not differ.
We identify a honeycomblike self-organization similar to
classical hexagonal pattern observed in experiments with
counterpropagating Gaussian beams [13,16]. Nevertheless,
the pattern is here accompanied by a rotating dynamics
FIG. 2 (color online). (a)–(c) Far-field patterns obtained with
different vortex topological charges c ¼ 1, c ¼ 2, and c ¼ 3,
respectively. (d)–(e) Zoom on the interference pattern between a
part of the satellite beams and a plane wave. A first-order
dislocation is visible inside the white square (e).
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depending on the sign of the topological charge. For posi-
tive charges [c ¼ þ1, Figs. 3(a)–3(d)], the sense of rotation
is counterclockwise and clockwise for negative values
[c ¼ 3, Figs. 3(e)–3(h)]. Contrary to common advection-
like effect imposed by a nonlocal coupling of the counter-
propagating beams [17,18], the rotating dynamics is here
induced by the intrinsic orbital angular momentum of the
vortex. Similar results are obtained for pairs of opposite
topological charges (c ¼ 1, c ¼ 2, c ¼ 3).
By knowing the time separation between two consecutive
pictures, the distance travelled by one spot (red squares in
Fig. 3) and the radius of the vortex, one can calculate the
linear and angular velocities of the rotation. For c ¼ 1, the
angular velocity is v ’ 0:15 rad=s and for c ¼ 3 it is v ’
0:17 rad=s. These results suggest that the rotation velocity
depends on the vortex topological charge. Furthermore, it is
worthmentioning that due to photorefractive effect, the input
beam intensity influences both the gain and the response time
of the two-wave mixing interaction geometry in the crystal
[28] and might also have impact on the pattern velocity. All
these results are presented in Fig. 4. We study for different
topological charges (c ¼ 1, 2, 3) the dependency of the
pattern near-field angular velocity versus the input beam
intensity. For fruitful comparisons, the power and the beam
waist of the different vortices have been adjusted to have the
same intensity at the input face of the crystal. First, we
see that all the curves start at the same input intensity equal
to 10 W=cm2. Below this threshold value, it is difficult to
clearly identify a pattern state and therefore impossible to
measure a rotation velocity. Second, we observe that the
velocity grows with the input intensity. For c ¼ 1 the veloc-
ity increases from 0:10 to 0:17 rad=s, c ¼ 2 from 0.12 to
0:20 rad=s, and c ¼ 3 from 0.12 to 0:21 rad=s. These results
seem consistent with the fact that, as already mentioned, the
increase of the input intensity leads to a faster response time
of the photorefractive effect. The corresponding mean linear
velocity is of tens of micrometers per second, which corre-
sponds to the relatively slow time response of the photore-
fractive barium titanate crystal that is of the order of second.
A saturation effect appears for intensities above 25 W=cm2
and is more pronounced for higher charges c ¼ 2 and c ¼ 3
(Fig. 4). This effect could be linked to the saturation property
of the photorefractive nonlinearity [29]. Finally, one can
notice that the pattern velocity increases nonlinearly with
the topological charge. For an input intensity equal to
20 W=cm2 (below the saturation effect), the velocity in-
creases from 0:15 rad=s for c ¼ 1 to 0:17 rad=s for c ¼ 2
and c ¼ 3. These velocities correspond respectively to rota-
tion periods of 43 sec for c ¼ 1 and 36 sec for c ¼ 2 and
c ¼ 3. The increasing values of the velocity versus the
topological charges stem from the linear definition of the
vortex orbital angular momentum: the higher c is, the faster
the vortex energy flow runs. However, the nonlinear evolu-
tionmay derive from the interplay between the vortex orbital
angular momentum and the nonlinear mechanism of modu-
lation instability. All these observations demonstrate that the
rotation velocity depends nonlinearly not only on the input
intensity but also on the vortex topological charge. These
results should be compared with our previous theoretical
study [21]. Although our model does not account for many
of the experimental complexities (in particular, the intensity
dependency), theory and experiment agree qualitatively on
the facts that the mean rotation period ranges from 10 to 100
times the photorefractive time constant and the rotation
period varies nonlinearly with c, although the difference
remains small (max 15%).
In summary, we have shown experimentally that the
peculiar transverse phase property of a vortex beam
induces new interesting phenomena in a pattern-forming
system. We investigated a photorefractive single feedback
experiment where a vortex beam was used as the input
beam. Above a certain intensity threshold, modulation
FIG. 3 (color online). Rotation dynamics of the near-field pattern over time for an intensity of the input beams equal to 20 W=cm2 at
the crystal input face. First line (a)–(d): c ¼ þ1. Second line (e)–(h): c ¼ 3. The vertical arrows (d),(h) indicate the direction of
motion of one spot located in the red square. The white arrows show the global counter or clockwise rotation of the pattern [26].
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instability occurs and honeycomb patterns arise in near
field. The self-organization is accompanied by a rotating
dynamics of a few tens of micrometers per second around
the dark center. The sense of rotation depends on the
sign of the topological charge and the rotation velocity
grows nonlinearly with both the vortex charge and the
input beam intensity. Contrary to convective dynamics
sustained by noise, the dynamics is here induced by the
vortex orbital angular momentum. Finally we noticed that
whatever the vortex topological charge is, the correspond-
ing far-field patterns display complex distributed satellite
beams with first-order phase dislocations. In a more gen-
eral context of pattern formation, this result suggests that
the geometry of the pattern components depends strongly
on the input beam profile.
From the fundamental side, an extension of this work
might be the study of the interplay between convective
dynamics produced by an intentional nonlocal coupling be-
tween two counterpropagating vortices and a rotating dy-
namics induced by the vortex orbital angular momentum. An
other interesting issue is the management of the individual
components of the rotatingpattern. This could lead, similar to
the manipulation of drifting cavity solitons [30], to innova-
tions towards optical buffers and delay lines applications.
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We show experimentally and theoretically that the interplay between a vortex-induced pattern rotation and an
optical feedback nonlocality-induced pattern drift leads to new dynamics and geometries of optical pattern forma-
tion. First, the vortex-induced pattern rotation and the nonlocality-induced drift can annihilate each other, resulting
in the formation of static zones in the near field of the otherwise drifting pattern. Second, increasing the external
mirror tilt leads to new pattern solutions that are composed of wave vectors of different amplitudes and directions,
resulting in a multistriped pattern geometry. © 2013 Optical Society of America
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Optical self-organization processes occur when an ini-
tially homogeneous transverse field bifurcates to an
ordered state, called an optical pattern, through modula-
tion instability. Optical patterns have been observed in
ring or linear Fabry–Pérot cavities and single feedback
systems using materials, such as atomic vapors, liquid
crystals, organic cells, and photorefractive crystals [1].
The control of pattern geometry and dynamics is a cru-
cial issue within the perspective of either stabilizing a
spatially extended optical system or making use of light
structures for all-optical signal processing. Control of op-
tical pattern geometry has so far been reported by mov-
ing the feedback mirror longitudinally [2], by modifying
the input beam polarization [3], by annihilating the propa-
gation of some transverse wave vectors with a spatial
Fourier filter [4] or a photonic lattice [5], and finally
by inducing nonlocality via a mirror misalignment [6].
Nonlocal feedback can also modify the dynamics of the
pattern by inducing an advection effect [7]. The instabil-
ity can be convective [8], leading to the formation of
noise-sustained structures [9]. Recently, a rotating pat-
tern dynamics has been reported when the system is
pumped with an input vortex beam [10]. In addition to
the optical vortex carrying orbital angular momentum
[11], the phase property of the vortex beam here interacts
with modulation instability to induce pattern dynamics at
a speed depending on the vortex topological charge [10].
In this Letter, we study, both experimentally and nu-
merically, the interplay between the vortex-induced rota-
tion and a mirror tilt-induced drift of optical patterns in a
photorefractive single feedback system. These two dy-
namics have so far been studied separately but are shown
here to result in new pattern dynamics. We show that for
a small mirror tilt, these two dynamics compete against
each other, and the advection imposed by the nonlocality
of the feedback can annihilate the dynamics of the
vortex-induced rotating pattern. For a large mirror tilt,
we observe new pattern solutions composed by wave
vectors of different amplitudes and different arrange-
ments that coexist in the near-field pattern.
In our experiment, we use a cobalt-doped barium titan-
ate crystal (BaTiO3:Co). The feedback is realized by a
2f -2f system that allows us to place the virtual mirror
(VM) inside the crystal. In our case, the VM is placed
at L  −Lc∕5, where Lc is the length of the crystal and
L is the distance between the crystal and the VM. This
configuration leads to a large variety of pattern geom-
etries [9]. We use a computer-generated hologram to cre-
ate the input vortex beam. It is a grating containing a
“fork” dislocation. When we send a typical Gaussian
beam on this dislocation, we obtain vortex beams in
the diffraction orders. The intensity profile of such a vor-
tex beam looks like a doughnut with a dark spot at the
center. In a transverse plane, the phase of a vortex beam
varies from 0 to 2pic around the center where the phase is
undefined. The wavefront of such a beam is helicoidal
[Fig. 1(b)], the center is called a singularity, and c, an in-
teger, is the topological charge of the beam. A vortex
beam of topological charge c  1 [Fig. 1(a)] is used here.
Finally, the mirror can be precisely rotated to create non-
local feedback effects.
Figures 2(a) and 2(b) show the experimental near-field
patterns obtained without and with a small mirror tilt,
corresponding to a small feedback shift H. The direction
of the tilt (and so of the induced drift) is imposed from
left to right, as indicated by the arrow above Fig. 2(b).
Without tilt [Fig. 2(a)], the pattern geometry is hexagonal
and rotates counterclockwisely, as also strengthened by
the yellow arrows. This rotation is induced by the orbital
angular momentum of the input vortex beam, and the di-
rection of rotation is determined by the sign of its topo-
logical charge c [10]. The dynamics of the upper zone of
the pattern are directed from right to left, and the dynam-
ics of the lower zone are directed from left to right. When
we impose a small feedback shift [Fig. 2(b)], the near-
field pattern remains hexagonal, but its dynamics are
Fig. 1. Scheme of our photorefractive feedback system.
(a) Experimental vortex input beam. (b) Vortex wavefront. θ
is the mirror tilt angle, andH is the feedback shift.H  L tan θ.
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modified. On the lower zone of the pattern, the addition
of a mirror tilt on the same direction amplifies the drift
(longer yellow arrow). However, on the upper zone of the
pattern, the addition of tilt results in the appearance of a
static zone in the pattern. We conclude that the rotation
induced by the vortex beam and the drift imposed by the
feedback shift compete and can annihilate each other.
To analyze these experimental results, we have per-
formed numerical simulations of a photorefractive wave-
mixing model, using a conventional split-step Fourier
beam propagation method. The model is written [12]
∂zF  ifΔ
2
⊥
F  −QB; (1)
−∂zB ifΔ
2
⊥
B  QF; (2)
τ∂tQ Q  Γ
FB
jF j2  jBj2
; (3)
where F and B are the forward and backward beams
(Fig. 1). z is the normalized propagation coordinate
scaled by the crystal length Lc, and Δ⊥ is the transverse
Laplacian scaled by the beam waist w0. f  Lc∕2kw
2
0

represents the magnitude of the diffraction. f is propor-
tional to the inverse of the Fresnel number. k is the wave
number in the longitudinal direction within the crystal. Q
is the complex amplitude of the photorefractive reflec-
tion grating, and τ is the photorefractive relaxation time.
Γ is the photorefractive coupling strength. The vortex
input beam profile is given in [12], and the boundary con-
dition modeling the feedback is written: Bx; y; Lc 
−e2ikx tanθF −1e2ikLF Fx; y; z  Lc, where F is the
2D transverse Fourier transform.
The numerical near-field patterns calculated without
and with a small mirror tilt are presented on Figs. 2(c)
and 2(d), respectively. For H  0 μm [Fig. 2(c)], we
observe a hexagonal rotating pattern with a counter-
clockwise rotation related to the sign and magnitude
of the topological charge (here c  1). For H  1 μm
[Fig. 2(d)], the lower zone of the pattern shows an am-
plified drift (longer yellow arrow) and a static zone ap-
pears in the upper zone of the near-field pattern due
to the competition of rotation and advection effects.
These numerical results are in good qualitative agree-
ment with the experimental ones.
Figure 3 shows some experimental and numerical pat-
terns when increasing the feedback shift H over 1.5 μm.
Above this value for H, the patterns are not hexagonal
anymore and the dynamics are different from those ob-
served in Fig. 2. We say arbitrarily that the feedback
shifts H are “large”. Figure 3(a) shows a near-field pat-
tern composed by different geometries; we observe three
regions of striped patterns with different stripe orienta-
tions and amplitudes. The corresponding far-field pattern
[Fig. 3(d)] confirms this observation through the identi-
fication of three different wave vectors (we do not take
into account the central spot). Each wave vector is
associated to a striped region of the near-field pattern
[indicated by the numbers 1, 2, and 3 of Figs. 3(a)–3(d)].
Moreover, as represented by the yellow arrow in
Fig. 3(a), the stripes drift in the direction of the tilt
(toward the right). For H  2.6 μm [Figs. 3(b)–3(e)],
the pattern is still composed by different striped areas,
but their distribution has changed [Fig. 3(b)]. For
H  6.1 μm, we observe some wave vectors of higher
amplitudes [Fig. 3(f)], and the near-field pattern is
static [Fig. 3(c)]; the stripes do not drift for this value
of the feedback shift. These experimental observations
for large tilts are qualitatively well reproduced by
our numerical simulations [near-field patterns in
Figs. 3(g)–3(i) and far-field patterns in Figs. 3(j)–3(l)].
The increase of nonlocality leads to a modification of
both the pattern geometry and the dynamics. New pat-
tern solutions emerge that result from the combination
Fig. 2. Experimental (top) and numerical (bottom) near-field
patterns obtained without [panels (a) and c)] and with [panels
(b) and (d)] a small mirror tilt. (a) and (b) Input intensities:
I  30 Wcm−2. (c) and (d) ΓLc  4.2.
Fig. 3. Experimental (top) and numerical (bottom) patterns
(near and far fields) for large mirror tilts. H > 1.5 μm.
(a)–(f) Input intensities: I  30 Wcm−2. (g)–(l) ΓLc  4.2. The
yellow arrows represent the dynamics of the near-field patterns.
The image of panel “a” is taken from the video available here at
http://hal‑supelec.archives‑ouvertes.fr/hal‑00815888.
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of k vectors of different orientations and amplitudes, i.e.,
a so-called multizone pattern with coexisting stripes of
different orientations and amplitudes. We have checked
that such a multistriped pattern geometry is not observed
when the input beam is replaced by a Gaussian beam of
the same intensity: when increasing the mirror tilt, the
initial hexagonal pattern bifurcates to drifting single-
stripe patterns and finally squared patterns [9]. These
patches of different patterns could result from a sum-
frequency generation process already known to induce
new wave vectors in nonlinear feedback systems [13].
It is worth noting that all the previous results were ob-
served for intensity values well above the pattern forma-
tion threshold. A further insight into these new pattern
modes composed by different stripe geometries can be
obtained by analyzing the influence of the nonlinearity
strength for a fixed mirror tilt. We shift the feedback until
a given “large” value (H > 1.5 μm) and observe the near-
field pattern for different values of the nonlinearity
strength, which can be achieved by increasing the input
beam intensity I in our experiment or the product ΓLc
in our coupled wave equations. Figure 4 shows the exper-
imental (top) and numerical (bottom) results. Concern-
ing the experiment, for an input intensity I  10 Wcm−2,
we do not observe a pattern [Fig. 4(a)]. The system is
below the modulation instability threshold. Between I 
10 Wcm−2 and I  20 Wcm−2, some oblique stripes ap-
pear. For increasing input intensity up to 20, 30, and
40 Wcm−2, we observe the coexistence of different wave
vectors, as underlined in the previous paragraph. The dif-
ferent striped areas appear at different intensity thresh-
olds, and if we study their spatial distribution when I is
increased [yellow and red zones in Figs. 4(b)–4(d)], we
observe that the striped areas compete [Fig. 4(c)] or
superimpose each other [Fig. 4(d)]. The input intensity,
which directly influences the nonlinearity of the wave-
mixing process, is therefore an important control param-
eter for the formation of new pattern modes. Finally,
some numerical near and far-field patterns for different
values of the nonlinear coefficient ΓLc are shown in
Figs. 4(e)–4(l). We observe that the patterns can be com-
posed of hexagons, horizontal stripes, or squares. The
patterns strongly depend on the nonlinearity parameter,
as also found in the experiment.
In summary, we demonstrate both experimentally and
theoretically that the interplay between a vortex-input
beam and optical feedback nonlocality (achieved here
by a mirror tilt) results in two new dynamical effects
in optical pattern formation. First, the vortex-induced
pattern rotation and the nonlocality-induced drift can an-
nihilate each other, resulting in the formation of static
zones in the near-field pattern. Second, increasing the ex-
ternal mirror tilt leads to new pattern solutions that are
composed of wave vectors of different amplitudes and
directions. These conclusions from a photorefractive
single feedback experiment are qualitatively well repro-
duced by simulations of a two-wave mixing model.
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Fig. 4. Influence of nonlinearity on pattern formation in the
case of a large mirror tilt. Experimentally [panels (a)–(d)],
the feedback shift is fixed to H  2.6 μm and the nonlinearity
is driven by the input intensity I from 10 to 40 Wcm−2. In the
simulation [panels (e)–(l)], H  1.6 μm and the nonlinearity
is driven by the ΓLc coefficient from 4.2 to 4.7. The red and
yellow shapes have been added to highlight particular pattern
geometries.
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