The purpose of medical image segmentation is to extract information such as volume, shape, motion of organs for detecting abnormalities from the medical image for improvement and fast diagnosis. In this paper, a segmentation algorithm has been implemented for foetus ultrasound image by particle swarm optimisation (PSO) K-means clustering algorithm with fuzzy filter. Impulsive noise inherent in ultrasound image has been removed using fuzzy filter. Then, PSO K-means clustering segmentation method is applied for partitioning foetus ultrasonic images into multiple segments, which applies an optimal suppression factor for the perfect clustering in the specified data set. Experimental results show that the proposed algorithm outperforms other segmentation algorithms like seeded region growing using PSO, fuzzy C-means and watershed in terms of segmentation accuracy for speckle noise added to foetus ultrasound medical images.
Introduction
To study imaging technology of biomedicine, medical imageology discipline is used by the practitioners, and it has become an important part of iatrology diagnosis technology. Different image patterns are produced by the pathological conditions of body tissues, these patterns exhibits the biological tissues through their images and its routine in medical field (Dhawan, 2003) . Medical image understanding is a computing process of object recognition in medical image using computer vision, signal analysis, applied mathematics and artificial intelligence. Ultrasound images are most widely used technique as it is less costly when compared to other medical imagining techniques.
In recent years, ultrasound medical imaging has become a widely used diagnostic method in various medical areas. The analysis of ultrasound imagery is typically not straight forward even not fairly subjective in nature. The inherent process of ultrasound imaging is view dependent and subjected to different kinds of noise. Image processing allows a very high range of algorithms which can be applied to the input ultrasound image to avoid problems such as the build-up of noise and signal distortions during processing (Wells, 2000; Draper and Beveridge, 2001) . Image analysis generally refers to processing of images by computer with the purpose of finding diagnosis factors which are present in the image. Medical ultrasound images which are obtained from coherent energy, often get hampered from the intervention of back scattered echoes from the randomly distributed scatters, called speckle (Burckhardt, 1978) . Speckle is considered as a multiplicative noise that obscures the fine details in the images such as lesions with faint grey value transitions and small details. The quality of the ultrasound image gets degraded due to the presence of the high-level noise (especially speckle). To develop an efficient denoising technique which will be used to suppress the noise in an image and to safeguard the edges and all details of the original image in the restored image as much as possible are highly required nowadays (Touzi, 2002) . Demongeot (2007) proposed a collection of analytic methods for solving tasks of low level image processing such as contrasting, segmenting and contouring. Image segmentation is considered as most critical task in automatic image analysis. For solving problems of medical image segmentation, many practical methods have been advanced in this field e.g. watershed segmentation, thresholding method, region growing method, fuzzy cluster method, etc.
An effective diagnosis of ultrasound image is highly important to avoid faulty segmentation of cavities, tissue and organs. Automatic segmentation is very important to help medical practitioners to take the decision based on ultrasound images. Generally, ultrasound images are of poor quality, low resolution and low contrast ratio. To answer the above problem, researchers have found many methods e.g. active contour model, fuzzy C-means (FCM) and graph-based method (Jung and Scharcanski, 2005) . Mao et al. (2000) implemented segmentation algorithm based on a discrete model with one seed point for initialisation of the deformable model for every lumen cross-section. The initial contour of the deformable image is produced from the original image and mathematical morphology operations with one seed using the entropy map. Abdel-Dayem et al. (2005) proposed a best segmentation scheme for carotid artery ultrasound images. The scheme developed uses a watershed algorithm for segmentation. Watershed segmentation algorithm comprises of four major stages: 1 pre-processing 2 watershed segmentation 3 region merging 4 boundary extraction.
The implementation of proposed system for a set of carotid artery ultrasound images revealed more accuracy and appropriate contours. Vincent and Soille (1991) developed an algorithm for watershed line calculation. First, calculation of image gradient is accompanied by Sobel operator (Gonzalez and Woods, 2002) . Developed algorithm is based on immersion simulation algorithm; in this case, image is viewed as surface and gradient local minimum for every region as a hole from water level rises. Watershed segmentation technique is defined as a morphological-based method of image segmentation (Khiyal et al., 2009) . Choong et al. (2012) developed a method to segment the objects for future analysis without making any assumptions about the object's topology. The segmentation technique applied by them is level set method. A variationally level set algorithm has been applied for medical image segmentation. The results shown by them that the level set contour evolved well on the low contrast and noise consisting medical image, especially the ultrasound image.
Proposed work
Particle swarm optimisation (PSO) K-means clustering segmentation algorithm has been implemented in this paper using fuzzy filters. Fuzzy filters are adopted in image processing, to overcome drawbacks of classical filters. Advantages of using fuzzy filters are as follows: they can deal with vague and uncertain information. This advantage can be used for recovering heavily noise corrupted image where many uncertainties are accepted. In fuzzy filtering technique, pixel is represented by membership function and various fuzzy rules that consider nearby information in small vicinity or other information to delete noise with blurry edges. Fuzzy filtering technique empowers us with edge preservation and smoothing of noise images.
K-means algorithm is one of the most popular clustering algorithms in medical field for many years. K-means clustering algorithm is popularly sought centre pivot clustering algorithms in clustering technique. K-means clustering algorithm start with initialisation of cluster's centres and other things with regard to Euclidean distance criterion allocation to one cluster that have minimum distance to cluster's centres. In 1995, Russell C. Eberhart and Dr James Kennedy introduced PSO as stated by C. Eber Hart and Kennedy. Basically, PSO is population-based search algorithm. In PSO, each individual referred to as particles are 'flown' through hyper-dimensional space. Particles change their position within search space, based on social psychological behaviour of individuals to imitate the success of other individuals. The changes in the particle within same swarm are influenced by the experience and knowledge of its neighbours. The search behaviour of particle depends on other particles in the same swarm. 
Fuzzy filter
Most of the filters work on removing noisy pixel by averaging of the pixel based on noisy pixel value. The idea behind any filter is to average of pixel using other pixel values from its neighbourhood. At the same time, care has to be taken for loss of image structure and edges. The major work of any filter is to distinguish between image structure and noise. To achieve this, values are derived for each pixel which expresses the degree of deviation in each direction. These values are derived for every direction. Such value is derived for every direction related to neighbouring pixels of processed pixel by fuzzy rule (van de Ville et al., 2003) . The additional implementation of the filter is then based on the observation on derivative of small and large fuzzy. A small fuzzy derivative is caused by noise and large fuzzy derivative by edges in the image. Then two types of fuzzy rules are applied for every direction that may take this observation in account and produces the inputs from the neighbouring pixel values (van de Ville et al., 2003) .
The 3 × 3 neighbourhood of a pixel   , xy is shown in Figure 2a . The fuzzy derivate depends on the below observation. Assume an edge passing through the neighbourhood of a pixel in SW-NE direction. In this case, derivate (
will be large value, so in this case neighbouring pixels perpendicular to the edges will also have large value. e.g., in the NW direction, if we calculate the values Figure 2b . Pixels responsible for calculation of derivative of different direction are shown in Table 1 . Direction Position
To compute the value that expresses the degree to which the fuzzy derivative (Binaee and Hasanzadeh, 2011) in a certain direction is small, we will make use of the fuzzy set small. 
Particle swarm optimisation K-mean clustering segmentation algorithm

Particle swarm optimisation
In this optimisation, candidate solution particles are mentioned. These particles travel through space, search for an optimum solution that can be found by interacting and sharing information with neighbouring particles, i.e. their best individual solution (local best), and the calculation of the field better. Also, at any stage of the proceedings, position obtained by the swarm will update the best overall solution.
Global best PSO
For the global best PSO, or gbest PSO (Suman et al., 2015) , the neighbourhood for each particle is the entire swarm. The social network adopted by the gbest PSO reflects the star topology. In this topology method, the social component of particle velocity reflects the updated information got from all the particles in the swarm. In this case, social information is found as best position by the swarm, it is recognised as gbest. For gbest PSO (Setiawati and Tjokorda, 2015 ), the velocity of particle i is calculated as
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where w is the weight inertia.
  ij vt is the velocity of particle i in dimension j = 1,…..,nx at time step t.
  ij xt is abbreviation of the position of particle (i), in dimension (j) at time step (t). The best position (personal), yi, associated with particle (i) is the best position the particle. Considering minimisation problems, the personal best position at later step, t + 1, is calculated as follows 
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and ns is the number of particles in a swarm. Equation (2) produces the results for gbest PSO.
The local best PSO is based on a ring social network topology. In this case, smaller neighbourhoods are defined for each particle, and social component reflects exchanged information within the neighbourhood particle, thus reflecting the local knowledge of environment. According to the velocity equation, the social contribution of a particle to a velocity depends on the distance between a particle and best position found by the neighbourhood particles.
K-mean clustering segmentation based upon particle swarm optimisation
K-means clustering based on PSO algorithm such as the centres of the clusters are considered as the positions of particles, and PSO algorithm is adopted for searching the best solution by eliminating the 'weakest' particles to speed up the computation. To update the positions of the particles, the K-means clustering is utilised. Initialisation of N particles is done, whose velocities and positions are updated accordingly and fitness values are computed and sorted in a list with the descending order. Then, L particles are deleted whose fitness values are in the last L positions on the list. This will decrease the computational time, while the accuracy of the solution is not affected. The process of iteration continues till the maximum iteration count is reached or minimum error condition is satisfied.
1 Select M particles (called as primary population number) and put them into the primary swarm S(1) = {P1,P2,…,PM and initialise the positions id X of swarm S using k-means clustering results}.
2 Randomly initialise the velocities id V .
3 Evaluate the fitness of each particle fit ( 11 Go to step (3), and repeat the process until the maximum number of iterations reached of minimum error condition is satisfied.
Other segmentation algorithms
Seeded region growing segmentation using PSO
In the seeded region growing approach (Setiawati, 2015) , segmentation is used to segment an image into regions with respect to a set of n seed regions. Each seeded region is connected to one or more different points and is represented by set Ai, where i = 1, 2, … n. Assume T be the set of all unallocated pixels so that at least one of the Ai and N (px) represents the set of immediate neighbours of the pixel px  T. If N (px) intersects a region Aj, we find out similarity difference between px and the intersected region by taking the mean value. This process continues till all the pixels have estimated their region.
However, the major problem of region growing algorithm is to find the optimal solution (Mirghasemi et al., 2013) by selecting the seed point. This seed point can be evaluated using particle swarm optimisation to get the best solution among different pixels.
Region growing is a procedure (Zhang and Xie, 2003; Kannan et al., 2004 ) that group's pixels in a whole image into sub-regions or larger regions based on predefined criteria (Couceiro et al., 2011) . Region growing can be processed in four steps:
1 Select particles randomly and initialise them all to contain k seed points each.
2 Iteratively perform the following steps until all conditions are satisfied a For each particle i, i Using seeded region growing method on each seed point of a particle i, segment the image.
ii Compute the fitness,   fi, of the particle i .
b Obtain the global best solution, gbest.
c Update the seed points for each particle i.
3 If there are any unlabelled pixels in the global best solution, segment them.
4 Combine all smaller regions of the best solution.
Fuzzy C-mean segmentation
Fuzzy C-means is mostly used for fuzzy clustering segmentation algorithm. FCM is a based on clustering which permits one piece of data to belong to more than one cluster. FCM clustering algorithm is popularly used unsupervised clustering method in medical field. FCM segmentation assigns pixel to clusters, which depends on fuzzy membership values. Fuzzy membership values also depend on their distance from the centre of different clusters (Nyma et al., 2012; Clark et al., 1994) . The lesser the distance of pixel under assumption from cluster centre, greater will be the degree of membership with that cluster and vice versa. The fuzzy membership values assignment method was developed by Dunn in 1973 and work carried forwarded by Bezdek in 1981 (Ravindraiah and Tejaswini, 2013) . FCM calculated the objective function value for image segmentation. The grey level pixel is been counted for measurement of objective function in segmentation process.
The centre values are computed on the basis of objective function, which helps for image segmentation. The steps of FCM algorithm is given below: Fix c and c is (2  c < n) and select a value for parameter m′. Initialise the partition matrix U(0). Each step in this algorithm will be labelled as r, where r = 0, 1, 2…
Calculate the c centre vector{Vij} for each step 
Watershed segmentation
In watershed segmentation algorithm, the image is divided into areas, based on the topology of the image. From the gradient maps, the gradient values are interpreted as elevation information. This segmentation results into sharp 1-pixel wide boundaries (Bhushan, 2009) . Watershed algorithm can be seen as flooding technique starting from local minima. The algorithm is efficiently accelerated by sorting the pixels in increasing order of gradient values. Then, progressive flooding of the catchment basins in the gradient image is carried out, starting with the lowest catchment basin. Starting from lowest altitude, the water gradually fills up the catchment basin. Suppose the flooding reaches a given level h. Every catchment basin whose corresponds to minimum is smaller than or equal to h (height) is assigned with a unique label. Thus, each label belongs to a unique region. Then searching the catchment basins for level h + 1. New catchment regions are designated by new labels. If two different catchment basins are being combined in level h + 1, then 1-pixel wide dam is built to prevent merging of the two regions. Therefore, at every level of the flooding procedure, the labelled catchment basins are drawn-out and new catchment basins are detected. This procedure is repeated until every pixel in the image has been assigned a label. To prevent merging at each stage the dams are built, which are the final boundary of different regions.
Experimental result and analysis
In this section, the result of the proposed segmentation algorithm has been presented and compared with other segmentation methods. The experimental analysis was performed on five foetus ultrasound Image. The presented algorithms were implemented in MATLAB R2013 version. Figure 3a -e shows the input foetus ultrasound image. Figure 4a -e shows the speckled foetus ultrasound image. The speckling is of the factor 0.1. The speckle noise is removed from the foetus ultrasound image using fuzzy filter which is shown in Figure 5a -e. Speckle noise is present in scattered manner in the ultrasound image and it is multiplicative in nature, averaging will not preserve the detail structure; therefore, fuzzy filter is used which will work according to three categorical pixel value i.e. 'homogeneous', 'edge' and 'Noisy'. In the first step of fuzzy filter, detection of homogeneous, noisy and edge pixels is done and in next step the noisy pixel value is replaced according to their category of pixel. Figures 6a-e to 9a -e show the segmented foetus ultrasound image after applying different segmentation algorithms on fuzzy filtered image. Figure 6a -e represents the result after applying PSO K-mean clustering segmentation algorithm on fuzzy filtered foetus image. The advantage of using K-mean clustering with PSO is that here the centre of the cluster is considered as the particle positions and then weakest particles are eliminated to get the optimum solution using PSO which speeds up the computation also. The K-means clustering is utilised to update the positions of the particles. The next segmentation algorithm, the seeded region growing segmentation using particle swarm optimisation, where optimised seeds were evaluated through PSO and on the basis of seed pixel, similar pixels were calculated and combined to find the appropriate region. Thus, the information from the desired region is clearer is represented in Figure 7a -e represents. Figure 8a -e gives the fuzzy C-mean segmented foetus ultrasound image. Based on fuzzy membership values, pixels are assigned to clusters in fuzzy C-means segmentation. The smaller the distance of pixel under consideration from cluster centre, higher will be the degree of membership to that cluster and vice versa. The watershed transformation technique is well known to be a very powerful segmentation tool. Grey level images are assumed as topographic reliefs, each relief is flooded from its minima and when two lakes merge, a dam is built. The set of all dams define the so-called watershed. Such representation of the watershed simulates the flooding process. The watershed segmented foetus ultrasound images are shown in Figure 9a -e. The performance evaluation of proposed fuzzy filter is obtained by statistical methods such as mean square error (MSE) and peak signal-to-noise ratio (PSNR). The MSE should be of a lesser value for a better filtering algorithm. The PSNR value must be high for a better filtering algorithm.
Mean square error
Mean square error indicates average square difference of the pixels throughout the image between the original image (speckled) g(x, y) and the despeckled image f (x, y) . A lower MSE means that there is significant filter performance. Higher and lower MSE values indicate larger and smaller differences between the original and denoised image, respectively. MSE will be equal to zero for identical images.
where M × N is the size of image.
Peak signal-to-noise ratio
Peak signal-to-noise ratio is used to give a quantitative evaluation. It is calculated between the original image and the noisy image. A higher PSNR (Choong et al., 2012) would normally indicate that the reconstruction is of a higher quality. PSNR is usually calculated as  
10
PSNR 20 log 255 / RMSE  (10)
Signal-to-noise ratio
Signal-to-noise ratio (SNR) is a common measurement to evaluate the speckle reduction in the case of multiplicative noise by computing the ratio between the original and the denoised image. Higher SNR values show that the filtering effect is better, and filtered image quality is higher.
Structural similarity index measure
Structural similarity index measure (SSIM) which indicates the ability of an algorithm to preserve details and structures of interest in the presence of noise as shown: luminance, contrast and structure components of two images, respectively. Mean Structural Similarity Index Measure (MSSIM) and SSIM are used to compare luminance, contrast and structure of two different images. It can be treated as a similarity measure of two different images The MSSIM value should be closer to unity for optimal measure of similarity (Mohsen et al., 2012) . As given in Table 2 represent the quantitative analysis of five foetus images. For a good noise removing, filter PSNR values should be higher, MSSIM value should be closer to unity and MSE value can varied according to the nosiness of the image. The respective above-mentioned parameters are shown in Table 2 for the five-foetus image. Table 3 shows the statistical analysis of the segmented foetus image. The parameters considered for statistical analysis for segmentation algorithm are shown below. 
Global consistency error
The global consistency error (GCE) had been developed to measure the maximum extent to which any segmentation can be termed as refinement of other. Segmentations which related to other segments are consistent, and that will represent the same image segmented at different scales.
Rand index
The rand index (RI) between ground truth and test segmentations, abbreviated by S and G is given by the addition of the number of pairs of pixels that contain the same label in S and G are those have unlike labels in both type of segmentations are divided by the total number of pairs of pixels. The interpretation of RI is based on value, higher the value, better the result. The RI can be easily extended to the probabilistic rand index (PRI) by averaging the result across every human segmentation of a given image:
Variation of information
The variation of information (VoI) metric gives the distance amid two segmentation as mean conditional entropy of a segmentation given the other, and it measures the amount of randomness roughly in a segmentation which cannot be explained by the other. If value of VoI is lesser, then it indicates the better result. The statistical analysis of RI, GCE and VoI on different segmentation methods is shown in Tables 3-5 and their comparison is shown in Figure 10a -c. Table 3 GCE Index of Segmentation Methods VoI, variation of information; PSO, particle swarm optimisation.
Conclusion and future scope
The main focus of proposed system is the enhancement of ultrasound image for analysis purpose by fuzzy filter integrated with PSO K-mean clustering segmentation. Fuzzy filter in the proposed system is based on detection and filtering. From the analysis parameter with respect to noisy and filtered image, it is seen that fuzzy filter is giving good result in terms of removal of noise. K-mean clustering using PSO is applied on the filtered image to find out the optimum centres for each cluster and then each cluster was found using Euclidean distance between centre and the other pixel nearer to them. The performance of the proposed system is evaluated using different parameters for segmentation such as RI, GCE and VoI. By evaluating these parameters, it is analysed that filtered and segmented image gives better result by PSO K-means clustering segmentation compared to other segmentation methods in terms of information required by medical practitioner and noise suppression in homogenous regions while preserving edges and detail structures. Future work can be extended to do classification of ultrasound image.
