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Traditionally, the data processing industry has developed applications by targeting operational, highvolume systems, with the primary concern being efficient machine utilization. A very specific and rigid development methodology has been devised which is very successful in implementing these "bottomup, stand-alone" systems.
However, with the emergence of data base technology, many organizations have shifted their emphasis from stand-alone operational systems to integrated, shared-data systems. In this environment, it is extremely important that applications be viewed in the context of the whole enterprise. As a result, the development methodology used to create standalone applications is not appropriate, and in many cases, it is counterproductive.
The development methodology for shared-data systems must, as its first step, have a much broader view of the enterprise than was previously required. Before implementation of a particular enterprise information subsystem can be attempted, the architect must understand the whole so that during detailed design and implementation of a subsystem the interfaces to other subsystems are considered.
Various efforts, such as Business Systems Planning ( BSP), have been undertaken to gain a comprehensive overview of an enterprise. However, they typically do not analyze the enterprise in sufficient detail to 0 Copyright 1985 by International Business Machines Corporation. Copying in printed form for private use is permitted without payment of royalty provided that ( 1 ) each reproduction is done without alteration and (2) the Jownal reference and IBM copyright notice are included on the first page. The title and abstract, but no other portions. of this paper may be copied or distributed royalty free without further permission by computer-based and other information-service systems. Permission to republish any other portion of this paper must be obtained from the Editor.
provide follow-on designers and implementors enough information to bring about the necessary foundation architecture required to meet the identified needs of such studies. Therefore, a great deal of additional work needs to be accomplished in order for the implementation team to meet its objectives. The reason why the initial study team is unable to provide sufficient detail, as part of an enterprise
All information systems are interdependent to various degrees.
analysis, is that the amount of data to be analyzed by the team is too voluminous. Inclusion of such detail would make the initial enterprise study too expensive, confusing, and time-consuming.
Utilizing the ISMOD tool and established BSP techniques, the study team can accomplish its mission in a relatively short time frame. At the same time, the study provides the required depth and level of detail for thorough enterprise analysis and support for follow-on implementation efforts.
Enterprise Information Systems architecture
In order to implement the integrated data systems, the data processing professionals need to approach the process in the same manner as the manufacturer of a product. However, the data processing department is not the creator or designer of any information system which has been developed to help manage the enterprise. Instead, the information system specialists are the automators of such systems. The system is initially conceived and designed by the manufacturing, financial, or administrative experts of the enterprise.
All information systems, whether manual or mechanized, are interdependent to various degrees. Historically, data processing implementations have disregarded this interdependency, resulting in systems which have integrity, maintenance, duplicate processing, and storage costs associated with them. This approach to system implementation has been referred to as the traditional, or "bottom-up," methodology.
In recent years, leading thinkers, organizations, and information systems architects involved with enterprise analysis and data processing, such as Yourdon, Holland, Orr, DeMarco, and Zachman, have proclaimed that this traditional approach should be replaced with the more comprehensive "top-down'' concept. This methodology advocates that the enterprise needs to be supported by information systems which are highly integrated through common sharing of data. The benefits of such systems are that data are acquired only once in the enterprise and distributed in parallel, information has a higher level of integrity for decision-making since multiple sources for the same data are eliminated, and data and maintenance costs can be substantially reduced.
Therefore, a need exists to supply the information system architect and developer with computer-aided facilities which allow him to realize the goal in a relatively reasonable time frame with reasonable resource expenditure.
A satisfaction index is used to measure the current value of the information system and to project the future value of planned information system efforts through simulation.
Enterprise processes are clustered into subsystems based on shared data to provide a boundary for implementation projects within the framework of an overall architecture.
Business Systems Planning, Application Transfer Team (ATT) Studies, and Information Quality Analysis (IQA) are some of the IBM-provided planning and study methodologies which have taken advantage of the capabilities of the system. A study can be conducted for many reasons. It can be done as an initial enterprise-wide strategic planning study, as a follow-on subsystem data flow study, or as a validation study after part of the original study recommendations have been implemented.
Top management support.
The primary objective of the system is to aid in accomplishing the integration and management of data as an enterprise resource. It is extremely important that a study be supported by the top management of the enterprise.
As such, information systems for the enterprise will be identified which cross organizational boundaries and whose architectures are designed on the basis of the data used by the enterprise processes, rather than according to organizational or political considerations.
Therefore, it is extremely important that a study be supported by the top management of the enterprise, not only during the initial study but also during the later implementation phases. Without complete support from top management, the study team will be seriously hampered, and cooperation from user departments may be lacking to the extent that the study effort, no matter how well-conceived and executed, will be a failure.
User involvement. Involvement in the study by the business professionals of an enterprise is of absolute importance. Because of the large scope of a highlevel enterprise analysis, it is essential that only individuals who have the broadest possible background in the study area be placed on the team. Users with expertise in details can be involved in the study through the interview process.
During the company analysis phase of the study, the study team will identify interviewees who can contribute significantly to the overall understanding of the mission and operation of the enterprise. Identification of interviewees who have more detailed knowledge of the enterprise should be as complete as possible so that the study has the broadest possible IBM SYSTEMS JOURNAL, VOL 24, NOS 3/4. 1985 input and, therefore, will receive the greatest possible support during implementation.
The data model
The system uses a data model of ten dimensions (entities) connected via certain predefined relationships. Dimensions are used to contain data collected through an interviewing process for later analysis. The dimensions discussed here are those provided with the release of the system. However, they can be redefined by the user to represent any information that lends itself to the type of analysis provided by the program. The data model is shown in Figure 1 .
Organization. An organization represents any person or group of persons in the business who is responsible for and performs business processes.
Locationlnode. The location dimension is used to represent various physical or logical places where the enterprise houses organizations, performs processes, and requires the use of data. A node is a grouping of locations.
Processlsubsystem. An enterprise process is a set of tasks and procedures which uses input data to create an information output which is in turn used by another process as an input. Processes are grouped into subsystems.
Event.
The event is an occurrence in the real world which can trigger the execution of a process. For example, the "end-of-the-month'' event can cause various billing processes to be performed. Other examples may be the completion of a purchase order, a customer phone call, or reaching of the reorder point.
Data view.
A data view is a physical or logical grouping of elementary data into a form that allows humans to draw some logical conclusion. Examples may be an invoice, telephone message, or pay check. Data store. A data store is any device that is used to house information either temporarily or permanently, such as file cabinets, in/out baskets, and disk drives.
Study phases
Enterprise planning methodologies utilizing ISMOD are generally conducted in four study phases spread over a five-to-eight-week time frame, as are depicted in Figure 2 . However, these phases may be modified by various program products that use the system to support their unique advantages. The following description is one example of such a methodology.
Company analysis. During this phase, the study team gets organized and establishes a preliminary set of enterprise processes and data views/entities and an interviewee list. Additionally, the team becomes familiar with the critical success factors of the enterprise and the resources to be managed. This work effort is usually accomplished in the first week. At the end of this phase, a meeting is held with all interviewees during which they are briefed on the purpose of the upcoming interviews, how they will be conducted, and what information will be required. Prior to this briefing, results from the company analysis phase are provided to the interviewees in preparation for the briefing and interview.
Survey. The survey phase consists of three parts. First, the interviews are conducted individually or in groups. Individual interviews may be conducted at the top management level, with group interviews used from the functional management level down. Each interviewee completes a set of interview forms which describe the processes and the data required to perform the various processes.
Second, the interview forms are entered into the system by a data entry operator using system-supplied input screens.
Third, a printed copy of the interview is sent to the interviewee for validation. When the interviewee returns the corrected and updated interview summaries, they are used to update the information in the system files.
Diagnosis. During the diagnosis phase, the study team will analyze the responses of the interviewees in terms of the current, as well as future, information system needs and the levels of satisfaction associated with the required data.
Following that, the processes are grouped into subsystems based on the amount of data interaction and sharing. After grouping has been accomplished, the study team will have a good idea of the overall enterprise Information Systems (I/s) architecture.
This architecture can then be simulated for satisfaction levels if these new groups of processes (subsystems) are to be implemented. From the system architecture it is then possible to develop the I/S strategic plan.
Final report. The study team prepares a final report which will outline the proposed set of subsystems, an implementation action plan, possibly a financial cost-benefit analysis, and a recommendation for the first subsystem to be implemented. Thus, a decision is made.
Interview data
To design new information systems for the future, it is essential to understand the present I/S environment. The team must understand who is doing what, where it is being done, and what data are being used to do it. Furthermore, they must know how satisfied the organization is with various parts of the current information system. To this end, data are collected from a predetermined group of interviewees. Data are collected about the interviewee, his/her organization, and the location in which the inter- IDENT.
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For example, the questions presented may ask for such information as
Are these data essential in performing the process? Are the data computerized?
Criticism may take the form of questions such as Are the data available when required? Do the data meet frequency requirements? Are the data available on a delayed basis, and not
Is the content reliable?
Diagnosis phase
Before defining the future information systems architecture, it is necessary to understand the current information system and its state of adequacy. The point is that the survey of the enterprise comprises all aspects of the information system, whether mechanized or manually supported. Thus, our analysis concerns itself with all the information processes in the business.
Understanding the current information system. The reports provided in this area are the Statistics Report and the Initial Matrix. We will first look at the Statistics Report, shown in Figure 6 . It can be printed for each single dimension such as process, data, event, location, etc. Furthermore, it may be printed with up to six dimensions combined on one report. For example, Figure 7 shows the report printed by organization (hierarchy) within data view. The information displayed on the report shows the responses to the questions and criticisms requested during the survey. Additionally, we see the total usages (AB), the satisfactory (A) and the unsatisfactory (B) usages, as well as the overall percentage of satisfaction (S). The relative dissatisfaction (RD), computed as RD = B X (1 -S), shows the magnitude of dissatisfaction a particular item has in relation to others. Thus, data item 1 12 I , in Figure 6 , at 17 percent satisfaction is much less important than data item 1331 at 22 percent, since it has only 5 occurrences of dissatisfaction versus 132 occurrences for data item 133 1.
Let us analyze some of the information on the report in Figure 6 . The heading DATA may represent a data view, class, entity, or attribute, depending on how the study team defined data initially to the system. It can be seen that data item 1 1 1 1 has a total number of 235 usages (AB) of which 1 10 (Q. I ) are key. This means that the data are required to perform the process or that the process has to wait until the data are available. Note, however, that none of the data are computerized (4.2) and also that 115 usages identified the data as unsatisfactory (B). When analyzing the unsatisfactory usages (C. l to CS), it should be noted that most criticism falls in the area of Content and Delay. If one or more criticisms are on time?
HElN marked by the same respondent for a particular data item, it is only counted once in the unsatisfactory usage column. The RD column shows that the relative dissatisfaction is 56, which puts this data item in the higher category of problem data.
Studying the report in Figure 7 , we see that all Availability and Delay criticisms come from interviewee 341 1, as well as most of the criticisms on Content. The RD column shows that user 34 I 1 also accounts for the greatest contribution to dissatisfaction for these data.
On the basis of this analysis, the question that may be asked is, Why is this interviewee so different from the rest? What is the basic cause? How can this
The isolation and interaction matrix is the most heavily used during the ISMOD study.
problem be solved easily and cost-effectively? All that might be required in this case is some simple coordination between this user and other users of the data. In other situations a more comprehensive solution may need to be found.
The Initial Matrix (Figure 8) provides some of the same data found in the Statistics Report in a more global, enterprise-wide form. Again, any dimension can be shown on either axis of the matrix. Here, data groups 1 to 9 are compared to process group 1 to 8. Any dimension can have its detailed information combined into higher-level groups by use of a coding scheme which is not discussed here. Data items 1 1 I 1 to 1423 in Figure 6 can be combined into a single data group 1 as shown in Figure 8 .
The lines are labeled (A) Satisfactory, (B) Unsatisfactory, (AB) Total Usage, and (S) Satisfaction Percent. A total column and row are provided, representing the overall enterprise figures.
A closer look at the Initial Matrix shows that process group 4 has the lowest satisfaction of all process groups. Note that process group 4 is particularly .::pz dissatisfied with data groups 5 and 9. The bottom totals, which reflect the overall enterprise satisfaction, reflect the fact that the enterprise as a whole is very dissatisfied with these two data groups. Also note that process group 4 accounts for 233 of the total 446 usages of data group 5 and 539 of the total 1 107 usages of data group 9. Thus, process group 4 places a heavy demand on the data from these data groups. The previous reports may be used to pursue further questions, such as the specific data involved, by listing data within a "using" process for all processes in process group 4. It is possible to determine which processes create this information by listing the data from data groups 5 and 9 within "originating" processes. As can be seen, the analysis of the current information system and the reasons for certain phenomena can be quite exhaustive and variable based upon the nature of the problem. It is impossible to explore all the variations in this paper.
Once an understanding of the current system (manual and mechanized) is gained, it becomes necessary to combine the current processes into process sets or ent data by different organizations. What needs to subsystems. In more traditionally designed inforbe accomplished is that all processes that share commation systems, processes have been combined into mon data are performed in the same way by different systems based upon the organization in which they organizational entities. To do this, the processes are are being performed. Thus, we find the same procevaluated to determine the extent of interdepenesses being performed in different ways using differdence using the principle of isolation and interaction.
Isolation and interaction matrix
Isolation-Isolation is defined as the amount of data
The isolation and interaction matrix is the one most Thus, if a process creates all the data it uses, it is said required by a process and created by that process.
bined into subsystems based upon the interaction of comes and dependent on other processes data. In order to determine interaction between procfor data, it is said to be dependent. Therefore, it esses, it is necessary to identify the degree to which must be considered for implementation with other a process can stand on its own or is dependent on data provided by another process. ISMOD uses the used during the ISMOD study (Figure 9 )' It is to be 100 percent isolated. Therefore, it can stand used to determine how processes be on its own as a system. However, as a process beprocesses into a subsystem.
concept of isolation and interaction to determine Interaction-Interaction simply represents the this.
amount of data flowing from one process to the next. It may be said to be light or heavy. Light interaction means more isolation, whereas heavy interaction indicates more dependency.
Cfustering-It is the objective of an ISMOD study to determine, on the basis of data interaction of the processes, which processes must be combined into the various information subsystems of the enterprise, and how those subsystems relate to one another. To do this, the study team uses a concept called clustering. Clustering refers to the activity of combining processes into subsystems. To accomplish this result, each process must be analyzed in relation to every other process through a concept called coupling.
Coupfing-Coupling is the procedure of analyzing the relationships of a process to every other process in terms of data sharing. If the interaction is high, two processes can be looked upon as a couple and hence be made part of the same subsystem. If the interaction is low, the two would not be considered to be ideal for common grouping.
Report explanation. Figure 9 is an example of an isolation matrix produced by ISMOD. It shows the using processes as rows and the originating processes as columns. Using the AB row for process 6 as an example, we note that it creates 458 elements which it uses. Also, this is out of a total of 1802 used in that process. Thus, the isolation (I) of process 6 is 25.4 percent (458/1802). It uses 205 data types from process 4, 754 from process 1, etc. Notice that process 8 is completely dependent, since it creates no data of its own, and process 1 is the most isolated, with 44.6 percent. The row identifier AB stands for total data (satisfactory and unsatisfactory).
Refemng to Figure 9 , we now explain the meaning of the IM, IE, and DI row values.
IM (Isolation Mean)-The IM value represents the average isolation between two processes if they are combined. It is derived by combining their individual isolation factors divided by the new base of total data types used after coupling.
IE (Isolation Extended)-IE represents the isolation that would result through coupling when the data shared by the two processes are also considered in addition to their individual isolations. For example, if processes 6 and 4 are to be considered as one process, the isolation of each process (458 and 1322) must be combined to form the new isolation. However, because processes 4 and 6 are combined, we must also include the data shared between the two processes in the new isolation value, namely, the 205 data types that 6 uses from 4 and the 236 data types that 4 uses from 6. DI (Diference in Isolation)-m represents the improvement gained by combining a particular process with another process. It is the difference between the Isolation Extended and the Isolation Mean, and thus represents the percent improvement which can be gained by combining the two processes. In other words, it represents the percent overlap or shared data between the two processes.
In Figure 9 , process 6 coupled with process 4 will have a 7.6 percent improvement. However, when process 6 is coupled with process 1 the improvement is 32.9 percent. This is indeed the best couple for process 6 when all the other DIS for process 6 are considered. Figure 10 is a continuation of the isolation matrix and shows the best couple ( C ) for each process in descending order. Note that process 6 is best coupled with process 1, rather than with processes 5, 4, 3, 7, and 2 in descending order of desirability. Note also that even though process 4 is only the third choice in coupling with process 6, it is the first choice of process 1, and its own number-one choice for coupling is also process 1. This means that these two processes are highly interdependent. Since process 6 should be coupled with process 1 as its first choice and process 1 with process 6 as its second choice, it may still be conceivable that process 6 and process 4 will be in the same subsystem when other factors known to the study team are considered.
Clustering. In order to eliminate origin/usage intersections that may not be of interest, the user may print isolation matrices specifying a particular DI value to be used. For example, the user may specify that any DIS of five percent or less are not of significant interest and are not to be printed by the system. This case is shown in Figure 1 1. Note that if a process is coupled with itself, the improvement is always zero. The DIS on the diagonal are always zero because the matrix is made square by the system and the data show the improvement if a process is coupled with itself. On all intersections where the DI is five percent or less, only the actual data type counts are printed, but no IM, IE, or DI values. This makes it easier to identify which processes should be clustered into a subsystem based upon their interaction at a particular DI level. Figure 12 shows two clustered subsystems. One is shown enclosed in asterisks and one in plus signs. It .252
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.ooo can be seen that processes are printed at the third level of detail (three-digit process code), and not at the higher level as in the previous examples. On those figures the data were summarized at the highest level to allow the reader an easy overview of all data for discussion purposes. Here, a lower level of detail has been chosen to show clustering. Notice that the interaction improvement factor (DI) is much lower on this matrix since the data flow represents a much lower level. Therefore, a DI of three percent may seem low at first, but may actually represent a large factor at this level.
When analyzing the matrix and the DI factors, the user may see how the two subsystems were derived.
Of interest may be process 181. Note that its heavy interdependence with processes 12 1 and 15 1 put it into the asterisk subsystem. The interaction with process 191 of the plus-sign subsystem is so small that it cannot be considered as an essential part of that subsystem.
The determination as to subsystem assignment should not be made on the basis of the matrix alone, but should also require some understanding of the process and the actual data used to determine whether the coupling and clustering suggested by the matrix is sensible.
Usage of the isolation and interaction matrix. The isolation and interaction matrix is primarily used by IBM SYSTEMS JOURNAL, VOL 24, NOS 314. 1985 I the designer to determine the composition of subsystems based upon data interaction. The use of data interaction in determining subsystems is of extreme importance, since the extent to which data are shared is the key to building integrated data systems. Implementation of a shared data subsystem can be seriously affected if the clustering decision was not based upon data usage and sharing.
The user may experiment with different DI values which will allow easier identification of the subsystems, but should always apply human knowledge to the data provided by ISMOD.
Creating subsystems
After organizing the current processes into their respective subsystems, the analyst can perform an analysis on the proposed subsystem. For instance, in printing the Statistics Report and the Initial Matrix, the current satisfaction can be determined by subsystem. Strong or weak subsystems can be identified. Furthermore, printing the Statistics Report by orig- inating processes within a subsystem, one can deternoted that this is rarely the case in real life, since the mine sources of information problems.
enterprise processes are quite well defined, and that unless the enterprise enters into some new type of Also, new processes or systems can be added to the activity, no changes in the functioning enterprise existing enterprise information model. It should be processes are required. The question remains, Where is the place to start weaknesses occur. It is also known where the sources expending the limited resources of the enterprise in of those weaknesses are. What we do not know is order to improve the overall quality of the currently what the impact would be of expending effort in a proposed set of subsystems? We know, by interroparticular area of the enterprise. As we have seen, gating ISMOD reports, where information quality many of the processes and subsystems are interre- Simulation gives the architect the ability to formulate an interest in the data created and shared by the an implementation strategy and determine its value selected subsystem? The simulation facility is used to the enterprise in terms of information satisfaction. to answer this question. Figure 13 is an example where the designer specified that data type 5 is assumed to have perfect satisfaction. Thus, we see that for each process the system has forced the satisfaction levels for data type 5 to 100 percent. The total column shows the effect on each process and the enterprise if this particular data type were to have perfect satisfaction. One way this might be achieved is by developing a data base system for the subsystem which creates and has responsibility for a specific data type.
Only dimensions in the column positions of the matrix can be simulated. The system prints a summary matrix (Figure 14) showing the effect of each column dimension being made perfect. Figure 14 shows the original level of satisfaction based on the interviews in the asterisk column. All of the other columns show the result of making each data type perfect individually and separate from the other data types. So, if data type 1 is assumed to be perfect, the overall enterprise satisfaction could be improved from 52 percent to 61 percent. For data type 2 it would be 59 percent, and so on. Clearly, it may be seen that data type 1 shows the greatest potential for improvement.
The simulation facility is useful in determining where the greatest return in terms of satisfaction can be achieved by implementing a particular data system. Figure 15 shows a comparison of the improvement that could be achieved across subsystems if each subsystem had its data made perfect.
Analyzing the matrix, we see that, for example, subsystem 1 currently has a satisfaction level of 64 percent. However, if its own data were made perfect, this satisfaction level could be raised by 18 percent. If the data of subsystem 3 were made perfect, the satisfaction of subsystem 1 would only rise 9 percent. Thus, we can draw the conclusion that our best option for implementation is subsystem 1. Looking at the total chart, we see that almost all subsystems would like to have a project for themselves, except for subsystem 5. This system tells us that an effort in subsystem 3 would be more beneficial than a project for itself. The total line shows a weighted average of all of the improvement in satisfaction across all subsystems. Thus, it appears that subsystem 3 holds the greatest potential and payoff for the enterprise in terms of a new information system development project.
The reader should note carefully that this decision was based on information quality issues by considering data as a shared enterprise resource. It was not based upon the most insistent user department, strongest internal politician, or best guess by the data processing department. Now that we have isolated the various subsystems and understand their interaction based on data sharing, we may proceed to continue our architecture Figure 17 Theoretical responsibilities of managers approach with the chosen subsystem. That is to say, we use the same procedure again for the selected subsystem. We determine its subsystems, simulate, find the appropriate (sub)-subsystem, etc., until a level of detail is reached where individual processes can be identified for which procedures can be defined to be performed by an individual or create a specification to be programmed by a data processing professional. Figure 16 represents the flow of data between each of the various processes. Each subsystem may have its own data-flow (isolation) matrix, resulting in a completely decomposed architecture.
Validation
Once the enterprise has implemented the proposed subsystem and the organization has had a reasonable amount of time to adjust to the new procedures, a new survey on the implemented part of the subsystem can be performed, and results can be compared to determine how well the original objectives were achieved. It may be decided that because of the implementation of the first subsystem our initial prioritization of subsystems needs to be resimulated on the basis of the new satisfaction statistics available.
Other uses of the system
Organizations which have performed studies in the past have found many additional uses for the data provided by the system. Figure 17 is a matrix prepared by the study team during the Company Analysis Phase and shows the theoretical responsibilities of the various managers in the organization.
As can be seen, Figure 18 represents the actual involvement based on the interviews. Theory and reality do not necessarily coincide. For example, in Figure 17 plant interviewee 4.1 is shown to be the final decision authority (marked with the triangle) for process 3 (Distribution) and has no involvement of any kind in process 2 (Commercial). Yet, when comparing interviewees to the processes and looking at their actual data usages, it is apparent that interviewee 4.1 uses only one data item for Distribution. 
