Abstract. We calculate the transfinite diameter for the real unit ball, B d := {x ∈ R d : |x| ≤ 1} and the real unit simplex,
Introduction
Suppose that K ⊂ C d is compact. The transfinite diameter (and the associated notion of capacity) of K is a measure of the size of K, important in classical Complex Potential Theory (for d = 1) and Pluripotential Thoery (for d > 1). It is defined as follows. For n ∈ Z + consider the monomials of degree at most n, z γ , |γ| ≤ n which we order as {e 1 (z), e 2 (z), · · · , e mn (z)} so that the ordering respects the degree, i.e., |γ j | < |γ i | implies that j < i, where e i (z) = z γ i . Here m n := n+d n is the dimension of the space of polynomials of degree at most n in d complex variables. Then for m n points z j ∈ K, 1 ≤ j ≤ m n , the Vandermonde determinant of degree n is defined to be vdm(z 1 , z 2 , · · · , z mn ) := det([e i (z j )]) 1≤i,j≤mn ).
The transfinite diameter of K is nm n is the degree of homogeneity of vdm(z 1 , z 2 , · · · , z mn ) considered as a polynomial on K mn .
That the limit exists is a result of Zaharjuta [Z] where the following remarkable formula is proved: 
is the so-called directional Chebyshev constant. We note that, for θ ∈ int(S d ), Zaharjuta showed that the lim sup in the definition of τ (θ) may be replaced by an ordinary limit. In certain cases explicit formulas for the transfinite diameter have been calculated. Jȩdrzejowski [J] has given the following formula for the unit complex euclidean ball,
From the product formula of Schiffer and Siciak [SS] we also have, for the unit cube
Rumely [R] has given a beautiful integral formula for the transfinite diameter using notions of Pluripotential theory (see also [DR] ). However, this appears to be difficult to explicitly evaluate, at least in the case of the real ball in which we are interested. In this paper we will use Zaharjuta's formula (2.9) directly, by finding a formula for τ (θ) and then computing its integral over the simplex, to give a compact formula (Theorem 2.5 below) for the transfinite diameter of the real euclidean unit ball
|x| ≤ 1} and the real unit simplex,
The Ball
We begin with some standard facts about univariate orthogonal polynomials.
2.1. Univariate Gegenbauer Polynomials. Let C λ n (x), n ∈ Z + , λ > −1/2, denote the Gegenbauer polynomials of degree n and parameter λ, i.e., the classical univariate polynomials orthogonal on [−1, 1] with respect to the inner product
It is known that (see e.g. [AS] )
and that
If we let C λ n (x) := 1 kn C λ n (x) denote the associated monic orthogonal polynomials, it follows easily that C λ n (x) = x n + lower degree terms and that
We will make use of the following the nth root asymptotics of h(n, λ).
Lemma 2.1. Suppose that a n , b n ≥ 0 are such that lim n→∞ a n /n = a and
Proof. From (2.3) we have h(a n , b n ) = π2 1−2(an+bn) Γ(a n + 1)Γ(a n + 2b n ) (Γ(a n + b n )) 2 (a n + b n ) .
Clearly, the terms π 1/n and (a n + b n ) 1/n both tend to 1 and hence can be ignored. Further,
and hence we are left with showing that
But this is an easy consequence of Stirling's formula, and we are done.
A Family of Orthogonal Polynomials on
+ is a multiindex. We define (cf. Prop. 2.3.2 of [DX] ) the polynomials
that is
Note that since the weight w λ (x) is symmetric, the polynomials C λ n (x) are even for n even and odd for n odd. Hence the P α , as defined above, are indeed d-variate polynomials.
Lemma 2.2. The polynomials P α (x) are orthogonal with respect to the inner product
Proof. This is given in Prop. 2.3.2 of [DX] .
Lemma 2.3. The polynomials P α (x) are monic, i.e., of the form
where the ordering of the monomials is graded-lexicographic with
Moreover,
Proof. The mononoticity is obvious from the construction. The norm is easily calculated by writing 
such that for all polynomials p of degree n,
For many purposes, including the calculation of transfinite diameters, this means that the uniform norm can be substituted by the L 2 norm with respect to the measure ν. It turns out that, for the measures W µ (x)dx, µ ≥ 0, there is a stronger statement. Specifically, from Lemma 1 of [B2] , it follows that, for α = 0,
for all polynomials p of degree n. Here ω d is the surface area of the d dimensional unit sphere in R d+1 . In other words, for this measure
is of polynomial growth. Similarly, the considerations of [B2] show that C(n) is also of polynomial growth for all µ ≥ 0.
2.3. The Directional Chebyshev Constants. Since the measures W µ (x)dx, µ ≥ 0 are Bernstein-Markov measures, we may use any of the associated 2-norms,
µ , to compute the directional Chebyshev constants (cf. [B1, p. 320] ). Specifically consider θ ∈ S d , the unit simplex in R d (see (1.2)). Then for n = |α| =
by Lemma 2.3. Suppose now that θ ∈ S d with θ > 0 (i.e., each component is positive). Then under the hypothesis that α/n → θ we have
Hence, by Lemma 2.1
We thus may conclude
2.4. Zaharjuta's Formula for The Transfinite Diameter. We will use Zaharjuta's formula for the transfinite diameter, given in the introduction:
Theorem 2.5. The transfinite diameter of the unit ball B d is: (a) for d even,
Remark. For d = 1 the formula reduces to the classical δ([−1, 1]) = 1/2 and for d = 2 we obtain δ(B 2 ) = 1/ √ 2e, in agreement with the result of [B1] .
Proof. We use the Zaharjuta formula together with the formula for τ (θ) given in Lemma 2.1 to obtain
where
and
The values for the integrals are given in a sequence of lemmas below. Note that vol(S d ) = 1/(d − 1)!; putting them together and simplifying gives the result.
We can express integrals over the simplex S d as univariate integrals by means of B-splines.
is the B-spline of degree d − 2 and knots a 1 , a 2 , · · · , a d . Here Proof. This is a standard formula of spline theory, based on the fact that B-splines are the Peano kernel for divided differences; see, for example, [deB, p. 88 ].
We will need the following fact.
Lemma 2.7. For 1 < j ≤ d and d ≥ 2, we have
Proof. This is again a standard fact that follows easily from the recurrence formula for B-splines (see again [deB, p. 89] ).
Lemma 2.8.
Proof. By symmetry me need only consider j = d. Then, using the integral formula of Lemma 2.6, we have
By Lemma 2.9 with m = d − 2 we obtain
and the result follows.
Lemma 2.9. For m ∈ Z + we have
Proof. This is a special case of Formula 1. of §4.253 of [GR] , however, for completeness, we provide an elementary proof. Let A m denote the integral in question. Then integrating
by parts with u = (1 − x) m+1 and v = x log(x) we easily obtain the recur-
from which it is easy to verify the stated formula by induction.
Lemma 2.10. For d ≥ 2 we have
Proof. The j = 1 term is slightly different. In fact, for j = 1, d k=j θ k = 1 and the integrand is just 2 log(2) and the integral (2.10)
For the other terms we compute
Combining this with (2.10) gives
As pointed out by an anonymous reviewer, this integral can also be computed by completely elementary means. Specifically, first observe that by symmetry,
Lemma 2.11. For d ≥ 2 we have
Proof. The j = 1 term is 0 since d k=1 θ k = 1 and so it can be ignored. Hence we compute
Lemma 2.12. For d ≥ 2 we have
The univariate integral above is evaluated in Lemma 2.13. Proof. Let
We must compute d j=1 I j . First note that, by Lemma 2.6, However, just as Lemma 2.10, it can be shown (cf. [deB] ) that and from Lemma 2.8,
Putting these together yields the result.
Lemma 2.13. For m ∈ Z + we have 
