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Preface
This Ph.D. dissertation is based on research work carried out from
September 1st, 2009 to August 31th, 2012 at the Center for Fast Ultra-
sound Imaging, Department of Electrical Engineering, Technical Uni-
versity of Denmark. It describes my work in synthetic aperture flow
imaging using two-stage beamforming. The entire three years of re-
search gave me a broad knowledge of ultrasound imaging techniques,
especially within medical application. The most important and valu-
able experience I had in the last three years was how a new idea could
prove to be of use in real life. This research work gave me an opportu-
nity to tackle problems in a systematic and scientific way.
Apart from the research, studying as a Ph.D. candidate also means a lot
to me in other aspects. I had several chances to attend conferences with
colleagues from all around the world. I realized that sharing knowledge
could not only efficiently deliver information of my current research,
but also help me form a comprehensive understanding of this field.
Moreover, during my study period I have had the opportunity to teach
students in medical imaging systems and applied signal processing.
I have learned many communication and teaching skills, which has
helped me bring knowledge to others in an efficient way.
I enjoyed the three years with ultrasound very much and I am also
joyful to see the new techniques potential in clinical use. I hope that
you will enjoy reading the dissertation and find it interesting.
Ye Li
Kgs. Lyngby, August, 2012
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Abstract
Color flow mapping systems have become widely used in clinical ap-
plications. It provides an opportunity to visualize the velocity profile
over a large region in the vessel, which makes it possible to diagnose,
e.g., occlusion of veins, heart valve deficiencies, and other hemody-
namic problems. However, while the conventional ultrasound imaging
of making color flow mapping provides useful information in many cir-
cumstances, the spatial velocity resolution and frame rate are limited.
The entire velocity distribution consists of image lines from different
directions, and each image line is estimated using multiple emissions.
Therefore, it is very difficult to acquire a full volume of data for the
blood flow in the heart in real-time.
A radical break with this has been the synthetic aperture technique.
This technique makes it possible to increase the frame rate, and the
reconstruction also makes it possible to improve significantly the fo-
cusing and frame rate. However, it requires a large amount of calcula-
tions to fulfill the performance because the signal from each channel is
stored and processed simultaneously. The implementation of the full
synthetic aperture would be very expensive on the current commer-
cial ultrasound scanner. The motivation for this project is to develop
a method lowering the amount of calculations and still maintaining
beamforming quality sufficient for flow estimation.
Synthetic aperture using a dual beamformer approach is investigated
using Field II simulations, phantom measurements and in vivo mea-
surements. Firstly, the method is used to estimate the velocity along
the ultrasound beam, which is the axial component. The results all
show good quality of color flow mapping in terms of standard devia-
tions and bias. The results of in vivo measurements show the capability
of acquiring color flow mapping with a high frame rate. Secondly, the
new method is extended to the vector velocity estimation using direc-
tional beamforming, which beamforms data in the flow direction. The
magnitude of the flow can be obtained and results of simulations and
phantom measurements show good agreements with the truth. With
directional beamforming, the velocity in the transverse direction can be
achieved, which is impossible for the conventional method. Comparing
the amount of calculations shows a reduction in number of calculations
for the new method compared to full synthetic aperture.
Resume´ p˚a dansk
Color flow mapping (CFM) er blevet et meget anvendt klinisk red-
skab. Det giver mulighed for at visualisere hastighedsprofiler over
et stort omr˚ade i blodkar, hvilket gør det muligt at diagnostisere,
fx, okklusion af vener, dysfunktionelle hjerteklapper, og andre hæ-
modynamiske problemer. Men hvor den konventionelle ma˚de at lave
CFM p˚a giver nyttige oplysninger i mange tilfælde, er den rumlige
hastigheds-opløsning og frame-rate begrænset. Da hastighedsfordeling
best˚ar af billedlinjer fra forskellige retninger, og hvert billedelinje es-
timeres ved anvendelse af flere emissioner er det vanskeligt at opn˚a
realtids strømningsbillederr i bl.a. hjertet pga. den uoverkommelige
data mængde som det ville kræver.
Et radikalt brud med dette har været syntetisk apertur teknikken.
Denne billeddannelses teknik gør det muligt at øge frame-rate, samt at
sikre en forbedret fokusering. Det kræver imidlertid en stor mængde
beregninger for at opn˚a dette, fordi signalet fra hver kanal lagres og be-
handles samtidigt. Gennemførelsen af fuldt syntetisk apertur ville være
meget dyrt p˚a nuværende kommercielle ultralydsscannere. Motivatio-
nen for dette projekt er at udvikle en metode til at sænke mængden
af beregninger og stadig bevare en billedkvaliteten som er tilstrækkelig
til flow-estimation.
Syntetisk apertur opn˚aet med dobbelt beamforming bliver undersøgt
ved hjælp Field II simulationer, fantom-ma˚linger og in vivo ma˚linger.
Først anvendes metoden til at estimere hastigheden langs ultralydsstr˚alen,
som er den aksiale komposant. Alle resultater viser god kvalitet af CFM
i kraft af standardafvigelser og bias. Resultaterne af in vivo ma˚lingerne
viser at det er muligt at erhverve CFM med en høj frame-rate. Dernæst
er metoden udvidet til at kunne vise vektor-hastigheds-estimation ved
hjælp af retningsbestemt beamforming, som beamformer data i flow
retningen. Hastigheden af flowet kan opn˚as og resultater af simu-
leringer og fantom ma˚linger viser gode overensstemmelser med de fak-
tiske værdier. Med retningsbestemt beamforming, kan hastigheden i
den tværg˚aende retning blive ma˚lt, hvilket ikke er muligt for den kon-
ventionelle metode. Sammenligning af mængden af beregninger viser
en reduktion i antallet af beregninger for den nye fremgangsm˚ade i
forhold til fuld syntetisk apertur.
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Chapter 1
Introduction
Ultrasound imaging has been used for over 50 years and has an excellent safety
record. Because the ultrasound images are captured in real-time, they can show
movement of the body’s internal organs as well as blood flowing through blood
vessels. Thanks to its non-ionizing properties and its cost - much lower than any
other medical modality - ultrasound has significantly impacted clinical segments
within radiology, obstetrics, vascular and cardiology. Especially in areas of vascular
ultrasound imaging, where the real-time imaging of physiological characteristics
like blood flow velocity is of great importance, ultrasound imaging is widely used
for clinical diagnosis.
The color flow mapping (CFM) systems have become widely used since their
development. They can be used as a survey mode to detect flow in two dimensions.
The flow velocity is encoded in colors indicating the magnitude of the velocities.
This color flow map is overlaid upon a two dimensional gray-scale image. This
technique can help physicians to see and evaluate the circulatory system of the
body, like visualizing the pattern of the blood flow in the vessel, monitoring the
blood flow to organs and tissues throughout the body, blockages to blood flow
(such as clots), etc.
Flow imaging was originally demonstrated by Reid and Spencer [2] in 1972.
Curry and White [3] illustrated a scanning system capable of making a two di-
mensional display of the blood flowing in arteries. The arteries are displayed by
colors corresponding to the highest Doppler frequency shifted signals. Nowicki and
1
Reid [4] presented a new type of pulse-Doppler using a phase detection principle
to produce velocity mapping of multiple regions along a single line-of-sight. Bran-
destini and Forster [5] described a discrete-time Doppler system. The simulation
and in vivo results showed its capability of imaging blood flow and anatomical
features simultaneously and in a noninvasive way. Hoeks et al [6] and Casty et
al [7] also investigated the color mapping of flow. Kasai et al [8] reported real-time
two-dimensional blood flow imaging. The color-coded blood flow within a given
cross section of a live organ was displayed using an autocorrelation technique. The
basis of the autocorrelation estimator is that consecutive echo signals from moving
targets have corresponding changes in relative phase.
Embree et al [9] and Bonnefous et al [10] demonstrated a time-domain ap-
proach of pulse-Doppler signals. The novel class of blood velocity estimators is
able to measure the time shift of the sequential echo signals. The cross-correlation
technique is used for detecting time delay and is shown to provide an accurate and
efficient blood velocity estimator.
Trahey et al [11] presented a new technique for blood velocity imaging based
on tracking the motion of the speckle pattern produced by blood. Both the mag-
nitude and the direction of the blood velocity can be measured based upon local
blood speckle pattern displacement in consecutive B-mode images. This tech-
nique can generate angle independent velocity estimates because the speckle can
be tracked in two dimensions. However, it suffers from several limitations: the
velocity measurement grid is not uniform due to the line-by-line acquisition; max-
imum velocities are limited by the pulse repetition time; lateral velocity resolution
is low due to the limit of lateral spatial sampling interval; the performance is de-
graded if the size of a search region and the kernel region do not match. Bohs
et al [12] demonstrated a new method called ensemble tracking for 2D vector ve-
locity measurement. Instead of using a 2D transducer to obtain beams from two
perpendicular planes [13], they acquire multiple beams in a single plane, and a 2D
motion tracking kernel is applied to the signals. Furthermore, Tanter et al [14]
developed a new technique for two-dimensional imaging of the motion vector. A
single plane wave insonification is applied and the beamforming is achieved only
in the receive mode on two independent sub-apertures. The displacements along
lateral and axial axises are found by comparing successive images using classical
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speckle tracking.
Another technique, named synthetic aperture, has also been investigated in
ultrasound imaging since the 60s [15, 16]. However, the technique demanded a
very complex and time-consuming imaging reconstruction at that time and it was
not possible to conduct practical clinical applications. With the development of
computer science and evolution of digital technology, it has been widely investi-
gated for practical application. Ylitalo and Ermert [17] reported their study on
monostatic synthetic aperture approach. A single element serves as a transmitter
and a receiver, and the beamforming can be varied by selecting different number
of active elements. The study shows that the approach is capable of producing
images of good spatial and dynamical resolution. On the other hand, in order
to increase the signal-to-noise ratio, several researchers [18, 19] have investigated
the application of multi-element sub-apertures in synthetic aperture imaging. Due
to its properties of continuous RF signals and focusing in transmit and receive,
it has been employed for measuring blood flow and producing color flow map-
ping. Nikolov and Jensen [20] demonstrated a new method for creating color flow
mapping using sparse synthetic aperture.
Nevertheless, current commercial systems suffer from angle dependent limita-
tion. The estimated velocity is merely one component of the vector velocity along
the ultrasound beam. Therefore, the estimator fails to obtain the velocity when
the blood flows perpendicular to the ultrasound beam. Unfortunately, some im-
portant blood vessels, like the common carotid artery and the femoral artery, lie
along the skin, which is nearly 90 degrees to the insonification beam. In clinical
situations, the sonographer manually supplies the expected angle of flow by tilting
the transducer to a certain angle. In some cases this angle can be determined
visually from anatomy or the B-mode image, however, in areas of complex flow
the direction of flow might change due to the geometry of the vessel. These limi-
tations motivate the researches on estimating vector flow including direction and
magnitude.
Many authors have proposed different methods for solving the angle depen-
dence problem. Fox [21] developed a method using multiple crossed-beams to
measure the flow velocity for unknown angles, and three Doppler flow measure-
ments can be made simultaneously to estimate the velocity in three directions. One
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problem with the single-element cross-beam systems is that the element needs to
be mechanically adjusted for different depths. Moreover, the aperture has to be
large for large investigation depths, and the standard deviation is affected by the
angle between the crossed-beams. The cross-beam vector Doppler concept can
also be applied using linear arrays [22]. Newhouse and coworkers [23] estimated
multi-dimensional velocities by applying the spectral broadening phenomenon. As
mentioned before, Trahey and coworkers [11] developed a new technique for flow
imaging based on tracking the motion of the speckle pattern on the B-mode im-
ages. The vector velocity can be found by calculating the correlation coefficients
between two rectangular regions in the image. This has a high demand of data
processing speed to generate high frame B-mode images. Furthermore, the search
region can neither be too small for high velocities nor too large, as this increases
the computational amount. Jensen and Munk [24, 25] proposed a method that
introduces a transverse oscillation in the field. The method is based on the prin-
ciple of using transverse spatial modulation generated using receive apodization
with a special focusing scheme. Jensen et al [26, 27] developed directional velocity
estimation using focusing along the flow direction. The correct velocity magnitude
can be directly estimated from the shift in position of the echo signals. Kortbek
and Jensen [28] demonstrated a method for determining velocity vector angles
using directional cross-correlation technique. Udesen et al [29] developed a color
flow imaging using plane wave excitation generating a high frame rate. Jensen
and Nikolov [30] suggested synthetic aperture directional flow imaging to estimate
the correct velocity magnitude from data beamformed along the flow direction.
A low standard deviation and high frame rate can be achieved with this method.
However, it requires storage of a large amount of data for each emission and has
high demands on data access and calculations.
Compared to a conventional imaging technique, synthetic aperture has its ad-
vantages in terms of precision and frame rate. The approach generates the ultra-
sound image in a tomographic manner where the resolution and dynamical range
of the image can be improved by numerous angles of insonification. However, its
weak point is, that it employs a huge amount of data which prevents it from practi-
cal applications. Several researchers [31, 32, 33] have investigated the performance
of sparse synthetic aperture. Kortbek [34] suggested a beamforming strategy ap-
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plying synthetic aperture techniques without the need for storing RF signals and
with a restricted system complexity. Hemmsen et al [35] made in vivo evaluation
on synthetic aperture sequential beamforming.
The motivation of the research presented in this thesis is to develop a compu-
tationally efficient method for synthetic aperture velocity estimation. Synthetic
aperture using a dual beamformer approach is investigated for blood flow imaging.
The challenge is to lower the number of emissions and still maintain beamforming
quality sufficient for flow estimation. The first method will estimate the veloc-
ity vector along the axial direction. It will then be extended to vector velocity
estimation using directional beamforming.
1.1 Structure of the thesis
The dissertation consists of seven chapters. The description of each chapter is as
follows:
Chapter one: Introduction This chapter gives a brief overview of the tech-
nique for color flow mapping. Both the capability and limitation of the current
velocity estimation systems are introduced. Various contributions to overcome the
drawbacks of existing the system are shortly described.
Chapter two: Dual beamformer approach The chapter provides necessary
information of the beamformer. The concept of virtual source is explained, which
is essential to understand the beamforming strategy. The properties of synthetic
aperture is discussed in the end.
Chapter three: Color flow mapping using time shift estimation The
velocity estimation is discussed in this chapter. The time shift estimator is used
for finding velocities. The cross-correlation function of two high resolution images
is derived, and its modification for synthetic aperture flow imaging is presented.
In this chapter, the velocities are estimated along the axial direction. The simula-
tions and flow rig experiments are made to evaluate its performance. Several key
parameters are studied to examine its robustness. Finally, the color flow mapping
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of the phantom experiments is presented.
Chapter four: Directional velocity estimation Directional beamforming
strategy is employed for producing vector flow. The RF signals are reconstructed
along the direction of flow, where the correct velocity magnitude can directly be
estimated from the shift in position of the pair of high resolution images. Because
the entire image can be created at every emission, the approach can find the
velocity in any direction, including perpendicular to the emitted ultrasound beam.
The performance is evaluated through simulations and flow rig experiments. The
performance is examined by varying several key parameters, and the color flow
mapping is presented in the end.
Chapter five: In vivo evaluations A number of phantom measurements
are made in this chapter. A flow pump, which can generate a pulatile waveform
combined with a commercial ultrasound scanner is used for signal transmission
and data acquisition. The flow waveform in a common carotid artery is simulated,
and estimates are made along the emitted ultrasound beam. This procedure is
applied for calibrating the estimator and preparing for the in vivo measurement.
The common carotid artery of a healthy volunteer is scanned using the synthetic
aperture dual beamformer approach.
Chapter six: Number of calculations In this chapter, the reduction in
the number of computations is calculated. The full synthetic aperture demands
a huge amount of computation, which limits its practical application. Synthetic
aperture a dual beamformer splits the focusing into two steps, and the number of
calculations is reduced. This is comparable with full conventional dynamic receive
focusing.
Chapter seven: Conclusions This chapter summarizes the findings in the
thesis and tries to offer some suggestions to the research in the future.
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1.2 Contributions
During my Ph.D. period, the research work summarized in the previous section
resulted in a number of papers. They include two submitted journal articles, three
published conference papers and one accepted conference abstract as well as two
co-authored conference paper and two co-authored papers.
Journal article
• Synthetic aperture flow imaging using dual stage beamforming:
simulations and experiments
Ye Li and Jørgen Arendt Jensen
Submitted to Journal of the Acoustical Society of America, 2012
• Directional synthetic aperture flow imaging using dual stage beam-
forming: simulations and experiments
Ye Li and Jørgen Arendt Jensen
Submitted to IEEE Transactions on Ultrasonics, Ferroelectrics and Fre-
quency Control, 2012
Conference paper and abstract
• Synthetic aperture flow imaging using a dual stage beamformer
approach
Ye Li and Jørgen Arendt Jensen
Published in Proceedings of the 2010 IEEE International Ultrasonics Sym-
posium, pp 1924− 1927
• Preliminary experimental verification of synthetic aperture flow
imaging using a dual stage beamformer apporach
Ye Li and Jørgen Arendt Jensen
Published in IFMBE Proceedings, 2011, pp 53− 56
• Directional synthetic aperture flow imaging using a dual stage
beamformer approach
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Ye Li and Jørgen Arendt Jensen
Published in Proceedings of the 2011 IEEE International Ultrasonics Sym-
posium, pp 1254− 1257
• In vivo CFM using synthetic aperture dual stage beamforming
Ye Li and Jørgen Arendt Jensen
Accepted abstract in Proceedings of the 2012 IEEE International Ultrasonics
Symposium
Co-authored paper
• Imaging blood’s velocity using synthetic aperture ultrasound
Jørgen Arendt Jensen and Ye Li
Published in Proceedings of EUSAR 2012
• Recent advances in blood vector velocity imaging
Jørgen Arendt Jensen, Svetoslav Nikolov, Jesper Udesen, Peter Munk, Kristof-
fer Lindskov Hansen, Mads Møller Pedersen, Peter Møller Hansen, Michael
Bachmann Nielsen, Niels Oddershede, Jacob, Kortbek, Michael Johannes
Pihl and Ye Li
Published in Proceedings of the 2011 IEEE International Ultrasonics Sym-
posium, pp 262− 271
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Chapter 2
Dual Beamformer Approach
Conventional ultrasound images consist of a number of image lines acquired se-
quentially. The frame rate of the entire image is limited by the pulse repetition
time. Additionally, dynamic focusing can be achieved only in receive. These issues
result in the limitations in motion detection. For blood flow estimation the prob-
lem is increased because multiple image lines have to be acquired from the same
direction. For typical depths of 15 cm in tissue for cardiac scanning, the speed
of sound limits pulse emissions to a pulse repetition frequency of 5000 pulses/s in
order to avoid overlapping pulses. In color flow mapping, a full image requires 64
image lines with 6 − 10 pulses for each direction. The imaging is performed at
frame rates down to 8− 13 Hz, which is unsuitable for visualizing rapid temporal
changes in the blood flow.
Synthetic aperture imaging technique is one alternative. The simplest syn-
thetic aperture method is the synthetic aperture focusing technique (SAFT) [36],
where a single element is used in both transmit and receive. The low signal-to-
noise ratio is the main disadvantage. With the introduction of transducer arrays,
multiple elements are active in transmit and receive at the same time. A group
of elements are used to transmit ultrasound signals, and all elements receive the
echo signals. The problem of low signal-to-noise ratio has been overcome, and
also the image quality is improved [18, 37]. However, the drawback of synthetic
transmit aperture (STA) is that a large number of echo signals are stored, and the
demand of calculations for the system is very high. It is therefore very expensive
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to implement the technique in a current commercial ultrasound scanner.
Kortbek et al [1, 34] introduced synthetic aperture sequential beamforming
(SASB) to overcome calculation requirements for the full synthetic aperture. It
has been showed that an image with depth independent resolutions and good
signal-to-noise ratio can be obtained, and the amount of calculations is reduced.
In the research work, Hemmsen et al [35] show the clinical evaluation of the SASB
technique. SASB imaging can obtain satisfying penetration within the current
intensity, and there is a highly significant improvement in SASB images compared
to dynamic receive focusing.
Since all of them apply the two-stage beamformer on producing B-mode image,
I would like to use this concept for making color flow mapping. Since there is much
details in the above papers, and the investigation of SASB is not my main topic,
I will make a brief introduction and discussion of the concept of SASB in this
chapter.
2.1 Virtual source and focusing delays
The two-stage beamformer consists of two procedures, which can produce B-mode
image with any array transducer. As conventional imaging, a focused ultrasound
beam is transmitted to the field and the echo signals are recorded by a sub-
aperture. To formulate a whole image, the sub-aperture slides over the entire
aperture. A two-stage beamformer has the same transmission as conventional
imaging, and splits the focusing into two steps. Transmit focal points are the
same for all emissions and are considered virtual sources in the beamformation.
In the first stage, the echo signals are focused only at the virtual source, i.e.
it is a fixed beamformer with a single transmit and receive focal point. With
this simple beamformer, the delay profile can be pre-calculated and applied to all
depths. Each emission produces a low resolution line which is the input of the
second beamformer.
In the second stage, these low resolution image (LRI) lines are reconstructed
to form a high resolution image (HRI) using delay-and-sum receive focusing. The
delays are calculated by finding the round trip time-of-flight (TOF) of the ul-
trasound. The illustration of the sound propagation is shown in Fig. 2.1. The
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Figure 2.1: The wave propagation path for calculating the time-of-flight. The wave
propagates in the path from 1 to 4. It is emitted from the transmit element ~re
to the image point ~rip through the virtual source ~rve and propagates back to the
receive element ~rr through the same virtual source. The total time-of-flight is the
sum of the length of the four vectors. [1]
propagation path follows the acoustic wave from the transmit origin to the fo-
cusing point through the virtual source, and return to the receive element, again
through the virtual source.
ttof =
1
c
(
|~rve − ~re| ± |~rip − ~rve| ± |~rve − ~rip|+ |~rr − ~rve|
)
, (2.1)
where, ~re, ~rve, ~rip, ~rr are positions of the origin of the transmit, the virtual source,
the imaging point, and the receive element, respectively. The sign ± in (1) repre-
sents whether the image point is in front or behind the virtual source.
2.2 Construction of high resolution image
The high resolution image is constructed by adding the correct samples in the
LRI, since each point in the second stage contains information from a set of spatial
positions. The straight illustration of the construction is shown in Fig. 2.2. Each
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Figure 2.2: Illustration of the second beamformer. Four low resolution lines from
the first stage are the input to the second stage here. They only have contributions
within the ultrasound beam which is indicated by waves. The HRI indicated as
green dots are obtained by adding all LRIs overlapping at that position.
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Figure 2.3: The depth of the focusing point determines the number of low resolu-
tion lines contributing to the HRI. [1]
low resolution line only contains information within a angular span where the
phase of the wave field can be considered constant. The HRI is constructed by
combining information from multiple image lines in the first stage. The single
focusing point ~rip with the lateral component xip and axial component zip in the
HRI can be expressed as
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h(xip, zip) =
N(z)∑
n=1
W(xn, zip)sxn(zn), (2.2)
where, h is the focusing point in the HRI,W is the apodization function determin-
ing the weighting of the individual lines, and sxn denotes the RF signal obtained
from the nth emission in the first beamformer. N is the number of emissions used
to formulate the focusing point and it depends on the depth where the focusing
is. Fig. 2.3 shows the geometry of the transmitted field. N can be expressed as
N(z) =
L(z)
∆
. (2.3)
L(z) is the lateral width of the wave field at a depth z. The depth of the image
point determines the number of low resolution lines contributing to the final HRI.
∆ is the distance between two virtual source. Apparently, N is a function of the
position of the focusing point, and the number of contributing emissions increases
with the depth away from the virtual source. The deeper focused point requires a
larger synthesized aperture to generate a less range dependent lateral resolution.
The size of the span is determined by the opening angle of the virtual source α
which can be expressed as
α = 2 arctan
1
2F#
, (2.4)
where, F# is the ratio of the depth of the virtual source to the width of the sub-
aperture. With this algorithm, the final image is focused in both transmit and
receive, which provides a great opportunity to generate images with good quality.
The HRI is available continuously, since the oldest LRI can be replaced by the
latest image in the sequence. The creation of the entire HRI is given as
H(n)(xip, zip) =
N∑
i=n−N+1
L(i)(xip, zip), (2.5)
where, H(xip, zip) and L(xip, zip) are the HRI, LRI beamformed along the ultra-
sound beam, respectively. N represents the number of emissions in the transmit
sequence. Fig. 2.4 is an example of B-mode image of a speckle phantom. The sig-
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Figure 2.4: Illustration of angular span in the spatial area. The image is con-
structed by four emissions. Each transmit beam is focused at 5 mm and the echo
signals are processed using a dual beamformer. The pattern of the ultrasound
beam is determined by the opening angle α.
nals are transmitted and received by Pro Focus (BK Medical, Herlev, Denmark).
Four ultrasound beams are transmitted to the field sequentially and virtual sources
are at 5 mm. The distance between virtual sources are several wavelengths. From
the figure, it is clear that there are no images in the areas between virtual sources.
Due to the shape of the beam, no ultrasound is emanated to these areas and this
should be avoided in the applications.
In synthetic aperture imaging, a complete set of N emissions is necessarily
obtained for the initialization. Then HRI can be constructed after each emission
using the newly acquired line and the already stored lines. For example, the first
HRI consists of N emissions corresponding to the emission index 1, 2, . . . N , for
the second HRI the corresponding index is 2, 3, . . . N+1, and for nth HRI they are
n, n+ 1, . . . N + n− 1. Since HRI can be created at each emission, this recursive
imaging [38] enable increasing the frame rate of B-mode images and the potential
of producing fast color flow mapping.
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2.3 Summary
This chapter contains a brief discussion of a dual beamformer approach. Essential
concepts like virtual source, and the calculation of time-of-flight are explained.
In Kortbek’s Ph.D. dissertation [1], you can find a comprehensive discussion of
synthetic aperture sequential beamforming and a complete parameter study is
shown as well. Hemmsen [39] presents the extension of the technique to the convex
array transducer and makes the clinical evaluations of the method, which shows
improvements in the lateral resolution and the penetration against conventional
dynamic receive focusing. Based on these two great research works, I am motivated
to apply the method to the blood flow estimation, which produce fast color flow
mapping.
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Chapter 3
Color Flow Mapping Using Time
Shift Estimation
3.1 Cross-correlation technique
The basic principle behind the time shift estimation is presented in this chapter.
Embree and O’Brien [9] and Bonnefous and Pesque´ [40] independently described
how the velocities of moving targets can be estimated from board-band echoes by
means of time-domain processing. The estimator is based on finding the shift in
time delay of the received signals. Cross-correlation function formulated from the
consecutive RF signals is the efficient technique to estimate the time delay.
To demonstrate the measurement principle, a simple model is illustrated in
Fig. 3.1. In the model, the medium is assumed homogeneous so the acoustic
pressure through the medium is proportional to the transmitted signal. When a
single target moves away from the transducer, a first pulse is fired, and the echo
signal coming from the structures distributed along the ultrasound beam axis is
received. After a short time, a second pulse at the same position is fired, and
its echo signal is received. The two receive signals are completely identical if the
target stays unchanged. Since the position of the target changes, they are different
in terms of receiving time. Actually, the estimator uses this difference to evaluate
the displacement between the two transmissions and to derive the velocity.
The receiving time t is simply related to the distance z between the transducer
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Figure 3.1: The illustration shows the time shift estimation system. The pulse
is emitted sequentially when the target moves away from the transducer. The
received signals are different in terms of the arriving time due to the distance
changing between the transducer and the target
.
and the target
t =
2z
c
, (3.1)
where c is the speed of sound. If the pulse is transmitted at every pulse repeti-
tion time Tprf , the receiving time becomes t + ts. ts is the observed time of the
displacement between consecutive received signals
ts =
2∆z
c
=
2ν
c
Tprf , (3.2)
where ∆z is the displacement of the target during pulse repetition time, and ν is
the velocity of the target. In this model, only νz the velocity component along the
ultrasound beam can be estimated, so for generic use
ts =
2νz
c
Tprf . (3.3)
Performing measurements at t1 and t2 = t1 + Tprf gives the signals r1 and r2
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r1(t1) = α · p(t1 − 2z
c
), (3.4)
r2(t2) = α · p(t2 − Tprf − 2(∆z)
c
), (3.5)
where α is the scattering strength and p(t) is the transmitted pulse. With the
relation of t1 and t2 the received signals then become
r2(t) = r1(t− 2∆z
c
) = r1(t− ts). (3.6)
Then the time shift ts is estimated using cross-correlation function
R12(τ) =
1
2T
∫
T
r1(t)r2(t+ τ)dt
=
1
2T
∫
T
r1(t)r1(t− ts + τ)dt
= R11(τ − ts). (3.7)
where R11 is the autocorrelation function of r1. From (3.7) the cross-correlation
function is the shifted version of the autocorrelation function. The estimated tˆs
can be found by searching the global maximum of the autocorrelation function,
then the estimated velocity can be expressed as
vˆ =
ctˆs
2Tprf
. (3.8)
This model can be extended to a number of scatterers. The signal at the
receiving transducer consists of the sum of a large number of individual echoes
from each scatterer, delayed by the round trip time between the transducer and
scatterer. The echo signal can be represented as [41] as
r(t) =
∫
V
α(~R)p
(
~R, t− 2|
~R|
c
)
dV, (3.9)
where α(~R) is the spatial dependent attenuation coefficient. p
(
~R, t− 2|~R|
c
)
is the
spatial impulse response, which reflects the transducer geometry to the spatial
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extent of the scattered field. Both the scatterer strength and impulse response are
the functions of the position ~R, and the echo signal is the entire contribution of
the scatterers in the volume dV .
In the current signal processing systems, received signals are digitalized and in
discrete forms. When the cross-correlation function is implemented, sampled data
are used for processing. The discrete form of the RF line is represented as r(k), k
is the discrete time index. The discrete cross-correlation estimate is calculated by
Rˆ12(l) =
1
Ns
Ns−1∑
k=0
r1(k)r2(k + l), (3.10)
where l is the time lag and Ns is the number of samples. The estimated velocity
becomes
vˆd =
ckˆfprf
2fs
, (3.11)
where fprf is the pulse repetition frequency, kˆ is the estimated lag where the peak
is, and fs is the sampling frequency. (3.11) gives the velocity estimation at one
position, however, the velocity varies across the blood vessel and it is a function
of depth, so the cross-correlation function should be applied to different positions.
The beamformed signal is divided into small segments and the estimation is made
using segmented signals. The cross correlation of each pair of segments at the
same depth is expressed as
Rˆ12(l, i) =
1
Ns
Ns−1∑
k=0
r1(k + iNs)r2(k + iNs + l), (3.12)
i is the segment number. To improve the performance, several cross-correlation
functions can be averaged by assuming the velocity stays constant over several
Tprf . The improved estimate by averaging Nc RF signals is
Rˆ12(l, i) =
1
Ns(Nc − 1)
Nc−2∑
j=0
Ns−1∑
k=0
rj(k + iNs)rj+1(k + iNs + l). (3.13)
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Figure 3.2: Three consecutive RF signals are obtained using a 7 MHz linear trans-
ducer in the simulation and echo signals are sampled at 120 MHz. The simulated
scatterer is assumed to be independent and Gaussian distributed. Scatterer is
confined in the simulated vessel wall which is 60 degrees to the ultrasound beam,
and it is moving towards the transducer. Two sections (A and B) of each line are
extracted to examine the time shift using cross-correlation technique.
One simple example is illustrated in Fig. 3.2 and Fig. 3.3, where signals
are simulated RF lines from moving scatterer using a 7 MHz linear transducer.
Three consecutive RF lines are obtained with a sampling frequency 120 MHz.
Two sections (A and B) with 0.4 µs range gate corresponding to 3 wavelength
are chosen to calculate cross-correlation functions. Different sections chosen in the
signal represent different depth. In principle the estimation should be made on all
depths.
Cross-correlation functions shown in Fig. 3.3 are used to estimate the velocity.
The peak value is searched in the function, which corresponds to the velocity. The
top row shows correlations of signal 1 with signal 2. It is clear that the maximum
time shifts of section A and section B are positive, which indicates a flow velocity
away from the transducer. Furthermore, the maximum correlation of signal 1 with
signal 3 shows a small shift than that of signal 1 and 2.
In (3.13) the peak value can be found only at lag l, which is in discrete form.
However, the correct maximum is likely to fall between two points. In order to
capture the correct peak value, a second-order polynomial is applied on three
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Figure 3.3: Four plots show correlation coefficients as a function of time shift. The
left column illustrates the cross-correlation function of section A and the right
column for section B. Correlations between signal 1 and signal 2 are shown in the
top row, and bottom row is for signal 1 and signal 3
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Figure 3.4: The method used to estimate the peak value of the cross-correlation
function is to find the maximum discrete point and its two neighboring points,
fit a parabola to the points, and then determine the maximum of the parabola.
The cross at the peak actually shows the lag which is supposed to estimate. xn is
the lag found in the cross-correlation function and xn−1, xn+1 are its neighboring
points.
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successive points. Fig. 3.4 illustrates the interpolation. The true peak is likely to
fall in between two samples. Thus the interpolation can improve the accuracy of
the estimate. The interpolated peak is found at [42]
kˆinterp = kˆ − Rˆ12(kˆ + 1)− Rˆ12(kˆ − 1)
2
(
Rˆ12(kˆ + 1)− 2Rˆ12(kˆ) + Rˆ12(kˆ − 1)
) , (3.14)
where kˆ is the lag found in (3.12), thus the interpolated estimate is formulated as
vˆinterp =
ckˆinterpfprf
2fs
. (3.15)
This is a final expression of velocity estimator used for all simulations and exper-
imental measurements.
Another concern for a time shift estimation is the velocity range. The Ns
samples collected for making the cross-correlation function determines the distance
traveled the ultrasound in the time interval that is being observed:
d =
cNs
2fs
. (3.16)
It limits the further information the estimator can detect, thus the largest de-
tectable velocity is
vmax =
d
Tprf
=
cNsfprf
2fs
. (3.17)
If the opposite situation is considered, the minimum velocity is easily expressed as
vmin =
cfprf
2fs
. (3.18)
3.2 Synthetic aperture flow imaging
Conventional flow imaging requires multiple emissions in the same direction, and
the sequence is sliding over the entire area to form the complete image. This
technique has been investigated by many researchers [4, 5, 6, 7, 8]. In synthetic
aperture flow imaging, pulses are transmitted sequentially at different positions.
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Figure 3.5: Different transmission sequences for flow imaging. In conventional
flow imaging, a number of pulses are transmitted at the same position, then this
sequence is repeated over all positions to form an entire flow image. The perfor-
mance of the velocity estimations is only dependent on these limited number of
echo signals at each position. In synthetic aperture, pulses are transmitted sequen-
tially at different positions, like 1-4 on the right side. This sequence is repeated
multiple times and the performance of the velocity estimation is dependent on the
number of echo signals recorded in the observation time.
The sequence is repeated over time and the velocity estimation is made using all
the echo signals acquired in the observation time. Fig. 3.5 shows the difference of
them.
In chapter 2, the beamformation is discussed. HRI can be generated at every
emission, which is directly input to the velocity estimation. (2.5) gives the relation
between HRI and LRI. The latest N LRIs are used for creating a new HRI. Not all
HRIs can be chosen to make cross-correlation function, since different emissions
give rise to difference in the imaging property. Fig. 3.6 shows a simple example.
Four emissions from different positions are transmitted to the field where a single
scatterer is positioned. The point spread functions are quite different from the
emission sequence. For example, the image from emission no. 1 and no. 3 can
decorrelate from each other, thus it is necessary to choose HRIs from the same
emission sequence (see Fig. 3.7).
Equation (2.5) demonstrates the relation in the spatial domain, but the cross-
correlation function is formulated in the time domain. It would be more useful to
further develop (2.5) further and make a final expression from it. Emission number
n and n−N are the cross-correlation pair, so the relation of HRI is
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Figure 3.6: Point spread functions from different emission sequences. Decorrelation
occurs when two HRIs from different emission sequences are chosen to estimate
the peak.
H(n)(xip, zip) = H
(n−N)(xip, zip − νzTprfN), (3.19)
where νz is the velocity along the axial direction, n emission number, and N
number of emissions in the sequence. The signal is shifted due to the displacement
of scatterer during pulse repetition time Tprf . The spatial shift is estimated using
the cross-correlation of two HRIs. Since signals are in discrete forms, the cross-
correlation function is
Rn−N,n(l) =
1
Ns + 1
Ns/2∑
k=−Ns/2
Hn−N(k)Hn(k + l)
=
1
Ns + 1
Ns/2∑
k=−Ns/2
Hn−N(k)Hn−N(k + l − ks)
= Rn−N,n−N(l − ks). (3.20)
The peak can be found when l = kˆs. kˆs =
νzTprfN
∆z
is the delay lag indicating the
peak value in the cross-correlation function. Therefore, the spatial shift can be
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Figure 3.7: The illustration of synthetic aperture flow imaging. Only the RF
lines from the same transmission sequence are chosen to make cross-correlation
functions, like emission no. n + N and n + 2N are the cross-correlation pair.
They are more correlated than that generated from different sequence of emissions.
Then several cross-correlation functions can be averaged to enhance the peak value.
Dashed lines cut RF lines into several segments corresponding to different depths.
Finally, the velocity distribution as a function of depth can be estimated.
represented as a delay in the cross-correlation function, thus, the velocity can be
estimated from
νz =
kˆs∆z
NTprf
, (3.21)
where ∆z is the spatial sampling interval.
3.3 Validation results
The new method is evaluated through Field II simulations [43, 44], flow rig exper-
iments and in vivo measurements. In this section, both simulations and flow rig
experiments will be discussed. The detail discussion of in vivo measurements is in
chapter V. In this section, the image lines are beamformed along the ultrasound
beam which is usually normal to the active aperture, therefore only axial compo-
nent of the velocity can be estimated. The vector flow imaging will be discussed
in the next chapter.
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3.3.1 Simulations
The simulations were made using the program Field II. According to the model
developed by Angelsen [45], there are a large number of scatterers in a small
volume, and the reflection coefficient of each scatterer is assumed to be a Gaussian
independent variable. Therefore, the received signals are considered independent
and Gaussian distributed.
Table 3.1: Parameters for flow simulation.
Parameter Value Unit
Center frequency 7 MHz
Sampling frequency 120 MHz
Speed of sound 1540 m/s
Number of elements 192
Transducer pitch 0.208 mm
Transducer height 4.5 mm
Pulse repetition frequency 5 kHz
Transmit and receive focal depth (virtual source) 10 mm
Number of transmit elements 32
Number of receive elements in the 1st stage 64
Number of image lines input into the 2nd stage 4
The parameters used in simulations are shown in Table 3.1. A 7 MHz linear
transducer with 192 elements is simulated to generate signals. The number of
emissions is limited to N = 4 in one emission sequence, which is repeated over
time. The four emissions are spread over the 192-elements aperture, and the
distance between two emissions is several λ. Each emission uses 32 elements to
emulate a focused transmit beam, where the focal point is at a depth of 10 mm
and the F ] is 1.5. The echo pulse is received by 64 elements. The high resolution
image lines from emission n and n + 4 gives a cross-correlation pair and several
such pairs are averaged to find the spatial shift.
Scatterers are confined in the simulated vessel which is 20 mm long. Its diam-
eter is 20 mm, and the center of the vessel is 35 mm away from the transducer.
The angle between the flow vessel and the axial beam is 45◦. A laminar, parabolic
velocity profile is simulated across the whole vessel, and the peak velocity in the
vessel is 0.4 m/s.
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The simulation results are evaluated through the relative bias and the relative
standard deviation. The bias is defined as
νbias =
1
NpNν
Np∑
i=1
Nν∑
k=1
νˆ(~rk, i)− ν(~rk), (3.22)
where Np is the number of estimated profiles, Nν is the number of samples in one
profile, ~rk represents the position for velocity estimation, νˆ(~rk, i) is the estimated
velocity at ~rk in ith profile, and ν(~rk) is the true velocity profile. The relative
standard deviation is defined as
νstd =
√√√√ 1
NpNν
Np∑
i=1
Nν∑
k=1
(νˆ(~rk, i)− ν(~rk))2, (3.23)
where ν(~rk) is the mean velocity profile estimate. The relative bias and the stan-
dard deviation are relative to the peak velocity in the vessel.
One example is shown in Fig. 3.8. The number of emissions in one sequence
is N = 4, and the spacing between emissions is 2λ. The dashed line is the true
velocity profile, and the solid lines is the mean profile of 96 estimates. The motion
between pulses relative to the wavelength are presented in the figure instead of
velocities to make it independent of the ratio between velocity and pulse repetition
frequency. The motion relative to the wavelength is
∆zvel =
vTprf
λ
, (3.24)
where Tprf is the pulse repetion time.
The quantitative statistics are shown in Fig. 3.9. The top row illustrates the
mean standard deviation and mean bias as a function of spacing between emis-
sions. The spacing varies from 2λ to 14λ. Larger spacings yield broader sound
beams, which can cover a wider area. However, because the transmitted energy is
dispersed, the performance decreases when emissions are apart from each other, .
The profile at the center position is considered in the parameter study, thus, only
a slight difference occurs when spacing changes, because the energy at the center
is always well focused.
The bottom row shows the performance as a function of number of cross-
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Figure 3.8: Left plots show 96 individual estimated velocity profiles. Right plots
show the mean profile (dashed line) with three standard deviations (dot dashed
line), and the true profile (solid line) is shown as reference.
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Figure 3.9: Performance as a function of spacing and averaging number. The
top row shows standard deviations and bias as a function of spacing. The second
row shows the performance as a function of the number of emission sets used for
averaging.
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correlation functions used for averaging. It is apparent that the more cross-
correlation functions are averaged, the better results are achieved. The perfor-
mance drops significantly when 2 emission sets are used, and it changes slightly
with the increased number later. Four emission sets are used for averaging as no
major improvement is seen beyond that. Therefore, the previous simulations are
made by choosing four emission sequences to average the cross-correlation func-
tions.
3.3.2 Flow rig experiments
The method is evaluated through measurements on a flow circulation system. A
7 MHz linear transducer (BK Medical) is used as transmitter and receiver along
with the experimental ultrasound scanner SARUS (Synthetic Aperture Real-time
Ultrasound System) [46][47]. The scanner can sample RF data with a sampling
frequency of 70 MHz with a precision of 12 bits. It can emit arbitrary signals and
control each channel of the transducer. The recorded channel signals are processed
off-line.
The performance of the new flow imaging approach was experimentally stud-
ied with a flow circulation system illustrated in Fig. 3.10. The fluid flows through
the circulation system, which includes a gear pump drive (Cole-Parmer, Model:
75211 − 15) that can vary the flow velocity and a Danfoss MAGFLO Flowmeter
(Type MAG 3000) for measuring the mean flow volume. An air-trap device re-
moves air bubbles from the closed circuit. A 1.2 m long metal tube is used to
develop the laminar flow, and the tube inside the water tank is made of rubber.
The concentrated Doppler fluid (Dansk Fantom Service, Graese Strandvej 8,
DK-3600 Frederikssund, Denmark) consists of Glycerol, Orgasol, Triton X 100
(2%), Naben-zoate, Na2EDTA diluted 1 : 9 with demineralized water. Dextran
is added to the solution to increase the viscosity as the flow phantom is intended
to mimic the properties of the blood. The final kinematic viscosity of the flow
phantom is 3.6 mPa·s.
The measurements were performed using the setup shown in Table 4.2. The
transducer is positioned on the top of rubber tube, and the angle between the
ultrasound beam and the laminar flow is 70 degrees. The radius of the tube is 6.5
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Figure 3.10: Flow rig system. The flow is pumped out to the air trap to remove
air bubbles, then moves through a 1.2 m long metal tube to develop a laminar
flow. A flow meter measures the volume flow as a reference.
mm and the center of the tube is 28 mm from the transducer aperture. During
the measurement, fluid circulates through the system generating laminar flow and
consecutive ultrasound signals are transmitted to acquire pulse echoes.
Figures 3.11 and 3.12 show the results using 16 and 48 emissions. The standard
deviation varies from 1.8% to 20%, with an average over the profile of 6.4% relative
to the axial peak velocity and the average bias is 7.6% over the profile. An average
of 48 cross-correlation functions yields better velocity estimates. The standard
deviation and bias are 4.4% and 7.6% relative to the peak velocity.
Since HRIs are always available at every emission, the number of HRIs used
for one estimation is important to choose. The performance as a function of the
number of cross-correlation functions used for averaging are shown in Fig. 3.13.
The standard deviation (the line with circle) and the bias (the line with asterisk)
are calculated as a function of the number of correlation junctions averaged. The
number varies from 4 to 48, and it can be seen that using more correlation functions
gives a better performance. No improvement in the standard deviation is seen,
31
Table 3.2: Parameters for the measurements.
Parameter Value Unit
Central frequency 7 MHz
Sampling frequency 70 MHz
Number of elements 192
Transducer pitch 0.208 mm
Transducer height 4.5 mm
Pulse repetition frequency 4 kHz
Transmit and receive focal depth (virtual source) 10 mm
Number of transmit elements 64
Number of receive elements 64
Flow speed 0.12 m/s
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Figure 3.11: Velocity profiles are obtained by four emissions with seven λ spac-
ing. 16 cross-correlation functions are averaged to get one profile. The left graph
shows 50 estimated profiles and the right shows the mean profile with ±3 standard
deviation.
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Figure 3.12: Velocity profiles are obtained by four emissions with seven λ spac-
ing. 48 cross-correlation functions are averaged to get one profile. The left graph
shows 50 estimated profiles and the right shows the mean profile with ±3 standard
deviation.
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Figure 3.15: Color flow map created by 48 emissions using synthetic aperture with
two-stage beamforming on SARUS data. The peak velocity is 0.12 m/s.
when the number exceeds 24. The choice of 24 ensures a low standard deviation
with a few emissions.
The search range determines the window length used in the cross-correlation.
A part of the first image line is windowed and shifted over the second image line
to find where the windowed data most closely matches the second. The purpose
of using a cross-correlation is to find the lag between two signals and convert it
to the velocity. The choice of the searching length influences the result directly
as shown in Fig. 3.14. The longer searching length can improve the estimate of
the cross-correlation function. The standard deviation decreases as the searching
length increases, because the cross-correlation function estimate becomes more
accurate. Another consideration of choosing this parameter is that a long search
range would introduce more velocity gradients, which degrade the performance of
the estimator. It also shows that the variance increases when the length exceeds
10 wavelengths. The best trade-off between quality and computational complexity
can be found between 4λ and 6λ.
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3.3.3 Color flow mapping
In color flow mapping, a velocity distribution is overlaid upon a two-dimensional
B-mode image. The advantage of this technique is the capability of visualizing
the velocity profile over a large region. The color flow mapping generated by the
measurement data is shown in Fig. 3.15. The image consists of 64 lines covering
13 mm in the lateral direction. Velocities are compensated by the flow angle, so
the peak velocity reads as 0.12 m/s, and the angle between the ultrasound beam
and flow is 70 degrees. It shows that the new method can make a full color flow
image using the designed emission sequence.
3.4 Summary
Flow imaging using dual beamformer approach is investigated in this Chapter.
The performance is evaluated through simulations and flow rig experiments. The
standard deviations and bias can be lower than 8% relative to the peak velocity.
The position of the emission puses determines the image width. The number of
emissions used in the estimation and the search range determine the performance
of the estimates. The color flow mapping can be created using the same data
sets acquired from the SARUS scanner. Only the axial component of the velocity
is measured due to the beamforming direction. However, there are no limits to
beamforming in other direction.
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Chapter 4
Directional Velocity Estimation
4.1 Theory of directional velocity estimation
The current velocity estimation system finds the velocity only along the ultrasound
beam. This is made by transmitting a focused beam and then beamform the echo
signal along the transmitted beam. However, it is not necessary in synthetic
aperture imaging, since the entire HRI is continuously available, and the velocities
can be estimated along any direction.
The basic idea of directional beamforming is to focus the received signals along
the flow direction for a given depth. The signals acquired from the same trans-
mission sequence are selected to make cross-correlation functions. The shift in
spatial position is found, which gives the velocity magnitude directly. The new
coordinate system is introduced in Fig. 4.1. The flow is confined in a blood vessel
that lies at an angle of θ to the transmit ultrasound beam. (x, z) and (x′, z′) are
the conventional and new coordinate, respectively. The x′-axis is parallel to the
direction of the flow, and the origin of the new coordinate is placed at the center
of the vessel. The relation between the two coordinate systems is
x = sin(θ)·x′ + cos(θ)·z′, (4.1)
y = y′,
z = − cos(θ)·x′ + sin(θ)z′ + zves,
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Figure 4.1: The coordinate and the setup of the ultrasound imaging system. (x, z)
represents the conventional coordinate, where z indicates the direction of ultra-
sound beams. The directional beamformer focuses the data along the flow direction
instead of in the axial direction, so the new coordinate system (x′, z′) is applied to
find the beamforming positions.
where zves is the distance from the transducer surface to the center of the vessel.
With the new coordinates, the image points ~rip has only one non-zero component,
which is νx′ . The relation of two HRIs from the same emission sequence can be
expressed as
H(n)(xip, zip) = H
(n−N)(xip, zip − νTprfN). (4.2)
It has the same form as (3.19) except ν represents the magnitude of the velocity.
The term νTprfN is the displacement of the scatterer along the vessel within Tprf .
This term is estimated by finding the peak in the cross-correlation function of two
consecutive HRIs, which is
Rn−N,n(l) =
1
Ns + 1
Ns/2∑
k=−Ns/2
Hn−N(k)Hn(k + l)
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=
1
Ns + 1
Ns/2∑
k=−Ns/2
Hn−N(k)Hn−N(k + l − ks)
= Rn−N,n−N(l − ks), (4.3)
and the estimated velocity can be expressed as
νˆx′ =
kˆs∆x
′
NTprf
. (4.4)
∆x′ is the spatial sampling interval along the flow direction.
4.2 Estimation of beam-to-flow angle
To obtain directional beamformed data, the angle between the ultrasound beam
and flow should be known. It is possible to find this angle from the traditional
B-mode image, but it is difficult to track changes, when the blood vessel is bend
or with a complicated geometry. Kortbek and Jensen [28] developed a method
for estimating velocity vector angles using a cross-correlation technique. Two
consecutive directional beamformed signals have a high correlation when aligned
with the flow direction. The scatterers within this direction have the same spatial
shifts which gives rise to a high correlation. If the data are not beamformed along
the flow direction, the spatial shifts of the scatterers are different, so the correlation
of these two signals is lower. To find the maximum correlation, directional signals
for a number of directions are beamformed and the peak correlation value indicates
the most probable correct angle. However, with a synthetic aperture technique the
complete image area is achieved at every emission, thus there are no limitations to
use other techniques to estimate the angle. In this chapter, the angle is obtained
from the B-mode image.
4.3 Validation results
The performance is evaluated through simulations and flow rig experiments. Rel-
ative standard deviations and bias are calculated to quantify the performances.
The basic setup is the same for simulations and flow rig experiment.
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4.3.1 Simulations
The parameters for directional velocity estimation are found in Table 4.1. The
transmission sequence used here is actually the same as the sequence in chapter
2: four emissions are fired sequentially in different positions and echo signals are
received by the transmit sub-aperture.
Table 4.1: Parameters for flow simulation.
Parameter Value Unit
Central frequency 7 MHz
Sampling frequency 120 MHz
Speed of sound 1540 m/s
Number of elements 192
Transducer pitch 0.208 mm
Transducer height 4.5 mm
Pulse repetition frequency 5 kHz
Number of transmit elements 32
Number of receive elements in the 1st stage 64
Number of image lines in the 1st stage 4
Number of image lines used in the 2nd stage 4
The velocity profile for a parabolic laminar flow can be described as [48]:
v(r) = v0(1− ( r
R
)2), (4.5)
where R is the tube radius, v0 is the maximum velocity at the center.
The estimated profiles with two different angles are illustrated in Fig. 4.2 and
4.3. For each angle, 13 individual profiles are estimated and for each estimate, 48
cross-correlation functions are averaged to achieve a more accurate estimation. Fig.
4.8 illustrates the performance for various flow-to-beam angles. The performance
is calculated from the estimates inside the vessel only. Both standard deviations
and bias increase with the flow angle, and they are noticeably large for the 90
degrees, which is in the transverse direction. Although the performance is poor
in the transverse direction, however, it is impossible to estimate velocity in that
direction using conventional methods.
As discussed in the previous chapter, the velocity estimation can be improved
by averaging several cross-correlation functions since HRIs can form cross-correlation
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Figure 4.2: The angle between flow and
ultrasound beam is 45◦. The top graph
shows 13 individual profiles on top of
each other, and the lower graph shows
the mean profile (solid lines) ±3 standard
deviation (dashed lines). The red line is
the true flow profile.
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Figure 4.3: The angle between flow and
ultrasound beam is 90◦. The top graph
shows 13 individual profiles on top of
each other, and the lower graph shows
the mean profile (solid lines) ±3 standard
deviation (dashed lines). The red line is
the true flow profile.
functions continuously. However, it does not gain much for more than 30 functions.
More averaged functions not only result in better performance but also increase
the observation time. Long observation time would limit the maximum velocity
the estimator can measure. Therefore, this number should be chosen to satisfy
both the precision and the range of the measurement.
The search range is another factor that influences the performance. Results
for variations of the search range are shown in Fig. 4.7 and Fig. 4.6. The range
where the peak value is found in the cross-correlation function is expressed in
term of wavelength. It has been varied from 2λ to 18λ. The trend of the standard
deviation and bias indicates that the performance is better with an increase of the
range for all angles. The performance does not improve much when the length is
longer than 8λ for all angles. Another concern for this parameter is that the choice
of the search range is affected by the point spread function in the lateral direction.
The point spread function is not uniform in the transverse direction due to the
apodization applied in the second stage beamforming. When the search range is
too long, the weak signals close the edge can ruin the final results. Furthermore,
the length of the cross-correlation function is also directly related to the amount
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estimation.
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Figure 4.5: Relative standard deviations
as a function of number of emissions used
in the velocity estimation.
2 4 6 8 10 12 14 16 18
0
5
10
15
20
25
30
35
Search range [λ]
R
el
at
iv
e 
bi
as
 [%
]
 
 
45 deg
60 deg
75 deg
90deg
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of search range for making the cross-
correlation function.
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Figure 4.7: Relative standard deviations
as a function of search range for the cross-
correlation.
of computations, and the lowest possible range should be chosen.
4.3.2 Flow rig experiments
The experimental scanner SARUS and a 7 MHz linear array transducer are used
for all measurements. The RF data from individual channels are acquired and
transferred to a local drive, where they are processed off-line. Table 4.2 shows
parameters used for all measurements.
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bias as a function of beam-to-flow angles.
0 5 10 15 20 25
0
2
4
6
8
10
12
Performance for variation in virtual sources
Position of the virtual source [mm]
R
el
at
iv
e 
er
ro
r [%
]
 
 
standard deviations
bias
Figure 4.9: The performance for various
positions of virtual sources.
The estimated velocity profiles at 70◦ and 90◦ are found in Figures 4.10 and
4.11. 40 individual estimates are shown for 70 degrees measurements and 20 for
90 degrees. Relative standard deviations and bias are calculated by (3.22) and
(3.23). Figures 4.12 to 4.15 illustrate the performance as a function of a number
of averaged cross-correlation functions and search range. The two parameters can
influence the results for all angles.
The errors decrease rapidly after using 16 emissions, and they remain in a stable
range until 48 emissions are used for one estimation. The choice of this number
also changes the frame rate of the flow images. The frame rate is determined by
the number of emissions used for making one estimation, thus both the quality
and the frame rate should be considered. The longer search length can improve
the estimate of the cross-correlation function. The standard deviation decreases
as the search length increases, because the cross-correlation function approximates
the true autocorrelation function more closely. Another consideration of choosing
this parameter is that a long window can introduce more velocity gradient, which
can influences the standard deviations. The trade-off between the quality and
computational complexity can be found from 4λ and 8λ. It is also clear to see
the rise of the standard deviation when this range increases, due to the velocity
gradient introduced into the search range, which increases the variance of the
performance.
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Figure 4.10: The estimated velocity pro-
files at angle of 70 degrees. The transmit
focus point is placed at 10mm. Top graph
shows 40 profiles and the bottom graph
shows the mean velocity profile ±3 stan-
dard deviation. The relative standard de-
viation is 4.2%, and the relative bias is
4.3%.
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Figure 4.11: The estimated velocity pro-
files at angle of 90 degrees. The transmit
focus point is placed at 10mm. Top graph
shows 20 profiles and the bottom graph
shows the mean velocity profile ±3 stan-
dard deviation. The relative standard de-
viation is 13.5%, and the relative bias is
15.1%.
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Figure 4.12: The relative standard devia-
tion as a function of number of emissions
for one estimate. The red solid line rep-
resents 70 degrees, blue dashed line 80
degrees and black dot dashed line 90 de-
grees.
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Figure 4.13: The relative bias as a func-
tion of number of emissions for one es-
timate. The red solid line represents 70
degrees, blue dashed line 80 degrees and
black dot dashed line 90 degrees.
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Table 4.2: Parameters for the measurement.
Parameter Value Unit
Central frequency 7 MHz
Sampling frequency 70 MHz
Number of elements 192
Transducer pitch 0.208 mm
Transducer height 4.5 mm
Pulse repetition frequency 4 kHz
Transmit and receive focal depth (virtual source) 10 mm
Number of transmit elements 64
Number of receive elements 64
Flow speed 0.095 m/s
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Figure 4.14: The relative standard devi-
ation as a function of the length of the
search range. The red solid line repre-
sents 70 degrees, blue dashed line for 80
degrees and black dot dashed line for 90
degrees.
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Figure 4.15: The relative bias as a func-
tion of the length of the search range.
The red solid line represents 70 degrees,
blue dashed line is for 80 degrees and
black dot dashed line for 90 degrees.
4.3.3 Color flow mapping
A full color flow mapping can be generated using the same data set since the data
can be focused at all places at every emission. An example for the 70 degrees and
90 degrees are shown in Figures 4.16 and 4.17. The color indicates the velocity
magnitude of the flow in the tube. The echo canceling is made by calculating the
mean value of RF signals and subtracting the mean value. The velocities outside
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Figure 4.16: Color flow map created by
128 emissions using synthetic aperture
with two-stage beamforming. The an-
gle between flow and ultrasound beam is
70 degrees and the peak velocity is 0.095
m/s.
Figure 4.17: Color flow map created by
128 emissions using synthetic aperture
with two-stage beamforming. The an-
gle between flow and ultrasound beam is
90 degrees and the peak velocity is 0.095
m/s.
the tube are simply set zeros. The full flow map is obtained by 128 emissions. The
image is updated at 83 frames per second, more than 15 mm wide, and 190 mm
deep with the current setup.
4.4 Summary
A vector flow imaging technique is demonstrated in this chapter. The method can
find the velocity magnitude of laminar flow and generate a full color flow map-
ping using the same data sets. It can estimate the flow in a transverse direction,
which is impossible in conventional methods. The flow-to-beam angle should be
known before the directional beamformation, however, it can be estimated from
the B-mode image or using directional cross-correlation method. Due to the HRIs
available, other innovative methods of angle estimation can be applied as well.
The standard deviations and bias are less than 10% for flow-to-beam angles
smaller than 80 degrees. The errors of 90 degrees are larger than other angles.
With the designed setup, a flow image 15 mm wide, and 190 mm deep can be
obtained; an important advantage when examining flow behavior in that area.
46
Chapter 5
In vivo Evaluations
5.1 Pulsatile flow phantom experiments
The flow circulation system mentioned in the previous chapters can only generate
constant flow with a fixed velocity profile. It is enough to evaluate the velocity es-
timator in an ideal environment. In order to prepare for the in vivo measurements,
a flow phantom that can generate realistic physiological volume flow waveforms
should be used to calibrate the new method. The complete experimental setup
(Fig. 5.1) consists of two units: the ultrasound research system and the flow
circulation system.
The flow circulation system consists of a blood-mimicking fluid and a PC-
controlled pump (CompuFlow 1000, Shelley Medical Imaging Technologies, Lon-
don, Ontario, Canada) [49]. The system can generate realistic, accurate (±1.0%)
physiological volume flow waveform, including pre-programmed, carotid, sine, square
and constant flow waveforms. The reference velocity is based solely on volume flow
input to the control PC.
The ultrasound research system [50] consists of a commercial ultrasound scan-
ner (Pro Focus equipped with a UA2227 Research Interface, BK Medical, Herlev,
Denmark) and a standard PC. They are connected by a X64-CL Express camera
link (Dalsa, waterloo, Ontario, Canada) and an Ethernet link. The ultrasound
signals are generated by the scanner and the echo signals are recorded by the
chosen elements. The system allows the manipulation of experimental parameters
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Figure 5.1: The illustration of the ultrasound system and the flow circulation
system.
through the Console, and the setup of measurements can be saved in one file.
Thus, repeatable measurements with exactly the same setup can be made. The
remote control of acquisition and parameters is handled by the application called
CFU Data Grabber, where RF data and parameters can be read out.
The tolerance in the control system and the loss throughout the flow circulation
system will contribute to a bias in the estimate. The basic parameters used in the
experiment are shown in Table 5.1
Table 5.1: Parameters for the measurement.
Parameter Value Unit
Central frequency 7 MHz
Sampling frequency 34.28576 MHz
Total elements 192
Transducer pitch 0.208 mm
Transducer height 4.5 mm
Transmit and receive focal depth (virtual source) 5 mm
F number in transmit 0.5
F number in receive 2
Radius of vessel 6.4 mm
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5.1.1 Number of transmissions
The main concern for the synthetic aperture imaging is the phase incoherence of
the signals. If the target or transducer moves during the scanning the radiation
pattern will be degraded. The signals will be distorted when the period between
two emissions is too long. Hazard and Lockwood [51] reported that synthetic
aperture flow imaging with three emissions, and 200µs between emissions yields
little distortion of the main beam. Lateral motion does not cause distortions of
the main beam, and axial motion yields a minor shift and widening of the main
beam, and a 4 dB increase in the level of side lobes.
Moreover, the velocities are found by cross-correlating two images from the
same transmission sequence. The true pulse repetition time used in the velocity
estimator is dependent on the time period between the two emissions
T ′prf = N · Tprf , (5.1)
where N is the number of emissions in one sequence and Tprf is the time period
between two consecutive emissions. Equation (3.18) and (3.17) show that the time
interval between emissions determines the velocity range that can be measured.
On the other hand, the number of transmissions indicates the image area. More
emissions with large sparseness can generate bigger images. This is illustrated in
Fig. 2.4. Due to the apodization function applied on the LRIs, the image area at
a given depth is determined by the number of emissions used for constructing a
HRI. Therefore, the number of transmissions is limited to N = 4, which balances
the motion effects against the width of images.
5.1.2 The position of virtual source
Two points have to be considered when deciding the position of virtual sources:
1) Equation (2.4) gives the relation between the opening angle and the position of
a virtual source. The virtual source with small depth yields a large opening angle,
i.e. a large spatial span. It can generate a bigger screen box displaying color flow
mapping. 2) In Fig. 2.4, there are no signals between two virtual sources and no
images can be constructed from those places. It is because that the sparsity of
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transmissions creates the special radiation pattern.
In order to make in vivo measurements possible, a ’blind area’ between vir-
tual sources should be carefully considered. For example, the carotid artery is
the scanning target in the in vivo measurement. Normally, in the upper part of
its course it is more superficial, being covered merely by the integument, the su-
perficial fascia. The distance between the common carotid artery and superficial
integument is very short (only 18-20 mm in the volunteer’s neck). Therefore, it
is not suitable to set the virtual source at that depth. To prevent covering the
common carotid artery from the ’blind area’, the virtual sources are set at 5 mm
from the transducer.
5.1.3 Number of averaged cross-correlation functions
In (3.13), a number of estimates are averaged to improve the performance of cross-
correlation function. The procedure is predicted on the assumption that the cross-
correlation functions have the same position of the maximum peak, i.e. the time
shift remains the same in that period of time. For a constant flow, any number
of estimates can be averaged since the velocities only change slightly over time.
However, this will not be the case for pulsatile flow because the velocity is a
function of both time and position. There are accelerations and decelerations of
blood flow in the human vessel, thus a gradual shift in the position of the peak
will occur due to changing velocity. The gradual shift should be limited to no
more than half a sample over the entire time duration of the averaging. Following
(3.21), a velocity change of the half sample shift is
∆ν 1
2
=
1
2
∆z
NTprf
. (5.2)
It should be less than the velocity change within the averaging period. The ve-
locity change in the blood vessel is defined as a·Tavg = a·Nc·Tprf , where a is the
acceleration of the blood flow
a =
peak velocity − low velocity
pulse rise time
. (5.3)
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Fig. 5.2 illustrates how the values are measured from a velocity waveform. After
reading values from the figure, the acceleration of the flow is approximately 2.4
m/s2. The relation between should be fulfilled
a·Nc·Tprf <
1
2
∆z
NTprf
. (5.4)
In the current imaging situation, number of emissions N = 4, sampling frequency
fs = 34.29 MHz, speed of sound c = 1540 m/s, a pulse repetition frequency of fprf
= 11 KHz yield a maximum averaging time of Tavg≈13 ms, which corresponds to
Nc = 142.
Peak velocity
Pulse rise time
Low velocity
Figure 5.2: Illustration of a flow waveform in a blood vessel. The pulse rise time
is defined as the period from the onset to the peak velocity. In this time period,
the rate of velocity change is greatest. In order to average estimates that have the
same maximum peak, it should be less than the velocity change of a half sample
shift.
5.1.4 Signal-to-noise ratio
The signal-to-noise ratio (SNR) is another important issue in the velocity estima-
tion. The SNR is defined as
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Figure 5.3: The performance as a func-
tion of SNR in simulations. Standard de-
viations and bias are calculated to quan-
tify the performance with various level of
noise. The trend can predict the perfor-
mance of in vivo measurements.
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Figure 5.4: SNR comparison between
dynamic receive focusing and the dual
beamformer approach. The estimated
SNR as a function of depth. Data are
acquired with SARUS by measuring a tis-
sue phantom for both DRF (the dashed
line) and SASB (the solid line).
SNRdB = 10 log10(
Psignal
Pnoise
), (5.5)
where Psignal and Pnoise are the power of the signal and noise. The intensity and
the SNR in the first stage are low due to the fixed receive focus in the near field,
however, they increase in the second stage because LRIs are summed up. Assuming
that the scatterers do not move between acquisitions and the electronic noise is
uncorrelated and white. The SNR improvement of the HRI compared to the first
stage is
∆SNR(z) = 10 log10
(N(z)∑
n=1
W(xn, z)
)
. (5.6)
For this simulation setup, the SNR can increase 6 dB at HRIs compared with
LRIs, and increase further when adding multiple cross-correlation functions. How-
ever, transmit apertures are several wavelengths apart from each other, so the
improvement is not uniform through the depth. Because the SNR improvement
relies on the summation of a number of LRIs, the limited number of emissions
can also decrease the SNR. Fig. 5.3 shows the performance as a function of SNRs.
52
The performance is made by four emissions with 3 λ spacing, and the SNR for the
RF data from each transducer element is varied from 2 dB to 20 dB. This trend
can be regarded as a reference when looking at the performance in the experi-
mental measurement. Fig. 5.4 shows the SNR comparison between conventional
dynamic receive focusing and the new method. The transmit focal point is at 20
mm for dynamic receive focusing. For the new method, four emissions are used in
one transmit sequence with a fixed focal point at 10 mm. Data sets are acquired
with SARUS by measuring a tissue phantom (Model 571, Dansk Fantom Service,
Graese Strandvej 8, DK-3600 Frederikssund, Denmark). Under these conditions,
the SNR of the new method is as good as the conventional method for all depths.
5.1.5 Echo canceling
The purpose of echo canceling is to remove the strong echo signals from the sta-
tionary or slowly moving tissues. In ultrasound Doppler blood flow measurements,
the blood signals are corrupted with clutter signals from muscular tissue, vessel
walls etc, which are much stronger than the blood signals [52]. If the stationary
signals are not suppressed, they are strong enough to mask the weak echoes from
blood, making it impossible to estimate velocities from them.
In this work, a simple mean subtraction algorithm is used to remove the sta-
tionary signals. The mean value of the slow-time signal is subtracted from each
sample in the signal. In frequency domain, it represents the removal of center
frequency of the slow-time signal. The images input to the echo canceler are from
the same emission sequence, i.e. from n + a·N , where a is the natural number.
In the in vivo measurements, the echo canceling is applied after the beamforma-
tion and 16 32 HRIs are chosen to calculate the mean value. Willemetz et al [53]
reported that delay-line cancellers lead to biased estimateds of frequency at low
signal-to-noise ratios, however other more advanced approaches have been inves-
tigated [54, 55]. Since the HRIs are continuously available, no initialization of the
filter is necessary.
53
5.1.6 Intensity measurements
In order to make in vivo measurements, the derated global maximum acoustic
output has to be measured, and should not exceed preamendments acoustic output
exposure levels (see Table 5.2) [56]. The spatial-peak temporal-average intensity
Ispta is the maximum intensity in the beam averaged over the pulse repetition
period, which is defined as
Ispta = PII×fprf , (5.7)
where PII is the pulse intensity integral, i.e. the time integral of instantaneous
intensity, for any specific points and pulses, integrated over the time in which the
envelop of acoustic pressure is nonzero. The spatial-peak pulse-average intensity
Isppa is the maximum intensity in the beam averaged over the pulse duration, which
is defined as
Isppa =
PII
PD
, (5.8)
where PD is the pulse duration, i.e. 1.25 times the integral between the time
when the time integral of intensity in an acoustics pulse reaches 10% and 90%.
Mechanical index is defined as
MI =
Pr(zsp)√
fc
, (5.9)
where Pr is the peak rarefactional pressure on the beam axis, zsp, and fc is the cen-
ter frequency. All measurements should be applied the attenuation of 0.3 dB/cm-
MHz.
The acoustic outputs were measured in a water tank using a high precision
acoustic intensity measurement system (AIMS III with Soniq 5.0 software) and a
HGL0400 hydrophone (Onda, Sunnyvale, CA, USA). The measurement results are
shown in Fig. 5.5. Blue cures are the measurements and red cures are the FDA
limits.
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Table 5.2: Preamendments acoustic output exposure
Use ISPTA.3(mW/cm
2) ISPPA.3(W/cm
2) or MI
Peripheral vessel 720 190 1.9
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Figure 5.5: Measured spatial-peak pulse-average intensity, spatial-peak temporal-
average intensity and mechanical index. The red lines are the FDA limits and blue
lines are the measurements. The profiles in the top two figures are derated values.
The average ultrasonic attenuation is assumed to be a 0.3 dB/cm-MHz along the
beam axis in the body.
5.1.7 Results
The estimated volume flow should be compared with the flow produced by the
flow pump. The instantaneous flow is defined as
Q = pi
∑
rseg∆rνseg, (5.10)
where rseg is the segments divided in the vessel, ∆r is the size of the uniformly
spaced sample volumes, and νseg is the angle corrected velocity in a segment. The
result is shown in Fig. 5.6, where the estimated volume flow is compared with
the actual volume flow produced by the flow pump. The standard deviation is
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Figure 5.6: The estimated volume flow for the flow circulation experiment com-
pared with the expected flow profile produced by the flow pump. The complete
time period of the pulsatile flow in the carotid artery is 774 ms.
1.43 ml/s, and the mean bias is 0.64 ml/s corresponding to a relative standard
deviation of 14.3% and a mean relative bias of 6.4%, when scaled with the peak
volume flow of 10 ml/s in the pulsatile period.
The main difference is the shift of the curve in the systole period. Since refer-
ence waveform is the ideal output of the flow pump, the final measurement is also
dependent on the geometry of the vessel. The flow phantom used in the experiment
contains a straight tube connecting a bifurcation tube, and the measurements are
made at the place, which is 7.5 cm from the start of the bifurcation tube simulat-
ing stenosis. It could be a factor influencing the final flow profile and causing the
difference. Another concern for the shift is that all calculations are made under
a assumption of symmetrical flow profile. Errors can occur if the flow exhibits
skewing in the scan plane, i.e. when the peak velocity is not in the geometric
center of the vessel.
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Figure 5.7: Color flow mapping of the
flow circulation experiment. The flow-to-
beam angle is 79 degrees measured from
the B-mode image. The image is cap-
tured at 264 ms.
Figure 5.8: Color flow mapping of the
flow circulation experiment. The flow-to-
beam angle is 79 degrees measured from
the B-mode image. The image is cap-
tured at 574 ms.
5.2 In vivo results
The same transducer and ultrasound scanner are used in the in vivo measurement.
The common carotid artery of a healthy 35 year old male was scanned by a medical
doctor. The virtual source is set to 5 mm and 2 cycle ultrasound pulses were
emitted with a center frequency of 7 MHz. The pulse repetion frequency is set
to 11 kHz, and approximately 2 seconds of data are acquired corresponding to
22000 echo signals. The received signals are convolved with match filters , and
then reconstructed in a two-stage beamformer to form HRIs, and finally the cross-
correlation technique is applied on these HRIs. Velocities are found using 30
sequences corresponding to 120 LRIs, and echo canceling is made by subtracting
the mean value.
Figures 5.9 and 5.10 show the in vivo color flow mapping. The diameter of the
blood vessel is approximately 6 mm depending on which cardiac cycle is measured.
Fig. 5.11 illustrates the estimated volume flow as a function of time. The geometry
of the blood vessel is assumed as a cylinder with a symmetric cross section. The
maximum value is 26.3 ml/s. The curve indicates that the volume flow is positive
at all times during the scan, which is characteristic for the flow in the common
carotid artery.
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Figure 5.9: Color flow mapping of the
flow circulation experiment. The flow-
to-beam angle is 73.4 degrees measured
from the B-mode image. The image is
captured at 230 ms.
Figure 5.10: Color flow mapping of the
flow circulation experiment. The flow-
to-beam angle is 73.4 degrees measured
from the B-mode image. The image is
captured at 650 ms.
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Figure 5.11: The estimated volume flow for the in vivo measurement.
5.3 Summary
The new method has been evaluated on a flow phantom, which can generate pul-
satile flow waveform. The volume flow is calculated to quantify the performance.
A relative standard deviation of 14.3% and bias of 6.4% are achieved using the
same measurement setup that has been evaluated in the simulations and flow rig
experiments. In the flow phantom experiment, the method is further investigated
to obtain a set of reasonable measurement parameters. In in vivo measurement,
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the new method has been tested on the blood flow the common carotid artery of
a healthy 35 years old male. Color flow mapping is calculated for visualizing the
blood in the vessel and volume flow is calculated to see the cardiac cycles.
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Chapter 6
Number of Calculations
6.1 Beamforming number
The full synthetic aperture has several advantages against the conventional method.
A conventional ultrasound image consists of image lines acquired sequentially. The
frame rate is limited by the speed of sound c:
fr =
c
2DNl
, (6.1)
where D is the depth, and Nl is the number of lines forming an image. The frame
rate is even low for flow estimation, since multiple emissions are required to make
one estimate in one direction, and it is even worse for 3D imaging.
Synthetic aperture is an alternative to conventional imaging. When the oldest
LRI is replaced by the newest, the HRI can be created. In theory, the frame rate
of synthetic aperture imaging can be up to fprf .
The amount of calculations is another issue which needs to be considered.
Although the full STA has several advantages compared with the conventional
method, it demands quite a number of calculations. To calculate a full HRI in
STA, the data from all channels must be stored and processed. In chapter 2, a
dual beamformer approach is discussed, which splits the beamformation into two
steps. In the first stage, a fixed focal point beamformer is used to keep the system
simple, and data are focused dynamically in receive in the second stage. The
number of calculations is reduced using the new method, and it still maintains the
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advantages of STA imaging.
The evaluation of the system complexity is based on the amount of operations
required for creating one full ultrasound image. Here, there are three cases under
consideration: full SA flow imaging, conventional dynamic receive focusing, and
the dual beamformer approach. For a full synthetic aperture technique at every
emission, multiple elements are active to receive echo signals, and a full LRI can
be beamformed afterwards. The HRI can be made using a recursive imaging
technique [38]. The total amount of beamforming samples per second is:
Nbeam SA = Ns×Nl×N×Nr×fprf
N
= Ns×Nl×Nr×fprf , (6.2)
where Ns is the number of samples in one image line, Nl is the number of image
lines, N is the number of emissions in one sequence, Nr is the number of receive
elements, and fprf is the pulse repetition frequency. For conventional imaging,
a single image line is beamformed at every emission and the full image consists
of multiple image lines. The amount of beamformed samples per second can be
expressed as:
Nbeam DRF = N×Ns×Nr×fprf
N
= Ns×Nr×fprf . (6.3)
It is obvious that the full synthetic aperture technique has a Nl higher times
demand, although images with a higher quality can be achieved. The dual beam-
former approach can reduce the amount of calculations. In the first stage, the
amount of calculations are the same as in (6.3). However, the focus points are
fixed in both transmit and receive, so only a fixed beamformer is needed, which
can be made much simpler than a fully dynamic digital beamformer. In the second
stage, the input data is the output from the first stage, therefore, the beamforming
samples per second can be expressed as:
Nbeam SASB = Ns×N×Nl×fprf
N
= Ns×Nl×fprf , (6.4)
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where, N represents the number of emissions in one sequence, which equals the
number of input signals in the second stage. The second stage beamformer has the
complexity of a general dynamic receive focusing beamformer, and has the same
complexity as the ones implemented in current commercial ultrasound systems.
The efficiency of the dual beamformer approach can be calculated based on the
previous definitions. Compared to the full STA, the efficiency can be expressed as:
ESA =
Ns×Nl×Nr×fprf
Nr×Ns×fprf +Ns×Nl×fprf , (6.5)
where the denominator contains the first and the second stage. However, the first
stage is a fixed beamformer, which is simple. If this part is ignored, the efficiency
is equal to the number of receive elements Nr, which is 64 times more efficient for
the setup used in this paper. When comparing to dynamic receive focusing, the
efficiency is:
EDRF =
Ns×Nr×fprf
Nr×Ns×fprf +Ns×Nl×fprf , (6.6)
and this can be simplified as Nr
Nr+Nl
. If the simplicity of the fixed beamformer is
considered, this efficiency is close to 1.
6.2 Frame rate
In a conventional flow imaging system, multiple emissions are needed to estimate
the flow profile in one direction. Therefore, the whole flow image needs Nl ×Ndir
emissions, where Nl is the number of image lines in the image, and Ndir represents
the number of emissions used in each direction. The frame rate can be expressed
as:
fcon =
fprf
Nl×Ndir . (6.7)
With synthetic aperture flow imaging, the high resolution image can be achieved
at every emission. In theory, the frame rate can be the same as pulse repetition fre-
quency fprf , however, more cross-correlation functions used for estimation leads to
better results, which is discussed in the parameter study section. For this reason,
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the frame rate can be expressed as:
fSASB =
fprf
N
, (6.8)
If Ndir = N , meaning they have the same performance, then fSASB is a factor
of Nl higher than fcon. On the other hand, if frame rates are set to be the same
for both, the new method has more data to average, improving the variance by a
factor of N .
6.3 Summary
The number of beamforming samples are discussed in this chapter. The full SA
requires Nl times calculations higher than the conventional dynamic receive focus-
ing. On the other hand, the new method has approximately the same demand as
conventional method if the complexity of the first stage beamformer is ignored.
The frame rate varies when the size of the image changes. With the same image
size, the new method can produce more signals to average due to the continuous
data. Therefore, the quality of the velocity estimate is improved with the same
observation time.
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Chapter 7
Conclusions
The purpose of my Ph.D. project was to develop a computationally efficient method
for synthetic aperture velocity estimation. In conventional ultrasound imaging the
sound beam is emitted in one direction at a time making the image acquisition
sequential and thereby limited by the speed of sound. The low frame rate makes
it difficult to identify the rapid temporal variations of blood flow in the vessel.
Furthermore, only the velocity component along the transmitted beam can be
measured in a conventional CFM system. This limits the further application of this
technique. Synthetic aperture is one alternative, which can produce fast imaging,
good image quality and vector flow. However, it requires a huge amount of data
processing to fulfill its performance.
Synthetic aperture using a dual beamformer approach is discussed in the dis-
sertation. The challenge is to lower the number of emissions and still maintain
beamforming quality sufficient for flow. Firstly, the method estimates the axial
velocity component. The performance is evaluated through simulations and phan-
tom measurements. Then its application is extended to vector flow imaging. RF
signals are beamformed along the flow direction, and vector velocities are found
using cross-correlation technique. The flow-to-beam angle is known before the
beamforming. The results of simulation and phantom measurements indicate that
the new method is capable of producing vector flow with good quality and high
frame rate. The method was also evaluated through a flow phantom, which can
generate pulsatile flow waveform. It can help adjust several key parameters of
the estimator. Finally, the in vivo measurements were made. A common carotid
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artery of a healthy male volunteer was scanned, and a commercial ultrasound scan-
ner was used for signal transmission and data acquisition. Color flow mapping was
made with a frame rate of 85 Hz and volume flow was calculated.
There is still some room to evaluate and improve the performance of the
method. First of all, the directional beamforming should be examined in vivo.
This can be made using the same in vivo data sets and the flow-to-beam angle
can be estimated from the B-mode image. At this stage, it is adequate to obtain
the angle manually, however, the angle can be estimated using cross-correlation
approach applied on the same data sets. There is no doubt that obtaining an
entire HRI makes it possible to find velocities in any direction. To have commer-
cial success, it is necessary to conduct more clinical relevance studies. Due to the
availability of continuous data, any number of cross-correlation functions can be
averaged, thus it would become useful in the estimation of blood perfusion. Since
measuring blood perfusion quantitatively challenges current ultrasound technique,
it would be exciting to see its applications in this field.
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Abstract
A method for synthetic aperture flow imaging using dual stage beam-
forming has been developed. The main motivation is to increase the
frame rate and still maintain a beamforming quality sufficient for flow
estimation that is possible to implement in a commercial scanner. This
method can generate continuous high frame rate flow images with a
lower calculation demand than the full synthetic aperture flow imag-
ing. The performance of the approach was investigated using Field
II simulations and experimental measurements with the experimental
scanner SARUS. A laminar flow with a parabolic profile was generated
by the flow rig system. The flow data were acquired by a commercial 7
MHz linear array transducer. Four emissions were transmitted sequen-
tially and repeated 12 times corresponding to 48 emissions. Flow with
a peak velocity of 0.12 m/s was measured and the relative standard de-
viation was 6.4% and the bias was 7.6%. A parameter study revealed
that emission spacing, number of cross-correlation functions used for
averaging, and the length of the velocity searching range influence the
performance. Compared to the full synthetic aperture flow imaging
the total number of beamformed samples are reduced by a factor of
64 times, and the frame rate is 6 times higher than the conventional
method.
PACS numbers: 43.35.Yb
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I. INTRODUCTION
Conventional ultrasound imaging systems used for color flow mapping has an inherent
compromise between frame rate and accuracy of the velocity estimates. With a conventional
method, multiple emissions are needed in one direction to obtain several image lines that
are used for one velocity estimate. The whole color flow mapping is achieved by emitting
over multiple directions and the frame rate is determined by the number of emissions and
number of directions. The velocity can be obtained by finding either the phase shift or the
time shift between echoes1,2. For example, 8 emissions are used for estimating the velocity
in one direction and 100 directions are needed to get a whole image. For a pulse repetition
frequency of 5 kHz, the frame rate is then 6 frame/sec. This is just sufficient to visualize
the flow, but it is difficult to obtain temporal information. The variance of the estimate
is proportional to 1/N , where N is the number of emissions in one direction. Lowering
the variance necessitates an increased number of emissions and thereby a lower frame rate.
Thus, the compromise between variance and averaging limits the application.
Synthetic transmit aperture (STA) techniques have been investigated by several authors
to overcome these problems 3–7. In synthetic transmit aperture imaging, a spherical wave
is emitted and the scattered signal is received by all the elements. The time-of-flight of the
wave propagation is calculated to find the right samples to obtain a low resolution image only
focused in receive. Combining low resolution images from multiple emissions then results
in a high resolution image. The transmit focusing is, thus, synthesized by combining the
low resolution images, and the focusing calculation makes the transmit focus dynamic for
all points in the image. The focus is, therefore, both dynamic in transmit and receive 8.
In STA imaging, it is possible to focus the image in any places and the full region of
interest can be observed, thus, the motion of objects can be tracked within the region. The
movement of the object can be estimated by finding the time shift or phase shift between
signals. The performance of the STA flow imaging has been investigated through simulations,
experimental measurement, and in-vivo measurement. A relative standard deviation of 2.2%
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and a mean relative bias of 3.4% using 24 pulse emissions at a flow angle of 45 degrees was
achieved in a calibrated flow rig5. The application of STA flow imaging technique improves
the image quality, because continuous data makes it easy to average data to obtain a low
standard deviation. This also makes it possible to have continuous data everywhere in the
image, which benefits stationary echo cancelling and makes it possible to detect low velocity
flow.
However, STA imaging also has some drawbacks. It needs high data rates and processing
demands are also making implementation of a full STA system very challenging and costly9.
The situation is even worse for applications such as 2D-array imaging, and 3D imaging in
general, where huge amounts of data are needed. This important issue limits STA imaging
in medical applications. To solve these problems a dual stage beamformer approach for flow
imaging is presented in this paper. Dual stage beamforming is made in two steps, which
can reduce the complexity of the system, but still maintain the advantages of STA like high
frame rate and better spatial resolution9.
The paper is organized as follows. In Section II the beamformer and velocity estimator
are explained. In Section III, the approach is investigated through simulations using Field
II 10 11 and the variation of several parameters in the simulation program are analyzed.
In Section IV, the experimental measurements are made for evaluating the method. The
experimental setup is described and results are studied through a statistical analysis. In
Section V, several parameters used in the experiment, which influence the performance are
examined separately to provide an optimized parameter set for the method. In section
VI, the system complexity is discussed and a color flow imaging obtained from a flow rig
measurement is shown. Finally, the conclusion on the new method for flow imaging is given
and future perspectives are discussed.
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II. BEAMFORMER AND ESTIMATOR
The dual stage beamformer contains a fixed focus beamformer and a synthetic aperture
beamformer. In the first stage, a set of B-mode image lines are constructed as the input
to the second stage beamformer. The image lines in the second stage are fully dynamically
focused and the fixed focal points are considered as virtual sources9. A high resolution image
is created in the second stage by adding several low resolution images from the first stage.
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FIG. 1. The wave propagation path for calculating the time-of-flight. The wave propagates
in the path from 1 to 4. It is emitted from the transmit element to the image point ~rip
through the virtual source ~rve and propagates back to the receive element ~rr through the
same virtual source. The total time-of-flight is the sum of the length of the four vectors9.
The high resolution image point is constructed by adding all image points from those
in the first stage lines, which have the intersection at that point. The image point at the
location ~rip with the lateral coordinate x and axial coordinate z is constructed as
9:
h(xip, zip) =
K(z)∑
k=1
W(xk, zip)sxk(zk). (1)
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From (1) the HRI is found as the summation over the number of emissions K, where xk
is the lateral position of the virtual source and zk is given as:
zk =|~rvek − ~rek| ± |~ripk − ~rvek| ± |~rvek − ~ripk|+ |~rrk − ~rvek|. (2)
The index K is the emission number and the sign ± represents whether the imaging
point is in front or behind the virtual source plane perpendicular to the transmit direction.
W is the apodization function, while sxk denotes the spatial RF data obtained from the
kth emission in the first beamformer. All the LRIs contribute to a HRI, therefore, a depth
independent lateral resolution image can be achieved compared to conventional dynamic
receive focusing imaging.
The high resolution image is obtained continuously, because the oldest low resolution
image can be replaced by the latest one in the sequence. The creation of the high resolution
image is given as12:
H(n)(xip, zip) =
n∑
i=n−N+1
L(i)(xip, zip), (3)
where H(xip, zip) and L(xip, zip) are the high resolution images and low resolution images
beamformed along the ultrasound beam, respectively. xip and zip are the lateral and the
axial position of the imaging point, and N is the number of emission events in one sequence.
In the presence of displacement between consecutive signals, the spatial shift can be found
by comparing the two signals and the relation is shown:
H(n)(xip, zip) = H
(n−N)(xip, zip − νzTprfN), (4)
where νz is the velocity along the axial direction and Tprf is the pulse repetition time. The
shift term in (4) comes from the shifted position of the moving scatterers. The number of
emissions N in one sequence influences the shift between two high resolution images and a
long emission sequence gives a large shift between H(n−N)(xip, zip) and H(n)(xip, zip).
The spatial shift is estimated using the cross-correlation of two high resolution lines
in the images. Normally, the receive signal is sampled at discrete times and the cross-
correlation function can be calculated only at discrete time delays. The discrete version of
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the cross-correlation function is:
Rn−N,n(l) =
1
Nk + 1
NK/2∑
k=−NK/2
Hn−N(k)Hn(k + l)
=
1
Nk + 1
NK/2∑
k=−NK/2
Hn−N(k)Hn−N(k + l − ks)
= Rn−N,n−N(l − ks), (5)
where Nk + 1 is the number of samples in the high resolution signal, ks =
νzTprfN
∆z
is the
delay lag indicating the peak value in the cross-correlation function. Therefore, the spatial
shift can be represented as a delay in the cross-correlation function, thus, the velocity can
be estimated from:
νz =
ks∆z
NTprf
, (6)
where ∆z is the spatial sampling interval. To obtain the velocity profile, the received signal
has to be divided into small segments, and the velocity estimated in each segment.
The real peak value is likely to fall between two sample points, limiting the accuracy of
the location of the correlation peak 13. The more precise lag can be found by interpolating
three points of the cross-correlation function near its maximum:
kint = ks − Rˆ12(ks + 1)− Rˆ12(ks − 1)
2(Rˆ12(ks + 1)− 2Rˆ12(ks) + Rˆ12(ks − 1))
, (7)
and, the estimated velocity can be expressed as:
νˆz =
kint∆z
NTprf
. (8)
III. SIMULATIONS
The new synthetic aperture flow imaging approach has been investigated for a parabolic
velocity profile in a tube using Field II 10 11. The performance is evaluated by a parameter
study and a statistical analysis of the standard deviation and bias.
The scatterer positions in the flow vessel are simulated by a random uniform distribution
and they have random Gaussian distributed amplitudes. The vessel is 20 mm long with a
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diameter of 20 mm and the center of the vessel is 35 mm away from the transducer. The
angle between the flow vessel and the axial beam is 45◦. A laminar, parabolic velocity
profile is simulated across the whole vessel and the peak velocity in the vessel is 0.4 m/s. A
summary of simulation parameters is shown in Table I.
The number of emissions is limited to N = 4 in one emission sequence, which is repeated
over time. The four emissions are spread over the 192-elements aperture and the distance
between two emissions is several λ. Each emission uses 32 elements to emulate a focused
transmit beam, where the focal point is at a depth of 10 mm and the F ] is 1.5.
The high resolution image lines from emission n and n+ 4 gives a cross-correlation pair
and several such pairs are averaged to find the spatial shift. The number of cross-correlation
pairs used for averaging is another variable, which is examined in the parameter study.
The simulation results are evaluated through the relative bias and the relative standard
deviation. The bias is defined as:
νbias =
1
NpNν
Np∑
i=1
Nν∑
k=1
νˆ(~rk, i)− ν(~rk), (9)
where Np is the number of estimated profiles, Nν is the number of samples in one profile, ~rk
represents the position for velocity estimation, νˆ(~rk, i) is the estimated velocity at ~rk in ith
profile, and ν(~rk) is the true velocity profile. The relative standard deviation is defined as:
νstd =
√√√√ 1
NpNν
Np∑
i=1
Nν∑
k=1
(νˆ(~rk, i)− ν(~rk))2, (10)
where ν(~rk) is the mean velocity profile estimate. The relative bias and standard deviation
are relative to the peak velocity in the vessel.
The mean estimated velocity profiles at a depth of 35 mm are shown in Fig. 2. The
number of emissions in one sequence is N = 4 and the spacing between emissions is 2λ.
The dashed line is the true velocity profile and the solid lines is the mean profile of 96
estimates. The motion between pulses relative to the wavelength are presented in the figure
instead of velocities to make it independent of the ratio between velocity and pulse repetition
8
frequency. The motion relative to the wavelength is:
∆zvel =
vTprf
λ
, (11)
where Tprf is the pulse repetion time.
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FIG. 2. 96 estimated velocity profiles are shown on the left and the mean profile with ±3
std are shown on the right.
The profiles in Fig. 2 are achieved using 24 cross-correlation functions averaged cor-
responding to a total of 28 emissions to obtain better estimates . The echo cancelling is
performed by finding the mean of the multiple high resolution image lines and subtract it
from the signals.
The quantitative statistics are shown in Fig. 3. The top row illustrates the mean standard
deviation and mean bias as a function of spacing between emissions. The spacing varies
from 2λ to 14λ. Larger spacings yield broader sound beams, which can cover a wider area.
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FIG. 3. Performance as a function of spacing and averaging number. The top row shows
standard deviations and bias as a function of spacing. The second row shows the performance
as a function of the number of emission sets used for averaging.
However, the performance decreases when emissions are apart from each other, because
the transmitted energy is dispersed. The profile at the center position is considered in the
parameter study, thus, only a slight difference occurs when spacing changes, because the
energy at the center is always well focused.
The bottom row shows the performance as a function of number of cross-correlation
functions used for averaging. It is apparent that the more cross-correlation functions are av-
eraged the better results are achieved. The performance drops significantly when 2 emission
sets are used and it changes slightly with the increased number later. Four emission sets are
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used for averaging as no major improvement is seen beyond that. Therefore, the previous
simulations are made by choosing four emission sequences to average the cross-correlation
functions.
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FIG. 4. The root mean square error of the performance at different lateral position with
varied spacing.
Fig. 4 provides the performance over the lateral position as a function of the spacing.
Instead of looking at the profile at the center in Fig. 3, a number of profiles over the lateral
position are studied to establish how they perform, when the spacing changes.
The first trend in Fig. 4 shows that the performance is worse, when profiles are further
away from the middle. The sound energy is much more focused in the middle part than
at the edges. Each curve represents the root mean square error as a function of the lateral
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position with a certain spacing. The estimation accuracy decreases when the vessel is further
away from the center and increased spacing decreases the accuracy. The second trend in
Fig. 4 is that a larger spacing makes the covered image width larger. The width is limited
by the opening angle α = 2arctan 1
2F ]
, because only signals within the opening angle can be
used by the second stage beamformer. Therefore, the emission sequence with small spacings
yield narrow image area. However, the error increases with an increase of the image width.
The optimization of the setup depends on the application. Fig. 4 shows that the large
space between emissions yields a large image width but with poorer quality. To overcome
this drawback, one can simply increase the number of emissions in the emission sequence.
Instead of four emissions are used in the simulation, more emissions can be added to improve
the performance. However, the consequence is that the maximum detectable velocity is lim-
ited. Therefore, the more emissions are used, the smaller velocity the method can estimate.
Furthermore, more emissions make the frame rate low as well, which is discussed in the last
section.
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FIG. 5. The relative standard deviation and bias as a function of SNR
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The signal-to-noise ratio (SNR) is another important issue in the velocity estimation.
The SNR is defined as:
SNRdB = 10 log10(
Psignal
Pnoise
), (12)
where Psignal and Pnoise are the power of the signal and noise. The intensity and the SNR
in the first stage are low due to the fixed receive focus in the near field, however, they
increase in the second stage because LRIs are summed up. Assuming that the scatterer do
not move between acquisitions and the electronic noise is uncorrelated and white. The SNR
improvement of the HRI compared to the first stage is
∆SNR(z) = 10 log10
(K(z)∑
k=1
W(xk, z)
)
. (13)
For this simulation setup, the SNR at HRIs can increase 6 dB compared to LRIs and it
further increases by adding multiple cross-correlation functions. However, transmit apertures
are several wavelengths apart from each other, so the improvement is not uniform through
the depth. The limited number of emissions can also decrease the SNR, because the SNR
improvement relies on the summation of a number of LRIs. Fig. 5 shows the performance
for different SNRs. The performance is made by four emissions with 3 λ spacing, and the
SNR for the RF data from each transducer element is varied from 2 dB to 20 dB. This
trend can be regarded as a reference when looking at the performance in the experimental
measurement. Fig. 6 shows the SNR comparison between conventional dynamic receive
focusing and the new method. The transmit focal point is at 20 mm for dynamic receive
focusing. For the new method, four emissions are used in one transmit sequence with a fixed
focal point at 10 mm. Data sets are acquired with SARUS by measuring a tissue phantom
(Model 571, Dansk Fantom Service, Graese Strandvej 8, DK-3600 Frederikssund, Denmark).
Under these conditions, the SNR of the new method is as good as the conventional method
for all depths. But not that many more correlation functions can be averaged.
Although the new method for flow imaging has not been evaluated by in-vivo measure-
ment, Hemmsen14 has demonstrated and evaluated in-vivo imaging using synthetic aperture
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FIG. 6. SNR comparison between dynamic receive focusing and dual stage beamforming
approach. The estimated SNR as a function of depth. Data are acquired with SARUS by
measuring a tissue phantom for both DRF (the dashed line) and SASB (the solid line).
sequential beamforming(SASB) in a side-by-side comparison to conventional ultrasound
imaging. The result showed that SASB imaging obtains the same penetration depth as
conventional imaging within the current intensity limits.
IV. FLOW PHANTOM MEASUREMENTS
The performance of the new flow imaging approach was experimentally studied with a
flow circulation system illustrated in Fig. 7. The fluid flows through the circulation system,
which includes a gear pump drive (Cole-Parmer, Model: 75211− 15), that can vary the flow
velocity and a Danfoss MAGFLO Flowmeter (Type MAG 3000) for measuring the mean
flow volume. An air-trap device removes air bubbles from the closed circuit. A 1.2 m long
metal tube is used to develop the laminar flow, and the tube inside the water tank is made
14
of rubber.
The concentrated Doppler fluid (Dansk Fantom Service, Graese Strandvej 8, DK-3600
Frederikssund, Denmark) consists of Glycerol, Orgasol, Triton X 100 (2%), Naben-zoate,
Na2EDTA diluted 1 : 9 with demineralized water. Dextran is added to the solution to
increase the viscosity as the flow phantom is intended to mimic blood’s properties. The final
kinematic viscosity of the flow phantom is 3.6 mPa·s.
FIG. 7. Flow rig system. The flow is pumped out to the air trap to remove air bubbles, then
moves through a 1.2 m long metal tube to develop a laminar flow. A flow meter measures
the volume flow as a reference.
The parameters used in the measurements are given in Table II. The angle between
the ultrasound beam and the laminar flow is 70 degrees. The radius of the tube is 6.5 mm
and the center of the tube is 28 mm from the transducer aperture. The signal transmission
and data acquisition is performed by SARUS (Synthetic Aperture Real-time Ultrasound
System) 15. With SARUS, it is possible to transmit arbitrary waveforms with a designed
delay profile and all channel data from the transducer can be acquired simultaneously. The
15
received signals are stored locally and the method is investigated by off-line processing.
The transmission sequence contains four emissions, which is the same as in the simula-
tions. Each emission has a certain spacing to the others, which can be varied to affect the
performance. The signal transmission is made by 64 elements, which are focused at a depth
of 10 mm and the scattering signals are received by the same elements.
The transmission is repeated with fprf = 4 kHz, and 996 individual emissions are ac-
quired by repeating the sequence 249 times. A match filter is applied to remove noise outside
the pulse frequency range. Stationary echo canceling is performed by calculating the mean
value of several high resolution signals after the beamformation and then subtracting it from
the signal.
The results are shown in Fig. 8 and Fig. 9 where each estimated profile is obtained from
16 and 48 emissions, respectively. Independent profiles are shown on the left figures and the
mean profile and ±3 standard deviations are shown on the right.
Four emissions with seven wavelength spacing are used. The standard deviation varies
from 1.8% to 20%, with an average over the profile of 6.4% relative to the axial peak velocity
and the average bias is 7.6% over the profile. Averaging 48 cross-correlation functions yields
better velocity estimates. The standard deviation and bias are 4.4% and 7.6% relative to
the peak velocity.
V. PARAMETERS STUDY
Several parameters used in the method influence the results, so this section investigates
how they affect the performance for measured data from SARUS.
A. The number of cross-correlation function used for averaging
This parameter is described in the Section IV. To find the true peak value in the cross-
correlation function, several functions are averaged to maximize the peak. The performance
as a function of the number of cross-correlation functions used for averaging are shown in
16
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FIG. 8. Velocity profiles are obtained by four emissions with seven λ spacing. 16 cross-
correlation functions are averaged to get one profile. The left graph shows 50 estimated
profiles and the right shows the mean profile with ±3 standard deviation.
Fig. 10. The standard deviation (the line with circle) and the bias (the line with asterisk)
are calculated as a function of the number of correlation junctions averaged. The number is
varied from 4 to 48, and it can be seen that using more correlation functions gives a better
performance. No improvement in the standard deviation is seen, when the number exceeds
24. The choice of 24 ensure a low standard deviation with a few emissions.
B. Search range
The search range determines the window length used in the cross-correlation. A part
of the first image line is windowed and shifted over the second image line to find where the
17
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FIG. 9. Velocity profiles are obtained by four emissions with seven λ spacing. 48 cross-
correlation functions are averaged to get one profile. The left graph shows 50 estimated
profiles and the right shows the mean profile with ±3 standard deviation.
windowed data most closely matches the second. The purpose of using a cross-correlation
is to find the lag between two signals and convert it to the velocity. The choice of the
searching length influences the result directly as shown in Fig. 11. The longer searching
length can improve the estimate of the cross-correlation function. The standard deviation
decreases as the searching length increases, because the cross-correlation function estimate
gets more accurate. Another consideration of choosing this parameter is that for a longer
window the velocity gradient influences the cross-correlation function as the velocity is not
uniform for the full range. Fig. 11 shows that the variance increases when the length exceeds
10 wavelengths. The best trade-off between quality and computational complexity can be
found between 4λ and 6λ.
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VI. SYSTEM COMPLEXITY ANALYSIS AND COLOR FLOW IMAGING
A. System complexity
The amount of calculations is another issue which needs to be considered. Although the
full STA has some advantages compared to the conventional method, it demands quite a
number of calculations. For calculating a full HRI in STA, the data from all channels must
be processed. The beamforming is split into two for the dual stage beamformer approach.
In the first stage, the fixed focal point beamformer is used to keep the system simple and
in the second stage, data are focused dynamically in receive. The number of calculations is
reduced using the new method and it still maintains the advantages of STA imaging.
The evaluation of the system complexity is based on the amount of operations required
19
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search range.
for creating one full ultrasound image. Here there are three cases under the consideration:
full SA flow imaging, dynamic receive focusing, and dual stage beamforming. For a full
synthetic aperture technique at every emission, multiple elements are active to receive echo
signals and a full LRI can be beamformed afterwards. The HRI can be made using recursive
imaging technique12. The total amount of beamforming samples per second is:
Nbeam SA = Np×Nl×Ne×Nr×fprf
Ne
= Np×Nl×Nr×fprf , (14)
where Np is the number of samples in one image line, Nl is the number of image lines,
Ne is the number of emissions, Nr is the number of receive elements, and fprf is the pulse
repetition frequency. For conventional imaging with dynamic receive focusing, a single image
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line is beamformed at every emission and the full image consists of multiple image lines. The
amount of beamformed samples per second can be expressed as:
Nbeam DRF = Ne×Np×Nr×fprf
Ne
= Np×Nr×fprf . (15)
It’s obvious that the full synthetic aperture technique has a Nl higher times demand,
although images with a higher quality can be achieved. The dual stage beamforming ap-
proach can reduce the amount of calculations. In the first stage, the amount of calculations
are the same as in (15). However, the focus points are fixed in both transmit and receive, so
only a fixed beamformer is needed, which can be made much simpler than a fully dynamic
digital beamformer. In the second stage, the input data is the output from the first stage,
therefore, the beamforming samples per second can be expressed as:
Nbeam SASB = Np×N×Nl×fprf
N
= Np×Nl×fprf , (16)
where, N represents the number of emissions in one sequence, which equals the number
of input signals in the second stage. The second stage beamformer has the complexity of
a general dynamic receive focusing beamformer, and has the same complexity as the ones
implemented in current commercial ultrasound system.
The efficiency of the dual stage beamformer can be calculated based on the previous
definitions. Compared to the full STA, the efficiency can be expressed as:
Ef =
Np×Nl×Nr×fprf
Nr×Np×fprf +Np×Nl×fprf , (17)
where the denominator contains the first and the second stage. However, the first stage is a
fixed beamformer, which is simple. If this part is ignored, then the efficiency is equal to the
number of receive elements Nr, which is 64 times more efficient for the setup used in this
paper. When comparing to dynamic receive focusing, the efficiency is:
EfDRF =
Np×Nr×fprf
Nr×Np×fprf +Np×Nl×fprf , (18)
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and this can be simplified as Nr
Nr+Nl
. If the simplicity of the fixed beamformer is considered,
this efficiency is close to 1.
B. Frame rate vs. quality
In a conventional flow imaging system, multiple emissions are needed to estimate the
flow profile in one direction. Therefore, the whole flow image needs Nl × Ndir emissions,
where Nl is the number of image lines in the image and Ndir represents the number of
emissions used in each direction. The frame rate can be expressed as:
fcon =
fprf
Nl×Ndir . (19)
With synthetic aperture flow imaging, the high resolution image can be achieved at
every emission. In theory, the frame rate can be the same as pulse repetition frequency fprf ,
however, more cross-correlation functions used for estimation leads to better results, which
is discussed in the parameter study section. For this reason, the frame rate can be expressed
as:
fSASB =
fprf
Ne
, (20)
where Ne is the number of emissions used in the estimation. If Ndir = Ne, meaning they
have the same performance, then fSASB is a factor of Nl higher than fcon. On the other
hand, if frame rates are set the same for both, then the new method have more data to
average, which improves the variance by a factor of Ne.
C. Color flow map
A color flow map is created by the same data sets used in the previous sections. The
image consists of 64 lines covering 13 mm in the lateral direction. Velocities are compensated
by the flow angle, so the peak velocity reads as 0.12 m/s and the angle between the ultrasound
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beam and flow is 70 degrees. Fig. 12 shows that the new method can make a full color flow
image using the designed emission sequence.
FIG. 12. Color flow map created by 48 emissions using synthetic aperture dual stage beam-
forming on SARUS data. The peak velocity is 0.12 m/s.
VII. CONCLUSIONS
The new method can produce a fast SA color flow image at a high frame rate requiring
less data processing without loss of image quality. The performance has been investigated
through simulations and experimental measurements.
Several advantages of the method can be achieved: 1) The frame rate is high as the
continuous high resolution images are available at every emissions. Therefore, it is possible to
obtain high temporal resolution flow imaging. Echo canceling is simple due to the continuous
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data and low velocities can be found from averaging over a long period of time. 2) With
synthetic aperture imaging, the image points can be focused both in transmit and receive. It
makes it possible to beamform image lines in any direction, thus, vector flow imaging is also
possible. 3) The complexity of the method implementation is reduced due to the two-stage
beamformer. Only the B-mode image lines are needed to store for later signal processing
instead of storing the full data set in normal synthetic aperture imaging system.
The method can find the velocity profile for a laminar flow and the standard deviation
varies between 1.8% and 20%, with an average over the profile of 6.4% relative to the peak
velocity. Because the high resolution image is created at every emissions, it is possible to
track the the moving objects continuously. It can, using 24 to 48 emissions, generate a full
color flow image corresponding to a frame rate of 100 Hz down to a depth of 15 cm.
The performance is influenced by several issues: 1) The spacing between emissions affects
the results significantly. A small spacing yields better velocity profile, because the sound
energy is much more concentrated in the space, however, it limits the covered area. On
the other hand, a large spacing between emissions can image a wider area, but with worse
performance. Therefore, the spacing is the parameter, which can optimize the performance
between quality and the covered area. 2) The choice of the number of cross-correlation
functions used for averaging and the searching length in the cross-correlation function used
for the estimation influences performance. 3) The SNR improvement in the second stage is
a function of the depth. With few emissions the improvement is not uniform through the
depth. The performance is poor in between the focal points as the opening angle determines
the shape of apodization functions. 4) Velocity range is limited. Since cross-correlation
functions are found by two HRIs from the same transmit sequence the pulse repetition
frequency used in the estimation is reduced. On the other hand, the new method is suitable
for slow flow estimation. 5) The placements of transmit beams have influences on the
performance in the near field. Since emissions are several wavelengths apart, there are few
contributions in the area between focal points, which causes poor estimation.
The dual stage beamformer can reduce the calculations for SA imaging and has a large
24
potential for flow imaging, because the frame rate is high and HRI data is always available.
Moreover, the quality of the flow imaging can be high as well due to the continuous data
acquisition.
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TABLE I. Parameters for flow simulation.
Parameter Value Unit
Center frequency 7 MHz
Sampling frequency 120 MHz
Speed of sound 1540 m/s
Number of elements 192
Transducer pitch 0.208 mm
Transducer height 4.5 mm
Pulse repetition frequency 5 kHz
Transmit and receive focal depth (virtual source) 10 mm
Number of transmit elements 32
Number of receive elements in the 1st stage 64
Number of image lines input into the 2nd stage 4
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TABLE II. Parameters for the measurements.
Parameter Value Unit
Central frequency 7 MHz
Sampling frequency 70 MHz
Number of elements 192
Transducer pitch 0.208 mm
Transducer height 4.5 mm
Pulse repetition frequency 4 kHz
Transmit and receive focal depth (virtual source) 10 mm
Number of transmit elements 64
Number of receive elements 64
Flow speed 0.12 m/s
28
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Using Dual Stage Beamforming: Simulations
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Ye Li and Jørgen Arendt Jensen
Abstract
A new method for directional synthetic aperture flow imaging is developed. This method beamforms
echo signals along the flow direction using dual stage beamforming. The correct velocity magnitude can
be directly estimated from the beamformed data. With synthetic aperture techniques, the echo signals
can be beamformed in any direction so the flow estimation is angle independent, which is a major
limitation for conventional flow imaging. Applying a dual stage beamforming approach can reduce the
system complexity and the computational amount for synthetic aperture imaging and make it possible
to implement in a commercial ultrasound scanner. The method is investigated through simulations using
Field II. A 192-element linear array transducer with 7 MHz central frequency is used to transmit focused
ultrasound beam. Flow with a parabolic profile is simulated for different flow angles to the ultrasound
beam. The standard deviation over the profile can be less than 5%. The method is evaluated for a
parabolic flow generated by a flow rig system. The same set up is used in the experiments as in the
simulations. The ultrasound signals are transmitted and received by the experimental ultrasound scanner
SARUS. A relative standard deviation of 4.2%, 8.3% and 13.8% can be obtained for angles of 70◦,
80◦ and 90◦, respectively. Variation of the different parameters shows that the performance is sensitive
to the number of image lines used in one estimation, the length of the cross-correlation interval, and
positions of virtual sources. A color flow image is displayed to show the capability of capturing whole
flow imaging with a high frame rate 83 frame/s.
Index Terms
Dual stage beamformer, synthetic aperture, directional flow imaging.
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2I. INTRODUCTION
Current ultrasound systems can estimate the blood velocity in vivo in real time [1] [2].
The velocity can be obtained by estimating either the shift in phase using an autocorrelation
estimator [3] or spatial shift using the cross-correlation estimator [4] [5]. However, the received
data in both methods are beamformed along the ultrasound direction, therefore, only velocity
components along the beam can be estimated. The angle dependency is a major limitation in
clinical applications, since most vessels run along the skin surface and, thus, perpendicular to
the beam.
Many authors have proposed different methods for solving the angle dependence problem.
Fox [6] developed a method using multiple crossed-beams to measure the flow velocity for un-
known angles and three Doppler flow measurements can be made simultaneously to estimate the
velocity in three directions. However, the aperture is supposed to be large for large investigation
depths and the standard deviation is affected by the angle between the crossed-beams. Trahey
and coworkers [7] developed a new technique for flow imaging based on tracking the motion of
the speckle pattern on the B-mode images. The vector velocity can be found by calculating the
correlation coefficients between two rectangular regions in the image. This has a high demand
of data processing speed to generate high frame B-mode images. Furthermore, the search region
can neither be too small for high velocities nor too large, as this increases the computational
amount. Jensen and Munk [8] [9] proposed a method that introduces a transverse oscillation in
the field. The method is based on the principle of using transverse spatial modulation, which is
generated using receive apodization with a special focusing scheme. Newhouse and coworkers
[10] estimated multi-dimensional velocities by applying the spectral broadening phenomenon.
Jensen [11] [12] developed directional velocity estimation using focusing along the flow direction.
The correct velocity magnitude can be directly estimated from the shift in position of the echo
signals. Jensen and Nikolov [13] suggested synthetic aperture directional flow imaging to estimate
the correct velocity magnitude from data beamformed along the flow direction. A low standard
deviations and high frame rate can be achieved with this method. However, it requires storage
of a large amount of data for each emission and high demands on data access and calculations.
Another limitation of the conventional flow imaging technique is the low frame rate. Multiple
emissions are needed for each velocity estimation. This is performed in all directions, and finally
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3a full color flow map is generated. The procedure is not fast enough to capture situations where
the temporal resolution is high, and this is worse in 3D flow imaging. Shrinking the display box
and shortening the depth of the image can increase the frame rate, but this limits the clinical
use. Synthetic aperture (SA) technique can achieve high quality images with high frame rate,
since the data is always available along the emissions. Moreover, the flow estimation can be
improved by averaging any number of data [14].
However, the full SA requires a high number of calculations, since all channels data are
recorded and processed. This limits the clinical applications, since it is too expensive to im-
plement in a commercial scanner and system complexity is high. The motivation for synthetic
aperture using dual stage beamforming is to apply SA techniques without the need for storing
RF-data and with a reduced system complexity [15]. Meanwhile, the new method can maintain
the high resolution in the lateral direction and obtain an image with uniform resolution.
The paper is organized as follows. In Section II the theory behind dual stage beamforming
is explained, including the concept of virtual sources. In Section III the flow velocity estimator
is discussed. The spatial shift between signals is found by the cross-correlation method. In
Section IV the angle estimation is discussed. The approach is investigated in Section V through
simulations using Field II [16], [17] and the variation of several parameters are analyzed.
The experimental measurements made to evaluate the method are described in Section VI. The
experimental setup is described and results are studied through a statistical analysis. In Section
VII several parameters that influence the performance are examined separately to provide an
optimized parameter set for the method. In section VIII a color flow image obtained from a flow
rig measurement is shown. Finally, the conclusion on the new method for flow imaging is given
and future perspectives are discussed.
II. DUAL STAGE BEAMFORMING
This section describes the dual stage beamforming strategy. The transmit and receive focus
are fixed in the first stage, so the same delay profile is applied for all depths.
The output stage generates low resolution image (LRI) lines beamformed with a fixed transmit
and receive focus. Each point in the image line represents a fraction of spatial information within
the sound beam. They are defined as solid arcs in Fig. 2. Therefore, each image line in the first
stage only carries the spatial information within the beam, and signals from outside the beam
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4is not taken into consideration, due to a low signal to noise ratio (SNR). The area from where
data should be included is defined by an opening angle α, which can be expressed as [15]:
α= 2arctan
1
2F#
, (1)
where F# is the ratio of the focal point depth to the width of the active sub-aperture.
In the second stage, the concept of virtual sources is the basis for calculating the time-of-flight
(TOF) [18]. Focal points are considered as virtual sources emitting spherical waves to the field.
TOF is determined by the propagation path through the virtual source. The calculation of the
TOF is illustrated in Fig. 1.
r
ip
→
r
r
→
r
ve
→
1
2
3
4
Fig. 1. The wave propagation path for calculating the time-of-flight. The wave propagates in the path from 1 to 4. It is emitted
from the transmit element to the image point~rip through virtual source~rve and propagates back to the receive element~rr through
the same virtual source. The total time-of-flight is the sum of the length of the four vectors 1-4.
The sound wave emanates from the transmit origin to the imaging point through the transmit
focal point and propagates back to the receive element through the receive focal point. The
length of TOF path is given by [15]:
dip =|~rve−~re|± |~rip−~rve|± |~rve−~rip|+ |~rr−~rve|, (2)
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5where ~rve, ~re, ~rip, ~rr are positions of the virtual element, the transmit origin, the imaging point,
and the receive element, respectively. The sign ± in (1) represents whether the imaging point is
in front of or behind the virtual source plane, which is parallel to the transducer. Then the time
index tip for RF data is calculated as tip = dip/c, where c is the speed of sound. The sample
index of the temporal RF signal is found by multiplying tip with the sampling frequency fs.
point
focal
Fig. 2. Illustration of the second beamformer. Four image lines from the first stage are the input to the second stage here.
They only carry information from the scatterer field within the beam width, which is indicated by waves. The green dots are
obtained by adding all LRIs overlapping at that position.
The image point at the location ~rip = (x,0,z) with lateral coordinate x and axial coordinate z
is constructed as [15]:
h(x,z) =
N(z)
∑
n=1
W (xn,z)sn(xn,z), (3)
where the index n indicates the emission number.W is the apodization function, while s denotes
the spatial RF data obtained from the nth emission in the first beamformer. The high resolution
image (HRI) is the summation over the number of emissions N, z is the axial positions
All the LRIs contribute to a HRI. Therefore, an image with uniform resolution can be achieved
compared to conventional dynamic receive focusing imaging.
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6III. DIRECTIONAL BEAMFORMING AND FLOW ESTIMATOR
Conventional methods beamform the echo signal along the ultrasound beam. In SA imaging,
data does not have to be focused along the beam, since the LRIs covers a wide area and making
it possible to beamform in any direction.
The coordinates based on the flow direction can be expressed as:
x = sin(θ)·x′+ cos(θ)·z′, (4)
y = y′,
z = −cos(θ)·x′+ sin(θ)·z′+ zves,
where x′, y′ and z′ are the new coordinate system; θ is the angle between ultrasound beam and
flow; zves is the distance from the transducer surface to the center of the vessel. The velocity
in the new coordinate is ~v = (vx′,0,0) and the absolute value of vx′ is the magnitude of the
velocity. Data is focused along lines parallel to the flow direction in the blood vessel. With the
new coordinates, the image points ~rip has only one non-zero component, which is νx′
transducer
Linear array
x
z
z’
x’
Blood vessel
Blood flow
θ
Fig. 3. The setup of the ultrasound imaging system. The directional beamformer focuses the data along the flow direction
instead of in the axial direction, so the new coordinate system (x′,y′,z′) is applied to find the beamforming positions.
LRIs are generated in the first stage and HRIs are obtained by adding all LRIs in the second
stage. A short sequence of emissions is repeated over time to acquire the objects’ motion. At
every emission a HRI can be formed by summing the latest N LRIs [19]:
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7H(n)(~rip(k)) =
n
∑
i=n−N+1
L(i)(~rip(k)), (5)
where H(~rip(k)) and L(~rip(k)) are the HRIs and LRIs beamformed along the ultrasound beam.
When the target is moving, two high resolution images from the same emission sequence can
be expressed as [14]:
H(n)(~rip(k)) = H(n−N)(~rip(k)−~vTpr f N), (6)
where ~v represents the velocity of the scatterers, Tpr f is the pulse repetition time, and c is the
speed of sound. The spatial shift term in (6) indicates the magnitude of the velocity instead of
one component in the conventional method. This shift term can be estimated using the cross-
correlation of two high resolution images. As the received signal is sampled in discrete space,
the form is
Hd(k) = H(~rip(k)). (7)
Then the cross-correlation function can be calculated in discrete form. Since the cross-correlation
function is estimated from two signals at the same depth in the z′ coordinate, the cross-correlation
can be expressed in one dimension. The discrete version is
Rn−N,n(l) =
1
J +1
J/2
∑
k=−J/2
H(n−N)d (k)H
(n)
d (k+ l)
=
1
J +1
J/2
∑
k=−J/2
H(n−N)d (k)H
(n−N)
d (k+ l− ls)
= Rn−N,n−N(l− ls), (8)
where J+1 is the number of samples in the high resolution signal, ls is the delay lag indicating
the peak value in the cross-correlation function. Therefore, the spatial shift can be represented
as a delay lag in the cross-correlation function, thus, the speed along the flow direction is
|~v|= ls∆x
′
NTpr f
. (9)
However, the real peak value is likely to fall between two points, limiting the accuracy of the
location of the correlation peak [20]. The more precise lag can be found by interpolating three
points of the cross-correlation function near its maximum [4]:
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8lint = ls− Rn−N,n(ls +1)−Rn−N,n(ls−1)2(Rn−N,n(ls +1)−2Rn−N,n(ls)+Rn−N,n(ls−1)) , (10)
thus, the estimated velocity can be expressed as:
|~v|= lint∆x
′
NTpr f
. (11)
In this paper, simulations and experiments are made in the following sequence. One trans-
mission sequence consists of four individual transmission, which are in different positions. The
spacing between them can be several λ. The four ultrasound beams are transmitted sequentially
and the sequence is repeated over time. At every emission, a HRI can be generated by adding
four LRIs. Only the HRIs from the same emission sequence can be chosen to find the velocity,
otherwise, signals are very likely to be decorrelated. The primary contribution to the decorrelation
between images is that the point spread functions are different from emissions in different
positions. The LRIs from the same emission sequence that yields the same point spread functions
are correlated. Therefore, emissions n and n+4 is the cross-correlation pair used for finding the
velocities.
Continuous data makes it possible to average any number of cross-correlation functions to
improve the estimation, therefore, the standard deviation can be low. To obtain the velocity
profile, the received signal has to be divided into small segments on which the same procedure
applies.
IV. ESTIMATION OF BEAM-TO-FLOW ANGLE
To obtain directional beamformed data, the angle between the ultrasound beam and flow should
be known. It is possible to find this angle from the traditional B-mode image, but it is difficult
to track changes, when the blood vessel is bend or with a complicated geometry. Kortbek and
Jensen [21] developed a method for estimating velocity vector angles using a cross-correlation
technique. Two consecutive directional beamformed signals have a high correlation when aligned
with the flow direction. The scatterers within this direction have the same spatial shifts which
gives rise to a high correlation. If the data are not beamformed along the flow direction, the
spatial shifts of the scatterers are different, so the correlation of these two signals is lower. To
find the maximum correlation, directional signals for a number of directions are beamformed
and the peak correlation value indicates the most probable correct angle.
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9V. SIMULATIONS
The performance of the method is evaluated through simulations. The Field II program
[16] [17] has been used to simulate all transmission and receive sequences and mimic blood
flow. With the program, all channel signals can be simulated and then data is beamformed and
processed afterwards. Variations of parameters are tested to analyze the robustness of the new
method.
The blood flow is mimicked by numerous moving scatterers with a random uniform distribution
and they have random Gaussian distributed amplitudes. 200,000 scatterers are confined in the
simulated blood vessel, which is 30 mm long and has a radius of 6.5 mm. The flow is assumed
laminar with a parabolic velocity distribution:
v(r) = v0
(
1− ( r
R
)2)
, (12)
where r is the radial distance in the vessel, v0 is the peak velocity on the profile, and R is the
blood vessel radius. The scatterers move according to the spatial velocity field (12) between
every transmission.
The simulation setup parameters are shown in Table I. A 192-element linear transducer is
simulated. A two cycles sinusoid with a center frequency of 7 MHz is transmitted to generate a
pulse echo field. A Hanning window apodization is applied on the active elements for excitations.
There are 32 elements active in transmission and 64 in receive. The mimicked vessel is placed
35 mm from the surface of the transducer and the peak velocity is 0.1 m/s.
The simulation results are evaluated through the relative bias and relative standard deviation.
The bias is defined as:
νbias =
1
NpNν
Np
∑
i=1
Nν
∑
k=1
νˆ(~rk, i)−ν(~rk), (13)
where Np is the number of estimated profiles, Nν is the number of samples in one profile, ~rk
represents the position for velocity estimation, νˆ(~rk, i) is the estimated velocity at ~rk in i profile,
and ν(~rk) is the true velocity profile. The standard deviation is defined as:
νstd =
√√√√ 1
NpNν
Np
∑
i=1
Nν
∑
k=1
(νˆ(~rk, i)−ν(~rk))2, (14)
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TABLE I
PARAMETERS FOR FLOW SIMULATION.
Parameter Value Unit
Central frequency 7 MHz
Sampling frequency 120 MHz
Speed of sound 1540 m/s
Number of elements 192
Transducer pitch 0.208 mm
Transducer height 4.5 mm
Pulse repetition frequency 5 kHz
Number of transmit elements 32
Number of receive elements in the 1st stage 64
Number of image lines in the 1st stage 4
Number of image lines used in the 2nd stage 4
where ν(~rk) is the mean velocity profile estimate. The relative bias and standard deviation are
relative to the peak velocity in the vessel.
The results are shown in Fig. 4, where the angle is 45 degrees. The top graph illustrates 13
estimated profiles, and the bottom graph shows the mean profile compared with the true profile.
The ±3 standard deviations are shown in the figure as dashed lines. The motion between pulses
relative to the wavelength is presented in the paper. This is defined as:
m =
vTpr f
λ
. (15)
The results can then be used for predicting the performance for any velocity or pulse repetition
frequency. With the same simulation setup, flow profiles at 60◦ and 90◦ are shown in Fig. 5 and
Fig. 6.
The above simulations are made by averaging 48 cross-correlation functions, which are made
from 51 pulse emissions. However any number of image lines can be averaged due to the
continuous data available. The standard deviations over the profile are 3.5%, 6.9%, and 12.7%
for 45◦, 60◦ and 90◦. The biases are 2.9%, 1.7%, and 13.9%, respectively.
The performances with various flow angles are shown in Fig. 7. The figure indicates that the
new method has better performances with smaller flow angles as there are less oscillations in
the transverse direction than in the axial direction.
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Fig. 4. The angle between flow and ultrasound beam is 45◦. The top graph shows 13 individual profiles on top of each other
and the lower graph shows the mean profile (solid lines) ±3 standard deviation (dashed lines). The red line is the true flow
profile.
The performance for varying the number of cross-correlation functions and the search range
has been investigated. Fig. 8 and Fig. 9 show the performance as a function of the number
of emissions. The new method provides continuous HRIs, which can be input to the velocity
estimation. The number of emissions used in one estimation can be chosen to improve the quality.
The results show that more emissions improve the performance and it does not gain much for
more than 30.
The search range is another factor that influences the performance. Results for a variation in
the search range are shown in Fig. 10 and Fig. 11. The range where the peak value is found in
the cross-correlation function is expressed in term of wavelength. It has been varied from 2λ to
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Fig. 5. The angle between flow and ultrasound beam is 60◦. The top graph shows 13 individual profiles on top of each other
and the lower graph shows the mean profile (solid lines) ±3 standard deviation (dashed lines). The red line is the true flow
profile.
18λ. The trend of the standard deviation and bias indicate that the performance is better with an
increase of the range for all angles. The performance does not improve much when the length
is longer than 8λ for all angles. Since the length of cross-correlation function is directly related
to the amount of computations, the lowest possible range should be chosen.
The performance is also determined by the positions of virtual sources shown in Fig. 12. The
relation between opening angle and virtual sources determines the contributions of LRIs to the
HRI. With larger opening angle, more image lines from the first stage are used in the second
stage, and this can create a larger synthesized aperture.
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Fig. 6. The angle between flow and ultrasound beam is 90◦. The top graph shows 13 individual profiles on top of each other
and the lower graph shows the mean profile (solid lines) ±3 standard deviation (dashed lines). The red line is the true flow
profile.
VI. FLOW PHANTOM MEASUREMENTS
The new method is evaluated through experimental measurement to reveal the performance.
The flow is generated by a circulating flow rig system as illustrated in Fig. 13. The flow in the
system circulates by a gear pump drive (Cole-Parmer, Model: 75211-15) which can control the
flow velocity. The air-trap device is used to remove the air bubbles from the closed circuit. On
the other end, a commercial flow meter Danfoss MAGFLO (Type MAG 3000) is used as the
reference to indicate the mean flow volume.
The blood mimicking fluid (Dansk Fantom Service, Græse Strandvej 8, DK-3600 Fred-
erikssund, Danmark) consists of glycerol, orgasol, Trition x-100 (2%), NaBenzoat, and Na2EDTA
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Fig. 7. The performance for various flow-to-beam angles. The standard deviations and biases are calculated for evaluations.
diluted 1 : 9 with demineralized water. Dextran is added to the solution to increase the viscosity,
since the flow phantom is intended to mimic blood’s properties. The kinematic viscosity of the
fluid in the experiment is 3.6 m2/s. The flow is maintained with a peak velocity of 0.1 m/s. The
Reynolds number is:
Re =
2Rρv¯
µ
, (16)
where ρ is the blood density, µ is the kinematic viscosity of blood, and v¯ is the mean velocity
over the cross section of the vessel. The final Reynolds number is 162.5, which indicates there is
no turbulence in the flow. Furthermore, a 1.2 meter long metal tube is used to ensure a parabolic
flow.
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Fig. 8. Relative standard deviations as a function of number of emissions used in the velocity estimation.
The signal transmission and data acquisition is made by SARUS (Synthetic Aperture Real-
time Ultrasound System) [22]. SARUS can control individual channels of the transducer, so it
is possible to do all kinds of signal processing on them, which is very flexible to use and new
methods or imaging modes can be implement quickly.
A commercial linear array transducer is used in the experimental measurement. The transmis-
sion sequence setup is the same as simulations. The parameters for the measurement are shown
in Table II.
The transmission sequence is the same as the one used in the simulations. Each transmission
consists of four emissions, which are repeated over time. The ultrasound field is generated by
a focused beam using 64 elements. The transducer is controlled by SARUS including the setup
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Fig. 9. Relative bias as a function of number of emissions used in the velocity estimation.
of delay profiles and apodizations. The echo signals are received by the same 64 elements and
recorded to the local disk. The data are processed off-line on PCs running Linux and Matlab
(R2010b).
The vessel is placed 35 mm from the front face of the transducer and the transmit focus point
is placed at 10 mm. The angle between the flow and ultrasound beam is 70, 80 and 90 degrees.
512 emissions are repeated with fpr f = 4 kHz, namely, the transmission sequence is repeated
128 times. The new method is used to beamform the data along the flow direction. Directional
high resolution lines can be made at every emission and the cross-correlation function between
two high resolution lines from the same sequence can be calculated. Interpolation is applied to
find the precise peak value. The whole velocity distribution can be found by dividing the high
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Fig. 10. Relative standard deviations as a function of search range for the cross-correlation.
resolution line into small segments and use the same estimator to find the velocity.
The received signals are convolved with a matched filter to suppress the noise. The match
filter is define as the time reversed version of the impulse response signal. The filter matches
the spectrum of the transmitted signal, so the noise is suppressed and the signal-to-noise ratio
(SNR) of the matched signal is maximized. In the experimental measurement, the signal from
the fluid is much weaker than from the vessel wall due to the different acoustic impedance,
therefore, stationary echo canceling must be applied on the signal. This is performed by finding
the mean value of the directional high resolution lines and subtract this from each signals. In
this experiment, the signal from the wall is stable, since the vessel wall has no movement, the
mean subtraction method is enough to extract the flow signal. However, there is no limit to
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Fig. 11. Relative bias as a function of search range for the cross-correlation.
use other advanced cluster filter to distinguish flow and wall, since the HRI can be generated
continuously.
The resulting velocity profiles are shown in Fig. 14 for a flow angle of 70◦. The top graph
shows 40 profiles and the mean profile ±3 standard deviations is shown on the bottom. The
velocity and the distance are expressed in wavelengths λ. The relative standard deviation averaged
over the profile is 4.2% compared to the peak velocity and the relative bias is 4.3%. The
performances at 80◦ and 90◦ are shown in Fig. 15 and Fig. 16. The relative standard deviation
and bias are 5.3%, 8.1% for 80◦, and 13.8%, 14.5% for 90◦ compared to the peak velocity.
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Fig. 12. The performance for various positions of virtual sources. The standard deviations (top) and biases (bottom) are
calculated.
VII. PARAMETERS STUDY
Various parameters used in the velocity estimation are investigated in this section. The number
of cross-correlation functions used in the estimation and the search length are two parameters
that influence the performance.
A. The number of cross-correlation functions for one estimation
Due to the continuous HRIs available, it is possible to average any number of data to obtain one
estimate. Fig. 17 and Fig. 18 show the relative standard deviation and relative bias as a function
of number of emissions. The relative standard deviation decreases when number of emissions
increases for both angles and the relative bias get stable along the variable. The perform at 80
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Fig. 13. Flow rig system. The flow is pumped out to the air trap to remove air bubbles, then moves through a 1.2 m long
metal tube to develop a laminar flow. A flow meter measures the volume flow as a reference.
TABLE II
PARAMETERS FOR THE MEASUREMENT.
Parameter Value Unit
Central frequency 7 MHz
Sampling frequency 70 MHz
Number of elements 192
Transducer pitch 0.208 mm
Transducer height 4.5 mm
Pulse repetition frequency 4 kHz
Transmit and receive focal depth (virtual source) 10 mm
Number of transmit elements 64
Number of receive elements 64
Flow speed 0.095 m/s
degrees is worse than at 70 degrees. Since the vessel is close to the 90 degrees the RF signal
has less oscillations in the lateral direction.
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Fig. 14. The estimated velocity profiles at angle of 70 degrees. The transmit focus point is placed at 10mm. Top graph shows
40 profiles and the bottom graph shows the mean velocity profile ±3 standard deviation. The relative standard deviation is 4.2%
and relative bias is 4.3%.
The choice of this parameter can affect the frame rate. The theoretical expression of the frame
rate is:
fr =
c
2DNe
, (17)
where c is the speed of sound, D is the image depth and Ne is the number of emission for one
estimation. It is obvious that less emissions yield a high frame rate, and meanwhile this results
in the performance with higher standard deviations. From Fig 17 and Fig 18, the performance
does not become better with the number of emissions more than 48. So the choice around 48
gives good performance with the highest frame rate can be obtained.
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Fig. 15. The estimated velocity profiles at angle of 80 degrees. The transmit focus point is placed at 10mm. Top graph shows
40 profiles and the bottom graph shows the mean velocity profile ±3 standard deviation. The relative standard deviation is 5.3%
and relative bias is 8.1%.
B. The search length
The search length is the window length used in the cross-correlation. A part of the first image
line is windowed and shifted over the second image line to find where the windowed data most
closely matches the second. The purpose of using cross-correlation is to find the lag between
two signals and convert it to the velocity. The influence of this variable is shown in Fig 19
and Fig 20. The longer search length can improve the estimate of the cross-correlation function.
The standard deviation decreases as the search length increases, because the cross-correlation
function approximates the true autocorrelation function more closely. Another consideration of
choosing this parameter is that a long window can introduce a significant velocity gradient, which
can influences the standard deviations. The trade-off between the quality and computational
complexity can be found from 4λ and 8λ. It’s also clear to see the rise of the standard deviation
when this range increases, due to the velocity gradient introduced into the search range, which
increases the variance of the performance.
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Fig. 16. The estimated velocity profiles at angle of 90 degrees. The transmit focus point is placed at 10mm. Top graph shows
20 profiles and the bottom graph shows the mean velocity profile ±3 standard deviation. The relative standard deviation is
13.5% and relative bias is 15.1%.
VIII. COLOR FLOW IMAGING
A color flow map image can be generated using the same data sets, since the received signal
can be focused in all places and a full HRI can be created. This makes the frame rate of the
new method much higher than the conventional method. Fig. 21 shows a color flow map where
the angle is 70◦. 128 emissions are used to estimate the velocity profiles. Following the color
bar, the velocity in the centeral part of the vessel is highest and lowest close to the vessel wall,
and this is the velocity distribution that is supposed to achieved.
The another example is shown in Fig. 22. The angle in this color flow map is 90◦. The full
flow map is obtained by 128 emissions. The image is updated at 83 frames per second, more
than 15 mm wide, and 190 mm deep with the current setup.
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Fig. 17. The relative standard deviation as a function of number of emissions for one estimate. The red solid line represents
70 degrees, blue dashed line for 80 degrees and black dot dashed line for 90 degrees.
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Fig. 18. The relative bias as a function of number of emissions for one estimate. The red solid line represents 70 degrees,
blue dashed line for 80 degrees and black dot dashed line for 90 degrees.
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Fig. 19. The relative standard deviation as a function of the length of the search range. The red solid line represents 70 degrees,
blue dashed line for 80 degrees and black dot dashed line for 90 degrees.
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Fig. 20. The relative bias as a function of the length of the search range. The red solid line represents 70 degrees, blue dashed
line is for 80 degrees, and black dot dashed line for 90 degrees.
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Fig. 21. Color flow map created by 128 emissions using synthetic aperture dual stage beamforming. The angle between flow
and ultrasound beam is 70 degrees and the peak velocity is 0.095 m/s.
Fig. 22. Color flow map created by 128 emissions using synthetic aperture dual stage beamforming. The angle between flow
and ultrasound beam is 90 degrees and the peak velocity is 0.095 m/s.
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IX. CONCLUSIONS
The new method for directional synthetic aperture flow imaging using dual stage beamforming
has been developed. The main advantage is that the method can find the correct vector flow
velocity and the velocity estimation is angle independent. Another important improvement is
the reduction in system complexity. The full synthetic aperture flow imaging demands a high
amount of calculations to achieve a full color flow map, which is difficult to implement in a
commercial scanner. The dual stage beamformer makes it possible to maintain the advantages
of the synthetic aperture technique with much less calculations.
The improvements of this method are: 1) An angle independent velocity estimation can be
obtained. The angle can be estimated using directional cross-correlation method as described
in [21]. Once the angle is known, the vector flow can be estimated instead of only axial com-
ponent in conventional method. 2) When the same size image is generated using a conventional
method, the frame rate is less than 15 Hz. The color flow mapping is generated at 83 Hz
using the new method. Since the HRIs are continuously available, the velocity can be estiamted
continuously as well. With the new method, a full image can be generated at every emission
instead of multiple emissions required for one image and this can speed up the flow imaging
even more. 3) The performance of the new method is good. The standard deviation is around
13% for 90 degrees and less than 10% for others. There is no limitations to use any clustering
filter to separate the flow from tissue motion due to the HRIs available continuously. 4) The dual
stage beamformer reduces the amount of calculations that is a major limitation for full synthetic
aperture. The first stage is simple, since it is a fixed beamformer, and the second stage has the
same level of calculations as dynamic receive focus.
The method has been investigated through both simulations and experimental measurements. A
full color flow map can be generated using the same data sets and a 85 Hz frame rate is achieved
with this measurement setup. Several parameters can affect the performance. The optimization of
the number of emissions used for one estimation and the length of the cross-correlation function
can improve the performance.
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Abstract—A new technique for synthetic aperture flow imaging
is presented in this paper. The objective is to increase the frame
rate and still maintain a beamforming quality sufficient for
flow estimation that is possible to implement in a commercial
scanner. A dual stage beamformer is used to beamform the data.
In the first stage data are beamformed with a fixed transmit
and receive focal point to obtain conventional RF lines. Then
the fully dynamic second beamformer uses the data from the
first stage to beamform the full image. High resolution image
(HRI) lines obtained from the second stage beamformer are
input to the velocity estimator. There are four emissions in each
emission sequence, which repeat over time. In each emission 32
elements are excited for transmission and 64 elements are used
for receiving signals. Thus, four low resolution lines generated
in the first stage are input to the second stage beamformer to
generate a HRI. Velocities are estimated by cross correlating RF
lines n and n+N, where n is the global emission index and N is the
number of emissions in one sequence. Furthermore, the velocity
profile can be obtained by dividing RF lines into small segments,
thus, they are calculated as a function of depth. The performance
of this approach has been studied using simulations by Field II
and different parameters are studied to reveal the robustness
of this approach. For different spacings between emission lines
[2, 6, 10, 14]λ, the standard deviation and the bias of the axial
velocity component were [1.92, 2.0, 2.07, 2.21]% and [0.61, 1.07,
1.29, 1.5]%, respectively, compared to the peak velocity. With a
spacing of 10λ, varying the number of emission sets [1, 2, 4, 6, 8]
used for averaging resulted in standard deviations of [7.14, 2.28,
2.07, 1.92, 1.36]% and bias [11.43, 2.36, 1.29, 1.29, 1.22]%. The
parameter study showed that larger spacings gave an increased
standard deviation and bias. Furthermore, performance improves
if more emissions sets are used for averaging. The performance
of the simulation indicates that this dual beamformer approach
was able to estimate the flow velocity.
I. INTRODUCTION
The conventional ultrasound method for acquiring color
flow mapping (CFM) has two major limitations: the low frame
rate and that the velocity estimates are angle dependent.
With the conventional method, the image consists of many
image lines and each of them are obtained by using multiple
pulse emissions in that direction. Therefore, the frame rate is
low if more image lines are needed. The low frame rate makes
the velocity measurement range small and makes it impossible
to identify the rapid temporal variations in the blood vessel.
The other major limitation is the angle. Only the axial velocity
component can be measured in conventional CFM which is a
major limitation.
Compared to conventional ultrasound imaging, SA imaging
can obtain data continuously and make the frame rate higher
and obtain a dynamically focused image in both transmit and
receive [1]. Synthetic aperture (SA) techniques have been in-
vestigated by several authors [2] [3] [4]. The idea behind SA is
to obtain a HRI by adding all the low resolution images (LRI)
from the emission sequence. The spherical wave is supposed
to be emitted from a single element to cover a large scatterer
area. After every emission, a new HRI can be obtained by
replacing the latest LRI, thus, yielding continuous HRIs. Those
are important issues for flow estimation. In SA imaging a
HRI is available at every pulse emission, because of the
continuous data acquisition. Therefore, velocities throughout
the image can be estimated at the same time. Furthermore, the
velocity can be found in any direction, because focusing can
be performed in all directions.
However, it is not easy to implement SA on a scanner
because of the very high number of calculations for making
real-time imaging. Therefore, it is of interest to develop a
method that can increase the frame rate and is able to reduce
the system implementation complexity at the same time. The
dual stage beamformer approach is an alternative to achieve
images depth independent focusing without degrading the
frame rate and make it possible to implement on a scanner
with few calculations.
A. Dual stage beamformer method
The dual beamformer approach is a two-stage beamforming
procedure. In the first stage the data are beamformed using a
fixed focus. The focused RF lines are the input to the second
beamformer, which is fully dynamically focused. The concept
of considering transmit and receive focal points as virtual
sources is the basis for calculating the time-of-flight (TOF)
[5], [6].
The first stage image lines are obtained by emitting and
receiving signals from an active sub-aperture, which moves
along the transducer with emission index. Applying the delay
profile on the sub-aperture yield focused ultrasound beams. At
every emission a single image line is beamformed along the
beam direction. The whole image consists of many acquired
lines, which are the input to the second beamformer. The
receive focal point coincides with the transmit focal point
and the round trip TOF is calculated in the second stage
beamformer by tracing the path of the ultrasound wave. The
wave starts from the transmit origin to the imaging point
through the transmit focal point and propagates back to the
receive element through the receive focal point. The length of
TOF path is given by [7]:
dto f =|~rve−~re|± |~rip−~rve|± |~rve−~rip|+ |~rr−~rve|, (1)
where, ~rve, ~re, ~rip, ~rve are positions of the virtual element, the
emitting element, the imaging point, and the receive element,
respectively. The sign ± in (1) represents whether the imaging
point is in front or behind the virtual source. Thus, the delay
time for looking up RF data td is calculated as td = dto f /c, c
being the speed of sound.
The first stage RF lines are fed into the second beamformer.
These RF lines contain the scatterer information within the
focused beam, which is defined by an opening angle α.
α= 2arctan
1
2F#
. (2)
The opening angle is determined by the F#, which is
influenced by the fixed focal depth. Each image line from
the first stage only carries the spatial information within the
ultrasound beam. The signal outside the opening angle is
discarded. The imaging point in the second stage is obtained
by adding all the values from those RF data that intersect at
that point (see Fig. 1).
point
focal
Fig. 1. Illustration of the second beamformer. Four image lines from the
first stage are the input to the second stage here. They only carry limited
information from the scatterer field which is indicated by waves. The high
resolution points indicated as green dots are obtained by adding all low
resolution points overlapping at that position.
Fig. 1 illustrates how the data are beamformed in the second
beamformer. The opening angle defines the arc area that the
ultrasound beam can cover and each high resolution point
is composed of all low resolution points that can reach that
position.
The HRI point at ~rip is constructed as
h(~rip) =
K(z)
∑
k=1
W (xk,z)sk(zk), (3)
zk = |~rvek−~rek|± |~rip−~rvek|± |~rvek−~rip|+ |~rek−~rvek|, (4)
from (3) the HRI is formulated as the summation over the
number of emissions K, the xk and zk are the lateral and
axial positions which is define in (4). W is the apodization
function, while sk denotes the spatial RF data from the first
beamformer. All the LRIs contribute to a HRI. Therefore, a
depth independent lateral resolution image can be achieved
compared to conventional dynamic receive focusing imaging
B. Flow velocity estimator
This dual beamformer approach can be used for flow veloc-
ity estimation, because the HRI can be obtained continuously.
At every emission the previous corresponding LRI is replaced
by the latest LRI, thus, yielding a new HRI. As long as the
replacement is repeated over the emission sequence, the HRI
is available continuously. When scatterer are moving, every
HRI is like a snapshot at every Tpr f (pulse repetition time).
As long as the shifted distance between two images can be
estimated, the velocity can be obtained easily. This is the basic
idea behind synthetic aperture flow estimation.
If the velocity is constant, the relationship between two
HRIs can be expressed as [8]
Hn(t) = Hn−N(t−2νz
c
NTpr f ), (5)
where t is the propagation time from pulse emission, n is the
global emission index, N is the number of emissions in one
sequence, νz is the velocity along the axial direction and Tpr f
is the pulse repetition time. From (5) it is apparent that high
resolution images obtained from different emission sequences
are actually the time shifted version of each other. The time
shift comes from the shifted position of moving scatterer,
which makes the wave propagation path change, thus yielding
a change in TOF. If this time shift can be estimated between
two HRIs, the velocity can be calculated.
The time shift can be found by cross correlating two
high resolution lines Hn and Hn−N and the velocity can be
represented by the time shift. The cross correlation function
can be formulated as [9]
Rn−N,n(τ) =
1
2T
∫
T
H(n−N)(t)H(n)(t + τ)dt (6)
=
1
2T
∫
T
H(n−N)(t)H(n−N)(t− ts + τ)dt
= Rn−N,n−N(τ− ts),
where the ts gives the times shift of the peak of the cross
correlation function. The velocity can be then expressed as
νz =
cts
2NTpr f
. (7)
If the flow moves with a constant velocity, several cross
correlation pairs Hn and Hn−N are subject to the same time
shift and the maximum value of their cross correlation function
is located at τ= ts as well. Therefore, these cross correlation
functions can be averaged to make the correct peak maximum
and obtain better estimates.
The above estimation is for a constant velocity, however,
the blood velocity in the human vessel changes as a function
of depth. In order to obtain the velocity profile along the
depth, the RF data are divided into small segments. The above
cross correlation function is calculated for each segments
corresponding to the same depth. Velocities at the same
depth are assumed to be almost the same so the value does
not change significantly for several emissions. Then cross
correlation functions from that sequence range can be averaged
to improve the estimation.
Usually, signals are sampled with discrete time so the time
shift ts can be represented as delay lag in the cross correlation
function. Thus, the velocity can be reformulated as
νz =
cks
2N fsTpr f
, (8)
where ks is the delay lag in the cross correlation function and
fs is the sampling frequency. A more precise lag can be found
by interpolating the cross correlation function around the peak
value [10]
kint = ks− Rˆ12(ks +1)− Rˆ12(ks−1)
2(Rˆ12(ks +1)−2Rˆ12(ks)+ Rˆ12(ks−1))
. (9)
Then the estimated velocity can be expressed as
νˆz =
ckint
2N fsTpr f
. (10)
The important issue for cross correlation is that two high
resolution images should be achieved from the same emis-
sion sequence. That maximizes the correlation function. The
correlation level is low if two HRIs are not from exactly the
same emission sequences. This can easily be done by applying
recursive imaging. The HRI is available at every emission
by replacing the corresponding LRI yielding the new cross
correlation function. [3], [8]
II. RESULTS
The method is simulated by using Field II [11], [12].
The evaluation is quantified by the mean bias and standard
deviation. The simulation parameters are shown in Table I.
Parameter Value Unit
Central frequency 7 MHz
Sampling frequency 120 MHz
Speed of sound 1540 m/s
Number of elements 192
Transducer pitch 0.208 mm
Transducer height 4.5 mm
Pulse repetition frequency 5 KHz
Transmit and receive focal depth (virtual source) 10 mm
Number of transmit elements 32
Number of receive elements 64
TABLE I
PARAMETERS FOR FLOW SIMULATION.
The transducer has 192 elements with λ pitch. The F# is
determined by the length of the sub-aperture and the focal
point. In the simulation it is fixed at F# = 1.5 as a starting
point.
The scatterer positions in the flow vessel are simulated by a
random uniform distribution and they have random Gaussian
distributed amplitudes. A parabolic profile is used across the
whole vessel. The vessel is 20 mm long with a diameter of
20 mm and the center of the vessel is 35 mm away from the
transducer. The angle between the flow vessel and the axial
beam is 45◦.
The number of emissions is limited to N = 4 in one emission
sequence. The emission is repeated over the sequence, thus, the
n and n+N sequence have the same sub-aperture to transmit
and receive signals. Meanwhile, in the parameter study the
spacing between emissions and number of averaged cross
correlation functions are varied to see the robustness of the
approach.
The simulation results are evaluated through the relative bias
and relative standard deviation. The bias is defined as:
νbias =
1
NpNν
Np
∑
i=1
Nν
∑
k=1
νˆ(~rk, i)−ν(~rk), (11)
where Np is the number of estimated profiles, Nν is the
number of samples in one profile, ~rk represents the position
for velocity estimation, νˆ(~rk, i) is the estimated velocity at ~rk in
ith profile, and ν(~rk) is the true velocity profile. The standard
deviation is defined as:
νstd =
√√√√ 1
NpNν
Np
∑
i=1
Nν
∑
k=1
(νˆ(~rk, i)−ν(~rk))2, (12)
where ν(~rk) is the mean velocity profile estimate. The
relative bias and standard deviation are relative to the peak
velocity in the vessel.
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Fig. 2. Velocity profiles at the center. Blue solid line is the estimated profile,
red dashed line is the true profile, and green dot lines are ±three standard
deviations.
Fig. 2 shows the result of the new estimator and the
estimated velocity profiles at the center are shown in the
figure. Blue solid line gives the mean of 64 estimates. The
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Fig. 3. The statistics for the performance as a function of spacing and
averaging number. The top row shows standard deviation and bias as a
function of spacing. The second row shows the performance as a function
of the number of emission sets used for averaging.
larger spacing is supposed to cover a wider area, but a
larger area is obtained at the expense of a slight increase in
standard deviation. The parameter study gives the performance
of varying the spacing from 2λ to 14λ. When four emissions
are further apart, the standard deviation at the center only
changes slightly.
The quantitative statistics are shown in Fig. 3. The blue
solid line represents the mean standard deviation, while the
red dashed line is the mean bias. The first row illustrates
the influence of spacing between beams. Although the per-
formance is improved with smaller spacing, the magnitude is
small, meaning it has limited influence on the performance.
The second row illustrates how averaging affect perfor-
mance. A high number of emission sets for averaging yields
improved estimations. Four emission sets are used for averag-
ing as no major improvement is seen beyond that. Therefore,
the previous simulations are done by choosing four emission
sequences to average cross correlation functions.
Fig. 4 provides an overview of the performance over the
lateral position. Each curve represents the root mean square
error as a function of the lateral position with a certain spacing.
The estimation accuracy decreases when the vessel is further
away from the center and increased spacing decreases the
accuracy.
III. CONCLUSION
A new method for flow estimation is presented in this
paper. A two-stage beamformation is applied for imaging,
where the first stage beamformer creates RF lines and the
second stage beamformer creates the image with full dynamic
focusing. The velocity can be obtained by cross correlating the
corresponding image lines. The approach is verified by Field
II. The performance of the estimation is affected by the spacing
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Fig. 4. The root mean square error of the performance at different lateral
position with varied interspace.
between emissions and the number of sets for averaging. The
approach has its limitation in covering a large area, and this
is the topic for further investigation.
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Abstract— A dual stage beamformer method for synthetic 
aperture flow imaging has been developed. The motivation is 
to increase the frame rate and still maintain a beamforming 
quality sufficient for flow estimation that is possible to imple-
ment in a commercial scanner. With the new method high 
resolution images can be obtained continuously, which will 
highly increase the frame rate. The flow velocity is estimated 
by using a time-domain cross-correlation technique.  The 
approach is investigated through experiments with the SARUS 
scanner (Synthetic Aperture Real-time Ultrasound System). A 
flow rig generates a parabolic laminar flow, and the SARUS 
scanner is used for acquiring the data from individual chan-
nels of the transducer. The experimental results showed that 
increasing the number of imaging lines used for the estimation 
form 4 to 24 reduces the standard deviation from 21% to 
7.6%. The parameter study showed that the number of cross- 
correlation functions for averaging and length of the search 
range influence the performance. 
Keywords— Synthetic aperture flow imaging, synthetic 
aperture sequential beamforming, SARUS.  
I. INTRODUCTION  
Synthetic aperture (SA) ultrasound imaging has many 
benefits compared to conventional imaging methods. Due to 
the complete data set, it is possible to have both dynamic 
transmit and receive focusing to improve contrast and reso-
lution, and the data can be beamformed in any direction at 
any position. Therefore, SA flow imaging can achieve flow 
velocity mapping with a high frame rate and high resolu-
tion. However, a full SA method needs to acquire individual 
element data, which consumes huge amounts of memory, if 
the number of emissions is high. The high number of calcu-
lations is a challenge and makes real time implementation 
expensive. A synthetic aperture sequential beamforming 
(SASB) approach has been suggested without the need for 
storing RF-data and with a reduced system complexity [1]. 
Compared to a full SA setup only a single RF-line is beam-
formed and stored for each emission. That reduces the num-
ber of calculations and complexity significantly. 
The approach was developed and tested through simula-
tions [2]. The results indicated that it was possible to em-
ploy a dual stage beamformer approach for synthetic aper-
ture flow imaging [2]. The standard deviation on the 
estimates was found to be less than 3% (compared to the 
peak velocity). 
In this paper, a preliminary experiment was made to veri-
fy the method. A flow rig system with a gear pump gene-
rates a parabolic laminar flow profile inside the tube. A 
commercial linear array scans the tube at a fixed angle. The 
SARUS (Synthetic Aperture Real-time Ultrasound System) 
[3] scanner system amplifies and digitizes the receiving 
signals and stores the data in the local memory. The stored 
data sets are processed off-line to estimate the flow velocity 
profile.  
II. METHOD FOR SASB FLOW IMAGING 
This section describes how the dual stage beamformer 
approach and synthetic aperture flow imaging work.  
 
A. Dual stage beamformer approach 
At every emission, a focused beam is transmitted and re-
ceived by a subaperture. The transmit elements are Ham-
ming weighted to reduce edge effects. In the first stage the 
data is beamformed at the same fixed focus in both transmit 
and receive. The constructed B-mode RF lines are then 
input to a second beamformer, which is fully dynamically 
focused. In the second stage, the emit focus points are con-
sidered as virtual sources, since a spherical wave emanates 
from this point in a limited angular region. 
In receiving beamforming, the time of flight (TOF) is 
calculated to find the correct signal samples. The round trip 
TOF is calculated by tracing the path of the ultrasound 
wave, which is 
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where ver

, er

, ipr

, and rr

 are the positions of the virtual 
element, the emitting element, the imaging point, and the 
receive element, respectively. The virtual sources are at the 
same position as the focal points. The wave starts from the 
transmit origin to the imaging point through the transmit 
focal point and propagates back to the receive element 
through the receive focal point. 
The beamforming method is illustrated in Fig. 1. The im-
age from the second stage is constructed by selecting sam-
ples corresponding to the same position from the first stage 
B-mode lines. Therefore, each high resolution image point 
is obtained by summing the corresponding low resolution 
image point in the first stage. 
The wave beam pattern in Fig. 1 is determined by the 
opening angle  , which can be expressed as 
 #
12arctan
2F
   ,  (2) 
where #F is the ratio of the focal point depth and the size of 
the active sub-aperture. The choice of focal point depth and 
the sub-aperture length can influence the transmitted wave 
field and the point spread function (PSF). 
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Fig. 1.  Illustration of the second beamformer. Four image lines from the 
first stage are the inputs to the second stage here. They only carry informa-
tion within the transmit pattern, which is defined by the opening angle. The 
high resolution points indicated as green dots are obtained by adding all 
low resolution points overlapping at that position. 
B. Velocity estimator 
At every emission the low resolution image is replaced 
by the latest one, thus, high resolution images can be ob-
tained continuously. Due to the scatterer moving in a certain 
direction, the two consecutive signals are time shifted ver-
sions of each other, which can be expressed as [4] 
 ( ) ( 2 )n n N z prf
vH t H t NT
c
   ,  (3) 
where t is the propagation time from pulse emission, n is 
the global emission index, N is the number of emissions in 
one sequence, zv is the velocity along the axial direction and 
prfT is the pulse repetition time.  
The cross-correlation function is calculated between two 
high resolution images from the same emission sequence, 
which can be formulated as 
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where st gives the times shift of the peak of the cross-
correlation function. The axial velocity can then be ex-
pressed as 
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The summation of several cross-correlation functions 
lowers the variance and improves the estimate. The velocity 
profile can be achieved by finding the cross-correlation 
function as a function of depths.  
III. EXPERIMENTAL SETUP 
The flow rig system is illustrated in Fig. 2. The fluid 
flows through the flow circulation system, which includes a 
gear pump drive, (Cole-Parmer, Model: 75211-15) that can 
vary the speed and a Danfoss MAGFLO Flowmeter (Type 
MAG 3000) for reference. The mean flow volume is meas-
ured by the flowmeter. An air-trap device removes air bub-
bles from the closed circuit. A 1.2 m long metal tube is used 
to develop the laminar flow, and the tube inside the water 
tank is made of rubber.  
The concentrated Doppler fluid, (Dansk Fantom Service) 
consists of Glycerol, Orgasol, Triton X 100 (2%), Naben-
zoate, Na2EDTA diluted 1:9 with demineralized water. 
Dextran is added to the solution to increase the viscosity as 
the flow phantom is intended to mimic the blood properties. 
The final kinematic viscosity of the flow phantom is 3.6  
mm2/s which is within the acceptable range. 
The measurement parameters can be found in Table 1. 
The angle between the ultrasound beam and the laminar 
flow is 70 degrees. The center of the tube is 28 mm from the 
surface transducer. The transmitting pulse and the data 
acquisition are performed by the SARUS scanner [7]. Arbi-
trary waveforms can be emitted and all channel data from 
the transducer are acquired simultaneously.  
Each transmit sequence contains four emissions, which 
are active at different positions. The centers of the sub-
apertures are several  away from each other. At each 
emissions, 64 elements are active and transmit a focused 
beam. The scattering signals are received by the same ele-
ments. The acquisition was made for 256 emissions using 
this transmit sequence, thus 252 high resolution lines can be 
obtained. The high resolution signal was convolved with a 
match filter to remove noise outside the pulse frequency 
range. Stationary echo cancelling was done by calculating 
the mean value of several high resolution signals and then 
subtracting this from the signals. 
 
 
Fig. 2.   Flow rig system. The flow is pumped out to the air trap to remove 
air bubbles, then moves through a 1.2 m long metal tube to develop a 
laminar flow. A flow meter measures the volume flow as a reference. 
Table 1 Parameters for the measurement 
Parameters Value Unit 
Transducer center frequency 7 MHz 
Sampling frequency 70 MHz 
Transducer pitch 0.208 mm 
Transducer height 4.5 mm 
Pulse repetition frequency 4 KHz 
Radius of rubber tube 6.5 mm 
Number of transmit element 64  
Number of receive element 64  
Focal depth (virtual source) 10 mm 
Volume flow speed 20 L/h 
 
After applying the match filter and stationary echo can-
celling, the signals were cross-correlated with the signals 
from the same sequence and added to the other cross corre-
lation functions to obtain the velocity. Furthermore, the 
velocity profile is obtained as the cross-correlation was 
found as a function of depths. 
The resulting image is shown in Fig. 3. There are four 
emissions with seven   spacing between each emission. 24 
lines were used for each velocity estimate. The standard 
deviation varies between 1.8% and 20%, with an average 
over the profile of 6.4% relative to the axial peak velocity of 
0.034 m/s and the average bias is 7.6% over the profile.  
Fig. 4 shows the velocity profiles obtained from the same 
emission sequence, but with different number of averaging 
number. Averaging 48 cross-correlation functions yield 
better velocity estimates. The standard deviation and bias 
are 4.4% and 7.6% relative to the peak velocity. 
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Fig. 3. Velocity profiles are obtained by four emissions with seven   
spacing. 24 cross correlation functions are averaged to get one profile. The 
left graph shows 10 estimated profiles and the right shows the mean profile 
with ±3 standard deviations. 
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Fig. 4. Velocity profiles are obtained by four emissions with seven   
spacing. 48 cross correlation functions are averaged to get one profile. The 
left graph shows 5 estimated profiles and the right shows the mean profile 
with ±3 standard deviations.  
 
The results of the parameter study are shown in Fig. 5 
and Fig. 6. It is obvious that both the averaging number and 
number of  in the searching range have an influence on the 
estimation performance. Using more cross correlation func-
tions for one estimate gives better performance and a longer 
searching range gives more reliable results. 
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Fig. 5. The standard deviation and bias as a function of number of cross-
correlation functions averaged. 
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Fig. 6. The standard deviation and bias as a function of number of   
in the search range. 
IV. CONCLUSIONS  
 The two stage beamformer approach is investigated ex-
perimentally for synthetic aperture flow imaging. Full syn-
thetic aperture can acquire data continuously yielding high 
resolution images available for processing, and the data can 
be focused both in transmit and receive in any direction and 
position. However, this approach needs more allocated 
memory to store all channel data and demands more calcu-
lations. The new method has to store beamformed image 
lines from the first stage only instead of all the individual 
channel data. This reduces the number of calculations sig-
nificantly and lowers the complexity of the system. Al-
though the number of stored image lines is reduced, the 
beamforming quality is sufficient for flow imaging. 
The preliminary experiment in this paper proved that it is 
possible to use the new method for synthetic aperture flow 
imaging, and that a fast flow imaging system can be built 
with the continuous data acquisition. Although a simple 
match filter was applied and mean subtraction used for 
stationary echo cancelling, the system is open for using 
other echo cancelling filters.  
The SARUS scanner is not yet fully functioning and the 
data acquisition in this paper may be influenced by a low 
SNR (1.7 dB) due to low analogy amplification. Therefore, 
flow signals may at times have been affected by this, which 
makes the real signal difficult to detect. 
The parameter study was done to examine how some key 
variables influence the estimation performance. The number 
of cross correlation functions used for averaging and the 
length of searching range influence the results, but in this 
preliminary experiment also the low SNR caused a de-
creased performance, when fewer emissions were averaged. 
Thus, the suggested method makes it possible to build a 
synthetic aperture flow imaging system with fewer calcula-
tions and a lower complexity of the system. 
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Abstract—A new method for directional synthetic aperture flow
imaging using a dual stage beamformer approach is presented.
The velocity estimation is angle independent and the amount
of calculations is reduced compared to full synthetic aperture,
but still maintains all the advantages at the same time. The
new method has been studied using the Field II simulations and
experimental flow rig measurements. A linear array transducer
with 7 MHz center frequency is used, and 64 elements are active
to transmit and receive signals. The data is processed in two
stages. The first stage has a fixed focus point. In the second
stage, focal points are considered as virtual sources and data
is beamformed along the flow direction. Then the velocities are
estimated by finding the spatial shift between two signals.
In the experimental measurements the angle between the
transmit beam and flow vessel was 70◦ and a laminar flow with
a parabolic profile was generated by a flow rig. The flow with
a peak velocity of 0.1 m/s was sampled at a pulse repetition
frequency of 4 kHz. The signals were transmitted and received
by the experimental scanner SARUS (Synthetic Aperture Real-
time Ultrasound System). A relative standard deviation of 2.3%
and bias of 6.4% at 65◦ were achieved in the simulations, and
4.3% and 4.2% for the experimental measurements. A color flow
map image was made in 48 emissions corresponding to a frame
rate of 83 frames/s.
I. INTRODUCTION
The angle dependency of velocity estimates is a major
limitation for flow estimation in current ultrasound systems.
The data are beamformed along the transmitted ultrasound
beam, so only the velocity projected onto the beam direction
can be estimated. However, many blood vessels lie along the
skin surface that is nearly perpendicular to the transducer
surface, which is a major challenge in the clinic.
Many authors have proposed different methods for solving
the angle dependency problem. Fox [1] developed a method
using multiple crossed-beams to measure the flow velocity
and the angle. Trahey and coworkers [2] developed a method
for flow imaging based on tracking the motion of the speckle
pattern on the B-mode images. Jensen and Munk [3] developed
a method that produces a transverse oscillation in the field.
Once the lateral modulation is generated in the field, the ve-
locity component in that direction can be estimated. Newhouse
and coworkers [4] estimate the multi-dimensional velocity
using the spectral broadening phenomenon. The amplitude of
echo signals are modulated by the lateral and elevation beam
patterns.
The Synthetic Aperture (SA) technique is a solution to
this problem. The major advantage of SA is, that the data is
available continuously and can be focused dynamically both in
transmit and receive [5], [6]. Using recursive imaging, the flow
motion can be tracked from the instantaneous high resolution
image so the whole color flow map can be created quickly [7].
So the SA technique can be applied to fast flow imaging.
Furthermore, the data can be beamformed in any direction
with the SA technique, so the vector flow can be obtained by
finding the directional signal along the flow direction, and this
can be done for any direction. Jensen and Nikolov [8] have
investigated this method through simulations, experiments and
in vivo measurements.The relative standard deviation can be
0.36% compared to the peak velocity.
However, full SA requires a large amount of calculations,
which gives a high demand on data transfer and storage
in the system. Although SA has many advantages against
conventional methods, currently it is hard to implement in a
scanner. SA dual stage beamforming approach is an alternative
method to implement the SA technique. SA using a dual stage
beamformer approach is developed for reducing the amount of
calculations, but still maintains the advantages of SA [9]. With
this method, the angle should be known before the estimation.
The angle can be determined based on finding the angle of
maximum normalized cross-correlation function [10], so a
fully autonomous velocity estimation system can be made.
In this paper, results from both simulations and experimental
measurements are presented, and a color flow map image is
shown. The frame rate is 10 times higher than the conventional
method and the amount of calculations is reduced compared
to full SA.
II. DUAL STAGE BEAMFORMER AND DIRECTIONAL
BEAMFORMING
The received signals are processed in two separate beam-
formers. In the first beamformer, a fixed delay profile is
applied on the received data to beamform image lines. In
the second stage, the time-of-flight (TOF) is calculated as the
distance from the transmit element to the image point via the
transmit focus point and back to the receive element via the
receive focus point. The data are aligned in phase based on
selecting the same TOF and the output data from the first
stage is focused dynamically in receive [9]. The beamformed
data in the first stage represents the information within the
focused ultrasound beam, which is defined by an opening
angle α [9], [11]
α= 2arctan
1
2F#
, (1)
where F# is the ratio of the focal point depth to the length of
the active sub-aperture.
The directional beamforming is applied in the second stage.
Instead of beamforming the data along the ultrasound beam,
it is focused along the flow direction. SA can obtain high
resolution images (HRIs) continuously, and the data can be
focused in any direction. The new coordinate for directional
beamforming is shown in Fig. 1
transducer
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θ
Fig. 1. The setup of the ultrasound imaging system. With directional
beamformer, the data is focused along the flow direction instead of the axial
direction, so the new coordinate system (x′,y′,z′) is applied to find positions.
The relations between the new and original coordinates are
described as
x = x′ sin(θ) (2)
y = y′
z = z′ cos(θ)− zves,
where x′, y′ and z′ represent the new coordinates, zves is the
depth of the vessel, while x, y and z are the original ones. θ
is defined as the angle between the ultrasound beam and the
flow direction. Therefore, the focusing points ~rip(k) can be
expressed as
~rip(k) = [k∆x′ sin(θ), 0, k∆z′ cos(θ)+ zves], (3)
where k is the sample index, ∆x′ and ∆z′ are the spatial
sampling interval in the x′, z′ directions.
III. FLOW VELOCITY ESTIMATOR
The HRIs are needed to estimate the flow velocity. This
can be achieved at every emission, since the data are available
continuously and the HRI is formed by summing the last N
low resolution images (LRIs). In the new coordinate, the HRI
can be formulated as
H(n)(~rip(k)) =
n
∑
i=n−N+1
L(i)(~rip(k)), (4)
where H(~rip(k)) and L(~rip(k)) are the high resolution images
and low resolution images beamformed along the ultrasound
beam. N is the number of emission events in one sequence.
Two HRIs from the same emission sequence have a spatial
shift due to the movement of the scatterer. The relation can
be expressed as
H(n)(~rip(k)) = H(n−N)(~rip(k)−~vTpr fN), (5)
where ~v is the velocity of the scatterers and Tpr f is the pulse
repetition time. The shift term in (5) indicates the speed of the
movement over a number of emissions. The cross-correlation
technique is used to estimate this shift. As the received signal
is sampled at discrete space, the form is
Hd(k) = H(~rip(k)) (6)
Then the cross-correlation function can be calculated in
discrete form. Since the cross-correlation function is estimated
from two signals at the same depth in the z′ coordinate,
the cross-correlation can be expressed in one dimension. The
discrete version is
Rn−N,n(l) =
1
Nk+1
NK/2
∑
k=−NK/2
H(n−N)d (k)H
(n)
d (k+ l) (7)
=
1
Nk+1
NK/2
∑
k=−NK/2
H(n−N)d (k)H
(n−N)
d (k+ l− ks)
= Rn−N,n−N(l− ks),
where Nk+1 is the number of samples in the high resolution
signal, ks is the delay lag indicating the peak value in the
cross-correlation function. Therefore, the spatial shift can be
represented as a delay lag in the cross-correlation function,
thus, the speed along the flow direction can be
|~v|= ks∆z
NTpr f
, (8)
where ks is the delay lag in the cross correlation function,
∆z is the spatial sampling interval, and N is the number of
emissions in one sequence.
IV. RESULTS
The method was simulated using Field II [12], [13] and
verified through experimental measurements. Table I shows
the parameters used in both simulations and measurement.
In the simulation, the blood flow is mimicked by numerous
moving scatterers with a random uniform distribution and
they have random Gaussian distributed amplitudes. 200,000
scatterers are confined in the simulated blood vessel, which is
30 mm long. Laminar flow with a parabolic profile moves in
the vessel, and the peak velocity is 0.1 m/s.
In the experiment, the flow is generated by a circulating flow
rig system as illustrated in Fig. 2. A gear pump drive (Cole-
Parmer, Model: 75211-15) controls the volume flow in the
tube. The air-trap device is used to remove air bubbles from the
closed circuit and a commercial flow meter Danfoss MAGFLO
(Type MAG 3000) is used as the reference for the volume
Parameter Value Unit
Central frequency 7 MHz
Sampling frequency (simulations) 120 MHz
Sampling frequency (experiments) 70 MHz
Speed of sound 1480 m/s
Number of elements 192
Transducer pitch 0.208 mm
Transducer height 4.5 mm
Pulse repetition frequency 4 kHz
Transmit and receive focal depth (virtual source) 5 mm
Number of transmit elements 64
Number of receive elements 64
The radius of the tube in simulations 10 mm
The radius of the tube in experiments 6.5 mm
TABLE I
PARAMETERS FOR FLOW SIMULATION.
Air 
trap
Danfoss 
MAG
3000
Gear pump 
drive
Water container
Plastic tube
Rubber tubeMetal tube
d=1.2m
Fig. 2. Flow rig system. The flow is pumped out to the air trap to remove
air bubbles, then moves through a 1.2 m long metal tube to develop a laminar
flow. A flow meter measures the volume flow as a reference.
flow. The blood mimicking fluid (Dansk Fantom Service,
Frederikssund, Danmark) consists of glycerol, orgasol, Trition
x-100 (2%), NaBenzoat, and Na2EDTA diluted 1 : 9 with
demineralized water. Dextran is added to the solution to
increase the viscosity, since the flow phantom is intended to
mimic blood’s properties. The kinematic viscosity of the fluid
in the experiment is 3.6 mm2/s. The flow is maintained with
a peak velocity of 0.1 m/s.
There are four emissions in one sequence, which is repeated
several times. The transmission and receive are controlled by
SARUS [14] and all the channel data is sampled by SARUS
and stored to a disk, and then processed offline.
The simulation results are evaluated through the relative bias
and relative standard deviation. The bias is defined as:
vbias =
1
vpeakNpNv
Np
∑
i=1
Nv
∑
k=1
vˆ(~rk, i)− v(~rk), (9)
where Np is the number of estimated profiles, Nv is the number
of samples in one profile, ~rk represents the position for velocity
estimation, vˆ(~rk, i) is the estimated velocity at ~rk in ith profile,
and v(~rk) is the true velocity profile. The relative standard
deviation is defined as:
vstd =
1
vpeak
√√√√ 1
NpNv
Np
∑
i=1
Nv
∑
k=1
(vˆ(~rk, i)− v(~rk))2, (10)
where v(~rk) is the mean velocity profile estimate. The relative
bias and standard deviation are relative to the peak velocity in
the vessel.
Fig. 3 illustrates the simulation result, where the angle
between the vessel and ultrasound beam is 65 degrees. Each
profile is estimated using 48 emissions and there are 13
individual profiles shown in the figure. The relative standard
deviation over the profile is 2.3% compared to the peak
velocity and the relative bias is 6.4%. Fig. 4 shows the
performance as a function of angles in the simulations. The
angle between the ultrasound beam and the vessel varies from
45◦ to 85◦. A worse performance is obtained with the larger
angle because more oscillations in the axial direction than
transverse direction can be achieved.
Fig. 5 gives the experimental results from the flow rig
measurements. The transmission setup is the same as for the
simulations. One sequence consists of four emissions with 7λ
spacing. 48 emissions are used for one estimation and there
are 20 individual profiles in the figure. The relative standard
deviation and bias are 4.3% and 4.2%, respectively.
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Fig. 3. The angle between flow and ultrasound beam is 65◦. The top graph
shows 13 individual profiles on top of each other and the lower graph shows
the mean profile (solid line) with ±3 standard deviation (dashed lines). The
red line is the true flow profile for reference.
A color flow image is shown in Fig. 6. The full image is
made using 48 emissions and the color scale indicates the flow
velocity along the flow direction. The echo canceling is made
by finding the mean value of the beamformed signals, and
then subtract the mean value from the individual signals. The
frame rate obtained in the experiment is 83 frames/s and the
measurement depth can be up to 185 mm according to the
Tpr f of the system.
V. CALCULATIONS ANALYSIS
The advantage of this new method is that the amount of
calculations are reduced compared to full SA imaging. Full
SA needs all the channel data to be used in beamforming
one image, which requires a lot of data access and transfer.
Current ultrasound systems are not capable of fulfilling these
requirements. However, the dual stage beamformer simplify
the whole beamforming. The first stage is simple, since a fixed
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Fig. 4. The performance for various angles. The relative standard deviations
and bias are calculated to show the performance of the method.
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Fig. 5. The estimated velocity profiles at an angle of 70 degrees. Transmit
focus point is placed at 5 mm. Top graph shows 20 profiles, and the bottom
graph shows the mean velocity profile with ±3 standard deviation.
Fig. 6. Color flow map made by the new method. 48 emissions are used for
making one image frame.
delay profile is used. The second stage requires almost the
same amount of calculations as dynamic receive focusing in
conventional ultrasound system. This reduces both the memory
demands and number of calculations to perform.
VI. DISCUSSION AND CONCLUSION
The new method for making directional SA flow imaging
using a dual stage beamformer approach is presented. The
high resolution directional image lines can be achieved con-
tinuously due to the continuous available data. The high frame
rate of 83 Hz can be obtained in the presented approach,
since HRIs are available at every emissions. The low variance
velocity estimates can be achieved, because any number of
cross-correlation functions can be averaged to improve the
performance. Although the simple mean subtraction echo
canceling is applied in this paper, there is no limits to use
other more advanced clutter filters, since data is available
continuously. The simulations and experiments substantiate
that it can be used for directional flow estimation and the
amount of calculations for the new method compared to full
SA is reduced.
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