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SHARP LOWER BOUND FOR THE FIRST EIGENVALUE OF THE
WEIGHTED p-LAPLACIAN
XIAOLONG LI AND KUI WANG
Abstract. We prove sharp lower bound estimates for the first nonzero eigenvalue of
the weighted p-Lapacian operator with 1 < p <∞ on a compact Bakry-Emery manifold
(Mn, g, f) satisfying Ric+∇2f ≥ κ g, provided that either 1 < p ≤ 2 or κ ≤ 0. Same
conclusions hold when the manifold has nonempty boundary if we assume it is strictly
convex and put Neumann boundary conditions on it. For 1 < p ≤ 2, we provide a simple
proof via the modulus of continuity estimates method. The proof for κ ≤ 0 is based
on a sharp gradient comparison theorem for the eigenfunction and a careful analysis
of the underlying one-dimensional model equation. Our results generalize the work of
Valtorta[25] and Naber-Valtorta[21] for the p-Laplacian (namely f = const), and the
work of Bakry-Qian[6] for the f -Laplacian (namely p = 2).
1. Introduction and Main Results
Let (Mn, g) be an n-dimensional compact Riemannian manifold. The eigenvalues of the
Laplace-Beltrami operator ∆, defined by
∆u :=
1√
det g
∂
∂xi
(√
det ggij
∂u
∂xj
)
,
has been extensively studied for a long time. Many results have been obtained by various
authors under various hypotheses on curvature, diameter, and dimension. Among the nu-
merous beautiful results is the optimal lower bound on the first nonzero eigenvalue of the
Laplacian operator in terms of the dimension n, the diamater D, and Ricci curvature lower
bound k. Let λ1(M, g) be the first nonzero eigenvalue of the Laplacian, i.e.,
λ1(M, g) = inf
{∫
M |∇u|2dµ∫
M
u2dµ
: u ∈W 1,2(M) \ {0},
∫
M
u dµ = 0
}
.
Theorem 1.1. If we let
λ1(n, k,D) = inf{λ1(M, g) : M closed , dim(M) = n,Ric ≥ (n− 1)k, diam(M) ≤ D},
then
λ1(n, k,D) = µ(n, k,D),
where µ(n, k,D) is the first nonzero Neumann eigenvalue of the one-dimensional problem:
ϕ′′ − (n− 1)Tkϕ′ = −µ(n, k,D)ϕ
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on the interval [−D/2, D/2], with Tk given by
Tk(t) =


√
k tan (
√
kt), k > 0,
1, k = 0,
−√−k tanh (√−kt), k < 0.
The same holds in the larger class where M is allowed to have a convex boundary ∂M
and u satisfies the Neumann boundary condition ∂u∂ν = 0 with ν being the inward normal
along ∂M . For k = 0, this theorem was proved by Zhong and Yang[30]. The result for
general k ∈ R was obtained by Chen and Wang[7][8] using probabilistic coupling method
applied to the Brownian motion associated with heat flow, and independently by Kro¨ger[13]
via gradient estimates. All of these methods have their roots in the arguments of Li[14] and
Li and Yau[16][17]. For k > 0, this recovers Lichnerowicz’s theorem (see for instance [15,
Theorem 5.1], in view of Myers’ diameter bound D ≤ π√
k
. However, for smaller D, this
is sharper. It is worth mentioning that a simple and elegant proof using the modulus of
continuity estimates was given by Andrews and Clutterbuck[3](see also [29] for an elliptic
proof based on [3]). The sharpness is demonstrated by constructing examples of Riemannian
manifolds with given diameter bounds and Ricci curvature lower bounds such that the first
nonzero eigenvalue is as close desired to µ(n, k,D), see for example[3, Section 5].
The above mentioned results for Laplacian was encapsulated in a more general setting by
Bakry and Qian[6]. Recall that a triple (M, g, f), consisting of an n-dimensional Riemannian
manifold (M, g) and a potential function f ∈ C∞(M), is called a Bakry-Emery manifold if
Ric+∇2f ≥ κ g,
for some κ ∈ R. The tensor Ric+∇2f , called the Bakry-Emery Ricci tensor, is a natural
generalization of the classical Ricci tensor. It arises naturally in the study of diffusion
processes, the Sobolev inequality, conformal geometry, and the Ricci flow. When the equality
Ric+∇2f = κ g holds, the triple (Mn, g, f) is called a shrinking (κ > 0), or steady (κ = 0), or
expanding (κ < 0) gradient Ricci soliton, respectively. Gradient Ricci solitons arise naturally
in the singularity analysis of Ricci flow and they play a fundamental role in the study of Ricci
flow. We refer the reader to [9][12][28] and the references therein for more discussions on
Bakry-Emery manifolds and gradient Ricci solitons. On Bakry-Emery manifolds or gradient
Ricci solitons, it’s more natural to look at the f -Laplacian (also called weighted Laplacian,
Witten Laplacian, or drift Laplacian in the literature), which is defined by
∆fu := ∆u− 〈∇u,∇f〉 = efdiv(e−f∇u).
This operator is self-adjoint with respect to the weighted measure e−fdµ, where dµ is the
Riemannian measure induced by the metric g. The first nonzero eigenvalue of ∆f , denoted
by λ1,f , can be characterized in terms of a Poincare´ inequality as the minimizer,
λ1,f = inf
{∫
M
|∇u|2e−fdµ∫
M
|u|2e−fdµ : u ∈ W
1,2(M) \ {0},
∫
M
u e−fdµ = 0
}
.
The following sharp lower bound for λ1,f was proved by Bakry and Qian[6] (see also [4] for a
simple argument via the modulus of continuity estimates and the construction of examples
to demonstrate the sharpness).
Theorem 1.2. Let Ω be a compact manifold M , or a bounded strictly convex domain inside
a complete manifold M , satisfying Ric+∇2f ≥ κ g for some κ ∈ R. Let D be the diameter
3of Ω. Then
λ1,f ≥ µ(κ,D),
where µ(κ,D) is the first nonzero Neumann eigenvalue of the one-dimensional problem
ϕ′′ − κ t ϕ′ = −µ(κ,D)ϕ (1.1)
on [−D/2, D/2].
In the past two decades, there has been a surge of interest in studying the first nonzero
eigenvalues of the p-Laplacian operator ∆p and the weighted p-Laplacian operator ∆p,f ,
given by
∆pu := div(|∇u|p−2∇u)
and
∆p,f u := div(|∇u|p−2∇u)− |∇u|p−2〈∇u,∇f〉 = efdiv(e−f |∇u|p−2∇u),
respectively. Here 1 < p <∞ and u ∈ W 1,p(M), and the definitions are understood in the
distributional sense. When p = 2, the p-Laplacian operator reduces to the Laplacian, while
the weighted p-Laplacian operator reduces to the f -Laplacian. Both operators are elliptic,
but are singular for 1 < p < 2 and degenerate for p > 2.
Let λp and λp,f be the first nonzero eigenvalue of ∆p and ∆p,f , respectively. They can be
characterized as
λp = inf
{∫
M |∇u|pdµ∫
M
|u|pdµ : u ∈ W
1,p(M) \ {0},
∫
M
|u|p−2u dµ = 0
}
,
and
λp,f = inf
{∫
M |∇u|pe−fdµ∫
M
|u|pe−fdµ : u ∈W
1,p(e−fdµ) \ {0},
∫
M
|u|p−2u e−fdµ = 0
}
.
In case ∂M 6= ∅, the Neumann boundary condition ∂u∂ν = 0 is imposed. The following
optimal lower bound for λp has been established.
Theorem 1.3. Let M be a compact manifold (possibly with convex boundary) with diameter
D and Ric ≥ (n − 1)k. Let λp be the first nonzero eigenvalue of (M, g) (with Neumann
boundary condition if ∂M 6= ∅).
(i). If k > 0 and ∂M = ∅, then
λp(M) ≥ λp(Sn(k)),
with equality holds if and only ifM is isometric to Sn(k), the n-sphere with constant sectional
curvature k.
(ii). If k = 0, then
λp ≥ (p− 1)
(πp
D
)p
,
where πp =
2π
p sin (π/p) .
(iii).If k < 0, then
λp ≥ µp(n, k,D)
where µp(n, k,D) is the first nonzero Neumann eigenvalue of the one-dimensional problem
(p− 1)|ϕ′|p−2ϕ′′ + (n− 1)
√
−k tanh
(√
−kt
)
|ϕ′|p−2ϕ′ = −µp(n, k,D)|ϕ|p−2ϕ
on [−D/2, D/2].
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Matei[20] proved part (i) of the above theorem, generalizing the well-known Lichnerowicz-
Obata theorem(see for example[15, Theorem 5.1]) to the case of p-Laplacian. Part (ii) was
due to Valtorta[25] and the equality occurs if and only if M is a one-dimensional circle
(when M has no bournday) or a line segment of length D (when M has boundary). Part
(iii) was proved by Naber and Valtorta[21]. The lower bound in part (iii) is never attained,
but it is sharp in the sense that one can build a sequence of Riemannian manifolds Mi with
Ric ≥ (n− 1)k and diam(Mi)→ D such that limi→∞ λp(Mi) = µp(n, k,D). Geometrically,
the Mi’s collapse to the one-dimensional interval [−D/2, D/2].
It is a natural question to extend the above-mentioned theorems to the case of weighted
p-Laplacian. Some non-sharp lower bounds for λp,f have already been obtained by Wang[26]
and by Wang and Li[27]. The aim of this work is to prove sharp lower bound estimates for
the first nonzero eigenvalue of the weighted p-Laplacian operator on Bakry-Emery manifolds.
Our main theorem states
Theorem 1.4. Let (Mn, g, f) be a compact Bakry-Emery manifold (possibly with smooth
strictly convex boundary) with diameter D and Ric+∇2f ≥ κ g for κ ∈ R. Let λp,f be the
first nonzero eigenvalue of the weighted p-Laplacian ∆p,f (with Neumann boundary condi-
tions if ∂M 6= ∅). Assume that either 1 < p ≤ 2 or κ ≤ 0, then we have
λp,f ≥ µp(κ,D),
where µp(κ,D) is the first nonzero Neumann eigenvalue of the corresponding one-dimensional
problem
(p− 1)|ϕ′|p−2ϕ′′ − κ t |ϕ′|p−2ϕ′ = −µp(κ,D)|ϕ|p−2ϕ (1.2)
on [−D/2, D/2]
When p = 2, this theorem covers the result of Bakry and Qian mentioned in Theorem
1.2 for κ ≤ 0. When κ = 0 and f ≡ 0, the theorem reduces to the result of Valtorta[25].
This also demonstrates the sharpness of the lower bound when κ = 0 for any 1 < p < ∞,
as it is achieved when M is a one-dimensional circle of diameter D or the line segment
[−D/2, D/2], with f ≡ 0. For κ < 0, the sharpness can be shown by constructing for each
ǫ > 0, a Bakry-Emery manifold (M, g, f) with diameter D and λp,f ≤ µp(κ,D) + ǫ. This is
a slight modification of the construction in[4], with the only difference being replacing the
ODE (1.1) with the ODE (1.2).
We conjecture that the above theorem holds for p > 2 and κ > 0 as well. In this case,
we provide a non-sharp lower bound, which extends [20, Theorem 3.2] and improves [27,
Theorem 1.1].
Theorem 1.5. Let (M, g, f) and λp,f be the same as in Theorem 1.4. Suppose that p ≥ 2
and κ > 0, then
λp,f ≥
(
κ
p− 1
) p
2
.
We conclude this section by discussing the strategy of our proof and the organization of
this paper.
In Section 2, we give a simple proof of Theorem 1.4 for the case 1 < p ≤ 2 using the modulus
of continuity estimates method of Andrews and Clutterbuck. This effective approach and its
elliptic version has been successfully used in proving sharp lower bounds of the first nonzero
eigenvalue[3], and the fundamental gap conjecture[2](see also [22] for an elliptic proof), and
the fundamental gap conjecture for convex domains in the sphere[23].
5In Section 3, we prove sharp height-dependent gradient estimates for eigenfunctions of ∆p,f .
Such sharp gradient estimates are key ingredients in obtaining sharp eigenvalues estimates,
as demonstrated by Bakry-Qian[6, Section 5] for the f -Laplacian, Valtorta[25, Theorem
4.1], and Naber and Valtorta[21, Theorem 16] for the p-Laplacian. Our approach via the
two-point maximum principle developed by Andrews[1, Section 7] is quite different from the
approaches in [6][21][25]. The wonderful survey[1] discusses more for the application of the
maximum principle functions depending on several points or to functions depending on the
global structure of the solutions.
Section 4 is devoted to investigating the qualitative behavior of the one-dimensional model
equation (1.2). We shall prove that for every eigenfunction of ∆p,f , there always exists an
interval [a, b] among all intervals which has the same eigenvalue as u for the one-dimensional
model, and such that the corresponding eigenfunction has the same range as the eigenfunc-
tion u.
With all the preparations in Sections 3 and 4, we prove Theorem 1.4 for the case κ ≤ 0 in
Section 5.
In Section 6, we prove the non-sharp lower bound in Theorem 1.5. The proof uses only
the Bochner formula for the f -Laplacian and integration by parts.
2. The case 1 < p ≤ 2
In this section, we apply the modulus of continuity estimates to prove the sharp eigenvalue
estimates for 1 < p ≤ 2. The proof presented below is a modification of the argument
outlined in the survey by Andrews[1, Section 8] for the special case f ≡ 0. Recall that given
a continuous function u :M → R, w is a modulus of continuity for u if for all x and y in M ,
|u(y)− u(x)| ≤ 2w
(
d(x, y)
2
)
,
where d is the induced distance function on (M, g).
Theorem 2.1. Let 1 < p ≤ 2. Let (M, g, f) be a compact Bakry-Emery manifold (possibly
with smooth strictly convex boundary) with diameter D and Ric+∇2f ≥ κ g for some κ ∈ R.
Let v(x, t) :M × [0,+∞)→ R be a C2,1 solution to
∂v
∂t
= |∆p,fv|−
p−2
p−1∆p,fv (2.1)
with Neumann boundary conditions if ∂M is not empty. Suppose v(x, 0) has a modulus of
continuity ϕ0(s) : [0,
D
2 ]→ R with ϕ0(0) = 0 and ϕ′0(s) > 0 on [0, D2 ]. Assume further that
there exists a function ϕ(s, t) : [0, D2 ]× R+ → R, satisfying the following properties:
(1) ϕ(s, 0) = ϕ0(s) on [0,
D
2 ];
(2) 0 ≥ ∂ϕ∂t ≥ |Lp,κ(ϕ)|−
p−2
p−1Lp,κ(ϕ) on [0, D2 ]× R+;
(3) ϕ′(s, t) > 0 on [0, D2 ];
(4) ϕ(0, t) ≥ 0 for each t > 0.
Here ϕ′ = ∂∂sϕ(s, t), ϕ
′′ = ∂
2
∂s2ϕ(s, t), and Lp,κ(ϕ) = (p − 1)|ϕ′|p−2ϕ′′ − κ s|ϕ′|p−2ϕ′. Then
ϕ(s, t) is a modulus of the continuity of v(x, t) for all t > 0.
We state and prove an elementary lemma that will be used in the proof.
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Lemma 2.1. Let f : R → R be an increasing and odd function. Assume that f(t) is convex
for t > 0. Then for any δ ≥ 0 and t ∈ R, we have
f(t− 2δ)− f(t) ≤ −2f(δ). (2.2)
Proof. We have f(0) = 0 since f is odd. The convexity implies for a, b > 0,
f(a) = f
(
a
a+ b
(a+ b) +
b
a+ b
0
)
≤ a
a+ b
f(a+ b).
Similarly,
f(b) ≤ b
a+ b
f(a+ b),
and we conclude that for all a, b ≥ 0, it holds
f(a) + f(b) ≤ f(a+ b).
Case 1: t ≥ 2δ. Then
f(t− 2δ) + 2f(δ) ≤ f(t− 2δ) + f(2δ) ≤ f(t).
Case 2: 0 ≤ t < 2δ. Then by oddness and the convexity,
f(t)− f(t− 2δ) = f(t) + f(2δ − t) ≥ 2f
(
t+ (2δ − t)
2
)
= 2f(δ).
Case 3: t < 0. Then
2f(δ) + f(−t) ≤ f(2δ) + f(−t) ≤ f(2δ − t).

Proof of Theorem 2.1. Consider
Cǫ(x, y, t) := v(y, t)− v(x, t)− 2ϕ
(
d(x, y)
2
, t
)
− ǫet.
It suffices to show that Cǫ ≤ 0 for any ǫ > 0. We argue by contradiction and assume that
there exists (x0, y0, t0) such that Cǫ reaches zero for the first time. In other words, Cǫ(x, y, t)
attains its maximum zero on M ×M × [0, t0] at (x0, y0, t0). Clearly x0 6= y0. The strict
convexity of ∂M , the Neumann condition and the positivity of ϕ′ rule out the possibility
that (x0, y0) ∈ ∂(M ×M). By the first derivative test, the time derivative inequality yields
vt(y, t)− vt(x, t)− 2ϕt − ǫet ≥ 0
at (x0, y0, t0). Using the equation (2.1), we have
|∆p,fv|−
p−2
p−1∆p,fv
∣∣∣
(y0,t0)
− |∆p,fv|−
p−2
p−1∆p,fv
∣∣∣
(x0,t0)
− 2ϕt(d0, t0) ≥ ǫet0 , (2.3)
where d0 =
d(x0,y0)
2 . The positivity of ϕ
′ also gives that for any t ≤ t0,
v(γ(d), t)− v(γ(−d), t)− 2ϕ
(
L[γ]
2
, t
)
− ǫet ≤ 0 (2.4)
for any smooth path γ : [−d, d] → M , where L[γ] denotes the length of γ. Moreover, the
equality in (2.4) holds when t = t0 and γ = γ0, a unit speed minimizing geodesic from x0
to y0. This allows us to deduce inequalities from the first and second variations along any
smooth family of curves passing through γ0. Let γ(r, s) be a family of smooth curves with
γ(0, s) = γ0(s). The first derivative at r = 0 gives
∇v(y0, t0) = ϕ′(d0, t0)γ′0(d0), and ∇v(x0, t0) = ϕ′(d0, t0)γ′0(−d0). (2.5)
7Here and below, all derivatives of ϕ are evaluated at (d0, t0).
To make the calculation of second variations easier, we introduce ”Fermi coordinates”
along the geodesic γ0: choose an orthonormal basis {ei}ni=1 at x with γ0(−d0) = en and
then parallel transport along γ0 to obtain an orthonormal basis {ei(s)}ni=1 for Tγ0(s)M with
en(s) = γ
′
0(s) for each s ∈ [−d0, d0]. For the variation γ(r, s) = γ0(s+ rsd0 ), we have
∂
∂r
∣∣∣∣
r=0
L[γ(r, s))] = 2 and
∂2
∂r2
∣∣∣∣
r=0
L[γ(r, s))] = 0.
Thus the second derivative test yields
vnn(y0, t0)− vnn(x0, t0)− 2ϕ′′ ≤ 0, (2.6)
where the subscripts now denote covariant derivatives in directions corresponding to the
basis {ei}. For 1 ≤ i ≤ n− 1, the variation γ(r, s) = expγ0(s) (rei(s)) has
∂
∂r
∣∣∣∣
r=0
L[γ(r, s))] = 0,
and
∂2
∂r2
∣∣∣∣
r=0
L[γ(r, s))] = −
∫ d0
−d0
R(ei, en, ei, en)ds.
Then the second derivative inequality produces
vii(y0, t0)− vii(x0, t0) + ϕ′
∫ d0
−d0
R(ei, en, ei, en)ds ≤ 0.
We then get, by summing over 1 ≤ i ≤ n− 1,
n−1∑
i=1
(vii(y0, t0)− vii(x0, t0)) + ϕ′
∫ d0
−d0
Ric(en, en)ds ≤ 0. (2.7)
Combining inequalities (2.6) and (2.7) together and plugging into (2.5),
∆p,fv(y0, t0)−∆p,fv(x0, t0)
= |∇v(y0, t0)|p−2
(
(p− 1)vnn(y0, t0) +
n−1∑
i=1
vii(y0, t0)− 〈∇v(y0, t0),∇f(y0)〉
)
−|∇v(x0, t0)|p−2
(
(p− 1)vnn(x0, t0) +
n−1∑
i=1
vii(x0, t0)− 〈∇v(x0, t0),∇f(x0)〉
)
≤ |ϕ′|p−2
(
2(p− 1)ϕ′′ − ϕ′
∫ d0
−d0
Ric(en, en)ds− ϕ′〈en(d0),∇f(y0)〉 − ϕ′〈en(−d0),∇f(x0)〉
)
= |ϕ′|p−2
(
2(p− 1)ϕ′′ − ϕ′
∫ d0
−d0
(
Ric(en, en) +∇2f(en, en)
)
ds
)
≤ |ϕ′|p−2 (2(p− 1)ϕ′′ − 2κ d0 ϕ′) .
Therefore, we get
∆p,fv(y0, t0) ≤ ∆p,fv(x0, t0) + 2Lp,κ(ϕ). (2.8)
Now let h(t) = |t|− p−2p−1 t, which is increasing, odd, and convex for t > 0. We then deduce
from (2.8) that
h(∆p,fv(y0, t0)) ≤ h(∆p,fv(x0, t0) + 2Lp,κ(ϕ)).
8 XIAOLONG LI AND KUI WANG
On the other hand, applying Lemma 2.1 with δ = −Lp,κ(ϕ) ≥ 0 and t = ∆p,fv(x0, t0) yields
h(∆p,fv(y0, t0))− h(∆p,fv(x0, t0)) ≤ h(t− 2δ)− h(t) ≤ −2h(δ),
which gives
|∆p,fv|−
p−2
p−1∆p,fv
∣∣∣
(y0,t0)
− |∆p,fv|−
p−2
p−1∆p,fv
∣∣∣
(x0,t0)
≤ 2|Lp,κ(ϕ)|−
p−2
p−1Lp,κ(ϕ). (2.9)
Finally, the two inequalities (2.3) and (2.9) yield the inequality
ϕt ≤ |Lp,κ(ϕ)|−
p−2
p−1Lp,κ(ϕ)− ǫ
2
et0 .
This contradicts the inequality in assumption (2), and the proof is complete. 
Remark 2.2. From the above proof, we see that Theorem 2.1 holds when the function v(x, t)
is only C1,1 in (x, t) and C2 in x at points where ∇v 6= 0.
On the interval [0, D2 ], we define the following corresponding one-dimensional eigenvalue
problem with boundary conditions φ(0) = 0 and φ′(D2 ) = 0:
λp,κ,D/2 = inf
{∫ D
2
0
|φ′|pe−κ2 s2ds∫ D
2
0 |φ|pe−
κ
2
s2ds
, with φ(0) = 0
}
. (2.10)
Lemma 2.2.
µp,κ,D = λp,κ,D/2. (2.11)
Proof. Let φ(s) be an eigenfunction on [0, D/2] corresponding to λp,κ,D/2. Then for s ∈
[−D/2, 0) we define φ(s) by φ(s) = −φ(−s). Clearly, φ(s) defined on [−D/2, D/2] is a trial
function for µp,κ,D. Therefore
µp,κ,D ≤ λp,κ,D/2.
On the other hand, Let ψ(s) be an eigenfunction corresponding to µp,κ,D. Without of loss
of generality we assume further that ψ(s0) = 0 for some s0 ∈ [0, D/2]. If s0 > 0, we define
ψ(s) = 0 for s ∈ [0, s0). Then ψ(s) is a trial function for λp,κ,D/2, and we have
λp,κ,D/2 ≤
∫ D
2
0
|ψ′|pe−κ2 s2ds∫ D
2
0
|ψ|pe−κ2 s2ds
=
∫ D
2
s0
|ψ′|pe−κ2 s2ds∫ D
2
s0
|ψ|pe−κ2 s2ds
= µp,κ,D,
proving the lemma. 
Lemma 2.3. There exists an odd eigenfunction φ corresponding to µp,κ,D satisfying
(p− 1)|φ˙|p−2φ¨− κ s |φ˙|p−2φ˙+ µp,κ,D|φ|p−2φ = 0
in (0, D/2) with φ′(s) > 0 in (0, D/2) and φ′(D/2) = 0.
Proof. Lemma 2.2 gives the existence of odd eigenfunction φ corresponding to µp,κ,D, and
φ 6= 0 in (0, D/2]. Then we can assume φ(s) > 0 in (0, D/2]. Since(
e−
κ
2
s2 |φ˙|p−2φ˙
)′
= −µp,κ,D|φ|p−2φ < 0
in (0, D/2] and φ′(D/2) = 0, then φ′(s) > 0 in (0, D/2).

Now we turn to prove Theorem 1.4 for the case 1 < p ≤ 2.
9Proof of Theorem 1.4. For any D1 > D, let φ(s) be an eigenfunction corresponding to
µp,κ,D1 with initial conditions φ(0) = 0 and φ
′(s) > 0 on (0, D/2]. Let u(x) be an eigen-
function corresponding to λp,f . Consider
v(x, t) = e−tλ
1
p−1
p,f u(x),
and
ϕ(s, t) = c e−tµ
1
p−1
p,κ,D1φ(s),
where c is a positive constant so chosen that
u(y)− u(x)− 2c φ
(
d(x, y)
2
)
≤ 0.
Then direct calculations show
∂v
∂t
= |∆p,fv|−
p−2
p−1∆p,fv,
and
∂ϕ
∂t
= |Lp,κ(ϕ)|−
p−2
p−1Lp,κ(ϕ).
Moreover, it’s easy to verify that ϕ satisfies all the conditions in Theorem 2.1. Then
e−tλ
1
p−1
p,f (u(y)− u(x)) ≤ 2c e−µ
1
p−1
p,κ,D1
tφ
(
d(x, y)
2
)
(2.12)
for any t > 0. Thus as t→∞, inequality (2.12) implies
λp,f ≥ µp,κ,D1 .
Then Theorem 1.4 follows by letting D1 → D. 
Remark 2.3. The eigenfunction u is in general not smooth. We have u ∈ C1,α(M) ∩
W 1,p(M), and elliptic theory ensures that u is smooth where ∇u 6= 0 and u 6= 0. If ∇u 6= 0
and u(x) = 0, then u ∈ C3,α(U) if p > 2 and u ∈ C2,α(U) if 1 < p < 2, where U is a small
neighborhood of x. We refer the reader to [24] for these results.
3. Sharp Gradient Estimates of Eigenfunctions
There seems to be no way to make the proof via the modulus of continuity estimates in the
previous section work for p > 2. Therefore, we use the classical gradient estimates method
to deal with p > 2. The approach were successfully used to obtain optimal lower bounds for
the first nonzero eigenvalue (see [13] for the Laplacian, [6] for the f -Laplacian, and [25][21]
for the p-Laplacian).
The goal of this section is to prove sharp gradient estimates for eigenfunctions of ∆p,f .
We use the two-point maximum principle to establish height-dependent gradient estimates,
which is much easier than the classical approach used [13][6][25][21]. Recently, the two-point
maximum principle method was used by Andrews and Xiong[5] to derive gradient estimates
for a wild class of non-singular isotropic quasi-linear elliptic equations. Moreover, it works
in the low-regularity situations for viscosity solutions [18][19].
We state the sharp gradient comparison theorem for the eigenfunctions, which holds for
all 1 < p <∞ and κ ≤ 0.
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Theorem 3.1. Suppose that (M, g) is a compact Riemannian manifold with Ric+∇2f ≥ κ g
for some κ ≤ 0. Suppose that u is an eigenfunction of ∆p,f with eigenvalue λ:
∆p,fu = −λ|u|p−2u. (3.1)
Suppose φ : [a, b]→ R is a solution of the one-dimensional equation:
(p− 1)|φ′|p−2φ′′ − κ t|φ′|p−2φ′ = −λ|φ|p−2φ (3.2)
which is increasing, and such that the range of u is contained in [φ(a), φ(b)]. Let Ψ be the
inverse of φ. Then for every x and y in M , it holds
Ψ(u(y))−Ψ(u(x))− d(x, y) ≤ 0. (3.3)
As an immediate corollary, we get the following sharp gradient comparison theorem by
allowing y to approach x,.
Corollary 3.2 (Gradient Comparison). Under the assumptions of Theorem 3.1, we have
|∇u(x)| ≤ φ′ (Ψ(u(x))) (3.4)
for all x ∈M .
Proof of Theorem 3.1. First of all, it suffices to prove the theorem for κ < 0, as the case
κ = 0 follows immediately by letting κ→ 0. Secondly, it suffices to consider the case φ′ > 0
by approximation. Thirdly, we assume ∂M = ∅ for a moment and address the difference
of the proof when ∂M 6= ∅ at the end. Consider the continuous function Z : M ×M → R
defined by
Z(x, y) := Ψ (u(y))−Ψ(u(x))− d(x, y) (3.5)
and let m be its maximum on M ×M . We shall derive a contradiction if m > 0. Since
Z vanishes on the diagonal of M × M , its positive maximum must be attained at some
(x, y) ∈M ×M with x 6= y. This implies that
Ψ (u(γ(1)))−Ψ(u(γ(0)))− L[γ] ≤ m (3.6)
for all smooth curves γ in M , with equality when γ = γ0 : [0, d] → M , a unit speed
minimizing geodesic from x to y with d = d(x, y). We then pick Fermit coordinate {ei(s)}ni=1
along γ0 so that en(s) = γ
′
0(s). For simplicity of notations, we write zx = Ψ(u(x)) and
zy = Ψ(u(y)), or equivalently, φ(zx) = u(x) and φ(zy) = u(y). Varying the endpoints gives
the first order identities:
∇u(y) = φ′(zy)γ′0(d), ∇u(x) = φ′(zx)γ′0(0). (3.7)
In particular, we have ∇u(x) 6= 0 and ∇u(y) 6= 0. By Remark 2.3, u is at least C2,α near x
and y. The second variation in x and y along γ0 produce two inequalities:
∂2Z
∂x2n
=
1
φ′(zx)
(φ′′(zx)− unn(x)) ≤ 0, (3.8)
∂2Z
∂y2n
=
1
φ′(zy)
(unn(y)− φ′′(zy)) ≤ 0. (3.9)
In the transverse directions, we choose as before the variation γv(s) = expγ0(vei(s)) with
1 ≤ i ≤ n− 1, yielding the following inequality:
∂2Z
∂x2i
+
∂2Z
∂y2i
=
uii(y)
φ′(zy)
− uii(x)
φ′(zx)
+
∫
γ0
R(ei, en, ei, en) ≤ 0. (3.10)
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Adding these over 1 ≤ i ≤ n− 1 gives,
n−1∑
i=1
(
∂2Z
∂x2i
+
∂2Z
∂y2i
)
=
n−1∑
i=1
(
uii(y)
φ′(zy)
− uii(x)
φ′(zx)
)
+
∫
γ0
Ric(en, en) ≤ 0. (3.11)
The curvature assumption Ric+∇2f ≥ κ g implies∫
γ0
Ric(en, en) ≥ κ · d(x, y)−
∫
γ0
∇2f(en, en)
≥ κ · d(x, y)−
∫ d
0
d
ds
〈∇f, en〉ds
= κ · d(x, y)− 〈∇f(y), γ′0(1)〉+ 〈∇f(x), γ′0(0)〉
= κ · d(x, y)− 〈∇f(y),∇u(y)〉
φ′(zy)
+
〈∇f(x),∇u(x)〉
φ(zx)
(3.12)
Combining (3.8), (3.9), and (3.11) together, and using (3.12), we obtain the following
inequality:
0 ≥ (p− 1)∂
2Z
∂x2n
+ (p− 1)∂
2Z
∂x2n
+
n−1∑
i=1
(
∂2Z
∂x2i
+
∂2Z
∂y2i
)
=
1
φ′(zy)
(
(p− 1)unn(y) +
n−1∑
i=1
uii(y)− (p− 1)φ′′(zy)
)
− 1
φ′(zx)
(
(p− 1)unn(x) +
n−1∑
i=1
uii(x) − (p− 1)φ′′(zx)
)
+
∫
γ0
Ric(en, en)
≥ 1
φ′(zy)
(
(p− 1)unn(y) +
n−1∑
i=1
uii(y)− 〈∇f(y),∇u(y)〉 − (p− 1)φ′′(zy)
)
− 1
φ′(zx)
(
(p− 1)unn(x) +
n−1∑
i=1
uii(x) − 〈∇f(x),∇u(x)〉 − (p− 1)φ′′(zx)
)
+κ · d(x, y)
=
1
φ′(zy)
∆p,fu(y)
|Du(y)|p−2 −
1
φ′(zx)
∆p,fu(x)
|Du(x)|p−2 −
(p− 1)φ′′(zy)
φ′(zy)
+
(p− 1)φ′′(zx)
φ′(zx)
+κ · d(x, y)
=
−λ|u(y)|p−2u(y)
φ′(zy)p−1
− −λ|u(x)|
p−2u(x)
φ′(zx)p−1
− κzy + λ|φ(zy)|
p−2φ(zy)
φ′(zy)p−1
+κzx − λ|φ(zx)|
p−2φ(zx)
φ′(zx)p−1
+ κ · d(x, y)
= −κ (Ψ(u(y))−Ψ(u(x))− d(x, y)) = −κm > 0,
This is a contradiction since κ < 0 and m > 0, and we finish the proof when ∂M = ∅.
For the case M has boundary, the only difference in the proof is that the point x or y may
lie on the boundary of M . This can be easily ruled out by the strict convexity of ∂M and
the Neumann boundary condition. If x ∈ ∂M , then at x,
∂
∂ν
(Ψ(u(y))−Ψ(u(x))− d(x, y)) = − ∂
∂ν
d(x, y) > 0,
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contradicting the strict convexity of ∂M . 
4. The One-dimensional equation
In this section, we examine the one-dimensional equation (1.2):
|w′|p−2w′′ − κ t|w′|p−2w′ + λ|w|p−2w = 0. (4.1)
For the purpose of getting sharp eigenvalue estimates, we need to show that for any eigen-
function u of ∆p,f with eigenvalue λ > 0, there exist an interval [a, b] and a solution w of
(4.1) such that w is strictly increasing on [a, b] with w(a) = umin and w(b) = umax. We
achieve this by varing the initial data.
Fix λ > 0 and κ ≤ 0. We consider the following initial value problem(IVP){
|w′|p−2w′′ − κ t|w′|p−2w′ + λ|w|p−2w = 0,
w(a) = −1, w′(a) = 0, (4.2)
with a ∈ R. In proving the existence, uniqueness, and continuous dependence with respect
to the parameters for the solutions of the initial value problem (4.2), the fundamental role
is played by the generalized Pru¨fer transformation introduced by Elbert[11]. To begin with,
we recall some basic definitions and properties of p-trigonometric functions and refer the
reader to [10, Chapter 1] for a more detailed study. For 1 < p < ∞, let πp be the positive
number defined by
πp =
∫ 1
−1
ds
(1 − sp)1/p =
2π
sin(π/p)
.
The p-sine function sinp : R→ [−1, 1] is defined implicitly on [−πp/2, 3πp/2] by{
t =
∫ sinp(t)
0
ds
(1−sp)1/p if t ∈ [−
πp
2 ,
πp
2 ],
sinp(t) = sinp(πp − t) if t ∈ [πp2 , 3πp2 ],
and is periodic on R with period 2πp. It’s easy to see that for p 6= 2 this function is smooth
around noncritical points, but only C1,α(R) with α = min{p− 1, (p− 1)−1}. By defining
cosp(t) =
d
dt
sinp(t) and tanp(t) =
sinp(t)
cosp(t)
,
we then have the following generalized trigonometric identities:
| sinp(t)|p + | cosp(t)|p = 1,
d
dt
tanp(t) =
1
| cosp(t)|p = 1 + | tanp(t)|
p,
d
dt
arctanp(t) =
1
1 + |t|p .
Let α =
(
λ
p−1
)p−1
. We introduce the p-polar coordinates r and θ defined by
αw = r sinp(θ), w
′ = r cosp(θ), (4.3)
or equivalently,
r = ((w′)p + αpwp)
1
p , θ = arctanp
(αw
w′
)
. (4.4)
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If w is a solution of (4.2), then direct calculation shows that θ and r satisfy{
θ′ = α− κtp−1 cosp−1p (θ) sinp(θ),
θ(a) = −πp2 , (modπp);
(4.5)
{
d
dt log r =
κt
p−1 cos
p
p(θ),
r(a) = α.
(4.6)
Since both sinp(t) and cos
p−1
p (t) are Lipschitz functions with Lipschitz constant 1, we can
apply Cauchy’s theorem to obtain existence, uniqueness, and continuous dependence on the
parameters. Indeed, we have the following proposition.
Proposition 4.1. For any a ∈ R, there exists a unique solution w to (4.2) defined on R
with w, (w′)p−2w′ ∈ C1(R). Moreover, the solution depends continuouly on the parameters
in the sense of local uniform covergence of w and w˙ in R.
Remark 4.1. For the case κ = 0, equation (4.1) can be explicitly solved. By (4.6), we
have r(t) = (w′p + αpwp)
1
p ≡ α. This implies, by separation of variables, that w(t) =
A sinp(λ
1
p x + B) for some constants A and B. The initial conditions w(a) = −1 and
w′(a) = 0 determines A and B.
Next, we investigate the qualitative behavior of solutions to (4.2) when κ < 0.
Proposition 4.2. Fix α > 0 and κ < 0. There exists a unique a¯ > 0 such that the
solution w−a¯ to the IVP (4.2) is odd. In particular, w−a¯ restricted to [−a¯, a¯] has nonnegative
derivative and has maximum value equal to one.
Proof. Consider the IVP {
θ˙ = α− κtp−1 cosp−1p (θ) sinp(θ),
θ(0) = 0;
(4.7)
If θ(t) is a solution, then so is the function −θ(−t) with the same initial data. The uniqueness
of solutions implies θ(t) = −θ(−t), so θ(t) is an odd function. It follows from κ < 0
that θ˙ ≥ α whenever θ ∈ [−πp/2, πp/2]. Thus there exists −a¯ ∈ (−πp/(2α), 0) such that
θ(−a¯) = −πp/2. It’s easily seen that the corresponding solution r(t) to (4.6) is even,
regardless of its initial value. The proposition follows by translating obtained information
on θ and r back to w. 
For the solution w of (4.2), we define
b(a) = inf{b > a : w˙(b) = 0},
m(a) = wa(b(a)),
δ(a) = b(a)− a.
In other words, b(a) is the first value b > a such that w˙(b) = 0 with the convention that
b(a) =∞ if such a value does not exist. Thus w is strictly increasing on the interval [a, b(a)]
and m(a) is the maximum of w on [a, b(a)]. The function δ(a) measures the length of the
interval where w(a) increases from −1 to m(a).
We are concerned with the range of the function m(a) as a varies. Since w is an eigenfunc-
tion for the Neumann problem |w′|p−2w′′ − κ t|w′|p−2w′ + λ|w|p−2w = 0 with eigenvalue λ
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on [a, b(a)], we have
0 =
∫ b(a)
a
d
dt
(
e−
κ
2
t2 |w′(t)|p−2w′(t)
)
dt =
∫ b(a)
a
−λ|w(t)|p−2w(t)e−κ2 t2dt
and therefore m(a) > 0. By Proposition 4.2, we have m(−a¯) = 1. We shall show in the next
proposition that m(a) goes to zero as a goes to ∞. It then follows from the Intermediate
Value Theorem that the range of m(a) covers (0, 1] when a varies in [−a¯,∞).
Proposition 4.3.
lim
a→∞
m(a) = 0.
Proof. For a > −a¯, consider the IVP{
|w′|p−2w′′ − κ t|w′|p−2w′ + λ|w|p−2w = 0,
w(a) = −1, w′(a) = 0, (4.8)
and the associated IVP {
θ′ = α− κtp−1 cosp−1p (θ) sinp(θ),
θ(a) = −πp2 ;
(4.9)
{
d
dt log r =
κt
p−1 cos
p
p(θ),
r(a) = α.
(4.10)
At b(a), we have w′ = 0, which implies θ = πp2 and m(a) = w = α r sinp(θ) = α r. In view
of (4.10), we have
log r(b(a)) − logα =
∫ b(a)
a
κ t
p− 1 cos
p
p(θ)dt. (4.11)
So it suffices to show lima→∞
∫ b(a)
a t cos
p
p(θ)dt =∞.
Since θ increases from −πp/2 to πp/2 on the interval [a, b(a)], there exists a unique t0 ∈
(a, b(a)) such that θ(t0) = 0. On the interval [a, t0], we have θ
′ ≤ α, which implies t0 ≥
a + πp/(2α). For ε > 0 sufficiently small, if we let aε be the point in (a, t0) with θ(aε) =
−πp/2 + ε, then we have∫ b(a)
a
t cospp(θ)dt ≥
∫ t0
aε
t cospp(θ)dt ≥
1
2
cospp(−πp/2 + ε)(t0 − aε)(t0 + aε)
The right hand side above goes to infinity as a goes to infinity in view of t0 − aε ≥
(πp/2− ε) /(2α). 
Proposition 4.4. δ(a) ≥ δ(−a¯) for all a ≥ −a¯ with strict inequality if a 6= −a¯.
Proof. The proof below is a modification of the proof of [21, Proposition 43]. The key is
that the function −κt is odd and convex.
For a ∈ (−a¯,∞), let
ψ+(t) = θa(t), ϕ(t) = θ−a¯(t), ψ−(t) = −θa(−t),
We study these functions when their range is [−πp/2, πp/2], that is, on the interval on which
these functions increase from −πp/2 to πp/2. As in the proof of Proposition 4.2, it is easy
to see that ϕ is an odd function, and ψ− is also a solution of (4.9). By comparison, we
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always have ψ−(t) > ϕ(t) > ψ+(t). Since these functions have positive derivatives, we can
consider their inverse functions defined on [−πp/2, πp/2],
h = ψ−1− , s = ϕ
−1, g = ψ−1+ .
The function m(θ) defined by
m(θ) :=
1
2
(h(θ) + g(θ))
is an odd function with
m(πp/2) =
1
2
(h(πp/2) + g(πp/2)) =
1
2
(b(a)− a) = 1
2
δ(a).
Thus the desired estimate is equivalent to m(πp/2) > a¯. By symmetry, it suffices to consider
the set θ ≥ 0, or equivalently m ≥ 0. It is easy to compute that m satisfies the following
ODE:
2
dm
dθ
=
1
α− gf(θ) +
1
α− hf(θ) ,
with m(0) = 0, where f(θ) = κp−1 cos
p
p(θ) sinp(θ). Since the function z(t) = (α − βt)−1 is
convex for α, β ≥ 0, we have
dm
dθ
≥ 1
α−mf(θ) (4.12)
for all those values of θ such that both g and h are nonnegative. However, by symmetry,
it is easily seen that this inequality holds also when one of the two is negative. Moreover,
the inequality is strict if β > 0(i.e. if θ ∈ (0 πp/2)) and if g 6= h. By noticing the function
s(t) = ϕ−1(t) satisfies
ds
dθ
=
1
α− sf(θ) ,
we conclude using a ODE comparison that
m(πp/2) > s(πp/2) = a¯,
and the desired claim follows immediately. 
At last, we study δ¯ := δ(−a¯) = 2a¯ as a function of λ, having fixed p and κ. It’s easy
to that δ¯ is a strictly decreasing function and so invertible. Thus we can define its inverse
λ(δ), which is a continuous and decreasing function. Moreover, it can be characterized in
the following equivalent way.
Proposition 4.5. For fixed κ < 0, 1 < p < ∞, we have that given δ > 0, λ is the first
nonzero Neumann eigenvalue of the one-dimensional problem
(p− 1)|w′|p−2w′′ − κ t|w′|p−2w′ = −λ|w|p−2w
on [−δ/2, δ/2].
5. Proof of Theorem 1.4
After all the preparations in the previous two sections, we finally prove Theorem 1.4 for
κ ≤ 0 in this section.
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Proof of Theorem 1.4. It suffices to prove the case κ < 0, as the case κ = 0 follows by letting
κ→ 0. Let u be an eigenfunction of ∆p,f associated to the eigenvalue λ. In view of∫
M
|u|p−2u e−f = 0,
we can normalize u so that umin = −1 and umax ∈ (0, 1].
By Proposition 4.2 and 4.3, there exists an interval [a, b] and a solution w of (4.1) such
that w is strictly increasing on [a, b] with w(a) = −1 = umin and w(b) = umax ∈ (0, 1].
Moreover, we have λ = λp([a, b]), the first nonzero eigenvalue of the Neumann problem
|w′|p−2w′′ − κ t|w′|p−2w′ + λ|w|p−2w = 0 on [a, b].
Let x and y be such that u(x) = minM u and u(y) = maxM u. By Theorem 3.1, we have
D ≥ d(x, y) ≥ Ψ(u(y))−Ψ(u(x)) = Ψ(umax)−Ψ(umin) = b− a = δ(a) ≥ δ(a¯),
where the last inequality is proved in Proposition 4.4. This and Proposition 4.5 yield
immediately to the desired estimate. 
When κ = 0, we have that
µp(0, D) = (p− 1)
πpp
Dp
.
Then we conclude from Theorem 1.4 that
Corollary 5.1. Let (Mn, g, f) be a compact Bakry-Emery manifold (possibly with smooth
strictly convex boundary) with diameter D and Ric+∇2f ≥ 0, and 1 < p <∞. Then
λp,f ≥ (p− 1)
πpp
Dp
.
6. A lower bound when p ≥ 2 and κ > 0
In this section, we prove a non-sharp lower bound for λp,f when p ≥ 2 and κ > 0 using
merely the Bochner formula for the f -Laplacian and integration by parts.
Theorem 6.1. Fix p ≥ 2. Let (M, g, f) be a compact Bakry-Emery manifold (possibly with
smooth strictly convex boundary) satisfying Ric+∇2f ≥ κ g for some κ > 0. Then the
first nonzero eigenvalue of the weighted p-Laplacian (with Neumann boundary condition if
∂M 6= ∅), denoted by λp,f , admits the following lower bound:
λp,f ≥
(
κ
p− 1
) p
2
. (6.1)
In the case f = const, Theorem 6.1 was due to Matei[20, Theorem 3.2]. It’s easy to see
that (6.1) is better than the lower bound λp,f ≥ κ
p
2
(p−1)p−1 obtained by Wang and Li[27,
Theorem 1.1] when p ≥ 2.
Proof of Theorem 6.1. We only present the proof for the case M is closed here, as the proof
extends easily to the case M has convex boundary and u satisfies the Neumann boundary
condition. Recall that the Bochner formula for the f -Laplacian states
1
2
∆f |∇u|2 = |∇2u|2 + 〈∇u,∇(∆fu)〉+Ricf (∇u,∇u),
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where Ricf = Ric+∇2f . By integration by parts, the Bochner formula, and the fact that
p ≥ 2, we have for any u ∈ C2(M),∫
M
∆p,fu∆fue
−f
= −
∫
M
|∇u|p−2〈∇u,∇(∆fu)〉e−f
≥
∫
M
Ricf (∇u,∇u)|∇u|p−2e−f − 1
2
∫
M
(∆f |∇u|2)|∇u|p−2e−f
≥ κ
∫
M
|∇u|pe−f + 1
2
∫
M
〈∇|∇u|2,∇|∇u|p−2〉e−f
= κ
∫
M
|∇u|pe−f + p− 2
4
∫
M
|∇u| p−42 ∣∣∇|∇u|2∣∣2 e−f
≥ κ
∫
M
|∇u|pe−f
On the other hand, the equation ∆p,fu = −λp,f |u|p−2u implies∫
M
∆p,fu∆fue
−f
= −λp,f
∫
M
|u|p−2u∆fu e−f
= (p− 1)λp,f
∫
M
|u|p−2|∇u|2e−f
≤ (p− 1)λp,f
(∫
M
|u|pe−f
) p−2
p
(∫
M
|∇u|pe−f
) 2
p
where the last inequality comes from Ho¨lder’s inequality. Putting the above two estimates
together, we get
κ
∫
M
|∇u|pe−f ≤ (p− 1)λp,f
(∫
M
|u|pe−f
) p−2
p
(∫
M
|∇u|pe−f
) 2
p
,
which further implies
λp,f ≥ κ
p− 1
(∫
M |∇u|pe−f∫
M
|u|pe−f
) p−2
p
≥ κ
p− 1(λp,f )
p−2
p .
It then follows that (λp,f )
2
p ≥ κp−1 , and the proof is complete. 
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