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Abstract
Recently, a new theory of high-concentration brine transport in groundwater has been developed. This
approach is based on two nonlinear mass conservation equations, one for the 1uid (1ow equation) and one
for the salt (transport equation), both having nonlinear di2usion terms. In this paper, we present and analyze
a numerical technique for the solution of such a model. The approach is based on the mixed hybrid %nite
element method for the discretization of the di2usion terms in both the 1ow and transport equations, and a
high-resolution TVD %nite volume scheme for the convective term. This latter technique is coupled to the
discretized di2usive 1ux by means of a time-splitting approach. A commonly used benchmark test (Elder
problem) is used to verify the robustness and nonoscillatory behavior of the proposed scheme and to test the
validity of two di2erent formulations, one based on using pressure head  and concentration c as dependent
variables, and one using pressure p and mass fraction ! as dependent variables. It is found that the latter
formulation gives more accurate and reliable results, in particular, at large times. The numerical model is
then compared against a semi-analytical solution and the results of a laboratory test. These tests are used to
verify numerically the performance and robustness of the proposed numerical scheme when high-concentration
gradients (i.e., the double nonlinearity) are present. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
The mathematical model of transport of heavy contaminants (called brines) in groundwater
is formed by two nonlinearly coupled partial di2erential equations (PDEs), one considering mass
conservation of the brine-water solution (the 1uid) and one considering mass conservation of the
brine. The physical problem, also known in the petroleum literature as single-phase miscible
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displacement [4,5], has raised the interest of several researchers since the 1950s, and is generally
known as Rayleigh–Benard convection [17].
The recent development of eAcient numerical techniques and of fast and easily available compu-
tational tool has promoted a number of studies concerned with the physical and modeling aspects of
the phenomenon [23,12,9], as it applies to several %elds, such as plasma physics, 1ow and transport
in porous media, 1uid mechanics. Important engineering applications include salt water intrusion in
coastal aquifer [2], nuclear waste management [22], etc.
From the physical point of view, recirculation patterns form in the 1ow %eld because of the
variation in the 1uid density due to di2erent brine concentration. These recirculation patterns are
responsible for the appearance of gravity-induced %ngers that complicate the 1ow %eld and make
the problem diAcult to solve from the numerical standpoint.
Several authors have questioned the validity of the model proposing di2erent alternatives. Recently,
Hassanizadeh and Leijnse [10] proposed the introduction of a nonlinear dispersion term to take into
account the e2ects of large density variations. Experimental evidence shows that this additional term
in the brine mass conservation equation leads to a more accurate description of the physical phe-
nomenon when the density di2erences are large. Numerically, the added nonlinearity in the transport
suggests the use of an outer linearization scheme for the coupling between 1ow and transport and an
inner linearization strategy for the latter equation only. Because of the strict accuracy requirements, in
particular for the velocity %eld, needed to achieve a reliable solution, we propose a solution approach
based on the mixed hybrid %nite element (MHFE) scheme, in its RT0-P0 implementation [19], for
the 1ow equation and a combination of the MHFE and a TVD high-resolution %nite volume scheme
for the dispersion and convection terms of the transport equation. The two di2erent discretizations
are coupled together by means of a time-splitting technique, as developed in [14].
In the %rst section we describe the mathematical model and discuss two alternative formulations
that make use of di2erent primary variables to express the solution. The next section is devoted
to the numerical approach. The spatial and temporal discretizations are presented followed by the
Picard linearization scheme and a discussion on time step size selection. The last section reports
the numerical tests that we have experimented with. The %rst one, Elder’s problem, is a classical
benchmark test case that is used to verify numerically the accuracy of the proposed approach, and
the relative eAcacy of the two di2erent formulations. The next two examples consider the nonlinear
dispersion model problem, and simulate a column experiment. In this part, the numerical properties
of the proposed scheme are tested numerically.
2. Governing equations




+ ∇˜ · (q˜) = 0; (1a)
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+ ∇˜ · (!q˜+ J˜ ) = 0; (1b)
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where  is the porosity,  is the 1uid density, t is the time, q˜ is Darcy’s velocity, ! is the salt
mass fraction, de%ned as the salt concentration c divided by , and J˜ is the dispersive mass 1ux.




where k is the intrinsic permeability of the porous medium,  is the dynamic viscosity, p is the
pressure, g is the gravitational constant, z is a vector equal to zero in its x component and 1 in its
z component. Note that the density of the mixture is a function of the salt concentration (= (c))
and thus the system of PDEs is nonlinearly coupled. A detailed discussion on nonlinearities in this
model can be found in [12].
The dispersive mass 1ux is normally described by a Fickian-type equation
J˜ =−D∇˜!; (3)
where D is the dispersion tensor as given by [1]
D = (D0 + T |˜q|)I + (L − T)˜q · q˜=|˜q|;
with D0 indicating the molecular di2usion coeAcient, L and T the longitudinal and transverse
dispersivities, |˜q| the magnitude of q˜, and I the unit tensor. The nonlinear extension of the Fick-
ian dispersion process proposed in [10,20] to take into account the presence of high-concentration
gradients, case in which the linear form may not be valid, can be written as
J˜ (|J˜ |+ 1) =−D∇˜!; (4)
where  is a dispersion coeAcient related to the concentration gradient and the 1uid velocity, and
|J˜ | is the magnitude of J˜ .
Initial and Dirichlet, Neumann, or Cauchy boundary conditions are added to complete the math-
ematical formulation of the 1ow and transport problem (1). For the 1ow equation (1a), these take
on the form
p(˜x; 0) = p0(˜x); (5a)
p(˜x; t) = pD(˜x; t) on 1; (5b)
q˜ · n˜=−qN(˜x; t) on 2; (5c)
where x˜ = (x; z)T is the Cartesian spatial coordinate vector, p0 is the pressure at time 0, pD is the
prescribed pressure (Dirichlet conditions) on boundary 1; n˜ is the outward normal unit vector, and
qN is the prescribed 1ux (Neumann condition) across boundary 2. We use the sign convention of
qN positive for an inward and negative for an outward 1ux.
For the transport equation (1b), the initial and boundary conditions are
!(˜x; 0) = !0(˜x); (6a)
!(˜x; t) = !P(˜x; t) on 3; (6b)
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D∇˜! · n˜= qD(˜x; t) on 4; (6c)
(q˜!− D∇˜!) · n˜=−qC(˜x; t) on 5; (6d)
where !0 is the initial mass fraction, !P is the prescribed mass fraction (Dirichlet condition) on
boundary 3; qD is the prescribed dispersive 1ux (Neumann condition) across boundary 4, and qC
is the prescribed total solute 1ux (Cauchy condition) across boundary 5. The sign convention for
qD and qC is the same as for qN.
2.1. Mathematical formulation in  and c variables
In the simple case of linear dispersive mass 1ux, i.e., when density gradients are small, the
mathematical model of density-dependent 1ow and transport can be alternatively expressed in terms
of normalized salt concentration c (actual divided by the maximum) and of equivalent freshwater
head h, de%ned as h= +z [1,7], where  is equal to p=(0g) and represents the equivalent freshwater
pressure head, with 0 being the reference density (density of freshwater). This formulation is often
preferred by engineers because several coeAcients (namely the elastic storage and the freshwater
permeability) can be obtained in the %eld by standard experiments [1].
The density  of the 1uid may be written in terms of the reference density 0 and the normalized
salt concentration c as
= 0(1 + c); (7)
where =(s−0)=0 is the density ratio, and s is the solution density at the maximum normalized
concentration c=1. Note that this is the truncated Taylor expansion of the more general expression
= 0ec and thus is valid only for small . Analogously to the density term, the dynamic viscosity
 may be expressed as a function of c and of the reference viscosity 0, as = 0(1 + ′c), where
′ = (s − 0)=0 is the viscosity ratio and s is the viscosity of the solution at c = 1. The linear
Fickian equation written in terms of the usual dispersion tensor becomes
J˜ =−D∇˜c: (8)
This formulation is equivalent to (3) only if the 1uid density is constant. However, the errors are
small for small , while they may become overwhelming if  is large, in which case (3) must be
used.












= ∇˜ · (D∇˜c)− ∇˜ · (c˜v); (9c)
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where Ks is the saturated hydraulic conductivity tensor at the reference density, v˜ is Darcy’s velocity
(in practice equal to q˜);  = Ss(1 + c) is the general storage term, with Ss the elastic storage
coeAcient.
As mentioned earlier, this formulation is often preferred with respect to the p–! one because it
explicitates the coeAcients Ks and Ss. These coeAcients, that exert the most in1uence on the 1ow
dynamics, can be evaluated in the engineering practice by means of %eld experiments (pumping
tests) and are thus highly meaningful in real applications. On the contrary, the  and k parameters
in the other formulation are determined by means of laboratory experiments and are more diAcult
to be upscaled to the %eld conditions.
The  –c formulation can be derived easily from the p–! one, as follows. The variation of  with
pressure is taken into account in the 1ow equation by assuming elastic deformation of the porous









where Ss = 0g( +  ) is the elastic storage coeAcient as de%ned in [8] and  and  are the
























and substituting the de%nition of equivalent pressure head  , we obtain
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@t







By considering Darcy’s velocity (2), the spatial conservation term can be written as:




(∇p+ 0g(1 + c)z)
]
and, using once again the de%nition of equivalent pressure head, we obtain




(∇ + (1 + c)z)
]
: (12)
Assembling (11) and (12), using the equations of state for the viscosity  and for the density  and
dividing by 0, the 1ow equation (1a) can be written as (9a), where =Ss(1+c), and Ks=0gk=0.
Note that the variation of  with time (through the pressure) is neglected in the transport equation,
being in general much smaller than the concentration (or density) variations.
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2.2. Mathematical formulation in p and ! variables
In this section, we investigate in more details the initial system (1), having p and ! as unknowns.
We will consider the more general nonlinear formulation for the dispersion 1ux (4), and will describe
the connections between the parameters in the two di2erent formulations.




Alternatively, the following relationship which holds for a wide range of pressure and mass fraction
values [10,20] can be employed:
= 0 exp(!!+  p); (13)
where ! is the mass fraction coeAcient, equal to 0.6923 ≈ ln(2).
















































+ ∇˜ · (˜v!) + ∇˜ · J˜ = 0; (15c)
(|J˜ |+ 1) J˜ =−D∇˜!; (15d)
where, v˜ is equal to q˜, as already de%ned.
3. Numerical discretization
The  –c formulation is solved numerically by using a MHFE method for the 1ow and a MHFE-FV
(%nite volumes) based time-splitting technique for the transport equations, following the derivation
developed in [16,3]. Here, we describe the application of this numerical technique to the p–! system
(15) in two dimensions. In addition, we address the e2ects of the nonlinear term given by Eq. (4)
and show the development of a Picard-type linearization scheme. This scheme arises naturally from
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the MHFE discretization of the dispersion term of the transport equation, and results in a simple
and eAcient numerical formulation.
Given a triangulation of the domain characterized by m elements, Tl; l = 1; : : : ; m, and n edges
ej; j=1; : : : ; n and given the time step Mt on the time interval [tk ; tk+1], the solution of system (15)
consists of two steps for the solution of the 1ow and transport equations. The two steps are related
by an external Picard-like linearization. In the following, we %rst quickly describe the discretization
method and then the inner and outer Picard iterations.
3.1. MHFE for the 4ow equation









v˜l · w˜il d*−
∫
Tl
pl∇˜ · w˜il d*+
∫
@Tl
+w˜il · n˜l d =−
∫
Tl





















v˜l · n˜l d +
∫
ej
v˜r · n˜r d = 0 if ej ∈Tl ∩ Tr; (16c)
∫
ej
v˜l · n˜l d =−qN if ej ∈2 ∩ Tl; (16d)
+j =  P if ej ∈1; (16e)
where the velocity %eld is approximated on each triangle as v˜l ≈
∑3
j=1 vjlw˜jl, where w˜il are the
discontinuous RT0 vector basis function; pressure p is approximated by p ≈ ∑ml=1 pl l, where
 l are P0(Tl) scalar basis functions; and the unknown Lagrange multiplier is expressed as + =∑n
j=1 +jj where +j represents the trace of the pressure on the edge ej and j are piecewise constant
basis functions. The function f contains the right-hand side of Eq. (15a), with the time derivative
approximated by backward Euler. This approach is formally %rst-order accurate for p, but displays
superconvergence for the pressure in the triangle centroids and for the Lagrange multipliers [11],
achieving overall second-order accuracy. Hybridization is used to solve the linear system so as to
avoid the solution of a saddle point problem.
The vector of Lagrange multipliers  = (+j) is obtained by solving
CTMCk+1 = CTMg1 + CTSH−1(g2 + Dkpk)− g3; (17)
while the pressure vector p= (pl) is then given by
pk+1 = H−1(STC+k+1 − STg1 + g2 + Dkpk) (18)
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and the velocity %eld v= (˜vr) = vil can be obtained as
vk+1 = A−1(Bpk+1 − C+k+1 + g1); (19)
where C = (crj) =
∫
@Tl
3jw˜il · n˜l d; M = A−1 − SH−1ST; H =Dk+1 + BTA−1B and S = A−1B; A is a




−1w˜il ·w˜kl d*; B is a block-diagonal
matrix whose blocks are Bl = bi =
∫
Tl
∇˜ · w˜il d*; Dk is a diagonal matrix whose entries are dkl =∫
Tl
&kl d*=*t; g1 = (g1l) = −
∫
Tl
k+1l gz · w˜il d*; g2 = (g2l) =
∫
Tl
fk+1l d*, and g3 = (g3j) = (−qNj),
where −qNj assumes a nonvanishing value only if there is a Neumann condition on a boundary edge
ej. In the above notation i; k = 1; 2; 3; l= 1; : : : ; m; j = 1; : : : ; n; r = 3(l− 1) + i.
Note that the matrix CTMC depends on the unknown values of the mass fraction !k+1 appearing
in the transport equation, and thus system (17) is nonlinear. Using a Picard iterative approach
to linearization, we solve (17) for +k+1; r+1 where r is the iteration counter, having set !k+1 =
!k+1; r . The linearized system is symmetric and positive de%nite and can be solved eAciently by the
preconditioned conjugate gradient method.
3.2. MHFE-FV for the transport equation
The time-splitting technique applied to the transport equation combines a FV scheme and the
RT0-MHFE scheme, similar to the one described in the previous section. Denoting by La and
Ld the advective and dispersive numerical 1uxes, respectively, the time-splitting algorithm can be
described by the following predictor–corrector procedure [14,15]: MHFE is used in the discretization
of dispersion because on one hand it is cell-centered, and thus intrinsically compatible with the
FV scheme employed. On the other hand, it allows for the harmonic weighting of the dispersion
coeAcient across elements, conforming to the most accepted industry standard.
For each time step do:
• advection step: for each Tl solve na times with the explicit FV scheme, using Mta as the time



































with Mtd = Mt = naMta, obtaining the %nal approximation !k+1l .
The discretization of (20) is obtained by means of the TVD %nite volume scheme de%ned on
unstructured triangular grid, as developed in [6] and then modi%ed in [13]. This FV approach is
globally second-order accurate, uses a fully two-dimensional limiter developed ad hoc for triangular
elements, and has been thoroughly tested in the context of miscible displacements [14,16].
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l · w˜il d*−
∫
Tl
!k+1l ∇˜ · w˜il d*+
∫
@Tl












J˜ k+1l · n˜l d +
∫
ej
J˜ k+1r · n˜r d = 0 if ej ∈Tl ∩ Tr; (22c)
∫
ej
J˜ k+1l · n˜l d = bN if ej ∈N ∩ Tl; (22d)
+j = bD if ej ∈D; (22e)
where matrix G=D(|J˜ k+1|+1)−1k+1. The solution method of system (22) is very much the same
as that adopted for the 1ow equation.
The resulting time-splitting technique has been shown to be accurate and reliable and to introduce
minimal arti%cial viscosity to maintain stability [6,13]. The latter is related to two grid dimensionless
numbers, the Courant–Friedrichs–Lewy (CFL) number and the Peclet (Pe) number. The CFL number






where Tl and |Tl| denote the perimeter and the area of Tl, respectively. Strong stability (i.e. satis-
faction of a local maximum principle) of the FV scheme requires that CFL 6 13 [13]. The Peclet






where the dispersion number ! is given by
!= |D|Mta sup 1|Tl|
and |D| is the norm of tensor D.
3.3. The Picard method
The outer Picard method for the solution of the nonlinearly coupled system of equations (for both
the p–! and the  –c formulations) proceeds as follows. To advance in time from tk to tk+1, at
the (r + 1)th outer iteration the 1ow equation is %rst solved for pk+1; r+1 and vk+1; r+1, freezing the
values of the mass fraction, !k+1; r , at the previous outer iteration. Employing these updated values
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of velocity and pressure head, the transport equation is then solved for !k+1; r+1; J k+1; r+1. In the
p–! formulation we have to add an inner Picard linearization scheme, controlled by the iteration
index s, activated at every outer iteration. This procedure is repeated until convergence is achieved.
Algorithmically, this can be formulated as
FOR r = 1; 2; : : : UNTIL CONVERGENCE
• 1ow equation:
CTMC+k+1; r+1 = CTMg1 + CTSH−1(g2 + Dkpk)− g3
pk+1; r+1 = H−1(STC+k+1; r+1 − STg1 + g2 + Dkpk)
vk+1; r+1 = A−1(Bpk+1; r+1 − C+k+1; r+1 + g1)
• transport equation:
FOR s= 1; 2; : : : UNTIL CONVERGENCE
0; s+1 :=k !0; s+1:=!k
(!)ia+1; s+1 = (!)ia ; s+1 + Mta[La(!ia ; s+1)]ia = 0; : : : ; na − 1
!ˆk+1; s+1 :=!na ; s+1 (predictor value)
ˆk+1; s+1 := (!ˆk+1; s+1; pk) (predictor value)
G =D(|J˜ k+1; s|+ 1)−1k+1; s+1
(!)k+1; r+1 = (ˆ!ˆ)k+1; s+1 + Mtd[Ld(!k+1; s+1; G)]:
END DO
END DO
The initial guess of the outer iteration is given by the extrapolated value
(pl; !l)k+1;0 = (pl; !l)k+1;0 + :
(tk+1 − tk)
(tk − tk−1) [(pl; !l)
k − (pl; !l)k−1];
where :∈ [0; 1]. In the numerical experiments, when not speci%ed, := 0:0 was used, i.e., the initial
guess is given by the value obtained at convergence in the previous time step.
In the inner iterations the values of density at time tia+1; s+1 are obtained by linear interpolation
of mass fraction and pressure:





(!k+1; s − !k); pk + ia
na
(pk+1; r+1 − pk)
)
:
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Convergence in the inner iteration is achieved when
‖!k+1; s+1 − !k+1; s‖26 ;!in ;
‖J k+1; s+1 − J k+1; s‖26 ;J ;
(23)
while in the outer iteration we require
‖!k+1; r+1 − !k+1; r‖26 ;!out ;
‖pk+1; r+1 − pk+1; r‖26 ;p:
(24)
In the applications, the time step size is adaptively adjusted according to the convergence behavior
of the outer linearization scheme. The simulation begins with a time step size of Mt0 and an initial
guess given by input values. After convergence of the outer Picard iteration the time step size for
the next time step is increased by a factor of Mtincr (to a maximum size of Mtmax) if convergence in
the outer scheme is achieved in fewer than maxit1 iterations; it is left unchanged if convergence was
reached between maxit1 and maxit2 iterations; and it is decreased by a factor of Mtred (to a minimum
of Mtmin) if convergence required more than maxit2 iterations. If convergence is not achieved (in
either inner or outer iterations) within a maximum number of iterations, (maxitout and maxitin for
the outer and inner schemes, respectively), the time step is repeated (we back-step) using a reduced
time step size (by Mtred, unless the time step cannot be reduced any further, in which case we set
Mt =Mtmin). The values of the di2erent Mt and maxit are chosen empirically.
4. Numerical results
4.1. Application to Elder’s problem
A classical natural convection problem (Elder’s problem [23]) is used to validate the coupled
1ow and transport solvers, and to compare the numerical discretizations obtained by considering
the  –c and the p–! formulations. This example describes the movement of a solute in a closed
rectangular box initiated exclusively by di2usion [21]. A source of solute with constant unit value
is applied at the top of a closed rectangular box (Fig. 1) while the value of concentration at the
base is maintained at zero. The pressure is initially hydrostatic, that is  (˜x; 0) = zmax − z, with the
two upper corners of the box held at zero pressure head. The solute enters the pure water initially
by di2usion, increases its density, promoting a circulation process. The motion develops as a set of
eddies forming, because of the solute density di2erences, at the two ends of the source. Small eddies
of reverse circulation are associated with the end eddies, followed by a further set of eddies growing
near the ends. This process continues in time until the end eddies merge into single large eddies.
The parameters used in the simulation are given in Tables 1 and 2. The 600 m × 150 m domain
is discretized using a uniform triangular grid of 2000 elements. Note that the triangulation obtained
by simple subdivision of rectangular elements into two triangles is characterized by having all the
diagonals oriented in the same direction and thus is not symmetric with respect to the 1ow pattern.
This contributes highly to the diAculty of the numerical test. The Pe number varies between 4 and
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Fig. 1. De%nition of Elder’s problem as given in [23].
Table 1
Parameters for Elder’s problem
Domain Rectangular section of 600 m × 150 m
Source location Centered on the upper boundary
at 150 m6 x6 450 m
Intrinsic permeability k 4:845e− 13 m2
Dynamic viscosity  86:4 kg=m d
Reference density 0 1000 kg=m3
Density ratio,  0.2
Viscosity ratio, ′ 0
Porosity,  0.1
Dispersivity L; T 0 m
Di2usion coeAcient D0 0:308016 m2=d




Elastic storage Ss 9:8e− 3
In p–! model
Tensor K :
Kx 5:608e− 12 d
Kz 5:608e− 12 d
Storage,  1:34e− 13
35 while the observed CFL number, with an imposed maximum value of 0.30, varies between 0.04
and 0.30.
Figs. 2–5 show the concentration contours obtained for t = 3, 4, 10 and 20 years, using the  –c
and the p–! numerical discretization, respectively. For the latter approach, we have plotted the
approximated values of concentration c = !.
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Table 2
Boundary (BC) and initial (IC) conditions. Grid characteristics, convergence parameters
In  –c model
BCs for 1ow No 1ow
Zero pressure head at the two upper corners
BCs for mass transport c = 0 along the base and
c = 1 at the source
Zero concentration gradient elsewhere
IC for pressure head Hydrostatic
IC for concentration c = 0
In p–! model
BCs for 1ow No 1ow
Zero pressure at the two upper corners
BCs for mass fraction transport != 0 along the base and
!= 0:8333 at the source
Zero mass fraction gradient elsewhere
IC for pressure Hydrostatic
IC for mass fraction != 0
Grid characteristics 2000 triangles (100× 20) and 1070 edges
Horizontal nodal spacing, Mx 12 m











Convergence criteria: all tolerances values 1:e− 6
These results indicate that both the proposed approaches are accurate and reliable, do not su2er
from numerical oscillations and do not introduce large amounts of arti%cial di2usion, as typically
done by more conventional upwind discretizations. Also, the presence of an unsymmetric mesh (with
respect to the 1ow pattern) does not dramatically in1uence the solution, as reported in the literature
for other types of discretization approaches, showing the relatively low sensitivity of the proposed
schemes to mesh orientation. The p–! formulation displays slightly sharper %ngers with respect
to the  –c one, in particular at t = 10 years, but the di2erence reduces at later times. As %ngers
are strongly correlated to the nonlinear character of the coupling between the 1ow and transport
equations and the degree of nonlinearity increases with the density ratio, it is expected that the
discrepancies between the two formulations may become larger when high-concentration gradients
are encountered. For this reason we prefer to adopt the p–! formulation for the nonlinear dispersion
test cases.
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Fig. 2. Concentration contours obtained by the  –c (top) and p–! numerical discretization (bottom)—3 years.
4.2. Nonlinear high-concentration gradient dispersion examples
4.2.1. Example 1: comparison with an explicit solution
The p–! formulation is applied to verify the nonlinear dispersion theory. To this aim we consider
the example proposed in [20], where one-dimensional equation of 1ow and transport is explicitly
solved under various assumptions. The procedure is based on the use of relation (13) (in which  
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Fig. 3. Concentration contours obtained by the  –c (top) and p–! numerical discretization (bottom)—4 years.
System (25) is composed of three equations in three unknowns, ; q and J and can be solved
imposing the right boundary and initial conditions. Therefore, speci%c form of Darcy’s law is not
required.
Introducing a set of dimensionless variables for spatial and temporal variables and for q; J;  and
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Fig. 4. Concentration contours obtained by the  –c (top) and p–! numerical discretization (bottom)—10 years.
Assuming an in%nitely long column with the origin z = 0 coinciding with the position of the inlet
%lter of the column, the following scaled initial conditions apply:
(z; 0) =
{
1 for z¡ 0;
0 for z¿ 0
for z ∈R. The boundary condition for the scaled speci%c discharge is then given by [20]
q(−∞; t) = 1 for t ¿ 0:
Assuming a constant 1ow rate q(z; t) = 1 for (z; t)∈R × R+ in the column and that the nonlinear
term is such that
















− (z − t)t
−2=3
C(B(z − t)2t−4=3 + C)
}
(28)
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Fig. 5. Concentration contours obtained by the  –c (top) and p–! numerical discretization (bottom)—20 years.















We try to reproduce the solution pro%le given by (28) with =320; =0:2 and  =1 using the p–
! formulation applied to the original 1ow and transport problem. Thus, we solve a one-dimensional
model problem in a two-dimensional grid system and we operate with a %nite column and unscaled
spatial and temporal variables.
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Fig. 6. Comparison of numerical and explicit solution derived under various assumptions: density pro%les at dimensionless
times t∗ = 0:25, 0.5 0.75, 1.0.
where q0 and D1 denote reference parameters. To reproduce the explicit solution with unitary scaled
discharge, we set q0 = 3:2 × 10−5 m=s; D1 = 1 m2=s and porosity  = 0:1. The unscaled domain
[− 0:5; 4:5] is given by a column in which z varies in the interval [− 1:5625e+ 4; 1:40625e+ 5] m.
The width of the column is set equal to 6:25e + 3 m. To advance in time up to t∗ = 1, we have
to advance to t = 9:76e + 7 s. Since porosity is not dependent on time, in Eqs. (25) we set & = 0,
while the values that de%ne Darcy’s law and the dispersion 1ux in the transport equation are chosen
empirically. A constant value of discharge equal to q0 along the z-axis is maintained by a Neumann
condition imposed at the base of the column, with value equal to 5:5e− 2 m=s. All the parameters
required and used in the simulation are summarized in detail in Table 3.
We solve the problem for pressure and mass fraction, recovering density in its scaled form as
∗ =
− 0




We expect the approximate solution to be progressively inaccurate in regions where @=@z becomes
small, i.e. the top and toe regions of the density pro%les, this where (27) is not satis%ed. As can be
observed from Fig. 6, the numerical solution matches well the explicit one, for t∗ = 0:25 and 0.5,
while there is some inaccuracy in the top and toe pro%les for t∗=0:75 and 1.0. We do not observe
any di2erence in the velocity of the two pro%les.
4.2.2. Example 2: simulation of high-concentration gradient experiment
We consider a one-dimensional model problem simulating an experiment of 1ow and transport of
a contaminant in a column of %nite length. We compare the numerical solutions obtained by re%ning
the initial coarser mesh assuming as reference pro%le the one obtained over the %nest mesh. The
di2usion coeAcient D0 is set equal to 0:04 m2=s and the nonlinear dispersion coeAcient  equal to
8000. The other parameters used and the initial and boundary conditions are reported in Table 4.
The experiment is simulated for 12 s. The 0:21 m × 7 m column is discretized using %ve di2erent
uniform triangulations. The coarser grid contains 300 triangles and 204 edges, while the %nest level
is made up of 19,200 triangles and 10,413 edges. A summary description of the meshes employed
is reported in the grid characteristics of Table 4.
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Table 3
Nonlinear Example 1. Parameters
Domain Rectangular section of 6:25e + 3 m × 1:5625e + 5 m
Source location the lower base
at −3125 m6 x6 3125 m
Reference density, 0 1000 kg=m3
Density ratio,  0.2
Porosity,  0.1
Dispersivity, L; T 0 m
Di2usion coeAcient, D0 1:8 m2=s





BCs for 1ow qN = 5:5e− 2 m=s at the source
Zero pressure at the upper boundary
BCs for mass fraction transport at the upper base,
according to the explicit solution
IC for pressure p= 0:0
IC for mass fraction != 0:0
Grid characteristics 800 triangles (100× 8) and 505 edges
Horizontal nodal spacing, Mx 1562:5 m
Vertical nodal spacing, Mz 1562:5 m
Mt0, 3000 s
Mtmin, 1000 s






;J = 1:e− 3
;!in = 1:e− 6
;p = 1:e− 3
;!out = 1:e− 6
In Fig. 7 we show the L2 norms of the nonlinear dispersion tensor J (‖J‖2), in the time interval
[0; 12] s. The pro%les are approaching that of the %nest mesh, showing that grid convergence can be
considered achieved at the fourth grid level. In Fig. 8 we plot the di2erence ‖Ji‖2 − ‖J ∗‖2 between
the norms of the dispersion tensor as calculated at the grid levels i = 1; 2; 3; 4 and grid 5 (J ∗), for
four di2erent times (t = 2:5; 5; 10 and 12 s). The four pro%les display linear convergence for the
nonlinear dispersion tensor, as expected from the theory.
210 A. Mazzia, M. Putti / Journal of Computational and Applied Mathematics 147 (2002) 191–213
Table 4
Nonlinear Example 2. Parameters
Domain Rectangular section of 0:21 m × 7:0 m
Source location the lower base
at −0:105 m6 x6 0:105 m
Reference density, 0 1000 kg=m3
Density ratio,  0.2
Porosity,  0.1
Dispersivity L; T 0 m
Di2usion coeAcient, D0 0:04 m2=s






BCs for 1ow qN = 1:4286e− 2 m=s at the source
Zero pressure at the upper boundary
BCs for mass fraction transport at the upper base,
linear interpolation between
0:0 (t = 0 s) and 0:263 (t = 1:e + 20)
IC for pressure p= 0:0
IC for mass fraction != 0:0
Grid characteristics
1 300 triangles (100× 3) and 204 edges
Mx = 0:07 m; My = 0:14 m
2 600 triangles (200× 3) and 404 edges
Mx = 0:07 m; My = 0:07 m
3 2400 triangles (400× 6) and 1407 edges
Mx = 0:035 m; My = 0:035 m
4 9600 triangles (800 × 12) and 5213 edges
Mx = 0:0175 m; My = 0:00175 m
5 19,200 triangles (1600× 12) and 10,413 edges
Mx = 0:0175 m; My = 0:00875 m
Mt0 1:e− 2 s
Tmax 12 s
The nonlinear convergence behavior of the proposed scheme is summarized in Table 5, where
the results for a combination of di2erent tolerance levels for the inner iteration (;!in ) and di2erent
extrapolation factors : are reported. First it is worth noting that : = 1 yields the fastest solution
time, providing a better initial guess at the beginning of the time step. This result is, however,
limited to this test case where external sinks or sources are not present and thus the transient phase
proceeds smoothly. It is our experience that a value of :¡ 1 may be more e2ective in these latter
cases.
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Table 5
Example 2
: ;!in TTS ANOI ANII ATOI ATII CPU time
0.5 1:e− 3 45 3 9 1.56 0.32 210.2
0.5 1:e + 1 44 7 7 0.77 0.22 227.5
0.8 1:e− 3 41 3 10 1.60 0.31 196.5
0.8 1:e + 1 41 6 6 1.11 0.34 275.6
1.0 1:e− 3 41 3 9 1.63 0.31 188.9
1.0 1:e + 1 41 6 6 1.30 0.40 317.2
Results on grid level 3: total number of time steps (TTS), average number of outer iterations (ANOI), average number
of inner iterations per time step (ANII), average CPU time per outer iteration (ATOI), average CPU time per inner
iteration (ATII), total CPU time, for di2erent values of the extrapolation factor : and of the tolerance ;!in (the other
tolerance values are %xed equal to 1:e− 3).








Fig. 7. Nonlinear Example 2. Behavior of the L2 norm of J with time.
In the case of the largest ;!in values one inner iteration is performed every outer iteration. This
strategy achieves the lowest performance in terms of CPU time due to the larger number of outer
iterations, and thus of linear system solves, needed to reach convergence. When ;!in = ;!out the
number of inner iterations increases but the total number of linear solves decreases, leading to better
overall eAciency. Intermediate values of ;!in do not change this behavior.
5. Conclusions
We have presented a novel numerical method for the solution of the two-dimensional nonlinear
equations governing the dynamics of heavy brines transport in groundwater. The formulation makes
use of the RT0-P0 mixed hybrid %nite element technique for the spatial discretization of the 1ow
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Fig. 8. Nonlinear Example 2. Comparison of ‖Ji‖2 − ‖J ∗‖2, grid i = 1; 2; 3; 4; J ∗ the norm on grid 5.
equation and a time-splitting-based combination of the RT0-P0 mixed hybrid %nite element and
high-resolution TVD %nite volume schemes. This approach guarantees high accuracy in the evaluation
of both the velocity and concentration %elds together with the stability of the method in the presence
of large gradients. The double nonlinearity of the problem has been resolved by means of an outer and
an inner Picard-like iteration in combination with empirically adapted time step size. The performance
and robustness of the proposed scheme has been shown by means of several sample problems taken
from the literature.
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