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Abstract
Given the result v0 of a survey and a nested collection of summary statis-
tics that could be used to describe that result, it is natural to ask which
of these summary statistics best describe v0. In 1998 Diaconis and Sturm-
fels presented an approach for determining the conditional significance of
a higher order statistic, after sampling a space conditioned on the value of a
lower order statistic. Their approach involves the computation of a Markov
basis, followed by the use of a Markov process with stationary hypergeo-
metric distribution to generate a sample.
This technique for data analysis has become an accepted tool of alge-
braic statistics, particularly for the study of fully ranked data. In this thesis,
we explore the extension of this technique for data analysis to the study of
partially ranked data, focusing on data from surveys in which participants
are asked to identify their top k choices of n items. Before we move on to
our own data analysis, though, we present a thorough discussion of the
Diaconis–Sturmfels algorithm and its use in data analysis. In this discus-
sion, we attempt to collect together all of the background on Markov bases,
Markov processes, Gröbner bases, implicitization theory, and elimination







1.1 The Significance of a Summary Statistic, and a Motivating
Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Goals and Overview of this Thesis . . . . . . . . . . . . . . . 5
2 Markov Bases and Markov Processes for Generating a Represen-
tative Sample 7
2.1 Markov Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Markov Processes . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Generating a Representative Sample Space . . . . . . . . . . 16
3 Implicitization and Elimination Theory for Generating a Markov
Basis 19
3.1 Gröbner Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Elimination Theory and Implicitization Theory . . . . . . . . 24
3.3 Generating a Markov Basis for Ft . . . . . . . . . . . . . . . 27
4 Putting Theory into Practice 33
4.1 The Choice of a Collection of Nested Statistics . . . . . . . . 33
4.2 Nested Summary Statistics for Data Analysis . . . . . . . . . 35
5 Analysis of Partially Ranked Data Under the Isotypic Decomposi-
tion 39
5.1 Computational Considerations . . . . . . . . . . . . . . . . . 40
5.2 Girl Scout Cookie Preferences . . . . . . . . . . . . . . . . . . 46
vi Contents
6 Future Work 57
A Computed Markov Bases for Partially Ranked Data 59
Bibliography 63
List of Figures
5.1 The distance transitive graph for n = 4, k = 2. . . . . . . . . 43

List of Tables
5.1 Girl Scout cookies data. . . . . . . . . . . . . . . . . . . . . . . 47
5.2 Projections of DataVec into the isotypic subspaces. . . . . . . 48
5.3 Result after 10, 000 steps of the Markov chain, starting with
DataVec. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
A.1 Conditioning on zeroth order effects; i = 0. . . . . . . . . . . 60
A.2 Conditioning on first order effects; i = 1. . . . . . . . . . . . . 61
A.3 Conditioning on second order effects; i = 2. . . . . . . . . . . 61
A.4 Conditioning on third order effects; i = 3. . . . . . . . . . . . 61

Acknowledgments
I would like to thank Professor Michael Orrison for introducing me to this
thesis topic and exploring it with me as my thesis advisor. Working with
him and learning from him over the past four years has been an inspiration.
I would also like to extend my thanks to Professor Matt Davis for his sug-
gestions as my second reader, and to Aaron Pribadi and Jaron Kent-Dobias
for their help in working with Mathematica and 4ti2. Lastly, I would like
to thank my high school calculus teacher, Jim Voytas, for introducing me to




Participants in a survey can be asked to provide a variety of types of infor-
mation. For example, participants can be asked to select from a list of items,
those items of which they would approve, or to order the items according
to their preferences. We call data that is obtained from these two types of
surveys, respectively, approval data and fully ranked data. Data that is ob-
tained from surveys in which participants do not give a full ranking of a
list of items is grouped together under the term partially ranked data.
Given any such survey data, it is natural to try to summarize that data
so as to interpret the result. This gives rise to many different summary
statistics. For example, in most political elections (viewing these elections
as surveys) the most natural summary statistic simply tells us how many
votes each candidate receives. For fully ranked or partially ranked data,
a summary statistic might list how many times each item in the list was
ranked first, or how many times each pair of items was ranked in a certain
order. In analyzing approval data, it might be natural to use a summary
statistic that lists the number of times that each pair of items shows up
in the approved subset. This statistic might be particularly appealing, for
example, if the survey is intended to select a pair of individuals to chair a
committee.
The possible results of each of these types of surveys can be viewed as
Z-valued functions on the set of all possible individual survey responses.
For example, the result of a political election between n candidates is gen-
erally represented as an n-tuple of integers, with the ith entry correspond-
ing to the number of votes that the ith candidate received. This n-tuple
is a function from the set of all possible individual voter responses to Z.
Similarly, in surveys that yield approval data and ask for participants to
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n subsets of the items, and so each possible survey result
takes the form of a 2n-tuple of integers, which can be viewed as aZ-valued
function on the set of all possible individual survey responses.
Recalling that the collection of allR-valued functions defined on a given
set forms a vector space over R, the result of a survey can be viewed as a
Z-valued element in the vector space of R-valued functions defined on
the set of all possible individual survey responses. In this way, there is a
natural association between any survey and its underlying vector space. The
standard basis for this vector space consists of the set of indicator functions
on the possible individual survey responses.
With this framework, the procedures that compute summary statistics
on a given survey result can be viewed as linear transformations that act
on the survey’s associated underlying vector space.
A natural question to ask, given the result of a survey and a collection
of summary statistics that could be used to describe that result, is which
of the statistics are actually essential in capturing the significant informa-
tion in the data. That is, which of the summary statistics are necessary for
describing trends in the responses to the survey?
1.1 The Significance of a Summary Statistic, and a Mo-
tivating Example
Analyzing Approval Voting Election Results
In the case of an approval voting election between n candidates, in which
voters are asked to select a subset of the n candidates of which they would
approve, the natural action of the symmetric group Sn on the subsets of an
n-element set allows the associated underlying vector space to be viewed
as an RSn-module. After decomposing the underlying vector space into
orthogonal subspaces according to the number of approved candidates k,
representation theory enables us, for each 0 ≤ k ≤ n, to decompose the
associated vector subspace into k + 1 orthogonal isotypic subspaces, with
respect to the action of Sn. For 0 ≤ i ≤ k, these isotypic subspaces are
called, respectively, the pure ith order effects space.
We focus on the subspace associated with a specific fixed k. This limits
our attention to the responses of voters who approved of exactly k can-
didates. Here, the projection of an election result into the zeroth of these
isotypic subspaces corresponds to the effect on the election result of the
The Significance of a Summary Statistic, and a Motivating Example 3
number of people who chose k candidates.
The projection of an election result into the first of these isotypic sub-
spaces corresponds to the effect of the individual candidates on the elec-
tion result after removing the effect of the number of people who chose k
candidates—that is, after removing the pure zeroth order effects. If, in an
approval election, voters tend to have a strong preference for individual
candidates, then we might expect this pure first order effects statistic to be
large. If, instead of removing these zeroth order effects, we consider the
projection of an election result into both the zeroth and first isotypic sub-
spaces of the underlying vector space, then we have a summary statistic
that describes the first order effects in the election. This first order effects
statistic simply counts the number of voters approving of each individual
candidate.
Similarly, the summary statistic that counts the number of voters ap-
proving of each different pair of candidates is called the second order effects
statistic, and consists of the projections of the election result into the pure
zeroth, pure first, and pure second order effects spaces. If, in an approval
election, the projection into the pure second order effects space is large,
then we might expect the voters in the election to tend to have a strong
preference for certain pairs of candidates. If this is the case, then neither
the zeroth nor the first order effects statistic is sufficient to capture all of the
information present in the election result.
This generalizes to the ith order effects statistic, for 0 ≤ i ≤ k, which
counts the number of voters approving of each different i-subset of the n
candidates, and consists of the projections of the election result into the
pure zeroth through pure ith order effects spaces. If the voters in an election
have a strong preference for certain i-subsets of the candidates, then this
will show up as the election result having a large projection into the pure
ith order effects space, in which case, we know that the ith order effects
statistic captures information about the election that is not captured by any
of the lower order effects statistics.
Thus, for our fixed k, the collection of ith order effects statistics, with
0 ≤ i ≤ k, forms a nested collection of summary statistics that indicate
underlying trends in the will of the voters. As such, it is natural to use these
summary statistics in analyzing the result of an approval voting election,
and to attempt to determine the largest order effects statistic that carries
significant information.
For a more thorough discussion of the analysis of approval voting data,
see Hansen and Orrison (2008). The above discussion generalizes naturally
to surveys that yield approval data. Here, we have focused on elections,
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because our discussion has been guided by that in Hansen and Orrison
(2008), which focuses on election data. We more thoroughly present the
summary statistics used in this analysis of approval data, in our discussion
of partially ranked data found in Chapter 5.
The Question of Conditional Significance
In the discussion above, we have referred to the significance of the ith order
effects statistic for a survey result in terms of the magnitude of the projec-
tion of the result into its pure ith order effects space. If the magnitude of
this projection is large, then we might consider the ith order effects statis-
tic to be significant. However, we must ask whether the magnitude of this
projection, alone, is enough to indicate the significance of the ith order ef-
fects statistic, or whether it is possible that the magnitude of the projection
into the pure ith order effects space could just be a residual effect of one of
the lower order statistics.
To clarify the question being asked, we return to our example of an
approval voting election. Consider an approval election between n candi-
dates with result v0, and fix 0 ≤ k ≤ n. Let t0, . . . , tk, be the ith order effects
statistics associated with this election, respectively, for 0 ≤ i ≤ k. Further,
let tj and t`, with 1 ≤ j < ` ≤ k, be much larger in magnitude than all
other ti. Does this indicate that t` contains significant information about v0,
or is it possible that v0 is best described by tj, and that t` is large only as
a result of tj? That is, does the statistic t` have significance, after we have
conditioned on the lower order statistic tj?
It may be, if we consider all possible results of the same election that
produced v0 having the summary statistic tj in common, that we find most
of these election results also have large projections into the pure `th order
effects space. If this is the case, then t`, despite its large magnitude, does
not seem to capture information about v0 that was not already captured by
tj, and so we might say that t` is an artifact of tj rather than having its own
significance.
Parallel questions arise in the analysis of other types of survey data,
with their own natural collections of nested summary statistics. Given the
result of a survey and a nested collection of summary statistics that could
be used to describe that result, a means is desired for determining whether
or not a given summary statistic captures essential information about the
result. That is, given a summary statistic t, we would like to be able to
determine t has significance even after conditioning on any of the lower
order statistics.
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In practice, given the result of a survey and an associated collection of
summary statistics that could be used to describe that result, the set of all
possible survey results that share a specific summary statistic is very large.
Thus, in general, it is not reasonable to consider the magnitudes of the pro-
jections associated with each of the different summary statistics on this en-
tire set. In their 1998 paper, Diaconis and Sturmfels provide a method for
avoiding this difficulty, by presenting a Markov chain that can be used to
generate a representative sample of the set of all possible survey results
that share a given summary statistic. It is reasonable to compute, on the
elements of this representative sample, the magnitudes of each of the dif-
ferent summary statistics for the survey. The result of these computations
can then be used in analyzing the conditional significance of the different
summary statistics.
1.2 Goals and Overview of this Thesis
The algorithm that Diaconis and Sturmfels present for generating a Markov
basis (Theorem 3.2 of Diaconis and Sturmfels (1998)) has become an ac-
cepted tool in algebraic statistics.
In Diaconis and Eriksson (2006), the authors explore its usefulness in the
analysis of fully ranked data, letting their analysis be driven by the isotypic
decomposition of the associated underlying vector space. In Hansen and
Orrison (2008), the use of this algorithm in the analysis of approval data is
explored, focusing again on isotypic subspaces. This algorithm’s usage is
also discussed extensively in Riccomagno (2009), where Riccomagno refers
to it as “the Diaconis–Sturmfels algorithm”. In this thesis, I further explore
the technique for data analysis that was first introduced in Diaconis and
Sturmfels (1998), with particular focus on partially ranked data. Again, I
primarily focus on the summary statistics associated with projections into
the isotypic subspaces of the underlying vector space.
The usefulness of the Diaconis–Sturmfels algorithm in data analysis
draws upon a large body of theory, relying the theory of Markov processes
and on Gröbner basis techniques and implicitization and elimination the-
ory from algebraic geometry. The papers that I have found discussing the
Diaconis–Sturmfels algorithm, with the exception of Riccomagno (2009),
have made little or no attempt at collecting together and clearly present-
ing this underlying theory. The first goal for my thesis has thus been to
collect together and clearly present the supporting theory for the Diaconis–
Sturmfels algorithm, and then to identify and clarify this algorithm, as well
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as its usage. I have attempted, in doing so, to improve upon the straightfor-
wardness and clarity of the discussion of this algorithm that can be found
in Riccomagno (2009). The first half of my thesis has been devoted to this
effort.
In Chapter 2, we present the theory of Markov bases for a space condi-
tioned on a summary statistic, as well as some terminology and theory for
Markov processes. We then discuss the use of a Markov basis in generat-
ing a representative sample for its associated conditioned space, presenting
the Markov chain that was introduced by Diaconis and Sturmfels (1998). In
Chapter 3, we present sufficient algebraic geometry for an understanding
of implicitization and elimination theory. After discussing the implicitiza-
tion and elimination theorems, we discuss their use in generating a Markov
basis for a space conditioned on a summary statistic, as it was introduced
in Diaconis and Sturmfels (1998).
Then, in Chapter 4, we pull together the theory from the previous two
chapters to present a coherent picture of Diaconis’ and Sturmfels’ approach
to data analysis. In a paper assuming prior knowledge of Markov pro-
cesses and of the Diaconis–Sturmfels algorithm and its supporting theory,
the content of Chapter 4 could be found in an introduction. In my thesis,
this chapter serves as a transition into the discussion of our own work in
analyzing partially ranked data, which can be found in Chapter 5.
Chapter 2
Markov Bases and Markov
Processes for Generating a
Representative Sample
Consider a survey result v0, with summary statistic t that is computed from
v0 via the linear transformation T. In Diaconis and Sturmfels (1998), the
authors present a Markov process for generating a representative sample
of the space conditioned on t. It is natural to ask what information from v0
and t is necessary in carrying out this Markov process. The definition of a
Markov basis captures this necessary information.
In this chapter, we first present the definitions of a Markov basis and a
Markov process. We then discuss their use in generating a representative
sample of the space conditioned on a summary statistic, as it was presented
in Diaconis and Sturmfels (1998), focusing on the Metropolis algorithm that
they present. The notation that we use has primarily been taken from that
paper.
2.1 Markov Bases
Let v0 be the result of a survey, and let t be a summary statistic for v0.
Additionally, let X be the set of all possible responses to the survey that
produced the result v0. Further, let V = LR(X ) be the underlying vector
space associated with this survey, and let T be the linear transformation on
V that computes t from v0, so that T(v0) = t. Here, we are letting LR(X )
denote the collection of R-valued functions defined on X . In general, we
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take X to be finite.
Example 2.1.1. Consider a survey in which participants are asked to iden-
tify their top two choices of four items. For this survey, the set X consists of
the (42) = 6 possible subsets of the four items, and so the underlying vector
space V is 6-dimensional. We can record the result of this survey in a vector
v0 = (a1, a2, a3, a4, a5, a6),
where each ai is the number of survey responses that chose the ith pair of
items. A summary statistic t for v0 might, for example, count the number
of survey responses, or the number of times that each item shows up in
the survey responses. Both of these statistics can be computed via linear
transformations on the underlying vector space V.
Let F be the set of all possible results of this survey (so v0 ∈ F ), and let
the set of all v ∈ F with T(v) = t be denoted Ft. We would like to gen-
erate a representative sample of Ft to use in an analysis of the conditional
significance of other summary statistics for v0, after conditioning on t.
Definition 2.1.1. Let V be the underlying vector space associated with a
result v0 of a survey, and let T be a linear transformation on V, with T(v0) =
t. A Markov basis for Ft is a set of vectors f1, . . . , fL in LZ(X ) ⊂ V such that
(a) T( fi) = 0, for 1 ≤ i ≤ L, and
(b) for any u, v ∈ Ft there exist ordered pairs (e1, fi1), . . . , (eA, fiA)









ej fij ∈ F .
Remark 2.1.1. Notice that for every u, u′ ∈ Ft we can write u′ = u + f for
some f ∈ F . Then, because T is a linear transformation, we have
T( f ) = T(u′ − u) = T(u′)− T(u) = t− t = 0. (2.1)
Thus, viewing f as a “move” that keeps us in Ft, a Markov basis can be
viewed as a set of “moves” such that any two elements of Ft can be con-
nected via a finite number of “moves”. This is the idea that Diaconis and
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Eriksson focus on in their definition of a Markov basis (Diaconis and Eriks-
son, 2006: see Definition 5), in contrast to the definition that we give, which
comes more directly from Diaconis and Sturmfels (1998: see Equation 1.5).
Our requirement in (b), that uα ∈ F , differs in form from the require-
ment given in (1.5)(b) of Diaconis and Sturmfels (1998), which requires that
the entries of each uα be nonnegative with respect to standard basis of the
indicator functions on X . Both the condition that we have given and the
condition given in (1.5)(b) of Diaconis and Sturmfels (1998) are equivalent
to the requirement that at each “step” from u to v, the result uα is a valid
survey result. Our definition is simply independent of the choice of basis
for the underlying vector space V.
Notice that the vectors in a Markov basis need not be linearly indepen-
dent.
In general, we can think of a Markov basis for Ft as conditioning on
the summary statistic matrix T, noticing that Definition 2.1.1 depends in no
way on the specific value of t. In this way, the Markov basis associated with
a specific T and V only needs to be computed once. This fact is particularly
valuable, because the computation of a Markov basis using the Diaconis–
Sturmfels algorithm (which we discuss in Chapter 3) turns out to be very
computationally intensive.
Notice that if the number of participants in a survey is fixed, then the
finiteness of X gives the finiteness of F , and so also of Ft ⊂ F . Under this
restriction, the set of differences of elements inFt is finite, and each of these
differences must be zero-valued under T. It is straightforward to show that
this finite collection of differences forms a Markov basis for Ft. In this way,
if the number of participants in a survey is fixed, the existence of a finite
Markov basis for Ft is guaranteed.
Also, notice that a Markov basis for Ft is trivial if and only if Ft consists
of a single element. This corresponds to the case where the linear transfor-
mation T is injective. Particularly, if T is the identity operator on V, then
the Markov basis for Ft is trivial.
Example 2.1.2. Consider the survey from Example 2.1.1. Let the four items
in this survey be labeled 1, 2, 3, 4, and let the 2-subsets of these elements be
ordered according to the list
({1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}).
The summary statistics described in Example 2.1.1 are, respectively, com-
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puted by the matrices
T0 =
[




1 1 1 0 0 0
1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 1
 .
The Markov bases for conditioning on these summary statistics are, respec-
tively,
B0 = {(1,−1, 0, 0, 0, 0), (1, 0,−1, 0, 0, 0),
(1, 0, 0,−1, 0, 0), (1, 0, 0, 0,−1, 0),
(1, 0, 0, 0, 0,−1)},
and
B1 = {(1,−1, 0, 0,−1, 1), (1, 0,−1,−1, 0, 1)}.
We will see in Section 2.3 that a Markov basis for Ft can be used to de-
fine a Markov process, which can then be used to generate a representative
sample of Ft. This leaves the question of an algorithm for generating a
Markov basis for Ft. The Diaconis–Sturmfels algorithm satisfies this pur-
pose, as we will see in Chapter 3.
2.2 Markov Processes
Let {Xn} be a collection of random variables that each take on values in a
given space. We call this collection of Xn a system, and we call the space in
which these Xn take values the state space of the system. We call n the index
parameter of the system, and we interpret Xn as the “state of the system at
time n”. If the index parameter n takes on values in the natural numbers,
then we say that the system is a discrete time process, whereas, if n takes on
nonnegative real values, then we say that the system is a continuous time
process. In this discussion, we will limit our attention to Markov processes
that are time-independent.
Example 2.2.1. Consider the random variable X associated with the possi-
ble results of a given survey. Taking a countable number of copies of X and
indexing them by N, we get a collection of random variables {Xn}. This
collection of random variables forms a system indexed byN, and so, it is a
discrete time process. The state space for Xn is the space F of all possible
survey results.
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A system {Xn} is said to be a Markov process if it is a “memoryless”
system. By this we mean that, given the value of Xn (the “present state of
the system”), the values of Xs with s > n (the “future states of the system”),
are independent of the values of Xr with r < n (the “previous states of the
system”). If, further, the system {Xn} has a countable state space, then this
Markov process is called a Markov chain. This notion is formalized below,
in Definition 2.2.1, which we have taken from Example 1.3c of Karlin and
Taylor (1975) and Section 2.1 of Karlin and Taylor (1975).
Notice that in Example 2.2.1, where we take each Xn to be associated to
a survey result, the state space is countable. We thus choose to focus pri-
marily on discrete time Markov chains, because we will use such a Markov
chain in Section 2.3 to generate a representative sample of Ft.
Definition 2.2.1. A collection of random variables {Xn} is a discrete time
Markov chain if it is a Markov process whose state space is a countable set
and whose index parameter n takes on values inN.
A collection of random variables {Xn} is a Markov process if, for all n,
we have
Pr{a < Xn ≤ b|Xt1 = x1, Xt2 = x2, . . . , Xtm = xm}
= Pr{a < Xn ≤ b|Xtm = xm}
whenever t1 < t2 < · · · < tm < n.
Here, we are assuming that the random variables Xn take on values in
an ordered set, so that we can write a < Xn ≤ b. If the state space of Xn is
countable, then we can rewrite the condition in Definition 2.2.1 as
Pr{Xn = b|Xt1 = x1, Xt2 = x2, . . . , Xtm = xm}
= Pr{Xn = b|Xtm = xm},
for all n, whenever t1 < t2 < · · · < tm < n.
Observe that this definition of a Markov chain makes the the idea of a
transition probability function well-defined. That is, given a Markov chain
with state space S, and given states i and j in S, and n ∈N, the function
P(i, j, n) := Pr(Xm+n = j|Xm = i)
is a well-defined function in i, j, n.
The definition of a Markov chain given in Section 4.1 of Ross (1996)
has a much stronger focus on these transition probabilities. It states that a
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collection of random variables {Xn} is a Markov chain if, for all n ≥ 0, and
for all i0, . . . , in−1, i, j elements of the state space of Xn, we have
Pr{Xn+1 = j|Xn = i, Xn−1 = in−1, . . . , X0 = i0} = Pij,
where Pij is the fixed probability that the next state of the system will be j
when the current state of the system is i.
Generally, the study of a given Markov chain reduces to the study of
the associated transition probability function defined on its state space.
When the state space of a Markov chain is very large, and we would
like to use a Markov chain to generate a representative sample of its state
space, the existence of a Markov basis for its state space greatly simplifies
the sampling process. Given a Markov basis for the state space S, rather
than calculating the transition probabilities for each pair in S and each n ∈
N, we need only calculate the transition probabilities P(s, s± fi, 1), with s ∈
S and fi an element of the given Markov basis. This collection of transition
probabilities is sufficient for generating a representative sample for S (see
Section 2.3).
Communicating Classes, Irreducibility, and Aperiodicity
We now present some terminology for Markov chains that will be useful
in Section 2.3. We are taking these definitions essentially directly from Sec-
tions 4.2–4.7 of Ross (1996).
Definition 2.2.2. Let S be the state space for a Markov chain, and let Pnij
denote the probability, given that the chain starts in state i, that the chain
will be in state j after n transitions, where n ≥ 0, or more formally,
Pnij = Pr{Xn+m = j|Xm = i}, where n ≥ 0, i, j ≥ 0.
Then, for i, j ∈ S, we say that state j is accessible from state i if there exists
some n ∈N for which Pnij > 0, and we say that states i and j communicate if
i and j are mutually accessible.
Notice that under this definition, communicating is an equivalence rela-
tion on the state space of a Markov chain, and we call the associated equiv-
alence classes communicating classes (see Proposition 4.2.1 of Ross (1996)).
Definition 2.2.3. A Markov chain is said to be irreducible or connected if its
state space S consists of a single communicating class. That is, if i and j
communicate with each other for every i, j ∈ S, or more formally, if for
every i, j ∈ S there exists an n ∈N such that Pnij > 0.
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Definition 2.2.4. Given a Markov chain with state space S, we say that a
state i ∈ S is periodic with period d, if d is the greatest integer such that
Pnii = 0 whenever d does not divide n. We say that a state i is aperiodic if it is
periodic with period 1. If for all i ∈ S, state i is aperiodic, then we say that
the Markov chain with state space S is aperiodic.
Given a Markov chain with state space S and state i ∈ S, it is helpful in
understanding Definition 2.2.4, to notice that state i is periodic with period
d, if upon starting at state i, the Markov chain has a nonzero probability of
returning to state i only after a number of transitions that is a multiple of
d. In this way, we can view state i as being aperiodic if and only if, upon
starting at state i, the Markov chain returns to i at “irregular time intervals”,
or more formally, if and only if
gcd{n : Pnij > 0} = 1.
By Proposition 4.2.2 of Ross (1996), periodicity is a communicating class
property. In this way, if any element in the state space of an irreducible
Markov chain is aperiodic, then the entire Markov chain is aperiodic.
Stationary Distributions and Reversible Markov Chains
The next few definitions and remarks build up terminology for Defini-
tion 2.2.9, the definition of a reversible Markov chain. We will use this defi-
nition in Section 2.3.
Definition 2.2.5. Let S be the state space for a Markov chain, and let i, j ∈ S.
We define f nij to be the probability, given that the Markov chain starts in
state i, that the Markov chain transitions into state j for the first time after






so that fij denotes the probability of the Markov chain ever making a tran-
sition into state j, given that the the Markov chain began in state i. If f jj = 1,
for j ∈ S, then we say that state j is recurrent. Otherwise, we say that state j
is transient.
Note that by Corollary 4.2.4 of Ross (1996), being recurrent is a property
of communicating classes. That is, if i and j communicate in a Markov
chain, then i and j are either both recurrent or both transient.
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∞ if j is transient,
∑∞n=1 n f njj if j is recurrent,
so that µjj denotes the expected number of transitions needed, upon start-
ing at state j, for the Markov process to return to state j. Given a recurrent
state j ∈ S, we say that j is positive recurrent, if µjj < ∞. If µjj = ∞ then we
say that state j is null recurrent.
Notice that under this definition, a state j in the state space of a Markov
chain is positive recurrent if and only if, upon starting at state j, the Markov
chain is expected to return to state j within a finite number of transitions.
By Proposition 4.3.2 of Ross (1996), positive recurrence and null recur-
rence are both communicating class properties.
Definition 2.2.7. Consider a Markov chain {Xn} with state space S, where
the elements in S are indexed byN. Let Pij denote the transition probabil-
ities of this Markov chain on this state space S, and let {pij : j ∈ N} be a
probability distribution defined on the random variable Xn. pij is said to be




It can be shown (Ross, 1996: pg. 174) that if the probability distribution
on X0 in a Markov chain is a stationary distribution for that Markov chain,
then for all Xn in the Markov chain, n ≥ 0, the distribution on Xn is this
same stationary distribution. Thus, the use of the term “stationary” in Def-
inition 2.2.7 is natural.
Given an irreducible, aperiodic Markov chain with state space S in-
dexed by N, we define the function pij on the random variable Xn, for
j ∈N, by
pij := limn→∞ P
n
ij , for i ∈N.
It can be shown (see Theorem 4.3.3 of Ross (1996)) that if the states in S
are positive recurrent, then pij is positively valued, and further, that this pij
is the unique stationary distribution for this irreducible, aperiodic Markov
process.
Definition 2.2.8. Consider an irreducible and positive recurrent Markov
chain. We say that this Markov chain is stationary, if its initial state is cho-
sen according to the stationary distribution for this Markov chain. That
is, a Markov chain is stationary if the distribution on X0 is the stationary
distribution of the Markov chain.
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Remark 2.2.1. Let v0 be the result of a survey with summary statistic t, and
let the set of all of possible results of this survey be F . If we assume that
the distribution on F is hypergeometric, and if we define an irreducible
and positive recurrent Markov chain with initial state v0 and state space F ,
and with hypergeometric stationary distribution, then notice that we have
defined a stationary Markov chain. Thus, at each step Xn in the Markov
chain, the distribution on Xn is hypergeometric. In this way, if we start
at v0 and take sufficiently many steps along this Markov chain, and then
repeat this process many times, the collection of the final states from these
runs should form a representative sample of F . If we restrict our moves
in this Markov chain, to preserve the value of the summary statistic t, then
the result should instead be a representative sample of Ft. We will see in
Section 2.3, that we can use a Markov basis for Ft to define such a Markov
chain.
Consider a stationary Markov chain {Xn} with state space S, having
transition probabilities Pij and stationary distribution pii. Ross (1996: pg. 203)
shows that the reverse process, starting at some n ≥ 0 and taking the






This fact leads naturally to Definition 2.2.9, as well as to the idea that fol-
lows it. Both of these are taken essentially directly from page 203 of Ross
(1996).
Definition 2.2.9. A stationary Markov chain with state space S, having
transition probabilities Pij and stationary distribution pij, for i, j ∈ S, is said





This definition gives the requirement that, in order for a Markov chain
with state space S to be reversible, it must satisfy
piiPij = pijPji,
for all i, j ∈ S. We can view pijPji as the “rate” at which the Markov chain
goes from state j to state i, recalling that
Pr{Xm = j} = pij and Pji = Pr{Xm+1 = i|Xm = j}.
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for m ≥ 0 and i, j ∈ S. Similarly, we can view piiPij as the “rate” at which
the Markov chain goes from state i to state j. Thus, the given requirement
for the reversibility of a Markov chain can be viewed as the requirement
that the Markov chain must proceed from state i to state j at the same rate
that it proceeds from state j to state i.
2.3 Generating a Representative Sample Space
With the idea of a Markov basis for Ft from Section 2.1, and with the defi-
nitions and terminology of Markov processes from Section 2.2, we can now
address the use of a Markov chain to generate a representative sample of
Ft.
Section 2 of Diaconis and Sturmfels (1998) presents two methods for
setting up a Markov chain that can be used to generate a representative
sample of Ft, given a Markov basis for Ft. The first of these, presented
in their Lemma 2.1, is a Metropolis algorithm, and the second of these,
presented in their Lemma 2.2, is a Gibbs sampler. We limit our focus to the
Metropolis algorithm, as this is the method that we have used in our own
analysis, which we present in Chapter 5.
The Metropolis Algorithm
We first present Diaconis and Sturmfels’s Lemma 2.1, and then observe
that, as it claims to do, this lemma defines a Markov chain with stationary
distribution proportional to σ, according to the standard Metropolis algo-
rithm. Thus, with appropriate choice of σ, it is possible to use this Markov
chain to generate a representative sample of Ft.
Lemma 2.3.1. (Lemma 2.1 from Diaconis and Sturmfels (1998)) Let σ be a pos-
itive function on Ft. Given a Markov basis f1, . . . , fL for Ft, generate a Markov
chain on Ft by choosing I uniformly in {1, . . . , L} and e = ±1 with probability
1









provided g + e f I has only nonnegative entries (i.e., is a legal survey result). In all
other cases the chain stays at g. This is a connected, reversible, aperiodic Markov
chain on Ft with stationary distribution proportional to σ.
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In general, the Metropolis algorithm takes the following form (see Sec-
tion 10.2 of Ross (1997)):
Metropolis Algorithm: Let S be a state space, and let i ∈ S be the
current state, and j ∈ S be a proposed new state. Let P(x) be a proba-
bility distribution on S, and let Q be an irreducible Markov transition
probability matrix on S, with Q(i, j) representing the entry in Q at








we accept the new state j. Otherwise, we remain at state i.
Notice that in this more general Metropolis algorithm, if Q(i, j) = Q(j, i),








Further, if we take the distribution from which we are sampling to be P =
γσ, where γ is a scalar that causes the range of P to be [0, 1] (with σ defined


























Thus, if we take j = g + e f I and i = g, we see that Lemma 2.3.1 does
indeed present a specific case of the general Metropolis algorithm. Here,
the choice of a proposed new state is determined by the choice of a Markov
basis element such that the resulting state is a legal survey result.
According to Section 10.2 of Ross (1997), it is known that this general
Metropolis algorithm produces a connected, reversible Markov chain with
state space S and stationary distribution P(x). In this way, we see that the
Markov chain defined in Lemma 2.3.1 has stationary distribution γσ, which
is indeed proportional to σ, as the lemma claims.
The Choice of a Hypergeometric Stationary Distribution
In the remark following Lemma 2.1 in Diaconis and Sturmfels (1998), the
authors present a class of functions that they have found useful in defining
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positive functions σ (from Lemma 2.3.1) for the examples presented in the






then σ is distributed hypergeometrically. Thus, with this choice of σ, the
Markov chain defined in Lemma 2.3.1 has hypergeometric stationary dis-
tribution.
There is a strong emphasis in Diaconis and Sturmfels (1998) on the
choice of a Markov chain with a hypergeometric stationary distribution.
This results from the fact that we would like to generate a representative
sample of Ft, under the assumption that the distribution on the individ-
ual participant responses to the survey is uniform. That is, we would like
to compare our result v0 to Ft, assuming that when each participant com-
pletes the survey, their response is uniformly random from among all pos-
sible survey responses.
Just as when two dice are rolled the outcome of their combined roll
being a seven or a two is not equally likely, this assumed uniformity in the
responses of the individual survey participants does not carry over to a uni-
formity in the distribution on the possible survey results. Rather, according
to Section 1 of Diaconis and Sturmfels (1998), this assumed uniformity in
the responses of the individual survey participants translates to survey re-
sults that are distributed hypergeometrically. Thus, in our analysis of v0, it
is natural to assume that the distribution on the set of all possible survey
results F is hypergeometric.
Recall from Remark 2.2.1, that under the assumption that F is hyper-
geometrically distributed, if we have a Markov chain with hypergeometric
stationary distribution and Markov basis conditioning on Ft, then we can
use this Markov chain to generate a representative sample of Ft.
The method that we have used in Chapter 5 to generate a representa-





Generating a Markov Basis
We have seen in Chapter 2 that, given a survey result v0 with summary
statistic t, and given a Markov basis for Ft, we can carry out a Markov
process to generate a representative sample of Ft. Let us now consider the
method for generating such a Markov basis, given the result of a survey
and an associated summary statistic.
The method that we present was first introduced by in Diaconis and
Sturmfels (1998), and is referred to in Riccomagno (2009) as the Diaconis–
Sturmfels algorithm. This algorithm relies deeply on implicitization and
elimination theory from algebraic geometry, which themselves rely deeply
on Gröbner bases. In this chapter, we thus first present the necessary back-
ground on these subjects, before introducing the Diaconis–Sturmfels algo-
rithm. The theory that we present in Sections 3.1 and 3.2 can be found in
Chapters 1–3 of Cox et al. (1997).
3.1 Gröbner Bases
Let k be a field and let x1, . . . , xn be indeterminates. Consider the polyno-
mial ring k[x1, . . . , xn]. If I ⊆ k[x1, . . . , xn] is an ideal, and f ∈ k[x1, . . . , xn]
is a polynomial, a natural question to ask is whether f is an element of I.
In a polynomial ring k[x], letting f1, . . . , fm and g be polynomials in k[x],
the division algorithm (Proposition 1.5.2 in Cox et al. (1997)) guarantees the
20 Implicitization and Elimination Theory for Generating a Markov Basis
existence of a1, a2, . . . , am, r ∈ k[x] such that
g = a1 f1 + a2 f2 + · · ·+ am fm + r, (3.1)
where either r = 0 or the polynomial degree of r is less than the polynomial
degree of g. Further, it guarantees that these r and ai, for 1 ≤ i ≤ m, are
unique. In this way, we see that if f1, . . . , fm are the generators of an ideal
I, then g ∈ I if and only if we have r = 0 in Equation 3.1.
We can extend this division algorithm to rings of polynomials in more
than one variable by defining a monomial ordering (Definition 2.2.1 in Cox
et al. (1997)).
Definition 3.1.1. Given a monomial xα11 x
α2




2 · · · xαnn := xα,
where α = (α1, α2, . . . , αn) ∈ Nn (where we take 0 ∈ N). A monomial order-
ing on k[x1, . . . , xn] is a relation> on the set of monomials xα ∈ k[x1, . . . , xn],
such that, for α, β ∈Nn,
xα > xβ
if and only if α  β, where  is a total (or linear) ordering on Nn that
satisfies the following two properties:
(i) If α  β and γ ∈Nn, then α+ γ  β+ γ.
(ii)  is a well-ordering onNn, and so every nonempty subset ofNn has
a smallest element under .
Example 3.1.1. The Lexicographic order is a monomial ordering, where for
α, β ∈Nn we say that xα > xβ if, in the vector difference α− β, the leftmost
nonzero entry is positive (see Proposition 2.2.4 of Cox et al. (1997)). For
example, under the Lexicographic order
x(1,2,0) > x(0,3,4), because α− β = (1,−1,−4).
Similarly,
x(3,2,4) > x(3,2,1), because α− β = (0, 0, 3).
This is the default monomial ordering in Mathematica and many other
computer algebra systems.
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Example 3.1.2. Let α, β ∈Nn. Define xα > xβ if either
(1) |α| = ∑ni=1 αi > |β| = ∑ni=1 βi, or
(2) |α| = |β| and the rightmost nonzero entry of α− β is negative.
We call this relation the Graded Reverse Lexicographic order, or Degree Reverse
Lexicographic order, and this relation is a monomial ordering (see Definition
2.2.6 of Cox et al. (1997)). For example, under the Degree Reverse Lexico-
graphic order
x(4,7,1) > x(4,2,3), because |(4, 7, 1)| = 12 > 9 = |(4, 2, 3)|.
Similarly,
x(1,5,2) > x(4,1,3), because |(1, 5, 2)| = |(4, 1, 3)|,
and (1, 5, 2)− (4, 1, 3) = (−3, 4,−1).
According to Cox, Little, and O’Shea (1997: pg. 58), it has recently been
shown that the Degree Reverse Lexicographic monomial ordering is the
most computationally efficient monomial ordering for many computations.
As a result, we have chosen to use this monomial ordering in our own
implementation of the Diaconis–Sturmfels algorithm, in Mathematica 7.
The computational effectiveness of the Degree Reverse Lexicographic
monomial ordering is also supported by Theorem 6.1 of Diaconis and Sturm-
fels (1998), which gives a degree bound on the elements of a reduced Gröb-
ner basis. Their Remark (i) following this theorem states that this degree
bound only necessarily holds with the use of the Degree Reverse Lexico-
graphic monomial ordering.
Choosing a monomial ordering, and letting g and f1, . . . , fm be polyno-
mials in k[x1, . . . , xn], we are able to determine which term in each of these
polynomials is the leading term. For a polynomial f = ∑ki=1 aix
αi , the lead-
ing term of f , LT( f ), is the term ajxαj , such that xαj > xαi , for all 1 ≤ i ≤ k,
with respect to our chosen monomial ordering.
In Section 2.3 of their paper, Cox, Little, and O’Shea (1997) show that the
choice of a monomial ordering, together with its associated leading terms,
enables us to extend the division algorithm for polynomials in one variable
to polynomials in k[x1, . . . , xn]. However, unlike in the division algorithm
for polynomials in one variable, in this extension of the division algorithm
to n variables the resulting remainder r need not be unique.
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Example 3.1.3. Consider the polynomial g = x2y + xy2 + y2, and let us
divide it by the polynomials f1 = xy− 1 and f2 = y2 − 1. If in our division
algorithm we first use f1, then we obtain
x2y + xy2 + y2 = (x + y)(xy− 1) + (1)(y2 − 1) + (x + y + 1). (3.2)
Whereas, if we first use f2 in our division algorithm, then we obtain
x2y + xy2 + y2 = (x + 1)(y2 − 1) + (x)(xy− 1) + (2x + 1). (3.3)
Notice that in Equation 3.2, the remainder is r = x + y + 1, and in Equa-
tion 3.3, the remainder is r = 2x + 1. Thus, in both cases f1 and f2 do not
divide r, and so the division algorithm has been completed. However, in
these two cases, the value of r differs, and so we see that this remainder is
not unique.
This nonuniqueness of the remainder r greatly reduces the strength of
this division algorithm. Given an ideal I = 〈 f1, . . . , fm〉 and a polynomial
g, it is no longer necessarily the case that the remainder, upon dividing g
by f1, . . . , fm, will be zero if and only if g ∈ I. Thus, it is no longer possible
to determine the membership of g in I simply by looking at its remainder
upon division by the generators of I.
However, if we choose the right collection of polynomials fi to generate
I, then the uniqueness of the remainder r, upon the division of a polyno-
mial g by the polynomials fi, is preserved. We call this “right collection of
generating polynomials” a Gröbner basis for I.
This idea is formalized in the following definition (Definition 2.5.5 in
Cox et al. (1997)).
Definition 3.1.2. Fix a monomial ordering, and let I ⊂ k[x1, . . . , xn] be an
ideal. Additionally, LT(I) denote the set of leading terms of elements of I.
A finite subset G = { f1, . . . , fm} of I is said to be a Gröbner basis for I if
〈LT( f1), . . . , LT( fm)〉 = 〈LT(I)〉.
Note that in Proposition 3.1.1 we will be able to make our definition of
a Gröbner basis less abstract by framing it in terms of the divisibility of the
leading terms of I by the leading terms of the elements in the Gröbner basis
for I. The following definition (Definition 2.4.1 of Cox et al. (1997)) will en-
able us to conclude the equivalence of Proposition 3.1.1 to Definition 3.1.2.
Definition 3.1.3. An ideal I ⊆ k[x1, . . . , xn] is a monomial ideal if there is a
(possibly infinite) subset A ⊆ Nn such that I consists of all polynomials
which are finite sums of the form ∑α∈A hαxα, where hα ∈ k[x1, . . . , xn]. In
this case, we write I = 〈xα : α ∈ A〉.
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By Lemma 2.4.2 of Cox et al. (1997), a monomial ideal I = 〈xα : α ∈ A〉
has the property that xβ ∈ I if and only if xβ is divisible by xα for some
α ∈ A. By Proposition 2.5.3 of Cox et al. (1997), if I ⊆ k[x1, . . . , xn] is
an ideal, then 〈LT(I)〉 is a monomial ideal. This gives us the following
equivalence, which is presented on page 77 of Cox et al. (1997).
Proposition 3.1.1. A set G = { f1, . . . , fm} is a Gröbner basis for I if and only if
the leading term of any element of I is divisible by one of the LT( fi), where fi ∈ G.
Note that the existence of a Gröbner basis for any ideal I ⊆ k[x1, . . . , xn]
is guaranteed by the Hilbert Basis theorem. Further, the proof of the Hilbert
Basis theorem given in Cox et al. (1997) shows that a Gröbner basis for I
must also be a generating set for I.
With the more concrete definition of a Gröbner basis given in Propo-
sition 3.1.1, we obtain the following proposition (Proposition 2.6.1 of Cox
et al. (1997)) that strengthens the division algorithm.
Proposition 3.1.2. Let G = { f1, . . . , fm} be a Gröbner basis for an ideal I ⊆
k[x1, . . . , xn], and let g ∈ k[x1, . . . , xn]. Then there is a unique r ∈ k[x1, . . . , xn]
with the following two properties:
(i) No term of r is divisible by any of LT( f1), LT( f2), . . . , LT( fm).
(ii) There exists some f ∈ I such that g = f + r.
In particular, r is the remainder on division of g by G no matter how the elements
of G are listed when using the division algorithm.
Notice that by this proposition, if G is a Gröbner basis for a polynomial
ideal I, then g is generated by G if and only if the unique remainder upon
dividing g by G, is r = 0. In this case we have g ∈ I. Thus, with a Gröbner
basis for I and the division algorithm, we have a test for membership in I.
It is important to realize that a Gröbner basis need not be unique. This
is seen in the following example, which we take from Section 2.7 of Cox
et al. (1997).
Example 3.1.4. Consider the ring k[x, y] with the Degree Reverse Lexico-
graphic order, and let
I = 〈x3 − 2xy, x2y− 2y2 + x〉.
Then for any constant a ∈ k, the polynomials
f1 = x2 + axy, f2 = xy, f3 = y2 − 12 x (3.4)
form a Gröbner basis for I.
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The following definition (Definition 2.7.5 in Cox et al. (1997)) enables us
to associate with each polynomial ideal a unique Gröbner basis.
Definition 3.1.4. A reduced Gröbner basis for a polynomial ideal I is a Gröb-
ner basis G for I such that:
(i) LT(p) has coefficient 1 for all p ∈ G.
(ii) For all p ∈ G, no monomial of p lies in 〈LT(G− {p})〉.
By Proposition 2.7.6 of Cox et al. (1997), given a nonzero polynomial
ideal I, together with a monomial ordering, I has a unique reduced Gröb-
ner basis.
Example 3.1.5. In Example 3.1.4, if a = 0, then f1, f2, f3 of Equation 3.4 form
the unique reduced Gröbner basis for I.
This leaves the question of how to compute the reduced Gröbner ba-
sis for a given polynomial ideal. If we have an ideal I with generating
set g1, . . . , gk, there are several algorithms for turning this generating set
for I into the reduced Gröbner basis for I. One such algorithm is Buch-
berger’s algorithm, which is presented in Section 2.7 of Cox et al. (1997).
Algorithms for turning a generating set for an ideal into a reduced Gröb-
ner basis for that ideal are implemented in most computer algebra systems.
In Mathematica 7, one such algorithm is implemented under the command
GroebnerBasis. It is this command that we have used in our own imple-
mentation of the Diaconis–Sturmfels algorithm.
3.2 Elimination Theory and Implicitization Theory
In this section, we introduce the ideas from elimination theory and implic-
itization theory sufficient for an understanding of the Diaconis–Sturmfels
algorithm, which computes a Markov basis for Ft. We will then present
this algorithm in Section 3.3. Most of the material in this section comes
directly from Chapter 3 of Cox et al. (1997).
First, we give the definition of an affine variety (Definition 1.2.1 of Cox
et al. (1997)).
Definition 3.2.1. Let k be a field and let f1, . . . , fs ∈ k[x1, . . . , xn]. The affine
variety defined by f1, f2, . . . , fs is the set
V( f1, . . . , fs) = {(a1, . . . , an) ∈ kn : fi(a1, . . . , an) = 0 for all 1 ≤ i ≤ s}.
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The affine variety of an ideal I ⊆ k[x1, . . . , xn], denoted V(I), is the affine
variety defined by a generating set for I.
We have seen in Section 3.1 that a Gröbner basis is a valuable tool for
determining ideal membership in a polynomial ideal. Elimination theory
and implicitization theory also depend heavily on the theory of Gröbner
bases. These two theories arise in the solutions to the following two prob-
lems, which we take almost verbatim from the beginning of Section 2.1 in
Cox et al. (1997):
(a) Let k be a field. Find all common solutions in kn of the system of
polynomial equations
f1(x1, . . . , xn) = · · · = fs(x1, . . . , xn) = 0.
This is equivalent to asking for the points in V( f1, . . . , fs).
(b) Let k be a field. Let V be a subset of kn given parametrically as
x1 = g1(t1, . . . , tm),
x2 = g2(t1, . . . , tm),
...
xn = gn(t1, . . . , tm),
where, for 1 ≤ i ≤ n, we have xi ∈ k, and where this collection of
xi together forms an n-tuple (x1, . . . , xn) ∈ kn. If the gi are polyno-
mials in the variables tj, then V will be an affine variety (or part of
one). Find a system of polynomial equations in the xi that defines the
variety.
Here, problems a and b are “inverse problems”. By this we mean that
problem a asks for the set of solutions to a given system of polynomial
equations, whereas problem b provides us with a set of solutions and asks
us to find a system of polynomial equations with these solutions. We refer
to the problem given in b as the implicitization problem, because its basic idea
is to convert an explicit parameterization for an affine variety V into a set
of equations that implicitly define V. It is for the purpose of answering the
implicitization problem that elimination theory has been developed.
Definition 3.2.2. Given an ideal I = 〈 f1, . . . , fs〉 ⊆ k[x1, . . . , xn], and given
0 ≤ l ≤ n, the lth elimination ideal, denoted Il is the ideal in the polynomial
ring k[xl+1, xl+2, . . . , xn] defined by
Il = I ∩ k[xl+1, xl+2, . . . , xn].
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Our Definition 3.2.2 is Definition 3.1.1 from Cox et al. (1997). Notice
that, under this definition, when we take l = 0, the zeroth elimination
ideal is I0 = I. Also notice that different orderings of the indeterminates
x1, . . . , xn in the polynomial ring k[x1, . . . , xn], result in different elimination
ideals.
The following definition is presented in Exercise 5 in Section 3.1 of Cox
et al. (1997). Its usefulness is made apparent by the role that it plays in
Theorem 3.2.1.
Definition 3.2.3. Consider the polynomial ring k[x1, . . . , xn], and fix an in-
teger 1 ≤ l ≤ n. We say that a monomial ordering on k[x1, . . . , xn] is of l-
elimination type if any monomial involving at least one of x1, . . . , xl is greater
than all monomials in k[xl+1, xl+2, . . . , xn].
The following result is referred to as the Elimination Theorem, and can be
found in Exercise 5 in Section 3.1 of Cox et al. (1997).
Theorem 3.2.1. If I ⊆ k[x1, . . . , xn] is an ideal and G is a Gröbner basis for I
with respect to a monomial ordering of l-elimination type, then
Gl = G ∩ k[xl+1, xl+2, . . . , xn]
is a Gröbner basis of the lth elimination ideal I ∩ k[xl+1, xl+2, . . . , xn].
Restated, this theorem tells us that given G, a Gröbner basis for I, we
can find the Gröbner basis for Il by taking exactly those elements of G that
do not involve any of the first l indeterminates of k[x1, . . . , xn]. This is a
very powerful and useful statement.
This brings us to a result that is referred to as the polynomial implicitiza-
tion theorem, which is Theorem 3.3.1 of Cox et al. (1997).
Theorem 3.2.2. Let k be an infinite field, and let F : km → kn be the function
determined by the polynomial parameterization
F(t1, . . . , tm) = ( f1(t1, . . . , tm), f2(t1, . . . , tm), . . . , fn(t1. . . . , tm)).
Let I be the ideal
I = 〈x1 − f1, x2 − f2, . . . , xn − fn〉 ⊆ k[t1, t2, . . . , tm, x1, x2, . . . , xn]
and let Im = I ∩ k[x1, . . . , xn] be the mth elimination ideal. Then V(Im) is the
smallest variety in kn containing F(km).
Generating a Markov Basis for Ft 27
Theorems 3.2.1 and 3.2.2 together give us the following algorithm (see
Section 3.3 of Cox et al. (1997)):
Implicitization algorithm: Let k be an infinite field, and let f1, . . . , fn
be polynomials in k[t1, . . . , tm]. This allows us to view each fi as a
coordinate function in the polynomial parameterization F : km → kn,
as described in Theorem 3.2.2. Construct the ideal
I = 〈x1 − f1, . . . , xn − fn〉,
and let > be a monomial ordering of m-elimination type (such as the
Degree Reverse Lexicographic order, with t1 > t2 > · · · > tm > x1 >
x2 > · · · > xn). Then, we can compute a Gröbner basis, G, for I with
respect to >, and from the elimination theorem we have as a Gröbner
basis for the mth elimination ideal, with respect to>, the collection of
polynomials
Gm = G ∩ k[x1, . . . , xn].
Further, V(Gm) ⊆ kn is the smallest variety containing F(km).
We will see in Section 3.3, that it is this implicitization algorithm that is the
principle actor in generating Markov bases for conditioning on a summary
statistic using the Diaconis–Sturmfels algorithm.
3.3 Generating a Markov Basis for Ft
We now have sufficient background to address the problem of computing a
Markov basis for Ft given a survey result v0 with summary statistic t. The
theory presented in this section comes primarily from Section 3 of Diaconis
and Sturmfels (1998). Our discussion of toric ideals comes from Chapter 4
of Sturmfels (1996).
Let V be the underlying vector space associated with the survey that
produced v0, and let X = {x1, . . . , xn} be the set of all possible participant
responses to this survey. We assume that X is finite.
Recall that the standard basis for V consists of the indicator functions
on X . For each x ∈ X , we denote its indicator function by x, so that we
have x ∈ LN(X ) defined, for all xi ∈ X , by
x(xi) =
{
1 if xi = x,
0 otherwise.
Let F be the set of all possible results of the same survey that produced
v0. This gives us F ⊆ LN(X ) ⊆ LZ(X ) ⊆ V, where we take LN(X ) and
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LZ(X ) to be the sets of allN-valued andZ-valued functions defined on X ,
respectively. In this way, we can represent any result f ∈ F as an element
of LN(X ).
Let k be an infinite field. We can represent any f ∈ LN(X ) as a mono-





x f (xi)i .
Here, we are letting the indeterminates of the polynomial ring k[x1, . . . , xn]
correspond to the possible participant responses to the survey. That is,
these indeterminates correspond to the elements of X . By the notation
f (xi), we mean the entry of f that is associated with xi, when we are en-
coding f ∈ LN(x1, . . . , xn) with respect to the standard basis. Thus, given a
survey result f , we see that f (xi) counts the number of survey participants
who chose xi.
We can extend this association between survey results and elements in
k[x1, . . . , xn], to all f ∈ LZ(X ), by writing f = f+ − f−, where f+, f− ∈
LN(X ) are defined by
f+(xi) =
{
f (xi) if f (xi) ≥ 0,
0 if f (xi) < 0,
f−(xi) =
{ − f (xi) if f (xi) ≤ 0,
0 if f (xi) > 0.
For f ∈ LZ(X ) we write
X f := X f+ − X f− .
Remark 3.3.1. Notice that this mapping from LZ(X ) to k[x1, . . . , xn] is not
structure preserving in the sense that we might expect.
Consider two functions f , g ∈ LN(X ). Then, ( f + g)(x) = f (x) + g(x),





x f (xi)+g(xi)i .
This is a monomial, whereas X f + X g is a binomial, unless g and f are
scalar multiples of each other. Thus, we see that in general X f+g 6= X f +
X g.
Similarly, with multiplication we have ( f g)(x) = f (x)g(x) for f , g ∈
LN(X ), which gives us X fX g 6= X f g. In fact, instead we have










x f (xi)+g(xi)i = X f+g.
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This makes it clear that the collection of monomials associated with ele-
ments of LZ(X ) under the map that we have defined does not inherit the
ring structure of LZ(X ).
Let T be the linear transformation on the underlying vector space V that
computes t from v0. Letting d be the number of entries in the statistic t, or
equivalently the number of rows in T, we have T : LZ(X ) → Nd. For
f ∈ LZ(X ), let the notation T( f )i denote the ith coordinate of T( f ) ∈Nd.
For each x ∈ X , viewing x as a monomial in k[X ], define the map






2 · · · tT(x)dd ,
and extend this map linearly and multiplicatively from the elements of X
to the rest of k[X ]. It is clear from its linear and multiplicative definition
that this map ϕT is a ring homomorphism.
Moreover, letting each of the columns of T be denoted ai, for 1 ≤ i ≤ n,
we can view ai as an element in LN(Nd), which can then be viewed as a
monomial in k[t1, . . . , td]. For each column of T, we denote the monomial
associated to ai as tai . Notice that with this notation, for xi ∈ X , we have
ϕT(xi) = tai ,
because
T(xi) = (xi)1a1 + · · ·+ (xi)nan = (xi)iai = ai.
In this way, the ring homomorphism ϕT is a map of the form pˆi discussed
at the beginning of Chapter 4 in Sturmfels (1996), and so the kernel of ϕT is
the toric ideal of {a1, . . . , an}, which we call IT.
Because IT is the toric ideal of {a1, . . . , an}, and because
T : (u1, . . . , un) ∈Nn 7→ u1a1 + · · ·+ unan ∈Nd,
by Corollary 4.3 of Sturmfels (1996), we see that
IT = 〈X f+ −X f− : f ∈ ker(T)〉.
Further, by Corollary 4.4 of Sturmfels (1996), given a monomial ordering
on k[X ], there is a finite set Gd ⊂ ker(T), such that the collection
{X f+ −X f− : f ∈ Gd}
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forms a reduced Gröbner basis for IT.
We can find this set Gd, given the summary statistic matrix T, by us-
ing a special case of the implicitization algorithm that was discussed in
Section 3.2. Sturmfels presents this special case of the implicitization al-
gorithm in Algorithm 4.5 of Sturmfels (1996). We reproduce it here, using
the simplification that Sturmfels discusses on page 32 of Sturmfels (1996),
which arises from the fact that the entries of the summary statistic matrix
T are each nonnegative.
Computing a first Gröbner basis of a toric ideal:
1. Introduce n+ d+ 1 indeterminates t1, t1, . . . , td, x1, x2, . . . , xn, and
fix an elimination order with {ti} > {xj}.
2. Compute the reduced Gröbner basis G for the ideal
〈xi − tai : i = 1, . . . , n〉.
3. Output: The set Gd = G ∩ k[X ] is the reduced Gröbner basis for
IT with respect to the chosen elimination ordering.
It is this algorithm that we call the Diaconis–Sturmfels algorithm, and that
we use to generate a Markov basis for Ft. The connection between IT and a
Markov basis for FT is established in Theorem 3.1 of Diaconis and Sturm-
fels (1998). Without this theorem, the above algorithm would be of no use
in computing Markov bases.
Theorem 3.3.1. (Theorem 3.1 of Diaconis and Sturmfels (1998)) A collection of
functions f1, . . . , fL ∈ LZ(X ) is a Markov basis for Ft if and only if the set
X f+i −X f−i , for 1 ≤ i ≤ L
generates the ideal IT.
For the proof of this theorem, see Diaconis and Sturmfels (1998). Both
directions involve induction. The proof also relies upon the following propo-
sition, which Diaconis and Sturmfels (1998) assumes without proof.
Proposition 3.3.1. Let f ∈ LZ(X ). Then, T( f ) = 0 if and only if X f ∈
ker(ϕT).
Proof. Let f ∈ LZ(X ) with T( f ) = 0. Then f = f+ − f−, and T is linear, so
0 = T( f ) = T( f+ − f−) = T( f+)− T( f−).
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Thus, we have T( f+) = T( f−). Then, by definition this gives us
ϕT(X f+) = ϕT(X f−),
and because ϕT is a ring homomorphism, this gives us that
ϕT(X f+ −X f−) = 0.
That is, this gives us that X f = X f+ −X f− ∈ ker(ϕT). Because all of these
implications are bidirectional, the reverse direction also holds, concluding
the proof.
Theorem 3.3.1 tells us that, in order to find a Markov basis for Ft, we
need only find a collection of monomial differences that generate IT. We
can then use Algorithm 4.5 of Sturmfels (1996), which we have presented
above, to find such a generating set for IT.
We have attempted to make as clear as possible the intuition behind
this algorithm and the notation used in defining it. We now present the
Diaconis–Sturmfels algorithm in the following theorem, as it appears in
Diaconis and Sturmfels (1998), with only some slight notational modifica-
tions.
Theorem 3.3.2. (Theorem 3.2 of Diaconis and Sturmfels (1998)) Let X be a finite
set. Let T : X → Nd be given. Let T = {t1, . . . , td}. Given an ordering for
X , extend it to an elimination ordering for X ∪ T with t > x for all x ∈ X and
t ∈ T in the polynomial ring k[X , T ]. Define IT = 〈x− T T(x) : x ∈ X 〉. Then
ITd = IT ∩ k[X ] is the toric ideal IT, and the reduced Gröbner basis for IT can
be found by computing a reduced Gröbner basis for IT and taking those output
polynomials which only involve X .
With this algorithm, given an election result v0 and a summary statistic
matrix T with T(v0) = t, we can compute a Markov basis for Ft.

Chapter 4
Putting Theory into Practice
With access to the theory of Markov processes from Chapter 2, and to im-
plicitization and elimination theory from Chapter 3, we have been able to
develop a clear presentation of the Diaconis–Sturmfels algorithm, and to
explain its usefulness in determining the conditional significance of sum-
mary statistics that describe the result of a survey. In this chapter, we con-
cretely present the approach to data analysis that arises from the theory
presented so far in this paper. We also discuss some of the necessary con-
siderations in implementing this approach.
4.1 The Choice of a Collection of Nested Statistics
In our example in Section 1.1, we considered a nested collection of sum-
mary statistics for approval voting data. Recall that for fixed k and 0 ≤
i ≤ k, the ith order effects statistic counts the number of times that each dif-
ferent i-subset of the n candidates was chosen by voters who selected k
candidates. Notice that we can use these counts to determine the number
of times that each different (i − 1)-subset of the n candidates was chosen
by voters who selected k candidates. In this way, given the ith order effects
statistic for an election result, we can determine the (i − 1)st order effects
statistic for that result. It is for this reason that we call these summary
statistics nested.
In general, given a collection of summary statistics t0, . . . , tk that are
computed, respectively, by the linear transformations T0, . . . , Tk, we say
that this collection of summary statistics is nested if, for 0 ≤ i ≤ k, the
rowspace of Ti contains the rowspaces of T0, . . . , Ti−1.
The choice of a nested collection of summary statistics to describe the
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result of a survey enables us to find a single summary statistic that best de-
scribes the result. Given the ith order effects statistic for approval data, the
first through (i− 1)st order effects statistics for that data can immediately
be determined. In this way, the smallest order effects statistic such that all
of the larger order effects statistics are residual, contains the essential infor-
mation of the data. Because the kth order effects statistic trivially satisfies
the property that all larger order effects statistics are residual, the existence
of a smallest order effects statistic satisfying this property is guaranteed.
This nice property of nested collections of summary statistics, that there
exists a single summary statistic that best captures the information in a sur-
vey result, makes the use of such collections of summary statistics desir-
able. Thus, given the result of a survey on which we would like to perform
an analysis, the first step is the choice of a nested collection of summary
statistics that can be used to describe the data.
For typical choices of a collection of nested summary statistics in the
analysis of the result of a survey, the zeroth summary statistic simply counts
the number of survey responses, and the largest summary statistic acts as
the identity on the result.
The Isotypic and Inversion Decompositions for Fully Ranked Data
The choice of a collection of nested summary statistics that are informative
for a given survey is generally not unique. For example, in Section 2.6 of
Marden (1995), Marden presents two different decompositions of the un-
derlying vector space associated with fully ranked data, namely the spec-
tral decomposition and the inversion decomposition. The spectral decom-
position arises as a result of representation theory that deals with the action
of the symmetric group on the associated underlying vector space, while
the inversion decomposition arises from the use of summary statistics that
count the number of times that particular orderings of the items in a survey
show up in the survey responses. Both of these decompositions give rise to
distinct, nested collections of summary statistics for fully ranked data.
In Section 6 of Diaconis and Sturmfels (1998), Diaconis and Sturmfels
use the nested summary statistics associated with the spectral decompo-
sition of the underlying vector space in their analysis of fully ranked data,
examining an election with 4 candidates. This collection of summary statis-
tics associated with the spectral decomposition is also used in Diaconis and
Eriksson (2006) by Diaconis and Eriksson, in their exploration of the analy-
sis of fully ranked data using the Diaconis–Sturmfels algorithm.
It does not appear that the use of the Diaconis–Sturmfels algorithm
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has been explored in the analysis of fully ranked election data using the
nested summary statistics associated with the inversion decomposition. It
is straightforward to generate the summary statistic matrices associated
with the inversion decomposition, and we have preliminarily experimented
with the computation of the Markov bases for conditioning on the associ-
ated summary statistics, without confronting any unexpected hurdles. It
would be interesting to pursue this work further, and to see how the anal-
ysis of fully ranked data is changed under this different decomposition.
4.2 Nested Summary Statistics for Data Analysis
Consider a survey with underlying vector space V, and a result v0 on which
we would like to perform an analysis. Let t0, t1, . . . , tk be a collection of
nested summary statistics for v0, that are computed, respectively, via the
linear transformations T0, T1, . . . , Tk. We take T0 to be the single row matrix
whose entries are all 1s, with respect the standard basis for V, so that T0
simply counts the number of survey responses in v0. We take Tk to act as
the identity on V.
With this choice of nested summary statistics, linear algebra gives us a
natural decomposition of V into orthogonal subspaces,
V = V0 ⊕V1 ⊕ · · · ⊕Vk.
Here, for each 0 ≤ i ≤ k, V0 ⊕ · · · ⊕ Vi forms the rowspace of Ti, and
the kernel of Ti is Vi+1 ⊕ · · · ⊕ Vk. Recalling our motivating example from
Section 1.1, of the analysis of approval voting data, notice that for each
0 ≤ i ≤ k, the subspace Vi corresponds to the “pure ith order effects space”.
It is the magnitudes of the projections of v0 into these Vi that we use
to determine which summary statistics in t0, t1, . . . , tk best capture the in-
formation in v0. For each 0 ≤ i ≤ k − 1, we would like to compute the
projections of the elements of Fti into Vi+1, . . . , Vk. Recall here, that Fti is
the set of all possible survey results that share the statistic ti with v0. We
compare the magnitudes of the projections of the elements of Fti with the
magnitudes of the projections of v0. If we find that none of the projections
of v0 into Vi+1, . . . , Vk is larger than expected, given the projections of the
elements in Fti into these same subspaces, then we say that the statistic
ti captures the essential information of v0, and that the summary statistics
ti+1, . . . , tk are artifacts of ti. That is, for each j > i, the summary statistic
tj is not significant, after conditioning on ti. When such a ti exists, we say
that it is this statistic that best describes the result v0.
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Unfortunately, in general, the size of the set Fti prohibits the compu-
tation of the projections of the elements of Fti into Vi+1, . . . , Vk. Thus, we
instead use the Diaconis–Sturmfels algorithm to generate a Markov basis
for Fti , and then use this Markov basis in a Markov chain with underly-
ing hypergeometric distribution to generate a representative sample of Fti ,
as we have outlined in Section 2.3. We then proceed with the method de-
scribed above for determining the conditional significance of higher order
effects statistics, computing the projections of the elements in our represen-
tative sample of Fti into the subspaces Vi+1, . . . , Vk.
Computational Approach
In this process, it is the computation of the reduced Gröbner basis for the
toric ideal associated with a summary statistic Ti, involved in the Diaconis–
Sturmfels algorithm, that is computationally intensive and limits the types
of survey results on which we can perform such an analysis.
In Diaconis and Eriksson (2006), Diaconis and Eriksson report that they
have been able to compute Markov bases associated with fully ranked data
from elections involving five candidates. This computation took them 90
hours of CPU time on a 2 GHz machine, and they report that this is the
current computational bound for the analysis of fully ranked data using
summary statistics associated with the the spectral decomposition of the
underlying vector space. In Hansen and Orrison (2008), Hansen and Or-
rison compute the Markov bases associated with approval voting data for
elections involving up to eight candidates, but they report that this is the
current computational bound for the analysis of approval data using their
method.
Both Diaconis and Eriksson (2006) and Hansen and Orrison (2008) use
4ti2 in computing their Markov bases. This is a software package that has
been designed to optimize the computation of a Markov basis for condi-
tioning on a given summary statistic matrix.
Most of our data analysis has been carried out using Mathematica 7.
Originally, we were using the code that I had written using Mathematica’s
GroebnerBasis command, to implement the Diaconis–Sturmfels algorithm
for computing the Markov bases that we desired for our analysis. However,
using this Mathematica code, we found the computation necessary for an-
alyzing the result of a survey in which participants were asked to identify
their top three choices among six items, to be infeasible. Whereas, using
4ti2 this computation took negligible time. In fact, with 4ti2, the com-
putations associated with surveys of this form do not begin to slow down
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until we look at surveys in which voters are asked to select their top three
choices among eight items. Thus, I have written code in Mathematica to
facilitate the transfer of matrices between Mathematica and 4ti2, and we
have used 4ti2 in computing the Markov bases for use in our analysis. The
details of our analysis of partially ranked data are given in Section 5.2. In
that section we provide an analysis of the result of a survey on Girl Scout
cookie preferences.
Remark 4.2.1. Given our interest in nested summary statistics for survey
results, and the computational intensity of computing Markov bases, it
would be extremely nice if there were a method for turning the Markov
basis conditioning on a summary statistic computed by a linear transfor-
mation T, with rowspace W, into a Markov basis conditioning on a sum-
mary statistic computed by a linear transformation T′, whose rowspace W ′
contains W as a direct summand, so that W ′ = W ⊕ U, for some vector
subspace U ⊂ V, where V is the underlying vector space associated with
the survey.
We might even expect it to be possible to find such a method for turning
a Markov basis B for T into a Markov basis B′ for T′, because elements in
B′ must be in the kernel of T′, and so they must also be in the kernel of T.
Thus, elements in B′ can be represented as integer linear combinations of
the elements of B.
It is straightforward, though notationally involved, to prove that if the
projections into U of the elements of B have integer entries with respect to
the standard basis for V, then B can be turned into a Markov basis for T′.
This new Markov basis for B′ generated from B consists of the projections
of the elements of B into U.
The necessity of the requirement in this result, for integer entries with
respect to the standard basis for V, is clear, because each step along a
Markov basis element starting at a legal survey result must itself be a legal
survey result. Unfortunately, given a collection of nested summary statis-
tics for a survey, in general, it is not the case that the projections of the
elements of a Markov basis for one of the lower order summary statistics,
into the rowspace of a higher order summary statistic matrix, have inte-
ger entries with respect to the standard basis for the associated underlying
vector space, and so this result is not very useful in practice.

Chapter 5
Analysis of Partially Ranked
Data Under the Isotypic
Decomposition
Consider a survey in which participants are asked to identify their top k
choices of n items. Let the underlying vector space associated with this
survey be V, and let the set of all possible survey results be F .
Further, consider a result v0 of this survey, and a collection T0, . . . , Tk of
linear transformations on V that compute a collection of nested summary
statistics t0, . . . , tk for v0. Here, we take T0 to simply count the number of
survey responses, and we take Tk to be the identity on V. Our analysis of
v0, with respect to the these summary statistics, will produce a significant
statistic tS, with 0 ≤ S ≤ k, that best describes v0. We would like our
analysis of v0 to return the same significant tS regardless of our choice of
labeling for the n candidates. This acts as a restriction on our choice of
T0, . . . , Tk.
Recall from Chapter 4 that, given a choice of nested summary statistics
t0, . . . , tk for v0, there is an associated natural decomposition of V into k+ 1
orthogonal subspaces V0, . . . , Vk, where for each 0 ≤ i ≤ k, we have
ker(Ti) = Vi+1 ⊕ · · · ⊕Vk.
Noticing that Sn, the symmetric group on n elements, acts transitively on
the k-subsets of the n items, we can be confident that if, for each 0 ≤ i ≤ k,
the space Vi associated with the statistic ti is invariant under the action of
Sn, then our analysis of v0 with respect to this choice of nested summary
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statistics will be independent of the choice of labeling for the items in the
survey.
In this way, a natural choice of T0, . . . , Tk would be so that the resulting
Vi are the isotypic subspaces of V under the action of Sn. This is the line
of reasoning used by Diaconis and Eriksson (2006) and by Diaconis and
Sturmfels (1998: Section 6), in their choices to use summary statistics asso-
ciated with the spectral decomposition of V in their analysis of fully ranked
data. In Hansen and Orrison (2008), the authors also chose to use a collec-
tion of nested summary statistics that yields the isotypic decomposition of
the underlying vector space in their analysis of approval voting data.
In considering partially ranked data resulting from a survey in which
participants are asked to identify their top k choices of n items, the choice
of a nested collection of summary statistics for v0, such that the resulting
V0, . . . , Vk are each isotypic subspaces of V under the action of Sn, yields a
very specific collection of associated linear transformations Ti. Namely, we
get the same ith order effects statistics that were discussed in Section 1.1, and
that are used in Hansen and Orrison (2008). That is, for 0 ≤ i ≤ k, Ti simply
counts, for each i-subset of the n items, the number of responses in v0 that
include that i-subset in their chosen top k-items.
Under this definition, T0 simply counts the number of responses in v0,
and Tk counts, for each k-subset, the number of responses in v0 that include
that k-subset in their chosen top k-items. In this way, Tk simply acts as
the identity operator on V. Thus, according to the criteria discussed in
Chapter 4, this collection of nested summary statistics is a desirable choice
for use in the analysis of partially ranked data.
Notice that if we were to take i > k, then the resulting Ti would be the
zero operator on V, because it is impossible in this survey for participants
to choose an i-subset of the n items. Thus, is natural to bound i by k.
For each 0 ≤ i ≤ k, we call the isotypic subspace Vi the pure ith order
effects space, adopting this terminology from Hansen and Orrison (2008).
In this chapter, we first explore the use of this collection of summary
statistics in studying partially ranked data, and then use this approach to
analyze the result of a survey on Girl Scout cookie preferences.
5.1 Computational Considerations
We begin with an example.
Example 5.1.1. We use the setup from Examples 2.1.1 and 2.1.2. Consider
a survey in which participants are asked to identify their preferred two
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choices of four items, so that n = 4 and k = 2. This gives us a total of
(42) = 6 possible individual participant responses to this survey, and so the
underlying vector space V associated with this survey is 6 dimensional. Let
us order these individual participant responses according to the list
Subsetsk2n4 = ({1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}).
and let this ordering define the ordering of the elements in the standard
basis for V. This gives us the zeroth order effects statistic matrix
T0 =
[
1 1 1 1 1 1
]
,
the first order effects statistic matrix
T1 =

1 1 1 0 0 0
1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 1
 ,
and the second order effects statistic matrix (the identity operator)
T2 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 .
Given a survey result
v0 = (a, b, c, d, e, f ),
where the `th entry in this list indicates the number of survey responses
that chose the `th element in Subsetsk2n4, we compute the summary statis-
tics for v0 to be
t0 = T0v0 = (a + b + c + d + e + f ),
t1 = T1v0 = ((a + b + c), (a + d + e), (b + e + f ), (c + e + f )),
t2 = T2v0 = (a, b, c, d, e, f ) = v0.
Notice that, given four items from which to choose in a survey, the
choice of two most preferred items identifies an associated choice of two
least preferred items. Thus, because our summary statistics are chosen so
that our analysis is independent of labeling, the result of a survey in which
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participants are asked to identify their two least preferred choices among
four items will yield the same analysis as the result of the survey in Exam-
ple 5.1.1.
The same pairing exists between choices of three preferred items among
four items, and the choice of a single least preferred item among four items,
and the results of the analyses of surveys of these two types will similarly
be the same.
This pairing generalizes to surveys in which participants are asked to
identify their top k choices of n items. Given a survey with k > n/2, we can
carry out its analysis by focusing on the “complementary” survey, in which
participants are asked to identify their k′ = n− k least preferred items, with
k′ < n/2. Thus, in our analysis of partially ranked data associated with
surveys of this form, we need only focus our attention on cases with k ≤ n/2.
There is an immediate computational advantage in studying survey re-
sults of this form, compared to the study of fully ranked data. This is a
direct result of the comparative sizes of the underlying vector spaces asso-
ciated to these two types of surveys. In a survey in which participants are
asked to rank their preference of n items, there are n! possible responses,
and so the associated underlying vector space has dimension n!. Whereas,
in the type of survey that we have described involving n items, there are
only (nk) possible responses, and so the underlying vector space has much
smaller dimension.
The analysis of survey results of this form is even less computationally
intensive than the analysis of approval data discussed in Hansen and Orri-
son (2008), because we know that each survey participant selects exactly k
items of which they approve.
Isotypic Subspaces
Because the collection of nested summary statistics that we have chosen for
use in our analysis is also associated with the analysis of approval data, we
are able to take advantage of certain known efficient computational meth-
ods associated with approval data.
Given a survey involving n candidates, Maslen, Orrison, and Rockmore
(2004: Section 5) present a distance transitive graph, with vertex set consist-
ing of k-subsets of the n items, and with an edge between two vertices if and
only if the associated k-subsets differ by exactly one item. By Lemma 5.1 of
Maslen et al. (2004), the eigenspaces of the adjacency matrix A for this graph
are precisely the the isotypic subspaces of the underlying vector space asso-
ciated with this survey, under the action of Sn. Further, if we denote these
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{1, 2}
{3, 4} {1, 3}
{2, 4} {1, 4}
{2, 3}
Figure 5.1 The distance transitive graph for n = 4, k = 2.
isotypic subspaces V0, . . . , Vk, where Vi is the pure ith order effects space,
for 0 ≤ i ≤ k, then the eigenspace of A with largest eigenvalue corresponds
to V0, and the eigenspace of A with smallest eigenvalue corresponds to Vk.
More generally, the eigenspace of A with the (i − 1)st-largest eigenvalue
corresponds with the isotypic subspace Vi.
We clarify this approach to the computation of isotypic subspaces of V
with the following example.
Example 5.1.2. Let n = 4 and k = 2. The vertex set of the associated tran-
sitive graph consists of the elements of Subsetsk2n4 from Example 5.1.1.
This graph is depicted in Figure 5.1. Ordering the vertices according to
Subsetsk2n4, this graph has adjacency matrix
A =

0 1 1 1 1 0
1 0 1 1 0 1
1 1 0 0 1 1
1 1 0 0 1 1
1 0 1 1 0 1
0 1 1 1 1 0
 .
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We find the eigenvectors of A to be
v0 = (1, 1, 1, 1, 1, 1),
v1 = (1, 0,−1,−1, 0, 1),
v2 = (0, 1,−1,−1, 1, 0),
v3 = (−1, 0, 0, 0, 0, 1),
v4 = (0,−1, 0, 0, 1, 0),
v5 = (0, 0,−1, 1, 0, 0),
with associated eigenvalues list
4,−2,−2, 0, 0, 0.
In this way, we see that, in decomposing the underlying vector space V as-
sociated with a survey in which participants are asked to identify their top
two choices of four items, the pure zeroth order effects space V0 is spanned
by the eigenvector v0, with largest eigenvalue 4. The pure first order effects
space V1 is spanned by the eigenvectors with second largest eigenvalue 0,
namely v3, v4, v5. The pure second order effects space V2 is spanned by the
remaining eigenvectors v1, v2, with smallest eigenvalue −2.
Using the summary statistics Ti given in Example 5.1.1, notice that T0v0 =
6, while
T0v3 = T0v4 = T0v5 = T0v1 = T0v2 = 0,
and that T1v0 = (3, 3, 3, 3), T1v3 = (−1,−1, 1, 1), T1v4 = (−1, 1,−1, 1),
T1v5 = (−1, 1, 1,−1), while
T1v1 = T1v2 = (0, 0, 0, 0),
and that T2 acts as the identity, and so the images of v0, v1, v2, v3, v4, v5 un-
der T2 are each nonzero. In this way, we see that
V1 ⊕V2 = span{v1, v2, v3, v4, v5} = ker(T0),
V2 = span{v1, v2} = ker(T1),
while ker(T2) = {0}. This is exactly what we would expect for a collection
of nested summary statistic matrices T0, T1, T2 associated with the decom-
position of V into orthogonal subspaces V0, V1, V2.
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Computation for Analyzing Partially Ranked Data
We have written code that, when given n, k, and i, computes the ith order
effects statistic matrix associated with a survey in which participants are
asked to identify their k top choices of n items. We have also written code
that, when given n and k, generates the adjacency matrix of the distance
transitive graph described above, whose eigenspaces are the isotypic sub-
spaces of the underlying vector space associated with a survey of this form.
We use both of these methods heavily in our analysis of Girl Scout cookie
preferences, which we discuss in Section 5.2. This code has been written in
Mathematica 7, and is available online.
Once we have the eigenvectors that span each of the isotypic subspaces
of V, it is straightforward to compute an orthonormal basis for each of these
Vi, for 0 ≤ i ≤ k. The use of an orthonormal basis to describe these Vi
facilitates the computation of projections into these subspaces.
In Maslen, Orrison, and Rockmore (2004), the authors also present an
efficient method for computing projections into the isotypic subspaces as-
sociated with this type of survey data. Their algorithm involves the Lanc-
soz iteration, a modified version of the Gram–Schmidt orthogonalization
process, discussed in Section 4.2 of the paper. Because the computation of
Markov bases limits our analysis to small values of n and k, we have de-
cided to carry out our analysis without implementing this more efficient
algorithm for computing isotypic projections. This choice has, so far, not
been a source of difficulty in our analysis.
Using 4ti2, we have computed Markov bases for conditioning on the
zeroth through kth order effects statistics for partially ranked data result-
ing from the described type of survey, for n = 1, . . . , 8. These computations
run very quickly up through n = 7. Then, for n = 8 and k = 3, the com-
putation time dramatically increases, taking on the order of two days. The
resulting Markov basis for conditioning on the second order effects statistic
has 139, 405 elements.
The computation of the Markov basis for conditioning on the second
order effects statistic when n = 8, k = 4 and n = 9, k = 3 seems to be at
least similarly time consuming, but we have not yet gotten their computa-
tional results. This dramatic lengthening of computation time with respect
to n, seems to be slightly delayed for conditioning on the third order effects
statistics, with these computations running quickly for both n = 8, k = 4
and n = 9, k = 3. For a table describing the results of these computations,
see Appendix A.
Given the rapid increase, with respect to n, in the amount of time that
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it takes to carry out these computations, it would be desirable to have a
combinatorial description of the Markov basis elements that condition on
the ith order effects statistic, for fixed i and arbitrary n and k.
5.2 Girl Scout Cookie Preferences
In this section, we consider the result of a survey in which participants were
asked to identify their preferred three types of Girl Scout cookie. Because
there are six different types of cookie, the data resulting from this survey is
of the form we have been considering, with n = 6, k = 3.
The responses of participants were recorded according to the following
labeling of the six types of Girl Scout cookie:
1=Do-Si-Dos, 2=Lemon Chalet Cremes,
3=Samoas, 4=Tagalongs,
5=Thin Mints, 6=Trefoils.
Lexicographically ordering the three-subsets of the six types of cookie, we
get the list Subsetsk3n6 of possible survey responses.
Subsetsk3n6 = ({1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {1, 2, 6}, {1, 3, 4},
{1, 3, 5}, {1, 3, 6}, {1, 4, 5}, {1, 4, 6}, {1, 5, 6},
{2, 3, 4}, {2, 3, 5}, {2, 3, 6}, {2, 4, 5}, {2, 4, 6},
{2, 5, 6}, {3, 4, 5}, {3, 4, 6}, {3, 5, 6}, {4, 5, 6}).
The indicator functions on this length 20 list serve as the standard basis
elements for the underlying vector space V associated with this survey.
5.2.1 Survey Result
This survey was posted to Facebook and the email discussion list for East
dorm, and over the course of two days there were 132 responses. The re-
sulting raw data is presented in Table 5.1.
We collect this result in the vector DataVec, encoding the survey re-
sponses with respect to the standard basis for the underlying vector space.
DataVec = (0, 1, 1, 0, 6, 12, 1, 7, 1, 2, 2, 15, 0, 3, 2, 8, 43, 6, 12, 10).
Computing the eigenspaces of the distance transitive graph discussed
in Section 5.1 for n = 6, k = 3, we determine the isotypic subspaces of
the underlying vector space associated with this survey, under action of S6.
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{1, 2, 3} 0
{1, 3, 4} 6
{1, 4, 6} 1
{2, 3, 6} 0
{3, 4, 5} 43
{1, 2, 4} 1
{1, 3, 5} 12
{1, 5, 6} 2
{2, 4, 5} 3
{3, 4, 6} 6
{1, 2, 5} 1
{1, 3, 6} 1
{2, 3, 4} 2
{2, 4, 6} 2
{3, 5, 6} 12
{1, 2, 6} 0
{1, 4, 5} 7
{2, 3, 5} 15
{2, 5, 6} 8
{4, 5, 6} 10
Table 5.1 Girl Scout cookies data.
As we would expect for n = 6, k = 3, we find that this adjacency matrix
has four distinct eigenspaces, each of which is associated with a different
isotypic subspace of V.
Denoting the pure ith order effects space, for 0 ≤ i ≤ k, as spaceik3n6,
we find these isotypic subspaces to be
space0k3n6 = span{(1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)},
space1k3n6 = span{(−1, 0, 0, 0, 0, 0, 0, 1, 1, 1,−1,−1,−1, 0, 0, 0, 0, 0, 0, 1),
(0,−1, 0, 0, 0, 1, 1, 0, 0, 1,−1, 0, 0,−1,−1, 0, 0, 0, 1, 0),
(0, 0,−1, 0, 0,−1, 0,−1, 0,−1, 1, 0, 1, 0, 1, 0, 0, 1, 0, 0),
(0, 0, 0,−1, 0, 0,−1, 0,−1,−1, 1, 1, 0, 1, 0, 0, 1, 0, 0, 0),
(0, 0, 0, 0,−1,−1,−1,−1,−1,−1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0)},
space2k3n6 = span{(1, 0, 0, 0, 0, 0, 0, 0, 0,−1,−1, 0, 0, 0, 0, 0, 0, 0, 0, 1),
(0, 1, 0, 0, 0, 0, 0, 0, 0,−1,−1, 0, 0, 0, 0, 0, 0, 0, 1, 0),
(0, 0, 1, 0, 0, 0, 0, 0, 0,−1,−1, 0, 0, 0, 0, 0, 0, 1, 0, 0),
(0, 0, 0, 1, 0, 0, 0, 0, 0,−1,−1, 0, 0, 0, 0, 0, 1, 0, 0, 0),
(0, 0, 0, 0, 1, 0, 0, 0, 0,−1,−1, 0, 0, 0, 0, 1, 0, 0, 0, 0),
(0, 0, 0, 0, 0, 1, 0, 0, 0,−1,−1, 0, 0, 0, 1, 0, 0, 0, 0, 0),
(0, 0, 0, 0, 0, 0, 1, 0, 0,−1,−1, 0, 0, 1, 0, 0, 0, 0, 0, 0),
(0, 0, 0, 0, 0, 0, 0, 1, 0,−1,−1, 0, 1, 0, 0, 0, 0, 0, 0, 0),
(0, 0, 0, 0, 0, 0, 0, 0, 1,−1,−1, 1, 0, 0, 0, 0, 0, 0, 0, 0)},
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Table 5.2 Projections of DataVec into the isotypic subspaces.
space3k3n6 = span{(−1, 0, 0, 1, 0, 0, 1, 1,−1,−1, 1, 1,−1,−1, 0, 0,−1, 0, 0, 1),
(0,−1, 0, 1, 0, 0, 0, 1, 0,−1, 1, 0,−1, 0, 0, 0,−1, 0, 1, 0),
(0, 0,−1, 1, 0, 0, 0, 1,−1, 0, 0, 1,−1, 0, 0, 0,−1, 1, 0, 0),
(0, 0, 0, 0,−1, 0, 1, 1, 0,−1, 1, 0,−1,−1, 0, 1, 0, 0, 0, 0),
(0, 0, 0, 0, 0,−1, 1, 1,−1, 0, 0, 1,−1,−1, 1, 0, 0, 0, 0, 0)}.
Thus, we see that the pure zeroth order effects space space0k3n6 is one-
dimensional, the pure first order effects space space1k3n6 is five-dimen-
sional, the pure second order effects space space2k3n6 is nine-dimensional,
and the pure third order effects space is five-dimensional. As such, the
direct sum of these orthogonal isotypic subspaces has dimension 20, and
so this direct sum is precisely V.
Computing the norms of the projections of the result DataVec into these
isotypic subspaces, we get Table 5.2. Notice that, while the projections of
DataVec into space0k3n6, space1k3n6, space2k3n6, and space3k3n6 each
seem reasonably large, the last of these projections, into space3k3n6, seems
comparatively small, and so we might initially conjecture that the signif-
icant information in DataVec is best captured by the second order effects
statistic. However, we would like to determine the significance of each of
these summary statistics after conditioning on the lower order effects, and
so we proceed with the approach to election analysis introduced by Diaco-
nis and Sturmfels in Diaconis and Sturmfels (1998).
5.2.2 Computation
We use 4ti2 to compute the Markov bases mb0k3n6, mb1k3n6, and mb2k3n6,
for conditioning on the zeroth, first, and second order effects statistics, re-
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Mar. basis: Proj. into DataVec Mean Proj. q 1/4 q 1/2 q 3/4 %100
mb0k3n6 space0k3n6 29.5161 29.5161 * * * *
space1k3n6 32.5372 5.39775 4.32049 5.1316 6.1101 1.
space2k3n6 24.0167 7.50539 6.30872 7.4027 8.70632 1.
space3k3n6 12.8582 5.60504 4.39697 5.41603 6.37704 1.
mb1k3n6 space0k3n6 29.5161 29.5161 * * * *
space1k3n6 32.5372 32.5372 * * * *
space2k3n6 24.0167 22.8867 21.5592 22.7772 24.162 0.74
space3k3n6 12.8582 11.0887 9.45163 10.924 12.5831 0.78
mb2k3n6 space0k3n6 29.5161 29.5161 * * * *
space1k3n6 32.5372 32.5372 * * * *
space2k3n6 24.0167 24.0167 * * * *
space3k3n6 12.8582 12.3838 12.1381 12.4633 12.7017 0.87
Table 5.3 Result after 10, 000 steps of the Markov chain, starting with
DataVec.
spectively, with n = 6, k = 3.
We find that
• The Markov basis mb0k3n6, for conditioning on the zeroth order ef-
fects statistic, consists of 19 vectors, each of which contain exactly
two nonzero entries one of which is a 1 and the other of which is a
−1;
• The Markov basis mb1k3n6, for conditioning on the first order effects
statistic, consists of 69 vectors, each of which contain exactly four
nonzero entries, two of which are 1 and two of which are −1; and,
• The Markov basis mb2k3n6, for conditioning on the second order ef-
fects statistic, consists of 30 vectors, two of which have twelve nonzero
entries, and 28 of which have eight nonzero entries, with half of the
nonzero entries being 1 and half being −1, in each of these vectors.
For each of these Markov bases, we run a Markov chain with hypergeo-
metric stationary distribution 100 times, with each run starting at DataVec
and running for 10, 000 steps. Each time, we take the resulting 100 data
vectors and compute the norms of their projections into the four isotypic
subspaces. The result of these Markov runs is summarized in Table 5.3.
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In this table, for each Markov basis we first report the norms of the
projections of DataVec into the isotypic subspaces of V. We then report the
mean and the three quantiles of the norms of the projections of the results
from the Markov chain associated with each Markov basis, followed by
the percentiles of the norms of the projections of DataVec among the set of
norms of projections resulting from this Markov chain.
For example, the second row of Table 5.3 provides information about
the norms of the projections into space1k3n6 of the results of a Markov
chain with Markov basis mb0k3n6. We see that the norm of the projection
of DataVec into this space is 32.5372. We also see that the mean norm pro-
jection of the results of this Markov chain into space1k3n6 is 5.39775, and
that
• 25 percent of the Markov chain results have norm projection less than
4.32049,
• 50 percent of the Markov chain results have norm projection less than
5.1316, and
• 75 percent of the Markov chain results have norm projection less than
6.1101.
The percentile of 1, reported in the last column of the second row, indicates
that the projection of DataVec into space1k3n6 has norm greater than or
equal to the norm of this projection for each of the 100 results of the Markov
chain with Markov basis mb0k3n6.
If the projection of DataVec into space1k3n6 were typical of survey re-
sults that share their zeroth order statistic with DataVec, then we would
expect the mean norm projection reported in the second row of Table 5.3 to
agree closely with norm of the projection of DataVec into space1k3n6. We
would also expect the norm of this projection of DataVec to fall somewhere
between the lower an upper quantiles reported in this row, and for the per-
centile associated with this projection to fall somewhere between .25 and
.75.
Recall that when we are conditioning on the ith order statistic, every re-
sult of the Markov chain with Markov basis mbik3n6 will have projections
into space0k3n6, . . . , spaceik3n6 identical to the projections of DataVec
into these spaces. Thus, for these projections, the quantiles and the per-
centile have no significance. In Table 5.3 we have replaced these values
with the entry “∗”.
Girl Scout Cookie Preferences 51
Remark 5.2.1. Our choice here, of running our Markov chain 100 times
for 10, 000 steps is modeled after the decision of Diaconis and Eriksson
(2006: Section 5) to use these same numbers in generating their representa-
tive samples. In their paper, Diaconis and Eriksson report their choice of
10, 000 steps to be arbitrary, and justify its use by the fact that wide varia-
tion in the run times did not change the result significantly enough to alter
their conclusions.
In analyzing the results of our Markov chains, we have similarly found
that running these processes for 20, 000 steps as opposed to 10, 000 steps
does not significantly alter the resulting data, and that repeated runs of
these processes for 10, 000 steps produce similar results. By this we mean
that, for each run of 10, 000 steps, the values in Table 5.3 remain approxi-
mately the same, and that these values do not change appreciably when we
run these processes instead for 20, 000 steps. Thus, in our analysis we have
chosen to adopt this Markov chain setup.
A more definite answer to the number of steps necessary for our Markov
chains to converge to their desired representative samples would require a
thorough analysis of the mixing times of the involved Markov processes.
We are not aware that any such analyses have been carried out for the
Markov processes involved in the Diaconis–Sturmfels algorithm for study-
ing data of any kind. This would be a fruitful subject for future exploration.
5.2.3 Analysis of Conditional Significance
Conditioning on Zeroth Order Effects: Returning to the discussion above
regarding the second row of Table 5.3, recall that the large percentile of 1
associated with the projections into space1k3n6 indicates that the projec-
tion of DataVec into this space is atypical of survey results that agree with
DataVec in their zeroth order effects statistic. The large percentiles in rows
three and four of this table similarly indicate that the large norms of the pro-
jections of DataVec into the pure second and pure third order effects spaces
should not be expected, given only the number of responses in DataVec.
The unexpected magnitudes of the projections associated with DataVec,
compared with the magnitudes of the projections associated with condi-
tioning on the zeroth order effects, is even more striking when we notice
the great difference between the mean norm projections resulting from this
Markov chain and the norms of these projections for DataVec. Further,
considering the quantiles associated with the projections into space1k3n6,
space2k3n6, and space3k3n6, we see that the mean norm projections that
we get from our Markov chain lie very near the associated median norm
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projections. Additionally, in each case the lower and upper quantiles lie
near their associated median norm projection, while the associated projec-
tion of DataVec lies well outside of these quantiles.
With this information, the zeroth order effects statistic does not seem to
capture all of the significant information in DataVec, by any stretch. That is
to say, that if we wish to meaningfully describe the result of our survey, we
will want to use higher order effects statistics.
Conditioning on First Order Effects: Considering rows five through eight
of Table 5.3, we explore the results of a Markov chain with Markov basis
mb1k3n6, which conditions on the first order effects statistic (and so also on
the zeroth order effects statistic) of DataVec. Here, it is only the projections
into the pure second and pure third order effects spaces that are interest-
ing. Notice that the percentiles associated with the norms of the projections
resulting from this Markov chain are dramatically decreased from 1.
We see that the norm of the projection of DataVec into space2k3n6 lies
slightly below the upper quantile associated with this projection from this
Markov chain, and so the norm of this projection of DataVec is not atypi-
cal among survey results that share their first order statistic with DataVec.
From this we can conclude that the large projection of DataVec into the
pure second order effects space space2k3n6 is primarily an artifact of the
first order effects statistic.
On the other hand, we see that the norm of the projection of DataVec
into space3k3n6 lies just above the upper quantile associated with this pro-
jection from this Markov chain, with associated percentile .78. From this,
we gather that the projection of DataVec into the pure third order effects
space is somewhat atypical of survey results that share their first order ef-
fects statistic with DataVec.
Notice here, that if we were only to consider the difference between the
norms of the projections of DataVec into the isotypic subspaces of V and
the mean norm projections into these subspaces that result from a Markov
chain with Markov basis mb1k3n6, then we might consider the projection of
DataVec into space3k3n6 to be as typical as the projection of DataVec into
space2k3n6, because
24.0167− 22.8867 = 1.13 and 12.8582− 11.0887 = 1.7695
are similarly valued. This could result in the classification of both the sec-
ond and third order effects statistics for DataVec as residuals of the first
order effects statistic. In this way, we see the importance of also consid-
ering the quantiles and the percentile associated with these projections, in
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determining the conditional significance of the different order effects statis-
tics.
Conditioning on Second Order Effects: Considering rows nine through
twelve of Table 5.3, we explore the results of a Markov chain with Markov
basis mb2k3n6, which conditions on the second order effects statistic (and
so also the zeroth and first order effects statistics) of DataVec. Here, it is
only projections into space3k3n6 that are interesting.
Notice that the norm of the projection of DataVec into this space is very
close to mean norm projection into space3k3n6 of the results of the asso-
ciated Markov chain, and is even very close to the median norm of these
projections. However, we see that the norm of this projection of DataVec
lies well outside of the expected range, as defined by the associated lower
and upper quantiles, when conditioning on the second order effects statis-
tic for DataVec. In fact, the projection of DataVec into the pure third order
effects space is as large or larger than the projections into this space of 87
out of the 100 vectors in our representative sample of survey results that
share their second order effects statistic with DataVec.
In this way, the third order effects statistic for DataVec appears to be
residual to none of the lower order effects statistics, but rather to capture
its own significant information.
5.2.4 Information from Inner Products
From the discussion in Section 5.2.3, we can conclude that the single sum-
mary statistic that perhaps best describes the survey result DataVec is the
third order effects statistic, if we are using the nested collection of summary
statistics that arises from the isotypic decomposition of the underlying vec-
tor space under the action of S6. We can also conclude that the second order
effects statistic for DataVec is an artifact of the first order effects statistic.
Further, while this first order effects statistic does not capture everything
in DataVec, we see that a good deal of information is captured by this sum-
mary statistic.
This analysis, however, does not tell us the direction in which these
more significant effects statistics lie. That is, while this analysis suggests
that most survey participants felt strongly about a single type of Girl Scout
cookie, or a triple of Girl Scout cookies, and that most survey participants
did not care so much about individual pairs of Girl Scout cookies, this anal-
ysis does nothing to indicate which types of cookie or triples of cookies are
driving participant preferences.
54 Analysis of Partially Ranked Data Under the Isotypic Decomposition
Given the third and first order effects statistics for DataVec, which we
have found to best describe this survey result, we would like to be able to
determine which 3-subsets and single types of Girl Scout cookies are driv-
ing the participant responses. In order to determine the direction in which
the participant preferences most closely lie, we consider inner products of
DataVec with certain interpretable vectors.
If we equip the underlying vector space V with the usual dot product,
recall that for two vectors a, b ∈ V with angle θ between a and b, we have
a · b = ‖a‖ ‖b‖ cos(θ).
In this way, if a and b are unit vectors, then a · b = cos(θ).
If {b} is a collection of easily interpretable survey results with unit
norm, and a is a survey result that we would like to interpret, then the
collection {
1
‖a‖ a · b
}
= {cos(θ)}
is useful in interpreting the result a. If a lies strongly in the direction of b
then cos(θ) will be close to 1, and if a lies strongly in the opposite direction
of b then this value will be close to −1. Whereas, if a lies independently of
b, then this value will be close to 0. In this way, the elements of {b} with
largest associated values in
{
1
‖a‖ a · b
}
best summarize the result a.
For 0 ≤ i ≤ k, there are (ni ) rows in the ith order effects statistic matrix
Ti associated with a survey in which participants are asked to identify their
top k choices of n items. Each of these rows is associated with a specific
i-subset of the n items in the survey, and can be viewed as a vector with en-
tries consisting entirely of ones and zeros, and with an entry of 1 wherever
this i-subset is included in the k-subset that gives the associated standard
basis element. In this way, the rows of Ti form a collection of vectors that
are easily interpretable.
Taking {b} to be the set of rows of Ti, notice that the product Tia com-
putes a sequence of dot products. Further, notice that each row of Ti has
(n−ik−i) entries of 1, and so each row vector has the square root of this value






returns a vector whose entries are the values 1‖a‖ a · b desired in association
with the set {b} for an analysis of a.
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We carry out this analysis on the projections of DataVec into the pure
first and pure third order effects spaces, using for {b} the rows of the first
and third order effects statistic matrices, respectively. Letting Proj1DataVec
and Proj3DataVec be the projections of DataVec into the pure first and pure























= {0.10, 0.27, 0.09,−0.46,−0.22,−0.16, 0.28,
− 0.07, 0.02, 0.15,−0.15,−0.02, 0.07,−0.28,
0.16, 0.22, 0.46,−0.09,−0.27,−0.10}.
Considering the first of these two computed lists, we see that when we
consider only the effects of individual cookies on the survey result, there
seems to be a preference in the data for cookie 5, with associated value
0.45. This cookie type happens to be Thin Mints.
Considering the second of these two computed lists, we see that when
we consider only the effects of triples of cookies on the survey result, there
seems to be a preference in the data for the cookie triple {3, 4, 5}, with asso-
ciated value 0.46. This happens to be the cookie triple {Samoas, Tagalongs,
Thin Mints}.
We can thus conclude our analysis of DataVec with the understanding
that participants in this survey seem to care both about individual cookie
types and about different triples of cookies, with the overall preferences





In the Chapters 1, 2, and 3 of this thesis, we have introduced the Diaconis–
Sturmfels algorithm for generating a Markov basis, and we have explored
the use of a Markov basis together with the Metropolis algorithm in sam-
pling. We have also attempted to present all necessary associated back-
ground theory from Markov processes, Gröbner bases, implicitization, and
elimination. The gathering of these large ideas and the clean presentation
of this theory has required a significant effort, and I view it as one of the
more substantial accomplishments of this thesis. The highlight of this back-
ground theory is our presentation of the Diaconis–Sturmfels algorithm in
Theorem 3.3.2, which hopefully flows naturally from its supporting context
in this document.
In Chapters 4 and 5 of this thesis, we have transitioned away from a dis-
cussion of the underlying theory of the Diaconis–Sturmfels algorithm and
its use, to a discussion of the computational and procedural considerations
in using this approach to data analysis. We have chosen to particularly fo-
cus on the application of this theory to the study of partially ranked data
arising from a survey in which participants are asked to identify there top
k choices of n items. This exploration culminates in Section 5.2, with a thor-
ough example of the use of this approach to data analysis, focusing on the
result of a survey on Girl Scout cookie preferences.
With the solid understanding of the underlying theory and its practi-
cal application presented in the first two portions of this thesis, we find
ourselves at an excellent launching point for a variety of possible future
explorations.
In Remark 5.2.1, we mentioned the desirability and existing lack of an
analysis of the mixing times of the Markov chains involved in this type of
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data analysis. This would be one possible avenue for future exploration.
We have also mentioned, in Sections 4.2 and 5.1, the limitations that
result from the computational intensity of finding a Markov basis for con-
ditioning on a summary statistic. For this reason, given a nested collection
of summary statistics, it would be desirable to find a combinatorial de-
scription of the associated Markov bases. It would be nice to complete the
exploration of the analysis of partially ranked data present in this thesis,
with a combinatorial description of the Markov bases for conditioning on
the ith order effects statistics, 0 ≤ i ≤ k. A conjecture for a degree bound
on the Gröbner basis elements associated with these Markov bases for par-
tially ranked data, along the lines of Conjecture 7 of Diaconis and Eriksson
(2006) for fully ranked data, would be similarly desirable. However, we
leave such a degree bound or combinatorial description open for future
work.
At this point in our work, using a combination of Mathematica 7 and
4ti2, we have developed the computational tools necessary to efficiently
carry out the various algorithms associated with this type of data analysis.
Thus, given a nested collection of summary statistic matrices and the nec-
essary time to compute the associated Markov bases, carrying out the anal-
ysis of a data set associated with these summary statistics requires minimal
effort. This brings our attention back to the importance in this analysis,
of our choice of a nested collection of summary statistics, which was dis-
cussed in Section 4.1. It would be interesting to explore how the analysis
of partially ranked data changes with the choice of a different collection of
nested summary statistics.
As discussed in Section 4.1, we have carried out a preliminary explo-
ration of the use of statistics associated with the inversion decomposition
in the analysis of fully ranked data. It would be interesting, and most likely
rather straightforward, to carry out a more thorough exploration of the use
of the inversion decomposition for fully ranked data in this type of analysis.
It would also be interesting to consider possible approaches for extending
the inversion decomposition to partially ranked data.
Appendix A
Computed Markov Bases for
Partially Ranked Data
In this Appendix, we summarize the results of our computation of Markov
basis elements for studying partially ranked data. We consider surveys
in which participants are asked to identify their top k choices of n items.
We choose to carry out our analysis with respect to the ith order effects
statistics, for 0 ≤ i ≤ k, which simply count the number of times that each
i-subset of the n items is chosen by the survey participants.
We group our computed Markov bases together into different tables
according to i, and then according to the values of n and k. For each com-
puted Markov basis, we report the degrees of the Markov basis elements,
together with the number of elements of each degree.
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n k Degree # Elements
2 1 1 1
3 1 1 2
4 1 1 5
2 1 5
5 1 1 4
2 1 9
6 1 1 5
2 1 14
3 1 19
7 1 1 6
2 1 20
3 1 34




9 1 1 8
2 1 35
3 1 83
Table A.1 Conditioning on zeroth order effects; i = 0.
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n k Degree # Elements
4 2 2 2
5 2 2 10
6 2 2 30
3 2 69
7 2 2 70
3 2 273
8 2 2 140
3 2 812
4 2 8
9 2 2 252
3 2 2016
Table A.2 Conditioning on first order effects; i = 1.
n k Degree # Elements
6 3 4 15
6 15
7 3 4 105
6 420






Table A.3 Conditioning on second order effects; i = 2.
n k Degree # Elements
8 4 5 56
Table A.4 Conditioning on third order effects; i = 3.
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