Abstract. Research in many fields of AI, such as distributed planning and reasoning, agent teamwork and coalition formation, cooperative problem solving and action theory has advanced significantly over the last years, both from a theoretical and a practical perspective. In the light of the development towards ambient, pervasive and ubiquitous computing, this research will be tested under new, more demanding realistic conditions, stimulating the emergence of novel approaches to handle the challenges that these open, dynamic environments introduce. This paper identifies shortcomings of state-of-the-art techniques in handling the complexity of the Ambient Intelligence vision, motivated by the experience gained during the development and usage of a contextaware platform for mobile devices in dynamic environments. The paper raises research issues and discusses promising directions for realizing the objectives of near-future pervasive information systems.
Introduction
The vision of Ambient Intelligence assumes a shift in computing towards a multiplicity of communicating devices disappearing into the background, providing an intelligent, augmented environment, where the emphasis is on the human factor. Realizing this vision requires the integration of expertise from a multitude of disciplines; distributed intelligence, dynamic networks and ubiquitous communications, human-computer interaction and intuitive user-friendly interfacing, robotics, and hardware design are embraced under the influence of the Ambient Intelligence paradigm. This paradigm implies a seamless medium of interaction, advanced networking technology and efficient knowledge management, in order to deploy an environment, where entities describe themselves, are aware of each other and can figure out ways to interoperate at syntactic and semantic levels.
Arranging a physical environment, where mobile and stationary devices communicate and cooperate to achieve common objectives, has proven to be a laborious task for the research community. Although much success has been achieved in defining theoretical frameworks for the fields of distributed AI, agent teamwork and coalition formation, planning and reasoning about actions and cooperative problem solving over the last years, the advent of ubiquitous and context-aware computing has produced new challenges, pushing research in these fields to its limit. Existing approaches have difficulty in meeting the real-world challenges imposed by developing ambient information systems, since they typically rely on restricted models and simplifying assumptions, which do not hold in realistic conditions. Already works are being published that question the logic and rational behind some of our larger expectations; Rogers, for instance, in [1] argues that the progress in Ubiquitous Computing research has been hampered by intractable computational and ethical problems and that the field needs to broaden its scope, setting and addressing other goals that are more attainable.
It is our intention in this paper to investigate the challenging new issues that emerge from this domain and focus on research in the field of Distributed Artificial Intelligence under the context of symbolic planning. In particular, we identify and describe three general classes of problems, (a) the challenge of handling the complexity of generating and executing planning tasks in a dynamic and uncertain environment, (b) the challenge of cooperation between devices that have varied skills, but pursue common goals, distributing their resources and capabilities accordingly, and (c) the challenge of sharing enhanced plan representations among participating entities and evaluating their execution. Our selection of this subfield of AI is justified by its high relevance to the distributed nature and goal-directed behavior of ambient computing environments, and also by its significance in the research towards ambient computing engineering. Table  1 summarizes the requirements of each subject and the techniques that are studied in the rest of this analysis. Although, there are previous works that reflect on limitations of each individual approach under various conditions, to the best of our knowledge, this is the first attempt to frame a range of problems under the Ambient Intelligence domain assessing techniques towards this near-future reality, while at the same time proposing enabling directions of research.
The motivation behind this problem statement paper has been our involvement in a running project that concerns the development of a context-aware platform. The paper is more of a survey and analysis of existing methodologies that have been studied as potential integrals of our platform, rather than a focused evaluation report on a specific implementation. Our objective is to identify gaps in the capabilities of current AI techniques and to suggest the most productive lines of research. As such, the contribution is of both theoretical and practical significance; from a theoretical standpoint we raise numerous research issues and challenges that need to be addressed for understanding the domain and enabling ambient computing systems to operate effectively, while from a practical perspective, we discuss shortcomings of state-of-the-art techniques when applied to real-world conditions and suggest ways to overcome their restrictions.
The rest of this paper is organized as follows. We first briefly present our ongoing work in developing a semantics-based framework that supports services for mobile users in a dynamic environment. The next three sections deal with each of the three problem classes mentioned above. Each section reveals problems that emerge during the development of our platform, projects them to more generic ambient computing requirements and overviews related state-of-the-art research. We conclude in Section 6 discussing enabling research directions towards a pragmatic Ambient Intelligence implementation. 
Contextual Pedestrian Guide
To motivate the need for a theoretical consideration of the field, we concentrate on the design and analysis phases of a running project that involves the development of semantics-based context-aware services utilizing technologies and formalisms from the Semantic Web and Ambient Intelligence domains. The objective of the project is to explore the intelligent pedestrian navigation by implementing a Context Pedestrian Guiding platform (CG) [2] for users in indoor environments. We focus on modelling and representing context for efficient processing and dissemination of context-based knowledge, in order to develop services for mobile users. A working prototype of the system has been installed in the premises of our research facilities.
System Design
The platform's architecture, shown in Figure 1 , is designed to support usercentered and device-independent functionality, in order to provide the technical feasibility for building a multitude of context-based services. The framework, intended for indoor environments, is based on a centralized configuration and achieves a high level of transparency in inter-device communication, context management and service deployment. An RDF-based context model has been designed for use in the CG platform, aiming at addressing issues concerning semantic context representation, knowledge sharing and context classification. The ontology captures the relevant notions of physical and semantic entities situated in the system and provides a formal vocabulary for structuring location and other context-aware services. The generic CG RDF Schema follows the abstract design principles of other largescale pervasive computing ontology frameworks, such as the SOUPA project [3] , and defines the high-level concepts of Person, Geographical Space, Location Coordinates, CG-Client and Event, as well as the relations among them. The model captures static information (i.e., device ID for CG-Client devices) and dynamic contextual data (events) that have both spatial and temporal extensions, such as user login, change of location in the building and other.
A CG-Client module characterizes the devices with which a user can experience services provided by the CG platform. Different mobile devices can connect as CG-Clients in the system, such as PDAs or laptops, taking advantage of the flexible and portable Web-based model used for its development. CG-Clients connect with the CG-Server, a core component of our centralized architecture that acts as a middleware for processing, managing and transforming stored and inferred knowledge preserved in the CG-Database, while also offering the medium for synthesizing and publishing the desired services. The CG-Server queries the RDF database using the RQL query language.
CG Services
The system currently supports several services that enable users to obtain and superimpose context-related information on maps, while additional services are in the process of deployment on top of the framework, as will be described next. Our first concern was to implement a number of semantic-based services, such as personal/room information retrieval, room reservation and note keeping, for which a number of automatically generated RQL queries assist users in retrieving relevant RDF-annotated information. A newly published note, for instance, is semantically matched with the preferences of other users, in order to recognize whether its content is of interest to them.
Our present focus concerns the development of personalized, navigational and groupware services. In particular, we wish to enhance the platform with semantic profiles for purposes of context-awareness, privacy and customization of service provisioning depending on the device used. The use of a standardized semantic profile format will provide a unified and secure interface that is not going to be just a repository of static knowledge, but also a semantic directory of dynamic and context specific information. It will encapsulate personal rule definitions about users preferences, device specifications, service invocation and privacy policies. Moreover, we study semantics-based path planning algorithms that, in collaboration with the context ontology and the user's profile information, will assist users in navigating in the premises, considering not only ground plans and landmarks, but also the state of the user's context. Finally, we design and develop groupware services, such as group-calendars, information sharing applications, group notifications, bulletin boards etc., exploiting Semantic Web technologies to support the definition of associations with the context model and user profiles.
Complex, Dynamic and Uncertain Environments
Based on the identification of the requirements that a context-based platform, such as the one briefly described above, introduces and the experience gained with its deployment, we conduct a problem statement on the generic challenges of the Ambient Intelligence field and an evaluation of current research solutions.
Domain-specific Challenges
The majority of services provided by our platform requires a certain degree of reasoning and plan management skills by the participating agents 1 . For instance, an agent wishing to print a document must deliberate on whether to use the slow inkjet printer located near the user or the faster high resolution laser printer of the adjacent room. It is our intention to enhance our platform with an increasing number of context dimensions and, therefore, the computational complexity of the planning tasks is a reality that we cannot afford to overlook. This challenge motivated us to consider mathematical methods for addressing aspects related to planning, actions and causality. Reasoning about action is a well-formalized and well-characterized subfield of AI, but has not yet been fully integrated in the ambient computing domain. When research on planning within the AI community established the classical planning problem for the development of techniques for agents to generate courses of action in order to reach a desirable world state, it adopted a number of simplifying assumptions to delimit the domain. Some of them were very restrictive; the planning agent was considered omniscient, its actions deterministic, atomic and simultaneous, the environment static and the only source of change in the environment was the agent itself, while no other exogenous event occurred. Of course, these simplifications do not persist in realistic planning situations and must be relaxed or completely eliminated when adapting planners to Ambient Intelligence systems.
Problem Statement
Studying the Ambient Intelligence domain under the planning context, it is important to understand the class of problems that planning methods face and the challenges that these problems introduce. The ambient environment is an open and highly dynamic environment. Mobile devices connect and disconnect to the network, contributing services with durations that vary according to their expected presence in the environment and the availability of their resources. In fact, even actions, goals and sensor observations have a temporal dimension, whose duration may only be partially known in advance. The assumption of complete world knowledge can no longer persist; agents do not know a priori all other entities that are present at a specific time instance nor can they communicate directly with all of them. As a consequence, they have limited perception to acquire knowledge about the world they live in and have to generate plans preserving a level of uncertainty on both the state of the world, the available actions to achieve certain state of affairs and the outcome of those actions. Even the fact of committing different agents to certain tasks cannot be guaranteed to hold, since agents might disconnect before plan generation completes or new and more beneficial opportunities might arise, underscoring the importance of monitoring plan execution and replanning in opportunistic ways. The non-deterministic nature of the environment is emphasized by the recognition that not only agents, but also exogenous events occur, in unpredictable and concurrent manner, affecting the state of the world.
These observations essentially sketch a very challenging dynamic and uncertain environment with increased planning complexity. The question is whether current efforts can attack this problem and provide computationally efficient and scalable solutions under these conditions.
State-of-the-Art Approaches on Acting in Complex Domains
The AI research community has made significant progress on exploring techniques for extending the classical planning paradigm, relaxing some of its assumptions and much success has been achieved in defining theoretical foundations for modelling more complex domains. Reasoning about action and planning is a fundamental area of research within AI that studies the logical characterization of the concepts of action, change and planning of action sequences to accomplish a given task. Knowledge representation and reasoning has resulted in various formalisms, motivated by theorem proving, state space search and associated logic techniques.
The first effort towards an axiomatization of domains using action theories was accomplished by the STRIPS [4] action representation language that, despite being very restrictive in terms of expressivity, the simplicity of its semantics resulted in a quick and wide adoption. This simplicity justifies the fact that STRIPS now constitutes the core of PDDL (Planning Domain Description Language), the standardized syntax used in the International Planning Competitions, and is also utilized in a multitude of planning formulations.
The Situation Calculus [5] , a second-order language designed for representing dynamically changing worlds, is the most influential formalism for reasoning about action and change. All changes are the result of named actions performed by agents, while a sequence of actions, denoting a possible world history, is represented by a first-order term called situation. Relations and functions whose truth values vary from situation to situation are called relational and functional fluents, respectively. Actions, situations and fluents are the main ingredients of the Situation Calculus formalism that give a complete treatment of reasoning about action, proposing solutions to many fundamental problems, such as the frame problem. The pure Situation Calculus has been extended to accommodate time [6] and concurrent actions [7] , indeterminism and actions with uncertain effects [8] , sensing and knowledge-producing actions [9] , that is actions whose effects are to change a state of knowledge, ramifications [10] and other parameters.
Although the Situation Calculus suffices to solve the representational frame problem, concerning the efforts to specify the non-effects of actions, it fails to address the inferential frame problem for actually computing these non-effects. The Fluent Calculus [11] that extends the Situation Calculus by the notion of state, expressing the fluents that hold in a situation, proposes a more general solution and is more expressive under certain circumstances. For instance, except of solutions to concurrent, continuous [12] and non-deterministic actions [13] , the Fluent Calculus has recently been shown to provide the desired expressivity to solve the frame problem in the context of belief and belief revision [14] . Both calculi have well-established programming languages based on Prolog for cognitive agents to perform automated reasoning (Golog and Flux), their implementations though do not scale well to long action sequences and are restricted to small-scale applications with moderate computational effort.
The Event Calculus is also a widely adopted formalism for reasoning about action and change that addresses more naturally certain phenomena, such as continuous time, concurrent, partially-ordered and triggered events. A number of different dialects have been proposed that are summarized in [15] and [16] . The basic idea of the Event Calculus is to state that fluents are true at particular time-points if they have been initiated by an action occurrence at some earliertime point and not terminated by another action occurrence in the meantime.
The calculus supports default reasoning, i.e., reasoning in which a conclusion is reached based on limited information and later retracted when new information is available, using circumscription.
In addition to these calculi, a family of actions theories have been developed that are independent of a specific axiomatization, by attempting formal validation methods for assessing correctness and ensuring that the encoding of any domain will yield correct results. Their semantics are based on the theory of causal explanation, which distinguishes between the claim that a formula is true and the stronger claim that there is a cause for it to be true, leading to "causal rules". Gelfond and Lifschitz [17] give an overview of such causal languages, such as action languages A and C [18] . The action language C+ [19] that has evolved from C, in an important recent formalism that provides a uniform model for supporting, in addition to conditionals and concurrent actions, also indirect effects and non-deterministic actions. Other similar languages are being proposed (i.e., GC+ [20] ) and, although this collection of languages had initially established results for a restricted class of domains, it is now characterized by its high expressivity, natural language-like syntax and clear formal semantics.
Furthermore, when discussing planning in dynamic, stochastic environments, we must not neglect decision-theoretic planning tools that extend the classical AI planning paradigm by modelling problems, in which actions have uncertain effects, agents have incomplete information about the world and solutions are of varying quality. Much recent research on decision-theoretic planning has explicitly adopted the Markov Decision Process (MDP) framework as an underlying model. MDPs have two general impediments that make AI researchers skeptical; how they can model a wide range of planning problems and if they can scale to solve planning problems of reasonable size. This is because the generality of the framework comes at a high price in terms of space for storing the transition matrices and policies, in terms of time required to generate a solution policy and in terms of ease of specification. To obviate the need for explicit state space and action enumeration, certain recent works focus on representing the dynamics of first-order MDPs using stochastic actions and objective functions of generalizations of the Situation Calculus [21] and the Fluent Calculus [22] .
The above mentioned formalisms are prominent in handling certain aspects of the planning challenges given the demands raised by ambient computing. The literature is rich with notable related surveys and comparative analyses (i.e., [23] , [24] , [25] , [26] ). Still, a common conclusion inferred by studying these formalisms and confirmed by different sources is that combining separate phenomena, such as non-determinism, natural actions or continuous change, in a unified model is no trivial task. It is a fact that most extensions to the problem have been investigated in isolation and combining co-existing models has proven to be very challenging [13] . Moreover, we lack a rich set of good heuristic techniques for generating effective contingent plans and it seems unlikely to find optimal solutions to non-trivial problems; new and dramatically different approaches are needed to deal with them [24] . This conclusion justifies the fact that, despite the rapid progress accomplished on reasoning about actions and planning, researchers have delayed applying theory to practice, when confronting the complexity of realistic domains. To our opinion, although Situation Calculus guided research in the field for years and still is the origin for novel ideas since many inspiring researchers work with it, its reasoning capabilities are limited to short action sequences, thus reducing its applicability for real-life large-scale implementations. We trust the Event Calculus to present the most complete solution for addressing key issues of commonsense reasoning for Ambient Intelligence. It is highly usable, comprehensive and handles inherently most of the important aspects of reasoning about actions, as shown in recent studies (i.e., [27] ).
Distributed Planning and Multi-agent Coordination

Domain-specific Challenges
Extending our platform with new services has made evident the importance of seamless collaboration between numerous devices that must work together to achieve common objectives. Even the more ordinary services like the management of a presentation in a meeting room may involve continuous cooperation between devices, as diverse as the room's projector, the lighting dimmer, the lecturer's laptop and many others. Complicated services require more sophisticated models of teamwork between devices, which differ in capabilities, characteristics and resource limitations. The establishment of common objectives among them entails a comprehensive understanding of the problem domain between participating entities and a confirmed desire to distribute their knowledge and to contribute their capabilities, in order to generate plans for achieving these objectives. Moreover, the assumption that the availability of devices is known beforehand is not valid in our platform, and, therefore, we have to come up with ways to arrange the formation of coalitions at execution time.
Problem Statement
The Ambient Intelligence domain is frequently characterized as a sensor and device-rich environment supported by software capable of fully leveraging its capacity and providing distributed services. A multitude of appliances, however diverse in capabilities and characteristics, needs to be seamlessly integrated into the users' everyday lives, placing them and their tasks on the center of attention. This scheme requires devices to coordinate their actions, cooperate in generating plans and collaborate during their execution.
If all agents in a system were omniscient of the goals, actions and interaction of their fellow community members and could also have unlimited computational resources, it would be possible to know exactly the present and future actions and intentions of each. Obviously, this in not the case in most real-world systems and in ambient computing structures, in particular. Despite the fact that our platform currently utilizes a centralized knowledge base, there are many situations where services would benefit by distributing reasoning tasks among different devices. A typical example is when a user's connectivity with the network is undermined due to coverage range or bandwidth restrictions, while he can still engage in ad hoc communication with other mobile devices in its vicinity, which contribute resources and services. This decentralized self-organizing infrastructure is a nontrivial challenge for the realization of the AmI vision.
State-of-the-Art Approaches on Teamwork in Cooperative Problem Solving
Coordination does not imply either cooperation or reciprocation; appliances in a smart space, though, are expected to collaborate in achieving common objectives, after a particular level of trustfulness has been established. Therefore, agents in AmI environments are designed to engage in Cooperative Distributed Planning [28] , according to which they are endowed with shared objectives and representations, with the purpose to jointly develop and execute a plan in a coherent and effective manner. Of the most prominent approaches for multi-agent action coordination is Durfee and Lesser's Partial Global Planning (PGP) framework [29] and its extension Generalized PGP [30] . According to this framework, each agent is not aware of the presence of other agents or their capabilities at the start the plan generation process, but incrementally obtains a partial conception of their plans. Agents dynamically determine sets of long-term and short-term decisions for achieving their objectives, evaluating a number of predictions and ratings. In GPGP, coordination and task assignment is achieved by negotiation using a family of domain-independent coordination algorithms, while planning is based on a set of heuristics. The framework focuses on dynamically revising plans in cost-effective ways given an uncertain world, rather than optimizing plans for static and predictable environments and can lead to sub-optimal results with reduced costs. Despite its advantages, the framework is restricted to domains where temporary incoherence among agents is affordable as information about unanticipated changes to plans is propagated. Therefore, it is inappropriate for domains with irreversible actions where guarantees about coordination must be made prior to any execution [31] . In addition, PGP assumes explicit communication between agents in order to achieve coordination and is not scalable when agents' commitments to partial subgoals are not highly persistent.
In fact, this notion of commitment is essential when attempting to coordinate multi-agent interactions and has been given much importance in the Joint Intention model developed by Cohen and Levesque [32] , influencing many works since. This model specifies how a group of agents can act together by sharing certain mental beliefs about the cooperative behavior and forming individual and joint commitments for pursuing goals. The Cooperative Problem Solving (CPS) abstract formal model of [33] is based on the Joint Intention theory and is the first comprehensive attempt to formalize intentions by making a distinction between commitments and conventions (a means for monitoring a commitment) in a mathematical framework. CPS describes a teamwork process evolving in 4 stages, namely recognition, team formation, plan formation, and team action. Although structured around some restricting assumptions, the framework provides principles, which lay a solid ground for designing models that face challenges of teamwork formation in more complicated systems.
Many researchers explore the multi-agent plan coordination problem by extending the partial-order, causal-link (POCL) definition of a plan described in [34] . According to this definition, a plan has temporal and causal partial order constraints on plan steps and as new steps are added (i.e., when loosely-coupled agents attempt to combine their plans) these constraints might get violated and inconsistencies or plan flaws might arise. There are works that investigate ways to transform inconsistent plans into consistent. In [35] a general plan-space search algorithm is described that tries to repair flaws by exploiting a hierarchical plan representation to reduce the complexity of the plan coordination problem. The same type of flaws, namely causal link threatening and parallel action interference, as well as redundant actions between agents that coordinate their plans, are handled in [36] using the propositional satisfiability approach. There, the authors have developed branch and bound algorithms for multi-agent coordination and cooperation scenarios, where actions have time extents and individual plans are iteratively expanded to an optimal, with respect to length, joint plan. A different approach is followed in [37] that casts the multi-agent plan coordination problem as a type of Distributed Constraint Optimization Problem and examines the efficiency of applying techniques from this domain for solving the problem, such as ADOPT, an algorithm that exploits local communication and parallel computations. Still, this problem is shown to be NP-Hard [38] and attempts to develop computationally-efficient algorithms that produce optimally-coordinated plans are limited, focusing mostly on restricted forms of it (see for example [39] ).
Other efforts logically analyze the ability of agents to cooperate in executing complex actions for reaching certain states of affairs. In [40] a complete axiomatization for a dynamic logic that models agent capabilities in executing collective plans in environments that require concurrent actions of several agents is presented. Such formalisms, which are based on cooperation logics, such as Coalition Logic [41] and Coalition Logic for Propositional Control [42] , represent important tools not only for verification purposes by proving that a desired goal of a system can be achieved, but also for explicitly capturing how a plan can be executed. Still, they require the designer to sacrifice expressivity, in order to handle the complexity of real-world dynamic and multidimensional problems.
As the previous discussion has shown, despite the well-studied tools and techniques in the repertoire of distributed AI, many of its accomplishments fail to function efficiently when applied to real-world conditions, a conclusion confirmed by many recent studies as well ( [31] , [43] , [44] ). However interesting the existing approaches on distributed planning and coalition formation may be, the common feeling is that they are not mature enough to guarantee successful teamwork in a pragmatic context-aware environment. It is anticipated that more comprehensive methods for coordination and distributed planning in open and dynamic environments must arise that will overcome issues mentioned above.
Domain-specific Challenges
The overall implementation of our context-aware platform was structured around a number of observations that specify the basic motivations of the domain, such as the desire to provide context-aware services to users that operate on a variety of mobile devices. In order for our architecture to support this scheme, we seek ways to represent the capabilities of these devices so that services can be adapted according to them. Profiles of devices must be flexible enough to capture both the complex actions that they can perform, but also decompositions of them to more low-level actions, so that planning agents can understand and combine these actions to distribute responsibilities during service execution. There are obstacles that need to be overcome for achieving this type of interactions in our framework, since we assume that the existence of visitors possessing partially unknown mobile devices is going to be a common situation for the system.
Problem Statement
In order for any Ambient Intelligence framework to support the challenges discussed so far, we also need to seek ways to represent device and service profiles, plans and goals in a manner that is mutually understood and correctly interpreted by all participating entities. Instead of exclusively focussing on improving our planners, other facets of the problem should also come into consideration that can refine the planning task. Autonomous agents need to recognize which planning problems and opportunities to consider in the first place. They need to be able to weight alternative incomplete plans and to decide among competing alternatives on execution time. They need to be able to function intelligently in an ambient environment in a way that comports with the inherent bounds on their computational resources. They need to share a common plan representation or a common ontology for describing their plans, goals and actions. And they need to be able to exchange freely their plans and describe their action behaviors, privacy policies and authenticity certificates, in terms of expressive planning languages.
State-of-the-Art Approaches on Plan Representation and Monitoring
Much of the research has been focusing on representing plans using some form of abstraction and decomposition, with hierarchical task networks (HTN) [45] being the most notable approach. HTN plan representations allow a distributed planning agent to successively refine its planning decisions as it learns more about other agents' plans. This abstraction-based methodology has been widely used in a variety of domains, and attempts have also been proposed to adapt it to the Ambient Intelligence domain (see [46] for an illustrative example). An interesting application of HTN-like action representation is demonstrated in [47] , where the intention is to model joint complex actions of multi-agent partially ordered plans under temporal and precedence constraints in dynamic environments. Compared with classical planners, HTN planners have more sophisticated knowledge representation and reasoning capabilities and are more expressive, because they can even be used to encode undecidable problems. Logics-based formalisms are as expressive and is hard to say which formalism is more effective. Both types are suitable in different situations, as illustrated in [23] , and combining them is a useful topic for future research.
A rather similar approach, originally proposed in [48] , is representing procedural knowledge in a library of skeletal plans. Skeletal plans are plan schemata at various levels of detail, which capture the essence of the procedure, but leave room for execution-time flexibility in the achievement of particular goals and are also being tested in real-world systems, such as [49] . Although being reusable in various contexts and able to capture in restricted form both complex and primitive actions, skeletal plan representations are domain-specific and it is questionable if they can confront the openness of ubiquitous systems.
In fact, there is a significant gap in the field for methods and tools able to represent both complex and primitive actions in an expressive manner and with formal semantics, with only few exceptions existing (i.e., McIlraith et. al in [50] , [51] ). Attention should be given in representations that allow a system to capture and share the capabilities of the diverse devices that operate in it and permit them to distribute common plan configurations.
Creating a conflict-free plan for a multi-agent system in a dynamic and unpredictable environment that will remain conflict free during execution, is a laborious task. As agents execute their plans, they monitor their execution by making partial observations that are used to detect plan deviations. Part of related work concentrates on how to explain such erroneous actions by applying Model-based Diagnosis [52] . This technique is used to infer abnormalities of internal components of a given system from its input-output behavior and works, such as [53] and [54] , adapt and extend Model-based Diagnosis to multi-agent planning systems. Each component has several health modes; a normal mode and several fault modes. Once the health mode for each component is specified, the behavior of the total system is defined and the output can be inferred. In fact, since in a plan several instances of the same action might occur, an error occurring in one instance might be used to predict the occurrence of the same error in an action instance to be executed later on. The result of Model-based Diagnosis is a suitable assignment of health modes to the components, called a diagnosis, such that the actually observed output is consistent with this health mode qualification or can be explained by this qualification. Using this technique we can adjust the plan execution within the margins of the plan by determining events that cause constraint violation, thus avoiding replanning the tasks. In [53] , in particular, actions are described in an object-oriented manner, rather than the traditional state-based approach. This view of actions as components, and preconditions and effects of actions as objects, allows the plan itself to be viewed as the structural description of a system.
As research in AI is oriented towards addressing real-world problems, exploring relaxations of the simplifying assumptions, the efficiency and viability of existing methods will be tested. We have attempted an assessment of state-of-the-art approaches and principles to determine where there is room for improvement and where a different research perspective is necessary, in the context of ambient computing systems. It is indeed evident that there are still serious obstacles that have not been hurdled. Nevertheless, in this paper we argue that regression steps are not justified. To pursue the vision of intelligent environments we need to rethink about the capabilities of our existing tools and focus on those fields that seem more prominent in accomplishing the new challenges and ideas that the main tenet of Ambient Intelligence introduces. As a starting point, two abstract research directions are presented next that, although being moderately novel in classical AI, are highly relevant in the cross section of Ambient Intelligence and AI research. Departing from the typical planning picture, we attempt to contrast the state-of-the-art in symbolic planning with requirements imposed by ubiquitous computing scenarios, citing also initial attempts that follow these directions.
The Continual Planning Paradigm
Our remarks concerning a highly dynamic, uncertain environment, where planning and reasoning tasks are performed by devices that may have limited resources available and where knowledge concerning world state is dynamically acquired, have led us to abandon traditional multi-agent planning approaches. As argued in [25] , autonomous agents in dynamic environments need to be able to form incomplete plans now, adding detail later and deciding upon the amount of detail to include at each time instance. A new paradigm has been proposed that interleaves plan generation and execution and adopts strategies that allow agents not to plan too much detail too far into the future so that they can confront with the diversity of upcoming events. This technique of performing a tightly coupled control loop between plan generation and execution, first proposed in [28] , is called Continual Planning and requires an iterative collaboration of the tasks of environment monitoring, plan adaptation and replanning.
More specifically, [28] suggests that an agent should plan continually when aspects of the world can change dynamically beyond the control of the agent, when aspects of the world are revealed incrementally, when time pressures require execution to begin before a complete plan can be generated or when objectives can evolve over time. Continual planning suggests having a single plan and continuously monitor its execution, in contrast to the traditional approach of handling uncertainty by planning for all the contingencies that might arise. Since this approach views planning as an ongoing, dynamic process it can benefit the system not only by reacting to unhealthy situations, but also by adapting to opportunities to improve the plan, repairing it when necessary. Only recently have frameworks start adapting to this real-time planning and execution approach ( [47] , [55] ), while the need to explore this direction of research in ambient applications has also been underscored by many recent reports (i.e., [43] , [44] ).
Context-aware Planning Paradigm
We have already stressed the fact that in order to attain the goal of planning in dynamic and partially known environments we have to endow agents with cognitive capabilities. When agents weight alternative subplans to reach a certain state of affairs or even when they consider the most profitable next step to a plan, it is often useful to interleave reasoning in the process. Until recently, most approaches only modelled conventional aspects, such as precedence constraints or plan length, relying on replanning techniques to deal with plan failure, when new constraints were added. Nonetheless, the impact of planning can be increased if we consider a richer set of aspects that are truly related to the domain we model. Temporal constraints, such as action durations and temporal instantiation of action are a common alternative for accomplishing scheduling tasks in real time, while a number of works deliberate on action durations and deadlines of goals. This is a more pragmatic approach requiring reasoning about whether or not goals can be achieved by their deadlines and leads in associating priority values to goals and to the actions which contribute to those goals.
Reasoning over a richer collection of metrics and focusing on the most relevant ones might prove an essential aid in improving planning, both from the computational standpoint, by reducing the search space, and from the perspective of efficiency, since more accurate plans will be generated. Indeed, we believe that the Ambient Intelligence domain raises many opportunities for exploiting reasoning to influence the efficiency of planning. The most important leverage is to take advantage of the context in which an agent is situated, affecting its plan-generation capabilities. Context awareness has become a hot topics in recent computing research and reasoning on context can be an important source of information both for allowing agents to determine the current state of the world and to restrict possible future states, enabling them to constraint and better prioritize their goals. Moreover, it is anticipated that privacy and trust issues are going to be of utmost importance in designing Ambient Intelligence systems, strengthening the need to include trustfulness values, along with importance values, to actions and subplans. This will enrich the plan evaluation process by allowing users to prioritize goals not only by their significance and success probability, but also by taking under account preference and privacy profiles. We expect this new paradigm of context-aware planning to play a determinant role in ambient IS, guiding computationally efficient planning solutions in realistic conditions. Works, such as [55] and [56] adopt this new trend, incorporating resource allocation and user preference metrics in plan refinement and execution.
