ABSTRACT The paper proposes the novel concurrency and sequentiality analysis techniques of a cyber-physical system specified by a safe Petri net. The presented methods are based on the hypergraph theory and apply computation of exact transversals in a c-exact hypergraph. The proposed techniques are supported by adequate algorithms, theorems, and proofs. Furthermore, the presented methods are illustrated by a case-study example of a real-life cyber-physical system. Finally, the results of the conducted experiments are shown and discussed.
I. INTRODUCTION
A cyber-physical system (CPS) comprises a set of components that interact with each other, integrating cybernetic aspects with physical processes [1] - [8] . Such a system is, by nature, concurrent, enabling the execution of multiple operations at the same time [1] , [8] , [9] . A Petri net is a popular form of specification and graphical representation of cyber-physical systems [1] , [4] , [10] - [12] . This mathematical tool allows for comfortable description of the prototyped design [13] - [15] . Petri nets are used in a various fields of science and industrial applications, such as manufacturing systems, artificial intelligence, robotic, security and safety, and even banking [16] - [28] . Moreover, Petri nets are useful in the development of parallel and distributed controllers, since they naturally reflect the concurrency relations between the internal processes of the system [29] - [31] .
Petri nets are supported by analysis and verification methods [21] , [22] , [28] , [32] - [36] . It is possible to use them as an input format for formal verification (such as model checking) which facilitates finding divergences between the formal model and the requirements of the customer/user [32] - [34] . The verification is usually performed automatically by dedicated tools, such as symbolic model checker NuSMV [21] or its extension -nuXmv [35] .
A cyber-physical system specified by a Petri net can be analyzed with regard to concurrent and sequential relations that may occur in the design. The first one (concurrent relation) is strictly associated to the reachable states of the CPS, while the second (sequential relation) permits recognition of the sequential modules (also called state machine components, SMCs) of the system [4] , [18] , [37] . Analysis of such relations helps avoid redundancy (unreachable states) and deadlocks which are crucial in the case of systems described by Petri nets [13] - [36] . For example, identifying the set of sequential modules of a net is an essential step in the design process of controllers oriented to further dynamic partial reconfiguration of the system implemented with field programmable gate arrays (FPGAs) [25] . Decomposition of a Petri net into SMCs is usually required in the case of distributed systems (where devices operate in a sequential manner, like programmable logic controllers, PLCs), or integrated ones (dedicated for logic devices, where further optimizations of the achieved sequential components are possible [39] - [47] ). This paper proposes a novel analysis methods of concurrent and sequential relations in a Petri net that specifies a cyber-physical system. The presented techniques utilize hypergraph theory. In particular, c-exact hypergraphs with their unique properties are applied.
The structure of the paper is organized as follows. The remainder of this section presents an overview of the literature and shows the main contributions. Section II introduces definitions and preliminaries necessary to understand the presented idea. The main concept of the proposed idea is shown in Section III, while Section IV illustrates it by a casestudy, a real-life example. Section V shows the results of the experiments. Finally, Section VI summarizes the paper.
A. MOTIVATION AND OVERVIEW OF THE LITERATURE
A Petri net is a comfortable and useful mathematical tool that permits the specification of the concurrent and sequential relations in the designed system. Although in the case of relatively small designs such relations can be noticed and verified manually, more advanced systems usually require specialized methods and tools. Let us briefly present the most popular techniques of concurrency and sequentiality analysis of Petri nets.
The most popular method of the concurrent relation analysis is based on the formation of the reachability set (concurrency set, also often represented as a reachability graph of the Petri net). This structure simply contains the information about all the reachable states of the system. There are well-known techniques of reachability set formation [12] , [18] , [36] , [47] . However, the number of the states may increase exponentially with the number of net places. This situation is caused by the so-called state explosion problem, which can be a real challenge to the designer.
There are several methods, that can be used to avoid the state explosion during formation of the reachability set. The most popular ones rely on the idea of the net reduction. In such an approach a simplification of the initial system is considered. Usually, fusion (joining) of series (or parallel) of places (or transitions) are applied [18] , [36] . This technique is especially valuable in the analysis of the behavior of the system, since it preserves safeness of the initial Petri net [18] , [36] . Unfortunately, it is not directly oriented on the reachability set formation, but can be useful in conjunction with other techniques.
Other interesting techniques of analysis are based on the generation of the reduced reachability graph [18] , [36] . The aim of this method is to reduce the time and the space during formation of the reachability graph [36] . However, very often formation of the reduced graph does not preserve the full information about the concurrency relation between particular places. Moreover, the size of the reduced graph can be still too large to be analyzed [36] .
Recently, the structural concurrent relation has become popular. This idea was initially proposed in [48] and is based on the analysis of the structure of a Petri net. The main benefit of this approach is the possibility of computation of a concurrency graph in polynomial time [38] . Unfortunately, such a graph reflects the relations between pairs of places in the net [48] . It means that dependencies between three or more places ought to be additionally calculated [12] .
Analysis of the sequential relations in a Petri net usually involves methods that are based on the linear algebra technique [12] , [18] . The most popular algorithms are based on place (or transition) invariants computation [49] . In brief this means that a place invariant indicates a subset of places in a Petri net that are in sequential relation [13] , [14] , [18] .
Furthermore, place invariants can be used in order to form a set of state machine components [12] .
The set of invariants are computed directly from the incidence matrix of a Petri net, without any additional conversions. Undoubtedly, this is the main advantage of the methods based on linear algebra. Unfortunately, computation of all invariants may result in the exponential explosion problem. Consider the net in Fig. 1 (a) . There are eight places and two transitions in the net. Analysis of the net results in 16 place invariants. However, adding of just four more places to the net (as show in Fig. 1b) significantly increases the number of invariants to 64. An alternative method that permits the analysis of sequential relations in the net relies on the Boolean algebraic approach [51] , [52] . Each state machine component of a Petri net is obtained by solving the logical equations. However, this approach is also bounded exponentially with the number of net places.
Analysis of the structural sequential relation in a Petri net is another popular approach. This technique usually applies computation of the structural concurrency relation, which ought to be computed firstly [48] . However, there exist methods that permits the obtaining of sequential relations directly from the initial Petri net [53] . The most popular representation is based on the sequentiality graph, whose vertices refer to the places of the net and whose edges correspond to the sequential relation [12] . The main advantage of this approach is the polynomial computational complexity [37] , [53] . Unfortunately, the sequentiality graph holds information about dependencies between pairs of places, similarly to the concurrency graph [12] . Therefore, additional calculations ought to be performed in order to achieve sequential relations between three places or more.
Summarizing the above discussion it can be noticed that existing methods that permit the analysis of concurrent and sequential relations in a Petri net give a balance between the optimal results and computational time of applied methods. The main bottleneck is tied to the exponential complexity of exact algorithms, which offer complex information about VOLUME 7, 2019 the relations. Alternative methods run in polynomial time, but have serious limitations, usually restricted to the pairs of places (as in concurrency or sequentiality graphs).
B. MAIN CONTRIBUTIONS
In the paper we propose a novel analysis methods of concurrent and sequential relations in a cyber-physical system specified by a safe Petri net. The presented technique applies computation of exact transversals (vertex cover) in a hypergraph representing concurrent or sequential relations. Although the presented algorithms are exponential in the general case, the subsequent relations (transversals) are computed in polynomial time (that is, algorithms run with a polynomial delay).
Note that the basic backgrounds related to the c-exact hypergraphs were presented in previous authors' publications [12] , [54] . This paper improves our own definitions, algorithms, theorems and proofs, and additionally, formulates them in a much more formal way (such as an essential definition of c-exact hypergraph). Moreover, the proposed notations and algorithms refer to safe Petri nets, which is an essential extension of previous works, where systems were strictly narrowed to particular net subclasses. Finally, practical usage of the proposed methods is shown by the application of a real-life example of a cyber-physical system.
Going into more detail, the main contributions can be summarized as follows:
• Novel analysis techniques of concurrent and sequential relations in a cyber-physical system specified by a safe Petri net are proposed.
• The proposed methods apply hypergraph theory. In particular, concurrency and sequentiality hypergraphs are used in order to represent the concurrent and sequential relations, respectively.
• The methods are supported by the definitions, algorithms, theorems and proofs. In particular, the following notations are introduced:
• formal notations of a compatibility relation ≈ and formal definition of a c-exact hypergraph;
• formulation of Theorems 2, 3, 4 with supporting proofs;
• formulation of Algorithms 2, 3, 4 with detailed analysis of their computational complexity.
• A case study and analysis of a real-life cyber-physical system specified by a Petri net is presented.
• Experimental verification of the proposed methods with the set of 202 benchmarks.
II. PRELIMINARIES
Let us introduce main definitions and notations necessary to explain the idea of the proposed technique [55] [56] [57] [58] [59] [60] [61] . Definition 1: A Petri net is a 4-tuple:
where P is a finite set of places, T is a finite set of transitions,
is a finite set of arcs, M 0 is an initial marking (state) of the net. Sets of input and output places of a transition are defined as: • t = {p ∈ P : (p, t) ∈ F}, t • = {p ∈ P : (t, p) ∈ F}; sets of input and output transitions of a place are denoted as:
A marking is changed by the firing of a transition. A transition can be fired if each of its input places contains a token. Firing of a transition removes a token from all its input places and adds a token to each of its output places. A marking M is reachable from marking M , if M can be obtained from M by a finite sequence of transition firings. A transition is enabled
The set of all reachable markings of a Petri net is denoted by M. A Petri net is live if for every reachable marking M any transition t can be fired at this marking or in a reachable marking from M . A Petri net is safe if there is no marking such that any place contains more than one token. A Petri net is reversible if for each marking M , the initial marking M 0 is reachable from M . A Petri net is well-formed if it is live, safe and reversible. Two places are concurrent if they are marked simultaneously at some reachable marking. Concurrent places are in concurrent relation. Two places are sequential if they cannot be marked simultaneously, that is, there is no reachable marking that contains both places. Sequential places are in sequential relation. It is assumed that in case of safe Petri nets concurrency and sequentiality relations are complementary, that is, particular place is either concurrent or sequential to the other place.
Definition 3: A State Machine net (SM-net) is a Petri net such that each of its transitions has exactly one input place and exactly one output place, i.e. ∀t ∈ T :
Definition 5: A hypergraph is defined by a pair H = (V , E), where V = {v 1 . . . , v n } is an arbitrary, nonempty set of vertices, and E = {E 1 . . . , E m } is a finite set of hyperedges, subsets of V .
Definition 6. An exact transversal of a hypergraph H = (V , E) is a set D ⊆ V such that has exactly one intersection with every edge, i.e.: ∀E ∈ E : E D = 1.
Compatibility relation ≈⊆ V × V on the set of vertices V of a hypergraph H = (V , E) is the smallest relation such that
In the other words, two (or more) vertices of a hypergraph are compatible if they are not connected with any edge. Note that the set of compatible vertices of a hypergraph H is often called an independent set of H in the literature.
Let C denote the family of sets of compatible vertices of the hypergraph H.
In the other words, H is c-exact hypergraph, if any set of compatible vertices in H belongs to at least one exact transversal.
A reduced hypergraph H −v = (V , E ) by a vertex v of a hypergraph H = (V , E) is a hypergraph with the reduced sets of vertices V such that u ∈ V : u ≈ v, and hyperedges E such that E ∈ E : v / ∈ E. Theorem 1 [12] : Let H = (V , E) be a c-exact hypergraph, then the reduced
is a hypergraph, which vertices refer to the places and hyperedges correspond to the reachable markings in the net: M = {M 0 , . . . , M k−1 }, where M 0 is an initial marking, and k is the number of all reachable markings in N . Definition 9: Sequentiality hypergraph H S = (P, P) of a Petri net N = (P, T , F, M 0 ) is a hypergraph, which vertices refer to the places and hyperedges correspond to the set of places of state machine components in the net: P = P 1 , . . . , P l , where l is the number of all SMCs in N .
Finally, let us introduce the preliminaries regarding the computational complexity of algorithms we shall use later.
Time complexity of algorithm A is the function f : N → N such that f (n) is the maximum number of iterations that A uses on any input of length n. For f (n) = O(g (n)) it is said that g(n) is an upper bound for f (n), where f (n) is the maximum number of iterations of the algorithm.
Algorithm A is bounded by a polynomial in the size of inputs n if the number of its iterations is estimated as f (n) = O(n c ) for c > 0. Algorithm A is bounded by an exponential in the size of inputs n if the number of its iterations is estimated as
Polynomial complexity (polynomial time) of algorithm A means that the total run-time of A to generate all the outputs is bounded by a polynomial in the size of the input. An exponential complexity(exponential time) of algorithm A means that the total run-time of A to generate all outputs is bounded by an exponential in the size of inputs.
A polynomial delay of algorithm A means that A generates results in such a way that the time between subsequent outputs is bounded by a polynomial time in the size of the input. It is said that subsequent outputs are generated (computed, calculated) in polynomial time.
III. ANALYSES OF CONCURRENT AND SEQUENTIAL RELATIONS IN CPS SPECIFIED BY SAFE PETRI NETS
This section presents the main ideas of the paper. The analytical techniques of concurrent and sequential relations in the cyber-physical system specified by a safe Petri net are proposed. Firstly, let us present methods and algorithms related to the concurrency analysis, then we will move on to the sequential relations.
Note that all the algorithms presented in the paper assume safe Petri nets. This paper does not deal directly with this property (in particular, checking whether a net is safe or not). Nevertheless, it should be pointed out that a detailed discussion regarding the safeness of a Petri net (with adequate algorithms and methods) can be found in other authors' works (mainly in [61] ).
Algorithm 1 Formation of a Concurrency Hypergraph
//push initial marking to stack 3: while (S = Ø) do //while stack is not empty
S.push({M 0 }) //push new marking to stack 10:
end if 11: end for 12: end while 13: return H C = (P, M) Algorithm 1 presents a construction method of a concurrency hypergraph in a safe Petri net. The technique is based on a general idea of computation of all finite reachable markings in a net, initially shown in [47] . Algorithm 1 simply calculates the subsequent markings in the net which directly refer to the hyperedges of a concurrency hypergraph H C . Starting from the initial state, the method searches for the further markings by examining all enabled transitions. Clearly, the subsequent edges of H C are generated with a polynomial delay, unless they are already present in the hypergraph. Unfortunately, the main bottleneck of the presented algorithm is related to the number of all reachable markings which may be exponential [12] , [36] , [47] .
The obtained hypergraph holds the information about the concurrency relations in the initial Petri net. Each hyperedge of H C refers to a set of places that are executed simultaneously. Contrary to the concurrency graph where the relations between pairs of places are stored, a hyperedge of H C may be incident to any number of vertices (places).
Furthermore, any set of places that are not connected by any edge in H C are in a sequential relation (since concurrency and sequentiality are complementary). It leads to a very interesting property that relates a state machine component of a Petri net with an exact transversal of a concurrency hypergraph of this net.
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Theorem 2: An exact transversal in a concurrency hypergraph of a safe Petri net corresponds to the state machine component of this net.
The above theorem in a slightly different version was formulated in [12] for a specialized class of Petri nets (wellformed nets). Now, we shall extend it and prove that it is true for a safe Petri net.
Proof: Let H C = (P, M) be a concurrency hypergraph of a safe Petri net N = (P, T , F, M 0 ), let D be an exact transversal of H C , and let S = (D, T , F , M 0 ) be a subnet of N generated by the set of places D.
Recall
From the definition of an exact transversal we know that D intersects all edges (markings) exactly once. It means that all places in D ought to be in a sequential relation and each place belongs to exactly one marking. Therefore, each transition of S ought to have exactly one input place and exactly one output place. Hence, S forms an SM-net.
The second condition is also satisfied, since D intersects all markings. Thus, each marking contains a place of S.
Conditions 3, 4, 5 are obviously fulfilled, since S is a subset of N .
Finally, D consists of sequential places, including the initial one. Since the net is safe, each place holds at most one token. It means, that S contains one initially marked place with exactly one token. Now, we can apply the above theorem in conjunction with the c-exact hypergraph theory for the computation of the state machine component of a net. Algorithm 2 presents a simple searching method of a single SMC in a c-exact concurrency hypergraph of a safe Petri net. The technique is based on a depth-first search algorithm and it applies reduction of vertices (places) at each iteration. 
Algorithm 2 Computation of an SMC in a H
//a solution has been found 5: P = P ∪ {D} //add an exact transversal to the set P 6: return 7:
S = S ∪ {S} 16: end for 17: return S, H S = (P, P) hypergraph is computed in time O(|P| |M|). Therefore, the runtime of Algorithm 2 is bounded by O(|P| 2 |M|). Let us now extend the proposed technique to generate all SMCs in the net, and additionally, form a sequentiality hypergraph. Algorithm 3 introduces an extended version of the previous method. Firstly, all the exact transversals in a concurrency hypergraph are computed. Then, the set S of all SMCs is generated. Finally, the sequentiality hypergraph is formed. The method includes ComputeRecursive function which is recursively called in order to compute the subsequent exact transversals in a concurrency hypergraph.
The computational complexity of the whole algorithm is obviously exponential. However, let us analyze the formation of a single state machine component. Similarly to the computation of a single SMC, the subsequent components are found in polynomial time.
Theorem 4: Algorithm 3 runs in a polynomial delay and the subsequent exact transversals are generated in O(|P| 2 
|M|) time.
Proof: Function ComputeRecursive reduces a hypergraph to obtain the subsequent SMC. From Theorem 3 we know that the first component is computed in O(|P| 2 |M|) time. Next, Algorithm 3 searches for further SMCs by examining subsequent vertices that belong to the particular marking. Such vertices are in concurrent relation, while the algorithm searches for an exact transversal, that is, a set of compatible vertices. On the other hand, we know that H C is c-exact, thus any set of compatible vertices forms an exact transversal. Therefore, at any recursive iteration, the algorithm is able to find a solution. There are at most |P| possible recursions, while at each of them the hypergraph is reduced in time |P| |M|. This means that Algorithm 3 generates the subsequent exact transversals in O(|P| 2 |M|) time.
Although Algorithm 3 generates subsequent results with a polynomial delay, it is restricted to the c-exact hypergraphs. Let us slightly modify the method to the general case. Algorithm 4 shows a universal method that allows obtaining SMCs from a concurrency hypergraph. The main (and only) difference in comparison to Algorithm 3 relates to line 5, where the correctness of the obtained exact transversal is checked. Let us explain it in more detail.
Algorithm 3 generates an exact transversal on the basis of the definition of c-exact hypergraph. Note that set D holds vertices that are compatible. Since H C is c-exact, such a set forms an exact transversal once a hypergraph is completely reduced. However, such a property does not hold in the general case. If a hypergraph is not c-exact, it is possible that even if H C is completely reduced, set D does not contain a proper exact transversal, but just a set of compatible (sequential) vertices. Therefore, an additional condition ought to be introduced.
Clearly, Algorithm 4 does not fulfill Theorem 4. Subsequent outputs are generated properly, however there is no guarantee that they are produced with a polynomial delay. Nevertheless, the conducted research has shown that such a method is effective even for nets in which concurrency hypergraph is not c-exact. We shall present and discuss those aspects in Section V in more detail.
The subsequent section illustrates the application of the proposed methods on a real-life example. In particular, concurrent and sequential relations in a cyber-physical system specified by a safe Petri net are analyzed and discussed.
IV. CASE-STUDY EXAMPLE OF ANALYSIS OF A CPS SPECIFIED BY A SAFE PETRI NET
Consider the cyber-physical system shown in Fig. 2 . This is a simplified and modified real-life model of a smart home system, initially shown in [29] .
The functionality of the system can be described as follows. The presented CPS is initialized by pressing a button on a remote control (denoted by a signal m in a car). Left and right wings of the front gate start opening. At the same time, the gate light and the lights on the driveway (depending on the sunlight level indicated by a sensor sun) are turned on. Moreover, the garage alarm system is switched off. When both gate wings are opened and garage is disarmed, the garage door can be safely opened. Finally, when the car enters the 
S = S ∪ {S} 16: end for 17: return S, H S = (P, P) The discussed system can be specified by an interpreted Petri net, as shown in Fig. 3 . The net consists of 12 places and 7 transitions. There is one initially marked place (p 1 ). The net is safe, which means, that at any marking each place contains at most one token. Let us now apply the techniques proposed in this paper in order to analyse the concurrent and sequential relations that occur in the smart-home system.
There are |M| = 10 reachable markings in the Petri net. This means that the concurrency hypergraph H C = (P, M) contains 12 vertices P = {p 1 , . . . , p 12 } and 10 edges M = {M 1 , . . . , M 10 }. The hypergraph is c-exact. This means that Algorithms 2 and 3 can be successfully applied in analysis of the system. Figure 4 presents an incidence matrix A H C of the concurrency hypergraph. The columns of the matrix refer to vertices, while the rows refer to the edges of H C (if a matrix element equals 1, then a hyperedge is incident to a place, e.g., hyperedge M 1 is incident to only one vertex p 1 , while M 2 is incident to five vertices: p 2 , p 3 , p 4 , p 5 , p 12 , etc.). Such a matrix is an easy and comfortable way to represent the relations between vertices and edges in a hypergraph.
Let us now analyse concurrency hypergraph H C in relation to the presented smart-home system. It can be noticed that place p 1 is incident to only one hyperedge M 1 . This means that none of the remaining places of the net are concurrent to p 1 , thus they ought to be in a sequential relation with this particular place. Furthermore, p 12 appears in all the markings except M 1 . Indeed, the gate light (associated to p 12 ) is turned on during the whole functionality of the system, except the initial state (M 1 ).
More advanced analysis of the concurrency relations gives the following information. There are at most five vertices in a hyperedge (M 2 , M 3 , M 5 , M 7 , M 9 , M 10 ), which means that five operations are executed simultaneously at those markings. Three further states (M 4 , M 6 , M 8 ) contain three marked places, while the initial one (M 1 ) holds the single token.
Let us now move on to the searching of the sequential components in the presented smart-home system. Firstly, we shall apply Algorithm 2 in order to find a first exact transversal in H C , while the particular vertices are selected in a lexicographical order. Initially, place p 1 is chosen and added to the set D. The hypergraph is reduced by p 1 , resulting in a H C−p 1 , whose incidence matrix is shown in Fig. 5 . The new hypergraph contains eleven vertices and nine edges. Since H C is c-exact, according to Theorem 1, H C−p 1 is c-exact, as well. Therefore, the resulting hypergraph can be successfully further reduced in order to obtain the final result. Further reduction includes p 2 (since lexicographical vertex ordering is applied), which is added to the current solution: D = {p 1 , p 2 }. Figure 6 illustrates the concurrency hypergraph H C−p 1 ,p 2 reduced by a vertex p 2 (and earlier by p 1 ). Since p 2 is incident to three hyperedges (M 2 , M 3 , M 5 ), they are removed together with all belonging places  (p 2 , p 3 , p 4 , p 5 , p 7 , p 11 , p 12 ) from the hypergraph.
At the next iteration, hypergraph is reduced by a place p 6 . Since this vertex is incident to M 4 , M 6 , M 8 , those edges are removed, as shown in Fig. 7. FIGURE 6 . An incidence matrix of a reduced hypergraph H C −p 1 ,p 2 .
FIGURE 7.
An incidence matrix of a reduced hypergraph H C −p 1 ,p 2 ,p 6 .
FIGURE 8.
An SMC generated from the obtained exact transversal.
Finally, place p 8 is selected. This place is concurrent to all the remaining places in the hypergraph, which means that the final solution has been found: D = {p 1 , p 2 , p 6 , p 8 }. Indeed, those four vertices form a proper state machine component of the Petri net, as presented in Fig. 8 .
Let us now generate all the state machine components of the presented cyber-physical system. Since the concurrency hypergraph is c-exact, Algorithm 3 can be successfully applied, where subsequent exact transversals are generated with polynomial delay. Otherwise, the net ought to be analyzed with the use of Algorithm 4.
Execution of Algorithm 3 results in eleven exact transversals in H C that directly correspond to the set of places of generated SMCs: P = {P 1 , . . . , P 11 } (Fig. 9) . Thus, there are 11 state machine components in the considered system: First of all, it can be observed, that place p 1 is incident to all hyperedges of H S . This means that it must be a part of each state machine component. In the other words, obtained sequential components share this place. Similarly, p 6 is incident to almost all edges, except the first and the last one. Indeed, those places play an important role in the net: p 1 initializes the system, while p 6 joins actions performed by places p 2 , p 3 , p 4 , and splits further operations (executed by p 8 , p 9 , p 10 ).
Moreover, places p 5 , p 7 , p 11 are incident to the single hyperedge P 1 . It means that they ought to be a part of S 1 . Similarly, p 12 ought to be a part of S 11 .
Finally, let us discuss the possible state machine decomposition of the presented CPS. Such a splitting is essential in various designing methods, for example in the case of distributed systems [29] , encoding of internal states [54] , or dynamic partial reconfiguration of systems implemented in FPGAs [25] . Clearly, the presented net can be decomposed in many ways. The obtained sequentiality hypergraph gives a wide view of the possible solutions. For example, the system can be decomposed into the following components:
This is natural from the functional point of the view: operations executed in S 1 refer to the driveway light, actions in S 4 disarm the alarm and control garage door, S 5 opens and closes the left wing of the front gate, while S 9 controls the right one, finally the gate light is managed by S 11 . Note that particular operations are repeated in several SMCs (such as places p 1 or p 6 ) thus they ought to be replaced by non-operational actions (please refer to [12] , [54] for more details).
V. RESULTS OF EXPERIMENTS
The presented analysis techniques of cyber-physical systems specified by safe Petri nets has been verified experimentally. The library of test modules (denoted benchmarks) contained in total 202 safe Petri nets modeling real and hypothetical engineering systems, parallel control algorithms and VOLUME 7, 2019 cyber-physical systems. The detailed description of all examined benchmarks together with their graphical visualization can be found on the websites: http://hippo.iee.uz.zgora.pl and http://gres.uninova.pt.
The experiments were executed with the use of an Intel i7-3770@3,4GHz processor. There were two main aims of the research. Firstly, to check how many concurrency hypergraphs of the examined Petri nets are c-exact. Secondly, to evaluate the effectiveness of the proposed methods, that is, to verify for how many benchmarks concurrency and sequentiality hypergraphs can be successfully obtained within the assumed time. Table 1 shows the results of experiments for the selected benchmarks. Note that values gained for all 202 tested cases are presented in the Appendix. The particular columns contain the following values:
• Benchmark-name of a Petri net that specifies particular system (sometimes abbreviated).
• |P| -the number of places in a Petri net.
• |T | -the number of transitions in a Petri net.
• Is c-exact -TRUE if a concurrency hypergraph of the system is c-exact, or FALSE if it is not.
• |M| -the number of markings in the net (number of hyperedges in a concurrency hypergraph).
• Time(H C ) -the run-time of the algorithm to obtain a concurrency hypergraph (in milliseconds).
• |S| -the number of SMCs in the system (refers to the number of edges |P| in a sequentiality hypergraph).
• Time(H S ) -the run-time of the algorithm to obtain a sequentiality hypergraph (in milliseconds). Note that for some benchmarks (e.g., cn_crr25) the results could not be obtained within the assumed time (1 hour). Such cases are denoted by the mark '-'.
The performed experiments finished with very interesting results. First of all, for 184 of 202 examined benchmarks the concurrency hypergraph was c-exact. This means that for 91% of all tested cases subsequent state machine components can be computed with a polynomial delay. For the remaining 18 benchmarks Algorithm 4 was applied in order to obtain a sequentiality hypergraph.
Moving on to the computational time, for 197 examined nets the concurrency and sequentiality hypergraphs were found in an assumed time, which was set to one hour. Furthermore, for five benchmarks a concurrency hypergraph was not computed within one hour. Clearly, for those tests the sequentiality hypergraph was not obtained.
The most interesting results regard the formation of a sequentiality hypergraph. For all benchmarks (197) where concurrency set was initially formed, the set of all state machine components was obtained as well. Moreover, it was computed relatively fast, especially in comparison to the concurrency hypergraph. Even for huge concurrency hypergraphs (such as cn_crr7, where there exist 15627 edges), the complete sequential relation was calculated in just a few milliseconds (please refer to the complete results, shown in the Appendix, Table 2 ). Such results (and the disproportion between the formation time of concurrency and sequentiality hypergraphs) reflect on the deeper analysis of the applied methods. It seems that calculation of exact transversals in a hypergraph drastically speeds up the computation process in comparison to the usual techniques (such as those based on the formation of concurrency set/concurrency hypergraph).
Finally, let us also underline, that computation of place invariants for the presented systems is not always effective. For example linear algebra is not able to find results for crossroadSM [61] , while application of hypergraph theory is very efficient for this particular benchmark. Of course we do not pretend to compare our methods with techniques that are based on the place invariants (especially given that concurrency hypergraph ought to be obtained first, and that experimental setup indicates that such an operation is the most time-consuming). Nevertheless the results achieved are very optimistic and inspire further research.
VI. CONCLUSIONS
The paper presents novel analysis techniques of cyberphysical systems specified by safe Petri nets. The idea relies on the application of hypergraph theory. In particular, c-exact hypergraphs are applied in order to compute subsequent solutions with a polynomial delay. The proposed algorithms have been illustrated by a case-study example. The experimental setup indicates very high efficiency of the proposed method of SMC computation. Indeed, in all the tested cases a concurrency hypergraph was successfully obtained. Let us briefly summarize limitations and advantages of the proposed methods.
First of all, the presented techniques refer to a cyberphysical system specified by a safe Petri net. For designers that are not familiar with this methodology it can be challenging to change their habits in order to use Petri nets to describe the systems.
Furthermore, the run-time of the proposed algorithms is exponential in the general case. This means that for some nets a solution could not be found. The performed experiments indicate five systems for which a concurrency hypergraph was not obtained within one hour. Finally, the presented techniques are restricted to safe Petri nets. Although it is a wide class of Petri nets, there are systems where a single place may contain more than one token, and thus the proposed methods are not applicable.
The main benefit of the presented techniques relates to the complete state space analysis of the prototyped system. The designer is able to check all the concurrent and sequential relations that occur in the CPS. Such an analysis is not possible with the application of most of the traditional methods (such as linear algebra, since place invariants apply to sequential components only).
Moreover, the proposed algorithms enable the attainment of subsequent results with a polynomial delay. In particular, Algorithm 2 and Algorithm 3 compute single state machine components in O(|P| 2 |M|) time. Finally, the conducted experiments prove the very high efficiency of the presented methods. Especially, in regard to the sequential hypergraph, which was computed relatively quickly (in milliseconds) for all the tested cases.
Plans for future research include further enhancement of the presented algorithms. In particular, it is intended to focus on the formation techniques of the concurrency hypergraph. The experimental research has indicated a problem in the obtaining of such a hypergraph, since for five of the examined benchmarks the reachability set could not be obtained in the assumed time, which was set to one hour. On the other hand, such a situation occurs in only 2,5% of the analyzed systems (5 out of 202). Nevertheless, it seems that alternative construction methods for the concurrency hypergraph (for example by application of the structural concurrency relation, cf. [48] ) may be more effective. Moreover, the experimental setup indicates a very high efficiency of the application of exact transversals in the analysis of Petri nets. For all of tested benchmarks, algorithms based on exact transversals turn out to be efficient and fast. Therefore, it is planned to enhance the presented analyses techniques in order to apply exact transversals to other methods (for example in the reconstruction of a concurrency hypergraph from the sequentiality one). Table 2 shows the detailed results of experiments. The particular columns contain the same values as in Table 1 : name of a benchmark, number of places |P|, number of transitions |T |, information whether the concurrency hypergraph is c-exact, number of markings |M|, run-time of algorithm to obtain concurrency hypergraph, number of computed SMCs |S|, run-time of the algorithm to obtain the sequentiality hypergraph.
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