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Abstract
This paper focuses on establishing envelope theorems
for convex conditional lower previsions, a recently in-
vestigated class of imprecise previsions larger than co-
herent imprecise conditional previsions. It is in partic-
ular discussed how the various theorems can be em-
ployed in assessing convex previsions. We also con-
sider the problem of dilation for these kinds of im-
precise previsions, and point out the role of convex
previsions in measuring conditional risks.
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1 Introduction
Generally speaking, envelope theorems relate a func-
tion in a certain set F to a set P of other functions
with well speciﬁed features. These theorems either
ensure that by performing the (pointwise) inﬁmum or
supremum on the elements of P we get a function
f ∈ F, or else guarantee that every f ∈ F may be ex-
pressed as an inﬁmum or supremum over some set P,
or both (thus characterising the functions in F). En-
velope theorems are found in many diﬀerent research
areas, like for instance cooperative games [10] or con-
vex analysis [9].
In the theory of imprecise probabilities, a fundamen-
tal envelope theorem [13] states that a real function P
is a coherent lower prevision over a set D of (uncon-
ditional) random variables (or gambles) if and only if
P(X) = infP∈P{P(X)},∀X ∈ D, where all P ∈ P
are coherent precise previsions. The theorem on one
hand points out a way of assessing coherent lower pre-
visions, on the other hand relates the behavioural ap-
proach to imprecise previsions with the indirect ap-
proach, which deﬁnes imprecise previsions or proba-
bilities in terms of sets of other uncertainty measures
(precise previsions, or probabilities).
In the language of risk measures, a version of this
theorem characterises coherent risk measures [1] and
the precise previsions are called ‘scenarios’ (see also
[6] and, for a unifying approach, [4]).
Envelope theorems were introduced also for other
kinds of imprecise previsions, including coherent lower
previsions for unbounded random variables [12], con-
vex previsions [7] and conditional coherent lower pre-
visions [16]. The conditional framework is intrinsi-
cally more complex, because the set P is generally
not convex and because conditioning events may be
allowed to have zero probability.
This paper is concerned with establishing some enve-
lope theorems for conditional convex previsions. Con-
vex and centered convex previsions were introduced in
[7] in a framework close to Walley’s approach to im-
precise previsions. Centered convex previsions are a
special subset of previsions that avoid sure loss, are
close to coherent lower previsions, but do not require
positive homogeneity. In particular, convex risk mea-
sures [2] are a special case of convex (not necessarily
centered) previsions. Conditional convex previsions
and their basic properties were studied in [8].
The notions about convex and conditional convex
previsions needed in the sequel are included in Sec-
tions 2.1 and 2.2, following the approach in [7, 8],
where proofs of the results may be found. Some alter-
native approaches, like that in [5], are also discussed
in [8]. Section 2.3 contains some preliminary material
on conditional precise probabilities.
Envelope theorems are stated and discussed in Sec-
tion 3. In particular, Theorems 5 and 6 point out
ways of assessing conditional convex previsions. It is
assumed in Theorem 5 that conditioning events have
non-zero probability under every prevision in P, while
this assumption is dropped in Theorem 6. Theorem 7
characterises implicitly conditional convex previsions,
while Theorem 8 gives an explicit characterisation.
These results are then compared and their role in as-
sessing or extending convex previsions is discussed.Section 4.1 deals with the important problem of dila-
tion, considered in [11] for coherent imprecise proba-
bilities; some results in [11] are generalised to convex
previsions. Section 4.2 contains a discussion of how
the preceding notions can be applied for measuring
conditional risk. Section 5 concludes the paper.
2 Preliminaries
In the sequel, D is an arbitrary (non-empty) set of
conditional or unconditional bounded random vari-
ables (or gambles).
2.1 Convex Previsions
Convex lower previsions were deﬁned in [7] as follows:
Deﬁnition 1 P : D → R is a convex lower previ-
sion on D iﬀ, for all n ∈ N+, ∀ X0,X1,...,Xn ∈ D,
∀ s1,...,sn ≥ 0 such that
Pn
i=1 si = 1 (convexity con-
dition), deﬁning G =
Pn
i=1 si(Xi − P(Xi)) − (X0 −
P(X0)), supG ≥ 0.
The deﬁnition can be equivalently stated requiring
that
Pn
i=1 si = s0 > 0, where s0 is multiplied for
(X0−P(X0)) in Deﬁnition 1. When dropping the con-
vexity condition
Pn
i=1 si = s0, but asking for s0 ≥ 0,
the deﬁnition reduces to that of coherent lower pre-
vision [13]. If further the sign of the real numbers
s0,...,sn is unconstrained, we get the deﬁnition of
coherent precise prevision. However, the gap between
the properties of convex and coherent imprecise pre-
visions may be wide: for instance, a convex prevision
does not necessarily avoid sure loss, nor does it require
that P(0) = 0, when 0 ∈ D. In spite of this, con-
vex previsions deserve some attention because they
can explain some uncertainty models, and they allow
(under mild conditions) a convex natural extension,
a generalisation of the natural extension in [13], with
similar properties.
Further interesting properties hold for the subset of
convex lower previsions such that (0 ∈ D and) P(0) =
0: these are called centered convex previsions or C-
convex previsions.
In particular, C-convex lower previsions always avoid
sure loss and are such that P(λX) ≤ λP(X), ∀λ ∈
] − ∞,0[∪]1,+∞[ and P(λX) ≥ λP(X) ∀λ ∈ [0,1].
These properties are useful to incorporate some forms
of risk aversion or, in a ﬁnancial environment, liq-
uidity risks. Convex previsions, centered or not, are
characterised by an envelope theorem, as follows.
Theorem 1 (Envelope theorem) P is convex on D
iﬀ there exist a set P of coherent precise previsions
on D and a function α : P → R such that:
(a) P(X) = infP∈P {P(X) + α(P)}, ∀X ∈ D
(inf is attained).
Moreover, P is C-convex iﬀ (0 ∈ D and) both (a) and
the following (b) hold:
(b) infP∈P α(P) = 0 (inf is attained).
The customary envelope theorem for coherent lower
previsions is a special case of Theorem 1, with α ≡ 0.
2.2 Convex Conditional Previsions
In this section and later on D is a set of (bounded)
conditional random variables X|B, where B is a non-
impossible event. If the numbers s1,...,sn are associ-
ated to, respectively, X1|B1,...,Xn|Bn ∈ D, we call
support of s = (s1,...,sn) the event S(s) =
W
{Bi :
si 6= 0,i = 1,...,n}. We shall use the same symbol
B to denote either an event or its indicator function
(de Finetti’s convention).
Deﬁnition 2 P : D → R is a convex con-
ditional lower prevision on D iﬀ, ∀n ∈ N+,
∀X0|B0,...,Xn|Bn ∈ D, ∀s1,...,sn ≥ 0 :
Pn
i=1 si =
1, deﬁning G =
Pn
i=1 siBi(Xi−P(Xi|Bi))−B0(X0−
P(X0|B0)), sup{G|S(s) ∨ B0} ≥ 0.
Clearly, this deﬁnition is a generalisation of Deﬁni-
tion 1. Terming s0 the number associated to X0|B0,
the convexity condition is equivalently written as Pn
i=1 si = s0 > 0. From this form we obtain:
- Williams’ deﬁnition of coherence for lower previ-
sions [16] (in an equivalent form), when dropping
the condition
Pn
i=1 si = s0 (requiring s0 ≥ 0)
and replacing S(s) ∨ B0 with S∗(s) = ∨{Bi :
si 6= 0, i = 0,1,...,n};
- the notion of coherence for precise conditional
previsions, when further allowing s0,...,sn to be
any real numbers.
We recall that if P is a coherent precise conditional
prevision on D, it has at least one coherent extension
on any D0 ⊃ D; in particular, ∀X|B,Y |B ∈ D,∀h,k ∈
R,
P(kX + hY |B) = kP(X|B) + hP(Y |B). (1)
Convex conditional previsions may be characterised
through a set of axioms when D has a special struc-
ture:
Theorem 2 Let X be a linear space of bounded ran-
dom variables, E ⊂ X the set of all indicator functionsof events in X. Let also 1 ∈ E and BX ∈ X, ∀B ∈ E,
∀X ∈ X.1 Deﬁne E∅ = E−{∅}, DLIN ={X|B : X ∈
X,B ∈ E∅}.
P : DLIN→ R is a convex conditional lower prevision
if and only if:
(D1) P(X|B) − P(Y |B) ≤ sup{X − Y |B},∀X,Y ∈
X,∀B ∈ E∅
(D2) P(λX + (1 − λ)Y |B) ≥ λP(X|B) + (1 −
λ)P(Y |B),∀X,Y ∈ X,∀B ∈ E∅,∀λ ∈]0,1[
(D3) P(A(X −P(X|A∧B))|B) = 0,∀X ∈ X,∀A,B ∈
E∅: A ∧ B 6= ∅.
We term (D3) Generalised Bayes Rule (GBR), after
the name it was given in [13] in the special case B =
Ω. When P is a coherent precise prevision P, (D3)
reduces to the familiar Bayes rule
P(AX|B) = P(A|B)P(X|A ∧ B). (2)
Deﬁnition 3 A convex conditional lower prevision P
is centered if 0|B ∈ D and P(0|B) = 0,∀X|B ∈ D.
Centered previsions play a prominent role within the
class of convex conditional previsions, much like or
even more than the unconditional case. In fact, C-
convex conditional previsions are guaranteed to avoid
uniform loss, and the following notion of (conditional)
convex natural extension may be developed for them:
Deﬁnition 4 Let P : D → R be a con-
ditional lower prevision, Z|B an arbitrary
bounded conditional random variable. Deﬁne
gi = siBi(Xi − P(Xi|Bi)), L(Z|B) = {α :
sup{
Pn
i=1 gi − B(Z − α)|S(s) ∨ B} < 0, for some
n ≥ 1,Xi|Bi ∈ D,si ≥ 0,with
Pn
i=1 si = 1}.
The convex natural extension of P to Z|B is
Ec(Z|B) = supL(Z|B).
It can be shown that a suﬃcient condition for the
convex natural extension not to be vacuous is that the
conditional lower prevision is centered and 0|B ∈ D,
while there is no analogous need in the unconditional
case (cf. [8] for details).
We recall that the notion of avoiding uniform loss may
be deﬁned as follows (cf. also [13, 14])
Deﬁnition 5 P : D → R is a conditional lower pre-
vision avoiding uniform loss on D iﬀ, for all n ∈ N+,
∀X1|B1,...,Xn|Bn ∈ D, ∀s1,...,sn ≥ 0, deﬁning
G =
Pn
i=1 siBi(Xi − P(Xi|Bi)), sup{G|S(s)} ≥ 0
1The assumptions imply that the set of events whose indi-
cator functions are in E is an algebra. We shall use the same
symbol E to denote also this set.
and that lower previsions that avoid uniform loss may
be characterised by the following result [16]:
Theorem 3 P avoids uniform loss on D iﬀ there is
a coherent precise prevision P such that P(X|B) ≥
P(X|B), ∀ X|B ∈ D.
2.3 Conditional Probabilities
If A is an algebra of events and A∅ = A − {∅},
a coherent precise conditional prevision on A|A∅ =
{A|B : A ∈ A,B ∈ A∅} specialises to a (coherent
or) ﬁnitely additive conditional probability P. As
well known [3], P induces some relations that let us
rank zero probability events. These results are re-
called here partly, in a form suitable for their later
usage in Section 3. First, deﬁne relation P in A∅:
A P B, or B is of order (of probability) not lower
than A, iﬀ P(B|A ∨ B) > 0. Relation P is a weak
order, to which the strict weak order ≺P is canon-
ically associated: A ≺P B, or B is of higher order
(of probability) than A, iﬀ P(A|A ∨ B) = 0. Fur-
ther, say that A ≈P B, or A and B have the same
order of probability, iﬀ A P B and B P A, that is
iﬀ P(A|A ∨ B)P(B|A ∨ B) > 0. Relation ≈P is an
equivalence in A∅ and P induces a simple order in
the set C = {Ki : i ∈ I} of the corresponding equiva-
lence classes: if A ∈ Ki and B ∈ Kj, then Ki ∗
P Kj
iﬀ A P B. A minimal class may or may not exist,
whilst there is always a maximal class which is formed
by those and only those events having (unconditional)
positive probability.
Theorem 4 Let P be a ﬁnitely additive conditional
probability on A|A∅. Let also C be the set of equiva-
lence classes determined by ≈P. Then, for each K ∈ C
there exists a positive function πP : K → R (de-
termined up to a positive constant factor and called
weight function) such that, ∀A,B ∈ K : ∅ 6= A ∧ B ∈
K,
πP(A ∧ B) = P(A|B)πP(B). (3)
3 Envelope Theorems
The ﬁrst result we present generalises to convex con-
ditional lower previsions a statement already estab-
lished for coherent [13] or convex unconditional [7]
lower previsions. The proof is similar to those in
[7, 13] and is omitted.
Proposition 1 Let P be a set of convex condi-
tional lower previsions deﬁned on D. If P(X|B) =
infQ∈P

Q(X|B)
	
is ﬁnite ∀X|B ∈ D, P is convex
on D.Theorem 1 tells us that unconditional convex pre-
visions can be characterised in terms of functions
P(X)+α(P). The point now is whether some gener-
alisations of these functions may play a similar role in
the conditional case. The next results allow answering
this question.
Notation Given D, let B = {B : ∃X|B ∈ D}, H =
{B|B ∨ C : B,C ∈ B}. 
Theorem 5 (Envelope Theorem) Let P be a set of
coherent precise previsions on D∪B such that ∀P ∈ P,
P(B) > 0 ∀B ∈ B, and let α : P → R be a real
function. Then
P(X|B) = inf
P∈P
{P(X|B) +
α(P)
P(B)
} ∀X|B ∈ D (4)
is a convex conditional lower prevision on D, when-
ever the inﬁmum in (4) is ﬁnite. Further, P is cen-
tered iﬀ infP∈P{
α(P)
P(B)} = 0, ∀B ∈ B.
Proof. We prove that ∀P ∈ P, ∀α ∈ R, Pc =
P(X|B) + α
P(B) is convex. The main thesis of the
theorem then follows from Proposition 1.
To prove that Pc is a convex conditional lower pre-
vision, we show that a generic G in Deﬁnition 2
may be referred to P, after substituting Pc(X|B)
with P(X|B) + α
P(B), and hence its supremum is
non-negative because P is coherent. In fact, let
X0|B0,...,Xn|Bn ∈ D, s1,...,sn ≥ 0 such that Pn
i=1 si = 1. Then G can be written as G = Pn
i=1 siBi(Xi − P(Xi|Bi) − α/P(Bi)) − B0(X0 −
P(X0|B0)−α/P(B0)) =
Pn
i=1 siBi(Xi−P(Xi|Bi))+ Pn
i=1 si(Bi ∨ B0)(Zi − P(Zi|Bi ∨ B0)) − B0(X0 −
P(X0|B0)), where
Zi = α(B0/P(B0) − Bi/P(Bi))
and P(Zi|Bi ∨ B0)) = α(P(B0|Bi ∨ B0)/P(B0) −
P(Bi|Bi ∨B0)/P(Bi)) = α(1/P(Bi ∨B0)−1/P(Bi ∨
B0)) = 0 is, by (1), the only coherent extension of P
on Zi|Bi ∨ B0, i = 1,...,n. Since S0(s) =
W
{Bi :
si 6= 0,i = 1,...,n} ∨
W
{Bi ∨ B0 : si 6= 0,i =
1,...,n}∨B0 = S(s)∨B0, it follows supG|S(s)∨B0 =
supG|S0(s) ≥ 0 by coherence of P.
The proof of the second part of the proposition follows
at once from noting that when X|B = 0|B (4) reduces
to P(0|B) = infP∈P{
α(P)
P(B)}. 
We note that condition infP∈P{
α(P)
P(B)} = 0 implies
that infP∈P{α(P)} = 0, but this simpler condition
is equivalent to the former one only in some special
cases, for instance when P is ﬁnite.
Theorem 5 lets us assess a convex conditional previ-
sion P using (4). We shall further comment on this in
Section 3.1. Let us now turn to another point: how
can a convex prevision be assessed, when P(B) = 0
for some P ∈ P and some B ∈ B?
Taking (4) as a starting point, we investigate convex-
ity of function P(X|B) = P(X|B) + φ(B). The next
result and its proof are helpful for this.
Proposition 2 Let X, E∅ and DLIN be deﬁned as in
Theorem 2. Let also P be a coherent precise prevision
on DLIN, φ : E∅ → R and suppose P(E) > 0 ∀E ∈
E∅. Then P(X|B) = P(X|B) + φ(B) is a convex
lower prevision on DLIN iﬀ φ(B) = α/P(B), α ∈ R.
Proof. Clearly, P is convex iﬀ it satisﬁes proper-
ties (D1)÷(D3) in Theorem 2. It is easy to check
that (D1) and (D2) are true for any φ(B), using
coherence of P and (1) ((D2) holds with equality).
As for (D3), we have P(A(X − P(X|A ∧ B))|B) =
P(A(X − P(X|A ∧ B) − φ(A ∧ B))|B) + φ(B) =
P(A(X−P(X|A∧B))|B)−P(A·φ(A∧B)|B)+φ(B) =
−φ(A∧B)P(A|B)+φ(B), by applying (1), and then
(2) at the last equality. Therefore, (D3) is satisﬁed
for P iﬀ ∀A,B ∈ E∅ : A ∧ B 6= ∅
φ(B) = φ(A ∧ B)P(A|B). (5)
Using (2), (5) holds when φ(·) = α/P(·) with α ∈
R. Conversely, putting B = Ω in (5), we must have
φ(A) = φ(Ω)/P(A). 
Obviously, Proposition 2 does not apply when P(B) =
0 for some B, but (5) holds no matter whether zero
probabilities are involved.
We exploit this important fact to show that it is nec-
essary for P(X|B)+φ(B) to be convex that φ(B) = 0,
for any B ∈ E∅ which does not belong to the minimal
class Km = Km(P) (when existing) in the ordering in-
duced by the restriction of P on E|E∅ (recall that E is
an algebra). In fact, if B 6∈ Km, there is A ∈ E∅ such
that A ≺P B ≈P A∨B. Therefore, if P(X|B)+φ(B)
is convex, by (5) φ(A ∨ B) = φ(A)P(A|A ∨ B) = 0
and also φ(A∨B) = φ(B)P(B|A∨B), which implies
φ(B) = 0.
Hence a convex prevision obtained by the rule
P(X|B) = P(X|B) + φ(B) can possibly diﬀer from
the precise prevision P only at events in the minimal
class, if existing. In particular φ(B) ≡ 0 if no minimal
class exists.
The preceding considerations are useful in stating the
next Theorem 6.
Notation Given a coherent precise prevision P on
DLIN, α(P) ∈ R, deﬁne a function φP such that
φP(B) =
(
0 if B 6∈ Km
α(P)
πP(B) if B ∈ Km
(6)where πP is the weight function deﬁned on the mini-
mal class Km (cf. Section 2.3). 
Theorem 6 (Envelope Theorem) Let P be a set of
coherent precise previsions on DLIN, and for every
P ∈ P deﬁne φP as above. Then, deﬁning ∀X|B ∈
DLIN
P(X|B) = inf
P∈P
{P(X|B) + φP(B)}, (7)
P (when ﬁnite) is a convex conditional lower prevision
on DLIN. P is centered iﬀ infP∈P φP(B) = 0 ∀B ∈
E∅.
Proof. It is suﬃcient to prove convexity of Pc(X|B) =
P(X|B) + φP(B), since then convexity of P follows
from Proposition 1. Recalling the proof of Propo-
sition 2, we can prove that Pc satisﬁes properties
(D1)÷(D3) in Theorem 2. Again, (D1) and (D2) are
not diﬃcult, while (D3) is equivalent to (5). Hence
there remains to show that (5) holds if φP has the
form (6).
Suppose that φP is given by (6), and that Km 6= ∅ (if
not, (5) holds trivially, from what noted after Proposi-
tion 2). Given A,B ∈ E∅ : A∧B 6= ∅, we distinguish
two cases:
i) If B 6∈ Km, (5) holds because φP(B) = φP(A ∧
B) = 0 when A∧B 6∈ Km, and because φP(B) =
0 and P(A|B) = P(A∧B|(A∧B)∨B) = 0, when
A ∧ B ∈ Km, since then A ∧ B ≺P B.
ii) If B ∈ Km, then necessarily A ∧ B ∈ Km since
B P A∧B. We can then replace φP (as deﬁned
in (6)) in (5), and use (3) to check that equality
holds in (5).
Finally, put X|B = 0|B in (7) to check that P, given
by (7), is centered iﬀ infP∈P φP(B) = 0 ∀B ∈ E∅. 
The simplest way to use Theorem 6 is to put α ≡
0, getting P
∗(X|B) = infP∈P P(X|B). This gives a
coherent lower prevision P
∗, as well known [13, 16].
Even when α 6≡ 0, the convex prevision obtained using
Theorem 6 will be coherent at least on Dc ⊂ DLIN,
where Dc = {X|B : ∀P ∈ P,B 6∈ Km(P)}.
When considering also the reverse problem of how a
convex prevision could be characterised, more general
forms of envelope theorems for convex previsions can
be obtained. The following lemma is a preliminary
result.
Lemma 1 Given P on domain D, deﬁne, for all
X0|B0 ∈ D, DX0|B0 = {B(X − P(X|B)) − B0(X0 −
P(X0|B0))|B ∨ B0 : X|B ∈ D} and PX0|B0 = 0 on
DX0|B0. P is convex iﬀ every PX0|B0 avoids uniform
loss on its domain DX0|B0.
Proof. Deﬁning Yi = Bi(Xi − P(Xi|Bi)) − B0(X0 −
P(X0|B0)) and recalling that
Pn
i=1 si = 1, G in Deﬁn-
ition 2 may be written as G =
Pn
i=1 si(Bi ∨B0)(Yi −
PX0|B0(Yi|Bi ∨ B0)). Putting S0(s) =
W
{Bi ∨ B0 :
si 6= 0,i = 1,...,n} = S(s)∨B0, sup{G|S(s)∨B0} =
supG|S0(s) ≥ 0 iﬀ PX0|B0 avoids uniform loss on
DX0|B0, by Deﬁnition 5. The thesis follows. 
Theorem 7 (Implicit Envelope Theorem) Let D0 =
D∪H. P : D → R is convex iﬀ there exists a set P of
coherent precise previsions on D0 such that ∀X0|B0 ∈
D,∃ PX0|B0 ∈ P: ∀X|B ∈ D
PX0|B0(B|B ∨ B0)(PX0|B0(X|B) − P(X|B)) ≥
PX0|B0(B0|B ∨ B0)(PX0|B0(X0|B0) − P(X0|B0)).
(8)
Proof. We begin by proving that convexity of
P implies the existence of P. From Lemma 1
(with the same notation) and Theorem 3, P is
convex iﬀ for every X0|B0 ∈ D there exists a
coherent prevision PX0|B0 on DX0|B0 such that
PX0|B0(Y |C) ≥ PX0|B0(Y |C) = 0,∀Y |C ∈ DX0|B0,
that is, extending PX0|B0 where necessary and ex-
ploiting (1), PX0|B0(B(X − P(X|B))|B ∨ B0) −
PX0|B0(B0(X0 − P(X0|B0))|B ∨ B0) ≥ 0 ∀X|B ∈
D. Since by (2) PX0|B0(B(X − P(X|B))|B ∨
C) = PX0|B0(B|B ∨ C)PX0|B0(X − P(X|B)|B) =
PX0|B0(B|B ∨ C)(PX0|B0(X|B) − P(X|B)) ∀X|B ∈
D,∀B|B ∨ C ∈ H, the thesis follows deﬁning P =
{PX0|B0 : X0|B0 ∈ D}. Suﬃciency can be obtained
by reversing the preceding argument. 
We now characterise C-convex previsions.
Proposition 3 Let P be a convex lower prevision on
D and let 0|B ∈ D ∀X|B ∈ D. Denote also with
PX0|B0 a coherent prevision associated to X0|B0 in
Theorem 7, ∀X0|B0 ∈ D. Then P is centered iﬀ
a) P0|B(X|B) ≥ P(X|B) ∀X|B ∈ D
b) PX0|B0(X0|B0) ≤ P(X0|B0) ∀X0|B0 ∈ D
Proof. If a) and b) hold, putting there X|B = 0|B
and X0|B0 = 0|B, we get 0 = P0|B(0|B) ≥ P(0|B) ≥
P0|B(0|B) = 0, hence P(0|B) = 0 ∀0|B ∈ D. Con-
versely, suppose P is centered convex. Then a) can
be obtained putting X0|B0 = 0|B in (8), whilst b)
follows letting X|B = 0|B0 in (8). 
Theorem 8 (Explicit Envelope Theorem) Let P be
a lower prevision on DLIN. Then P is convex if
and only if there exist a set of coherent precise pre-
visions on DLIN, P = {PY |C : Y |C ∈ DLIN}, and
α : P → R such that, denoting for each X|B ∈ DLIN
by πPY |C(B) the weight of B determined by PY |C anddeﬁning ∀X|B,Y |C ∈ DLIN,
PX|B = {PY |C ∈ P : B PY |C C}, (9)
φPY |C(B) =
(
0 if B PY |C C
α(PY |C)
πPY |C(B) if B ≈PY |C C, (10)
the following statements hold:
a) P(X|B) = minP∈PX|B{P(X|B) + φP(B)}
∀X|B ∈ DLIN;
b) if X|B, X0|B0 ∈ DLIN and B0 PX0|B0 B,
α(PX0|B0) ≥ 0.
Proof. We show ﬁrst that convexity of P implies the
existence of a set P such that a) holds. By Theo-
rem 7 there exists a set P = {PY |C : Y |C ∈ DLIN}
of coherent precise previsions on DLIN such that
∀X0|B0 ∈ DLIN,∃ PX0|B0 ∈ P: ∀X|B ∈ DLIN, (8)
holds. Let now X|B ∈ DLIN and PX0|B0 ∈ PX|B (i.e.
B PX0|B0 B0). We distinguish two cases:
i) If B PX0|B0 B0, PX0|B0(B0|B ∨ B0) = 0 and
PX0|B0(B|B∨B0) = 1. Therefore, it ensues from
(8) in Theorem 7 that P(X|B) ≤ PX0|B0(X|B) =
PX0|B0(X|B) + φPX0|B0(B).
ii) If B ≈PX0|B0 B0, by Theorem 4 we have
PX0|B0(B|B ∨ B0) =
πPX0|B0
(B)
πPX0|B0
(B∨B0)
PX0|B0(B0|B ∨ B0) =
πPX0|B0
(B0)
πPX0|B0
(B∨B0).
(11)
Substituting (11) into (8) and putting
α(PX0|B0) =
πPX0|B0(B0)(P(X0|B0) − PX0|B0(X0|B0)),
(12)
we get
P(X|B) ≤ PX0|B0(X|B) +
α(PX0|B0)
πPX0|B0
(B) =
PX0|B0(X|B) + φPX0|B0(B).
(13)
Since (13) becomes an equality when X0|B0 = X|B
(therefore PX0|B0 = PX|B ∈ PX|B), a) holds. If fur-
ther B0 PX0|B0 B for X0|B0,X|B ∈ DLIN, then
PX0|B0(B|B ∨ B0) = 0 and PX0|B0(B0|B ∨ B0) = 1,
so that (8) becomes PX0|B0(X0|B0) ≤ P(X0|B0), i. e.
α(PX0|B0) ≥ 0.
To prove suﬃciency note that by a), given X0|B0 ∈
DLIN, there exists PX|B ∈ PX0|B0 such that
B0 PX|B B and
P(X0|B0) = PX|B(X0|B0) + φPX|B(B0). (14)
Further, if X|B is such that B PX|B B (i.e. PX|B ∈
PX|B), by a) again,
P(X|B) ≤ PX|B(X|B) + φPX|B(B). (15)
Fix now X0|B0 ∈ DLIN and let X|B be any other
random variable in DLIN. The proof then consists in
showing that (8) holds no matter which are the posi-
tions of events B0, B and B in the ordering given by
PX|B. This requires the lengthy work of distinguish-
ing several cases. Since most cases are similar, we
examine here only two of them. In the following, we
denote PX|B also with the notation QX0|B0 to empha-
sise that PX|B is associated to X0|B0, correspondingly
to the notation in (8).
Suppose B ≈PX|B B0 ≈PX|B B. Recalling the
deﬁnition of φPX|B, from (14) and (15) we obtain
πQX0|B0(B)(P(X|B)−QX0|B0(X|B)) ≤ α(QX0|B0) =
πQX0|B0(B0)(P(X0|B0) − QX0|B0(X0|B0)). Dividing
each term of this inequality by πQX0|B0(B ∨ B0) and
recalling the analogous of (11) for QX0|B0 we get (8).
Let now B ≈PX|B B0 PX|B B. Since in this case
QX0|B0(B|B ∨ B0) = 0, QX0|B0(B0|B ∨ B0) = 1
and φPX|B(B0) =
α(QX0|B0)
πQX0|B0
(B0), (8) is equivalent to
the inequality
α(QX0|B0)
πQX0|B0
(B0) ≥ 0, which is true since
B PX|B B implies α(PX|B) = α(QX0|B0) ≥ 0 by b).
The remaining cases can be proved analogously. 
Theorem 8 gives an explicit characterisation of con-
vexity for conditional previsions. It is however more
involved than other envelope theorems. In particular
note that the set PX|B in a) on which the minimum
is performed depends on X|B. Another point is that
the argument of the minimum in a) is generally not
a convex prevision (apply the considerations follow-
ing Proposition 2 to (10)); two notable exceptions are
when ∀Y |C ∈ DLIN the equivalence ≈PY |C identiﬁes
one equivalence class and when B ≈PY |C C in (10)
implies B ∈ Km(PY |C), ∀X|B ∈ DLIN. In fact, the
‘if’ statement of Theorem 8 implies, under one or the
other of these two conditions, Theorem 5 and Theo-
rem 6, respectively.
3.1 Assessing and Extending Convex
Previsions with Envelope Theorems
An important feature of the envelope theorem for con-
vex unconditional previsions (Theorem 1) is that it
allows assessing convex or C-convex previsions indi-
rectly: by taking the inﬁmum on a given set P of
precise previsions, each possibly modiﬁed by adding a
term α(P) to it, a convex or C-convex lower prevision
is uniquely determined. A notable special case ariseswhen each precise prevision P is given by an expert:
α(P) can then be assigned freely by the ﬁnal assessor,
also according to his/her degree of conﬁdence towards
the expert.
With convex conditional previsions, there are some
diﬀerences. Let us discuss how the envelope theo-
rems introduced before can be employed. Theorem 5
lets us obtain a unique convex prevision analogously
to Theorem 1. However, the correction term is now
α(P)/P(B). When P is C-convex, then necessarily
α(·) ≥ 0. This means that among those previsions
such that α(·) > 0, prevision P ∈ P will tend to
contribute little or nothing to forming P(X|B) when
α(P) is ‘high’ or also when its P(B) is ‘small’ com-
pared to those of the other previsions in P. There-
fore, apart from the contribution due to function α,
C-convexity tends to rule out previsions giving a com-
paratively small probability to the conditioning event
B when determining P(X|B). On the contrary, when
P is convex but not C-convex, P ∈ P may be relevant
in forming P(X|B) even when P(B) is comparatively
very small, if α(P) < 0.
The correction term φP in Theorem 6, when non-zero,
works in the same way as
α(P)
P(B) in Theorem 5 but
operates, for a given P, only on those X|B, if any,
such that B ∈ Km(P). This implies that if P(B) > 0,
then the correction term can modify P(X|B) only if
≈P forms just one equivalence class, i.e. if P assigns
positive probability to all events in E∅. In practical
situations, there will often be a proper subset D ⊂
DLIN such that ∀X|B ∈ D, ∀P ∈ P, P(B) > 0, and
having the chance of correcting evaluations on D will
be more important than modifying those on random
variables Y |C 6∈ D, where P(C) = 0 for some P ∈ P
might suggest that Y |C could be very unlikely. If
such is the case, Theorem 5 can be used alternatively
to Theorem 6, on the restriction D. This shows also
that Theorem 6 is not properly a generalisation of
Theorem 5.
In principle, we may also resort to Theorems 7 or 8.
The point here is that, given a set P of precise pre-
visions and given X0|B0, Theorem 7 does not tell us
which P ∈ P should play the role of PX0|B0 in (8).
Correspondingly, there is no unquestionably prefer-
able way of getting each PX|B from P in Theorem 8.
In both cases, diﬀerent selection criteria can lead to
diﬀerent results, as is easy to verify.
Therefore Theorems 5 and 6, although formally spe-
cial cases of Theorem 7, seem preferable when assess-
ing convex previsions.
Theorem 5 may be used for extending a previously
assessed convex prevision P as long as its hypotheses
are preserved. In fact, the functions P(X|B) +
α(P)
P(B)
in (4) of Theorem 5 are convex previsions and can
be extended on any D0 by extending P. If P(C) >
0 ∀Y |C ∈ D0, the extensions P(Y |C) +
α(P)
P(C) are still
convex. We can then apply Theorem 5 again on D0,
thus extending P there.2
We recall that envelope theorems let us extend convex
previsions indirectly; alternatively, one might extend
them directly by computing the convex natural exten-
sion. When D is ﬁnite and each X|B ∈ D is simple,
i.e. has ﬁnitely many distinct values, as we will as-
sume in the remaining part of this section, this can be
done in ways similar to those developed for the natural
extension of coherent conditional lower probabilities
[14]. This is intuitively sound, as the basic concepts
for convex and coherent previsions formally diﬀer only
by the linear constraint
Pn
i=1 si = 1. To give just an
idea of the matter, we note that the convex natural
extension Ec(Z|B) may be also equivalently deﬁned
as follows:
Deﬁnition 6 Let D = {X1|B1,...,Xn|Bn} and P :
D → R a conditional lower prevision, Z|B an arbi-
trary simple conditional random variable. The convex
natural extension of P to Z|B is Ec(Z|B) = sup{α :
∃ ε > 0,si ≥ 0 (i = 1,...,n), with
Pn
i=1 si =
1,such that
Pn
i=1 siBi(Xi − P(Xi|Bi) + ε) ≤ B(Z −
α)}.
The proof that Deﬁnition 6 and Deﬁnition 4 are equiv-
alent follows closely the proof of Lemma 3 in [14].
Similarly to what developed in [14], Deﬁnition 6 sug-
gests the following parametric linear programming
problem to evaluate Ec(X|B):
maximise α subject to
n X
i=1
siBi(Xi − P(Xi|Bi) + ε) + αB ≤ BZ
ε > 0,si ≥ 0 (i = 1,...,n),
n X
i=1
si = 1.
The above problem does not always have solutions,
unlike the corresponding one in [14], but is feasible
when P is centered convex, and further 0|B ∈ D,
P(0|B) = 0. The latter condition is not actually re-
strictive (see [8], Proposition 7 (b)). Solving the prob-
lem with a very ‘small’ ﬁxed value for ε > 0 gives an
approximate evaluation for Ec(Z|B).
2In general (without additional assumptions) the extension
will be not unique, nor will it coincide with the convex natural
extension.4 Conditioning with Centered
Convex Previsions
4.1 Dilation
Conditional random variables are often introduced
by conditioning X on the (non-impossible) events
of a given partition I P. Roughly speaking, dila-
tion then occurs when the uncertainty evaluation on
X|B is vaguer then the evaluation on X, whatever
is B ∈ I P∅ = I P − {∅}. The case when both lower
(P) and upper (P) previsions are assessed is partic-
ularly meaningful, since then there is strict dilation
[11] when
P(X|B) < P(X) ≤ P(X) < P(X|B), ∀B ∈ I P (16)
and we say that I P dilates strictly X, while I P dilates
X when one of the strict inequalities in (16) is re-
placed by a weak inequality. However assuming, as
usual,
P(X|B) = −P(−X|B), (17)
which specialises to P(X) = −P(−X) when B = Ω,
strict dilation can be discussed also referring to lower
or alternatively upper previsions only. A situation
where dilation is conveniently presented referring to
upper previsions is sketched out in Section 4.2. Di-
lation is a somewhat baﬄing phenomenon, but was
shown [11] to be not unusual with coherent impre-
cise probabilities. We shall now discuss some aspects
of dilation with C-convex previsions, extending some
results in [11] to this case.
To comply with the situation described above, let us
suppose that the set D is formed by unconditional
random variables only, and that:
• a partition I P is given and I P ⊂ D;
• X ∈ D ⇒ BX ∈ D, ∀B ∈ I P;
• X ∈ D ⇒ −X ∈ D,X + c ∈ D,∀c ∈ R.
Let now a C-convex lower prevision P be assigned on
D. By Theorem 1, P(X) = minP∈P{P(X) + α(P)},
where P is a set of coherent precise previsions on D
and infP∈P α(P) = 0. Note that we do not assume at
this stage that P(B) > 0, ∀P ∈ P, B ∈ I P.
Notation Deﬁne, ∀X ∈ D, M∗(X) = {P ∈ P :
P(X) = P(X) + α(P)}, M∗(X) = M∗(−X) (using
(17) with B = Ω, M∗(X) = {P ∈ P : P(X) =
P(X) − α(P)}).
Further, for X ∈ D, B ∈ I P∅, deﬁne
Σ−
α(X,B) = {P ∈ P : P(X)P(B) > P(BX) + α(P)},
Σ+
α(X,B) = Σ−
α(−X,B) =
{P ∈ P : P(X)P(B) < P(BX) − α(P)}.
In particular Σ
−
0 (X,B) = {P ∈ P : P(X)P(B) >
P(BX)}. Note that when P(B) > 0, P belongs to
Σ
−
0 (X,B) iﬀ P(X|B) < P(X), i.e. iﬀ B is nega-
tively relevant for X.3 Similar considerations apply
to Σ
+
0 (X,B). 
Let now X ∈ D and suppose that P is extended,
preserving C-convexity, on D0 = D ∪{X|B,0|B : B ∈
I P∅}. We explore strict dilation of X with respect to
I P.
Lemma 2 If P ∈ Σ−
α(X,B), then P(B) > 0 and
P(X) > P(X|B); if P ∈ Σ+
α(X,B), P(B) > 0 and
P(X) < P(X|B).
Proof. Let P ∈ Σ−
α(X,B). By Theorem 1
and the GBR, P(B(X − P(X|B))) + α(P) ≥
P(B(X − P(X|B))) = 0, therefore P(BX) + α(P) ≥
P(X|B)P(B). Since P ∈ Σ−
α(X,B), P(X)P(B) >
P(BX) + α(P) ≥ P(X|B)P(B). Then P(X)P(B) >
P(X|B)P(B), and hence P(B) > 0, P(X) >
P(X|B). The second part follows from the ﬁrst one
when referring to −X|B. 
Proposition 4 If, ∀B ∈ I P∅, M∗(X) ∩ Σ−
α(X,B) 6=
∅ and M∗(X)∩Σ+
α(X,B) 6= ∅, then I P dilates strictly
X.
Proof. Suppose P ∈ M∗(X) ∩ Σ−
α(X,B). Then we
obtain, using also Theorem 1, and Lemma 2 at the
last inequality (recall that α(P) ≥ 0),
P(X) + α(P) = P(X) ≥ P(X) > P(X|B),
which proves the ﬁrst inequality in (16).
When M∗(X)∩Σ+
α(X,B) = M∗(−X)∩Σ−
α(−X,B) 6=
∅, we get from the ﬁrst part P(−X|B) < P(−X) and
therefore, recalling (17), P(X|B) > P(X). 
We make now the further assumptions that ∀P ∈ P,
∀B ∈ I P∅, P(B) > 0 and that the extension of
P from D to D0 is made by putting P(X|B) =
infP∈P{
P(BX)
P(B) +
α(P)
P(B)} (a similar kind of extension
is considered in [11] for coherent imprecise probabil-
ities). By Theorem 5, P is convex. Deﬁne then the
following set:
M∗(X|B) = {P ∈ P : P(X|B) = P(X|B) +
α(P)
P(B)
}.
Proposition 5 I P does not dilate strictly X if there
exists B ∈ I P∅ such that either M∗(X|B) 6⊂
Σ
−
0 (X,B) or M∗(−X|B) 6⊂ Σ
+
0 (X,B).
Proof. When M∗(X|B) 6⊂ Σ
−
0 (X,B) there is P ∈ P
such that P(X|B) = P(X|B) +
α(P)
P(B) and P(BX) ≥
3B is irrelevant for X when P(X|B) = P(X).P(B)P(X). From this P(X|B) =
P(BX)
P(B) +
α(P)
P(B) ≥
P(X) + α(P) ≥ P(X).
The proof that condition M∗(−X|B) 6⊂ Σ
+
0 (X,B) is
suﬃcient to guarantee that P(X|B) ≤ P(X), and
hence to avoid strict dilation, follows easily recalling
that Σ
+
0 (X,B) = Σ
−
0 (−X,B) and applying (17). 
When P is a coherent lower probability Σ−
α(X,B) =
Σ
−
0 (X,B); Propositions 4 and 5 specialise to Theo-
rems 2.3 and (in an equivalent statement) 2.2 in [11],
respectively.
In general, Proposition 4 states a suﬃcient condition
for strict dilation, while Proposition 5 gives two con-
ditions, each one suﬃcient to avoid strict dilation.
Suppose now that P is formed by n previsions express-
ing the opinions of n experts. Proposition 5 implies
that X is not aﬀected by strict dilation if, for at least
one B ∈ I P∅, the experts agree on B being positively
relevant or irrelevant for X (alternatively: B is unan-
imously considered negatively relevant or irrelevant
for X): in fact either Σ
−
0 (X,B) or Σ
+
0 (X,B) is then
empty. General agreement on the relevance of B for
X is a stronger requirement than those in Proposi-
tion 5, but may be fairly natural if there is a clear
relationship between B and X.
4.2 Convex Risk Measures
Given X|B, a risk measure ρ(X|B) is a real number
which evaluates the ‘riskiness’ of X|B. In a ﬁnancial
setting ρ(X|B), when positive, is often a benchmark
to establish the amount of money which an investor
holding the ﬁnancial asset X should reserve to have
an adequate protection against the riskiness of X, in
the hypothesis that B is true.
Risk measures may be interpreted [6, 8] as upper pre-
visions:
ρ(X|B) = P(−X|B) (= −P(X|B)). (18)
This enables us to apply the theory of imprecise previ-
sions to them. In the unconditional case, convex risk
measures were discussed in [7], showing that convex
previsions generalise a notion of convex risk measure
introduced in [2].
The results of the preceding sections, when cast into
their specular form for upper previsions, concern con-
vex conditional risk measures: from (18) a convex risk
measure for the (conditional) risk X|B is a convex
conditional upper prevision for −X|B.
Convex risk measures may be assessed using the en-
velope theorems introduced in Section 3 for upper
previsions. For instance, Theorem 6 and (18) allow
assessing a convex conditional risk measure ρ(·|·) as
ρ(X|B) = sup
P∈P
{P(−X|B) − φP(B)}. (19)
The previsions P ∈ P may be termed ‘scenarios’; as-
sessing risk measures via envelope theorem by (19) is
a generalisation of the method of scenarios mentioned,
for instance, in [1].
Using (17) and (18), the strict dilation condition (16)
is written as follows for risk measures:
ρ(X|B) > ρ(X),ρ(−X|B) > ρ(−X),∀B ∈ I P∅. (20)
In words, strict dilation implies that the money an in-
vestor should reserve to cover risks from his/her hold-
ing either X or −X must be increased when assuming
that B will be true, no matter which B ∈ I P is chosen.
Since one B ∈ I P∅ is certainly true, the reserve money
should be raised in all cases. A crucial point here is
the choice of I P: if I P is well-chosen, in the sense that
the inﬂuence (or relevance) of at least one B ∈ I P∅ on
X is relatively easy to state, dilation does not occur
(this is the special case of Proposition 5 mentioned at
the end of Section 4.1).
Example X is the random return at a ﬁxed future
time t0 of an investment in country C. Country C is
moderately unstable, but is trying to enter the Euro-
pean Union (EU) by time t0. To evaluate ρ(X), an
investor may resort to a group of experts, each one
supplying a ‘scenario’ (i.e. P(X)). To have a more
detailed evaluation, each expert is subsequently asked
to assess also P(X|B), P(X|Bc), where B = ‘Coun-
try C will enter the EU by time t0’. The investor
can then easily obtain also ρ(X|B), ρ(X|Bc). Given
the well-established stability policy of the EU, there
should intuitively be a large consensus on B being
positively relevant for X, i.e. one might expect that
P(X|B) > P(X) for each expert. If so, this will pre-
vent dilation; if not, dilation may or may not occur,
but the investors should rather focus on the reasons
why the experts’ unanimity failed.
5 Conclusions
This paper complements the theory of convex condi-
tional previsions studied in [8], solving in particular
the question left open there of stating envelope the-
orems for this kind of imprecise previsions. This is
an interesting matter both theoretically, as it shows
how these theorems work when departing from coher-
ence, and operationally, pointing out ways of assess-
ing convex previsions. The important phenomenon of
dilation, subsequently considered in the paper, may
be related with envelope theorems too. In fact, a
result given here (Proposition 5) relies on a speciﬁcextension of a given convex unconditional prevision;
it would be interesting to examine how dilation op-
erates under diﬀerent extensions, and envelope theo-
rems may be useful to construct them. Intuitively, the
(convex) natural extension, being the vaguest possi-
ble (convex) extension, should tend to amplify dila-
tion. This justiﬁes the future work of investigating
other kinds of extensions, in particular generalisations
of those considered in [15], which, as discussed in [6]
for the case of coherent (unconditional) previsions,
are also meaningful in a risk measurement view, since
they can be interpreted as ‘prudential’ extensions.
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