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Durbin has presented a compact formula for the first passage density of a Gaussian process, 
which is locally like Brownian motion, to a smooth barrier. In previous work, we have extended 
the formula to the case of processes which are smooth functions of a continuously differentiable 
Gaussian vector process. In the present paper we extend the results to more general kinds of first 
passage time problems, so called marked crossings, and use it to construct upper and lower bounds 
for the first passage, wave-length densities and for the transition distribution from a maximum 
to the following minimum. Numerical examples illustrate the results. 
crossings * fatigue * first passage density * marked crossings * wave-height * wave-length 
1. Introduction 
Suppose that y(s), s 2 0, is a continuously differentiable process, and let T, be the 
first zero-crossing of y(s). Consider an n-variate continuously differentiable vector 
processx(s)=(x,(s),..., x,(s)) and assume that y and x are defined on the same 
probability space. In this paper, we are interested in the first passage time 
the values of the vector process x at T, , i.e. 
(T,,x(T,))=(T,,x,(T,), . . .,x,(T,)), 
which are sometimes called “marked exit time” and “marks”, respectively. 
T, and 
Several technically important problems are related to marked crossings of studied 
processes. For example, a question that arises in oceanography, fatigue analysis, 
and other sciences, is that of the joint distribution of wave-length and amplitude 
of random waves or random loads. By this we mean the distribution of the difference 
in time and height between a local maximum and the following minimum, which 
can be easily formulated as a marked crossing problem, see Subsection 5.2. 
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Our main results, presented in Section 2, state that the joint density of T, , x( T,) 
can be expressed in terms of conditional expectations in two different ways. The 
first formula, 
f(s z) = J%l(y; r)lv’(t)l Iv(r) = 0, x(t) = zlfycr,,xcr,(0, z), (1) 
where I(y; t) is the indicator function defined equal to one if the sample path of 
y does not cross zero prior to time t and zero otherwise, is an extension of Durbin’s 
formula for the first passage density (Durbin, 1985). Since the set {y(t) = 0, x(t) = z} 
has the probability zero we have to precisely specify which particular version of 
the conditional probability is used in (1). The general case is presented in Lemma 
2, here we shall illustrate the lemma by considering the most important case when 
y, n are jointly Gaussian. 
Let A be a zeromean continuously differentiable Gaussian process with covariance 
function 
r(s,, 4 = C~V(,Y(S~), y(.dl.dt), x(t)) 
and m(s, r, z) be a conditional expectation of y(s) given y(t) = r and x(t) = z. 
Consider the following process 
then, by 
Ye = m(s, 0, z) + A(s), 
Lemma 2, the formula (1) can be written as 
f(t z) = E[~(Yz; t)lY:(t)llf,~(r,,x~,,(O, z), (la) 
where y:(s) = (d/ds)y,(s). (Note, that m( t, 0, z) = 0 and A(t) = 0 a.s., i.e. the process 
yZ(. ) crosses zero at t.) 
Since the indicator I( y; t) is a function of the whole sample path of the y-process, 
the expectation in (1) is difficult to evaluate exactly. Nevertheless, we can use (1) 
in constructing upper bounds for the density of T, , x( T,), by simply overestimating 
the indicator I( y; t) appearing in (1). However, it is in general difficult to give a 
useful lower estimate for the indicator I( y; t), and therefore formula (1) is not 
applicable in the construction of lower bounds for the density of T,, x( T,). Hence, 
we give in Theorem 7 a second formula for the joint density of T, , x( T,), viz. 
f(t, z) = E[lv’(t)l Iv(t) =O, x(t) = ~1.00, z)
I 
I 
_ E[~(Y; dy’Wy’O)t /y(s) =O, 
0 
Y(t) = 0, x(t) = zlf,~,~yw,xdO, 0 z) ds, (2) 
where f(0, z) is the density of y(t), x(t). Now, by overestimating the indicator 
I( y; s) in (2), we obtain a lower bound for the joint density of T,, x( T,). 
In Section 3, we present an optimal method of bounding the indicator I( y; t) in 
(1) and (2), in the case when T1 is a first zero upcrossing of y. The opposite case, 
when T, is the first zero downcrossing of y, can be treated in the similar way. In 
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Section 4, the upper and lower bounds proposed in this paper are compared with 
the classical bounds based on Rice series of factorial moments of the number of 
zero upcrossings of y. Finally, in Section 5, we shall apply the bounding procedure 
developed in Section 3 to construct the upper and lower bounds for the wave-length 
and amplitude density in Gaussian processes for different covariance functions. 
2. Density of the first marked zerocrossing If,, x( T,) 
2.1. Basic theorem 
Let Tk denote the kth zerocrossing of the y-process and let Zk( y; t) be an indicator 
function defined equal to one if the sample path of y has exactly k - 1 zerocrossings 
prior to time t and zero otherwise. The main result of this section is an explicit 
formula, see Theorem 3, for the multivariate density of T,, , . . . , r.,,, , x( Ti,), . . , 
x( Ti,,,), 0 < i, < . . . < i,, viz. 
f(r, z)=E ji, Zi,(Y; t,)IY’(t,)IIY(t)=O,n(f)=z 
[ I 
&~(t),x(t)(O,Z), (3) 
where 
y(t) =y(t,), . . . , Y(L), x(t) =x(t,), . ‘. , x(tm) (4) 
and z is an (n . m)-dimensional real vector. In the following we define a class of 
processes for which (l)-(3) holds. 
Definition 1. Consider an n + l-variate continuously differentiable vector process 
Y(S), x(s) = (Y(S), x,(s), . . . , x,(s)). For a fixed integer m and a fixed real vector 
t=(t,,... ,tm), O<t,<...<t,, the ( y, x)-process will be called m-decomposable 
at t if there exists a k-variate continuously differentiable process A(s) and a random 
vector, X = (X, , . . . , X,), with N = rn. (n + l), independent of A(s), with bounded 
and continuous density function such that 
Y(S), x(s) = F(s, X, A(s)), (9 
where F is a continuously differentiable mapping from lQ+ x [w N x [w” into R”+‘, i.e. 
F=(F,,..., F,,+,), satisfying the following regularity assumption: 
(Al) There exists F > 0 such that for all s = (s, <. . . < s,), supls, - til < E, and all 
z = (z,, . . . , z,), where z, E Rk, 
F(s, . , z) = (F(s, > . , ~11s . . . , F(L, . , zm)), 
is a one-to-one mapping from [w N into RN. 
(6) 
If the assumption (Al) holds for allmost all f, i.e. for any positive T there are 
only finite number of t, 0 < t, < . . . < t, < T, such that (Al) fails, then y, x is called 
m-decomposable. For m = 1 the process will be called decomposable. 
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The class of decomposable processes is quite large and contains for example: 
Gaussian processes, functions of Gaussian vector processes, Slepian model proces- 
ses, Fourier expansions, Karhunen-Loeve expansions, the sum of a Gaussian process 
and any independent continuously differentiable process, etc. An example of a class 
of processes which are not decomposable are processes which are “deterministic” 
on some interval, e.g. y(s) = g(s), g( ) s is a continuously differentiable function. 
We turn now to the definition of the conditional expectations used in (l)-(3). 
Assume that y, x is an m-decomposable process at t = (t, , . . , t,). BY (6), the 
following equation system 
F(r, X, A(t)) = (u(r,), x(t,), . > Y(L), X(L)), (7) 
can be solved for X. However, it is notationally more convenient to reorder the 
equations in (7) so that y(t,), i = 1,. . . , m, appear before x(t,), i.e. we introduce a 
new mapping from RN into [w&, F,( ., z) such that 
F,(X, A(t)) = y(r)> x(t), (8) 
where y(t), x(t) are defined by (4). Denote by pfL an inverse mapping to F,(. , z), i.e. 
F,(p,,(r), z) = r, (9) 
where r E If8 N, N=m.(n+l). 
Let y,., x, be the following process 
Y,(S), x,(s) = F(s, PM,(Y), A(s)), (LO) 
where A(t) =A(t,), . . , A(L) and P~,A(~) is defined by (9) with z replaced by A(t). 
Observe that, by (8) and (9), y,(t),x,(t)=r, where yF(t)=y,(t,) ,..., y,(t,,,) and 
x,(r) =x,(t,), . . ., X,(L). 
In the following lemma we give a version of the conditional expectation used in 
(3), based on the yr, x,-process. 
Lemma 2. Assume that they, x-process is m-decomposable at t = (t, , . . . , m , t ) O<t,< 
. . . < t,. If h is a nonnegative measurable functional dejned on y, x, then for any 
rERN, with N=m. (n+l), 
E[h(y, x)lv(t), x(r) = rlf(r) = E[h(y,, ~1 .f(riA(t))l, (11) 
where the y,, x,.-process is dejined by (lo), f(r) is the density function of y( t), x(t) (4) 
and A(t) =A(t,), . . , A(t,). The f(rlz)-function is given by 
f(rlz) = j v j .fx(pt.Z(r)), 
where the p-function is deJined by (9) and fx is the density of X. (The function 
f(rlz) is a density of the conditional distribution of y(t), x(t) given A(t) = z, i.e. 
E[f(rlA(t))l =f(r).) 
Proof. The lemma follows from Fubini’s theorem. 0 
We turn now to the joint density of Ti,, . . . , l&rr, x( TI), . . . ,x( THl), 0~ 
i,<...<i,. 
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Theorem 3. Assume that they, x-process is m-decomposable at t = (t, 
. . . < t,,. If the conditional expectation 
E [ ,;i;, Iv’(t,)l 1 y(t) =0, x(t) = z] < +c@, 
then the joint density of T,, . , T,$, x( T,,), . . , x( T,,), 0 < i, < . . 
is giuen by (3), viz. 
r !?I I 1 
,< I,,,, isjinite and 
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, L), o< fl < 
t 12) 
f’(t, z) = E 1 H &(Y; t,)l.v’(t,)l ) y(t) =O, x(t) = z]d;,,~..d4 z), 
,=I 
whereyj(t)=y(t,) ,..., y(t,,,),x(t)=x(t,) ,..., x(t,,,) andzisan (n.m)-dimensional 
real vector. 
Proof. The proof is similar to the proof of Theorem 2 in Rychlik (1987b). 0 
Remark 4. Assume r = (0, z), where 0 is a zero vector in [w”’ and z E [w”“‘, then by 
Lemma 2, the multivariate density (3) of K,, . . . , T, ,,,, x( T,,), . . . ,x( T,,,,), O< i, < 
... <i,, can be written as 
,?I 
11 L,(Yr; t,)lY%)lf(rlA(r)) . 
,‘I 1 
Observe that Theorem 3 remains true if the y, x-process is decomposable of the 
higher order than required m. However, the formula (1 l), defining conditional 
expectations, must be modified. The slightly different formulation of this property 
is given in the following corollary to Theorem 3. 
Corollary 5. Let y, x be a decomposable vector valued process, such that (12) holds, 
i.e. the joint density of the kth zerocrossing of the y-process and the values of x at Tk, 
(T~,x(T~))=(T,,x,(T,),...,x,,(T,)), 
is given by 
f(t, z) = E[L,(y; t)lv’(t)llv(t) =O, x(t) = zl.&r,,xdO, z). 
For any Bore1 set B, B c R’, where is n, 
I 
f(t,z)dz ,,..., dzi 
R 
Xf(O,Z,+,,.. z ) , n 9 (13) 
where z = (z,, . , z,) and f(0, zi+, , . . . , z,) is the density of y(t), xitl( t), . . . , 
x,(t). 0 
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Note that the Durbin’s formula for the first passage density can be obtained from 
(13) by taking k = 1 and B = R” viz. 
fr,(r) = J%l,(Y; Glv’(t)llv(r) = w&(O). 
We finish this subsection with a second corollary to Theorem 3. 
Corollary 6. For a continuously diflerentiable process y, let 
IIYll‘=~P~Y(s). 
G 
(14) 
If y is a decomposable process and (12) holds, then for any t > 0, 
Proof. Since{~~y~~,~O}={y(s)~Oforall s,O G s S t} formula (15) is a simple con- 
sequence of (3). 0 
2.2. A second formula for the$rst marked zerocrossing density 
Let y = {T,};“, , be a point process of zerocrossings by y(s), s 2 0. Denote by 
~X={T,,x(T,)J:“,, 
a marked point process, obtained from y by attaching a mark x( Tk) to each Tk. 
For any Bore1 set B in lR+ x [w”, denote by JV~( B) the number of points of JV~ in the 
set B. 
Assume that the vector process (y, x) is decomposable, then, using Fubini’s 
theorem, the expected value of&(B) is 
El.&(B)1 = E y ~{(T~,~(T~HEBI 
[ k=l 1 
=+f E[l f(~~,x(-r,))tBt 1 
k=l 
= 
I 
‘cc fTk,x(Tk)tt, z) dt dz, 
B k=l 
and hence the intensity A (t, z) of ,Ir, is given by 
h(t,z)=tCUf Tk,x(T,,(t, z) = E[ly’(t)lly(t) =O, x(t) = ~lf,~r~,x~r~(O, z). (16) 
k=l 
If the conditional expectation E[I y’( t)( 1 y(t) = 0, x(t) = Z] is bounded, see (12), the 
sum in (16) is finite and, using the intensity of JV‘~, the first passage density of 
T, , x( T,) can be expressed in the following way 
+CC 
f T,,x(TI)(trZ)=h(t, z)- c fTA,x(T,dt,z). 
k=2 
(17) 
Finally, in order to prove (2), we have to show that the sum in (17) is equal to the 
second component in (2). 
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Theorem 7. Asssume that ( y, x)-process is twice decomposable. If for all s, s < t, the 
conditional expectation 
NY’(s) . Y’(t)llY(s) = y(r) =o, x(t) = z1<+a, 
then the joint density of T, , x( T,) is given by (2), uiz. 
t 
f 71.X(T,)(t,Z)=A(t,Z)- 
I 
E[~,(Y; s)\y’(s). y’(t)l(y(s)=y(t)=O, 
0 
x(t) = zlf(‘A z) ds, 
wheref(0, z) is a density of y(s), y(t), x(t). 
Proof, Under the assumption of the theorem, for each k > 1, the density of T,, x( T!,) 
can be written as 
I 
f Tk,xvrdt, 2) = 
IS 
fr,,7r,x,r,).X(TI)(s, t, ZI, 2) dz, ds. 
0 R ‘/ 
Consequently, by Fubini’s theorem, 
= lr 1 
0 R ‘I 
E [ zl(Y; s)lY'(s)l ’ Y zi(Y; t)lY’(t)l IYO=Y(f)=o~ 
;=2 
x(s) = z,, x(t) = z 1 f(0, z,, z) dz, ds, 
where f(0, z,, z) is the density of y(s), y(t), x(s), x(t) and the theorem follows. 0 
3. Density of the first marked zero upcrossing 
3.1. Density of the first marked zero upcrossing, explicit formulas 
In the previous section we have presented closed form formulas for the marked 
zerocrossings densities. However, in applications, it is often important to know 
whether the process crosses zero from below or above, i.e. whether the zerocrossing 
is an up- or a downcrossing. For example, the height of the first local minimum 
(maximum) of y after zero can be defined as the value of the process at the first 
zero upcrossing (downcrossing) of its derivative. Since any zero downcrossing of y 
is an upcrossing of -y, that why, without loosing generality, we shall only discuss 
properties of the marked zero upcrossings. 
As before, let y, x be a continuously differentiable twice decomposable process. 
Let T be the first zero upcrossing time of y and x(T) be the values of x at T Denote 
by I( y; t)’ an indicator function defined equal to one if the sample path of y has 
no zero upcrossings prior to t and zero otherwise. Similarly, as in the previous 
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section, we can prove that the joint density of T, x(T) can be expressed explicitly 
in two different ways, as follows 
f(f, z) = E[l(Y; t) ‘Y’(~)lY(O =O, x(t) = Zl,f,.C,~,,(,,(O, z), (18) 
J’(fZ)=A+(t,Z)- 
I 
‘E[z(y;s!+y’(s)~~‘(t)+~~(s)=~(r)=o, 
0 
x(f) = zlf(O, z) ds, (19) 
where f(0, z) is the density of y(s), Y(f), x(t), x+ = max(O, x) and h’(t, Z) is the 
intensity of the point process of the marked upcrossings, see (16), given by 
h+(f, z) = EW(r)+lY(r) =O, x(t) = Zlf,.,,,,X,I,(O, z). (20) 
Although, formulas (18)-(19) have the same structure as (l)-(2), the indicator 
I(Y; t)’ is more complicated to bound than I(Y; t) in (l)-(2). Disregarding the 
trivial bound I( Y; t) ‘Y’(t) G Y’( t) ’ , we cannot find any general bounds for the 
indicators appearing in (18)-( 19). These difficulties arise from the fact that the first 
zero upcrossing time T can actually be the second zerocrossing time T,. Con- 
sequently, in order to approximate the density of T, we have to “localise” a time 
of the first zerocrossing T, , in the interval (0, T). 
More precisely, since sets {T = T,} and {T = T1} are disjoint, we can split the 
indicator function I( y; t)’ in the following way 
I(y; t)‘= I(y; t)+ . (l{r-r,)+ l,T=,,) = 1,~l,ll,- oi+ ICY; t)’ . l{T-Tz), C-21) 
where /I Y I/, s 0 is defined by (14). Now, by replacing in (18) the indicator I( y; t)+ 
by the sum (21), we can write the density f of T, x(T) as a sum of two functions 
f, ,fi, i.e. f=f, +,f?, defined by 
.f;(f, z)=& P(Tst,x(T)sz, T= T,), 
2 
(22) 
where i = 1,2. By (22), function f; is the density of T, x( T) restricted to the set 
{T = T,}, i = 1,2. Densities f, , f2 have a different level of complexity and must be 
analysed separately. 
The density f, is easier to handle. Indeed, using (18)-(19), it can be written in 
two formulas, similar to (l)-(2), which can be used to construct upper and lower 
bounds for f, , i.e. 
f,(t, z) = E[l(,,,.,,;,“~Y’(t)lY(t) =O, x(t) = Zlf,w,x,rdO, z), (23) 
.I-,(& z) = A+(4 z)- 
I 
’ E[ll,,l,l>a”,Y’(S) . v’(f)‘lv(s) =y(t) =o, 
0 
x(t) = z]f(O, z) ds. (24) 
In the next subsection, we shall present bounds for the indicator lI)~,V~),-_o) in (23)-(24). 
In addition, the method can be easily extended to construct bounds for the indicator 
Z(y; t) in (l)-(2) and to indicators of type I,(y; s,) . . . Z,(y; sk) in (3). 
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The second density fZ is more complicated to bound, since we have to include 
the first zerocrossing time of ~1 for consideration. 
More precisely, let T,, T2 be the first two zerocrossings of y, and assume that T2 
is a zero upcrossing, i.e. T = T2. Using Theorem 3, we obtain a formula for the joint 
density of T, , T,, x( T,), viz. 
.f’(% t,z)= E[I,(.Y; s)l,(.Y; r)l~‘(.~)y’(t)lIy(s)=~(t)=O,x(r)=s]~(O,z), 
(25) 
where ,f’(O, Z) is the density y(s), _r( t), x(t). Now, by overestimating the indicator 
I,(_r; .~)I,( _r; t) in (25) and integrating out the T,-variable, the formula (25) leads 
to an upper bound for the density fl( t, t). 
In the following theorem we give the second formula for the joint density of 
T, , T,, x( T2), which can be used to construct a lower bound of the.fZ( t, z)-density. 
Theorem 8. Assume that 
sz < s, = t, 
y, x is 3-decomposable. [f for all s = ( s3, s_. , s,), 0 < s?, 
I < +a, (26) 
then the joint density qf T, , T,, x( T2) is given by 
.f(G 1 , Sl. 2 
= ~~IY’~~~~~“~~,~Il~~~.~~~=~~~,~=~,~~~,~=Zlf,.c,2~.).~,,I,X~\,~~~’ z) 
_ j-“ E [ I,(y; sj) I? Iy’h)l 1 y(s) =O, x(s,) = z],f(O, z) ds, 
0 8 I 
_ 1“ E [ I,(Y; sz)Iz(y; s4 fl, b’(sJ 1 y(s) =O, x(s,) = z].fCO, z) ds,, (27) 
'I 
wheref(0, z) is the density ,f,.,,,,,,,, ,(O, z) and s = (sj, s2, s,), with s, = t. 
Proof. Let Tk be a sequence of the zerocrossings by y. By (3), 
E[~Y’(~I)Y’(.~,)~ ly(sJ =y(s,) = 0, x(s,) = zlf(O, z) = C .fTI,~,,xu,~(sz, 1, z)I. I 
where ./IO, z) is the density fr~52~,\.,5,~.x~,,I (O,O, z). By (26) the last sum can be split 
as follows 
= j“ E [ IICY; s,)~,(Y; sd ,lj, IY’(sJ / Y(S) =O, x(s,) = z]f;.i.,,xiJO, z) ds,, 
72 
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and the second sum 
and the theorem follows. q 
3.2. Bounds for the density f, (t, z) (22) 
In this section we shall discuss the bounds of the indicators lIIIJII,GOi, lC~IJI~,--_o), where 
IIYII~=suP~-~~~~(~) in (23)-W, viz. 
fit4 z) = E[~,II,.II,- o,y'(f)iyW =O, x(t) = zlS,w,x~r~(O, z), 
I”,(4 z) = A’(4 z) 
- 
i 
’ E[lj,,,,,,-oi~‘(s) . Y’W’lyW = y(t) =O, x(t) = zlf(O, z) ds. 
0 
The proposed method can be extended to construct bounds for indicators Z(y; t) 
and Z(y; s) in (l)-(2), and the indicator Z,(y; s,)Z,(y; sJ in (25) and (27). 
Denote by t(“) a vector of n time points of the interval [0, t], i.e. 
t’“‘=(S ,,.‘., S,), O<S ,,..., S,<t. (28) 
We allow Sj to be a random variable and depend on (y, x) and the other time 
points S,. Some properties of such “random times” can be found in Rychlik (1987a, 
Section 5). 
Since for any vector t(“), n > 0, 
l{,,r,,,-_01y’(Z)4 l(,,?.(,(,,),,,_“,y’(t)+, 
where 1) y( t’“‘)ll = sup{ y( t’“‘)}, then, from (23), we obtain the following upper bound 
for the density f,( t, z), 
fn’(t, z) = E[~~,I.,~P ),,4iY’(t)+ly(t) =o, x(t) = Zlf,W~,LO, z). (29) 
Following a similar argument, the lower bound is derived from (24), viz. 
fi(t, z) = h+(t, z) - 
I 
’ E[11,,.c,‘“‘,,,~o~Y’(s)+Y’(t)+lY(s) = y(t) = 0, 
0 
x(t) = MO, z) ds, (30) 
where f(0, z) is the density of y(s), y(t), x(t) and the intensity A’( t, z) (20) is given 
by 
A+(t, z) = aY’(t)+lYw =o, x(t) = Zl.&r),X(r)(O, z). 
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Finally, the simplest bounds fc,fi are defined by 
f,‘(t, z) = h+(r, z), 
.&(t, z) = A+(t, z) 
(31) 
I 
f - ~[~'(s)+y'(~)+~y(s)=y(t)=O,x(t)=z]f(O,z) ds. (32) 
0 
We turn now to the problem of choosing the times t(‘) (28) in the upper bounds 
f,:(29). (The case of the lower bounds f; can be treated similarly.) Since, for any 
vector ten) ,f,: is an upper bound of the densityf,(t, z), the optimal choice of t(“) is 
so that f,:( t, z) is minimized. 
Since ( y, x) is decomposable, then, by Lemma 2, the density f, can be written as 
fi(t, z) = E[l,,, vZ,/,- o,~:(tIf(O, ziAW)l 
where the yz-process is defined by replacing in (10) the vector r by the (0, z)-vector 
and ~‘(0, z 1 w) is the conditional density of the y(t), x(t) given A (1). Consequently, 
the optimal choice of t”‘) . 1s so that for fixed vectors z and w the conditional 
expectation E[l,li,,I~,,,y~(t)lA(t)= ] . w IS minimized. (Observe that the process y, 
is a function of the A-process and the derivative y:(t) is a function of A(t), A’(t).) 
Since, practical experience indicates that the indicator lili~,Il,lO~ depends strongly 
on the value of the derivative y:(t), we wish to choose the times t(‘) as a function 
of yL( t) or equivalently as a function of A(t), A’(t). By additional conditioning on 
A’(t), the formula (33) can be written as 
.f,(t, z) = I P(ll~,ll, dA(t) = w, A’(t) = ~1) 
x 4% w, w,I.f(O, zI w, w,) d~,,,,,,v,(w, WI), (34) 
where 
~(z,~,~,)=E[y’(r)+~y(t)=O,x(t)=z,A(t)=w,A’(t)=w,]. 
In order to find the optimal t(“), for fixed z, w, w,, we have to minimize the 
conditional probability 
P(((y,(t’“‘)ll~OlA(t)= w,A’(t)= w,). 
Since the y,-process is a function of the process A, we assume that all finite 
dimensional conditional distributions of A given A(t) = w, A’(t) = w, are given in 
explicit form, e.g. A is Gaussian. 
For a general process A, finding the optimal 6”) is a difficult optimization problem, 
hence we propose a simpler recursive procedure. 
(P). Step 1. Given the values x, W, w, , choose the time S, , 0 < S, < t, to minimize 
P(Y,(S,)~OlA(t) = w, A’(t) = w,) 
Step n. Given the values Z, w, w, , and the times t(“-‘), t’” ‘) = (S,, . . , S,,_,), 
choose the time S,, 0~ S, < t, so that 
P(llY;(t ‘“~“)~~~O,y,(S,)~O~A(t)=w,A’(t)=w,) 
will be minimized. 
In Section 5, we give some more details about the procedure (P) in the case when 
A in (33)-(34) is a Gaussian process. 
3.3. Bounds for the jirst passage distribution 
Obviously, bounds for the distribution of the first passage time T to zero, Y(O) ~0, 
can be computed by integrating the bounds f,‘, fi, discussed in the previous 
subsection. However, it is also possible to give a more “direct” upperbound for this 
distribution, by overestimating the probability P( T > t) = P( 11 y 11, < 0). 
Obviously, for any vector t’“-‘) = (s, , . . . , s,_,), 0 s s, < . . . < s,,_, < t, 
P(Tx)=P(~~y~~,<O)~P(y(t”‘~‘~)<O,y(t)<O). (35) 
By a slight modification of the procedure (P), we can choose the vector t’“-” in an 
optimal way. 
However, the derivative of bounds (35) are not bounds for the density of T. In 
the following theorem, we prove that for any vector t(“) the derivative of the upper 
bound (35) is given by 
~P(~~y(t’“‘)JI~O,y(t)<O)=-E[1 (,,,,r(~,),,,-o)~‘(r)lY(t) =Olf,~c,,(O), (36) 
and can obviously be positive. However, if we replace in (36) the derivative 
Y’(t) by its positive part, i.e. y’(t)+, we obtain the upper bound f,‘(t) (29) for the 
density T. 
Theorem 9. Assume that the continuously differentiable process y is decomposable at 
t. If the joint density function of y(s), y(t), y’(t) exists, and, for some positive E, the 
following moments are bounded 
E[IY(t)lIY(t)=w+‘? 
(37) 
then 
~P~llY~s~ll~O,Y~t~~O~=-E~1 il,.“(S)~~‘“iY’(t) Iv(t) = 01.&,,(0L (38) 
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where {l~~~(s)ll~O}={~~(s,)~O,..., y(s,,,_,) s 0). (The formula (38) is a “discrete” 
variant qf the.formula (15) in Corollary 6.) 
The proof is given in the appendix. 
In general the probability in (35) must be evaluated numerically. Consequently 
the method can be used only for relatively small numbers n, and hence, in order to 
check the accuracy of the approximation (35), one needs a lower bound for the 
probability P( T> t). Since, y is a decomposable process, the density of T exists 
and P (T > I) = 1 -j:,f; (s) ds. Using the method of the previous subsection, we can 
obtain a sequence of the upperbounds for the T-density and consequently the lower 
bounds for the probability P( T> t). 
4. Bounds for the first zero upcrossing time density based on Rice series 
of factorial moments 
Commonly used bounds for the first zero upcrossing time, T, density are based on 
so called Rice series of factorial moments (Cramer, Leadbetter and Serfling, 1971; 
Lindgren, 1972; Longuet-Higgins, 1962; Rainal, 1987; Rice, 1945; see also the 
references in these papers). The method is quite accurate for many processes of 
practical interest, mainly for narrow and moderate band Gaussian processes. In this 
section, we show that the bounds for the density of T based on factorial moments 
can be derived as a special case of the procedure proposed in the previous section. 
We give now a short presentation of the factorial moments approach, thereby 
following Lindgren (1972). 
As before, let y(s) be a continuously differentiable process and let N(t) be the 
number of zero upcrossings of y in [0, t]. Denote by ak( t) the kth factorial moment 
ofN(r),i.e.LYl,(t)=E[N(f).(N(f)-l)...(N(t)-k+l)],andassumethat~~(t) 
is absolutely continuous with 
cuk(t)= ‘Pl(s)ds. 
i 0 
Using FT( t) = 1 - P( N( t) = 0), ayg( 1) = 1, we get well-known bounds for the first 
passage time T distribution, viz. 
2 ,I 
,c, C-l)‘-’ i Q,(f)G wf)‘=*~,’ (-l)i-l $ a,(t). 
The bounds for the first passage density are now obtained by replacing the factorial 
moments LY~ by their densities pk, i.e. 
see Lindgren (1972, Theorem 1.3). 
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Under certain conditions, see Marcus (1977, Theorem 2.1), an explicit formula 
for the kth factorial moments of the number of zero upcrossings in the interval 
[0, t] by a process v(s) is 
a*(r)=l:...~~‘h[~,1.(1.)+1v(t)=O]l;,,.~(O)dr, 
where x+=max(O,x) and t=(t,,. .., tk), y(t)=y(t,),. ..,y(tk). 
Consequently the intensities Pk(t) are given by 
for k > 1. In combining (39) and (40), we obtain the simplest bounds, n = 1, for the 
first passage density, viz. 
P:(t) = ~[Y’w+lYw =01.&,,(0), 
(41) 
j;(t) =_&t)- EW(s)+~‘(r)+l~(s) =y(t) =Ol.&~~,g~rd0,0) ds. 
The bounds f:, f, are the special cases of the bounds fc, fi, (31)-(32), given 
in the previous section. In the following theorem, we show that even the more 
A 
complicated bounds jz( t),fi( t), n > 1, can be derived using Theorem 3 of Section 
2. 
Theorem 10. Assume that the continuously differentiable process y is m-decomposable 
and for all s = (s, , . . . , s,), 
(42) 
i.e. the joint density of Tiil, . . . , Ti,,, , i, < . . . < i,, is given by (3). For a fixed n, if 
m = 2n + 1, the density of the time for theJirst zero upcrossing T, with s1 = t, is given by 
xf,cs,(O) ds,-, . . * b, (43) 
s=(s,, . . . , s,_,) and 
xf,+,(O) ds, . . . ds,, (44) 
where I( y; s)+ is an indicator function defined equal to one if the sample path of y 
has no zero upcrossings prior to t and zero otherwise. 
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Proof. We prove the theorem only for n = 1. A full proof is only notationally more 
complicated. Since the formula (43) for n = 1 is the same as (19), we turn directly 
to the proof of (44). Like in (17), the first passage density is given by 
fT(l) = J%Y'(~)+lYw =01f,c,,(0)- I;ifr,.r,h t) ds. 
By (42) the last sum can be split as follows: 
Since, 
the formula (44) for n = 1 follows from Fubini’s theorem. 0 
Deleting the integrals in (43) and (44) we obtain f:(t), j,(t), respectively, and 
prove that these are the bounds for the density of T. 
As we have mentioned above, the simplest bounds p:, f,- are essentially the same 
as the simplest bounds fz, fi proposed in the previous section. However, if the 
simplest bounds p:, 1, are not accurate enough, the numerical effort to evaluate 
p: and j?, rises to 5- and 7-dimensional integrals, respectively, from a single and a 
3-dimensional integral, for _?:, p,, respectively. Thus the bounds jz( t), f,(t) for 
n > 1, are very seldom used in applications. 
We now turn to the bounds f:(t), f;(t), proposed in Section 3.2, and in order 
to calculate the closer bounds we have to increase the dimensions of involved 
integrals only by one, compared to four in the factorial moments approach. Con- 
sequently, the class of processes, for which accurate approximations of the first 
passage density can be evaluated, is extended. 
However the most important difference between the new bounds f:, f, and the 
bounds based on factorial moments is when the marked crossings density shall be 
approximated. In order to illustrate this, we finish this section with a short presenta- 
tion of the factorial moment approach for marked crossing densities. 
The basis of this approach is to write the density of T, x(T) in the following way 
f T,xCT,tt, z) =fTct) ‘fx(T,lT=,(Z). 
Next the conditional density fx(~j~T=,(~) is approximated by the intensities of the 
point process of marked zero upcrossings, i.e. 
~[Y’(~)+lYw = 0, x(t) = ~lfy(r),xw(o~ z) = h(z, t) 
HY'WilY(~) = ~l.fdO) 
7 
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and the marginal density of T is bounded by p,+(t), j‘,-(t). By (41) we have that 
f:(r) . A(z I t) = mQ)+lJ4~) =o, x(t) = ~lf,.,,~,X~,~(O, z) =f,:(f, z), 
the upper bound (31) for the density of T, x(T), given in Section 3. However, 
.?l(W(zlt) . 1s not a lower bound for the T, x( T)-density. Thus, the discussed 
approach can only be applied if jT( t) -p,-(t), see also Lindgren (1972, Theorem 
2.4). Obviously, the new upper- and lower bounds f,T( t, z), f:( t, z), of Section 3.2, 
are more general and flexible approximations. 
5. Density of wave-length and amplitude, examples 
In this section we shall illustrate the procedure (P), Section 3.2, by evaluating the 
bounds (29)-(30) for the wave characteristics, e.g. wave-length, amplitude, where 
the wave is defined as a pair of a local maximum and the following minimum. 
Let x(t), t > 0, be a stationary zeromean ergodic Gaussian process with covariance 
function r, and assume that its sample paths are a.s. twice continuously differentiable. 
A sufficient condition (Cramer and Leadbetter, 1967) for this is that the process is 
separable and that 
r@)(s) = A - o( llogls II-“), 
as s+O, for some a>l. 
In the following examples, we shall use three types of covariance functions, namely 
sin J5.s 
r,(s)= as , 
r2(s) = 0.8 cos(O.75~) e--“.“‘2’2+0.2 cos(1.62~) e~“.“‘4752, 
Ye= (l+ls+:Is’I) em“‘. 
(45) 
All the covariance functions have A,, = Var(x(0)) = A, = Var(x’(0)) = 1 which is only 
a matter of scaling. The fourth spectral moment A4 = Var(x”(O)), which gives that 
the average number of maxima c, say, per unit interval 
are 1.8, 1.79, 5.0, respectively. Hence the bandwidth parameter, which we define 
here as a ratio between the means of the numbers of maxima and zero upcrossings 
of x in the unit interval, and is a measure of the irregularity of a process, is 1.34, 
1.34, 2.24, respectively. 
In oceanography, the first two processes would be classified as having a moderate 
banded spectrum, while the third is an extremely broad banded. Furthermore, see 
Lindgren (1972), the covariance r3 represents a process for which the factorial 
moment approach, presented in Section 4, does not work. As will be shown in the 
following subsections, the new bounds f:, fl give very accurate approximations, 
also for the third process. 
In order to evaluate the bounds f,: , ,f,y, for the densities of the empirical (ergodic) 
distributions of the wave-length and amplitude, we have to introduce the Slepian 
model process 5 for x after a local maximum. This is the stochastic process [(. ) 
which is distributed as the long run distribution of .x(0, t,, t. ), when tk runs over 
all local maxima of x(w, .). Mathematical details about Slepian processes and long 
run probabilities can be found in Leadbetter et al. (1983, Chapter 10) and Lindgren 
(1983). We now give a simple representation of the Slepian model process 5; thereby 
following Rychlik (1987a). 
Consider a zero-mean Gaussian process A, with covariance function 
Cov(A(s), A(t)) =Cov(x(s), ~(t)lx’(O),x”(O)), 
and let R be a Rayleigh variable, with mean G, independent of 3. Then the 
Slepian model process 5 is given by 
t(s) = -Rb(s)+A(s), (47) 
where the function b is defined by 
b(s) = 
Cov(x(s), x”(0)) 
Var( x”(0)) . 
Since the process 5 has a maximum at time zero, and the wave-length is the 
distance in time to the first local minimum of 5, i.e. the time of the first zero 
upcrossing of the derivative of the Slepian model process [‘, T(._$‘). Hence, in the 
examples discussed in this section, we shall define y to be the derivative of the 
Slepian model process 5, i.e. y(s) = l’(s). By (47), the y-process is twice decompos- 
able, and since y(0) =O, y’(0) <O, i.e. fT,,x(TI(f, Z) =f,(r, z) (22), we can use the 
bounds (29)-(30) to approximate the wave-length and amplitude density. 
5.1. The density of wave-length T 
Here we shall present the bounds f:, f:, f;, &, fl, given by (31)-(32) for 
wave-length density obtained using the procedure (P). We begin with formula 
for the density of T = T(f), 
. the 
(18) 
“Ml)= E[l{ll,,,I,- ,,~5”(t)l5’(t)=ol~~c,,(O), (48) 
where 5 is the Slepian model process for x after a local maximum and 11[‘11, = 
sup,,_ 5_-,e’(s). The formula (48) can also be expressed in terms of x, i.e. 
fT(f) = c’ E[L,ll,,,,; 0) x”(O)Y.“(0+lx’(O) =x’(t) = w&“,,.~,,,(O, 0)
0 tar 
=4 I 
P( jlx’ll, s 0 1 x”(0) = z, xy t) = z, ) x’(0) = x’(t) = 0) 
-CT0 
xf(z, z,) dz, dz, 
where c -’ is the average number of local maxima per unit interval (46) and 
.I-(? 2,) = IZIZ,~,.~O,,x”~r~,r,,“~,r’~r~(Z, Zl, 0  01, zsOandz,zO. (49) 
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In order to simplify the notation, consider a Gaussian process x,,,, with mean 
m(s, z, z,) and a covariance function i(s, , SJ defined by 
m(s, z, z,) = E[x’(s) lx”(O) = z, x’,(t) = z, ) x’(0) = x’(t) = 01, 
F(s,, s*) = Cov(x’(s,), x’(s,) 1 x”(O), X”(l), x’(O), x’(t)). 
It means that 
x,,,,( . ) : x’( . ) 1 x”(0) = z, x”(t) = z, ) x’(0) = x’(t) = 0. 
As before, let r be the covariance of the x process. Then with 
( 
A4 rC4)( t) 0 d3)( t) 
d4)(t) A4 
C(t)= o 
-d3)(t) 0 
-r(3)(t) 1 -r”(t) ’ 
d3)(t) 0 -r”(t) 1 i 
and 
c(s) = (rc3)(s) , d3)(.s - t), -r”(s), -r”(s - t)), 
the mean m(s, z, zl) and a covariance function i(s,, SJ are given by 
Z 
m(s, z, z,) = c(s)C( t)-’ ‘; ) II 0 
i(s,, sJ=-r”(.s,-s~)-c(s,)C(~)-‘C(SJ~. 
Using the x,,,, -process, the formula for the density of T can be written 
fr(r) = c. {“W I,,+W P(llxz,z,Il,~O)f(z, z,) dz, dz, (50) 
where f(z, zl) is given by (49). The last formula is closely related to the formula 
(34) of Section 3.2. 
By procedure (P), the upper bounds ft, f:, fc, are obtained by overestimating 
the probability P( 11x =,=, 11, s 0) in (50), i.e. 
respectively. 
We turn now to the lower bounds f;, f,-. Since x,,,, is decomposable, 
P(llxz,,,II, ~0) = 1 - 
I 
k+(s) ds. 
0 
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Consequently, like in (34), we can write the probability P(IIx~,~,I~, 0) as 
f 
~(llxz,zlll,~o)=l- 
li 
+“‘P(llx z,z, 11,4x z,,?, (~)=O,x5,z,(~)=z2) 
0 0 
x Zzfr,,;,pLd,p (0, z2) dz, ds. 
In order to simplify the notation, we introduce a Gaussian process x~,~,~,,~~, 
x5 ,Z,Z, .J . ) p x’( . ) I x”(0) = z, x”( t) = z, , x”(S) = z2, x’(0) = x’(t) = x’(s) = 0. 
Further, let 
./Is, z, z1, 4 = ZZLlc5).r;,ll~.\, (0, 4, z2 2 0, 
then formula (50) can be written as follows: 
~~(~)=~~~~~I,,+~(~-jl:~o+~~(l~~~,~,~,,;lll.-;O)t(r,z.z,,z~)dz~d~)’ 
xf(z, z,) dz, ds 
where f(z, z,) is given by (49). Note, if we assume that A in (5) is Gaussian, then 
the last formula can also be derived from (19). 
Now by the procedure P the lower bounds fi, f[ are obtained by simply 
overestimating the probability P( ~Ix,,,~,~~,~~)I, s 0), i.e. 
respectively. 
Finally, we give some remarks on the numerical algorithms, which we have used 
in evaluation of the bounds fof, f:, f;. 
Bound fc. The calculations of fl are based on the following simple lemma. 
Lemma 11. Let y(s) be a Gaussian process with mean m(s) and covariance function 
r(s, t), then 
E[y(s)+] = r(s, s)“2. ~(r(;;!12)2 
where T(s) = 4(x)+x@(x), C$ and @ being the standardized normal density and 
distribution functions. 0 
Using the ‘P-function, the simplest upper bound fz can be written in form of a 
single integral, i.e. 
f;(t) = c. I0 I+Wf(z, z,) dz, dz 
-00 0 
(51) 
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where u,, and m are given by 
~7~(t)~=Var(x”(t)lx”(O), x’(O), x’(t)), 
m(f,z)=E[x”(t)~x”(O)=z,x’(O)=x’(t)=O]. 
In all calculations, we have approximated the @-distribution by Hermite poly- 
nomials, and hence the v-function is very accurately approximated by an explicit 
function. 
Obviously, the integral in (51) must be evaluated numerically. However, before 
we start the evaluation of fl we check the accuracy of the numerical integration in 
(51). By Lemma 11, the integral in (51), with co(f)!P( .) replaced by 1, can be 
evaluated exactly, i.e. 
’ 
where 
-CC 
Izlf,,,(o),x,(o).~,(r)(Z, 020) dz =& ~(t).&o~,,,~r~(O> O), 
A problem can arise for small t when a(t) is close to zero, because the function 
Izlf,~~~o~,~~~o~,,~~I)(z, 0) . IS concentrated at z = 0. However, in that case usually m( t, z) < 0 
and qo(t) =O (observe that co(t) 4 v(t)), hence f:(t) =O and we can stop the 
procedure. 
Boundf:. Since x=,~, is a Gaussian process then, with W,(S) = i(s, s) “2, 
inf P(x,,,,(s)GO) = Qi inf - ( m(s, z, ZI) ossst OS\%, > a,(s) . 
Denote by sr, 0 <s, < t, the point for which -m(s, z, z,)/(T,(s) is minimized. Then 
f:(t) = c. j-;w lo+‘ @( -mzi;’ z’))f(z, ~1) dz, dz, (52) 
where f(z, z,) is given by (49). The distribution @ is approximated by Hermite 
polynomials and the integrals are evaluated numerically. Observe, that s, is a function 
of z, z,. 
As for thefl-bound, before we start the calculations off: we check the accuracy 
of the numerical integrations in (52), i.e. we evaluate the difference between the 
bound fc using the formulas (51) and (52) where the probability @( - ) is replaced 
by 1. This reduces to computation of 
for certain values of nodes z. The numerical errors can be considerable when the 
variance Var(x”(t) Ix”(O), x’(O), x’(t)) is close to zero. However, in that case also 
Var(x’(s) 1 X”(O), x’(O), x’(t)) = 0, 0 < s < t, hence fg( t) is close to the density of T 
and we can stop the algorithm. 
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Boundf;. Assume that the point s,, which is a function of z, z, , is known. Further 
denote b(s) = ?(s, s,)/a,(s,) and 
Note that b(s) and a,(s) are functions of s, . 
Since xZZ , , is a Gaussian process, then 
I 
0 
fx,;,cs,,(~)P(x;z,(s)~Olx,,~(s,) =Y) dy 
-u- 
I 
~m(r,,z,=l)/rr,(.~,) m(s, z, z,)+ b(S)Y = 
> 
dy. 
-cc u2(s) 
Now, for each value s,, z, z,, y, we can find the point s2 such that 
-(m( ., z, z,)+ b( .)~)/a,( -) is minimized. Finally the fit-bound is given by 
x@ - 
( 
m(s2, z, z,)+ WsJy 
c2(s2) ) 
dy dz, dz, 
where f(z, z,) is given by (49). 
As in the case of thef:-bound we check the accuracy of the integrations in (53), 
i.e. we evaluate the difference between the bound f:( t) using the formulas (52) and 
(53) where the probability @( .) is replaced by 1. 
The numerical algorithms used for evaluation of the lower bounds fi, f; are 
essentially the same as for the upper bounds fl, f:. The main difference is that we 
have increased the dimensions of the integrals by two. 
Tables l-3 show fc, f:, f;, &, f,- for the three types of covariance functions 
rl, i-2, and rj. 
Table 1 
Bounds f;:, .r:, ft, for the wave-length density, covariance function r, (45) 
0.3 0.005 0.005 0.005 3.6 0.049 0.048 0.048 
0.6 0.026 0.026 0.026 3.9 0.043 0.039 0.039 
0.9 0.057 0.057 0.057 4.2 0.049 0.039 0.039 
1.2 0.109 0.109 0.109 4.5 0.068 0.041 0.041 
1.5 0.219 0.219 0.219 4.8 0.103 0.041 0.040 
1.8 0.469 0.469 0.469 5.1 0.161 0.035 0.033 
2.1 0.836 0.836 0.836 5.4 0.243 0.025 0.023 
2.4 0.747 0.747 0.747 5.7 0.335 0.016 0.014 
2.7 0.358 0.358 0.358 6.0 0.398 0.010 0.008 
3.0 0.152 0.152 0.152 6.3 0.389 0.007 0.005 
3.3 0.075 0.075 0.075 
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Bounds ,f:, f :, f:, f;, for the wave-length density, covariance function rz (45) 
0.3 0.010 0.010 0.010 
0.6 0.055 0.055 0.055 
0.9 0.114 0.114 0.114 
1.2 0.202 0.202 0.202 
1.5 0.349 0.349 0.349 
1.8 0.542 0.542 0.542 
2.1 0.620 0.620 0.620 
2.4 0.460 0.460 0.460 
2.7 0.253 0.253 0.253 
3.0 0.133 0.133 0.133 
3.3 0.082 0.081 0.08 1 
fo’ .r: .li 6 I f' f: ,I .fz' fl7 
0.010 3.6 0.067 0.065 0.064 0.064 
0.055 3.9 0.075 0.066 0.065 0.065 
0.114 4.2 0.106 0.080 0.078 0.078 
0.202 4.5 0.170 0.099 0.093 0.093 
0.349 4.8 0.276 0.106 0.093 0.092 
0.542 5.1 0.401 0.08 1 0.063 0.062 
0.620 5.4 0.461 0.048 0.033 0.03 1 
0.460 5.7 0.402 0.029 0.017 0.015 
0.253 6.0 0.286 0.018 0.011 0.008 
0.133 6.3 0.186 0.016 0.007 0.005 
0.081 
Table 3 
Bounds ,fi, f :, f:, f,-, fo, for the wave-length density, covariance function 
r3 (45) 
I fo’ f: .r: fl .fiY 
0.3 0.473 0.455 0.453 0.453 0.453 
0.6 0.421 0.395 0.391 0.391 0.390 
0.9 0.416 0.382 0.373 0.373 0.371 
1.2 0.429 0.387 0.371 0.370 0.366 
1.5 0.442 0.388 0.367 0.353 0.347 
1.8 0.443 0.374 0.348 0.320 0.310 
2.1 0.428 0.346 0.314 0.273 0.259 
2.4 0.407 0.309 0.271 0.221 0.204 
2.7 0.387 0.274 0.228 0.172 0.150 
3.0 0.371 0.243 0.191 0.129 0.103 
3.3 0.360 0.218 0.160 0.091 0.064 
3.6 0.353 0.199 0.136 0.059 0.034 
3.9 0.350 0.184 0.117 0.034 0.016 
4.2 0.348 0.172 0.104 0.018 0.003 
4.5 0.348 0.164 0.092 0.010 0.000 
Table 1 gives the bounds for the low-frequency white noise process, i.e. the 
covariance r, . We can see, that the upper bound f: and the lower bound _fi are 
almost identical. The total probability mass is 0.997, indicating that only 0.3% of 
all waves are longer than 6. 
The covariance r2 represents a process with bimodal spectrum. Such a process 
has more irregular sample paths than the low-frequency white noise, and con- 
sequently the upper bound f: is less accurate, see Table 2. However, the upper 
bound f; and the lower bound fi are almost identical. The total probability mass 
is 0.998. 
Finally, the Gaussian process with covariance function r, is clearly the most 
difficult to approximate. Table 3 shows the bounds for that process. Since the integral 
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of the lower bound f[ is 0.995, the density of the wave-length T is very close to 
f ;. As we have mentioned before, the approach based on factorial moments (see 
Lindgren, 1972) does not work for this covariance function, and the integral of his 
lower bound, which is a 4-dimensional integral, is only ca. 0.87. (Observe that 
the next closer lower bound using the factorial moment approach is at least 
a 7-dimensional integral.) Now, the lower bound f; is also a 4-dimensional in- 
tegral, however we need some additional computing time for evaluation of 
inf,, 5,1I , ~(X,,,,z,,z,(~“) zs 0). 
In order to give some ideas about the amount of the numerical calculations 
involved in the evaluation of fl, f:, f:, f(;, f I, f;, for the wave-length density, for 
the covariance function r3, we have estimated the relative computation time for 
fl(l.8), f:(l.8), fc(l.S), f;(1.8), f;(l.8), f;(1.8), to be ca. 1, 10, 60, 300, 1200, 
20 000, respectively. Observe that by (5 l), fi( t) . IS a one-dimensional integral. 
5.2. The transition probabilities from a maximum to the following minimum 
In order to extend the bounds derived in Section 5.1 to the case of joint density of 
wave-length, maximum and the following minimum, T([‘), t(O), c(T), we include 
in (48), the conditioning on two additional variables t(O) and t(t). In that case the 
formula (18) can be written as 
f(t, u, u,) = Hl,ll<~l,- o$“(t)l6’(t) =O, 5(O) = 4 5(t) = U,lfE.(r)t(O),E(r)(O, 4 u,), 
where 5 is the Slepian model process for x after a local maximum. The bounds fl, 
f:, fz, f L, f;, can be evaluated in a similar way as we have described in Section 5.1. 
Table 4 
Bounds fc, f:, f;, f;, f;, for the conditional wave-length and the height 
of the following minimum given maximum value ,fT,(~.),~(r,),f(o,(t, -l/l), for 
covariance function r, (45) 
1.2 0.002 0.002 0.002 0.002 0.002 
1.5 0.093 0.093 0.093 0.093 0.093 
1.8 0.205 0.204 0.204 0.204 0.204 
2.1 0.221 0.214 0.213 0.213 0.213 
2.4 0.204 0.190 0.185 0.185 0.185 
2.1 0.186 0.164 0.154 0.154 0.153 
3.0 0.173 0.145 0.125 0.125 0.123 
3.3 0.164 0.130 0.100 0.100 0.096 
3.6 0.158 0.118 0.084 0.077 0.07 1 
3.9 0.155 0.108 0.072 0.057 0.049 
4.2 0.152 0.091 0.064 0.040 0.030 
4.5 0.149 0.084 0.054 0.027 0.009 
4.8 0.147 0.084 0.049 0.016 0.005 
336 1. Rychlik / First passage densities 
Since for Gaussian processes, the density of the maximum f&,(u) is known, we 
can bound the conditional densities T,([‘), [(T,) 1 t(O) by simply dividing the bounds 
fo+, f:, f2+r fl, f;, by f&,(u). 
In Table 4, we present the bounds for the conditional densities T,([‘), [(T,) 1 t(O), 
for the covariance function r, (45), where the extreme values t(O), [(T,) are 1, -1, 
respectively. The upper and lower bounds f; and f; are close to each other, giving 
the possibility to estimate the transition probability from the maximum to the 
following minimum. The knowledge of such transition probabilities is of use in 
studies dealing with fatigue under random loadings (see Rychlik, 1988). 
Appendix: Proof of Theorem 9 
The proof is based on the following simple lemma. 
Lemma 1. Let G( t, x) be a continuously diferentiable mappingfrom R2 into R. Assume 
that for ajxed t there exists a constant F > 0, such that for all s E [t - E, t + e], G(s, .) 
is a one-to-one real function. Denote by p,( . ) an inverse mapping to G( t, . ). Let X be 
a real valued random variable with a bounded and continuous density function fx and 
B an open X-measurable set. If for a fixed y E R, p,(y) E B, then the time derivative 
of the probability P(X E B, G( t, X) < y) is given by 
$ P(X E B, G(t, X) <Y) = c; P,(Y) .fx(p,(y)), 
where c is a sign of the derivative (d/dy)p,( y), i.e. 
Furthermore, if p,( y) g B*, where B” is closure of the B-set, then the time derivative 
of the probability P(X E B, G( t, X) < y) is equal to zero. 
Finally, ifp,( y) E aB = B” - B, then 
,im sup Ik’(X E B, G(t, W <Y) - P(X E B, G(s, X) < y)I 
It-s1 5s co, S-I 
where q, is a finite constant. 
Proof. Since G(s, a), is a one-to-one continuously differentiable function in some 
neighborhood of t, there exists an E > 0, such that for all s E [t - E, t + F], the function 
G(s, . ) is monothonical. Assume first, that for all s E [t - F, t + E], the G(s, . )- 
function is decreasing, the opposite case, i.e. G is increasing, can be treated similarly, 
then 
{x: G(s, x) <Y> = (P,(Y), +a’). C.42) 
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Since B is open and p,(y) E Z3, there exists some S < E such that for all s E 
[t - 6, t + 61 we have p5( y) E B. By continuity assumption on the ps( y)-function we 
can find a positive constant r such that the interval Z,,c = (p$( y), p,(y) + r] E B. By 
(A2), {x: G(s, x) < y} = Z,r u (p,(y) + r, +co) and hence 
Z’(XEB, G(t,X)<y)-ZYXEB, G(s,X)<y)=F,(p,(y))-&(P,(.Y)) 
= -(t-s) ..f,(P,,,(Y))$p,(?‘)l,=,+,, 
where 1 B I< 1 t - sl, giving the first statement of the lemma. 
In the case when p,(y) g B”, the probability P(X E B, G(s, X) < y) is constant in 
some neighborhood of t, consequently the derivative is zero. 
Finally, for any s, such that p(y) > p,(y), 
P(X~B,G(t,x)<y)-P(x~B,G(s,x)<y)~F,(p,(y))-F,(p,(y)), 
and hence 
IP(X E B, G(t, X) <Y)-Z’(XEB, G(s,X)<y)l 
4--SI &s(Y)lT=t+F SUPfX(X), 
X 
what finishes the proof. 0 
We turn now to the proof of Theorem 9. 
Proof of Theorem 9. Since y is decomposable at t, there exists a continuously 
differentiable mapping F from [w+ x R x [w k such that 
Y(S) = F(s, X, A(s)), 
where A is a k-variate continuously differentiable process independent of the random 
variable X. 
Consider the A-section of { 11 y(s)11 < 0, y(t) < 0}, i.e. 
~ll~(s)ll<~,~(t)<OI~ ={IIF(s, X, o)ll<O, F(t, X, w)<O>. 
By Fubini’s theorem, the probability of {II y(s) II < 0, y(t) < 0} is 
P(IIY(s)ll<O,Y(t)<O) 
P(IIF(s,X,w)lI<O,F(t,X,w)<O)dP,(w). (A3) 
Let G,( t, x) = F( t, x, w). Since y is a decomposable process at t, G, satisfies 
assumptions on the G-function of Lemma I. Let p,(x) be an inverse function to 
G,,,. (Obviously, the p,-function depends on w but for notational convenience we 
do not write it explicitly.) Let B, = {x: II F( s, x, W) II < 0}, which is an open X measur- 
able set. By (A3), we have 
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Assume that we are allowed to change the derivation and integration operations 
in (A4), then, by Lemma I, 
where c is defined by (Al). We have also used that y(s), y(t), y’(t) has a joint 
density and hence 
Since p,(O) is a solution of the equation F(t, p,(O), w) = 0 then 
dp,(O) 
dt= -F:: lo) I_“)/(““‘:~ w) 1._,;,,,) 3 
and hence 
~P(lIYoll~o,Y(~~~o)=- 
x / $d~)i,=oll,(~,(O)) df’ii(w). 
Consequently, by Lemma 2, the formula (38) follows. Finally, since fX and 
moments (37) are bounded, we are allowed to change the derivation and integration 
operations in (A4), what finishes the proof. 0 
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