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ABSTRAKSI 
Internal fraud atau kecurangan dalam perusahaan 
menjadi salah satu penyebab kerugian yang paling signifikan. 
Fakta ini mendorong perusahaan untuk memiliki kebijakan dalam 
hal keamanan dan sistem informasi yang kuat dalam deteksi 
fraud. Tugas akhir ini fokus kepada fraud berbasis proses. Fraud 
berbasis proses adalah suatu kecurangan yang terjadi dalam 
proses bisnis. Terdapat sepuluh tipe kriteria anomali terjadinya 
fraud yaitu Skip Sequence, Skip Decision, Throughput Time 
Maximum, Throughput Time Minimum, Wrong Pattern, Wrong 
Decision, Wrong Duty Decision, Wrong Duty Sequence, Wrong 
Duty Combine serta Wrong Resource. Untuk menangkap anomali 
ini dilakukan pemodelan ontologi terhadap Standard Operational 
Procedure dan event logs. Pembuatan rules pada model ontologi 
menggunakan SWRL rules digunakan untuk mendapatkan kasus 
yang terindikasi terjadi anomali. Fuzzy Multi Criteria Decision 
Making TOPSIS digunakan untuk perhitungan rating anomali. 
Dan Decision Tree digunakan untuk klasifikasi status anomali 
dari tiap kasus yang ada pada event logs. Dalam tugas akhir ini 
dilakukan uji coba terhadap studi kasus pengajuan kredit bank 
dan menghasilkan pendeteksian anomali yang akurat dengan 
akurasi sebesar 98%, specificity sebesar 1, dan sensitivity sebesar 
viii 
0,71 untuk pelabelan rating dengan FMCDM TOPSIS. 
Sedangkan dengan MCDM TOPSIS menghasilkan akurasi 
sebesar 97,5% dengan sensitivity serta specificity masing-masing 
sebesar 1. 
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Internal fraud in a company has been one of the most 
significant cause of company loss. This fact pushed company to 
have regulacy about strong security and information system on 
fraud detection. This final project is focused on fraud process 
business based. There are ten type of anomaly, those are Skip 
Sequence, Skip Decision, Throughput Time Maximum, 
Throughput Time Minimum, Wrong Pattern, Wrong Decision, 
Wrong Duty Decision, Wrong Duty Sequence, Wrong Duty 
Combine and Wrong Resource. Ontology modelling on Standard 
Operational Procedure and event logs is used to get anomalous 
cases. The creation of SWRL rules is used to get the anomalous 
cases. Fuzzy Multi Criteria Decision Making TOPSIS is used to 
calculate the anomalous rate of case. And Decision Tree is used 
to classify the status of anomaly. The goal is to get the data of 
deviation behaviour or the violation with the confidence value. In 
this final project, credit application is used for testing purpose. 
The test resulting an acurate anomaly detection proven with 98% 
rate of accuracy, specificity rate of 1, and sensitivity rate of 0,71 
for rating labelling with FMCDM TOPSIS. While with MCDM 
x 
TOPSIS resulting 97,5% rate of accuracy,  each sensitivity and 
specificity is 1. 
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BAB I  
PENDAHULUAN 
Pada bab ini akan dipaparkan mengenai garis besar Tugas 
Akhir yang meliputi latar belakang, rumusan masalah, batasan 
permasalahan, tujuan, metodologi pembuatan Tugas Akhir, dan 
sistematika penulisan. 
1.1 Latar Belakang 
Internal fraud atau kecurangan dalam perusahaan menjadi 
salah satu penyebab kerugian yang paling signifikan. Terdapat 
1.483 kasus fraud yang telah menyebabkan kerugian sebesar 
US$1.700.000.000 di 100 negara [1].  Rata-rata suatu perusahaan 
telah mengalami kehilangan laba kotor sebesar 7% dalam satu 
tahun, 20% pegawai pada perusahaan tidak pernah melakukan 
kecurangan, 60% sangat bergantung pada kesempatan untuk 
melakukan kecurangan dan 20% benar-benar melakukan 
kecurangan [2]. Fakta ini mendorong perusahaan untuk memiliki 
kebijakan dalam hal keamanan dan sistem informasi yang kuat 
dalam penanggulangan fraud. 
Definisi dari fraud sendiri adalah penyalahgunaan dari 
sistem organisasi tanpa melanggar hukum [3]. Menurut referensi 
lain, fraud adalah tindak pidana menggunakan informasi palsu 
untuk mendapatkan keuntungan dengan cara tidak benar [4]. 
Tugas akhir ini akan fokus kepada fraud berbasis proses. Fraud 
berbasis proses adalah suatu kecurangan yang terjadi dalam 
proses bisnis [5]. Berdasarkan penelitian sebelumnya, ada 
beberapa tipe kriteria terjadinya fraud [6]. Anomali atau 
penyimpangan ini didefinisikan sebagai kemunculan dari kriteria 
fraud. Namun, anomali yang terjadi tidak selalu mengindikasikan 
perusahaan mengalami kerugian olehnya. 
Berdasarkan referensi, process mining dari event logs dapat 
mengurangi kejadian fraud di dalam internal proses bisnis [7]. 
Namun, metode process mining saat ini belum dapat memenuhi 
kebutuhan pengecekan data yang tersimpan dalam event logs 
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(atribut). Untuk itu dalam tugas akhir ini event logs dan Standard 
Operating Procedure (SOP) diubah ke dalam model ontologi. 
Perubahan dilakukan agar dapat dilakukan pengecekan atribut dan 
kesesuaian dengan SOP menggunakan Pellet Reasoner. 
Pellet Reasoner yang menggunakan SWRL rule digunakan 
untuk mengambil event dalam event logs yang terdapat anomali. 
Selain itu digunakan untuk melakukan pengecekan data yang 
tersimpan dalam event logs. Pengambilan event dilakukan dengan 
cara membandingkan dengan SOP yang telah dimodelkan ke 
model ontologi. 
Fuzzy Multi Criteria Decision Making TOPSIS digunakan 
untuk perhitungan rating anomali dan Decision Tree digunakan 
untuk penggalian proses.  
1.2 Rumusan Masalah 
Rumusan masalah dalam Tugas Akhir ini adalah sebagai 
berikut: 
1. Bagaimana cara menggunakan model ontologi untuk 
mendapatkan data anomali pada event logs dari proses bisnis 
yang dijalankan? 
2. Bagaimana cara menghitung rating anomali dengan 
menggunakan Fuzzy Multi Criteria Decision Making for the 
Technique for Order Preference by Similarity to Ideal Solution 
(FMCDM TOPSIS)? 
3. Bagaimana melakukan kategorisasi hasil pendeteksian anomali 
ke dalam kelas anomali yang sesuai? 
4. Bagaimana menyimpulkan pola aktivitas dalam event logs 
yang merupakan pola terjadinya anomali dengan 




1.3 Batasan Permasalahan 
Permasalahan yang dibahas dalam tugas akhir ini memiliki 
beberapa batasan, di antaranya sebagai berikut: 
1. Pemodelan proses bisnis dengan menggunakan Petri Net. 
2. Deteksi anomali dengan menggunakan model ontologi. 
3. Terdapat maksimal lima buah case dalam event logs model 
ontologi. 
4. Reasoner yang digunakan untuk menjalankan Semantic Web 
Rule Language (SWRL) yaitu Pellet Reasoner. 
5. Data uji yang digunakan adalah berupa event logs berekstensi 
XES dan model proses bisnis SOP berekstensi pnml. 
6. Terdapat 1200 data untuk data training dan data testing. 
7. Data uji yang digunakan tidak nyata, namun simulasi proses 
bisnis aplikasi kredit pada bank. 
8. Penilaian kepentingan kriteria pelanggaran menggunakan 
pendekatan integrasi antara subjektif dan objektif yaitudata 
dari pakar dan perhitungan secara matematis. 
1.4 Tujuan 
Tujuan dari Tugas Akhir ini adalah sebagai berikut: 
1. Menggunakan model ontologi untuk mendapatkan data 
anomali dari event logs pada proses bisnis yang dijalankan. 
2. Memanfaatkan FMCDM TOPSIS untuk menghitung rating 
anomali. 
3. Melakukan kategorisasi hasil pendeteksian anomali ke dalam 
kelas anomali yang sesuai. 
4. Memanfaatkan Decision Tree untuk menyimpulkan pola 
aktivitas dalam event logs yang merupakan pola terjadinya 
anomali. 
1.5 Metodologi 
Langkah-langkah yang ditempuh dalam pengerjaan Tugas 




1. Studi literatur 
Literatur yang digunakan untuk pengerjaan tugas akhir ini 
adalah sebagai berikut: 
a. Menganalisa jenis-jenis anomali. 
b. Membuat model ontologi menggunakan Protégé. 
c. Membuat SWRL rules menggunakan Pellet Reasoner pada 
Protégé. 
d. Pemberian rating menggunakan FMCDM TOPSIS. 
e. Pengklasifikasian data uji menggunakan Decision Tree. 
f. Pengujian akurasi menggunakan confusion matrix. 
2. Implementasi 
Beberapa hal yang diperlukan dalam implementasi adalah 
sebagai berikut: 
a. Pemodelan SOP proses bisnis menjadi workflow petri net 
menggunakan WoPed. 
b. Pemodelan ontologi menggunakan Protégé. 
c. Pembuatan SWRL rules menggunakan Pellet Reasoner.  
d. Eksplorasi data dengan Microsoft Excel. 
e. Pembuatan program menggunakan Eclipse Kepler dan 
OWL API. 
 
3. Pengujian dan evaluasi 
Pengujian metode yang digunakan dalam Tugas Akhir ini 
menggunakan blackbox testing, dimana masukan (input) 
berupa event logs dan model proses bisnis SOP. Kemudian 
melakukan analisis dari keluaran dari program yang berupa 
data pelanggaran. Setelah itu dihitung akurasi dari penggunaan 
metode pada Tugas Akhir ini. 
 
4. Penyusunan buku Tugas Akhir 
Pada tahap ini dilakukan pendokumentasian dan pelaporan 
dari seluruh konsep, dasar teori, implementasi, proses yang 
telah dilakukan, dan hasil-hasil yang telah didapatkan selama 




1.6 Sistematika Penulisan 
Buku Tugas Akhir ini merupakan dokumentasi dari 
pengerjaan Tugas Akhir ini, sehingga pembaca dapat mengerti 
gambaran dari Tugas Akhir ini. Selain itu, diharapkan buku Tugas 
Akhir ini dapat berguna untuk pembaca yang tertarik untuk 
melakukan pengembangan lebih lanjut. Secara garis besar, buku 
Tugas Akhir terdiri atas beberapa bagian seperti berikut ini. 
BAB I PENDAHULUAN 
Bab ini berisi latar belakang masalah, tujuan dan 
manfaat pembuatan Tugas Akhir, permasalahan, 
batasan masalah, metode yang digunakan, dan 
sistematika penyusunan Tugas Akhir. 
 
BAB II TINJAUAN PUSTAKA 
Bab ini membahas beberapa teori penunjang yang 
berhubungan dengan pokok pembahasan dan 
mendasari pembuatan Tugas Akhir ini. 
 
BAB III METODOLOGI 
Bab ini membahas mengenai metode yang digunakan 
dalam menyelesaikan Tugas Akhir ini. Metode berisi 
langkah-langkah dan cara yang digunakan dalam 
Tugas Akhir ini. 
 
BAB IV ANALISIS DAN PERANCANGAN SISTEM 
Bab ini membahas mengenai perancangan perangkat 
lunak plugin yang meliputi perancangan data, 
arsitektur, proses, dan perancangan antarmuka pada 
plugin. Pada bab ini juga dibahas mengenai 
implementasi fitur-fitur di dalamnya. 
 
BAB V IMPLEMENTASI  
Bab ini berisi implementasi dari metode yang telah 
dianalisis. Implementasi berupa potongan kode 
sumber yang dibuat. 
 
BAB VI PENGUJIAN DAN EVALUASI 
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Bab ini membahas pengujian fungsionalitas 
perangkat lunak dengan memperhatikan keluaran 
yang dihasilkan serta evaluasi terhadap fitur-fitur 
plugin. 
 
BAB VII KESIMPULAN DAN SARAN 
Bab ini berisi kesimpulan dari hasil pengujian yang 
dilakukan. Bab ini juga membahas saran-saran untuk 
pengembangan sistem lebih lanjut. 
DAFTAR PUSTAKA 
Merupakan daftar referensi yang digunakan untuk 







2 BAB II 
TINJAUAN PUSTAKA 
Pada bab ini akan dibahas mengenai teori-teori yang 
menjadi dasar dari pembuatan Tugas Akhir. Teori-teori tersebut 
meliputi fraud dan anomali, event logs, model ontologi, Multi 
Criteria Decision Making TOPSIS, Decision Tree dan penelitian 
sebelumnya. 
2.1 Fraud dan Anomali 
Fraud merupakan suatu bentuk kecurangan yang terjadi 
dalam sebuah perusahaan dan merugikan perusahaan. Fraud 
dapat terjadi dikarenakan adanya kesempatan yang dimiliki oleh 
pelaku yang memiliki otorisasi tertentu dalam sebuah perusahaan. 
Fraud memiliki definisi sebagai penyalahgunaan jabatan untuk 
melakukan kecurangan tanpa melanggar aturan [8]. 
Berdasarkan penelitian yang telah dilakukan [9], terdapat 
enam tipe atribut atau criteria anomali indikasi akan terjadinya 
fraud yaitu: 
1. Skipped Activity 
Anomali ini adalah anomali ketika terdapat aktivitas yang 
seharusnya dieksekusi berdasarkan model proses bisnis SOP 
namun berdasarkan event logs tidak dieksekusi. Terdapat dua 
jenis skipped activity yaitu: 
- Skip Sequence, apabila aktivitas yang dilewati merupakan 
aktivitasyang tidak memiliki percabangan. 
- Skip Decision apabila aktivitas yang dilewati memiliki 
percabangan. 
Gambar 2.1 dan Gambar 2.2 menunjukkan aktivitas 
sequence dan decision. Gambar 2.3 menunjukkan contoh 
anomali skip sequence, yang seharusnya terdapat aktivitas y 
dieksekusi setelah aktivitas z. Gambar 2.4 menunjukkan 
contoh anomali skip decision, yang seharusnya setelah 




Gambar 2.1 Aktivitas/Event Sequence 
 
 
Gambar 2.2 Aktivitas/Event Decision 
 
 
Gambar 2.3 Anomali Skip Sequence 
 
Gambar 2.4 Anomali Skip Decision 
2. Wrong Throughput Time 
Wrong Throughput Time adalah pelanggaran yang terjadi 
ketikadurasi eksekusi suatu aktivitas tidak sesuai dengan 
standar durasi eksekusi pada model proses bisnis 
SOP.Terdapat dua macam Wrong Throughput Time, yaitu 
Throughput Time Minimum apabila aktivitas yang dikerjakan 
di bawah durasi normal dan Throughput Time Maximum 




3. Wrong Resource 
Pada model proses bisnis SOP telah ditentukan resource 
yang berhak untuk mengeksekusi suatu aktivitas. Pada satu 
aktivitas terdapat beberapa orang yang berhak mengeksekusi 
aktivitas tersebut. Pembagian ini sudah ditentukan di dalam 
SOP. Pelanggaran Wrong Resource terjadi ketika ada 
aktivitas yang dieksekusi oleh resource yang tidak memiliki 
wewenang untuk mengerjakan aktivitas tersebut. Namun 
terdapat suatu pengecualian, resource tersebut boleh 
mengerjakan aktivitas tersebut apabila resource tersebut 
memiliki role yang lebih tinggi dari role yang diperbolehkan 
untuk mengeksekusi aktivitas tersebut. Jika role resource 
tersebut sama, maka akan dianggap sebagai pelanggaran dan 
termasuk ke dalam anomali Wrong Resource. 
4. Wrong Duty 
Wrong Duty adalah anomali ketika terdapat resource yang 
mengeksekusi aktivitas yang bukan menjadi hak role-nya. 
Namun apabila role dari resource tersebut lebih tinggi maka 
tidak menjadi masalah, dengan catatan resource tersebut 
tidak melakukan dua atau lebih aktivitas yang berbeda 
sekaligus dalam suatu case yang sama.Terdapat tiga jenis 
Wrong Duty yaitu Wrong Duty Sequence apabila terjadi pada 
aktivitas sequence, Wrong Duty Decision apabila terjadi pada 
aktivitas decision, dan Wrong Duty Combine apabila terjadi 
pada aktivitas sequence dan decision. 
5. Wrong Pattern 
Anomali ini terjadi ketika urutan aktivitas yang dieksekusi 
tidak sesuai dengan model proses bisnis SOP. Gambar 2.5 
menunjukkan urutan aktivitas yang sesuai dengan model 
proses bisnis SOP. Gambar 2.6 menunjukkan contoh Wrong 




Gambar 2.5 Contoh pada SOP 
 
Gambar 2.6 Contoh Wrong Pattern 
6. Wrong Decision 
Anomali ini terjadi ketika terdapat pengambilan keputusan 
yang tidak sesuai yang terjadi di aktivitas decision. 
Keputusan tersebut tidak sesuai dengan yang telah ditetapkan 
pada SOP. Pada aktivitas decision terdapat keterangan atribut 
yang akan menentukan ke arah jalur mana proses akan 
berjalan berikutnya. Contoh untuk aktivitas decision pada 
model SOP dapat dilihat pada Gambar 2.7. Dari gambar 
tersebut  dapat dilihat atribut plafond jika memiliki nilai 
lebih dari atau sama dengan 500.000.000 maka aktivitas 
selanjutnya adalah director_otorization. Kemudian apabila 
atribut plafond memiliki nilai kurang dari 500.000.000 maka 
aktivitas selanjutnya adalah leader_otorization. Contoh 
terjadinya anomali adalah ketika atribut plafond memiliki 
nilai sebesar 600.000.000 dan aktivitas yang dieksekusi 





Gambar 2.7 Aktivitas Decision pada SOP 
2.2 Event Logs 
Event logs adalah sekumpulan rekaman kejadian yang 
dieksekusi pada saat proses bisnis dijalankan. Event logs berisi 
informasi mengenai aktivitas apa yang dijalankan oleh siapa, 
kapan, serta data apa saja yang diterima. Seperti yang dapat 
dilihat pada Tabel 2.1, event logs tersusun atas event id, case id, 
activity, start time, complete time, serta resource. Event id 
merupakan nomor event. Case id menunjukkan satu proses instan 
yang berjalan dari awal sampai akhir. Activity merupakan 
aktivitas apa yang dieksekusi pada suatu event. Start time 
menunjukkan waktu sebuah aktivitas mulai dieksekusi. Complete 
time menunjukkan waktu berakhir dari aktivitas yang telah 
dieksekusi.Resource adalah aktor yang melakukan aktivitas yang 
dieksekusi [7]. 
Event Logs pada umumnya berekstensi MXML (Mining 
eXtensible Markup Language) dan XES MXML (Mining 
eXtensible Event Stream). Format XES ini yang dipilih sebagai 
format standar untuk pencatatan event log oleh IEEE Task Force 
on Process Mining. XES memiliki definisi standar yang dibuat 
oleh Christian W. Günther dan Eric Verbeek dari Universitas 









Activity Start Time Complete 
Time 
Resource 















... ... ... ... ... ... 
2.3 Model Ontologi 
Model ontologi adalah sebuah struktur hirarki dari istilah 
untuk menjelaskan sebuah domain yang dapat digunakan sebagai 
landasan untuk sebuah knowledge base.The Web Ontology 
Language (OWL) merupakan salah satu bahasa untuk pemodelan 
ontologi [11]. Ontologi OWL merupakan kumpulan dari aksiom 
yang dapat memberikan pernyataan tersurat mengenai tiga hal 
yaitu kelas, individu dan property. Individu merupakan anggota 
dari kelas, sedangkan property adalah sifat atau atribut yang 
dimiliki oleh individu tersebut. Dengan menggunakan suatu 
perangkat lunak yang disebut reasoner, dapat ditarik suatu fakta 
relasi yang secara implisit terkandung di dalam ontologi.  
 
Gambar 2.8 Contoh Model Ontologi OWL 
Misalkan terdapat contoh pemodelan ontologi OWL secara 




dapat dilihat bahwa ada kelas Person yang memiliki sub kelas 
Student. Dari kelas Student terdapat individu “Martin”. Dengan 
menggunakan  reasoner yang terdapat pada OWL, dapat ditarik 
fakta bahwa “Martin” adalah Person.  
Terdapat dua jenis property di ontologi OWL. Yang 
pertama adalah data property, yaitu relasi biner yang 
menghubungkan individu ke suatu data tertulis, misal 
xsd:dateTime atau xsd:string literal. Yang kedua adalah object 
property, yaitu relasi biner yang menghubungkan individu satu 
dengan yang lain. 
2.3.1 SWRL Rules 
Reasoner yang terdapat di bahasa OWL 2 tidak mampu 
mengekspresikan seluruh relasi yang ada pada model ontologi. 
Ketidak mampuan tersebut dapat dibantu dengan 
menggunakan Semantic Web Rule Language (SWRL) rules. 
SWRL rule adalah reasoner yang dijalankan 
menggunakanplugin Pellet Reasoner. SWRL merupakan 
bahasa yang digunakan untuk pemodelan semantik yang dapat 
digunakan untuk menyatakan aturan-aturan (rules) maupun 
logika yang merupakan kombinasi dengan OWL DL dan OWL 
Lite [12]. Komponen SWRL dijabarkan seperti pada Tabel 2.2. 
Tabel 2.2 Komponen SWRL 
Atom Deskripsi 
C(x) C adalah deklarasi class (nama class) 
dan x adalah nama individual atau 
variabel 
D(x) D adalah deklarasi data range dan x 
adalah variabel atau data value 
P(x, y) P adalah data atau object property, x dan 
y adalah variabel atau OWL individual. 
Jika P adalah object property maka y 
adalah sebuah individual, jika P adalah 




sameAs(x, y) x dan y adalah variabel atau individual 




x dan y adalah variabel atau individual 
jika keduanya merupakan individu yang 
berbeda 
BuiltIn(r, 𝒙𝟏 ,…𝒙𝒏) R adalah built-in relation dan 𝑥1 ,…,𝑥𝑛  
adalah data value atau variabel. SWRL 
mendefinisikan built-in sebagai fungsi 
untuk membandingkan dua jenis nilai 
yang berbeda. Contohnya adalah: 
equal(?x, y?), lessThan(?x, ?y) 
Kode Sumber 2.1 berikut merupakan contoh SWRL rules 
yang menyatakan bahwa x3 adalah Uncle dari x1 jika x2 adalah 
Parent dari x2. Tanda “->” digunakan sebagai penghubung antar 
atom. Sebuah variabel ditandai dengan ekspresi “?”. 
hasParent(?x1, ?x2), hasBrother(?x2, ?x3) -> hasUncle(?x1, ?x2) 
Kode Sumber 2.1 Contoh SWRL Rules 
2.3.2 OWL API 
OWL API merupakan suatu open source Java library untuk 
menangani OWL dan RDF(s). OWL API menyediakan classes 
dan methods yang berfungsiuntuk membuka dan menyimpan file 
OWL, melakukan query dan manipulasi data model, dan 
menjalankan fungsi reasoning. OWL API didesain ke dalam dua 
jenis konteks yaitu: 
1. Untuk komponen yang dieksekusi di dalam Protégé OWL 
editor. 
2. Untuk pengembangan aplikasi stand-alone sebagai library 
tambahan pada Java. 
Dalam tugas akhir ini OWL API digunakan sebagai library 




2.3.3 Pellet Reasoner 
Pellet Reasoner merupakan salah satu reasoner yang dapat 
digunakan untuk menjalankan fungsi reasoning pada model 
ontologi OWL. Pellet Reasoner didesain ke dalam dua jenis 
konteks yaitu: 
1. Untuk plugin reasoner di dalam Protégé OWL editor. 
2. Untuk pengembangan aplikasi stand-alone sebagai library 
tambahan pada Java. 
Dalam tugas akhir ini Pellet Reasoner digunakan sebagai 
library untuk  pembuatan sistem dengan bahasa Java. 
2.4 Fuzzy Multi Criteria Decision Making 
Multi Criteria Decision Making (MCDM) mengacu pada 
membuat pilihan di antara alternatif-alternatif yang ada 
dihadapkan dengan berbagai kriteria. Permasalahan MCDM 
secara singkat dapat dinyatakan dalam suatu matriks D(m×n) 
pada Persamaan 2.1 berikut [13]: 
𝐷 =  















𝑟𝑖1 𝑟𝑖2 ⋯ 𝑟𝑖𝑗
 
   (2.1) 
 
Dengan 𝐴𝑖 , 𝑖 = 1,… ,𝑚 adalah jumlah alternatif yang ada; 
𝑋𝑗 , 𝑗 = 1,… ,𝑛 adalah atribut untuk menghitung rating alternatif; 
𝑥𝑖𝑗  adalah rating dari alternatif 𝐴𝑖  terhadap atribut 𝑋𝑗 . 
Bilangan fuzzy trapezoidal untuk 𝑥𝑖𝑗  direperesentasikan sebagai  
𝑥𝑖𝑗 = (𝑎𝑖𝑗 , 𝑏𝑖𝑗 , 𝑐𝑖𝑗 ,𝑑𝑖𝑗 ). Bobot fuzzy trapezoidal direpresentasikan 




2.4.1 Fuzzy Technique for Order Preference by 
Similarity to Ideal Solution (Fuzzy TOPSIS) 
 TOPSIS merupakan sebuah metode yang digunakan 
untuk perhitungan rating anomali. Konsep utama dari metode ini 
yaitu tiap alternatif atau case harus memiliki jarak terdekat 
dengan solusi ideal-positif dan jarak terjauh dari solusi ideal-
negatif. TOPSIS mendefinisikan suatu indeks yang disebut 
similarity (atau kedekatan relatif) kepada solusi ideal dan 
remoteness kepada solusi ideal-negatif [13,14]. 
Kalkulasi normalized decision matrix.Matriks keputusan 
harus dinormalkan agar sama rata. Nilai normalisasi rij untuk 
bilangan crisp dikalkulasikan sebagai berikut: 






Nilai normalisasi rij untuk bilangan fuzzy dikalkulasikan 
sebagai berikut: 
 
𝑟𝑖𝑗 =  
𝑥𝑖𝑗  + 𝑥
∗






























   (2.3) 
Setelah mengaplikasikan Persamaan di atas, matriks dapat 
dituliskan kembali seperti Persaman 2.4 berikut: 
𝐷 =  















𝑟𝑖1 𝑟𝑖2 ⋯ 𝑟𝑖𝑗
 
  (2.4) 
 
1. Kalkulasi weighted normalized decision matrix. Nilai tersebut 






𝑣𝑖𝑗 =  𝑟𝑖𝑗 (. )𝑤𝑗












∗ 𝛿𝑗    (2.5) 
 
𝑣𝑖𝑗 =  𝑟𝑖𝑗 (. )𝑤𝑗
















𝛿𝑗   (2.6) 
 
2. Langkah berikutnya yaitu menentukan solusi ideal positif (PIS), 
𝐴∗, dan solusi ideal-negatif (NIS), 𝐴−. PIS dan NIS untuk 
bilangan crisp dijabarkan seperti pada Persamaan 2.7 dan 











∗ = max 𝑖 𝑣𝑖𝑗  dan 𝑣𝑗
− = min 𝑖 𝑣𝑖𝑗  
 
Untuk bilangan crisp 𝑣𝑗
∗dan 𝑣𝑗
−diperoleh langsung dengan rumus 
di atas. Untuk data berupa bilangan fuzzy, 𝑣𝑗
∗dan 𝑣𝑗
− didapatkan 
melalui prosedur pengurutan berdasarkan peringkat. Chen dan 
Hwang [15] menggunakan metode pengurutan berdasarkan 
peringkat oleh Lee dan Li [16] untuk perbandingan bilangan 
fuzzy. Pada bilangan fuzzy, 𝑣𝑗
∗dan 𝑣𝑗
− adalah bilangan fuzzy yang 
memiliki rerata umum terbesar dan rerata umum terkecil. Rerata 
umum untuk bilangan fuzzy 𝑣𝑖𝑗 ,∀𝑖, 𝑗, didefiniskan sebagai 
Persamaan 2.9 berikut: 
 





2 −𝑎𝑖𝑗 𝑏𝑖𝑗+𝑐𝑖𝑗 𝑑𝑖𝑗
[3 −𝑎𝑖𝑗−𝑏𝑖𝑗+𝑐𝑖𝑗+𝑑𝑖𝑗  ]
  (2.9) 
 
Untuk tiap kolom j, didapatkan 𝑣𝑖𝑗  yang rerata terbesarnya adalah 
𝑣𝑗





3. Kalkulasi pengukuran pemisahan/jarak (separation measures). 
Jarak antara tiap case dapat diukur berdasarkan jarak Euclidian n-
dimensi. Jarak untuk setiap alternatif dari solusi ideal yaitu: 
𝑆𝑖∗ =   𝐷𝑖𝑗
∗𝑛
𝑗=1 , 𝑖 = 1, . . . ,𝑚 (2.10) 
𝑆𝑖− =   𝐷𝑖𝑗
−𝑛
𝑗=1 , 𝑖 = 1, . . . ,𝑚 (2.11) 
Untuk data crisp, selisih dari 𝐷𝑖𝑗
∗  diukur dengan menggunakan 
Persamaan 2.12. Sedangkan 𝐷𝑖𝑗
− diukur dengan menggunakan dan 
Persamaan 2.13. 
𝐷𝑖𝑗
∗ =   𝑣𝑖𝑗 −  𝑣𝑗
∗  (2.12) 
𝐷𝑖𝑗
− =   𝑣𝑖𝑗 −  𝑣𝑗
−  (2.13) 
Dengan 𝑣𝑖𝑗  adalah rerata umum untuk tiap 𝑣𝑖𝑗 , 𝑣𝑗
∗ adalah A* 
untuk tiap kriteria ke-j, sedangkan 𝑣𝑗
− adalah A- untuk tiap 
kriteria ke-j. 
4. Selanjutnya menghitung kedekatan relatif dengan solusi ideal 
menggunakan persamaan berikut: 
𝐶𝑖∗ =  
𝑆𝑖−
(𝑆𝑖∗+ 𝑆𝑖−)
   (2.14) 
Hasil akhir perhitungan yaitu kedekatan relatif yang kemudian 
digunakan sebagai rating anomali untuk tiap case. 
2.4.2 Pairwise Comparison 
Perhitungan bobot kepentingan kriteria dilakukan dengan 
pendekatan integrasi yaitu menggabungkan pendekatan subjektif 
dan objektif [13]. Pendekatan subjektif dalam tugas akhir ini 
didapatkan dari pendapat para ahli mengenai tingkat kepentingan 
antar kriteria. Karena hasil dari pendekatan subjektif adalah 
pernyataan linguistik, maka data diolah menjadi bilangan numerik 




Pairwise comparison diukur menggunakan skala. Salah 
satunya adalah skala Saaty yang ditunjukkan pada Tabel 2.3. 
Skala ini memetakan antara set diskrit dari pilihan linguistik 
dengan set diskrit dari angka yang merepresentasikan kepentingan 
atau berat dari pilihan linguistik tersebut.  
Kesamaran yang ada pada skala Saaty untuk bilangan 
fuzzy diperbaiki oleh van Laarhoven dan Pedryz [17] dengan 
menetapkan fungsi keanggotaan triangular untuk pairwise 
comparison seperti pada Tabel 2.4. 




1 Sama pentingnya 
3 Lemah kepentingan dibanding yang lain 
5 Kuat kepentingan 
7 Penting 
9 Mutlak penting 
2, 4, 6, 8 Nilai tengah antara dua pendapat 
 
Tabel 2.4 Skala Kepentingan dalam Fuzzy Triangular 
Skala Saaty Definisi Skala Fuzzy 
Triangular 
1 Equally important (1, 1, 1) 
3 Weakly important (2, 3, 4) 
5 Fairly important (4, 5, 6) 
7 Strongly important (6, 7, 8) 
9 Absolutely important (9, 9, 9) 
2 Nilai tengah antara 2 pendapat (1, 2, 3) 
4 Nilai tengah antara 2 pendapat (3, 4, 5) 
6 Nilai tengah antara 2 pendapat (5, 6, 7) 




2.5 Decision Tree 
Decision Tree merupakan salah satu metode data mining 
yang digunakan untuk klasifikasi. Konsep dari Decision Tree 
yaitu mengubah data menjadi pohon keputusan dan aturan-aturan 
keputusan [18]. Gambaran pemakaiannya yaitu untuk membuat 
aturan (rule) yang dapat digunakan untuk menentukan apakah 
case tersebut mempunyai potensi terdapat anomali berdasarkan 
kriteria-kriteria yang sudah ditentukan sebelumnya. 
Struktur hirarki pada decision tree terdiri dari nodes dan 
directed edges. Gambar 2.9 menunjukkan contoh decision tree 
untuk klasifikasi mamalia. Tree ini memiliki tiga tipe nodes yaitu: 
- Suatu root node yang tidak memiliki node yang di 
atasnya dan memiliki nol atau lebih node setelahnya. 
- Internal nodes, node ini memiliki satu node di 
atasnya dan dua atau lebih node setelahnya. 
- Leaf nodes atau terminal nodes, node ini memiliki 
satu node di atasnya dan tidak memiliki node 
setelahnya. 
Pada decision tree, setiap leaf node merupakan suatu 
label kelas. Kemudian non-terminal nodes, yaitu root node dan 
internal nodes, terdiri dari atribut yang berisi kondisi tes untuk 
memisahkan data yang memiliki karakter yang berbeda. 
Misalkan, root node pada Gambar 2.9 menggunakan atribut 
“Suhu Tubuh” untuk memisahkan hewan berdarah dingin dan 
berdarah panas. Karena seluruh hewan berdarah dingin adalah 
non mamalia, maka leaf node dengan label “Non-mamalia” 
dibentuk sebagai anak dari root node di kanan. Jika hewan 
tersebut berdarah panas, atribut yang berikutnya yaitu 
“Melahirkan” digunakan untuk membedakan mamalia dengan 
hewan berdarah panas lainnya seperti burung. 
Proses klasifikasi pada data uji dilakukan secara langsung 
ketika suatu decision tree telah selesai dikonstruksi. Klasifikasi 
dimulai dari root node dan mengikuti percabangan yang sesuai 
berdasarkan data uji. Dari situ dapat ditelusuri tiap baris data uji 




leaf node apa. Pelabelan kelas untuk data uji tersebut dilakukan 
berdasarkan dimana leaf node data uji tersebut berakhir. Sebagai 
contoh, Gambar 2.10 memberikan ilustrasi jalur dari decision tree 
yang digunakan untuk memprediksikan label kelas dari 
“Flamingo”. Dapat dilihat bahwa jalur tersebut berakhir di leaf 
node berlabel “Non-mamalia”. 
 
Gambar 2.9 Contoh Decision Tree untuk Klasifikasi Mamalia 
 





Entropi merupakan jumlah rerata informasi yang dibutuhkan 
untuk mengklasifikasikan atribut-atribut yang ada. Besarnya 





n :jumlah data 
c : kelas pelabelan 
i : jumlah atribut 
pi : probabilitas untuk tiap kelas c terhadap jumlah n data 
2.5.2 Information Gain 






Entropi (S) : Entropi atribut 
Entropi (Si) : Entropi suatu kelas ke-i 
n : jumlah kelas 
2.6 Confusion Matrix 
Confusion matrix berfungsi untuk melihat kemampuan 
model dalam memprediksi secara benar. Confusion matrix 
digunakan untuk mencari akurasi yang memiliki lebih dari dua 
kelas. Pada confusion matrix, terdapat istilah True Positive (TP), 
True Negative (TN), True Semi Positive (TSP), False Positive 
(FP), False Negative (FN), dan False Semi Positive (FSP). Untuk 
mengetahui pembagian antara TP, FP, FN, TN, TSP, dan FSP 
dapat dilihat pada. Untuk melihat kualitas dari data yang 
























sebagai langkah dalam mengevaluasi metode yang digunakan. 
Persamaan 2.16 adalah persamaan yang digunakan untuk 
menghitung akurasi. Akurasi yaitu ketepatan prediksi terhadap 
data riil. Persamaan yang digunakan untuk menghitung 
keakurasian setiap kelas atau yang disebut dengan presisi dapat 
dilihat pada Persamaan 2.17. Sedangkan Persamaan 2.18 dan 
Persamaan 2.19 digunakan untuk melihat porsi nilai positif dan 
nilai negatif yang terdapat pada data [19]. 




 A B C 
A TP FSP FN 
B FP TSP FN 
C FP FSP TN 
 
Keterangan: 
A : Anomali 
B : Semi Anomali 






















2.7 Penelitian Sebelumnya terhadap Deteksi Anomali 
Penelitian yang dilakukan penulis merupakan lanjutan dari 
tiga peneliti sebelumnya yaitu dari Rahadian [8], Farid [20], dan 
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Fernandes [21]. Ketiga penelitian tersebut membahas tentang 
deteksi fraud pada suatu proses bisnis. 
2.7.1 Pendeteksian Fraud Menggunakan Metode 
Process Mining dan Association Rule Miner 
Penelitian yang dilakukan oleh Rahadian Dustrial 
Dewandono [8] ini membahas tentang pendeteksian fraud 
menggunakan process mining pada studi kasus aplikasi kredit 
pada bank. Metode penelitian ini adalah process mining untuk 
mendeteksi perilaku fraud yang terjadi kemudian memberi 
keputusan case tersebut berstatus fraud atau no fraud 
menggunakan metode Association Rule Miner (ARL) dan 
aturan verifikasi dari pakar. Dari penelitian ini terdapat empat 
jenis atribut fraud yaitu skipped task analysis, throughput time 
analysis, resource analysis dan decision point analysis. 
Keluaran dari tahap process mining ini berupa informasi data 
jenis pelanggaran yang terdapat di tiap case. Informasi diberi 
tanda dengan flag bernilai 1 apabila terjadi pelanggaran dan 0 
apabila tidak terjadi pelanggaran. Kemudian keputusan untuk 
menentukan status tiap case didapatkan dengan metode ARL 
dan aturan verifikasi dari pakar. Akurasi yang didapatkan dari 
penelitian ini adalah 86,5%. 
2.7.2 Pendeteksian Fraud Menggunakan Metode 
Process Mining dan Fuzzy Association Rule 
Miner 
Penelitian selanjutnya dilakukan oleh Fernandes P. 
Sinaga [21] yang merupakan pengembangan dari penelitian 
sebelumnya dari Rahadian [8]. Pengembangan yang dilakukan 
yaitu berupa perbaikan data dan metode. Pada penelitian 
sebelumnya hasil keluaran process mining berupa data diskrit 
0 dan 1, kemudian pada penelitian ini hasil keluaran 
dikembangkan menjadi berupa data kontinu yang 




atribut. Jumlah total pelanggaran di setiap atribut 
dibandingkan dengan total event yang mungkin terjadi 
pelanggaran tersebut. Atribut fraud ditambahkan lagi 
berdasarkan evaluasi dari pakar yaitu yang semula ada 4 
atribut menjadi 10 jenis atribut fraud yaitu Skip Sequence, 
Skip Decision, Throughput Time Max, Throughput Time Min, 
Wrong Resource, Wrong Pattern, Wrong Duty Sequence, 
Wrong Duty Decision, Wrong Duty Combine, dan Wrong 
Decision. Sepuluh atribut tersebut memiliki bobot tingkat 
kepentingan kriteria yang berbeda satu sama lain. Selain itu 
pada penelitian ini dikembangkan suatu konsep baru untuk 
pendeteksian pelanggaran jenis decision dengan konsep semi-
ontologi. Metode ARL yang digunakan pada penelitian 
sebelumnya disempurnakan dengan menggunakan konsep 
fuzzy menjadi fuzzy ARL. Hasil akurasi yang didapatkan pada 
penelitian ini adalah 97%. Dengan demikian penelitian ini 
berhasil meningkatkan akurasi dari penelitian sebelumnya. 
2.7.3 Pendeteksian Fraud Menggunakan Metode 
Process Mining dan Analytical Hierarchy 
Process dengan Aturan Verifikasi 
Penelitian yang dilakukan oleh M. Farid Naufal [20] ini juga 
merupakan pengembangan penelitian dari Rahadian [8] yang 
dilakukan bersamaan dengan penelitian dari Fernandes [21]. 
Secara garis besar konsep penelitian serupa dengan Fernandes 
yang membedakan adalah metodenya yaitu dengan menggunakan 
metode Analytical Hierarchy Process (AHP). Penelitian ini 
menghasilkan akurasi sebesar 93%. 
2.7.4 Deteksi Anomali pada Proses Bisnis 
Menggunakan Metode Multi Criteria Decision 
Making TOPSIS dan Decision Tree 
Penelitian terbaru yang merupakan pengembangan dari 
penelitian sebelumnya dilakukan oleh penulis pada Tugas 
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Akhir ini. Pada penelitian ini dilakukan beberapa perbaikan 
dari penelitian sebelumnya salah satunya yaitu perbaikan 
model ontologi yang digunakan. Pada penelitian sebelumnya 
model ontologi hanya digunakan untuk pemodelan event logs 
untuk mendapatkan pelanggaran decision. Pada Tugas Akhir 
ini dilakukan pengembangan model ontologi baik pada proses 
bisnis maupun event logs secara utuh. Dengan menggunakan 
model ontologi yang utuh ini relasi-relasi dan perilaku-
perilaku dari studi kasus ini mampu digambarkan dengan lebih 
nyata. Kemudian perbaikan yang lain adalah definisi dari 
atribut fraud beserta definisi derajat pelanggarannya. Pada 
Tugas Akhir ini batasan permasalahan juga dibuat lebih 
umum. Penilaian fraud tidak digunakan sebagai pelabelan 
untuk case yang terdapat pelanggaran. Definisi fraud diubah 
menjadi anomali, karena untuk melakukan penilaian bahwa 
suatu case merupakan suatu fraud yaitu ketika pelanggaran 
tersebut merupakan pelanggaran yang merugikan perusahaan. 
Untuk penilaian pelanggaran tersebut merugikan atau tidak 
diperlukan pertimbangan aspek-aspek lain. Untuk itu pada 
Tugas Akhir ini hanya menyoroti terjadinya anomali saja. 
Secara garis besar diagram perkembangan penelitian 








3 BAB III 
METODOLOGI 
 Pada bab ini diberikan penjelasan mengenai langkah-
langkah yang dilakukan dalam pendeteksian anomali. Mulai dari 
metode yang digunakan untuk mendeteksi setiap kriteria anomali 
yang telah dijelaskan pada bab 2, yaitu dengan model ontologi, 
pemberian rating dari tiap case, hingga data training dan data 
testing menggunakan teknik penggalian data. 
 Metodologi yang dilakukan memerlukan dua data 
masukan yaitu event logs dan model proses bisnis standar yang 
sesuai dengan SOP. Event logs yang digunakan adalah yang 
berekstensi XES.Model proses bisnis yang digunakan adalah yang 
berekstensi PNML. Selanjutnya event logs dan proses bisnis 
standar dikonversi menjadi satu file model ontologi dengan tipe 
RDF/XML berekstensi OWL. Pada model ontologi juga 
disisipkan SWRL rules agar mampu mendapatkan fakta mengenai 
pelanggaran yang ada di model ontologi.Fakta mengenai 
pelanggaran yang ada kemudian menjadi masukan untuk metode 
FMCDM TOPSIS. Pada FMCDM TOPSIS data tersebut diolah 
untuk mendapatkan rating anomali. Dari hasil rating, dilakukan 
data training serta data testing menggunakan Decision Tree. 
 Dalam tugas akhir ini menggunakan studi kasus aplikasi 
kredit bank. Untuk studi kasus ini memiliki data uji yang terdiri 
dari data training dan data testing.Setelah itu dilakukan 
perhitungan akurasi dari metode yang digunakan untuk 
pendeteksian anomali pada Tugas Akhir ini. 
3.1 Konversi SOP dan Event Logs ke Model Ontologi 
Proses konversi SOP dan event logs ke model ontologi 
membutuhkan dua masukan. Masukan yang pertama yaitu model 
proses bisnis SOP berupa file Petri Net berekstensi PNML. 
Masukan yang kedua berupa file event logs yang dihasilkan dari 
proses bisnis yang dijalankan dengan ekstensi XES. Kedua file ini 
disatukan dalam satu file model ontologi yang sama. Lampiran 
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Gambar B.2 menggambarkan model ontologi hasil penggabungan 
model tersebut. Terdapat sembilan kelas dalam model ini yaitu: 
1. Activity 
Kelas Activity merupakan kelas yang berisi individu yang 
memiliki informasi mengenai nama-nama aktivitas yang ada 
pada SOP. Kelas ini hanya memiliki satu object property yaitu 
“Activity_Name”. Object property ini berisi informasi nama 
aktivitas pada individu tersebut. 
2. Resource 
Kelas Resource merupakan kelas yang berisi nama-nama 
individu resource yang sesuai pada SOP. Kelas ini hanya 
memiliki satu data property yaitu “Role_Name”, yang berisi 
informasi nama resource tersebut. 
3. Role 
Kelas Role merupakan kelas yang berisi nama-nama individu 
dari individu pada kelas Resource serta rangking antara 
individu Role satu dengan yang lain. Kelas ini memiliki satu 
object property dan satu data property yaitu: 
- Object property hasMember, berisi informasi nama 
individu di kelas Resource yang memiliki peran pada 
individu di kelas Role tersebut 
- Data property Ranking, berisi informasi rangking untuk 
individu di kelas Role tersebut. Terdapat tiga tingkatan 
rangking dalam property ini. Rangking 1 merupakan yang 
paling atas dan rangking 3 adalah yang paling rendah. 
4. Process 
Kelas Process merupakan kelas hasil konversi event logs yang 
berisi informasi mengenai proses pada event logs. Kelas ini 
memiliki empat jenis object property dan dua jenis data 
property. Object property tersebut yaitu: 
- hasActivity berisi informasi nama aktivitas dari kelas 
Activity. 
- performBy, berisi informasi nama individu dari kelas Role 




- hasNextActivity, berisi informasi nama aktivitas 
selanjutnya dari kelas Activity. 
- hasResource, berisi informasi nama individu dari kelas 
Resource yang mengeksekusi individu di kelas Process ini. 
Kemudian data property tersebut yaitu: 
- Start_Time, berisi informasi waktu dimulainya eksekusi 
aktivitas pada individu di kelas Process ini. 
- Complete_Time, berisi informasi waktu berakhirnya 
eksekusi aktivitas pada individu di kelas Process ini. 
5. Case 
Kelas Case merupakan kelas hasil konversi event logs yang 
berisi case apa saja yang berada di dalam kelas ini. Kelas ini 
hanya memiliki satu object property yaitu hasProcess. Object 
property ini berisi informasi individu-individu dari kelas 
Process yang dimiliki individu pada kelas Case. 
6. Anomali 
Kelas Anomali merupakan kelas yang berisi individu untuk 
menyimpan data pelanggaran sesuai tipenya. Terdapat sepuluh 
individu dalam kelas ini yaitu SkipDecision, SkipSequence, 
ThroughputTimeMax, ThroughputTimeMin, WrongDecision, 
WrongDutyCombine, WrongDutyDecision, 
WrongDutySequence, WrongPattern, dan WrongResource. 
Kelas ini hanya memiliki satu object property yaitu 
hasProcess. Object property ini menyimpan informasi 
individu dari kelasProcess yang dimiliki oleh individu di kelas 
Anomali. 
7. SOP 
Kelas SOP merupakan kelas untuk model proses bisnis SOP. 
Kelas ini berisi satu individu bernama “SOP”. Di kelas ini 
terhubung dengan kelas ConjointTask dengan hubungan relasi 
object property hasConjointTask. Object property tersebut 
berisi informasi individu di kelas ConjointTask yang dimiliki 





Kelas ConjointTask merupakan kelas yang berisi aktivitas-
aktivitas yang telah diatur pada model proses bisnis SOP. 
Jumlah individu di kelas ini adalah sebanyak jumlah aktivitas 
yang ada pada SOP. Tiap individu di kelas ConjointTask 
memiliki enam jenis object property dan enam jenis data 
property. Object property tersebut yaitu: 
- hasTaskInput,berisi informasi nama individu dari kelas 
Activity yang menjadi input pada individu di kelas 
ConjointTask. 
- hasTaskOutput, berisi informasi nama individu dari 
kelasActivity yang menjadi output untuk individu di kelas 
ConjointTask ini. 
- hasResource, berisi informasi nama individu dari kelas 
Resource yang memiliki wewenang untuk mengeksekusi 
individu di kelas ConjointTask ini. 
- hasDecision, jika individu di kelas ConjointTask ini 
merupakan aktivitas decision, maka akan berisi informasi 
nama individu dari kelas Decision 
- performBy, berisi informasi nama individu dari kelas Role 
pada individu di kelas ConjointTask ini. 
- hasActivity, berisi informasi nama aktivitas individu dari 
kelas Activity pada individu di kelas ConjointTask ini. 
Kemudian data property tersebut yaitu: 
- Place_Output, berisi angka jumlah aktivitas keluar yang 
dihasilkan pada individu di kelas ConjointTask ini. 
- Place_Input, berisi angka jumlah aktivitas yang masuk ke 
individu di kelas ConjointTask ini. 
- Split_Gate_Type, untuk aktivitas decision, berisi tipe split 
gate. Berisi “NULL” jika bukan merupakan aktivitas 
decision. 
- Join_Gate_Type, untuk aktivitas decision, berisi tipe join 
gate. Berisi “NULL” jika bukan merupakan aktivitas 
decision. 




- Duration, berisi angka durasi standar eksekusi. 
9. Decision 
Kelas Decision merupakan kelas yang berisi individu yang 
merupakan aktivitas decision. Kelas ini memiliki dua jenis 
object property dan dua jenis data property. Object property 
tersebut yaitu: 
- hasActivity, berisi informasi nama aktivitas individu dari 
kelas Activity. 
- hasNextActivity, berisi informasi nama aktivitas individu 
selanjutnya dari kelas-Activity. 
Kemudian data property tersebut yaitu: 
- Value, informasi nilai yang diperbolehkan untuk menuju 
aktivitas selanjutnya. Nilai dapat berupa string maupun 
angka. 
- Operation, informasi operasi untuk value tersebut. Operasi 
terdiri dari beberapa jenis yaitu “equal” untuk value berupa 
string maupun angka, “greaterThan” dan “lessThan” untuk 
value berupa angka. 
3.2 Pembuatan SWRL Rules Pellet Reasoner 
Untuk dapat mengambil data pelanggaran yang ada di 
kelas Process agar dapat disimpan ke dalam kelas Anomali, 
dilakukan pembuatan SWRL rules dengan Pellet Reasoner. 
Pembuatan SWRL rules dilakukan dengan bantuan Protégé. 
Setiap pelanggaran memiliki rules yang berbeda yang dijabarkan 
sebagai berikut. 
1. Skip Sequence 
Untuk menangkap anomali ini dibutuhkan dua bagian SWRL 
rules yang dijabarkan sebagai berikut: 
1) Kode Sumber 3.1 merupakan potongan SWRL rules yang 
bertujuan untuk menyimpan informasi individu Case yang 
mempunyai jenis activity sequence dan yang mempunyai 




Case(?c), SOP(SOP), hasActivity(?ct, ?a1), 







Kode Sumber 3.1 SWRL Rules Ke-1 untuk Skip Sequence 
2) Kemudian rules yang kedua pada Kode Sumber 3.2 
merupakan langkah pengisian individu SkipSequence 
dengan individu Case yang terjadi pelanggaran Skip 
Sequence. 
Anomali(SkipSequence1), Case(?c), hasActivity(?e,?a), 
hasCase(SkipSequence1,?ca), hasProcess(?c,?e), 
hasTaskOutput(SkipSequence1,?o), Activity_Name(?a,?an), 
Activity_Name(?o, ?on), Case_ID(?c, ?c1), 
Case_ID(?ca, ?ca1), equal(?c1,?ca1), notEqual(?on,?an) -> 
hasCase(SkipSequence, ?c), hasTaskOutput(SkipSequence, ?o) 
Kode Sumber 3.2 SWRL Rules Ke-2 untuk Skip Sequence 
2. Skip Decision 
Pelanggaran ini pendeteksiannya sama dengan Skip Sequence. 
Perbedaannya terletak pada apabila aktivitas tersebut terjadi 
pada aktivitas decision. Terdapat dua bagian SWRL rules yang 
dijabarkan sebagai berikut: 
1) Kode Sumber 3.3 merupakan SWRL rules yang bertujuan 
untuk menyimpan informasi individu Case yang 
mempunyai jenis activity decision dan yang mempunyai 
next activity yang berbeda dengan aktivitas di individu 
SOP. 
2) Kemudian rules yang kedua pada Kode Sumber 3.4 
merupakan langkah pengisian individu SkipDecision 
dengan aktivitas pada event yang terjadi pelanggaran Skip 
Decision. 





















Kode Sumber 3.4 SWRL Rules ke-2 untuk Skip Decision 
3. Throughput Time Minimum 
Pelanggaran ini cara pendeteksiannya yaitu dengan 
membandingkan durasi yang ada di event logs dengan durasi 
pada SOP. Jika durasi event logs lebih cepat dibanding SOP, 
maka masuk ke dalam pelanggaran ini. Durasi event logs 
didapatkan dengan cara melakukan operasi pengurangan 
terhadap jam berakhir aktivitas dengan jam dimulai 
aktivitas.Terdapat dua bagian SWRL rules yang dijabarkan 
sebagai berikut: 
1) Kode Sumber 3.5 merupakan rules yang berfungsi untuk 
menampung nilai durasi suatu individu Process yang 
didapatkan dari melakukan operasi pengurangan property 
Complete_Time dengan Start_Time. 
Case(?c),Process(?e),hasProcess(?c,?e),Complete_Time(?e,?
t2), Start_Time(?e, ?t1), subtract(?d, ?t2, ?t1) -> 
Duration(?e, ?d) 
Kode Sumber 3.5 SWRL Rules Ke-1 untuk Throughput 
Time Minimum 
2) Kemudian rules yang kedua pada Kode Sumber 3.6 
merupakan rules untuk membandingkan antara durasi 
pada individu Process di individu Case dengan durasi 
individu ConjointTask di individu SOP. Jika durasi 
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Process lebih kecil daripada durasi di ConjointTask, maka 
informasi individu Process akan disimpan di individu 
ThroughputTimeMin sebagai pelanggaran. 
Case(?c), SOP(SOP), hasActivity(?ct,?a1), 
hasActivity(?e,?a1), hasConjointTask(SOP,?ct), 
hasProcess(?c,?e), Duration(?ct,?d1), Duration(?e,?d2), 
divide(?d3,?d2,60), floor(?d4,?d3), lessThan(?d3, ?d1) -> 
hasCase(ThroughputTimeMin, ?e) 
Kode Sumber 3.6 SWRL Rules Ke-2 untuk Throughput Time 
Minimum 
4. Throughput Time Maximum 
Pelanggaran ini cara pendeteksiannya yaitu dengan 
membandingkan durasi yang ada di event logs dengan durasi 
pada SOP. Jika durasi event logs lebih lama dibanding SOP, 
maka masuk ke dalam pelanggaran ini. Durasi event logs 
didapatkan dengan cara melakukan operasi pengurangan 
terhadap jam berakhir aktivitas dengan jam dimulai aktivitas. 
Terdapat dua bagian SWRL rules yang dijabarkan sebagai 
berikut: 
1) Kode Sumber 3.7 merupakan rules yang berfungsi untuk 
menampung nilai durasi suatu individu Process yang 
didapatkan dari melakukan operasi pengurangan property 
Complete_Time dengan Start_Time. 
Case(?c),Process(?e),hasProcess(?c,?e),Complete_Time(?e,?
t2), Start_Time(?e, ?t1), subtract(?d, ?t2, ?t1) -> 
Duration(?e, ?d) 
Kode Sumber 3.7 SWRL Rules Ke-1 untuk Throughput Time 
Maximum 
2) Kemudian rules yang kedua pada Kode Sumber 3.8 
merupakan rules untuk membandingkan antara durasi 
pada individu Process di individu Case dengan durasi 
individu ConjointTask di individu SOP. Jika durasi 
Process lebih besar daripada durasi di ConjointTask, maka 
informasi individu Process akan disimpan di individu 








divide(?d3, ?d2, 60), floor(?d4, ?d3), greaterThan(?d4, ?d1) 
-> hasCase(ThroughputTimeMax, ?e) 
Kode Sumber 3.8 SWRL Rules Ke-2 untuk Throughput Time 
Maximum 
5. Wrong Resource 
Anomali Wrong Resource terjadi ketika ada resource yang 
mengeksekusi suatu aktivitas yang bukan menjadi 
wewenangnya di dalam role yang sama.  
Case(?c), SOP(?SOP), hasConjointTask(?SOP,  ?ct), 
hasProcess(?c, ?e), hasActivity(?ct, ?a1), hasActivity(?e, 
?a2),Activity_Name(?a1,?an1),  Activity_Name(?a2,?an2), 
equal(?an1,?an2), hasResource(?ct, ?r1), hasResource(?e,?r2), 
Role_Name(?r1,?rn1), Role_Name(?r2,?rn2), 
notEqual(?rn1,?rn2), performBy(?ct,?p1), performBy(?e,?p2), 
Ranking(?p1,?rk1), Ranking(?p2,?rk2), equal(?rk1,?rk2)-> 
hasCase(WrongResource,?e) 
Kode Sumber 3.9 SWRL Rules untuk Wrong Resource 
Kode Sumber 3.9merupakan rules untuk menangkap 
pelanggaran ini. Pelanggaran ini dideteksi dengan melihat 
object property hasResource dari suatu aktivitas pada individu 
Process di individu Case dengan aktivitas yang bersesuaian 
pada individu ConjointTask di individu SOP. Apabila terdapat 
perbedaan, dicek terlebih dahulu tingkat jabatannya melalui 
object property Ranking, jika Ranking di Process sama dengan 
di individu SOP, maka informasi Process yang melanggar 
disimpan ke dalam individu WrongResource. 
6. Wrong Duty Sequence 
Pelanggaran ini terjadi apabila terjadi ketika dalam satu case 
terdapat resource  yang mempunyai role dengan ranking yang 
rendah mengerjakan aktivitas sequence yang menjadi 






Case(?c), SOP(?SOP), hasConjointTask(?SOP, ?ct), 
hasProcess(?c, ?e), hasActivity(?ct, ?a1), hasActivity(?e, 
?a2),Activity_Name(?a1,?an1), Activity_Name(?a2,?an2), 
equal(?an1,?an2),hasResource(?ct,  ?r1), hasResource(?e,?r2), 
Role_Name(?r1,?rn1),Role_Name(?r2,?rn2),notEqual(?rn1,?rn2),p
erformBy(?ct,?p1),performBy(?e,?p2),Ranking(?p1,?rk1), 
Ranking(?p2,?rk2), lessThan(?rk1, ?rk2), 
Split_Gate_Type(?ct,”NULL”)-> hasCase(WrongDutySequence,?e) 
Kode Sumber 3.10 SWRL Rules untuk Wrong Duty Sequence 
Kode Sumber 3.10 merupakan rules untuk menangkap 
pelanggaran ini. Cara mendeteksinya yaitu dengan melihat 
object property hasResource dari suatu aktivitas pada individu 
Process di individu Case dengan aktivitas yang bersesuaian 
pada individu ConjointTask di individu SOP. Apabila terdapat 
perbedaan, dicek terlebih dahulu tingkat jabatannya melalui 
object property Ranking. Jika Ranking di Process lebih rendah 
daripada di SOP, dan property Split_Gate_Type yang ada pada 
aktivitas tersebut bernilai “NULL”, maka informasi Process 
yang melanggar disimpan ke dalam individu 
WrongDutySequence. 
7. Wrong Duty Decision 
Pelanggaran ini terjadi apabila terjadi ketika dalam satu case 
terdapat resource yang mempunyai role dengan rangking yang 
rendah mengerjakan aktivitas decision yang menjadi 
wewenang dari resource yang mempunyai rangking role lebih 
tinggi. 
Kode Sumber 3.11 SWRL Rules untuk Wrong Duty Decision 
Case(?c), SOP(?SOP), hasConjointTask(?SOP, ?ct), 
hasProcess(?c, ?e), hasActivity(?ct, ?a1), hasActivity(?e, 
?a2), Activity_Name(?a1,?an1), Activity_Name(?a2,?an2), 
equal(?an1,?an2), hasResource(?ct,  ?r1), 
hasResource(?e,?r2), Role_Name(?r1,?rn1), 
Role_Name(?r2,?rn2), notEqual(?rn1,?rn2), performBy(?ct,?p1), 
performBy(?e,?p2), Ranking(?p1,?rk1), Ranking(?p2,?rk2), 
lessThan(?rk1,?rk2), 




Kode Sumber 3.11 merupakan rules untuk menangkap 
pelanggaran ini. Cara mendeteksinya yaitu dengan melihat 
object property hasResource dari suatu aktivitas pada individu 
Process di individu Case dengan aktivitas yang bersesuaian 
pada individu ConjointTask di individu SOP. Apabila terdapat 
perbedaan, dicek terlebih dahulu tingkat jabatannya melalui 
object property Ranking. Jika Ranking di Process lebih rendah 
daripada di SOP, dan property Split_Gate_Type yang ada pada 
aktivitas tersebut bernilai “XOR”, maka informasi Process 
yang melanggar disimpan ke dalam individu 
WrongDutyDecision. 
8. Wrong Duty Combine 
Pelanggaran ini terjadi apabila terjadi ketika dalam satu case 
terdapat resource yang mempunyai role dengan rangking yang 
rendah mengerjakan aktivitas decision serta sequence yang 
menjadi wewenang dari resource yang mempunyai rangking 
role lebih tinggi. 
Case(?c), SOP(?SOP), hasConjointTask(?SOP, ?ct), 
hasProcess(?c, ?e), hasActivity(?ct, ?a1), hasActivity(?e, 
?a2), Activity_Name(?a1,?an1), Activity_Name(?a2,?an2), 
equal(?an1,?an2), hasResource(?ct, ?r1), hasResource(?e,?r2), 
Role_Name(?r1,?rn1), Role_Name(?r2,?rn2),  
notEqual(?rn1,?rn2), performBy(?ct,?p1), performBy(?e,?p2), 
Ranking(?p1,?rk1), Ranking(?p2,?rk2), lessThan(?rk1,?rk2), 
Split_Gate_Type(?ct,"NULL"), Split_Gate_Type(?ct,"XOR") 
-> hasCase(WrongDutyCombine,?e) 
Kode Sumber 3.12 SWRL Rules untuk Wrong Duty Combine 
Kode Sumber 3.12 merupakan rules untuk menangkap 
pelanggaran ini. Cara mendeteksinya yaitu dengan melihat 
object property hasResource dari suatu aktivitas pada individu 
Process di individu Case dengan aktivitas yang bersesuaian 
pada individu ConjointTask di individu SOP. Apabila terdapat 
perbedaan, dicek terlebih dahulu tingkat jabatannya melalui 
object property Ranking. Jika Ranking di Process lebih rendah 
daripada di SOP, dan property Split_Gate_Type yang ada pada 
aktivitas tersebut bernilai “XOR” maupun “NULL”,maka 
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informasi Process yang melanggar disimpan ke dalam 
individu WrongDutyCombine. 
9. Wrong Pattern 
Pelanggaran ini terjadi apabila pola atau urutan event pada 
case di event logs berbeda dengan pola atau urutan aktivitas 
pada SOP. 
Kode Sumber 3.13 merupakan rules untuk menangkap 
pelanggaran ini. Pelanggaran dideteksi dengan mengecek 
property hasActivity dan hasTaskOutput dari suatu aktivitas 
pada individu Process di individu Case dengan property 
hasActivity dan hasNextActivity dari aktivitas yang bersesuaian 
pada individu ConjointTask di individu SOP. Apabila terdapat 
perbedaan, maka informasi individu Process akan disimpan ke 
dalam individu WrongPattern sebagai pelanggaran. 
 
 
10. Wrong Decision 
Anomali Wrong Decision terjadi ketika dalam suatu aktivitas 
decision terdapat kesalahan pengambilan keputusan. Aktivitas 
yang berupa decision terdapat atribut yang akan berpengaruh 
pada eksekusi aktivitas sesudahnya. 
Activity(?a), Case(?c), ConjointTask(?ct), Process(?e), 
SOP(SOP), hasConjointTask(SOP, ?ct), hasProcess(?c, ?e),   
hasActivity(?ct, ?a1), hasActivity(?e, ?a2), 
Activity_Name(?a1,  ?n1),  Activity_Name(?a2, ?n2),  
equal(?n1, ?n2), hasNextActivity(?e,  ?na1),  
hasTaskOutput(?ct, ?na2), Activity_Name(?na1, ?nm1),  
Activity_Name(?na2, ?nm2), notEqual(?nm1, ?nm2) -> 
hasCase(WrongPattern, ?e) 




Seperti dapat dilihat pada Gambar 3.1, aktivitas check plafond 
memiliki atribut plafond. Pada model SOP terdapat aturan 
bahwa apabila atribut plafond lebih dari 500.000.000 maka 
aktivitas yang dilakukan selanjutnya adalah 
director_otorization. Begitu pula sebaliknya apabila besar 
plafond kurang dari 500.000.000 maka aktivitas yang harus 
dilakukan sesudahnya adalah leader_otorization. 
Penyimpangan terjadi ketika event dalam suatu case yang 
mempunyai nama aktivitas yang sama dengan task dalam SOP 
mempunyai nilai atribut yang sama namun mempunyai 
informasi next activity yang berbeda. 
Terdapat tiga bagian SWRL rules yang dijabarkan sebagai 
berikut: 
1) Kode Sumber 3.14 menjelaskan rules untuk menangkap 
pelanggaran wrong decision untuk Attribute berjenis non 
numerik. Ketika property Attribute pada individu Process 
mempunyai nilai yang sama dengan Attribute pada 
individu ConjointTask di SOP dan mempunyai next 
activity yang berbeda, maka informasi individu Process 
Gambar 3.1 Kejadian Decision 
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akan disimpan ke dalam individu wrong decision sebagai 
pelanggaran. 






Value(?dec,?Val), equal(?at,?Val), equal(?x1,?x2), 
notEqual(?y1,?y2)-> hasCase(WrongDecision, ?e) 
Kode Sumber 3.14 SWRL Rules Ke-1 untuk Wrong Decision 
2) Kode Sumber 3.15 merupakan rules untuk menangkap 
wrong decision yang memiliki Attribute berjenis numerik 
dengan status greater_than. Ketika property Attribute 
pada individu Process mempunyai nilai yang lebih tinggi 
dari Attribute pada individu ConjointTask di SOP dan 
mempunyai next activity yang berbeda, maka informasi 
individu Process akan disimpan ke dalam individu wrong 
decision sebagai pelanggaran. 










Kode Sumber 3.15 SWRL Rules Ke-2 untuk Wrong Decision 
3) Kode Sumber 3.16 merupakan rules untuk menangkap 
Wrong Decision yang memiliki Attribute berjenis numerik 
dengan status less_than. Ketika property Attribute pada 
individu Process mempunyai nilai yang lebih rendah dari 
Attribute pada individu ConjointTask di SOP dan 
mempunyai next activity yang berbeda, maka informasi 
individu Process akan disimpan ke dalam individu Wrong 














Kode Sumber 3.16 SWRL Rules Ke-3 untuk Wrong 
Decision 
Keluaran dari sepuluh analisa anomali ini berupa data value of 
attributes yang menunjukkan tingkat keparahan anomali yang 
terjadi dari masing-masing case.  Tabel 3.1 merupakan contoh 
data value of attributes. 
Tabel 3.1 Value of Attributes 
Case SS SD Tmin Tmax WR WDS WDD WDC WP WD 
1 0 0 0 0 0 0 0 0,37 0 0 
2 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0,86 0,06 0 0 0 
5 0 0 0 0 0 0,68 0 0,04 0 0 
 
Keterangan 
SS : Skip Sequence 
SD : Skip Decision 
Tmin : Throughput Time Minimum 
Tmax : Throughput Time Maximum 
WR : Wrong Resource 
WDS : Wrong Duty Sequence 
WDD : Wrong Duty Decision 
WDC : Wrong Duty Combine 
WP : Wrong Pattern 




3.3 Pemberian Rating Menggunakan Fuzzy Multi 
Criteria Decision Making TOPSIS 
Metode ini digunakan untuk memberikan rating dari data 
masukan berdasarkan sepuluh kriteria anomali. Kriteria-kriteria 
tersebut terdiri dari Skip Sequence, Skip Decision, Throughput 
Time Maximum, Throughput Time Minimum, Wrong Resource, 
Wrong Duty Sequence, Wrong Duty Decision, Wrong Duty 
Combine, Wrong Pattern, dan Wrong Decision. 
Untuk mendapatkan rating, terlebih dahulu dilakukan 
perhitungan bobot kepentingan kriteria. Tingkat kepentingan 
antar kriteria didapatkan dari penilaian para ahli secara lingual. 
Kemudian dari lingual ini diolah dengan hitungan matematis 
menggunakanpairwise comparison dengan skala Saaty. 
3.3.1 Perhitungan Bobot Kriteria dengan Pairwise 
Comparisons 
Pairwise comparisons merupakan metode yang digunakan 
untuk mendapatkan nilai matematis dari tingkat kepentingan 
kriteria. Pairwise comparisons diukur dengan menggunakan suatu 
skala yaitu skala Saaty. 
Tabel 3.2 Data Tingkat Kepentingan Antar Kriteria 
Kriteria 
Penilaian 
Pakar 1 Pakar 2 Pakar 3 Pakar 4 
Skip Sequence W W W W 
Skip Decision VI VI VI VI 
Throughput Time Min F I I I 
Throughput Time Max F F I F 
Wrong Resource W W W W 
Wrong Duty Sequence VW VW VW VW 
Wrong Duty Decision W W W W 
Wrong Duty Combine W W W W 
Wrong Pattern W W W W 





Dalam tugas akhir ini, data penilaian tingkat kepentingan 
antar kriteria diambil dari penelitian yang dilakukan oleh Solichul 
Huda [9] kepada empat pakar audit suatu bank. Data penelitian 
kepentingan tersebut dapat dilihat pada Tabel 3.2. Tingkat 
kepentingan kriteria didefinisikan dengan penilaian secara lingual 
ke dalam lima kelas. Kelas tersebut dari tingkatan paling rendah 
ke tinggi yaitu Very Weak (VW), Weak (W), Fair (F), Important 
(I), dan Very Important (VI). 
Untuk melakukan perbandingan bobot antar dua kriteria, 
maka dilakukan pengisian nilai perbandingan kriteria oleh pakar 
pada setiap kolom berdasarkan Tabel 2.4 menjadi seperti pada 
Tabel 3.5. Setelah itu, dilakukan perhitungan rerata geometrik 
dari nilai perbandingan fuzzy untuk tiap kriteria dengan 
menggunakan Persamaan 3.1 [22]. Misalkan untuk rerata 
geometrik dari nilai perbandingan fuzzy kriteria Skip dihitung 
seperti pada Persamaan 3.2.  





, 𝑖 = 1, 2,… ,𝑛 (3.1) 
Dengan, 
𝑟𝑖  :rerata geometrik untuk setiap kriteria i. 
n : jumlah kriteria yang ada. 
𝑑𝑖𝑗  : nilai fuzzy untuk kriteria i. 
 







= [ 1 ∗ 1 ∗ 2 ∗ 1 ∗ 2 ∗ 1 
1
5;   1 ∗ 1 ∗ 3 ∗ 2 ∗ 3 ∗ 2 
1
5 ;   
  1 ∗ 1 ∗ 4 ∗ 3 ∗ 4 ∗ 3 
1
5]  
= 1,26 ; 1,82 ; 2,29  
 
Rerata geometrik dari nilai perbandingan fuzzy untuk 
semua kriteria ditampilkan seperti pada Tabel 3.3. Kemudian, 
nilai total dan nilai kebalikan juga ditampilkan. Karena angka 
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fuzzy triangular harus dalam bentuk urutan maju, maka urutan 
angka tersebut dibalik. Untuk mencari bobot relatif fuzzy dari tiap 
kriteria i 𝑤 𝑖 , kalikan tiap 𝑟𝑖  dengan nilai reverse seperti pada 
Persamaan 3.3. Tabel 3.4 merupakan hasil perhitungan persamaan 
tersebut. Tabel ini menunjukkan bobot relatif fuzzy untuk tiap 
kriteria pada level 1. Perhitungan bobot kriteria pada level dua 
(sub kriteria) dapat dilakukan seperti langkah pengerjaan dalam 
perhitungan bobot kriteria pada level 1. 
 
𝑤𝑖  =  𝑟𝑖 ×  𝑟1 ⊕ 𝑟2 ⊕⋯⊕ 𝑟𝑛  
−1 (3.3) 
 =   𝑙𝑤𝑖 ,𝑚𝑤𝑖 ,𝑢𝑤𝑖   
 
Tabel 3.3 Rerata Geometrik dari Nilai Perbandingan Fuzzy 
Kriteria 
𝑟𝑖  
Lower Middle Upper 
Skip 1,26 1,82 2,29 
Throughput Time 0,83 1,12 1,44 
Wrong Resource 0,46 0,66 1,07 
Wrong Duty 0,66 0,93 1,28 
Wrong Pattern 0,35 0,47 0,74 
Wrong Decision 1,12 1,70 2,38 
Total 4,68 6,70 9,20 
Reverse (power of -1) 0,21 0,15 0,11 
Urutan maju 0,11 0,15 0,21 
Tabel 3.4 Bobot Relatif Fuzzy untuk Tiap Kriteria 
Kriteria 
𝑤𝑖  
Lower Middle Upper 
Skip 0,137 0,271 0,490 
Throughput Time 0,090 0,168 0,308 
Wrong Resource 0,050 0,099 0,229 
Wrong Duty 0,072 0,139 0,275 
Wrong Pattern 0,038 0,070 0,158 




Tabel 3.5 Tabel Kepentingan Kriteria dalam Fuzzy Triangular 
 Skip Throughput 
Time 
Wrong Resource Wrong Duty Wrong 
Pattern 
Wrong Decision 
L M U L M U L M U L M U L M U L M U 
Skip 1 1 1 1 1 1 2 3 4 1 2 3 2 3 4 1 2 3 
Throughput 
Time 
1 1 1 1 1 1 1 2 3 1 1 1 1 2 3 0,33 0,5 1 
Wrong 
Resource 
0,25 0,33 0,5 0,44 0,5 2 2 2 2 0,33 0,5 1 1 2 3 0,33 0,5 1 
Wrong Duty 0,33 0,5 1 1 1 1 1 2 3 1 1 1 1 2 3 0,25 0,3 0,5 
Wrong 
Pattern 
0,25 0,33 0,5 0,33 0,5 1 0,33 0,5 1 0,33 0,5 1 1 1 1 0,2 0,3 0,3 
Wrong 
Decision 
0,33 0,5 1 1 2 3 1 2 3 2 3 4 3 4 5 1 1 1 
 
Keterangan: 
L : Low 





Bobot akhir relatif fuzzy untuk tiap kriteria dan sub kriteria 
ditunjukkan pada Tabel 3.6. 
Tabel 3.6 Bobot Akhir Relatif Fuzzy 
Kriteria 𝑤𝑖  
Low Middle Upper 
Skip Sequence 0,0288 0,0904 0,311 
Skip Decision 0,0501 0,1809 0,5386 
Throughput Time Min 0,0452 0,0838 0,1542 
Throughput Time Max 0,0452 0,0838 0,1542 
Wrong Resource 0,050 0,099 0,229 
Wrong Duty Sequence 0,0069 0,0227 0,0914 
Wrong Duty Decision 0,02 0,0752 0,2636 
Wrong Duty Combine 0,0109 0,0414 0,1661 
Wrong Pattern 0,038 0,070 0,158 
Wrong Decision 0,122 0,254 0,508 
3.3.2 Perhitungan Rating menggunakan FMCDM 
TOPSIS 
Data masukan kemudian dihitung dengan menggunakan 
FMCDM TOPSIS untuk mendapatkan rating. Rating yang 
dihasilkan yaitu berupa label “Tidak Anomali”, “Semi Anomali”, 
atau “Anomali” untuk tiap case. 
Data masukan diubah terlebih dahulu ke dalam bentuk 
Fuzzy Trapezoidal sehingga akan terdapat empat nilai yaitu 
“low”,”middle 1”, “middle 2”, dan “upper”. Untuk itu 1200 
data tersebut diklasifikasikan ke dalam sembilan derajat 
pelanggaran seperti ditunjukkan padaTabel 3.7. 
Kemudian pada Tabel 3.9, Tabel 3.10, Tabel 3.11, dan 
Tabel 3.12 menunjukkan data yang telah diubah ke dalam bentuk 
fuzzy trapezoidal. 
Setelah melakukan fuzzifikasi data pelanggaran tersebut, 
data kemudian dikalikan dengan bobot kepentingan kriteria 





Tabel 3.7 Derajat Pelanggaran 
Range 
Value 
Keterangan Atribut Lower Middle1 Middle2 Upper 
0 NORMAL N 0,0 0,0 0,0 0,0 
0<x≤0,1 VERY 
WEAK 





BVW&W 0,0 0,1 0,2 0,3 




BW&F 0,2 0,3 0,4 0,5 




BF&S 0,4 0,5 0,6 0,7 





BS&VS 0,7 0,8 0,9 1,0 
0,8<x≤ 1 VERY 
STRONG 
VS 0,8 0,9 1,0 1,0 
Tabel 3.8 Data Klasifikasi Derajat Pelanggaran 
Case SS SD Tmin Tmax WR WDS WDD WDC WP WD 
1 N N N N N N N BVW&W N N 
2 N N N N N BW&F BS&VS N N N 
3 N N N N N BS&VS N S N N 
...           
Tabel 3.9 Data Lower 
Case SS SD Tmin Tmax WR WDS WDD WDC WP WD 
1 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0,2 0,7 0 0 0 
3 0 0 0 0 0 0,7 0 0,5 0 0 





Tabel 3.10 Data Middle 1 
Case SS SD Tmin Tmax WR WDS WDD WDC WP WD 
1 0 0 0 0 0 0 0 0,1 0 0 
2 0 0 0 0 0 0,3 0,8 0 0 0 
3 0 0 0 0 0 0,8 0 0,6 0 0 
...           
Tabel 3.11 Data Middle 2 
Case SS SD Tmin Tmax WR WDS WDD WDC WP WD 
1 0 0 0 0 0 0 0 0,2 0 0 
2 0 0 0 0 0 0,4 0,9 0 0 0 
3 0 0 0 0 0 0,9 0 0,7 0 0 
...           
Tabel 3.12 Data Upper 
Case SS SD Tmin Tmax WR WDS WDD WDC WP WD 
1 0 0 0 0 0 0 0 0,3 0 0 
2 0 0 0 0 0 0,5 1 0 0 0 
3 0 0 0 0 0 1 0 0,8 0 0 
...           
 
Keterangan: 
SS : Skip Sequence 
SD : Skip Decision 
Tmin : Throughput Time Minimum 
Tmax : Throughput Time Maximum 
WR : Wrong Resource 
WDS : Wrong Duty Sequence 
WDD : Wrong Duty Decision 
WDC : Wrong Duty Combine 
WP : Wrong Pattern 
WD : Wrong Decision 
 
Langkah selanjutnya yaitu menentukan solusi ideal positif 
serta solusi ideal negatif. Solusi ideal didapatkan dengan cara 
menghitung rerata umum dari Chen dan Hwang [15] pada 
Persamaan 2.8. Solusi ideal positif serta solusi ideal negatif dari 





Tabel 3.13 Solusi Ideal Positif dan Solusi Ideal Negatif 
 SS SD Tmin Tmax WR WDS WDD WDC WP WD 
A* 0,14 0 0,09 0,09 0,12 0,04 0,12 0,07 0,08 0 
A- 0 0 0 0 0 0 0 0 0 0 
 
 Tahap selanjutnya yaitu mengukur separation measure 
dari Solusi Ideal Positif serta Solusi Ideal Negatif dengan 
menggunakan Persamaan 2.9 dan Persamaan 2.10. Tabel 
3.14menunjukkan separation measure terhadap Solusi Ideal 
Positif (S*). Sedangkan Tabel 3.15 menunjukkan separation 
measure terhadap Solusi Ideal Negatif (S-). 
Tabel 3.14 Separation Measure terhadap Solusi Ideal Positif 
Case SS SD Tmin Tmax WR WDS WDD WDC WP WD S* 
1 0,14 0 0,09 0,09 0,12 0,04 0,12 0,07 0,08 0 0,749 
2 0,14 0 0,09 0,09 0,12 0,04 0,12 0,07 0,08 0 0,749 
3 0,14 0 0,09 0,09 0,12 0,04 0,12 0,07 0,08 0 0,749 
 
Tabel 3.15 Separation Measure dengan Solusi Ideal Negatif 
Case SS SD Tmin Tmax WR WDS WDD WDC WP WD S* 
1 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 
 
Tahapan terakhir yaitu menghitung kedekatan relatif (Ci) 
dengan solusi ideal menggunakan Persamaan 2.13. Hasil 
Kedekatan relatif tersebut ditunjukkan pada Tabel 3.16. 






Selanjutnya label didapatkan dengan mengklasifikasikan 
rating kedalam 3 kelompok,yaitu anomali, semi anomali, dan 
tidakanomali. Klasifikasi tersebut berdasarkan syarat SOP dan 
aturan verifikasi, yaitu: 
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1. Kasus yang terdapat Skip dan Wrong Decision pasti terdapat 
anomali. 
2. Kasus yang terdapat Wrong Resource dan Wrong Duty 
secara bersamaan pasti terdapat anomali. 
3. Penentuan threshold dari pakar. 
Tabel 3.17 merupakan tabel yang berisi label tipe 
pelanggaran berdasarkan nilai rating yang dihasilkan. 
Tabel 3.17 Tipe Penyimpangan dan Nilainya 
Tipe 
penyimpangan 
Range nilai rating Nilai penyimpangan 
Tidak anomali 
0 ≤ rating ≤ 0,1 1 
0,1 < rating < 0,2  (0,2 – rating)/0,1 
Semi anomali 
0,1 < rating < 0,2 (rating-0,1)/0,1 
0,2 ≤ rating ≤0,4 1 
0,4 < rating <0,5 (0,5-rating)/0,1 
Anomali 
0,4 < rating <0,5 (rating-0,4)/0,1 
rating ≥ 0,5 1 
3.4 Dataset 
Dataset yang digunakan pada Tugas Akhir ini merupakan 
data yang digunakan pada penelitian sebelumnya [21]. Dataset ini 
menggunakan studi kasus simulasi pengajuan kredit bank. Untuk 
1000 data pertama digunakan sebagai data latih (data training), 
dan 200 data terakhir digunakan sebagai data uji (data testing). 
3.4.1 Data Training dengan Decision Tree 
Data Training dilakukan dengan menggunakan 1000 data. Karena 
data berupa bilangan kontinu, data terlebih dahulu 
diklasifikasikan ke dalam tiga kelas diskrit seperti pada  
Tabel 3.18. Kemudian Tabel 3.19 menunjukkan data pelanggaran 






Tabel 3.18 Klasifikasi Data Kontinu 
Range nilai atribut (x) Kelas 
0 0 
0 < x ≤  0,33 Low 
0,33< x < 0,67 Medium 
x ≥ 0,67  High 
 
Tabel 3.19 Tabel Data Pelanggaran dan Label 
Case SS SD Tmin Tmax WR WDS WDD WDC WP WD Label 
1 0 0 0 0 0 0 0 0 0 0 Tidak 
anomali 
2 0 0 0 0 0 0 0 0 0 0 Tidak 
anomali 
3 0 0 0 0 0 0 0 0 0 0 Tidak 
anomali 
 
Kemudian langkah selanjutnya yaitu pembuatan pohon 
keputusan. Root pertama yang dipilih adalah atribut yang 
memiliki Information Gain paling besar. Untuk itu perhitungan 
dimulai dengan menghitung entropi dengan menggunakan 
Persamaan 2.14 dari tiap atribut beserta Information Gain-nya 
dengan menggunakan Persamaan 2.15.  
Tabel 3.20 menunjukkan contoh perhitungan entropi dan 
information gain dari tiap atribut. 





Anomali Total Entropi 
Wrong 
Resource 
Low 618 20 194 832 0,93771 
Mid 36 4 41 81 1,23149 
High 42 6 39 87 1,29215 






 Setelah pohon keputusan dibangun seperti ditunjukkan 
pada Gambar 3.2 dihasilkan pola-pola yang dapat digunakan 
untuk data testing. 
 
3.4.2 Data Testing dengan Decision Tree 
Tahap selanjutnya yaitu melakukan data testing 
berdasarkan pohon keputusan yang telah dihasilkan. Pengujian 
dilakukan terhadap 200 data set untuk pengujian. 
Setelah mendapatkan kelas prediksi untuk 200 data set 
tersebut kemudian dilakukan perhitungan akurasi menggunakan 
Confusion Matriks yaitu dengan membandingkan kelas hasil 
testing dengan kelas yang telah diketahui pada setiap case. 
Apabila kedua kelas tersebut adalah tidak anomali, maka case 
tersebut termasuk ke dalam True Positive (TP) Tidak Anomali. 
Jika kedua kelas tersebut adalah Anomali, maka masuk kedalam 
TP Anomali, dan jika kedua kelas tersebut adalah semi Anomali 
maka termasuk ke dalam TF semi Anomali. False Positive dan 
False Negative  adalah apabila kelas yang  telah diketahui tidak 




Anomali   
Tidak 
Anomali 





3.5 Metode Evaluasi Data Statistik Unbalance 
Dataset yang digunakan kondisi persebaran datanya 
unbalance atau tidak berimbang antara jumlah data positif 
(anomali) dan negatif (tidak anomali). Hal ini dikarenakan 
faktanya data positif atau kejadian anomali sangat jarang ditemui 
terjadi di lapangan. Rate kejadian rata-ratanya hanya mencapai 1 
kejadian per bulan. Hal inilah yang menyebabkan terjadinya 
unbalancing data. Rincian jumlah data untuk masing-masing 
kategori dapat dilihat pada Tabel 3.39. 
Tabel 3.39 Persebaran Data 
Label Kelas Jumlah Data 
Tidak Anomali 1146 




Ketika terjadi unbalancing data maka selain penghitungan 
nilai akurasi dari metode yang digunakan juga diperlukan 
pengukuran specificity dan sensitivity data. Specificity 
merupakan nilai yang menunjukkan perbandingan antara data 
negatif yang benar ditebak sebagai data negatif oleh sistem 
terhadap jumlah total data negatif pada dataset. Sedangkan 
sensitivity merupakan nilai yang menunjukkan perbandingan 
antara data positif yang benar ditebak sebagai data positif oleh 
sistem terhadap jumlah total data positif pada dataset. Penjelasan 










4 BAB IV 
ANALISIS DAN PERANCANGAN SISTEM 
Bab ini membahas tahap analisis permasalahan dan 
perancangan sistem untuk menyelesaikan permasalahan yang 
dibahas dalam Tugas Akhir ini. Selain analisis permasalahan, 
dianalisis pula kebutuhan-kebutuhan untuk merancang sistem. 
Perancangan direpresentasikan dengan diagram UML (Unified 
Modelling Language). 
4.1 Analisis 
Tahap analisis dibagi menjadi beberapa bagian antara lain 
cakupan permasalahan, deskripsi umum sistem, analisis aktor, 
kasus penggunaan sistem, dan kebutuhan perangkat lunak. 
4.1.1 Cakupan Permasalahan 
Permasalahan utama yang diangkat dalam Tugas Akhir 
ini adalah bagaimana cara mendeteksi adanya anomali yang 
terjadi berdasarkan data event logs yang dibandingkan dengan 
model proses bisnis SOP dengan menggunakan pemodelan 
ontologi dan SWRL rules. Permasalahan yang kedua adalah 
bagaimana cara mengubah event logs dan model proses bisnis 
SOP ke dalam bentuk model ontologi. Permasalahan ketiga 
adalah bagaimana menghitung rating untuk tiap case yang ada 
pada event logs dengan menggunakan metode Multi Criteria 
Decision Making TOPSIS. Permasalahan keempat adalah 
bagaimana cara mendeteksi anomali suatu proses dengan 
menggunakan hasil rating dan metode Decision Tree. 
Permasalahan yang terakhir adalah bagaimana 
mengimplementasikan metode yang dibahas menjadi sebuah 




4.1.2 Deskripsi Sistem 
Perangkat lunak ini dibangun untuk mendeteksi anomali 
pada proses bisnis. Masukkan dari pengguna untuk perangkat 
lunak ini ada dua, yaitu event logs berekstensi XES dan model 
proses SOPberbentuk Petri Net dengan ekstensi PNML. Kedua 
file ini kemudian di-convert ke dalam model ontologi dengan 
extensi OWL. Di dalam model ontologi juga disisipkan SWRL 
rules untuk mendeteksi adanya anomali pada process yang ada di 
event logs dari hasil perbandingan dengan SOP.Rules ini akan 
mendapatkan data berupa event dan case yang dicurigai terdapat 
anomali. Data ini kemudian diolah dengan program Java yang 
menggunakan OWL API untuk mendapatkan nilai pelanggaran 
dari data yang ada. 
Kemudian dilakukan perhitungan rating menggunakan 
FMCDM TOPSIS dan pemberian label terhadap data pelanggaran 
tersebut. Pelabelan dilakukan berdasarkan pertimbangan penilaian 
dari pakar. Dari 1200 data, dibagi menjadi 1000 data untuk ke 
tahap training dan 200 data untuk tahap testing dengan 
menggunakan Decision Tree. Tahap training dilakukan untuk 
mendapatkan pola kejadian anomali. Pada tahap testing dilakukan 
pendeteksian anomali berdasarkan pola yang telah terbentuk. 
Kemudian dilakukan perhitungan akurasi untuk melihat seberapa 
akurat metode Decision Tree dalam mendeteksi anomali. 
4.1.3 Kebutuhan Fungsional Perangkat Lunak 
Bagian ini berisi kebutuhan fungsional perangkat lunak 
yang diuraikan secara rinci dalam bentuk diagram kasus, diagram 
urutan, dan diagram aktivitas. Masing-masing diagram 
menjelaskan perilaku atau sifat dari sistem ini. Pada subbab ini 
juga dijelaskan tentang spesifikasi terperinci pada masing-masing 
kebutuhan fungsional. Rincian spesifikasi dari kasus penggunaan 
disajikan dalam bentuk tabel. 
Kebutuhan fungsional berisi kebutuhan utama yang harus 




fungsional mendefinisikan layanan yang harus disediakan oleh 
sistem, bagaimana reaksi terhadap masukan, dan apa yang harus 
dilakukan sistem pada situasi khusus. Daftar kebutuhan 
fungsional dapat dilihat pada Tabel 4.1. 






event logs dan 
SOP ke dalam 
model 
ontologi 
Pengguna dapat mengubah event 
logs yang memiliki ekstensi 
XES dan SOP yang memiliki 
ekstensi PNML ke dalam bentuk 





dari file model 
ontologi 
Pengguna dapat mengambil 
hasil rules dari file model 
ontologi dan mengubahnya 






Pengguna dapat melihat nilai 
rating yang telah dihitung 
sistem menggunakan metode 
FMCDM TOPSIS. Nilai rating 







Pengguna dapat melihat kasus 
yang terdapat Anomali yang 
telah dideteksi sistem dengan 







Aktor merupakan entitas yang terlibat dan berinteraksi 
langsung dengan sistem. Entitas ini bisa berupa manusia maupun 
sistem atau perangkat lunak yang lain. Aktor pada Tugas Akhir 
ini yaitu pengguna yang merupakan perancang perangkat lunak. 
Pengguna ini dapat mengubah SOP dan event logs ke dalam 
model ontologi dan melakukan pendeteksian anomali. 
4.1.5 Kasus Penggunaan 
Kasus-kasus penggunaan dalam sistem ini akan dijelaskan secara 
rinci pada subbab ini. Kasus penggunaan secara umum akan 
digambarkan dengan diagram kasus penggunaan pada Gambar 
4.1. Rincian kasus penggunaan berisi spesifikasi kasus 
penggunaan, diagram aktivitas, dan diagram urutan untuk masing-
masing kasus penggunaan.Daftar kode diagram kasus penggunaan 
sistem dapat dilihat pada Tabel 4.2. 
 









TA-UC001 Mengubah event logs dan SOP ke dalam model 
ontologi 
TA-UC002 Mengambil data pelanggaran dari model 
ontologi 
TA-UC003 Menghitung nilai rating menggunakan 
FMCDM TOPSIS 
TA-UC004 Melakukan pendeteksian anomali dengan 
Decision Tree 
 
4.1.5.1 Mengubah Event Logs dan SOP ke dalam 
Model Ontologi 
Pada kasus penggunaan ini, sistem akan menerima 
perintah dari pengguna untuk mengimpor event logs ke dalam 
aplikasi ProM, sehingga event logs tersebut dapat tampil untuk 
kemudian dapat dibaca ataupun digunakan dalam proses lainnya. 
Spesifikasi kasus penggunaan ini dapat dilihat pada Tabel 4.3. 
Diagram aktivitas dapat dilihat pada Gambar 4.3. 
Tabel 4.3 Spesifikasi Kasus Penggunaan Mengimpor Event Logs ke 
dalam ProM 
Nama Mengubah Event logs dan SOP ke dalam Model 
ontologi 
Kode TA-UC001 
Deskripsi Mengubah event logs dan SOP ke dalam model 
ontologi agar dapat dilakukan conformance 
checking 









1. Pengguna melakukan impor data  
2. Sistem menampilkan window untuk memilih 
file 
3. Pengguna memilih file event logs berformat 
XES dan file SOP berformat PNML yang 
akan dikonversi 
4. Sistem menampilkan file event logs dan SOP 
ke dalam workspace 
5. Sistem menampilkan menu plugin 
6. Pengguna memilih Convert PNML and XES 
to Ontology(OWL)  
7. Sistem mengonversi SOP dan event logs 
menjadi file ontologi 
8. Sistem menampilkan window untuk 
menyimpan fileontologi 
9. Pengguna menyimpan file ontologi pada 
direktori yang diinginkan 
10. Sistem menampilkan file ontologi yang 




3.1 Pengguna memilih file yang tidak sesuai 
format 
1. Sistem menampilkan message box yang 
menampilkan pesan error 
2. Pengguna memilih file event logs dan 
SOP 









Gambar 4.2 Diagram Aktivitas Mengubah Event Logs dan SOP ke 
dalam Model Ontologi 
4.1.5.2 Mengambil Data Pelanggaran Dari File 
Ontologi 
Pada kasus penggunaan ini sistem akan mengambil data 
dari hasil inference. Data berupa nilai diskrit yang 
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menggambarkan bobot anomali dari setiap case. Spesifikasi kasus 
penggunaan ini dapat dilihat pada Tabel 4.4 dan diagram aktivitas 
dapat dilihat pada Gambar 4.3. 
Tabel 4.4 Spesifikasi Kasus Penggunaan Mengambil Data 
Pelanggaran dari File Ontologi 
Nama Mengambil data pelanggaran dari file model 
ontologi 
Kode TA-UC002 
Deskripsi Pada sistem terdapat rules yang bertujuan untuk 
menangkap adanya anomali pada setiap case. 
Hasil dari rules tersebut dibaca dan diubah 
nilainya ke dalam nilai diskrit. 
Pemicu Pengguna memilih menu conformance checking 
Aktor Pengguna 




1. Pengguna melakukan impor data 
2. Sistem menampilkan window untuk memilih 
file 
3. Pengguna memilih file ontologi yang 
berformat OWL 
4. Sistem menampilkan file ontologi ke dalam 
workspace 
5. Sistem menampilkan menu plugin 
6. Pengguna memilihConformance Checking 
Ontology Model 
7. Sistem membaca file ontologi 
8. Sistem menampilkan data pelanggaran ke 
dalam tabel pelanggaran 
9. Sistem menyimpan data pelanggaran ke 




3.1 Pengguna memilih file model ontologi yang 
tidak sesuai format 
1. Sistem menampilkan message box yang 




2. Pengguna memilih file model ontologi 
Kondisi Akhir Sistem menampilkan data pelanggaran dan 





Gambar 4.3 Diagram Aktivitas Mengambil Data Pelanggaran dari 
File Model Ontologi 
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4.1.5.3 Menghitung Nilai Rating dengan FMCDM 
TOPSIS 
Pada kasus penggunaan ini dilakukan perhitungan rating 
dengan MCDM TOPSIS dan pemberian label pada setiap case. 
Spesifikasi kasus penggunaan ini dapat dilihat pada Tabel 4.5 dan 
diagram aktivitas dapat dilihat pada Gambar 4.4. 
Tabel 4.5 Spesifikasi Kasus Penggunaan Menghitung Nilai Rating 
menggunakan FMCDM TOPSIS 
Nama Menghitung nilai rating menggunakan FMCDM 
TOPSIS 
Kode TA-UC003 
Deskripsi Menghitung nilai rating yang digunakan untuk 
tahap pemberian label pada setiap case 
Pemicu Pengguna memilih pilihan rating+labelling with 
FMCDM TOPSIS 
Aktor Pengguna 




1. Pengguna melakukan impor data 
2. Sistem menampilkan window untuk memilih 
file 
3. Pengguna memilih file data pelanggaran yang 
berformat excel (.xls)  
4. Sistem menampilkan file data pelanggaran ke 
dalam workspace  
5. Sistem menampilkan menu plugin 
6. Pengguna memilih Rating + Labeling Case 
using FMCDM TOPSIS 
7. Sistem menampilkan data pelanggaran beserta 
nilai rating dan label setiap case ke dalam 
tabel 
8. Sistem menyimpan data pelanggaran  beserta 
label ke dalam file Excel 
Aliran 
Kejadian 





Alternatif 1. Sistem menampilkan messagebox yang 
menampilkan pesan error 
2. Pengguna memilih file model ontologi 
Kondisi Akhir Sistem menampilkan rating dan label anomali 






Gambar 4.4 Diagram Aktivitas Menghitung Nilai Rating 




4.1.5.4 Melakukan Pendeteksian Anomali 
Menggunakan Decision Tree 
Pada kasus penggunaan ini sistem akan menampilkan 
prediksi label anomali dari tiap case yang telah dihitung rating-
nya. Selain itu ditampilkan juga akurasi dari prediksi dari 
Decision Tree. Spesifikasi kasus penggunaan dapat dilihat pada 
Tabel 4.6 dan diagram aktivitas dapat dilihat pada Gambar 4.5. 
Tabel 4.6 Spesifikasi Kasus Penggunaan Melakukan Pendeteksian 
Anomali Menggunakan Decision Tree 
Nama Melakukan Pendeteksian Anomali 
Menggunakan Decision Tree 
Kode TA-UC004 
Deskripsi Memberikan prediksi status Anomali pada setiap 
case sehingga diketahui case yang terdapat 
Anomali  
Pemicu Pengguna memilih menu labeling with Decision 
Tree  
Aktor Pengguna 




1. Pengguna melakukan impor data 
2. Sistem menampilkan window untuk memilih 
file 
3. Pengguna memilih file data pelanggaran 
beserta label yang berformat excel (.xls) 
4. Sistem menampilkan file data pelanggaran 
beserta label ke dalam workspace  
5. Sistem menampilkan menu plugin 
6. Pengguna memilih Labeling with Decision 
Tree 





3.1 Pengguna memilih file dengan jenis selain 
excel (.xls) 




menampilkan pesan error 
2. Pengguna memilih file model ontologi 






Gambar 4.5 Diagram Aktivitas Pendeteksian Anomali 
Menggunakan Decision Tree 
4.2 Perancangan Antarmuka Pengguna 
Bagian ini membahas mengenai perancangan antarmuka 
pada sistem yang dibangun. Secara umum terdapat empat 
halaman antarmuka pada sistem ini, yaitu halaman tampilan 
mengubah event logs dan SOP ke dalam model ontologi, halaman 
tampilan data pelanggaran dari file model ontologi, halaman 
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tampilan rating dan pelabelan, dan halaman tampilan hasil 
pendeteksian anomali. 
4.2.1 Halaman Tampilan Memasukkan File 
Halaman ini merupakan tampilan untuk memasukkan file 
yang dibutuhkan. Halaman ini merupakan rancangan halaman 
tampilan untuk semua kasus penggunaan yang membutuhkan 
masukan berupa file. File yang dapat dimasukkan memiliki 
ekstensi XES, PNML, OWL, dan XLS. Rancangan halaman 
utama ini dapat dilihat pada Gambar 4.6. Penjelasan mengenai 









Tabel 4.7 Spesifikasi Atribut Antarmuka Halaman Tampilan 
Memasukkan File 





1 Workspace-Tab Tab Menampilkan halaman utama 
2 ActionsTab Tab Menampilkan halaman 
actions 
3 ViewsTab Tab Menampilkan halaman views 












Button Tidak digunakan untuk studi 
kasus ini 
8 AllTab Tab Menampilkan seluruh file 
yang ada di workspace 
9 FavoritesTab Tab Menampilkan file yang sudah 
ditandai sebagai file favorit 
10 ImportedTab Tab Menampilkan seluruh file 
yang telah diimpor 








File Menunjukkan file yang 
dipilih untuk ditampilkan di 
panel input actions 
14 FileImportedDe
scription 
File Menampilkan deskripsi dari 
file yang disorot 
15 FavoriteFlag-
Button 
Button Memberikan flag favorit 
kepada file masukan 
16 ViewResource- Button Tidak digunakan untuk studi 
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Button kasus ini 
17 Remove-
ResourceButton 












Button Tidak digunakan untuk studi 
kasus ini 
21 ExportButton Button Melakukan export file yang 
ada di dalam workspace ke 
luar sistem 
4.2.2 Halaman Tampilan Menu Plugin 
Halaman ini merupakan tampilan kumpulan plugin yang 
mewakili setiap kasus penggunaan. Gambar 4.7 menunjukkan 
rancangan halaman menu plugin convert PNML and XES to 
Ontology. Gambar tersebut mewakili kasus penggunaan 
mengubah event logs dan SOP ke dalam model ontologi. Gambar 
4.8 menunjukkan plugin conformance checking ontology model 
yang mewakili kasus penggunaan mengambil data pelanggaran 
dari file model ontologi. Gambar 4.9 menunjukkan plugin Rating 
+ Labeling Case using TOPSIS yang mewakili kasus penggunaan 
menghitung nilai rating menggunakan FMCDM TOPSIS dan juga 
menunjukkan plugin labeling with Decision Tree yang mewakili 
kasus penggunaan melakukan pendeteksian anomali 
menggunakan Decision Tree. Penjelasan mengenai atribut-atribut 






Gambar 4.7 Rancangan Halaman Tampilan Menu Plugin (1) 
 
 




Gambar 4.9 Rancangan Halaman Tampilan Menu Plugin (3) 
Tabel 4.8 Spesifikasi atribut tampilan tabel data pelanggaran 
No Nama Atribut Jenis 
Atribut 
Kegunaan 
1 WorkspaceTab Tab Menampilkan halaman 
utama 
2 ActionsTab Tab Menampilkan halaman 
actions 
3 ViewsTab Tab Menampilkan halaman 
views 
4 ActivityButton Button Tidak digunakan dalam 
studi kasus ini 
5 InputPanel Panel Menampung file masukan 
yang berasal dari halaman 
utama 
6 FileResource File Menunjukkan file masukan 
7 ViewResource Button Melihat lokasi file masukan 
pada halaman utama 
8 Remove-
Resource 
Button Menghapus file masukan 




Chooser penambahan file ke dalam 
panel input 
10 ActionsPanel Panel Menampung semua plugin 
yang berhubungan dengan 




Button Tidak digunakan dalam 
studi kasus ini 
12 ToggleBatch-
Filter 
Button Tidak digunakan dalam 





Sebagai media filter plugin  
berdasarkan nama 
14 ActivePlugin Panel Menunjukkan plugin yang 
sedang aktif dan dapat 
dipilih 
15 Plugin Panel Menampilkan plugin yang 
berhubungan dengan file 
inputan 
16 ResetButton Button Menghapus semua data file 
masukan yang berada di 
input panel dan data tipe 
file keluaran yang berada di 
output panel 
17 StartButton Button Mengeksekusi plugin yang 
dipilih 
18 OutputPanel Panel Menampung file keluaran 
19 OutputFile-
Chooser 
Button Sebagai opsi melakukan 






4.2.3 Halaman Tampilan Data Pelanggaran dari File 
Model Ontologi 
Halaman ini ditampilkan setelah sistem berhasil melakukan 
pendeteksian anomali dengan cara membandingkan event logs dan 
model SOP yang telah dimasukkan sebelumnya. Halaman ini 
merupakan tampilan yang berisi tabel data pelanggaran setiap case 
dengan nilai diskrit. Rancangan halaman ini dapat dilihat pada 
Gambar 4.10. Kemudian  
Tabel 4.9 merupakan penjelasan atribut-atribut yang 




Tabel 4.9 Spesifikasi Atribut Tampilan Tabel Data Pelanggaran 
No Nama Atribut Jenis 
Atribut 
Kegunaan 
1 WorkspaceTab Tab Menampilkan halaman utama 
2 ActionsTab Tab Menampilkan halaman actions 
3 ViewsTab Tab Menampilkan halaman views 
4 HeaderName Text Menampilkan judul tabel 









Text Menampilkan nilai kontinu 
kriteria anomali pada setiap 
case 
7 Cancel Button Kembali ke halaman 
sebelumnya 
8 Continue Button Menuju ke halaman 
selanjutnya 
 
4.2.4 Halaman Tampilan Rating dan Pelabelan 
Halaman ini muncul setelah sistem melakukan 
pembobotan menggunakan FMCDM TOPSIS, sehingga akan 
muncul rating dan pemberian label awal. Halaman ini berupa 
tabel yang menampung informasi-informasi seperti data 
pelanggaran dan rating. Rancangan halaman ini dapat dilihat pada 
Gambar 4.11. merupakan tabel atribut-atribut yang terdapat pada 
halaman ini. 
 




Tabel 4.10 Spesifikasi Atribut Tampilan Rating dan Pelabelan 
No. Nama Atribut Jenis 
Atribut 
Kegunaan 
1 WorkspaceTab Tab Menampilkan halaman utama 
2 ActionsTab Tab Menampilkan halaman actions 
3 ViewsTab Tab Menampilkan halaman views 
4 HeaderName Text Menampilkan judul tabel 




Text Menampilkan nilai kontinu 
kriteria anomali pada setiap 
case 
7 Rating Text Nilai akhir setiap case 
8 Label Text Status anomali hasil 
perhitungan dengan metode 
FMCDM TOPSIS 
9 Cancel Button Kembali ke halaman 
sebelumnya 
10 Continue Button Menuju ke halaman 
selanjutnya 
 
4.2.5 Halaman Tampilan Hasil Pendeteksian 
Anomali 
Halaman ini merupakan halaman terakhir sistem yang 
menunjukan prediksi ada atau tidaknya anomali pada tiap case. 
Halaman ini muncul setelah dilakukan proses training pada data. 
Halaman ini mendukung kasus penggunaan melakukan 
pendeteksian anomali menggunakan Decision Tree. Rancangan 
halaman ini dapat dilihat pada Gambar 4.12 dan Tabel 4.11 untuk 












1 WorkspaceTab Tab Menampilkan halaman utama 
2 ActionsTab Tab Menampilkan halaman actions 
3 ViewsTab Tab Menampilkan halaman views 
4 HeaderName Text Menampilkan judul tabel 




Text Menampilkan nilai kontinu 
kriteria anomali pada setiap 
case 
7 Label Text Status anomali hasil 
perhitungan dengan metode 
FMCDM TOPSIS 
8 Rating Text Prediksi anomali dengan 
metode Decision Tree 
9 Cancel Button Kembali ke halaman 
sebelumnya 















5 BAB V 
IMPLEMENTASI 
 
Bab ini membahas tentang implementasi dari metode 
yang telah dibahas pada bab sebelumnya. Tugas Akhir ini 
diimplementasikan ke dalam sebuah sistem plugin yang berfungsi 
mengubah even logs dan SOP, mengeluarkan data pelanggaran, 
dan memprediksi anomali pada suatu kasus. Implementasi ini 
dibagi ke dalam beberapa kelas. 
5.1 Implementasi Mengolah Data 
Pada bagian ini dijelaskan secara terperinci implementasi 
kelas-kelas yang digunakan dalam membangun plugin ini. 
5.1.1 Kelas PNMLtoOWL 
Kelas ini merupakan kelas untuk mengubah SOP yang 
berekstensi PNML menjadi model ontologi. Di dalam kelas ini 
terdapat baris kode yang berfungsi untuk mengubah struktur 
PNML menjadi OWL. Caranya yaitu dengan menyamakan tag-
tag yang ada pada PNML dengan tag-tag yang ada pada model 
ontologi. 
Kode sumber kelas ini dapat dilihat pada Kode Sumber 
5.1. Kode sumber ini berisi potongan baris kode untuk mengubah 
informasi role yang ada di PNML menjadi struktur OWL. 
Baris ke-4 hingga ke-6 menunjukkan proses menyimpan 
data yang ada di PNML ke dalam variabel-variabel. Variabel 
simpan[c][0] berisi informasi nama transisi di PNML. Variabel 
simpan[c][1] berisi informasi role pada transisi tersebut di 
PNML. 
Baris ke-21 hingga ke-23 menunjukkan tag dari PNML 
tersebut disisipkan ke variabel text. Variabel ini berisi tag-tag 




1 public class PNMLtoOWL { 
2 ... 
3 int c=0; 
4 Object [][] simpan = new 
Object[pnml.transitions.size()][7]; 
5 simpan[c][0] = pnml.transitions.get(0).getName(); 
6 simpan[c][1] = pnml.transitions.get(0).getRole(); 
7 ... 
8 for (int i=0;i<pnml.transitions.size();i++) { 
9 ... 






15 simpan[c][0] = pnml.transitions.get(i).getName(); 





21 for(int i=0;i<c;i++) { 
22 text = text + 
http://www.semanticweb.org/riri/ontologies/2015/3/untitled
-ontology-4#" + simpan[i][1] + "-->\n\n" + 
"<owl:NamedIndividual rdf:about=\"&untitled-ontology-4;"+ 
simpan[i][1] +"\">\n" +<rdf:type rdf:resource=\"&untitled-










5.1.2 Kelas XEStoOWL 
Kelas ini merupakan kelas untuk mengubah event logs 
yang berekstensi XES menjadi model ontologi. Di dalam kelas ini 
terdapat baris kode yang berfungsi untuk mengubah struktur XES 
menjadi OWL. Caranya yaitu dengan menyamakan tag-tag yang 
ada pada XES dengan tag-tag yang ada pada model ontologi. 
Kode sumber kelas ini dapat dilihat padaKode Sumber 
5.2. Kode sumber ini menunjukkan tag dari XES tersebut 
disesuaikan menjadi tag pada OWL pada variabel text. 
 
1 public class XEStoOWL { 
2 ... 
3 for(XAttribute attribute : log.getGlobalEventAttributes()){ 
4 if(attribute.getKey().startsWith("concept:name")){ 
5 text = text + "    <!-- 
http://www.semanticweb.org/naufal/ontologies/2014/1/untitl
ed-ontology-128#" + "has_name -->\n\n" +  "    




8 text = text + "    <!-- 
http://www.semanticweb.org/naufal/ontologies/2014/1/untitl
ed-ontology-128#" + "done_by -->\n\n" + "    











5.1.3 Kelas OntologyChecker 
Kelas ini berisi baris kode untuk mengambil data yang 
ada pada file model ontologi yang berekstensi OWL. Data 
tersebut kemudian disimpan ke dalam extensi XLS. Data akan 
berisi nilai dari anomali pada tiap case. Nilai tersebut didapatkan 
dari hasil pengecekan SWRL rules terhadap event logs. Kelas ini 
menggunakan OWL API dan Pellet Reasoner API. 
Kode Sumber 5.3 menunjukkan potongan kode sumber 
untuk mengambil dan membaca file OWL. Baris ke-3 hingga ke-4 
menunjukkan pembuatan OWLOntologyManager yang berguna 
untuk mengelola data-data pada OWL agar bisa diproses. 
OWLDataFactory merupakan tempat untuk menampung data-data 
tersebut. 
Baris ke-5 hingga ke ke-7 menunjukkan proses 
mengambil file dari path_OWL dan menampungnya ke dalam 
OWLOntology. Baris ke-8 menunjukkan SWRL rules di model 
ontologi yang dijalankan menggunakan Pellet Reasoner API. 
 
1 public class OntologyChecker { 
2 ... 
3 OWLOntologyManager manager = 
OWLManager.createOWLOntologyManager(); 
4 OWLDataFactory factory = manager.getOWLDataFactory(); 
 
5 file1 = new File(path_OWL); 
6 OWLOntology ontology = 
manager.loadOntologyFromOntologyDocument(file1); 
7 IRI documentIRI = manager.getOntologyDocumentIRI(ontology);  
 




Kode Sumber 5.3 Fungsi untuk Membaca File Model Ontologi pada 




5.1.3.1 Fungsi getTotalEventCase 
Fungsi yang ditunjukkan pada Kode Sumber 5.4 ini 
berguna untuk mendapatkan jumlah case dan event yang ada 
dalam OWLClass Process. Jumlah case disimpan dalam variabel 
sum_case dan jumlah event secara keseluruhan disimpan dalam 
variabel sumEvent.Kemudian jumlah event untuk tiap case cara 
menyimpannya ditunjukkan pada baris ke-14 hingga ke-17. 
 
1 public static void getTotalEventCase(OWLDataFactory factory, 
PelletReasoner reasonerPellet) { 
2 OWLClass Process = factory.getOWLClass(IRI.create(NS1 + 
"#Process")); 
3 Set<OWLNamedIndividual> individualProcess = 
reasonerPellet.getInstances(Process, false).getFlattened(); 
4 for(OWLNamedIndividual ind:individualProcess){ 
5 int indLength = ind.toString().length(); 
6 String individu = ind.toString().substring(71,(indLength-
1)); 
7 if(individu.startsWith("Ev")){ 
8 caseNo = 
Integer.parseInt(individu.substring(6,individu.indexOf("_"
, 6))); 




11 while (OntologyChecker.sum_case.size() <= caseNo) { 
12 OntologyChecker.sum_case.add(0.0); 
13 } 
14 if(caseNo > 0) {  
15 double nilai = OntologyChecker.sum_case.get(caseNo); 
16 OntologyChecker.sum_case.set(caseNo, nilai+1); 
17  } 
18 }  
19 } 
20 } 




5.1.3.2 Fungsi getDaftarPelanggaran 
Fungsi ini berguna untuk menyimpan seluruh event yang 
terindikasi terdapat anomali. Kode Sumber 5.5 menunjukkan 
pencarian event tersebut dengan cara mengambil data individu 
yang berada di OWLClass Anomali. Looping yang ditunjukkan di 
baris ke-5 merupakan looping untuk tiap individu yang berada di 
OWLClass Anomali. 
 
1 public static void getDaftarPelanggaran (OWLDataFactory 
factory, PelletReasoner reasonerPellet) { 
2 OWLClass Anomali = factory.getOWLClass(IRI.create(NS1 + 
"#Anomali")); 
3 OWLObjectProperty hasProcess = 
factory.getOWLObjectProperty(IRI.create(NS1 + 
"#hasProcess")); 
4 Set<OWLNamedIndividual> individuals = 
reasonerPellet.getInstances(Anomali, false).getFlattened(); 
5 for(OWLNamedIndividual ind: individuals) { 
6 NodeSet<OWLNamedIndividual> has_processes = 
reasonerPellet.getObjectPropertyValues(ind, hasProcess); 
7 int indLength = ind.toString().length(); 










Kemudian Kode Sumber 5.6 menunjukkan fungsi untuk 




10 int indexAnomali=-1; 
11 for (int a = 0; a <ANOMALI; a++) { 
12 if (individu.equals(anomaliNama[a])) 




17 sumEventPelanggaran = 0; 
18 for(Node<OWLNamedIndividual> has_process : has_processes){ 
19 String teks = 
has_process.getRepresentativeElement().getIRI().toString
(); 
20 caseNo = 
Integer.parseInt(teks.substring(76,teks.indexOf("_", 
76))); 
21 if(OntologyChecker.max_case< caseNo) 
22 OntologyChecker.max_case = caseNo; 
23 eventNo = 
Integer.parseInt(teks.substring(teks.indexOf("_",76)+1,(
teks.toString().length()))); 
24 if(OntologyChecker.max_event< eventNo) 
25 OntologyChecker.max_event = eventNo; 










Kode Sumber 5.7 merupakan baris kode untuk 
menyimpan jumlah event yang melanggar pada tiap case untuk 
Skip Sequence (baris ke-29 hingga ke-37) serta Skip Decision 
(baris ke-39 hingga ke-47). 
 
28 ... 






33 if (caseNo > 0) { 














43 if (caseNo > 0) { 








Kode Sumber 5.7 Menyimpan Informasi Jumlah Event Skip 




Kode Sumber 5.8 merupakan baris kode untuk 
menyimpan jumlah event yang melanggar pada tiap case untuk 
Wrong Pattern (baris ke-49 hingga ke-57) serta Wrong Resource 
(baris ke-58 hingga ke-66). 
 
48 ... 






53 if (caseNo > 0) { 














62 if (caseNo > 0) { 








Kode Sumber 5.8 Menyimpan Informasi Jumlah EventWrong 
Pattern dan Wrong Resource 
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5.1.3.3 Fungsi getWrongResourceAndDuty 
Fungsi ini digunakan untuk mendapatkan event yang 
terdapat anomali Wrong Resource, Wrong Duty Sequence, Wrong 
Duty Decision, serta Wrong Duty Combine. Kode Sumber 5.9 
menunjukkan potongan kode dari fungsi ini. Baris kode ke-11 
hingga ke-47 merupakan looping untuk mendapatkan event yang 
terdapat anomali tersebut. 
 
1 public static void getWrongResourceAndDuty(OWLDataFactory 
factory, PelletReasoner reasonerPellet) { 
2 double supervisor_weight = 0.6; 
3 double authorizer_weight = 1; 
4 double operator_weight = 0.3; 
5 OWLClass Anomali = factory.getOWLClass(IRI.create(NS1 + 
"#Anomali")); 
6 Set<OWLNamedIndividual> individualAnomali = 
reasonerPellet.getInstances(Anomali, false).getFlattened(); 
7 OWLClass Process = factory.getOWLClass(IRI.create(NS1 + 
"#Process")); 
8 Set<OWLNamedIndividual> individual_process = 
reasonerPellet.getInstances(Process, false).getFlattened(); 
9 OWLObjectProperty hasProcess = 
factory.getOWLObjectProperty(IRI.create(NS1 + 
"#hasProcess")); 
10 OWLObjectProperty performBy = 
factory.getOWLObjectProperty(IRI.create(NS1 + "#performBy")); 
 
11 for(OWLNamedIndividual ind: individualAnomali) { 
12 NodeSet<OWLNamedIndividual> has_cases = 
reasonerPellet.getObjectPropertyValues(ind, hasProcess); 
 
13 String indURI = ind.toString(); 









Kode Sumber 5.10 merupakan baris kode untuk 
menyimpan informasi event yang terdapat anomali Wrong 
Resource ke dalam variabelInferenceWR. 
 
15 ... 
16 if(namaInd.equals(anomaliNama[9])) { 
17 for(Node<OWLNamedIndividual> hCase: has_cases) { 
18 String teks3 = 
hCase.getRepresentativeElement().getIRI().toString(); 






Kode Sumber 5.10 Fungsi Mendapatkan Event Anomali untuk 
Wrong Resource 
Kode Sumber 5.11merupakan baris kode untuk 
menyimpan informasi event yang terdapat anomali Wrong Duty 
Combine ke dalam variabelInferenceWDc. 
 
23 ... 
24 if(namaInd.equals(anomaliNama[5])) { 
25 for(Node<OWLNamedIndividual> hCase: has_cases) { 
26 String teks3 = 
hCase.getRepresentativeElement().getIRI().toString(); 






Kode Sumber 5.11 Fungsi Mendapatkan Event Anomali untuk 




Kode Sumber 5.12 merupakan baris kode untuk 
menyimpan informasi event yang terdapat anomali Wrong Duty 




33 for(Node<OWLNamedIndividual> hCase: has_cases){ 
34 String teks3 = 
hCase.getRepresentativeElement().getIRI().toString(); 






Kode Sumber 5.12 Fungsi Mendapatkan Event Anomali untuk 
Wrong Duty Decision 
Kode Sumber 5.13 merupakan baris kode untuk 
menyimpan informasi event yang terdapat anomali Wrong Duty 




41 for(Node<OWLNamedIndividual> hCase: has_cases){ 
42 String teks3 = 
hCase.getRepresentativeElement().getIRI().toString(); 






Kode Sumber 5.13 Fungsi Mendapatkan Event Anomali untuk 





5.1.3.4 Fungsi getWrongDecision 
Fungsi ini digunakan untuk mendeteksi event yang 
terindikasi terdapat anomali Wrong Decision. Nilai bobot 
pelanggaran berbeda-beda untuk tiap aktivitas decision. Kode 
Sumber 5.14 menunjukkan kode untuk fungsi ini. Pada baris ke-6 
hingga ke-13 menunjukkan nilai bobot pelanggaran untuk 
masing-masing aktivitas. 
 
1 public static void getWrongDecision(OWLDataFactory factory, 
PelletReasoner reasonerPellet){ 
2 while (valWDec.size() <sum_case.size()) 
3 valWDec.add(0.0); 
4 HashMap<String,Double> weightmap = new HashMap<String, 
Double>(); 
5  
6 weightmap.put("check_completeness", 1.0);  
7 weightmap.put("check_SID", 0.875); 
8 weightmap.put("check_loan_type", 0.625); 
9 weightmap.put("complete_verification", 0.25); 
10 weightmap.put("check_overrate", 0.125); 
11 weightmap.put("make_validation", 0.5); 
12 weightmap.put("loan_decision", 0.75); 
13 weightmap.put("check_plafond", 0.375); 
14  
15 OWLClass Anomali = factory.getOWLClass(IRI.create(NS1 + 
"#Anomali")); 
16 Set<OWLNamedIndividual> individuals = 
reasonerPellet.getInstances(Anomali, false).getFlattened(); 
17 OWLClass Process = factory.getOWLClass(IRI.create(NS1 + 
"#Process")); 
18 Set<OWLNamedIndividual> individual_process = 
reasonerPellet.getInstances(Process, false).getFlattened(); 




47 }  
Kode Sumber 5.14 Fungsi getWrongDecision 
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Kode Sumber 5.15 merupakan potongan kode untuk 
mendapatkan event yang terdapat anomali Wrong Decision. Baris 
ke-34 hingga ke-37 merupakan perhitungan untuk memasukkan 
nilai bobot pelanggaran dari anomali tersebut. 
 
20 ... 
21 for(OWLNamedIndividual ind : individual_process){ 
22 NodeSet<OWLNamedIndividual> has_act = 
reasonerPellet.getObjectPropertyValues(ind, hasActivity); 
23 String teks = ind.toString(); 
24 String teks2 = teks.substring(teks.indexOf("#")+1, 
teks.length()-1); 
25 for(int i=0; i<InferenceWD[0].size(); i++){ 
26 if(teks2.equals(InferenceWD[0].get(i))) 
27 for(Node<OWLNamedIndividual> hasAct : has_act){ 
28 String teksHasAct = 
hasAct.getRepresentativeElement().getIRI().toString(); 
29 String teksHasActSub = 
teksHasAct.substring(teksHasAct.indexOf("#")+1, 
teksHasAct.length()); 
30 int eventnum = 
Integer.parseInt(InferenceWD[0].get(i).split("_")[1]); 
31 InferenceWD[1].set(i,teksHasActSub); 
32 while(OntologyChecker.valWDec.size() < eventnum+1) 
33 valWDec.add(0.0); 
34 double nilai_awal = 
OntologyChecker.valWDec.get(eventnum); 
35 double nilai_baru = weightmap.get(teksHasActSub); 
36 if(nilai_awal < nilai_baru ) 












5.1.4 Kelas ThroughputTime 
Kelas ThroughputTime adalah kelas untuk menghitung 
nilai anomali Throughput Time Maximum dan Throughput Time 
Minimum. Kelas ini dibagi ke dalam dua fungsi utama yaitu 
countDurationEachActivity dan calculateThroughputTime. 
5.1.4.1 Fungsi countDurationEachActivity 
Fungsi yang ditunjukkan pada Kode Sumber 5.16 
berfungsi untuk menghitung durasi eksekusi masing-masing 
aktivitas pada tiap case. 
 
1 public static void countDurationEachActivity 
(ArrayList<String>[] inferenceTT, List<List<Integer>> 
duplicates, ArrayList<String>[] inferenceTTtengah) { 
2 int i=0; 
3 int sum2; 
4 while(i<duplicates.size()) { 
5 int sum=0; 
6 int size=0; 



















5.1.4.2 Fungsi calculateThroughputTime 
Fungsi ini untuk menentukan apakah durasi eksekusi 
aktivitas yang ada di tiap case melanggar SOP atau tidak. Fungsi 
ini terbagi ke dalam beberapa bagian. Kode Sumber 5.17 
merupakan bagian pertama yang ditunjukkan pada baris ke-8 
hingga ke-13 yaitu berfungsi untuk menghitung jumlah durasi 
eksekusi dari suatu aktivitas di seluruh case. Kemudian di baris 
ke-14 berfungsi untuk menghitung rerata durasi ekseksi dari suatu 
aktivitas di seluruh case. Rerata tersebut disimpan ke dalam 
variabel toleransiTT[3]. 
 
1 public static void calculateThroughputTime (ArrayList<String>[] 
inferenceTTtengah, String[][] dataCT) { 
2 for(int i = 0; i < inferenceTTtengah[0].size(); i++) { 
3 ... 
4 if(inferenceTTtengah[4].get(i).equals("n")){ 
5 System.out.println("act: " + inferenceTTtengah[1].get(i)); 
6 inferenceTTtengah[4].set(i, "m"); 
7 sum = Double.valueOf(inferenceTTtengah[2].get(i)); 
8 for(int j = i+1; j < inferenceTTtengah[0].size(); j++) { 
9 if(inferenceTTtengah[4].get(j).equals("n")&&inferenceTTten
gah[1].get(i).equals(inferenceTTtengah[1].get(j))) { 
10 sum += Double.valueOf(inferenceTTtengah[2].get(j)); 
11 count++;inferenceTTtengah[4].set(j, "m"); 
12 } 
13 } 
14 Double mean = sum/count; 
15 toleransiTT[0].add(inferenceTTtengah[1].get(i)); 
16 toleransiTT[1].add(String.valueOf(sum)); 









Bagian selanjutnya yang ditunjukkan Kode Sumber 5.18 
merupakan langkah untuk perhitungan toleransi berdasarkan 
rerata durasi eksekusi aktivitas yang ada. 
 
1 ... 
2 int index = -1; 
3 double sumVariance = 0; 
4 for(int i = 0; i < inferenceTTtengah[0].size(); i++) { 
5 if (inferenceTTtengah[3].get(i).equals("unvar")) { 
6 String act_name = inferenceTTtengah[1].get(i); 
7 ... 
8 double count = 
Double.valueOf(toleransiTT[2].get(index)); 
9 if((count-1)>0) 
10 sumVariance = sumVariance/(count-1); 
11 else 
12 sumVariance = 0.0; 
13 toleransiTT[4].set(index, 
String.valueOf(sumVariance)); 
14 double mean = 
Double.valueOf(toleransiTT[3].get(index)); 
15 double CI = 1.96 * (mean/Math.sqrt(sumVariance)); 
16 double durasi_CT = 0; 








23 toleransi = Math.abs(durasi_CT - mean); 
24 toleransi_atas = mean + toleransi; 









Dan bagian paling akhir menunjukkan penentuan suatu 
aktivitas memiliki durasi aktivitas yang normal atau tergolong 
anomali. Durasi masing-masing aktivitas disimpan ke dalam 
variabel durasi_event. 
Baris ke-2 hingga ke-7 pada Kode Sumber 5.19 
merupakan pengecekan anomali Throughput Time Maximum. Jika 
durasi_event melebihi toleransi_atas maka akan termasuk 
anomali ini, dan  disimpan ke dalam variabel listTTMax nilai dari 
besarnya penyimpangan. 
1 ... 
2 if(durasi_event > toleransi_atas){ 
3 ... 
4 double temp = (durasi_event - toleransi_atas)/(batas_atas 
- toleransi_atas); 
5 if (temp < 1)listTTMax[2].add(String.valueOf(temp)); 
6 if (temp >= 1)listTTMax[2].add(String.valueOf(1)); 
7 } 
8 ... 
Kode Sumber 5.19 Fungsi calculateThroughputTime (3) 
Baris ke-9 hingga ke-14 pada Kode Sumber 5.20 
merupakan pengecekan anomali Throughput Time Minimum. Jika 
durasi_event lebih kecil dari toleransi_bawah maka akan 
termasuk anomali ini, dan  disimpan ke dalam variabel listTTMin 
nilai dari besarnya penyimpangan. 
8 ... 
9 elseif( durasi_event < toleransi_bawah){ 
10 ... 
11 double temp = (toleransi_bawah - 
durasi_event)/(toleransi_bawah - batas_bawah); 
12 if (temp < 1)listTTMin[2].add(String.valueOf(temp)); 
13 if (temp >= 1)listTTMin[2].add(String.valueOf(1)); 
14 } 
15 ... 




Baris ke-16 hingga ke-23padaKode Sumber 5.21 
merupakan pengecekan apakah durasi_eventtidak melebihi 
toleransi_atas dan tidak lebih kecil dari toleransi_bawah. Jika 
iya, maka disimpan ke dalam variabel listTTMax dan listTTMin 
dengan nilai “0” yang menandakan bahwa tidak terdapat anomali 
tersebut. 
15 ... 










Kode Sumber 5.21 Fungsi calculateThroughputTime (5) 
5.1.5 Kelas TOPSIS 
Kelas ini merupakan kelas yang berisi perhitungan untuk 
pemberian rating pada tiap case dengan menggunakan FMCDM 
TOPSIS, pemberian label, hingga prediksi anomali.  
5.1.5.1 Fungsi fuzzyfikasiLingual 
Fungsi ini menentukan data angka kontinu menjadi 
lingual berdasarkan Tabel 3.7. Potongan kode program dapat 
dilihat pada Kode Sumber 5.22. 
 
1 public void fuzzyfikasiLingual() { 
2 for(int i = 0; i <data.; i++) { 
3 for(int j = 0; j < 10; j++) { 
4 if (data[i][j] > 0 &&data[i][j] <= 0.1) 
5 fuzzyfikasi[i][j] = "VW"; 
6 else if (data[i][j] > 0.1 &&data[i][j] <= 0.2) 
7 fuzzyfikasi[i][j] = "BVW&W"; 
8 else if (data[i][j] > 0.2 &&data[i][j] <= 0.3) 
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9 fuzzyfikasi[i][j] = "W"; 
10 else if (data[i][j] > 0.3 &&data[i][j] <= 0.4) 
11 fuzzyfikasi[i][j] = "BW&F"; 
12 else if (data[i][j] > 0.4 &&data[i][j] <= 0.5) 
13 fuzzyfikasi[i][j] = "F"; 
14 else if (data[i][j] > 0.5 &&data[i][j] <= 0.6) 
15 fuzzyfikasi[i][j] = "BF&S"; 
16 else if (data[i][j] > 0.6 &&data[i][j] <= 0.7) 
17 fuzzyfikasi[i][j] = "S"; 
18 else if (data[i][j] > 0.7 &&data[i][j] <= 0.8) 
19 fuzzyfikasi[i][j] = "BS&VS"; 
20 else if (data[i][j] > 0.8 &&data[i][j] <= 1) 
21 fuzzyfikasi[i][j] = "VS"; 
22 else 




Kode Sumber 5.22 Fungsi fuzzyfikasiLingual 
5.1.5.2 Fungsi fuzzyfikasiTrapezoid 
Fungsi ini untuk mengubah data yang berupa nilai lingual 
menjadi nilai fuzzy sesuai dengan Tabel 3.7. Potongan kode dapat 
dilihat pada Kode Sumber 5.23. 
 
1 public void fuzzyfikasiTrapezoid() { 
2 for (int i = 0; i < 1200; i++) { 
3 for (int j = 0; j < 10; j++) { 
4 if (fuzzyfikasi[i][j].equals("VW")){ 
5 fuzzyLow[i][j] = 0.0; 
6 fuzzyMid1[i][j] = 0.0; 
7 fuzzyMid2[i][j] = 0.1; 
8 fuzzyHigh[i][j] = 0.2;  
9 } 
10 else if (fuzzyfikasi[i][j].equals("BVW&W")){ 
11 fuzzyLow[i][j] = 0.0; 
12 fuzzyMid1[i][j] = 0.1; 






16 else if (fuzzyfikasi[i][j].equals("VS")){ 
17 fuzzyLow[i][j] = 0.8; 
18 fuzzyMid1[i][j] = 0.9; 
19 fuzzyMid2[i][j] = 1.0; 
20 fuzzyHigh[i][j] = 1.0; 
21 } 
22 else { 
23 fuzzyLow[i][j] = 0.0; 
24 fuzzyMid1[i][j] = 0.0; 
25 fuzzyMid2[i][j] = 0.0; 





Kode Sumber 5.23 Fungsi fuzzyfikasiTrapezoid 
5.1.5.3 Fungsi weightedMatrix 
Fungsi ini untuk mengalikan data dengan bobot 
kepentingan tiap kriteria. Bobot kepentingan didapatkan dari 
Tabel 3.6. Potongan kode dapat dilihat pada Kode Sumber 5.24. 
 
1 public void weightedMatrix() { 
2 for (int i = 0; i < 1200; i++) { 
3 for (int j = 0; j < 10; j++) { 
4 if (j == 0) { 
5 fuzzyLow[i][j] = fuzzyLow[i][j] * 0.0288; 
6 fuzzyMid1[i][j] = fuzzyMid1[i][j] * 0.0904; 
7 fuzzyMid2[i][j] = fuzzyMid2[i][j] * 0.0904; 
8 fuzzyHigh[i][j] = fuzzyHigh[i][j] * 0.311; 
9 } 
10 else if (j == 1) { 
11 fuzzyLow[i][j] = fuzzyLow[i][j] * 0.0501; 
12 fuzzyMid1[i][j] = fuzzyMid1[i][j] * 0.1809; 
13 fuzzyMid2[i][j] = fuzzyMid2[i][j] * 0.1809; 





17 else if (j == 9) { 
18 fuzzyLow[i][j] = fuzzyLow[i][j] * 0.122; 
19 fuzzyMid1[i][j] = fuzzyMid1[i][j] * 0.254; 
20 fuzzyMid2[i][j] = fuzzyMid2[i][j] * 0.254; 





Kode Sumber 5.24 Fungsi weightedMatrix 
5.1.5.4 Fungsi solusiIdeal 
Fungsi ini berfungsi untuk mendapatkan solusi ideal 
negatif dan solusi ideal positif untuk tiap kriteria berdasarkan 
persamaan 2.6 dan 2.7. Potongan kode dapat dilihat pada Kode 
Sumber 5.25. Solusi ideal positif untuk tiap kriteria ke-j disimpan 
pada variabel idealSolution[0][j]. Sedangkan solusi ideal 
negatif untuk tiap kriteria ke-j disimpan pada variabel 
idealSolution[1][j]. 
 
1 public void solusiIdeal() { 
2 double largestGeneralizedMean = 0.0, 
3 smallestGeneralizedMean = 1.0; 
4 for (int j = 0; j < 10; j++) { 
5 for (int i = 0; i < 1200; i++) { 
6 generalizedMean[i][j] = 0; 
7 double check_not_zero = fuzzyLow[i][j] - fuzzyMid1[i][j] + 
fuzzyMid2[i][j] + fuzzyHigh[i][j]; 
8 if(check_not_zero > 0){ 
9 generalizedMean[i][j] = (-(Math.pow(fuzzyLow[i][j], 2)) 
- (Math.pow(fuzzyMid1[i][j], 2)) + 
(Math.pow(fuzzyMid2[i][j],2))+ 
(Math.pow(fuzzyHigh[i][j], 2)) - (fuzzyLow[i][j] * 
fuzzyMid1[i][j]) + (fuzzyMid2[i][j] * fuzzyHigh[i][j]))/ 
(3 * (fuzzyMid2[i][j] + fuzzyHigh[i][j] - fuzzyLow[i][j] 
- fuzzyMid1[i][j])); 
10 } 
11 if (generalizedMean[i][j] > largestGeneralizedMean) 




13 if ( generalizedMean[i][j] < smallestGeneralizedMean) 
14 smallestGeneralizedMean = generalizedMean[i][j]; 
15 } 
16 idealSolution[0][j] = largestGeneralizedMean; 
17 idealSolution[1][j] = smallestGeneralizedMean 
18  
19 largestGeneralizedMean = 0.0; 
20 smallestGeneralizedMean = 1.0; 
21 } 
Kode Sumber 5.25 Fungsi solusiIdeal 
5.1.5.5 Fungsi rating 
Fungsi yang ditunjukkan pada Kode Sumber 5.26 ini 
berfungsi untuk menghitung rating dari tiap case ke-i. 
Perhitungan pertama dilakukan dengan mendapatkan separation 
measure terhadap solusi ideal positif dan solusi ideal negatif 
sesuai dengan persamaan 2.9 dan 2.10. Kemudian hasil akhirnya 
adalah kedekatan relatif terhadap solusi ideal yang dihitung 
menggunakan persamaan 13. Hasil akhir berupa rating untuk tiap 
case ke-i disimpan pada variabel rating[i]. 
1 public void rating() { 
2 double tempPos = 0, tempNeg = 0; 
3 for (int i = 0; i < 1200; i++) { 
4 for (int j = 0; j < 10; j++) { 
5 separationPos[i][j] = Math.abs(generalizedMean[i][j] - 
idealSolution[0][j]); 
6 tempPos += separationPos[i][j]; 
7 separationNeg[i][j] = Math.abs(generalizedMean[i][j] - 
idealSolution[1][j]); 
8 tempNeg += separationNeg[i][j]; 
9 } 
10 separationPos[i][10] = tempPos; 
11 separationNeg[i][10] = tempNeg; 








5.1.5.6 Fungsi labelling 
Fungsi ini berfungsi untuk memberikan label untuk tiap 
case. Pemberian label dilakukan berdasarkan aturan pakar yang 
telah dijabarkan pada Tabel 3.17. 
 
1 public void labelling() { 
2 for (inti = 0; i < 1200; i++) { 
3 for (int j = 0; j < 10; j++) { 
4 if (data[i][0] > 0 || data[i][1] > 0 || data[i][9] > 0) 
5 statusSSWDec[i] = 1; 
6 else if (data[i][4] > 0 && data[i][5] > 0 && data[i][6] > 
0 && data[i][7] > 0) 
7 statusWRWD[i] = 1;  
8 else { 
9 statusSSWDec[i] = 0; 
10 statusWRWD[i] = 0; 
11 } 
12 }   
13 if (statusSSWDec[i] > 0 || statusWRWD[i] > 0) { 
14 tidakAnomali[i] = 0; 
15 semiAnomali[i] = 0; 
16 anomali[i] = 1; 
17 } 
18 else if (rating[i] >= 0 &&rating[i] <= 0.1) { 
19 tidakAnomali[i] = 1;  
20 semiAnomali[i] = 0; 
21 anomali[i] = 0; 
22 } 
23 else if (rating[i] > 0.1 &&rating[i] < 0.2) { 
24 tidakAnomali[i] = (0.2 - rating[i]) / 0.1;  
25 semiAnomali[i] = 0; 
26 anomali[i] = 0; 
27 } 
28 else if (rating[i] > 0.1 &&rating[i] < 0.2) {  
29 tidakAnomali[i] = 0; 
30 semiAnomali[i] = (rating[i] - 0.1) / 0.1;  
31 anomali[i] = 0; 
32 } 
33 else if (rating[i] >= 0.2 &&rating[i] <= 0.4) {  
34 tidakAnomali[i] = 0; 
35 semiAnomali[i] = 1;  
36 anomali[i] = 0; 
37 } 
38 else if (rating[i] > 0.4 &&rating[i] < 0.5) {  
39 tidakAnomali[i] = 0; 




41 anomali[i] = (rating[i] - 0.4) / 0.1; 
42 } 
43 else if (rating[i] >= 0.5) {  
44 tidakAnomali[i] = 0; 
45 semiAnomali[i] = 0; 
46 anomali[i] = 1; 
47 } 
48  
49 if (tidakAnomali[i] >semiAnomali[i] && tidakAnomali[i] > 
anomali[i]) { 
50 label[i] = "tidak anomali"; 
51 } 
52 else if (semiAnomali[i] >tidakAnomali[i] && semiAnomali[i] 
> anomali[i]) { 
53 label[i] = "semi anomali"; 
54 } 
55 else { 




Kode Sumber 5.27 Fungsi labelling 
5.1.6 Kelas DecisionTree 
Fungsi ini berfungsi untuk melatih dan menguji data 
menggunakan Decision Tree hingga mendapatkan pola yang 
dapat memprediksi status Anomali pada suatu case. Potongan 
kode dapat dilihat pada Kode Sumber 5.28. 
 
1. public class DecisionTree { 
2. J48 cls = new J48(); 
3. cls.buildClassifier(data); 
4. Evaluation eval = new Evaluation(data); 
5. eval.crossValidateModel(cls, data, 4, new Random(1), new 
Object[] {}); 
6. int count = 0; 
7. for (inti = 0; i < data.numInstances(); i++) { 
8. isi_dataset= data.instance(i); 




Kode Sumber 5.28 Kelas DecisionTree 
104 
 
5.2 Implementasi Antarmuka Pengguna 
Implementasi tampilan antarmuka pengguna dibuat 
menggunakan IDE Eclipse. Pada subbab ini akan dijelaskan 
mengenai implementasi tampilan antarmuka pengguna yang 
merupakan plugin untuk ProM. 
5.2.1 Halaman Tampilan Memasukkan File 
Halaman ini merupakan halaman tampilan untuk 
memasukkan file yang dibutuhkan. File yang dimasukkan 
memiliki ekstensi XLS, PNML, XES, dan OWL. Halaman 
tampilan ini dapat dilihat pada Gambar 5.1. 
 
Gambar 5.1 Halaman Memasukkan File 
5.2.2 Halaman Tampilan Menu Plugin 
Halaman ini berisi kumpulan plugin yang dapat dipilih 
sesuai kebutuhan. Setiap plugin mewakili setiap kasus 
penggunaan. Halaman tampilan menu plugin dapat dilihat 





Gambar 5.2 Halaman Tampilan Menu Plugin Convert PNML and 
XES to Ontology (OWL) 
 
Gambar 5.3 Halaman Tampilan Menu Plugin Conformance 





Gambar 5.4 Halaman Menu Plugin Rating + Labeling using 
FMCDM TOPSIS dan Labeling with Decision Tree 
5.2.3 Halaman Tampilan Data Pelanggaran dari File 
Model Ontologi 
Halaman ini muncul ketika pengguna melakukan proses 
conformance checking. Conformance checking merupakan 
pencocokan antara event logs dengan SOP. Hasil dari 
conformance checking berupa data pelanggaran. Halaman 
tampilan ini dapat dilihat pada Gambar 5.5. 
5.2.4 Halaman Tampilan Rating dan Pemberian 
Label 
Halaman ini merupakan tampilan perhitungan rating dan 
pemberian label dari setiap case. Data yang digunakan sebagai 
masukan adalah data pelanggaran atau disebut dengan value of 





Gambar 5.5 Halaman Data Pelanggaran dari File Ontologi 
 
 
Gambar 5.6 Halaman Tampilan Bobot Kriteria 
5.2.5 Halaman Tampilan Pendeteksian Anomali 
Halaman ini ditampilkan ketika pengguna melakukan 
pendeteksian anomali dengan menggunakan metode Decision 
Tree. Data masukan berupa data dan label yang telah didapatkan 
dari perhitungan sebelumnya. File yang digunakan sebagai 
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masukan adalah file dengan ekstensi CSV. Halaman tampilan ini 
dapat dilihat pada Gambar 5.7. 
 
 





6 BAB VI 
PENGUJIAN DAN EVALUASI 
Bab ini membahas mengenai pengujian dan evaluasi pada 
sistem. Pengujian pada bab ini adalah pengujian model ontologi, 
kebutuhan fungsionalitas, studi kasus, dan metode.  
6.1 Lingkungan Pengujian 
Lingkungan pengujian sistem pada pengerjaan Tugas Akhir 
ini dilakukan pada lingkungan dan alat kakas sebagai berikut: 
Prosesor : AMD E2-2000 APU @ 1.75GHz 
Memori : 4.00 GB 
Jenis Device : Laptop 
Sistem Operasi : Microsoft Windows 8 Pro 64 bit 
IDE Eclipse  : Eclipse Kepler 
6.2 Skenario Pengujian 
Pada  bagian ini akan dijelaskan tentang skenario pengujian 
yang dilakukan. Terdapat empat pengujian yang dipilih yaitu 
meliputi model ontologi, fungsionalitas, studi kasus, dan metode. 
Pengujian model ontologi yaitu menguji SWRL rules untuk 
mendeteksi pelanggaran setiap anomali. Pengujian model 
ontologi dilakukan menggunakan aplikasi Protégé. Pengujian 
kebutuhan fungsionalitas menggunakan metode kotak hitam 
(black box) yang lebih memerhatikan  pada hasil keluaran dari 
sistem. Pengujian studi kaskus menggunakan studi kasus aplikasi 
kredit bank. Kemudian pengujian metode untuk mengevaluasi 
metode Decision Tree. 
6.2.1 Pengujian Model Ontologi 
Pengujian model ontologi merupakan tahap uji ke-valid-
an model yang telah dibuat sebagai dasar proses pendeteksian 
anomali pada Tugas Akhir ini. Pengujian dilakukan menggunakan 
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aplikasi Protégé dengan menyiapkan sejumlah skenario sebagai 
tolok ukur keberhasilan pengujian.  
6.2.1.1 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Normal 
Pada tahap pengujian dengan studi kasus normal 
disediakan masukan berupa event logs yang berisi case normal 
atau tidak terdapat anomali di dalamnya. Tujuannya adalah 
untuk mengetahui apakah rule yang diterapkan benar-benar tidak 
terjadi kesalahan pembacaan ketika membaca case normal. 
Rincian pengujian fitur ini dapat dilihat pada Tabel 6.1. 
Tabel 6.1 Pengujian Ke-valid-an Pendeteksian Studi Kasus Normal 
ID TA-UJ.UC0001 
Nama Pengujian ke-valid-an pendeteksian studi kasus normal 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus normal 
Skenario 1 Mengimpor file event logs yang tidak terdapat data 
penyimpangan 
Kondisi Awal ProM sudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs normal yang tidak terdapat data 
penyimpangan 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 






Pada setiap individu anomali tidak terdapat hasil 
inference data penyimpangan 
Hasil Yang Didapat Pada setiap individu anomali tidak terdapat hasil 
inference data penyimpangan 
Hasil Pengujian Berhasil 
Kondisi Akhir Protégé menampilkan individu anomali tanpa informasi 
data inference 
 
Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 
normal dapat dilihat pada Gambar 6.1. 
 
 
Gambar 6.1 Hasil Pengujian Studi Kasus Normal 
 
6.2.1.2 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Skip Sequence  
Pada tahap pengujian dengan studi kasus anomali Skip 
Sequence disediakan masukan berupa event logs yang berisi case 
yang terdapat anomali Skip Sequence di dalamnya. Tujuannya 
yaitu untuk mengetahui apakah rule yang diterapkan benar-benar 
mampu mendeteksi anomali jenis Skip Sequence. Rincian 




Tabel 6.2 Pengujian Ke-valid-an Pendeteksian Studi Kasus Anomali 
Skip Sequence 
ID TA-UJ.UC0002 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 
Skip Sequence 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Skip Sequence 
Skenario 1 Mengimpor file event logs yang terdapat data anomali 
Skip Sequence 
Kondisi Awal ProM sudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs yang terdapat anomali Skip 
Sequence 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 
dengan menekan tombol CTRL+R 
Hasil Yang 
Diharapkan 
Pada individu anomali Skip Sequence terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Yang Didapat Pada individu anomali Skip Sequence terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Pengujian Berhasil. 
Kondisi Akhir Protégé menampilkan individu anomali Skip Sequence 




yang terdapat pada event logs 
 
Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 
normal dapat dilihat pada Gambar 6.2. 
 
 
Gambar 6.2 Hasil Pengujian Studi Kasus Skip Sequence 
6.2.1.3 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Skip Decision 
Pada tahap pengujian dengan studi kasus anomali Skip 
Decision disediakan masukan berupa event logs yang berisi case 
yang terdapat anomali Skip Decision di dalamnya. Tujuannya 
adalah untuk mengetahui apakah rule yang diterapkan  benar-
benar mampu mendeteksi anomali jenis Skip Decision. Rincian 
pengujian fitur ini dapat dilihat pada Tabel 6.3. 
Tabel 6.3 Pengujian Ke-valid-an Pendeteksian Studi Kasus Anomali 
Skip Decision 
ID TA-UJ.UC0003 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 
Skip Decision 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Skip Decision 
Skenario 1 Mengimpor file event logs yang terdapat data anomali 
Skip Decision 
Kondisi Awal ProMsudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
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Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs yang terdapat anomali Skip Decision 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 
dengan menekan tombol CTRL+R 
Hasil Yang 
Diharapkan 
Pada individu anomali Skip Decision terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Yang Didapat Pada individu anomali Skip Decision terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Pengujian Berhasil. 
Kondisi Akhir Protégé menampilkan individu anomali Skip Decision 
yang berisi inference data penyimpangan sesuai dengan 
yang terdapat pada event logs 
 
Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 
normal dapat dilihat pada Gambar 6.3. 
 
 





6.2.1.4 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Throughput Time Min 
Pada tahap pengujian dengan studi kasus anomali 
Throughput Time Min disediakan masukan berupa event logs 
yang berisi case yang terdapat anomali Throughput Time Min di 
dalamnya. Tujuannya adalah untuk mengetahui apakah rule yang 
diterapkan benar-benar mampu mendeteksi anomali jenis 
Throughput Time Min. Rincian pengujian fitur ini dapat dilihat 
pada Tabel 6.4. 
Tabel 6.4 Pengujian Ke-valid-an Pendeteksian Studi Kasus Anomali 
Throughput Time Min 
ID TA-UJ.UC0004 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 
Throughput Time Min 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Throughput Time Min 
Skenario 1 Mengimpor file event logs yang terdapat data anomali 
Throughput Time Min 
Kondisi Awal ProMsudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs yang terdapat anomali Throughput 
Time Min 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 





Pada individu anomali Throughput Time Min terdapat 
hasil inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Yang Didapat Pada individu anomali Throughput Time Min terdapat 
hasil inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Pengujian Berhasil. 
Kondisi Akhir Protégé menampilkan individu anomali Throughput 
Time Min yang berisi inference data penyimpangan 
sesuai dengan yang terdapat pada event logs 
 
Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 
Throughput Time Min dapat dilihat pada Gambar 6.4. 
 
 
Gambar 6.4 Hasil Pengujian Studi Kasus Throughput Time Min 
6.2.1.5 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Throughput Time Max 
Pada tahap pengujian dengan studi kasus anomali 
Throughput Time Max disediakan masukan berupa event logs 
yang berisi case yang terdapat anomali Throughput Time Max di 
dalamnya. Tujuannya adalah untuk mengetahui apakah rule yang 
diterapkan  benar-benar mampu mendeteksi anomali jenis 
Throughput Time Max. Rincian pengujian fitur ini dapat dilihat 
pada Tabel 6.5. 
Tabel 6.5 Pengujian Ke-valid-an Pendeteksian Studi Kasus Anomali 
Throughput Time Max 
ID TA-UJ.UC0005 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 




Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Throughput Time Max 
Skenario 1 Mengimpor file event logsyang terdapat data anomali 
Throughput Time Max 
Kondisi Awal ProMsudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs yang terdapat anomali Throughput 
Time Max 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 
dengan menekan tombol CTRL+R 
Hasil Yang 
Diharapkan 
Pada individu anomali Throughput Time Max terdapat 
hasil inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Yang Didapat Pada individu anomali Throughput Time Max terdapat 
hasil inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Pengujian Berhasil. 
Kondisi Akhir Protégé menampilkan individu anomali Throughput 
Time Max yang berisi inference data penyimpangan 
sesuai dengan yang terdapat pada event logs 
 
Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 





Gambar 6.5 Hasil Pengujian Studi Kasus Throughput Time Max 
 
6.2.1.6 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Wrong Resource 
Pada tahap pengujian dengan studi kasus anomali Wrong 
Resource disediakan masukan berupa event logs yang berisi case 
yang terdapat anomali Wrong Resource di dalamnya. Tujuannya 
adalah untuk mengetahui apakah rule yang diterapkan  benar-
benar mampu mendeteksi anomali jenis Wrong Resource. Rincian 
pengujian fitur ini dapat dilihat pada Tabel 6.6. 
Tabel 6.6 Pengujian Ke-valid-an Pendeteksian Studi Kasus Anomali 
Wrong Resource 
ID TA-UJ.UC0006 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 
Wrong Resource 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Wrong Resource 
Skenario 1 Mengimpor file event logs yang terdapat data anomali 
Wrong Resource 
Kondisi Awal ProMsudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs yang terdapat anomali Wrong 
Resource 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 




4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 
dengan menekan tombol CTRL+R 
Hasil Yang 
Diharapkan 
Pada individu anomali Wrong Resource terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Yang Didapat Pada individu anomali Wrong Resource terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Pengujian Berhasil. 
Kondisi Akhir Protégé menampilkan individu anomali Wrong 
Resource yang berisi inference data penyimpangan 
sesuai dengan yang terdapat pada event logs 
 
Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 
Wrong Resourcedapat dilihat pada Gambar 6.6. 
 
 
Gambar 6.6 Hasil Pengujian Studi Kasus Wrong Resource 
6.2.1.7 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Wrong Pattern 
Pada tahap pengujian dengan studi kasus anomali Wrong 
Pattern disediakan masukan berupa event logs yang berisi case 
yang terdapat anomali Wrong Pattern di dalamnya. Tujuannya 
adalah untuk mengetahui apakah rule yang diterapkan  benar-
benar mampu mendeteksi anomali jenis Wrong Pattern. Rincian 




Tabel 6.7 Pengujian Ke-valid-an Pendeteksian Studi Kasus Anomali 
Wrong Pattern 
ID TA-UJ.UC0007 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 
Wrong Pattern 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Wrong Pattern 
Skenario 1 Mengimpor file event logs yang terdapat data anomali 
Wrong Pattern 
Kondisi Awal ProMsudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs yang terdapat anomali Wrong 
Pattern 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 
dengan menekan tombol CTRL+R 
Hasil Yang 
Diharapkan 
Pada individu anomali Wrong Pattern terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Yang Didapat Pada individu anomali Wrong Pattern terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Pengujian Berhasil. 
Kondisi Akhir Protégé menampilkan individu anomali Wrong Pattern 
yang berisi inference data penyimpangan sesuai dengan 





Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 
Wrong Patterndapat dilihat pada Gambar 6.7. 
 
 
Gambar 6.7 Hasil Pengujian Studi Kasus Wrong Pattern 
6.2.1.8 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Wrong Duty Sequence 
Pada tahap pengujian dengan studi kasus anomali Wrong 
Duty Sequence disediakan masukan berupa event logs yang berisi 
case yang terdapat anomali Wrong Duty Sequence di dalamnya. 
Tujuannya adalah untuk mengetahui apakah rule yang diterapkan  
benar-benar mampu mendeteksi anomali jenis Wrong Duty 
Sequence. Rincian pengujian fitur ini dapat dilihat pada Tabel 6.8. 
Tabel 6.8 Pengujian Ke-valid-an Pendeteksian Studi Kasus Anomali 
Wrong Duty Sequence 
ID TA-UJ.UC0008 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 
Wrong Duty Sequence 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Wrong Duty Sequence 
Skenario 1 Mengimpor file event logs yang terdapat data anomali 
Wrong Duty Sequence 
Kondisi Awal ProM sudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file ontologihasil konversi dari file 




Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 
dengan menekan tombol CTRL+R 
Hasil Yang 
Diharapkan 
Pada individu anomali Wrong Duty Sequence terdapat 
hasil inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Yang Didapat Pada individu anomali Wrong Duty Sequence terdapat 
hasil inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Pengujian Berhasil. 
Kondisi Akhir Protégé menampilkan individu anomali Wrong Duty 
Sequence yang berisi inference data penyimpangan 
sesuai dengan yang terdapat pada event logs 
 
Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 
WrongDuty Sequence dapat dilihat pada Gambar 6.8. 
 
 
Gambar 6.8 Hasil Pengujian Studi Kasus Wrong Duty Sequence 
6.2.1.9 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Wrong Duty Decision 
Pada tahap pengujian dengan studi kasus anomali Wrong 




case yang terdapat anomali Wrong Duty Decision di dalamnya. 
Tujuannya adalah untuk mengetahui apakah rule yang diterapkan  
benar-benar mampu mendeteksi anomali jenis Wrong Duty 
Decision. Rincian pengujian fitur ini dapat dilihat pada Tabel 6.9. 
Tabel 6.9 Pengujian Ke-valid-an Pendeteksian Studi Kasus Anomali 
Wrong Duty Decision 
ID TA-UJ.UC0009 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 
Wrong Duty Decision 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Wrong Duty Decision 
Skenario 1 Mengimpor file event logsyang terdapat data anomali 
Wrong Duty Decision 
Kondisi Awal ProM sudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs yang terdapat anomali Wrong Duty 
Decision 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 
dengan menekan tombol CTRL+R 
Hasil Yang 
Diharapkan 
Pada individu anomali Wrong Duty Sequence terdapat 
hasil inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Yang Didapat Pada individu anomali Wrong Duty Decision terdapat 
hasil inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Pengujian Berhasil. 
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Kondisi Akhir Protégé menampilkan individu anomali Wrong Duty 
Decision yang berisi inference data penyimpangan 
sesuai dengan yang terdapat pada event logs 
 
Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 
WrongDuty Decision dapat dilihat pada Gambar 6.9. 
 
 
Gambar 6.9 Hasil Pengujian Studi Kasus Wrong Duty Decision 
6.2.1.10 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Wrong Duty Combine 
Pada tahap pengujian dengan studi kasus anomali Wrong 
Duty Combine disediakan masukan berupa event logs yang berisi 
case yang terdapat anomali Wrong Duty Combine di dalamnya. 
Tujuannya adalah untuk mengetahui apakah  rule yang diterapkan  
benar-benar mampu mendeteksi anomali jenis Wrong Duty 
Combine. Rincian pengujian fitur ini dapat dilihat pada Tabel 
6.10. 
Tabel 6.10 Pengujian Ke-valid-an Pendeteksian Studi Kasus 
Anomali Wrong Duty Combine 
ID TA-UJ.UC0010 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 
Wrong Duty Combine 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Wrong Duty Combine 
Skenario 1 Mengimpor file event logs yang terdapat data anomali 
Wrong Duty Combine 
Kondisi Awal ProM sudah dijalankan file event logs dan SOP sudah 




Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs yang terdapat anomali Wrong Duty 
Combine 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 
dengan menekan tombol CTRL+R 
Hasil Yang 
Diharapkan 
Pada individu anomali Wrong Duty Combine terdapat 
hasil inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Yang Didapat Pada individu anomali Wrong Duty Combine terdapat 
hasil inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Pengujian Berhasil. 
Kondisi Akhir Protégé menampilkan individu anomali Wrong Duty 
Combine yang berisi inference data penyimpangan 
sesuai dengan yang terdapat pada event logs 
 
Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 
WrongDuty Combine dapat dilihat pada Gambar 6.10. 
 
 
Gambar 6.10 Hasil Pengujian Studi Kasus Wrong Duty Combine 
6.2.1.11 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Wrong Decision 
Pada tahap pengujian dengan studi kasus anomali Wrong 
Decision disediakan masukan berupa event logs yang berisi case 
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yang terdapat anomali Wrong Decision di dalamnya. Tujuannya 
adalah untuk mengetahui apakah rule yang diterapkan  benar-
benar mampu mendeteksi anomali jenis Wrong Decision. Rincian 
pengujian fitur ini dapat dilihat pada Tabel 6.11. 
Tabel 6.11 Pengujian Ke-valid-an Pendeteksian Studi Kasus 
Anomali Wrong Decision 
ID TA-UJ.UC0011 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 
Wrong Decision 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Wrong Decision 
Skenario 1 Mengimpor file event logs yang terdapat data anomali 
Wrong Decision 
Kondisi Awal ProM sudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs yang terdapat anomali Wrong 
Decision 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 
dengan menekan tombol CTRL+R 
Hasil Yang 
Diharapkan 
Pada individu anomali Wrong Decision terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Yang Didapat Pada individu anomali Wrong Decision terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 




Kondisi Akhir Protégé menampilkan individu anomali Wrong Decision 
yang berisi inference data penyimpangan sesuai dengan 
yang terdapat pada event logs 
 
Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 
WrongDecision dapat dilihat pada Gambar 6.11. 
 
 
Gambar 6.11 Hasil Pengujian Studi Kasus Wrong Decision 
 
6.2.1.12 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Skip Activity 
Pada tahap pengujian dengan studi kasus anomali Skip 
Activity disediakan  masukan berupa event logs yang berisi case-
case yang terdapat anomali Skip Sequence dan Skip Decision 
secara bersamaan di dalamnya. Tujuannya adalah untuk 
mengetahui apakah rule yang diterapkan  benar-benar mampu 
mendeteksi anomali jenis Skip Sequence dan Skip Decision yang 
terjadi dalam satu case yang sama maupun case yang berbeda. 
Rincian pengujian fitur ini dapat dilihat pada Tabel 6.12.  
Tabel 6.12 Pengujian Ke-valid-an Pendeteksian Studi Kasus 
Anomali Skip Activity 
ID TA-UJ.UC0012 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 
Skip 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Skip 




Kondisi Awal ProM sudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs yang terdapat anomali Skip 
Sequence dan Skip Decision 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 
dengan menekan tombol CTRL+R 
Hasil Yang 
Diharapkan 
Pada individu anomali Skip terdapat hasil inference data 
penyimpangan sesuai dengan yang terdapat pada event 
logs 
Hasil Yang Didapat Pada individu anomali Skip terdapat hasil inference data 
penyimpangan sesuai dengan yang terdapat pada event 
logs 
Hasil Pengujian Berhasil. 
Kondisi Akhir Protégé menampilkan individu anomali Skip yang berisi 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
 
Untuk hasil pengujian ke-valid-an pendeteksian studi kasus Skip 
Activity dapat dilihat pada Gambar 6.12. 
 
 




6.2.1.13 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Throughput Time 
Pada tahap pengujian dengan studi kasus anomali 
Throughput Time disediakan masukan berupa event logs yang 
berisi case-case yang terdapat anomali Throughput Time Min dan 
Throughput Time Max secara bersamaan di dalamnya. Tujuannya 
adalah untuk mengetahui apakah rule yang diterapkan  benar-
benar mampu mendeteksi anomali jenis Throughput Time Max 
dan Throughput Time Min yang terjadi dalam satu case yang 
sama maupun case yang berbeda. Rincian pengujian fitur ini 
dapat dilihat pada Tabel 6.13. 
Tabel 6.13 Pengujian Ke-valid-an Pendeteksian Studi Kasus 
Anomali Throughput Time 
ID TA-UJ.UC0013 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 
Throughput Time 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Throughput Time 
Skenario  Mengimpor file event logs yang terdapat data anomali 
Throughput Time 
Kondisi Awal ProMsudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs yang terdapat anomali Throughput 
Time Min dan Throughput Time Max 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 




9. Pengguna menjalankan reasoner Pellet di Protégé 
dengan menekan tombol CTRL+R 
Hasil Yang 
Diharapkan 
Pada individu anomali Throughput Time terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Yang Didapat Pada individu anomali Throughput Time terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Pengujian Berhasil. 
Kondisi Akhir Protégé menampilkan individu anomali Throughput 
Time yang berisi inference data penyimpangan sesuai 
dengan yang terdapat pada event logs 
 
Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 
Throughput Time dapat dilihat pada Gambar 6.13. 
 
 
Gambar 6.13 Hasil Pengujian Studi Kasus Throughput Time 
6.2.1.14 Pengujian Ke-valid-an Pendeteksian Studi 
Kasus Anomali Wrong Duty  
Pada tahap pengujian dengan studi kasus anomali Wrong 
Duty disediakan masukan berupa event logs yang berisi case-case 
yang terdapat anomali Wrong Duty Sequence, Wrong Duty 
Decision dan Wrong Duty Combine secara bersamaan di 
dalamnya. Tujuannya adalah untuk mengetahui apakah rule yang 
diterapkan  benar-benar mampu mendeteksi anomali jenis Wrong 
Duty Sequence, Wrong Duty Decision dan Wrong Duty Combine 
yang terjadi dalam satu case yang sama maupun case yang 




Tabel 6.14 Pengujian Ke-valid-an Pendeteksian Studi Kasus 
Anomali Wrong Duty 
ID TA-UJ.UC0014 
Nama Pengujian ke-valid-an pendeteksian studi kasus anomali 
Wrong Duty 
Tujuan Pengujian Menguji ke-valid-an model terhadap studi kasus 
anomali Wrong Duty 
Skenario 1 Mengimpor file event logs yang terdapat data anomali 
Wrong Duty 
Kondisi Awal ProMsudah dijalankan file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file ontologi hasil konversi dari file 
SOP dan event logs yang terdapat anomali Wrong Duty 
Sequence, Wrong Duty Decision dan Wrong Duty 
Combine 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan 
SOP menjadi file ontologi 
8. Pengguna membuka file ontologi melalui aplikasi 
Protégé 
9. Pengguna menjalankan reasoner Pellet di Protégé 
dengan menekan tombol CTRL+R 
Hasil Yang 
Diharapkan 
Pada individu anomali Wrong Duty terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Yang Didapat Pada individu anomali Wrong Duty terdapat hasil 
inference data penyimpangan sesuai dengan yang 
terdapat pada event logs 
Hasil Pengujian Berhasil. 
Kondisi Akhir Protégé menampilkan individu anomali Wrong Duty 
yang berisi inference data penyimpangan sesuai dengan 




Untuk hasil pengujian ke-valid-an pendeteksian studi kasus 
Wrong Duty dapat dilihat pada Gambar 6.14. 
 
 
Gambar 6.14 Hasil Pengujian Studi Kasus Wrong Duty 
6.2.2 Pengujian Fungsionalitas 
Pengujian fungsionalitas sistem dilakukan dengan 
menyiapkan sejumlah skenario sebagai tolak ukur keberhasilan 
pengujian. Pengujian ini dilakukan dengan mengacu pada kasus 
penggunaan yang telah dijelaskan pada Sub subbab 4.1.5. 
Pengujian pada kebutuhan fungsionalitas dapat dijabarkan sebagai 
berikut. 
6.2.2.1 Pengujian Fitur Convert Event Logs and SOP 
to Ontology Model 
Pengujian fitur convert event logs and SOP to Ontology Model 
dilakukan dengan menggunakan beberapa jenis file proses bisnis 
dan event logs yang berbeda. Selain itu juga melakukan convert 
dengan jenis ekstensi file selain dari yang didefinisikan (ekstensi 
XES dan PNML). Pengujian ini bertujuan untuk menguji apakah  
file  tersebut dapat di-convert dengan benar atau tidak. Rincian 












Nama Pengujian fitur Convert Event Logs and SOP to 
Ontology Model 
Tujuan Pengujian Menguji fitur Convert Event Logs and SOP to Ontology 
Model. 
Skenario 1 Mengkonversi file event logs yang berekstensi xes dan 
file SOP yang berekstensi pnml 
Kondisi Awal ProM sudah dijalankan, file event logs dan SOP sudah 
disiapkan dalam satu folder. 
Data Uji Data uji merupakan file event logs dan file SOP yang 
sudah disiapkan sebelumnya  
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file SOP 
7. Pengguna melakukan konversi file event logs dan file 
SOP menjadi satu file ontologi 
Hasil Yang 
Diharapkan 
File ontologi yang berisi gabungan event logs dan SOP 
dapat terbentuk 
Hasil Yang Didapat File ontologi yang berisi gabungan event logs dan SOP 
dapat terbentuk 
Hasil Pengujian Berhasil 
Kondisi Akhir Terbentuk file ontologi 
Skenario 2 Mengkonversi file event logs dengan file yang 
berekstensi selain pnml dan file SOP dengan file yang 
berekstensi selain xes 
Kondisi Awal 
 
ProM sudah dijalankan dan file dengan file berekstensi 
xls sudah disiapkan 
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Data Uji Data uji merupakan file dengan ekstensi *.xls 
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file event logs 
4. Pengguna memilih menu import. 
5. Pengguna memilih folder yang telah disiapkan. 
6. Pengguna memilih file berekstensi xls 
7. Pengguna melakukan konversi file event logsdan 
file berkestensi xls 
8. Pengguna memilih menu import. 
9. Pengguna memilih folder yang telah disiapkan. 
10. Pengguna memilih file SOP 
11. Pengguna memilih menu import. 
12. Pengguna memilih folder yang telah disiapkan. 
13. Pengguna memilih file berekstensi xls 




Pilihan convert PNML + Event Logs tidak muncul 
Hasil Yang Didapat Pilihan convert PNML + Event Logs tidak muncul di list 
plugin ProM 
Hasil Pengujian Berhasil 
Kondisi Akhir Tidak dapat mengkonversi file event logs dengan file 
selain file SOP dan tidak dapat mengkonversi file SOP 
dengan file selain fileevent logs 
 
 Untuk hasil uji data pertama dapat dilihat pada Gambar 






Gambar 6.15 Hasil Program pada Uji Pertama 
 
Gambar 6.16 Hasil Program pada Uji Kedua 
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6.2.2.2 Pengujian Fitur Conformance Checking pada 
Model Ontologi 
Pengujian fitur conformance checking pada model 
ontologi merupakan pengujian terhadap kemampuan plugin dalam 
menangkap pelanggaran yang ada dengan keluaran berupa nilai 
kotinu. Rincian scenario pengujian pada kasus penggunaan ini 
dapat dilihat pada Tabel 6.16. 






Nama Pengujian fitur conformance checking pada model 
ontologi 
Tujuan Pengujian Menguji fungsionalitas sistem dalam menjalankan 
proses conformance checking pada model ontologi. 
Skenario 1 Mengimpor file data berekstensi OWL ke dalam 
program 
Kondisi Awal ProM sudah dijalankan dan file ontologi hasil proses 
konversi sudah disiapkan. 
Data Uji Data uji merupakan file ontologi hasil konversi file event 
logs dengan file SOP  
Langkah Pengujian 1. Pengguna memilih menu import. 
2. Pengguna memilih folder yang telah disiapkan. 
3. Pengguna memilih file ontologiyang akan dibaca. 
4. Pengguna melakukan conformance checking 
Hasil Yang 
Diharapkan 
Plugin mampu menampilkan data anomali ke dalam 
tabel anomali 
Hasil Yang Didapat Plugin mampu menampilkan data anomali ke dalam 
tabel anomali 
Hasil Pengujian Berhasil 
Kondisi Akhir Tampilan tabel anomali yang berisi data anomali dan 
tersimpan dengan format .xls 





Kondisi awal ProM sudah dijalankan, data uji telah disiapkan 
Data Uji Data uji berupa file berekstensi XLS 
Langkah Pengujian 1. Pengguna memilih import 
2. Pengguna memilih file model ontologi 




Muncul notifikasi tidak dapat melakukan penambahan 
file ke dalam program 
Hasil yang 
didapatkan 
Muncul notifikasi tidak dapat melakukan penambahan 
file ke dalam program 
Hasil Pengujian Berhasil 
Kondisi Akhir Tidak dapat mengeluarkan data pelanggaran 
 
Untuk hasil uji data pertama oleh plugin dapat dilihat 
pada Gambar 6.17 dan Gambar 6.18. Pada Gambar 6.17 
menunjukkan file OWL yang berhasil di-import sesuai skenario 1. 
Gambar 6.18 menunjukkan kondisi akhir skenario 1. Untuk hasil 





Gambar 6.17 Tampilan  Import Model Ontologi 
 
 






Gambar 6.19 Tampilan Notifikasi Kesalahan 
 
6.2.2.3 Pengujian Fitur Menghitung Nilai Rating 
Menggunakan FMCDM TOPSIS 
Pengujian fitur menghitung nilai rating menggunakan 
FMCDM TOPSIS merupakan pengujian kemampuan plugin 
dalam menghasilkan nilai rating berdasarkan data pelanggaran 
yang telah didapat. Rincian skenario pengujian pada kasus 
penggunaan ini dapat dilihat pada Tabel 6.17. Untuk hasil 
pengujian dapat dilihat pada Gambar 6.20. 






Nama Pengujian fitur menghitung nilai rating menggunakan 
FMCDM TOPSIS 
Tujuan Pengujian Menguji fungsionalitas sistem dalam menghitung nilai 
rating menggunakan FMCDM TOPSIS dan menentukan 
label dari setiap case 
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Skenario 1 Menghitung nilai rating menggunakan FMCDM 
TOPSIS dan menentukan label dari setiap case dengan 
menggunakan threshold dan aturan verifikasi 
Kondisi Awal ProM sudah dijalankan, data penyimpangan berupa 
value of attributs sudah tersedia dalam betuk file excel 
Data Uji Data uji berupa data penyimpangan yang sudah 
tersimpan dalam file excel 
Langkah 
Pengujian 
1. Pengguna melakukan impor data penyimpangan 
dalam bentuk file excel 
2. Pengguna menekan tombol use resource. 




Dapat menampilkan tabel rating yang berisi data 
penyimpangan, nilai rating dan label dari setiap case 
Hasil Yang 
Didapat 
Dapat menampilkan tabel rating yang berisi data 
penyimpangan, nilai rating dan label dari setiap case 
Hasil Pengujian Berhasil 
Kondisi Akhir Tampilan tabel rating yang berisi data penyimpangan, 
nilai rating dan label dari setiap case 
 
 
Gambar 6.20 Hasil Pengujian Menghitung Nilai Rating 





6.2.2.4 Pengujian Fitur Melakukan Pendeteksian 
Anomali dengan Metode Decision Tree 
Pengujian fitur melakukan Pendeteksian Anomali dengan 
Metode Decision Tree merupakan pengujian untuk memprediksi 
label anomali dari setiap case. Rincian skenario pengujian pada 
kasus penggunaan ini dapat dilihat pada Tabel 6.18. Untuk hasil 
pengujian dapat dilihat pada Gambar 6.21. 
Tabel 6.18 Pengujian Fitur Melakukan Pendeteksian Anomali 





Nama Pengujian fitur melakukan pendeteksian anomali dengan 
metode Decision Tree 
Tujuan Pengujian Menguji fitur dalam melakukan pendeteksian anomali 
dengan metode Decision Tree 
Skenario 1 Melakukan pendeteksian anomali dengan metode 
Decision Tree 
Kondisi Awal Data penyimpangan dan label setiap case sudah tersedia 
dalam bentuk file excel   
Data Uji Data uji berupa data penyimpangan dan label setiap case 
yang sudah tersedia dalam bentuk file excel   
Langkah 
Pengujian 
1. Pengguna memilih menu import 
2. Pengguna memilih file dengan ekstensi XLS 




Dapat menampilkan hasil testing dan tabel testing yang 
berisi data penyimpangan, label asli dan label hasil 
tangkapan dari Deicision Tree 
Hasil Yang 
Didapat 
Dapat menampilkan hasil testing dan tabel testing yang 
berisi data penyimpangan, label asli dan label hasil 
tangkapan dari Decision Tree.  
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Hasil Pengujian Berhasil 
Kondisi Akhir Tampilan hasil testing  dan tabel testing yang berisi data 




Gambar 6.21 Hasil Pengujian Melakukan Melakukan Pendeteksian 
Anomali dengan Metode Decision Tree 
6.2.3 Pengujian Studi Kasus 
Studi kasus pada Tugas Akhir ini adalah aplikasi kredit 
bank. Studi kasus ini terdiri dari dua puluh lima aktivitas yang 
menunjukkan proses pengajuan kredit.  Gambar 6.22  merupakan 
sebuah proses bisnis pengajuan kredit pada suatu bank. 
Aktivitas pertama yang dieksekusi adalah receive 
application yaitu menerima dokumen pengajuan kredit. 
Selanjutnya dokumen tersebut kelengkapannya diperiksa pada 
aktivitas check completeness. Apabila belum lengkap maka akan 




melengkapi dokumen. Aktivitas ini bisa terjadi berulang kali 
apabila kelengkapan dokumen belum terpenuhi. 
 Aktivitas selanjutnya yaitu check SID. Aktivitas ini 
dilakukan oleh sistem untuk mengecek histori pengajuan kredit 
yang dilakukan oleh pengaju kredit. Apabila seorang pengaju 
kredit ternyata sudah pernah melakukan pengajuan kredit, maka 
langsung menuju pada aktivitas loan decision. Jika tidak maka 
sebaliknya adalah menuju pada check loan type. 
 
 
Gambar 6.22 Proses Bisnis Aplikasi Kredit Bank 
 Aktivitas check loan type, collateral verification locate, 
collateral local government, collateral office, dan complete 
verification dilakukan untuk pengecekan agunan yang dimiliki 
pengaju kredit sesuai dengan tipe kredit yang diajukan. Aktivitas 
ini penting untuk memeriksa keaslian dokumen yang telah 
diajukan. 
 Aktivitas plafond estimation digunakan untuk 
memperkirakan jumlah kredit yang akan dicairkan. Hal ini 
tergantung dari pengecekan agunan yang telah dicek sebelumnya. 
 Aktivitas check overrate digunakan untuk menentukan 
aktivitas selanjutnya yang akan dieksekusi. Apakah menuju 
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decision director atau decision leader. Hal ini tergantung pada 
jumlah pengajuan kredit. 
 Aktivitas document_verification_adm dan 
plafond_verification_adm digunakan untuk mengecek kembali 
dokumen dan plafond. Aktivitas selanjutnya yang dilakukan 
setelah adalah make validation yaitu untuk memvalidasi 
kelengkapan. Apabila validasi telah valid maka akan menuju pada 
aktivitas plafond check dan apabila tidak maka akan kembali pada 
aktivitas check completeness. 
 Aktivitas director otorization dan leader otorization 
merupakan pengesahan yang dilakukan oleh director dan leader 
untuk mencairkan kredit. Aktivitas terakhir yang dilakukan adalah 
loan drowdown yang merupakan aktivitas pencairan kredit. 
 Kemungkinan terjadinya anomali pada proses bisni ini 
salah satunya adalah skipped activity atau aktivitas yang sengaja 
dilewati. Contoh terjadinya skipped activity yaitu ketika selesai 
dilakukan pengecekan dokumen pada aktivitas check 
completeness tidak dilakukan pengecekan histori dari pengaju 
kredit apakah sudah pernah melakukan pengajuan kredit 
sebelumnya ataukah belum. 
 Anomali lainnya yaitu wrong duty. Contoh terjadinya 
wrong duty ketika Andi memvalidasi kelengkapan berkas padahal 
seharusnya kegiatan memvalidasi berkas hanya diperbolehkan 
dikerjakan oleh supervisor atau authorizer saja sedangkan Andi 
adalah seorang operator. 
 Kemudian anomali wrong resource contohnya ketika 
Budi melakukan verifikasi akhir terhadap dokumen yang masuk. 
Padahal Budi tidak diberi wewenang untuk menangani aktivitas 
tersebut. 
 Contoh penyimpangan lainnya adalah pada aktivitas 
document validation yang seharusnya dilakukan paling lama dua 
puluh menit namun ternyata dilakukan lebih dari satu jam ini 
merupakan penyimpangan terhadap throughput time. 
 Contoh penyimpangan lainnya lagi adalah pada aktivitas 




seperti pada check overrate dimana seharusnya pengajuan kredit 
yang lebih dari lima ratus juta rupiah seharusnya menuju pada 
aktivitas decision director namun pada kenyataannya menuju 
pada decision leader ini merupakan jenis penyimpangan wrong 
decision. 
 Kemudian anomali lainnya yaitu ketika dilakukan 
validasi dokumen terlebih dahulu padahal jumlah kredit yang 
akan dicairkan belum diputuskan. Anomali ini disebut sebagai 
wrong pattern. 
 Percobaan pada studi kasus aplikasi pengajuan kredit ini 
menggunakan data event logs yang terdiri dari: 
1. Training sebanyak 1000 case 
2. Testing sebanyak 200 case 
Dengan menggunakan FMCDM TOPSIS didapatkan 
hasil perhitungan rating terhadap dataset pelanggaran. Nilai 
rating tersebut kemudian dijadikan sebagai acuan bersama 
dengan aturan verifikasi untuk menentukan label anomali setiap 
case. Training data menggunakan Decision Tree dilakukan untuk 
menemukan pola anomali pada dataset yang akan digunakan pada 
proses testing.  
Perhitungan akurasi dihitung dengan menggunakan 
metode Receiver Operating Characteristic (ROC) dengan 
Persamaan 2.16. 
True Positive merupakan caseyang terdapat 
anomalidengan kadar tinggi juga terdeteksi sebagai Anomali oleh 
sistem. True Negative merupakan case yang terdapat anomali 
dengan kadar rendah juga terdeteksi oleh sistem sebagai Tidak 
Anomali. False Positive merupakan case yang sebenarnya 
terdapat kadar anomali rendah namun terdeteksi sebagai Anomali 
oleh sistem. False Negative merupakan case yang yang terdapat 
anomali dengan kadar tinggi namun terdeteksi sebagai Tidak 
Anomali oleh sistem. Karena dataset yang digunakan bersifat 
unbalance tidak imbang persebarannya antara data positif dan 
negatif maka perlu juga untuk diketahui nilai specificity dan 
sensitivity. Specificity atau True Negative Rate merupakan 
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perbandingan jumlah True Negative terhadap jumlah record yang 
negatif. Sedangkan sensitivity atau True Positive Rate merupakan 
perbandingan jumlah True Positive terhadap jumlah record yang 
positif. Masing-masing persamaannya ditunjukkan pada 
Persamaan 2.18 dan 2.19. 
 
Gambar 6.23 Ilustrasi Pola Decision Tree yang Terbentuk 
 
Dari hasil training didapatkan pola seperti pada Gambar 6.23. 
Pola tersebut kemudian dijadikan sebagai acuan untuk 
mendapatkan data yang terindikasi “tidak anomali”, “semi 
anomali” maupun “anomali” pada testing data. Tabel 6.19 
merupakan rincian hasil pengujian metode Decision Tree dalam 
bentuk confusion matrix. Tingkat akurasi, specificity, dan 





Tabel 6.19  Confusion Matrix Hasil Pengujian Metode 
 Kelas Prediksi 






Anomali 5 (TP) 0 (FSP) 0 (FN) 
Semi 
Anomali 
0 (FP) 3 (TSP) 2 (FN) 
Tidak 
Anomali 
0 (FP) 2 (FSP) 188 (TN) 
 
Tabel 6.20 Akurasi Decision Tree 
Accuracy Specificity Sensitivity 
0,98 1 0,71 
6.3 Evaluasi Pengujian 
Pada subbab ini akan diberikan hasil evaluasi dari 
pengujian-pengujian yang telah dilakukan sebelumnya. Evaluasi 
yang diberikan meliputi evaluasi pengujian model ontologi, 
evaluasi pengujian fungsionalitas, evaluasi pengujian studi kasus, 
dan evaluasi pengujian metode. 
6.3.1 Evaluasi Pengujian Model Ontologi 
Rangkuman mengenai hasil pengujian model ontologi dapat 
dilihat pada Tabel 6.21. Berdasarkan data pada tabel tersebut, 
semua skenario pengujian berhasil dilakukan. Sehingga bisa 
disimpulkan bahwa model dan rules yang dibuat telah sesuai 




Tabel 6.21 Rangkuman Hasil Pengujian Model Ontologi 




pendeteksian studi kasus 
normal 




pendeteksian studi kasus 
anomali Skip Sequence 




pendeteksian studi kasus 
anomali Skip Decision 




pendeteksian studi kasus 
anomali Throughput Time 
Min 




pendeteksian studi kasus 
anomali Throughput Time 
Max 




pendeteksian studi kasus 
anomali Wrong Resource 




pendeteksian studi kasus 
anomali Wrong Pattern 




pendeteksian studi kasus 
anomali Wrong Duty 
Sequence 




pendeteksian studi kasus 
anomali Wrong Duty 
Decision 




pendeteksian studi kasus 
anomali Wrong Duty 









pendeteksian studi kasus 
anomali Wrong Decision 




pendeteksian studi kasus 
anomali Skip 




pendeteksian studi kasus 
anomali Throughput Time 




pendeteksian studi kasus 
anomali Wrong Duty 
Skenario 1 Berhasil 
6.3.2 Evaluasi Pengujian Fungsionalitas 
Rangkuman mengenai hasil pengujian fungsionalitas 
dapat dilihat pada Tabel 6.22. Berdasarkan data pada tabel 
tersebut, semua skenario pengujian berhasil dilakukan dan 
program berjalan dengan baik. Sehingga bisa disimpulkan bahwa 
fungsionalitas dari program telah bisa bekerja sesuai dengan yang 
diharapkan. 
Tabel 6.22 Rangkuman Hasil Pengujian Fungsionalitas 
ID  Nama Skenario  Hasil 
TA-
UJ.UC0015 
Pengujian fitur Convert 
Event Logs dan SOP to 
Ontology Model 
Skenario 1 Berhasil 
TA-
UJ.UC0016 
Pengujian fitur conformance 
checking pada model 
ontologi 
Skenario 1 Berhasil 
TA-
UJ.UC0017 
Pengujian fitur menghitung 
nilai rating menggunakan 
FMCDM TOPSIS dan 
menentukan label dari setiap 
Skenario 1 Berhasil 
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Pengujian fitur melakukan 
pendeteksian anomali 
dengan metode Decision 
Tree 
Skenario 1 Berhasil 
 
6.3.3 Evaluasi Pengujian Studi Kasus Aplikasi 
Kredit Bank 
Dari studi kasus ini, didapatkan metode Decision Tree 
mampu mendeteksi anomali dengan baik. Hal ini ditunjukkan dari 
proses training dan testing oleh Decision Tree dihasilkan nilai 
akurasi sebesar 98%. Selain nilai akurasi pada Tugas Akhir ini 
juga dihitung nilai specificity dan sensitivity. Kedua variabel 
tersebut perlu diketahui nilainya, karena pada penelitian ini 
menggunakan dataset yang bersifat unbalance, yaitu komposisi 
data positif dan negatifnya tidak seimbang. Nilai specificity 
sebesar 1 dan sensitivity sebesar 0,71.  
Metode ini mampu untuk menangkap tidak anomali, semi 
anomali dan anomali dengan baik. Hal ini ditunjukkan dengan 
terbentuknya pola kejadian tersebut. 
6.3.4 Evaluasi Pengujian Metode Pemberian Rating 
dan Label 
Pengujian metode ini dilakukan dengan dua tipe, yaitu 
dengan MCDM TOPSIS dan FMCDM TOPSIS. Kedua metode 
untuk mendapatkan rating ini kemudian dibandingkan. Dari hasil 
perhitungan rating kemudian dilakukan pelabelan dengan aturan 
verifikasi yang telah dijabarkan pada subbab 3.3.2. 
Pada MCDM TOPSIS menghasilkan label dengan 
perincian sebagai berikut: 
1. Tidak Anomali sebanyak 1175 data 




3. Anomali sebanyak 25 data 
Sedangkan FMCDM TOPSIS menghasilkan label dengan 
perincian sebagai berikut:  
1. Tidak Anomali sebanyak 1146 data 
2. Semi Anomali sebanyak 29 data 
3. Anomali sebanyak 25 data 
Dari penjabaran di atas dapat dilihat bahwa FMCDM 
TOPSIS dapat menghasilkan pelabelan Semi Anomali sedangkan 
MCDM TOPSIS tidak. Hal ini berarti FMCDM TOPSIS 
menghasilkan rating yang lebih baik dibandingkan dengan 
MCDM TOPSIS. 
Setelah tahap pemberian rating terhadap 1200 baris data, 
data tersebut dipisah menjadi 1000 data training, dan 200 data 
testing. Kemudian dilakukan pengujian dengan menggunakan 
Decision Tree. Data dengan rating dari FMCDM TOPSIS 
menghasilkan akurasi 98% dengan rincian confusion matrix pada 
Tabel 6.19. Sedangkan data dengan rating dari MCDM TOPSIS 
menghasilkan akurasi 97,5% dengan rincian confusion matrix 
pada tabel berikut.  
Tabel 6.23 Confusion Matrix Hasil Pengujian (MCDM TOPSIS) 
 Kelas Prediksi 






Anomali 5 (TP) 0 (FSP) 0 (FN) 
Semi 
Anomali 
0 (FP) 0 (TSP) 0 (FN) 
Tidak 
Anomali 
0 (FP) 5 (FSP) 190 (TN) 
 
Tabel 6.24 Akurasi Decision Tree (MCDM TOPSIS) 
Accuracy Specificity Sensitivity 





















7 BAB VII 
KESIMPULAN DAN SARAN 
Bab ini berisi kesimpulan dan saran yang diambil selama 
pengerjaan Tugas Akhir. Saran-saran dapat dijadikan evaluasi 
untuk pengembangan lebih lanjut.  
7.1 Kesimpulan 
Berdasarkan pengamatan selama proses analisa hingga 
implementasi, dapat disimpulkan sebagai berikut: 
1. Model ontologi dapat mengakomodasi untuk mendapatkan 
nilai yang tidak bisa didapatkan dengan Process Mining 
dengan cara memodelkan event logs dan SOP secara 
keseluruhan ke dalam model ontologi. 
2. Data penyimpangan atau anomali dapat diperoleh dengan 
penggunaan SWRL rules yang mampu melakukan 
perbandingan struktur serta konten dari model ontologi event 
logs dan SOP.  
3. Nilai rating didapatkan dengan menggunakan metode Fuzzy 
Multi Criteria Decision Making TOPSIS lebih baik 
dibandingan dengan Multi Criteria Decision Making 
TOPSIS karena dapat memberi label Semi Anomali. 
4. Setiap data case memiliki label Anomali, Semi Anomali, 
atau Tidak Anomali menggunakan batas threshold dari nilai 
rating yang dihasilkan FMCDM TOPSIS dan aturan 
verifikasi yang telah ditentukan oleh pakar. 
5. Metode Decision Tree dapat menghasilkan pohon keputusan 
yang optimal untuk mendapatkan rule berdasarkan data 
training dengan akurasi 98%. 
6. Implementasi deteksi anomali berhasil ditambahkan ke 
dalam perangkat lunak ProM sebagai plugin. 
7. Model ontologi memiliki keterbatasan dalam hal penggunaan 
memori. Semakin banyak instance maka proses 
mendapatkan data pelanggaran juga akan memakan memori 




Berikut beberapa saran untuk pengembangan di masa yang akan 
datang. Saran-saran ini didasarkan pada hasil perancangan, 
implementasi dan pengujian yang telah dilakukan: 
1. Penggunaan basis data untuk menampung data instance pada 
ontologi untuk menanggulangi memori yang penuh saat 
menjalankan SWRL rules untuk mendapatkan data 
pelanggaran. 
2. Klasifikasi data kontinu menjadi diskrit untuk data latih akan 
lebih baik jika menggunakan metode untuk mengurangi 
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