Unsupervised domain adaptation with exploring more statistics and
  discriminative information by Du, Yuntao et al.
Unsupervised domain adaptation with exploring more
statistics and discriminative information
Yuntao Du1, Ruiting Zhang1, Yikang Cao1, Xiaowen Zhang1, Zhiwen Tan1, and
Chongjun Wang1
State Key Laboratory for Novel Software Technology at Nanjing University
{duyuntao,zrtzrt1111,caoyikang,zhangxw}@smail.nju.edu.cn
yaoyueduzhen@outlook.com,chjwang@nju.edu.cn
Abstract. Unsupervised domain adaptation aims at transferring knowledge from
the labeled source domain to the unlabeled target domain. Previous methods
mainly learn a domain-invariant feature transformation, where the cross-domain
discrepancy can be reduced. Maximum Mean Discrepancy(MMD) is the most
popular statistic to measure domain discrepancy. However, these methods may
suffer from two challenges. 1) MMD-based methods only measure the first-order
statistic information across domains, while other useful information such as second-
order statistic information has been ignored. 2) The classifier trained on the source
domain may confuse to distinguish the correct class from a similar class, and
the phenomenon is called class confusion. In this paper, we propose a method
called Unsupervised domain adaptation with exploring more statistics and dis-
criminative information(MSDI), which tackle these two problems in the prin-
ciple of structural risk minimization. We adopt the recently proposed statistic
called MMCD to measure domain discrepancy which can capture both first-order
and second-order statistics simultaneously in RKHS. Besides, we proposed to
learn more discriminative features to avoid class confusion, where the inner of
the classifier predictions with their transposes are used to reflect the confusion
relationship between different classes. Moreover, we minimizing source empir-
ical risk and adopt manifold regularization to explore geometry information in
the target domain. MSDI learns a domain-invariant classifier in a unified learning
framework incorporating the above objectives. We conduct comprehensive exper-
iments on five real-world datasets and the results verify the effectiveness of the
proposed method.
Keywords: Unsupervised domain adaptation · distribution alignment · discrimi-
native feature.
1 Introduction
Machine learning has made remarkable progress in various applications such as image
classification [11], speech recognition [22] and sentiment analysis [7]. Generally, it is of
very importance to have sufficient annotated training data. However, it is difficult to col-
lect a large amount of annotated training data in real-world scenarios such as medical
image [20] and product review [19]. Such a case will lead to performance degrada-
tion for traditional machine learning methods. Domain adaptation aims at transferring
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Fig. 1: The error matrix of different model on tasks D → W of Offcie-Caltech256
dataset. (a) Source Only model tested on the source domain (b) Source Only model
tested on the target domain, (c) Model trained with MEDA (d) Model trained with
MSDI. The results show that MSDI can largely avoid class confusion[29] on the target
domain and performs much better than other methods.
knowledge from a different but related domain(source domain) with labeled samples to
the target domain to solve the above problem [19].
Since source data and target data are drawn from different distributions, it is im-
portant to reduce the distribution discrepancy across domains. The mostly used domain
adaptation approaches include instance reweighting [4, 5] and distribution alignment
[16, 18, 25, 26]. The former assumes that a certain portion of the data in the source
domain can be reused for learning in the target domain and reweight samples from the
source domain according to the relevance to the target domain. While the later assumes
that there exists a common space where the distributions of two domains are similar and
focus on finding a feature transformation that projecting features of two domains into
another common subspace with small distribution discrepancy. MMD-based methods
are the most common method for distribution alignment, where the Maximum Mean
Discrepancy(MMD) [9] is used to evaluate the distance between the kernel mean em-
bedding of distributions in a reproducing kernel Hilbert space (RKHS). Our focus is on
distribution alignment methods.
Although having achieved remarkable progress, there are two significant challenges
in existing methods. 1) MMD measures the distribution discrepancy by kernel mean em-
bedding of distributions, which only measures the first-order statistics of different dis-
tributions. Recently, some experiments have revealed that second-order statistics (such
as CORAL [23]) are also able to capture useful information for evaluating distribu-
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tion discrepancy. which is ignored by many methods. 2) Although previous methods
can reduce distribution discrepancy based on MMD, the classifier trained on the source
domain may confuse to distinguish the correct class from a similar class [12], such
as backpack and video-projector. As is shown in figure 1(a)-(b), the probability that a
source-only model misclassifies backpack as video-projector on the target domain is
over 28%. This phenomenon is called class confusion in [12] and it reminds us that
the tendency that a classifier confuses the predictions between the correct and similar
classes for target examples should be considered.
For the first issue, we adopt the recently proposed statistics called maximummean
and covariance discrepancy(MMCD) [29] instead of MMD to measure the distribution
discrepancy across domains. MMCD is comprised of MMD the maximum covariance
discrepancy (MCD). MMCD evaluates the HilbertSchmidt norm of the difference be-
tween covariance operators and can addresses the second-order statistics in the RKHS.
Therefore, MMCD can consider the first-order and second-order statistics simultane-
ously in the RKHS and can capture more distribution information than MMD. For the
second issue, we aim at learning more discriminative feature to avoid class confusion.
Inspired by MCC [12], we use the instance inner product of the classifier predictions
with their transposes to reflect the confusion relationship between different classes. We
force the inner of the same class to be 1 while the different classes to be 0, which can
lead to more class discriminability and avoid class confusion.
According to the theory[2], the risk on the target domain is bounded by the source
empirical risk as well as distribution divergence between domains. In this paper, we
propose a novel method called unsupervised domain adaptation with exploring more
statistics and discriminative information(MSDI), which can tackle the above two prob-
lems simultaneously. We learn a domain-invariant classifeir with the principle of Struc-
tural Risk Minimization(SRM). Besides, we aim at minimizing the distribution discrep-
ancy across domains which is measured by MMCD and minimizing the class confusion
loss to avoid loss class confusion. Moreover, the manifold regularization is used to ex-
plores the geometry information in the target domain. Because MSDI is an non-convex
problem ans difficult to solve directly, we propose a variant of MSDI which is named
MSDI-V. MSDI-V is a convex optimization problem and easy to solve with closed-
form solution. We conducive comprehensive experiments on five different real-world
cross-domain visual recognition datasets, and the results verify the effectiveness of the
proposed algorithms.
2 Related Work
Instance-based methods: Early domain adaptation methods focus on instance-based
methods. These methods assume the data from the source domain can be reused in the
target domain by reweight samples. Tradaboost [5] is the most representative method
which is inspired by Adaboost [27]. The strategy of adjusting the weights on the source
and target domains is just the opposite And the data more conducive to the target domain
in the source domain will have a greater weight. LDML [13] also evaluates each sam-
ple and can take full advantage of the pivotal samples and filter out the outliers. DMM
[4] learns a transfer support vector machine by extracting invariant feature representa-
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tions and estimating unbiased instance weights that jointly minimize the cross-domain
distribution discrepancy.
Feature-based methods: The most common strategy in shallow learning is distri-
bution alignment. The distribution discrepancy between domains includes marginal dis-
tribution discrepancy and conditional distribution discrepancy. TCA [18] tries to align
marginal distribution between domains, which learns a domain-invariant representa-
tion during feature mapping. Based on TCA, JDA [16] tries to align marginal distribu-
tion and conditional distribution simultaneously. Considering the balance between the
marginal distribution and conditional distribution discrepancy, BDA [24] proposes a
balance factor to leverage the importance of different distributions. MEDA [25] can dy-
namically evaluate the balance factor and have achieved promising performance. These
above methods all based on MMD, which only captures first-order statistics across do-
mains. CORAL [23] explores the second-order statistics covariance of the target dis-
tribution. Moreover McDA [29] explores both first-order and second-order statistics
simultaneously in RKHS. Our method adopts MSDI to evaluate the distribution discrep-
ancy across domains and can capture more useful information for domain adaptation.
3 Method
3.1 Problem Definition
In this work, we focus on unsupervised domain adaptation. There are a source domain
Ds = {(xs1, ys1), ..., (xsns , ysns)} of ns labeled source samples where xsi ∈ Xs, ysi ∈ Ys,
and a target domain Dt = {xt1, ..., xtnt} of nt unlabled target samples where xti ∈ Xt.
We assume the feature space and label space are the same, i.e., Xs = Xt and Ys =
Yt = {1, 2, ..., C}, while these distributions across domains are different. Especially,
we assume the marginal distribution and conditional distribution are different across
both domains, i.e., Ps(xs) 6= Pt(xt) and Qs(ys|xs) 6= Qt(yt|xt). Our goal is to learn a
classifeir f : xt → yt to predict yt ∈ Yt for the target domain Dt using data from both
domains.
3.2 Overall Objective
MSDI aims at learning a domain-invariant classifier f with the principle of Structural
Risk Minimization (SRM). As mentioned previously, we have four complementary ob-
jective functions as follows:
(1) Minimizing the source empirical risk of the labeled data in the source domain
(2) Minimizing the distribution discrepancy between the marginal distributions and the
conditional distributions, while considering the first-order and second-order simul-
taneously
(3) Maximizing the manifold consistency underlying the marginal distribution
(4) Minimizing the class confusion loss on the target domain.
The learning framework of MSDI is then formulated as:
argmin
f
R(f,Ds) + η||f ||2K + λDf (Ds, Dt) + ρMf (Ds, Dt) + ξCf (Dt) (1)
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where R(f,Ds) is the empirical risk in the source domain, ||f ||2K is the squared norm
of f . The term Df (Ds, Dt) represents the distribution discrepancy across domains,
Mf (Ps, Pt) is a Laplacian regularization to further exploit the similar geometrical prop-
erty of nearest points [1], and Cf (xt) is the class confusion loss in the target domain.
η, λ, ρ and ξ are regularization parameters accordingly.
The overall learning process of MSDI is in Algorithm 2. In next sections, we intro-
duce each loss function separately. Eventually, we give the method to learn the classifeir.
3.3 Source Empirical Risk
The first object of MSDI is to learn an adaptive classifier that can classify source data
correctly. To begin with, we can induce a standard classifier f on the labeled source data.
According to the structural risk minimization principle [3], we minimize the source
empirical risk as:
R(f,Ds) + η||f ||2K =
n∑
i=1
l(f(xi), yi) + η||f ||2K (2)
where HK is a set of classifeirs in the kernel space, ||f ||2K is the squared norm of f
in HK . l(, ·, ) is the loss function for classification. In MSDI, the squared loss l =
(yi − f(xi))2 is used. According to the Representer Theorem[21], the classifeir of op-
timization problem (1) can be represented as
f(x) = wTφ(x) =
ns+nt∑
i=1
βiK(xi, x) (3)
and the equation (2) can be represented as:
n∑
i=1
l(f(xi), yi) + η||f ||2K =
ns+nt∑
i=1
Aii(yi − f(xi))2 + η||f ||2K
= ||(Y − βTK)A||2F + ηtr(βTKβ)
(4)
whereA is a diagonal label indicator matrix withAii = 1 if xi ∈ Ds, andAii = 0 oth-
erwise.Y = [y1, ...yns+nt ] ∈ RC×(ns+nt) is the label matrix.K ∈ R(ns+nt)(ns+nt) ∈
R(ns+nt)×C is kernel matrix, β = (β1, ..., βns+nt) ∈ R(ns+nt)×C is the classifeir pa-
rameter.
3.4 Distribution Adaptation
The distribution discrepancy across domains will result in performance degradation for
applying the classifier for the target domain. So MSDI needs to reduce the distribution
discrepancy to learn a domain-invariant classifier, which includes marginal distribution
discrepancy and conditional distribution discrepancy.
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Maximum Mean Discrepancy (MMD) is the most widely used distance measure,
which compares different distributions based on the distance between the sample means
of two domains in a reproducing kernel Hilbert space (RKHS) H , namely
MMD2H [H, p, q] = ||Epφ(x)− Eqφ(x)||2H (5)
where φ : X → H is the feature mapping. Although MMD-based domain adaptation
methods have achieved promising results, there is room for improvement. MMD only
measures the first-order statistics of different distributions. Recently, some experiments
have revealed that second-order statistics (such as CORAL [23]) are also able to capture
useful information for evaluating distribution discrepancy, which is ignored by MMD.
To capture more information about distributions, recently, a new distribution metric
termed the maximum mean and covariance discrepancy (MMCD) is proposed in [29].
MMCD considered both the first- and second-order statistical information in the RKHS.
Specifically, MMCD is comprised of MMD and the proposed maximum covariance
discrepancy (MCD), namely
MMCD[p, q,H] = (||µ[p]− µ[q]||2H + γ||C[p]− C[q]||2HS)
1
2 (6)
Where C[p] = Ex∼p[φ(x) ⊗ φ(x)] − Ex∼p[φ(x)] ⊗ Ex∼p[φ(x)], || · ||HS denotes the
Hilbert-Schmidt norm of the vectors in HS(H). The empirical estimator of the squared
MMCD can be given by [29],
M̂MCD
2
[p, q,H] = tr(βTKMKTβ) + ||βTKZKTβ||2F (7)
where
M ij =

1
n2s
, xi,xj ∈ Ds
1
n2t
, xi,xj ∈ Dt
− 1nsnt , otherwise
Zij =

1
ns
− 1n2s , i = j,xi ∈ Ds
− 1n2s , i 6= j,xi,xj ∈ Ds
1
n2t
− 1nt , i = j,xi ∈ Dt
1
n2t
i 6= j, xi, xj ∈ Dt
0, otherwise
(8)
Based on MMCD, the distribution discrepancy across domain can be written as
Df (Ds, Dt) = (1− µ)Dmd(Ds, Dt) + µDcd(Ds, Dt) (9)
where Dmd and Dcd denotes the marginal distribution discrepancy and conditional dis-
tribution discrepancy, µ is the balance factor, respectively,
Dmd(Ds, Dt) = tr(β
TKM0K
Tβ) + ||βTKZ0KTβ||2F
Dcd(Ds, Dt) =
C∑
c=1
(tr(βTKMcK
Tβ) + ||βTKZcKTβ||2F )
(10)
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where
(M0)ij =

1
n2s
, xi, xj ∈ Ds
1
n2t
, xi, xj ∈ Dt
− 1nsnt , otherwise
(M c)ij =

1
n2s,c
, xi, xj ∈ Ds,c
1
n2t,c
, xi, xj ∈ Dt,c
− 1ns,cnt,c ,
{
xi ∈ Ds,c, xj ∈ Dt,c
xj ∈ Ds,c, xi ∈ Dt,c
0, otherwise
(11)
(Z0)ij =

1
ns
− 1n2s , i = j, xi ∈ Ds
− 1n2s , i 6= j, xi, xj ∈ Ds
1
n2t
− 1nt , i = j, xi ∈ Dt
1
n2t
i 6= j, xi, xj ∈ Dt
0 otherwise
(Zc)ij =

1
ns,c
− 1n2s,c , i = j, xi ∈ Ds,c
− 1n2s,c , i 6= j, xi, xj ∈ Ds,c
1
n2t,c
− 1nt,c , i = j, xi ∈ Dt,c
1
n2t,c
i 6= j, xi, xj ∈ Dt,c
0 otherwise
(12)
where Ds,c(Dt,c) = {xi|xi ∈ Ds(Dt), yi = c}, and ns,c(nt,c) = |Ds,c|. According to
[29], we can approximate the second and fourth term in (9) with its convex upper bound
by using the following theorem:
Theorem 1. given the constraint thatβTKHKTβ = I , the following inequality holds
||βKZcKTβ||2F ≤ σk||βKZcKT ||2F (13)
where k is the feature dimensionality and σ = ||(KHK)− 12 ||2.
The proof are in the supplementary file. According to theorem 1, we relax the objective
(9) as
Df (D
S , DT ) = (1− µ) (tr(βTKM0KTβ) + ||βTKZ0KT ||2F )+
µ
(
C∑
c=1
(tr(βTKMcK
Tβ) + ||βTKZcKT ||2F )
)
= (1− µ) (tr(βTKM0KTβ) + tr(βTKZ0KTKZ0KTβ))+
µ
(
C∑
c=1
(tr(βTKMcK
Tβ) + tr(βTKZcK
TKZcK
Tβ))
)
(14)
3.5 Manifold Regularization
In domain adaptation, we expect that the knowledge of the marginal distribution Ps and
Pt can be further exploited by the unlabeled data of the target domain. By the manifold
assumption [1], if two point xs, xt ∈ X are close in the intrinsic geometry, then the
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corresponding label is similar. Under this assumption, the manifold regularization is
computed as
Mf (Ds, Dt) =
ns+nt∑
i,j=1
(f(xi)− f(xj))2W ij =
ns+nt∑
i,j=1
f(xi)Lf(xj) = tr(β
TKLKβ)
(15)
where W i,j is the graph affinity matrix between xi and xj . L = I −M− 12WM− 12
is the graph Laplacian matrix, M is a diagonal matrix with M ii =
∑n+m
j=1 W ij , W is
defined as
W ij =
{
cos(xi, xj), if xi ∈ Np(xj) ∨ xj ∈ Np(xi)
0, otherwise
(16)
where Np(xi) is the set of p-nearest neighbors of xi.
3.6 Minimizing Class Confusion
As is pointed in [12], there are class confusions in domain adaptation methods, which
means that classifier trained on the source domain may confuse to distinguish the correct
class from a similar class, such as backpack and video-projector. To tackle this problem,
we aim at minimizing the class confusion loss according to the prediction output for the
target samples. The prediction of the classifier f on the target domain is defined as
Fˆ = f(Xt) = β
TK (17)
where Fˆ ∈ RC∗(n+m), we recall that Fij reveals the relationship between the j-th
example and the i-th class. We define the pairwise class confusion between two classes
i and j as
Dij = Fˆ
T
i. · Fˆj. (18)
Note that Fˆi. denotes the probabilities of the examples in the target domain to come
from the i-th class. The class confusion is defined as the inner product between Fˆi. and
Fˆj.. So it measures the possibility of simultaneously classifying the examples of the
target domain into the i-th and the j-th classes.
Recall that Dij well measures the confusion between classes i and j. We need
to minimize the cross-class confusion. In other words, the ideal situation is that no
examples are ambiguously classified into two classes at the same time. In this case, the
diagonal elements of D which represent the inner of same classes should be 1 while the
off-diagonal elements which represent the inner of different classes should be 0 (As in
Figure 1(a)), Indicating D is closed to be an identity matrix. Then, we define the class
confusion loss as
Cf (Dt) =||D − I||2F = ||Fˆ Fˆ T − I||2F = ||βtK(βtK)T − I||2F
=||βTKKTβ − I||2F = tr(βTKKTββTKKTβ − 2βTKKTβ + I)
(19)
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Algorithm 1 MSDI-V
Input: Input data X = [Xs, Xt], label Y s, iterations numbers T , the parameters λ, ρ, η, ξ and
neighbor p.
Output: Adaptive classifeir f : X → Y .
1: Train a base classifier using Ds and then apply prediction on Dt to get its pseudo label yˆt.
2: Construct kernel matrix K, graph Laplacian matrix L by equation (16).
3: for t = 1, 2, ..., T do
4: Calculate the balance factor µ using equation (24) and construct MMCD matrix V by
equation (11),(12).
5: Calculate βinit by solving equation (23) and obtain adaptive classifeir f by equation (3),
6: Update the pseudo labels of Dt : yˆt = f(Xt).
7: end for
3.7 Optimization Algorithm
Substituting with equation (4), (14), (15), (19) into equation (1) can be reformulated as
argmin
β
J(β) =||(Y − βTK)A||2F + ηtr(βTKβ) + λtr(βTKVKβ)+
ρtr(βTKLKβ) + ξ||βTKKT β − I||2F
s.t. βTKHKβ = I,
(20)
where V = (1− µ)(M0 + γZ0KKZ0) + µ
∑C
c=1(Mc + γZcKKZc).
The optimization problem (20) is an optimization problem with constraints and dif-
ficult to solve directly. We relax the problem as an unconstrained optimization problem,
namely
argmin
β
J(β) =||(Y − βTK)A||2F + ηtr(βTKβ) + λtr(βTKVKβ)+
ρtr(βTKLKβ) + ξ||βTKKT β − I||2F + δtr(βTKHKβ − I),
(21)
Due to the non-convex fourth-order term which is the fifth term of equation (21), so
the optimization problem doesn’t have the closed-form solution. Therefore, we adopt
the adaptive moment estimation (Adam) algorithm [14] which is a variant of stochastic
gradient descent (SGD) to update β iteratively. Take the derivation of β and we will get
gt =
∂J(β)
∂β
=− 2KAY T + 2KAKβ + 2ηKβ + 2λKVKβ+
2ρKLKβ+2δKHKβ + 2ξKKββTKKβ − 2ξKKβ
(22)
As it is important to set a proper initial value. we propose a variant of optimization
problem (21) which is named as MSDI-V. we let ξ = 0 for optimization problem (21),
and set derivative of objective function as 0 leds to
βinit = ((A+ λV + ρL+ δH)K + ηI)
−1AY T (23)
We use βinit to be the initial value of MSDI algorithm. The detailed learning process
of MSDI-V and MSDI is described in algorithm 1 and 2 respectively.
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Algorithm 2 : MSDI
Input: Input data X = [Xs, Xt], label Y s, iterations numbers T , learning rate α, the parame-
ters λ, ρ, η, ξ and neighbor p.
Initialization: θ1 = 0.9, θ2 = 0.999,  = 10−8,
Output: Adaptive classifeir f : X → Y .
1: Train a base classifier using Ds and then apply prediction on Dt to get its pseudo label yˆt.
2: Construct kernel matrix K, graph Laplacian matrix L by equation (16).
3: Calculate βinit by solving equation (23) for MSDI-V.
4: for t = 1, 2, ..., T do
5: Calculate the balance factor µ using equation (24) and construct MMCD matrix V by
equation (11),(12).
6: Get gradients gt by equation (22).
7: mt ← θ1mt−1 + (1− θ1)gt, vt ← θ2vt−1 + (1− θ2)g2t , m̂t ← mt1−θt1 , v̂t ←
vt
1−θt2
.
8: βt = βt−1 − α mˆt√vˆt+ .
9: Obtain adaptive classifeir f by equation (3).
10: Update the pseudo labels of Dt : yˆt = f(Xt).
11: end for
4 Experiments and evaluations
In this section, we evaluate the performance of MSDI by extensive experiments on
five widely-used common datasets. The source code of MSDI is available at https:
\github.com\anonymity2use\ECML_284
4.1 Data Preparation
We adopted five publicly image datasets: Office+Caltech, MNIST+USPS, and COIL.
These datasets are popular for domain adaptation methods and have been widely used
in previous works. Table 1 lists the statistics of the five datasets.
Office-31 [8] is an popular benchmark for visual domain adaptation. The dataset
contains three real-world object domains, Amazon(images downloaded from online
merchants), Webcom(low-resolution images by a web camera), and DSLR(high-resolution
images by a digital camera). It has 4652 images of 31 classes. Caltech-256 [10] is a
standard dataset for object recognition. The dataset has 4652 images of 31 classes. In
these experiments, we adopt the public Office+Caltech datasets released by [8]. SURF
features are extracted and quantized into an 800-bin histogram with codebooks com-
puted with Kmeans on a subset of images from Amazon. Then the histograms are
standardized by z-score. Specifically, we have four domains, C(Caltech-256), A (Ama-
zon), W (Webcam), and D (DSLR). By randomly selecting two different domains as the
source domain and target domain respectively, we construct 3 × 4 = 12 cross-domain
object tasks, e.g. C→ A, C→W,C→ D,..., D→W.
USPS(U) and MNIST(M) are standard digit recognition datasets containing hand-
written digits from 0-9. USPS consists of 7291 training images and 2007 test images of
size 16 16. MNIST consists of 60000 training images and 10000 test images of size 28
28. We construct two tasks: U→M and M→ U.
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Table 1: Statistics of the five benchmark datasets..
Dataset type #Sample #Feature #Class Domain
Office Object 1410 800 10 A,W,D
Caltech Object 1123 800 10 C
MNIST Digit 2000 256 10 MNIST(M)
USPS Digit 1800 256 10 USPS(U)
COIL20 Object 1440 1024 20 COIL1,COIL2
COIL20 contains 20 objects with 1440 images. The images of each object were
taken 5 degrees apart as the object is rotated on a turntable and each object has 72
images. Each image is 3232 pixels with 256 gray levels per pixel. Two subsets COIL1
and COIL2 are partitioned from the dataset in [16]. We construct one dataset COIL1
vs COIL2 by selecting all 720 images in COIL1 to form the source data, and all 720
images in COIL2 to form the target data. We construct two tasks: COIL1→ COIL2 and
COIL2→ COIL1.
4.2 Baselines
We compared the performance of MSDI with several state-of-theart traditional and deep
domain adaptation approaches: 1NN,SVM and PCA, which only use source labeled
data for training. Transfer Component Analysis (TCA) [18], which performs marginal
distribution alignment. Geodesic Flow Kernel (GFK) [8], which performs manifold
feature learning. Joint distribution alignment (JDA) [16], which adapts both marginal
and conditional distribution alignment Transfer Joint Matching (TJM) [17], which
adapts marginal distribution with source sample selection Adaptation Regularization
(ARTL) [15], which learns domain classifier in the principle of SRK. CORrelation
Alignment (CORAL) [23], which adopts secon-dorder statistics to perform alignment
Scatter Component Analysis (SCA) [6], which adapts scatters in subspace Joint Geo-
metrical and Statistical Alignment (JGSA) [28], which both statistically and geomet-
rically perform alignment. Distribution Matching Machine (DMM) [4], which learns
a transfer SVM to align distributions MMCD based Domain Adaptation(McDA) [29],
which adopts first-order and second-order statistics simultaneously. Manifold Embed-
ded Distribution Alignmen (MEDA) [25], which learns a domain-invariant classifier in
Grassmann manifold with structural risk minimization.
4.3 Exrerimental Setup
For fair comparision and following [8, 18], NN, SVM and TCA are trained on the la-
beled source data, and tested on the unlabeled target data; Other traditional domain
methods (e.g. TCA,JDA) are performed on all data and tested for classifying the un-
labeled target data. All the baselines expect MEDA are performed in original fea-
ture space. While MEDA[25] and MSDI firstly performs manifold feature learning to
project the original feature to a new feature space with z = g(x) =
√
Gx. G can be
computed efficiently by singular value decomposition [8]. We use the RBF kernel with
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Table 2: Accuracy (%) on Office-Caltech datasets using SURF features.
Task 1NN SVM PCA TCA GFK JDA TJM CORAL SCA ARTL McDA MEDA MSDI-V MSDI
C→ A 23.7 53.1 39.5 45.6 46.0 43.1 46.8 52.1 45.6 44.1 43.5 56.5 55.0 58.0
C→W 25.8 41.7 34.6 39.3 37.0 39.3 39.0 46.4 40.0 31.5 44.4 53.9 53.6 52.9
C→ D 25.5 47.8 44.6 45.9 40.8 49.0 44.6 45.9 47.1 39.5 50.1 50.3 58.6 59.2
A→ C 26.0 41.7 39.0 42.0 40.7 40.9 39.5 45.1 39.7 36.1 41.0 43.9 45.8 44.4
A→W 29.8 31.9 35.9 40.0 37.0 38.0 42.0 44.4 34.9 33.6 44.4 53.2 51.2 51.2
A→ D 25.5 44.6 33.8 35.7 40.1 42.0 45.2 39.5 39.5 36.9 42.7 45.9 45.9 46.5
W→ C 19.9 28.8 28.2 31.5 24.8 33.0 30.2 33.7 31.1 29.7 35.3 34.0 34.1 33.9
W→ A 23.0 27.6 29.1 30.5 27.6 29.8 30.0 36.0 30.0 38.3 37.4 42.7 42.3 43.1
W→ D 59.2 78.3 89.2 91.1 85.4 92.4 89.2 86.6 87.3 87.9 89.17 88.5 89.2 90.5
D→ C 26.3 26.4 29.7 33.0 29.3 31.2 31.4 33.8 30.7 30.5 34.8 34.9 35.3 37.2
D→ A 28.5 26.2 33.2 32.8 28.7 33.4 32.8 37.7 31.6 34.9 36.7 41.2 40.5 42.1
D→W 63.4 52.5 86.1 87.5 80.3 89.2 85.4 89.8 84.4 88.5 89.8 87.5 87.1 90.2
Average 31.4 41.1 43.6 46.2 43.1 46.8 46.3 48.8 45.2 44.3 49.2 52.7 53.2 54.1
Table 3: Accuracy (%) on USPS+MNIST and COIL datasets.
Task 1NN SVM PCA TCA GFK JDA TJM CORAL SCA ARTL JGSA MEDA MSDI-V MSDI
U→M 44.7 62.2 45.0 51.2 46.5 59.7 52.3 30.5 48.0 67.7 68.2 72.1 80.2 80.6
M→ U 65.9 68.2 66.2 56.3 61.2 67.3 63.3 49.2 65.1 88.8 80.4 89.5 89.6 89.9
COIL1→ COIL2 83.6 84.7 84.7 88.5 72.5 89.3 87.6 82.64 - 88.3 - 90.1 93.3 93.6
COIL2→ COIL1 82.8 82.9 84.0 85.8 74.2 88.5 87.4 82.36 - 84.0 - 87.1 91.1 91.8
Average 69.3 74.5 70.0 70.5 63.6 76.2 72.7 61.2 - 82.2 - 84.7 88.5 89.0
the bandwidth set to be the variance of inputs. We adopt the method in MEDA [25] to
estimate the balance factor µ, namely,
µ =
dM
dM +
∑C
i=1 dc
(24)
where dA(Ds, Dt) = 2(1−2(h)) is theA-distance, which denotes the error of a linear
classifier h discriminating the two domains Ds and Dt. we compute marginal distribu-
tion discrepancy as dM = dA(Ds, Dt) and the conditional distribution discrepancy as∑C
c=1 dc =
∑C
i=1 dA(Ds,c, Dt,c).
In the comparative study of MSDI-V and MSDI, we set 1)η = 0.1, λ = 10.0, ρ =
0.1, δ = 0.01, p = 10 for COIL dataset, 2) η = 0.1, λ = 10.0, ρ = 1.0, δ = 0.01, p =
10 for digital and Office-Caltech dataset. Additionally, we set T = 10 for MSDI-V
and T = 100, δ = 0.01, α = 0.0005 for MSDI. Additionally, the experiments on
parameter sensitivity in later experiments (Section 4.6) indicate that MSDI stays ro-
bust with a wide range of parameter choices.We use classification accuracy on the
test data as the evaluation metric, which is widely used in literature [16]:accuracy =
|x:x∈Dt∧yˆ(x)=y(x)|
|x:x∈Dt| . where y(x) and yˆ(x) are the truth and predicted labels for the target
domain, respectively.
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Table 4: Results of ablation study(accuracy (%))
Method
Office-Caltech COIL MNIST-USPS
SRM LP DA CL
X × × × 49.93 82.22 54.83
X X × × 51.60 83.26 56.50
X × X × 51.92 90.29 74.89
X X X × 53.20 92.22 84.86
X X X X 54.10 92.71 85.22
4.4 Experimental Results and Analysis
The results on three real-world cross domain(object, digit and object) datasets are shown
in Table 2 and 3. From those results, we can make several observations.
Firstly, MSDI and MSDI-V achieve the best performance in most tasks (8/12 tasks).
The average accuracy of MSDI on Office-Caltech dataset is 54.1%, while the best base-
line is MEDA, which is 52.7%. the average performance improvement is 1.4% com-
pared to MEDA. The observations on the COIL and digital datasets are the same and
the average performance improvement is 4.1%. Since these results are obtained from a
large number of datasets, it can convincingly verify that MSDI can build robust adaptive
classifiers while reducing cross-domain discrepancy.
Secondly, both MSDI and McDA adopt MMCD to measure domain discrepancy,
and they performs well than TCA, JDA, CORAL and ARTL which either consider
first-order or second-order statistics information. This improvement indicates that con-
sidering both first-order and second-order statistic simultaneously can capture more
information for reducing cross-domain discrepancy.
Thirdly, MSDI outperforms MSDI-V and MMCD. MSDI not onlys adopts MMCD
to measure domain discrepancy but also consider the class confusion information. Min-
imizing class confusion can help to find more discriminative features, which is helpful
to classification task and leads to better performance. Morover, the error matrixes of
different algorithms are shown in figure 1, which shows that MSDI can aviod class
confusion and achieve better performance.
4.5 Effectiveness Analysis
Ablation Study: We conduct an ablation study to analyse how different components
of our work contribute to the final performance. When learning the final classifier,
MSDI involves four components: the structural risk minimization (SRM), the distri-
bution alignment (DA), Laplacian regularization (LP) and Class Confusion(CC). We
empirically evaluated the importance of each component. To this end, we investigate
different combinations of four components and report average classification accuracy
on four datasets in Table 4. It can be observed that the method with distribution adapta-
tion(DA) outperforms those without distribution adaptation(DA). And the use of class
confusion(CC) improves the performance significantly on all datasets.
14 Authors Suppressed Due to Excessive Length
(a) MMD distance w.r.t. #itera-
tions
(b) Accuracy(%) distance w.r.t.
#iterations
(c) neighbors p
(d) ρ (e) λ (f) η
Fig. 2: MMD distance, classification accuracy on the task C → D and parameter sensi-
tivity on three tasks.
Distribution Distance: We run JDA, MEDA and MSDI on task C → D using their
optimal parameter settings. Then we compute the aggregate MMD distance of each
method on their induced embeddings by Equation (5). Note that, to compute the true
distance in both the marginal and conditional distributions between domains, we have
to use the groundtruth labels instead of the pseudo labels. However, the groundtruth
target labels are only used for verification, not for learning procedure.
Figure 2(a) shows the distribution distance computed for each method and figure
2(b) shows the prediction accuracy for each method. As we can see MEDA and JDA
can reduce the domain discrepancy and achieve good performance on the target domain.
They only consider first-order statistic, while MSDI adapts both first-order and second-
order statistic. Moreover the class confusion information is minimized to help learn
more discriminative features and is able to improve performance.
4.6 Parameter Sensitivity
In this section, we evaluate MSDI-V with a wide range of values for regularization
parameters ρ, λ, η and neighbors number p. We only reort the results on MNIST →
USPS (M→ U), COIL 1→ COIL2 and C→ D tasks, while similar trends on all other
tasks are not shown due to space limitation. The results are shown in Figure 2(c)-(f).
As we can see, MSDI can achieve a robust performance with regard to a wide range of
parameter values. Especifically, p ∈ [8, 16], ρ ∈ [0.1, 1], λ ∈ [1, 10] and η ∈ [0.05, 0.1]
can be optimal parameter values.
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5 Conclusion
In this paper, we propose a method called Unsupervised domain adaptation with ex-
ploring more statistics and discriminative information(MSDI), which could incorporate
more useful statistic and discriminative information than previous domain adaptation
methods. On the one hand, we adopt the recently proposed statistic called MMCD to
measure the domain discrepancy, which can capture both first-order and second-order
statistic information simultaneously. On the other hand, we propose to restrain the class
confusion between different classes to help learn more discriminative features. MSDI is
under the principle of empirical risk minimization to classify source data correctly and
adopt manifold regularization to use the geometry information in the target domain. We
conduct comprehensive experiments and have verified the effectiveness of the proposed
method.
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