In this paper the task of training sub-symbolic systems is considered as a combinatorial optimization problem and solved with the heuristic scheme of the Reactive Tabu Search (RTS) proposed by the authors and based on F. Glover's Tabu Search.
INTRODUCTION
Machine learning is a task that crosses the boundaries between different disciplines, and sub-symbolic systems, where the "knowledge" is embedded in the parameter values of a network, are not an exception. While optimization is not sufficient for a successful learning scheme (consider for example the problems of generalization, noise-robustness, feature and example selection), the minimization of a suitable "performance function" E often is a crucial and necessary component of learning. In [4] we review some techniques that are appropriate for the minimization of the performance function of feed-forward neural networks. In these techniques, the main information sources driving the iterative procedures are the first and second partial derivatives of a differentiable function E. While these methods have been used with success in many practical contexts, their "original sin" is the possibility of encountering local minima, where the search stops.
When this happens, the iterative procedure can be restarted from a new random point, but in this case the previous work is wasted. In addition, the random initialization problem is not trivial [29] and the calculation of derivatives (provided that E is differentiable) is expensive and error-prone, especially if analog VLSI hardware is used.
Partly motivated by the above reasons, we present in this paper a radically different approach to the learning task. First the task is transformed into a combinatorial optimization problem, so that the points of the search space are the vertices of a binary hypercube (or the set of binary strings with a specified length).
In a digital computer each weight is represented by a fixed number of bits so that the problem is from the beginning combinatorial, although its nature is hidden from us by the floating point hardware and software.
The problem is then solved with an heuristic method based on the construction of a search trajectory by a discrete dynamical system. The system is designed to bias the motion toward points with low E values and to discourage the occurrence of limit cycles and the confinement of the trajectory in a limited portion of the search space.
The bias is obtained by a modified greedy search component that evaluates a set of elementary moves applied to the current point (the neighborhood) and selects the best one. To this basic component one adds the prohibition of the inverses of recently-executed moves (to discourage cycles) and a diversification strategy (to avoid the confinement of the solution trajectory).
We present an implementation of the Reactive Tabu Search technique of [7] , in which the neighborhood of a point in the search space consists of the strings differing by a single bit, and the selected move is the one that causes the largest decrease in E among those that have not been already executed in the most recent part of the search. The prohibition period is regulated by a cycle-detection and reaction mechanism based on the previous history of the process.
The method is capable of escaping rapidly from local minimizers, it is applicable to non-differentiable and even discontinuous functions (it is based only on the availability of E values) and it is very robust with respect to the choice of the initial configuration. In addition, the possibility of fine-tuning the number of bits for each parameter is useful to decrease the size of the search space, to increase the expected generalization, and to permit cost-effective VLSI realizations.
In the following sections, first we describe the design criteria of the RTS technique for a search space given by binary strings (Section 2). Then we describe the application of the RTS technique to the training of sub-symbolic systems (Section 3). Finally we discuss the results of three experimental tests on feedforward systems for classification tasks (Sections 4.1 -4.3) and of one test on a feedback system for an application of non-linear control (Section 4.4).
REACTIVE TABU SEARCH: A METHOD DESIGNED TO DISCOURAGE CYCLES
Let us define our notation. An instance of a combinatorial optimization (CO) problem [39] is a pair (F, E), where F is a set of feasible points with finite cardinality (we do not consider the case of a countably infinite set), and E is the cost function, i.e., a mapping:
A solution f is globally optimal if E(f ) ≤ E(y) for all y ∈ F For many interesting CO problems the computational complexity for finding the globally optimal solution is not acceptable, so that one must resort to heuristic search methods for finding suboptimal points (see for example the NP-complete problems [15] , [12] ). Given a feasible point f it is useful to define a set N (f ) of points that are "near" the point f . The neighborhood N associates to each point f a subset of F :
F is the set of all subsets. A point f is locally optimal with respect to N, or a local minimizer if:
The minimizer is strict if E(f ) < E(g). It is useful to define the neighborhood N (f ) as the set of points that can be obtained by applying to f a set of elementary moves M N (f ) = {g ∈ F such that g = µ(f ) for µ ∈ M}
In the applications that we present, F is the set of all binary strings with a finite length L: F = {0, 1} 
wheref i is the negation of the i-th bit:f i ≡ (1 − f i ). Obviously, two moves commute and µ i is idempotent (i.e, µ 2 i = 1, the identity move) and therefore its inverse is µ −1 i = µ i . By using the moves µ i and the
Hamming distance H, that is the number of differing bits between two strings, the neighborhood can be defined as:
In other words, N (f ) is the border of the Hamming-ball of radius one centered in f . Note that f is not a member of N (f ).
A comprehensive presentation of the standard Tabu Search (TS) technique can be found in [18] and [19] .
The TS strategy has been used to solve a growing number of complex combinatorial optimization problems in an effective and efficient manner, mainly by the Operations Research community. To our best knowledge, the first applications of the standard TS for training an associative memory are in [3] and [44] . In [10] and [16] the tabu dynamics is adapted to produce a viable neural search technique, that remedies the one-shot descent offered by the Hopfield model [25] . In this work the framework is that of Combinatorial Optimization and the RTS discrete dynamics is not married with the continuous Hopfield network.
The TS scheme uses an iterative greedy search algorithm (like "steepest descent") to bias the search toward points with low E values. In addition, the TS incorporates strategies to avoid the occurrence of cycles. The two goals are attained by using the following design principles:
Modified Greedy Search. At each step of the iterative process, the best move is selected from a set of admissible elementary moves that lead to points in the neighborhood of the current state. The best move is the one that produces the lowest value of the cost function E. Note that the best move is executed even if E increases with respect to the value at the current point, while the standard greedy search technique stops if the best move increases E. Increases are allowed because they are necessary to exit from local minimizers of E.
Cycle Avoidance. The inverses of the moves executed in the most recent part of the search are prohibited (the names "tabu" or "taboo" derive from this prohibition).
In detail, at a given iteration t of the search, the set of moves M is partitioned into the set T (t) of the tabu moves, the usefulness of which will become clear in what follows, and the set A (t) of the admissible moves, i.e., of the moves that can be applied to the current point. We use superscripts with parenthesis for quantities that depend on the iteration.
At the beginning, the search starts from an initial configuration f (0) , that can be generated randomly, and all moves are admissible:
At a given iteration t, the successor of the current point is obtained by selecting a suitable move µ (t) from the set A (t) . For example, if A (t) contains a finite number of moves, one can select the best admissible move:
If more moves cause the same E value, the move to apply is selected randomly from them. The rules of the algorithm must assure that the set of admissible moves does not become empty:
If the admissible moves are expensive to evaluate, for example if A (t) is very large, one can sample A (t) randomly and take the best out of S (t) ⊂ A (t) . The cardinality of the "sample" set S (t) is called Sample. To allow for these different possibilities, let us define as best move the procedure that selects a suitable move.
The set of points f (t) obtained by the above discrete dynamical process is called a trajectory. For what follows, a TS scheme is determined by the way in which the starting configuration is generated, by the procedure best move, and by the way in which the two sets A (t) and T (t) are modified at each iteration.
Let us now motivate the introduction of prohibited moves. In isolation, the above cited "modified greedy search" principle can generate cycles. Let us suppose that the current point f (t) is a strict local minimizer:
the cost function at the next point must increase:
, and there is the possibility that the move at the next step will be its inverse (µ (t+1) = µ (t) −1 ) so that the state after two steps will come back to the starting configuration
At this point, if the set of admissible moves is the same, the system will be "trapped" forever in a cycle of length 2. One direct way to discourage cycles is to modify the set A (t) by prohibiting the inverses of the moves executed in the most recent part of the search. The prohibition must be canceled after a certain number of iterations T because the tabu moves can be necessary to reach the optimum in a later phase of the search.
A second reason for allowing the transfer of moves from the set T (t) to the set A (t) is to avoid A
becoming empty, if the set M is finite. In the above example, after the execution of movement µ (t) ∈ A (t) , one updates the A (t) and T (t) sets as follows:
The prohibition period T , i.e. the number of iterations that a move remains in the T (t) set, is also called list size in the original terminology, a term referring to a realization of the scheme in which the forbidden moves are inserted into a first-in first-out list (i.e, a queue of length T where a move enters as soon as it has been executed and exits after T steps). If the selection of a move is pictured as the firing of a neuron, the prohibition is a sort of refractory period for that neuron.
For the following discussion, it is useful to introduce a time-dependent prohibition period T (t) , and to characterize in an equivalent way the sets of the prohibited and admissible moves as:
= {µ ∈ M such that its most recent use has been at time τ ≥ (t − T (t) } (4)
Note that the process is not Markovian: the transitions from a state depend on the past (recent) history of the search. The effect of the past history on the set of admissible moves and therefore on the selection of the next move implies that different moves can be executed from the same configuration, therefore discouraging limit cycles. In Appendix I we present a worked out example of the Tabu Search technique.
Different variations of the Tabu Search technique are characterized by the use of flexible memory structures during the search. For the detailed presentation of the original Tabu Search scheme we refer to [18] . In this section we summarize the algorithm proposed in [7] and present all the details necessary to understand its use in the area of sub-symbolic automated learning studied in Section 3. In particular, we limit our consideration to CO problems with the set F given by binary strings of fixed length L, and with the basic
. For non trivial tasks the length L is large and, for the following Lemmas, we assume that L > 2.
Let us note that the value of T is related to the minimum number of iterations that must separate the repetition of the same configuration on a trajectory. In fact, for a constant T such that the set of admissible moves does not become empty, the following holds: remains prohibited for T iterations, so that if µ
Let us now consider only the moves for time τ > t and let us define as t r the first iteration that repeats a move (t r = min τ such that
For the prohibition mechanism mentioned above, it must be that t r > t ′ + T , i.e, there are at least T + 1 different moves before t r that must be repeated in order to obtain a configuration f (t+R) equal to the starting configuration f (t) , so that the total number of moves to apply before a repetition is encountered must be R ≥ 2 (T + 1). 2
Note that a cycle of length R min = 2 (T + 1) is possible if (T + 1) ≤ L. An example is the sequence of 2 (T + 1) allowed moves :
• µ jT , where T + 1 different moves µ j0 , µ j1 ..., µ jT are applied.
Lemma 2 If T ≥ 0 is constant during the search, the set A (t) of admissible moves does not become empty if and only if T < L.
Proof: Let us note that the set T (t) can contain at most T moves. In fact, if t is the current iteration, and τ is the minimum iteration at which one move in T was used, it must be that τ ≥ t − T (otherwise the move would have lost the tabu status before), so that at most T moves can be present in T . Therefore, if T < L the set A (t) will not become empty.
If the search starts at iteration t = 0, the cardinality of set T does reach its maximum T at iteration t = T , provided that the number of moves L ≥ T . Therefore to maintain at least one admissible move L must be larger than T . 2
If the actual value of T is close to its upper bound of L − 1, the admissible moves are severely reduced and the search trajectory is too constrained to permit effective searches. In particular, if T = L − 1, after the first T iteration only one move is available in A, so that from this point on the trajectory does not depend on the E values anymore: the sequence given by the first T + 1 moves will be replicated forever and a cycle of length R = 2 L is generated. Because the search must be biased toward low E values, the current move must be selected from at least two competing available moves and therefore we require that T does not become larger than L − 2.
From the above Lemmas we have two "competing" requirements:
• T must be large to avoid cycles. In detail, T must be larger than (R/2) − 1 to make cycles of length R impossible (note that R is even for binary strings) .
• T must be sufficiently small to avoid over-constraining the trajectory, and in any case it must be smaller than or equal to L − 2.
The Reactive Tabu Search (RTS) Algorithm
Because the longest possible cycle in the search space F = {0, 1} L has length R = 2 L (the list of the Gray codes -see Section 3 -corresponding to the integers 0, 1, ...,2 L − 1 is an example of a cycle of maximum length obtainable with the elementary moves µ i ), the basic Tabu Search mechanism illustrated cannot guarantee the absence of cycles. In addition, the choice of a fixed T without a priori knowledge about the possible search trajectories that can be generated in a given (F, E) problem is difficult. If the search space possesses an inhomogeneous structure, a size T that is appropriate in a region of F may be inappropriate in other regions. For example, T can be insufficient to avoid cycles (if T is small), or too large, so that only a small fraction of the movements are admissible and the search is inefficient.
The RTS scheme [7] proposes an additional mechanism to deal with cycles that are not avoided by using the basic Tabu scheme and a way to change T during the search so that the value T (t) is appropriate to the local structure of the problem. In the RTS scheme, the most recent iteration when each move µ i has been applied is recorded and each configuration f (t) touched by the search trajectory is stored in memory with the most recent time when it was encountered. Let us introduce the functions:
• Λ(µ): the last iteration when µ has been used (Λ(µ) = −∞ if µ has never been used)
• Π(f ): the last iteration when f has been encountered (Π(f ) = −∞ if f has not been encountered or if it is not in the memory).
• Φ(f ): the number of repetitions of configuration f in the search trajectory ("repetition counter"). At the beginning Φ(f ) = 0 for all configurations.
We admit the possibility that f has been encountered but is not contained in the memory (in this case Π(f ) = −∞ and Φ(f ) = 0). In fact the allowed memory size can be insufficient or the algorithm can cancel the memory content at specific times (in particular see the function diversify search of Fig. 3 ).
(Initialize the data structures for tabu:)
(See whether the current configuration is a repetition:) Fig. 3 )
and T (t ) are therefore changed, see (6 )) (Update time, and best so far:) At iteration t, the set A (t) contains the moves that have not been used in the most recent part of the trajectory (the move is tabu if the last execution time is greater than the current iteration t minus T (t) ), see also (4) and (5):
where the prohibition period T (t) is initialized with a small value (e.g., T (0) ← 1), and then adapted by reacting to the occurrence of repetitions. Note that checking the tabu status of a move requires only a couple of CPU cycles if the function Λ(µ) is realized with an array in memory.
The structure of the Reactive Tabu Search for the case of a CO problem on the set of fixed-length binary strings is described in Fig. 1 In the first statement of the loop, the current configuration is compared with the previously visited points stored in the memory by calling the function memory based reaction (Fig. 2) , that returns two possible values (Do Not Escape or Escape). In the first case the next move is selected by calling best move (Fig. 3) , in the other case the algorithm enters a diversification phase based on a short random walk, see the function memory based reaction(f ) comment: The function returns Escape when an escape action is to be executed, Do Not Escape otherwise.
Search for configuration f in the memory:
Find the cycle length, update last time and repetitions: function diversify search (Fig. 3) . For each new configuration on the trajectory, the lowest E value found during the search is saved with the associated configuration f , because otherwise this point could be lost when the trajectory escapes from a local minimizer. The couple (f b , E b ) is the sub-optimal solution provided by the algorithm when it terminates. When RTS is applied to "difficult" tasks (like NP-complete problems, for which no polynomial algorithms have been designed) one must settle for a sub-optimal solution within the allotted amount of CPU time. The avoidance of cycles and confinement assures that the available time is spent in an efficient exploration of the search space, and specific termination conditions (apart from the expiration of the given CPU time) are not necessary. Naturally, specific task-dependent termination criteria can be introduced, for example by setting a threshold on the quality of the solution. In machine learning applications one aims at maximizing the generalization performance and it is useful to terminate the search when the generalization is maximal, to avoid over-training the system. In the applications presented in The reactive mechanisms of the algorithm modify the discrete dynamical system that defines the trajectory so that limit cycles and confinements (that can be compared to chaotic attractors in dynamical systems) are discouraged. The reaction is based on the past history of the search and it causes possible changes of T (t) or the activation of a diversifying phase. Short limit cycles are avoided by modifying T (t) in the appropriate way. In particular, see the function memory based reaction defined in Fig. 2 , the current configuration f is compared with the configurations visited previously and stored in memory. If f is found, its last visit time Π(f ) and repetition counter Φ(f ) are updated. Then, if its repetitions are greater than the threshold Rep, f is included into the set C, and if the size |C| is greater than the threshold Chaos, the function returns immediately with the value Escape (Chaos=Rep=3 for all the presented tests). If the repetition interval function best move comment: The function returns the move to be applied to the current configuration. If Sample < |A (t) | a subset of the admissible moves is tested.
(so that at least two moves are admissible, reaction IV)
The function executes a sequence of random steps, that become tabu as soon as they are applied.
Clean the memory structureΠ and φ S ← {M in(1 + Rave/2, |M|) moves randomly sampled out of
and T (t ) are therefore changed, see (6 )) (Update time, and best so far:)
Figure 3: The function best move and diversify search of the RTS algorithm.
R is sufficiently short (if R < 2(L − 1)), one can discourage cycles by increasing T (t) in the following way:
Precisely, from Lemma 2 and the ensuing discussion, the largest T that leaves at least two admissible moves is T = L − 2, so that from Lemma 1 only cycles of length R < 2(
can be safely avoided by using the tabu set T . In fact, the following Lemma holds (see Appendix III for a sketch of the proof):
Lemma 3 If Increase > 1, the reaction mechanism Fig. 2 ) makes limit cycles of length less than R < 2(L − 1) impossible in the RTS discrete dynamical system.
If f is not found, it is stored in memory, the most recent time when it was encountered is set to the current time (Π(f ) ← t) and its repetition counter is set to one (Φ(f ) ← 1).
If T is not allowed to decrease, there is the danger that its value will remain large after a phase of the search with many repetitions, even in later phases, when its large value is not required by the search dynamics (i.e., when a smaller value is sufficient to avoid short cycles). Therefore, the statement labeled reaction II in Fig. 2 executes a reduction (by the factor Decrease < 1) if T (t) remained constant for a number of iterations greater than the moving average of repetition intervals R ave . In our tests the reaction parameters are Increase=1.1, Decrease=0.9. Although the choice of these parameters can influence the average convergence time, the "strategic" success of the algorithm is very robust with respect to their choice [7] .
If A (t) does not contain at least two moves, T (t) is decreased immediately so that at least two moves become admissible, see the statement labeled reaction IV in Fig. 3 . The best move can be selected either by testing all admissible moves or by sampling a subset of them. The two possibilities are selected with the parameter Sample: all moves in
otherwise only Sample different moves are randomly extracted from A (t) and tested.
When the reaction that modifies T (t) (reaction I and II in Fig. 2 ) is not sufficient to guarantee that the trajectory is not confined in a limited portion of the search space, the search dynamics enter a phase of "random walk" (reaction III in Fig. 2 ) that is specified by the statements in the function diversify search of Fig. 3 . The number of random steps is proportional to the moving average R ave , the rationale being that more steps are necessary to escape from a region that causes long cycles. Note that the execution time of the random steps is registered (Λ(σ) ← t), so that they become tabu, see (6) . When the "random walk"
phase begins, the memory structure is cleaned but this is not equivalent to a random restart because R ave and T (t) are not changed. In addition, after the "random walk" phase terminates, the prohibition of the most recent random steps is crucial to discourage the dynamical system from returning into the old region.
In passing, let us note that the space and time complexity of the reaction scheme amounts to some bytes and to a small and approximately constant number of machine cycles per iteration, provided that a compressed version of the configuration is stored and that the open hashing mechanism is used for obtaining the values Π(f ) and φ(f ) (for the hashing scheme see for example [2] ). In the hashing scheme f is stored in a memory location whose address is a function address = hash(f ). The number of possible addresses N a must be larger than the maximum number of items to store N i (say N a > 2 N i ) and the hash() function must "scatter" the addresses of different f 's so that the probability that two of them obtain the same address is small. In the straightforward application presented, the compressed information is simply the floating point value of E for the given configuration. The choice is effective if the probability that two different configurations have the same E value is small. A more radical approach consists in using the hashing scheme with no collision treatment, and in storing a single bit for each location in the hashing structure (0 at the beginning, 1 if a configuration with the given address has been encountered).
Let us note that the Tabu Search dynamics is designed to explore the search space in an efficient way. A statistical analysis of this behavior is given in Appendix II, where we show that the probability of visiting points at large Hamming distances with respect to a starting configuration is much higher than in the case of a random walk in the search space.
The RTS algorithm is studied in detail in [7] , while [6] is dedicated to a study of the parallel properties.
THE APPLICATION FOR TRAINING NEURAL NETWORKS
We consider two paradigmatic systems in the area of neural networks (sub-symbolic machine learning): the Multi-Layer Perceptron (MLP) of [41] , see the applications considered in Sections 4.1-4.3, and the recurrent neural network of [45] , see Section 4.4. MLP nets are currently being proposed and used in a growing number of applications related to pattern analysis, event discrimination, image recognition, temporal series prediction, etc., while recurrent nets are for example applied to the control of nonlinear systems.
In the following we summarize the main architecture of the MLP system, to show how the training task is transformed into a combinatorial optimization problem. The particular feedback system considered will be illustrated in Section 4.4, together with the chosen control task.
The MLP system has the feed-forward architecture illustrated in Fig computed through a scalar product between the weight and input vectors:
then the activation H j is obtained by using a "sigmoidal" function:
At the next layer (the output layer), first the net input for the output units is computed as:
and, finally, the output is obtained as follows:
Threshold values are incorporated by fixing the activation value of one unit in the input and one unit in the hidden layer to 1 (I 7 and H 4 in Fig. 4 .
The system is trained by using a set of P example patterns (i.e., of associations between input I p and desired output D(I p )) and by minimizing with respect to w the usual sum-of-squared-errors measure:
The problem of minimizing the performance function E associated to the learning task becomes a combinatorial problem after choosing a discrete binary encoding of the weights.
Each weight of the network is described by a binary string of B w bits. The B w bits are the Gray code
. The Gray code 1 has the property that the nearby integers n − 1 and n + 1 are obtained by changing a single bit of the code of n (i.e., the codes of n + 1 and n − 1 have a Hamming distance of 1 with respect to the code of n).
The conversions between the binary encoding b Bw b Bw−1 ...b 1 and the Gray encoding g Bw g Bw−1 ...g 1 are as follows (see for example [13] and [40] ):
where ⊕ is the exclusive-or operator and the second transformation must be done for decreasing values of k, starting from k = B w . When the network is evaluated, the Gray code for each weight is transformed into the base-two binary code of a positive integer n and, finally, into a floating point value w in the range
, as follows:
If the memory is sufficient, the conversion can be executed with a lookup table. The binary string for the optimization algorithm is obtained by concatenating the Gray codes for the weights.
The elementary moves µ i (i = 1, ..., L) defined in (1) correspond to "toggling" (complementing) a single bit of the binary string. The size of the complete neighborhood is therefore equal to the total number of bits. Given a weight w, by changing one of the B w bits in the encoding (and by repeating the operation for all possible bits), one obtains B w weights in the neighborhood. For the cited property of the Gray code, the neighborhood contains the nearest weights on the discretized grid, plus a cloud of points at growing distances in weight space.
In When a basic move is executed, only one bit of the string is changed, and therefore a single weight of the network is modified. Let us distinguish the case of a change in a first-layer weight (∆w jk ), from that of a change in a second-layer weight (∆W ij ). In the first case, if ∆w jk is the change in a weight in the first layer, equation (7) is used to find the change in the "net input" of the affected neuron in the hidden layer:
and then the activation H j is calculated using (8) . Because partial derivatives are not needed, the squashing function does not need to be differentiable and a realization with a lookup- 
where ∆H j = H j − H current j , and the outputs O i are obtained with a second table-lookup.
If the change is in the second layer (∆W ij ), the computation is even faster: o i is updated as:
and the outputs O i are calculated with a single table lookup.
Let us summarize the average cost for evaluating the neighborhood for a network with N I input, N H hidden, and N O output units, assuming that all weights have the same number of bits and therefore each weight has the same probability of being changed. Because there are N H × N I weights connecting the input to the hidden layer and N O × N H weights connecting the hidden to the output layer, the operations of (15) and (16) -table) , the average total computational complexity C N for each example pattern is:
Let us consider the case of a single output unit (as in the case of a two-class discrimination) and a large number of input units. After keeping only the dominating terms in the sum one obtains:
This result can be compared with the asymptotic approximation
for the feed-forward pass of the MLP net, that can be larger than (19) in the case of a large number of input and hidden units (in particular if N H × N I >> Sample, a common case in the applications illustrated in Section 4).
Because some MLP nets that are relevant for the applications have a large number of weights (say more than 1000) it is crucial to reduce the number of bits per weight as much as possible and to employ the partial evaluation of the neighborhood that was explained in Section 2 (by setting Sample << L). In addition to reducing the time complexity of evaluating the neighborhood, a compact encoding of the network helps in reaching higher generalization performances.
EXPERIMENTAL TESTS
In this part we present three tests of the RTS strategy for the learning task associated to the Multi-Layer Perceptron (MLP) feed-forward neural net and one application to a feedback net used in a non-linear control application.
The first test (Section 4.1) is the XOR problem. The MLP neural net has a single hidden layer with two units and the same "squashing" function as the one used in [41] , see (8) and (10) . The training is executed by presenting input-output examples to the net. Although the significance of the problem for automated learning is dubious (in fact the parity problem is such that patterns differing by a single bit produce opposite outputs), the task is paradigmatic for the presence of local minima, see for example [11] , and for the sensitive dependence of learning on the initial conditions [29] .
The second test (Section 4.2) is taken from a benchmark problem related to a real-world discrimination task. The task is to train a network to discriminate between sonar returns bounced off a metal cylinder and those bounced off a roughly cylindrical rock, see [23] . Although from the results of [23] local minima are not a problem in this case, the application of the RTS technique is an interesting alternative, mostly because of the lack of partial derivatives, the robustness with respect to the initialization, and the easy control on the number of bits per weight.
The third problem considered (Section 4.3) is a benchmark task derived from a real-world application in the area of experimental High Energy Physics, where a classifier with an MLP structure is used to discriminate patterns derived from a collision in the Large Electron-Positron (LEP) collider into two classes:"background noise" or "potentially interesting event". The pattern is derived from measurements of the energy deposited in a set of spatially-arranged calorimeters and the interesting events are related to the "bottom quark". The classifier is trained with examples of "background noise" patterns derived from the experimental setup and examples of "bottom" patterns derived by a simulator.
The last task (Section 4.4) is a version of the "truck and trailer backup" problem considered in [34] .
The controller is a discrete-time fully recurrent network that defines the backup motion of the truck when it is initialized randomly in a given region. Contrary to the previous three tasks, in this case the only information used for the training is the final positions and orientations reached by the truck-and-trailer system and the possible violation of constraints (there is no teacher giving the correct control variable for a given configuration).
To eliminate the possible effects of a coarse lookup table, in all tests we use the standard double-precision "squashing function" σ(h i ) = 1/(1 + e −hi ) (shifted with the subtraction of 0.5 for the control task). The initial binary string at iteration 0 of RTS is generated by randomly setting each bit with equal probability
for the values 1 and 0.
The XOR Function
To estimate the effects of the number of bits per weight and the neighborhood sample, a total of 100 tests per data point were executed, by varying the B w parameter (2, 4, and 8 bits) and the Sample value. The size of the complete neighborhood is B w × 9, 9 being the total number of weights, including thresholds.
The W s parameter is equal to 20 and a training session starting from a random binary string is terminated when all patterns are less than 0.2 away from the target. In Fig. 6 we show the average number of RTS iterations (with its standard deviation), as a function of the number of points in the neighborhood (Sample).
The three curves are for growing numbers of bits per weight. It can be observed that the average number of steps decreases rapidly in passing from Sample=2 to Sample=5 (for B w = 2, 4), and slowly afterwards, while it reaches a minimum at around Sample=4 for B w = 8. The CPU time is approximately proportional to the number of configurations evaluated, see Fig. 6 (bottom). The CPU time reaches the minimum for a small Sample value, approximately Sample=7 for B w = 2, 4, and Sample=4 for B w = 8. For this problem two bits are sufficient, but four bits produce a faster convergence, while eight bits are excessive and slow down the search, see the curve marked with diamonds in Fig. 6 (bottom).
As is expected from the algorithm design, the method is very effective in escaping from local minima and in continuing the search until the desired solution is reached. In all tests the algorithm converges in 100% of the cases, although a large number of local minima are encountered during the search. For example, the XOR problem was run with two bits per weight and with the complete neighborhood evaluation, and the number of local minima encountered was counted (i.e. the number of configurations such that all elementary moves produced a strictly higher E value). On the average (100 training tests), seven local minima were encountered during each search. The average number of TABU steps is 86.8, so that the frequency of encounter is approximately of one local minimum every 12 steps.
A comparison with on-line backpropagation (BP), with learning rate = 0.1, momentum = 0.0, was executed by varying the initial scale W i chosen for randomizing the weights and by counting the number of successes (for a maximum of 10 6 iterations). In the first column of Table 1 we list the W i parameter, in the second the number of successful cases, and in the last column the average number of iterations for convergence (for the successful cases) and its standard deviation. Our results are qualitatively similar to those of [29] : a careful selection of the starting configuration is critical to the success of backpropagation. In particular, when the initial scale is the one corresponding to the initialization of the TABU algorithm (W s = 20), BP converges only in 31 cases out of 100, with a very large average number of iterations.
It should be remembered that on-line BP has been used effectively by developers on a series of significant applications, see the brief review in [24] , so that the above problems related to the initialization or to the presence of local minima should not discourage its usage (see also [22] for a discussion of cases where local minima are absent). Available techniques to increase the "safety requirements" and the speed of convergence of BP, are for example the use of variable step-lengths according to heuristic criteria, and the use of secondorder information, see [8] , [4] and the references contained.
Classification of Sonar Targets
The three-layer feed-forward network used for classifying sonar returns from undersea metal cylinders or cylindrically-shaped rocks is studied by Gorman and Sejnowski in [23] . We consider this task as a benchmark for studying the training properties of RTS.
The MLP network (see Fig. 4 for the general architecture) is composed of an input layer of 60 units (excluding thresholds) that receives the sampled sonar signal, a single hidden layer, and an output layer of two units coding for the two classes ("metal cylinder" vs. "rock"). We study the results obtained by varying the number of hidden units.
Our training and testing sets 2 refer to the "aspect angle dependent" series of experiments in [23] : the 104 training and 104 testing patterns are selected to include all target aspect angle.
The number of weights to be adjusted starting from a random configuration is now significantly larger than in the XOR problem. In fact, if N H is the number of hidden units (excluding thresholds), the total number of weights (including thresholds) is N w = 63 × N H + 2, and this value ranges from N w = 128 (for N H = 2) to N w = 3656 (for N H = 58). Therefore, in the combinatorial form of the problem, the binary strings representing the network have a length L of thousands of bits, depending on the B w parameter. The number of points in the search space ranges from 2 128 ≈ 10 38 (for B w = 1, N H = 2) to 2 29248 ≈ 10 8804 (for
Because of the high dimensionality of the problem, a complete neighborhood evaluation of each point is very expensive but the partial evaluation is completely satisfactory even with a gross undersampling. In fact, we used a low number of bits per weight (B w =1, 2, 4 and 8) and values of Sample (6, 12, 24) corresponding to a very small fraction of the complete size (about 1/1000 to 1/100). The scale parameter is W s = 10.
We report the results of our algorithm for some significant combinations of the above parameters (hidden nodes, B w and Sample), up to a number of iterations close to the one reaching the highest generalization.
A pattern is classified in the correct manner if the maximum output value corresponds to the right class.
The evolution of the performance indicators (E divided by the number of training patterns, correctness on training and test set) during the RTS training is illustrated in two cases. Fig. 7 shows the results for B w = 4, Sample=6, N H = 12. In this case the best generalization results are 88%, while the results in [23] are 90.4% (obtained with backpropagation by using floating-point values for the weights). Because of the limited number of examples (104) the two performances are statistically comparable.
In Fig. 8 we show the results for B w = 1, Sample=6, N H = 48 (the number of hidden units increases to compensate for the reduced number of bits per weight). In this case the best generalization is about 80% (std. dev. = 5%). The efficacy of the algorithm is probably affected by the small number of training patterns. In fact, although E reaches low values (and therefore the correctness on the training set grows to values close to 100%), the generalization does not grow beyond 85%, in the best runs. This can be caused by the fact that a net with 3026 weights is trained with only 104 patterns. As a final remark about the efficiency of the RTS strategy, let us note that, for the case illustrated in Fig. 7 , the number of changes executed along the search trajectory before reaching an acceptable performance is such that each weight is changed only a very small number of times, on average (this fact can be relevant for analog VLSI realizations, in which the system degrades if the weights are changed an excessive number of times). 
Event discrimination in High Energy Physics
Experimental facilities for High Energy Physics need state-of-the-art discrimination systems for selecting and classifying the interesting events. In a typical facility, colliding particles produce streams of secondary particles -called "jets" -that leave traces in a large number of spatially arranged detectors. The frequency of events (that include "false alarms" and spurious signals) is so high that the registration of the event parameters onto secondary storage has to be restricted only to a subset of "potentially interesting" events.
To this end on-line "triggering" mechanisms estimate the probability of the event being interesting, so that only the events whose estimated interest is greater than a selected threshold are registered. Feed-forward neural nets are being used as pattern classifiers for the triggering, possibly with analog VLSI or dedicated hardware implementations. In particular neural nets have been proposed for discriminating bottom quark jets at LEP, the Large Electron-Positron collider at the CERN laboratories. For the physics behind the discrimination task and for a recent review of neural network approaches to the problem refer to [35] .
In this paper we consider the task of recognizing 2-jet events produced by the bottom quark as a benchmark for the RTS algorithm, both because of its applicative interest and because the large number of events available permits a statistically significant test of the relative performance of different algorithms. The same benchmark task has been used in [8] for comparing different training algorithms: i) the backpropagation algorithm [41] , ii) a version of gradient descent with adaptive step, iii) the conjugate-gradient technique, iv) the One-Step Secant method with fast line searches [4] , v) two versions of the stochastic search technique of [43] (in particular the new proposal called affine shaker).
The patterns used for training and testing the neural classifiers have been produced with the COJETS event generator [36, 37] , using the natural frequencies. A total of 100,000 e + e − events have been generated at center-of-mass-system energy of 91 Gev. Of these only 2-jet events have been retained, and among these only the jets with at least 4 particles have been selected. Each jet is described by a pattern with 17 features, corresponding to the variables described in [35] . The calorimeter granularity is defined by cells of 1 degree The jets originated by the bottom quark have been subdivided randomly into two equal sets with 7,741 events each, to be used for training and testing, respectively. Similarly, the jets produced by the other quarks ("background") have been subdivided into two sets of 25,463 events each. Finally, the training set for the benchmark task has been obtained by selecting randomly 5,000 "bottom" patterns and 5,000 "background" patterns from two of the above sets, while a testing set with the same number of patterns has been obtained randomly from the other two sets. The desired output value is 1 for "bottom", 0 for "background". When the generalization is measured, patterns with output value greater than 0.5 are classified as "bottom", while those with output less than or equal to 0.5 are classified as "background". We executed three series of tests with B w = 1, 2, 4. For each number of bits per weight, ten different training sessions are completed after starting from different random initial points. Because our interest is that of maximizing the generalization, we stop the tests when the maximum generalization levels are reached (experimentally 2000 RTS iterations are sufficient). Further training tends to reduce the generalization performance (an analogous "overtraining" effect was observed in [8] ).
For each series we present three plots. The first plot illustrates the evolution of the training session for one typical case (out of the ten tests), by showing the percent of correct recognition obtained when the current network, i.e., the point f (t) transformed into a network as illustrated in (13) and (14), is tested on the training set. The correctness is checked at each step. The second plot shows the correctness on the training set (checked every 10 RTS iterations) averaged over the ten tests, with the standard deviation σ of the correctness distribution at each checkpoint. The third plot shows the average generalization performance (i.e., the percent of correct recognition obtained by testing the current network on the testing set). case sufficient to reach performances that are obtainable with 'floating point' weights represented with 64 bits. Let us recall that, in a practical application, the threshold for the acceptance of a potential "bottom" event can be higher than 0.5, so that more "bottom" events are classified as "background" and rejected, but the surviving events have a larger probability of being true "bottom" events. is seriously ill-conditioned [42] . Experimentally, after starting from values in [−W s /2, W s /2] for the derivative-based training techniques we could not obtain better results than those described in [8] .
• Different dynamics in the search space: Techniques like backpropagation base the step on a local model of the E function (first terms in the Taylor series expansion by using first and, in some cases, second partial derivatives), while the RTS technique base the step on a sample of the binary neighborhood that, because of the Gray coding, is translated into a cloud of points at different Euclidean distances in weight space, see Fig.5 . In addition, the RTS dynamics is different from a pure steepest-descent dynamics (see for example the capability of escaping from local minima). These facts imply that the trajectories in the weight-space produced by the different techniques are qualitatively different.
• Wider exploration of the search space: The ratio between the number of points that can be visited by RTS in the allotted CPU time and the total number of points in the search space decreases like 2 −BwNw : a small number of bits permits a more effective exploration.
• Reduced over-training: The limited search space for B w = 1 reduces the over-training effect, so that better generalization results can be expected if the network remains capable of "storing" the example associations. 
Parking a truck behind another truck
The problem of learning to steer a tractor-trailer truck backing up at constant speed is derived from the detailed description in [1] , based on [34] . The front wheels of the cab move a fixed distance backward at each step, the control signal is the angle u of the front tires with respect to the axis of the cab, and the goal considered in [34] is to guide the back of the trailer to a point on a loading dock with the trailer perpendicular to the dock.
In a backup trial the cab starts in a random position and orientation with respect to the dock, with a random angle between the cab and the trailer. Each trial terminates either when a part of the truck touches the edges of the parking space (the exact space occupation of the cab and trailer is checked at each step for a possible constraint violation), or when a maximum number of steps are executed (max. 256 in out tests).
The task is representative of many "sequential decision" problems: control decisions made early in the backing up process have substantial effects upon the final results. A truck backup task is considered in [30] for a comparison of neural and "fuzzy" systems. In [30] the MLP net is trained by using the examples (state, control variable) generated by the "fuzzy" system, a different task from the problem that we consider in which the error signal is generated only at the end of the entire backup sequence (there is no "expert driver" to guide the learning network).
The state variables of the truck illustrated in Fig. 15 are:
• x, y: coordinates of center of rear of trailer (hm=100m),
• θ s : angle of trailer measured from positive x with counterclockwise being positive (radians),
• θ c : angle of cab, measured from positive x with counterclockwise being positive (radians)
The constraint on the possible configurations is that the cab cannot be rotated by more than π/2 degrees with respect to the trailer:
The performance function is the sum of two terms E = E f + E c . The first term E f is related to the desired final configuration (x dock , y dock , θ sdock = 0):
where t f is the time steps at which the trial is terminated and the constants α and β regulate the relative importance of the positional errors with respect to the error in the trailer angle (θ s = 0 means that the trailer is perpendicular to the loading dock). The second term E c is proportional to the amount of violation of constraint (21) .
where Θ(s) is the Heaviside function (Θ(s) = 1 if s > 0, 0 otherwise), and the parameter γ regulates the compromise between constraint satisfaction and correct final configuration of the truck.
The control variable is u, the steering angle of front wheels with respect to cab orientation, counterclockwise positive (radians). The allowed range is |u| ≤ (7/18)π.
The truck dimensions are d c = 0.06 hm (cab length from pivot to front axle) d s = 0.14 hm (trailer length) and the fixed distance that the front tires move in one time step is r = 0.01 hm.
The kinematics of the truck is described by the following equations:
where arctan is from −π to π.
In our case the angles are measured in radians and the distances are measured in hectometers (1 hm = 100 m).
The complete truck system illustrated in Fig. 16 is a recurrent network whose state is described by an array of variables c i . It is useful to partition the indices of these state variables into four sets: the set O of indices of "output" variables (proportional to the single control signal u in the given application), the set I of "external input" variables, the set H of "hidden" variables, and the set T of the state variables of the truck (x, y, θ s , θ c ). At time step t, the control sub-system is updated as follows. 
Finally, the state of the truck (x, y, θ s , θ c ) is updated by considering the current state and the value of the control variable u, through the kinematics equations described in (24)- (30) . In our case the single external input is "clumped" to 1, as a convenient way to obtain a threshold for the activation of each state variable of the control subsystem.
The results obtained for the parking task defined in [34] (the truck with trailer is moving freely in the half-plane with positive x values) have been described in [9] . In this paper we present the results for the harder case described in Fig. 15 . We place additional constraints in the moving space corresponding to the real-world task of parking a truck behind other trucks. In this case the simple solution of [27] is not applicable.
The parameters are B w = 8, W s = 10. The control system has six hidden units (N H = 6), so that the total number of weights is 84 and the length of the binary string is L = 672. Sixtyfour starting configurations for the truck-and-trailer system are generated randomly with a uniform distribution in the following range:
For this task a constant value Sample= 20 is sufficient but some CPU time can be spared by using a smaller sample at the beginning of the search and larger sample in the following phases. In particular, for the following results, the size of the sample neighborhood is Sample= 0.01 × L = 6 in the first phase of the search, Sample= 0.02 × L = 13 after 5000 iterations, Sample= 0.03 × L = 20 after 20000 iterations.
In the illustrated test we choose a selection for the function E corresponding to a large penalty for constraint-violation, and to a more strict requirement on the y coordinate with respect to the x coordinate (α = 1, β = 16, γ = 100). In Fig. 17 we show the evolution of the performance function defined in (22) and (23). E is normalized by the number of backups used for training (64 backups for each evaluation).
In the top plot of Fig. 17 we show the values of the current E at selected checkpoints, while in the bottom plot we show the evolution of the "best so far" performance (E b in Fig. 1 ). In the second graph a point is plotted as soon as a system configuration with lower E value is found. The large E values at the beginning are caused by the violation of the constraint |θ s − θ c | ≤ π/2. The later evolution shows "plateau" regions, followed by performance jumps. As usual, the evolution of E is non-monotonic because the exploration properties of RTS provoke a transition to different "attraction basins" of the search space (but clearly the "best so far" point is saved so that it can be used at the end of the training period).
The truck trajectories obtained at selected checkpoints are illustrated in The trajectories obtained at RTS=25000 correspond to realistic "expert driver" trajectories, like the one illustrated in Fig. 19 : in the first backup steps the trailer is pushed away from the upper wall of the constrained space and prepared for the final phase. In the final steps the trailer is pushed inside the desired parking space, and the cab is turned rapidly to permit a close fit.
SUMMARY AND CONCLUSIONS
The present approach goes in opposite direction to a popular approach in the neural network literature:
transform a combinatorial optimization problem into a continuous-valued neural net execution [25] . We are proposing to use an advanced CO technique for training neural nets. The heuristic RTS scheme is an effective alternative or a complement to traditional training techniques for solving our test classification and control problems. In particular, the RTS is capable of escaping rapidly from local minimizers (Section Let us note that, because training tasks have vastly different characteristics, it is far from our intention to claim that the RTS scheme is the preferred method in all cases. In particular, if the methods based on partial derivatives (like backpropagation) reach satisfactory generalization performances, they can be the fastest techniques to implement on general-purpose computers. A fair comparison of the RTS scheme with backpropagation is difficult because of the different context (initialization, limited precision in the weights and possibly in the squashing function). While it can be the case that backpropagation is appropriate if local minima are not a problem and if the initialization is suitable, the main advantages of the RTS approach are the direct and effective way to continue the search beyond local minima and its extreme flexibility. In particular it is applicable to non-differentiable (or even discontinuous) performance and transfer functions, it can easily accommodate weights with a selected number of bits and constraints in the search space (the constraints can be implicit in the encoding or explicit, by limiting the number of available moves). If a special-purpose VLSI circuit is developed for an application, the possibility of realizing a net with a limited number of bits per weight can be cost-effective [38] . Because the steepest descent and the RTS search processes have qualitatively different dynamics, if the generalization results are comparable one can use the networks trained with the two methods in "team" classifiers to limit the bias caused by a single training technique and increase the global performance [5] .
Related approaches, although within different frameworks, are the use of Simulated Annealing (SA) [28] for training MLP nets, see for example [14] , and the use of Genetic Algorithms (GA) [21] for optimizing weights and neural architectures, see for example [46] . Space limitations do not permit a detailed discussion and comparison between RTS and the different versions of GA and SA. As a very brief remark, let us recall that Simulated Annealing is based on a connection between statistical mechanics and CO: random moves are generated from the current point, a move is always accepted if E decreases, while it is accepted with a probability p ≈ exp(−∆E/τ ) if E increases. The "escape" from local minimizers is obtained in a stochastic manner, but, if the "temperature" τ is much lower than the height of a barrier around a local minimum, SA will spend an enormous time in its neighborhood before escaping. On the contrary, RTS is deterministic (if the complete neighborhood is evaluated) and the choice of the move depends on the past history of the search. The desired properties of the search trajectory are obtained by complementing the "greedy" component with the dynamical system described in Section 2. While RTS is based on a single trajectory, in Genetic Algorithms a population of candidate solutions is considered. The bias toward high-fitness points is obtained by the mutation and selection mechanisms, while the crossover operators build new candidate solutions from the selected individuals. A similar approach based on the combination of multiple solutions (with different combining operators) has been presented in [17] with the term Scatter Search, see also the recent discussion in [20] . Recently, the usefulness of a direct "greedy search" component in GA has been recognized in [32] .
Note that the RTS technique is in principle applicable to different network models, both with and without feedback, and to a wide range of machine learning tasks, provided that the problem can be considered as a combinatorial optimization task.
Some open problems are the possibility of evaluating the function on a randomly chosen subset of the training patterns [31] , in particular the possibility of passing from a batch to an on-line approach, the study of different sets of basic movements and of schemes with varying resolutions: the discretization can be finer near zero, in the "interesting" region of the squashing function. Because of the lack of derivative computations and the limited precision required, the RTS scheme can be interesting for special-purpose hardware realizations with simple but fast electronic components (see [33] and [26] for some algorithms that are designed by taking the constraints of VLSI realizations into account). Finally, a promising possibility is that of combining RTS search and gradient descent. In a hybrid scheme TABU search can operate with a coarse discretization and gradient descent can be used to reach a high precision in the final result. 
APPENDIX I WORKED OUT EXAMPLE OF TABU SEARCH
Let us assume that the search space F is the set of 3-bit strings (f = [b 1 , b 2 , b 3 ]) and the cost function is:
The feasible points (the edges of the 3-dimensional binary cube) are illustrated in Fig. 20 with the associated cost function. The neighborhood of a point is the set of points that are connected with edges.
The point f (0) = [0, 0, 0] with E(f (0) ) = 0 is a local minimizer because all moves produce a higher cost value. The best of the three admissible moves is µ 1 , so that f (1) = [1, 0, 0]. Note that the move is applied
), so that the system abandons the local minimizer.
If T (1) = 0, the best move from f (1) will again be µ 1 and the system will return to its starting point: At t = 2 µ 2 is prohibited, µ 1 is admissible again because Λ(µ 1 ) = 0 < (t − T (t) ) = 1, and µ 3 is admissible because it was never used. The best move is µ 3 and the system reaches the global minimizer:
with E(f (3) ) = −1.
APPENDIX II THE TABU RANDOM WALK
The study of the general dynamic properties of the Reactive Tabu Search is a difficult task, particularly because of the non-Markovian behavior of the search process. Even for the case of simpler discrete dynamical systems like the "cellular automata", there are indications that their behavior for some classes "may in general be determined by no procedure significantly faster than explicit simulation" [47] .
As a first step in the study, it can be useful to consider a simplified RTS system, in which some free parameters are fixed and the dynamical system driving the search has simple statistical properties. In particular, the dynamics has a task-dependent part that changes with the chosen optimization problem (let us recall that the preferred moves are biased toward low E values and the prohibition period is regulated by the repetitions of configurations). To abstract from this task-dependent part, let us consider the case in which the reaction mechanism is frozen (T is fixed) and the move at each step is chosen stochastically from the admissible set, with equal probability for all admissible moves (this corresponds to the assumption that the function to optimize returns uniformly-distributed random values).
With this assumption, the dynamics is similar to that of a constrained random walk in the space {0, 1} L :
at each step t a move is selected randomly from A (t) . After its action, the chosen move remains prohibited during the next successive T steps. For this reason we indicate this dynamical process with the name "Tabu
In this appendix we analyze the average properties of the Tabu Random Walk in the L-dimensional
hypercube. In particular we study how the statistical distribution of the Hamming distance evolves in time after starting from a given binary string. The Hamming distance (i.e., the number of differing bits between two strings) measures the exploration properties of the search.
Let T be the length of the Tabu list, and z its signature, i.e. a T -bit integer that is needed for the following analysis. Let us define as < x > 2 the remainder of the division of x by 2, and ⌊x⌋ the integer part of x. As soon as a move µ is executed z is updated as follows:
where v is zero if µ has changed a bit from 1 to 0, v is 1 in the other case. If we consider the binary string representing z, the above update corresponds to shifting the string one bit to the right and to filling the leftmost bit with v. If < z > 2 is 1 (or 0) after the update, in the next step there will be a new admissible move allowing the transition of a bit in the configuration from 1 to 0 (or from 0 to 1).
Let q be the number of zeros in z, p the number of ones (p = T − q), L 0 the number of zeros in the current configuration string, and L 1 the number of ones.
To analyze the statistical properties of the TRW, we start by computing the probability that a point f is visited after t steps. Without loss of generality, we assume that the initial point is the all-zero string [0, 0, ..., 0]. A convenient choice for the initial z is 2 T − 1 because the initial string does not contain any "1". To compute the probability we count the number of different legal trajectories having the same starting point. All the trajectories have the same probability of being generated, so that the probability that a point is visited at step t is the sum of the probabilities of the trajectories touching the point at t.
After introducing the following quantities:
• M (t) = the number of different trajectories at step t
• m (t) (L 0 , q, z) = the subset of reachable configurations with the given values of L 0 , q, z.
Clearly
the evolution equation can be written as:
Note that points with the same values of L 0 q, and z generate the same set of possible next points when the Tabu Search evolution is applied. To find the evolution of
there are the two following possibilities:
• There are L ′ 0 − q ′ possible reachable points that can be obtained by changing a not-tabu 0 into a 1. In these cases the new points will have (
Because the number of zeros decreases, the new points will have a greater Hamming distance with respect to the origin.
• There are L ′ 1 − p ′ possible reachable points that can be obtained by changing a not-tabu 1 into a 0.
In these cases the new points will have ( 
The solution for m (t) (L 0 , q, z) is calculated after starting from the initial conditions:
The calculation requires infinite precision because of the combinatorial nature of the problem 3 .
One can compute the probability P (t) (L 0 , q, z) for a state characterized by the given (L 0 , q, z) as:
From the P (t) (L 0 , q, z) one can derive the probability for a given Hamming distance at step t: P (t) (H) as:
If T = 0, one obtains the standard "random walk". In fact, the average Hamming distance tends to its asymptotic value:
and the standard deviation tends to:
In our case L = 12 and therefore H = 6 and σ H = 3. The standard deviation is zero at the beginning and it remains zero for T steps because the changed bits are "frozen". After that it increases with an oscillatory behavior towards a steady-state value of σ H = 3, corresponding to the uniform distribution. In the first phase the fact that σ H is less than the asympotic value is caused by a distribution that tends to be empty at the origin and more peaked at the edge of the shell.
While Fig. 21 showed the average and standard deviation values, Fig. 22 shows the detailed probability distribution for strings of various Hamming distances for a selected case (L = 32, tabu list T = 7), normalized to the distribution corresponding to a uniform probability on {0, 1} L . Note that, at a given iteration of the process, only states with even (odd) Hamming distance are populated. If the process starts from the all-zero string, the limiting distribution for the Hamming distance will oscillate between having a uniform value of 2 on the strings with an even number of 1's and the same distribution on strings with an odd number of ones.
It is apparent that the RTW distribution tends to be more concentrated at larger Hamming distances during the first steps. In particular, for a number of steps smaller than the prohibition period T , the probability is different from zero only for a Hamming distance equal to the number of steps. The points at time t are distributed on a "Hamming shell" of radius t (iteration 8 in Fig. 22 ). For larger t some of the tabu moves become free and some points are allowed to decrease the Hamming distance (iteration 16 in Fig. 22 ).
Rapidly the situation converges to the limiting uniform distribution (iteration 24 and 64). The evolution is significantly different in the case of the standard random walk. The distribution remains peaked at H = 0 Tabu Search Iterations   T=0  T=1  T=2  T=3  T=4  T=5  T=6  T=7  T=8  T=9  T=10  T=11   0   1   2   3   0  50  100  150  200  250  Standard Deviation of the Hamming Distance   Reactive Tabu Search Iterations   T=0  T=1  T=2  T=3  T=4  T=5  T=6  T=7  T=8  T=9 because many trajectories retrace their steps. In addition, the convergence to the uniform distribution is much slower. The above results are clearly expected if one recalls that the RTS dynamics is designed with the purpose of "repelling" the search from the previously visited points.
The finite size of the string and the repulsion mechanism of the Tabu dynamics generate the oscillating behavior (see iteration 36-52-84 in Fig. 23 ) that explains the oscillations in the average and standard deviations presented in Fig. 21 . Again note that the oscillations are damped rapidly toward the uniform distribution.
APPENDIX III REACTION MECHANISMS
Lemma 4 If Increase > 1 the reaction mechanism T (t+1) ← T (t) × Increase makes limit cycles of length less that R < 2 (L − 1) impossible.
Proof: Let us sketch a proof by contradiction: Let us suppose that a limit cycle of length R is created, so that f (t + nR) = f (t) for t ≥ t i , the time at which the limit cycle starts (and let us assume that the main loop in Fig. 1 is repeated forever). For all τ ≥ (t i + R) the function memory based reaction finds a repetition with R < 2 (L − 1). If the test |C| > Chaos is passed, at least one random move is executed. The random steps can break the limit cycle. If they do not, they will be followed by at least one normal step (if Chaos ≥ 1), where T (t) is increased.
Therefore, for all possible paths through the algorithm, if T (ti+R) < (L − 2), it continues to increase for τ > (t i + R): T (τ ) = T (ti) × Increase n (n is the number of steps that are not executed during a diversifying phase), until eventually less than two moves are admissible and the function best move of Fig. 3 sets
. It is easy to check that the step T (t+1) ← M ax(T (t) × Decrease, 1), see reaction II in in Fig. 2 , is never executed because R ave ≥ 1 and (t − t T ) = 0 in the hypothesis of a limit cycle (T (t) is changed in one previous statement of the same function and therefore t T = t). Therefore there will be a time t m such that T (τ ) ≥ (L − 2) for τ > t m . By using Lemma 1, appropriately modified to deal with a time-varying T (t) , it must be that R ≥ 2(T + 1) = 2(L − 1) but this contradicts the fact that R < 2(L − 1) (R is even). 2
