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Let bp(+Kv) be the minimum number of complete bipartite subgraphs needed to
partition the edge set of +Kv , the complete multigraph with + edges between each
pair of its v vertices. Many papers have examined bp(+Kv) for v2+. For each +
and v with v2+, it is shown here that if certain Hadamard and conference
matrices exist, then bp(+Kv) must be one of two numbers. Also, generalizations to
decompositions and covers by complete s-partite subgraphs are discussed and con-
nections to designs and codes are presented.  1998 Academic Press
Throughout the paper, +Kv denotes the complete multigraph with v2
vertices and + edges between each pair of distinct vertices. A biclique in +Kv
is a simple complete bipartite subgraph. A biclique decomposition of +Kv is
a collection of bicliques whose edge sets partition the edge set of +Kv . The
biclique decomposition number of +Kv , denoted bp(+Kv), is the minimum
number of bicliques needed in a biclique decomposition of +Kv . Minimum
biclique decompositions of #Kv and of +Kv together give a biclique decom-
position of (#++)Kv . Therefore,
bp((#++)Kv)bp(#Kv)+bp(+Kv). (1)
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Also, a minimum biclique decomposition of +Kv induces a biclique decom-
position of +Kv&1. Therefore,
bp(+Kv&1)bp(+Kv) for v3 (2)
A result of Graham and Pollak [3] gives bp(Kv)=v&1 (see also Orlin [8,
p. 421] and Tverberg [10]). Using a technique in [10], Pritikin [9]
showed in 1986 that
bp(+Kv)v&1. (3)
An edge counting argument gives another lower bound: Divide +( v2), the
number of edges in +Kv , by Wv2X wv2x , the maximum number of edges in
a biclique, to get
bp(+Kv)\(+, v) where \(+, v)=2+&\ +Wv2X . (4)
Note that v&1\(+, v) if and only if v2+. In 1993, de Caen et al. [1]
(see also, Huang [5]) examined bp(+Kv) for v2+ and conjectured that,
for each +, the equality bp(+Kv)=v&1 holds whenever v is sufficiently
large.
In this paper, we examine bp(+Kv) for v2+. A correspondence between
matrices and collections of bicliques will be used often. A (vertex-biclique)
incidence matrix of a collection of bicliques B1 , B2 , ..., Br , is a v by r matrix
B with entries bij # [&1, 0, 1] where bij=0 if vertex i is not in biclique Bj .
The entries 1 and &1 in column j distinguish the two parts of biclique Bj .
A family of bicliques in +Kv is a biclique decomposition of +Kv if and only
if each pair of rows in an associated vertex-biclique incidence matrix have
oppositely signed nonzero entries in exactly + positions.
The following example of equality in (4) was observed in [1, p. 97] (see
also [12, Prob. 18G(2)]). A Hadamard matrix of order n is an n by n
matrix H with entries in [1, &1], such that HHT=nI. Such a matrix must
have order n=1, 2 or n#0 (mod 4). The Hadamard conjecture (see, for
example, [12, p. 173]) asserts that a Hadamard matrix of order n=4k
exists for every integer k1.
Example 1. A Hadamard matrix of order 4k exists if and only if
bp(2kK4k)=4k&1.
The proof of necessity in Example 1 (see [1, p. 97] for a complete argu-
ment) is based on the observation that a Hadamard matrix H of order 4k
may be normalized so that the first column is all ones. Deleting this column
leaves a 4k by 4k&1 incidence matrix H of a decomposition of 2kK4k into
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4k&1 bicliques. Consequently, if a Hadamard matrix of order 4k exists
then bp(2kK4k)4k&1. Equality follows from inequality (4).
Because \(+, v)=2+&1 if and only if +2<Wv2X+, inequalities (2)
and (4) imply the following extension of Example 1.
Lemma 1. Suppose + is even and a Hadamard matrix of order 2+ exists.
Then bp(+Kv)=\(+, v)=2+&1 for all v # (+, 2+].
Deleting the first column of the matrix H above and the 2k rows of H
with first entry equal to 1, leaves a 2k by 4k&2 matrix B such that every
two rows of B have oppositely signed entries in exactly 2k positions. Thus
B is an incidence matrix of a decomposition of 2kK2k into 4k&2 bicliques.
Therefore, if + is even and a Hadamard matrix of order 2+ exists, then
bp(+K+)2+&2. But, \(+, v)=2+&2 if and only if +3<Wv2X+2.
Thus inequalities (2) and (4) imply the following lemma.
Lemma 2. Suppose + is even and a Hadamard matrix of order 2+ exists.
Then bp(+Kv)=\(+, v)=2+&2 for all v+ such that Wv2X>+3.
Theorem 1. Suppose + is even and 2v2+. Let :=Wv2X. Then
bp(+Kv)=\(+, v) if any of the following conditions holds:
(a) :>+3 and a Hadamard matrix of order 2+ exists.
(b) : divides +2 and a Hadamard matrix of order 4: exists.
(c) :+3 and Hadamard matrices of orders 4: and 2+&
4:w(+&:)2:x exist.
Proof.1 (a) This statement follows immediately from Lemmas 1 and 2.
(b) Suppose a Hadamard matrix of order 4: exists. Since Wv2X=
2:2, by Lemma 2, bp(2:Kv)=4:&2. Also, inequality (1) implies that
bp(2k:Kv)kbp(2:Kv)=k(4:&2)=\(2k:, v) for all positive integers k.
Thus bp(2k:Kv)=\(2k:, v) by inequality (4). If : divides +2, then +=2k:
for some k. Thus (b) holds.
(c) Suppose that :+3. Then k=w(+&:)2:x is the unique
positive integer in the interval ((+&3:)2:, (+&:)2:]. Let *=+&2k:.
Then 3:>*:. By inequality (1),
bp(+Kv)bp(2k:Kv)+bp(*Kv).
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Here, * is even, v2:2*, and Wv2X=:>*3. Thus, by Lemmas 1 and
2, if a Hadamard matrix of order 2*=2+&4k: exists, then
bp(*Kv)=\(*, v)=\(+&2k:, v)=2+&4k:+2k&\+: .
By (b), bp(2k:Kv)=4k:&2k if a Hadamard matrix of order 4: exists.
Summing these values in the first inequality above, we get bp(+Kv)
2+&w+:x=\(+, v). Equality follows from inequality (4). Thus (c) holds. K
In Theorem 1(c), 2+&4:w(+&:)2:x<6:. Consequently, because
Hadamard matrices of order 4k are known to exist for all k<107 [2,
p. 374], it follows that bp(+Kv)=\(+, v) for 2v142 whenever + is even
and 2+v.
When + is odd, the biclique partition number is more elusive: improve-
ments of the lower bound (4) are needed. A biclique cover of +Kv is a
collection of bicliques such that each edge of +Kv is in at least one of the
bicliques. The biclique cover number of +Kv , denoted bc(+Kv), is the mini-
mum number of bicliques needed in a biclique cover of +Kv . Since every
decomposition is a cover,
bp(+Kv)bc(+Kv)\(+, v) (5)
Lemma 3. bc(+Kv)bc((++1)Kv)&1 with equality when + is odd.
Proof. Removing one biclique from a biclique cover of (++1)Kv leaves
a biclique cover of +Kv since at most one edge is removed between each
pair of vertices. Thus, the inequality holds.
It remains to show that bc((++1)Kv)bc(+Kv)+1 for odd +. Suppose
B is a v by bc(+Kv) incidence matrix of a minimum biclique cover of +Kv .
Since a biclique cover remains a cover if any biclique is increased into a
spanning biclique, we may assume that the entries of B are in [1, &1].
Form a v by bc(+Kv)+1 matrix B by appending a final 1 or &1 to each
row of B so that the number of 1’s in each row of B is even. Since + is odd
and each pair of rows of B disagree in at least + positions, each pair of
rows of B must disagree in at least ++1 positions. Thus B is an incidence
matrix for a biclique cover of (++1)Kv . Therefore, bc((++1)Kv)
bc(+Kv)+1. K
Lemma 3 and inequality (5) imply the following improvement of the
lower bound (4) when + is odd.
Lemma 4. If + is odd, then bp(+Kv)\(++1, v)&1 (\(+, v)).
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We will prove that if + is odd and certain conference matrices exist, then
bp(+Kv)=\(++1, v) or \(++1, v)&1. A conference matrix is an n by n
matrix C with 0’s on the diagonal, 1 or &1 in each off-diagonal position,
and with the property CC T=(n&1) I. Such a matrix must have even
order. If a conference matrix C of order n#0 (mod 4) exists, then C can
be chosen to be antisymmetric. In that case, C+I is a Hadamard matrix
(see for example [12, p. 174]). It is conjectured that conference matrices C
(equivalently, Hadamard matrices H=I+C with C antisymmetric) of
order n exist for all n#0 (mod 4). The following example appears in [1,
p. 98].
Example 2. If a conference matrix of order 2++2 exists, then
bp(+K2++2)=2++1.
The proof of Example 2 is similar to that of Example 1. As in the
Hadamard case, a conference matrix C can be normalized so that its first
column is a 0 followed by 1’s, and its first row is a 0 followed by &1’s.
Removing the first column leaves an incidence matrix C of a decomposi-
tion of +K2++2 into 2++1 bicliques. Thus, bp(+K2++2)2++1. Equality
follows by an application of inequality (3).
Note that each column of C has one zero entry, + entries equal to 1 and
++1 entries equal to &1. Thus deleting the first column of C and the +
rows of C with first entry equal to 1, leaves a ++2 by 2+ matrix B such
that each pair of rows of B has oppositely signed nonzero entries in exactly
+ positions. Thus B is the incidence matrix of a decomposition of +K++2
into 2+ bicliques. Therefore, bp(+K++2)2+. If + is odd, equality holds by
Lemma 4. Thus, we have the following example.
Example 3. If a conference matrix of order 2++2 exists, then
bp(+K++2)=2+ when + is odd.
Because \(++1, v)=2++1 for all v # (++1, 2++2], and \(++1, v)=2+
for all v++1 such that Wv2X>(++1)3, Examples 2 and 3 and inequality
(2) imply the following lemma.
Lemma 5. Suppose + is odd and a conference matrix of order 2++2
exists. Then bp(+Kv)=\(++1, v) or \(++1, v)&1 for all v2++2 such
that Wv2X>(++1)3.
Theorem 2. Suppose + is odd and 2v2++2. Let :=Wv2X . Then
bp(+Kv)=\(++1, v) or \(++1, v)&1 if either of the following conditions
holds:
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(a) :>(++1)3 and a conference matrix of order 2++2 exists.
(b) :(++1)3 and a Hadamard matrix of order 4: and a conference
matrix of order 2++2&4:w(++1&:)2:x exist.
Proof. By Lemma 4, it is sufficient to prove that bp(+Kv)\(++1, v).
(a) This statement is an immediate consequence of Lemma 5.
(b) Suppose now that :(++1)3. Then k=w(++1&:)2:x is the
unique positive integer in the interval ((++1&3:)2:, (++1&:)2:]. Let
*=+&2k:. Then * is odd and 3:&1>*:&1. By inequality (1),
bp(+Kv)bp(2k:Kv)+bp(*Kv).
Here, v2:2*+2, and Wv2X=:>(*+1)3. Thus, by Lemma 5, if a
conference matrix of order 2*+2=2++2&4k: exists, then
bp(*Kv)\(*+1, v)=\(++1&2k:, v)=2++2&4k:+2k&\++1:  .
By Theorem 1(b), bp(2k:Kv)=4k:&2k if a Hadamard matrix of order 4:
exists. The first inequality above now gives bp(+Kv)2++2&w(++1):x
=\(++1, v). K
In Theorem 2(b), 2++2&4:w(++1&:)2:x<6:. Because conference
matrices (equivalently, Hadamard matrices I+C, with C antisymmetric) of
order 4k are known to exist for all k<47 [2, p. 373], it follows from
Theorem 2 that bp(+Kv)=\(++1, v) or \(++1, v)&1 for 2v62
whenever + is odd and 2++2v.
Determining the exact value of bp(+Kv) when + is odd can be difficult
even if the conjectured Hadamard and conference matrices are assumed to
exist. For all odd +, the equalities bp(+K2)=+=\(++1, 2)&1 and
bp(+K3)= 32 (++1)=\(++1, 3) are easily seen. In [11, p. 54], the equality
bp(+K4)= 32 (++1)=\(++1, 4) is proved for all odd +. However, for +
odd, bp(+K+) and bp(+K2+) are known exactly only for +=1, 3. Not even
Examples 2 and 3 are obvious for + odd: Proving that bp(+Kv)=2++1=
\(+ + 1, v) when v = 2+ + 2 and bp(+Kv) = 2+ = \(+ + 1, v) & 1 when
v=++2 required inequality (3), the only known proofs of which use linear
algebra. Also, a very lengthy argument is needed to prove a result in [1,
p. 103] that implies that if + is odd and a conference matrix of order 2++2
exists, then bp(+Kv)=2++1=\(++1, v) when v=2++1.
For currently known values of bp(+Kv) for 2v25 and 1+16, see
Table I. Entries for v2+ (and v2++2 when + is odd) were discussed
in this paper. The remaining entries are based on results of de Caen,
Gregory and Pritikin [1]. In particular, Table 4 and the inequalities
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TABLE 1
Values and LowerUpper Bounds for bp(+Kv)
bp(+Kv&1)bp(+Kv) and bp(+Kv+n&1)bp(+Kv)+bp(+Kn) from [1] are
used.
If the Hadamard conjecture is true, inequality (5) and Theorem 1 imply
that bc(+Kv)=bp(+Kv)=\(+, v) when + is even and v2+. Little has
been said about biclique covers because, if the bicliques are chosen to be
spanning, a cover may be regarded as a binary code. A binary (r, v, +)-code
C is a set of v r-tuples with entries from [0, 1] such that each pair of
r-tuples (codewords) differ in at least + positions. Replacing 0’s by &1’s, C
may be regarded as the rows of an incidence matrix for a cover of +Kv by
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r spanning bicliques. Consequently, statements in coding theory correspond
to statements about biclique covers. For example, bc(+Kv) is the smallest
r for which a binary (r, v, +)-code exists. Also, Lemma 4 corresponds to a
result on the parity check extension of a binary (r, v, +)-code, + odd [7,
p. 27], while inequality (5) corresponds to the (binary) Plotkin bound
[7, p. 41]. The inequality
bc(+Kv)Wlog 2vX++&1 (6)
is stronger than inequality (5) for v large and corresponds to the (binary)
Singleton bound [7, p. 319]. Equality holds in (6) when +=1 or 2, but
determining bc(3Kv) is equivalent to the difficult problem of finding binary
1-error-correcting codes [7, p. 674]. If the Hadamard conjecture is true, by
stacking a Hadamard matrix H atop &H ([7, p. 49], [12, Prob. 18G]), it
can be shown that bc(+Kv)=\(+, v) for v4+ (rather than just v2+)
when + is even, while, by Lemma 4, bc(+Kv)=\(++1, v)&1 for v4++4
when + is odd.
Some of the results and observations in this paper extend naturally to
covers and to decompositions of +Kv by complete s-partite subgraphs. For
example, the minimum number of complete s-partite subgraphs needed to
cover +Kv , denoted mcs (+Kv), is equal to the smallest r for which an s-ary
(r, v, +)-code exists [11, p. 64]. Here an s-partite graph is allowed to have
s or fewer parts. For details and additional results, please see [11]. The
inequality
mcs (+Kv)Wlogs vX++&1 (7)
is equivalent to the Singleton bound [11, p. 65]. In turn, the Singleton
bound is a special case of Lemma 6 below with G=+Kv . Equality is always
attained in Lemma 6 for simple graphs [4].
Lemma 6. Let G be a multigraph with at least + edges between each pair
of adjacent vertices and let /(G) be the chromatic number of G. Then at least
Wlogs /(G)X++&1 s-partite subgraphs (not necessarily complete) are
needed to cover the edge set of G.
Proof. Let V1 , V2 , ..., Vk be a partition of V(G) into k=/(G) sets of
independent vertices. If the vertices in each set Vi are identified to a single
vertex, then each cover of G by s-partite subgraphs induces a cover of +Kk
by s-partite subgraphs. Since the latter may be assumed to be complete, the
number of subgraphs is at least mcs (+Kk) and the lemma follows by
inequality (7). K
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Let mps (+Kv) be the minimum number of complete s-partite subgraphs
needed in a decomposition of +Kv . Dividing the number of edges in +Kv by
the maximum number of edges in a complete s-partite graph [12, p. 30]
yields the following generalization [11, p. 21] of inequalities (4) and (5):
mps (+Kv)mcs (+Kv)rs (+, v) (8)
where
rs (+, v)=
s+v(v&1)
v2 (s&1)&t(s&t)
and v=ks+t, 0t<s.
While covers by spanning complete s-partite subgraphs are associated with
codes, decompositions by complete s-partite subgraphs are often associated
with resolvable designs. For example, it is observed in [11, p. 21] that the
equality mps (+Kv)=rs(+, v) holds in (8) if and only if each complete
s-partite subgraph in a minimum decomposition of +Kv is isomorphic to
the Tura n graph, Ts, v . Equivalently, equality holds throughout (8) if and
only if a certain class uniformly resolvable design (or CURD) exists [11,
p. 29]. In particular, this implies that each resolvable balanced incomplete
block design RBIBD(v, k, r, *) gives a minimum decomposition [11, p. 30].
The following example [11, p. 43] (see also [6]) generalizes Example 1
since a Hadamard matrix of order 4n is equivalent to an affine RBIBD(4n,
2n, 4n&1, 2n&1).
Example 4. If v=s+ and s&1 divides v&1, then mps (+Kv)=rs (+, v)
=(v&1)(s&1) if and only if an affine RBIBD(v, +, (v&1)(s&1),
(+&1)(s&1)) exists.
Unfortunately, we have not been able to generalize Theorem 1 to decom-
positions by complete s-partite subgraphs, even though we have generalized
inequalities (1) through (5) and have obtained results similar to Lemmas 1
and 2.
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