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Abstract
In several social choice problems, agents collectively make decisions
over the allocation of multiple divisible and heterogeneous resources with
capacity constraints to maximize utilitarian social welfare. The agents are
constrained through computational or communication resources or privacy
considerations. In this paper, we analyze the convergence of a recently
proposed distributed solution that allocates such resources to agents with
minimal communication. It is based on the randomized additive-increase
and multiplicative-decrease (AIMD) algorithm. The agents are not re-
quired to exchange information with each other, but little with a central
agent that keeps track of the aggregate resource allocated at a time. We
formulate the time-averaged allocations over finite window size and model
the system as a Markov chain with place-dependent probabilities. Fur-
thermore, we show that the time-averaged allocations vector converges to
a unique invariant measure, and also, the ergodic property holds.
1
Introduction
Recently, the social choice theory has attracted significant attention from the
artificial intelligence community [1], [2], [3]. In many social choice problems,
agents collectively make decisions over the allocation of multiple divisible and
heterogeneous resources. In this paper, we take the utilitarian viewpoint [4]
in which multiple agents coordinate to minimize the sum of their costs sub-
ject to capacity constraints on the resources, called budgeted social choice [5].
It is challenging to obtain optimal allocations that solve such problems with
multiple resources; furthermore, the agents may have limited computation ca-
pability, and may not wish to communicate their costs or allocations because of
privacy reasons. To this end, a communication-efficient, iterative, and random-
ized algorithm [6] is proposed to minimize the social cost with equality capacity
constraints (as stated in Problem 1) in a distributed way. For m resources, at
most m bits of information is exchanged per iteration. In the algorithm, the
agents do not exchange their allocations or costs with each other, but commu-
nicate a little with a central agent that keeps track of the aggregate allocations;
however, it does not have access to the individual allocations or costs of agents.
Additionally, we use a complicated notion of time steps that the time between
two steps is a random variable. Notice that the proposed algorithm is Pareto
optimal in the sense that an agent can not reduce its cost without increasing the
cost of another agent; also, it is budget balanced. Furthermore, the algorithm
is privacy-preserving and not a direct revelation mechanism. Also, it is not a
strategyproof mechanism—an agent achieves best allocations by being truthful
irrespective of what other agents do. Additionally, it is not a random dictator-
ship mechanism [7]—which is the only strategyproof and ex-post Pareto efficient
mechanism [8]. Pareto optimality for resource allocation with connectivity con-
straints is recently studied in [9]; furthermore, a fair allocation of resources
with reduced communication is studied in [10]. The proof of convergence of the
proposed algorithm [6] was an open problem; in this paper, we provide that.
For a brief background, the proposed algorithm is based on a random-
ized additive-increase and multiplicative-decrease (AIMD) algorithm to solve
the multiple divisible-resource allocation problem in a distributed way; it is a
generalization of [11]. The algorithm does not require inter-agent communica-
tion; however, a one-bit feedback signal is required from the central agent when
the aggregate demand exceeds the capacity of a resource. [12] proposed the
AIMD algorithm for congestion avoidance in the transmission control protocol
(TCP). The theoretical properties of the AIMD algorithm are studied exten-
sively [13], [14], also in resource allocation context [15], [16]. The proposed
algorithm consists of two phases—additive increase (AI) phase and multiplica-
tive decrease (MD) phase. In the AI phase, agents continuously increase their
demands for a shared resource until the aggregate resource demand exceeds the
capacity of that resource; after which the central agent broadcasts a one-bit
capacity event signal in the system, to notify the agents that aggregate demand
for the resource has exceeded its capacity, this is done for all the resources in
the system. After receiving this signal, an agent decides in a probabilistic way
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to reduce the resource demand or not; this is the MD phase. The probability
distribution depends on the private cost function of the agent and its average
resource allocations; by doing so, the social cost is minimized in a distributed
and randomized way.
Our contribution here is to derive the matrix for multiple divisible and het-
erogeneous resources called multi-variate AIMD matrix for the proposed algo-
rithm. The matrix is a non-negative column stochastic matrix with randomized
entries. Additionally, we find the average allocation over a fixed window size
and model the system as a Markov chain with place-dependent probabilities.
Given the basic settings and mild assumptions on the probability distribution
with which an agent responds to the capacity event, we show that the average
allocation converges to a unique invariant measure asymptotically, and the er-
godic property holds. We do so, using the average contraction techniques [17]
and ergodic property [18]. Thus, we say that for large window size, the average
allocations reach near-optimal values with high probability.
Problem formulation
Suppose that n agents coordinate to access m limited divisible and heteroge-
neous resources. The resources R1,R2, . . . ,Rm have capacities C1, C2, . . . , Cm,
respectively. Each agent associates a cost to a specific allocation of the resources.
Notation and assumptions
Let R denote the set of real numbers and R+ denote the set of non-negative
real numbers. The vector space of column vectors of length n with real entries
is denoted by Rn. In this space, the vectors ej are the canonical basis vectors.
The variable t ∈ R+ represents time. For the intermittent discrete process we
use the time sets N = {0, 1, 2, . . .} and N+ = {1, 2, 3, . . .}. Agents are indexed
by i = 1, 2, . . . , n, whereas resources are indexed by j = 1, 2, . . . ,m. We will
abbreviate n , {1, . . . , n} and similarly for m. Let xji (t) ∈ [0, C
j] denote the
amount of resourceRj allocated to agent i at time t, for i ∈ n and j ∈ m. Every
agent i has a cost function fi : R
m → R+, which we will assume to satisfy the
following standing assumption.
Assumption 1 (Cost function). For i ∈ n, the cost function fi : R
m → R+
is continuously differentiable, strictly convex, and strictly increasing in each
variable. The latter condition means that for every j ∈ m and x ∈ Rm the
function
h 7→ fi(x+ hej)
is strictly increasing.
We aim to prove the convergence of the solution [6] of the following opti-
mization problem.
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Problem 1 (Optimization problem).
minimize
y1
1
,...,ymn
n∑
i=1
fi(y
1
i , y
2
i , . . . , y
m
i ),
subject to
n∑
i=1
y
j
i = C
j , for all j ∈ m,
y
j
i ≥ 0, for all i ∈ n, and j ∈ m.
Here, the decision variables are denoted by yji . They represent a certain
allotment of the resource Rj to the agent i, for all i and j. There are total of
nm decision variables. By compactness of the constraint set and continuity of
the cost function fi, an optimal solution exists. Additionally, by the assumption
of strict convexity of the cost functions fi, the optimal solution is unique.
For k ∈ N, let tk be the discrete time step, and let T ∈ N+ be the fixed
time window, where T ≤ k + 1. Also, let xjT (tk) ∈ R
n be the time-averaged
allocation of resource Rj over the time window T ; we define xjT (tk) as follows
x
j
T (tk) ,
1
T
T−1∑
ℓ=0
xj(tk − tℓ), for j ∈ m, and k ∈ N. (1)
For k ∈ N, let ξ(tk) is defined as
ξ(tk) , [x
1
T (tk)
⊤ x2T (tk)
⊤ . . . xmT (tk)
⊤]⊤. (2)
Now, let us define a simplex as follows.
Definition 1 (Simplex). Let Σ be the simplex in Rn, we define it as follows,
Σ ,
{
y = (y1, y2, . . . , yn)|
n∑
i=1
yi = 1, yi ≥ 0, for i ∈ n
}
. (3)
Similarly, we define simplex ΣT in RTn. We derive multi-variate AIMD
matrix for the proposed distributed and randomized algorithm [6]. Furthermore,
we model the system as a Markov chain with place dependent probabilities; the
probabilities depend on the average allocation xjT (tk) for finite window size
T . Now, let πT be an invariant probability distribution on
(
ΣT
)m
, where m is
the number resources in the system. Then we aim to show that the proposed
distributed and randomized algorithm achieves the following goal,
(i) for every finite window size T ≥ 1, there exists a unique invariant measure
πT on
(
ΣT
)m
, and,
(ii) for every ξ(tk) ∈
(
ΣT
)m
and given initial value ξ(t0) ∈
(
ΣT
)m
, the ergodic
property holds, that is,
lim
k→∞
1
k + 1
k∑
ℓ=0
ξ(tℓ) = E(π
T ), almost surely,
where E(·) represents the expected value.
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Thus, for large window size, the average allocations will reach close to optimal
values with high probability.
Multi-resource allocation algorithm
We briefly present the distributed algorithm [6] for allocating multiple divisi-
ble and heterogeneous resources, it is a generalization of the single allocation
algorithm [11], which is based on stochastic AIMD algorithm. Here, each agent
runs its distributed algorithm. The algorithm consists of two phases—additive
increase (AI) and multiplicative decrease (MD). In the AI phase, an agent keeps
increasing its demand for a resource linearly by a positive constant called ad-
ditive increase factor until the aggregate demand for the resource reaches the
capacity of that resource. After which a central agent broadcasts a one-bit ca-
pacity event signal in the system. After receiving this signal, an agent responds
in a probabilistic way, whether to decrease its demand for a resource by a con-
stant called multiplicative decrease factor or not; this is the MD phase. After
the MD phase, again, the AI phase starts, and agents keep increasing their re-
source demands linearly by additive increase factors until they receive the next
capacity event signal. This process repeats over time.
Let αj > 0 be the additive increase factor and 0 < βj < 1 be the multiplica-
tive decrease factor of an agent for resource Rj , for j ∈ m. Furthermore, let Ω
be a sample space for Bernoulli trials, and βji : Ω→ R be a random variable of
agent i for resource Rj , it takes value βj , or 1, for i ∈ n, and j ∈ m. For all j,
let Γj be the normalization factor of resource Rj broadcasted at the start of the
algorithm by the central agent of the system. Now, suppose that the multiagent
system starts at time instant t0 = 0, and every algorithm is initialized with
several parameters such as xji (t0), α
j , βj , and Γj , for i ∈ n, and j ∈ m. After
time instant t0, agent i keeps increasing its demand for the resource linearly
by αj until the aggregate demand
∑n
i=1 x
j
i (t) is equal to C
j at time instant
t
j
1. At t
j
1 the first capacity event of resource R
j occurs, and the central agent
broadcasts a one-bit feedback signal to notify the agents in the system to reduce
their demand for the resource Rj , for j ∈ m, similarly tj2, and so on. Thus, for
j ∈ m and k ∈ N+; t
j
k denotes the time instant at which the k
th capacity event
of resource Rj occurs, i.e.,
t
j
k = inf
t>t
j
k−1
{
t
∣∣ n∑
i=1
x
j
i (t) = C
j
}
.
Hence, for k ∈ N+, we write the AI phase as follows.
x
j
i (t) = x
j
i (t
j
k−1) + α
j × (t− tjk−1) if t ∈ (t
j
k−1, t
j
k],
for i ∈ n, and j ∈ m. (4)
For the sake of simplicity of notation, at the kth capacity event, we use xji (k) to
represent xji (t
j
k), and analogously for other variables, for all j and k. Now, let
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λ
j
i (k) (cf. (7)) be the probability with which agent i responds to the k
th capacity
event then we write that P
(
β
j
i (k) = β
j
)
= λji (k) and P
(
β
j
i (k) = 1
)
= 1− λji (k)
, for i ∈ n; j ∈ m; and k ∈ N. Thus, after receiving this notification, agent i
responds by multiplicatively decreasing its demand by βji (k) ∈ {β
j , 1} as
x
j
i (t) = β
j
i (k)x
j
i (t
j
k) if t = t
j+
k , (5)
for i ∈ n; j ∈ m; and k ∈ N; this is the MD phase. Now, we define the time-
averaged allocation as
x
j
i (k) ,
1
k + 1
k∑
ℓ=0
x
j
i (ℓ), for i ∈ n, and j ∈ m. (6)
For all i, j, and k, the probability λji (k) is calculated as
λ
j
i (k) = Γ
j
∇jfi
(
x1i (k), . . . , x
m
i (k)
)
x
j
i (k)
. (7)
Note that for all j, the normalization factor Γj is calculated by the central agent
at the start of the system; an agent receives Γj when it joins the system. It is
used to keep the probability λji (k) in (0, 1), for all i and k. We call the probability
λ
j
i (k) as drop probability with which an agent multiplicatively decreases (backs-
off) the demand for the resource Rj , for j ∈ m. After backing-off, agents
can again start increasing their demands linearly until the next capacity event
occurs. This process repeats over time.
AIMD matrix for multiple resources
Let (tjk+1−t
j
k) be the time between the k
th and the (k + 1)
th
capacity events, for
k ∈ N. We proceed as follows to derive the AIMD matrix for multiple variables
and model the system as a Markov chain with place dependent probabilities. In
(8), xji (k+1) represents the allocation at the (k+1)
th capacity event, and it is
written as
x
j
i (k + 1) = β
j
i (k)x
j
i (k) + α
j × (tjk+1 − t
j
k), (8)
where P
(
β
j
i (k) = β
j
)
= λji (k) and P
(
β
j
i (k) = 1
)
= 1 − λji (k), for i ∈ n; j ∈ m;
and k ∈ N.
With little algebraic manipulation and using the fact that
∑n
i=1 x
j
i (k+1) =∑n
i=1 x
j
i (k) = C
j , we find the value of (tjk+1 − t
j
k). Note that the time between
two capacity events is a random variable. Let xj = [xj1 x
j
2 . . . x
j
n]
⊤, and let
e⊤ = [1 1 . . . 1], where e ∈ Rn. Then after replacing the value of (tjk+1−t
j
k)
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in (8), we obtain
xj(k + 1) =




β
j
1(k) . . . 0 . . . 0
0 βj2(k) . . . 0 . . . 0
...
. . .
...
...
. . .
...
0 . . . 0 βjn(k)


+
1
n
e
[
1− βj1(k) . . . 1− β
j
n(k)
]


xj(k)
(9)
Thus, we write
xj(k + 1) = Aj(k)xj(k), for j ∈ m, and k ∈ N, (10)
where Aj(k) ∈ Rn×n is the matrix for resourceRj ; Aj(k) is called multi-variate
AIMD matrix with randomized entries; it is a non-negative column stochastic
matrix. Also, let β˜j = [βj1 β
j
2 . . . β
j
n]
⊤, where βji ∈ {β
j , 1}, for i ∈ n and
j ∈ m. Let diag(β˜j) be the diagonal matrix with βji ∈ {β
j , 1} as a diagonal,
for i ∈ n, and j ∈ m. Then, for j ∈ m and k ∈ N, we define matrix Aj as
Aj , diag(β˜j) +
1
n
e(e⊤ − β˜j
⊤
), (11)
which is a non-negative column stochastic matrix. Now, for j ∈ m, let Υj be
the set defined as follows:
Υj ,
{
β˜ = (βj1, . . . ,β
j
n) ∈ R
n|βji ∈ {β
j, 1}, for i ∈ n
}
.
Additionally, for j ∈ m, let F j be the set of all possible AIMD matrices Aj of
resource Rj . Note that to represent a generalized version of a matrix, we drop
the capacity event index k from that matrix. Also, notice that for n agents in
the system, the set F j consists of 2n AIMD matrices of resource Rj , for j ∈ m.
We define the set F j as follows:
F j ,
{
diag(β˜j) +
1
n
e(e⊤ − β˜j
⊤
)|β˜j ∈ Υj
}
, for j ∈ m.
Recall that the drop probability λji (·) is the probability with which agent i
responds to the capacity event of resource Rj , for i ∈ n, and j ∈ m. For
Aj ∈ F j , we obtain the following probability:
P
(
Aj(k) = Aj
)
=
∏
β
j
i=β
j
λ
j
i (k)
∏
β
j
i=1
(1− λji (k)), (12)
we assume that the probability λji (k) is independent, for i ∈ n; j ∈ m; and k ∈
N.
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Convergence analysis
In this section, we assume the case where each agent considers its average al-
location over the last T ∈ N+ capacity events to determine the probabilities of
the back-off at the next capacity event, recall that T is the fixed time window.
For the sake of simplicity of analysis, we consider two resources R1 and R2,
but the model can easily be extended to m arbitrary resources. Without loss
of generality, we consider that if capacity events of the resource R1 occur then
the evolution of its allocation is independent of the evolution of allocation of
the resource R2, except for the fact that the back-off probabilities depend on
the average allocations of both the resources.
Recall that xjT (k) ∈ R
n (defined in (1)) is the average allocation of resource
Rj over time window T . To model the evolution, it is convenient to introduce
the vector of past averages as follows, for j = 1, 2, and k ∈ N,
x
j
T (k) ,
[
xj(k)⊤
1
2
(
xj(k) + xj(k − 1)
)⊤
. . .
1
T
(
xj(k) + xj(k − 1) + . . .+ xj(k − T + 1)
)⊤]⊤
.
For j = 1, 2, and k ∈ N, let Dj(k) ∈ RTn×Tn be the matrix represented as
follows.
Dj(k) =


Aj(k) 0 0 . . . 0
1
2
(
Aj(k) + I
)
0 0 . . .
...
1
3A
j(k) 23I 0 . . .
... 0
. . .
. . .
...
...
. . .
1
T
Aj(k) 0 0 . . . T−1
T
I 0


. (13)
Let Qj be the set of all Dj matrices. Now, for j = 1, 2, and k ∈ N, at the
(k + 1)th capacity event, we have the following update for resource Rj ,
x
j
T (k + 1) = D
j(k)xjT (k).
For k ∈ N, let K1 denote the set of capacity event time-instances t1k of resource
R1, analogously K2 is defined. Suppose that a union of all the capacity event
time-instances of K1 and K2 is taken and they are ordered in an increasing
fashion, let this set be denoted by K, that is, K , K1 ∪K2. Now, for k ∈ N,
let tk ∈ K be the time of occurrence of the k
th capacity event (combined). We
rewrite the state vector ξ(k) (cf. (2)) for two resources as follows
ξ(k) = [x1T (k)
⊤ x2T (k)
⊤]⊤, for k ∈ N. (14)
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Now, let matrix U(k) ∈ R2Tn×2Tn be defined as
U(k) ,


[
D1(k) 0
0 I
]
if tk ∈ K
1,
[
I 0
0 D2(k)
]
if tk ∈ K
2.
(15)
Therefore, based on the occurrence of the capacity event of a particular resource,
the matrix U(k) is chosen, and the corresponding state vectors are updated,
but state vectors of other resource remain unchanged. Let S be the set of all U
matrices, and let Uσ ∈ S. Then, we obtain the following Markov chain:
ξ(k + 1) = U(k)ξ(k), for k ∈ N, (16)
with place-dependent probabilities as follows:
P(U(k) = Uσ) = pU (x
1
T (k),x
2
T (k)), for k ∈ N.
Here, xjT (k) =
1
T
(
xj(k) + xj(k − 1) + . . . + xj(k − T + 1)
)
represents the T th
element of vector xjT (k), for j = 1, 2. Notice that x
1
T (k) is the average allocation
of resource R1 over the time interval [k−T +1, . . . , k], analogously, x2T (k). The
probability pU (·) depends on the average allocation of all resources over the
interval [k−T +1, . . . , k] for a particular realization. We rewrite (16) as follows:
ξ(k + 1) = U(k) . . .U(k − T + 1)ξ(k − T + 1),where T ≤ k + 1, for k ∈ N.
(17)
Now, we show that the matrices U ∈ S are non-expansive with respect to a
suitable norm. The norms are defined as follows.
Definition 2 (Norms). (i) For ℓ = 1, 2, . . . , T , let zℓ ∈ R
n, and z = [z1
⊤ z2
⊤ . . . zT
⊤]⊤.
Then ‖z‖T , maxℓ=1,2,...,T ‖zℓ‖1 , where ‖zℓ‖1 ,
∑n
i=1 |zℓi|.
(ii) For j = 1, 2; yj ∈ RTn; and y = [y1
⊤
y2
⊤
]⊤.
Then ‖y‖ , max{
∥∥y1∥∥
T
,
∥∥y2∥∥
T
}.
Definition 3 (Invariant subspace). For j = 1, 2, let W j be a subspace of RTn.
If DjW j ⊂ W j, then W j is called an invariant subspace under all matrices
Dj ∈ Qj.
Now, let βj = [βj . . . βj ]⊤ ∈ Rn; furthermore, for j = 1, 2, and k ∈ N,
suppose that Bj be the matrices where all agents back-off in the sense that
multiplicative decrease factor β˜j = βj. Thus, Bj are column stochastic matrices
with positive entries. Similar to (11), for j = 1, 2, and k ∈ N, we define matrix
Bj ∈ F j , as follows:
Bj , diag(βj) +
1
n
e(e⊤ − βj
⊤
). (18)
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For j = 1, 2, let matrix Ej ∈ Qj consists of the matrix Bj ∈ F j . We write
Ej(k), similar to Dj(k) (cf. (13)) by replacing Aj(k) with Bj(k). Thus, we
have.
Lemma 1 (Contraction [11]). For j = 1, 2, let zjℓ ∈ R
n, where ℓ = 1, 2, . . . , T ,
and let zj = [zj⊤1 z
j⊤
2 . . . z
j⊤
T ]
⊤.
(i) For all matrices Dj ∈ Qj, the non-expansive property
∥∥Djzj∥∥
T
≤
∥∥zj∥∥
T
holds.
(ii) Let W j be the subspace defined as
W j , {zj ∈ RTn | e⊤zjt = 0, for t = 1, 2, . . . , T }.
Then W j is invariant under all Dj ∈ Qj.
(iii) For all matrices Ej ∈ Qj and non-zero zj ∈ W j, the contraction property∥∥Ejzj∥∥
T
<
∥∥zj∥∥
T
holds.
Proof. (i) For j = 1, 2, since Dj ∈ Qj, we obtain the following norm,
∥∥Djzj∥∥
T
=
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥


Aj 0 0 . . . 0
1
2
(
Aj + I
)
0 0 . . .
...
1
3A
j 2
3I 0 . . .
... 0
. . .
. . .
...
...
. . .
1
T
Aj 0 0 . . . T−1
T
I 0




z
j
1
z
j
2
...
z
j
T


∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
T
=max
{∥∥∥Ajzj1∥∥∥
1
,
1
2
∥∥∥Ajzj1 + zj1∥∥∥
1
,
∥∥∥∥13Ajzj1 + 23zj2
∥∥∥∥
1
, . . . ,∥∥∥∥ 1T Ajzj1 + T − 1T zjT−1
∥∥∥∥
1
}
, for j = 1, 2. (19)
For a, b ∈ Rn, we know that ‖a+ b‖1 ≤ ‖a‖1 + ‖b‖1. Then for j = 1, 2,
we rewrite (19) as follows,
∥∥Djzj∥∥
T
≤max
{∥∥∥Ajzj1∥∥∥
1
,
1
2
∥∥∥Ajzj1∥∥∥
1
+
1
2
∥∥∥zj1∥∥∥
1
,
1
3
∥∥∥Ajzj1∥∥∥
1
+
2
3
∥∥∥zj2∥∥∥
1
, . . . ,
1
T
∥∥∥Ajzj1∥∥∥
1
+
T − 1
T
∥∥∥zjT−1∥∥∥
1
}
. (20)
Now, let the matrix Aj ∈ F j be represented as [ajiℓ], where a
j
iℓ ≥ 0, for
i ∈ n; ℓ ∈ n; and j = 1, 2. Then, we write that
∥∥∥Ajzj1∥∥∥
1
=
n∑
i=1
∣∣ n∑
ℓ=1
(ajiℓz
j
1ℓ)
∣∣, for j = 1, 2. (21)
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Since
n∑
i=1
∣∣ n∑
ℓ=1
(ajiℓz
j
1ℓ)
∣∣ ≤ n∑
i=1
n∑
ℓ=1
∣∣(ajiℓzj1ℓ)∣∣, for j = 1, 2, (22)
and
n∑
i=1
n∑
ℓ=1
∣∣(ajiℓzj1ℓ)∣∣ =
n∑
ℓ=1
( n∑
i=1
a
j
iℓ
)∣∣zj1ℓ∣∣, for j = 1, 2. (23)
Furthermore, since Aj ∈ F j is a column stochastic matrix; therefore,∑n
i=1 a
j
iℓ = 1, for j = 1, 2. Hence, from (21), (22) and (23), and by
definition of the norm ‖·‖1, we write that∥∥∥Ajzj1∥∥∥
1
≤
n∑
ℓ=1
∣∣zj1ℓ∣∣ = ∥∥∥zj1∥∥∥
1
, for j = 1, 2. (24)
Placing the value of (24) in (20), we obtain the following result,
∥∥Djzj∥∥
T
≤ max
{∥∥∥zj1∥∥∥
1
,
1
2
( ∥∥∥zj1∥∥∥
1
+
∥∥∥zj1∥∥∥
1
)
,
1
3
( ∥∥∥zj1∥∥∥
1
+ 2
∥∥∥zj2∥∥∥
1
)
, . . . ,
1
T
( ∥∥∥zj1∥∥∥
1
+ (T − 1)
∥∥∥zjT−1∥∥∥
1
)}
, for j = 1, 2. (25)
Now, without loss of generality, let
∥∥∥zjt∥∥∥
1
be the maximum value among
all
∥∥zjv∥∥1, where v ∈ {1, 2, . . . , t − 1, t + 1, . . . , T }. Then we rewrite (25)
as ∥∥Djzj∥∥
T
≤
∥∥∥zjt∥∥∥
1
, for j = 1, 2. (26)
Additionally, using the above assumption and the definition of the norm
‖·‖T , we get
∥∥zj∥∥
T
=
∥∥∥zjt∥∥∥
1
, for j = 1, 2. Hence, from (26), we obtain∥∥Djzj∥∥
T
≤
∥∥zj∥∥
T
, for j = 1, 2.
Proof of (ii) and (iii), follows [11].
Now, using the above results, we show that the matrices U ∈ S are non-
expansive.
Lemma 2 (Non-expansive matrix). (i) For j = 1, 2, let zjt ∈ R
n, where t =
1, 2, . . . , T , and let zj = [zj1
⊤
. . . z
j
T
⊤
]⊤. Also, let the subspace W be
defined as,
W , {(z1, z2) ∈ R2Tn | e⊤z1t = e
⊤z2t = 0, for t = 1, 2, . . . , T }.
Then, W is invariant under all matrices U ∈ S.
(ii) For z ∈W , matrix U ∈ S is non-expansive on the subspace W with respect
to the norm ‖.‖, i.e., ‖Uz‖ ≤ ‖z‖.
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Proof. (i) Since A1 ∈ F1 and A2 ∈ F2 are non-negative column stochastic
matrices; thus, e⊤A1 = e⊤A2 = e⊤. Also, e⊤I = e⊤, for identity matrix
I ∈ Rn×n. As e⊤z1t = 0, for z
1
t ∈ R
n. Therefore, e⊤A1z1t = e
⊤z1t = 0;
analogously, as e⊤z2t = 0, for z
2
t ∈ R
n, we have e⊤A2z2t = e
⊤z2t = 0, for
t = 1, 2, . . . , T . The proof is a consequence of these.
(ii) From Lemma 1, we know that D1 ∈ Q1 and D2 ∈ Q2 are non-expansive
with respect to the norm ‖.‖T . Thus, without loss of generality, let us
assume that the capacity event of resource R1 occurs, then the matrix
D1 ∈ Q1 of R1 will be active to update its variables, but the variables of
resource R2 will remain unchanged. Therefore, we get the following norm,
‖Uz‖ =
∥∥∥∥
[
D1 0
0 I
] [
z1
z2
]∥∥∥∥ =
∥∥∥∥
[
D1z1
z2
]∥∥∥∥
= max{
∥∥D1z1∥∥
T
,
∥∥z2∥∥
T
}. (27)
From Lemma 1, we write
∥∥D1z1∥∥
T
≤
∥∥z1∥∥
T
. Placing it in (27) and by
definition of ‖·‖, we get ‖Uz‖ ≤ ‖z‖.
We use the following results to show the properties (non-expansive or con-
traction) of product of U ∈ S matrices.
Lemma 3. For ℓ ∈ N+, and j = 1, 2, let A
j ∈ F j (cf. (11)) is a non-negative
column stochastic matrix, then (Aj)ℓ is also a non-negative column stochastic
matrix.
For j = 1, 2 and ℓ ∈ N+, let
Xjg =
{
Aj
Bj
, for g ∈ {1, 2, . . . , ℓ}, (28)
such that matrix Xjg∗ = B
j , where g∗ ∈ {1, . . . , ℓ}. Hence, Xjℓ . . .X
j
1 contains at
least one Bj ∈ F j (cf. (18)) which is a column stochastic matrix with positive
entries. Thus
Corollary 1. For ℓ ∈ N+, j = 1, 2, and g ∈ {1, 2, . . . , ℓ}, let X
j
g is defined as
(28) then Xjℓ . . .X
j
2X
j
1 is a column stochastic matrix with positive entries.
We obtain the following non-expansive and contraction properties of the
product of column stochastic matrices.
Proposition 1. For ℓ ∈ N+, and j = 1, 2,
(i) let Aj ∈ F j (cf. (11)) then for zj ∈ Rn, the norm
∥∥(Aj)ℓzj∥∥
1
≤
∥∥zj∥∥
1
holds.
(ii) For g ∈ {1, 2, . . . , ℓ}, let Xjg is defined as (28). Then for a non-zero vector
zj ∈ Rn, the norm
∥∥∥Xjℓ . . . Xj2Xj1zj∥∥∥
1
<
∥∥zj∥∥
1
holds.
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Proof. Proof is an easy consequence of Lemma 3 and Corollary 1.
Now, for j = 1, 2, let k ∈ N and tk ∈ K
j, and suppose that k + 1 capacity
events of resource Rj occur between two chosen time instants. For j = 1, 2, and
k ∈ N, we calculate the product of k + 1 matrices Dj ∈ Qj in (29).
(Dj)k+1 =


(Aj)k+1 0 0 . . . 0
1
2
(
(Aj)k+1 + (Aj)k
)
...
...
...
...
1
k+2
(
(Aj)k+1 + (Aj)k + . . .+Aj + I
)
0 . . . . . . 0
1
k+3
(
(Aj)k+1 + (Aj)k + . . .+Aj
)
2
k+3I 0 . . . . . .
...
0
. . .
...
...
...
. . .
...
1
T
(
(Aj)k+1 + (Aj)k + . . .+Aj
)
0 0 . . . T−r−1
T
I 0 . . . 0


.
(29)
Analogously, suppose that if k+1 capacity events of resource Rj occur, during
which at least once all the agents back-off then there exists at least one matrix
Ej ∈ Qj in the product term; recall that matrix Ej ∈ Qj consists of Bj ∈ F j
(cf. (18)). For j = 1, 2, let
M jg =
{
Dj
Ej
, for g ∈ {1, 2, . . . , k + 1}, (30)
and there exists at least one g∗ ∈ {1, . . . , k + 1} such that M jg∗ = E
j , then
the product of k + 1 such matrices is written as M jk+1 . . .M
j
1 . Furthermore,
let Xjg is defined as (28) with the same indexes g and g
∗ as in (30). Then,
for tk ∈ K
j , and j = 1, 2, we obtain the product M jk+1 . . .M
j
1 , by replacing
(Aj)ℓ with Xjℓ . . .X
j
1 in the definition of the matrix (D
j)k+1 (cf. (29)), where
ℓ ∈ {1, . . . , k + 1}. We get the following results.
Lemma 4. For j = 1, 2, let k ∈ N be a fixed value and tk ∈ K
j. Furthermore,
let W j be an invariant subspace under matrix (Dj)k+1 (cf. (29)). Then,
(i)
∥∥(Dj)k+1zj∥∥
T
≤
∥∥zj∥∥
T
, for all zj ∈ W j.
(ii)
∥∥∥M jk+1 . . .M j1zj∥∥∥
T
<
∥∥zj∥∥
T
, for all non-zero zj ∈ W j, where M jg is de-
fined as (30), and g ∈ {1, . . . , k + 1}.
Proof. (i) For j = 1, 2, from (29), with little algebraic manipulation, we ob-
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tain the norm
∥∥(Dj)k+1zj∥∥
T
as follows.
∥∥(Dj)k+1zj∥∥
T
=
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥


(Aj)k+1zj1
1
2
(
(Aj)k+1 + (Aj)k
)
z
j
1
...
1
k+2
(
(Aj)k+1 + (Aj)k + . . .+Aj + I
)
z
j
1
1
k+3
(
(Aj)k+1 + (Aj)k + . . .+Aj
)
z
j
1 +
2
k+3z
j
2
...
1
T
(
(Aj)k+1 + (Aj)k + . . .+Aj
)
z
j
1 +
T−k−1
T
z
j
T−k−1


∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
T
.
Therefore, for all j, by definition of the norm ‖·‖T and using the fact that,
for a1 ∈ R
n and a2 ∈ R
n, the norm ‖a1 + a2‖1 ≤ ‖a1‖1 + ‖a2‖1, we get
the following result
∥∥(Dj)k+1zj∥∥
T
≤max
{∥∥∥(Aj)k+1zj1∥∥∥
1
,
1
2
∥∥∥(Aj)k+1zj1∥∥∥
1
+
1
2
∥∥∥(Aj)kzj1∥∥∥
1
, . . . ,
1
T
∥∥∥(Aj)k+1zj1∥∥∥
1
+
1
T
∥∥∥(Aj)kzj1∥∥∥
1
+ . . .+
1
T
∥∥∥Ajzj1∥∥∥
1
+
T − k − 1
T
∥∥∥zjT−k−1∥∥∥
1
}
. (31)
From Proposition 1, we write that
∥∥∥(Aj)ℓzj1∥∥∥
1
≤
∥∥∥zj1∥∥∥
1
, for ℓ ∈ N+, where
z
j
1 ∈ R
n, and j = 1, 2. Thus, for j = 1, 2, we rewrite (31) as follows,
∥∥(Dj)k+1zj∥∥
T
≤max
{∥∥∥zj1∥∥∥
1
,
1
2
(∥∥∥zj1∥∥∥
1
+
∥∥∥zj1∥∥∥
1
)
, . . . ,
1
T
(
(k + 1)
∥∥∥zj1∥∥∥
1
+ (T − k − 1)
∥∥∥zjT−k−1∥∥∥
1
)}
. (32)
Without loss of generality, suppose that
∥∥∥zji∥∥∥
1
is the maximum value
among all
∥∥∥zjt∥∥∥
1
, where t = 1, 2, . . . , i− 1, i+ 1, . . . , T . Hence, we rewrite
(32) as follows, ∥∥(Dj)k+1zj∥∥
T
≤
∥∥∥zji∥∥∥
1
, for j = 1, 2. (33)
Thus, by definition of the norm
∥∥zj∥∥
T
, we write that
∥∥zj∥∥
T
=
∥∥∥zji∥∥∥
1
.
After replacing this in (33), we obtain the following result∥∥(Dj)k+1zj∥∥
T
≤
∥∥zj∥∥
T
, for j = 1, 2.
14
(ii) For j = 1, 2, we obtain the norm
∥∥∥M jk+1 . . .M j2M j1zj∥∥∥
T
as follows.
∥∥∥M jk+1 . . .M j2M j1zj∥∥∥
T
≤max
{∥∥∥Xjk+1Xjk . . . Xj1zj1∥∥∥
1
,
1
2
∥∥∥Xjk+1Xjk . . . Xj1zj1∥∥∥
1
+
1
2
∥∥∥XjkXjk−1 . . . Xj1zj1∥∥∥
1
, . . . ,
1
T
∥∥∥Xjk+1Xjk . . . Xj1zj1∥∥∥
1
+
1
T
∥∥∥XjkXjk−1 . . .Xj1zj1∥∥∥
1
+ . . .+
1
T
∥∥∥Xj1zj1∥∥∥
1
+
T − k − 1
T
∥∥∥zjT−k−1∥∥∥
1
}
. (34)
Since, for j = 1, 2, the product Xjk+1X
j
k . . .X
j
1 consists of at least one
Bj ∈ F j which has positive entries, then from Proposition 1, we write
that
∥∥∥Xjk+1Xjk . . . Xj1zj1∥∥∥
1
<
∥∥∥zj1∥∥∥
1
, where zj1 ∈ R
n is a non-zero vector.
Therefore, for j = 1, 2, we have
∥∥∥M jk+1 . . .M j2M j1zj∥∥∥
T
<max
{∥∥∥zj1∥∥∥
1
,
1
k + 3
(
(k + 1)
∥∥∥zj1∥∥∥
1
+ 2
∥∥∥zj2∥∥∥
1
)
, . . . ,
1
T
(
(k + 1)
∥∥∥zj1∥∥∥
1
+ (T − k − 1)
∥∥∥zjT−k−1∥∥∥
1
)}
.
(35)
Now, similar to part (i), we suppose that without loss of generality
∥∥∥zji∥∥∥
1
is
the maximum value among all
∥∥∥zjt∥∥∥
1
, where t = 1, 2, . . . , i−1, i+1, . . . , T .
Then, by definition of the norm ‖·‖T , we write
∥∥zj∥∥
T
=
∥∥∥zji∥∥∥
1
, for j = 1, 2.
After replacing this in (35), we get∥∥∥M jk+1 . . .M j2M j1zj∥∥∥
T
<
∥∥zj∥∥
T
, for j = 1, 2.
Now, we proceed as follows to show that the product of matrices U ∈ S (cf.
(15)) is non-expansive. For v ∈ N, let tv ∈ K be the (combined) capacity event
time-instant. Furthermore, let us choose k ∈ N, where tk ∈ K, and let matrix
Hk denote the product of k + 1 matrices U ∈ S. Then starting from the v
th
capacity event time-instant tv, we write that
Hk(v + k + 1) = U(v + k + 1) . . .U(v). (36)
Thus, for k ∈ N and T ≤ k + 1, we rewrite (17) as follows,
ξ(k + 1) = HT−1(k)ξ(k − T + 1). (37)
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Suppose that in k + 1 capacity events, k1 ∈ N capacity events of resource R1
occur, analogously, for k2 ∈ N, i.e., t1k ∈ K
1; t2k ∈ K
2; and k1 + k2 = k + 1.
Then we write the product of k + 1 matrices U ∈ S (cf. (15)) as
Hk =
[
(D1)k
1
0
0 (D2)k
2
]
. (38)
For j = 1, 2, let Ψj be the time between one capacity event of resource Rj when
all agents back-off to the next capacity event. Recall that αj is the additive
increase factor, βj is the multiplicative decrease factor, and Cj is the capacity
of the resource Rj ; also, n is the number of agents in the system. Then we
calculate Ψj as follows,
Ψj =
(1− βj)Cj
nαj
, for j = 1, 2.
Without loss of generality, we write that 0 < Ψ1 ≤ Ψ2. Let us choose k ∈ N+
such that kΨ1 ≥ Ψ2, then in (k+1) capacity events, each resource has a capacity
event with positive probability in which every agent backs-off. Moreover, let in
k1 capacity events there occurs a capacity event with positive probability in
which all the agents back-off for resource R1; analogously, for k2. Now, let
matrix Yk be the product of k + 1 matrices U ∈ S (cf. (15)) in which there
exists a capacity event with positive probability for each resource when all the
agents back-off. Thus, following the definition of M jg , for g ∈ {1, . . . , k + 1}, as
in (30), the product M j
kj
. . .M
j
1 contains at least one E
j ∈ Qj matrix, for all j.
Hence, by definition of U ∈ S, we write matrix Yk as
Yk =
[
M1k1M
1
k1−1 . . .M
1
1 0
0 M2k2M
2
k2−1 . . .M
2
1
]
. (39)
Now, let V be a finite set of the product of matrices U ∈ S; furthermore, let
H ∈ V denote the product of a finite number of U ∈ S matrices and Y ∈ V
denote the product of a finite number of U ∈ S matrices where all agents back-
off for both the resources. Then we have the following results.
Lemma 5. (i) Let H ∈ V, and let W be the subspace defined as
W , {(z1, z2) ∈ R2Tn|e⊤z1t = e
⊤z2t = 0,
for t = 1, 2, . . . , T }.
Then W is an invariant subspace under all H ∈ V.
(ii) For all z ∈W and H ∈ V, the norm ‖Hz‖ ≤ ‖z‖ holds.
(iii) For non-zero z ∈ W and Y ∈ V, the norm ‖Y z‖ < ‖z‖ holds.
Proof. (i) Using the fact that for j = 1, 2, we have e⊤Aj = e⊤; proof is an
easy consequence of this.
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(ii) Let us choose fixed k ∈ N and k1, k2 ∈ N, where tk1 ∈ K
1 and tk2 ∈ K
2,
and k1+k2 = k+1. Let matrices H ∈ V be the product of U ∈ S matrices
for k+1 capacity events. Then, we write H ∈ V as (38) and by definition
of the norm ‖·‖, we obtain
‖Hz‖ =
∥∥∥∥∥
[
(D1)k
1
0
0 (D2)k
2
][
z1
z2
]∥∥∥∥∥ .
= max
{∥∥∥(D1)k1z1∥∥∥
T
,
∥∥∥(D2)k2z2∥∥∥
T
}
. (40)
From Lemma 4, we write that
∥∥∥(Dj)kjzj∥∥∥
T
≤
∥∥zj∥∥
T
, for j = 1, 2; placing
this value in (40), we get
‖Hz‖ ≤ max{
∥∥z1∥∥
T
,
∥∥z2∥∥
T
}.
Hence, by definition of ‖.‖, we have ‖Hz‖ ≤ ‖z‖.
(iii) Similar to (ii), we choose fixed k ∈ N and k1, k2 ∈ N. Now, suppose that in
k+1 capacity events there exists a capacity event for each resource when
all the agents back-off. Let the matrix Y ∈ V be the product of k+1 such
matrices U ∈ S. Furthermore, for j = 1, 2 and g ∈ {1, 2, . . . , k + 1}, the
matrix M jg is defined as (30). Then, we write Y ∈ V as (39) to have
‖Y z‖ =
∥∥∥∥
[
M1
k1
. . .M11 0
0 M2k2 . . .M
2
1
] [
z1
z2
]∥∥∥∥
= max
{∥∥M1k1 . . .M11 z1∥∥T , ∥∥M2k2 . . .M21z2∥∥T
}
.
From Lemma 4 (ii) and by definition of ‖·‖, we get ‖Y z‖ < ‖z‖.
Let pH(z) be the probability of choosing a particular matrix H ∈ V , and
pY (z) be the probability of choosing a particular matrix Y ∈ V from the set V .
Recall that ΣT is the simplex in RTn. Then, we present the following results.
Theorem 1 (Unique invariant [17]). For all i and j, let the probability distri-
bution λji (·) be Lipschitz continuous. Let W be the invariant subspace under all
H ∈ V. Additionally, let there exist µ < 1 and η > 0 such that the following
holds
(i) for all z,w ∈ ΣT × ΣT ,
∑
H∈V
pH(z)
‖H(z−w)‖
‖z−w‖
< 1, and, (41)
(ii) for all z,w ∈ ΣT × ΣT , ∑
H∈V,‖H(z−w)‖≤µ‖z−w‖
pH(z)pH(w) ≥ η
2. (42)
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Then, the model has an attractive probability distribution, and it has a unique
invariant measure. Here, z−w ∈W .
Theorem 2 (Ergodic property [18]). Let πT be an invariant probability distribu-
tion on ΣT ×ΣT . If there is a contraction on average (41), and probabilities are
bounded away from zero and are Lipschitz continuous. Then, for every initial
value ξ(0) ∈ ΣT × ΣT , the following (ergodic property) holds,
lim
k→∞
1
k + 1
k∑
ℓ=0
ξ(ℓ) = E(πT ), almost surely. (43)
Theorem 3 (Convergence to unique invariant measure). For all i and j, let
the back-off probability λji (·) be Lipschitz continuous and strictly increasing in
[0, 1]; also, let there exist λjmin > 0 such that λ
j
i (·) ≥ λ
j
min. Then,
(i) for every time window T ≥ 1, there exists a unique invariant measure πT
on ΣT × ΣT , and,
(ii) for every ξ(0) ∈ ΣT × ΣT , the ergodic property (43) holds.
Proof. (i) Recall that V is a set of the product of a finite number of U ∈ S
matrices. Also, matrices Y ∈ V are the product of a finite number of U ∈ S
matrices where there exists a capacity event for each resource in which all
the agents back-off. Furthermore, given that λjmin > 0 and λ
j
i (·) ≥ λ
j
min,
for all i and j. Thus, we write that pY (z) ≥
(
λ1min
)n(
λ2min
)n
> 0, for all
z ∈ ΣT × ΣT ; hence, the probability of matrix Y ∈ V stays away from
zero. Now, for all z, w ∈ ΣT × ΣT we have∑
H∈V
pH(z) ‖H(z−w)‖ = pY (z) ‖Y (z−w)‖+
∑
H∈V−{Y }
pH(z) ‖H(z−w)‖ . (44)
For all z,w ∈ ΣT × ΣT , placing the values from Lemma 5 in (44), we get∑
H∈V
pH(z) ‖H(z−w)‖ < pY (z) ‖z−w‖+
∑
H∈V−{Y }
pH(z) ‖z−w‖ . (45)
Since
∑
H∈V pH(z) = 1; thus, pY (z) = 1 −
∑
H∈V−{Y } pH(z). Now, with
little algebraic manipulation, from (45), for all z,w ∈ ΣT ×ΣT , we obtain
the contraction on average (41).
Now, since pY (z) ≥
(
λ1min
)n(
λ2min
)n
, for z ∈ ΣT × ΣT ; then for µ < 1
and z,w ∈ ΣT × ΣT , we write that∑
H∈V,‖H(z−w)‖≤µ‖z−w‖
pH(z)pH(w) ≥
((
λ1min
)n(
λ2min
)n)2
.
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Let η denote
(
λ1min
)n(
λ2min
)n
, then for all z,w ∈ ΣT × ΣT , and µ < 1,
we get (42). Therefore, all the conditions of Theorem 1 are satisfied;
hence, we conclude that the model has attractive probability distribution
and invariant measure. Because of the attractivity property, the invariant
measure is unique.
(ii) From part (i) of the proof, we know that the model has contraction on
average (41) and because probabilities stay away from zero and are Lip-
schitz continuous; the conditions of Theorem 2 are satisfied. Hence, the
ergodic property (43) holds.
Conclusion
Alam et al. [6] proposed a multi-resource allocation algorithm which incurs
minimal communication overhead and does not require inter-agent communi-
cation. Moreover, we found the average allocation over a fixed window size
and modeled the system as a Markov chain with place-dependent probabilities.
We proved that the average allocations vector converges to a unique invariant
measure asymptotically, and the ergodic property holds. As future work, we
prove the almost sure convergence of long-term average allocations to optimal
allocations.
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