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来る確率、累積分布関数 F (x)を求める。ここで確率変数 xは、ナッシング（ハイカード）
からロイヤルストレートフラッシュを 0 から 9 の整数で割り当てたものである。このと
き対戦相手の手役の点数の期待値を計算する。対戦相手の手役として可能な手役が n 種
あるとする。その i番目の手役ができる確率を p1(i)とし、その手役に 0から 9までの数







役の点数を comとおき hum expectと comから「対戦相手の手役の強さの期待値に対す
るシステムの手役の強さ」を
com strength = F (com) − F (hum expect) (3.2)
で定義する。−1 ≤ com strength ≤ 1である。人間プレイヤーの手役の強さの累積分
布関数 F の中でどの位置にいるかを基準にして、「対戦相手の手役の強さの期待値に対す
る手役の強さ」を推定していることになる。この値が大きほどコンピュータの手役が優勢





if対戦相手の手役の強さの期待値に対するシステムの手役の強さ is A and ポットで正























































= −an + bn(1 − n) (4.1)
を数式としてロンドン (London, Ivan) が提案している。[8] 式の各値 a、b、n は忘却
率、回復率、記憶の残留量 (residual memory)を表している。[8]本研究では 4.1の微分
方程式を解いた式 4.2を使い、ある対戦データの記憶の残留量を求める。コンピュータが
m 回対戦を経験しているとして、ある対戦データ n(n = 0, 1,・・・, n,・・・m) の記憶









0 ≤ Rn ≤ 1 (4.3)










(µ − λ > 0) (4.5)
から
図 4.2 エビングハウスの忘却曲線　 縦軸 Rn 　横軸 Tn
4.1.2 ファジィ集合














ジィ集合 A、Bに関して式 4.7と式 4.8を利用する。
A ∩ B = A × B (4.7)























見える手札の枚数を cardとし、それが A型で役を強い順に 9,8,・・・,1,0と整数を割
り当て、実際に出た役の整数を B とする。この時、対戦データの記憶の残留量の総和を

























役 ファジィ集合 実際の確率 誤差 (％)
ロイヤルストレートフラッシュ 0 0.0031 -0.31
ストレートフラッシュ 0.001227 0.000311 +0.0916
フォーカード 0.001761 0.00168 +0.0081
フルハウス 0.027565 0.0260 +0.1565
フラッシュ 0.029176 0.0303 -0.1124
ストレート 0.045992 0.0462 +0.0208
スリーカード 0.045992 0.0483 -0.2308
ツーペア 0.219671 0.235 -1.5329
ワンペア 0.464733 0.438 +2.6733




















nごとの平均ベット値 avem,n,f を算出する。あるターン nのプレイヤーmの tipの効用












また、tip の値が avem,n,f である時、ベット量は多ないと同時にベット量は少なくな
い。そして、ベット額が avem,n より多い場合は、「ベット量は多い」とする。同様に、
ベット額が avem,n,f より少ない場合は、「ベット量は少ない」とする。
cn の推定方法は、まず、プレイヤー全体のターン n 時のチップの平均ベット量
playeraven,f を求め、式 4.11により推定する。
cn = logplayerave5,1 avem,5,1 (4.11)



















によって求められる。Aik は k > iのときは 1、k < iのときは−1となる。但し、i = k
の時は、i に対応する役がコンピュータとプレイヤーの両方が確定している状態でコン
ピュータのランク（数字）の方が大きい場合、Aik = 1となり、小さい場合、Aik = −1




















の強さとする。hum handを利用し、com winn と com losen を求める。
com winn = winn × hum hand (4.15)
com losen = losen × hum hand (4.16)
com winn は相手のベット量が高く、また相手が勝つ可能性が高いと本システムが判断
した場合に値が大きくなる。また com losen は相手のベット量が少なく、また相手が負
ける可能性が高いと本システムが判断した場合に値が小さくなる。
この com losen の値が 0.7を下回った場合、コンピュータはフォールドするようになっ
ている。
24
次に、com losen の値が 0.7を下回らなかった場合、com winn をから効用関数を利用
し、ベット量を決定し、ベットを行う。
raise tip = min(max(avem,n,f×com win
1
cn





calln,f−1 はターン n に f − 1 回目にベットされたベット額であり、call1,0 = 5、























com winn の差が正の値の場合、この値に 100 ％加えたものを通常のブラフの確率に掛
けている。負の場合は通常のブラフの確率のまま扱う。本システムでは通常時、20 ％の
確率で行うように設定している。ベットを行う際に、この確率でブラフを考慮し、ブラフ




















• 実験 1.対戦相手が本システムと人間の時に 1セットずつ行い、アンケートに答え
てもらった。

























































































1. 記憶性アルゴリズムの改善本システムでは全ての対戦データにおける R0 を全て 1
に設定したが、実際、人間は全ての経験を同じように覚えているわけではなく、記
憶に残る経験、忘れる経験がある。前者をエピソード記憶といい、エピソード記憶
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