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RESUMEN
El presente artículo realiza una exposición de un 
algoritmo robusto implementado para la segmenta-
ción y caracterización de lecturas obtenidas a través 
un barrido realizado por un sensor láser, obteniendo 
	


de las líneas rectas que describen el ambiente es-
caneado. Se propone una estrategia de Mean Shift 
Clustering, que utiliza la media de los puntos del 
barrido láser, enmarcados en una elipse orientable, 
como estimación del gradiente de la densidad de 
puntos dentro de la ventana. El agrupamiento se 
alcanza deslizando dicha elipse hacia zonas del 
espacio donde la densidad de puntos es máxima, y 
reorientándola hacia la dirección de mayor disper-
sión de datos. Cada conjunto de puntos agrupados 
es procesado por un algoritmo RANSAC (Random 

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
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
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
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consiste en la construcción de hipótesis del modelo 
a partir de subconjuntos de datos mínimos esco-
gidos al azar, y la evaluación de su validez con el 
apoyo de todos los datos, a medida que se actualizan 
las densidades de probabilidad asociadas. Los pará-
metros de los segmentos detectados son estimados 
por una regresión de TLS (Total Least Squares), que 
minimiza la suma de cuadrados de las diferencias 
entre la función y los datos. El algoritmo ha sido 
evaluado en entornos de interior usando como 
plataforma móvil un robot Pionner 3DX equipado 
con un sensor láser SICK, obteniendo resultados 
satisfactorios en cuanto a la compacidad y error de 
los parámetros de las rectas detectadas. De igual 
forma, se realizaron pruebas con datos simulados 
de densidad constante, donde el algoritmo clásico 
de MSC presenta fallas, logrando notables mejoras 
en la segmentación y parametrización de las rectas.
ABSTRACT
This paper presents a robust algorithm that is im-
plemented for segmentation and characterization 
of traces obtained through a sweep process per-
formed by a laser sensor. The process yields polar 
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which describe the scanning environment. A Mean-
Shift Clustering strategy that uses the average of 
laser scanning points set in an orient-able ellipse 
is proposed as an estimate of the density gradient 
of points within the window. Grouping is achieved 
by sliding this ellipse into areas of space where 
the density of points is high, and it is redirected 
towards the direction of greater data dispersion. 
Each grouped set of points is processed by a mo-



algorithm. This method involves the construction 
of model assumptions from minimal data subsets 
chosen at random and evaluates their validity sup-
ported by the whole of data, while the associated 
probability densities are updated. The parameters 
of the detected segments are estimated by a TLS 
(Total Least Squares) regression, which minimizes 
the sum of squared differences between the function 
and the data. The algorithm is evaluated in indoor 
environments using mobile robot platform Pioneer 
3DX (equipped with a SICK laser sensor), obtaining 
satisfactory results in terms of compactness and 

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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$
tests were conducted using simulated data with 
constant density (where the classic MSC algorithm 

% & 
&-
ments in segmentation and line parameterization.
1.  INTRODUCCIÓN
Para que un robot móvil sea totalmente autónomo 
debe interpretar primero el entorno en el que navega 
mediante sus sensores, a la vez que se localiza en el 
mismo, este es uno de los problemas fundamentales 
de la robótica que recibe actualmente el nombre de 
SLAM (Simultaneous Localization and Mapping) [1]. 
Una gran variedad de técnicas de localización 
y mapeo se basan en las representaciones del 
entorno de trabajo realizadas por un grupo de 
características detectadas por el sistema sensorial 
del robot (mapas basados en características) [2]. 
* * *
Para la representación de puntos de referencia, 
el robot hace uso de los datos muestreados por 
el sensor, algunos algoritmos simplemente los 
representan como puntos en el espacio de trabajo, 
otros corresponden a una descripción de cómo las 
lecturas se agrupan (características geométricas). 
Estos últimos son de los más utilizados, debido a la 
compacidad (menor capacidad de almacenamien-
&
'
incluye la extracción de líneas, curvas, esquinas, 
entre otros aspectos.
Entre las muchas formas geométricas, el segmento de 
línea es la más sencilla. Es fácil describir la mayoría 
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de entornos semi-estructurados con segmentos de 
línea. Muchos algoritmos han sido propuestos para 
utilizar las características de las líneas extraídas de 
datos en 2D. En [3] Castellanos propone un mé-
todo de segmentación de la línea inspirado en un 
algoritmo de visión por computador que luego es 
utilizado para obtener un mapa a priori para tareas de 
+'/!04567
algoritmo para la construcción de mapas dinámicos 
basados en las características geométricas (líneas y 
8+		!0496
utiliza un sensor 2D con un método de segmen-
tación de regresión lineal basado en los mapas de 
/'!04;6<
la adquisición y el seguimiento de la posición de 
un robot móvil con un escáner láser trazando líneas 
!=
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
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extracción de líneas de conexión ponderada para la 
'
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84F6!
El artículo se organiza como sigue: en la sección 
2 se presenta un estado del arte de métodos de 
segmentación, estimación de rectas y detección de 
!0'H
8
para la segmentación de rectas a través de medidas 
obtenidas con un sensor láser, en la sección 3.1 se 

'Mean Shift 
Clustering   & 
' -
puesta, en la 3.2 se describe un algoritmo básico de 
RANSAC para la detección robusta de espurios y 
una variación del mismo usando estimación basada 
en medianas. En el siguiente apartado se muestra 
el método de extracción de parámetros basado en 
J"!0'5
/-
tenidos para un experimento real llevado a cabo por 
un robot móvil Pionner 3DX equipado por un láser 
SICK LMS 200. Finalmente se concluye acerca del 
/W9!
2.  ESTADO DEL ARTE
La segmentación de datos es un método de frac-
cionamiento basado en regiones, en el cual son 
ampliamente utilizadas áreas como las matemáticas 
y la estadística. Se usan centroides o prototipos para 
representar los numerosos componentes del grupo, 
logrando reducir el tiempo computacional y prove-
yendo una mejor condición de compresión de datos. 
En general, la segmentación de información se 

%-
do agrupamiento no paramétrico y agrupamiento 
particional. En el agrupamiento no paramétrico se 
pueden cambiar los números de grupos durante el 
proceso. Sin embargo, en el agrupamiento parti-
cional, debemos decidir el número de grupo antes 
de procesarlos. El algoritmo de desplazamiento de 
media es una técnica de análisis no paramétrica del 
espacio de características que descompone los datos 
de referencia en regiones denominadas segmentos 
o clústeres. El desplazamiento de media fue pri-

Y\?9^#%_
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fue adaptado por Cheng [10] y más recientemente 
expandido por Comaniciu y Meer [11], [12], [13] 
para los problemas de visión, segmentación y ras-
treo. La utilización de esta técnica se basa en una 
aplicación iterativa del método para encontrar el 
máximo local o punto estacionario de la función de 
densidad más cercano a un punto del conjunto de 
datos. En este artículo hacemos uso de una técnica 
de análisis de componentes principales (PCA) para 
realizar la orientación de la ventana utilizada en el 
algoritmo propuesto. Debido a su simplicidad, el 
PCA es una herramienta estándar en el análisis de 
datos en diversos campos, desde la neurociencia 
	%
método no paramétrico para extraer información 
&W4Y56!0/W-
tivo del análisis de componentes principales es la 
'/&&&
a expresar un conjunto de datos, esta nueva base 
%&!
El algoritmo RANSAC (Random Sample and Con-
sensus) fue en primera instancia introducido por 
^%k4Y96Y\FY


para estimar los parámetros de un modelo determi-
nado a partir de un conjunto de datos contaminados 
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por grandes cantidades de valores atípicos. El 
porcentaje de los valores outliers que pueden ser 
manejados por RANSAC puede ser mayor que el 
9}~W
!J-
taje, conocido también como el punto de ruptura, 
es comúnmente el límite práctico para muchas 
otras técnicas de uso común para la estimación de 
parámetros (como todos los métodos de regresión 
Least Squares o técnicas robustas al menos como 
Mean Squares4Y;64Y6!
Difícilmente se podría nombrar a otro método que 
se utilice con tanta frecuencia como el método que 
se conoce como el Least Squares, aproximación que 
en estadística se considera como un estimador de 
máxima verosimilitud de un modelo de regresión 
lineal bajo criterios estándar (distribución normal 
residual de media cero y matriz de covarianza que 
es un múltiplo de la identidad). Del mismo modo, 
el TLS (Total Least Square) es un estimador de 
máxima verosimilitud en el modelo de errores 
invariantes. El TLS fue desarrollado por Golub y 
Van Loan [22] como una técnica de solución para 
un sistema sobredeterminado de ecuaciones y luego 
perfeccionado por Van Huffel [23]. Es una exten-
sión del método usual de mínimos cuadrados, que 
permite manejar también ciertas inconsistencias en 
la matriz de datos. La popularidad del TLS se debe 
probablemente al hecho de que la minimización del 
residuo puede ser realizada de manera cercana a la 
analítica. Este método es lineal y es consistente con 
el principio de ortogonalidad de la aproximación 
óptima en sentido del error cuadrático medio.
El principal enfoque de este artículo es la segmen-
tación de líneas a partir de puntos muestreados por 
un escáner láser SICK LMS-200 embarcado en un 
/
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H/H;}
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
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de la información suministrada por los puntos, es 
por ello que se necesitan algoritmos que estimen 
algunas propiedades geométricas como la dirección 
privilegiada de los puntos y la detección de dis-
continuidades de la línea, sin necesidad de recurrir 
a estructuras globales. Esta investigación aporta 
una variación del algoritmo de desplazamiento de 
media para segmentar líneas en un recorrido con el 
sensor láser de un ambiente semi-estructurado, al 
mismo tiempo que proporciona una estimación de 
la ecuación de la recta que caracteriza cada clúster.
3.  METODOLOGÍA 
Un escáner láser describe un corte 2D del ambien-
te de trabajo del robot, a través de una serie de 
 8   
  
polares , cuyo origen es la ubicación del 
Y!/&
en un entorno 2D y denota que su ubicación es 
 (donde ( y 
son la posición y orientación) en el instante, en un 
marco de referencia global . El espacio 
de trabajo es descrito por características estáticas 
rectilíneas (tales como partes de las paredes, puer-
tas, estantes) detectadas por el sistema sensorial 
del robot. El robot está equipado con un sensor de 
proximidad (por ejemplo, los anillos de sonar o es-
cáner láser) que proporciona una serie de pasos y 
medidas  que son parametrizadas por 
su distancia  desde el origen hasta el punto en 
la dirección de detección .
Figura 1. Parámetros del escáner láser 
Fuente: elaboración propia.
La pareja puede considerarse como las coordenadas 
polares de la lectura en un robot centrado en un 
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sistema de referencia. Las coordenadas cartesianas 
se denotan por la ecuación (1).
 
(1)
3.1  Agrupamiento por desplazamiento de 
media
El agrupamiento por desplazamiento de media es 
uno de los métodos más conocidos de estimación de 
densidad de probabilidad basado en la utilización de 
#!W
 de un espacio de dimensión , 
 '
#
de densidad multivariable usando el Kernel  
con radio de ventana o ancho de banda .
(2)
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
+'#
 !0#

'5
!
5
#

#
0#&456!0

paso en el análisis del espacio de características 
con densidad   es encontrar las modas de esta 
densidad. Estas modas se encuentran en los puntos 
donde el gradiente de la función de densidad se 
anula, es decir, cuando . El método de 
desplazamiento de media es una forma alternativa 
de encontrar estos puntos sin necesidad de estimar 
la función de densidad. L'9
gradiente del estimador de densidad.
 
9
Donde  . El primer término es propor-
cional al estimador de densidad en   calculado a 
#  y el segundo 

';!
;
Es el mean shift vector o el vector de desplazamien-
to medio. Este vector apunta siempre a la dirección 
de máximo incremento de la densidad. El método 
de desplazamiento de media se obtiene a través de 
la sucesión de los siguientes pasos:
 Cálculo del mean shift vector  .
 Traslación de la ventana de desplazamiento 
.
Este procedimiento garantiza la convergencia a un 
punto donde el gradiente de la función de densidad 
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es cero, asegurando así la obtención de un punto 
estacionario de densidad máxima. La ecuación (7) 
presenta la expresión del mean shift vector en el 
caso de utilizar un kernel gaussiano. 
 (7)
"&W#&
trayectoria que se obtiene hasta llegar a la moda, 
es decir, el ángulo entre dos mean shift vectors 
&  

\} 4YY6!0
algoritmo MSC concentra un conjunto de datos de 
dimensión relacionando a cada uno de ellos con 
la moda o la cúspide de la función de densidad de 
probabilidad del conjunto de datos. Para cada dato, 
el algoritmo calcula la moda correspondiente y la 
!0
  #
radial centrado en el punto y con ancho de banda 
y se calcula la media de los puntos que caen 
	/W#!

+&#
la media y se va repitiendo el proceso hasta que 
converge, es decir, hasta que el   calculado 
recursivamente se mantiene constante o hasta que 
su variación es inferior a un umbral determinado. 
En cada iteración, la ventana se desplazaría hacia 
zonas de mayor densidad de puntos hasta que se 
alcance el pico, donde los datos están distribuidos 



&!+-
goritmo, todos los puntos asociados a una moda de 
&


496!
Los grupos de puntos que describen una línea 
recta están formados por densidades constantes, 
así el algoritmo de desplazamiento de media no la 
reconoce como un grupo, sino que divide el grupo 
en distintos subgrupos. Esto sucede a causa de que 
el algoritmo de desplazamiento de media reconoce 
los grupos asociando cada uno de ellos con el punto 
(centroide) en la zona de mayor densidad. Es decir, 
'
una parte más densa y otra menos densa, y cada 
punto del grupo es asociado con el centro de la 
+
%!/
problema, se propone una variación del algoritmo. 
= 
% 
'   
' 
método Mean Shift es importante conocer primero 
los conceptos de obtención de dirección dominante 
y ventana elipsoidal. 
3.2  Obtención de dirección dominante 
Si utilizamos un sistema de coordenadas cartesianas 
para representar la distribución bidimensional de la 
lectura de láser, obtendremos un conjunto de puntos 
similar a un diagrama de dispersión, cuyo análisis 
permite estudiar cualitativamente la relación entre 
ambas variables. La dirección dominante del con-
junto de puntos es aquella donde la dispersión del 
grupo se hace mayor para todos los puntos, es decir, 
los datos se encuentran mayormente distribuidos 
a lo largo de esta orientación, lo que puede servir 
de indicador de la presencia de una posible línea 
detectada por el escáner láser.
Para obtener la dirección dominante del grupo de 
puntos, se crean bases a las que se asignan prefe-

'
&8}
-
'4\6%

sumatoria de los cosenos de la diferencia angular 
entre dos direcciones distintas asociadas, una de 
las cuales es la establecida como preferencial para 
cada nodo  y la segunda corresponde al ángulo 
  coordenadas polares, además cada 
factor se multiplica por la magnitud  4;6-
pondiente a la distancia del punto hasta el origen 
!
obtenido es un producto punto entre la medida del 
	%//%'
de la lectura en los vectores bases [27].
F
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Para un conjunto dado de puntos, solo un nodo rea-
lizará el máximo de la suma de los factores dados 
'F!0'

`
+''F 
y es también evidente desde la inevitable cercanía 
de una de las direcciones asignadas a los nodos 
con la dirección de la sumatoria vectorial física o 
real. Luego se extrae entonces la posición angular 
 del nodo donde la sumatoria vectorial es máxi-
ma, lo que corresponde físicamente a la dirección 

!
"
	

se realiza para la obtención de la dirección domi-
nante, donde se encuentran puntos distribuidos 
semi-aleatoriamente en el espacio bidimensional, 
describiendo una forma elíptica rotada intencional-

	
el algoritmo.
Figura 2. Dirección dominante de un conjunto de puntos.
Fuente: elaboración propia.
La sumatoria de cosenos por nodo también se en-
!0
que la sumatoria se hace mayor para aquellos va-
lores de   cercanos a la dirección dominante, ya 
que la diferencia   se acerca a cero, valor en 
el cual la función coseno obtiene su máximo valor.
3.3  Ventana elipsoidal 
Se llama elipse al lugar geométrico de los puntos 
tales que la suma de sus distancias a dos puntos 
WF1 y F2, llamados focos es una constante que 
denominaremos  . La línea que une los dos focos 
se llama eje principal de la elipse y la mediatriz de 
los mismos eje secundario. Se llama vértices de 
la elipse a los puntos donde esta corta sus ejes. El 
punto medio de los dos focos se llama centro de la 
elipse y la distancia entre ellos se llama distancia 
focal designada H!
Figura 3. Parámetros de la elipse 
Fuente: elaboración propia.
La excentricidad de una elipse es su grado de 
achatamiento y su valor está determinado por la 
`''\!
\
Cuanto mayor es la excentricidad más achatada es 
la elipse. En una elipse y por lo tanto 
es positiva y menor que uno.
 	
			
0

/
-
nales asociando a cada uno de los puntos con la 
cumbre de la función de densidad de probabilidad 
del agregado de datos. Para las lecturas del escaneo 
láser, el algoritmo calcula la moda correspondiente 
y la relaciona a él.
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=
'
#-
nel elipsoidal centrado en un punto aleatorio y 
con ancho de banda relacionado con la distan-
cia focal de la ventana elíptica —que a su vez 
presenta dependencia con el tamaño del espacio 
de datos— y se calcula la media de las lecturas 
que se encuentran al interior del área delimitada 
#
-
cuentra dentro de la ventana elipsoidal, basta con 
obtener las distancias entre el punto y los focos, 
sumarlas y revisar si el resultado es menor que 
&`
y distancia focal escogida. 
A continuación, el algoritmo efectúa un desplaza-

&#

al mismo tiempo que orienta el eje principal de la 
elipse hacia la dirección de mayor dispersión de 
5%
converge, es decir, hasta que el mean shift vector 
calculado recursivamente varíe muy poco, y sea 
inferior a un umbral determinado, momento en el 
cual se almacena el centroide y la dirección privi-
>!"
ventaja de la ventana elíptica es que al ser esta fá-
cilmente orientable, una mayor cantidad de puntos 
de una posible recta podrán ser asociados al clúster 
en el momento de convergencia, disminuyendo el 
coste computacional, ya que todos aquellos puntos 
cuya distancia a la moda es menor que el ancho 
de banda del kernel se asume que van a converger 
a esa misma moda. Al converger siempre a una 
misma moda, pueden ser directamente asociados 
a dicho centroide sin tener que repetir el proceso 
para cada uno de ellos.
Figura 4. Proceso de segmentación, (a) selección del punto aleatorio 
y marcación de datos dentro de la ventana, (b) traslado y 
orientación de la ventana y marcación de datos interiores 
a la ventana.
Fuente: elaboración propia.
En cada ciclo, la ventana se trasladará hacia los 
lugares de mayor densidad de puntos y se orientará 
en dirección a la mayor dispersión hasta que se logre 
alcanzar la cima, donde los datos están repartidos de 
igual forma en la ventana. Al encontrar un centroide, 
 
 +& 
los datos pueden estar relacionados a otro clúster y 
dado el caso, fusionarlos. Para tomar la decisión de 
fusionar datos de diferentes clústers, se toman dos 



/
9
 , corresponde a la distancia 
más cercana entre los puntos extremos de cada grupo, 
siendo esta parte del algoritmo una aplicación del 
método de segmentación secuencial denominado 
SEF (Successive Edge Following), que establece 
un segmento de recta a un punto si la distancia a el 
siguiente punto consecutivo es menor a un umbral.
Figura 5. Distancias para fusión de clústers 
Fuente: elaboración propia.
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La segunda distancia , se obtiene como la distancia 
más corta entre el centroide y la línea recta que pasa 
por el centro de un clúster diferente y que tiene la 
pendiente en dirección a la dispersión de los datos. 
Estas dos distancias son luego comparadas con 
umbrales que se encuentran en función del tama-
!0

;
  ' 

+


!+
el algoritmo, cada centroide tendrá el conjunto de 
puntos asignados a dicho grupo y una dirección pri-
vilegiada (ángulo de dispersión). Con la ubicación 
del punto y la dirección de dispersión de puntos se 
logra obtener un estimado de la ecuación de la recta 
descrita por los datos correspondientes a cada clúster.
F
Figura 6.
!
Fuente: elaboración propia.
El algoritmo implementado es una variación del 
RANSAC que usa la mediana para estimar los datos 
espurios y actualizar las probabilidades y el número 
máximo de iteraciones adaptativamente. El algorit-
mo requiere una estimación inicial del porcentaje 
de los datos espurios que existen en la muestra, 
que servirá para hacer la primera estimación del 
>

//
valor mínimo de datos que deben estar alineados 
 8 
/ 



perteneciente a una línea y un valor medio mínimo, 
que debe tener un valor inicial relativamente alto 
en función de los valores mínimo y máximo de los 
datos a segmentar.
3.5  Ransac
El objetivo general del método consiste en ajustar 
un modelo matemático para un conjunto de datos 
experimentales. El ajuste también es robusto, ya 
que reconoce la presencia de valores outliers en los 
datos. Algunos métodos de ajuste utilizan todos los 
datos disponibles para obtener una solución inicial 
y luego tratar de eliminar los puntos que no forman 
parte del modelo. El procedimiento RANSAC 
funciona de la manera opuesta, se compone de dos 
pasos que se repiten de forma iterativa (hipótesis 
%
/4F6
 Hipótesis: en primer lugar establece un mínimo 
de muestras (MSS) seleccionadas al azar del 
conjunto de datos de entrada y los parámetros 
del modelo se calculan utilizando solo los 
elementos del MSS. La cardinalidad de los 
MSS es la más pequeña para determinar los 
parámetros del modelo (a diferencia de otros 
enfoques, tales como los mínimos cuadrados, 
donde los parámetros se estiman utilizando 
todos los datos disponibles, posiblemente con 
un peso adecuado).
 Prueba: en el segundo paso del RANSAC se 
evalúa que los elementos del conjunto de datos 
sean coherentes con el modelo instanciado con 
los parámetros estimados en el primer paso. El 
conjunto de tales elementos se llama conjunto 
consenso.
El algoritmo del RANSAC para la extracción de 
la línea se inicia con un conjunto de puntos, y se 
ajusta a una línea de dos puntos seleccionados al 
azar. Después se establece un conjunto de consen-
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so, que forma parte de los puntos que se pueden 
considerar que están cerca de la línea o inliers. Si 
el número de puntos del conjunto de consenso Nc 
es mayor que un umbral, a continuación se vuelve 
a reajustar la línea para el conjunto de puntos de 
consenso (con los mínimos cuadrados, por ejem-
plo). De lo contrario el algoritmo se repite hasta 
que se alcanza un número máximo de iteraciones 
establecido de antemano.
El margen de error se puede determinar experimen-
talmente. Por ejemplo, puede hacer una estimación 
de datos erróneos, se calcula el error medio y luego 
se establece el margen de error a una o dos desvia-
ciones estándar en comparación con el error medio.
Por otro lado, el número máximo de iteraciones 
se puede considerar como el número de ensa-
%&	//
un conjunto de datos pertenecientes al modelo 
correcto con una probabilidad de . Si 
como la probabilidad de que al menos un punto 
pertenezca al conjunto de datos erróneos, se 
obtiene con la ecuación (10). 
(10)
Para determinar el número de puntos del conjunto 
de consenso se puede hacer de la siguiente manera: 
sea  la probabilidad de que un punto está dentro 
del margen de error de un modelo incorrecto. Se 
pretende que sea muy pequeña. Aunque es muy 
difícil determinar con precisión , es razonable 
suponer que será inferior a .
El algoritmo implementado es una variación del 
RANSAC, llamada Adaptive Scale Sample Con-
sensus (ASSC), que usa la mediana para estimar 
los datos espurios y actualizar las probabilidades y 
el número máximo de iteraciones adaptativamente.
El algoritmo requiere una estimación inicial del 
porcentaje de los datos espurios que existen en la 
muestra, que servirá para hacer la primera esti-
mación del número de iteraciones. También debe 
 &
8
 /
     8  
/
o el margen de error para que un punto pueda ser 
 
    8 % 
valor medio mínimo, que debe tener un valor inicial 
relativamente alto en función de los valores mínimo 
y máximo de los datos a segmentar.
Los dos primeros puntos son elegidos al azar de 
una lista ordenada, de tal forma que no se repita el 
mismo par de puntos en las siguientes iteraciones. 
Para no hacer un nuevo cálculo de una misma línea 
supuesta, entonces se calculan los parámetros de 
la línea con los puntos escogidos. A continuación, 
todas las distancias de los puntos a la línea son 
calculadas. Teniendo en cuenta los valores de las 
distancias, se separan aquellas que se encuentran 

9}~
	`

de abajo (mediana), se calculan los datos espurios, 
para luego calcular el número de puntos que son 

8inliers). 
Si el valor de la mediana es menor que el primer 
valor (muchos puntos con la pequeña distancia a 
la línea), la línea de datos se guarda y se procede a 
la actualización de las probabilidades y el número 
máximo de iteraciones realizadas. Cuando todas 
las iteraciones se terminan, se obtiene la línea con 
'
in-
liersJ"!0
?
muestra un resumen del proceso.
94 Tecnura   Vol. 17   No.37   Julio - Septiembre de 2013
investigación
Figura 7.

.
Fuente: elaboración propia.
3.6  Total Least Squares
TLS es un método de ajuste que se utiliza cuando 
hay errores tanto en el vector de observación como 
en la matriz de datos, por eso es una buena opción 
para obtener los parámetros apropiados de la línea 
!0J"

+ 

las distancias de los puntos a la recta (medidas en 
perpendicular). En el caso del problema del TLS, 
se quieren tomar en cuenta las perturbaciones en la 

+/J"
como la minimización sobre el rango y perturba-
ciones de la matriz de sensibilidad de tal forma 
que la distancia normal euclidiana entre la recta y 
los puntos que la componen sea la menor posible.
En el presente trabajo los puntos que han sido 

inliers (puntos de consenso que 
pertenecen a la recta) se usan para calcular los 
parámetros de la recta siguiendo el algoritmo de 
F!
Figura 8. Algoritmo TLS 
Fuente: elaboración propia.
Cabe anotar que los parámetros de la recta obteni-
dos a través de la aplicación del TLS están dados en 
forma polar paramétrica, estos parámetros pueden 
ser utilizados en una etapa posterior para construir 
un mapa mediante algoritmos de SLAM.
4.  RESULTADOS
Para los resultados experimentales, un conjunto 
de datos ha sido obtenido mediante un láser SICK 
LMS-200 embarcado en un robot móvil PIONNER 
H/H;}YF}
     }9 
proporciona 10 barridos por segundo, con una 
precisión de 2 grados y 2cm.
El algoritmo meanshift
 /
mediante métodos heurísticos para obtener los pa-
rámetros de excentricidad y la distancia focal de la 
ventana elíptica en función del tamaño del espacio 
de datos. El tamaño del espacio de datos se obtiene 
como la diagonal del rectángulo límite creado por 
`

'\!
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Figura 9. Tamaño del espacio de datos.
Fuente: elaboración propia.
La prueba se hace en un solo barrido del escáner 
láser, el cual se segmenta mediante el algoritmo 
mean shift       
segmentos de recta que componen el ambiente es-
>



para proceder con la parametrización de los frag-
mentos de líneas rectas. Algunos de los resultados 
obtenidos son contrastados con el método clásico 
Y}!
a) b) 
c) d) 
Figura 10.
'	%
!%/
barridos láser segmentados con el método clásico, c) y d) 
/	


!
Fuente: elaboración propia.
La ecuación (11) y ecuación (12) enseñan los pará-
metros de la ventana elipsoidal asignados.
 
(11)
(12)
Un experimento que pone a prueba el algoritmo 
de segmentación corresponde a una línea recta de 
densidad constante, para lo cual se ingresan puntos 
alineados y distribuidos uniformemente en el espa-
cio bidimensional al algoritmo propuesto, al igual 
que al algoritmo de desplazamiento de media clá-
sico. Para realizar la comparación en ambos casos, 
/

11, donde se observa que el algoritmo propuesto 
segmenta toda la línea recta en un solo grupo, 
mientras que el clásico la fragmenta agrupándola 
en pequeños clústeres. 
                          (a)                    (b)
Figura 11. Comparación entre el algoritmo clásico de desplazamiento 
de media y el propuesto con ventana elipsoidal (a) resultado 
de la segmentación con el algoritmo de desplazamiento de 


/
'
algoritmo de desplazamiento de media clásico. 
Fuente: elaboración propia.
Luego de separar los diferentes segmentos de recta 
que componen el entorno escaneado, cada clúster 


 
     -
rametrización de los fragmentos de líneas rectas.
A continuación se muestra una tabla de resultados 
obtenidos con diferentes algoritmos que se realizó 
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con el ánimo de obtener datos comparativos, con 
lo cual se observa que se obtuvieron resultados 
mejores con el algoritmo propuesto (MeanShift 
0       
%/
-
paración con el Split and Merge. La tabla 1 muestra 
una comparación del número de rectas obtenidas 

	%

relación a una segmentación manual. 
Tabla 1. Tabla comparativa de métodos de segmentación.
Algoritmo
Rectas 
divididas 
Falsos 
positivos
Falsos 
negativos
RANSAC 21% YF~ F~
ASSC 13% Y;~ 20%
Split and Merge 32% 17% H5~
MeanShift Elip-

7% Y9~ 17%
Fuente: elaboración propia.
/&Y8
extraídas con MS clásico es notablemente mayor 
a la segmentación manual, esto se debe al fraccio-


/

/>
8
muy cercano, sin redundancia de datos.
Figura 12. Número de líneas segmentadas.
Fuente: elaboración propia.
/+
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ción directa al grupo de puntos cercanos al clúster) 
para disminuir el coste computacional, el procesa-
miento que acarrea los cálculos de dirección de la nube 
de puntos, el cambio de orientación y movimiento 
de la ventana elipsoidal hacen que el algoritmo sea 


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(por ejemplo, reconstrucción de mapas).
Figura 13. Tiempo en segmentación.
Fuente: elaboración propia.
5.  CONCLUSIONES
Una parte del algoritmo implementado realiza 
una segmentación de un barrido láser, utilizando 
el método de agrupamiento por desplazamiento 
 
   
'  # % 
asignación de puntos a clúster, la ventana elíptica 

#

orientable para que la mayoría de los datos de la 
línea sean asociados directamente al grupo cuando 
el ciclo converja, reduciendo el tiempo de cómputo.
Por otra parte, el algoritmo también realiza una esti-
mación robusta, aprovechandolas características del 
RANSAC, obteniendo resultados ya esperados en la 
mayoría de los datos experimentales, a pesar de que 
en las lecturas existía una gran cantidad de ruido, 
el comportamiento fue satisfactorio. El algoritmo 
no requiere de calibración respecto a los paráme-
tros de entrada para las probabilidades, por lo que 
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es conveniente para diversos tipos de sensores y 
plataformas. La implementación del algoritmo de 
segmentación previo a la aplicación del RANSAC 
hace que los parámetros comúnmente necesarios y 
sensibles se puedan obtener fácilmente, haciéndolos 
dependientes por ejemplo del tamaño de la muestra 
del grupo segmentado, brindando mayor robustez 
y aplicabilidad al algoritmo.
La estimación de parámetros por medio de TLS 
brinda la posibilidad de obtener una recta más 
ajustada a los datos, describiendo de mejor manera 
el ambiente que ha sido escaneado y permitiendo 
una reconstrucción de mapas más acertada y con 
'
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