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Big data processing is becoming a reality in numerous real-world applications. With the emergence of new data intensive
technologies and increasing amounts of data, new computing concepts are needed. The integration of big data producing
technologies, such as wireless sensor networks, Internet of Things, and cloud computing, into cyber-physical systems is reducing
the available time to find the appropriate solutions. This paper presents one possible solution for the coming exascale big data
processing: a data flow computing concept. The performance of data flow systems that are processing big data should not be
measured with themeasures defined for the prevailing control flow systems. A new benchmarkingmethodology is proposed, which
integrates the performance issues of speed, area, and power needed to execute the task.The computer ranking would look different
if the new benchmarking methodologies were used; data flow systems would outperform control flow systems. This statement is
backed by the recent results gained from implementations of specialized algorithms and applications in data flow systems. They
show considerable factors of speedup, space savings, and power reductions regarding the implementations of the same in control
flow computers. In our view, the next step of data flow computing development should be a move from specialized to more general
algorithms and applications.
1. Introduction
Big data processing and big data applications are shifting the
computing paradigms, computing concepts, and treatment of
data. Big data processing is becoming increasingly important
in cyber-physical systems (CPSs). CPS is a complex system
integrating computation, communication, and physical pro-
cesses. It can be seen as a sort of upgrade to its building
blocks and elements, which enables coupling of cyber and
physical worlds. Some of the technologies closely connected
to the CPS are wireless sensor networks, Internet of things,
and cloud computing. Wireless sensor networks, with their
sensing capabilities, are considered to be a vital component
of the emerging CPS [1]. Similarly, cloud computing provides
computation capabilities, and Internet of Things (IoT) pro-
vides communication capabilities, and so forth.One common
term that connects the abovementioned technologies and
systems, including the CPS, is big data.
Managing big data is a many-sided problem. In addition
to its volume, big data exhibits other unique characteristics
that differentiate it from traditional data. For instance, big
data analysis requires distinct processing; therefore, the
design of scalable big-data systems may face a series of
technical challenges [2]. Big data comes in various forms;
from unstructured data to highly structured data streams. It
is difficult to manage these volumes and forms of data and
it is even more difficult to make sense of it by extracting
some useful knowledge [3]. The majority of efficient big data
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systems and applications require a problem-specific solution
and in many times also a shift in the traditional computing
paradigms and concepts.
Until recently big data was a reality only in highly
specialized fields such as meteorology and geophysics. Now,
big data applications are starting to penetrate more general
research fields such as biology, medicine, and politics. Big
data is becoming a part of our daily lives.
The data volume growth is exponential. Recent studies
from 2012, summarized in [4], show that the amount of data
doubles every two years. It is predicted that the global amount
of data will grow by a factor of 300, from 130 exabytes in 2005
to 40,000 exabytes in 2020. In recent years, the processing
power growth ratio has been lower than the data volume
growth ratio. With the expected wide-spread usage of data-
collection technologies such as IoT andWSN, the data growth
ratio may increase even more.
How can we handle and process such vast amounts
of data? A possible answer is the change of computing
paradigm and implied change of programming model. Prob-
lems including big data imply that it might be more rational
and reasonable to put the focus on data and not on the
processes around it. A goodmatch is the data flow computing
paradigm and the programming model that can be imple-
mented on the data flow computers. In this paper we present
the data flow approach to big data processing. We include the
examples of algorithms and applications, where we show that
data flow computing outperforms the traditional control flow
computing models for one or more orders of magnitude.
This paper is organised in the following way. In Section 2
we begin with the motivation for the study and continue
with a brief presentation of the related work in Section 3.
The strengths of data flow computing against control flow
computing are explained in Section 4. The principal ideas
of this paper are presented in Sections 5 and 6. In the
former we propose a new benchmarking methodology that
is big data oriented and data flow computers friendly; the
new methodology treats data flow computers more fairly
in comparison with control flow computers. Section 6 com-
prises the presentation and the demonstration of the data
flow programming model. We used the model developed for
Maxeler data flow systems, the current leader in this field.
Section 7 is dedicated to a short list of recent performance
data of some specialized algorithms and applications that
exhibit the advantages of data flow computers in terms of
speed, area, and power. Section 8 discusses the need for more
general data flow applications and gives one such example.
We conclude with Section 8.
2. Motivation
The primary motivation of this paper is to open a general
discussion about the data flow computing concept and pro-
gramming model, with special focus on big data problems.
Another motivation is to present an alternative bench-
marking methodology for big data applications and com-
puters. In our opinion the new benchmarking methodology
is fairer to data flow computers than the existing ones. We
would also like to stress that with focusing on data, rather
than on the process, the new data flow computing paradigm
requires some minor and some major mind shifts. Perhaps
the most notable and challenging of all is the shift in the
programming model.
Besides the general facts and findings about the advan-
tages of data flow computing mentioned, we are also moti-
vated to present the achieved speedups of selected algorithms
in various research fields.
3. Related Work
Data flow computing is not a new idea. Data flow concept
has been proposed and proven in [5–7]. There were several
reasons why a proven concept did not result in data flow
computers, and the most important among them are as
follows.
(i) The development stage of programmable hardware
technology, such as today’s FPGA, was not high
enough.
(ii) The technology and tools for the system softwarewere
not yet ready.
(iii) Data flow computers show their full strength and
capabilities with big data problems and applications,
which did not exist at the time. Consequently, data
flow computers could not demonstrate their superi-
ority.
The work of Flynn et al. [8] suggests that each computing
paradigm and its programming model can be character-
ized through its qualitative and quantitative measures. The
given viewpoint suggests that big data problems should be
measured not in petaflops but in petadata (the current area
of supercomputing is referred to as petascale era [8]). In
this work the Maxeler data flow programming model and
computers are discussed in terms of their quantity and quality
aspects.
There are other similar approaches to data flow comput-
ing [9], but to our knowledge they do not reach the quality
and flexibility of Maxeler’s solutions. For the above reasons
we have decided to present the Maxeler data flow computing
and programmingmodel. Advantages of data flow computing
paradigm are evident from the survey of the most recent
performance data of various algorithms implemented on a
data flow computers [10]. Some of themost interesting results
are presented below.
For the Gaussian mixture models algorithm the authors
of [11] managed to get the speedup of 517 times over a CPU
computer and the speedup of 28 times over GPU computer.
They were using a 150MHz data flow computer. For the
genetic sequence algorithm the authors of [12] managed
to prove that a 150MHz data flow computer performs 13
times faster than a 20 core CPU computer and four times
faster than GPU computer. The speedup of 163 times over
the quad core CPU was presented at running the Monte
Carlo simulation algorithm on a data flow computer [13]. In
addition to the speedup, the power reduction of the factor 170
was demonstrated. Even the 200MHz PCIe card entry model
of the data flow computer exhibits a speedup of up to 20 times
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over a quad core CPU for the network implementation of the
bitonic merge sort algorithm [14]. The authors of [15] show
that two 150MHz data flow nodes (2U) outperform 1,900
CPU cores at the calculation of the velocity stress form of the
elastic wave equation with the 3D finite difference algorithm.
4. The Strength of Data Flow Computing
To indicate the strengths of data flow computing in compar-
ison with control flow computing, we briefly illustrate the
major differences between the control flow and the data flow
concepts of data processing.
(i) Control flow focuses on the processes and operations
that are required to complete them. Data enter and
exit the process on an as-needed basis. For example,
when the process requires some data, it is read from
the memory. The process uses the data in the defined
manner, possibly transforming it, and when needed
the results are written back to the memory. The
process flow can be significantly influenced by the
intermediate results and the data being used.
(ii) Data flow focuses on data streams. Streams origi-
nate from the data source(s) and are passed to the
destination(s) through the data flow computer using
(predefined) data paths between the components
that transform the passing data. The process can be
modeled as a directed graph of the data that flows
between operations.
The primary strength of data flow computers is their
potential to accelerate data flows and the execution of
application loops for one or many orders of magnitude. The
exact order depends on the degree of data reusability within
the flow or within the application loop. This acceleration is
possible because the data flow program code is compiled
down to the gate level, much below the machine code level
used in control flow computers. Compiling the code to the
gate level leads to several important and advantageous effects:
lower execution time, less power dissipation, and smaller chip
size (area).
One important question arises: can a big data application
benefit from the abovementioned strengths of data flow
computing?We illustrate some of themany possible scenarios
that would give a positive answer to the above question.
(i) Confined space: a big data application is constrained to
run in the confined space, for instance, on an airplane,
on a ship, and at the remote research station. Given
the same chip area, the data flow application performs
in less time than a control flow application.
(ii) Periodicity: a (daily) periodic big data application
performed on a data flow computer would perform
within the time period, while the control flow applica-
tion that is given the same chip area (equipment size)
would not.
(iii) Limited power: a big data application has limited
power resources, for instance, on an airplane, on
a ship, and at the remote research station. Given
the same level of power, the data flow application
performs in less time than a control flow application.
(iv) Streaming: large data streams processed on a data
flow computer could be processed in real time, while
control flow computers would stall. Possible examples
are vast amounts of data being generated by sensor
networks, devices included in the IoT, and cyber-
physical systems.
(v) Unbounded time: when execution time is not a prime
concern, data flow computers can save both space and
energy.
With the above presented strengths, data flow computers
demonstrate a great potential to become the top ranking
computers for processing of big data. Why do not we find
them on the popular lists of the fastest supercomputers? The
answer lies in the traditional benchmarking methodologies
that favor control flow computers.
5. New Benchmarking Methodology
In a control flow computer world we are somehow used to the
paradigm that more speed (flops) would make a computer
faster. With the increasing number of big data applications
this perception of computer speed should shift from the
number of operations executed in the specified amount of
time to the amount of data processed in the same time.
It is argued in [8] that speed is not the only and the most
important issue for computer ranking; equally important are
the issues of area and power.Therefore, the computer ranking
methodologies should focus on more than one of the above
issues of importance. Ideally, they should consider all three
issues—speed, area, and power—together and at the same
time.
Measurement data from real big data applications dem-
onstrate that data flow computers rate better than control flow
computers of the same size and power consumption [8]. Con-
crete figures show that a relatively data-intensive application
(order of gigabytes) running on a data flow computer has
a speedup of 30 times compared with a traditional control
flow computer. A highly data-intensive application (order of
terabytes) shows a speedup of 70 times and an extremely
data-intensive application (order of petabytes) even greater
speedup close to 200 times [8].
Considering the above results it is time to redefine the
top 500 benchmarking methodology. A new benchmarking
methodology for the maximum performance computing
(MPC) should be based on the performance measure that
integrates all issues of importance: speed, power, and size.
We define the MPC performance measure 𝑀(𝑇BD, 𝑁U) as
the number of unit size computers required to achieve the
projected big data application execution time 𝑇BD. One unit
size computer represents the size of one standard rack unit
(1 U box) or equivalent; it is assumed that the size of the
1U box is always the same and that it always uses the same
amount of power. The performance measure 𝑀, therefore,
implicitly covers the issues of size and power.
The performancemeasure𝑀 is conformant with the ATP
(area, time, power) concept of the optimal computer design
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Figure 1: The architecture of the Maxeler MPC system. On the left hand side is the control flow part of the system with the MaxIDE
programming environment and the hardware including the CPU. On the right hand side is the data flow part of the system with the
MaxCompiler for compiling the data flow part of the code and the hardware including data flow engine (DFE). Both parts of the system
are interconnected through a data bus (PCIe).
presented in [16]. The 𝐴𝑇 bound represents the tradeoffs
between area (𝐴) and time (𝑇); if the computer design
has more area available, it should be able to perform the
computation in less time, which is defined by the expression
𝐴𝑇 = 𝑘
1
.The designs with the area-time product greater than
the constant are considered nonoptimal. Similar tradeoffs are
possible for time and power (𝑃). The expression 𝑃𝑇3 = 𝑘
2
defines the bounds for power-time tradeoffs. Both bounds,
when put together, define a surface of an optimal ATP design.
Designs that fall above the surface defined by the two curves
𝐴𝑇 = 𝑘
1
and 𝑃𝑇3 = 𝑘
2
are considered to be nonoptimal
from the ATP point of view. The problem is that it may take
excessive design efforts to achieve such an optimal design.
We define the ranking 𝑅 on the big data application
execution time 𝑇BD multiplied by the number of unit size
computers 𝑁U needed to achieve the time 𝑇BD; therefore,
𝑅 = 𝑇BD𝑁U.
Putting the above into the context of data flow computing,
we can note that the defined performance measure 𝑀
represents an upper bound for control flow computers and
lower bound for data flow computers. Since control flow
machines are based on a complex Von Neumann logic, they
are difficult to design.On the other hand, data flow computers
are based on field programmable gate arrays (FPGA), which
are simple to design (high degree of repetitiveness). This
is favorable for numerous big data problems where data is
repetitively processed by relatively simple operations carried
out by the logic on the FPGA.
With the new performancemeasureM, the petaflops unit
should be replaced by petadata unit. Data flow computers
would outperform control flow computers if the ranking of
computer systems was based on measure 𝑀 and ranking
𝑅. We support this statement with results stated in [8] and
further with the results presented in Sections 3 and 7.
6. Programming Model
A simple hardware design of data flow computers comes
at a price: data flow computers are generally more difficult
to program. Instead of writing a program for a control
flow computer that dynamically controls the flow of data
through the computer and operations performed on them,
one must write a program that statically configures the data
flow computer hardware. The data is then sent through
the configured hardware, which performs the operations on
flowing data to produce the desired results.
Not all applications are suitable for data flow comput-
ers. They perform best with large streaming data sets and
algorithms with high degree of data reusability. Algorithms
and operation that can be parallelized are also a good match
for data flow computers [17]. Generally, the best results are
achieved when we run a serial part of the application with
dynamic events and controls on the control flow computer
and large scale streaming operations and parallel part of the
application on the data flow computer [18].
We present one possible approach to programming data
flow computers: Maxeler’s data flow programming model
[19]. Maxeler data flow computing systems, presented in
Figure 1, consist of two parts: a data flow part and a control
flow part.The data flow part runs on a data flow engine (DFE)
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DFEType type = dfeFloat(8,24);
DFEVar x = io.input(“x”, type);
DFEVar x prev = stream.offset(x, -1);
DFEVar x next = stream.offset(x, +1);
DFEVar cnt = control.count.simpleCounter(32, N);
DFEVar valid = (cnt > 0) & (cnt < (N-1));
DFEVar y = valid ? (x prev + x + x next) / 3.0: 0.0;
io.output(“y”, y, type);
Algorithm 1: The moving average kernel code. DFEvar is the keyword used for defining the variables that internally flow through the
configured hardware.
Manager m = new Manager(params);
Kernel k = new MovingAverageKernel(
m.makeKernelParameters());
m.setKernel(k);
m.setIO(link( “x”, CPU),
link ( “y”, CPU));
m.createSLiCInterface();
m.build();
Algorithm 2: The moving average manager code. Listing shows
only the core code that is managing the data flow between the CPU
and DFE for the moving average algorithm.
and the control flow part runs on a CPU. For the data flow
application running on aMaxeler data flow system, one must
write 𝑛+2 programs, where 𝑛 is the number of the application
code chunks, named kernels, intended to run on the data flow
part of the system. The other two programs are the control
flow application code running on a control flow part of the
system, named CPU code, and amanager that orchestrates
the data movement between the control flow and data flow
parts of the system.
The development of the data flow part of the application
within the described programming model is best explained
through a simple example: the calculation of a moving aver-
age [19]. The Maxeler MPC system with the programming
environment is shown in Figure 1.
There are two parts of an MPC application, the control
flow part running on the CPU and the data flow part
running on the DFE. The developer first creates the data
flow programs: the kernel and the manager. They are writ-
ten in MaxJ: a Maxeler extension of Java adding operator
overloading. The MaxJ code of the moving average kernel is
shown in Algorithm 1 and the code of the moving average
manager is shown in Algorithm 2. By compiling them with
MaxCompiler, the developer creates a “.max” file containing
the DFE configuration, SLiC (Simple Live CPU) functions,
and meta-data. SLiC is the Maxeler’s API for the integration
of CPU and DFE.
The control flowpart of the application (CPUapplication)
can be written in one of the supported languages including
C/C++, 𝑅, Python, and MATLAB. The CPU application sits
on the top of SLiC and Maxeler OS. It can be seen from the
C code shown in Algorithm 3 how easily the data flow code
running on theDFE can be integrated into aCPUapplication.
The CPU application can now be compiled and linked to
the “.max” file, Maxeler OS, and SLiC to create an application
executable, which includes all the codes required for the
utilization of the data flow engine. All necessary tools are
included in theMaxIDE development environment, based on
Eclipse open source platform.
Another advantage of the presented programmingmodel
is that in Maxeler’s MPC systems the Maxeler OS allows the
CPU and DFE to run in parallel. This means that while the
DFE is processing the data, the CPU performs the non-time-
critical parts of the application [19].
7. Application Example
Section 3 listed some examples of algorithm performance on
data flow computers. All show considerable performance gain
in one ormore performancemeasures: time, area, and power.
The usability of the listed algorithms and their performance
gains can be further proven when those algorithms are
implemented in wide-spread commercial applications.
Pioneers of data flow computing are oil and gas compa-
nies with the application for seismic data interpretation in
efforts to discover new oil and gas reserves, which require
considerable computational effort [20]. Another example
comes from the financial analytics field where financial
institutions experience a massive increase in the need to
perform large, complex computations extremely quickly [21].
While specialized algorithms have found their place in
specialized data flow applications, more general algorithms
used in different types of wide-spread applications still have
to prove their usefulness. One candidate is a group of network
sorting algorithms. Their execution on a data flow computer
considerably reduces sorting times. Results from [22] indicate
that speedups up to 400 times can be achieved.
Figure 2 shows one example of gained speedups for
sorting 16-bit number arrays of different sizes. The speedup
rises with the number of consecutive sorting episodes (one
to a million). The detailed explanation of results is found in
[22]. Sorting is inherent to many applications and tasks such
as databases, searching, and indexing, to mention just a few.
Hence, using data flow processing for number sorting could
save much time inside more generally used applications.
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#include “Maxfiles.h”
#include <MaxSLiCInterface.h>
const int N = 80;
float x [80], y [80];
for (int i=0; i<N; ++i)
x[i]= 10.0 ∗ rand() / RAND MAX;
// This SLiC function is generated automatically
// by MaxCompiler.
MovingAverage(N, x, y);
Algorithm 3: The C program code running on the CPU. Listing shows only the excerpt from the C program code that is connected to the
data flow engine.
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Figure 2: Speedup for sorting different array size 𝑁 using a 16-bit
fixed point numbers. The curves show the ratio between the sorting
times of heap sorting on the CPU and odd-even merge network
sorting on the data flow computer.
In our opinion the next step of data flow computing
development should be a move from the specialized to more
general algorithms and applications.
8. Conclusion
The search for new computing paradigms, concepts, and
solutions is driven by the emergence of new technologies
and ever increasing amounts of data drives. The expected
integration of recent big data producing technologies such
as wireless sensor networks, Internet of Things, and cloud
computing into the cyber-physical systems will reduce the
available time to find the suitable solution.
Data flow computing paradigm is offered as one of the
possible candidates to solve at least a part of the above
problem. Data flow computing demands new ways of pro-
gramming and thinking. It redefines the interdependence of
data and program; a programdoes not control the flowof data
anymore, instead the flow of data defines the structure of a
program.
Data flow computers show their superiority with applica-
tions that have high degree of operation repetitiveness and
some degree of processed data reusability. Data reusability
is particularly important and efficient in big data problems
where huge amounts of data are repetitively processed using
simple operations.
Because recent supercomputer performance measures
and benchmarks are tailored to control flow computers,
we present a new benchmarking methodology based on a
measure 𝑀 defined as the number of unit size computers
required to achieve the projected execution. Using the new
methodology data flow computers would outrank the control
flow computers on a top 500 list for a number of big data
applications.
The presented results of algorithm and application per-
formance tests show that data flow computers can save time,
space, and power, which all costmoney.Data centers, running
big data applications, should pay attention to these facts, if not
earlier, then at least at the next equipment refreshment.
One question still remains: how many big data applica-
tions can be divided into (sub)task and (sub)operations that
are suitable for implementation on data flow computers? We
argue that most of them.
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