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Résumé
Résumé
Soit p ∈ N∗. On définit une famille d’idempotents (et de nilpotents) des algèbres de
Temperley-Lieb aux racines 4p-ième de l’unité qui généralisent les idempotents de Jones-
Wenzl usuels. Ces nouveaux idempotents sont associés aux représentations simples et indé-
composables projectives de dimension finie du groupe quantique restreint U qsl(2), où q est
une racine 2p-ième de l’unité. A l’instar de la théorie des champs quantique topologique
(TQFT) de [BHMV95], ils fournissent une base canonique de classes d’écheveaux coloriés
pour définir des représentations des groupes de difféotopie des surfaces. Dans le cas du
tore, cette base nous permet d’obtenir une correspondance partielle entre les actions de
la vrille négative et du bouclage, et la représentation de SL2(Z) de [LM94] induite sur le
centre de U qsl(2), qui étend non trivialement de la représentation de SL2(Z) obtenue par
la TQFT de [RT91].
Mots-clefs
Groupes quantiques, théorie des écheveaux, algèbres de Temperley-Lieb, idempotents
de Jones-Wenzl, représentations modulaires, TQFTs.
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Résumé
Evaluable Jones-Wenzl idempotents at root of unity
and modular representation on the center of U qsl(2)
Abstract
Let p ∈ N∗. We define a family of idempotents (and nilpotents) in the Temperley - Lieb
algebras at 4p-th roots of unity which generalize the usual Jones-Wenzl idempotents. These
new idempotents correspond to finite dimentional simple and projective indecomposable
representations of the restricted quantum group U qsl(2), where q is a 2p-th root of unity.
In the manner of the [BHMV95] topological quantum field theorie (TQFT), they provide
a canonical basis in colored skein modules to define mapping class groups representations.
In the torus case, this basis allows us to obtain a partial match between the negative twist
and the buckling actions, and the [LM94] induced representation of SL2(Z) on the center
of U qsl(2), which extends non trivially the [RT91] representation of SL2(Z).
Keywords
Quantum groups, skein theory, temperley-Lieb algebras, Jones-Wenzl idempotents,
modular representations, TQFT.
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Introduction
Cette thèse étudie quelques aspects des théories des champs quantiques topologiques
(TQFTs) de type Reshetikhin-Turaev pour sl2 :
— une partie de la catégorie des représentations de dimension finie du groupe quantique
restreint U qsl(2), où q est une racine primitive paire de l’unité,
— l’espace d’écheveaux du tore solide colorié par des nouveaux idempotents (et nilpo-
tents) de Jones-Wenzl aux racines de l’unité,
— les représentations linéaires projectives des groupes de difféotopie des surfaces, et
en particulier celles du groupe de difféotopie du tore (épointé).
Présentation du sujet
Les invariants de 3-variété de type Reshetikhin-Turaev motivent de nombreux sujets
de recherche en topologie de basse dimension : constructions effectives par la théorie des
groupes quantiques, constructions effectives par les modules d’écheveaux coloriés, exten-
sions en des TQFTs, représentations des groupes de difféotopies des surfaces. La première
construction éponyme est donnée en 1991 dans [RT91] et repose principalement sur deux
outils. Le premier est la chirurgie qui permet de passer de l’étude des 3-variétés compactes
orientées à celle des entrelacs enrubannés de la sphère S3 de dimension 3. En effet, toute
3-variété compacte orientée est obtenue par chirurgie le long d’un entrelacs enrubanné dans
S3. De plus, deux telles 3-variétés M et M ′, obtenues par chirurgie le long des entrelacs
enrubannés L et L′ respectivement, sont homéomorphes si et seulement si L et L′ sont liés
par une séries de mouvements de Kirby (cf. par exemple [PS97, § 16, § 19]). Le deuxième
outils est la structure remarquable des catégories des représentations de dimension finie
des groupes quantiques U qg, où g est une algèbre de Lie et q une racine de l’unité.
Un exemple fondamental de ces catégories est donné par des groupes quantiques quo-
tients U qsl(2), associés à l’algèbre de Lie sl2 et aux racines q de l’unité. Leurs catégories
Repfd des représentations de dimension finie sont naturellement munies d’un produit ten-
soriel et d’une dualité. Conformément au théorème de Krull-Schmidt, les objets de Repfd se
décomposent à isomorphisme près en somme directe de modules indécomposables. Parmi
ceux-ci, Reshetikhin et Turaev utilisent uniquement les modules simples. Ils obtiennent
ainsi des catégories modulaires dont les objets sont semi-simples, engendrés à isomorphisme
près par un nombre fini de modules simples {X1, ...,XN}, et admettent des traces quan-
tiques non nulles (cf. [RT91, § 3]). Ils construisent alors leur invariant de la façon suivante.
1
Introduction
Pour chaque racine q de l’unité et pour chaque 3-variétéM compacte orientée, obtenue par
chirurgie le long d’un entrelacs enrubanné L = L1∪ ...∪Lk, on associe à toute composante
connexe Li de L la classe d’isomorphisme d’un U qsl(2)-module simple Xji , ji ∈ {1, ..., N}.
À un scalaire près, on considère ensuite :
Zj1,...,jk :=
(
k∏
i=1
qdim(Xji)
)
IL(Xj1 , ...,Xjk),
où qdim et IL désignent respectivement la trace quantique et l’invariant de nœud construits
dans [RT90]. L’invariant Z(M) associé à M s’obtient alors en sommant les termes Zj1,...,jk
sur toutes les associations (j1, ..., jk) possibles. De plus, cet invariant de 3-variété compacte
orientée s’étend en une TQFT de la manière suivante. Pour chaque racine q de l’unité
et pour chaque surface Σ = Σ1 ∪ ... ∪ Σl fermée orientée, on associe à toute composante
connexe Σi de Σ de genre gi un enchevêtrement enrubanné L = L1 ∪ ... ∪ Lgi , dont les
composantes connexes sont coloriées comme précédemment par les classes d’isomorphisme
de U qsl(2)-modules simples {Xj1 , ...,Xjgi}. À un scalaire près, on considère cette fois :
Vi;j1,...,jgi :=
gi⊗
m=1
Xjm ⊗X ∗jm mod "modules non simples".
L’espace vectoriel V (Σ) associé à Σ s’obtient alors en sommant les espaces vectoriels
Vi;j1,...,jk sur i ∈ {1, ..., l} et toutes les associations (j1, ..., jgi) possibles. Pour tout couple
(Σ,Σ′) de surfaces fermées orientées, l’application linéaire fM : V (Σ) 7→ V (Σ′) associée
à un cobordisme (M,Σ,Σ′) est définie de manière tautologique via l’entrelacs enrubanné
qui code M par chirurgie et la structure de Repfd (cf. [RT91, § 4]). Ainsi, Reshetikhin et
Turaev obtiennent un foncteur F : (Σ,M) 7→ (V (Σ), fM) et, pour toute surface Σ fermée
orientée connexe, une représentation projective ϕ 7→ fΣ×ϕ[0,1] du groupe de difféotopie de
Σ sur V (Σ) (cf. [RT91, § 4.6]).
Dans les articles [Lic91], [Lic92] et [Lic93], Lickorish offre une construction topologique
alternative de ces invariants quantiques pour sl2. Dans ce cadre, les représentations de
dimensions finie sont remplacées par les espaces d’écheveaux, et les modules simples par
les idempotents de Jones-Wenzl. Il retrouve les invariants de [RT91] pour les racines paires
de l’unité de la manière suivante. On considère des classes d’écheveaux coloriés par les
idempotents de Jones-Wenzl {f1, ..., fN} qui admettent des traces non nulles (cf. [Lic92, §
2, § 4]). Pour chaque 3-variété M compacte orientée, obtenue par chirurgie le long d’un
entrelacs enrubanné L = L1∪ ...∪Lk, on associe à toute composante Li de L un idempotent
de Jones-Wenzl fji , ji ∈ {1, ..., N}. À un scalaire près, on considère ensuite :
Z ′j1,...,jk :=
(
k∏
i=1
tr(fji)
)
ΦL(fi1 , ..., fik),
où tr et ΦL désignent respectivement la trace et la forme multilinéaire construites dans
[Lic92] à partir du crochet de Kauffman. L’invariant Z(M)′ associé à M s’obtient alors en
sommant les termes Z ′j1,...,jk sur toutes les associations {j1, ..., jk} possibles. Il s’avère que la
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catégorie des classes d’écheveaux coloriés par les idempotents de Jones-Wenzl possède une
structure analogue à la catégorie modulaire construite dans [RT91]. Forts de ce constat,
Blanchet, Habegger, Masbaum et Vogel ont généralisé le travail de Lickorish pour toutes
les racines de l’unité dans [BHMV92], puis ont étendu leurs invariants en une TQFT dans
[BHMV95]. Ils obtiennent ainsi des représentations projectives des groupes de difféotopie
des surfaces sur les espaces d’écheveaux.
Objet de cette thèse
On concentre notre étude sur les invariants quantiques pour sl2 associés à une racine q
primitive paire de l’unité. Ils mettent en œuvre la catégorie Repfd des représentations de di-
mension finie du groupe quantique restreint U qsl(2). Les deux constructions possibles, celle
algébrique de [RT91] et celle topologique de [Lic92] rappelées ci-dessus, ne rendent compte
que des modules simples de Repfd. En effet, dans le cadre topologique, les idempotents de
Jones-Wenzl correspondent bijectivement à des projecteurs sur les U qsl(2)-modules simples
(cf. par exemple [CFS95, § 3.5]). Pourtant, on ne compte pas seulement des modules simples
dans Repfd, ni-même dans sa sous-catégorie Repfds engendrée sous les deux lois ⊕ et ⊗ par
les modules simples. Plus précisément, les produits tensoriels des U qsl(2)-modules simples
de dimension finie font apparaître tous les U qsl(2)-modules indécomposables projectifs
(PIMs) de dimension finie. Cette impasse sur les U qsl(2)-modules non simples de dimen-
sion finie repose sur deux obstructions majeures : d’une part leurs traces quantiques sont
nulles, et d’autre part on ne sait pas les interpréter avec les idempotents de Jones-Wenzl.
Cette thèse propose de lever la seconde obstruction via la construction de nouveaux
idempotents (et nilpotents) de Jones-Wenzl qui tiennent compte des U qsl(2)-PIMs. En
effet, les candidats que nous proposons généralisent les idempotents de Jones-Wenzl usuels
et correspondent à des projecteurs sur les U qsl(2)-modules simples et les U qsl(2)-PIMs
de dimension finie. Par ailleurs, notre intérêt particulier pour les U qsl(2)-PIMs est motivé
par la représentation linéaire du groupe de difféotopie du tore épointé de [LM94]. Pour
le groupe quantique restreint U qsl(2), Feigin, Gainutdinov, Semikhanov et Tipunin ont
montré dans [FGST06b] que cette représentation induit une représentation de SL2(Z) sur
le centre de U qsl(2) qui étend non trivialement la représentation du groupe de difféotopie
du tore obtenue par la TQFT de [RT91]. A l’instar de la TQFT de [BHMV95], les nouveaux
idempotents de Jones-Wenzl devraient fournir une base canonique de classes d’écheveaux
coloriés pour retrouver topologiquement cette représentation de SL2(Z) de [FGST06b].
Or, les éléments du centre de U qsl(2) correspondent aux U qsl(2)-modules simples et aux
U qsl(2)-PIMs de dimension finie (cf. [FGST06b, § 4]). L’interprétation des U qsl(2)-modules
simples par les idempotents de Jones-Wenzl usuels étant déjà connue, il est donc naturel de
chercher à interpréter les U qsl(2)-PIMs de manière similaire. Ainsi, on obtient une analogie
entre les éléments du centre de U qsl(2), les objets de Repfds , et les classes d’écheveaux
coloriés par nos idempotents (et nilpotents) de Jones-Wenzl. Avec celle-ci, une partie de
l’action de SL2(Z) de [FGST06b] s’interprète avec les actions de la vrille négative et du
bouclage sur l’espace d’écheveaux du tore solide.
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Structure et résumé des résultats
On fixe p ∈ N∗ et q = e ipip . Les chapitres I et II reprennent et détaillent des résultats
connus sur le groupe quantique restreint U qsl(2). Dans le chapitre I, on commence par rap-
peler le système de générateurs et de relations de U qsl(2), ainsi que sa structure d’algèbre
de Hopf. On donne ensuite une description de ses modules simplesX ±(s), 1 ≤ s ≤ p, et de
ses PIMs P±(s), 1 ≤ s ≤ p, de dimension finie. En étudiant leurs produits tensoriels, on
obtient une description exhaustive de la sous-catégorie Repfds de Repfd. Dans le chapitre II,
on suit l’approche de [FGST06a, § 4] pour décrire le centre Z de U qsl(2) de trois façons dif-
férentes. On construit d’abord une base canonique {es ; 0 ≤ s ≤ p}∪{w±s ; 1 ≤ s ≤ p−1}
de Z à partir de U qsl(2)-modules cités précédemment, puis on la décrit en fonction des
générateurs de U qsl(2), et on la retrouve enfin via les morphismes de Drinfeld [Dri90,
Prop. 3.3] et de Radford [Dri90, Prop. 3]. Pour ces derniers, on aura besoin de rappels
préliminaires sur les algèbres de Hopf tressées et enrubannées.
Le chapitre III donne les outils et la construction de nos nouveaux idempotents (et
nilpotents) de Jones-Wenzl. Comme pour les idempotents de Jones-Wenzl usuels, après
quelques rappels sur les espaces d’écheveaux, on commence par étudier la structure des
algèbres de Temperley-Lieb génériques TLn(A2), n ∈ N∗, définies pour un paramètre A
formel. Pour tout n ∈ N∗, l’algèbre TLn(A2) se décompose en somme directs d’idéaux
indécomposables à gauche correspondant à des idempotents orthogonaux primitifs (POIs)
pt, indexés par l’ensemble T≤2n des tableaux standards de taille n avec au plus deux lignes.
Notre construction repose sur la nouvelle structure des algèbres de Temperley-Lieb TLn(q),
n ∈ N∗, obtenues après évaluation de A2 en q. La partie technique de ce chapitre consiste
à déterminer les POIs de ces algèbres de Temperley-Lieb évaluées à partir des POIs des
algèbres de Temperley-Lieb génériques. Pour cela, on s’approprie les outils mis en place
dans [GW93]. Pour tout n ∈ N∗ et tout tableau standard t ∈ T≤2n de forme λ = [λ1, λ2],
on note :
— γ(t) le graphe orienté du treillis de Young donné par :
γ(t) := ∅• // λ(1)• // λ(2)• // · · · // λ(n)•
où, pour tout i ∈ {1, ..., n}, λ(i) est le diagramme de Young contenant les étiquettes
1, ..., i de t ;
— ω(λ) := λ1 − λ2 + 1.
On dit qu’un tableau standard de forme λ est critique si ω(λ) est divisible par p. Or, sur
le treillis de Young, l’entier ω(λ) s’interprète comme le numéro de la colonne du sommet
étiqueté par λ. Ainsi, l’ensemble des tableaux critiques forme des lignes, dites critiques,
sur le treillis de Young. Lorsque le graphe γ(t) d’un tableau standard t ne passe pas deux
fois consécutivement sur la même ligne critique, on dit que t est régulier. Alors, pour tout
n ∈ N∗, les POIs des algèbres TLn(q) se scindent en trois types :
(R1) les POIs p¯t associés à des tableaux standards t ∈ T≤2n réguliers ;
(R2) les POIs p¯[t] associés à des couples (t, t¯) ∈ T≤2n × T≤2n de tableaux standards
réguliers ;
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(NR) les POIs associés à des familles finies de tableaux standards non réguliers, dont
les expressions en fonction des POIs p¯t, t ∈ T≤2n , sont compliquées.
On met alors en évidence une correspondance (pas tout à fait bijective) entre ces POIs et
les objets de Repfds grâce aux morphismes d’algèbres injectifs de [GW93, Thm 2.4] :
θn : TLn(q) ↪→ EndUqsl(2)
(
X +(2)⊗n
)
; n ∈ N∗.
Pour les POIs de type (R1) et (R2), cette correspondance prend la forme suivante.
Théorème 1. Soient n ∈ N∗ et t ∈ T≤2n un tableau standard régulier de forme λ. On note
N ∈ N le nombre d’intersection(s) entre le graphe γ(t) et l’ensemble des lignes critiques
privé de la première.
(R1a) Si t ne possède pas de sous-tableau critique propre, alors il existe un unique fac-
teur direct X de X +(2)⊗n, isomorphe à X +(ω(λ)), tel que θn(p¯t) est un projecteur
sur X .
(R1b) Si t est critique, alors il existe un unique facteur X de X +(2)⊗n, isomorphe à
2NP(−)
ω(λ)
p −1(p) = 2NX (−)
ω(λ)
p −1(p), tel que θn(p¯t) est un projecteur sur X .
(R2) Si t n’est pas critique et possède un sous-tableau critique maximal r ∈ T≤2k de
forme µ, alors il existe un unique facteur X de X +(2)⊗n, isomorphe à
2NP(−)
ω(µ)
p −1 (p− |ω(λ)− ω(µ)|), tel que θn(p¯[t]) est un projecteur sur X .
De plus, le morphisme θn(p¯[t]hkp¯[t]) envoie le sous-module de X isomorphe à
2NX (−)
ω(µ)
p −1 (p− |ω(λ)− ω(µ)|) sur le module quotient isomorphe à
2NX (−)
ω(µ)
p −1 (p− |ω(λ)− ω(µ)|).
Parmi les POIs de type (R1) et (R2), en considérant les tableaux standards réguliers :
t(n) := 1 2 · · · n ; n ∈ {1, ..., p− 1},
on retrouve les idempotents de Jones-Wenzl usuels fn, 1 ≤ n ≤ p− 1. A savoir :
fn = p¯t(n) ; n ∈ {1, ..., p− 1}.
Notre approche consiste à considérer tous les POIs des algèbres de Temperley-Lieb évaluées
associés aux tableaux standards réguliers :
t(n) = 1 2 · · · n ; n ∈ N∗.
On obtient ainsi de nouveaux idempotents :
f¯n =
p¯t(n) si t(n) est de type (R1)p¯[t(n)] si t(n) est de type (R2) ; n ∈ N∗.
Conformément au théorème 1, ces POIs de type (R2) s’accompagnent d’éléments nilpotents
f¯ ′n, n ≥ p et n 6= −1 mod p, et il vérifient les assertions suivantes.
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(R1a) Si n ≤ p− 1, alors il existe un unique facteur direct X de X +(2)⊗n, isomorphe
à X +(n+ 1), tel que θn(f¯n) est un projecteur sur X ;
(R1b) Si n = lp−1 avec l ∈ N∗, alors il existe un unique facteur directX deX +(2)⊗n,
isomorphe à 2l−1P(−)l−1(p) = 2l−1X (−)l−1(p), tel que θn(f¯n) est un projecteur sur
X ;
(R2) Si n = lp + r avec l ∈ N∗ et r ∈ {1, ..., p − 2}, alors il existe un unique facteur
direct X de X +(2)⊗n, isomorphe à 2l−1P(−)l−1((l+ 1)p−n− 1), tel que θn(f¯n) est
un projecteur sur X .
De plus, le morphisme θn(f¯ ′n) envoie le sous-module de X isomorphe à
2l−1X (−)l−1((l + 1)p− n− 1) sur le module quotient isomorphe à
2l−1X (−)l−1((l + 1)p− n− 1).
Par ailleurs, ils généralisent les propriétés des idempotents de Jones-Wenzl usuels. D’une
part, ils étendent le système de récurrence établi dans [Wen87] comme suit.
Théorème 2. (i) Les nouveaux idempotents de Jones-Wenzl vérifient le système de ré-
currence :
f¯1 = 1,
f¯n = f¯n−1 +
[n− 1]
[n] f¯n−1hn−1f¯n−1, 2 ≤ n ≤ p− 1,
f¯p = f¯p−1,
f¯p+1 = f¯p −
(
hpf¯
′
p + f¯ ′php
)
− [2]f¯ ′phpf¯ ′p,
f¯n = f¯n−1 +
[n− 1]
[n] f¯n−1hn−1f¯n−1 −
2
[n]2 f¯
′
n−1hn−1f¯n−1, p+ 2 ≤ n ≤ 2p− 1,
f¯2p = f¯2p−1,
f¯2p+1 = f¯2p −
(
h2pf¯
′
2p + f¯ ′2ph2p
)
− [2]f¯ ′2ph2pf¯ ′2p,
f¯n = f¯n−1 +
[n− 1]
[n] f¯n−1hn−1f¯n−1 −
2
[n]2 f¯
′
n−1hn−1f¯n−1, 2p+ 2 ≤ n ≤ 3p− 2.
(ii) Les nouveaux nilpotents de Jones-Wenzl vérifient le système de récurrence :
f¯ ′p = f¯php−1f¯p,
f¯ ′p+1 = f¯ ′p − f¯ ′phpf¯ ′p,
f¯ ′n = f¯ ′n−1 +
[n− 1]
[n] f¯n−1hn−1f¯
′
n−1, p+ 2 ≤ p ≤ 2p− 2,
f¯ ′2p = f¯2ph2p−1f¯2p,
f¯ ′2p+1 = f¯ ′2p − f¯ ′2ph2pf¯ ′2p,
f¯ ′n = f¯ ′n−1 +
[n− 1]
[n] f¯n−1hn−1f¯
′
n−1, 2p+ 2 ≤ p ≤ 3p− 2.
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D’autre part, ils fournissent une base de l’espace d’écheveaux du tore solide similaire à celle
décrite dans [Lic92].
Théorème 3. Soient n ∈ N∗ et l ∈ N le quotient de n dans sa division euclidienne par p.
On note 1 la classe d’écheveau de l’entrelacs vide, α la classe d’écheveau associée à l’âme
{0} × S1 du tore, et (Us(x))s∈N les polynômes de Chebychev de seconde espèce. Alors, on
a :
f¯n =
Un+1(α) si n ≤ p− 1 ou n = −1 mod p,Un+1(α) + U2lp−n−1(α) sinon,
1
[lp] f¯
′
n = (−1)lU2lp−n−1(α) si n ≥ p et n 6= −1 mod p.
Corollaire 4. Soient n ∈ N∗ et l ∈ N le quotient de n dans sa division euclidienne par p.
On note ([s])s∈N les coefficients q-entiers. Alors, on a :
f¯n =
(−1)n[n+ 1] si n ≤ p− 1 ou n = −1 mod p,0 sinon,
1
[lp] f¯
′
n = (−1)l+n+1[n+ 1] si n ≥ p et n 6= −1 mod p.
Le chapitre IV propose un lien entre les classes d’écheveaux coloriés par les nouveaux
idempotents (et nilpotents) de Jones-Wenzl, et la représentation de SL2(Z) sur Z de
[FGST06b]. Dans un premier temps, on détaille cette représentation de SL2(Z) sur des
éléments de la base canonique {es ; 0 ≤ s ≤ p} ∪ {w±s ; 1 ≤ s ≤ p − 1} de Z grâce
aux résultats du chapitre II. On calcule ensuite les actions de la vrille et du bouclage sur
l’espace d’écheveaux du tore solide colorié par nos nouveaux idempotents et nilpotents de
Jones-Wenzl. Elles sont données par les :
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Théorème 5. Soient n ∈ N∗ et l ∈ N le quotient de n dans sa division euclidienne par p.
Alors, on a :
f¯n
f¯n
=

(−1)nq n(n+2)2 f¯n si n ≤ p− 1 ou n = −1 mod p,
(−1)nq n(n+2)2 f¯n + (−1)nq
n(n+2)
2 (q − q−1) (n− lp+ 1) f¯ ′n sinon,
f¯ ′n
f¯n
=
f¯n
f¯ ′n
= (−1)nq n(n+2)2 f¯ ′n si n ≥ p et n 6= −1 mod p.
Théorème 6. Soient n ∈ N∗, l ∈ N le quotient de n dans sa division euclidienne par p,
et i ∈ N∗. Alors, on a :
f¯n
i
f¯n
=

(−1)i
(
q(n+1) + q−(n+1)
)i
f¯n si n ≤ p− 1 ou n = −1 mod p,
(−1)i
(
q(n+1) + q−(n+1)
)i
f¯n
+ (−1)i−1
(
q(n+1)q−(n+1)
)i−1
i
(
q − q−1
)2
[n+ 1] f¯ ′n sinon,
f¯ ′n
i
f¯n
=
f¯n
i
f¯ ′n
= (−1)i
(
q(n+1) + q−(n+1)
)i
f¯ ′n
si n ≥ p et n 6= −1 mod p.
Avec ces calculs d’écheveaux, on construit enfin les prémisses d’un analogue topologique
de la représentation de SL2(Z) de [FGST06b]. En effet, on a les correspondances suivantes
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entre les classes d’écheveaux coloriés, les objets de Repfds , et les éléments du centre Z.
Classes d’écheveaux U qsl(2)− représentations Eléments du centre
f¯p−1 ↔ X +(p) ↔ ep,
f¯2p−s−1 + f¯2p+s−1 ↔ P+(s)⊕ (2)P−(p− s) ↔ es, 1 ≤ s ≤ p− 1,
f¯ ′2p−s−1 ↔ X +(s) ↔ w
+
s
[s] , 1 ≤ s ≤ p− 1,
f¯ ′2p+s−1 ↔ (2)X −(p− s) ↔ −w
−
s
[s] , 1 ≤ s ≤ p− 1,
f¯2p−1 ↔ (2)X −(p) ↔ e0
Sous ces identifications, une partie de l’action de SL2(Z) de [FGST06b] s’interprète alors
avec les actions de la vrille négative et du bouclage.
Questions ouvertes et perspectives
Pour la représentation de SL2(Z) obtenue par la TQFT de [RT91], l’interprétation
topologique est entièrement donnée par les actions de la vrille négative et du bouclage
via les idempotents de Jones-Wenzl usuels. C’est pourquoi, après interprétation totale de
l’action de SL2(Z) de [FGST06b], on espère définir une nouvelle représentation de SL2(Z)
sur l’espace d’écheveaux du tore solide qui étende celle de [RT91].
On espère également que ces nouveaux idempotents (et nilpotents) de Jones-Wenzl per-
mettent de construire des invariants de 3-variété à la manière de [Lic92]. Cette perspective
soulève les problèmes ouverts suivants.
Problème 1. Définir une trace modifiée, analogue à celle de [GPMT09], sur l’espace
d’écheveaux du tore solide qui ne s’annule pas sur les nouveaux idempotents (et nilpotents)
de Jones-Wenzl.
Problème 2. Définir une couleur de Kirby à partir des nouveaux idempotents (et nilpo-
tents) de Jones-Wenzl à la manière de [Lic91].
Problème 3. Etudier les coupons :
a b
j
; a, b, j ∈ N∗,
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correspondant aux opérateurs de Clebsch-Gordan dans Repfds , et définir des systèmes de
couleurs admissibles pour étendre le coloriage par les nouveaux idempotents (et nilpotents)
de Jones-Wenzl du tore aux corps à anses à la manière de [Lic93].
Problème 4. Avec les nouveaux idempotents (et nilpotents) de Jones-Wenzl, est-il possible
de retrouver les invariants construits dans [CGPM14] pour la classe cohomologique nulle,
à la manière de [Lic92] ?
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Chapitre I
Le groupe quantique restreint et ses
représentations
Introduit au début des années 1980 par Kulish et Reshetikhin, le groupe quantique
Uhsl(2) de l’algèbre de Lie sl2, associé à un paramètre h formel, constitue un exemple phare
d’algèbre de Hopf tressée et enrubannée (cf. par exemple [Kas95, § VI-IX, § XIII-XIV]).
De ce fait, sa catégorie des représentations de dimension finie est naturellement munie d’un
produit tensoriel remarquable et d’une bidualité. Conformément à l’article [RT90], cette
structure permet de construire des invariants de nœud de la sphère de dimension 3, qui
généralisent le célèbre polynôme de Jones.
Il existe également une forme intégrale Uqsl(2) du groupe quantique Uhsl(2), où q est
un paramètre évaluable aux racines de l’unité. Ainsi, lorsque q s’évalue en une racine de
l’unité, on obtient un nouveau groupe quantique Uqsl(2) dont la structure n’est plus la
même : c’est une algèbre de Hopf non semi-simple, à priori ni tressée ni enrubannée (cf.
par exemple [Kas95, § VI] et [KS11, Cor. 3.7.4]). Aussi, sa catégorie des représentations de
dimension finie est toujours naturellement munie d’un produit tensoriel et d’une dualité,
mais s’enrichit de représentations non semi-simples. Pour chaque racine q de l’unité, on
considère un groupe quantique quotient U qsl(2) de dimension finie de Uqsl(2), pour lequel
il y a un nombre fini de modules simples et indécomposables projectifs de dimension finie.
Sa catégorie Repfd des représentations de dimension finie admet une sous-catégorie inté-
ressante Repfds engendrée sous les deux lois ⊕ et ⊗ par les modules simples. Une partie
de la structure de Repfds est formalisée dans [RT91] et permet cette fois de construire des
invariants de 3-variété via le procédé de chirurgie et l’étude des mouvements de Kirby (cf.
par exemple [PS97, §16, § 19]). Plus précisément, pour chaque racine q de l’unité, on asso-
cie à toute surface fermée orientée la partie semi-simple d’un produit de U qsl(2)-modules
simples ; ce qui revient à le quotienter par les U qsl(2)-modules indécomposables projectifs
dont les traces quantiques sont nulles (cf. par exemple [Kas95, § XIV]).
Récemment, Costantino, Geer, et Paturaud-Mirand ont généralisé la construction de
[RT91] dans [CGPM14] en tenant compte, entre autres, de toute la structure de Repfds
(voire de Repfd) ; les modules indécomposables projectifs sont pris en compte grâce à
des traces modifiées introduites dans [GPMT09]. Dans ce travail, on s’intéresse à tous les
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objets de la catégorie Repfds . Leur étude exige une différentiation de cas : le cas des racines
impaires de l’unité, et celui des racines paires de l’unité. On se concentre sur le second
cas qui met en œuvre les groupes quantiques restreints. Toutefois, on pourrait reproduire
une grande partie de ce travail (chapitres suivants compris) avec des racines impaires de
l’unité, lesquelles mettent en œuvre les petits groupes quantiques. Dans ce premier chapitre,
on fixe une racine primitive q paire de l’unité et on commence par des rappels succincts
sur le groupe quantique restreint U qsl(2) associé à cette racine. On détaille ensuite ses
représentations simples et indécomposables projectives de dimension finie, ainsi que leurs
produits tensoriels. On obtient ainsi une description exhaustive de la sous-catégorie Repfds
de U qsl(2). Avec des approches différentes, on pourra trouver cette description dans [Süt94],
[Ari10] ou [FGST06a].
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I.1 Rappels sur le groupe quantique restreint
On se place sur le corps C. On fixe un entier p ∈ N∗ et on pose q = e ipip une racine
2p-ième de l’unité. On définit le groupe quantique restreint, noté U qsl(2), et on donne
quelques rappels. On pourra trouver ces éléments dans le chapitre VI de [Kas95].
Définition ([Kas95, Def. VI.1.1, Def. VI.5.6, Prop. VII.1.1]). Le groupe quantique restreint
U qsl(2) est la C-algèbre engendrée par E,F,K,K−1 sous les relations :
(I.1.1)
KEK−1 = q2E, KFK−1 = q−2F, [E,F ] = K −K
−1
q − q−1 ,
Ep = 0, F p = 0, K2p = 1.
Elle est munie d’une structure d’algèbre de Hopf, dont le coproduit ∆, la co-unité ε, et
l’antipode S sont donnés par :
(I.1.2)
∆(E) = 1⊗ E + E ⊗K, ∆(F ) = K−1 ⊗ F + F ⊗ 1, ∆(K) = K ⊗K,
ε(E) = 0, ε(F ) = 0, ε(K) = 1,
S(E) = −EK−1, S(F ) = −KF, S(K) = K−1.
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Théorème I.1.3 ([Kas95, Prop. VI.5.8], [Süt94, § 3]). Les ensembles suivants sont des
C-bases de U qsl(2) :
(a) {FmKjEn ; 0 ≤ m,n ≤ p− 1, 0 ≤ j ≤ 2p− 1} ;
(b) {EnKjFm ; 0 ≤ m,n ≤ p− 1, 0 ≤ j ≤ 2p− 1}.
On utilise les notations standards pour les coefficients q-entiers, q-factoriels ainsi que
q-binomiaux. Pour tout n ∈ N :
(I.1.4) [n] := q
n − q−n
q − q−1 , [n]! := [n][n− 1]...[1],
[
n
m
]
:= [n]![m]![n−m]! ,
avec la convention [0]! = 1. Les coefficients q-entiers apparaissent dans tous les calculs de
commutateurs. Par exemple, pour tous m,n ∈ N :
(I.1.5)
[E,Fm] = [m]Fm−1 q
−(m−1)K − qm−1K−1
q − q−1
= [m]q
m−1K − q−(m−1)K−1
q − q−1 F
m−1,
[En, F ] = [n]En−1 q
n−1K − q−(n−1)K−1
q − q−1
= [n]q
−(n−1)K − qn−1K−1
q − q−1 E
n−1.
Les coefficients q-factoriels et q-binomiaux permettent de généraliser la formule du binôme
pour des éléments x, y ∈ U qsl(2) tels que yx = q2xy. Par exemple, pour tous m,n ∈ N :
(I.1.6)
∆(Fm) =∆(F )m =
m∑
r=0
[
m
k
]
qr(m−r)F rKr−m ⊗ Fm−r,
∆(En) =∆(E)n =
n∑
s=0
[
n
s
]
qs(n−s)En−s ⊗ EsKn−s.
Enfin, comme q est une racine 2p-ième de l’unité, on a pour tout n ∈ N :
(I.1.7) [p+ n] = −[n] = [−n], [n]! = [p− n][p− n+ 1]...[p− 1],
[
p− 1
n
]
= 1.
I.2 Modules simples et PIMs
On note Repfd la catégorie des U qsl(2)-représentations à gauche de dimension finie,
c’est-à-dire dont :
— les objets sont les U qsl(2)-modules à gauche de dimension finie,
— les morphismes sont les morphismes U qsl(2)-linéaires de U qsl(2)-modules à gauche
de dimension finie.
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Grâce au coproduit ∆ de U qsl(2), la catégorie Rep est naturellement munie d’un produit.
En effet, le produit tensoriel X ⊗ Y de deux U qsl(2)-modules à gauche X ,Y possède
encore une structure de U qsl(2)-module à gauche donnée par :
∀a ∈ U qsl(2) ∀x ∈X ∀y ∈ Y a(x⊗ y) = ∆(a)(x⊗ y).
On s’intéresse à la sous-catégorie Repfds de Repfd engendrée sous les deux lois ⊕ et ⊗
par les U qsl(2)-modules à gauche simples de dimension finie. Dans la suite, sauf mention
contraire, tous les modules considérés seront :
(I.2.1)
− des modules à gauches,
− des modules de dimension finie.
On rappelle que la C-algèbre U qsl(2) est de dimension finie (cf. le théorème I.1.3). Dans
ce cas, d’après le théorème de Krull-Schmidt (cf. par exemple [CR62, Thm 14.5]), tout
U qsl(2)-module X se décompose de manière unique, à isomorphisme et ordre des facteurs
près, en somme directe de U qsl(2)-modules indécomposables appelés facteurs directs deX .
Ainsi, la catégorie Repfds est engendrée sous ⊕ par les facteurs directs de l’ensemble des
produits tensoriels possibles de Repfds . Il s’agit donc de décrire (la classe d’isomorphisme
de) ces facteurs directs.
En outre, les facteurs directs de la représentation régulière Reg de U qsl(2), appelés
modules indécomposables principaux (PIMs) de U qsl(2), jouent un rôle particulier. D’une
part, un raffinement du théorème de Krull-Schmidt affirme que tout U qsl(2)-module pro-
jectif se décompose de manière unique, à isomorphisme et ordre des facteurs près, en
somme directe de U qsl(2)-PIMs (cf. par exemple [CR62, Thm 56.6]). De ce fait, les classes
d’isomorphisme de U qsl(2)-modules indécomposables projectifs coïncident avec celles de
U qsl(2)-PIMs. D’autre part, on verra dans la section I.3 que les facteurs directs des U qsl(2)-
modules de Repfds sont des modules simples ou des PIMs, lesquels s’obtiennent par exten-
sion non triviale maximale de modules simples. Par conséquent, on commence par décrire
les U qsl(2)-modules simples et leurs extensions non triviales.
Remarque I.2.2. Parlons des U qsl(2)-modules à droite de dimension finie. On note Rep′fd
la catégorie qu’ils définissent. Pour les mêmes raisons que précédemment, elle est naturelle-
ment munie d’un produit et on s’intéresse à la sous-catégorie Rep′fds engendrée sous ⊕ et ⊗
par les U qsl(2)-modules simples à droite de dimension finie. Alors, la catégorie Rep′fds est la
version duale de Repfds car U qsl(2) est une algèbre de Frobenius (cf. par exemple [Mon93,
Thm 2.1.3]). En effet, pour tout U qsl(2)-module à gauche X , le dual X ∗ := Hom(X ,C)
est muni d’une structure de U qsl(2)-module à droite donnée par :
∀a ∈ U qsl(2) ∀α ∈X ∗ α · a = α(a·?)
où le symbol ? désigne la place de la variable. Dans le cas des algèbres de Frobenius,
le dual de tout module à gauche simple est un module simple à droite (cf. par exemple
[CR62, Thm 58.6]), et le dual de tout PIM à gauche est un PIM à droite (cf. par exemple
14
I.2. Modules simples et PIMs
[CR62, Thm 60.6, Thm 62.11]). En outre, les structures de modules simples à droite (resp.
des PIMs à droite) sont analogues aux structures de modules simples à gauche (resp. de
PIMs à gauche, cf. par exemple [CR62, § 61]). C’est pourquoi on se contente d’étudier les
U qsl(2)-modules à gauche de dimension finie. M
I.2.A Modules simples
A isomorphisme près, il y a 2p modules simples X α(s), indexés par α ∈ {+,−} et
s ∈ {1, ..., p} (cf. par exemple [Kas95, § VI.3, § VI.5]).
Définition ([Kas95, Def. VI.3.2]). Soit X un U qsl(2)-module. Soit x ∈X .
(i) On dit que x est un vecteur de poids λ s’il est vecteur propre sous l’action de K, de
valeur propre λ.
(ii) On dit que x est un vecteur de plus haut poids (resp. de plus bas poids) s’il est vecteur
propre sous l’action de K et nul sous l’action de E (resp. de F ).
Remarque I.2.3. Illustrons ces notions sur la représentation régulière Reg. Pour tout h ∈ N,
il existe un vecteur de poids qh dans Reg :
xh :=
2p−1∑
j=0
q−hjKj.
On obtient ainsi 2p− 1 vecteurs de poids différents tels que, pour tout h ∈ N :
Kxh = qhxh = xhK, Exh = xh+2E, Fxh = xh−2F
(cf. les équations (I.1.1)). Sous U qsl(2), ils engendrent tous les vecteurs de poids de Reg.
En effet, en effectuant un changement de variables sur les C-bases de U qsl(2) données dans
le théorème I.1.3, les ensembles :
(a) {FmxhEn ; 0 ≤ m,n ≤ p− 1, 0 ≤ h ≤ 2p− 1},
(b) {EnxhFm ; 0 ≤ m,n ≤ p− 1, 0 ≤ h ≤ 2p− 1},
sont aussi des C-bases de U qsl(2), formées de vecteurs de poids de Reg.
On en déduit que :
(a) les vecteurs F p−1xhEn, 0 ≤ n ≤ p− 1 et 0 ≤ h ≤ 2p− 1, sont les vecteurs de plus bas
poids de Reg,
(b) les vecteurs Ep−1xhFm, 0 ≤ m ≤ p − 1 et 0 ≤ h ≤ 2p − 1, sont les vecteurs de plus
haut poids de Reg.
M
Proposition I.2.4. Soient α ∈ {−,+} et s ∈ {1, ..., p}. Le module simple X α(s) est
engendré sous U qsl(2) par un vecteur de plus haut poids xα0 (s) (resp. de plus bas poids
xαs−1(s)), et il admet une C-base {xαn(s) ; 0 ≤ n ≤ s− 1} telle que :
Kxαn(s) = αqs−1−2nxαn(s), 0 ≤ n ≤ s− 1,
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Exα0 (s) = 0, Exαn(s) = α[n][s− n]xαn−1(s), 1 ≤ n ≤ s− 1,
Fxαn(s) = xαn+1(s), 0 ≤ n ≤ s− 2, Fxαs−1(s) = 0.
On l’appelle la base canonique de X α(s).
Remarque I.2.5. La notation est choisie de sorte que, pour tous α ∈ {−,+} et s ∈ {1, ..., p},
on a dimX α(s) = s. M
Il est pratique d’utiliser une représentation diagrammatique de ces structures de mo-
dules. Pour cela, on représente les vecteurs de poids de la C-base par des sommets, ordon-
nées de haut en bas suivant leurs indices croissants. On utilise les flèches verticales pour
représenter les actions de E et de F : montantes pour l’action de E, et descendantes pour
l’action de F . On ne met pas de flèche lorsque l’action correspondante est nulle. On en
donne deux exemples dans la figure I.2.A.
Figure I.2.A – Représentation diagrammatique de modules simples pour p = 5.
Poids X +(3) X −(4)
q8
x−0 (4)•
F
q6
x−1 (4)•

E
OO
q4
x−2 (4)•

OO
q2
x+0 (3)•
F
x−3 (4)•
OO
q0
x+1 (3)•

E
OO
q8
x+2 (3)•
OO
Lemme I.2.6. Soient α, α′ ∈ {−,+} et s, s′ ∈ {1, ..., p}. On a :
Ext1Uqsl(2)
(
X α(s),X α′(s′)
) ∼=
C2 si α′ = −α, s′ = p− s0 sinon ,
où Ext1Uqsl(2)
(
X α(s),X α′(s′)
)
est le C-espace vectoriel des classes d’extensions de X α(s)
par X α′(s′).
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Démonstration. SoitM une classe d’extension non triviale deX α(s) parX α′(s′). On note
N le sous-module de M isomorphe à X α′(s′), et {xα′m(s′) ; 0 ≤ m ≤ s′ − 1} sa C-base
canonique (cf. la proposition I.2.4). On note aα0 (s) un représentant dans M du vecteur de
plus haut poids du quotientM/N , isomorphe àX α(s). Alors {F naα0 (s)+N ; 0 ≤ n ≤ s−1}
est la C-base canonique de M/N (cf. la proposition I.2.4). Par construction, l’ensemble :
(1) {xα′m(s′) ; 0 ≤ m ≤ s′ − 1} ∪ {F naα0 (s) ; 0 ≤ n ≤ s− 1}
est une C-base de M .
Reste à connaître l’action de U qsl(2) surM . Pour cela, il suffit de connaître les vecteurs
Kaα0 (s), F saα0 (s) et Eaα0 (s). Pour le premier, on a :
Kaα0 (s) +N = K(aα0 (s) +N) = αqs−1(aα0 (s) +N) = αqs−1aα0 (s) +N.
Il existe donc y ∈ N tel que :
(2) Kaα0 (s) = αqs−1aα0 (s) + y.
Pour les autres, on a :
F saα0 (s) +N = F s(aα0 (s) +N) = 0 +N, Eaα0 (s) +N = E(aα0 (s) +N) = 0 +N.
Autrement dit, F saα0 (s), Eaα0 (s) ∈ N . Quitte à translater aα0 (s) par un vecteur adéquat de
N , on peut supposer que Eaα0 (s) ∈ VectC
(
xα
′
s′−1(s′)
)
. On distingue alors deux cas.
• Cas 1. On suppose que Eaα0 (s) = 0. En multipliant l’égalité (2) par E, on obtient :
Ey
(I.1.1)= q−2KEaα0 (s)− αqs−1Eaα0 (s) = 0.
Or y ∈ N , donc y ∈ VectC
(
xα
′
0 (s′)
)
. Quitte à translater aα0 (s) par un vecteur adéquat de
VectC
(
xα
′
0 (s′)
)
, on peut supposer que y = 0. On en déduit que :
KF naα0 (s)
(I.1.1)= q−2nF nKaα0 (s) = αqs−1−2nF naα0 (s), 1 ≤ n ≤ s,
EF saα0 (s)
(I.1.5)= F sEaα0 (s) + [s]F s−1
q−(s−1)K − qs−1K−1
q − q−1 a
α
0 (s) = 0.
Or F saα0 (s) ∈ N , donc F saα0 (s) ∈ VectC
(
xα
′
0 (s′)
)
. Ce qui impose que s′ = p−s et α′ = −α.
Par conséquent, la C-base (1) de M vérifie :
(3a)
{x−αm (p− s) ; 0 ≤ m ≤ p− s− 1} est la base canonique de X −α(p− s),
KF naα0 (s) = αqs−1−2nF naα0 (s), 0 ≤ n ≤ s,
EF naα0 (s) = α[n][s− n]F n−1aα0 (s), 1 ≤ n ≤ s− 1,
Eaα0 (s) = 0, F saα0 (s) ∈ VectC
(
x−α0 (p− s)
)
.
On note V α(s) le module correspondant au cas où F saα0 (s) = x−α0 (p − s) (cf. la figure
I.2.B).
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Figure I.2.B – Représentation diagrammatique de V α(s) et V¯ α(s).
Poids V α(s) V¯ α(s)
−αqp−s−1 x
−α
0 (p−s)•

... ...

OO
−αq−p+s+1 x
−α
p−s−1(p−s)•
OO
αqs−1
aα0 (s)•
F
aα0 (s)•
F
OO
... ...

E
OO
...

E
OO
αq−s+1
F s−1aα0 (s)•

OO
F s−1aα0 (s)•
OO
−αqp−s−1 x
−α
0 (p−s)•

... ...

OO
−αq−p+s+1 x
−α
p−s−1(p−s)•
OO
• Cas 2. On suppose que Eaα0 (s) 6= 0. Quitte à multiplier aα0 (s) par un scalaire adéquat,
on peut supposer que Eaα0 (s) = xα
′
s′−1(s′). En multipliant l’égalité (2) par E, on obtient :
Ey
(I.1.1)= q−2KEaα0 (s)− αqs−1Eaα0 (s) = (α′q−s
′−1 − αqs−1)xα′s′−1(s′).
Or y ∈ N , donc Ey = 0. Ce qui impose que :
s′ = p− s, α′ = −α, y ∈ VectC
(
xα
′
0 (s′)
)
.
Quitte à translater aα0 (s) par un vecteur adéquat de VectC
(
xα
′
0 (s′)
)
, on peut supposer que
y = 0. On en déduit que :
KF naα0 (s)
(I.1.1)= q−2nF nKaα0 (s) = αqs−1−2nF naα0 (s), 1 ≤ n ≤ s,
EF saα0 (s)
(I.1.5)= F sEaα0 (s) + [s]F s−1
q−(s−1)K − qs−1K−1
q − q−1 a
α
0 (s) = 0.
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Or F saα0 (s) ∈ N , donc F saα0 (s) ∈ VectC
(
x−α0 (p− s)
)
. Par conséquent, la C-base (1) de M
vérifie :
(3b)
{x−αm (p− s) ; 0 ≤ m ≤ p− s− 1} est la base canonique de X −α(p− s),
KF naα0 (s) = αqs−1−2nF naα0 (s), 0 ≤ n ≤ s− 1,
EF naα0 (s) = α[n][s− n]F n−1aα0 (s), 1 ≤ n ≤ s− 1,
Eaα0 (s) = x−αp−s−1(p− s), F saα0 (s) ∈ VectC
(
x−α0 (p− s)
)
.
On note V¯ α(s) le module correspondant au cas où F saα0 (s) = 0 (cf. la figure I.2.B).
L’extensionM n’étant pas triviale, soit on est dans le premier cas (3a) avec F saα0 (s) 6= 0,
soit on est dans le second cas (3b). Dans chacun de ces cas, la C-base (1) de M vérifie :
{x−αm (p− s) ; 0 ≤ m ≤ p− s− 1} est la base canonique de X −α(p− s),
KF naα0 (s) = αqs−1−2nF naα0 (s), 0 ≤ n ≤ s− 1,
EF naα0 (s) = α[n][s− n]F n−1aα0 (s), 1 ≤ n ≤ s− 1,
Eaα0 (s) = λx−αp−s−1(p− s), F saα0 (s) = µ
(
x−α0 (p− s)
)
,
où λ et µ ne sont pas tout deux nuls. Autrement dit, l’extension M s’exprime comme
somme de Baer des classes de V α(s) et V¯ α(s). Par ailleurs, les modules V α(s) et V¯ α(s)
ne sont pas isomorphes ; ils forment donc une famille libre dans le C-espace vectoriel des
classes d’extensions de X α(s) par X α′(s′). D’où le résultat.
I.2.B Modules de Verma : premières extensions
Soient α ∈ {−,+} et s ∈ {1, ..., p − 1}. D’après le lemme I.2.6, il y a deux classes
d’extensions V α(s) et V¯ α(s) qui engendrent le C-espace vectoriel des classes d’extensions
de X α(s) par X −α(p− s). On les appelle respectivement module de Verma et module de
Verma contragrédient.
Proposition I.2.7. Soient α ∈ {−,+} et s ∈ {1, ..., p− 1}.
(i) Le module de Verma V α(s) est engendré sous U qsl(2) par un vecteur de plus haut
poids xα0 (s), et il admet une C-base {x−αm (p− s) ; 0 ≤ m ≤ p− s− 1} ∪ {aαn(s) ; 0 ≤
n ≤ s− 1} telle que :
{x−αm (p− s) ; 0 ≤ m ≤ p− s− 1} est la base canonique de X −α(p− s),
Kaαn(s) = αqs−1−2naαn(s), 0 ≤ n ≤ s− 1,
Eaα0 (s) = 0, Eaαn(s) = α[n][s− n]aαn−1(s), 1 ≤ n ≤ s− 1,
Faαn(s) = aαn+1(s), 0 ≤ n ≤ s− 2, Faαs−1(s) = x−α0 (p− s).
On l’appelle la base canonique de V α(s).
19
Chapitre I. Le groupe quantique restreint et ses représentations
(ii) Le module de Verma contragrédient V¯ α(s) est engendré sous U qsl(2) par un vecteur
de plus bas poids xαs−1(s), et il admet une C-base {x−αm (p− s) ; 0 ≤ m ≤ p− s− 1} ∪
{aαn(s) ; 0 ≤ n ≤ s− 1} telle que :
{x−αm (p− s) ; 0 ≤ m ≤ p− s− 1} est la base canonique de X −α(p− s),
Kaαn(s) = αqs−1−2naαn(s), 0 ≤ n ≤ s− 1,
Eaα0 (s) = x−αp−s−1(p− s), Eaαn(s) = α[n][s− n]aαn−1(s), 1 ≤ n ≤ s− 1,
Faαn(s) = aαn+1(s), 0 ≤ n ≤ s− 2, Faαs−1(s) = 0.
On l’appelle la base canonique de V¯ α(s).
Démonstration. La proposition découle directement de la preuve du lemme I.2.6.
Remarque I.2.8. (i) Pour tout α ∈ {−,+} et s = p, on étend la définition précédente à
V α(p) et V¯ α(p) avec le système de relations :
Kaαn(s) = αqs−1−2naαn(s), 0 ≤ n ≤ s− 1,
Eaα0 (s) = 0, Eaαn(s) = α[n][s− n]aαn−1(s), 1 ≤ n ≤ s− 1,
Faαn(s) = aαn+1(s), 0 ≤ n ≤ s− 2, Faαs−1(s) = 0.
Ainsi, on a V α(p) = X α(p) = V¯ α(p).
(ii) Pour tous α ∈ {−,+} et s ∈ {1, ..., p}, on a dimV α(s) = dim V¯ α(s) = p.
M
On utilise la même représentation diagrammatique que précédemment, illustrée dans
la figure I.2.C, ou plus succinctement :
V α(s) =
X α(s)•
F
X −α(p−s)•
, V¯ α(s) =
X α(s)•
E
X −α(p−s)•
.
Corollaire I.2.9. Soient α ∈ {+,−} et s ∈ {1, ..., p}.
(i) Un vecteur de plus haut poids αqs−1 engendre sous U qsl(2) un module isomorphe à
X α(s) ou à V α(s).
(ii) Un vecteur de plus bas poids αq−s+1 engendre sous U qsl(2) un module isomorphe à
X α(s) ou à V¯ α(s).
Démonstration. Montrons par exemple (i). Soit xα(s) un vecteur de plus haut poids αqs−1.
On note M le module engendré par xα(s) sous U qsl(2). D’après le théorème I.1.3, on a :
M = VectC{FmKjEnxα(s) ; 0 ≤ m,n ≤ p− 1, 0 ≤ j ≤ 2p− 1}
= VectC{FmKjxα(s) ; 0 ≤ m ≤ p− 1, 0 ≤ j ≤ 2p− 1}
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Figure I.2.C – Représentation diagrammatique de modules de Verma pour p = 5.
Poids V +(3) V¯ +(3) V −(4) V¯ −(4)
q0
x+0 (1)•
q8
a−0 (4)•
F
a−0 (4)•
F
OO
q6
x−0 (2)•

a−1 (4)•

E
OO
a−1 (4)•

E
OO
q4
x−1 (2)•
OO
a−2 (4)•

OO
a−2 (4)•

OO
q2
a+0 (3)•
F
a+0 (3)•
F
OO
a−3 (4)•

OO
a−3 (4)•
OO
q0
a+1 (3)•

E
OO
a+1 (3)•

E
OO
x+0 (1)•
q8
a+2 (3)•

OO
a+2 (3)•
OO
q6
x−0 (2)•

q4
x−1 (2)•
OO
= VectC{Fmxα(s) ; 0 ≤ m ≤ p− 1},
car xα(s) est vecteur propre sous l’action de K. Le structure de module de M est donc
entièrement déterminée par l’action de U qsl(2) sur les vecteurs Fmxα(s), 1 ≤ m ≤ p − 1.
D’après les règles de commutativité (I.1.1), on a :
KFmxα(s) = αqs−1−2mFmxα(s), 0 ≤ m ≤ p− 1,
EFmxα(s) = α[m][s−m]Fm−1xα(s), 1 ≤ m ≤ p− 1.
L’ensemble {m ∈ N∗ ; Fmxα(s) = 0} étant majoré par p, il possède possède un minimum
r ∈ {1, ..., p}. On distingue deux cas.
• Cas 1. On suppose que r 6= p. Pour cet entier r, on a :
E F rxα(s)︸ ︷︷ ︸
=0
= α[r][s− r]F r−1xα(s)︸ ︷︷ ︸
6=0
.
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Or [r] 6= 0 car r ∈ {1, ..., p − 1}, donc [s − r] = 0. Il s’ensuit que r = s et que M est
isomorphe à X α(s) via les identifications :
Fmxα(s) 7−→ xαm(s), 0 ≤ m ≤ s− 1.
• Cas 2. On suppose que r = p. Alors M est isomorphe à V α(s) via les identifications :Fmxα(s) 7−→ aαm(s), 0 ≤ m ≤ s− 1,Fmxα(s) 7−→ x−αm−s(p− s), s ≤ m ≤ p.
I.2.C PIMs : extensions maximales
Soient α ∈ {−,+} et s ∈ {1, ..., p}. On note Pα(s) l’extension non triviale maximale
de X α(s). A isomorphisme près, elle est unique (cf. par exemple [CR62, Cor. 54.14]) et
s’identifie à un PIM U qsl(2) (voir l’introduction de la section I.2).
Remarque I.2.10. On obtient ainsi tous les PIMs (cf. par exemple [CR62, Cor. 54.14]).
Autrement dit, à isomorphisme près, il y a 2p PIMs Pα(s), indexés par α ∈ {+,−} et
s ∈ {1, ..., p}. M
Proposition I.2.11. Soient α ∈ {−,+} et s ∈ {1, ..., p}.
(a) Si s = p, alors le PIM Pα(p) s’identifie à X α(p) ;
(b) Sinon, le PIM Pα(s) est engendré sous U qsl(2) par un vecteur yα0 (s), et il admet une
C-base {xαn(s), yαn(s) ; 0 ≤ n ≤ s− 1} ∪ {a−αm (p− s), b−αm (p− s) ; 0 ≤ m ≤ p− s− 1}
telle que :
{xαn(s) ; 0 ≤ n ≤ s− 1} ∪ {a−αm (p− s) ; 0 ≤ m ≤ p− s− 1}
est la base canonique de V −α(p− s),
{xαn(s) ; 0 ≤ n ≤ s− 1} ∪ {b−αm (p− s) ; 0 ≤ m ≤ p− s− 1}
est la base canonique de V¯ −α(p− s),
Kyαn(s) = αqs−1−2nyαn(s), 0 ≤ n ≤ s− 1,
Eyα0 (s) = a−αp−s−1(p− s),
Eyαn(s) = α[n][s− n]yαn−1(s) + xαn−1(s), 1 ≤ n ≤ s− 1,
Fyαn(s) = yαn+1(s), 0 ≤ n ≤ s− 2, Fyαs−1(s) = b−α0 (p− s).
On l’appelle la base canonique de Pα(s).
Démonstration. Il s’agit de construire l’extension non triviale maximale du module simple
X α(s). Pour cela, on construit une suite de modules (Mn)n≥0 telle que, pour tout n ≥ 0,
Mn+1 est obtenu par extension non triviale des sous-modules simples deMn par un nombre
maximal de modules simples. On utilisera régulièrement la description des modules simples
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Figure I.2.D – Extensions successives à partir de X α(s).
αqs−1
zα0 (s)•

... ...

OO
αq−s+1
zαs−1(s)•
OO
−αqp−s−1 a
−α
0 (p−s)•

(2a)
(2c)
gg
... ...

OO
−αq−p+s+1 a
−α
p−s−1(p−s)•
(2a)
ww
OO
αqs−1
xα0 (s)•

yα0 (s)•
F
(1)
OO
z′α0 (s)=xα0 (s)•

... ...

OO
...

E
OO
(2b)
hh
...

OO
αq−s+1
xαs−1(s)•
OO
yαs−1(s)•
(1)

(2b)
gg OO
z′αs−1(s)=xαs−1(s)•
OO
−αqp−s−1 b
−α
0 (p−s)•

(2d)
66
(2e)
gg
... ...

OO
−αq−p+s+1 b
−α
p−s−1(p−s)•
(2d)
(2f) ))
OO
αqs−1
x′α0 (s)•

... ...

OO
αq−s+1
x′αs−1(s)•
OO
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de la proposition I.2.4 et leurs classes d’extensions détaillées dans le lemme I.2.6. Les
extensions successives seront illustrées dans la figure I.2.D.
Le cas (a) découle directement du lemme I.2.6 : X α(p) est l’extension non triviale
maximale du module simple X α(p). D’où Pα(p) = X α(p). On suppose désormais que
s 6= p et on démontre la cas (b).
On commence avec M0 = X α(s). On construit une extension non triviale de X α(s)
par deux copies de X −α(p− s). On obtient ainsi un module indécomposable :
M1 =
X α(s)•
E
zz
F
$$
X −α(p−s)• X
−α(p−s)•
.
Quitte à le normaliser, il admet une C-base {a−αm (p− s), b−αm (p− s) ; 0 ≤ m ≤ p− s− 1}∪
{yαn(s) ; 0 ≤ n ≤ s− 1} telle que :
(1)
{a−αm (p− s) ; 0 ≤ m ≤ p− s− 1}
est la base canonique de la première copie de X −α(p− s),
{b−αm (p− s) ; 0 ≤ m ≤ p− s− 1}
est la base canonique de la seconde copie de X −α(p− s),
Kyαn(s) = αqs−1−2nyαn(s), 0 ≤ n ≤ s− 1,
Eyα0 (s) = a−αp−s−1(p− s), Eyαn(s) = α[n][s− n]yαn−1(s), 1 ≤ n ≤ s− 1,
Fyαn(s) = yαn+1(s), 0 ≤ n ≤ s− 2, Fyαs−1(s) = b−α0 (p− s).
On réitère le procédé avecM1. Il possède deux sous-modules simples, en somme directe,
tout deux isomorphes à X −α(p− s). On en construit des extensions non triviales par deux
fois deux copies de X α(s). On obtient ainsi un module indécomposable :
M2 =
X α(s)•
E
uu
F
))X −α(p−s)•
E
zz
F
$$
X −α(p−s)•
E
zz
F
$$
X α(s)• X
α(s)• X
α(s)• X
α(s)•
.
On note N1 le sous-module de M1 C-engendré par {a−αm (p − s) ; 0 ≤ m ≤ p − s −
1}, et N˜1 l’extension normalisée de N1 par deux copies de X α(s). Il admet une C-base
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{xαn(s), zαn(s) ; 0 ≤ n ≤ s− 1} ∪ {a−αm (p− s) ; 0 ≤ m ≤ p− s− 1} telle que :
(2a)
{zαn(s) ; 0 ≤ n ≤ s− 1}
est la base canonique de la première copie de X α(s),
{xαn(s) ; 0 ≤ n ≤ s− 1}
est la base canonique de la seconde copie de X α(s),
Ka−αm (p− s) = −αqp−s−1−2ma−αm (p− s), 0 ≤ m ≤ p− s− 1,
Ea−α0 (p− s) = zαs−1(s),
Ea−αm (p− s) = −α[m][s−m]a−αm−1(p− s), 1 ≤ m ≤ p− s− 1,
Fa−αm (p− s) = a−αm+1(p− s), 0 ≤ m ≤ p− s− 2,
Fa−αp−s−1(p− s) = xα0 (s).
Il s’ensuit que, pour tout n ∈ {1, ..., s− 1} :
(2b)
Eyαn(s) = EF nyα0 (s)
(I.1.5)= F nEyα0 (s) + α[n][s− n]F n−1yα0 (s)
= F n−1 + α[n][s− n]F n−1yα0 (s)xα0 (s)
= xαn−1(s) + α[n][s− n]yαn−1(s).
D’autre part, comme Ep = 0, on a :
(2c)
0 = Epyαs−1(s) = αs−1([s− 1]!)2Ep−s+1yα0 (s)
= αs−1([s− 1]!)2Ep−sa−αp−s−1(p− s)
= αs−1(−α)p−s−1([s− 1]!)2([p− s− 1]!)2Ea−α0 (p− s)
= αs−1(−α)p−s−1([s− 1]!)2([p− s− 1]!)2zαs−1(s).
Donc zαs−1(s) = 0 ; la famille {zαn ; 0 ≤ n ≤ s− 1} est identiquement nulle dans M2.
De même, on note N ′1 le sous-module de M1 C-engendré par {b−αm (p − s) ; 0 ≤ m ≤
p − s − 1}, et N˜ ′1 l’extension normalisée de N ′1 par deux copies de X α(s). Il admet une
C-base {x′αn(s), z′αn(s) ; 0 ≤ n ≤ s− 1} ∪ {b−αm (p− s) ; 0 ≤ m ≤ p− s− 1} telle que :
(2d)
{z′αn(s) ; 0 ≤ n ≤ s− 1}
est la base canonique de la première copie de X α(s),
{x′αn(s) ; 0 ≤ n ≤ s− 1}
est la base canonique de la seconde copie de X α(s),
Kb−αm (p− s) = −αqp−s−1−2mb−αm (p− s), 0 ≤ m ≤ p− s− 1,
Eb−α0 (p− s) = z′αs−1(s),
Eb−αm (p− s) = −α[m][s−m]b−αm−1(p− s), 1 ≤ m ≤ p− s− 1,
F b−αm (p− s) = b−αm+1(p− s), 0 ≤ m ≤ p− s− 2,
F b−αp−s−1(p− s) = x′α0 (s).
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Il s’ensuit que :
(2e)
z′αs−1(s) = EFyαs−1(s)
(I.1.1)= FEyαs−1(s)− α[s− 1]yαs−1(s)
(2b)= Fxαs−2(s) + α[s− 1]Fyαs−2(s)− α[s− 1]yαs−1(s)
= xαs−1(s) + α[s− 1]yαs−1(s)− α[s− 1]yαs−1(s)
= xαs−1(s).
Donc z′αn(s) = xαn(s), 0 ≤ n ≤ s− 1. D’autre part, comme F p = 0, on a :
(2f) 0 = F pyα0 (s) = F p−s+1yαs−1(s) = F p−sb−α0 (p− s) = Fb−αp−s−1(p− s) = x′α0 (s).
Donc x′α0 (s) = 0 ; la famille {x′αn ; 0 ≤ n ≤ s− 1} est identiquement nulle dans M2.
Par conséquent, on a :
M2 =
X α(s)•
E
zz
E

F
$$
X −α(p−s)•
F $$
X −α(p−s)•
Ezz
X α(s)•
.
Il admet une C-base {xαn(s), yαn(s) ; 0 ≤ n ≤ s − 1} ∪ {a−αm (p − s), b−αm (p − s) ; 0 ≤ m ≤
p− s− 1} telle que :
{xαn(s) ; 0 ≤ n ≤ s− 1} ∪ {a−αm (p− s) ; 0 ≤ m ≤ p− s− 1}
est la base canonique de V −α(p− s),
{xαn(s) ; 0 ≤ n ≤ s− 1} ∪ {b−αm (p− s) ; 0 ≤ m ≤ p− s− 1}
est la base canonique de V¯ −α(p− s),
Kyαn(s) = αqs−1−2nyαn(s), 0 ≤ n ≤ s− 1,
Eyα0 (s) = a−αp−s−1(p− s),
Eyαn(s) = α[n][s− n]yαn−1(s) + xαn−1(s), 1 ≤ n ≤ s− 1,
Fyαn(s) = yαn+1(s), 0 ≤ n ≤ s− 2, Fyαs−1(s) = b−α0 (p− s).
On réitère le procédé avec M2. Il possède un sous-module simple isomorphe à X α(s).
On en construit une extension non triviale par deux copies de X −α(p − s). On obtient
ainsi un module indécomposable :
M3 =
X α(s)•
E
zz
E

F
$$
X −α(p−s)•
F $$
X −α(p−s)•
Ezz
X α(s)•
E
zz
F
$$
X −α(p−s)• X
−α(p−s)•
.
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On note N2 le sous-module deM2 C-engendré par {xαn(s) ; 0 ≤ n ≤ s−1}. Pour les mêmes
raisons que précédemment, les conditions Ep = 0 et F p = 0 annulent les extensions de N2
par X −α(p− s) dans M3. Donc M2 = M3 et, par définition, Pα(s) = M2.
Remarque I.2.12. (i) Pour tout α ∈ {−,+}, on a Pα(p) = X α(p) = V α(p) = V¯ α(p).
(ii) Pour tous α ∈ {−,+} et s ∈ {1, ..., p− 1}, on a dimPα(s) = 2p.
M
On utilise la même représentation diagrammatique que précédemment, illustrée dans
la figure I.2.E, ou plus succinctement :
Pα(s) =
X α(s)•
E
zz
E

F
$$
X −α(p−s)•
F $$
X −α(p−s)•
Ezz
X α(s)•
=
V α(s)•
E

V −α(p−s)•
=
V¯ α(s)•
E F

V¯ −α(p−s)•
.
Théorème I.2.13. La représentation régulière Reg de U qsl(2) se décompose de manière
unique, à isomorphisme et ordre des facteurs près, en la somme directe :
Reg ∼=
p−1⊕
s=1
[
sP+(s)⊕ sP−(s)
]
⊕ pX +(p)⊕ pX −(p).
Démonstration. On sait que Reg se décompose de manière unique, à isomorphisme et
ordre des facteurs près, en somme directe des PIMs (cf. par exemple [CR62][Thm 14.5,
Thm 56.6]). Dans cette décomposition, la multiplicité de la classe d’isomorphisme d’un
PIM est donnée par la dimension de son module quotient simple (cf. par exemple [CR62,
(26.8), Thm 54.5, Thm 54.11]). D’après la remarque I.2.10, à isomorphisme près, il y a 2p
PIMs P±(s), 1 ≤ s ≤ p. Leurs modules quotients simples sont respectivement X ±(s),
1 ≤ s ≤ p, et vérifient dim(X ±(s)) = s (cf. la proposition I.2.11 et la remarque I.2.5)).
Par conséquent :
Reg ∼=
p−1⊕
s=1
[
sP+(s)⊕ sP−(s)
]
⊕ pP+(p)︸ ︷︷ ︸
X +(p)
⊕pP−(p)︸ ︷︷ ︸
X −(p)
.
Remarque I.2.14. En particulier, tous les modules précédemment décrits sont isomorphes
à des idéaux à gauche de U qsl(2). M
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Figure I.2.E – Représentation diagrammatique de PIM pour p=5.
Poids P+(3) P−(4)
q0
a+0 (1)•
xx
q8
x−0 (4)•

y−0 (4)•
F
OO
q6
a−0 (2)•

x−1 (4)•

OO
y−1 (4)•

E
OOff
q4
a−1 (2)•
xx
OO
x−2 (4)•
OO

y−2 (4)•

OOff
q2
x+0 (3)•

y+0 (3)•
F
OO
x−3 (4)•
OO
y−3 (4)•

OOff
q0
x+1 (3)•

OO
y+1 (3)•

E
OOff
b+0 (1)•
ff
q8
x+2 (3)•
OO
y+2 (3)•

OOff
q6
b−0 (2)•

ff
q4
b−1 (2)•
OO
I.3 Produits de modules simples et de PIMs
On étudie à présent l’ensemble des produits tensoriels possibles à isomorphisme près
dans la catégorie Repfds . Naturellement, on commence par la description des produits ten-
soriels de U qsl(2)-modules simples. Plus précisément, on donne leurs décompositions en
facteurs directs annoncées dans l’introduction de la section I.2. À cette occasion, on verra
que ces facteurs directs sont des U qsl(2)-modules simples ou des U qsl(2)-PIMs. Pour com-
pléter l’étude de Repfds , on décrit donc également les produits tensoriels de U qsl(2)-modules
simples-PIMs, PIMs-simples et PIMs-PIMs. À cette fin, on utilisera la notation de Krone-
cker :
∀i, j ∈ N δi,j =
1 si i = j,0 sinon.
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Par extension, pour tout sous-ensemble E de N, on notera :
∀i ∈ N δi∈E =
1 si i ∈ E,0 sinon.
Ces quatre types de produits tensoriels (simples-simples, simples-PIMs, PIMs-simples,
et PIMs-PIMs) suffisent à donner une description exhaustive de Repfds pour les raisons
suivantes.
Lemme I.3.1. SoitX un U qsl(2)-module. Le produit tensoriel deX par U qsl(2) à gauche
(resp. à droite) induit deux structures de U qsl(2)-module isomorphes données par :
∀a, b ∈ U qsl(2) ∀x ∈X a(b⊗ x) (1):= ∆(a)(b⊗ x) et a(b⊗ x) (2):= ab⊗ x(
resp. a(x⊗ b) (1):= ∆(a)(x⊗ b) et a(x⊗ b) (2):= x⊗ ab
)
.
Démonstration. On utilise les notations de Sweedler (cf. par exemple [Kas95, Not. III.1.6]) :
∀a ∈ U qsl(2) ∆(a) =
∑
(a)
a′ ⊗ a′′.
(i) Les deux structures de U qsl(2)-module sur U qsl(2) ⊗ X sont isomorphes via les
morphismes U qsl(2)-linéaires réciproques :
α :
{
U qsl(2)⊗1 X −→ U qsl(2)⊗2 X
a⊗ x 7−→ ∑(a) a′ ⊗ S(a′′)x ,
β :
{
U qsl(2)⊗2 X −→ U qsl(2)⊗1 X
a⊗ x 7−→ ∑(a) a′ ⊗ a′′x .
En effet, pour tous a ∈ U qsl(2) et x ∈X , on a :
α ◦ β(a⊗ x) =∑
(a)
α(a′ ⊗ a′′x) = ∑
(a)
a′ ⊗ S(a′′)a′′′x
=
∑
(a)
a′ ⊗ ε(a′′)x = ∑
(a)
a′ε(a′′)⊗ x = a⊗ x,
β ◦ α(a⊗ x) =∑
(a)
α(a′ ⊗ S(a′′)x) = ∑
(a)
a′ ⊗ a′′S(a′′′)x
=
∑
(a)
a′ ⊗ ε(a′′)x = ∑
(a)
a′ε(a′′)⊗ x = a⊗ x.
(ii) Les deux structures de U qsl(2)-module sur X ⊗ U qsl(2) sont isomorphes via les
morphismes U qsl(2)-linéaires réciproques :
α :
{
X ⊗1 U qsl(2) −→X ⊗2 U qsl(2)
x⊗ a 7−→ ∑(a) S−1(a′)x⊗ a′′
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β :
{
X ⊗2 U qsl(2) −→X ⊗1 U qsl(2)
x⊗ a 7−→ ∑(a) a′x⊗ a′′ .
En effet, pour tous a ∈ U qsl(2) et x ∈X , on a :
α ◦ β(x⊗ a) =∑
(a)
α(S−1(a′)x⊗ a′′) = ∑
(a)
a′′S−1(a′)x⊗ a′′′
=
∑
(a)
ε(a′)x⊗ a′′ = x⊗∑
(a)
ε(a′)a′′ = x⊗ a,
β ◦ α(x⊗ a) =∑
(a)
α(a′x⊗ a′′) = ∑
(a)
S−1(a′′)a′x⊗ a′′′
=
∑
(a)
ε(a′)x⊗ a′′ = x⊗∑
(a)
ε(a′)a′′ = x⊗ a.
L’existence de l’inverse de l’antipode est assurée par le théorème [Mon93, Thm 2.1.3],
car U qsl(2) est une C-algèbre de dimension finie.
Proposition I.3.2. SoitX un U qsl(2)-module. Le produit tensoriel deX par un U qsl(2)-
module projectif est encore un U qsl(2)-module projectif.
Démonstration. D’après le lemme I.3.1, le produit tensoriel de X par un PIMs est un
U qsl(2)-module projectif. Tout module projectif se décomposant en somme directe de PIMs
(cf. par exemple [CR62, Thm 56.6]), ce résultat s’étend à tous les modules projectifs.
Tout module projectif se décomposant en somme directe de PIMs (cf. par exemple
[CR62, Thm 56.6]), les facteurs directs des produits tensoriels de U qsl(2)-modules simples-
PIMs, PIMs-simples et PIMs-PIMs sont des PIMs.
I.3.A Produits de modules simples
Soient α, α′ ∈ {+,−} et s, s′ ∈ {1, ..., p}. On commence par étudier le produit tensoriel
X α(s) ⊗X α′(s′). Pour cela, on définit une loi multiplicative sur l’ensemble {+,−} telle
que :
++ = +, +− = −, −+ = −, −− = +.
Compte-tenu de la structure de cogèbre de U qsl(2) (donnée parmi les équations (I.1.2) et
de la description des modules simples donnée dans la proposition I.2.4, on a :
X α(s)⊗X ±(1) ∼= X ±α(s) ∼= X ±(1)⊗X α(s).
On remarque alors que :
(I.3.3) X α(s)⊗X −(s′) ∼= X α(s)⊗X −(1)⊗X +(s′) ∼= X −α(s)⊗X +(s′).
Il suffit donc d’étudier le produit X α(s)⊗X +(s′).
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Lemme I.3.4. Soient α ∈ {+,−} et s ∈ {1, ..., p}. On a :
X α(s)⊗X +(2) ∼=

X α(2) si s = 1,
X α(s− 1)⊕X α(s+ 1) si 2 ≤ s ≤ p− 1,
Pα(p− 1) si s = p.
Démonstration. On commence par déterminer les vecteurs de poids de X α(s) ⊗X +(2).
Soient {xαn(s) ; 0 ≤ n ≤ s − 1} la C-base canonique de X α(s) et {x+0 (2), x+1 (2)} celle de
X +(2) (cf. la proposition I.2.4). Sachant que ∆(K) = K⊗K (I.1.2), les vecteurs de poids
de X α(s)⊗X +(2) sont de la forme :
(I.3.5) x(s+ 1− 2n) := Cn,0 xαn(s)⊗x+0 (2) + δn≥1Cn−1,1 xαn−1(s)⊗x+1 (2), 0 ≤ n ≤ s− 1,
où Cn,0, Cn−1,1 sont des constantes pour tout n ∈ {0, ..., s− 1}.
Cherchons lesquels sont de plus haut poids. On fixe n ∈ {0, ..., s − 1} et on pose
s′′ = s+ 1− 2n. On a :
∆(K)x(s′′) (I.1.2)= K ⊗K x(s′′) = αqs′′−1x(s′′),
∆(E)x(s′′) (I.1.2)= (1⊗ E + E ⊗K) x(s′′)
= Cn,0αq[n][s− n] xαn−1(s)⊗ x+0 (2) + δn≥1Cn−1,1 xαn−1 ⊗ x+0 (2)
+ δn≥1Cn−1,1αq−1[n− 1][s− n+ 1] xαn−2(s)⊗ x+1 (2).
L’équation ∆(E)x(s′′) = 0 donne un vecteur x(s′′) non nul si n ∈ {0, 1}. Dans ce cas,
s′′ ∈ {s+ 1, s− 1} et l’équation ∆(E)x(s′′) = 0 est équivalente à :
C0,1 = −αq[s− 1]C1,0.
Pour tout n ∈ {0, 1}, on choisit un vecteur x(s′′) solution de cette équation tel que :
Cn,0 = 1;
donc x(s′′) est un vecteur de plus haut poids αqs′′−1. Par conséquent, il y a au plus deux
vecteurs de plus haut poids :
(1)
xα0 (s+ 1) := x(s+ 1) si s ≤ p− 1,
x−α0 (1) := x(s+ 1) si s = p,
xα0 (s− 1) := x(s− 1) si s ≥ 2,
à multiplication par un scalaire non nul près.
D’après le corollaire I.2.9, l’action de ∆(F ) sur ces vecteurs de plus haut poids engendre
des modules respectivement isomorphes à :
X α(s+ 1) ou V α(s+ 1) si s ≤ p− 1,
X −α(1) ou V −α(1) si s = p,
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X α(s− 1) ou V α(s− 1) si s ≥ 2.
Afin de départager ces structures possibles, on compte le nombre de vecteurs de plus
haut poids et on identifie les couples qui appartiennent à un même module de Verma. On
distingue trois cas.
• Cas 1. On suppose que s = 1. D’après l’inventaire (1), il y a exactement un vecteur de plus
haut poids à multiplication par un scalaire non nul près : xα0 (2). Sous U qsl(2), il engendre
donc un sous-module isomorphe à X α(2). Les C-espaces vectoriels X α(1) ⊗ X +(2) et
X α(2) étant de même dimension, ils sont isomorphes.
• Cas 2. On suppose que s ∈ {2, ..., p − 1}. D’après l’inventaire (1), il y a exactement
deux vecteurs de plus haut poids à multiplication par un scalaire non nul près : xα0 (s+ 1)
et xα0 (s − 1). Sous U qsl(2), ils sont indépendants et engendrent donc deux sous-modules
respectivement isomorphes à X α(s+ 1) et à X α(s− 1). Il s’ensuit que :
X α(s− 1)⊕X α(s+ 1) ↪→X α(s)⊗X +(2).
Enfin, les dimensions des C-espaces vectoriels correspondants sont égales. Ils sont donc
isomorphes.
• Cas 3. On suppose que s = p. D’après l’inventaire (1), il y a exactement deux vecteurs
de plus haut poids à multiplication par un scalaire non nul près : x−α0 (1) et xα0 (p− 1). De
plus :
∆(F )x−α0 (1)
(1)= ∆(F )xα0 (p)⊗ x+0 (2)
(I.1.2)=
(
K−1 ⊗ F + F ⊗ 1
)
xα0 (p)⊗ x+0 (2)
= αq−p+1 xα0 (p)⊗ x+1 (2) + xα1 (p)⊗ x+0 (2)
= xα1 (p)⊗ x+0 (2)− αq xα0 (p)⊗ x+1 (2)
(1)= xα0 (p− 1).
Il s’ensuit que les deux vecteurs de plus haut poids x−α0 (1) et xα0 (p − 1) engendrent un
sous-module isomorphe à V −α(1). Donc :
V −α(1) ↪→X α(p)⊗X +(2).
Par ailleurs, commeX α(p) = Pα(p) est projectif, le produit tensorielX α(p)⊗X +(2) est
aussi projectif (cf. la remarque I.3.2). Par conséquent, il se décompose en somme directe
de PIMs (cf. par exemple [CR62, Thm 56.6]). D’après la remarque I.2.10 et la proposition
I.2.11, il y a 2p classes d’isomorphisme de PIMs données par :
P±(s′′) =
V ±(s′′)•
E 
V ∓(p−s′′)•
, 1 ≤ s′′ ≤ p.
On en déduit que :
Pα(p− 1) ↪→X α(p)⊗X +(2).
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Enfin, les dimensions des C-espaces vectoriels correspondants sont égales. Ils sont donc
isomorphes.
Remarque I.3.6. Pour tout s ∈ {1, ..., p}, le module simple X +(s) est facteur direct de
X +(2)⊗(s−1) (récurrence immédiate). M
Lemme I.3.7. Soient α ∈ {+,−} et s, s′ ∈ {1, ..., p}. Les facteurs directs du U qsl(2)-
module X α(s)⊗X +(s′) sont des modules simples ou des PIMs.
Démonstration. D’après la remarque I.3.6, on sait que X +(s′) est un facteur direct de
X +(2)⊗(s′−1). Il existe donc un U qsl(2)-module Y tel que :
X α(s)⊗X +(2)⊗(s′−1) ∼=
(
X α(s)⊗X +(s′)
)
⊕ Y .
Il suffit alors de montrer le résultat pour X α(s)⊗X +(2)⊗(s′−1).
Pour cela, on procède par induction sur la puissance k ∈ {0, ..., s′ − 1} de X +(2). Le
résultat est immédiat pour k = 0 car X α(s) ⊗ C ∼= X α(s) est un module simple. Soit
k ∈ {0, ..., s′ − 1}. On suppose que les facteurs directs de X α(s)⊗X +(2)⊗k sont soit des
modules simples, soit des PIMs. Pour tout s′′ ∈ {1, ..., p}, on note λ±s′′ la multiplicité du
facteur X ±(s′′) et µ±(s′′) celle de P±(s′′) (cf. la remarque I.2.10). Alors, on a :
X α(s)⊗X +(2)⊗k ∼=
⊕
1≤s′′≤p
α′′∈{+,−}
λα
′′
s′ 6=0
λα
′′
s′′X
α′′(s′′)⊕ ⊕
1≤s′′≤p−1
α′′∈{+,−}
µα
′′
s′′ 6=0
µα
′′
s′′P
α′′(s′′).
Il s’ensuit que :
X α(s)⊗X +(2)⊗k+1 ∼=
⊕
1≤s′′≤p
α′′∈{+,−}
λα
′′
s′′ 6=0
λα
′′
s′′
(
X α
′′(s′′)⊗X +(2)
)
⊕ ⊕
1≤s′′≤p−1
α′′∈{+,−}
µα
′′
s′′ 6=0
µα
′′
s′′
(
Pα
′′(s′′)⊗X +(2)
)
.
D’après le lemme I.3.4, pour tout s′′ ∈ {1, ..., p}, les facteurs directs du module X ±(s′′)⊗
X +(2) sont soit des modules simples, soit des PIMs. D’autre part, pour tout s′′ ∈ {1, ..., p},
le moduleP±(s′′)⊗X +(2) est projectif carP±(s′′) l’est (cf. remarque I.3.2). Or, d’après
le théorème de Krull-Schmidt, tout module projectif se décompose en somme directe de
PIMs (cf. par exemple [CR62, Thm 56.6]). D’où le résultat.
Théorème I.3.8. Soient α ∈ {+,−} et s, s′ ∈ {1, ..., p}. On a :
X α(s)⊗X +(s′) ∼=
p−1−|p−s−s′|⊕
s′′=|s−s′|+1
pas=2
X α(s′′)⊕
p⊕
s′′=2p−s−s′+1
pas=2
Pα(s′′).
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Démonstration. A l’aide du lemme I.3.7, on généralise le procédé utilisé dans la preuve du
lemme I.3.4 donnant la décomposition pour s′ = 2.
On commence par déterminer les vecteurs de poids de X α(s)⊗X +(s′). On se donne
{xαn(s) ; 0 ≤ n ≤ s− 1} la C-base canonique de X α(s) et {x+m(s′) ; 0 ≤ m ≤ s′ − 1} celle
X +(s′) (cf. la proposition I.2.4). Sachant que ∆(K) = K⊗K (I.1.2), les vecteurs de poids
de X α(s)⊗X +(s′) sont de la forme :
x(s+ s′ − 1− 2k) := ∑
0≤n≤s−1
0≤m≤s′−1
n+m=k
Cn,m x
α
n(s)⊗ x+m(s′), 0 ≤ k ≤ s+ s′ − 2,
où Cn,m est une constante pour tous n ∈ {0, ..., s− 1} et m ∈ {0, ..., s′ − 1}.
Cherchons lesquels sont de plus haut poids. On fixe k ∈ {0, ..., s + s′ − 2} et on pose
s′′ = s+ s′ − 1− 2k. On a :
∆(K)x(s′′) (I.1.2)= K ⊗K x(s′′) = αqs′′−1x(s′′),
∆(E)x(s′′) (I.1.2)=
∑
0≤n≤s−1
0≤m≤s′−1
n+m=k
Cn,m (1⊗ E + E ⊗K)xαn(s)⊗ x+m(s′)
=
∑
0≤n≤s−1
1≤m≤s′−1
n+m=k
Cn,m[m][s′ −m]xαn(s)⊗ x+m−1(s′)
+
∑
1≤n≤s−1
0≤m≤s′−1
n+m=k
Cn,mαq
s′−1−2m[n][s− n]xαn−1(s)⊗ x+m(s′)
=
∑
0≤n≤s−1
0≤m≤s′−2
n+m=k−1
Cn,m+1[m+ 1][s′ −m− 1]xαn(s)⊗ x+m(s′)
+
∑
0≤n≤s−2
0≤m≤s′−1
n+m=k−1
Cn+1,mαq
s′−1−2m[n+ 1][s− n− 1]xαn(s)⊗ x+m(s′).
L’équation ∆(E)x(s′′) = 0 donne un vecteur x(s′′) non nul si k ∈ {0, ...,min(s, s′) − 1}.
Dans ce cas, s′′ ∈ {|s − s′| + 1, |s − s′| + 3, ..., s + s′ − 1} et l’équation ∆(E)x(s′′) est
équivalente à :
Cn,m = (−α)mqm(s′−m) [k]![s− 1− n]![s
′ − 1−m]!
[n]![s− 1− k]![m]![s′ − 1]! Ck,0,
pour tous n ∈ {0, ..., s − 2} et m ∈ {0, ..., s′ − 2} tels que n + m = k. Pour tout k ∈
{0, ...,min(s, s′)− 1}, on choisit un vecteur x(s′′) solution de cette équation tel que :
Ck,0 = 1;
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donc x(s′′) est un vecteur de plus haut poids αqs′′−1. Par conséquent, il y a min(s, s′)
vecteur(s) de plus haut poids :
(1)
xα0 (s′′) := x(s′′), s′′ ∈ {|s− s′|+ 1, |s− s′|+ 3, ..., s+ s′ − 1},
si s+ s′ ≤ p+ 1,
xα0 (s′′) := x(s′′), s′′ ∈ {|s− s′|+ 1, |s− s′|+ 3, ..., b(s, s′)},
si s+ s′ ≥ p+ 2,
x−α0 (s′′ − p) := x(s′′), s′′ ∈ {b(s, s′) + 2, b(s, s′) + 4, ..., s+ s′ − 1},
si s+ s′ ≥ p+ 2.
à multiplication par un scalaire non nul près, où :
b(s, s′) =
p− 1 si s+ s′ = p mod 2,p si s+ s′ = p− 1 mod 2.
D’après le corollaire I.2.9, l’action de ∆(F ) sur ces vecteurs de plus haut poids engendre
des modules respectivement isomorphes à :
X α(s′′) ou V α(s′′), s′′ ∈ {|s− s′|+ 1, |s− s′|+ 3, ..., s+ s′ − 1},
si s+ s′ ≤ p+ 1,
X α(s′′) ou V α(s′′), s′′ ∈ {|s− s′|+ 1, |s− s′|+ 3, ..., b(s, s′)},
si s+ s′ ≥ p+ 2,
X −α(p− s′′) ou V −α(p− s′′),
s′′ ∈ {2p− s− s′ + 1, 2p− s− s′ + 3, ..., 2p− b(s, s′)− 2}, si s+ s′ ≥ p+ 2.
Or, d’après le lemme I.3.7, les facteurs directs de X α(s)⊗X +(s′) sont soit des modules
simples, soit des PIMs. De plus, d’après la remarque I.2.10 et la proposition I.2.11, il y a
2p classes d’isomorphisme de PIMs données par :
P±(s′′) =
V ±(s′′)•
E 
V ∓(p−s′′)•
, 1 ≤ s′′ ≤ p.
On en déduit que les facteurs directs de X α(s)⊗X +(s′) sont isomorphes à :
X α(s′′) ou P−α(p− s′′), s′′ ∈ {|s− s′|+ 1, |s− s′|+ 3, ..., s+ s′ − 1},
si s+ s′ ≤ p+ 1,
X α(s′′) ou P−α(p− s′′), s′′ ∈ {|s− s′|+ 1, |s− s′|+ 3, ..., b(s, s′)},
si s+ s′ ≥ p+ 2,
X −α(p− s′′) ou Pα(s′′),
s′′ ∈ {2p− s− s′ + 1, 2p− s− s′ + 3, ..., 2p− b(s, s′)− 2}, si s+ s′ ≥ p+ 2.
Afin de départager ces structures possibles, on compte le nombre de vecteurs de plus haut
poids et on identifie les couples liés sous U qsl(2). On distingue deux cas.
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• Cas 1. On suppose que s + s′ ≤ p + 1. D’après l’inventaire (1), le(s) vecteur(s) de plus
haut poids sont :
xα(s′′), s′′ ∈ {|s− s′|+ 1, |s− s′|+ 3, ..., s+ s′ − 1},
à multiplication par un scalaire non nul près. Sous U qsl(2), ils sont deux à deux indépen-
dants et engendrent donc des sous-modules respectivement isomorphes à :
X α(s′′), s′′ ∈ {|s− s′|+ 1, |s− s′|+ 3, ..., s+ s′ − 1}.
Il s’ensuit que :
X α(s)⊗X +(s′) ∼=
s+s′−1⊕
s′′=|s−s′|+1
pas=2
X α(s′′).
• Cas 2. On suppose que s+ s′ ≥ p+ 2. D’après l’inventaire (1), les vecteurs de plus haut
poids sont :
(2)
xα0 (s′′), s′′ ∈ {|s− s′|+ 1, |s− s′|+ 3, ..., b(s, s′)},
x−α0 (p− s′′), s′′ ∈ {2p− s− s′ + 1, 2p− s− s′ + 3, ..., 2p− b(s, s′)− 2},
à multiplication par un scalaire non nul près, où :
|s− s′|+ 1 ≤ 2p− s− s′ + 1 ≤ 2p− b(s, s′)− 2 ≤ b(s, s′).
Parmi ceux-ci, les vecteurs de plus hauts poids :
xα0 (s′′), s′′ ∈ {|s− s′|+ 1, |s− s′|+ 3, ..., 2p− s− s′ − 1},
xα0 (p) si b(s, s′) = p,
sont deux à deux indépendants et ne sont pas liés aux autres sous U qsl(2). Ils engendrent
donc des facteurs directs respectivement isomorphes à :
X α(s′′), s′′ ∈ {|s− s′|+ 1, |s− s′|+ 3, ..., 2p− s− s′ − 1},
X α(p) si b(s, s′) = p.
Reste à étudier la structure engendrée par les couples :(
xα0 (s′′), x−α0 (p− s′′)
)
, s′′ ∈ {2p− s− s′ + 1, 2p− s− s′ + 3, ..., 2p− b(s, s′)− 2}.
On fixe s′′ ∈ {2p − s − s′ + 1, |s − s′| + 3, ..., s + s′ − 1}. D’après les équations(I.1.1) et
(I.1.5) sur les commutateurs, les vecteurs ∆(F s′′)xα0 (s′′) et ∆(F p−s
′′)x−α0 (p− s′′) sont nuls
ou de plus haut poids αqs′′−1. Or, d’après les équations (I.1.6), pour tout M ∈ N :
∆(FM)x(s′′) =
∑
0≤n≤s−1
0≤m≤s′−1
2(n+m)=s+s′−1−s′′
Cn,m
M∑
r=0
[
M
r
]
qr(M−r)F rKr−Mxαn(s)⊗ FM−rx+m(s′)
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=
∑
0≤n≤s−1
0≤m≤s′−1
2(n+m)=s+s′−1−s′′
Cn,m
M∑
r=0
[
M
r
]
αr−Mq(r−s+1+2n)(M−r)
× δm+M−s′+1≤r≤s−1−n xαn+r(s)⊗ x+m+M−r(s′).
Donc ∆(F s′′)xα0 (s′′) est nul, et ∆(F p−s
′′)x−α0 (p − s′′) est un vecteur de plus haut poids
αqs
′′−1. D’après l’inventaire (2), il existe λ ∈ C∗ tel que :
∆(F p−s′′)x−α0 (p− s′′) = λxα0 (s′′).
Il s’ensuit que les deux vecteurs de plus haut poids xα0 (s′′) et x−α0 (p − s′′) engendrent un
sous-module isomorphe à V −α(p−s′′) dansPα(s′′). Par conséquent, les couples de vecteurs
de plus haut poids étudiés contribuent à des facteurs directs isomorphes à :
Pα(s′′), s′′ ∈ {2p− s− s′ + 1, 2p− s− s′ + 3, ..., 2p− b(s, s′)− 2}.
En regroupant les facteurs directs obtenus, on obtient :
X α(s)⊗X +(s′) ∼=
2p−s−s′−1⊕
s′′=|s−s′|+1
pas=2
X α(s′′)⊕ δb(s,s′),pX α(p)⊕
2p−b(s,s′)−2⊕
s′′=2p−s−s′−1
pas=2
Pα(s′′)
∼=
2p−s−s′−1⊕
s′′=|s−s′|+1
pas=2
X α(s′′)⊕ δb(s,s′),pX α(p)⊕
p−1⊕
s′′=2p−s−s′−1
pas=2
Pα(s′′)
∼=
2p−s−s′−1⊕
s′′=|s−s′|+1
pas=2
X α(s′′)⊕
p⊕
s′′=2p−s−s′−1
pas=2
Pα(s′′),
car X ±(p) = P±(p).
La formule donnée dans l’énoncé regroupe les cas 1 et 2. D’où le résultat.
Corollaire I.3.9. Soient α ∈ {+,−} et s, s′ ∈ {1, ..., p}. On a :
X α(s)⊗X α′(s′) ∼=
p−1−|p−s−s′|⊕
s′′=|s−s′|+1
pas=2
X αα
′(s′′)⊕
p⊕
s′′=2p−s−s′+1
pas=2
Pαα
′(s′′).
Démonstration. Le résultat découle directement du théorème I.3.8 et des identifications
(I.3.3).
Remarque I.3.10. Le résultat du corollaire I.3.9 est symétrique en les couples de variables
(α, s) et (α′, s′), donc :
X α
′(s′)⊗X α(s) ∼= X α(s)⊗X α′(s′).
Par construction, il en sera de même pour tous les produits tensoriels prochainement dé-
crits. M
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I.3.B Produits de modules simples-PIMs
Soient α, α′ ∈ {+,−} et s, s′ ∈ {1, ..., p}. On étudie maintenant le produit tensoriel
X α(s)⊗Pα′(s′). Pour cela, on construit d’abord une extension de X α(s)⊗X α′(s′) par
X α(s)⊗X −α′(p− s′), puis une extension de X α(s)⊗V α′(s′) par X α(s)⊗V −α′(p− s′).
Lemme I.3.11. Soient α, α′ ∈ {+,−} et s, s′ ∈ {1, ..., p}. On a :
X α(s)⊗ V α′(s′) ∼=
p−1−|p−s−s′|⊕
s′′=|s−s′|+1
pas=2
V αα
′(s′′)⊕
p⊕
s′′=p−s+s′+1
pas=2
P−αα
′(s′′)⊕
p⊕
s′′=2p−s−s′+1
pas=2
Pαα
′(s′′).
Démonstration. Par construction (cf. la proposition I.2.7), le module de Verma V α′(s′) est
une extension de X α′(s′) par X −α′(p− s′) telle que :
V α
′(s′) =
X α
′ (s′)•
F
X −α
′ (p−s′)•
.
A la vue des expressions des coproduits ∆(E), ∆(F ) et ∆(K) (I.1.2) et de la structure de
module de X α(s) (cf. la proposition I.2.4), le produit tensoriel X α(s) ⊗ V α′(s′) est une
extension de X α(s)⊗X α′(s′) par X α(s)⊗X −α(p− s) telle que :
(1) X α(s)⊗ V α′(s′) =
X α(s)⊗X α′ (s′)•
∆(F )
X α(s)⊗X −α(p−s)•
.
D’après le corollaire I.3.9, on connait les facteurs directs deX α(s)⊗X α′(s′) etX α(s)⊗
X −α(p− s) :
X α(s)⊗X −α′(p− s′) ∼=
p−1−|s′−s|⊕
s′′=|s+s′−p|+1
pas=2
X −αα
′(s′′)⊕
p⊕
s′′=p−s+s′+1
pas=2
P−αα
′(s′′)(I.3.12)
∼=
p−1−|s+s′−p|⊕
s′′=|s′−s|+1
pas=2
X −αα
′(p− s′′)⊕
p⊕
s′′=p−s+s′+1
pas=2
P−αα
′(s′′),(2)
X α(s)⊗X α′(s′) ∼=
p−1−|p−s−s′|⊕
s′′=|s−s′|+1
pas=2
X αα
′(s′′)⊕
p⊕
s′′=2p−s−s′+1
pas=2
Pαα
′(s′′).(3)
D’après le théorème de Krull-Schmidt (cf. par exemple [CR62, Thm 14.5]), il s’agit donc
de déterminer des classes d’extension indécomposables des facteurs directs de (2) par des
facteurs directs de (3) qui vérifient (1).
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Or, par construction, les PIMs n’ont pas d’extension non triviale, et les classes des
modules de Verma V αα′(s′′) et V¯ αα′(s′′), 1 ≤ s′′ ≤ p, forment une base du C-espace
vectoriel des classes d’extensions de X αα′(s′′) par X −αα′(p− s′′) (cf. lemme I.2.6) :
V αα
′(s′′) =
X αα
′ (s′′)•
F
X −αα
′ (p−s′′)•
, V¯ αα
′(s′′) =
X αα
′ (s′′)•
E
X −αα
′ (p−s′′)•
.
On en déduit que :
X α(s)⊗ V α′(s′) ∼=
p−1−|p−s−s′|⊕
s′′=|s−s′|+1
pas=2
V αα
′(s′′)
p⊕
s′′=p−s+s′+1
pas=2
P−αα
′(s′′)⊕
p⊕
s′′=2p−s−s′+1
pas=2
Pαα
′(s′′).
Remarque I.3.13. Le lemme I.3.11 est aussi valable en remplaçant le module de Verma
V α
′(s′) par le module de Verma contragrédient V¯ α′(s′). M
Théorème I.3.14. Soient α, α′ ∈ {+,−} et s, s′ ∈ {1, ..., p}. On a :
X α(s)⊗Pα′(s′) ∼=
p−1−|p−s−s′|⊕
s′′=|s−s′|+1
pas=2
Pαα
′(s′′)⊕
p⊕
s′′=2p−s−s′+1
pas=2
2Pαα′(s′′)
⊕
p⊕
s′′=p−s+s′+1
pas=2
2P−αα′(s′′).
Démonstration. Par construction (cf. la proposition I.2.11), le PIMPα′(s′) est une exten-
sion de V α′(s′) par V −α′(p− s′) telle que :
Pα
′(s′) =
V α
′ (s′)•
E
V −α
′ (p−s′)•
.
A la vue des expressions des coproduits ∆(E), ∆(F ) et ∆(K) (I.1.2) et de la structure de
module de X α(s), le produit tensoriel X α(s) ⊗Pα′(s′) est une extension de X α(s) ⊗
V α
′(s′) par X α(s)⊗ V −α′(p− s′) telle que :
(1) X α(s)⊗Pα′(s′) =
X α(s)⊗V α′ (s′)•
∆(E)
X α(s)⊗V −α(p−s)•
.
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D’après le lemme I.3.11, on connaît les facteurs directs deX α(s)⊗V α′(s′) et X α(s)⊗
V −α
′(p− s′) :
X α(s)⊗ V −α′(p− s′) ∼=
p−1−|s′−s|⊕
s′′=|s+s′−p|+1
pas=2
V −αα
′(s′′)⊕
p⊕
s′′=2p−s−s′+1
pas=2
Pαα
′(s′′)
⊕
p⊕
s′′=p−s+s′+1
pas=2
P−αα
′(s′′)
∼=
p−1−|s+s′−p|⊕
s′′=|s′−s|+1
pas=2
V −αα
′(p− s′′)⊕
p⊕
s′′=2p−s−s′+1
pas=2
Pαα
′(s′′)
⊕
p⊕
s′′=p−s+s′+1
pas=2
P−αα
′(s′′),
(2)
X α(s)⊗ V α′(s′) ∼=
p−1−|p−s−s′|⊕
s′′=|s−s′|+1
pas=2
V αα
′(s′′)⊕
p⊕
s′′=p−s+s′+1
pas=2
P−αα
′(s′′)
⊕
p−1⊕
s′′=2p−s−s′+1
pas=2
Pαα
′(s′′).
(3)
De plus, comme Pα′(s′) est projectif, le produit tensoriel X α(s)⊗Pα′(s′) est aussi pro-
jectif (cf. la remarque I.3.2). D’après un raffinement du théorème de Krull-Schmidt (cf.
par exemple [CR62, Thm 56.6]), il s’agit donc de déterminer les PIMs qui réalisent une
extension des facteurs directs de (2) par des facteurs directs de (3) suivant (1).
Or, d’après la remarque I.2.10, il y a 2p classes d’isomorphisme de PIMs données par :
Pαα
′(s′′) =
V αα
′ (s′′)•
E 
V −αα
′ (p−s′′)•
, 1 ≤ s′′ ≤ p ;
lesquelles n’ont pas d’extension non triviale. On en déduit que :
X α(s)⊗Pα′(s′) ∼=
p−1−|p−s−s′|⊕
s′′=|s−s′|+1
pas=2
Pαα
′(s′′)⊕
p⊕
s′′=2p−s−s′+1
pas=2
2Pαα′(s′′)
⊕
p⊕
s′′=p−s+s′+1
pas=2
2P−αα′(s′′).
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Pour des raisons de symétrie énoncées précédemment dans la remarque I.3.10, on sait
que :
Pα
′(s′)⊗X α(s) ∼= X α(s)⊗Pα′(s′).
I.3.C Produits de PIMs
Soient α, α′ ∈ {+,−} et s, s′ ∈ {1, ..., p}. On étudie le produit tensorielPα(s)⊗Pα′(s′).
Pour cela, on construit d’abord une extension deX α(s)⊗Pα′(s′) parX −α(p−s)⊗Pα′(s′),
puis une extension de V α(s)⊗Pα′(s′) par V −α(p− s)⊗Pα′(s′)
Lemme I.3.15. Soient α, α′ ∈ {+,−} et s, s′ ∈ {1, ..., p}. On a :
V α(s)⊗Pα′(s′) ∼=
p−1−|p−s−s′|⊕
s′′=|s−s′|+1
pas=2
(
P−αα
′(p− s′′)⊕Pαα′(s′′)
)
⊕
p⊕
s′′=p+1−|s−s′|
pas=2
2P−αα′(s′′)⊕
p⊕
s′′=p+1−|p−s−s′|
pas=2
2Pαα′(s′′).
Démonstration. On procède comme dans la preuve du lemme I.3.11, donnant les facteurs
directs des produits tensoriels de modules simples par des modules de Verma.
Remarque I.3.16. Le lemme I.3.15 est aussi valable en remplaçant le module de Verma
V α
′(s′) par le module de Verma contragrédient V¯ α′(s′). M
Théorème I.3.17. Soient α, α′ ∈ {+,−} et s, s′ ∈ {1, ..., p}. On a :
Pα(s)⊗Pα′(s′) ∼=
p−1−|p−s−s′|⊕
s′′=|s−s′|+1
pas=2
(
2P−αα′(p− s′′)⊕ 2Pαα′(s′′)
)
⊕
p⊕
s′′=p+1−|s−s′|
pas=2
4P−αα′(s′′)⊕
p⊕
s′′=p+1−|p−s−s′|
pas=2
4Pαα′(s′′).
Démonstration. On procède comme dans la preuve du théorème I.3.14, donnant les facteurs
directs des produits tensoriels de modules simples par des PIMs.
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Chapitre II
Le centre du groupe quantique
restreint
En théorie des représentations, les PIMs d’une algèbre de dimension finie ont une étroite
relation avec les éléments de son centre (cf. par exemple [CR62, § 55]). Dans le cas des
groupes quantiques quotients U qsl(2), associés à l’algèbre de lie sl2 et aux racines q de
l’unité, chaque module simple ou couple de PIMs correspond canoniquement à un élément
du centre. On obtient ainsi une base canonique du centre dont on connaît le système de
relations. La première description explicite de cette base est donnée par Kerler en 1995
pour les petits groupes quantiques (associés aux racines impaires de l’unité) grâce à des
moyens calculatoires (cf. [Ker95, § 3.2]). En 2005, Feigin, Gainutdinov, Semikhanov et
Tipunin font le lien avec la théorie des représentations et en donnent la description pour
les groupes quantiques restreints (associés aux racines paires de l’unité, cf. [FGST06b, §
4]). Comme dans le chapitre précédent, on concentre notre travail sur le groupe quantique
restreint associé à une racine primitive paire de l’unité. Dans ce deuxième chapitre, on
suit l’approche de [FGST06b] et on détaille leurs résultats. A cette occasion, on utilisera
régulièrement les notations du chapitre I, et les descriptions des modules données dans la
section I.2. Il sera alors facile de développer l’approche de Kerler en exprimant les éléments
de cette base canonique à l’aide de polynômes en l’élément de Casimir.
Toutefois, l’une ou l’autre de ces approches ne tient pas compte de la structure parti-
culière des groupes quantiques quotients de sl2. En effet, pour toute racine q de l’unité, il
est possible de réaliser le groupe quantique quotient U qsl(2) comme une sous-algèbre d’une
algèbre de Hopf tressée et enrubannée (cf. par exemple [Kas95, § VI-IX, § XIII]). Dans
cette situation, on peut décrire une partie centrale D à l’aide du morphisme de Drinfeld
χ introduit dans [Dri90, Prop. 3.3]. Pour le groupe quantique générique Uhsl(2), cette mé-
thode suffit à décrire le centre tout entier de Uhsl(2) (cf. par exemple [Bau98, Thm 2]).
Par contre, lorsque h s’évalue en une racine q de l’unité, on obtient le reste R du centre
de U qsl(2) à l’aide du morphisme de Radford φ̂ (inverse) introduit dans [Rad90, Prop. 3].
Cette idée, initialement proposée par Lachowska dans [Lac03] pour les petits groupes quan-
tiques (associés aux racines impaires de l’unité), est également reprise dans [FGST06b, § 4]
pour les groupes quantiques restreints (associés aux racines paires de l’unité). On complète
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ce chapitre II avec des rappels généraux sur les algèbres Hopfs tressées et enrubannées, puis
on détaille la réalisation du centre des groupes quantiques restreints par les morphismes
de Drinfeld et de Radford à la manière de [FGST06a].
Comme on le verra ultérieurement dans le chapitre IV, les morphismes de Drinfeld
et de Radford sont d’autant plus intéressants qu’ils permettent de retrouver le morphisme
S ∼= χ◦φ̂−1 découvert dans [LM94] comme le morphisme d’involution d’une représentation
projective de SL2(Z) sur le centre de groupes quantiques quotients. En outre, le sous-
ensemble non-vide D ∩ R réalise le plus grand sous-espace stable de S (cf. [FGST06b,
Prop. 4.5.2])
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II.1 La base canonique du centre
On cherche à décrire le centre Z de U qsl(2). Pour cela, on considère la représenta-
tion régulière bilatère Reg de U qsl(2) (en tant que U qsl(2)-bimodule). L’ensemble de ses
U qsl(2)-endomorphismes est en bijection avec Z via l’isomorphisme d’algèbres :
EndUqsl(2)−Uqsl(2)(Reg)
∼−→ Z
ϕ 7−→ ϕ(1) .
On commence par détailler la structure de bimodule de Reg, puis on en déduit l’existence
d’éléments centraux canoniques, dont on connaît le système de relations et qui forment une
C-base de Z. Ceux-ci sont enfin exprimés en fonction des générateurs de U qsl(2) à l’aide
d’un élément particulier C, l’élément de Casimir.
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II.1.A Décomposition de la représentation régulière
Tout U qsl(2)-bimodule peut être vu comme un U qsl(2)⊗U qsl(2)op-module à gauche, où
U qsl(2)op désigne l’algèbre opposée de U qsl(2) (cf. par exemple [Pie82, Prop. 10.1]). Dans
ces conditions, d’après le théorème de Krull-Schmidt (cf. par exemple [CR62, Thm 14.5]),
tout U qsl(2)-bimodule de dimension finie se décompose de manière unique, à isomorphisme
et ordre des facteurs près, en somme directe de U qsl(2)-bimodules indécomposables. On ap-
pelle encore facteurs directs les U qsl(2)-bimodules indécomposables de cette décomposition
(cf. la section I.2). En particulier, on s’intéresse aux facteurs directs de la représentation
régulière bilatère Reg de U qsl(2). Pour cela, on définit une (nouvelle) structure de U qsl(2)-
bimodule sur le produit tensoriel de U qsl(2)-modules, et on utilise les facteurs directs de
la représentation régulière à gauche Reg (cf. la proposition I.2.13).
Définition. Soient X un U qsl(2)-module à gauche et Y un U qsl(2)-module à droite. On
noteX Y le C-espace vectorielX ⊗Y muni de la structure de U qsl(2)-bimodule définie
par :
a(x⊗ y) := (ax)⊗ y, (x⊗ y)b := x⊗ (yb).
pour tous a ∈ U qsl(2), b ∈ U qsl(2)op, x ∈X et y ∈ Y .
Remarque II.1.1. Pour tout U qsl(2)-module simple à gauche X et tout U qsl(2)-module
simple à droite Y , le U qsl(2)-bimodule X  Y est encore simple. M
D’après la remarque I.2.2, les structures de modules simples à droite sont analogues aux
structures de modules simples à gauche. Par extension, il en va de même pour les modules
de Verma à droite et les PIMs à droite. Par abus, on désignera les U qsl(2)-modules à droite
avec les mêmes notations que celles des U qsl(2)-modules à gauche :
— X ±(s), 1 ≤ s ≤ p, pour les modules simples,
— V ±(s), V¯ ±(s), 1 ≤ s ≤ p, pour les modules de Verma,
— P±(s), 1 ≤ s ≤ p, pour les PIMs.
C’est pourquoi on ne précisera pas le latéralité des modules considérés dans le lemme II.1.3.
Lemme II.1.2. Soient U et V deux C-espaces vectoriels de dimension finie. On note
(e1, ..., en) et (ε1, ..., εn) leurs bases respectives, et 〈, 〉 le produit scalaire hermitien canonique
de U . On considère les C-espaces vectoriels V ⊗ U et Hom(U, V ) munis des structures de
End(V )− End(U)-bimodules respectivement définies par :
g(v ⊗ u) := g(v)⊗ u, (v ⊗ u)f := v ⊗ f ∗(u),
gh := g ◦ h, hf := h ◦ f,
pour tous g ∈ End(V ), f ∈ End(U), v ∈ V , u ∈ U , et h ∈ Hom(U, V ), où f ∗ désigne
l’endomorphisme adjoint de f . Alors l’isomorphisme canonique de C-espaces vectoriels
donné par :
λU,V :
V ⊗ U
∼−→ Hom(U, V )
εj ⊗ ei 7−→ 〈?, ei〉 εj
,
où le symbole ? désigne la place de la variable, induit un isomorphisme de End(V )−End(U)-
bimodules.
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Démonstration. Il s’agit d’une vérification directe.
Soient g ∈ End(V ), f ∈ End(U), i ∈ {1, ..., n} et j ∈ {1, ..., j}. On a :
λU,V (g(εj ⊗ ei)) = λU,V (g(εj)⊗ ei) = 〈?, ei〉 g(εj) = g (〈?, ei〉 εj)
= g ◦ λU,V (εj ⊗ ei) = gλU,V (εj ⊗ ei),
λU,V ((εj ⊗ ei)f) = λU,V (εj ⊗ f ∗(ei)) = 〈?, f ∗(ei)〉 εj = 〈f(?), ei〉 εj
= λU,V (εj ⊗ ei) ◦ f = λU,V (εj ⊗ ei)f.
Lemme II.1.3. (a) Si X est un U qsl(2)-module simple, alors il existe un morphisme
surjectif de U qsl(2)-bimodules :
p˜i : Reg −→X X .
(b) Si V est un U qsl(2)-module de Verma, alors il existe un morphisme surjectif de
U qsl(2)-bimodules :
p˜i : Rad (Reg) −→ RadV  (V /RadV ) ,
où RadV est le radical de V .
Démonstration. (a) Soit X un U qsl(2)-module simple (cf. la proposition I.2.4 et la re-
marque I.2.2). On considère le morphisme de C-algèbres :
pi :
U qsl(2) −→ End (X )a 7−→ [x 7→ ax] .
Il induit une structure de U qsl(2)-bimodule sur tout End (X )-bimodule. En particulier,
X ⊗X et End (X ) sont munis de structures de U qsl(2)-bimodules données par :
(1)
a(x⊗ y) := pi(a)(x)⊗ y, (x⊗ y)a := x⊗ pi(a)∗(y),
ah := pi(a) ◦ h, ha := h ◦ pi(a),
pour tous a ∈ U qsl(2), x, y ∈ X , et h ∈ End (X ), où pi(a)∗ désigne l’endomorphisme
adjoint de pi(a) par rapport à la structure duale définie dans la remarque I.2.2 :
pi(a)∗ : x 7−→ xa.
D’après le lemme II.1.2, l’isomorphisme canonique de C-espaces vectoriels :
λX ,X : X ⊗X ∼−→ End (X )
induit donc un isomorphisme de U qsl(2)-bimodules, dont les structures sont détaillées
dans (1). D’autre part, d’après le théorème de Burnside (cf. par exemple [CR62, Thm
27.4]), le morphisme d’algèbres pi est surjectif. Par conséquent, la composée :
p˜i : Reg pi End (X )
λ−1X ,X−→∼ X X
est un morphisme surjectif de U qsl(2)-bimodules.
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(b) Soit V un U qsl(2)-module de Verma (cf. la proposition I.2.7 et la remarque I.2.2). On
considère le morphisme de C-algèbres :
pi :
U qsl(2) −→ End (V )a 7−→ [x 7→ ax] .
Comme V est une extension de modules simples, le morphisme pi se surjecte sur :
Im(pi) ∼=
(
End (V /RadV ) {0}
Hom (V /RadV ,RadV ) End (RadV )
)
d’après le théorème de Burnside. On note p¯i le morphisme surjectif induit sur les radi-
caux :
p¯i : Rad(U qsl(2)) Hom (V /RadV ,RadV )
(cf. par exemple [Pie82, Lemme 4.1]). On procède alors comme en (a) avec le morphisme
p¯i. On obtient un morphisme surjectif de U qsl(2)-bimodules :
p˜i : Rad(Reg) p¯i Hom (V /RadV ,RadV )
λ−1RadV ,V /RadV−→∼ RadV  (V /RadV ) .
Théorème II.1.4. La représentation régulière bilatère Reg de U qsl(2) se décompose de
manière unique, à isomorphisme et ordre des facteurs près, en la somme directe ⊕ps=0Q(s),
où :
(i) les U qsl(2)-bimodules Q(0) = X −(p)  X −(p) et Q(p) = X +(p)  X +(p) sont
simples,
(ii) pour tout s ∈ {1, ..., p − 1}, le U qsl(2)-bimodule Q(s) est indécomposable et admet
une filtration de U qsl(2)-bimodules 0 ⊂ R(s)2 ⊂ R(s) ⊂ Q(s) tels que :
Q(s)/R(s) ∼= X +(s)X +(s)⊕X −(p− s)X −(p− s),
R(s)/R(s)2 ∼= 2X −(p− s)X +(s)⊕ 2X +(s)X −(p− s),
R(s)2 ∼= X +(s)X +(s)⊕X −(p− s)X −(p− s).
Pour davantage de lisibilité, la structure des U qsl(2)-bimodules Q(s), 1 ≤ s ≤ p − 1,
est synthétisée dans la figure II.1.A.
Démonstration. On commence par déterminer le nombre de facteurs directs de Reg. Pour
tout U qsl(2)-bimodule X, on note X le U qsl(2)-module à gauche obtenu à partir de X
par oubli de l’action à droite de U qsl(2). En particulier, pour la représentation régulière
bilatère Reg, le U qsl(2)-module à gauche correspondant est la représentation régulière à
gauche Reg. D’après la proposition I.2.13, on sait que :
Reg ∼=
p−1⊕
s=1
[
sP+(s)⊕ sP−(s)
]
⊕ pX +(s)⊕ pX −(p).
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Figure II.1.A – Structure des bimodules Q(s), 1 ≤ s ≤ p− 1.
Représentation diagrammatique de l’action à gauche de U qsl(2) :
Q(s)/R(s) X
+(s)X +(s)•
E
ww
F
''
E

X −(p−s)X −(p−s)•
E
vv
F
((
E

R(s)/R(s)2 X
−(p−s)X +(s)•
F ''
X −(p−s)X +(s)•
Eww
X +(s)X −(p−s)•
F ((
X +(s)X −(p−s)•
Evv
R(s)2 X
+(s)X +(s)• X
−(p−s)X −(p−s)•
Représentation diagrammatique de l’action à droite de U qsl(2) :
Q(s)/R(s) X
+(s)X +(s)•
E
++
F
--
E

X −(p−s)X −(p−s)•E
qq
F
ss
E

R(s)/R(s)2 X
−(p−s)X +(s)•
F
--
X −(p−s)X +(s)•
E
++
X +(s)X −(p−s)•
F
ss
X +(s)X −(p−s)•
E
qqR(s)2 X
+(s)X +(s)• X
−(p−s)X −(p−s)•
Les facteurs directs de cette décomposition, appelés U qsl(2)-PIMs à gauche, réalisent les
idéaux à gauche de U qsl(2). En les munissant de la structure de U qsl(2)-module à droite
donnée par la multiplication à droite, on obtiendra les facteurs directs de Reg.
Identifions les U qsl(2)-PIMs à gauche appartenant à un même facteur direct de Reg
(en tant que U qsl(2)-bimodule). Sous l’action de la multiplication à droite par U qsl(2),
deux PIMs à gauche appartiennent à un même bimodule si et seulement si ils ont les
mêmes quotients, à isomorphisme et ordre près, dans une suite de composition (cf. par
exemple [CR62, § 13, Thm 55.2]). Or, d’après la description des U qsl(2)-PIMs donnée
dans la proposition I.2.11, on sait que P±(p) = X ±(p) sont simples et que, pour tout
s ∈ {1, ..., p− 1}, la structure de P±(s) est donnée par :
(1)
X ±(s)•E
yy
F
%%
E

X ∓(p−s)•
F %%
X ∓(p−s)•
EyyX ±(s)•
Soient α ∈ {+,−} et s ∈ {1, ..., p− 1}. Une suite de composition de Pα(s) est donc :
0 ⊆X α(s) ⊆ V α(s) ⊆ V α(s) + V¯ α(s) ⊆Pα(s),
dont les sous-quotients sont respectivement :
X α(s), X −α(p− s), X −α(p− s), X α(s).
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Par conséquent, il y a p + 1 facteurs directs Q(s) de Reg, indexés par 0 ≤ s ≤ p, dont la
structure de U qsl(2)-module à gauche est donnée par :
(2)
Q(0) ∼= pX −(p),
Q(s) ∼= sP+(s)⊕ (p− s)P−(p− s), 1 ≤ s ≤ p− 1,
Q(p) ∼= pX +(p).
Il reste à expliciter les structures de U qsl(2)-bimodule des facteurs Q(s), 0 ≤ s ≤ p.
Ceux-ci étant en somme directe, leurs structures de U qsl(2)-bimodule coïncident avec leurs
structures induites deQ(s)-bimodule, 0 ≤ s ≤ p. Dans la suite, on identifiera implicitement
ces structures de bimodule.
Soit s ∈ {0, ..., p}. On noteR(s) le radical de Jacobson deQ(s), et on étudie la structure
du bimodule quotient Q(s)/R(s). On sait que le bimodule Q(s)/R(s) est semi-simple et
que ses sous-bimodules sont les bimodules simples quotients de Q(s) (cf. par exemple
[Pie82, § 2.7, § 4.1]). Afin de les expliciter, on se donne un sous-module à gauche simpleX
de Q(s). D’après le lemme II.1.3, il existe un morphisme surjectif de U qsl(2)-bimodules :
p˜i : RegX X .
CommeX est un sous-module à gauche du facteur directQ(s), le morphisme p˜i se factorise
par Q(s). Donc Q(s) admet un bimodule quotient isomorphe à X X . De plus, d’après
les identifications (2) et le diagramme (1), on sait que X est isomorphe à :
X −(p) si s = 0,
X +(s) ou X −(p− s) si 1 ≤ s ≤ p− 1,
X +(p) si s = p.
Par conséquent, le bimodule Q(s) admet un bimodule quotient isomorphe à :
X −(p)X −(p) si s = 0,
X +(s)X +(s) ou X −(p− s)X −(p− s) si 1 ≤ s ≤ p− 1,
X +(p)X +(p) si s = p.
Par construction, ces quotients sont des bimodules simples (cf. la remarque II.1.1) deux-à-
deux distincts. D’après les propriétés du radical, il s’ensuit que :
(3)
X −(p)X −(p) ↪→ Q(0)/R(0),
X +(s)X +(s)⊕X −(p− s)X −(p− s) ↪→ Q(s)/R(s), 1 ≤ s ≤ p− 1,
X +(p)X +(p) ↪→ Q(p)/R(p).
Enfin, d’après les identifications (2) et le diagramme (1), on connaît la structure de U qsl(2)-
module à gauche du radical R(s) (cf. par exemple [Pie82, Prop. 4.1]) et par suite, celle du
quotient Q(s)/R(s) :
Q(0)/R(0) = Q(0) ∼= pX −(p),
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Q(s)/R(s) ∼= sX +(s)⊕ (p− s)X −(p− s), 1 ≤ s ≤ p− 1,
Q(p)/R(p) = Q(p) ∼= pX +(p).
En particulier, cela donne la C-dimension du quotient Q(s)/R(s). Le compte des dimen-
sions de part et d’autre des injections de bimodules (3) conduit à obtenir des isomorphismes
de bimodules. D’où :
Q(0)/R(0) = Q(0) ∼= X −(p)X −(p),
Q(s)/R(s) ∼= X +(s)X +(s)⊕X −(p− s)X −(p− s), 1 ≤ s ≤ p− 1,
Q(p)/R(p) = Q(p) ∼= X +(p)X +(p).
On considère maintenant le radical de Jacobson R(s)2 de R(s) (cf. par exemple [Pie82,
Ex. 4.1.2]), et on étudie la structure du bimodule quotient R(s)/R(s)2. De même que
précédemment, le bimodule R(s)/R(s)2 est semi-simple et ses sous-bimodules sont les
bimodules simples quotients de R(s). Afin de les expliciter, on se donne un sous-module à
gauche de Verma V (cf. la proposition I.2.7) de Q(s). D’après le lemme II.1.3, il existe un
morphisme surjectif de U qsl(2)-bimodules :
p˜i′ : Rad (Reg) RadV  (V /RadV ) .
De même que précédemment, celui-ci se factorise par R(s) car V est un sous-module
à gauche du facteur direct Q(s). Donc R(s) admet un bimodule quotient isomorphe à
RadV  (V /RadV ). De plus, d’après les identifications (2) et le diagramme (1), on sait
que V est isomorphes à :
V −(p) = V¯ −(p) si s = 0,
V +(s), V¯ +(s),V −(p− s) ou V¯ −(p− s) si 1 ≤ s ≤ p− 1,
V +(p) = V¯ +(p) si s = p.
Par conséquent, le bimodule R(s) admet un bimodule quotient isomorphe à :
{0} si s = 0,X −(p− s)X +(s),X −(p− s)X +(s),X +(s)X −(p− s) ou X +(s)X −(p− s) si 1 ≤ s ≤ p− 1,
{0} si s = p.
En procédant comme précédemment, on obtient les isomorphismes de bimodules :
R(0)/R(0)2 = R(0) = {0},
R(s)/R(s)2 ∼= 2X −(p− s)X +(s)⊕ 2X +(s)X −(p− s), 1 ≤ s ≤ p− 1,
R(p)/R(p)2 = R(p) = {0}.
Enfin, on on considère le radical de JacobsonR(s)3 deR(s)2, et on étudie la structure du
bimodule quotientR(s)2/R(s)3. De même que précédemment, le bimoduleR(s)2/R(s)3 est
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semi-simple et ses sous-bimodules sont les bimodules simples quotients de R(s)2. D’après
les identifications (2) et le diagramme (1), on sait que R(s)3 = {0} (cf. par exemple
[Pie82, Prop. 4.1]) et on connaît la structure de U qsl(2)-module à gauche du quotient
R(s)2/R(s)3 = R(s)2 :
R(0)2 = {0},
R(s)2 ∼= sX +(s)⊕ (p− s)X −(p− s) ∼= Q(s)/R(s), 1 ≤ s ≤ p− 1,
R(p)2 = {0}.
Par adjonction de l’action à droite de U qsl(2), on en déduit que :
R(0)2 = {0},
R(s)2 ∼= Q(s)/R(s), 1 ≤ s ≤ p− 1,
R(0)2 = {0}.
D’où le résultat.
Remarque II.1.5. Il est possible d’identifier les U qsl(2)-PIMs à gauche qui appartiennent
à un même facteur direct de Reg sans évoquer le critère [CR62, Thm 55.2]. Pour cela, on
explicite la base canonique d’un U qsl(2)-PIM à gauche en fonction des générateurs F , K,
E de U qsl(2) en tant que C-algèbre (cf. par exemple [Süt94, § 3]). On montre alors que,
pour tout α ∈ {+,−} et s ∈ {1, ..., p− 1}, on a Pα(s)F s ⊆P−α(p− s). M
II.1.B Description du centre à partir des représentations
On utilise la description de la représentation régulière bilatère Reg de U qsl(2) donnée
dans le théorème II.1.4 pour construire des éléments centraux canoniques de U qsl(2). Pour
cela, on construit une base du C-espace vectoriel des endomorphismes de U qsl(2)-bimodules
deReg, puis on prend son image dans le centre Z de U qsl(2) via l’isomorphisme d’algèbres :EndUqsl(2)−Uqsl(2)(Reg)
∼−→ Z
ϕ 7−→ ϕ(1) .
Les éléments ainsi construits forment une C-base de Z, dont on connaît le système de
relations et leurs actions sur les idéaux à gauche de U qsl(2) (cf. la remarque I.2.14).
Lemme II.1.6. Le C-espace vectoriel EndUqsl(2)−Uqsl(2)(Reg) des endomorphismes de bi-
modules de U qsl(2) de la représentation régulière bilatère Reg de U qsl(2) admet une base
{es ; 0 ≤ s ≤ p} ∪ {w±s ; 1 ≤ s ≤ p− 1} où :
(i) pour tout s ∈ {0, ..., p}, le morphisme de U qsl(2)-bimodules es est la projection or-
thogonale sur Q(s) :
es :
Reg ∼=
⊕p
j=0Q(j) −→ Q(s)
x = ∑pj=0 xj 7−→ xs .
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(ii) pour tout s ∈ {1, ..., p − 1}, les morphismes de U qsl(2)-bimodules w±s sont définis
par :
w+s :
Reg ∼= Q(0)⊕
⊕p−1
j=1 Q(j)⊕Q(p) −→ Q(s)
y+0 (j) 7→ δj,sx+0 (s), y−0 (j) 7→ 0, 1 ≤ j ≤ p,
w−s :
Reg ∼= Q(0)⊕
⊕p−1
j=1 Q(j)⊕Q(p) −→ Q(s)
y+0 (j) 7→ 0, y−0 (j) 7→ δj,p−sx−0 (p− s), 1 ≤ j ≤ p,
où, pour tout j ∈ {1, ..., p}, x±0 (j) et y±0 (j) sont des vecteurs de poids ±qj−1 qui
engendrent respectivement X ±(j) et P±(j) sous U qsl(2) (cf. les propositions I.2.4
et I.2.11).
Démonstration. D’après le théorème II.1.4, on sait que :
EndUqsl(2)−Uqsl(2) (Reg) ∼=
p⊕
s=0
EndQ(s)−Q(s) (Q(s)) .
Il s’agit donc de déterminer, pour tout s ∈ {0, ..., p}, les endomorphismes induits de Q(s)-
bimodules de Q(s). Pour cela, on utilisera régulièrement la structure des bimodules Q(s),
0 ≤ s ≤ p, explicités dans le théorème II.1.4 et la figure II.1.A.
Pour s ∈ {0, p}, le bimodule Q(s) est simple. D’après le lemme de Schur (cf. par
exemple [Pie82, § 2.3]), les endomorphismes de bimodules correspondants sont multiples
de l’identité. A multiplication par un scalaire près, ils se relèvent sur U qsl(2) en la projection
orthogonale de U qsl(2)-bimodules es.
Pour s ∈ {1, ..., p− 1}, le bimodule Q(s) admet la filtration de sous-bimodules :
0 ⊂ R(s)2 ⊂ R(s) ⊂ Q(s).
Soient s ∈ {1, ..., p − 1} et f ∈ EndQ(s)−Q(s) (Q(s)). Les bimodules R(s)2 et R(s) sont
stables par f , et on a :
Q(s) f //Q(s)
R(s)
?
OO
f //R(s)
?
OO
R(s)2
?
OO
f //
∼

R(s)2
?
OO
X +(s)X +(s)⊕X −(p− s)X −(p− s)
On distingue deux cas.
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• Cas 1. On suppose que f (R(s)2) 6= {0}.
D’après le lemme de Schur, l’image par f du sous-bimodule simple isomorphe à X +(s)
X +(s) (resp. X −(p− s)X −(p− s)) est soit nulle, soit isomorphe à lui-même.
Par exemple, on suppose par l’absurde que l’image par f du sous-bimodule isomorphe à
X +(s)X +(s) est nulle. D’après le théorème de factorisation, il existe un morphisme f¯1
de Q(s)-modules à gauche et un morphisme f¯2 de Q(s)-modules à droite tels que :
R(s)

f //R(s) R(s)′

f //R(s)′
R(s)/ (X +(s)X +(s))
f¯1
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R(s)′/ (X +(s)X +(s))
f¯2
55
2X −(p− s)X +(s)?

OO
2X +(s)X −(p− s)?

OO
où R(s) (resp. R(s)′) désigne le Q(s)-module à gauche (resp. à droite) obtenu à partir de
R(s) par oubli de l’action à droite (resp. à gauche). D’après le lemme de Schur, l’image
par f¯1 (resp. par f¯2) de chaque sous-module simple à gauche (resp. à droite) isomorphe
à X −(p − s)  X +(s) (resp. à X +(s)  X −(p − s)) est nulle car R(s) ne contient
pas de sous-module à gauche (resp. à droite) isomorphe à X −(p − s) X +(s) (resp. à
X +(s)X −(p− s)). La structure de bimodule de Q(s) donne alors f (R(s)) = {0}. Ce
qui contredit l’hypothèse initiale car R(s)2 ⊂ R(s).
De la même manière, on montre que l’image par f du sous-bimodule isomorphe à X −(p−
s) X −(p − s) n’est pas nulle. Donc les endomorphismes de bimodules f|X +(s)X +(s) et
f|X −(p−s)X −(p−s) sont multiples non nuls de l’identité. La structure de bimodule de Q(s)
impose alors que f est multiple non nul de l’identité. A multiplication par un scalaire près,
il se relève en la projection orthogonale de U qsl(2)-bimodules es.
• Cas 2. On suppose que f (R(s)2) = {0}.
D’après le théorème de factorisation, il existe un morphisme f¯1 de Q(s)-bimodules tel que :
R(s)

f //R(s)
R(s)/R(s)2
∼

f¯1
33
2X −(p− s)X +(s)⊕ 2X +(s)X −(p− s)
D’après le lemme de Schur, l’image par f¯1 de chaque sous-bimodule isomorphe à X −(p−
s)  X +(s) (resp. à X +(s)  X −(p − s)) est nulle car R(s) ne contient pas de sous-
bimodule isomorphe à X −(p − s)  X +(s) (resp. à X +(s)  X −(p − s)). Il s’ensuit
que f (R(s)) = {0}, et d’après le théorème de factorisation, il existe un morphisme f¯2 de
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Q(s)-bimodules tel que :
Q(s)

f //Q(s)
Q(s)/R(s)
∼

f¯2
33
X +(s)X +(s)⊕X −(p− s)X −(p− s)
D’après le lemme de Schur, les endomorphismes de bimodules
f¯2|X +(s)X +(s) et f¯2|X −(p−s)X −(p−s)
sont multiples de l’identité. A multiplication par un scalaire près, ils se relèvent respecti-
vement sur U qsl(2) en les morphismes de U qsl(2)-bimodules w+s et w−s . Donc f se relève
sur U qsl(2) en une combinaison linéaire de w+s et w−s .
Par conséquent, la famille {es ; 0 ≤ s ≤ p} ∪ {w±s ; 1 ≤ s ≤ p − 1} est une base du
C-espace vectoriel EndUqsl(2)−Uqsl(2) (Reg).
Proposition II.1.7. Le centre Z de U qsl(2) admet une C-base {es ; 0 ≤ s ≤ p}∪{w±s ; 1 ≤
s ≤ p− 1} telle que :
∀s, s′ ∈ {0, .., p} eses′ = δs,s′ es,
∀s ∈ {0, ..., p} ∀s′ ∈ {1, ..., p− 1} esw±s′ = δs,s′ w±s′ ,
∀s, s′ ∈ {1, .., p− 1} w±s w±s′ = 0 = w±s w∓s′ .
On l’appelle la base canonique du centre.
Démonstration. D’après le lemme II.1.6, la base {es ; 0 ≤ s ≤ p} ∪ {w±s ; 1 ≤ s ≤ p− 1}
du C-espace vectoriel EndUqsl(2)−Uqsl(2) (Reg) vérifie le système de relations :
∀s, s′ ∈ {0, .., p} eses′ = δs,s′ es,
∀s ∈ {0, ..., p} ∀s′ ∈ {1, ..., p− 1} esw±s′ = δs,s′ w±s′ ,
∀s, s′ ∈ {1, .., p− 1} w±s w±s′ = 0 = w±s w∓s′ .
Son image {es ; 0 ≤ s ≤ p} ∪ {w±s ; 1 ≤ s ≤ p− 1} par l’isomorphisme d’algèbres :EndUqsl(2)−Uqsl(2)(Reg)
∼−→ Z
ϕ 7−→ ϕ(1)
fournit donc la C-base souhaitée de Z.
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Corollaire II.1.8. Soient z ∈ Z et {as ; 0 ≤ s ≤ p} ∪ {b±s ; 1 ≤ s ≤ p − 1} l’unique
famille de scalaires telle que :
z =
p∑
s=0
ases +
p−1∑
s=1
(
b+s w
+
s + b−s w−s
)
.
Alors, on a :
zx+0 (s) = asx+0 (s), 1 ≤ s ≤ p,
zx−0 (s) = ap−sx−0 (s), 1 ≤ s ≤ p,
zy+0 (s) = asy+0 (s) + b+s x+0 (s), 1 ≤ s ≤ p− 1,
zy−0 (s) = ap−sy−0 (s) + b−p−sx−0 (s), 1 ≤ s ≤ p− 1,
où, pour tout s ∈ {1, ..., p}, x±0 (s) et y±0 (s) sont des vecteurs de poids ±qs−1 qui engendrent
respectivement X ±(s) et P±(s) sous U qsl(2) (cf. les propositions I.2.4 et I.2.11).
Démonstration. Pour connaître l’action de z sur les vecteurs x±0 (s) et y±0 (s), 1 ≤ s ≤ p, il
faut et il suffit de connaître celle de la base canonique du centre {es ; 0 ≤ s ≤ p}∪{w±s ; 1 ≤
s ≤ p − 1}. Pour cela, on utilise la base {es ; 0 ≤ s ≤ p} ∪ {w±s ; 1 ≤ s ≤ p − 1} du
C-espace vectoriel EndUqsl(2)−Uqsl(2) (Reg) (cf. le lemme II.1.6). Par construction, on a :
(1)
∀a ∈ U qsl(2) esa = es(1)a = es(a), 0 ≤ s ≤ p,
∀a ∈ U qsl(2) w+s a = w+s (1)a = w+s (a), 1 ≤ s ≤ p.
Comme les vecteurs x±0 (s) et y±0 (s), 1 ≤ s ≤ p, appartiennent à U qsl(2) (cf. la remarque
I.2.14), il suffit d’appliquer les égalités (1) sur ceux-ci. Le résultat s’ensuit directement.
II.1.C Description du centre à partir de l’élément de Casimir
La base canonique {es ; 0 ≤ s ≤ p} ∪ {w±s ; 1 ≤ s ≤ p− 1} du centre Z de U qsl(2) (cf.
la proposition II.1.7) peut être explicitée en fonction des générateurs de U qsl(2) à l’aide
d’un élément particulier du centre :
(II.1.9) C := EF + q
−1K + qK−1
(q − q−1)2
(I.1.1)= FE + qK + q
−1K−1
(q − q−1)2 .
On l’appelle l’élément de Casimir.
Proposition II.1.10. Pour tout polynôme R ∈ C[x], on a :
R(C) =
p∑
s=0
R(βs)es +
p−1∑
s=1
R′(βs)
(
w+s + w−s
)
,
où, pour tout j ∈ {0, ..., p}, βj := qj+q−j(q−q−1)2 .
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Démonstration. Soit R ∈ C[x]. Comme C est central, l’élément R(C) l’est aussi. D’après
la proposition II.1.7, il existe une unique famille de scalaires {as ; 0 ≤ s ≤ p} ∪ {b±s ; 1 ≤
s ≤ p− 1} telle que :
R(C) =
p∑
s=0
ases +
p−1∑
s=1
(
b+s w
+
s + b−s w−s
)
.
Conformément au corollaire II.1.8, on explicite cette famille de scalaires en faisant agir
R(C) sur les vecteurs x±0 (s) et y±0 (s), 1 ≤ s ≤ p, de poids ±qs−1, qui engendrent respecti-
vement X ±(s) et P±(s) sous U qsl(2) (cf. les propositions I.2.4 et I.2.11).
Pour tous α ∈ {+,−} et s ∈ {1, ..., p}, on a :
C yα0 (s)
(II.1.9)=
(
FE + qK + q
−1K−1
(q − q−1)2
)
yα0
= (1− δs,p)xα0 (s) +
αqs + αq−s
(q − q−1)2 y
α
0 (s)
= (1− δs,p)xα0 (s) + αβsyα0 (s),(1)
C xα0 (s)
(II.1.9)=
(
FE + qK + q
−1K−1
(q − q−1)2
)
xα0
= αq
s + αq−s
(q − q−1)2 x
α
0 (s) = αβsxα0 (s).(2)
La seconde égalité donne immédiatement :
∀s ∈ {1, ..., p} R(C) x+0 (s) = R(βs)x+0 (s),
∀s ∈ {1, ..., p} R(C) x−0 (s) = R(−βs)x−0 (s) = R(βp−s)x−0 (s).
On en déduit que, pour tout s ∈ {0, ..., p}, as = R(βs).
Pour exploiter la première égalité, on utilise un développement de Taylor-Young à
l’ordre 2 sur le polynôme R en αβ. Pour tous α ∈ {+,−} et s ∈ {1, ..., p− 1}, on obtient :
R(C) yα0 (s) = R(αβs)yα0 (s) +R′(αβs)(C − αβs)yα0 (s) +O(C − αβs)2yα0 (s)
(1)= R(αβ)yα0 (s) +R′(αβs)xα0 (s) +O(C − αβs)xα0 (s)
(2)= R(αβ)yα0 (s) +R′(αβs)xα0 (s).
Il s’ensuit que :
∀s ∈ {1, ..., p− 1} R(C) y+0 (s) = R(βs)y+0 (s) +R′(βs)x+0 (s),
∀s ∈ {1, ..., p− 1} R(C) y−0 (s) = R(−βs)y−0 (s) +R′(−βs)x−0 (s)
= R(βp−s)y−0 (s) +R′(βp−s)x−0 (s).
On en déduit que, pour tout s ∈ {1, ..., p− 1}, b+s = b−s = R′(βs). D’où le résultat.
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Remarque II.1.11. (i) En particulier, la sous-algèbre 〈C〉 engendrée par C est un C-
espace vectoriel de dimension 2p, dont une C-base est {es ; 0 ≤ s ≤ p} ∪ {w+s +
w−s ; 1 ≤ s ≤ p− 1}.
(ii) On en déduit également le polynôme minimal de l’élément de Casimir C (II.1.9) :
ψ2p(x) := (x− β0)
p−1∏
j=1
(x− βj)2
 (x− βp).
M
On considère maintenant les polynômes :
(II.1.12)
ψ0(x) :=
p−1∏
j=1
(x− βj)2 (x− βp),
ψs(x) := (x− β0)
p−1∏
j=1
j 6=s
(x− βj)2
 (x− βp), 1 ≤ s ≤ p− 1,
ψp(x) := (x− β0)
p−1∏
j=1
(x− βj)2 ,
où, pour tout j ∈ {0, ..., p}, βj := qj+q−j(q−q−1)2 . En utilisant ces polynômes dans la proposition
II.1.10, on exprime les éléments de la base canonique du centre (cf. proposition II.1.7)
comme des polynômes en C (II.1.9) à multiplication par l’élément K près.
Corollaire II.1.13. On utilise les notations II.1.12 et, pour tout s ∈ {1, ..., p − 1}, on
pose :
pi+s :=
1
2p
∑
0≤n≤s−1
0≤j≤2p−1
q(2n−s+1)jKj et pi−s :=
1
2p
∑
s≤n≤p−1
0≤j≤2p−1
q(2n−s+1)jKj.
Les éléments de la base canonique du centre vérifient :
es =
1
ψs(βs)
ψs(C), s ∈ {0, p},
es =
1
ψs(βs)
ψs(C)− ψ
′
s(βs)
ψs(βs)2
(C − βs)ψs(C), 1 ≤ s ≤ p− 1,
w±s =
1
ψs(βs)
pi±s (C − βs)ψs(C), 1 ≤ s ≤ p− 1,
où, pour tout j ∈ {0, ..., p}, βj := qj+q−j(q−q−1)2 .
57
Chapitre II. Le centre du groupe quantique restreint
Démonstration. Soit s ∈ {1, ..., p − 1}. On commence par utiliser la proposition II.1.10
avec le polynôme (x− βs)ψs(x). On obtient :
(1) (C − βs)ψs(C) = ψs(βs)(w+s + w−s ).
On projette l’équation (1) sur l’espace vectoriel engendré par le vecteur w+s et sur celui
engendré par le veteur w−s . Pour cela, on multiplie l’équation (1) par pi+s et pi−s respective-
ment. En effet, pi+s (resp. pi−s ) agit par multiplication comme la projection orthogonale sur
les espaces propres de K associés aux valeurs propres :
{qs−1−2n ; 0 ≤ n ≤ s− 1}(
resp. {qs−1−2n ; s ≤ n ≤ p− 1} = {−qp−s−1−2n ; 0 ≤ n ≤ p− s− 1}
)
.
On obtient ainsi :
w±s =
1
ψs(βs)
pi±s (C − βs)ψs(C).
Soit s ∈ {0, ..., p}. On utilise à présent la proposition II.1.10 avec le polynôme ψs(x).
On obtient :
(2)
ψs(C) = ψs(βs)es si s ∈ {0, p},
ψs(C) = ψs(βs)es + ψ′s(βs)(w+s + w−s ) si 1 ≤ s ≤ p− 1.
Or, pour s ∈ {1, ..., p− 1}, on sait que :
(w+s + w−s )
(1)= 1
ψs(βs)
(C − βs)ψs(C).
Les équations (2) donnent donc :
es =
1
ψs(βs)
ψs(C) si s ∈ {0, p},
es =
1
ψs(βs)
ψs(C)− ψ
′
s(βs)
ψs(βs)2
(C − βs)ψs(C) si 1 ≤ s ≤ p− 1.
Remarque II.1.14. Une autre formulation de la proposition II.1.10 et du corollaire II.1.13
sera utile dans le chapitre IV. A savoir, pour tout polynôme R ∈ C[x], on a :
R(±Ĉ) =
p∑
s=0
R(±β̂s)es ± (q − q−1)2
p−1∑
s=1
R′(±β̂s)
(
w+s + w−s
)
,
où Ĉ := (q − q−1)2C et, pour tout j ∈ {0, ..., p}, β̂j := qj + q−j. Les éléments de la base
canonique du centre vérifient alors :
es =
1
ψ̂s(±β̂s)
ψ̂s((±Ĉ), s ∈ {0, p},
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es =
(
1
ψ̂s(±β̂s)
− ψ̂
′
s(±β̂s)
ψ̂s(±β̂s)2
(±Ĉ ∓ β̂s)
)
ψ̂s(±Ĉ), 1 ≤ s ≤ p− 1,
w±s = ±
1
(q − q−1)2 ψ̂s(±β̂s)
pi±s (±Ĉ ∓ β̂s)ψ̂s(±Ĉ), 1 ≤ s ≤ p− 1,
avec :
ψ̂0(x) :=
p−1∏
j=1
(
x∓ β̂j
)2
(x∓ β̂p),
ψ̂s(x) := (x∓ β̂0)
p−1∏
j=1
j 6=s
(
x∓ β̂j
)2 (x∓ β̂p), 1 ≤ s ≤ p− 1,
ψ̂p(x) := (x∓ β̂0)
p−1∏
j=1
(
x∓ β̂j
)2
.
M
II.2 Balancement, enrubannement et caractères
On détaille plus amplement la structure de l’algèbre de Hopf U qsl(2). Pour cela, on
commence par quelques rappels sur les algèbres de Hopf tressées (on dit aussi quasi-
triangulaires, cf. par exemple [Kas95, § VIII.2]). Pour toute algèbre de Hopf tressée de
dimension finie (A, µ, η,∆, ε, S,R), il est possible de construire un élément canonique u ∈ A
inversible tel que :
∆(u) = (R12R)−1u⊗ u et ∀x ∈ A S2(x) = uxu−1
(cf. par exemple [Kas95, § VIII.4, p.173] et [LS69, Prop. 2]). On en déduit un élément
g = uS(u)−1 inversible tel que :
∆(g) = g⊗ g et ∀x ∈ A S4(x) = gxg−1
(cf. par exemple [Mon93, Thm 10.1.13]). Ce dernier permet de définir la notion de balan-
cement.
Définition. Soit (A, µ, η,∆, ε, S,R) une algèbre de Hopf tressée de dimension finie. On
dit que k ∈ A est un élément de balancement si :
(II.2.1) k2 = g, ∆(k) = k⊗ k, et ∀x ∈ A S2(x) = kxk−1.
Lorsqu’un tel élément existe, on dit que A est balancée.
Cette notion est équivalente à celle d’enrubannement définie ci-dessous.
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Définition ([Ker95, Def. XIV.6.1]). Soit (A, µ, η,∆, ε, S,R) une algèbre de Hopf tressée
de dimension finie. On dit que v ∈ A est un élément d’enrubannement si :
(II.2.2) ∀x ∈ A xv = vx, ∆(v) = (R12R)−1v⊗ v, et S(v) = v.
Lorsqu’un tel élément existe, on dit que A est enrubannée.
Détaillons la relation entre balancement et enrubannement. On se donne une algèbre
de Hopf (A, µ, η,∆, ε, S,R) tressée de dimension finie. Si k ∈ A est un élément de balan-
cement, alors l’élément inversible v = uk−1 = S2(k−1)u = k−1u vérifie :
∀x ∈ A xv = xk−1u−1 = k−1S2(x)u = k−1ux = vx,
∆(v) = ∆(u)∆(k−1) = (R12R)−1(u⊗ u)(k−1 ⊗ k−1) = (R12R)−1v⊗ v,
S(v) = S(uk−1) = S(k−1)S(u) = S2(k)S(u) = kS(u) = uk−1 = v.
Donc v est un élément d’enrubannement. Réciproquement, si v ∈ A est un élément d’enru-
bannement, alors v2 = uS(u) (cf. par exemple [Kas95, Cor. XIV.6.3]) et l’élément inversible
k = v−1u = uv−1 vérifie :
k2 = v−2u2 = S(u)−1u−1u2 = S(u)−1u = S2(u)S(u)−1 = uS(u)−1,
∆(k) = ∆(v−1)∆(u) = v−1 ⊗ v−1(R12R)(R12R)−1u⊗ u = k⊗ k,
∀x ∈ A S2(x) = uxu−1 = v−1uxu−1v = kxk−1.
Donc k est un élément de balancement.
Conformément à l’article [KS11, Cor. 3.7.4], la groupe quantique restreint U qsl(2) n’est
pas une algèbre de Hopf tressée (et par suite, elle n’est ni balancée ni enrubannée). Tou-
tefois, il est possible de construire des éléments de balancement et d’enrubannement "gé-
néralisés". Pour cela, on considère le dual U qsl(2)∗ := Hom(U qsl(2),C) de U qsl(2). On
rappelle que, pour toute C-algèbre de Hopf (A, µ, η,∆, ε, S) de dimension finie, le dual
A∗ := Hom (A,C) est naturellement muni d’une structure d’algèbre de Hopf (cf. par
exemple [Kas95, Prop. III.1.2, Prop III.1.3, Prop. III.3.3]). Dans ce qui suit, on considère
l’algèbre de Hopf duale co-opposée (A∗,∆∗, ε∗, µ∗op, η∗, (S−1)∗). Donc, pour tous λ, µ ∈ A∗
et pour tous a, b ∈ A, on a :
(λµ)(a) = (λ⊗ µ)(∆(a)), ∆(λ)(a⊗ b) = λ(ba), S(λ)(a) = λ(S−1(a)).
De plus, on notera simplement A toute algèbre de Hopf (A, µ, η,∆, ε, S).
II.2.A (Co-)intégrales et balancement
Dans un premier temps, on munit U qsl(2) et U qsl(2)∗ d’une structure de U qsl(2)-
bimodules par actions de la multiplication à gauche et à droite. On étudie les intégrales et
co-intégrales de U qsl(2). On en déduit deux éléments de balancement "généralisés" possibles
pour U qsl(2).
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Définition ([Mon93, Def. 2.1.1]). Soit A une C-algèbre de Hopf de dimension finie.
(i) On appelle intégrale à gauche (resp. à droite) toute forme linéaire µ : A → C telle
que :
∀x ∈ A (id⊗ µ)∆(x) = µ(x)1 (resp. (µ⊗ id)∆(x) = µ(x)1) .
On note
∫ l
A∗ (resp.
∫ r
A∗) le C-espace vectoriel des intégrales à gauche (resp. à droite).
De plus, on dit que A est unicomodulaire si
∫ l
A∗ =
∫ r
A∗ .
(ii) On appelle co-intégrale à gauche (resp. à droite) tout élément c ∈ A tel que :
∀x ∈ A xc = ε(x)c (resp. cx = ε(x)c) .
On note
∫ l
A (resp.
∫ r
A) le C-espace vectoriel des co-intégrales à gauche (resp. à droite).
De plus, on dit que A est unimodulaire si
∫ l
A =
∫ r
A.
Remarque II.2.3. Soit A une C-algèbre de Hopf de dimension finie. Le C-espace vectoriel∫ l
A (resp.
∫ r
A) coïncide avec le C-espace vectoriel des éléments invariants de A sous l’action
de la multiplication à gauche (resp. à droite). Il en va de même pour le C-espace vectoriel∫ l
A∗ (resp.
∫ r
A∗) dans A∗. En effet, pour tous µ ∈ A∗, on a :
∀β ∈ A∗ ∀x ∈ A (βµ)(x) = ε(β)µ(x) (resp. (µβ)(x) = ε(β)µ(x))
⇐⇒ ∀β ∈ A∗ ∀x ∈ A (β ⊗ µ)∆(x) = β(1)µ(x)
(resp. (µ⊗ β)∆(x) = β(1)µ(x))
⇐⇒ ∀β ∈ A∗ ∀x ∈ A β ((id⊗ µ)∆(x)) = β(µ(x)1)
(resp. β ((µ⊗ id)∆(x)) = β(µ(x)1))
⇐⇒ ∀x ∈ A (id⊗ µ)∆(x) = µ(x)1 (resp. (µ⊗ id)∆(x) = µ(x)1)
car A est de dimension finie. M
Proposition II.2.4. On considère les algèbres de Hopf U qsl(2) et U qsl(2)∗.
(a) Il existe des intégrales à gauche (resp. à droite) et elles sont définies par :
µlζ :
U qsl(2) −→ CFmKjEn 7−→ ζδm,p−1δj,p−1δn,p−1 ; ζ ∈ Cresp. µrζ :
U qsl(2) −→ CFmKjEn 7−→ ζδm,p−1δj,p+1δn,p−1 ; ζ ∈ C
 .
pour tous m,n ∈ {0, ..., p− 1} et j ∈ {0, ..., 2p− 1}.
(b) Il existe des co-intégrales à gauche (resp. à droite) et elles sont données par :
cζ = ζF p−1
2p−1∑
j=0
q2jKjEp−1 = ζEp−1
2p−1∑
j=0
q−2jKjF p−1 ; ζ ∈ C.
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Démonstration. (a) On utilise la C-base {FmKjEn ; 0 ≤ m,n ≤ p−1, 0 ≤ j ≤ 2p−1} de
U qsl(2) (cf. le théorème I.1.3). Il s’agit de trouver des formes linéaires µ : U qsl(2)→ C
telles que, pour tous m,n ∈ {0, ..., p− 1} et j ∈ {0, ..., 2p− 1}, on ait :
(id⊗ µ)∆(FmKjEn) = µ(FmKjEn)1(1a) (
resp. (µ⊗ id)∆(FmKjEn) = µ(FmKjEn)1
)
.
Or, pour tous m,n ∈ {0, ..., p− 1} et j ∈ {0, ..., 2p− 1}, on a :
∆(FmKjEn) = ∆(F )m∆(K)j∆(E)n
(I.1.6)=
m∑
r=0
n∑
s=0
qr(m−r)+s(n−s)
[
m
r
][
n
s
]
F rKr−m+jEn−s ⊗ Fm−rKjEsKn−s
(I.1.1)=
m∑
r=0
n∑
s=0
qr(m−r)+s(n−s)
[
m
r
][
n
s
]
F rKr−m+jEn−s ⊗ Fm−rKj+n−sEs.
S’il existe une intégrale à gauche (resp. à droite) µ, alors la condition (1a) impose qu’il
existe ζ ∈ C tel que :
µ = µlζ :
U qsl(2) −→ CFmKjEn 7−→ ζδm,p−1δj,p−1δn,p−1resp. µ = µrζ :
U qsl(2) −→ CFmKjEn 7−→ ζδm,p−1δj,p+1δn,p−1
 .
pour tous m,n ∈ {0, ..., p−1} et j ∈ {0, ..., 2p−1}. Réciproquement, pour tout ζ ∈ C,
µζ est une intégrale à gauche (resp. à droite) d’après les calculs précédents.
(b) On utilise la C-base {FmKjEn ; 0 ≤ m,n ≤ p − 1, 0 ≤ j ≤ 2p − 1} (resp.
{EnKjFm ; 0 ≤ m,n ≤ p− 1, 0 ≤ j ≤ 2p− 1}) de U qsl(2) (cf. le théorème I.1.3). Il
s’agit de trouver des éléments c ∈ U qsl(2) tels que :
Fc = ε(F )c (I.1.2)= 0
(
resp. cF = ε(F )c (I.1.2)= 0
)
,(1b)
Kc = ε(K)c (I.1.2)= c
(
resp. cK = ε(K)c (I.1.2)= c
)
,(2b)
Ec = ε(E)c (I.1.2)= 0
(
resp. cE = ε(E)c (I.1.2)= 0
)
.(3b)
S’il existe un co-intégrale à gauche (resp. à droite) c, alors les conditions (1b) et (2b)
imposent qu’il existe ζ0, ..., ζp−1 ∈ C tels que :
c = F p−1
p−1∑
n=0
2p−1∑
j=0
ζnq
2jKjEn
resp. c = p−1∑
n=0
2p−1∑
j=0
ζnq
−2jEnKj F p−1
 .
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Avec cet élément c, on a :
Ec = EF p−1
p−1∑
n=0
2p−1∑
j=0
ζnq
2jKjEn
(I.1.5)= F p−1E
p−1∑
n=0
2p−1∑
j=0
ζnq
2jKjEn
+ [p− 1]F p−2 q
−(p−2)K − qp−2K−1
q − q−1
p−1∑
n=0
2p−1∑
j=0
ζnq
2jKjEn
resp. cE = p−1∑
n=0
2p−1∑
j=0
ζnq
−2jEnKj F p−1E
(I.1.5)=
p−1∑
n=0
2p−1∑
j=0
ζnq
−2jEnKj EF p−1
− [p− 1]
p−1∑
n=0
2p−1∑
j=0
ζnq
−2jEnKj
qp−2K − q−(p−2)K−1
q − q−1 F
p−2
.
Le second terme vérifie :
[p− 1]F p−2 q
−(p−2)K − qp−2K−1
q − q−1
p−1∑
n=0
2p−1∑
j=0
ζnq
2jKjEn
(I.1.7)= −1
q − q−1F
p−2
p−1∑
n=0
2p−1∑
j=0
ζn
(
q2(j+1)Kj+1 − q2(j−1)Kj−1
)
En
(I.1.1)= 0
resp. − [p− 1] p−1∑
n=0
2p−1∑
j=0
ζnq
−2jEnKj
qp−2K − q−(p−2)K−1
q − q−1 F
p−2
(I.1.7)= 1
q − q−1
p−1∑
n=0
2p−1∑
j=0
ζnE
n
(
q−2(j+1)Kj+1 − q−2(j−1)Kj−1
)
F p−2
(I.1.1)= 0
.
Donc :
Ec (I.1.1)= F p−1
p−1∑
n=0
2p−1∑
j=0
ζnK
jEn+1
resp. cE (I.1.1)= p−1∑
n=0
2p−1∑
j=0
ζnE
n+1Kj F p−2
 .
La condition (3b) impose donc que, pour tout n ∈ {0, ..., p− 2}, ζn = 0. D’où :
c = cζp−1 = ζp−1F p−1
2p−1∑
j=0
q2jKjEp−1 = ζp−1Ep−1
2p−1∑
j=0
q−2jKjF p−1,
où la troisième égalité découle de :
q2jF p−1KjEp−1
(I.1.1)= KjF p−1Ep−1 (I.1.5)= KjEp−1F p−1 (I.1.1)= q−2jF p−1KjEp−1.
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Réciproquement, pour tout ζ ∈ C, cζ est une co-intégrale bilatère d’après les calculs
précédents.
Remarque II.2.5. (i) Soit A une C-algèbre de Hopf de dimension finie. D’après l’article
[LS69] (dont les principaux résultats sont repris dans [Mon93, Thm 2.1.3]), les C-
espaces vectoriels
∫ l
A∗ et
∫ r
A∗ (resp.
∫ l
A et
∫ r
A) sont de dimension 1. De plus, l’antipode
(S−1)∗ (resp. S) induit un isomorphisme entre ces deux C-espaces vectoriels :
∫ l
A∗
∼−→ ∫ rA∗
µ 7−→ S(µ) = µ ◦ S−1
resp.

∫ l
A
∼−→ ∫ rA
c 7−→ S(c)
 .
Pour l’algèbre de Hopf U qsl(2), on a montré que
∫ l
A =
∫ r
A dans la proposition II.2.4.
(ii) D’après le théorème de Maschke (cf. par exemple [Mon93, Thm 2.2.1]), on retrouve
que U qsl(2) n’est pas semi-simple (cf. la proposition I.2.13) car ε(c) = 0.
M
Corollaire II.2.6. L’algèbre de Hopf U qsl(2) est unimodulaire.
Soit µ une intégrale à droite de U qsl(2). Pour tout β ∈ U qsl(2)∗, la forme linéaire βµ
est encore une intégrale à droite. Par unicité de µ à un scalaire près (cf. l’assertion (i) de la
remarque II.2.5) et comme U qsl(2)∗∗ ∼= U qsl(2), il existe un élément a ∈ U qsl(2) tel que :
∀β ∈ U qsl(2)∗ ∀x ∈ U qsl(2) (βµ)(x) = β(a)µ(x).
Cette propriété est équivalente à :
∀β ∈ U qsl(2)∗ ∀x ∈ U qsl(2) (β ⊗ µ)∆(x) = β(a)µ(x)
⇐⇒ ∀β ∈ U qsl(2)∗ ∀x ∈ U qsl(2) β ((id⊗ µ)∆(x)) = β (µ(x)a)
⇐⇒ ∀x ∈ U qsl(2) (id⊗ µ)∆(x) = µ(x)a
car U qsl(2) est de dimension finie. L’élément a ∈ U qsl(2) est donc indépendant du choix
de l’intégrale à droite µ. De plus, on peut vérifier que :
∀β, γ ∈ U qsl(2)∗ (βγ)(a) = β(a)γ(a).
De même que précédemment, cette propriété est équivalente à :
∀β, γ ∈ U qsl(2)∗ (β ⊗ γ)∆(a) = (β ⊗ γ)(a ⊗ a) ⇐⇒ ∆(a) = a ⊗ a.
Autrement dit, a est un élément group-like. De manière duale, il existe un élément group-
like α ∈ U qsl(2)∗, indépendant du choix de la co-intégrale c, tel que :
∀x ∈ U qsl(2) xc = α(x)c.
Dans notre cas, on a α = ε car U qsl(2) est unimodulaire. L’existence de tels éléments
group-like s’applique également aux (co-)intégrales à gauche. C’est un fait général aux
C-algèbres de Hopf de dimension finie.
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Définition ([Mon93, Def. 2.2.3]). Soit A une C-algèbre de Hopf de dimension finie.
(i) Soit µ une intégrale à gauche (resp. à droite) de A∗. On appelle comodule à gauche
(resp. à droite) l’élément group-like a ∈ A tel que :
∀x ∈ A (µ⊗ id)∆(x) = µ(x)a (resp. (id⊗ µ)∆(x) = µ(x)a) .
(ii) Soit c une co-intégrale à gauche (resp. à droite) de A. On appelle module à gauche
(resp. à droite) l’élément group-like α ∈ A∗ tel que :
∀x ∈ A cx = α(x)c (resp. xc = α(x)c) .
Remarque II.2.7. Soit A une C-algèbre de Hopf de dimension finie.
(i) Le comodule à droite b est l’inverse du comodule à gauche a. En effet, d’après l’as-
sertion (i) de la remarque II.2.5, l’antipode fournit un isomorphisme entre le C-
espace vectoriel des intégrales à droites et celui des intégrales à gauche. Il s’ensuit
que b = S(a). Or a est un élément group-like, donc il est inversible et son inverse
est S(a) (cf. par exemple [Kas95, Prop. III.3.7]). Le même constat s’applique pour le
module à droite β par rapport au module à gauche α.
(ii) En particulier, si A est unicomodulaire (resp. unimodulaire), alors :
a = 1 et b = S(a) = 1 (resp. a = ε et b = S(a) = ε)
car S(1) = 1 (resp. ε ◦ S−1 = ε, cf. par exemple [Kas95, III.3.4]). Donc b = a.
M
Corollaire II.2.8. On considère les algèbres de Hopf U qsl(2) et U qsl(2)∗.
(a) Le comodule à droite est b = K2.
(b) Le module à droite est α = ε.
Démonstration. (a) Il s’agit de vérifications directes.
D’après la proposition II.2.4, les intégrales à droite sur U qsl(2) sont définies par :
µζ :
U qsl(2) −→ CFmKjEn 7−→ ζδm,p−1δj,p+1δn,p−1 ; ζ ∈ C
pour tous m,n ∈ {0, ..., p − 1} et j ∈ {0, ..., 2p − 1}. Soit µ := µ1 l’intégrale à droite
correspondant à ζ = 1. On utilise la C-base {FmKjEn ; 0 ≤ m,n ≤ p − 1, 0 ≤ j ≤
2p− 1} de U qsl(2) (cf. le théorème I.1.3). Il s’agit de trouver l’élément b ∈ U qsl(2) tel
que, pour tous m,n ∈ {0, ..., p− 1} et j ∈ {0, ..., 2p− 1}, on ait :
(id⊗ µ)∆(FmKjEn) = µ(FmKjEn)b.
Or, pour tous m,n ∈ {0, ..., p− 1} et j ∈ {0, ..., 2p− 1}, on a :
∆(FmKjEn) = ∆(F )m∆(K)j∆(E)n
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(I.1.6)=
m∑
r=0
n∑
s=0
qr(m−r)+s(n−s)
[
m
r
][
n
s
]
F rKr−m+jEn−s ⊗ Fm−rKjEsKn−s
(I.1.1)=
m∑
r=0
n∑
s=0
qr(m−r)+s(n−s)
[
m
r
][
n
s
]
F rKr−m+jEn−s ⊗ Fm−rKj+n−sEs.
Donc, pour tous m,n ∈ {0, ..., p− 1} et j ∈ {0, ..., 2p− 1}, on a :
(id⊗ µ)∆(FmKjEn) =
m∑
r=0
n∑
s=0
qr(m−r)+s(n−s)
[
m
r
][
n
s
]
F rKr−m+jEn−sµ
(
Fm−rKj+n−sEs
)
= δm,p−1δn,p−1δj,p+1K2 = µ(FmKjEn)K2.
D’où le résultat.
(b) Cela découle de l’unimodularité.
Définition. Soit A une C-algèbre de Hopf unimodulaire de dimension finie, et de comodule
à droite b. On dit que k ∈ A est un élément de balancement généralisé si :
k2 = b, ∆(k) = k⊗ k, et ∀x ∈ A S2(x) = kxk−1.
Remarque II.2.9. Cette définition étend la définition d’élément de balancement aux C-
algèbres de Hopf A unimodulaires de dimension finie. En effet, soit A une telle algèbre de
Hopf. Notons a (resp. b) son comodule à gauche (resp. à droite) et α son module à gauche.
D’après [Dri90, Prop. 6.1], dont le principal résultat est repris dans [Mon93, Prop. 10.1.14],
on a :
g = a−1 (α⊗ id)R = (α⊗ id)R a−1.
où a−1 = b d’après la remarque II.2.7. En particulier, si A est unimodulaire, alors α = ε.
Donc :
g = a−1 = b
car (ε⊗ id)R = 1 (cf. par exemple [Kas95, Thm VIII.2.4] ou [Mon93, Prop. 10.1.8]). M
Corollaire II.2.10. L’algèbre de Hopf U qsl(2) possède deux éléments de balancement gé-
néralisés Kδp+1, δ ∈ {0, 1}.
Remarque II.2.11. L’élément de balancement (généralisé) est unique à multiplication près
par un élément du centre d’ordre deux. En effet, soient k et k′ deux éléments de balance-
ment (généralisés) d’une algèbre de Hopf A de dimension finie. Alors, on a :
k′ = S2(k′) = kk′k−1, où k′k−1 = k−1S2(k′) = k−1k′.
Or, l’élément k′k−1 vérifie :
∀x ∈ A k′k−1x = k−1k′x = k−1S2(x)k′ = xk−1k′ = xk′k−1,
(k′k−1)2 = k′k−1k′k−1 = k′2k−2 = gg−1 = 1.
D’où le résultat. M
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II.2.B Double et enrubannement
Grâce au double de Drinfeld (cf. par exemple [Kas95, § IX.4]), il est possible de
construire deux algèbres de Hopf tressée et enrubannée (D¯, R¯, v¯δ), δ ∈ {0, 1}, et des plon-
gements canonique U qsl(2) → (D¯, R¯, v¯δ). Cette construction est détaillée dans l’article
[FGST06b, § B]. Les deux éléments d’enrubannement v¯0, v¯1 possibles de D¯ appartiennent
à la sous-algèbre de D¯ canoniquement isomorphe à U qsl(2). On étend ainsi la définition
d’élément d’enrubannement à U qsl(2).
Définition ([FGST06b, § 4.1, § B.1]). On note D¯ la C-algèbre engendrée par e, f, k, k−1
sous les relations :
(II.2.12)
kek−1 = qe, kfk−1 = q−1f, [e, f ] = k
2 − k−2
q − q−1 ,
ep = 0, fp = 0, k4p = 1.
Elle est munie d’une structure d’algèbre de Hopf, dont le coproduit ∆, la co-unité ε, et
l’antipode S sont donnés par :
(II.2.13)
∆(e) = 1⊗ e+ e⊗ k2, ∆(f) = k−2 ⊗ f + f ⊗ 1, ∆(k) = k ⊗ k,
ε(e) = 0, ε(f) = 0, ε(k) = 1,
S(e) = −ek−2, S(f) = −k2f, S(k) = k−1.
Le groupe quantique U qsl(2) s’identifie à une sous-algèbre de Hopf de D¯ via le mor-
phisme injectif d’algèbres de Hopf :
(II.2.14)
U qsl(2) −→ D¯F 7→ f, K 7→ k2, E 7→ e.
Théorème II.2.15 ([FGST06b, Thm 4.1.1]). L’algèbre de Hopf D¯ est tressée et enruban-
née. Plus précisément :
(i) il existe une R-matrice :
R¯ = 14p
p−1∑
m=0
4p−1∑
n,j=0
(q − q−1)m
[m]! q
m(m−1)
2 −mj−nj2 knem ⊗ fmkj,
(ii) il existe deux éléments d’enrubannement :
v¯δ =
1− i
2√p
p−1∑
m=0
2p−1∑
j=0
(q − q−1)m
[m]! q
−m2 −mj+
(j+p+1)2
2 fmk2j+2(1−δ)pem ; δ ∈ {0, 1}.
Le choix de δ revient à fixer k2(δp+1) comme élément de balancement pour D¯. Soit
δ ∈ {0, 1}. On observe que v¯δ appartient à la sous algèbre de D¯ isomorphe à U qsl(2)
(II.2.14). Par conséquent, on pose :
(II.2.16) vδ :=
1− i
2√p
p−1∑
m=0
2p−1∑
j=0
(q − q−1)m
[m]! q
−m2 −mj+
(j+p+1)2
2 FmKj+(1−δ)pEm.
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Là encore, le choix de δ revient à fixer Kδp+1 comme élément de balancement généralisé
pour U qsl(2) (cf. le corollaire II.2.10).
Corollaire II.2.17. On a :
R¯21R¯ =
1
2p
p−1∑
m,n=0
2p−1∑
i,j=0
(q − q−1)m+n
[m]![n]! q
m(m−1)
2 +
n(n−1)
2 −m2−mj−ij+mifmk2jen ⊗ emk2ifn.
De même que précédemment, l’élément M¯ := R¯21R¯ appartient à la sous algèbre de
D¯ ⊗ D¯ isomorphe à U qsl(2)⊗ U qsl(2) (II.2.14). Par conséquent, on pose :
(II.2.18) M := 12p
p−1∑
m,n=0
2p−1∑
i,j=0
(q − q−1)m+n
[m]![n]! q
m(m−1)
2 +
n(n−1)
2 −m2−mj−ij+mi
FmKjEn ⊗ EmKiF n.
Ainsi, quelque soit le choix de δ, l’élément inversible vδ ∈ U qsl(2) (II.2.16) vérifie :
∀x ∈ A xvδ = vδx, ∆(vδ) = M−1vδ ⊗ vδ, et S(vδ) = vδ.
Cela généralise la définition d’élément d’enrubannement à U qsl(2).
Proposition II.2.19. Soit δ ∈ {0, 1}. L’expression de vδ (II.2.16) dans la base canonique
du centre (cf. la proposition II.1.7) est :
vδ =
p∑
s=0
(−1)δ(s−1)q− s
2−1
2 es + (q − q−1)
p−1∑
s=1
(−1)δ(s−1)q− s
2−1
2
(
p− s
[s] w
+
s −
s
[s]w
−
s
)
.
Démonstration. Conformément au corollaire II.1.8, on étudie l’action de vδ sur X ±(s),
1 ≤ s ≤ p, puis sur P±(s), 1 ≤ s ≤ p− 1.
Soient α ∈ {+,−}, s ∈ {1, ..., p}, et xα0 (s) le vecteur de plus haut poids de X α(s) (cf.
la proposition I.2.4). Pour tous m ∈ {0, ..., p− 1} et j ∈ {0, ..., 2p− 1}, on a :
FmKj+(1−δ)pEmxα0 (s) = δm,0Kj+(1−δ)pxα0 (s) = δm,0αj+p(1−δ)q(s−1)(j+p−δp)xα0 (s)
= δm,0(−1)(1−δ)(s−1)αj+p(1−δ)qj(s−1)xα0 (s).
Donc :
vδx+0 (s) =
1− i
2√p (−1)
(1−δ)(s−1)
2p−1∑
j=0
q
(j+p+1)2
2 qj(s−1)
︸ ︷︷ ︸
As
x+0 (s),
vδx−0 (s) =
1− i
2√p (−1)
(1−δ)(p+s−1)
2p−1∑
j=0
q
(j+p+1)2
2 qj(p+s−1)
︸ ︷︷ ︸
Ap+s
x−0 (s).
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La coordonnée de vδ suivant es est donnée par :
(1)
as =
1− i
2√p (−1)
(1−δ)(s−1)As, si s 6= 0,
as =
1− i
2√p (−1)
(1−δ)(s−1)A2p−s, si s 6= p.
Soit n ∈ N. Le coefficient An vérifie :
An :=
2p−1∑
j=0
q
(j+p+1)2
2 qj(n−1) = −q p
2+1
2
2p−1∑
j=0
q
j(j+2p+2n)
2 .
Le dernier terme est une somme de Gauss (cf. par exemple [Lan94, § IV.3]), dont l’indice j
ne dépend pas du représentant choisi dans Z/2pZ. Pour l’évaluer, on effectue le changement
de variables j 7→ j − p− n :
(2)
2p−1∑
j=0
q
j(j+2p+2n)
2 =
2p−1∑
j=0
q
(j−p−n)(j+p+n)
2 = q−
(p+n)2
2
2p−1∑
j=0
q
j2
2 = (−1)nq− p
2+n2
2 (1 + i)√p.
Il s’ensuit que :
As = (−1)s−1q− s
2−1
2 (1 + i)√p = A2p−s.
En injectant ce résultat dans les équations (1), on obtient :
as = (−1)δ(s−1)q− s
2−1
2 .
Soient α ∈ {+,−}, s ∈ {1, ..., p − 1}, et yα0 (s) le vecteur de poids αqs−1 qui engendre
Pα(s) sous U qsl(2) (cf. la proposition I.2.11). Pour tousm ∈ {0, ..., p−1} et j ∈ {0, ..., 2p−
1}, on a :
FmKj+(1−δ)pEmyα0 (s) = δm,0Kj+(1−δ)pyα0 (s)
+ δm≥1FmKj+(1−δ)pEm−1a−αp−s−1(p− s)
= δm,0αj+(1−δ)pq(s−1)(j+p−δp)yα0 (s) + δ1≤m≤p−s(−α)m−1
×
m−1∏
i=1
[p− s− i][i]FmKj+(1−δ)pa−αp−s−m(p− s)
= δm,0(−1)(1−δ)(s−1)αj+(1−δ)pqj(s−1)yα0 (s)
+ δ1≤m≤p−s(−α)m−1+j+(1−δ)pq(−p+s−1+2m)(j+p−δp)
×
m−1∏
i=1
[s+ i][i]Fma−αp−s−m(p− s)
= δm,0(−1)(1−δ)(s−1)αj+(1−δ)pqj(s−1)yα0 (s)
+ δ1≤m≤p−s(−1)m−1+(1−δ)(s−1)αm−1+j+(1−δ)pqj(s−1+2m)
× [m− 1]![s+m− 1]![s]! x
α
0 (s).
69
Chapitre II. Le centre du groupe quantique restreint
Donc :
vδy+0 (s)− asy+0 (s) =
1− i
2√p (−1)
(1−δ)(s−1)
p−s∑
m=1
(−1)m−1q−m2 (q − q
−1)m[s+m− 1]!
[m][s]!
×
2p−1∑
j=0
q−mj+
(j+p+1)2
2 qj(s−1+2m)
︸ ︷︷ ︸
Bm,s
x+0 (s),
vδy−0 (s)− ap−sy−0 (s) =
1− i
2√p (−1)
(1−δ)(p+s−1)
p−s∑
m=1
q−
m
2
(q − q−1)m[s+m− 1]!
[m][s]!
×
2p−1∑
j=0
q−mj+
(j+p+1)2
2 qj(p+s−1+2m)
︸ ︷︷ ︸
Bm,p+s
x−0 (s).
Les coordonnées de vδ suivant w+s et w−s sont respectivement données par :
(3)
b+s =
1− i
2√p (−1)
(1−δ)(s−1)
p−s∑
m=1
(−1)m−1q−m2 (q − q
−1)m[s+m− 1]!
[m][s]! Bm,s,
b−s =
1− i
2√p (−1)
(1−δ)(s−1)
s∑
m=1
q−
m
2
(q − q−1)m[p− s+m− 1]!
[m][p− s]! Bm,2p−s.
Soient n ∈ N et m ∈ {1, ..., p− 1}. Le coefficient Bm,n vérifie :
Bm,n :=
2p−1∑
j=0
q−mj+
(j+p+1)2
2 qj(n−1+2m) = −q p
2+1
2
2p−1∑
j=0
q
j(j+2p+2n+2m)
2 .
En reprenant les calculs de l’équation (1), la somme de Gauss s’évalue comme :
2p−1∑
j=0
q
j(j+2p+2n+2m)
2 = (−1)n+mq− p
2+(n+m)2
2 (1 + i)√p.
Il s’ensuit que :
Bm,s = (−1)s+m−1q− s
2+m2−1
2 −ms(1 + i)√p,
Bm,2p−s = (−1)s+m−1q− s
2+m2−1
2 +ms(1 + i)√p.
En injectant ce résultat dans les équations (3), on obtient :
b+s = (−1)δ(s−1)+1q−
s2−1
2
p−s∑
m=1
q−
m(m+2s+1)
2
(q − q−1)m[s+m− 1]!
[m][s]!
= (−1)δ(s−1)+1q− s
2−1
2
p−s∑
m=1
q−
m(m+2s+1)
2
(q − q−1)2
qm − q−m
m−1∏
i=1
(qs+i − q−s−i)
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= (−1)δ(s−1)q− s
2−1
2 q−s(q − q−1)2
p−s∑
m=1
1
1− q2m
m−1∏
i=1
(1− q2p−2s−2i),
b−s = (−1)δ(s−1)+mq−
s2−1
2
s∑
m=1
q−
m(m−2s+1)
2
(q − q−1)m[p− s+m− 1]!
[m][p− s]!
= (−1)δ(s−1)+mq− s
2−1
2
s∑
m=1
q−
m(m−2s+1)
2
(q − q−1)2
qm − q−m
m−1∏
i=1
(qp−s+i − qp+s−i)
= (−1)δ(s−1)q− s
2−1
2 qs(q − q−1)2
s∑
m=1
1
1− q2m
m−1∏
i=1
(1− q2s−2i),
Le dernier terme est une identité de partition (cf. par exemple [AE04]) :
∀d ∈ N
d∑
m=1
1
1− q2m
m−1∏
i=1
(1− q2d−2i) = d1− q2d .
Par conséquent :
b+s = (−1)δ(s−1)q−
s2−1
2 (q − q−1)2 (p− s)
qs − q−s = (−1)
δ(s−1)q−
s2−1
2 (q − q−1)(p− s)[s] ,
b−s = (−1)δ(s−1)q−
s2−1
2 (q − q−1)2 s
q−s − qs = −(−1)
δ(s−1)q−
s2−1
2 (q − q−1) s[s] .
D’où le résultat.
II.2.C Actions (co-)adjointes et caractères
On munit maintenant U qsl(2) et U qsl(2)∗ d’une structure de U qsl(2)-modules à gauche
grâce aux actions adjointe et co-adjointe (cf. par exemple [Kas95, § IX.3]). Le centre Z et
les espaces des q-caractères de U qsl(2) sont respectivement des stabilisateurs sous l’action
adjointe et co-adjointe. On introduit enfin l’anneau de Grothendieck G de U qsl(2) (cf.
par exemple [CR81, Def. 16.5]) pour construire des caractères remarquables à partir des
éléments de balancement généralisés.
Pour toute algèbre de Hopf A, on utilisera les notations de Sweedler (cf. par exemple
[Kas95, Not. III.1.6]) :
∀a ∈ A ∆(a) = ∑
(a)
a′ ⊗ a′′.
Définition ([FGST06b, § A.1]). Soit A une C-algèbre de Hopf de dimension finie.
(i) On appelle action adjointe l’action à gauche (resp. à droite) de A sur A définie par :
∀a, y ∈ A a · y := ∑
(a)
a′yS(a′′)
resp. y · a := ∑
(a)
S(a′)ya′′
 .
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(ii) On appelle action co-adjointe l’action à gauche (resp. à droite) de A sur A∗ définie
par :∀a ∈ A∀β ∈ A∗ a · β := β
∑
(a)
S(a′)?a′′
 resp. β · a := β
∑
(a)
a′?S(a′′)
 ,
où le symbol ? indique la place de la variable.
Remarque II.2.20. Soient A une C-algèbre de Hopf de dimension finie etX un A-module à
gauche (resp. à droite). Il est possible de munir X ∗ d’une structure de A-module à droite
(resp. à gauche) ou de A-module à gauche (resp. à droite) avec :
∀a ∈ A ∀β ∈X ∗ β 1· a = β(a·?)
(
resp. a 1· β = β(? · a)
)
,
∀a ∈ A ∀β ∈X ∗ a 2· β = β(S−1(a)·?)
(
resp. β 2· a = β(? · S−1(a))
)
,
où le symbol ? indique la place de la variable.
Dans notre cas, on travaille implicitement avec la première structure de sorte que les
actions adjointe et co-adjointe se transposent. Autrement dit :
∀a, y ∈ A ∀β ∈ A∗ (a · β)(y) = β(y · a) et (β · a)(y) = β(a · y).
Dans les ouvrages, on utilise davantage la seconde structure en vue de construire des
produits bicroisés (cf. par exemple [Kas95, § IX.2]). Dans ce cas, on définit l’action co-
adjointe à gauche (resp. à droite) de A sur A∗ par :∀a ∈ A∀β ∈ A∗ a · β := β
∑
(a)
S−1(a′′)?a′
 resp. β · a := β
∑
(a)
a′′?S−1(a′)
 ,
où le symbol ? indique la place de la variable. La nomenclature se justifie encore du fait
que les actions adjointe et co-adjointe se transposent :
∀a, y ∈ A ∀β ∈ A∗ (a · β)(y) = β(S−1(a) · y) et (β · a)(y) = β(y · S−1(a)).
M
Définition ([FGST06b, § A.1]). Soit A une C-algèbre de Hopf de dimension finie. On
appelle q-caractère à gauche (resp. à droite) de A toute forme linéaire β ∈ A∗ telle que :
∀x, y ∈ A β(xy) = β
(
S2(y)x
) (
resp. β(xy) = β
(
yS2(x)
))
.
Le terme de caractère, introduit par Drinfeld dans [Dri90], prendra sens dans la propo-
sition II.2.23.
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Proposition II.2.21. Soit A une C-algèbre de Hopf de dimension finie. On note Z(A) le
centre de A et Chl(A) (resp. Chr(A) l’espace des q-caractères à gauche (resp. à droite) de
A. On a :
(a) Z(A) = {y ∈ A ; ∀a ∈ A a · y = ε(a)y} = {y ∈ A ; ∀a ∈ A y · a = ε(a)y},
(b) Chl(A) = {β ∈ A∗ ; ∀a ∈ A a · β = ε(a)β},
(c) Chr(A) = {β ∈ A∗ ; ∀a ∈ A β · a = ε(a)β}.
Démonstration. (a) Il s’agit de montrer que :
y ∈ Z(A) ⇐⇒ ∀a ∈ A a · y = ε(a)y ⇐⇒ ∀a ∈ A y · a = ε(a)y.
Les sens directs sont évidents car, par définition de l’antipode (cf. par exemple [Kas95,
Def. III.3.2]), on a :
∀a ∈ A ∑
(a)
a′S(a′′) = ε(a)1 =
∑
(a)
S(a′)a′′.
Réciproquement, soient y, z ∈ A tels que, pour tout a ∈ A, a ·y = ε(a)y et z ·a = ε(a)z.
Alors :
∀x ∈ A xy = ∑
(x)
x′ε(x′′)y =
∑
(x)
x′yε(x′′) =
∑
(x)
x′yS(x′′)x′′′
=
∑
(x)
(x′ · y)x′′ = ∑
(x)
ε(x′)yx′′ =
∑
(x)
yε(x′)x′′ = yx,
∀x ∈ A zx = ∑
(x)
zε(x′)x′′ =
∑
(x)
ε(x′)zx′′ =
∑
(x)
x′S(x′′)zx′′′
=
∑
(x)
x′(z · x′′) = ∑
(x)
x′ε(x′′)z = xz.
Donc y, z ∈ Z(A).
(b) De même, il s’agit de montrer que :
β ∈ Chl(A) ⇐⇒ ∀a ∈ A a · β = ε(a)β.
Le sens direct est évident car :
∀a ∈ A ∑
(a)
S2(a′′)S(a′) = S
∑
(a)
a′S(a′′)
 = S(ε(a)1) = ε(a)S(1) = ε(a)1.
Réciproquement, soit β ∈ A∗ tel que, pour tout a ∈ A, a · β = ε(a)β. Alors :
∀x, y ∈ A β(S2(y)x) = ∑
(y)
β
(
S2(ε(y′)y′′)x
)
=
∑
(y)
β
(
S2(y′′)xε(y′)
)
=
∑
(y)
β
(
S2(y′′′)xy′S(y′′)
)
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=
∑
(S(y))
β
(
S(S(y)′)xS−1(S(y)′′′)S(y)′′
)
=
∑
(S(y))
(S(y)′ · β)
(
xS−1(S(y)′′)
)
=
∑
(S(y))
ε(S(y)′)β
(
xS−1(S(y)′′)
)
=
∑
(S(y))
β
(
xS−1 (ε(S(y)′)S(y)′′)
)
= β
(
xS−1(S(y))
)
= β (xy) .
Donc β ∈ Chl(A).
(c) De même, il s’agit de montrer que :
β ∈ Chr(A) ⇐⇒ ∀a ∈ A β · a = ε(a)β.
Le sens direct est évident car :
∀a ∈ A ∑
(a)
S(a′′)S2(a′) = S
∑
(a)
S(a′)a′′
 = S(ε(a)1) = ε(a)S(1) = ε(a)1.
Réciproquement, soit β ∈ A∗ tel que, pour tout a ∈ A, β · a = ε(a)β. Alors :
∀x, y ∈ A β(yS2(x)) = ∑
(x)
β
(
yS2(x′ε(x′′))
)
=
∑
(x)
β
(
ε(x′′)yS2(x′)
)
=
∑
(x)
β
(
S(x′′)x′′′yS2(x′)
)
=
∑
(S(x))
β
(
S(x)′′S−1(S(x)′)yS(S(x)′′′)
)
=
∑
(S(x))
(β · S(x)′′)
(
S−1(S(x)′)y
)
=
∑
(S(x))
ε(S(x)′′)β
(
S−1(S(x)′)y
)
=
∑
(S(x))
β
(
S−1 (S(x)′ε(S(x)′′)) y
)
= β
(
S−1(S(x))y
)
= β (xy) .
Donc β ∈ Chl(A).
On introduit maintenant des q-caractères particuliers. Pour cela on rappelle que, pour
toute algèbre de Hopf A, le produit tensoriel X ⊗ Y de deux A-modules X ,Y à gauche
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(resp. à droite) est muni d’une structure de A-module à gauche (resp. à droite) donnée
par :
a(x⊗ y) = ∆(a)(x⊗ y) (resp. (x⊗ y)a = (x⊗ y)∆(a)) ,
pour tous a ∈ A, x ∈ X et y ∈ Y . De plus, si A est de dimension finie, alors toute
co-intégrale à gauche (resp. à droite) c de A fournit une unité Ac ' C (resp. cA ' C)
pour ce produit tensoriel. Ainsi, le groupe de Grothendieck à gauche (resp. à droite) G(A)
de A est muni d’une structure d’anneau (cf. par exemple [CR81, § 16.B]). Les prochains
résultats sont valables pour des modules à gauche ou des modules à droite. C’est pourquoi
on ne précisera pas la latéralité des modules considérés.
Lemme II.2.22. Soient A une C-algèbre de Hopf de dimension finie, et s ∈ A. Pour tout
A-module X , associé à une représentation ρ : A→ End(X ), on définit la forme linéaire :
qchsX :
A −→ Ca 7−→ trX (sa) := tr (ρ(sa)) .
On note G(A) l’anneau de Grothendieck de A. Soient X et Y deux A-modules.
(i) Si X et Y ont la même classe dans G(A), alors qchsX = qchsY .
(ii) Si s est inversible et qchsX = qchsY , alors X et Y ont la même classe dans G(A).
Démonstration. On note X1,X2, ...,Xk et Y1,Y2, ...,Yl les facteurs de compositions res-
pectifs de X et Y (cf. par exemple [Pie82, § 2.6]). On choisit une suite de composition
de X (resp. de Y ) et une base de X (resp. de Y ) adaptée à cette suite de composition.
Dans celle-ci, la matrice de représentation MX (b) (resp. MY (b)) de b ∈ A dans X (resp.
Y ) est triangulaire supérieure par bloc, de la forme :
MX (b) =

MX1(b) (∗)
MX2(b)
. . .
(0) MXk(b)

resp. MY (b) =

MY1(b) (∗)
MY2(b)
. . .
(0) MYl(b)

 ,
où, pour tout i ∈ {1, ..., k} (resp. j ∈ {1, ..., l}), MXi(b) (resp. MYj(b)) est une matrice de
représentation de b dans Xi (resp. Yj). Il s’ensuit que :
∀b ∈ A trX (b) =
k∑
i=1
trXi(b), trY (b) =
l∑
j=1
trXj(b).
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(i) Si X et Y ont la même classe dans G(A), alors ils ont les mêmes facteurs de com-
position à isomorphisme et ordre près (cf. par exemple [CR81, Prop. 16.6]). D’après
ce qui précède, on a k = l et :
∀b ∈ A trX (b) =
k∑
i=1
trXi(b) =
k∑
i=1
trYi(b) = trY (b).
Donc qchsX = qchsY .
(ii) Si s est inversible, alors a 7→ sa est une bijection de A. Donc :
qchsX = qchsY ⇐⇒ qch1X = qch1Y .
Or, d’après le théorème de Frobenius-Schur (cf. par exemple [CR62, Thm 27.8]), la
condition qch1X = qch1Y implique queX et Y ont les mêmes facteurs de composition
à isomorphisme et ordre près. D’où le résultat.
Proposition II.2.23. Soit A une C-algèbre de Hopf de dimension finie, et t ∈ A un
élément inversible tel que :
∆(t) = t⊗ t et ∀x ∈ A S2(x) = txt−1
On note G(A) l’anneau de Grothendieck de A et [X ] la classe du A-module X dans G(A).
On a deux morphismes de C-algèbres injectifs :
qcht−1 :
C⊗Z G(A) −→ Ch
l(A)
[X ] 7−→ qcht−1[X ]
et qcht :
C⊗Z G(A) −→ Ch
r(A)
[X ] 7−→ qcht[X ]
où Chl(A) (resp. Chr(A)) désigne l’espace des q-caractères à gauche (resp. à droite) de A.
Démonstration. D’après le lemme II.2.22, on sait que les applications qcht∓1 sont bien
définies et injectives. De plus, pour tout A-module X et pour tous a, b ∈ A, on a :
qcht−1X (ab) = trX
(
t−1ab
)
= trX
(
bt−1a
)
= trX
(
t−1S2(b)a
)
= qcht−1X
(
S2(b)a
)
,
qchtX (ab) = trX (tab) = trX
(
S2(a)tb
)
= trX
(
tbS2(a)
)
= qchtX
(
bS2(a)
)
,
car S2(b) = tbt−1. D’où qcht−1X ∈ Chl(A) et qchtX ∈ Chr(A).
Soit s ∈ {t−1, t}. Il reste à montrer que qchs réalise un morphisme de C-algèbres. Soient
λ ∈ C, X et Y deux A-modules à gauche. Un représentant de λ[X ] + [Y ] est λX ⊕ Y .
Donc :
qchsλ[X ]+[Y ] = qchsλX ⊕Y = λ qchsX + qchsY = λ qchs[X ] + qchs[Y ] .
Un représentant de [X ] · [Y ] est X ⊗ Y , et pour tous a ∈ U qsl(2) :
qchs[X ]·[Y ](a) = trX ⊗Y (∆(sa)) = trX ⊗Y (s⊗ s ·∆(a)) = qchsX ⊗ trsY (∆(a)),
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car ∆(sa) = ∆(s)∆(a) = s⊗ s ·∆(a). Or, le produit αβ de deux formes linéaires α, β ∈ A∗
est défini par :
∀a ∈ A (αβ)(a) = (α⊗ β) (∆(a)).
Donc :
qchs[X ]·[Y ] = qchsX · qchsY = qchs[X ] · qchs[Y ] .
On utilise ce résultat sur U qsl(2) avec ses éléments de balancement généralisés (cf. le
corollaire II.2.10). D’après la remarque I.2.2, son anneau de Grothendieck à droite s’identifie
à son anneau de Grothendieck à gauche. On le note G, et on note Chl (resp. Chr) son
espace des q-caractères à gauche (resp. à droite). On obtient ainsi quatre morphismes de
C-algèbres :
qchδ := qchKδp−1 :
C⊗Z G −→ Ch
l
[X ] 7−→ qchKδp−1[X ]
; δ ∈ {0, 1},(II.2.24)
qtrδ := qchKδp+1 :
C⊗Z G −→ Ch
r
[X ] 7−→ qchKδp+1[X ]
; δ ∈ {0, 1}.(II.2.25)
Dans l’équation (II.2.25), on retrouve les traces quantiques des algèbres de Hopf tressées et
enrubannées (cf. par exemple [Kas95, § XIV.4, Prop. XIV.6.4]) pour lesquelles les éléments
de balancement k et d’enrubannement v sont liés par k = v−1u (cf. l’introduction du
chapitre II).
II.3 Description du centre à partir des morphismes
de Drinfeld et de Radford
Avec des éléments mis en place dans la section II.2, on construit une nouvelle famille
génératrice du centre de U qsl(2) à partir de son anneau de Grothendieck G. Plus précisé-
ment, on considère les images des morphismes de Drinfeld et de Radford sur des q-caractères
particuliers, associés aux classes des modules simples via le morphisme d’algèbres (II.2.24).
II.3.A L’anneau de Grothendieck
On commence par détailler la structure de l’anneau de grothendieck G de U qsl(2) grâce
à la donnée des produits tensoriels de modules simples, donnée dans la section I.3. Pour
tout U qsl(2)-module à gauche X , on notera [X ] sa classe d’équivalence dans G.
Lemme II.3.1. L’anneau de Grothendieck G de U qsl(2) est engendré par l’unité [X +(1)]
et la classe [X +(2)].
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Démonstration. Par construction, le groupe de Grothendieck est librement engendré par
les classes des modules simples (cf. par exemple [CR81, Prop. 16.6]). D’après la description
des produits tensoriels de modules simples donnée dans le lemme I.3.4, on a :
[X +(s)][X +(2)] = [X +(s− 1)] + [X +(s+ 1)], 2 ≤ s ≤ p− 1.
Une récurrence sur s ∈ {1, ..., p} montre alors que [X +(s)] est engendré par [X +(2)]. De
plus, d’après ce même lemme, on a aussi :
[X +(p)][X +(2)] = [P+(p− 1)] = 2[X +(p− 1)] + 2[X −(1)],
[X −(1)][X +(2)] = [X −(2)],
[X −(s)][X +(2)] = [X −(s− 1)] + [X −(s+ 1)], 2 ≤ s ≤ p− 1.
Donc [X −(1)], et par suite [X −(2)], sont engendrés par [X +(2)]. Une récurrence sur
s ∈ {1, ..., p} montre enfin que [X −(s)] est engendré par [X +(2)] .
Par conséquent, on a un morphisme surjectif de C-algèbres défini par :C[x] −→ C⊗Z Gx 7−→ [X +(2)] .
Il s’ensuit que la C-algèbre C ⊗Z G, obtenue par extension des scalaires sur G, s’identifie
au quotient de C[x] par l’idéal I engendré par le polynôme minimal ψ̂2p(x) de [X +(2)]. Il
reste à déterminer ψ̂2p(x). A cette fin, on a besoin des polynômes de Chebychev.
Définition. On appelle polynômes de Chebychev (de seconde espèce) l’unique famille
(Us(x))s∈N solution du système de récurrence :
(II.3.2)

xUs(x) = Us−1(x) + Us+1(x), s ≥ 1,
U0(x) = 0,
U1(x) = 1.
.
Remarque II.3.3. Pour tout s ∈ N, on montre par récurrence que :
∀t ∈ R Us(t+ t−1) = t
s − t−s
t− t−1 .
En particulier, on a :
∀t ∈ R Us(2 cos t) = sin(st)sin(t) .
Ce n’est pas la normalisation standard des polynômes de Chebychev de seconde espèce,
laquelle est :
∀t ∈ R Us(cos t) = sin(st)sin(t) .
M
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Proposition II.3.4. On a un isomorphisme de C-algèbres :
C[x]/ψ̂2p(x) ∼−→ C⊗Z G
Us(x) 7−→ [X +(s)]
1
2Up+s(x)− 12Up−s(x) 7−→ [X −(s)]
où ψ̂2p(x) est le polynôme minimal de [X +(2)]. De plus, le polynôme ψ̂2p(x) vérifie :
ψ̂2p(x) = U2p+1(x)− U2p−1(x)− 2.
Démonstration. L’existence d’un tel isomorphisme découle directement du lemme II.3.1. Il
s’agit de vérifier les relations polynomiales. Pour cela, on exploite les relations données par
la décomposition des produits tensoriels X ±(s)⊗X +(2), 1 ≤ s ≤ p (cf. le lemme I.3.4).
Pour tout polynôme P (x) ∈ C[x], on note P¯ (x) sa classe dans C[x]/I. On considère la
famille de polynômes (P¯n(x))0≤n≤2p telle que :
[{0}] = P¯0
(
[X +(2)]
)
,
[X +(s)] = P¯s
(
[X +(2)]
)
, 1 ≤ s ≤ p,
[X −(s)] = P¯p+s
(
[X +(2)]
)
, 1 ≤ s ≤ p.
On a P¯0(x) = 0, P¯1(x) = 1 et P¯2(x) = x.
D’après la description des PIMs donnée dans la proposition I.2.11, on sait que :
∀α ∈ {+,−} ∀s ∈ {1, ..., s} [Pα(s)] = 2[X α(s)] + 2[X −α(p− s)].
En utilisant la décomposition des produits X ±(s) ⊗X +(2), 1 ≤ s ≤ p, donnée dans le
lemme I.3.4, on obtient alors le système de récurrence :
xP¯s(x) = P¯s−1(x) + P¯s+1(x), 1 ≤ s ≤ p− 1,
xP¯p(x) = 2P¯p−1(x) + 2P¯p+1(x),
xP¯p+1(x) = P¯p+2(x),
xP¯p+s(x) = P¯p+s−1(x) + P¯p+s+1(x), 2 ≤ s ≤ p− 1,
xP¯2p(x) = 2P¯2p−1(x) + 2P¯1(x).
D’après la définition des polynômes (Us)s∈N de Chebychev (II.3.2), pour tout s ∈ {0, ..., p},
on a P¯s(x) = U¯s(x). Pour le reste, on a alors :
xU¯p(x) = 2U¯p−1(x) + 2P¯p+1(x),
xP¯p+1(x)) = P¯p+2(x),
xP¯p+s(x) = P¯p+s−1(x) + P¯p+s+1(x), 2 ≤ s ∈≤ p− 1,
xP¯2p(x) = 2P¯2p−1(x) + 2U¯1(x).
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⇐⇒

P¯p+1(x) = 12 U¯p+1(x)− 12 U¯p−1(x),
P¯p+2(x)) = 12 U¯p+2(x)− 12 U¯p−2(x),
P¯p+s+1(x) = xP¯p+s(x)− P¯p+s−1(x), 2 ≤ s ≤ p− 1,
xP¯2p(x) = 2P¯2p−1(x) + 2U¯1(x).
⇐⇒
P¯p+s(x) =
1
2 U¯p+s(x)− 12 U¯p−s(x), 1 ≤ s ≤ p,
1
2xU¯2p(x)− 12xU¯0(x) = U¯2p−1(x)− U¯1(x) + 2U¯1(x).
Enfin, la dernière relation donne :
ψ̂2p(x) = xU2p(x)− 2U2p−1(x)− 2U1(x) = U2p+1(x)− U2p−1(x)− 2.
D’où le résultat.
Corollaire II.3.5. On a :
ψ̂2p(x) =
(
x− β̂0
)p−1∏
j=1
(
x− β̂j
)2(x− β̂p) ,
où, pour tout j ∈ {0, ..., p}, β̂j = qj + q−j = 2 cos pijp .
Démonstration. D’après l’expression de ψ̂2p(x) donnée dans la proposition II.3.4, et la
remarque II.3.3 sur les polynômes de Chebychev, on a :
∀t ∈ R ψ̂2p(2 cos t) = U2p+1(2 cos t)− U2p−1(2 cos t)− 2
= sin(2p+ 1)t− sin(2p− 1)tsin t − 2 = 2 cos(2pt)− 2
= 4(cos2(pt)− 1) = 4(cos(pt)− 1)(cos(pt) + 1).
L’ensemble des racines de ψ̂2p(x) est donc
{
β̂j ; j ∈ {0, ..., p}
}
. De plus, pour tout j ∈
{1, ..., p− 1}, la racine β̂j est d’ordre 2 car :
−2 sin pij
p
ψ̂′2p(β̂j) = −8p sin(pij) cos(pij) = 0.
Par conséquent, on a au moins 2p racines, comptées avec leurs multiplicités. Or, le polynôme
ψ̂2p(x) est de degré 2p car, pour tout s ∈ N, le s-ième polynôme de Chebychev Us(x) est
de degré s− 1 (récurrence immédiate). On a donc toutes les racines du polynôme ψ̂2p.
Remarque II.3.6. En particulier, le polynôme ψ̂2p(x) est de degré 2p. D’où la notation
choisie. M
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II.3.B Le morphisme de Drinfeld
La donnée de l’élémentM ∈ U qsl(2)⊗U qsl(2) (II.2.18) et d’un élément de balancement
k (II.2.10) de U qsl(2) permet de définir un morphisme de C-algèbres injectifs :
χk : C⊗Z G −→ Z,
où G désigne l’anneau de Grothendieck de U qsl(2) et Z son centre. On cherche à décrire
son image D2p dans le centre.
Définition ([Dri90, Prop. 3.3]). Soit (A,R) une C-algèbre de Hopf tressée de R-matrice
R. On définit le morphisme de Drinfeld par :
χ :
A∗ −→ Aβ 7−→ (β ⊗ id)R21R .
Soit M l’élément défini par (II.2.18). On considère le morphisme de Drinfeld χ associé
à U qsl(2), vu comme une sous-algèbre de Hopf tressée (D¯, R¯) via le morphisme (II.2.14).
D’après l’article [Dri90, Prop. 3.3] (on pourra également consulter [Ker95, Lemme 2]), le
morphisme χ induit un isomorphisme de C-algèbres :
(II.3.7) χ : Chl ∼−→ Z,
où Chl désigne l’espace des q-caractères à gauche de U qsl(2). On s’intéresse à la composée
des morphismes qchδ (II.2.24) et χ :
(II.3.8) χδ :
C⊗Z G ↪→ Z[X ] 7−→ (qchδ[X ]⊗id)M ; δ ∈ {0, 1}.
Soit δ ∈ {0, 1}. On note D2p l’image de χδ et :
(II.3.9) ∀α ∈ {+,−} ∀s ∈ {1, ..., p} χαδ (s) := χδ ([X α(s)]) .
Comme le groupe de Grothendieck G de U qsl(2) est librement engendré par les classes des
modules simples X ±(s), 1 ≤ s ≤ p, la famille {χ±δ (s) ; 1 ≤ s ≤ p} une C-base de la
sous-algèbre D2p. On étudie cette famille de Z.
Lemme II.3.10. Soient δ ∈ {0, 1} et s ∈ {1, ..., p}. L’image des classes [X +(s)] et
[X −(s)] par le morphisme χδ (II.3.8) sont respectivement :
χ+δ (s) = (−1)δ(s−1)αδp−1
s−1∑
k=0
k∑
m=0
(q − q−1)2mq(m−1)(s−1−2k+m)
×
[
k
m
][
s− k +m− 1
m
]
EmKs−1−2k+mFm,
χ−δ (s) = (−1)δ(s−1)αδp−1
s−1∑
k=0
k∑
m=0
(q − q−1)2mq(m−1)(s−1−2k+m)
×
[
k
m
][
s− k +m− 1
m
]
EmKp+s−1−2k+mFm.
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Démonstration. D’après l’équation (II.2.18), la M -matrice de U qsl(2) est donnée par :
M = 12p
p−1∑
m,n=0
2p−1∑
i,j=0
(q − q−1)m+n
[m]![n]! q
m(m−1)
2 +
n(n−1)
2 −m2−mj−ij+miFmKjEn ⊗ EmKiF n.
Soit α ∈ {+,−}. On a donc :
χαδ (s)
(II.3.8)= 12p
p−1∑
m,n=0
2p−1∑
i,j=0
(q − q−1)m+n
[m]![n]! q
m(m−1)
2 +
n(n−1)
2 −m2−mj−ij+mi
× qchδ[X α(s)]
(
FmKjEn
)
EmKiF n.
Soient m,n ∈ {0, ..., p− 1} et j ∈ {0, ..., 2p− 1}. Il faut calculer :
qchδ[X α(s)]
(
FmKjEn
)
II.2.22= qchδX α(s)
(
FmKjEn
)
(II.2.24)= trX α(s)
(
Kδp−1FmKjEn
)
(I.1.1)= q2m trX α(s)
(
FmKj−1+δpEn
)
.
On utilise la C-base canonique {xαk (s) ; 0 ≤ k ≤ s− 1} de X α(s) (cf. la proposition I.2.4),
et on fixe k ∈ {0, ..., s− 1}. Alors, pour tous m,n ∈ {0, ..., p− 1} et j ∈ {0, ..., 2p− 1}, on
a :
FmKjEnxαk (s) = δk≥nαn
n−1∏
i=0
[k − i][s− k + i]FmKjxαk−n(s)
= δk≥nαn
[k]![s− k + n− 1]!
[k − n]![s− k − 1]!F
mKjxαk−n(s)
= δk≥nαn+jqj(s−1−2k+2n)([n]!)2
[
k
n
][
s− k + n− 1
n
]
Fmxαk−n(s)
= δn≤k≤n−m+p−1αn+jqj(s−1−2k+2n)([n]!)2
[
k
n
][
s− k + n− 1
n
]
xαk−n+m(s).
En particulier, xαk (s) est vecteur propre sous l’action de FmKjEn si et seulement si k ≥
n = m. On en déduit que :
trX α(s)
(
FmKj−1+δpEn
)
= δn,m(−1)δ(s−1)αm+j−1+δp([m]!)2
s−1∑
k=m
q(j−1)(s−1−2k+2m)
[
k
m
][
s− k +m− 1
m
]
.
Il s’ensuit que :
χαδ (s) =
1
2p
p−1∑
m,n=0
2p−1∑
i,j=0
(q − q−1)m+n
[m]![n]! q
m(m−1)
2 +
n(n−1)
2 −m2−mj−ij+mi+2m
× trX α(s)
(
FmKj−1+δpEn
)
EmKiF n
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= (−1)
δ(s−1)
2p
p−1∑
m=0
2p−1∑
i,j=0
(q − q−1)2mαm+j−1+δpqm−mj−ij+mi
×
s−1∑
k=m
q(j−1)(s−1−2k+2m)
[
k
m
][
s− k +m− 1
m
]
EmKiFm
= (−1)
δ(s−1)
2p α
δp−1
s−1∑
k=0
k∑
m=0
(q − q−1)2mαmq−s+1+2k−m
[
k
m
][
s− k +m− 1
m
]
×
2p−1∑
i=0
qmi
2p−1∑
j=0
αjqj(s−1−2k+m−i)EmKiFm.
Pour évaluer le dernier terme, on introduit A ∈ {0, 1} tel que qAp = α1. Alors :
χαδ (s) =
(−1)δ(s−1)
2p α
δp−1
s−1∑
k=0
k∑
m=0
(q − q−1)2mαmq−s+1+2k−m
[
k
m
][
s− k +m− 1
m
]
×
2p−1∑
i=0
qmi
2p−1∑
j=0
qj(Ap+s−1−2k+m−i)EmKiFm
= (−1)δ(s−1)αδp−1
s−1∑
k=0
k∑
m=0
(q − q−1)2mαmq−s+1+2k−m
[
k
m
][
s− k +m− 1
m
]
× qm(Ap+s−1−2k+m)EmKAp+s−1−2k+mFm
= (−1)δ(s−1)αδp−1
s−1∑
k=0
k∑
m=0
(q − q−1)2mq(m−1)(s−1−2k+m)
[
k
m
][
s− k +m− 1
m
]
× EmKAp+s−1−2k+mFm.
D’où le résultat.
On en déduit les expressions de χ±δ (s), 1 ≤ s ≤ p, dans la sous-algèbre 〈C〉 engendrée
par l’élément de Casimir (II.1.9), puis dans la base canonique du centre {es ; 0 ≤ s ≤
p} ∪ {w±s ; 1 ≤ s ≤ p− 1} (cf. la proposition II.1.7).
Proposition II.3.11. Soit δ ∈ {0, 1}. Pour tout s ∈ {1, ..., p}, on a :
χ+δ (s) = Us((−1)δĈ)
=
p∑
j=0
Us((−1)δβ̂j)ej + (−1)δ(q − q−1)2
p−1∑
j=1
U ′s((−1)δβ̂j)
(
w+j + w−j
)
,
χ−δ (s) =
1
2 (Up+s − Up−s) ((−1)
δĈ)
= 12
p∑
j=0
(Up+s − Up−s)((−1)δβ̂j)ej
+ (−1)δ (q − q
−1)2
2
p−1∑
j=1
(U ′p+s − U ′p−s)((−1)δβ̂j)
(
w+j + w−j
)
,
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où Ĉ := (q − q−1)2C et pour tout s ∈ N, Us(x) est le s-ième polynôme de Chebychev et
β̂s := qs + q−s.
Démonstration. D’après la proposition II.3.4, la C-algèbre C ⊗Z G est engendrée par la
classe [X +(2)]. Plus précisément, on a :
[X +(s)] = Us
(
[X +(2)]
)
, 1 ≤ s ≤ p,
[X −(s)] = 12 (Up+s − Up−s)
(
[X +(2)]
)
, 1 ≤ s ≤ p.
Or, d’après la proposition II.3.10, l’image de [X +(2)] par le morphisme χδ est :
χ+δ (2) = (−1)δ
(
q−1K + qK−1 + (q − q−1)2EF
)
= (−1)δĈ.
Comme χδ est un morphisme d’algèbres, il s’ensuit que :
χ+δ (s) = Us((−1)δĈ), 1 ≤ s ≤ p,
χ−δ (s) =
1
2 (Up+s − Up−s) ((−1)
δĈ), 1 ≤ s ≤ p,
Pour décomposer ces polynômes en (−1)δĈ dans la base canonique du centre, il suffit alors
d’utiliser la remarque II.1.14.
Corollaire II.3.12. Soit δ ∈ {0, 1}. L’image D2p du morphisme χδ (II.3.8) est la sous-
algèbre 〈C〉 du centre Z de U qsl(2) engendrée par l’élément de Casimir C (II.1.9).
Remarque II.3.13. D’après les précédents résultats et la remarque II.1.14 sur les polynômes
en C, D2p est un C-espace vectoriel de dimension 2p dont des C-bases sont {χ±δ (s) ; 1 ≤
s ≤ p} ou {es ; 0 ≤ s ≤ p} ∪ {w+s + w−s ; 1 ≤ s ≤ p− 1}. M
II.3.C Le morphisme de Radford
La donnée d’une co-intégrale bilatère c (II.2.4) et d’un élément de balancement k
(II.2.10) de U qsl(2) permet de définir un morphisme de C-espaces vectoriels injectif :
φ̂
k : C⊗Z G −→ Z,
où G désigne l’anneau de Grothendieck de U qsl(2) et Z son centre. On cherche à décrire
son image R2p dans le centre.
Définition ([Rad90, Prop. 3]). Soient A une C-algèbre de Hopf de dimension finie et c
une co-intégrale à gauche. On définit le morphisme de Radford (associé à c) par :
φ̂ :
A∗ −→ Aβ 7−→ (β ⊗ id)∆(c) .
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Remarque II.3.14. Soient A une C-algèbre de Hopf de dimension finie et c une co-intégrale
à gauche.
(i) D’après le résultat [Rad90, Prop. 3] de Radford, le morphisme de Radford φ̂ est
bijectif et sa bijection réciproque est :
φ̂
−1 :
A −→ A∗x 7−→ µr(S(a)?) .
où le symbole ? désigne la place de la variable et µr est une intégrale à droite de A
telle que µr(c) = 1.
(ii) Si c est une co-intégrale bilatère, alors φ̂ est A-linéaire pour les actions adjointe et
co-adjointe à gauche. En effet, pour tous a ∈ A et β ∈ A∗, on a :
φ̂(a · β) =
β
∑
(a)
S(a′)?a′′
⊗ id
∆(c) = (β ⊗ id)
∑
(a)
S(a′)c′a′′ ⊗ c′′
 ,
où : ∑
(a)
S(a′)c′a′′ ⊗ c′′ = ∑
(a)
S(a′)c′a′′ε(a′′′)⊗ c′′ = ∑
(a)
S(a′)c′a′′ ⊗ c′′ε(a′′′)
=
∑
(a)
S(a′)c′a′′ ⊗ c′′a′′′S(a(4)).
Or, pour tout x ∈ A, on sait que cx = xc car c est une co-intégrale bilatère. Donc
∆(cx) = ∆(xc). Il s’ensuit que :∑
(a)
S(a′)c′a′′ ⊗ c′′ = ∑
(a)
S(a′)a′′c′ ⊗ a′′′c′′S(a(4)) = ∑
(a)
ε(a′)c′ ⊗ a′′c′′S(a′′′)
=
∑
(a)
c′ ⊗ ε(a′)a′′c′′S(a′′′) = ∑
(a)
c′ ⊗ a′c′′S(a′′).
D’où φ̂(a · β) = (β ⊗ id)
(∑
(a) c′ ⊗ a · c′′
)
= a · φ̂(β).
(iii) Le morphisme de Radford permet de montrer que U qsl(2) est une algèbre de Frobenius
comme mentionné dans la remarque I.2.2.
M
Soit c une co-intégrale bilatère de U qsl(2) (cf. proposition II.2.4). On considère le
morphisme de Radford φ̂ associé à U qsl(2) (et à la co-intégrale c). D’après la remarque
II.3.14 et les caractérisations données dans la proposition II.2.21, il induit un isomorphisme
de C-espaces vectoriels :
(II.3.15) φ̂ : Chl ∼−→ Z,
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où Chl désigne l’espace des q-caractères à gauche de U qsl(2). On s’intéresse à la composée
des morphismes qchδ (II.2.23) et φ̂ :
(II.3.16) φ̂δ :
C⊗Z G ↪→ Z[X ] 7−→ (qchδ[X ] ⊗ id)∆(c) ; δ ∈ {0, 1}.
Soit δ ∈ {0, 1}. On note R2p l’image de φ̂δ et :
(II.3.17) ∀α ∈ {+,−} ∀s ∈ {1, ..., p} φ̂αδ (s) := φ̂
δ ([X α(s)]) .
Comme le groupe de Grothendieck G de U qsl(2) est librement engendré par les classes des
modules simples X ±(s), 1 ≤ s ≤ p, la famille {φ̂±δ (s) ; 1 ≤ s ≤ p} est une C-base du
sous-espace vectoriel R2p. On étudie cette famille de Z.
Lemme II.3.18. Soient δ ∈ {0, 1}, α ∈ {+,−} et s ∈ {1, ..., p}. L’image de la classe
[X α(s)] par le morphisme φ̂δ (II.3.16) est :
φ̂αδ (s) = ζ(−1)(δ−1)(s−1)α(δ−1)p
s−1∑
k=0
k∑
r=0
([r]!)2
[
k
r
][
s− k + r − 1
r
]
×
2p−1∑
j=0
αj+rqj(s+1−2k+2r)F p−1−rKjEp−1−r,
où ζ ∈ C dépend du choix de la co-intégrale bilatère cζ (II.2.4).
Démonstration. D’après la proposition II.2.4, les co-intégrales bilatères de U qsl(2) sont
données par :
cζ = ζ
2p−1∑
j=0
q2jF p−1KjEp−1; ζ ∈ C.
On fixe ζ ∈ C. Le coproduit de la co-intégrale bilatère cζ associé est :
∆(cζ) = ζ
2p−1∑
j=0
q2j∆(F )p−1∆(K)j∆(E)p−1
(I.1.6)= ζ
2p−1∑
j=0
p−1∑
r,t=0
q2j+r(p−1−r)−t(p−1−t)
[
p− 1
r
][
p− 1
t
]
× F rKr−p+1+jEp−1−t ⊗ F p−1−rKj+p−1−tEt
(I.1.7)= ζ
2p−1∑
j=0
p−1∑
r,t=0
(−1)r−tq2j−r(r+1)+t(t+1)
× F rKr−p+1+jEp−1−t ⊗ F p−1−rKj+p−1−tEt.
Donc :
φ̂αδ (s)
(II.3.16)= ζ
2p−1∑
j=0
p−1∑
r,t=0
(−1)r−tq2j−r(r+1)+t(t+1) qchδ[X α(s)]
(
F rKr−p+1+jEp−1−t
)
× F p−1−rKj+p−1−tEt.
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Soient r, t ∈ {0, ..., p− 1} et j ∈ {0, ..., 2p− 1}. Il faut calculer :
qchδ[X α(s)]
(
F rKr−p+1+jEp−1−t
)
II.2.22= qchδX α(s)
(
F rKr−p+1+jEp−1−t
)
(II.2.24)= trX α(s)
(
Kδp−1F rKr−p+1+jEp−1−t
)
(I.1.1)= q2r trX α(s)
(
F rKr+j+(δ−1)pEp−1−t
)
.
On utilise la C-base canonique {xαk (s) ; 0 ≤ k ≤ s− 1} de X α(s) (cf. la proposition I.2.4),
et on fixe k ∈ {0, ..., s− 1}. Alors, pour tous m,n ∈ {0, ..., p− 1} et j ∈ {0, ..., 2p− 1}, on
a :
FmKjEnxαk (s) = δk≥nαn
n−1∏
i=0
[k − i][s− k + i]FmKjxαk−n(s)
= δk≥nαn
[k]![s− k + n− 1]!
[k − n]![s− k − 1]!F
mKjxαk−n(s)
= δk≥nαn+jqj(s−1−2k+2n)([n]!)2
[
k
n
][
s− k + n− 1
n
]
Fmxαk−n(s)
= δn≤k≤n−m+p−1αn+jqj(s−1−2k+2n)([n]!)2
[
k
n
][
s− k + n− 1
n
]
xαk−n+m(s).
En particulier, xαk (s) est vecteur propre sous l’action de FmKjEn si et seulement si k ≥
n = m. On en déduit que :
trX α(s)
(
F rKr+j+(δ−1)pEp−1−t
)
= δr,p−1−t(−1)(δ−1)(s−1)αj+(δ−1)p([r]!)2
s−1∑
k=r
q(r+j)(s−1−2k+2r)
[
k
r
][
s− k + r − 1
r
]
.
Il s’ensuit que :
φ̂αδ (s) = ζ
2p−1∑
j=0
p−1∑
r,t=0
(−1)r−tq2j−r(r−1)+t(t+1) trX α(s)
(
F rKr+j+(δ−1)pEp−1−t
)
× F p−1−rKj+p−1−tEt
= ζ(−1)(δ−1)(s−1)
2p−1∑
j=0
p−1∑
r=0
αj+(δ−1)p([r]!)2
×
s−1∑
k=r
q2j+2rq(r+j)(s−1−2k+2r)
[
k
r
][
s− k + r − 1
r
]
F p−1−rKj+rEp−1−r
= ζ(−1)(δ−1)(s−1)α(δ−1)p
s−1∑
k=0
k∑
r=0
([r]!)2
[
k
r
][
s− k + r − 1
r
]
×
2p−1∑
j=0
αjq(r+j)(s+1−2k+2r)F p−1−rKj+rEp−1−r.
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Le dernier terme est une somme dont l’indice j ne dépend pas du représentant choisi dans
Z/2pZ. En effectuant le changement de variables j 7→ j + r, on obtient :
φ̂αδ (s) = ζ(−1)(δ−1)(s−1)α(δ−1)p
s−1∑
k=0
k∑
r=0
([r]!)2
[
k
r
][
s− k + r − 1
r
]
×
2p−1∑
j=0
αj+rqj(s+1−2k+2r)F p−1−rKjEp−1−r.
On en déduit les expressions de φ̂±δ (s), 1 ≤ s ≤ p, dans la base canonique du centre
{es ; 0 ≤ s ≤ p} ∪ {w±s ; 1 ≤ s ≤ p− 1} (cf. la proposition II.1.7).
Proposition II.3.19. Soit δ ∈ {0, 1}. On a :
φ̂+δ (s) = ζ(−1)p+δ(s−1)2p
([p− 1]!)2
[s]2 w
+
s , 1 ≤ s ≤ p− 1,
φ̂−δ (s) = ζ(−1)δ(p−s−1)2p
([p− 1]!)2
[s]2 w
−
p−s, 1 ≤ s ≤ p− 1,
φ̂+δ (p) = ζ(−1)(δ−1)(p−1)2p([p− 1]!)2ep,
φ̂−δ (p) = ζ(−1)p−δ2p([p− 1]!)2e0,
où ζ ∈ C dépend du choix de la co-intégrale bilatère cζ (II.2.4).
Démonstration. Soient α ∈ {+,−} et s ∈ {1, ..., p}. Conformément au corollaire II.1.8, on
étudie l’action de φ̂αδ (s) (explicité dans le lemme II.3.18) sur X ±(s′), 1 ≤ s′ ≤ p, puis sur
P±(s′), 1 ≤ s′ ≤ p− 1.
Soient α′ ∈ {+,−}, s′ ∈ {1, ..., p}, et xα′0 (s′) le vecteur de plus haut poids de X α′(s′)
(cf. la proposition I.2.4). Pour tous r ∈ {0, ..., p− 1} et j ∈ {0, ..., 2p− 1}, on a :
F p−1−rKjEp−1−rxα
′
0 (s) = δr,p−1Kjxα
′
0 (s′) = δr,p−1α′
j
q(s
′−1)jxα
′
0 (s′).
Donc :
φ̂αδ (s)xα
′
0 (s′) = δs,pζ(−1)(δ−1)(p−1)α(δ−1)p([p− 1]!)2
2p−1∑
j=0
αj+p−1α′jqj(p+1)+j(s
′−1)
= δs,pζ(−1)(δ−1)(p−1)αδp−1([p− 1]!)2
2p−1∑
j=0
(αα′)jqj(p+s′)
= δs,s′,pδα,α′ζ(−1)(δ−1)(p−1)αδp−12p([p− 1]!)2.
La coordonnée de φ̂αδ (s) suivant es′ est donnée par :
a0 = δs,pδα,−ζ(−1)p−δ2p([p− 1]!)2, si s′ = 0,
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as′ = 0, si 1 ≤ s′ ≤ p− 1,
ap = δs,pδα,+ζ(−1)(δ−1)(p−1)2p([p− 1]!)2, si s′ = p.
Soient α′ ∈ {+,−}, s′ ∈ {1, ..., p−1}, et yα′0 (s′) le vecteur de poids α′qs′−1 qui engendre
Pα
′(s′) sous U qsl(2) (cf. la proposition I.2.11). Pour tous r ∈ {0, ..., p−1} et j ∈ {0, ..., 2p−
1}, on a :
F p−1−rKjEp−1−ryα
′
0 (s′) = δr,p−1Kjyα
′
0 (s′) + δr≤p−2F p−1−rKjEp−2−ra−α
′
p−s′−1(p− s′)
= δr,p−1α′jq(s
′−1)jyα
′
0 (s′) + δs′−1≤r≤p−2(−α′)p−r
p−2−r∏
i=1
[p− s′ − i][i]F p−1−rKja−α′r−s′+1(p− s′)
= δr,p−1α′jq(s
′−1)jyα
′
0 (s′) + δs′−1≤r≤p−2(−α′)p−r+jq(p+s
′−2r−3)j
p−2−r∏
i=1
[s′ + i][i]F p−1−ra−α′r−s′+1(p− s′)
= δr,p−1α′jq(s
′−1)jyα
′
0 (s′) + δs′−1≤r≤p−2(−1)j(−α′)p−r+jqj(s
′−2r−3)
[p− 2− r]![s′ + p− 2− r]!
[s′]! x
α′
0 (s′).
Donc :
φ̂αδ (s)yα
′
0 (s′) = ζ(−1)(δ−1)(s−1)α(δ−1)p
s−1∑
k=0
k∑
r=s′−1
([r]!)2
[
k
r
][
s− k + r − 1
r
]
× [p− 2− r]![s
′ + p− 2− r]!
[s′]!
2p−1∑
j=0
(−1)jαj+r(−α′)p−r+jqj(s+s′−2−2k)xα′0 (s′)
= ζ(−1)(δ−1)(s−1)αδp
s−1∑
k=0
k∑
r=s′−1
[k]![s− k + r − 1]![p− 2− r]![s′ + p− 2− r]!
[k − r]![s− k − 1]![s′]!
× (−αα′)p−r
2p−1∑
j=0
(αα′)jqj(s+s′−2−2k)xα′0 (s′)
= ζδα,α′δs−s′∈2N(−1)p+(δ−1)(s−1)αδp2p [
s+s′
2 − 1]!
[ s−s′2 ]![s′]!
×
s+s′
2 −1∑
r=s′−1
(−1)r [
s−s′
2 + r]![p− 2− r]![s′ + p− 2− r]!
[ s+s′2 − 1− r]!︸ ︷︷ ︸
B s−s′
2
.
Les coordonnées de φ̂αδ (s) suivant w+s′ et w−s′ sont respectivement données par :
(1)
b+s′ = ζδα,+δs−s′∈2N(−1)p+(δ−1)(s−1)2p
[ s+s′2 − 1]!
[ s−s′2 ]![s′]!
B s−s′
2
,
b−s′ = ζδα,−δs+s′−p∈2N(−1)(δ−1)(p−s−1)2p
[ s+p−s′2 − 1]!
[ s+s′−p2 ]![p− s′]!
B s+s′−p
2
.
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Soit n ∈ N. Le coefficient Bn vérifie :
Bn :=
s′−1+n∑
r=s′−1
(−1)r [n+ r]![p− 2− r]![s
′ + p− 2− r]!
[s′ − 1 + n− r]!
=
n∑
r=0
(−1)r+s′−1 [n+ r + s
′ − 1]![p− 1− r − s′]![p− 1− r]!
[n− r]!
(I.1.7)= (−1)s′−1([p− 1]!)2
n∑
r=0
(−1)r [n+ r + s
′ − 1]!
[n− r]![r + s′]![r]!
= δn,0(−1)s′−1 ([p− 1]!)
2
[s′] + δn≥1(−1)
s′−1 ([p− 1]!)2
[n] ×
n∑
r=0
(−1)r
[
n
r
][
n+ r + s′ − 1
n− 1
]
.
Le dernier terme est une identité de partition (cf. par exemple [AE04]) :
n∑
r=0
(−1)r
[
n
r
][
n+ r + s′ − 1
n− 1
]
= 0.
Il s’ensuit que :
B s−s′
2
= δs,s′(−1)s−1 ([p− 1]!)
2
[s] ,
B s+s′−p
2
= δp−s,s′(−1)p−s−1 ([p− 1]!)
2
[p− s] = δp−s,s′(−1)
p−s−1 ([p− 1]!)2
[s] .
En injectant ce résultat dans les équations (1), on obtient :
b+s′ = ζδα,+δs,s′(−1)p+δ(s−1)2p
([p− 1])2
[s]2 ,
b−s′ = ζδα,−δp−s,s′(−1)δ(p−s−1)2p
([p− 1]!)2
[s]2 .
D’où le résultat.
Corollaire II.3.20. Soit δ ∈ {0, 1}. L’image R2p du morphisme φ̂δ (II.3.16) est le socle
du centre Z de U qsl(2).
Démonstration. Par construction, le groupe de Grothendieck est librement engendré par
les classes des modules simples X ±(s), 1 ≤ s ≤ p (cf. par exemple [CR81, Prop. 16.6]).
D’après la proposition II.3.19, l’image R2p du morphisme φ̂
δ est :
VectC
(
φ̂±δ (s) ; 1 ≤ s ≤ p
)
= VectC
(
e0, ep, w
±
s ; 1 ≤ s ≤ p− 1
)
.
Or, d’après la proposition II.1.7, la famille {w±s ; 1 ≤ s ≤ p− 1} est une C-base du radical
R(Z) de Z, et la famille {e0, ep} ∪ {w±s ; 1 ≤ s ≤ p − 1} est une C-base de l’ensemble
des éléments de Z qui annulent R(Z). Donc R2p = AnnZ(R(Z)) est le socle de Z (cf. par
exemple [Pie82, Exercice 4.1.2]).
Remarque II.3.21. D’après les précédents résultats, R2p est un C-espace vectoriel de di-
mension 2p, dont des C-bases sont {φ̂±δ (s) ; 1 ≤ s ≤ p} ou {e0, ep}∪{w±s ; 1 ≤ s ≤ p− 1}.
M
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racines de l’unité
Les constructions explicites des invariants de 3-variété de type Reshetikhin-Turaev re-
posent principalement sur la théorie des groupes quantiques quotients U qg, où g est une
algèbre de Lie et q une racine de l’unité, et de leurs représentations de dimension finie.
Pour les groupes quantiques quotients U qsl(2), associés à l’algèbre de lie sl2 et aux racines
q de l’unité, Lickorish offre une construction topologique alternative de ces invariants dans
[Lic91], [Lic92] et [Lic93], tout en gardant le procédé de chirurgie et l’étude des mouve-
ments de Kirby (cf. par exemple [PS97, § 16, § 19]). Dans ce cadre, l’étude des algèbres
de Hopf (tressées et enrubannées) est remplacée par l’étude des modules d’écheveaux (cf.
par exemple [PS97, § 26]), et les représentations de dimension finie par les idempotents
de Jones-Wenzl (cf. par exemple [PS97, § 27]). En effet, la catégorie des classes d’éche-
veaux coloriés par les idempotents de Jones-Wenzl possède une structure analogue à celle
des représentations de dimension finie d’une algèbre de Hopf modulaire (cf. par exemple
[Tur94, § XI-XII]). Ainsi, pour chaque racine q paire de l’unité, on associe à toute surface
fermée orientée des espaces vectoriels de classes d’écheveaux coloriés par des idempotents
de Jones-Wenzl.
Introduits par Jones en 1983, ces idempotents de Jones-Wenzl se définissent pour un
paramètre A formel dans les modules d’écheveaux du disque fermé, qui s’identifient ca-
noniquement à des sous Z[A,A−1]-algèbres des C(A)-algèbres de Temperley-Lieb (cf. par
exemple [PS97, § 26]). Ils se calculent grâce à un système de récurrence établi dans [Wen87],
et correspondent à des projecteurs sur les modules indécomposables de dimension finie du
groupe quantique générique UA2sl(2) semi-simple (cf. par exemple [CFS95, § 3.5]). Par
contre, lorsque A2 s’évalue en une racine q de l’unité, une large partie de ces idempotents
n’est plus définie correctement, et les idempotents restants correspondent uniquement aux
projecteurs sur les U qsl(2)-modules simples.
Comme dans les chapitres précédents, on concentre notre travail sur le groupe quantique
restreint U qsl(2) associé à une racine q primitive paire de l’unité. Dans ce troisième chapitre,
on propose une nouvelle construction des idempotents de Jones-Wenzl basée sur l’étude des
idempotents orthogonaux primitifs (POIs, cf. par exemple [CR62, § 25-26]) des algèbres
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de Temperley-Lieb. Pour cela, on commence par des rappels succincts sur les espaces
d’écheveaux. On détaille ensuite la structure des algèbres de Temperley-Lieb génériques
TLn(A2), n ∈ N, définies pour un paramètre formel A2, et celle des algèbres de Temperley-
Lieb évaluées TLn(q), n ∈ N, obtenues après évaluation de A2 en q. À cette occasion, on
s’appropriera les outils de [GW93]. Les POIs résultant de ces analyses permettent enfin
de définir des idempotents de Jones-Wenzl évaluables en q, qui étendent les propriétés des
idempotents de Jones-Wenzl usuels, et correspondent à des projecteurs sur les U qsl(2)-
modules simples et les U qsl(2)-PIMs.
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III.1 Rappels sur les espaces d’écheveaux
On note I l’intervalle [0, 1] et S1 le cercle. On fixe un paramètre formel A, un entier
n ∈ N et une 3-variété M compacte orientée de bord ∂M . On distingue deux cas :
— si ∂M est non vide, on le marque par 2n segment(s) r1, ..., r2n ;
— sinon, on prend n = 0.
On commence par définir l’espace d’écheveaux KA(M, 2n) associé à (M,∂M), puis on en
donne une description lorsque M est homéomorphe à une surface épaissie Σ× I, où Σ est
une 2-variété compacte orientée de bord ∂Σ.
Définition ([BHMV92, § 1]). (i) On appelle enchevêtrement enrubanné de M l’image
L de toute union finie disjointe d’anneaux S1×I et de bandes I×I par un plongement
propre dans M , telle que L ∩ ∂M est l’union disjointe des segments r1, ..., r2n.
(ii) On dit que L est un entrelacs enrubanné si toutes ses composantes sont des anneaux.
En particulier, on appelle ruban tout entrelacs enrubanné connexe.
Remarque III.1.1. Autrement dit, un enchevêtrement enrubanné de M est une sous-variété
à bord de M orientée homéomorphe à une union finie disjointe d’anneaux S1 × I et de
bandes I × I. M
Pour tout enchevêtrement enrubanné L de M , on désigne par classe d’isotopie de L sa
classe d’équivalence modulo les isotopies dans M qui fixent ∂M .
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Définition ([BHMV92, § 1]). (i) On appelle espace d’écheveaux deM le Z[A,A−1]- mo-
dule à gauche quotient KA(M, 2n) = VA(M, 2n)/V 0A(M, 2n) où :
— VA(M, 2n) est le Z[A,A−1]-module à gauche librement engendré par les classes
d’isotopie d’enchevêtrements enrubannés de M , y compris celle de l’enchevêtre-
ment vide ;
— V 0A(M, 2n) est le sous-module à gauche de VA(M, 2n) engendré par les éléments
de la forme :
(III.1.2) L− AL0 − A−1L∞, L ∪©+ (A2 + A−2)L,
où L, L0 et L∞ coïncident hors d’une boule B¯ ⊆M et ont dans B¯ les projections
sur un plan équatorial représentées dans la figure III.1.A, et L∪© désigne l’union
disjointe de L et d’un ruban trivial © contenu dans une boule B¯ disjointe de L.
(ii) On appelle classe d’écheveau deM l’image de toute classe d’isotopie d’enchevêtrement
enrubanné de M dans KA(M, 2n).
Figure III.1.A – Les enchevêtrements enrubannés L, L0 et L∞ dans B¯.
L L0 L∞
Dans la suite, pour tout enchevêtrement enrubanné L, on notera encore L ses classes
d’isotopie et d’écheveau.
Remarque III.1.3. Les relations d’écheveaux étant locales, l’espace d’écheveaux
KA(M, 2n) est invariant sous les homéomorphismes de M qui fixent ∂M . M
Il existe un produit tensoriel naturel sur les espaces d’écheveaux de deux 3-variétés dont
les bords contiennent une composante connexe commune à orientation opposée. En effet,
soit Σ une composante connexe de ∂M (Σ = ∅ si ∂M = ∅) marquée par 2k ≤ 2n segments
(k ∈ N). On note Σ la variété correspondante munie de l’orientation opposée. Soient n′ ∈ N
etM ′ une autre 3-variété compacte orientée dont le bord ∂M ′ est marqué par 2n′ segment(s)
(avec n′ = 0 si ∂M ′ = ∅) et contient une composante connexe Σ. En recollant M et M ′
le long de Σ via un homéomorphisme ϕ : Σ → Σ préservant l’orientation, on obtient une
3-variété M ∪ΣM ′ compacte orientée de bord ∂M ∪Σ ∂M ′. Les relations d’écheveaux étant
locales, cette opération de recollement induit un morphisme de Z[A,A−1]-modules :
(III.1.4)
KA(M, 2n)⊗KA(M ′, 2n′) −→ KA(M ∪Σ M ′, 2n+ 2n′ − 4k)L⊗ L′ 7−→ L ∪Σ L′ .
On suppose désormais que M est homéomorphe à une surface épaissie Σ× I, où Σ une
2-variété compacte orientée de bord ∂Σ. Comme précédemment, on distingue à deux cas :
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— si ∂Σ est non vide, on le marque de 2n point(s) R1, ..., R2n ;
— sinon, on prend n = 0.
D’après la remarque III.1.3, on sait que KA(M, 2n) ' KA(Σ × I, 2n). On redéfinit alors
l’espace d’écheveaux KA(Σ× I, 2n) à l’aide de diagrammes sur Σ comme suit.
Pour tout enchevêtrement enrubanné L de Σ×I, il existe un enchevêtrement enrubanné
L′ de Σ × I isotope à L dont la projection sur Σ parallèlement à I est régulière. Ainsi,
on obtient un diagramme DL sur Σ (cf. par exemple [PS97, § 1]) qui intersecte ∂Σ en
{R1, ..., R2n}. Comme pour les enchevêtrements enrubannés, pour tout diagramme D sur
Σ, on désigne par classe d’isotopie de D sa classe d’équivalence modulo les isotopies dans
Σ qui fixent ∂Σ. Alors les classes d’isotopie d’enchevêtrements enrubannés de Σ × I sont
en bijection avec les classes d’isotopie de diagrammes sur Σ modulo les mouvements de
Reidemeister Ω′1,Ω2, Ω3 représentés dans la figure III.1.B (cf. par exemple [PS97, § 19.6-
7]). Autrement dit, on a un isomorphisme de Z[A,A−1]-modules à gauche :
Figure III.1.B – Mouvements de Reidemeister.
Ω′1 Ω2 Ω3
VA(Σ× I, 2n)
∼−→ VA(Σ, 2n)/V RA (Σ, 2n)
L 7−→ DL mod (Ω′1,Ω2,Ω3)
où :
— VA(Σ × I, 2n) est le Z[A,A−1]-module à gauche librement engendré par les classes
d’isotopie d’enchevêtrements enrubannés de Σ× I, y compris celle de l’enchevêtre-
ment vide ;
— VA(Σ, 2n) est le Z[A,A−1]-module à gauche librement engendré par les classes d’iso-
topie de diagrammes sur Σ, y compris celle du diagramme vide ;
— V RA (Σ, 2n) est le sous-module à gauche de VA(Σ, 2n) engendré par les relations (lo-
cales) de Reidemeister.
Comme les mouvements de Reidemeister passent au quotient sous les relations d’éche-
veaux (III.1.2) (cf. par exemple [PS97, Thm 26.4]), il induit un isomorphisme d’espaces
d’écheveaux :
KA(Σ× I, 2n) ∼−→ KA(Σ, 2n),
où KA(Σ, 2n) est défini ci-après. On représentera implicitement les classes d’écheveaux de
Σ× I par leurs classes d’écheveaux de diagrammes sur Σ via cette identification.
Définition ([PS97, § 26.3]). (i) On appelle espace d’écheveaux de Σ le Z[A,A−1]-module
à gauche quotient KA(Σ, 2n) = VA(Σ, 2n)/V 0A(Σ, 2n) où :
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— VA(Σ, 2n) est le Z[A,A−1]-module à gauche librement engendré par les classes
d’isotopie de diagrammes sur Σ, y compris celle du diagramme vide ;
— V 0A(Σ, 2n) est le sous-module à gauche de VA(Σ, 2n) engendré par les éléments de
la forme :
(III.1.5) D − AD0 − A−1D∞, D ∪©+ (A2 + A−2)D,
où D, D0 et D∞ coïncident hors d’une boule B¯ ⊆ Σ et sont dans B¯ représentées
dans la figure III.1.C, et D ∪© désigne l’union disjointe de D et du diagramme
trivial © contenu dans une boule B¯ disjointe de D.
(ii) On appelle classe d’écheveau de Σ l’image de toute classe d’isotopie de diagramme
sur Σ dans KA(Σ, 2n).
Figure III.1.C – Les diagrammes D, D0 et D∞ dans B¯.
L L0 L∞
Dans la suite, pour tout diagramme D, on notera encore D ses classes d’isotopie et
d’écheveau.
Proposition III.1.6 ([PS97, Thm 26.5]). L’espace d’écheveaux KA(Σ, 2n) est un module
à gauche de Z[A,A−1] libre, dont une Z[A,A−1]-base est donnée par les classes d’écheveaux
de diagrammes sur Σ ne contenant ni croisement, ni courbe fermée contractile. On appelle
ces diagrammes les multi-courbes de Σ.
De même que précédemment, il existe un produit naturel sur les espaces d’écheveaux
de deux surfaces épaissies dont les bords contiennent un composante connexe commune à
orientation opposée. Dans ce cadre, le produit tensoriel (III.1.4) devient :
(III.1.7)
KA(Σ, 2n)⊗KA(Σ′, 2n′) −→ KA(Σ ∪C Σ′, 2n+ 2n′ − 4k)D ⊗D′ 7−→ D ∪C D′
où C est une composante connexe de ∂Σ marquée par 2k ≤ 2n point(s) (k ∈ N), n′ ∈ N, et
Σ′ est une autre 2-variété compacte orientée dont le bord ∂Σ′ est marqué par 2n′ point(s)
(avec n = 0 si ∂Σ′ = ∅) et contient une composante connexe C.
III.2 Algèbres de Temperley-Lieb et idempotents
Dans cette section, on s’intéresse à l’espace d’écheveaux KA(D¯, 2n) du disque fermé D¯.
On commence par établir le lien entre le Z[A,A−1]-moduleKA(D¯, 2n) et la C(A)-algèbre de
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Temperley-Lieb générique TLn(A2), définie pour un paramètre A formel. On donne ensuite
des rappels sur la structure de cette algèbre, que l’on pourra trouver dans [KT08, § 5] avec
d’autres notations. Après évaluation de A en un nombre complexe ζ qui est racine 4p-ième
de l’unité (p ∈ N∗), on obtient une nouvelle algèbre de Temperley-Lieb évaluée TLn(ζ2)
dont la structure n’est plus la même. On illustre ce cas en évaluant A2 en une racine 2p-
ième de l’unité q := e
ipi
p , et on explicite la structure de l’algèbre de Temperley-Lieb évaluée
TLn(q) correspondante. Pour cela, on reformulera une partie du travail de [GW93] avec la
normalisation des algèbres de Temperley-Lieb de [CFS95].
III.2.A Algèbres de Temperley-Lieb et évaluation
L’espace d’écheveaux KA(D¯, 2n) est muni d’une structure de Z[A,A−1]-algèbre unitaire
en identifiant D¯ avec I2, de sorte que I × {0} et I × {1} contiennent tout deux n point(s)
marqué(s). Une telle identification n’est évidemment pas unique : elle dépend du choix de
la répartition des points sur les composantes de bord I×{0} et I×{1}. Toutefois, d’après
la remarque III.1.3, les espaces d’écheveaux KA(D¯, 2n) et KA(I2, 2n) sont isomorphes.
Le produit de deux classes d’écheveaux L1 et L2 consiste à identifier les n point(s)
L1 ∩ (I × {1}) du bord de L1 avec les n point(s) L2 ∩ (I × {0}) du bord de L2 :
(III.2.1)
| · · · |
L1
| · · · |︸ ︷︷ ︸
n
·
| · · · |
L2
| · · · |︸ ︷︷ ︸
n
=
| · · · |
L2
L1
| · · · |︸ ︷︷ ︸
n
.
En tant que Z[A,A−1]-algèbre, KA(D¯, 2n) est librement engendrée par les classes d’éche-
veaux de la forme :
h0 :=
∣∣∣∣ · · · ∣∣∣∣︸ ︷︷ ︸
n
, hi :=
∣∣∣∣ · · · ∣∣∣∣︸ ︷︷ ︸
i−1
⋃⋂ ∣∣∣∣ · · · ∣∣∣∣︸ ︷︷ ︸
n−i−1
, 1 ≤ i ≤ n− 1,
(cf. par exemple [PS97, Thm 26.10]). Ces générateurs fournissent un isomorphisme explicite
entre KA(D¯, 2n) et une sous Z[A,A−1]-algèbre de la C(A)-algèbre générique TLn(A2) défi-
nie ci-dessous. Pour celle-ci, on choisit la normalisation quadratique (avec A2) qui découle
naturellement des relations d’écheveaux (III.1.5). On pourra trouver une normalisation non
quadratique dans [KT08, § 5.7] ou [CFS95, § 2.4] par exemple.
Définition. Pour n ∈ N∗, l’algèbre de Temperley-Lieb TLn(A2) est la C(A)-algèbre unitaire
engendrée par h0 := 1, h1,...,hn−1 sous les relations :
(III.2.2)
∀i, j ∈ {1, ..., n− 1} tels que |i− j| = 1 hihjhi = hi,
∀i, j ∈ {1, ..., n− 1} tels que |i− j| ≥ 2 hihj = hjhi,
∀i ∈ {1, ..., n− 1} h2i = −(A2 + A−2)hi.
96
III.2. Algèbres de Temperley-Lieb et idempotents
Pour n = 0, on pose TL0(A2) = C(A) par convention.
On utilise les notations standards pour les coefficients A2-entiers :
(III.2.3) ∀n ∈ N [n]A2 := A
2n − A−2n
A2 − A−2 .
Ainsi, dans l’algèbre de Temperley-Lieb TLn(A2), on a :
∀i ∈ {1, ..., n− 1} h2i = −[2]A2hi.
On rappelle que les coefficients A2-entiers vérifient :
(III.2.4)
∀n ∈ N [n+ 1]A2 + [n− 1]A2 = [2]A2 [n]A2 ,
∀n,m ∈ N [n]A2 [m+ 1]A2 − [n+ 1]A2 [m]A2 = [n−m]A2 .
D’autre part, pour tout k ∈ N, on a une injection canonique de TLn(A2) dans TLn+k(A2)
par identification des générateurs h0, ..., hn. Au niveau des classes d’écheveaux, cette injec-
tion se traduit par :
(III.2.5) L1 7−→ L1
∣∣∣∣ · · · ∣∣∣∣︸ ︷︷ ︸
k
.
On identifiera tacitement les éléments de TLn(A2) avec ceux de TLn+k(A2) via cette injec-
tion.
L’algèbre de Temperley-Lieb évaluée TLn(q) est la C-algèbre définie de manière ana-
logue en remplaçant A2 par q = e
ipi
p . Elle est liée à l’algèbre de Temperley-Lieb générique
TLn(A2) par un morphisme d’évaluation explicité ci-après.
Définition. On note C[A](A2−q) le localisé de l’anneau polynomial C[A] en l’idéal engendré
par (A2 − q). Pour n ∈ N∗, l’algèbre de Temperley-Lieb TLn(A2)q est la C[A](A2−q)-algèbre
unitaire engendrée par h0 := 1, h1,...,hn−1 sous les relations :
∀i, j ∈ {1, ..., n− 1} tels que |i− j| = 1 hihjhi = hi,
∀i, j ∈ {1, ..., n− 1} tels que |i− j| ≥ 2 hihj = hjhi,
∀i ∈ {1, ..., n− 1} h2i = −(A2 + A−2)hi.
Pour n = 0, on pose TL0(A2)q = C[A](A2−q) par convention.
Proposition III.2.6 ([GW93, Prop. 0.1]). Soit le morphisme d’évaluation défini par :
evn :
TLn(A2)q −→ TLn(q)∑k
i Pi(A)wi 7−→
∑k
i Pi(q
1
2 )wi
où, pour tout i ∈ {1, ..., k}, wi est un mot en {h0, ..., hn−1}. Alors evn est surjectif.
Définition. On dit que u ∈ TLn(A2) est évaluable si u ∈ TLn(A2)q. Dans ce cas, on note
u¯ := evn(u) l’évaluation de u dans TLn(q).
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III.2.B Tableaux standards et représentations
On suppose désormais que n ≥ 2 ; on écarte les cas n = 0 et n = 1 pour lesquels
TLn(A2) ∼= C(A). La C(A)-algèbre TLn(A2) est de dimension finie (cf. par exemple [KT08,
Prop. 5.28]). D’après le théorème de Krull-Schmidt (cf. par exemple [CR62, Thm 14.5]),
elle se décompose de manière unique, à isomorphisme et ordre des facteurs près, en somme
directe d’idéaux indécomposables de TLn(A2), appelés facteurs directs de TLn(A2). Afin
de les expliciter, on utilise les diagrammes de Young à n cases et, pour chacun de ces
diagrammes λ, on associe une représentation Vλ de TLn(A2). Enfin, ces facteurs directs
correspondent à des idempotents (orthogonaux) centraux primitifs (PCIs) de TLn(A2) (cf.
par exemple [CR62, § 25, § 54]). On en donne une description à partir d’idempotents
orthogonaux primitifs (POIs, non centraux) de TLn(A2), associés aux tableaux standards
à n cases.
Définition ([KT08, § 5.1.2, § 5.2.2]). Soient λ1 ≥ λ2 ≥ ... ≥ λk tels que λ = (λ1, ..., λk)
est une partition de n.
(i) On appelle diagramme de Young de λ la collection [λ1, ..., λk] de n cases justifiées à
gauche telle que, pour tout ligne i ∈ {1, ..., k}, on a λi ∈ N cases :
[λ1, ..., λk] =
1 2 · · · λ1
1 2 · · · λ2
... ... ...
1 2 · · · λk
On note ∆n l’ensemble des diagrammes de Young à n cases et ∆≤2n le sous-ensemble
de ∆n des diagrammes de Young à n cases avec au plus deux lignes.
(ii) On appelle treillis de Young le graphe orienté dont les sommets sont étiquetés par les
diagrammes de Young, y compris les diagrammes ∅ et , tel que tout sommet étiqueté
par ν est relié au sommet étiqueté par µ si ν ⊂ µ et que µ possède exactement une
case de plus que ν (cf. la figure III.2.D).
Il y a une bijection canonique entre l’ensemble des partitions de n et l’ensemble ∆n des
diagrammes de Young à n cases. Dans la suite, pour toute partition λ, on notera encore λ
son diagramme de Young associé.
Définition ([KT08, § 5.1.4, § 5.1.5]). Soit λ ∈ ∆n et σ une permutation de {1, ..., n}.
(i) On appelle tableau de forme λ tout diagramme de Young λ muni d’une bijection
T : {cases de λ} → {1, ..., n}. La fonction T est appelée l’étiquetage de λ et ses valeurs
sont appelées les étiquettes des cases correspondantes ; on les inscrits à l’intérieur de
celles-ci.
(ii) Pour tout tableau t de forme λ et d’étiquetage T , on note σ(t) le tableau de forme λ
dont l’étiquetage est σ ◦ T .
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Figure III.2.D – Treillis de Young.
∅•

•
   •
 
•
   
•
 
•

 
•
 
•
 
•



•
 
•
  
•


• • • • • • •
(iii) On dit qu’un tableau est standard si ses étiquettes sont croissantes de gauche à
droite sur chaque ligne, et de haut en bas sur chaque colonne. On note Tn (resp. Tλ)
l’ensemble des tableaux standards à n cases (resp. de forme λ) et T≤2n le sous-ensemble
de Tn des tableaux standards dont la forme est un diagramme de Young dans ∆≤2n .
(iv) Pour tout tableau standard t, on appelle graphe de t le sous-graphe orienté du treillis
de Young :
γ(t) := ∅• // λ(1)• // λ(2)• // · · · // λ(n)•
où, pour tout i ∈ {1, ..., n}, λ(i) est le diagramme de Young contenant les étiquettes
1, ..., i de t (cf. la figure colorée III.2.E).
Il y a une bijection canonique entre l’ensemble Tn des tableaux standards de taille n et
l’ensemble des sous-graphes orientés à n−1 arêtes du Treillis de Young. Cette représentation
graphique sera utile dans la suite.
Définition ([KT08, § 5.1.6]). Soit t ∈ Tn. Pour tout i ∈ {1, ..., n−1}, on définit la distance
axiale entre i et i+ 1 dans t par :
dt(i) := c(i)− c(i+ 1) + r(i+ 1)− r(i)
où, pour tout j ∈ {1, ..., n}, le couple (r(j), c(j)) désigne les coordonnées de la case de t
étiquetée par j.
Proposition III.2.7. Soit λ ∈ ∆≤2n . On considère le C(A)-espace vectoriel Vλ librement
engendré par {vt ; t ∈ Tλ}.
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Figure III.2.E – Exemples de graphes de tableaux.
∅•
 
•
{{   •
~~ !!
•
   ""
•
 
•

 
•
~~ !!
•
		

•



•


•
  
•


• • •
γ
(
1 3
2 4
5
) • • •
γ
(
1 2 3 5
4
) •
(i) Le C(A)-espace vectoriel Vλ est muni d’une structure de TLn(A2)-module à gauche
par :
hi · vt = − [dt(i) + 1]A2[dt(i)]A2 vt − (1− δdt(i),−1)
[dt(i)− 1]A2
[dt(i)]A2
vσi(t),
où i ∈ {1, ..., n− 1}, t ∈ Tλ et σi désigne la transposition (i, i+ 1).
(ii) Il existe un isomorphisme canonique de TLn−1(A2)-modules à gauche :
Vλ|TLn−1(A2) ∼=
⊕
µ∈∆n−1 ; µ⊂λ
Vµ.
Les modules Vλ, λ ∈ ∆≤2n , sont appelés représentations semi-normales de TLn(A2).
Remarque III.2.8. (i) Soient t ∈ Tn et i ∈ {1, ..., n − 1}. Le tableau σi(t), obtenu en
échangeant les étiquettes i et i + 1 dans le tableau t, est standard si et seulement si
les étiquettes i et i + 1 ne sont pas sur la même ligne ou sur la même colonne. Or,
comme t est standard, les étiquettes i et i + 1 sont sur la même ligne (resp. sur la
même colonne) si et seulement si dt(i) = −1 (resp. dt(i) = 1). L’action de TLn(A2)
sur le C(A)-espace vectoriel Vλ est donc bien définie.
(ii) Soit λ = [λ1, λ2] ∈ ∆≤2n . Il existe au plus deux diagrammes de Young µ à n−1 case(s)
tels que µ ⊂ λ : un diagramme µl = [λ1 − 1, λ2] si λ1 > λ2, un diagramme µr =
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[λ1, λ2 − 1] si λ2 > 0 (cf. la figure III.2.D ou III.2.F). De plus, ces sous-diagrammes
de λ ont au plus deux lignes et ils caractérisent λ dès que n ≥ 3.
M
Démonstration. (i) Il s’agit de vérifier que les endomorphismes de Vλ définis par vt 7→
hi · vt, 1 ≤ i ≤ n − 1, vérifient les relations (III.2.2) de l’algèbre de Temperley-Lieb.
Soient t ∈ Tλ et i, j ∈ {1, ..., n− 1}. On pose d := dt(i) et e := dt(j). On observe que
dσi(t)(i) = −d.
Pour la dernière relation, on obtient :
h2i · vt = hi · (hi · vt)
=
(
[d+ 1]2A2
[d]2A2
+ [d− 1]A2 [−d− 1]A2[d]A2 [−d]A2
)
vt
+
(
[d+ 1]A2 [d− 1]A2
[d]2A2
+ (1− δd,−1) [d− 1]A2 [−d+ 1]A2[d]A2 [−d]A2
)
vσi(t)
= [d+ 1]
2
A2 + [d− 1]A2 [d+ 1]A2
[d]2A2
vt
+ (1− δd,−1) [d+ 1]A2 [d− 1]A2 + [d− 1]
2
A2
[d]2A2
vσi(t)
(III.2.4)= [2]A2
[d+ 1]A2
[d]A2
vt + [2]A2(1− δd,−1) [d− 1]A2[d]A2 vσi(t).
Donc h2i · vt = −[2]A2hi · vt.
Pour la deuxième relation, on suppose que |i − j| ≥ 2. Dans ce cas, on observe que
dσi(t)(j) = d. On obtient :
(hihj) · vt = hi · (hj · vt)
= [e+ 1]A2 [d+ 1]A2[e]A2 [d]A2
vt + (1− δd,−1) [e+ 1]A2 [d− 1]A2[e]A2 [d]A2 vσi(t)
+ (1− δe,−1) [e− 1]A2 [d+ 1]A2[e]A2 [d]A2 vσj(t)
+ (1− δe,−1)(1− δd,−1) [e− 1]A2 [d− 1]A2[e]A2 [d]A2 vσiσj(t).
Donc (hihj) · vt = (hjhi) · vt par symétrie du résultat en (i, j).
Pour le première relation, on suppose que |i − j| = 1. Dans ce cas, on observe que
dσj(t)(i) = d+ e = dσi(t)(j) et dσjσi(t)(i) = e. On obtient :
(hihjhi) · vt = hi · (hj · (hi · vt))
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= −
(
[d+ 1]2A2 [e+ 1]A2
[d]2A2 [e]A2
+ [d− 1]A2 [d+ e+ 1]A2 [−d− 1]A2[d]A2 [d+ e]A2 [−d]A2
)
vt
−
 [d+ 1]A2 [e+ 1]A2 [d− 1]A2
[d]2A2 [e]A2
+ (1− δd,−1) [d− 1]A2 [d+ e+ 1]A2 [−d+ 1]A2[d]A2 [d+ e]A2 [−d]A2
vσi(t)
− (1− δe,−1) [d+ 1]A2 [e− 1]A2 [d+ e+ 1]A2[d]A2 [e]A2 [d+ e]A2 vσj(t)
− (1− δe,−1)(1− δd+e,−1) [d+ 1]A2 [e− 1]A2 [d+ e− 1]A2[d]A2 [e]A2 [d+ e]A2 vσiσj(t)
− (1− δd,−1)(1− δd+e,−1) [d− 1]A2 [d+ e− 1]A2 [e+ 1]A2[d]A2 [d+ e]A2 [e]A2 vσjσi(t)
− (1− δd,−1)(1− δd+e,−1)(1− δe,−1)
× [d− 1]A2 [d+ e− 1]A2 [e− 1]A2[d]A2 [d+ e]A2 [e]A2 vσiσjσi(t).
(1)
On distingue deux cas.
• Cas 1. On suppose que les étiquettes i et j sont sur une même ligne dans la
diagramme de Young λ. Alors d = −1 ou e = −1. Pour d = −1, l’égalité (1) donne
(hihjhi) · vt = 0 = hi · vt. Pour e = −1, l’égalité (1) donne :
(hihjhi) · vt = − [d+ 1]A2[d]A2 vt + (1− δd,−1)
[d− 1]A2
[d]A2
vσi(t) = hi · vt.
• Cas 2. On suppose que les étiquettes i et j ne sont pas sur une même ligne dans la
diagramme de Young λ. Alors e ∈ {−1,−d−1} ou d ∈ {−1, e−1}. Les cas e = −1 et
d = −1 ont déjà été traités dans le cas 1. Pour e = −d− 1 (équivalent à d = −e− 1),
l’égalité (1) donne encore :
(hihjhi) · vt = − [d+ 1]A2[d]A2 vt + (1− δd,−1)
[d− 1]A2
[d]A2
vσi(t) = hi · vt.
(ii) On a une partition des tableaux standards de forme λ :
Tλ =
∐
µ∈∆n−1 ; µ⊂λ
Tµ.
Elle induit un isomorphisme de C(A)-espaces vectoriels :
Vλ ∼=
⊕
µ∈∆n−1 ; µ⊂λ
Vµ.
Or, pour tout diagramme de Young µ ∈ ∆n−1, le C(A)-espace vectoriel Vµ est stable
sous l’action des générateurs h0, ..., hn−2 de TLn−1(A2) (mais pas sous l’action de
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hn−1). En identifiant TLn−1(A2) avec la sous-algèbre de TLn(A2) engendrée par les
éléments h0, ..., hn−2 (via l’injection canonique III.2.5), on a donc un isomorphisme
de TLn−1(A2)-modules à gauche.
L’ensemble {Vλ ; λ ∈ ∆≤2n } des représentations semi-normales de TLn(A2) fournit une
décomposition de TLn(A2).
Théorème III.2.9. (i) Pour tout λ ∈ ∆≤2n , le TLn(A2)-module à gauche Vλ est simple.
(ii) Pour tous λ, µ ∈ ∆≤2n tels que λ 6= µ, les TLn(A2)-modules à gauche Vλ et Vµ ne sont
pas isomorphes.
(iii) On a un isomorphisme de TLn(A2)-modules à gauche :
TLn(A2) ∼=
⊕
λ∈∆≤2n
fλVλ
où, pour tout λ ∈ ∆≤2n , fλ est le nombre de tableaux standards de forme λ.
Remarque III.2.10. Le théorème III.2.9 s’étend pour la valeur n = 1. Dans ce cas, on a
∆≤21 = { } et on considère le C(A)-espace vectoriel V librement engendré par v 1 . Alors
V ∼= C(A) et TL1(A2) ∼= C(A) ∼= V . M
Démonstration. (i) On procède par récurrence sur n ≥ 2.
Pour n = 2, on a ∆≤22 = { , }. Les TL2(A2)-modules à gauches V et V , res-
pectivement engendrés sous C(A) par v 1 2 et v 1
2
, sont de C(A)-dimension 1 donc
simples.
Soit n ≥ 2. On suppose que, pour tout µ ∈ ∆≤2n , le TLn(A2)-module à gauche Vµ est
simple. Soit λ ∈ ∆≤2n+1. Montrons que le TLn+1(A2)-module à gauche Vλ est simple.
Soient V un sous-module à gauche non nul de Vλ, et V ′ un sous-module à gauche
simple de V|TLn(A2). D’après la proposition III.2.7, le TLn(A2)-module à gauche induit
Vλ|TLn(A2) admet la décomposition en somme directe :
(1) Vλ|TLn(A2) ∼=
⊕
µ∈∆n ; µ⊂λ
Vµ =
⊕
µ∈∆≤2n ; µ⊂λ
Vµ.
Or, d’après l’hypothèse de récurrence, les TLn(A2)-modules à gauche de cette décom-
position sont simples. Il existe donc un diagramme de Young µ ∈ ∆≤2n tel que µ ⊂ λ
et V ′ ∼= Vµ. On distingue deux cas.
• Cas 1. On suppose que µ est le seul diagramme de Young à n cases tel que µ ⊂ λ.
Alors on a :
Vλ|TLn(A2)
(1)∼= Vµ ∼= V ′ ⊆ V|TLn(A2).
Comme V est un sous-module à gauche de Vλ, il s’ensuit que V|TLn(A2) = Vλ|TLn(A2)
donc V = Vλ.
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• Cas 2. On suppose qu’il existe un diagramme de Young µ′ 6= µ à n cases tel que
µ′ ⊂ λ. On note (r, c) la coordonnée de la case λ \ µ et (r′, c′) celle de λ \ µ′. Alors
|r− r′| = 1 et |c− c′| ≥ 1 (cf. la remarque III.2.8). On considère un tableau standard
t ∈ Tλ dont les cases (r, s) et (r′, c′) sont respectivement étiquetées par n+1 et n. Par
construction, les étiquettes n et n + 1 ne sont ni sur la même ligne, ni sur la même
colonne. Donc σn(t) ∈ Tλ et dt(n) 6= ±1 (cf. la remarque III.2.8). De plus :
(2)
hn · vt = − [dt(n) + 1]A2[dt(n)]A2 vt − (1− δdt(n),−1)
[dt(n)− 1]A2
[dt(n)]A2
vσn(t),
⇐⇒ hn · vt + [dt(n) + 1]A2[dt(n)]A2 vt = − (1− δdt(n),−1)
[dt(n)− 1]A2
[dt(n)]A2︸ ︷︷ ︸
6=0
vσn(t),
où vt ∈ Vµ ∼= V ′ ⊆ V et vσn(t) ∈ Vµ′ selon la décomposition (1). Comme V est un
TLn+1(A2)-module à gauche, on a aussi hn · vt ∈ V , donc vσn(t) ∈ V d’après (2). Il
s’ensuit que V|TLn(A2)∩Vµ′ est un sous-module non nul de Vµ′ . Or, d’après l’hypothèse
de récurrence, le TLn(A2)-module à gauche Vµ′ est simple. Donc V|TLn(A2)∩Vµ′ = Vµ′
i.e. Vµ′ ⊆ V|TLn(A2). Ceci étant valable pour tout diagramme de Young µ′ 6= µ à n
cases tel que µ′ ⊂ λ (en fait il n’y a que µ′ : cf. la remarque III.2.8), on a :
Vλ|TLn(A2)
(1)∼= Vµ ⊕
⊕
µ′∈∆≤2n ; µ′⊂λ
µ′ 6=µ
Vµ′ ⊆ V|TLn(A2).
Comme V est un sous-module à gauche de Vλ, il s’ensuit que V|TLn(A2) = Vλ|TLn(A2)
donc V = Vλ.
Dans chacun des cas, on a V = Vλ. Par conséquent, le TLn+1(A2)-module à gauche Vλ
est simple. Ceci étant valable pour tout diagramme de Young λ ∈ ∆≤2n+1, cela prouve
l’hérédité et achève la récurrence.
(ii) Pour n = 2, on a ∆≤22 = { , }. Les TL2(A2)-modules à gauches V et V , respec-
tivement engendrés par v 1 2 et v 1
2
, ne sont pas isomorphes puisque :
h1 · v 1 2 = 0, h1 · v 1
2
= −[2]A2v 1
2
.
On suppose que n ≥ 3. Soient λ, µ ∈ ∆≤2n tels que Vλ ∼= V µ. Montrons que λ = µ.
D’après la proposition III.2.7, l’isomorphisme Vλ ∼= Vµ induit un isomorphisme de
TLn−1(A2)-modules à gauche :⊕
λ′∈∆n−1 ; λ′⊂λ
Vλ′ ∼=
⊕
µ′∈∆n−1 ; µ′⊂µ
Vµ′ ,
où tous les TLn−1(A2)-modules à gauche de ces décompositions sont simples d’après
(i). D’après le théorème de Krull-Schmidt (cf. par exemple [CR62, Thm 14.5]), on en
déduit que : {
λ′ ∈ ∆≤2n ; λ′ ⊂ λ
}
=
{
µ′ ∈ ∆≤2n ; µ′ ⊂ µ
}
.
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Par conséquent, λ = µ (cf. l’assertion (ii) de la remarque III.2.8).
(iii) D’après ce qui précède, on a un ensemble {Vλ ; λ ∈ ∆≤2n } de TLn(A2)-modules à
gauche simples, deux-à-deux non isomorphes. Montrons que, à isomorphisme près,
on obtient ainsi tous les facteurs directs de la représentation régulière à gauche de
TLn(A2).
On sait que tout TLn(A2)-module simple est isomorphe à un facteur direct du module
quotient TLn(A2)/Rad(TLn(A2)) (cf. par exemple [CR62, Thm 54.5, Cor. 54.13]), et
que sa multiplicité est donnée par sa dimension (cf. par exemple [CR62, Thm 54.11]).
On a donc un morphisme injectif de TLn(A2)-modules à gauche :
(2)
⊕
λ∈∆≤2n
dimC(A)(Vλ)Vλ ↪→ TLn(A2)/Rad(TLn(A2))
où dimC(A)(Vλ) = fλ. La C(A)-algèbre de gauche a pour dimension :
∑
λ∈∆≤2n
dimC(A)(Vλ)2 =
∑
λ∈∆≤2n
(fλ)2 =
1
n+ 1
(
2n
n
)
(cf. par exemple [KT08, Exercice 5.2.3]) ; il s’agit du n-ième nombre Catalan. Il s’en-
suit que dimC(A) TLn(A2) ≥ 1n+1
(
2n
n
)
. Par ailleurs, on sait que TLn(A2) est librement
engendrée sous C(A) par l’ensemble des mots réduits, dont la cardinalité est aussi
1
n+1
(
2n
n
)
(cf. par exemple [KT08, § 5.7.1]). Donc dimC(A) TLn(A2) = 1n+1
(
2n
n
)
. Par
conséquent, on a Rad(TLn(A2)) = {0} et le morphisme (2) fournit un isomorphisme
de TLn(A2)-modules à gauche :⊕
λ∈∆≤2n
fλVλ ∼= TLn(A2).
Combiné avec le théorème de Wedderburn (cf. par exemple [Pie82, § 3.5]), le théorème
III.2.9 donne la semi-simplicité de l’algèbre de Temperley-Lieb TLn(A2) et sa décomposi-
tion en somme directe d’idéaux indécomposables :
(III.2.11) TLn(A2) ∼=
⊕
λ∈∆≤2n
EndC(A)(Vλ).
Pour tout λ ∈ ∆≤2n , on note zλ le PCI associé au facteur direct EndC(A)(Vλ) (cf. par
exemple [CR62, § 25]). Il est défini comme l’unique élément de TLn(A2) tel que :
zλ TLn(A2) = TLn(A2)zλ ∼= EndC(A)(Vλ).
Les PCIs zλ, λ ∈ ∆≤2n , sont deux-à-deux orthogonaux et vérifient :
1 =
∑
λ∈∆≤2n
zλ, ∀λ ∈ ∆≤2n zλ =
∑
t∈Tλ
pt,
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où, pour tous λ ∈ ∆≤2n et t ∈ Tλ, l’élément pt ∈ zλ TLn(A2) agit sur Vλ comme la projection
orthogonale sur C(A)vt (i.e sa matrice de représentation dans la C(A)-base {vt ; t ∈
Tλ} est une matrice élémentaire de la forme Eii avec i ∈ {1, ..., fλ}). Par construction
des représentations semi-normales, les ensembles {pt ; t ∈ Tλ} et {pt ; t ∈ T≤2n } sont
respectivement les POIs de zλ TLn(A2) et de TLn(A2) (cf. par exemple [CR62, § 25-26]).
Ils déterminent la décomposition de TLn(A2) en somme directe de TLn(A2)-modules à
gauche (resp. à droite) indécomposables :
(III.2.12)
TLn(A2) =
⊕
λ∈∆≤2n
TLn(A2)zλ =
⊕
λ∈∆≤2n
⊕
t∈Tλ
TLn(A2)pt
resp. TLn(A2) = ⊕
λ∈∆≤2n
zλ TLn(A2) =
⊕
λ∈∆≤2n
⊕
t∈Tλ
pt TLn(A2)
 .
On retrouve la décomposition donnée dans le théorème III.2.9 puisque :
∀λ ∈ ∆≤2n ∀t ∈ Tλ TLn(A2)pt ∼= Vλ
(
resp. pt TLn(A2) ∼= Vλ
)
.
On cherche une expression de ces POIs de TLn(A2). Pour cela, on établit des relations
de type récurrence à l’aide de nouvelles notations.
Définition. Soit t ∈ T≤2n .
(i) On appelle treillis de Temperley-Lieb le sous-graphe orienté du treillis de Young formé
des sommets étiquetés par des diagrammes de Young avec au plus deux lignes (cf. la
figure III.2.F).
(ii) On note t′ le sous-tableau standard de t formé des cases étiquetées par {1, ..., n− 1}.
Pour n ≥ 3, on définit t(i) par la relation de récurrence :
t(i) = t(i−1)′, 2 ≤ i ≤ n− 1.
(iii) S’il existe, on note tˆ le tableau standards de T≤2n tel que tˆ′ = t′ et tˆ 6= t.
Ces définitions s’interprètent géométriquement sur le treillis de Temperley-Lieb et sont
illustrées dans la figure colorée III.2.F.
Remarque III.2.13. Soit t ∈ T≤2n de forme λ = [λ1, λ2].
(i) Il existe au plus un tableau standard s ∈ T≤2n tel que s′ = t′ et s 6= t. En effet,
pour tout r ∈ T≤2n−1, il existe au plus deux tableaux standards s, t ∈ T≤2n tels que
t′ = r = s′. Plus précisément, si r est de forme µ = [µ1, µ2] telle que µ1 = µ2, alors
il existe exactement un tableau standard t ∈ T≤2n tel que t′ = r. Sinon, il en existe
exactement deux. Donc tˆ est défini sans équivoque.
(ii) Si tˆ n’existe pas, alors dt(n − 1) = −2. Sinon, les étiquettes n − 1 et n sont sur la
même ligne dans t ou exclusivement dans tˆ. Ces cas sont respectivement caractérisés
par les égalités dt(n− 1) = −1 et dtˆ(n− 1) = −1. Plus précisément, si t′ est de forme
[µ1, µ2], alors on a quatre configurations possibles illustrées dans la figure III.2.G.
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Figure III.2.F – Treillis de Temperley-Lieb.
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Figure III.2.G – Configurations possibles sur le treillis de Temperley-Lieb.
dt(n− 1) = −1 dt(n− 1) 6= −1
∃tˆ
•
t′
 •
tˆ

t
• •
dt(n− 1) = −1,
dtˆ(n− 1) = µ1 − µ2
= λ1 − λ2 − 1.
•
t′
 •
t

tˆ
• •
dt(n− 1) = µ1 − µ2
= λ1 − λ2 + 1,
dtˆ(n− 1) = −1.
•
t′
•
t

tˆ
• •
dt(n− 1) = −1,
dtˆ(n− 1) = −µ1 + µ2 − 2
= −λ1 + λ2 − 3.
•
t′
•
tˆ

t
• •
dt(n− 1) = −µ1 + µ2 − 2
= −λ1 + λ2 − 1,
dtˆ(n− 1) = −1.
@tˆ
•
t′
•
t
 •
dt(n− 1) = −2.
M
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Proposition III.2.14. Les POIs pt, t ∈ T≤2n , de TLn(A2) vérifient :
p 1 = 1,
pt =

pt′ si tˆ n’existe pas ,
− [dt(n−1)]A2[dt(n−1)+1]A2 pt′hn−1pt′ si tˆ existe et dt(n− 1) 6= −1,
pt′ + [dtˆ(n−1)]A2[dtˆ(n−1)+1]A2 pt′hn−1pt′ si tˆ existe et dt(n− 1) = −1,
t ∈ T≤2n , n ≥ 2.
Démonstration. On rajoute la valeur n = 1. Dans ce cas, on a T≤21 = { 1 }. On considère
l’élément p 1 ∈ TL1(A2) qui agit sur V = C(A)v 1 comme la projection orthogonale sur
C(A)v 1 . Or TL1(A2) ∼= C(A) ∼= EndC(A)(V ). Donc le PCI de TL1(A2) est z = 1 et
p 1 = z = 1.
Soient n ≥ 2 et t, s ∈ T≤2n . On étudie les éléments de TLn(A2) via leurs actions sur les
représentations semi-normales {Vλ ; λ ∈ ∆≤2n } grâce à l’isomorphisme (III.2.11). D’après
la description des TLn(A2)-modules à gauche donnée dans la proposition III.2.7, on a :
(1) pt′ · vs = δs′,t′vs.
On distingue deux cas.
• Cas 1. On suppose que tˆ n’existe pas. Alors t est le seul tableau standard s ∈ T≤2n tel
que s′ = t′. L’équation (1) donne donc pt′ = pt.
• Cas 2. On suppose que tˆ existe. Alors t et tˆ sont les tableaux standards s ∈ T≤2n tels que
s′ = t′. L’équation (1) donne donc pt′ = pt + ptˆ. On note d := ds(n − 1) et on réutilise la
proposition III.2.7 :
hn−1pt′ · vs = δs′,t′hn−1 · vs
= −δs′,t′ [d+ 1]A2[d]A2 vs − δs
′,t′(1− δd,−1) [d− 1]A2[d]A2 vσn−1(s),
pt′hn−1pt′ · vs = −δs′,t′ [d+ 1]A2[d]A2 pt
′ · vs − δs′,t′(1− δd,−1) [d− 1]A2[d]A2 pt
′ · vσn−1(s)
= −δs′,t′ [d+ 1]A2[d]A2 vs.
On en déduit que :
pt′hn−1pt′ = − [dt(n− 1) + 1]A2[dt(n− 1)]A2 pt −
[dtˆ(n− 1) + 1]A2
[dtˆ(n− 1)]A2
ptˆ,
où dt(n− 1) = −1 ou exclusivement dtˆ(n− 1) = −1 (cf. la remarque III.2.13). Autrement
dit :
pt′hn−1pt′ =
−
[dt(n−1)+1]A2
[dt(n−1)]A2
pt si dt(n− 1) 6= −1,
− [dtˆ(n−1)+1]A2[dtˆ(n−1)]A2 ptˆ si dt(n− 1) = −1.
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Par conséquent, on a :
pt =
−
[dt(n−1)]A2
[dt(n−1)+1]A2
pt′hn−1pt′ si dt(n− 1) 6= −1,
pt′ − ptˆ = pt′ + [dtˆ(n−1)]A2[dtˆ(n−1)+1]A2 pt′hn−1pt′ si dt(n− 1) = −1.
III.2.C POIs évaluables aux racines de l’unité
On explicite maintenant la structure de l’algèbre évaluée TLn(q) à l’aide de celle de
l’algèbre générique TLn(A2), grâce au morphisme d’évaluation (III.2.6). De même que
pour TLn(A2), la C-algèbre TLn(q) se décompose de manière unique, à isomorphisme et
ordre des facteurs près, en somme directe d’idéaux indécomposables de TLn(q), appelés
facteurs directs de TLn(q). Ces facteurs directs correspondent à des PCIs de TLn(q). Afin
de les expliciter, on construit des idempotents orthogonaux de TLn(A2) évaluables, à partir
desquels s’expriment les POIs et les PCIs de TLn(q).
On utilise les mêmes notions (diagrammes de Young, tableaux standards, distances
axiales) que dans la sous-section III.2.B. Les formules qui définissent la structure des
TLn(A2)-modules à gauche Vλ, λ ∈ ∆≤2n , ne sont pas toutes évaluables (cf. la proposi-
tion III.2.7). Plus précisément, on ne peut pas les évaluer dès que :
∃t ∈ T≤2n ∃i ∈ {1, ..., n− 1} tels que dt(i) = 0 mod p.
Soit t ∈ T≤2n un tableau standard de graphe :
γ(t) = λ
(1)• // λ(2)• // · · · // λ(n)• .
Ce cas de figure apparaît seulement s’il existe i ∈ {1, ..., n− 1} tel que λ(i)1 − λ(i)2 + 1 = p,
où λ(i) = [λ(i)1 , λ
(i)
2 ]. Ce qui amène aux définitions suivantes.
Définition ([GW93, § 1]). Soit λ = [λ1, λ2] ∈ ∆≤2n .
(i) On dit que λ est critique si ω(λ) := λ1 − λ2 + 1 est divisible par p.
(ii) Pour tout k ∈ N∗, on appelle k-ième ligne critique du treillis de Temperley-Lieb
l’ensemble des sommets étiquetés par des diagrammes de Young µ ∈ ∆≤2n tels que
ω(µ) = kp.
Remarque III.2.15. Soit λ = [λ1, λ2] ∈ ∆≤2n . Sur le diagramme de Temperley-Lieb, l’entier
ω(λ) ≥ 1 s’interprète comme le numéro de la colonne du sommet étiqueté par λ. Il permet
d’exprimer facilement les distances axiales. En effet, pour tout t ∈ Tλ, on a :
dt(n− 1) =

−1 si n− 1 et n sont sur la même ligne,
ω(λ) si n− 1 est sur la première ligne et n sur la seconde,
−ω(λ) sinon.
Pour plus de détails, on pourra se référer à la figure III.2.H, qui reprend les configurations
possibles explicitées dans la remarque III.2.13. M
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Figure III.2.H – Configurations possibles sur le treillis de Temperley-Lieb.
dt(n− 1) = −1 dt(n− 1) 6= −1
∃tˆ
•
t′
!!
ω(µ) ω(λ)
•
tˆ
||
t
$$• •
dt(n− 1) = −1,
dtˆ(n− 1) = ω(µ)− 1
= ω(λ)− 2.
ω(λ)•
t′
""
ω(µ)
•
t
zz
tˆ
""• •
dt(n− 1) = ω(µ)− 1
= ω(λ),
dtˆ(n− 1) = −1.
ω(λ) ω(µ) •
t′
}}•
t
zz
tˆ
""• •
dt(n− 1) = −1,
dtˆ(n− 1) = −ω(µ)− 1
= −ω(λ)− 2.
ω(µ) ω(λ)•
t′
||•
tˆ
||
t
$$• •
dt(n− 1) = −ω(µ)− 1
= −ω(λ),
dtˆ(n− 1) = −1.
@tˆ
ω(µ)=1 ω(λ)•
t′
zz•
t
&& •
dt(n− 1) = −2.
Définition ([GW93, § 1]). Soit t ∈ T≤2n .
(i) On dit que t est critique si sa forme λ est critique.
(ii) Si t possède un sous-tableau critique propre, alors on appelle sous-tableau critique
maximal de t le plus grand sous-tableau critique propre de t.
(iii) Si t possède un sous-tableau critique maximal r ∈ Tµ et que le sous-graphe γ(t)\γ(r)
admet un graphe symétrique γ¯ par rapport la ω(µ)
p
-ième ligne critique, alors on appelle
tableau conjugué de t le tableau standard t¯ défini par le graphe γ(r) ∪ γ¯.
(iv) On dit que t est régulier si son graphe γ(t) ne passe pas deux fois consécutivement
sur la même ligne critique.
Ces définitions s’interprètent géométriquement sur le treillis de Temperley-Lieb et sont
illustrées dans la figure III.2.I.
Remarque III.2.16. Soit t ∈ T≤2n .
(i) Le tableau standard t est critique si et seulement si son graphe γ(t) se termine sur
une ligne critique.
(ii) Le tableau standard t possède un sous-tableau critique propre (et donc un sous-
tableau critique maximal) si et seulement si γ(t) traverse la première ligne critique.
(iii) On suppose que t admet un sous-tableau critique maximal r. Alors t ne possède pas
de tableau conjugué si et seulement si γ(t) se termine sur la deuxième ligne critique
et γ(r) sur la première.
110
III.2. Algèbres de Temperley-Lieb et idempotents
Figure III.2.I – Lignes critiques pour p = 3.
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On rappelle qu’il y a une correspondance bijective entre les POIs pt, t ∈ T≤2n , de
TLn(A2) et les facteurs directs de sa représentation régulière à gauche :
TLn(A2)
(III.2.12)=
⊕
λ∈∆≤2n
⊕
t∈Tλ
TLn(A2)pt
(III.2.9)∼=
⊕
λ∈∆≤2n
fλVλ
où, pour tout λ ∈ ∆≤2n , fλ est le nombre de tableaux standards de forme λ. On s’intéressent
aux tableaux standards t ∈ T≤2n pour lesquels pt est évaluable. En effet, dans ce cas, ils
fournissent des TLn(q)-modules à gauche TLn(q)p¯t. Il s’agit de déterminer les modules ainsi
obtenus et de recenser les autres.
Compte-tenu des relations de récurrence données dans la proposition III.2.14, les POIs
non évaluables apparaissent après passage des lignes critiques. En effet, soit t ∈ T≤2n .
D’après la proposition III.2.14, on sait que :
pt =

pt′ si tˆ n’existe pas ,
− [dt(n−1)]A2[dt(n−1)+1]A2 pt′hn−1pt′ si tˆ existe et dt(n− 1) 6= −1,
pt′ + [dtˆ(n−1)]A2[dtˆ(n−1)+1]A2 pt′hn−1pt′ si tˆ existe et dt(n− 1) = −1.
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On note µ la forme de t′. D’après la remarque III.2.15, si tˆ existe, alors on a :dt(n− 1) = −1,dtˆ(n− 1) ∈ {ω(µ)− 1,−ω(µ)− 1}, ou excl.
dt(n− 1) ∈ {ω(µ)− 1,−ω(µ)− 1},dtˆ(n− 1) = −1.
L’idempotent pt correspondant n’est pas évaluable si :
dt(n− 1) = dtˆ(n− 1) mod p ⇐⇒ ω(µ) = 0 mod p ⇐⇒ t′ est critique.
Dans ce cas, on considèrera :
(III.2.17) p[t] :=
pt si t¯ n’existe pas,pt + pt¯ sinon.
Lemme III.2.18. Soit t ∈ T≤2n . On suppose que le tableau standard t possède un sous-
tableau critique maximal r ∈ T≤2k . Si pr est évaluable, alors p[t] est évaluable.
Démonstration. On suppose que pr est évaluable. On procède par récurrence sur n ≥ k+1.
On se servira régulièrement de la proposition III.2.14, et des remarques III.2.13, III.2.15
et III.2.16.
Pour n = k + 1, on a t′ = r et t¯ = tˆ lorsqu’ils existent (ils peuvent ne pas exister pour
p = 1). Donc p[t] = pr est évaluable. Ce cas de figure suffit à prouver le lemme pour p = 1,
valeur pour laquelle toutes les lignes sont critiques. On suppose désormais que p ≥ 2.
Soit n ≥ k+ 1. On suppose que, pour tout u ∈ T≤2n , si u possède r comme sous-tableau
critique maximal, alors p[u] est évaluable. Soit t ∈ Tn+1 admettant r comme sous-tableau
critique maximal. On note λ la forme de t, µ celle de r, et l := ω(µ)
p
. On a d := dt(n) ∈
{−1,−ω(λ), ω(λ)}. On distingue trois cas.
• Cas 1. On suppose que d 6= −1 et ω(λ) = ω(µ) = lp. Alors t¯ existe et on a quatre
configurations possibles illustrées ci-après. Dans chacun des cas, on a dt¯(n) = −d 6= −1.
On en déduit que :
p[t] = pt + pt¯ = − [d]A
2
[d+ 1]A2
pt′hnpt′ − [−d]A2[−d+ 1]A2 pt¯′hnpt¯′
= − [d]A2[d+ 1]A2 pt
′hnpt′ − [d]A2[d− 1]A2 pt¯′hnpt¯′
= − [d]A2[d+ 1]A2 pt
′hnpt′ − [d]A2[d− 1]A2 (p[t
′] − pt′)hn(p[t′] − pt′)
= − [d]A2[d+ 1]A2 pt
′hnpt′ − [d]A2[d− 1]A2 (p[t
′]hnp[t′] − p[t′]hnpt′ − pt′hnp[t′] + pt′hnpt′)
= − [d]A2[d+ 1]A2 [d− 1]A2 ([d+ 1]A
2 + [d− 1]A2)pt′hnpt′ − [d]A2[d− 1]A2 p[t
′]hnp[t′]
+ [d]A2[d− 1]A2 p[t
′]hnpt′ +
[d]A2
[d− 1]A2 pt
′hnp[t′]
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Figure III.2.J – Cas 1 : configurations possibles.
dt(n) = −ω(λ) dt(n) = ω(λ)
•
r

...
•
 •
t 
•
t¯•
dt(n) = −ω(λ),
dt(n− 1) = ω(λ)− 1,
dt¯(n) = ω(λ),
dt¯(n− 1) = −1.
•
r

...
•
 •
t¯ 
•
t•
dt(n) = ω(λ),
dt(n− 1) = −1,
dt¯(n) = −ω(λ),
dt¯(n− 1) = ω(λ)− 1.
... •
r
•
 •
t 
•
t¯•
dt(n) = −ω(λ),
dt(n− 1) = −1,
dt¯(n) = ω(λ),
dt¯(n− 1) = −ω(λ)− 1.
... •
r
•
 •
t¯ 
•
t•
dt(n) = ω(λ),
dt(n− 1) = −ω(λ)− 1,
dt¯(n) = −ω(λ),
dt¯(n− 1) = −1.
(III.2.4)= − [d]
2
A2 [2]A2
[d+ 1]A2 [d− 1]A2 pt
′hnpt′ − [d]A2[d− 1]A2 p[t
′]hnp[t′]
+ [d]A2[d− 1]A2 p[t
′]hnpt′ +
[d]A2
[d− 1]A2 pt
′hnp[t′].
(1)
Quitte à échanger t et t¯, on peut supposer que dt(k) = dt(n− 1) = −d− 1 6= −1. Comme
dt′(n− 1) = dt(n− 1), on obtient alors :
pt′ = − [dt(k)]A2[dt(k) + 1]A2 prhn−1pr = −
[−d− 1]A2
[−d]A2 prhn−1pr = −
[d+ 1]A2
[d]A2
prhn−1pr.
En insérant ce résultat dans l’équation (1), on obtient :
p[t] = − [2]A2 [d+ 1]A2[d− 1]A2 prhn−1prhnprhn−1pr −
[d]A2
[d− 1]A2 p[t
′]hnp[t′]
− [d+ 1]A2[d− 1]A2 p[t
′]hnprhn−1pr − [d+ 1]A2[d− 1]A2 prhn−1prhnp[t
′],
où d = ±ω(λ) 6= 1 mod p, pr est évaluable, et p[t′] l’est aussi d’après l’hypothèse de
récurrence (en l’occurrence p[t′] = pr).
• Cas 2. On suppose que d 6= −1 et ω(λ) 6= ω(µ) = lp (ce qui exclut p = 2). Alors
|ω(λ) − lp| ∈ {1, ..., p − 1}, t¯ existe, et on a quatre configurations possibles illustrées ci-
après. Dans chacun des cas, on a dt¯(n) = d±2lp 6= −1. En procédant comme précédemment,
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Figure III.2.K – Cas 2 : configurations possibles.
dt(n) = −ω(λ) dt(n) = ω(λ)
•

... •
•
t 
•
t¯• ... •
dt(n) = −ω(λ),
dt¯(n) = 2ω(µ)− ω(λ),
ω(λ) ≥ ω(µ)− p+ 2,
ω(λ) ≤ ω(µ)− 1.
•

... •
•
t¯ 
•
t• ... •
dt(n) = ω(λ),
dt¯(n) = ω(λ)− 2ω(µ),
ω(λ) ≥ ω(µ) + 1,
ω(λ) ≤ ω(µ) + p− 2.
•

... •
•
t¯
•
t • ... •
dt(n) = −ω(λ),
dt¯(n) = 2ω(µ)− ω(λ),
ω(λ) ≥ ω(µ) + 2,
ω(λ) ≤ ω(µ) + p− 1.
•

... •
•
t
•
t¯ • ... •
dt(n) = ω(λ),
dt¯(n) = ω(λ)− 2ω(µ),
ω(λ) ≥ ω(µ)− p+ 1,
ω(λ) ≤ ω(µ)− 2.
on en déduit que :
p[t] = −
(
[d]A2
[d+ 1]A2
+ [d± 2lp]A2[d± 2lp+ 1]A2
)
pt′hnpt′ − [d± 2lp]A2[d± 2lp+ 1]A2 p[t
′]hnp[t′]
+ [d± 2lp]A2[d± 2lp+ 1]A2 p[t
′]hnpt′ +
[d+ 2lp]A2
[d± 2lp+ 1]A2 pt
′hnp[t′].
Or, les tableaux standards t′ et t¯′ n’ont pas la même forme. Donc pt¯′hnpt′ = 0 = pt′hnpt¯′ .
Il s’ensuit que p[t′]hnpt′ = pt′hnpt′ = pt′hnp[t′] et :
p[t] = − [d]A2 [d± 2lp+ 1]A2 − [d+ 1]A2 [d± 2lp]A2[d+ 1]A2 [d± 2lp+ 1]A2 pt
′hnp[t′] − [d± 2lp]A2[d± 2lp+ 1]A2 p[t
′]hnp[t′]
(III.2.4)= − [∓2lp]A2[d+ 1]A2 [d± 2lp+ 1]A2 pt
′hnp[t′] − [d± 2lp]A2[d± 2lp+ 1]A2 p[t
′]hnp[t′]
= ±(A2lp + A−2lp) [lp]A2[d+ 1]A2 [d± 2lp+ 1]A2 pt
′hnp[t′] − [d± 2lp]A2[d± 2lp+ 1]A2 p[t
′]hnp[t′].(2)
Pour les mêmes raisons que dans le cas 1, quitte à échanger t et t¯, on peut supposer que
dt′(k) = αlp − 1 6= −1 et dt¯′(k) = −1, avec α ∈ {+,−}. En procédant comme dans la
preuve de la proposition III.2.14, on obtient alors :
p[t′]hkp[t′] = pt′hkpt′ = − [dt
′(k) + 1]A2
[dt′(k)]A2
pt′ = − [αlp]A2[αlp− 1]A2 pt
′
⇐⇒ pt′ = − [αlp− 1]A2[αlp]A2 p[t
′]hkp[t′] = −α [αlp− 1]A2[lp]A2 p[t
′]hkp[t′].
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En insérant ce résultat dans l’équation (2), on obtient :
p[t] = ∓ α(A2lp + A−2lp) [αlp− 1]A2[d+ 1]A2 [d± 2lp+ 1]A2 p[t
′]hkp[t′]hnp[t′]
− [d± 2lp]A2[d± 2lp+ 1]A2 p[t
′]hnp[t′],
où d = ∓ω(λ) 6= −1 mod p (cf. les configurations possibles) et p[t′] est évaluable d’après
l’hypothèse de récurrence.
• Cas 3. On suppose que d = −1. Alors tˆ existe et dtˆ(n) 6= −1. Donc p[t] = p[t′]−p[tˆ] où p[tˆ]
est évaluable d’après les cas précédents, et p[t′] l’est aussi d’après l’hypothèse de récurrence.
Par conséquent, dans chacun des cas, p[t] est évaluable. Ce qui prouve l’hérédité et
achève la récurrence.
Lemme III.2.19. Soit t ∈ T≤2n un tableau standard régulier. On suppose que le tableau
standard régulier t est critique et possède un sous-tableau critique maximal r ∈ T≤2k . Si pr
est évaluable, alors pt est évaluable.
Démonstration. On suppose que pr est évaluable. On note λ la forme de t, µ celle de r,
l := ω(µ)
p
et l′ := ω(λ)
p
. On a d := dt(k) ∈ {−1,−ω(µ) − 1, ω(µ) − 1} (cf. la remarque
III.2.15). On distingue trois cas.
• Cas 1. On suppose que d 6= −1. Alors d = ∓ω(µ)−1, l′ = l±1, r admet un sous-tableau
maximal s ∈ T≤2j , et on a deux configurations possibles illustrées ci-après. On considère le
tableau standard z ∈ Tλ dont le graphe γ(s) étend γ(t) entre la l-ième et la (l ± 1)-ième
ligne critique en intersectant n−j2 +1 fois la (l±1)-ième ligne critique (illustré en rouge dans
la figure des configurations possibles). Alors il existe une permutation σ de {j + 1, ..., n}
telle que z = σ(t).
Pour p = 1, on a σ = id = σ−1 et on lui associe l’élément wσ := 1. Pour p ≥ 2 (donc
n ≥ 4), la permutation σ se décompose en une composée σ = σ(p− 1)...σ(2)σ(1) avec :
∀κ ∈ {1, ..., p− 2} σ(κ) := ∏
j+1≤i≤n−1
dσ(κ)(t)(i)=∓lp−κ
σi.
En l’occurrence, on a σ(1) = σk et σ(p−1) = σj+2σj+4...σn−2. Pour tout i ∈ {j+1, ..., n−1},
en identifiant σi avec hi, on obtient un élément de TLn(A2), noté wσ := h(p−1)...h(2)h(1),
avec :
∀κ ∈ {1, ..., p− 2} h(κ+ 1) := ∏
j+1≤i≤n−1
dσ(κ)(t)(i)=∓ω−κ
hi.
De même, pour la permutation σ−1 et sa décomposition σ−1 = σ(1)−1σ(2)−1...σ(p− 1)−1,
on obtient un mot wσ−1 en {hj+1, ..., hn−1}.
Avec ces éléments, pour tout p ∈ N∗, on montre qu’il existe P (A) ∈ C[A](A2−q) tel que :
pt = P (A)p[t]wσ
−1(hj+1hj+3...hn−1)wσp[t].
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Figure III.2.L – Cas 1 : configurations possibles.
dt(k) = −ω(µ)− 1 dt(k) = ω(µ)− 1
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Pour cela, on calcule p[t]wσ
−1(hj+1hj+3...hn−1)wσp[t] à l’aide des résultats généraux suivants,
qui découlent de la remarque III.2.15.
du(i) = ω(λ(i))− 1 du(i) = −ω(λ(i))− 1
•
   
ω(λ(i))
•
σi(u) !!
λ(i)•
u
}}•
ω(λ(i)) •
~~ λ(i)•
u
!!
•
σi(u)}}•
pσi(u)hipu = − [ω(λ
(i))−2]A2
[ω(λ(i))−1]A2
pσi(u) pσi(u)hipu = − [ω(λ
(i))+2]A2
[ω(λ(i))+1]A2
pσi(u)
puhipu = − [ω(λ
(i))]A2
[ω(λ(i))−1]A2
pu puhipu = − [ω(λ
(i))]A2
[ω(λ(i))+1]A2
pu
On en déduit qu’il existe Pt,z(A), Pz,t(A) ∈ C[A](A2−q), non divisibles par (A2 − q), tels
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que :
pzw
σp[t] = pzwσpt = Pt,z(A)[(l ± 1)p]
n−j
2 −1
A2 pz,
pz(hj+1hj+3...hn−1)pz =
(
− [(l ± 1)p∓ 1]A2[(l ± 1)p]A2
)n−j
2
pz,
p[t]w
σ−1pz = ptwσ
−1
pz = Pz,t(A)[lp]A2pt.
Par conséquent, on a :
p[t]w
σ−1(hj+1hj+3...hn−1)wσp[t] = p[t]wσ
−1
pz(hj+1hj+3...hn−1)pzwσp[t]
= (−1)n−j2 Pt,z(A)Pz,t(A) [(l ± 1)p∓ 1]
n−j
2
A2 [lp]A2
[(l ± 1)p]A2 pt.
Le facteur (A2 − q) de [lp]A2 se compensent avec celui de [(l ± 1)p]A2 . D’où l’existence de
P ∈ C(A)(A2−q) tel que :
pt = P (A)p[t]wσ
−1(hj+1hj+3...hn−1)wσp[t].
• Cas 2. On suppose que d = −1. Alors on a :
pt =
p[t] − pt¯ si t¯ existe,p[t] si tˆ n’existe pas,
où pt¯ est évaluable d’après le cas précédent car dt¯(k) 6= −1.
Enfin, d’après le lemme III.2.18, on sait que p[t] est évaluable. Par conséquent, dans
chacun des cas, pt est aussi évaluable.
Théorème III.2.20. Soit t ∈ T≤2n un tableau standard régulier.
(a) Si t ne possède pas de sous-tableau critique propre, alors p[t] = pt est évaluable.
(b) Si t est critique, alors pt est évaluable.
(c) Si t n’est pas critique et possède un sous-tableau critique maximal r ∈ T≤2k , alors p[t] est
évaluable. De plus, pt et pt¯ ne sont pas évaluables, et l’élément n[t] := p[t]hkp[t] s’évalue
sur un élément nilpotent d’ordre 2.
Démonstration. (a) On suppose que t ne possède pas de sous-tableau critique propre. On
rajoute la valeur n = 1 (valeur clé pour le cas p = 1) et on procède par récurrence sur
n ≥ 1.
Pour n = 1, on a T≤21 = { 1 } et p 1 = 1 (cf. la proposition III.2.14). Donc p 1 est
évaluable. Ce cas de figure suffit à prouver l’assertion pour p = 1, valeur pour laquelle
toutes les lignes sont critiques. On suppose désormais que p ≥ 2.
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Soit n ≥ 1. Suppose que, pour tout u ∈ T≤2n , si u ne possède pas de sous-tableau
critique propre, alors pu est évaluable. Soit t ∈ Tn+1 n’admettant pas de sous-tableau
critique propre. On note λ sa forme. D’après la proposition III.2.14, on a :
pt =

pt′ si tˆ n’existe pas ,
− [dt(n)]A2[dt(n)+1]A2 pt′hnpt′ si tˆ existe et dt(n) 6= −1,
pt′ + [dtˆ(n)]A2[dtˆ(n)+1]A2 pt′hnpt′ si tˆ existe et dt(n) = −1,
où pt′ est évaluable d’après l’hypothèse de récurrence. Par ailleurs, comme t ne possède
pas de sous-tableau critique propre, son graphe γ(t) ne traverse pas la première ligne
critique (cf. la remarque III.2.16). Avec la remarque III.2.15, on en déduit que :
dt(n) ∈ {−p, ...,−3} ∪ {1, ..., p− 2} si tˆ existe et dt(n) 6= −1,
dtˆ(n) ∈ {−p, ...,−3} ∪ {1, ..., p− 2} si tˆ existe et dt(n) = −1.
Par conséquent, pt est évaluable. Ce qui prouve l’hérédité et achève la récurrence.
(b) On suppose que t est critique. On procède par récurrence sur le nombre N ≥ 0 de
sous-tableau(x) critique(s) propre(s).
Pour N = 0, pt est évaluable d’après le cas 1.
Soit N ≥ 0. On suppose que, pour tout tableau standard u régulier et critique, si u pos-
sède N sous-tableau(x) critique(s) propre(s), alors pu est évaluable. Soit t un tableau
standard régulier et critique, admettant N + 1 sous-tableau(x) critique(s) propre(s).
Il possède un sous-tableau critique maximal r régulier, admettant N sous-tableau(x)
critique(s) propre(s). Donc pr est évaluable d’après l’hypothèse de récurrence. Il s’en-
suit que pt l’est aussi d’après le lemme III.2.19. Ce qui prouve l’hérédité et achève la
récurrence.
(c) On suppose que t n’est pas critique et possède un sous-tableau critique maximal r ∈
T≤2k . Comme t est régulier, le sous-tableau r l’est aussi. Donc pr est évaluable d’après
(b). Il s’ensuit que p[t] l’est aussi d’après le lemme III.2.18.
Montrons que n[t] := p[t]hkp[t] s’évalue sur un élément nilpotent d’ordre 2. On note µ
la forme de r et l := ω(µ)
p
. On a d := dt(k) ∈ {−1,−lp − 1, lp − 1} (cf. la remarque
III.2.15). Quitte à échanger t et t¯, on peut supposer que dt(k) = ∓lp − 1 6= −1 et
dt¯(k) = −1. En procédant comme dans la preuve de la proposition III.2.14, on obtient
alors :
(1) n[t] = p[t]hkp[t] = pthkpt = − [dt(k) + 1]A2[dt(k)]A2 pt = −
[∓lp]A2
[∓lp− 1]A2 pt.
Donc :
n2[t] =
(
− [∓lp]A2[∓lp− 1]A2
)2
pt = − [∓lp]A2[∓lp− 1]A2 n[t]
s’évalue sur 0. Pour montrer que n[t] ne s’évalue pas sur 0, on considère le tableau
standard T ∈ T≤22n−k (non régulier) dont le graphe γ(T ) étend γ(t) de n − k arrêtes
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par symétrie par rapport à la ligne ∆≤2n . De même que pour p[t], l’idempotent p[T ] est
évaluable. En procédant comme dans la preuve du lemme III.2.19, on montre qu’il
existe un élément h ∈ TL2n−k tel que p[T ]hp[T ] est évaluable et dont la matrice de
représentation M(p[T ]hp[T ]) dans la base {vT , vT¯} est de la forme :
M(p[T ]hp[T ]) =
1
[∓lp]A2
(
PT,T (A) PT¯ ,T (A)
PT,T¯ (A) PT¯ ,T¯ (A)
)
,
où PT,T (A), PT¯ ,T (A), PT,T¯ (A), PT¯ ,T¯ (A) ∈ C[A](A2−q) ne sont pas divisibles par (A2− q).
On en déduit la matrice de représentation de n[t]p[T ]hp[T ] dans cette même base :
M(n[t]p[T ]hp[T ]) = − 1[∓lp− 1]A2
(
PT,T (A) PT¯ ,T (A)
0 0
)
.
Donc n[t]p[T ]hp[T ], et par suite n[t], ne s’évaluent pas sur 0.
D’après l’équation (1), cela implique que pt n’est pas évaluable, et donc pt¯ = p[t] − pt
non plus.
Figure III.2.M – Idempotents évaluables pour p = 3 (i).
∅•
!!!!!!
!!
•
~~ ~~ !!!!!!
!!
•
 
•
~~ ~~ ~~
!!!!!!
!!
•
      
  
•
}} """" ""
•
 
•
~~ ~~ ~~
!!!!!!
•
|||| ##
•
      
•
}}}} """"
•
{{ ##
• • • •
119
Chapitre III. Idempotents de Jones-Wenzl aux racines de l’unité
Figure III.2.M – Idempotents évaluables pour p = 3 (ii).
Graphes POIs de TL6(A2) Idempotents de TL6(q)
// p 1 3 5
2 4 6
p¯ 1 3 5
2 4 6
// p 1 3 4
2 5 6
, p 1 3 4 5 6
2
p¯[
1 3 4
2 5 6
]
// p 1 2 5
3 4 6
, p 1 2 3 4 6
5
p¯[
1 2 5
3 4 6
]
//
//
p 1 2 43 5 6 , p 1 2 3 5 64p 1 2 3
4 5 6
, p 1 2 4 5 6
3

p¯[[
1 2 4
3 5 6
]]1 := −p¯[
1 2 4
3
] h3
[2]A2
(
1 + h5[2]A2
)
p¯[
1 2 4
3
]
p¯[[
1 2 4
3 5 6
]]2 := p¯[
1 2 4
3
] (1 + h3[2]A2 )(1 + h5[2]A2 ) p¯[ 1 2 4
3
]
// p 1 3 5 6
2 4
p¯ 1 3 5 6
2 4
// p 1 3 4 6
2 5
, p 1 3 4 5
2 6

p¯[
1 3 4 6
2 5
]1 := −p¯[
1 3 4 6
2 5
] h5
[2]A2
p¯[
1 3 4 6
2 5
]
p¯[
1 3 4 6
2 5
]2 := p¯[
1 3 4 6
2 5
] (1 + h5[2]A2 ) p¯[ 1 3 4 6
2 5
]
// p 1 2 5 6
3 4
, p 1 2 3 4
5 6

p¯[
1 2 5 6
3 4
]1 := p¯[
1 2 5 6
3 4
] h4h3h5h4
[2]4
A2
p¯[
1 2 5 6
3 4
]
p¯[
1 2 5 6
3 4
]2 := p¯[
1 2 5 6
3 4
] (1− h4h3h5h4[2]4
A2
)
p¯[
1 2 5 6
3 4
]
//
//
p 1 2 4 63 5 , p 1 2 4 53 6p 1 2 3 6
4 5
, p 1 2 3 5
4 6

p¯[[
1 2 4 6
3 5
]]1 := p¯[[
1 2 4 6
3 5
]] h3h5
[2]2
A2
p¯[[
1 2 4 6
3 5
]](∗)
p¯[[
1 2 4 6
3 5
]]2 := −p¯[[
1 2 4 6
3 5
]] (1 + h3[2]A2 ) h5[2]A2 p¯[[ 1 2 4 6
3 5
]]
p¯[[
1 2 4 6
3 5
]]3 := −p¯[[
1 2 4 6
3 5
]] h3
[2]A2
(
1 + h5[2]A2
)
p¯[[
1 2 4 6
3 5
]]
p¯[[
1 2 4 6
3 5
]]4 := p¯[[
1 2 4 6
3 5
]] (1 + h3[2]A2 )(1 + h5[2]A2 ) p¯[[ 1 2 4 6
3 5
]]
// p 1 2 3 4 5
6
, p 1 2 3 4 5 6 p¯[
1 2 3 4 5
6
]
(∗)p¯[[
1 2 4 6
3 5
]] := p¯[
1 2 4 6
3 5
] + p¯[
1 2 3 6
4 5
]
Remarque III.2.21. Le lemme III.2.19 et l’assertion (b) du théorème III.2.20 ne se géné-
ralisent pas aux tableaux standards non réguliers. Toutefois, pour tout tableau standard
t ∈ T≤2n non régulier de forme λ, il est possible de montrer les assertions suivantes (cf. les
preuves de [GW93, Lemme 1.2, Prop. 2.1], où les algèbres de Temperley-Lieb sont étudiées
avec un autre système de générateurs).
(a) Si t est critique, alors il existe une unique famille S(t) de tableaux non réguliers de
forme λ, comprenant t, telle que ∑s∈S(t) ps est évaluable et se décompose en card(S(t))
idempotents orthogonaux évaluables.
(b) Si t n’est pas critique, alors il existe une unique famille S(t) de tableaux non réguliers de
forme λ, comprenant t, telle que ∑s∈S(t) p[s] est évaluable et se décompose en card(S(t))
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idempotents orthogonaux évaluables.
Ces card(S(t)) idempotents orthogonaux évaluables se construisent par induction et en
utilisant le même procédé que dans la preuve du lemme III.2.19. En général, il est difficile
de les exprimer en fonction des POIs de TLn(A2). Des exemples simples sont explicités
dans la figure III.2.M. M
Définition. Soient λ ∈ ∆≤2n et Ap le groupe de réflexion engendré par les symétries ortho-
gonales par rapport aux lignes critiques.
(i) Pour toute réflexion s ∈ Sp, on note s(λ) le diagramme de Young tel que les sommets
du treillis de Temperley-Lieb étiquetés par λ et s(λ) sont reliés par s.
(ii) On définit :
[λ] :=
{λ} si λ est critique,{µ ∈ ∆≤2n ; ∃s ∈ Ap telle que µ = s(λ)} sinon.
Figure III.2.N – Partitions de diagrammes de Young pour p = 3.
∅•
!! •
~~ !!•

•
~~ !!
•
   
•
}} ""
•

•
~~ !!
•
|| ##
•
   
•
}} ""
•
{{ ##
• • • •
Les ensembles {[λ] ; λ ∈ ∆≤2n } donnent une partition de ∆≤2n , illustrée par un jeu de
couleurs dans la figure III.2.N. De plus, l’inventaire des idempotents évaluables donné dans
le théorème III.2.20 et la remarque III.2.21 incite à considérer les idempotents centraux :
(III.2.22) ∀λ ∈ ∆≤2n z[λ] :=
∑
µ∈[λ]
zµ =
∑
µ∈[λ]
∑
t∈Tµ
t régulier
pt +
∑
µ∈[λ]
∑
t∈Tµ
t non régulier
pt.
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Dans chaque somme, les termes non évaluables se regroupent (deux à deux pour les ta-
bleaux réguliers) en des idempotents évaluables. Les éléments z[λ], λ ∈ ∆≤2n , sont donc
évaluables. La structure des idéaux z¯[λ] TLn(q) correspondants est étudiée dans [GW93, §
2]. On synthétise et reformule leurs résultats dans le :
Théorème III.2.23 ([GW93, § 2]). Soit λ ∈ ∆≤2n .
(a) Si [λ] = {λ}, alors z¯λ TLn(q) est un idéal simple et vérifie :
z¯λ TLn(q) ∼= End(Cfλ),
où fλ est le nombre de tableaux standards de forme λ.
(b) Si [λ] = {µ1, ..., µl} avec l ≥ 2 et ω(µ1) < ... < ω(µl), alors z¯[λ] TLn(q) est un idéal
indécomposable et admet une filtration d’idéaux 0 ⊂ R2[λ] ⊂ R[λ] ⊂ z¯[λ] TLn(q) tels que :
z¯[λ] TLn(q)/R[λ] ∼=
l⊕
i=1
End(CfLµi ),
R[λ]/R
2
[λ]
∼=
l−1⊕
i=1
Hom(CfLµi ,Cf
L
µi+1 )⊕ Hom(CfLµi+1 ,CfLµi ),
R2[λ]
∼=
l⊕
i=2
End(CfLµi ),
où, pour tout µ ∈ [λ], fLµ est le nombre de tableaux standards de forme µ qui ne
possèdent pas de sous-tableau critique maximal ou en possèdent un dont la forme ν
vérifie ω(ν) ≤ ω(µ).
Pour davantage de lisibilité, la structure des idéaux z¯[λ] TLn(q), [λ] 6= {λ}, est synthé-
tisée dans la figure III.2.O.
Remarque III.2.24. La théorème s’étend pour la valeur n = 1. Dans ce cas, on a ∆≤21 = { },
[ ] = { }, et on considère l’idempotent central z := p 1 = 1 (cf. la proposition III.2.14).
Alors z TL1(q) ∼= C ∼= End(C). M
Corollaire III.2.25 ([GW93, § 2]). Les PCIs de TLn(q) sont les éléments z[λ], λ ∈ ∆≤2n .
Le corollaire III.2.25 se traduit par la décomposition en somme directe d’idéaux indé-
composables :
(III.2.26) TLn(q) = z¯[λ1] TLn(q)⊕ ...⊕ z¯[λk] TLn(q) ; ∆≤2n = [λ1] unionsq ... unionsq [λk].
Remarque III.2.27. Pour des raisons de cardinalité, les POIs de TLn(q) sont donnés par les
idempotents évaluables mentionnés dans le théorème III.2.20 et la remarque III.2.21. Pour
davantage de précision, on pourra consulter [GW93, Prop. 0.1]. M
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Figure III.2.O – Structure des idéaux z¯[λ] TLn(q), [λ] = {µ1, ..., µl}.
Représentation diagrammatique de l’action à gauche de TLn(q) :
z¯[λ] TLn(q)/R[λ]
End(Cf
L
µ1 )•
**
End(Cf
L
µ2 )•
tt **

End(Cf
L
µ3 )•
tt


End(Cf
L
µl )•


R[λ]/R
2
[λ]
Hom(Cf
L
µ1 ,Cf
L
µ2 )•
**
Hom(Cf
L
µ2 ,Cf
L
µ1 )• Hom(C
fLµ2 ,Cf
L
µ3 )•
**
Hom(Cf
L
µ3 ,Cf
L
µ2 )•
tt

· · ·

R2[λ]
End(Cf
L
µ2 )• End(C
fLµ3 )• End(C
fLµl )•
Représentation diagrammatique de l’action à droite de TLn(q) :
z¯[λ] TLn(q)/R[λ]
End(Cf
L
µ1 )•
$$
End(Cf
L
µ2 )•
zz $$

End(Cf
L
µ3 )•
zz


End(Cf
L
µl )•


R[λ]/R
2
[λ]
Hom(Cf
L
µ1 ,Cf
L
µ2 )• Hom(C
fLµ2 ,Cf
L
µ1 )•
$$
Hom(Cf
L
µ2 ,Cf
L
µ3 )•
zz
Hom(Cf
L
µ3 ,Cf
L
µ2 )•
$$ 
· · ·

R2[λ]
End(Cf
L
µ2 )• End(C
fLµ3 )• End(C
fLµl )•
À titre d’exemple, pour TL6(q), on a deux facteurs directs :
TL6(q) = z¯[ ]TL6(q)⊕ z¯ TL6(q).
Conformément au théorème III.2.23, expliquons brièvement comment on obtient la struc-
ture de ces idéaux. Pour cela, on utilise les idempotents évaluables détaillés dans la figure
III.2.M. On a :
z¯[ ] = p¯ 1 3 5
2 4 6
+ p¯[
1 3 4
2 5 6
] + p¯[
1 2 5
3 4 6
] + p¯[[
1 2 4
3 5 6
]]1 + p¯[[
1 2 4
3 5 6
]]2 + p¯[
1 2 3 4 5 6
],
z¯ = p¯ 1 3 5 6
2 4
+ p¯[
1 3 4 6
2 5
]1 + p¯[
1 3 4 6
2 5
]2 + p¯[
1 2 5 6
3 4
]1 + p¯[
1 2 5 6
3 4
]2
+ p¯[[
1 2 4 6
3 5
]]1 + p¯[[
1 2 4 6
3 5
]]2 + p¯[[
1 2 4 6
3 5
]]3 + p¯[[
1 2 4 6
3 5
]]4 .
Un premier travail consiste à montrer que les 9 idempotents qui décomposent z¯ sont
deux-à-deux orthogonaux, primitifs, et qu’ils sont reliés entre eux sous l’action de TLn(q)
– c’est la situation des POIs associés aux tableaux standards d’une même forme dans les
algèbres de Temperley-Lieb génériques. Ainsi, on obtient z¯ TL6(q) ∼= End(C9).
Un second travail consiste à identifier les idéaux indécomposables du quotient semi-simple
maximal :
z¯[ ]TL6(q)/Rad
z¯[ ]TL6(q)
 .
123
Chapitre III. Idempotents de Jones-Wenzl aux racines de l’unité
Pour cela, on considère :
p¯[ ] := p¯[
1 3 4
2 5 6
] + p¯[
1 2 5
3 4 6
] + p¯[[
1 2 4
3 5 6
]]1 + p¯[[
1 2 4
3 5 6
]]2 ,
P :=
p¯ 1 3 52 4 6 , p¯[ ], p¯[ 1 2 3 4 5 6 ]
 .
Pour tout p¯ ∈ P , on obtient une sous-algèbre p¯TL6(q)p¯ dont les idempotents associés sont
deux-à-deux orthogonaux, primitifs, et reliés sous l’action de TL6(q). De plus, si p¯ 6= p¯ 1 3 5
2 4 6
,
alors ils donnent lieu à autant de nilpotents, deux-à-deux orthogonaux, primitifs, et reliés
sous l’action de TL6(q). Leur somme n¯ détermine le radical simple n¯TL6(q)n¯ de p¯TL6(q)p¯.
Ainsi, les structures des sous-algèbres correspondantes sont données par :
p¯ 1 3 5
2 4 6
TL6(q)p¯ 1 3 5
2 4 6
p¯[ ]TL6(q)p¯[ ] p¯[
1 2 3 4 5 6
]TL6(q)p¯[
1 2 3 4 5 6
]
End(C)• End(C
4)•

End(C)•

End(C4)• End(C)•
Il reste alors décrire le radical Rad
z¯[ ]TL6(q)
, dans lequel interviennent les C-
espaces vectoriels de la forme p¯TL6(q)p¯′ avec p¯, p¯′ ∈ P . Un dernier travail consiste à
montrer que les idempotents qui décomposent p¯ sont reliés sous l’action de TL6(q) à ceux
qui décomposent p¯′. On obtient alors :
p¯ 1 3 5
2 4 6
TL6(q)p¯ 1 3 5
2 4 6
p¯ 1 3 5
2 4 6
TL6(q)p¯[ ] p¯[ ]TL6(q)p¯ 1 3 5
2 4 6
p¯[ ]TL6(q)p¯[ ] p¯[ ]TL6(q)p¯[
1 2 3 4 5 6
] p¯[
1 2 3 4 5 6
]TL6(q)p¯[ ] p¯[
1 2 3 4 5 6
]TL6(q)p¯[
1 2 3 4 5 6
]
End(C)•
)) ,,
End(C4)•
rr tt --**

End(C)•
qq ss

Hom(C,C4)•
,,
Hom(C4,C)•
**
Hom(C4,C)•
--tt
Hom(C,C4)•
++qqEnd(C4)• End(C)•
III.3 Idempotents de Jones-Wenzl évaluables aux ra-
cines de l’unité
Lorsque A est un paramètre formel, ou après évaluation de A en un nombre complexe
qui n’est pas racine 4p-ième de l’unité (p ∈ N∗), on peut définir une famille d’idempotents
{fn ∈ TLn(A2) ; n ∈ N∗} par le système de récurrence :
(III.3.1)
f1 = 1,fn = fn−1 + [n−1]A2[n]A2 fn−1hn−1fn−1, n ≥ 2,
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(cf. par exemple [CFS95, Def. 3.5.1] et [Wen87]). On les appelle idempotents de Jones-
Wenzl. En revanche, après évaluation de A en une racine 4p-ième de l’unité, ce système de
récurrence n’est plus bien défini pour les entiers n ≥ p (un zéro apparaît dans le coefficient
[p]A2). On propose une construction générale des idempotents de Jones-Wenzl, basée sur
les POIs des algèbres de Temperley-Lieb, qui étend le système de récurrence III.3.1 aux
racines 4p-ième de l’unité. On fixe à nouveau n ∈ N et on illustre cette construction sur
TLn(q) en évaluant A2 en une racine 2p-ième de l’unité q = e
ipi
p . Pour cela, on commence
par expliciter la correspondances entre les POIs des algèbres de Temperley-Lieb évaluées
et certaines représentations de U qsl(2). On met alors en évidence des idempotents remar-
quables, les idempotents de Jones-Wenzl évaluables, qui correspondent à des projecteurs
sur des multiples des U qsl(2)-représentations X +(s),P+(s),P−(s), 1 ≤ s ≤ p (cf. la
section I.2). Enfin, on étudie l’espace d’écheveaux KA(D¯× S1, 0) du tore solide colorié par
ces idempotents. On obtiendra une généralisation de résultats de Lickorish donnés dans
[Lic92, § 4].
III.3.A Projections sur les représentations des groupes quan-
tiques
Les algèbres de Temperley-Lieb évaluées jouent un rôle singulier pour les représenta-
tions de U qsl(2). Plus précisément, il existe une correspondance (pas tout à fait bijective)
entre les POIs de TLn(q) (cf. la remarque III.2.27) et les facteurs directs de X +(2)⊗n.
De manière analogue, dans le cas générique, il existe une correspondance bijective entre
les POIs de TLn(A2) et les facteurs directs du produit X +A2(2)⊗n de la représentation fon-
damentale X +A2(2) du groupe quantique générique UA2sl(2). On commence par expliciter
ces correspondances dans le cas générique, puis on établit celles après évaluation de A2 en
q = e
ipi
p .
Définition ([Kas95, Def. VI.1.1, Prop. VII.1.1]). Le groupe quantique UA2sl(2) est la C(A)-
algèbre engendrée par E,F,K,K−1 sous les relations :
(III.3.2) KEK−1 = A4E, KFK−1 = A−4F, [E,F ] = K −K
−1
A2 − A−2 .
Elle est munie d’une structure d’algèbre de Hopf, dont le coproduit ∆, la co-unité ε, et
l’antipode S sont donnés par :
(III.3.3)
∆(E) = 1⊗ E + E ⊗K, ∆(F ) = K−1 ⊗ F + F ⊗ 1, ∆(K) = K ⊗K,
ε(E) = 0, ε(F ) = 0, ε(K) = 1,
S(E) = −EK−1, S(F ) = −KF, S(K) = K−1.
A isomorphisme près, il y a une infinité de UA2sl(2)-modules simples à gauche de
dimension finie X αA2(s), indexés par α ∈ {+,−} et s ∈ N∗ (cf. par exemple [Kas95, §
VI.3]).
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Proposition III.3.4 ([Kas95, § VI.3]). Soient α ∈ {−,+} et s ∈ N∗. Le module simple
X αA2(s) est engendré sous UA2sl(2) par un vecteur de plus haut poids xα0 (s) (resp. de plus
bas poids xαs−1(s)), et il admet une C(A)-base {xαn(s) ; 0 ≤ n ≤ s− 1} telle que :
Kxαn(s) = αA2(s−1−2n)xαn(s), 0 ≤ n ≤ s− 1,
Exα0 (s) = 0, Exαn(s) = α[n]A2 [s− n]A2xαn−1(s), 1 ≤ n ≤ s− 1,
Fxαn(s) = xαn+1(s), 0 ≤ n ≤ s− 2, Fxαs−1(s) = 0.
On l’appelle la base canonique de X αA2(s).
A isomorphismes près, ces UA2sl(2)-modules simple à gauche (il y en a d’autres de
dimension non finie) décomposent les UA2sl(2)-modules à gauche de dimension finie (cf.
par exemple [Kas95, Thm VII.2.2]). Aussi, contrairement aux U qsl(2)-modules, on ne s’in-
téresse pas aux autres structures de UA2sl(2)-modules (tels que les modules de Verma,
cf. par exemple [Kas95, § VI.3]). En particulier, les produits tensoriels X αA2(s)⊗X α
′
A2 (s′),
α, α′ ∈ {+,−} et s, s′ ∈ N∗, dont la structure de UA2sl(2)-module à gauche est donné par
le coproduit ∆ de UA2sl(2), sont des UA2sl(2)-modules à gauche de dimension finie. Ils
admettent les décompositions suivantes.
Lemme III.3.5. Soient α ∈ {+,−} et s ∈ N∗. On a :
X αA2(s)⊗X +A2(2) ∼=
X αA2(2) si s = 1,X αA2(s− 1)⊕X αA2(s+ 1) sinon.
Démonstration. On procède comme dans la preuve du lemme I.3.4.
Théorème III.3.6. Soient α, α′ ∈ {+,−} et s, s′ ∈ N∗. On a :
X αA2(s)⊗X α
′
A2 (s′) ∼=
s+s′−1⊕
s′′=s−s′+1
pas=2
X αα
′
A2 (s′′).
Démonstration. On procède comme dans la preuve du théorème I.3.8.
On s’intéresse aux facteurs directs de la suite {X +A2(2)⊗n ; n ∈ N} de UA2sl(2)-modules
à gauche. D’après le lemme III.3.5, les facteurs directs de cette suite font intervenir les
classes d’isomorphisme des UA2sl(2)-modules à gauche X +A2(s), s ∈ N∗. Précisons à quels
rangs ils interviennent pour la première fois. Pour tout UA2sl(2)-module à gauche M , on
note n(M) le plus petit entier n pour lequel M est isomorphe à un facteur de X +A2(2)⊗n,
et n(M) =∞ si un tel entier n’existe pas. Alors, pour tout s ∈ N∗, on a n(X +A2(s)) = s−1
et n(X −A2(s)) = ∞. Dans la suite, on établit une correspondance bijective entre les POIs
de TLn(A2) et les facteurs directs de X +A2(2)⊗n.
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Définition ([CFS95][Def. 3.2.2]). On note {x0 := x+0 (2), x1 := x+1 (2)} la base canonique
de X +A2(2). On définit les morphismes linéaires ∩A et ∪A par :
∩A :
{
X +(2)⊗X +(2) −→ C(A)
xm ⊗ xn 7−→ (n−m)iAn−m , ∀m,n ∈ {0, 1},
∪A :
{
C(A) −→X +(2)⊗X +(2)
1 7−→ iAx0 ⊗ x1 − iA−1x1 ⊗ x0 .
Connaissant la structure de UA2sl(2)-module de X +A2(2) et C(A) ∼= X +A2(1) (cf. la
proposition III.3.4), on montre que les morphismes ∩A et ∪A sont UA2sl(2)-équivariants et
vérifient :
∩ ◦ ∪(1) = −[2]A2 ,

∪ ◦ ∩(x0 ⊗ x0) = 0 = ∩ ◦ ∪(x1 ⊗ x1),
∪ ◦ ∩(x0 ⊗ x1) = −A2x0 ⊗ x1 + x1 ⊗ x0,
∪ ◦ ∩(x1 ⊗ x0) = x0 ⊗ x1 − A−2x1 ⊗ x0.
Pour tout n ∈ N, ils permettent de définir une action connue de TLn(A2) sur X +A2(2)⊗n
qui commute avec celle de UA2sl(2).
Théorème III.3.7 ([CFS95, Thm 3.3.4]). On a un morphisme d’algèbres injectif défini
par :
θA2,n :

TLn(A2) −→ EndUA2sl(2)
(
X +A2(2)⊗n
)
h0 = 1 7−→ idn,
hi 7−→ idi−1 ⊗ ∪A ◦ ∩A ⊗ idn−i−1, i ∈ {1, ..., n− 1}.
Ainsi, pour tout POI p de TLn(A2), θA2,n(p) est un projecteur non nul UA2sl(2)-
équivariant de X +A2(2)⊗n et son image p ·X +A2(2)⊗n est un UA2sl(2)-module dont la classe
d’isomorphisme apparaît dans la décomposition de X +A2(2)⊗n. Pour n = 0, l’algèbre de
Temperley-Lieb TL0(A2) = C(A) possède un unique POI p = 1 et θA2,0(1) est un projec-
teur sur C(A) ∼= X +A2(1). Pour les autres valeurs de n, les projecteurs θA2n,(pt), t ∈ T≤2n ,
sont détaillés dans le :
Théorème III.3.8. On suppose que n ≥ 1. Pour tout tableau standard t ∈ T≤2n de forme
λ, il existe un unique facteur direct X de X +A2(2)⊗n, isomorphe à X
+
A2(ω(λ)), tel que
θA2,n(pt) est un projecteur sur X .
Démonstration. Il est clair que les morphismes θA2,n(pt), t ∈ T≤2n , sont des projecteurs non
nuls dont les images pt ·X +A2(2)⊗n, t ∈ T≤2n , sont des UA2sl(2)-modules en somme directe.
Comme θA2,n est injectif, cela assure l’unicité de l’assertion. Il suffit donc de montrer que,
pour tout t ∈ T≤2n de forme λ, pt ·X +A2(2)⊗n ∼= X +A2(ω(λ)). On procède par récurrence
double sur n ≥ 1 et sur :
ω(λ) ∈ {2, 4, ..., n+ 1} si n est impair,
∈ {1, 3, ..., n+ 1} si n est pair.
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Pour n = 1, on a ∆≤21 = { } et T≤21 = { 1 }. Il y a un unique POI p 1 = 1 et p 1 ·X +A2(2) =
X +(2).
Soit n ≥ 1. On suppose que, pour tout r ∈ T≤2n de forme ν, pr ·X +A2(2)⊗n ∼= X +A2(ω(ν)).
Soit t ∈ T≤2n+1 de forme λ = [λ1, λ2]. On considère le tableau standard t′ ∈ T≤2n et, s’il existe,
le tableau standard tˆ ∈ T≤2n+1 (cf. la remarque III.2.13). On distingue deux cas.
• Cas 1. On suppose que n est impair. On procède par récurrence sur :
d := ω(λ) ∈ {1, 3, ..., n+ 2}.
Pour d = 1, il existe un unique diagramme de Young ν = [λ1, λ2 − 1] tel que ν ⊂ λ.
Donc t′ est de forme ν et ω(ν) = d + 1 = 2. D’après l’hypothèse de récurrence, on a
pt′ ·X +A2(2)⊗n ∼= X +A2(2). On en déduit que :
pt′ ·X +A2(2)⊗n+1 =
(
pt′ ·X +A2(2)⊗n
)
⊗X +A2(2) ∼= X +A2(2)⊗X +A2(2)
(III.3.6)∼= X +A2(1)⊕X +A2(3).
De plus, le tableau standard tˆ existe et sa forme µ = [λ1 +1, λ2−1] vérifie ω(µ) = d+2 = 3.
En utilisant l’égalité pt′ = pt + ptˆ dans TLn+1(A2) (cf. la preuve de la proposition III.2.14)
et leur orthogonalité, on obtient également :
pt′ ·X +A2(2)⊗n+1 = (pt + ptˆ) ·X +A2(2)⊗n+1 =
(
pt ·X +A2(2)⊗n+1
)
⊕
(
ptˆ ·X +A2(2)⊗n+1
)
.
Supposons par l’absurde que pt·X +A2(2)⊗n+1 ∼= X +A2(3). Alors, par identification des facteurs
directs, on a ptˆ · X +A2(2)⊗n+1 ∼= X +A2(1). Or, comme ω(µ) > 1, il existe deux tableaux
standards s, sˆ ∈ T≤2n+2 tels que s′ = tˆ = sˆ′. En reproduisant les raisonnements précédents
sur tˆ, on obtient d’une part :
ptˆ ·X +A2(2)⊗n+2 =
(
ptˆ ·X +A2(2)⊗n+1
)
⊗X +A2(2) ∼= X +A2(1)⊗X +A2(2)
(III.3.6)∼= X +A2(2),
et d’autre part :
ptˆ ·X +A2(2)⊗n+2 = (ps + psˆ) ·X +A2(2)⊗n+2 =
(
ps ·X +A2(2)⊗n+2
)
⊕
(
psˆ ·X +A2(2)⊗n+2
)
.
Ce qui est absurde car X +A2(2) est simple. Donc pt ·X +A2(2)⊗n+1 ∼= X +A2(1).
Soit d ∈ {3, ..., n + 2}. On suppose que, pour s ∈ T≤2n+1 de forme µ telle que ω(µ) < d,
ps ·X +A2(2)⊗n+1 ∼= X +A2(ω(µ)). Comme d > 1, il existe deux diagrammes de Young ν ∈
{[λ1, λ2 − 1], [λ1 − 1, λ2]} tels que ν ⊂ λ. On a donc deux formes possibles pour t′.
(a) On suppose que t′ est de forme ν = [λ1−1, λ2]. Alors ω(ν) = d−1, le tableau standard
tˆ existe et sa forme µ = [λ1 − 1, λ2 + 1] vérifie ω(µ) = d − 2. D’après la première
hypothèse de récurrence, on a pt′ ·X +A2(2)⊗n ∼= X +A2(d− 1). Comme précédemment, on
obtient d’une part :
pt′ ·X +A2(2)⊗n+1 =
(
pt′ ·X +A2(2)⊗n
)
⊗X +A2(2) ∼= X +A2(d− 1)⊗X +A2(d)
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(III.3.6)∼= X +A2(d− 2)⊕X +A2(d),
et d’autre part :
pt′ ·X +A2(2)⊗n+1 = (pt + ptˆ) ·X +A2(2)⊗n+1 =
(
pt ·X +A2(2)⊗n+1
)
⊕
(
ptˆ ·X +A2(2)⊗n+1
)
.
Or, d’après la seconde hypothèse de récurrence, on a aussi ptˆ·X +A2(2)⊗n+1 ∼= X +A2(d−2).
Donc, par identification des facteurs directs, pt ·X +A2(2)⊗n+1 ∼= X +A2(d).
(b) On suppose que t′ est de forme ν = [λ1, λ2−1]. Alors ω(ν) = d+1, le tableau standard
tˆ existe et sa forme µ = [λ1 + 1, λ2 − 1] vérifie ω(µ) = d + 2. Soit s ∈ T≤2n+1 de forme
λ tel que s′ est de forme [λ1 − 1, λ2] (il existe car d > 1). D’après le théorème III.2.9,
on a TLn+1(A2)pt ∼= Vλ ∼= TLn+1(A2)ps. Il existe donc us,t, ut,s ∈ TLn+1(A2) tels
que pt = ut,sps et ps = us,tpt. On en déduit les isomorphismes de UA2sl(2)-modules
réciproques :pt ·X
+
A2(2)⊗n+1 −→ ps ·X +A2(2)⊗n+1
pt ·X 7−→ us,tpt ·X
,
ps ·X
+
A2(2)⊗n+1 −→ pt ·X +A2(2)⊗n+1
ps ·X 7−→ ut,sps ·X
.
Or, ps ·X +A2(2)⊗n+1 ∼= X +A2(d) d’après (a). Donc pt ·X +A2(2)⊗n+1 ∼= X +A2(d).
Dans chacun des cas, pour n impair, on a pt·X +A2(2)⊗n+1 ∼= X +A2(d). Ce qui prouve l’hérédité
et achève la seconde récurrence.
• Cas 2. On suppose que n est pair. On procède par récurrence sur :
d := ω(λ) ∈ {2, 4, ..., n+ 2}.
Pour d = 2, il existe deux diagrammes de Young ν ∈ [λ1, λ2 − 1], [λ1 − 1, λ2] tels que
ν ⊂ λ. Pour les mêmes raisons que dans le cas 1(b), on peut suppose que t′ est de forme
[λ1−1, λ2]. Alors ω(ν) = d−1 = 1 et le tableau standard tˆ n’existe pas. D’après l’hypothèse
de récurrence, on a pt′ ·X +A2(2)⊗n ∼= X 1A2(1). On en déduit que :
pt′ ·X +A2(2)⊗n+1 =
(
pt′ ·X +A2(2)⊗n
)
⊗X +A2(2) ∼= X +A2(1)⊗X +A2(2)
(III.3.6)∼= X +A2(2).
De plus, en utilisant l’égalité pt′ = pt dans TLn+1(A2) (cf. la preuve de la proposition
III.2.14), on obtient également :
pt′ ·X +A2(2)⊗n+1 = pt ·X +A2(2)⊗n+1.
Donc pt ·X +A2(2)⊗n+1 ∼= X +A2(2).
Pour d ∈ {4, ..., n + 2}, on procède exactement comme dans le cas 1 avec une seconde
récurrence et une distinction de cas.
Ainsi, quelque soit la parité de n, on a pt · X +A2(2)⊗n+1 ∼= X +A2(d). Ce qui prouve
l’hérédité et achève la première récurrence.
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Corollaire III.3.9. On a une bijection ensembliste :
{
pt ; t ∈ T≤2n
}
−→ DF
(
X +A2(2)⊗n
)
pt −→ pt ·X +A2(2)⊗n
où DF (X +(2)⊗n) désigne l’ensemble des classes d’isomorphismes des facteurs directs de
X +(2)⊗n comptées avec multiplicité.
Démonstration. Le cas n = 0 est évident : l’algèbre TL0(A2) = C(A) possède un unique
POI p = 1 et X +A2(1)⊗0 = C(A) ∼= X +A2(1).
Soit n ∈ N∗. Le théorème III.3.8 montre que cette application est bien définie et injec-
tive. Il suffit de montrer que les ensembles
{
pt ; t ∈ T≤2n
}
et DF (X +A2(2)⊗n) ont le même
cardinal. D’une part, on sait que :
(1) card
{
pt ; t ∈ T≤2n
}
=
∑
λ∈∆≤2n
fλ
où, pour tout λ ∈ ∆≤2n , fλ désigne le nombre de tableau standard de forme λ. D’autre part,
pour tout d ∈ N∗, on note fnd ∈ N la multiplicité de la classe d’isomorphisme de X +A2(d)
dans DF (X +A2(2)⊗n). Alors, d’après la décomposition des produits de UA2sl(2)-modules
simples donnée le lemme III.3.5, on a :
(2) cardDF (X +A2(2)
⊗n) =
n∑
d=0
pas=2
fnn+1−d.
Les indices des sommes (1) et (2) s’identifient via la bijection ensembliste :∆≤2n −→ {n+ 1− d ; d ∈ {0, ..., n} pair.}λ 7−→ ω(λ).
Il reste à montrer que, pour tout λ ∈ ∆≤2n , on a fλ = fnω(λ). On procède par récurrence sur
n ≥ 1.
Pour n = 1, on a ∆≤21 = { } et T = { 1 }. Donc f = 1 = f 12 .
Soit n ≥ 1. On suppose que, pour tout µ ∈ ∆≤2n , fµ = fnω(µ). Soit λ = [λ1, λ2] ∈ ∆≤2n+1.
On distingue deux cas.
• Cas 1. On suppose que ω(λ) = 1. Alors il existe un unique diagramme de Young µ =
[λ1, λ2 − 1] ∈ ∆≤2n tel que µ ⊂ λ. Il s’ensuit que fλ = fµ. Or, d’après l’hypothèse de
récurrence, fµ = fnω(λ)+1 = fn2 . D’autre part, d’après le lemme III.3.5, on a fn+11 = fn2 .
D’où fλ = fn+11 .
• Cas 2. On suppose que ω(λ) > 1. Alors il existe exactement deux diagrammes de Young
µ = [λ1, λ2 − 1] ∈ ∆≤2n et ν = [λ1 − 1, λ2] ∈ ∆≤2n tels que µ, ν ⊂ λ. Il s’ensuit que
fλ = fµ + fν . Or, d’après l’hypothèse de récurrence, fµ = fnω(λ)+1 et fµ = fnω(λ)−1. D’autre
part, d’après le lemme III.3.5, on a fn+1ω(λ) = fnω(λ)−1 + fnω(λ)+1. D’où fλ = fω(λ),n+1.
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Dans chacun des cas, on a fλ = fn+1ω(λ). Ce qui prouve l’hérédité et achève la récurrence.
D’où le résultat.
On reproduit la même raisonnement après évaluation de A2 en q = e
ipi
p . On s’intéresse
alors aux facteurs directs de la suite de U qsl(2)-modules {X +(2)⊗n ; n ∈ N}. D’après le
lemme I.3.4 et le théorème I.3.14, les facteurs directs de cette suite font intervenir les classes
d’isomorphisme de X +(s), P±(s), 1 ≤ s ≤ p. Précisons à quels rangs ils interviennent
pour la première fois. Pour tout U qsl(2)-module à gauche M , on note n(M) le plus petit
entier n pour lequel M est isomorphe à un facteur de X +(2)⊗n, et n(M) = ∞ si un tel
entier n’existe pas. Alors, pour tout s ∈ {1, ..., p}, on a n(X +(s)) = s−1, n(X −(s)) =∞,
n(P+(s)) = 2p−s−1 et n(P−(s)) = n(2P−(s)) = 3p−s−1. On remarque que, pour tout
s ∈ {1, ..., p}, la classe d’isomorphisme du module P−(s) apparaît avec une multiplicité
double. Il reste à établir la correspondance entre les POIs de TLn(q) et les facteurs directs
de X +(2)⊗n à ce phénomène de dédoublement près.
Définition ([CFS95][Def. 3.2.2]). On note {x0 := x+0 (2), x1 := x+1 (2)} la base canonique
de X +(2). On définit les morphismes linéaires ∩ et ∪ par :
∩ :
{
X +(2)⊗X +(2) −→ C(A)
xm ⊗ xn 7−→ (n−m)iq n−m2 , ∀m,n ∈ {0, 1},
∪ :
{
C(A) −→X +(2)⊗X +(2)
1 7−→ iq 12x0 ⊗ x1 − iq− 12x1 ⊗ x0 .
De même que précédemment, les morphismes ∩ et ∪ sont U qsl(2)-équivariants et véri-
fient :
∩ ◦ ∪(1) = −[2],

∪ ◦ ∩(x0 ⊗ x0) = 0 = ∩ ◦ ∪(x1 ⊗ x1),
∪ ◦ ∩(x0 ⊗ x1) = −qx0 ⊗ x1 + x1 ⊗ x0,
∪ ◦ ∩(x1 ⊗ x0) = x0 ⊗ x1 − q−1x1 ⊗ x0.
Le travail de [GW93] (l’identification des POIs de TLn(q) et un résultat de conservation
des dimensions après évaluation) permet alors de généraliser les théorèmes III.3.7 et III.3.8
lorsque A2 s’évalue en q = e
ipi
p .
Théorème III.3.10 ([GW93, Thm 2.4]). On a un morphisme d’algèbres injectif défini
par :
θn :

TLn(q) −→ EndUqsl(2) (X +(2)⊗n)
h0 = 1 7−→ idn,
hi 7−→ idi−1 ⊗ ∪ ◦ ∩ ⊗ idn−i−1, i ∈ {1, ..., n− 1}.
Théorème III.3.11. On suppose que n ≥ 1. Soit t ∈ T≤2n un tableau standard régulier de
forme λ. On note N ∈ N le nombre d’intersection(s) entre le graphe γ(t) et l’ensemble des
lignes critiques privé de la première.
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(a) Si t ne possède pas de sous-tableau critique propre, alors il existe un unique facteur
direct X de X +(2)⊗n, isomorphe à X +(ω(λ)), tel que θn(p¯t) est un projecteur sur
X .
(b) Si t est critique, alors il existe un unique facteur X de X +(2)⊗n, isomorphe à
2NP(−)
ω(λ)
p −1(p) = 2NX (−)
ω(λ)
p −1(p), tel que θn(p¯t) est un projecteur sur X .
(c) Si t n’est pas critique et possède un sous-tableau critique maximal r de forme µ, alors
il existe un unique facteur X de X +(2)⊗n, isomorphe à
2NP(−)
ω(µ)
p −1 (p− |ω(λ)− ω(µ)|), tel que θn(p¯[t]) est un projecteur sur X .
De plus, le morphisme θn(n¯[t]) envoie le sous-module de X isomorphe à
2NX (−)
ω(µ)
p −1 (p− |ω(λ)− ω(µ)|) sur le module quotient isomorphe à
2NX (−)
ω(µ)
p −1 (p− |ω(λ)− ω(µ)|).
Démonstration. On procède comme dans la preuve du théorème III.3.8 (tout sous-tableau
d’un tableau standard régulier est régulier) avec les décompositions en somme directe
données dans le lemme I.3.4 et le théorème I.3.14. Soit λ = [λ1, λ2] tel que ω(λ) > 1. On
peut encore supposer que t′ est de forme [λ1 − 1, λ2] pour les raisons suivantes.
(a) Si t ne possède pas de sous-tableau critique propre, alors il existe s ∈ Tλ sans sous-
tableau critique propre tel que s′ est de forme [λ1−1, λ2]. D’après le théorème III.2.23,
on a TLn+1(q)p¯t ∼= Cfλ ∼= TLn+1(q)p¯s. Il existe donc u¯s,t, u¯t,s ∈ TLn+1(q) tels que p¯t =
u¯t,sp¯s et p¯s = u¯s,tp¯t. On en déduit les isomorphismes de U qsl(2)-modules réciproques :p¯t ·X +(2)⊗n+1 −→ p¯s ·X +(2)⊗n+1p¯t ·X 7−→ u¯s,tp¯t ·X ,
p¯s ·X +(2)⊗n+1 −→ p¯t ·X +(2)⊗n+1p¯s ·X 7−→ u¯t,sp¯s ·X .
(b) Si t est critique, alors il existe s ∈ Tλ critique et régulier tel que s′ est de forme
[λ1− 1, λ2]. D’après le théorème III.2.23, on a encore TLn+1(q)p¯t ∼= Cfλ ∼= TLn+1(q)p¯s.
Pour les mêmes raisons que précédemment, on en déduit que p¯t ·X +(2)⊗n+1 ∼= p¯s ·
X +(2)⊗n+1.
(c) Si t n’est pas critique et possède un sous-tableau maximal, alors t ou t¯ vérifie la
configuration adéquate.
On se place dans ce dernier cas. Il reste à discuter du morphisme θn(n¯[t]). Pour cela, on
considère le morphisme induit par θn sur la sous-algèbre p[t] TLn(q)p[t] :
p¯[t] TLn(q)p¯[t] −→ EndUqsl(2)
(
2NP(−)
ω(µ)
p −1 (p− |ω(λ)− ω(µ)|)
)
.
D’après le théorème III.2.23 et la proposition I.2.11, on connaît les structures respectives
de p[t] TLn(q)p[t] et de 2NP(−)
ω(µ)
p −1 (p− |ω(λ)− ω(µ)|). Par passages successifs sur les
radicaux, on obtient un morphisme d’algèbres :
n¯[t] TLn(q)n¯[t] −→ EndUqsl(2)
(
2NX (−)
ω(µ)
p −1 (p− |ω(λ)− ω(µ)|)
)
.
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D’où le résultat.
Remarque III.3.12. Le théorème III.3.11 se généralise pour les POIs associés aux tableaux
standards non réguliers, dont les expressions sont bien plus complexes (cf. les remarques
III.2.21). Avec ceux-ci, on pourrait donner un énoncé analogue au corollaire III.3.9 en consi-
dérant l’ensemble des classes d’isomorphisme de facteurs spécifiques deX +(2)⊗n comptées
avec multiplicité (qui tiennent compte du phénomène de dédoublement). M
III.3.B Construction générale des idempotents de Jones-Wenzl
Lorsque A est un paramètre formel, on peut définir les idempotents de Jones-Wenzl
usuels {fn ∈ TLn(A2) ; n ∈ N∗} en fonction des POIs des algèbres {TLn(A2) ; n ∈ N∗}.
Pour cela, pour tout n ∈ N∗, on considère le POI pt(n) de TLn(A2) associé au tableau
standard régulier :
(III.3.13) t(n) := 1 2 · · · n .
Alors, d’après la proposition III.2.14 et la remarque III.2.15, on a :pt(1) = 1,pt(n) = pt(n−1) + [n−1]A2[n]A2 pt(n−1)hn−1pt(n−1), n ≥ 2.
On retrouve le système de récurrence (III.3.1) découvert par Wenzl (cf. [Wen87]). Ainsi,
pour tout n ∈ N∗, on a fn = pt(n). Conformément à la sous-section III.3.A, ce point de
vue permet d’interpréter les idempotents de Jones-Wenzl comme les projecteurs sur les
facteurs directs de la suite {X +A2(2)⊗n; ;n ∈ N∗} qui apparaissent pour la première fois.
Plus précisément, pour tout n ∈ N∗, il existe un unique facteur direct X isomorphe à
X +A2(n+1) tel que θA2,n(fn) est un projecteur surX (cf. le théorème III.3.8). On construit
les idempotents de Jones-Wenzl évaluables de manière analogue avec des POIs des algèbres
{TLn(q) ; n ∈ N∗}. On donne ensuite quelques propriétés remarquables qui généralisent
celles des idempotents de Jones-Wenzl usuels (cf. par exemple [CFS95, § 3.5]).
Définition. Pour tout n ∈ N∗, on définit le n-ième idempotent de Jones-Wenzl évaluable
fn ∈ TLn(A2) et le n-ième nilpotent de Jones-Wenzl évaluable f ′n ∈ TLn(A2) par :
fn :=
pt(n) si n ≤ p− 1 ou n = −1 mod p,p[t(n)] sinon,
f ′n :=
0 si n ∈ {1, ..., p− 1} ou n = −1 mod p,n[t(n)] sinon.
Soient n ∈ N∗ et l ∈ N le quotient de n dans sa division euclidienne par p. Alors, d’après
le théorème III.3.11, on a le lien suivant avec les facteurs directs de la suite {X +(2)⊗n; ;n ∈
N∗}.
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(a) Si n ≤ p − 1, alors il existe un unique facteur direct X de X +(2)⊗n, isomorphe à
X +(n+ 1), tel que θn(f¯n) est un projecteur sur X .
(b) Si n = −1 mod p, alors il existe un unique facteur direct X de X +(2)⊗n, isomorphe
à 2l−1P(−)l−1(p) = 2l−1X (−)l−1(p), tel que θn(f¯n) est un projecteur sur X .
(c) Sinon, il existe un unique facteur directX deX +(2)⊗n, isomorphe à 2l−1P(−)l−1((l+
1)p− n− 1), tel que θn(f¯n) est un projecteur sur X .
De plus, le morphisme θn(f¯ ′n) envoie le sous-module deX isomorphe à 2l−1X (−)
l−1((l+
1)p− n− 1) sur le module quotient isomorphe à 2l−1X (−)l−1((l + 1)p− n− 1).
Ces idempotents et nilpotents de Jones-Wenzl évaluables vérifient les systèmes de récur-
rences suivants.
Proposition III.3.14. (i) Les idempotents de Jones-Wenzl évaluables vérifient le sys-
tème de récurrence évaluable :
f1 = 1,
fn = fn−1 + [n−1]A2[n]A2 fn−1hn−1fn−1, 2 ≤ n ≤ p− 1,
fp = fp−1,
fp+1 = fp + [p]A2[p+1]A2 fphp +
[p−1]A2
[p+1]A2
(
hpf
′
p + f ′php
)
+ [2]A2
[p−1]A2
[p+1]A2
f ′phpf
′
p,
fn = fn−1 +
[n− 1]A2
[n]A2
fn−1hn−1fn−1
+
(
A2p + A−2p
) [p− 1]A2
[n]A2 [n− 2p]A2 f
′
n−1hn−1fn−1,
p+ 2 ≤ n ≤ 2p− 1,
f2p = f2p−1,
f2p+1 = f2p +
[2p]A2
[2p+ 1]A2
f2ph2p +
[2p− 1]A2
[2p+ 1]A2
(
h2pf
′
2p + f ′2ph2p
)
+ [2]A2
[2p− 1]A2
[2p+ 1]A2
f ′2ph2pf
′
2p,
fn = fn−1 +
[n− 1]A2
[n]A2
fn−1hn−1fn−1
+
(
A4p + A−4p
) [2p− 1]A2
[n]A2 [n− 4p]A2 f
′
n−1hn−1fn−1,
2p+ 2 ≤ n ≤ 3p− 2.
(ii) Les nilpotents de Jones-Wenzl évaluables vérifient le système de récurrence évaluable :
f ′p = fphp−1fp,
f ′p+1 = f ′p − f ′phpf ′p,
f ′n = f ′n−1 +
[n−1−2p]A2
[n−2p]A2
fn−1hn−1f ′n−1, p+ 2 ≤ p ≤ 2p− 2,
f ′2p = f2ph2p−1f2p,
f ′2p+1 = f ′2p − f ′2ph2pf ′2p,
f ′n = f ′n−1 +
[n−1−4p]A2
[n−4p]A2
fn−1hn−1f ′n−1, 2p+ 2 ≤ p ≤ 3p− 2.
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Démonstration. (i) Pour tout n ∈ {2, ..., p − 1}, on a fn = pt(n) et dt(n) = n − 1 (cf. la
remarque III.2.15). Les premières relations de récurrence résultent donc de la propo-
sition III.2.14 : f1 = 1,fn = fn−1 + [n−1]A2[n]A2 fn−1hn−1fn−1, 2 ≤ n ≤ p− 1.
Les autres relations de récurrence sont des cas particuliers de relations de récurrence
obtenues dans la preuve du lemme III.2.18. Soit l ∈ {1, 2}. Pour n = lp, on a flp =
p[t(lp)] et flp−1 = pt(lp−1) car t(lp)′ = t(lp− 1) est critique. D’après l’initialisation dans
la preuve du lemme III.2.18, on a :
(1)
flp = flp−1,
f ′lp = flphlp−1flp = flp−1hlp−1flp−1.
Pour n = lp + 1, on a flp+1 = p[t(lp+1)] où t(lp + 1) possède un sous-tableau critique
maximal t(lp− 1). On utilise les cas 1 et 3 :
flp+1 = flp + [2]A2
[−lp+ 1]A2
[−lp− 1]A2 flp−1hlp−1flp−1hlpflp−1hlp−1flp−1
+ [−lp]A2[−lp− 1]A2 flphlpflp +
[−lp+ 1]A2
[−lp− 1]A2 flphlpflp−1hlp−1flp−1
+ [−lp+ 1]A2[−lp− 1]A2 flp−1hlp−1flp−1hlpflp
(1)= flp + [2]A2
[lp− 1]A2
[lp+ 1]A2
f ′lphlpf
′
lp +
[lp]A2
[lp+ 1]A2
flphlpflp
+ [lp− 1]A2[lp+ 1]A2
(
flphlpf
′
lp + f ′lphlpflp
)
.
Or, flp = flp−1 est une combinaison de mots en {h0, h1, ..., hlp−2}. D’où les simplifica-
tions :
flphlpflp = f 2lphlp = flphlp,
flphlpf
′
lp = hlpflpf ′lp = hlpf ′lp,
f ′lphlpflp = f ′lpflphlp = f ′lphlp.
Pour n ∈ {lp + 2, ..., (l + 1)p − 2}, on a fn = p[t(n)] où t(n) possède un sous-tableau
critique maximal t(lp− 1). On utilise les cas 2 et 3 :
fn = fn−1 + (A2lp + A−2lp)
[lp− 1]A2
[n− 2lp]A2 [n]A2 fn−1hlp−1fn−1hn−1fn−1
+ [n− 1]A2[n]A2 fn−1hn−1fn−1.
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Or, par définition, on a f ′n−1 = fn−1hlp−1fn−1. D’où le résultat.
Enfin, pour n = 2p − 1, le tableau standard t(2p − 1) est critique et ne possède pas
de tableau conjugué (cf. la remarque III.2.16). Donc f2p−1 = pt(2p−1) = p[t(2p−1)] ; les
calculs ci-dessus s’appliquent encore.
(ii) Soient l ∈ {1, 2} et n ∈ {lp + 1, ..., (l + 1)p − 2}. On a f ′n = p[t(n)]hlp−1p[t(n)] car
t(n) possède un sous-tableau critique maximal t(lp−1). De plus, d’après la remarque
III.2.15, on a :dt(n)(lp− 1) = dt(lp)(lp− 1) = −1,dt(n)(lp− 1) = dt(lp)(lp− 1) = dt̂(lp)(lp− 1) = lp− 1.
En procédant comme dans la preuve de la proposition III.2.14, on en déduit que :
(2)
f ′lp = p[t(lp)]hlp−1p[t(lp)] = pt(lp)hlp−1pt(lp) = −
[lp]A2
[lp− 1]A2 pt(lp)
f ′n = p[t(n)]hlp−1p[t(n)] = pt(n)hlp−1pt(n) = −
[lp]A2
[lp− 1]A2 pt(n).
Or, d’après la proposition III.2.14, on a aussi :
(3) pt(n) = pt(n−1) +
[n− 1− 2lp]A2
[n− 2lp]A2 pt(n−1)hn−1pt(n−1)
car dt(n)(n− 1) = −1 et dt̂(n)(n− 1) = n− 1− 2lp.
Pour n = lp+ 1, en multipliant l’équation (3) par − [lp]A2[lp−1]A2 , on obtient :
f ′lp+1 = f ′lp +
[−lp]A2
[−lp+ 1]A2 f
′
lphlppt(lp)
(2)= f ′lp − f ′lphlpf ′lp.
Pour n ≥ lp+ 2, les tableaux standards t(n− 1) et t(n− 1) n’ont pas la même forme.
Il s’ensuit que :
pt(n−1)hn−1pt(n−1) = p[t(n−1)]hn−1pt(n−1) = fn−1hn−1pt(n−1).
En multipliant l’équation (3) par − [lp]A2[lp−1]A2 , on obtient :
f ′n = f ′n−1 +
[n− 1− lp]A2
[n− lp]A2 fn−1hn−1f
′
n−1.
D’où le résultat.
136
III.3. Idempotents de Jones-Wenzl évaluables aux racines de l’unité
Remarque III.3.15. (i) Pour tout n ∈ {1, ..., 3p−2}, le système de récurrence donnée dans
l’assertion (i) de la proposition III.3.14 est la seule manière de compléter le système
de récurrence (III.3.1) pour obtenir des idempotents évaluables (cf. la sous-section
III.2.C). Pour n ≥ 3p − 1, le passage des lignes critiques complexifie la dynamique
de récurrence et requiert l’intervention d’idempotents associés aux lignes critiques
antérieures (cf. la preuve du lemme III.2.19).
(ii) A partir de toutes ces relations de récurrence, on peut montrer par récurrence que,
pour tout n ∈ N∗, fn − 1 est dans l’idéal de TLn(A2) engendré par h1, ..., hn−1.
M
Corollaire III.3.16. (i) Les idempotents de Jones-Wenzl évalués vérifient le système de
récurrence :
f¯1 = 1,
f¯n = f¯n−1 + [n−1][n] f¯n−1hn−1f¯n−1, 2 ≤ n ≤ p− 1,
f¯p = f¯p−1,
f¯p+1 = f¯p −
(
hpf¯
′
p + f¯ ′php
)
− [2]f¯ ′phpf¯ ′p,
f¯n = f¯n−1 + [n−1][n] f¯n−1hn−1f¯n−1 − 2[n]2 f¯ ′n−1hn−1f¯n−1, p+ 2 ≤ n ≤ 2p− 1,
f¯2p = f¯2p−1,
f¯2p+1 = f¯2p −
(
h2pf¯
′
2p + f¯ ′2ph2p
)
− [2]f¯ ′2ph2pf¯ ′2p,
f¯n = f¯n−1 + [n−1][n] f¯n−1hn−1f¯n−1 − 2[n]2 f¯ ′n−1hn−1f¯n−1, 2p+ 2 ≤ n ≤ 3p− 2.
(ii) Les nilpotents de Jones-Wenzl évalués vérifient le système de récurrence :
f¯ ′p = f¯php−1f¯p,
f¯ ′p+1 = f¯ ′p − f¯ ′phpf¯ ′p,
f¯ ′n = f¯ ′n−1 +
[n−1]
[n] f¯n−1hn−1f¯
′
n−1, p+ 2 ≤ p ≤ 2p− 2,
f¯ ′2p = f¯2ph2p−1f¯2p,
f¯ ′2p+1 = f¯ ′2p − f¯ ′2ph2pf¯ ′2p,
f¯ ′n = f¯ ′n−1 +
[n−1]
[n] f¯n−1hn−1f¯
′
n−1, 2p+ 2 ≤ p ≤ 3p− 2.
On retrouve les propriétés usuelles des idempotents de Jones-Wenzl (cf. par exemple
[CFS95, Thm 5.3.2]) sur les premiers termes.
Proposition III.3.17. Soient n ∈ N∗ et l ∈ N le quotient de n dans sa division euclidienne
par p. On a :
(i) f 2n = fn ;
(ii) si n ≤ p− 1 ou n = −1 mod p, alors :
∀i ∈ {1, ..., n− 1} fnhi = 0 = hifn ;
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(iii) sinon :
∀i ∈ {1, ..., n− 1} \ {lp− 1} fnhi = 0 = hifn, f ′2n = −
[lp]A2
[lp− 1]A2 f
′
n.
Démonstration. Il est clair que f 2n = fn. Passons aux autres assertions. On étudie les
éléments de TLn(A2) via leurs actions sur les représentations semi-normales {Vλ ; λ ∈ ∆≤2n }
grâce à l’isomorphisme (III.2.11).
(ii) On suppose que n ≤ p− 1 ou n = −1 mod p. On a fn = pt(n). D’après la remarque
III.2.15, le tableau standard t(n) vérifie :
∀i ∈ {1, ..., n− 1} dt(n)(i) = −1.
Soit s ∈ T≤2n . Pour tout i ∈ {1, ..., n− 1}, on a donc :
hifn · vs = hipt(n) · vs = δs,t(n)hi · vt(n) = 0,
fnhi · vt(n) = pt(n)hi · vt(n)
= −δs,t(n) [ds(i) + 1]A2[ds(i)]A2 vt(n) − δσi(s),t(n)(1− δds(i),−1)
[ds(i)− 1]A2
[dt(i)]A2
vt(n)
= 0.
Ceci étant valable pour tout s ∈ T≤2n , on en déduit que hifn = 0 = fnhi.
(iii) On suppose que n ≥ p et n 6= −1 mod p. On a fn = p[t(n)]. Le tableau standard t(n)
possède un sous-tableau critique maximal t(lp−1) et un tableau conjugué t(n) (cf. la
remarque III.2.16). D’après la remarque III.2.15, les tableaux standards t(n) et t(n)
vérifient :
∀i ∈ {1, ..., n− 1} dt(n)(i) = −1, dt(n)(i) =
−1 si i 6= lp− 1,lp− 1 sinon.
En procédant comme dans (a) avec fn = p[t(n)] = pt(n) + pt(n) et i ∈ {1, ..., n − 1} \
{lp− 1}, on obtient hifn = 0 = fnhi. Tandis que pour i = lp− 1, on a :
f ′n = p[t(n)]hlp−1p[t(n)] = pt(n)hlp−1pt(n) = −
[lp]A2
[lp− 1]A2 pt(n).
Il s’ensuit que :
f ′2n =
(
− [lp]A2[lp− 1]A2 pt(n)
)2
=
(
− [lp]A2[lp− 1]A2
)2
pt(n) = −
[lp]A2
[lp− 1]A2 f
′
n.
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III.3.C Une base de l’espace d’écheveaux du tore solide
On considère dorénavant le Z[A,A−1]-module d’écheveaux KA(D¯×S1, 0) du tore solide
et, pour tout n ∈ N, l’application linéaire :
(III.3.18) ΘA2,n :

TLn(A2) −→ C(A)⊗Z[A,A−1] KA(D¯ × S1, 0)
a 7−→ a
n
.
On note 1 la classe d’écheveau de l’enchevêtrement vide, et α la classe d’écheveau
associée à l’âme {0} × S1 de D¯ × S1. On désigne par αn la classe d’écheveau de n ∈ N∗
copie(s) parallèle(s) de α. Compte-tenu des relations d’écheveaux (III.1.5), pour tout n ∈ N,
l’image de ΘA2,n est incluse dans l’ensemble des polynômes en α à coefficient dans C(A)
de degré au plus n. On étudie l’ensemble des images {ΘA2,n(fn),ΘA2,n(f ′n) ; n ∈ N∗} des
idempotents et nilpotents de Jones-Wenzl évaluables.
Pour cela, on commence par étudier les images des POIs des algèbres de Teperley-
Lieb génériques. Pour n = 0, l’algèbre TL0(A2) = C(A) possède un unique POI p =
1 et ΘA2, 0(1) = 1. Pour les autres valeurs de n, les images ΘA2,n(pt), t ∈ T≤2n , font
intervenir les polynômes de Chebychev (Us(x))s∈N (II.3.2). Afin d’épurer les représentations
diagrammatiques, on note :
(III.3.19) ∀n ∈ N∗ ∀t ∈ T≤2n t := pt .
Proposition III.3.20. On suppose que n ≥ 1. Pour tout tableau standard t ∈ T≤2n de
forme λ, on a ΘA2,n(pt) = Uω(λ)(α).
Démonstration. On procède par récurrence sur n ∈ N∗.
Pour n = 1, on a ∆≤21 = { } et T≤21 = { 1 }. Il y a un unique POI p 1 = 1 et ΘA2,1(p 1 ) =
α = U2(α).
Pour n = 2, ∆≤22 = { , } et T≤21 = { 12 , 1 2 }. On a exactement deux POIs qui, d’après
la proposition III.2.14 et la remarque III.2.15, vérifient :
p 1
2
= − 1[2]A2 p 1 h1p 1 , p 1 2 = p 1 +
1
[2]A2
p 1 h1p 1 .
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On en déduit que :
ΘA2,2(p 1
2
) = − 1[2]A2
∪∩
1
= −−[2]A2[2]A2 = 1 = U1(α),
ΘA2,2(p 1 2 ) = 1 +
1
[2]A2
∪∩
1
= α2 − 1 = U3(α).
Soit n ≥ 2. On suppose que, pour tout k ∈ {1, ...n} et pour tout r ∈ T≤2k de forme
µ, ΘA2,k(pr) = Uω(µ)(α). Soit t ∈ T≤2n+1 de forme λ. On considère les tableaux standards
t′ ∈ T≤2n et t′′ ∈ T≤2n−1. On note µ la forme de t′ et ν celle de t′′. On utilisera régulièrement
la proposition III.2.14 et la remarque III.2.15. On distingue 4 cas.
• Cas 1. On suppose que dt(n) = 1 = dt(n− 1). Alors ω(ν) = ω(λ)∓ 2, ω(µ) = ω(λ)∓ 1,
et on a deux configurations possibles :
ω(λ) ≥ 4 ω(λ) ≥ 1
•
t′′
 •
t′

t̂′
• •
t

tˆ
• •
•
t′′
•
t′

t̂′
•
t

tˆ

•
• •
pt = pt′ + [ω(λ)−2]A2[ω(λ)−1]A2 pt′hnpt′ pt = pt′ +
[ω(λ)+2]A2
[ω(λ)+1]A2
pt′hnpt′
pt′ = pt′′ + [ω(λ)−3]A2[ω(λ)−2]A2 pt′′hn−1pt′′ pt′ = pt′′ +
[ω(λ)+3]A2
[ω(λ)+2]A2
pt′′hn−1pt′′
On en déduit que :
ΘA2,n+1(pt) = t
′ + [ω(λ)∓ 2]A2[ω(λ)∓ 1]A2
∪∩
t′
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= αΘA2,n(pt′) +
[ω(λ)∓ 2]A2
[ω(λ)∓ 1]A2
t′
= αΘA2,n(pt′)
+ [ω(λ)∓ 2]A2[ω(λ)∓ 1]A2
t′′ + [ω(λ)∓ 3]A2[ω(λ)∓ 1]A2
∪∩
t′′
= αΘA2,n(pt′) +
(
−[2]A2 [ω(λ)∓ 2]A2[ω(λ)∓ 1]A2 +
[ω(λ)∓ 3]A2
[ω(λ)∓ 1]A2
)
ΘA2,n(pt′′)
(III.2.4)= αΘA2,n(pt′)−ΘA2,n−1(pt′′).
Or, d’après l’hypothèse de récurrence, on a :
ΘA2,n(pt′) = Uω(λ)∓1(α), ΘA2,n−1(pt′′) = Uω(λ)∓2(α).
Par définition des polynômes de Chebychev (II.3.2), on a donc :
ΘA2,n+1(pt) = αUω(λ)∓1(α)− Uω(λ)∓2(α) = Uω(λ)(α).
• Cas 2. On suppose que dt(n) = 1 et dt(n − 1) 6= −1. Alors ω(ν) = ω(λ) ∓ 2, ω(µ) =
ω(λ)∓ 1, et on a deux configurations possibles :
ω(λ) ≥ 3 ω(λ) ≥ 1
•
t′′
•
t′
 •
t

tˆ
• •
•
t′′
 •
t′
•
t

tˆ
• •
pt = pt′ + [ω(λ)−2]A2[ω(λ)−1]A2 pt′hnpt′ pt = pt′ +
[ω(λ)+2]A2
[ω(λ)+1]A2
pt′hnpt′
pt′ = − [ω(λ)−1]A2[ω(λ)−2]A2 pt′′hn−1pt′′ pt′ = −
[ω(λ)+1]A2
[ω(λ)+2]A2
pt′′hn−1pt′′
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En procédant comme dans le cas 1, on obtient :
ΘA2,n+1(pt) = αΘA2,n(pt′) +
[ω(λ)∓ 2]A2
[ω(λ)∓ 1]A2
t′
= αΘA2,n(pt′)− ∪∩
t′′
= αΘA2,n(pt′)−ΘA2,n−1(pt′′).
On conclut comme dans le cas 1.
• Cas 3. On suppose que dt(n) 6= 1 et dt(n−1) = −1. Alors ω(ν) = ω(λ), ω(µ) = ω(λ)±1,
et on a trois configurations possibles :
ω(λ) ≥ 2 ω(λ) ≥ 3 ω(λ) = 2
•
t′′
 •
t′

t̂′
• •
t
•
•
t′′
•
t′

t̂′
•
t

•
•
•
t′′
•
t′

t̂′
•
t

•
•
pt = − [ω(λ)]A2[ω(λ)+1]A2 pt′hnpt′ pt = −
[ω(λ)]A2
[ω(λ)−1]A2
pt′hnpt′ pt = pt′
pt′ = pt′′ + [ω(λ)−1]A2[ω(λ)]A2 pt′′hn−1pt′′ pt′ = pt′′ +
[ω(λ)+1]A2
[ω(λ)]A2
pt′′hn−1pt′′
Pour la dernière configuration, il est clair que ΘA2,n+1(pt) = αΘA2,n(pt′). Or, d’après l’hy-
pothèse de récurrence, on a ΘA2,n(pt′) = U1(α) = 1. Donc ΘA2,n+1(pt) = α = U2(α). Pour
les deux autres configurations, on a :
ΘA2,n+1(pt) = − [ω(λ)]A2[ω(λ)± 1]A2
∪∩
t′
= − [ω(λ)]A2[ω(λ)± 1]A2
t′
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= − [ω(λ)]A2[ω(λ)± 1]A2
t′′ − [ω(λ)∓ 1]A2[ω(λ)± 1]A2
∪∩
t′′
=
(
[2]A2
[ω(λ)]A2
[ω(λ)± 1]A2 +
[ω(λ)∓ 1]A2
[ω(λ)± 1]A2
)
ΘA2,n−1(pt′′)
(III.2.4)= ΘA2,n−1(pt′′).
Or, d’après l’hypothèse de récurrence, on a ΘA2,n−1(pt′′) = Uω(λ)(α). Donc :
ΘA2,n+1(pt) = Uω(λ)(α).
• Cas 4. On suppose que dt(n) 6= 1 et dt(n−1) 6= −1. Alors ω(ν) = ω(λ), ω(µ) = ω(λ)±1,
et on a trois configurations possibles :
ω(λ) ≥ 1 ω(λ) ≥ 3 ω(λ) = 2
•
t′′
•
t′
 •
t
•
•
t′′
 •
t′
•
t
 •
•
t′′
 •
t′
•
t
 •
pt = − [ω(λ)]A2[ω(λ)+1]A2 pt′hnpt′ pt = −
[ω(λ)]A2
[ω(λ)−1]A2
pt′hnpt′ pt = pt′
pt′ = − [ω(λ)+1]A2[ω(λ)]A2 pt′′hn−1pt′′ pt′ = −
[ω(λ)−1]A2
[ω(λ)]A2
pt′′hn−1pt′′
Pour la dernière configuration, on procède comme dans le cas 3. Pour les deux autres
configurations, on a :
ΘA2,n+1(pt) = − [ω(λ)]A2[ω(λ)± 1]A2
∪∩
t′
= − [ω(λ)]A2[ω(λ)± 1]A2
t′
= ∪∩
t′′
= ΘA2,n−1(pt′′).
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On conclut comme dans le cas 3.
Par conséquent, dans chacun des cas, on a ΘA2,n+1(pt) = Uω(λ)(α). Ce qui prouve
l’hérédité et achève la récurrence.
Remarque III.3.21. Pour n ≥ p, on sait qu’il existe des POIs pt, avec t ∈ T≤2n , non évaluables
(cf. le théorème III.2.20). Cependant, ils le deviennent sous l’image de ΘA2,n puisque les
polynômes de Chebychev sont à coefficients relatifs (récurrence facile). M
On en déduit la généralisation suivante du théorème [Lic92, Thm 2].
Proposition III.3.22. Soient n ∈ N∗ et l ∈ N le quotient de n dans sa division euclidienne
par p. On a :
ΘA2,n(fn) =
Un+1(α) si n ≤ p− 1 ou n = −1 mod p,Un+1(α) + U2lp−n−1(α) sinon,
ΘA2,n(f ′n) = −
[lp]A2
[lp− 1]A2U2lp−n−1(α) si n ≥ p et n 6= −1 mod p.
Démonstration. Il suffit d’utiliser la proposition III.3.20. On note λ(n) la forme de t(n), et
λ(n) celle de t(n) lorsqu’il existe.
(a) Si n ≤ p− 1 ou n = −1 mod p, alors fn = pt(n) et ω(λ(n)) = n+ 1. D’où ΘA2,n(fn) =
Un+1(α).
(b) Sinon, fn = p[t(n)] = pt(n) + pt(n) et ω(λ(n)) = n + 1, ω(λ(n)) = 2lp − n − 1. D’où
ΘA2,n(fn) = Un+1(α) + U2lp−n−1(α). Enfin, on a vu que f ′n = − [lp]A2[lp−1]A2 pt(n) dans la
preuve de la proposition III.3.17. Donc ΘA2,n(f ′n) = − [lp]A2[lp−1]A2U2lp−n−1(α).
Corollaire III.3.23. La famille {ΘA2,n(fn) ; n ∈ N∗} est une Z[A,A−1]-base de l’espace
d’écheveaux KA(D¯ × S1, 0).
Démonstration. D’après la proposition III.1.6, la famille {αn ; n ∈ N∗} est une Z[A,A−1]-
base de KA(D¯ × S1, 0). Or, la famille {ΘA2,n(fn) ; n ∈ N∗} est formée de polynômes de
Chebychev en α avec des indices croissants (cf. la proposition III.3.22). Par construction,
les polynômes de Chebychev sont échelonnés en degré et à coefficients relatifs (récurrences
faciles). D’où le résultat.
Enfin, on a une trace l’espace d’écheveaux KA(D¯ × S1, 0) du tore solide définie par :
(III.3.24) tr :

KA(D¯ × S1, 0) −→ Z[A,A−1]
a 7−→ a .
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Proposition III.3.25. Soient n ∈ N∗ et l ∈ N le quotient de n dans sa division euclidienne
par p. On a :
tr (ΘA2,n(fn)) =
(−1)n[n+ 1]A2 si n ≤ p− 1 ou n = −1 mod p,(−1)n[n+ 1]A2 + (−1)n[2lp− n− 1]A2 sinon,
tr (ΘA2,n(f ′n)) = (−1)n+1
[lp]A2 [2lp− n− 1]A2
[lp− 1]A2 si n ≥ p et n 6= −1 mod p.
Démonstration. D’après les relations d’écheveaux (III.1.5), pour tout polynôme R(x) ∈
Z[α], on a :
tr(R(α)) = R(−A2 − A−2).
Il suffit alors d’utiliser la proposition III.3.22) et la remarque II.3.3.
Remarque III.3.26. Lorsque A2 s’évalue en q = e
ipi
p , les classes d’écheveaux :
ΘA2,n(fn), ΘA2,n(f ′n) ; n ≥ p,
coloriées par les idempotents et nilpotents de Jones-Wenzl évaluables d’indice n ≥ p sont
toutes de trace nulle. Ce constat n’est pas surprenant puisque, dans notre construction,
ces idempotents et nilpotents correspondent à des U qsl(2)-modules de trace quantique
nulle (cf. par exemple [FGST06b, § 3.2, § A.1]). Il s’agit d’une obstruction majeure pour
étendre la construction des invariants de 3-variété de [RT91] à tous les objets de Repfds (cf.
l’introduction du chapitre I). Elle a été contournée dans [CGPM14] grâce à l’introduction
d’une trace modifiée (voir aussi [GPMT09]). M
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Chapitre IV
Représentations projectives du
groupe spécial linéaire
La construction des invariants de Reshetikhin et Turaev s’accompagne de représenta-
tions linéaires projectives des groupes de difféotopie des surfaces (cf. [RT91, § 4.6]). Dans
le cas du tore, le groupe de difféotopie s’identifie canoniquement au groupe spécial linéaire
SL2(Z) (cf. par exemple [FM12, § 2]). On a alors une représentation projective de SL2(Z).
En parallèle, dans l’article [LM94], Lyubashenko et Majid mettent en évidence une re-
présentation linéaire du groupe de difféotopie du tore épointé sur toute algèbre de Hopf
factorisable, tressée et enrubannée (cf. par exemple [FGST06b, § A.4]). Pour les groupes
quantiques quotients U qsl(2), associés à l’algèbre de lie sl2 et aux racines q de l’unité,
Kerler détaille cette représentation dans [Ker95] et s’intéresse plus particulièrement à la
représentation induite sur le centre. Il obtient ainsi une représentation de SL2(Z) sur le
centre des groupes quantiques quotients de sl2, qu’il conjecture être une extension non
triviale de la représentation de SL2(Z) obtenue par la théorie des champs quantique to-
pologique de [RT91]. En 2005, Feigin, Gainutdinov, Semikhanov et Tipunin démontrent
cette conjecture dans [FGST06b] grâce à des outils introduits dans [Lac03]. En réalité, ces
différents auteurs n’étudient pas exactement le même groupe quantique quotient de sl2
(distinction nécessaire suivant la parité des racines de l’unité). Toutefois, les outils qu’ils
mettent en œuvre se transposent sans difficultés majeures d’un groupe quantique quotient
à l’autre.
Dans ce dernier chapitre, on propose un analogue topologique partiel de cette action
de SL2(Z) due à [LM94]. Comme dans les chapitres précédents, on concentre notre travail
sur le groupe quantique restreint U qsl(2) associé à une racine q primitive paire de l’unité.
On commence par des rappels sur la représentation de [LM94] et sa représentation induite
de SL2(Z) sur le centre de U qsl(2) (cf. [FGST06b]). On détaille ensuite des actions remar-
quables sur l’espace d’écheveaux du tore solide colorié par les idempotents de Jones-Wenzl
évaluables. Ces calculs d’écheveaux permettent enfin de construire une analogie entre les
éléments du centre de U qsl(2) et les classes d’écheveaux coloriés, pour laquelle une partie
de l’action de SL2(Z) de [LM94] s’interprète avec les actions de la vrille négative et du
bouclage.
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IV.1 Représentation modulaire sur le centre du groupe
quantique restreint
Soit (A, µ, ν,∆, ε, S,R,v) une algèbre de Hopf factorisable, tressée et enrubannée. La
représentation linéaire projective à gauche de [LM94] sur A est définie par deux endomor-
phismes S ,T : A→ A tels que :
(IV.1.1) ∀x ∈ A S (x) = (id⊗ µ)
(
R−1(1⊗ x)R−121
)
, T (x) = vx,
où µ est une intégrale à gauche de A dont l’existence et l’unicité sont discutées dans
[Lyu95b, § 1]. Le lien avec le groupe de difféotopie du tore épointé se fait grâce aux
relations modulaires :
(ST )3 = νS 2, S 2 = S−1,
où ν est une constante complexe (cf. [LM94, Thm 1.1] et [Lyu95a, § 6.3]).
On s’intéresse à cette représentation dans le cas où A est le groupe quantique restreint
U qsl(2) où q = e
ipi
p (p ∈ N∗) ; pour lequel on a explicité les intégrales à gauche dans la
proposition (II.2.4), la M -matrice factorisable (II.2.18), et les éléments d’enrubannement
possibles (II.2.16). D’après une étude générale des doubles quantiques dans [Ker95, § 2.5],
il est connu que T et S induisent une représentation à gauche de SL2(Z) sur le centre Z
de U qsl(2).
Remarque IV.1.2. On peut montrer que T et S (IV.1.1) induisent une représentation de
SL2(Z) sur Z avec des arguments simples, sans évoquer la construction catégorique sur le
coend de [LM94] comme dans [Ker95]. Il est clair que T est stable sur Z puisque l’élément
d’enrubannement est central. Pour l’endomorphismeS , on considère une des deux algèbres
doubles tressées et enrubannées (D¯, R¯, v¯δ), δ ∈ {0, 1}, contenant une sous-algèbre de Hopf
isomorphe à U qsl(2) (cf. la sous-section II.2.B). On fixe une écriture de sa R-matrice :
R¯ =
k∑
i=1
ai ⊗ bi ; ai, bi ∈ D¯.
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Alors, son inverse s’écrit :
R¯−1 =
k∑
i=1
S(ai)⊗ bi =
k∑
i=1
ai ⊗ S−1(bi)
(cf. par exemple [Kas95, Thm VIII.2.4]). Soient ζ ∈ C et µlζ l’intégrale à gauche corres-
pondante de U qsl(2) (cf. la proposition II.2.4). Pour tout z ∈ Z, on a donc :
S (z) = (id⊗ µlζ)
(
R¯−1(1⊗ z)R¯−121
)
= (id⊗ µlζ)
(
aibj ⊗ S−1(bi)zS(aj)
)
= (id⊗ µlζ)
(
aibj ⊗ S−1(bi)S(aj)z
)
= µlζ ◦ S−1
(
S(z)S2(aj)bi
)
aibj.
D’après la remarque II.2.5 et la proposition II.2.4 sur les intégrales, il existe un unique
complexe ζ ′ tel que µlζ ◦ S−1 = µrζ′ . On considère le morphisme de Radford φ̂ : Chl → Z
(II.3.15) dont la bijection réciproque est :
φ̂
−1 :
Z −→ Ch
l
z 7−→ µrζ′(S(z)?)
,
où le symbole ? désigne la place de la variable (cf. la remarque II.3.14). On obtient alors :
S (z) = µrζ′
(
S(z)S2(aj)bi
)
aibj = φ̂
−1(z)(S2(aj)bi)aibj II.2.21= φ̂
−1(z) (biaj) aibj
=
(
φ̂
−1(z)⊗ id
)
(biaj ⊗ aibj) =
(
φ̂
−1(z)⊗ id
)
R¯21R¯ = χ ◦ φ̂−1(z),
où χ : Chl → Z (II.3.7) est le morphisme de Drinfeld. On en déduit que S est stable sur Z.
Enfin, on sait que U qsl(2) possède un élément de balancement généralisé (cf. le corollaire
II.2.10), donc S|Z = id. Par conséquent, les deux endomorphismes S|Z,T|Z vérifient les
relations modulaires :
(S|ZT|Z)3 = νS 2|Z, S 2|Z = id.
D’où le représentation de SL2(Z) sur Z. M
On commence par décrire une partie de l’action de T et S sur la base canonique du
centre {es ; 0 ≤ s ≤ p} ∪ {w±s ; 1 ≤ s ≤ p− 1} (cf. la proposition II.1.7).
Proposition IV.1.3. Soit δ ∈ {0, 1}. On munit U qsl(2) de l’élément d’enrubannement vδ
(II.2.16) et de la représentation de [LM94] (IV.1.1).
(i) L’action de T sur le centre Z de U qsl(2) est donnée par :
T (es) = (−1)δ(s−1)q− s
2−1
2 es
+ δ1≤s≤p−1(−1)δ(s−1)(q − q−1)q− s
2−1
2
(
p− s
[s] w
+
s −
s
[s]w
−
s
)
, 1 ≤ s ≤ p,
T (w±s ) = (−1)δ(s−1)q−
s2−1
2 w±s , 1 ≤ s ≤ p− 1.
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(ii) L’action de S sur le centre Z de U qsl(2) vérifie :
S (e0) =
(−1)p−δ
ζ4p([p− 1]!)2
p∑
j=0
U2p((−1)δβ̂j)ej
+ (−1)
p
ζ4p([p− 1]!)2 (q − q
−1)2
p−1∑
s=1
U ′2p((−1)δβ̂j)
(
w+j + w−j
)
,
S (ep) =
(−1)(δ−1)(p−1)
ζ2p([p− 1]!)2
p∑
j=0
Up((−1)δβ̂j)ej
+ (−1)
(δ−1)p+1
ζ2p([p− 1]!)2 (q − q
−1)2
p−1∑
j=1
U ′p((−1)δβ̂s)
(
w+s + w−s
)
S (w+s ) =
(−1)p+δ(s−1)
ζ2p([p− 1]!)2 [s]
2
p∑
j=0
Us((−1)δβ̂j)ej
+ (−1)
p+δs
ζ2p([p− 1]!)2 [s]
2(q − q−1)2
p−1∑
j=1
U ′s((−1)δβ̂j)
(
w+j + w−j
)
,
1 ≤ s ≤ p− 1,
S (w−s ) =
(−1)δ(p−s−1)
ζ4p([p− 1]!)2 [s]
2
p∑
j=0
(U2p−s − Us)((−1)δβ̂j)ej
+ (−1)
δ(p−s)
ζ4p([p− 1]!)2 [s]
2(q − q−1)2
p−1∑
s=1
(U ′2p−s − U ′s)((−1)δβ̂j)
(
w+j + w−j
)
,
1 ≤ s ≤ p− 1,
où ζ ∈ C, (Us(x))s∈N désigne les polynômes de Chebychev et, pour tout s ∈ N,
β̂s := qs + q−s.
Démonstration. (i) Par construction, l’action de T est donnée par la multiplication par
l’élément d’enrubannement vδ (IV.1.1). Or, d’après la proposition II.2.19, on a :
vδ =
p∑
s=0
(−1)δ(s−1)q− s
2−1
2 es + (q − q−1)
p−1∑
s=1
(−1)δ(s−1)q− s
2−1
2
(
p− s
[s] w
+
s −
s
[s]w
−
s
)
.
D’où les expressions de T (es), 0 ≤ s ≤ p, et T (w±s ), 1 ≤ s ≤ p− 1.
(ii) D’après la remarque IV.1.2, l’action de S sur Z est donnée par :
(1) ∀z ∈ Z S (z) = χ ◦ φ̂−1(z),
où φ̂ : Chl → Z (II.3.15) est le morphisme de Radford et χ : Chl → Z (II.3.7) celui de
Drinfeld. On considère les morphismes φ̂δ (II.3.16) et χδ (II.3.8) construits à partir
de φ̂ et χ respectivement. Comme dans les sous-sections II.3.C et II.3.B, on note :
∀α ∈ {+,−} ∀s ∈ {1, ..., p} φ̂αδ (s) := φ̂
δ ([X α(s)]) , χαδ (s) := χδ ([X α(s)]) ,
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où, pour tout U qsl(2)-module à gaucheX , [X ] désigne la classe d’équivalence deX
dans le groupe de Grothendieck G de U qsl(2). Alors, d’après la proposition II.3.19,
on sait que :
w+s =
(−1)p+δ(s−1)
ζ2p([p− 1]!)2 [s]
2φ̂+δ (s), 1 ≤ s ≤ p− 1,
w−p−s =
(−1)δ(p−s−1)
ζ2p([p− 1]!)2 [s]
2φ̂−δ (s), 1 ≤ s ≤ p− 1,
ep =
(−1)(δ−1)(p−1)
ζ2p([p− 1]!)2 φ̂
+
δ (p),
e0 =
(−1)p−δ
ζ2p([p− 1]!)2 φ̂
−
δ (p),
où ζ ∈ C dépend du choix de la co-intégrale bilatère cζ (II.2.4) dans la construction
du morphisme de Radford φ̂. On en déduit les expressions :
S (w+s ) =
(−1)p+δ(s−1)
ζ2p([p− 1]!)2 [s]
2S (φ̂+δ (s))
(1)= (−1)
p+δ(s−1)
ζ2p([p− 1]!)2 [s]
2χ+δ (s), 1 ≤ s ≤ p− 1,
S (w−p−s) =
(−1)δ(p−s−1)
ζ2p([p− 1]!)2 [s]
2S (φ̂−δ (s))
(1)= (−1)
δ(p−s−1)
ζ2p([p− 1]!)2 [s]
2χ−δ (s)), 1 ≤ s ≤ p− 1,
S (ep) =
(−1)(δ−1)(p−1)
ζ2p([p− 1]!)2S (φ̂
+
δ (p))
(1)= (−1)
(δ−1)(p−1)
ζ2p([p− 1]!)2χ
+
δ (p),
S (e0) =
(−1)p−δ
ζ2p([p− 1]!)2S (φ̂
−
δ (p))
(1)= (−1)
p−δ
ζ2p([p− 1]!)2χ
−
δ (p).
Or, d’après la proposition II.3.11, on sait aussi que pour tout s ∈ {1, ..., p} :
χ+δ (s) =
p∑
j=0
Us((−1)δβ̂j)ej + (−1)δ(q − q−1)2
p−1∑
j=1
U ′s((−1)δβ̂j)
(
w+j + w−j
)
,
χ−δ (s) =
1
2
p∑
j=0
(Up+s − Up−s)((−1)δβ̂j)ej
+ (−1)δ (q − q
−1)2
2
p−1∑
s=1
(U ′p+s − U ′p−s)((−1)δβ̂j)
(
w+j + w−j
)
,
D’où les expressions de S (e0), S (ep), et S (w±s ), 1 ≤ s ≤ p− 1.
Remarque IV.1.4. Dans la proposition IV.1.3, les expressions de S (es), 1 ≤ s ≤ p − 1,
ne sont pas données car elles sont très compliquées et peu exploitables. Pour les obtenir,
on exprime les vecteurs es, 1 ≤ s ≤ p − 1, comme des polynômes en (−1)δ(q − q−1)2C
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conformément à la remarque II.1.14. On décompose ensuite ces polynômes dans la famille
libre
{
χ±δ (s′) ; 1 ≤ s′ ≤ p
}
(cf. la proposition II.3.11). D’après la remarque IV.1.2, on a :
∀s ∈ {1, ..., p} S (φ̂±δ (s)) = χ±δ (s) =⇒ S (χ±δ (s)) = φ̂±δ (s).
On obtient ainsi les expressions de S (es), 1 ≤ s ≤ p− 1, dans
{
φ̂±δ (s′) ; 1 ≤ s′ ≤ p
}
dont
on connaît le lien avec la base canonique du centre (cf. la proposition II.3.19). M
En outre, en choisissant une autre base du centre construite à partir des sous-familles
libres
{
φ̂±δ (s) ; 1 ≤ s ≤ p
}
et
{
χ±δ (s) ; 1 ≤ s ≤ p
}
(cf. les sous-sections II.3.C et II.3.B), on
dégage des réductions de Jordan remarquables pour les actions de T et S . Plus précisé-
ment, ces réductions fournissent une décomposition de la SL2(Z)-représentation à gauche
sur Z comme une extension non triviale de la SL2(Z)-représentation obtenue par la théorie
des champs quantique topologique (TQFT) de [RT91] (cf. par exemple [Tur94, § II.3.9, §
IV.5.4]).
Théorème IV.1.5 ([FGST06b, Thm 5.2]). La SL2(Z)-représentation à gauche sur le
centre Z de U qsl(2) de [LM94] se décompose en la somme directe Z ∼= Pp+1⊕ (C2 ⊗ Vp−1)
où :
(i) le SL2(Z)-module Pp+1 est simple de C-dimension p+ 1,
(ii) le SL2(Z)-module Vp−1 est semi-simple de C-dimension p−1 et isomorphe au SL2(Z)-
module obtenu par la TQFT de [RT91],
(iii) et C2 désigne la SL2(Z)-représentation standard définie par les matrices :
T =
(
1 1
0 1
)
, S =
(
0 −1
0 1
)
.
IV.2 Actions remarquables sur l’espace d’écheveaux
du tore solide
Compte-tenu du théorème IV.1.5 de décomposition de la SL2(Z)-représentation de
[LM94] sur le centre Z de U qsl(2), on cherche un analogue topologique. Pour cela, on
considère l’espace d’écheveaux KA(D¯ × S1, 0) du tore solide et on étudie les actions de
la vrille et du bouclage. Des résultats préliminaires sur les actions de l’enlacement seront
nécessaires. On obtiendra des généralisations de résultats de Lickorish donnés dans [Lic92,
§ 5].
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IV.2.A Actions de l’enlacement
On commence par étudier les actions de l’enlacement positif sur l’espace d’écheveaux
KA(D¯ × S1, 0) du tore solide. Elles sont données par les applications linéaires :
∀i ∈ {1, ..., n− 1} Ei :

KA(D¯ × S1) −→ KA(D¯ × S1)
a
n
7−→ a
n−i i
.
L’enlacement négatif étant l’image miroir du positive, ses actions se déduisent de celle de
l’enlacement positif en remplaçant A par A−1 (cf. les relations d’écheveaux (III.1.5)).
Comme {ΘA2,n(fn) ; n ∈ N∗} est une Z[A,A−1]-base de KA(D¯× S1, 0) (cf. le corollaire
III.3.23), pour tout i ∈ {1, ..., n− 1}, on calcule l’image de Ei sur ces classes d’écheveaux
coloriés par les idempotents de Jones-Wenzl évaluables. Pour cela, il suffit de calculer les
classes d’écheveaux des coupons :
(IV.2.1) Ei,n−i :=
i n−i
i n−i
; n ∈ N∗, i ∈ {1, ..., n− 1},
où la barre horizontale supérieure (resp. inférieure) désigne l’insertion de l’idempotent de
Jones-Wenzl évaluable dont l’indice correspond au nombre total de brin(s) sortant(s) (resp.
entrant(s)). On commence par donner trois lemmes techniques.
Lemme IV.2.2. Soient n ∈ N∗, l ∈ N le quotient de n dans sa division euclidienne par
p, et i ∈ {1, ..., n− 1}.
(i) Si n ≤ p− 1 ou n = −1 mod p, alors :
Ei,n−i =
i n−i
i n−i
= A2(n−i)i
n
n
.
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(ii) Si n ≥ p et i ≤ lp− 1 < n, alors :
Ei,n−i =
i n−i
i n−i
= A2(lp−1−i)i
lp−1−i i n−lp+1
lp−1−i i n−lp+1
.
(iii) Si n ≥ p et lp− 1 ≤ i < n, alors :
Ei,n−i =
i n−i
i n−i
= A2(n−i)(i−lp+1)
lp−1 n−i i−lp+1
lp−1 n−i i−lp+1
.
Démonstration. (i) D’après la proposition III.3.17, pour tout i ∈ {1, ..., n − 1}, on a
hifn = 0 = fnhi. Aussi, on dénoue chacun des i(n − i) croisements supérieurs et
inférieurs avec la composante D0 des relations d’écheveaux (III.1.5) :
Ei,n−i =
i n−i
i n−i
= A2(n−i)i
n−i i
n−i i
= A2(n−i)i
n
n
.
(ii) D’après la proposition III.3.17, pour tout i ∈ {1, ..., lp − 2}, on a hifn = 0 = fnhi.
On procède comme en (i) sur les i(lp− 1− i) croisements de gauches dans les i(n− i)
croisements supérieurs et inférieurs :
Ei,n−i =
i n−i
i n−i
=
i lp−1−i n−lp+1
i lp−1−i n−lp+1
= A2(lp−1−i)i
lp−1−i i n−lp+1
lp−1−i i n−lp+1
.
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(iii) D’après la proposition III.3.17, pour tout i ∈ {lp, ..., n − 1}, on a hifn = 0 = fnhi.
On procède comme en (i) sur les (i − lp + 1)(n − i) croisements de droite dans les
i(n− i) croisements supérieurs et inférieurs :
Ei,n−i =
i n−i
i n−i
=
lp−1 i−lp+1 n−i
lp−1 i−lp+1 n−i
= A2(n−i)(i−lp+1)
lp−1 n−i i−lp+1
lp−1 n−i i−lp+1
.
Lemme IV.2.3. Soient n ≥ p tel que n 6= −1 mod p, et l ∈ N∗ le quotient de n dans sa
division euclidienne par p. On se donne g, c, r ∈ N et d, e ∈ N∗ tels que g+e+2c+d+r = n
et g + e = lp− 1. Alors :
Sg,e,c,d,r :=
g e c d r
g e c d r
= A2dSg+1,e−1,c,d,r + A−2e
(
A2d − A−2d
)
Sg,e−1,c+1,d−1,r.
Démonstration. On commence par traiter le cas où g = c = r = 0. On isole deux brins
centraux sur lesquels on utilise les relations d’isotopie et d’écheveaux (III.1.5) :
e d
e d
=
e−1 1 1 d−1
e−1 1 1 d−1
=
e−1 1 1 d−1
e−1 1 1 d−1
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= A
e−1 1 1 d−1
e−1 1 1 d−1
+ A−1
e−1 1 1 d−1
e−1 1 1 d−1
= A2
e−1 1 1 d−1
e−1 1 1 d−1
+
e−1 1 1 d−1
e−1 1 1 d−1
+ A−1
e−1 1 1 d−1
e−1 1 1 d−1
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= A2
e−1 1 1 d−1
e−1 1 1 d−1
+
e−1 1 1 d−1
e−1 1 1 d−1
− A−4
e−1 1 1 d−1
e−1 1 1 d−1
.
Or, d’après la proposition III.3.17, pour tout i ∈ {1, ..., n− 1} \ {lp− 1}, on a hifn =
0 = fnhi. Aussi, on dénoue chacun des e − 1 (resp. d − 1) croisements extrêmes avec la
composante qui ne s’annule pas. On obtient donc :
S0,e,0,d,0 = A2+2(d−1)+(e−1)−(e−1)
1 e−1 1 d−1
1 e−1 1 d−1
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+ A−(e−1)
(
A2(d−1) − A−2(d−1)−4
)
e−1 1 1 d−1
1 e−1 1 d−1
= A2d
1 e−1 d−1
1 e−1 d
+ A−2(e−1)−2
(
A2d − A−2d
)
e−1 1 1 d−1
e−1 1 1 d−1
= A2d
1 e−1 d−1
1 e−1 d
+ A−2e
(
A2d − A−2d
)
e−1 1 1 d−1
e−1 1 1 d−1
.
Enfin, l’ajout de brins à gauche, à droite, ou en demi-cercle ne change pas les calculs
ci-dessus. D’où le résultat pour le coupon Sg,e,c,d,r avec g, c, r ∈ N.
Lemme IV.2.4. Soient n ≥ p tel que n 6= −1 mod p, et l ∈ N∗ le quotient de n dans sa
division euclidienne par p. On se donne un entier c tel que 1 ≤ c ≤ n− lp+ 1. Alors :
lp−1−c c n−lp−c
lp−1−c c n−lp−c
= (−1)c−1 [lp− 1]A2[lp− c]A2
lp−2 1 n−lp
lp−2 1 n−lp
.
Démonstration. Les barres horizontales désignent l’insertion de l’idempotent de Jones-
Wenzl évaluable fn = p[t(n)], où t(n) (III.3.13) possède un sous-tableau critique maximal
t(lp − 1) et un tableau conjugué t(n) (cf. la remarque III.2.16). Le coupon de droite cor-
respond donc à fnhlp−1fn = p[t(n)]hlp−1p[t(n)] = f ′n. Or, dans la preuve de la proposition
III.3.17, on a vu que :
(1) f ′n = p[t(n)]hlp−1p[t(n)] = pt(n)hlp−1pt(n) = −
[lp]A2
[lp− 1]A2 pt(n).
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On construit l’élément f (c)n ∈ TLn(A2) correspondant au coupon de gauche. On a :
lp−1−c c n−lp−c
lp−1−c c n−lp−c
=
lp−1−c n−lp−c
· · · · · ·
· · ·
· · ·
· · · · · ·
lp−1−c n−lp−c
.
Donc :
f (c)n = fnhlp−1 (hlp−2hlp) ... (hlp−chlp−c+2...hlp+c−2) ... (hlp−2hlp)hlp−1fn
= p[t(n)]hlp−1 (hlp−2hlp) ... (hlp−chlp−c+2...hlp+c−2) ... (hlp−2hlp)hlp−1p[t(n)].
On se retrouve dans la configuration de la preuve du lemme III.2.19. En utilisant les mêmes
arguments de calculs, on obtient :
f (c)n =
(
− [lp− 2]A2[lp− 1]A2
)(
− [lp− 3]A2[lp− 2]A2
)2
...
(
− [lp− c]A2[lp− c+ 1]A2
)c−1 (
− [lp− c+ 1]A2[lp− c]A2
)c
×
(
− [lp− c+ 2]A2[lp− c+ 1]A2
)c−1
...
(
− [lp− 1]A2[lp− 2]A2
)2 (
− [lp]A2[lp− 1]A2
)
pt(n)
= (−1)c
c−1∏
j=1
[lp− j − 1]jA2 [lp− j + 1]jA2
[lp− j]2jA2
× [lp− c+ 1]
c
A2
[lp− c]cA2
pt(n)
= (−1)c
c−1∏
j=1
1
[lp− j]2jA2
c∏
j=2
[lp− j]j−1A2
c−2∏
j=0
[lp− j]j+1A2 ×
[lp− c+ 1]cA2
[lp− c]cA2
pt(n)
= (−1)c [lp− c+ 1]
c−2
A2 [lp− c]c−1A2 [lp]A2 [lp− 1]2A2 [lp− c+ 1]cA2
[lp− 1]2A2 [lp− c+ 1]2c−2A2 [lp− c]cA2
pt(n)
= (−1)c [lp]A2[lp− c]A2 pt(n).(2)
En comparant les équations (1) et (2), on obtient :
f (c)n = (−1)c−1
[lp− 1]A2
[lp− c]A2 f
′
n.
D’où l’égalité des coupons correspondants.
On peut maintenant exprimer certains coupons Ei,n−i (IV.2.1), n ∈ N∗, i ∈ {1, ..., n−1},
en fonction des coupons associés aux idempotents et nilpotents de Jones-Wenzl évaluables :
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(IV.2.5)
n := fn =
n
n
, n ∈ N∗,
∪∩
n
:= f ′n =
lp−2 1 n−lp
lp−2 1 n−lp
, n ≥ p,
où, pour tout n ∈ N∗, l’entier l désigne le quotient de n dans sa division euclidienne par p.
Théorème IV.2.6 (—, Andrews). Soient n ∈ N∗, l ∈ N le quotient de n dans sa division
euclidienne par p, et i ∈ {1, ..., n− 1}.
(i) Si n ≤ p− 1 ou n = −1 mod p, alors E±1i,n−i = A±2(n−i)i n .
(ii’) Si n ≥ p et i = 1 < n, alors :
E±11,n−1 = A±2(n−1) n ± A±2(lp−3)
(
A2 − A−2
)
[n− lp+ 1]A2 ∪∩
n
,
E±11,n−1 · ∪∩
n
= A±2(n−1) ∪∩
n
∓ A±2(lp−3)
(
A2 − A−2
) [lp]A2 [n− lp+ 1]A2
[lp− 1]A2
∪∩
n
.
(iii) Si n ≥ p et lp− 1 ≤ i < n, alors :
E±1i,n−i = A±2(n−i)i n ± A±2(n−i)(i−lp)
(
A2 − A−2
) [lp− 1]A2 [(n− i)lp]A2
[lp]A2
∪∩
n
,
E±1i,n−i · ∪∩
n
= A±2(n−i)i ∪∩
n
∓ A±2(n−i)(i−lp)
(
A2 − A−2
)
[(n− i)lp]A2 ∪∩
n
.
Démonstration. L’enlacement négatif étant l’image miroir du positif, les formules avec les
coupons E−1i,n−i se déduisent de celles avec les coupons Ei,n−i en remplaçant A par A−1 (cf.
les relations d’écheveaux (III.1.5)).
De même, pour les assertions (ii′) et (iii), les formules des coupons Ei,n−i · ∪∩
n
(i.e. le
produit en pile (III.2.1) de Ei,n−i et ∪∩
n
) se déduisent de celles des coupons Ei,n−i grâce
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aux relations :
n · ∪∩
n
= ∪∩
n
= ∪∩
n
· n , ∪∩
n
· ∪∩
n
III.3.17= − [lp]A2[lp− 1]A2
∪∩
n
.
Il suffit donc d’étudier le coupon Ei,n−i. L’assertion (i) découle directement du lemme
IV.2.2. On suppose désormais que n ≥ p. D’après les lemmes IV.2.2 et IV.2.3, on sait que :
(1) Ei,n−i =
A2(lp−1−i)iSlp−1−i,i,0,n−lp+1,0 si i ≤ lp− 1 < n.A2(n−i)(i−lp+1)S0,lp−1,0,n−i,i−lp+1 si lp− 1 ≤ i < n.
On se donne g, r ∈ N et d, e ∈ N∗ tels que g+ e+d+ r = n et g+ e = lp−1. Alors, d’après
le lemme IV.2.3, on a :
Sg,e,0,d,r = A2dSg+1,e−1,0,d,r + A−2e
(
A2d − A−2d
)
Sg,e−1,1,d−1,r.
On en déduit que :
Sg,e,0,d,r = A2deSg+e,0,0,0,d+r +
min(e,d)∑
k=1
∑
0=i0<i1<...<ik<ik+1=e+1
Ci1,...,ikSg+e−k,0,k,0,d−k+r,
où :
Ci1,...,ik =
k∏
j=0
A2(d−j)(ij+1−1−ij)
k−1∏
j=0
A−2(e−ij+1+1)
(
A2(d−j) − A−2(d−j)
)
= A2
∑k
j=0(d−j)(ij+1−ij−1)−2
∑k−1
j=0 (e−ij+1+1)
k−1∏
j=0
(
A2(d−j) − A−2(d−j)
)
= A2d(e+1)−2d(k+1)−2k(e+1)+2
∑k
j=1 ij+k(k+1)−2ek+2
∑k
j=1 ij−2k
k−1∏
j=0
(
A2(d−j) − A−2(d−j)
)
= A2de+k(k−3−2d−4e)+4
∑k
j=1 ij
k−1∏
j=0
(
A2(d−j) − A−2(d−j)
)
.
De plus, d’après le lemme IV.2.4, on sait que :
Sg+e−k,0,k,0,d−k+r = (−1)k−1A
2(lp−1) − A−2(lp−1)
A2(lp−k) − A−2(lp−k)Slp−2,0,1,0,n−lp.
Par conséquent :
(2) Sg,e,0,d,r = A2de n + A2de
(
A2(lp−1) − A−2(lp−1)
)
Σe,d ∪∩
n
,
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où :
Σe,d :=
min(e,d)∑
k=1
(−1)k−1 A
k(k−3−2d−4e)
A2(lp−k) − A−2(lp−k)
∑
1≤i1<...<ik≤e
A4
∑k
j=1 ij
k−1∏
j=0
(
A2(d−j) − A−2(d−j)
)
.
Il reste à simplifier ce terme Σe,d. Pour cela, on utilise une preuve de G. E. Andrews. On
pose :
∀X, Y ∈ C(A) ∀k ∈ N∗ (Y ;X)k :=
k−1∏
j=0
(1− Y Xj).
Alors, pour tout k ∈ N∗, on a :
k−1∏
j=0
(
A2(d−j) − A−2(d−j)
)
= A2dk−k(k−1)(A−4d;A4)k = Ak(2d−k+1)(A−4d;A4)k.
Et d’après le théorème q-binomial (cf. par exemple [AE04, Thm8]), pour tout k ∈ N∗ :
∑
1≤i1<...<ik≤e
A4
∑k
j=1 ij = A2k(k+1) (A
4e;A−4)k
(A4;A4)k
= (−1)kA2k(k+1)A4ke−2k(k−1)︸ ︷︷ ︸
Ak(4e+4)
(A−4e;A4)k
(A4;A4)k
.
Donc :
Σe,d = −
min(e,d)∑
k=1
A2k(A−4d;A4)k(A−4e;A4)k
A2(lp−k) (1− A−4(lp−k)) (A4;A4)k
= −
min(e,d)∑
k=1
A4k(A−4d;A4)k(A−4e;A4)k
A2lp (1− A−4(lp−k)) (A4;A4)k
= − 1
A2lp
min(e,d)∑
k=1
(A−4(lp−1);A4)k−1(A−4d;A4)k(A−4e;A4)k
(A−4(lp−1);A4)k(A4;A4)k
A4k
= − 1
A2lp (1− A−4lp)
min(e,d)∑
k=1
(A−4lp;A4)k(A−4d;A4)k(A−4e;A4)k
(A−4(lp−1);A4)k(A4;A4)k
A4k
= − 1
A2lp − A−2lp
∑
k≥1
(A−4lp;A4)k(A−4d;A4)k(A−4e;A4)k
(A−4(lp−1);A4)k(A4;A4)k
A4k.(3)
On revient sur la distinction des cas (ii′) et (iii).
(ii’) On suppose que i = 1 < n. Alors e = 1 et d = n− lp + 1. D’après les égalités (1) et
(2), on a :
E1,n−1 = A2(lp−2)A2(n−lp+1) n
+ A2(lp−2)A2(n−lp+1)
(
A2(lp−1) − A−2(lp−1)
)
Σ1,n−lp+1 ∪∩
n
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= A2(n−1) n + A2(n−1)(A2 − A−2)[lp− 1]A2Σi,n−lp+1︸ ︷︷ ︸
B1,n−lp+1
∪∩
n
.
Or, d’après l’équation (3), la somme Σ1,n−lp+1 se réduit à :
Σ1,n−lp+1 = − 1
A2lp − A−2lp
(A−4lp;A4)1(A−4(n−lp+1);A4)1(A−4;A4)1
(A−4(lp−1);A4)1(A4;A4)1
A4
= 1
A2lp − A−2lp
(1− A−4lp)(1− A−4(n−lp+1))
(1− A−4(lp−1))
= A−2lp−2(n−lp+1)+2(lp−1) [n− lp+ 1]A2[lp− 1]A2 = A
−2(n−lp+2) [n− lp+ 1]A2
[lp− 1]A2 .
Il s’ensuit que :
B1,n−lp+1 = A2(lp−3)(A2 − A−2)[n− lp+ 1]A2 .
(iii) On suppose que lp− 1 ≤ i < n. Alors e = lp− 1 et d = n− i. D’après les égalités (1)
et (2), on a :
Ei,n−i = A2(n−i)(i−lp+1)A2(n−i)(lp−1) n
+ A2(n−i)(i−lp+1)A2(n−i)(lp−1)
(
A2(lp−1) − A−2(lp−1)
)
Σlp−1,n−i ∪∩
n
= A2(n−i)i n + A2(n−i)i(A2 − A−2)[lp− 1]A2Σlp−1,n−i︸ ︷︷ ︸
Blp−1,n−i
∪∩
n
.
Or, d’après l’équation (3), la somme Σlp−1,n−i est une série hypergéométrique basique
(cf. par exemple [GR04, Eqn 1.2.14]) :
Σlp−1,n−i = − 1
A2lp − A−2lp
∑
k≥1
(A−4lp, A4)k(A−4(n−i), A4)k
(A4, A4)k
A4k
= − 1
A2lp − A−2lp
(
2φ1
(
A−4lp, A−4(n−i); 0;A4, A4
)
− 1
)
.
D’après la formule de transformation de Heine (cf. par exemple [GR04, § 1.5]), on a :
Σlp−1,n−i = − 1
A2lp − A−2lp
(
(0;A4)
(0;A4)A
−4lp(n−i) − 1
)
= 1− A
−4lp(n−i)
A2lp − A−2lp = A
−2lp(n−i) [lp(n− i)]A2
[lp]A2
.
Il s’ensuit que :
Blp−1,n−i = A2(n−i)(i−lp)(A2 − A−2) [lp− 1]A2 [lp(n− i)]A2[lp]A2 .
D’où le résultat.
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IV.2.B Actions de la vrille
A l’aide des résultats de la sous-section IV.2.A, on étudie l’action de la vrille positive
sur l’espace d’écheveaux KA(D¯ × S1, 0) du tore solide. Elle est donnée par l’application
linéaire :
T :

KA(D¯ × S1) −→ KA(D¯ × S1)
a 7−→ a .
La vrille négative étant l’image miroir de celle positive, son action se déduit de celle de la
vrille positive en remplaçant A par A−1 (cf. les relations d’écheveaux (III.1.5)).
Comme {ΘA2,n(fn) ; n ∈ N∗} est une Z[A,A−1]-base de KA(D¯× S1, 0) (cf. le corollaire
III.3.23), on calcule l’image de T sur ces classes d’écheveaux coloriés par les idempotents de
Jones-Wenzl évaluables. Pour cela, il suffit de calculer les classes d’écheveaux des coupons :
(IV.2.7) Tn :=
n
n
=
n
n
; n ∈ N∗,
où la barre horizontale supérieure (resp. inférieure) désigne l’insertion de l’idempotent
de Jones-Wenzl évaluable dont l’indice correspond au nombre total de brin(s) sortant(s)
(resp. entrant(s)). On utilisera encore les notations (IV.2.5) pour les coupons associés aux
idempotents et nilpotents de Jones-Wenzl évaluables.
Lemme IV.2.8. Soient n ∈ N∗ et l ∈ N le quotient de n dans sa division euclidienne par
p.
(i) Si n ≤ p− 1 ou n = −1 mod p, alors :
Tn =
n
n
= (−1)nAn(n+2)
n
n
.
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(ii) Si n ≥ p, alors :
Tn =
n
n
= (−1)nA(lp−1)(lp+1)+(n−lp+1)(n−lp+3)
lp−1 n−lp+1
lp−1 n−lp+1
.
Démonstration. (i) On isole un brin à gauche sur lequel on utilise les relations d’isotopie
et d’écheveaux (III.1.5) :
Tn =
n
n
=
1 n−1
1 n−1
=
1 n−1
1 n−1
=
1 n−1
1 n−1
= −A3
1 n−1
1 n−1
.
Or, d’après la proposition III.3.17, pour tout i ∈ {1, ..., n− 1}, on a hifn = 0 = fnhi.
Aussi, on dénoue chacun des 2(n− 1) croisements supérieurs avec la composante D0
165
Chapitre IV. Représentations projectives du groupe spécial linéaire
des relations d’écheveaux (III.1.5) :
n
n
= −A3+2(n−1)
1 n−1
n−1
= −A2n+1
1 n−1
n−1
.
Par une récurrence immédiate, on en déduit que :
n
n
=
n∏
i=1
−A2i+1
n
n
= (−1)nAn(n+1)+n
n
n
= (−1)nAn(n+2)
n
n
.
(ii) On isole lp− 1 brins à gauche sur lesquels on utilise les relations d’isotopie :
Tn =
n
n
=
lp−1 n−lp+1
lp−1 n−lp+1
=
lp−1 n−lp+1
lp−1 n−lp+1
=
lp−1 n−lp+1
lp−1 n−lp+1
.
166
IV.2. Actions remarquables sur l’espace d’écheveaux du tore solide
Or, d’après la proposition III.3.17, pour tout i ∈ {1, ..., n − 1} \ {lp − 1}, on a
hifn = 0 = fnhi. On procède comme en (i) sur les lp − 1 premiers brins et les
n− lp+ 1 derniers brins. On obtient ainsi :
Tn =
n
n
= (−1)(lp−1)+(n−lp+1)︸ ︷︷ ︸
(−1)n
A(lp−1)(lp+1)+(n−lp+1)(n−lp+3)
lp−1 n−lp+1
lp−1 n−lp+1
= (−1)nA(lp−1)(lp+1)+(n−lp+1)(n−lp+3)
lp−1 n−lp+1
lp−1 n−lp+1
.
Théorème IV.2.9. Soient n ∈ N∗ et l ∈ N le quotient de n dans sa division euclidienne
par p.
(i) Si n ≤ p− 1 ou n = −1 mod p, alors T±1n = (−1)nA±n(n+2) n .
(ii) Si n ≥ p, alors :
T±1n = (−1)nA±n(n+2) n ± (−1)nA±n(n+2)∓2lp(n−lp+1)
×
(
A2 − A−2
) [lp− 1]A2 [(n− lp+ 1)lp]A2
[lp]A2
∪∩
n
,
T±1n · ∪∩
n
= (−1)nA±n(n+2) ∪∩
n
∓ (−1)nA±n(n+2)∓2lp(n−lp+1)
×
(
A− A−2
)
[(n− lp+ 1)lp]A2 ∪∩
n
.
Démonstration. La vrille négative étant l’image miroir de la positive, les formules avec les
coupons T−1n se déduisent de celles avec les coupons Tn en remplaçant A par A−1 (cf. les
relations d’écheveaux (III.1.5)).
De même, pour les assertions (ii) et (iii), les formules des coupons Tn · ∪∩
n
(i.e. le
produit en pile (III.2.1) de Tn et ∪∩
n
) se déduisent de celles des coupons Tn grâce aux
167
Chapitre IV. Représentations projectives du groupe spécial linéaire
relations :
n · ∪∩
n
= ∪∩
n
= ∪∩
n
· n , ∪∩
n
· ∪∩
n
III.3.17= − [lp]A2[lp− 1]A2
∪∩
n
.
Il suffit donc d’étudier le coupon Tn. L’assertion (i) découle directement du lemme
IV.2.8. On suppose désormais que n ≥ p. D’après le lemme IV.2.8 et l’assertion (iii) du
théorème IV.2.6, on a :
Tn = (−1)nA(lp−1)(lp+1)+(n−lp+1)(n−lp+3)+2(n−lp+1)(lp−1) n
+ (−1)nA(lp−1)(lp+1)+(n−lp+1)(n−lp+3)−2(n−lp+1)
×
(
A2 − A−2
) [lp− 1]A2 [(n− lp+ 1)lp]A2
[lp]A2
∪∩
n
= (−1)nA(lp−1)(n+2)+(n−lp+1)(n+2) n + (−1)nA(lp−1)(lp+1)+(n−lp+1)(n−lp+1)
×
(
A2 − A−2
) [lp− 1]A2 [(n− lp+ 1)lp]A2
[lp]A2
∪∩
n
= (−1)nAn(n+2) n + (−1)nAn(n+2)−2lp(n−lp+1)(
A2 − A−2
) [lp− 1]A2 [(n− lp+ 1)lp]A2
[lp]A2
∪∩
n
.
D’où le résultat.
IV.2.C Actions du bouclage
A l’aide des résultats de la sous-section IV.2.A, on étudie enfin l’action du bouclage
sur l’espace d’écheveaux KA(D¯ × S1, 0) du tore solide. Elle est donnée par combinaisons
linéaires des applications linéaires :
∀i ∈ N∗ Bi :

KA(D¯ × S1) −→ KA(D¯ × S1)
a 7−→ a
i .
Comme {ΘA2,n(fn) ; n ∈ N∗} est une Z[A,A−1]-base de KA(D¯× S1, 0) (cf. le corollaire
III.3.23), on calcule l’image de Bi, i ∈ N∗, sur ces classes d’écheveaux coloriés par les idem-
potents de Jones-Wenzl évaluables. Pour cela, il suffit de calculer les classes d’écheveaux
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des coupons :
(IV.2.10) Bi,n :=
n
i
n
=
n
i
n
; n ∈ N∗, i ∈ N∗,
où la barre horizontale supérieure (resp. inférieure) désigne l’insertion de l’idempotent
de Jones-Wenzl évaluable dont l’indice correspond au nombre total de brin(s) sortant(s)
(resp. entrant(s)). On utilisera encore les notations (IV.2.5) pour les coupons associés aux
idempotents et nilpotents de Jones-Wenzl évaluables.
Lemme IV.2.11. Soient n ∈ N∗, l ∈ N le quotient de n dans sa division euclidienne par
p, et i ∈ N∗.
(i) Si n ≤ p− 1 ou n = −1 mod p, alors :
Bi,n :=
n
i
n
= −
(
A2(n+1) + A−2(n+1)
)
n
i−1
n
.
(ii) Si n ≥ p, alors :
Bi,n :=
n
i
n
= −
(
A2(n+1) + A−2(n+1)
)
n
i−1
n
−
(
A2 − A−2
)2
[lp− 1]A2 [n− lp+ 1]A2
lp−2 1 n−lp
i−1
lp−2 1 n-lp
.
169
Chapitre IV. Représentations projectives du groupe spécial linéaire
Démonstration. On commence par traiter le cas où i = 1. On isole un brin à gauche sur
lequel on utilise les relations d’isotopie et d’écheveaux (III.1.5) :
B1,n =
n
1
n
=
1 n−1
1
1 n−1
= A
1 n−1
1
1 n−1
+ A−1
1 n−1
1
1 n−1
= −A4
1 n−1
1 n−1
+ A−1
1 n−1
1
1 n−1
= −A4
1 n−1
1 n−1
− A−4
1 n−1
1 n−1
= −A4E1,n − A−4E−11,n.
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Or, d’après le théorème IV.2.6, on sait que :
E±11,n = A±2(n−1) n ± δn≥pA±2(lp−3)
(
A2 − A−2
)
[n− lp+ 1]A2 ∪∩
n
.
Donc :
B1,n = −
(
A2(n+1) + A−2(n+1)
)
n − δn≥p
(
A2 − A−2
)2
[lp− 1]A2 [n− lp+ 1]A2 ∪∩
n
.
Enfin, l’ajout de brins de bouclage ne change pas les calculs ci-dessus. D’où le résultat
pour le coupon Bi,n avec i ∈ N.
Théorème IV.2.12. Soient n ∈ N∗, l ∈ N le quotient de n dans sa division euclidienne
par p, et i ∈ N∗.
(i) Si n ≤ p− 1 ou n = −1 mod p, alors Bi,n = (−1)i
(
A2(n+1) + A−2(n+1)
)i
n .
(ii) Si n ≥ p, alors :
Bi,n = (−1)i
(
A2(n+1) + A−2(n+1)
)i
n −
(
A2 − A−2
)2
[lp− 1]A2 [n− lp+ 1]A2
× (−1)i−1
(
A2(n+1) + A−2(n+1)
)i−1 i−1∑
k=0
(
A2(2lp−n−1) + A−2(2lp−1−n)
A2(n+1) + A−2(n+1)
)k
∪∩
n
,
Bi,n · ∪∩
n
= (−1)i
(
A2(2lp−n−1) + A−2(2lp−1−n)
)i ∪∩
n
.
Démonstration. L’assertion (i) s’obtient par une récurrence immédiate sur i ∈ N∗ grâce à
l’assertion (i) du lemme IV.2.11.
On suppose désormais que n ≥ p. D’après le lemme IV.2.11, on a :
Bi,n = −
(
A2(n+1) + A−2(n+1)
)
Bi−1,n
−
(
A2 − A−2
)2
[lp− 1]A2 [n− lp+ 1]A2Bi−1,n · ∪∩
n
.
(1)
L’expression du coupon Bi,n · ∪∩
n
(i.e. le produit en pile (III.2.1) de Bi,n et ∪∩
n
) se
déduit (1) grâce aux relations :
n · ∪∩
n
= ∪∩
n
= ∪∩
n
· n , ∪∩
n
· ∪∩
n
III.3.17= − [lp]A2[lp− 1]A2
∪∩
n
.
On obtient ainsi :
Bi,n · ∪∩
n
= −
(
A2(n+1) + A−2(n+1)
)
Bi−1,n · ∪∩
n
+
(
A2 − A−2
)2
[lp]A2 [n− lp+ 1]A2Bi−1,n · ∪∩
n
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= −
(
A2(n+1) + A−2(n+1)
)
Bi−1,n · ∪∩
n
+
(
A2lp − A−2(lp)
) (
A2(n−lp+1) − A−2(n−lp+1)
)
Bi−1,n · ∪∩
n
= −
(
A2(2lp−n−1) + A−2(2lp−1−n)
)
Bi−1,n · ∪∩
n
.
Par une récurrence immédiate, on en déduit que :
Bi,n = (−1)i
(
A2(2lp−n−1) + A−2(2lp−1−n)
)i ∪∩
n
.
En injectant ce résultat dans l’équation (1), on obtient :
Bi,n = −
(
A2(n+1) + A−2(n+1)
)
Bi−1,n −
(
A2 − A−2
)2
[lp− 1]A2 [n− lp+ 1]A2
× (−1)i−1
(
A2(2lp−n−1) + A−2(2lp−1−n)
)i−1 ∪∩
n
.
On en déduit que :
Bi,n = (−1)i
(
A2(n+1) + A−2(n+1)
)i
n
−
(
A2 − A−2
)2
[lp− 1]A2 [n− lp+ 1]A2Σi,n ∪∩
n
,
où :
Σi,n =
i∑
k=1
(−1)k−1
(
A2(n+1) + A−2(n+1)
)k−1
(−1)i−k
(
A2(2lp−n−1) + A−2(2lp−1−n)
)i−k
=
i−1∑
k=0
(−1)i−k−1
(
A2(n+1) + A−2(n+1)
)i−k−1
(−1)k
(
A2(2lp−n−1) + A−2(2lp−1−n)
)k
= (−1)i−1
(
A2(n+1) + A−2(n+1)
)i−1 i−1∑
k=0
(
A2(2lp−n−1) + A−2(2lp−1−n)
A2(n+1) + A−2(n+1)
)k
D’où le résultat.
IV.3 Représentation modulaire sur l’espace d’éche-
veaux du tore solide
Avec les calculs d’écheveaux de la section IV.3, on construit les prémisses d’un analogue
topologique de la représentation de SL2(Z) sur le centre Z de U qsl(2) (cf. la proposition
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IV.1.3 et le théorème IV.1.5). Pour faciliter les écritures, on note :
(IV.3.1)
∀s ∈ {1, ..., p} S+s := f¯s−1 = s−1 ,
I+s := f¯2p−s−1 = 2p−s−1 ,
I−s := f¯3p−s−1 = 3p−s−1 ,
∀s ∈ {1, ..., p− 1} N+s := f¯ ′2p−s−1 = ∪∩
2p−s−1
,
N−s := f¯ ′3p−s−1 = ∪∩
3p−s−1
,
où (fn)n∈N∗ et (f ′n)n∈N∗ désignent respectivement les idempotents et nilpotents de Jones-
Wenzl évaluables. Ainsi, d’après le théorème III.3.11, on a les correspondances suivantes
entre les classes d’écheveaux coloriés et les U qsl(2)-modules à gauche.
Écheveaux Représentations
S+s ←→ X +(s), 1 ≤ s ≤ p,
I+s ←→ P+(s), 1 ≤ s ≤ p,
N+s ←→ P+(s)/Rad (P+(s)) ∼= X +(s), 1 ≤ s ≤ p− 1,
I−s ←→ 2P−(s), 1 ≤ s ≤ p,
N−s ←→ 2 (P−(s)/Rad (P−(s))) ∼= 2X −(s), 1 ≤ s ≤ p− 1.
D’après la sous-section II.1.B, une partie de cette correspondance se prolonge avec la base
canonique {es ; 0 ≤ s ≤ p} ∪ {w±s ; 1 ≤ s ≤ p− 1} de Z.
(IV.3.2)
Écheveaux Représentations Éléments
I+p ←→ X +(p) ←→ ep,
I+s + I−p−s ←→ P+(s)⊕ (2)P−(p− s) ←→ es, 1 ≤ s ≤ p− 1,
N+s ←→ X +(s) ←→ w
+
s
[s] , 1 ≤ s ≤ p− 1,
N−p−s ←→ (2)X −(p− s) ←→ −w
−
s
[s] , 1 ≤ s ≤ p− 1,
I−p ←→ (2)X −(p) ←→ e0.
Le choix de la normalisation des termes N±s , 1 ≤ s ≤ p− 1, permettra d’identifier l’action
de la vrille négative avec celle de T (IV.1.1). Enfin, on réalisera le morphisme de Drinfeld χ
(II.3.7) par l’action de bouclage sur une couleur de type "identité". Cela offre une réalisation
partielle de l’action de S ∼= χ ◦ φ̂−1 (cf. la remarque IV.1.2) pour laquelle il manque
l’interprétation géométrique du morphisme de Radford φ̂ (II.3.15) lié aux intégrales.
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IV.3.A Evaluation dans l’espace d’écheveaux du tore solide
On considère désormais le Z[q 12 , q− 12 ]-module d’écheveauxK(D¯×S1, 0) défini de manière
analogue à KA(D¯ × S1, 0) en remplaçant A2 par q = e
ipi
p (cf. la section III.1). Les espaces
d’écheveaux générique KA(D¯ × S1, 0) et évalué K(D¯ × S1, 0) sont liés par un morphisme
d’évaluation surjectif :
a 7−→ a¯
tel que celui des algèbres de Temperley-Lieb génériques et évaluées (cf. la sous-section
III.2.A). Avec ces considérations, les formules des théorèmes IV.2.6, IV.2.9 et IV.2.12 sont
toutes évaluables. Après évaluation de A2 en q, on obtient leurs analogues dans l’espace
d’écheveaux K(D¯ × S1, 0).
Corollaire IV.3.3. Soient n ∈ N∗, l ∈ N le quotient de n dans sa division euclidienne par
p, et i ∈ {1, ..., n− 1}.
(i) Si n ≤ p− 1 ou n = −1 mod p, alors E±1i,n−i = q±(n−i)i n .
(ii’) Si n ≥ p et i = 1 < n, alors :
E±11,n−1 = q±(n−1) n ± q∓3
(
q − q−1
)
[n+ 1] ∪∩
n
,
E±11,n−1 · ∪∩
n
= q±(n−1) ∪∩
n
.
(iii) Si n ≥ p et lp− 1 ≤ i < n, alors :
E±1i,n−i = q±(n−i)i n ∓ q±(n−i)i
(
q − q−1
)
(n− i) ∪∩
n
,
E±1i,n−i · ∪∩
n
= q±(n−i)i ∪∩
n
.
Corollaire IV.3.4. Soient n ∈ N∗ et l ∈ N le quotient de n dans sa division euclidienne
par p.
(i) Si n ≤ p− 1 ou n = −1 mod p, alors T±1n = (−1)nq±
n(n+2)
2 n .
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(ii) Si n ≥ p, alors :
T±1n = (−1)nq±
n(n+2)
2 n ∓ (−1)nq±n(n+2)2
(
q − q−1
)
(n− lp+ 1) ∪∩
n
,
T±1n · ∪∩
n
= (−1)nq±n(n+2)2 ∪∩
n
.
Corollaire IV.3.5. Soient n ∈ N∗, l ∈ N le quotient de n dans sa division euclidienne par
p, et i ∈ N∗.
(i) Si n ≤ p− 1 ou n = −1 mod p, alors Bi,n = (−1)i
(
q(n+1) + q−(n+1)
)i
n .
(ii) Si n ≥ p, alors :
Bi,n = (−1)i
(
q(n+1) + q−(n+1)
)i
n
+ (−1)i−1
(
q(n+1)q−(n+1)
)i−1
i
(
q − q−1
)2
[n+ 1] ∪∩
n
,
Bi,n · ∪∩
n
= (−1)i
(
q(n+1) + q−(n+1)
)i ∪∩
n
.
IV.3.B Analogies topologiques et perspectives
Pour tout n ∈ N, on considère l’application linéaire :
(IV.3.6) Θn :

TLn(q) −→ C(A)⊗Z[q 12 ,q− 12 ] K(D¯ × S1, 0)
a¯ 7−→ a¯
n .
Avec les notations (IV.3.1), les corollaires IV.3.4 et IV.3.5 se reformulent en la :
Proposition IV.3.7. (i) L’action de la vrille négative T−1 vérifie :
T−12p−s−1 +T−12p−s−1 = (−1)s−1q−
s2−1
2
(
I+s + I+p−s
)
+ δ1≤s≤p−1(−1)s−1(q − q−1)q− s
2−1
2
(
(p− s)N+s + sN−p−s
)
,
1 ≤ s ≤ p,
T2p−s−1 ·N+s = (−1)s−1q−
s2−1
2 N+s , 1 ≤ s ≤ p− 1,
T2p+s−1 ·N+p−s = (−1)s−1q−
s2−1
2 N−p−s, 1 ≤ s ≤ p− 1,
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(ii) L’action du bouclage BR par un polynôme R(α) ∈ C[α] vérifie :
p∑
s=1
BR,2p−s−1 +BR,2p+s−1 = R(−β̂s))
(
I+s + I+p−s
)
− (q − q−1)2R′(−β̂s)[s]
(
N+s −N−p−s
)
où, pour tout s ∈ N, β̂s := qs + q−s.
L’assertion (i) de la proposition IV.3.7 est à comparer avec l’assertion (i) de la proposi-
tion IV.1.3. Sous les identifications IV.3.2, on obtient les mêmes formules lorsque δ = 1 (cf.
les éléments d’enrubannement possibles vδ (II.2.16)). L’action de T (IV.1.1) s’interprète
donc par l’action de la vrille négative, qui est le résultat d’un homéomorphisme de Dehn
négatif le long d’une courbe qui borde un disque (cf. par exemple [PS97, § 12]).
L’assertion (ii) de la proposition IV.3.7 est à comparer avec l’assertion (ii) de la pro-
position IV.1.3. En choisissant judicieusement les polynômes R(x) :
Polynômes Éléments
(−1)pUp(x) ←→ ep,
(−1)s−1[s] Us(x) ←→ w
+
s
[s] , 1 ≤ s ≤ p− 1,
−(−1)s−1[s] 12 (U2p−s − Us) (x) ←→ −w
−
s
[s] , 1 ≤ s ≤ p− 1,
(−1)2p−1 12U2p(x) ←→ e0,
sous les identifications IV.3.2, on obtient encore les mêmes formules lorsque δ = 1 à un sca-
laire ζ̂ := (−1)p
ζ2p([p−1]!)2 près. Quitte à choisir convenablement une intégrale (cf. la proposition
II.2.4 et la remarque IV.1.2), on peut supposer que ζ = (−1)p2p([p−1]!)2 et ζ̂ = 1.
Compte-tenu des propositions III.3.22 et III.3.25, le choix de ces polynômes semble lié
à une trace modifiée sur les classes d’écheveaux I±s et N±s , 1 ≤ s ≤ p :
Polynômes Traces
(−1)p Up(x) ←→ − tr(Θp−1(I
+
p ))
[p] Θp−1(I+p ),
(−1)s−1[s] Us(x) ←→ tr(Θ2p−s−1(N
+
s ))
[p]
Θ2p−s−1(N+s )
[p] , 1 ≤ s ≤ p− 1,
−(−1)s−1[s] U2p−s(x) ←→ tr(Θ2p+s−1(N
−
p−s))
[2p]
Θ2p+s−1(N−p−s)
[2p] , 1 ≤ s ≤ p− 1,
(−1)2p−1 U2p(x) ←→ tr(Θ2p−1(I
−
p ))
[2p] Θ2p−1(I−p ).
D’après le corollaire II.3.12, avec une telle trace modifiée, le morphisme de Drinfeld χ1
(II.3.8) s’interprèterait par l’action du bouclage, qui est le résultat du produit de Kauffman
de deux entrelacs enrubannés plongés dans des tores solides complémentaires dans la sphère
de dimension 3 (cf. [BHMV92, § 1]). On obtiendrait ainsi une partie de l’interprétation
topologique de S = χ ◦ φ̂−1 (cf. la remarque IV.1.2) ; il manquerait l’interprétation du
morphisme de Radford φ̂1 (II.3.16) lié aux intégrales.
Pour la représentation de SL2(Z) obtenue par la TQFT de [RT91], les morphismes T ′
et S ′ correspondants s’interprètent respectivement par les actions de la vrille négative et
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du bouclage via les idempotents de Jones-Wenzl usuels (cf. par exemple [Tur94, § II.3, §
XII]). C’est pourquoi, après interprétation totale de S , on espère ainsi définir une nouvelle
représentation de SL2(Z) sur l’espace d’écheveaux du tore solide qui étende celle de [RT91]
conformément au théorème IV.1.5.
Enfin, on espère également que les idempotents et nilpotents de Jones-Wenzl évaluables
permettent de construire de nouveaux invariants de 3-variété à la manière de [Lic92]. Cette
perspective soulève les problèmes ouverts suivants.
Problème 1. Définir une trace modifiée, analogue à celle de [GPMT09], sur l’espace
d’écheveaux du tore solide qui ne s’annule pas sur les idempotents (et nilpotents) de Jones-
Wenzl évaluables.
Problème 2. Définir une couleur de Kirby à partir des idempotents (et nilpotents) de
Jones-Wenzl évaluables à la manière de [Lic91].
Problème 3. Etudier les coupons :
a b
j
; a, b, j ∈ N∗,
correspondant aux opérateurs de Clebsch-Gordan dans Repfds , et définir des systèmes de
couleurs admissibles pour étendre le coloriage par les idempotents (et nilpotents) de Jones-
Wenzl évaluables du tore aux corps à anses à la manière de [Lic93].
Problème 4. Avec les idempotents (et nilpotents) de Jones-Wenzl évaluables, est-il possible
de retrouver les invariants construits dans [CGPM14] pour la classe cohomologique nulle,
à la manière de [BHMV92] ?
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