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collisions: Further studies of impact ionization 
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J. W. Gibbs Laboratory, Yale University, New Haven, Connecticut 06520 
M. S. Lube11 
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and Physics Department, The City College of the City University of New York, 
N-w York, New York 10031 
(Received 14 July 1982) 
Using a Fano-effect polarized electron source and a state-selected thermally dissociated hydro- 
gen beam, we measured the interference between the direct and exchange scattering amplitudes 
for electron-impact ionization of atomic hydrogen between 14.1 and 30.3 eV. We report the 
data from these measurements and the results of corrections applied to previously published 
data. 
The first measurements of spin dependence in 
electron-impact ionization of atomic hydrogen, re- 
ported several years ago,' exhibited significant differ- 
ences with theoretical predictions over an energy 
range from threshold to approximately 50 eV. 
Motivated by a desire to augment these measure- 
ments and to provide a consistency check for new 
measurements of spin dependence in 90" elastic 
scattering,' we accumulated additional ionization data 
for incident electron energies from 14.1 to 30.3 eV. 
The apparatus permitted us to obtain the additional 
ionization data and the elastic scattering data simul- 
taneouslv. 
The qiantity which we determined is the asym- 
metry A~=[~~(~l)-~~(f~)l/[u~(fl)+u~(tT)l, 
where U I  is the total ionization cross section for the 
spins of the incident and atomic electrons antiparallel 
( f 1) or parallel ( f f ). In terms of the direct and ex- 
change amplitudes, f and g, respectively, and the 
spin-averaged total cross section Fl the asymmetry 
can be expressed as 
*ere tkc integral extends over the allowed momenta 
k l  and kz  of the two outgoing electrons and 0 is the 
relative phase between f and g. Alternatively, we can 
write AI = ( 1 -r) /( 1 +3 r), where r is the ratio of the 
triplet to singlet total cross sections. 
In this report, we present our new ionization mea- 
surements, compare them with the older data, and 
discuss several corrections which we have applied to 
the older data. A complete description of the data 
analysis will appear in a future publication. 
The experimental method and apparatus have been 
described previously.'-3 We include herein the most 
relevant details. Longitudinally polarized electrons 
from a Fano-effect3 source intersected at right angles 
a chopped beam of thermally dissociated state- 
selected hydrogen atoms whose polarization vector 
was oriented either antiparallel or parallel to that of 
the incident electrons in accordance with the direction 
of a -100-mG magnetic field in the interaction re- 
gion. Protons produced in e--H collisions were de- 
flected out of the primary beam downstream from 
the interaction region and were detected by an elec- 
tron multiplier. Further downstream, a quadrupole 
mass analyzer (QMA) monitored the relative 
amounts of H and Hz in the undeflected neutral 
beam. 
We accumulated data in a series of runs during 
each of which the electron beam polarization was re- 
versed frequently by 90" rotation of a quarter-wave 
plate in the optical train of the Fano s ~ u r c e . ~  For 
each of these runs, we defined a "real" asymmetry 
AR as 
where NO2 is the sum of H-beam-on ion counts for 
quarter-wave-plate positions 0 and 2 (0" and 180°), 
N13 is the equivalent sum for quarter-wave-plate po- 
sitions l and 3 (90" and 270'1, and BO2 and B13 are 
the corresponding H-beam-off sums. The positive 
(negative) sign in Eq. (2) applies when the H-beam 
polarization is oriented such that No2 corresponds to 
electron and H spins antiparallel (parallel). The ex- 
perimental asymmetry AR is related to Al by A, 
= PHP,( 1 -Fz) I cosal A,, where PH is the hydrogen 
polarization (0.50 + 0.02 1, Pe is the electron polariza- 
tion (0.61 to 0.75 f 0.041, a (  (10") is the angle 
between the H polarization vector and electron beam, 
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and F2 is the fraction of counts resulting from ioniza- 
tion of Hz (5-20%). 
In order to check for systematic effects associated 
with reversal of the electron beam polarization, we 
constructed, in addition to the real asymmetry, two 
false asymmetries, AF1 and AF2, corresponding to 
quarter-wave-plate combinations ( 0 )  +( 1 ) 4 2 )  -(3 
and ( 0 )  + ( 3 ) - ( 1 ) - ( 2 ) ,  respectively. Within statisti- 
cal uncertainty and in the absence of systematic ef- 
fects, these false asymmetries should be zero. 
As in previous we determined the elec- 
tron polarization by -100-keV 120" Mott scattering 
from Formvar-backed gold foil targets with the use of 
two Si surface-barrier electron detectors. We define 
the Mott asymmetry AM as A M =  ( 1 - - ( ) I (  1 +(), 
where 5 = ( N t N 1  ININ:  ) 'I2 and N is the number of 
counts from detectors 1 and 2 for positive or negative 
helicity of the polarized electrons emerging from the 
Fano source. Values of N include corrections for 
detector and electronic noise, elastic and inelastic 
scattering from the Formvar backing, inelastic 
scattering from the gold target and the chamber 
walls, and backscattering from the detectors. With 
AM determined for several target thicknesses, we cal- 
culated P, from the expression P, = A M ( 0 ) / S ,  where 
A M ( 0 )  is the Mott asymmetry extrapolated to zero 
target thickness and S, the Sherman function for our 
particular experimental arrangement, is taken to be 
0.387 k0.008.  
In order to determine the molecular fraction F2 we 
compared measurements made at the "hot" operat- 
ing temperature (-2800 K) of the hydrogen oven 
TABLE I. Results of data analysis (corrected data of Ref. 1 in italics). 
Energya A F I ~  A F ~ ~  x2(0)/deg. freedom 
(eV) AI ( x ~ o - ~ )  ( x ~ o - ~ )  A ~ l  A~~ 
I 9. o(3.21 
20.1 (2.7)' 
22.2(2.5) 
23.0(3.2) 
24.3 (2.7) 
27.0(2.7) 
27.0(3.2) 
30.3(2.5) 
34.0(3.2) 
42.0(3.2) 
57.0(3.2) 
77.0(3.2) 
107.0(3.2)d 
147.0(3.2)d 
197. o(3.2)d 
All runs 
All runs 
0.435(43) 
0.405(29) 
0.409(?$$) 
0.428(?$4) 
0.415(+:$) 
0.346( 3;) 
0.384(+$:) 
0.302(?$2) 
0.316(2:) 
0.31 0 (25) 
0.236(21) 
0.185( 24;) 
0.143(?]$) 
0.118(?;2) 
0.0 71 (1 5) 
(Rex I) 
(This work) 
aElectron beam energy spread (full width at half maximum) in parentheses. 
b ~ s  di tinct from false asymmetries of Ref. 1, all values have background B subtacted. 
CData for NOR field only. 
d ~ a t a  for REV field only. 
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with those made at a "cold" temperature (-1400 
K), where the hydrogen beam is essentially molecular 
in composition. With A defined by A = ( N-B)IQ2, 
where Q2 is the QMA signal for H2 and Nand 3 are 
now summed over all four quarter-wave-plate posi- 
tions, it can be shown that F2 = A,o,d/i\ho, For condi- 
tions of constant beam geometry and constant QMA 
and ion detector efficiencies, it can also be shown 
that A = a+pT, where a and p are positive constants, 
r = Ql/Q2, and Q1 is the QMA signal for H. 
A typical measurement of A[ at one energy consist- 
ed of four to eight runs for each of the two orienta- 
tions of the H-target polarization. For each run we 
calculated the quantity A ~ l ( 1  -F2) and its associated 
uncertainty and then performed a x2 analysis first for 
the two target polarizations individually and then for 
both groups taken together. If no systematic effects 
were observed, the individual run results were com- 
bined to give a statistically weighted average for AI 
with the uncertainties of P, and PH added in quadra- 
ture. 
At incident energies of 22.2, 27.0, and 30.3 eV, 
however, the values of AI obtained for one magnetic 
field orientation (designated NOR) were consistently 
5-20% lower than those obtained for the opposite 
orientation (designated REV). In the earlier work of 
Ref. 1 a similar effect was observed at incident ener- 
gies of 15.0 and 27.0 eV and was attributed to un- 
compensated magnetic field components transverse to 
the electron beam for the NOR orientation, a con- 
clusion reinforced by a diminution of the effect as 
the magnitude of the longitudinal field was increased 
from 100 to 200 mG. Based upon the results of the 
present work, we now believe that this conclusion is 
erroneous, since the elastic scattering data do not 
display any such systematic effects. Instead, we be- 
lieve that the acceptance of the ion detector is slightly 
field dependent, a result that, in retrospect, is not 
unreasonable given the geometry and the fields in- 
volved. Since there is no longer any reason to as- 
sume a priori that the REV data are the correct 
ones-rather they may simply be reflective of a re- 
stricted range of angular acceptance for which the 
asymmetry is higher-we treated the data equally, in- 
stead of correcting all NOR data upward by 6% as 
was done in Ref. 1. The nonstatistical spread of the 
data necessitated a modification of the analysis pro- 
cedure with a resultant increase in the size of the 
quoted uncertainties. These procedural modifications 
were applied to both the present data and those of 
Ref. I .  Data obtained at 30.3 eV (this work) and 
107.0 eV (Ref. 1) displayed some additional nonsta- 
tistical behavior whose origin is not well understood. 
Consequently, we increased the uncertainties at these 
energies slightly. 
The sensitivity of the acceptance of the ion detec- 
tor to experimental operating conditions also affected 
the determination of F2. In the analysis of the A-T 
data we found that for the present ionization mea- 
surements the dependence of A on r became non- 
linear for hydrogen oven temperatures below - 1600 
K. We did not observe this behavior in the elastic 
scattering data, nor was it observed in the work of 
Ref. 1. We believe it to be due to a small change in 
the detector geometry, made prior to this work, 
which caused a reduction of the acceptance of the 
detector for ions produced from cold, slowly moving 
Hz molecules. Corrections for this low-temperature 
rolloff increased the values of AI from the present 
work by 4-5010. 
The F2 determination was also affected by the pres- 
ence of a background asymmetry ( < A ~ 1 4 )  in the 
hot H-beam-off signal, which we traced to the veloci- 
ty spread of the hydrogen beam and the constraints 
on the data-acquisition timing gates. This asymmetry 
introduced an uncertainty in the precision of our 
measurement of F2 which was not taken into account 
in the results reported in Ref. 1. We found that the 
FIG. 1. (a) Measured values of AI as a function of in- 
cident electron energy. Vertical error bars include statistical 
and systematic uncertainties. Horizontal bars indicate full 
width at half maximum energy spread of the electron beam. 
The theoretical curves are obtained from information in the 
following references using the procedure given in Ref. 2: 
Curves a, g, and h, Ref. 4; b and e, Ref. 5; c, Ref. 6 ;  d and 
i, Ref. 7; f, Ref. 8; j, Ref. 9; k, Ref. 10; 1, Ref. 11. (b) Ex- 
perimental values of ?? obtained by other investigators; vert- 
ical bars indicate the spread of the measurements. Theoreti- 
cal curves are frorn references given above. 
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background asymmetry necessitated a - 5% increase 
in the A[ uncertainties for both the new and old data. 
In comparing the present measurements of At with 
those of Ref. 1, we discovered a small systematic 
discrepancy which lay beyond the bounds of statistics. 
An examination of the corresponding values of P, re- 
vealed a discrepancy of approximately the same direc- 
tion and size, prompting us to compare in detail the 
Mott scattering analysis used in both cases. We 
discovered that the data in Ref. 1 had not been 
corrected properly for elastic scattering from the 
Formvar backing or for the asymmetry in the inelas- 
tic background, which depends on the initial helicity 
of the electrons. The inclusion of these two correc- 
tions caused a 5% increase in the values of P, and a 
small increase in their associated uncertainties. With 
these corrections and those described previously, the 
values of AI  from Ref. 1 decreased by typically 7% of 
themselves (- 1 standard deviation) and their corre- 
sponding errors increased by - 50%. 
The results of AI  from the present studies and the 
corrected results from Ref. 1 appear in Table I to- 
gether with the corresponding false asymmetries A F 1  
and A F Z .  While the reduced x2 values for A F 1  and 
AFZ are nonstatistical in several cases, indicating the 
presence of some uncorrected systematic effects, the 
values of A F 1  and AF2 themselves are so small that 
we believe these residual systematic effects have a 
negligible influence on At. 
The numerical results for A1 given in Table I ap- 
pear in graphical form in Fig. 1 (a) along with mea- 
surements of at of other workers12 [Fig. l (b)] and a 
representative sample of theoretical predictions. 
From the graphical presentation we can make several 
observations. First, our new data are in substantial 
agreement with the corrected data of Ref. 1. Second, 
with the caveat that At does not rise abruptly to unity 
at threshold, both sets of data support the claim of 
Greene and Rau13 that Klar and Schlecht14 were in- 
correct in predicting that at threshold At = 1. Finally, 
several theories agree reasonably well with the mea- 
sured values of Fl, but there is substantial disagree- 
ment between our results and all of the available 
theoretical predictions between threshold and - 50 
eV, thus suggesting that polarization experiments 
provide a sensitive test of theoretical approximation 
methods for the difficult problem of impact ionization. 
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