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INTRODUCÃO 
• 
Seja X uma curva projetiva plana definida por um polinômio F. 
Para cada desomogeneização F• de F, para cada inteiro ;\, com 
1 ~ À < degF, e para cada P e X, consideramos o desenvolvimento 
À TP F* de F. em P, truncado em ordem 11.. A curva definida pela 
equação = O, se existir, é chamada de curva assintótica a X 
em P de ordem À relativa desomogeneização F •. 
O estudo das curvas assintóticas é iniciado no capítulo I, 
onde fazemos a análise das possíveis multiplicidades de interseção 
de um curva aiim com as suas curvas assintóticas. Denotando por ~À 
a multiplicidade de interseção num ponto geral P da curva com a 
sua curva assintótica de ordem À em P, temos que para toda curva, 
l)À ~ IL+l e para a curva geral (para o seu grau), 11À = Ã+l. 
Quando JjÀ = Ã+l, dizemos que a curva é ?..-genérica, caso 
contrário, ela é dita ;\-não genérica. Em (1. 11) damos condições 
sobre a equação da curva e sobre r para se reconhecer quando 
11À > i\+r. 
No capitulo II estabelecemos condições para a existência 
projetiva das curvas aSsintóticas. Mais precisamente, 
estabelecemos condições para que o fêcho projetivo da curva 
À TP F* =O 1ndependa da desomogeneização F* de F. 
Se p é a característica do corpo de base, temos os seguintes 
critérios: 
i 
Se p = O, a curva assintótica existe projetivamente apenas 
para À = 1. Se p > O, a curva existe projetivamente se, e somente 
se, À é um truncarnento do desenvolvimento p- ádico do grau d da 
curva, ou À é uma potência de p que di vide d (note que À = 1 se 
insere no segundo caso). 
Na seção 2, estudamos as curvas i\-não genéricas, 
caracterizando as equações das que tem singularidades amenas. 
Neste particular, generalizamos resultados obtidos para i\ = 1 por 
R. Pardini, A. Hefez e E. Ballico. 
Na seção 3 determinamos o número de pontos À estacionários de 
uma curva À-genérica, isto é o número de pontos P para os quais 
À 
onde I(P,F •. rp F.) denota a multiplicidade de interseção em P de 
À F* com rP F •. O resultado que obtemos é que o número de pontos 
estacionários de uma curva lisa de grau d, contados com 
apropriadas multiplicidades é dado por 
d. [d(;\.+2) - 3(À+l)] 
Para À = 1, obtém-se a fórmula de Plücker clássica em 
característica arbitrária. 
Na seção 4 estudamos as aplicações assintóticas, i. é , as 
aplicações racionais que a cada ponto P da CW"Va associam as 
coordenadas projetivas da curva assintótica em P. Obtemos para 
À < p; a caracterização das curvas para as quais o morfismo 
11 
assintótico é separável. Estes resultados generalizam o Teorema de 
Ordem Genérica de Contato de Refez e Kleiman ([H-K~,Teorema 
3.5),que relaciona a inseparabilldade da aplicação de Gauss com a 
multiplicidade de interseção da curva com a sua reta tangente num 
ponto geral da curva. 
O capitulo III contém as aplicações do nosso trabalho à 
teoria dos números. A fonte de inspiração é o trabalho de stahr e 
Voloch [S-V] onde para contar o número N(X,q) de pontos 
racionais de uma curva plana X sobre um corpo finito IF 
q 
estes 
autores contam o número de pontos da curva para os quais a imagem 
do ponto pelo morfismo de Frobenius F pertence a reta tangente à 
q 
curva no ponto. Deste procedirnento, isolamos a seguinte idéia: 
Seja dada uma família (:1 ) de curvas planas parametrizadas por 
p PEX 
X tal que P e Y para todo P e X. Os pontos racionais de X estão 
p . 
entre os pontos para os quais 
F CP) E (1/ = O) c•J 
q p 
Se nem todos os pontos de X(F ), onde !F é o fêcho algébrico q q 
de f, 
q 
possuem a propriedade ( *). dizemos que a curva X é 
Y-Frobenius não degenerada; caso contrário dizemos que é 
degenerada. Se X é !1-Frobent us não degenerada, então o número de 
pontos que satisfazem a (*) nos dá uma cota superior para o número 
de pontos racionais de X. 
Aplicamos o método acima descrito no caso em que ' = 'À' com 
iii 
e generalizamos para ~ arbitrário vários resultados obtidos por 
Hefez e Voloch em [H-V} no caso À = 1. 
O capitulo se encerra com o estudo das curvas do tipo 
yn = q:J(X) para as quais estabelecemos cotas para N(X,q) e as 
comparamos com as cotas existentes, mostrando com exemplos que as 
nossas cotas podem em certos casos serem bem melhores do que as 
cotas conhecidas. O estudo das curvas de Fermat foi abordado Pelos 
autores no trabalho [ H-K]. 
No capitulo IV relacionamos a sequência de ordens de uma 
curva irredutivel mergulhada em ~· com os graus de 
inseparabil idade de certos mapas duais. Mais precisamente, a uma 
curva.X ~ WH, não degenerada associa-se uma sequência crescente de 
inteiros positivos 
que representam as possíveis multiplicidades de interseção da 
curva com os hiperplanos nos pontos de um aberto U da curva. 
Por outro lado, consideram-se, C X 
n 
conjunto 
H H * o fêcho em P x (P ) do 
. H * {(P,H) e U x (~ ) ' J(P,X.H) > e }, 
- n 
e a projeção sobre o segundo fator 
ll' 
n 
ex 
n 
O Teorema central do capitulo é o teorema 2.5 cujo enunciado 
i v 
é: 
O grau de .inseparabi 1 idade de 
divide c . 
n 
,. 
n 
é a maior potência de p que 
Este resultado é demonstrado inicialmente quando n = N e em 
seguida generalizado por um argwnento de seção e projeção. Este 
teorema é também uma generalização do Teorema de Ordem Genérica de 
Contato. O caso N = 3 foi tratado anteriormente por Hefez em 
[H. 2]. 
O capitulo•V é devotado a estabelecer as diferenças entre o 
nosso método e o método de Stôhr-Voloch. No método de 
StÜhr-Voloch, usa-se a família de curvas osculantes de um 
determinado grau à curva dada (são os hiperplanos hiperosculantes 
da curva imersa pelos morfismos de Veronese). Esse método daria 
boas cotas desde que se tivesse critérios eficientes para a 
Frobenius não degeneração, o que na prática não ocorre. 
Propomos então o método alternativo que utiliza das curvas 
assint6t icas de uma determinada ordem à curva dada. Neste caso, 
ternos critérios bastante simples para a Frobenius não degeneração. 
Mostramos finalmente · que mesmo quando as curvas assintóticas 
coincidem com as curvas osculantes, a nossa abordagem dá cotas 
melhores do que as conseguidas em [S-V] 
No apêndice colocamos os resultados sobre polinômios em 
característica positiva que necessitamos no curso do trabalho. 
Estes resul tad.os não se encontram na literatura, foram ali 
v 
1nclu1dos. 
Para ~in~lizar, quero registrar que este trabalho foi 
realizado em co-autoria com o meu orientador de tese Prof. Abramo 
Hefez. 
Vi 
CAPITULO 
CURVAS ASSINTÓTICAS A CURVAS AFINS 
Seja 
c, f[x,y) =O 
uma curva plana afim irredutível de grau d, definida sqbre um 
corpo algebricamente fechado K de característica p, com p ~ O. 
Para i\ um inteiro tal que 1 ~ À < d e para P = (x
0
,y
0
) um 
ponto de C defina, 
"ti\ f = 
p 
À 
1: 
l + j=1 
onde D1J é o operador diferencial de Hasse de ordem 1 com relação 
a x, e de ordem J com relação a y. 
Chamamos de Curva assintótica de ordem À à C em P, a curva 
definida pela equação: 
't;f=O 
As curvas assintóticas de ordem À = 1 são as retas 
tangentes, e as de ordem 2, 3, ... , serão chamadas respectivamente 
de cônicas assintóticas, cúbicas assintóticas, ... 
Observe que pela unicidade do desenvolvimento em série de 
potências de f em P, temos que ·lr p independe de mudança de 
coordenadas afins. 
Seja 
Ir c c, 
1 
-uma deslngularlzação de C. Dado um ramo de C em P, sejam P o ponto 
de C que lhe 'corresponde, e t E Q 
C,P 
um parâmetro local de C em 
P. Então no completamente Q~ _ 
C,P 
do anel local Q~ 
c,P 
tem-se: 
x(t) = xCPl + D1 x(fi) t + 
t 
- 1 -y(t) ~ y(P) + D1 y(P) t + ,,,, 
r 
onde Dt é o operador diferencial de Hasse de ordem r. Aqui, xon e 
yon estão sendo identificados com x e y respectivamente. 
(1.1) Proposição A função: 
v c 
é semi continua superiormente. 
ORD [·/• r) 
P n(P) 
- -Demonstração: Seja P0 um ponto de C e s um parâmetro local de C 
em P
0
• 
Seja U a vizinhança de P0 em C constituída pelos pontos P 
tais que t = s - s(P) é um parâmetro làcal de P. 
que: 
Para P(t) = (x(t),y(t)) uma parametrização como acima, tem-se 
.;r<P<tJ J = 
Logo, 
À 
l.: 
1 
r<i'J - o (x(t)-x(P)) 
TÀf (P(t)) ~ ~ I (P)t•, 
P r:i:l r 
1 
(y(tJ-y<PJJ 1 
com os Ir pollnômios em D1J r n
1 
• t x e D~ y, e portanto f'unçOes 
2 
regulares em U. 
Como Dl. ·= Dl 
• t para i ~ 1 (veja por ex. [H0 - 1]}, então as 
:funções regulares I não dependem do ponto P de U. · 
r 
Agora, é claro que, para todo ~. 
j P e U ' ORD _ ( T;fl ~ ~ } , 
p 
é :fechado em U. 
Logo, v é semi-contínua superiormente em U e portanto em C • 
A semi-continuidade superior de v implica que o seu minimo é 
atingido num aberto de C. 
Seja 
~h = min l v(P) P E C } 
O minino 'lli\. será chamado de mu.ltlplicidade de interseção 
genérica de C com a curva assintótica de ordem À. 
Indicando por I(P,:f.g) a multiplicidade de interseção em P 
das curvas :f = O e g = O, podemos também dizer: 
(1.2) Corolário A função: 
P e c h I(P,f.TP f) 
é semi-continua superiormente e o seu valor minlmo é 'lli\.· 
No que segue suporemos que x é uma variável separante de k(C) 
e denotaremos n1 y por y' . 
X 
3 
(1.3) Observação Se Pé um ponto geral de C {i. e no complementar 
de um f'echado próprio de C) então uma parametrlzação P(t) = 
(x(t),y(t)) de C em P pode ser dada por: 
x(t) = x(P) + t 
y(t) = b + b t + b t 2 + o 1 2 ... , 
onde, b1 = D: y(P). 
O desenvolvimento da série À <Pf(P(t)), 
demosntração de (1.1) é dado pelo seguinte lema: 
(1.4) Lema Se P é um ponto geral de C, então: 
À 
onde, I = 
' 
E n,,r 
1 + j=l 
Demonstração: Como 
-/'T = p 
i+ j=l 
I (P)t' 
' 
D1/(P) (x-x(P)) 
I 
mencionado na 
então para uma parametrização P(t) como em (1.3) temos que, 
Sendo, 
,_, 
ID, y(t) - y(P)]t=O = 
À 
E 
1 + j=t 
J 
E 
s=O 
obtemos a série requerida. 
• 
4 
Note que para :\ = 1, a série contém a seguinte informação: 
. 2 
sobre C. Para :\ > ~. > 2 se e somente se D y = o 1, a análise de X 
~À mediante o anulamento das funções racionais I sobre c, é 
' 
extremamente complicada, e para torná-la acessivel propomos uma 
forma alternativa devido à igualdade: 
(l.S) Teorema Se C:f(x,y)=O é uma curva irredutivel de grau d, e ;\ 
um inteiro tal que 1 ~ :\ < d, então 
(i) l}À~À+1 
(ii) ~:\ > :\ + 1 se, e somente se 
À+1 
( -D f)À+i-l == O (mod f-). 
01 E 0 i\+1-1,1 f (Dll) 1 
1 =O 
Demonstração: A expansão de f em série de potências em P=(x ,y) é 
. o o 
da f'orma: f = f + ..... + 
1 fd, onde, para r= 1 ....• d, 
f = E D r 
i+ J=r lj 
f(P) (x-xo)t (y - y )J 
o 
Se P é um ponto geral de C, então para uma parametrização 
P(t) de C em P como em (1.3) temos 
(fÀ+1 + ... + fd)(P(t)) = [DÀ+i,o f(P) + DÀ,i f(P)b1 + 
Como 
+ ... + D , f'(P) 
O,n+l 
+ ... 
À I(P,f.T f)= I(P,f.(f, + ... +f)) 
P n+1 d 
segue de (L 5. 1) que 11:\ ~ :\+1. 
5 
(1.5.1) 
(I!) Como (1.5.1) ocorre para todo P geral = 
- (D f/D f) (P), tem se que 11., > i\+1 se, e somente se 
10 O,l 1\ 
À+t 
l: 
1=0 
D f À+l-1,1 
( -D f)i\+t-1 a 
01 
O(mod f). • 
Uma curva C é dita i\-genérica se 7Ji\ = i\+1, e i\-não genérica 
se l]À > i\+1. Note que para p ':#:. 2, as curvas l-genéricas são as 
curvas reflexivas. 
A multiplicidade genérica. 111 é em geral denotada por e 2 e é 
sabido que: 
Se c não é r-eflexiva, então é uma potência de 
característica. 
(1.6) Exemplo Para todo d e i\ com 1 ~ À < d, existe uma curva 
irredutível À-genérica de grau d. 
A curva 
C X
d À+1 
:y+ +x =O 
é i\-genérica por (1.5,11). • 
(1.7) Corolário Uma curva genérica de grau d, é i\-genêrica para 
todo À, 1 .:!_ i\ < d. 
A fim de darmos um critério prático para o cálculo de TJÀ, 
introduzimos as seguintes funções racionais: 
D f (y')l-r. 
s-1,1 
6 
(1.8) Lema Se r e s são inteiros tais que O ~r < s, então 
D {g ) = (s+1-r)g + (r+l)y' 'g . 
x rs r,s+l r+l,e 
Demonstração: 
À [: l D (g ) = E X rs 1 =r D (D X s-1 , 1 n (y' )1-r + 
s 
+ E ['] D f D ((y') 1 -r). (1.8.1) 
1 =r 
r s-1,1 x 
A primeira parcela de (1.8.1) é igual a: 
. 
i; ~'] (s+l-i) D f (y' )l-r + 
r s+l-1,1 
i=r 
s+1 [ l + E 1-1 i D f (y')l-r. 
r s+l-1,1 
l=r+l 
(1.8.2) 
Como i [1 ~1) = (i-r)[~) , temos que (1.8.2) é igual a: 
8~1 [(s+l-i) ('] + (i-r) (']]o f (y' )l-r= (s+l-i)g • 
r r s+l-1,1 r,s+l 
1 =r 
Verifica-se facilmente que a segunda parcela de (1.8.1) é 
igual a (r+l)y••g . 
r+l,s • 
(1.9) Lema Seja y(t) = y0 + b1t + ... e K[[t]] , então para todo 
i ~ 1, tem-se que: 
onde, c (P) js 
l J = E E j~O =O r•Jbt-s c (P)) tl+J • ls 1 ja 
Demonstração: Pondo u = b2t + ... , temos que 
7 
Assim, para todo J ~O, 
1 
E (:] 
s=O 
Pelo fato que c (P) = O para j < s, segue que 
J• 
= E E 1 ( j [ J 
j2:_0 s=O 9 
c (P)J J• • 
(1.10) Lema Seja P(t) uma parametrizaçãode C centrada em um ponto 
geral P como em (1.3), então 
1-1 
f(P(t)) = iT (P(t)) + E J~O [gj ,À+1-J (P) bj + p 
1,2:.1 
2 
j -1 
tÀ+l, + E c (Pl gs,À<I-/Pl] 
s=O 
js 
onde c é como em (1.9). 
J• 
Demonstração: Escrevendo f= f + ... +f, onde para r= l, ... ,d 
1 d 
f = 
r 
" ( ) ( r-1 1 L. D f P x-x0) (y-y0 ) 
1=0 
r-1,1 
temos por (1.9) que, 
f (P(t)} = É D · f(P) [n1+J (y(t) - yo)l] tr+j = 
t=O 
r j~O i =O r-1,1 t 
D f(P) b 11-•J r-1,1 
= E lf c. [P) 
J~O =O JB 
8 
Pondo a 
Jr 
(fi\+1 + ... + 
J 
s=O 
E c (P) g (P), temos: js sr 
d 
r.)(P(tll =E E a tr+j 
J2:.P r=i\+1 
Jr 
d-À 
a ti\+J+k 
1-1 
= E E = E E a J ,i\+k j,À+l-j J~O k=1 1~_1 j=O 
Logo 
(f- .;rl(P(tll = 1-1 [ E E g À (P) bj + 
J +1-J 2 1~1 J=O ' 
J -1 
+ E c (P) js 
s=O 
g (P)J 
s,À+i-J 
onde a última igualdade decorre do fato que 
= 
ti\+i. 
c = bj. 
JJ 2 • 
(1.11) Teorema Se C é reflexiva então para cada r e 11. tais que 
1 s_ r i_ 11.+1 e p > ll.+r, as seguintes afirmações são 
equivalentes: 
(i) '1'/À > ll.+r. 
(i i) g À = ... = g À = O sobre C. O, •1 r-1, +1 
(i ii) g1J = O sobre C, para i+j i_ ll.+r -e j ?:. 11.+1 
Demonstração: 
(11) .. (iii) A prova, desta implicação será feita por indução 
sobre r. 
Para r = 1, é tri via!. 
Supondo que a implicação (li) ~ (iii) seja verdadeira para r 
com 1 ~r ~ 11.+1, e que (li) ocorra para r+l; basta mostrarmos que 
9 
se p > i\+r+l, então g =O para i+j = i\+r+l e j > i\+1. 
lj -
Pela hiPótese de indução e por (li) temos respectivamente: 
g - - g - o e g =·a. 
r-l,ÀTl -.' .- O,À+r - r,À+l 
Derivando essas funções racionais com respeito a x e usando o 
fato que C é reflexiva e p > i\+r+l, conclui-se sobre C que, 
8r,À+1 = gr-l,i\+2 =. · · = gO,À+r+l = O, 
(iii) ~(i) Segue imediatamente de (1.10). 
(i) 9 (ii) Esta implicação será demonstrada por indução sobre r. 
O caso r= 1, segue de (1.5,11). 
Suponha que (i) 9 (ii) ocorra para r. 
Se ~i\ > i\ + (r+l} com p > i\ + (r+l) então (ii) é verificada 
para r. 
Logo, pela implicação (ii) 9 (iii) já provada, segue que: 
Portanto, 
1-1 j-1 
E E 
j=l s=O 
g 11 =O, i+j .S. À+r e j 2:. i\+1. 
c g =o 
Js s,À+i-j ' i = 1, ... ,r+l. 
Assim, por (1.11.1) e (1.10) temos que: 
(1.11.1) 
(1.11.2) 
A hipótese ~i\> i\+ (r+l} juntamente com (1.11.2) implicam o 
anularnento de 
j=O 
' 
" (y(2))J 
t.. g j ,À+r+l- j 
sobre C, onde y< 2 l denota D2y. 
X 
!O 
Logo, 
r-1. 
E- 9 J ,À+r+1-J 
j=O 
[1.11.3) 
Por outro lado, sendo g '1. = O para J = O, •.• ,r-1, temos 
j,~~,+r-j 
que 
O ""D (g ) "" (Ã+r+1-2J)g " + 2(J+1)g " y<Zl 
x j,À+r-j j 1 1\+r+1-j j+1,1\.+r-j 
Assim. 
o = 
,_1 
E D [g ) [y{2))j = 
x J,À+r-J 
J=O 
"" (i\+r+l) L g 
J,À+r+-1-j 
J=O 
(2) j [y ) + 2r g , 
r, .... +l 
e dai 
(À+r+l) 
,-1 
E Cy'2' J' = 
gj,À+z-+1-J 
J=O 
-2r g 
r,À+l c/2'J'. [1.11.4) 
Multiplicando-se (1.11.3) por À+r+l e subtraindo-se de 
(1.11.4), obtém-se 
(i\+1-r) y<:al 9 =O. 
r,À+1 
Sendo C reflexiva e p > À+r+l, concluimos que gr,À+l = O, e 
com isso terminamos a demonstração. 
(1.12) Lema Se J é um inteiro tal que 1 ~ j ~À, então 
~ (~+1-JJ g ;>, = E[') 
j, +1 1•J J 
D [D, f) [y' ) 1-J 
X 1\.-l,l 
Demonstração: Como para todo i, com j ~ i ~ Ã tem-se que 
Ã+l-j = (À+l-il + (i-J). e eJ (1-j) "" e~t] i, 
segue que, 
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• 
?. 
(?.+1-J) gj, ?.+.1 = 2: 
1 =J 
[ ') (?.+1-!l D, f (y' )
1
•J + 
J ~+1-l,l 
ÀEI [•-•] l D f (y') 1-J = 
+ J À+l-1,1 
1 = j +1 
?. 
= I; ['] [(?.+1-l) D, f + (i+1) D, f y'] (y' )1-J = J ll+l-1,1 /\-1,1+1 
1 = J 
?. 
- 2: ['] 
- i=J J 
D (D, f) (y' )1-J. 
x n-1,1 • 
(1.13) Proposição Se C é reflexiva e p > 2i\+l, então 11i\ > 2/\.+1 
se, e somente se D {D f) =O sobre C, para todo (i,j) tal 
x IJ 
que i+j =i\. 
Demonstração: Pelo teorema (1.11), 111\. > 2i\+1 se e somente se 
g , = O sobre C, para j = 1, ... ,i\. j ,11.+1 
Assim, de (1.12) segue que, 
?. 
2: 
l=J 
(1.13.1) 
Tomando-se j =i\, ... ,O em {1.13.1) obtemos respectivamente~ 
D (D Jl = ... = D (D, f) = O 
X O,n. X 11. 00 
A reciproca é imediata em vista do lema (1.12). • 
(1.14) Lema Se D (D f) = O sobre C para todo (i,J) tal que 
X IJ 
i+j =À, então ~i\= O(p). 
Demonstração: Para provar o lema basta que se verifique a 
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seguinte afirmação: 
(1.14.1) Se D (D f} = O para todo (l,J) tal que i+J = À, então 
X lj 
D (I ) = {r+l) I para todo r > Ã+l; onde I é como no 
x r r+l - r 
lema (1.4). 
De fato: 
Admitindo (1.14.1) verdadeira tem-se que: D (I ) = TJÀ 
)C TJ -1 À 
I * O sobre C. Logo, TJÀ = O(p). 
~À 
Demonstração da af'irmação (1.14.1). 
Denotando por: 
b 
r-l,j 
J -1 
= E 
s=O 
(-1)" [~) y" 
podemos escrever: 
À 
I = E br-1 J 
l+j=l j>1 • 
. -
r 
Como ~À> 2Ã+1, então por (1.13) temos que: 
D (D ~) = O, i+J = À. 
X !j 
Daí 
À-1 
D (I ) = 
À 
E D (b ) D f + x r-l,j lj E b D (D ~). , r-i,j. x lj 
i+j=l x r i+J=l 
Agora, verifica-se facilmente que: 
D(b )=-jb. y'+(r+1-l)b 
x r-l,j r-l,j-1 r+l-i,j 
e que 
À À 
L br-1 J 
1 + J=l • 
D (D n = 
X !j E l+j=2,j~1 
i b D f + 
r+l-l,j ij 
À 
+ E J 
i+j=2 
b D ~ y'. 
r-l,j-1 lj 
De (1.14.2), (1.14.3) e (1.14.4) segue que 
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(1.14.2) 
(1.14.3) 
(1.14.4) 
D (I ) = 
x r 
[ (r+l-1} + i1 b D1Jf r+l-l,j l+j=i,J~l 
= (r+1) I 
r+l • 
(1.15) Teorema Seja C uma curva reflexiva e À um inteiro tal que 
p > 2Ã+1. Se ~À > 2Ã+1~ então nÀ = O (p). 
Demonstração: Segue imediatamente de (1.13) e (1.14). • 
(1.16) Proposição Se C é não reflexiva então para todo À tal que 
Demonstração: Sendo C não reflexiva, e2 é uma potência q' de p e 
2 q'-1 D y= ... =D y=O 
X X 
Assim, para uma parametrização P(t) centrada em P geral de.c 
como em (1.3), tem-se para algum ~e K [[t]] que 
Logo 
+ b tq' 
q' 
[Dr-l(y(t)- y(P))JJ =O, j < r-1 < q'. 
t t=O 
(1.16.1) 
Sendo por (1.5) ~À~ Ã+l, temos que 
À . 
·lr(P(t))= L ( L D f(P)[Dr-l(y(t)-y(P))JJ )tr. (1.16.2) 
P l j t t=O r~À+l l+j=l,j~l . 
Portanto, de (1.16.1) e (1.16.2) conclulmos que C é A-não 
genérica e T)À ~ q' . • 
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(!.17) Exemplos 
(1.17.1} Seja C ax3+p + by3+p == 1 com p > 3 e ab"' O. 
C é reflexiva, 2 genérica, mas 3-não genérica com ~3 = p. 
( p-l _ _p-1 o 1.17.2) Seja C: x y + 1 = com p > 5 
C é reflexiva, mas 2-não genérica com ~2 = 4. 
(1.17.3) 
c 
(1.17.4) 
2 2 . Seja C : x y + 1 = O com p ~ O e p * 2, 3. 
é reflexiva, mas 2-não genérica com ~ = 4. 
2 
Seja C : xyp-l + 1 = O, com p * 2. 
C é uma curva estranha (portanto não reflexiva) e 1Ji\ > p 
para todo i\ < p. 
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C A P f T U L O 11 
CURVAS ASSINTÓTICAS A CURVAS PROJETIVAS 
1. CONDICOES PARA A EXISTtNCIA PROJETIVA 
• 
Seja X uma curva projetiva plana irredutível definida por uma 
equação F = O de grau d, sobre um corpo algebricamente fechado K, 
de caracteristica p, p ~O. 
Iniciaremos com o seguinte exemplo: 
Exemplo 
Considere a curva X definida por 
F = li:' li:' + x7 = o 
o 1 2 
Suponha p: 7 e P = (-1:1:1). 
Desomogeneizando F com relação a X2 e a X1, obtemos 
respectivamente as curvas afins: 
Logo 
e 
Portanto, 
f(x,y) = x5y2 + 1 =O 
g(x,y) = x6 + y2 =O 
~2 f = -3x2 + 3xy + y2 - 4x - y + 5, {-1,1) 
2 2 L g = - 3X - X + 2. (-1,1) 
as homogeneizações de e 
16 
são 
distintas, mostrando assim que as cônicas assintóticas dependem do 
aberto afim de X considerado. 
A nossa meta neste parágrafo é determinar condições para a 
existência projetiva das curvas assintóticas. 
(1.1) De:finição 
P e k 3 e s um inteiro positivo. 
Define-se: 
~ F(X0,X1 ,X2 l = E n1 1 , F(Pl 
1
0
+i+i=s012 
l 2 
1 
X o 
o 
1 
X' 
l 
1 
X 2. 
2 
Se para algum (i ,i ,i) com 1 +i +i = s, 
012 012 
D1 1 1 F(P) "# O, 
o l 2 
então a curva ~ F = O é exatamente a (d-s)-ésima curva polar: 
~•-• F(X X X ) = 
f'p o' 1' 2 
1
0
+1 +1 :ei-s 
l 2 
onde, P :::o (a,b,c) e d = deg F. 
Para ver isto, basta tomar: 
Neste caso, 
~ F ,. E o 1 2ao o [" ) [" ) [" ) n -1 
1 +1 +i =s 
1
o 
1
1 
1
2 
o 1 2 
1 1 
b 1 c 2 Di 1 1 F "" O, 
o l 2 
n -1 n -1 1 1 1 
b l l 2 2 X o X ' X 2 c 
o l 2 
= 
j ·J ~j "·-· G:J G:J G:Ja lo J, J2 n - J n -j n -J = b c X o o X 1 1 X 2 2= fld-sF. o l 2 p 
o l 2 
(1.2) Lema Sejam P = (a:b:1) e X e f(X
0
,X1) = F(X0 ,X1 ,1). Para 
todo Ã, com 1 ~ ~ < d, tem-se que: 
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E D1 1 f"(a, b) 10+11=~+1 o 1 
'o (x-a) 
3{ À+l-r 
p 
(y-b) 11 = 
F(x,y,l). 
Demonstração: O coeficiente de x1y1 do polinômio do lado esquerdo 
da identidade acima é igual a: 
E c-tlÀ•l-(l•J> [:o) [>J 1 _, 1 -j D 
1 
f(a, b) o b 1 a 
1 
l +i =À+l o 1 
o 1 
que pode ser escrito sob a forma: 
E (-l)À+l-(l+j)(D D n (a,b) "' b~ a 
a+#=i\.+1-(t+Jl ~ 1 J (1.2.1) 
Agora por (A.l), para todo k com O~ k < (i\+1)-(i+j) tem-se 
que, 
~-(l+j+k) J 
Lt\.+1-(l+j+k) Dljk F(a,b,l) = 
= E (D D F)( a, b,l) a"' b~= 
o:+fJ+õ=(À+l )-(i+j+k) cx.{3Q ijk . 
À+l-( l+j+k) [ J 
= E ã+k 
k 
'ir=O 
(a,b)a"' b~ 
D 
o,O,'Q+k [ E D Q '\ «,{3,0 
«+1-'=1\.+1-.{ i+j)-(Q+k) 
o D F] 
i. J' o 
(1.2.2) 
k Multipli7ando ambos os lados de (1.2.2) por (.-1) , e somando 
essas igualdades para ~odo k, obtemos, 
.À .. t:J..-{l+jl kc-(~+j+k). J 
.. E c-u À+t-o•J•k> 
k=O 
À+l-( l+j) 
= E 
k=O 
"' ~ (a,b) a b. 
À+l-(l+j) [ l E c-uk, 
k 
t=k 
D!Jk F(a,b,l) = 
D .. E DoDF 
. l ] 
o,o,t +/3=À+l-O+Jl-t a.,f3,o t,J,O 
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Como, para o < t ~ ?1.+1-(i+j), 
À+1-( l+j) 
L ( -ll• 
k=O 
tem-se que: 
À+t-O+jl [ ) 
.E (-l)k d-(1+j+k) 
À+l-(l+j+k) 
k=O 
t 
L ( -ll• 
k=O 
[~) = O, 
= L w a~ o a
a b~ D F) (a, b) 
1 • j • o 
(1.2.3) 
a:+t3=<À+1-(l+j) , , 
Assim, de (1.2.1) e (1.2.3) obtemos. 
I I 
o 1 L D f(a, b) (x-a) (y-b) = 
I I 
i +1 =À+l o 1 
o 1 
À+l r+1-(1+j) . [ J 
= Í: Í: (-l)À+t-O+Jl d-O_+J+kl D 
À+1-{1+j+k) ljk 
i+j=<O k=O 
F(P)] x 1 yJ = 
À [ L D1,.F(PJ YJ] L ( -l)t-(À;U+r J I = X = 
r=O 1 + j +k=À+1-r 
À ~+1-r 
= L ( -l)t-(À;U+r) F(x,y,l). • p 
r=O 
(1.3) Proposição Com as mesmas notações de (1.2), tem-se que: 
~-r F(x,y,l). 
Demonstração: .Provaremos o resultado por indução sobre À. 
Para À = 1,. é tri via!. 
Suponha a igualdade acima verdadeira para À. Para provar que 
a ~órmula é verdadeira para À+l, basta calcular a di~erença: 
19 
'o (x-a) 
I 
(y-b) 1 
que é dada precisamente pelo lema (1.2). 
• 
Denotaremos por f* a homogeneização do polinômio não 
homogêneo f e por F• a desonogeneização do polinômio homogêneo F 
com relação à uma indeterminada especificada X1. 
(1.4) Proposição Seja X : F = O uma curva irredutível de grau d, 
e seja À com 1 ~ À < d, um inteiro tal que alguma derivada 
de ordem À de F é não nula, então as seguintes afirmações 
são equivalentes: 
(i) À • (TP F.) independe da desomogeneização F •. de F, para todo 
ponto P geral de X. 
(ii) i\ = 1 ou i\ é tal que para todo r, 1 < r < i\-1, 
[
d-À+rr-1] s O(p) ou todas as derivadas de ordem i\-r de F são 
nulas. 
(iii) À • .À ('tp F*) = H~ F, para toda desomogeneização F* de F e para 
todo P em X. 
Demonstração: 
(i) .. (ii) Suponha sem perda de general idade que f e g são 
respectivamente as desomogeneizações de F com relação a X0 e X1 
Supondo i\ > 1 tem-se que: 
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\ [•;") lÇ-1 F + ... + 0-1 [•-2) 111 F = o À.-1 p 
O coeficiente de X~ X~ X: , com i+j+k = i\, do polinômio à 
esquerda de (1.4.1) é: 
D F[P) 
1-r,j,k se 1 ~ 1 
o se i = O 
e do polinômio à direita é: 
D F(P) 
l,j-r,k se j > 1 
o se J =o 
Se i =À, i. é j+k =O, então para P geral em X temos: 
1.-1 
l: 
r=l 
[ct-l.>r-t) D F(P) = O r i\-r,o,o 
Portanto, para r = 1, ... ,1\-1, O(p) ou 
D F= O. i\-r,O,O 
A demonstração segue por indução sobre j+k, provando para 
todo 1 > 1 e r= l, ... ,i, que: 
ou 
D F= O V (j,k) ; i+j+k = i\ 1-r,J,k ' (1.4.2) 
Escapa na nossa análise, o caso em que i = j = O. Supondo que 
2! 
"" então por 1. 4. 2 e A. em-se que [d-À+rr-1) ~ O(p).' ( ) ( 1) t 
F=x"-ro F 
2 o,o,À-r 
Sendo F irredutível, conclui-se que D ., F= O. 
o,o,n.-r 
(11) ~ (lii) Pela hipótese (li) juntamente com (1.3) segue que 
T~ cF.J = c!Ç n. 
Como deg T; (F*) = À = deg 3~ F ou ambos os polinômios são 
nulos, temos que: 
(iii) ~ (i) É imediato. 
Definição Dados a = 
s < r. Diremos que 
1 = o, ... ,s. 
r S 
a+ ... +ap eb=b+ ... +bp com 
O r O s 
b é um truncamento de a Se a 
1 
ab 
r s 
• 
• O e 
= b
1 
para 
(1.5) Lema As notações sendo as da proposição (1.4), suponha que 
as condições de (1.4) sejam verificadas. Se p é um inteiro 
positivo menor que À, tal que p é p-adicamente menor que À 
ou p é um truncamento de d, então: 
[·~~~') ~ O(p). 
Demonstração: Suponha que p é p-adicamente menor que À. Como uma 
das derivadas de ordem À de F é não nula, segue de (A.2) que nem 
todas as derivadas de ordem p são nulas. 
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Agora, se p é um truncamento de d, então alguma derivada de 
ordem p de F é não nula, pois caso contrârio, por (A.l) teremos 
[;) = O(p), o que é um absurdo. 
Em ambos os casos, por ( 1. 4 ( ii)) segue que [dÀ~~ 1) = O(p). • 
(1.6) Teorema Seja X : F = O uma curva irredutivel de grau d~ e 
seja À um inteiro tal que 1 5_ À < d. Suponha que alguma 
derivada de ordem À de F é não nula. Tem-se então que 
À • (~P F.) independe da desomogeneização F• de F, para todo P 
em X se, e somente se À é um truncamento do desenvolvimento 
s p-âdico de d; ou À = p com s ~ O e À divide d. 
Demonstração: Sejam d = d + ... +d pr 
O r 
• e À = À + ... +À p com d À 'l!O. · 
O s r s 
Suponhamos inicialmente que (~À F.)* p independe da desomogeneização 
F* de F, para todo P em X . 
Caso • À = p 
Se s =O, a conclusão segue de (1.4). 
Suponhamos então que s > O, e que exista d1 ~ O para algum i, 
0 < i < S. 
Para p = 
[d-p-1] À-p ~ O(p), o que 
+ ... + 
s-1 d p • 
s-1 
contradiz (1.5). 
temos que 1 < p < 
Assim, d é da Iorma dsps + ... + drpr, e portanto À divide d. 
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e 
Caso • À* p. 
A demonstração será feita em 3 etapas: 
(a) Se para algum i, ?..1 "*- O, então d 1 ~ Ã 1. 
De fato: 
• Para À :# i\ p , tomando-se pt=Ão+ ••• + 
• 
temos pelo lema (1.5) que 
G
-p1-1] 
:\-p • O(p). 
l 
Se d1 = O, afirmação é trivial. 
Agora, se d1 * O, então 
Logo, d 1 :S. ·\ 
r-p1-1] ou ' •-P l 
+ ... + À p" 
• 
Para I\ = À ps, com À ?:. 2, tomando-se p = (?t -1 )ps, temos por 
s • • 
(1.5) que eÀ~~1) ::;; O(p). 
Supondo por absurdo que d > i\ , temos 
s s 
[d-P-1] • À-p d8 - À~ + 1. 
Dai, d = i\ - 1, o que é contra a hipótese. 
s s 
(b) Se À '* p5 , então existe i, O~ i ~ s tal que d 1 * O. 
De fato: 
Se d0 = 
[·~~~'] • O(p). 
= d = O então para p 
s 
[d-p-•J Sendo, À-p 
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s 
= p temos por (1.5) que 
concluimos que algum d é não nulo. 
l 
(c) Por induÇão sobre i, provemos que 
d = À • i = o, .... s 
s-1 s-1 
Como i\ :t:. O, por (a) d s. À • 
• s s 
Supondo que d < À , 
• • 
• então p = d + ... +d p , tal que p < À e 
o • 
por (b) temos que p > 1, e ainda [d~~;1) = O(p), o que contradiz 
(1.5). 
Suponha verdadeiro que d = À , para i = O, •.. , j com j<s. 
s-1 s-1 
Se À = O mostremos que d = O. 
s-(J+ll s-(j+ll 
Se d 
s-(j+ll -:~:. O então para p = d + •.. + 
d s-(j+ll 
s-Cj+llp o 
temos que 1 S.. p < À, e sendo d = À para i < j, segue que 
s-i s-1 
[d-p-1) A-p ~ O(p) • contradizendo (1.5). 
Se À :t:. O, então por (a) d < À 
s-(j+l) s-(j-1"1) s-(j-1"1) 
que d 
s-(j+l) 
1 ~ p < À. 
< À • s-e J+ll então para p = d0 + ... + 
• dp, 
• 
Supondo 
teremos 
Pelo mesmo argumento anterior, segue que [d-p-1) A-p ~ O(p), o 
que contradiz (1.5). 
Reciprocamente, se À "' \llll truncamento de d, então d-Ã = aq'. 
para algum a. e q' > Si"l _p > À. 
Logo, para todo r com 1 S.. r < À, temos que: 
[•-;•c-1) = [""';c-1) ~ [r~1) = o. 
Se A s e d d s r d O então s = p = sp + •.• + dp, com > d-A = p ~. r • 
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para algum (3. 
Logo, para toda r, com 1 ~r < X temos que: 
Em ambos os casos, a proposição ( 1. 4) garante que (TÀ p 
independe da desamogeneização F. de F, para todo P em X. • 
Note que para 1 < X < p, as curvas assintóticas de ordem À 
existem projetivamente se, e somente se d = À(p); e que para p =O 
as curvas assintóticas existem projetivamente apenas para À = 1. 
Definição Diremos que o par (d,À) é admissivel se À é um 
truncamento de d ou se À é uma potência de p, que divide d. 
( 1. 7) Corolário Se (d, À) é um par admissível então as curvas 
assintóticas de ordem À a uma curva irredutivel de grau d~ 
independem de mudança de coordenadas projetivas. 
Demonstração: Se T é uma transformação projetiva tal que T(Q)=P, 
então por (A.3) e (1.6) tem-se que: 
• 
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2. AS EQUACÕES DAS CURVAS À-NÃO GENtRJCAS 
• 
Neste parágrafo, e nos próximos X : F = O será uma curva 
projetiva plana irredutível de grau -d, e À é um inteiro positivo 
tal que (d,Ã) é admissivel. 
Neste caso, o teorema (1.6) garante que a multiplicidade 
genérica ~À da curva F* = O com as curvas assintóticas de ordem À, 
independe da desomogeneização F• de F, o que torna consistente a 
seguinte definição: 
Definição Uma curva X : F = O é di ta ?..-genérica se lJÀ = i\+1 e 
Ã-não genérica se ~À > Ã+l. 
Seja, 
,.,, 
I: (-1)' 
s=O 
(Di\+1-s Ds F) (-F )s 
1 J 1 
(F )i\+1-s 
'j .• 
r 
onde D
1 
denota a r-ésima derivada parcial de Hasse com respeito à 
variável X1 e D~ F = F1. 
Tem-se pelos teoremas (!-1. 5) e (II-1. 6) que, X é i\-não 
genérica se, e somente se A1J ~ O(mod F), para todo i, J = 0,1,2, 
1 ~ j. 
A definiç~o que segue é uma adaptação para o nosso caso, de 
uma de~lnlção dada por E. Ballico e A. Hefez em [B-H] . 
Definição Diremos que uma curva irredutivel X F = O tem 
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singularidades controladas com relação ao par admissivel (d,~) se: 
E e < ~d + 
p p 
E 
m >~+1 p 
m (m - (Ã+1)), 
p p 
onde mP denota a multiplicidade de F em P, e 
Exemplos dessas curvas são as curvas lisas. 
(2.1) Proposição Seja X : F = O uma curva com singula~;idades 
controladas. X é À-não genérica se, e somente se D~ D~ = O 
para todo i,j =O, 1,2 e todo par (m,n)_ tal que m+n = i\+1. 
Demonstração: Se X é À-não genérica então A1J = O sobre X, para 
todo i,j = 0,1,2, e portanto 
(F }À+l = -F 
1 J 
s=O 
(2.1.1) 
Supondo por absurdo Ã+l que DJ F "' O, para algum j, então para 
todo i= O, 1,2 e todo P ~X, temos por (2.1.1) que: 
r1'+1 I(P,F. J F)+ (Ã+1) I(P,F.F•) ~ I(P,F.FJ). (2. 1. 2) 
Após uma mudança de coordenadas, se necessãrio, podemos supor 
que num ponto singular P ~alquer de X, 
ep = I(P,F.FJ), j = 0,1,2. (2. 1. 3) 
Se Pé um _ponto regular de X, então eP =O e de (2.1.2) temos 
que 
À+l ) ( I(P,F.DJ F ~I P,F.FJ). (2. 1. 4) 
Se Pé um ponto mültiplo, então por (2.1.3) temos que 
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(2. I. S) 
Se Pé um ponto múltiplo com mP > Ã+l, temos que 
Logo 
!(P,F.D ~. 1 F) + (e - m (m - (~+1)) > e = I(P,F.F ). J p pp -p j (2.1.6) 
Somando (2.1.4) sobre todos os pontos regulares de X, (2.1.5) 
sobre todos os pontos P singulares de X tais que m ::s 11.+1, e 
p 
{2.1.6) sobre todos os pontos P tais quem > 11.+1, tem-se que 
p 
+ l:: e - l:: m (m -p p p 
P m >À+l p 
p 
(~+1)) ~); I(P,F.FJ). 
p 
Pelo teorema de Bézout, segue que 
d(d -
Logo, 
(~+1)) + l:: e -
p p 
E •.(•. - (~+1ll ~ ct(ct-ll. 
mp>i\+1 
l:: ep - l:: •.(•. - (~+1)) ~ Àd, 
P m >À+l p 
o que é uma contradição, pois X tem singularidades controladas. 
Temos, então que D~+t F O • O 1 2 = ,paraJ=,,. 
J 
Agora a expressão (2.1.1) nos ~ornece: 
(F )~ = - F 
1 J 
~-· l:: 
s=O 
Pelo mesmo raciocínio, prova-se que: 
D1 D~F=O, Vi,j=0,1,2. 
Seguindo passo a passo o argumento acima, obtemos 
Dm D° F= O, V i,J = 0,1,2, V m,n, m+n = i\+1. 
1 J 
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A reciploca segue tlivialmente de (I - 1.5). • 
Observação Seja X F = O uma curva com singularidades 
contloladas de grau d, d = d
0 
+ ... + drpr. Se 1 ~ d0 < p-1 ou d 1 <p-1 
e X é d
0
-não genélica, então X é (d
0 
+ •.. + d
1
p1 )-não genérica, 
para todo i, O~ i < r. 
A afirmação acima segue de (2. 1), (A.2) e do :fato que À +1 = 
1 
1 
= d + .•. + d p + 1 é p-adicamente maior ou igual a d + 1, com d
0 o 1 o 
nas condiçães acima. 
(2.2) Teorema Seja X F = O uma curva de grau d, com 
singularidades controladas e seja À um inteiro tal que 
d = Ã(p) com 1 ~ À < p-1. As seguintes aflrmaçães são 
equivalentes: 
(i) X é i\-não-genérica. 
( il) 11 = pa. , para algum a ~ 1. ;>. 
(ili) F é da forma l.: 
Qi 1 1 
o 1 2 
Demonstração: 
1+1+1=Ã. 
o 1 2 
eK[X,X,Xl. 
o 1 2 ' 
(!) .. (1!) 
1 
X o 
o 
1 
X 1 
1 
1 
xz 
2 • para algum 
Sendo X Ã-não genérica e com 
singularidades .controladas, então pela proposição {2.1), temos que 
D f= O, 'd m,n, m+n = i\+1 
m,n,O 
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Segue de (A.2) que D F= O, para todo (l,j) tal que l+j 
1' J ,o 
é p-adicamente maior ou igual a Ã+l. 
Sendo Ã+l < p, temos que D F = O, para todo {i, j) tal 
l,J ,O 
a a que Ã+l ~ i+j < p , para algum « ~ 1 e portanto ~À = p , 
(i!) "' (!li) a Se ~À= p para algum a~ 1, então por (2.1) e por 
(A.4) e (A.2) tem-se que todas as derivadas de ordem Ã+l até p«-1 
são nulas. 
Temos então, para todo (i o' i1, i2) com i +i +1 o 1 2 = 
' ' DP (D1 Fl = D (D: F) = O, 1 1 1 1 1 1 
o 1 2 o 1 2 
para 1 = 0,1,2 e r= o, ... ,a-1. 
Portanto, existem Q1 1 1 e K[X0,X1,X2] tais que 
o 1 2 
Sendo d = 
(!li) "' (i) É 
À(p) então pelo 
F = l: 
1 +i +1 =h 
o 1 2 
a 
F=Q~tt 
o 1 2 
lema (A. 1) 
a 1 
o: 1 1 X o o 
o 1 2 
tem-se 
1 1 
X 1 X 2. 
1 2 
imediata pelo teorema (I-1.5). 
que 
À, que: 
• 
Observação O teorema acima é uma generalização dos resultados de 
E. Ballico, A. Refez e R. Pardini em [B-H], [H.l] e [P] que tratam 
do caso À = 1. 
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( 2. 3) Exemplo: Curvas de Fermat 
• Sejam a,b E K, d e ;\ inteiros tais que (d,;\) é admissivel 
com pfd e d > p. 
Seja, 
r Escrevendo d = d + ••. + d p , das hipóteses sobre d e ;\ segue 
O r 
s que ;\ = d + ... + d p com s < r e d -:~:. O. 
o s o 
Portanto, por (2.2) tem-se que: 
[2.3.1) X é À-não genérica se, e somente se ;\+1 < ps+l ou d =0. 
"" 
Mais ainda, se d = ;\+«q' com p(«, então~;\= q'. 
(2.4) Exemplo 
Seja ~(x) E K[x] de grau n, tal que p(n, e definamos 
f[x,y) = ~[x) - ~[y) 
x-y 
Seja X a curva projetiva deYinida pela equação afim 
f[x, ,y) = O. 
[a) 
Considere as seguintes condições: 
~·(x) = d~ tem n-1 raízes distintas. dx 
(b) ~é injetiva sobre as raízes de~·· 
Em [V]. Voloch obtém os seguintes resultados: 
(1) X é lisa se, e somente se ~ satisfaz às condições (a) e (b). 
(2) Se ~ satisfaz às condições (a) e (b), então X é reflexiva. 
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A fim de estudar a .\-genericidade da curva X, necessitamos 
das seguintes identidades, cujas demonstrações são imediatas 
D ~ = 
m,O 
n• ~(x) - D f 
x m-1,0 
X -y 
- n" ~(y) + D f 
D ~ = 
y o,n-1 
O,n x-y 
D ~ - D f 
D f = m-1,n m,n-1 
m,n X y 
para m,n ~ 1. 
L2.4.1) Proposição: Se as condições (a) e (b) são satisfeitas por 
~ , então X é .\-genérica para todo truncamento À de n-1. 
Demonstração: Como (a) e (b) são satis~eitas por ~. X é lisa. 
que: 
Supondo X i\-não genérica, então pela proposição (2.1), temos 
D f = o, V m,n, m+n = ?1.+1. 
m,n 
Portanto, das identidades acima segue que: 
DÀ+1 ~(x) = DÀ ~ = DÀ ~ = ... = D À ~ = DÀ+1 ~(y). 
X ,O -1,1 O, y 
Assim, D.\+1 ~(x) é uma constante. 
r 
n 
Escrevendo <p(x) =·E 
I =O 
com a =f:. O, a condição acima 
n 
implica em particular que [ n] "" O(p), o que é um absurdo, pois À À+1 -
sendo truncamento de n-1, existe q' uma potência de p, tal que 
n = i\+1 (q' ), q' > i\+1. • 
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3. PONTOS À-EST ACIONÀRIOS 
Assumiremos neste parágrafo que a curva irredutivel X : F = 
Otenha grau de que À é um inteiro tal que (d,À) é admissivel. 
Seguiremos de perto o tratamento dado por A. Hefez em [H-2], 
onde são estudados os pontos de inflexão. 
Definição Um ponto P e X é chamado de ponto À-estacionário se P é 
um ponto regular de X, e que para alguma desomogeneização F* de F 
se tenha: 
Note que a definição acima é consistente, pois pelo teorema 
(1.6) tem-se que: 
À I(P,F.JI P F). 
Note também que ~ F * O, para todo P regular de X, pois caso 
contrário À 
-rp F• = O, e em particular P é singular. 
Para relacionar os pontos Ã-estacinários com os polinômios 
A
1
J definidos, no parágraf,o anterior, necessitamos do seguinte 
lema: 
(3.1) Lema Se F E K[X0,X1,X21 é um polinômio homogêneo de grau d, 
e À é um inteiro tal que (d,~) é admissivel então para todo 
i,j,t = 0,1,2. i~ j e t * j tem-se: 
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0" " 1 1J = (-X )X+t t AF..J (mod F). 
Demonstração: Como (-X F l l!8 X F +X F {mod F), então 
00 11 22 
s 
(-XF ) 5 • l: 
o o 
1=0 
[•] (X F )s-1 1 1 1 
Substituindo (3.1.1) na expressão: 
0•1 " 
o 01 
~·1 
= l: 0•1-s 
o 
s=O 
e pondo j = s-i, obtém-se: 
0'1 6 
o 01 
D F À+l-s,s,O 
(F J"-+1-s 
1 
a l: (F /' 1 - 1(X F ) 1[ l: 1'l D F ~.1 ~·1-1 [ l 
1 2 2 1 À+l-(l+j),l+j,O 
1 =O j =O 
Pondo r= i\-i, temos que (3.1.2) é igual a: 
0•1 A = (X F )À+t D F + 
o 01 2 2 O,À+l,O 
~ r•1[ l +E (F )r+l(X F )À-r[ E À+j-r D F 
1 2 2 j r+l-J ,À+j-r,O 
r=O j=O 
(3.1.1) 
(3. 1. 2) 
(3. 1. 3) 
Pelo lema (A.5)., a expressão (3.1.3) pode ser escrita como 
= (X F )~'1 
2 2 
D F+ 
o,Ã+t,o 
~ . 
l: (F )"1 (X F )~-r [(-X )"1 
1 2 2 2 
r=O 
Pondo k = 11.-r, obtemos 
0•1 
o 
~·1 
l: 
k=O 
D F 
O,k,À+l-k 
(-F )À+t-k 
1 
(F ) k 
2 
D F] O,À-r,r+l 
= (-X )À+1 
2 
As demais identidades se obtém de modo análogo. 
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• 
(3.2) Proposição Seja X : F = O uma curva irreduttvel À-genérica 
de grau d, tal que (d,À) é admissivel. Se P é um ponto 
regular de X, então Pé um ponto À-estacionário se, e somente 
se A1j(P) =O para l,J = 0,1,2 e i~ j. 
Demonstração: Seja P = (x : x : x ) e X um ponto À-estacionário e 
o 1 2 
suponha sem perda de generalidade que x ~ O. 
2 
Pelo teorema (I-1.5) temos que 
À I (P, F*' TP F) > 1'JÀ se; e somente se A01 (P) = O. 
Das identidades: 
= (-X )À+1 
2 
e 
Juntamente com a hipótese x ~ O, segue que 
2 
1121 (P) = .à.2o (P) = O. 
A recíproca é imediata por (I-1.5), 
a (-X )i\+1 
2 
Definição Seja P um ponto de X, e definamos: 
" 20 
1 = min {I{P,F.A ), i,j = 0,1,2 e i~ j}. 
p lj 
• 
Se P é um ponto regular de X, i é chamado de multiplicidade 
p 
do ponto estacionário P. 
(3.3) Teorema Se X é uma curva À-genérica de grau d, com (d,>..) 
admissivel então 
l: 
p 
!P = d.[d(/.+2) - 3(Ã+I)]. 
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Demonstração: SeJa P = (x :x :x} um ponto qualquer de X. 
o 1 2 
Caso x2 :I: O. 
Nesse caso temos qUe·-· f!."~-,.. I(P,F.A01 ). 
De lato. das identidades: 
0•1 
o 
= (-X )i\+1 
2 
portanto i = I(P,F.à ). 
p 01 
Caso x =O. 
2 
0•1 
1 
Mostremos que nesse caso, 
A 01 
: (-X )À+l à 
2 20 
I(P,F.A01 ) = (i\.+1) J(P,F.X2) + IP. 
·(3.3.1) 
(3.3.2) 
Se X 
"' 
o (resp. X 
"' 
O) • como no caso anterior temós que: 
i = p 
o 1 
I(P,F.A
21
) (resp i ::: p l(P,F./!.20)). 
Logo, das identidades em (3.3.2), segue que: 
(3.3.3) 
Por (3.3.1), (3.3.3) e pelo teorema de Bézout, tem se que: 
E 1 
p p 
Logo, 
+ (i\.+1JE l(P,F.X2) p 
= d [d - (Hl) + (i\.+1)(d-1)]. 
E ip = 'ct. [d(H2) - 3(H1)]. 
p 
• 
(3.4) Corolário Se X é uma curva de grau d, /\-genérica para o par 
(d,i\) admissível então o número de pontos À-estacionários é 
no máximo d.[d(i\+2) - 3(1\+1}]. 
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(3.5) Corolário Suponha o par (d,À) admissível. Contados com as 
suas respectivas multiplicidades~ uma curva lisa de grau d 
tem d. [d{À+2) - 3(À+1)] pontos À-estacionários. 
Observe que o teor-ema acima para À = 1, nos fornece a 
clássica fórmula de Plücker. 
4. MORFISMO ASSINTÓTICO 
Seja X : F = O uma curva irredutível de grau d, e seja ~ um 
inteiro tal que 1 ~ À < d. 
Suponhamos que alguma derivada de ordem ;\ de F é não nula, e 
definamos a aplicação racional: 
>/li\ : X -----; 
p ___ __, 
onde N(l\) = 1\(1\+3)/2. 
!PN(À) 
(Di 1 1 
o 1 2 
F(P)) 
l+l+l=À 
o 1 2 
Se (d,Ã) é um par admissível, o morfismo ~À será chamado de 
morfismo assintótico. 
Tem-se pelo teorema (1.6), a seguinte interpretação 
geométrica: 1/JÀ associa a cada ponto P de um aberto afim, as 
coordenadas em IPN(À) da curva assintótica 't'À F*, onde F* é uma p 
desomogeneização de F. 
Sejam X = y = e suponha sem perda de 
generalidade que x é uma variável separante de K(X). 
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Ponhamos: 
1/11 1 1 (x,y) = DI 1 1 F(x,y,1) 
012 012 
A f'im de analisar a inseparabi 1 idade de 1/J?.., usaremos uma 
parametrizaçã.o P(t) centrada num ponto geral P de X, como em 
(I-1.3). 
(4.1) Proposição Suponhamos 1 < À < p tal que d = À(p). Se 1/J?.. é 
inseparável então = o sobre x. para todo 
Demonstração: Suponhamos inicialmente que i 2 ~ 1. Pela relação de 
Euler, juntamente com o f'ato que d : ?..(p), temos que 
X (i +1 )D F + 
o o 1 +1,1 ,1 -1 
o 1 2 
Logo 
= ~I I ,12-1(P(t)) 
o 1 
- y(t)(l +!)~ (P(t)). 
1 1,1+1,1-1 
o 1 2 
Agora, pela regra ~a cadeia segue que: 
D~ 11 (P(t)) t lo' 1' 2-1 
= (i +!)~ (P(t)) + 
o 1+1,1,1-1 
o 1 2 
De (4.1.1) e (4.1.2) temos que 
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(4.1.1) 
(4. 1. 2) 
y(t)(i1+1) [Dt (1/Ji 1 +t 1 -1) 
o' 1 ' 2 
1/Jl +1,1 ,l -1 
o 1 2 
- D (~ ) 
tl+l,l,l-1 
o 1 2 
+ D (~ ) ~ 
t 1 +1,1 ,1 -1 1 ,1 ,1 -1 
o 12 012 
(4.1.3) 
Sendo ~À inseparável, então por (B.l) e {4.1.3) segue que 
(P(t)).~ (P(t)) =O, em K((t)). 
1,1,1-1 
o 1 2 
Se~ (P(t)) 
1,1,1-1 
o 1 2 
Suponha agora 
=1:. O então Dt(l/1
1 
+t 
1 1 
_1)(P{t)) =O. 
o ' t' 2 
Sendo P(t) centrada num ponto P geral de X, tem-se que: 
D F=O. (4.1.4) 
i 1 i 1} -1 
o 1 2 
Pela regra da cadeia e por (4.1.4), levando em conta que 
i
0 
+1 .:$_ i\ < p, segue que 
D {1/J ) = (i +2)1/1 +(i +1)1/J . y'= O. 
t I +t I 1 -1 O 1 +2, 1 ,1 -1 1 1 +1,1 +1,"1 -1 
o • t' 2 o 1 2 o 1 2 
Conclui-se então que 
D (~ ) = O, 
t jOjl j2 
Por simêtria, segue também que 
o < J' < ~­
- 2 
j > 1, o < j < À. 1- - 2 
Resta então provar que D (I/I .., ) = O. 
t O,O,n. 
(4.1.5) 
(4.1.6) 
A relação de Euler, juntamente com a condição d a ;\{p) 
implicam que: 
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+y'(t)~ , +ÀD(~ ,). 
0 0 1 0 11.-l t 0,0,11. 
Assim pela regra da cadeia, temos que 
À n (~ ,l = -[x(t) D,(~ 1 0 ,_ l + y(t) n.(~0 1 À- 1 )). t 0 1 0 0 /\ .,. , 0 1\. 1 .,. , , (4. 1. 7) 
De (4.1.5), (4.1.6) e (4.1.7) tem-se que Dt(l/l0,o,i\) =O e 
portanto: 
Dt (1/11 1 1 ) (P(t)) =O, 't;f (io,il,i2), io+il+i2 =i\ 
o 1 2 
Como pela regra da cadeia, 
então de (4.1.8) temos que: 
... D)t/11 1 1 )(P) 
o 1 2 
(4.1.8) 
para todo ponto P regular em X tal que t = x - x(P) é um parâmetro 
local. 
Portanto, para todo (10,11,12) tal que i 0+i 1+12 =i\, tem-se 
sobre X que: 
• 
Observação O resultado acima não é válido para À = 1, e nesse 
caso a inseparabilidade de 1/11 é caracterizada pela proposição 
(B. 1). 
(4.2) Corolário Com as mesmas hipóteses do teorema (4.1), tem-se 
que: se ljiÀ é inseparável, então ~i\= O(p). 
Demonstração: Segue do teorema anterior e do lema (I-1.14). • 
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(4.3) Teorema Se X : F = O tem singualridades controladas e 
1 < À < p-1, então as seguintes afirmações são equivalentes: 
(i) X é À-não genérica. 
( i1) 1/JÀ é inseparável. 
Demonstração: 
(i) * (ii) O teorema (2.2) prova que se X é ~-não genérica então 
llÀ = pa., para algum a ~ 1; e que para todo (1
0
, i
1
, i
2
) tal que 
i +i +i = À 
o 1 2 
Assim, 
existem Qi 
1 1 
o 1 2 
E K[X ,X ,X 1 tais que: 
o 1 2 
D F= Qi i 1 
o 1 2 
1 1 1 
o 1 2 
" " >/1
1 1 1 
(P(t)) = Q
1 1 1 
(x(t))P ,y(t)P ,1) 
012 o1a 
e portanto, 
n" (>/J (P(tJJ =o, 
t i i 1 " 
r = 1, ... ,p -1. 
o 1 2 
Logo, por (8.1), 1/JÀ é inseparável e deg1 1/JÀ ~ pa = llÀ· 
(i1) 9 (i). Se t/JÀ é inseparável temos por (4.2) que 1JÀ::::::: O(p). 
Sendo 1 <À< p-1, temos que X é ·-À-não genérica e por (A.2), 
" 11À = p para algum a 2:. 1. • 
OBSERVAÇ0ES 
(4.3.1) A demonstração acima contém a seguinte informação: Nas 
mesmas condições de {4. 3), se 1/\ é inseparável, então 
deg1 1/JÀ ~ llÀ. 
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(4.3.2) Para À L p-1 as afirmações do teorema não são 
necessariamente equivalentes, como se vê no seguinte exemplo: 
x, 
2 
xP -1 + 
o 
2 
xP -1 + 
1 
= o 
X é i\-genérica para i\ = p-1, mas t/Ji\ é inseparáveL 
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CAPITULO 111 
APLICAÇÕES A TEORIA DOS NÚMEROS 
' 
1. TEORIA GERAL 
Seja X uma curva projetiva plana e irredutível de grau d, 
definida sobre um corpo finito f . Denotaremos por N(X,q} o número 
q 
de pontos racionais de X sobre f . 
q 
Seja C : F* = O um modêlo afim de X, e considere a família 
~, ; cc; F,)pec· 
Note que os pontos racionais afins de C estão entre os pontos 
para os quais é satisfeita a seguinte condição: 
À F (P) E (T F, ; 0) 
q p 
onde F é o automorfismo de Frobenius. 
q 
( 1. 1) 
Diremos que X é uma curva ~-Frobenius não degenerada se nem 
todos os seus pontos num aberto afim satisfazem à condição (1.1); 
e À-Frobenius degenerada, caso contrário. 
Os pontos P de C para os quais (1.1) é satisf'eita são 
precisamente os pontos para os quais se anula a função racional: 
~(x,y) ; 
Assim, X é uma curva À-Frobenius não degenerada se, e somente 
se hÀ é não nula sobre C. 
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Para as curvas ~-Frobenius não degeneradas uma cota superior 
para N(X,q) é dada por: 
N(X, q) < 
d.deg~ 
I + R ( 1. 2) 
onde I é uma cota inferior para a multiplicidade de interseção de 
C com a curva ~ = O num ponto racional qualquer P em C, e R é o 
número de pontos racionais no infinito de X que não estão sobre o 
fêcho projetivo da curva ~ = O. 
Trataremos agora do caso em que as curvas assintóticas de 
ordem À têm existência projetiva. Para isso definamos: 
D 
1 1 1 
10+1 +i "'~ o 1 2 1 2 
11 q 
x, 
1 q 
x2 
2 
(1.3) Proposição Se (d,~) é um par admissível então ~(x,y) = 
=::: H~ (x, y,l) (mod F*). 
Demonstração: Ponha: 
- 0 F(x,y,l) ·= E a (P)x1;r' 
p 1J 
1 • J 
Como (d,~) é admissível, pelo teorema (II-1.6} temos para 
todo P e C, que 
(<~ F,)(x,y) = n; F(x,y,l) 
e portanto a e (F*). 
1J 
Assim, 
~(x,y) - ~(x,y,l) 0 F(x•,y•,t) = ( x,y) 
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Logo, h~ (x,y) ~ HÀ(x,y,1) (mod F.l. • 
(1.4) Corolário Se (d,Ã) é admissível então: 
(i) X é uma curva Ã-Frobenius degenerada se, e somente se HÀ é um 
múltiplo de F. 
(ii) Se X é uma curva Ã-Frobenlus não degenerada e I(P,F.HÀ) >I, 
para todo P racional de X, então 
N(X.q) ~ d(d-À+Àq)/I. 
Demonstração: Imediata. • 
Considere a seguinte condição: 
(1.5) Todas as derivadas de F de ordem Ã+1 até q'-1 são nulas, 
onde q' é uma potência de p. 
As curvas F = O de grau d com singularidades controladas e 
Ã-não genéricas com 1 S. À < p-1 e d ~ ·À(p) satisfazem à condição 
(1.5). 
(1.6) Proposição Seja P um ponto racional qualquer de X F = O. 
Tem-se então que: 
(i) I(P,F. ll;>.l 2:. À+l. 
{ii) Se a condição {1.5) é verificada então, 
HP,F.hÀ) .:::_ min(q' ,q). 
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Demonstração: Escrevamos por simplicidade que F. = f. 
onde, 
Para todo P racional e todo r < q tem-se que: 
{
(-tJ' 
D (x•-x) 1 (P) = D (y•-y) 1 (P) = 
r,O O r O 
Assim, para todo m,n < q e P racional, 
se r = i 
se r '* 1 
D (D f)(P) = 
m-l,n-j lJ 
À 
= [ L (-1) 1+J [~] [n]] D=f(P). 
l+J=l J 
Logo, para todo m,n < q e P racional 
= a D f(Pl 
mn mn 
À 
a = l: (-!l"' r7] [nJ. 
mn l+j=l L J 
Como, para todo m+n < q tem-se que 
{ 
-1 
a = 
fllll À +l-1 
-!+(-!) [\ l 
se m+n S.. À 
se m+n = i\+1 
então de (1.6.1) segue que 
q-(À+l) 
f + l: [-! + [ À+I-1] (-!)À À ] fÀ+I + 
1=1 
+ (polinômio de grau maior ou igual a q), 
(1.6.1) 
onde f= f 1 + ... + fd é o desenvolvimento em série de potências de 
f num ponto racional P. 
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Asslm, 
~+f 
. ;\. q-(À+l)[À+i-1) 
= ( -1 l r; À f M• + 
l =1 
+ (polinômio de grau maior ou igual a q). 
Por (1.6.2), a asserção (i) é verificada. 
Agora, se F satisfaz à condição (1.5), então: 
f = À+l = f =o. q'-1 
(1.6.2) 
(1.6.3) 
De (1.6.2) e (1.6.3) segue então para todo P racional de f=O, 
que: 
I(P,f.hÀ) ~ min(q,q' ). • 
(1.7) Corolário Se X F = O é uma curva i\-Frobenius não 
degenerada de grau d, então: 
d deg~ 
N(X. q) ~ i\+ 1 + R. 
Se além disso, F satisfaz (1.5) então: 
d de~ 
N(X.q) ~ min(q' ,q) +R 
onde R é como em (1.2). 
Demonstração: Imediata por (1.2) e (1.6). • 
(1.8) _Observação Se X : F = O é i\.-Frobenius degenerada de grau d, 
com (d,Ã) admissivel, então R pode ser omitido das desigualdades 
acima, pois na interseção de F = O e HÀ = O já são contados os 
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pontos que dão origem a R. 
A proposição seguinte é uma generalização da proposição 5 em 
[H-V], onde o caso~= 1 é considerado. 
(1. 9) Proposição Seja X : F = O uma curva de grau d e ~ é um 
inteiro tal que (d,~) é admissivel e suponha que a condição 
( 1. 5) é satisfeita por F com q' ~ 2~+1. Se X ~-Frobémlus 
degenerada, então q'< q e d ~ ~(q-1)/(q'-1). 
Demonstração: A condição (1.5) juntamente com (A.6) implicam que 
F= I: 
10+1 +1 "'~ 
1 2 
q' 
Ql 1 1 
o 1 2 
1 
X o 
o 
para algum Q1 1 1 e K[X0, X1, X2]. 
o 1 2 
Logo 
I q 
q' X o 
Ql 1 1 o 
I + l +l "'~ O 1 2 
O I 2 
1 
X 1 
1 
1 q 
X 1 
1 
1 
x2 
2 • 
I q 
x2 
2 
Supondo por absurdo que q' ~ q, temos que 
= ( q'/q l:. Qlll 
1
0
+1 +1 =~ o 1 2 
1 2 
1 1 
X o X 1 
o 1 
1 
X 2)q. 
2 
Sendo X uma cill"va :\-Frobenius degenerada e F irredutível, 
segue de (1.4) que F divide I\/q o que é um absW"'do pois 
deg deg F. · 
Portanto, 
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q' < q e F divide H~/q 
Como d = Ã.+aq' onde a = deg Q 
' ' ' o 1 2 
(1.9.1) 
1/q' 
e deg H;\ = a+Àq/q', de 
( 1. 9. 1) temos que À+aq' :S. a+l\.q/q'. 
Logo, 
d ~ À(q-1)/(q'-1). • 
Daremos agora uma caracterização de uma classe de curvas 
Ã.-Frobenius degeneradas de grau d = Ã(q-1)/(q'-1), generalizando o 
Teorema 2 em [H-V]. Usaremos a 
' ' 
seguir a 
' 
seguinte notação: 
e x' = X o X 1 
o 1 
X 2 onde 2 • I =(i , i , i ) . Os o 1 2 
múlti-índices que aparecerão na proposição abaixo terão todos 
comprimento À. 
(1.10) Proposição Suponha que as hipóteses de (1.9) sejam 
( 1) 
(li) 
satisfeitas e que d = À(q-1)/(q'-1). X é Ã.-Frobenius 
degenerada se e somente se as seguintes condiçães são 
satisfeitas: 
(n-1) 
q' 
a 
" { n-1) 
I q' I 
n 1 X ••. X F é da forma E 
I , ... ,I {I '. • • • 'I ) 1 n 
a 
a 
(I ,. •. I ) 
1 n 
(I , ••• I ) 
1 n 
d/ À p = 1. 
1 n 
e IF 
q 
= 
e n = 'log q. q' 
paq' 
(I, ... ,I,I) 
2 n 1 
para algum p 
com 
E IF 
q 
tal que 
Demonstração: Como X satisfaz (1.9}, de (1.9.1} tem-se que, X é 
so 
~-Frobenius degenerada se, e só se 
divide 
ou seja, para algum ~. 
E Q XIq/q' 
I 
I 
(1.10.1) 
Como d = ~(q-1)/(q'-1), os dois polinômios em (1.10.1) têm o 
mesmo grau, e assim Jl E IF . 
q 
Supondo que X é ~-Frobenius degenerada, mostremos (i) e (ii). 
Para n = 2, deg QI = (d-~)/q' = ~ e portanto, 
I q' 
q q' 2 
QI = E a<I,I2JX 
12 
Segue então que, F é da forma (1). 
Aplicando o operador diferencial A = D com ~+1 < 
101112 
<i +i +i < q' , à igualdade de (1.10.1) obtemos, 
o 1 2 
E (ao J x'•1•' = o. 
I 
I 
(1.10.2) 
n ,(n-1} ) Como d = À(q' -1)/(q'-1) = À(q + ... +1 < À(q+l) e deg 01= 
= (d-Ã)/q' temos que deg Q < Ãq/q'. 
I 
Logo, de ('1.10.2). conClui-se que AQ1 = O. 
Assim, 
I 
q' 2 
QI = E Q( I I )X 
I ' 2 
2 
(1.10.3) 
Substituindo (1. 10.3) na expressão de F, temos que: 
2 I q' 
E o•' x 2 x'. ( I, I } 
I, I
2 
2 
F= (1.10.4) 
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Agora, se n = 3, então deg Q = À e portanto, {I, I ) 
2 
- a XI3 Q(I I ) - L (I I I ) • 
' 2 I ' 2' 3 
3 
que substituído em (1. 10.4) nos dá que F é da forma como em (i). 
Prosseguindo com esse raciocínio, por indução sobre n, temos 
que F é da f'orma (1). 
Logo 
o, 
1 
= 
I , ... , I 
2 n 
q'(n-2) 
a ( I , , .. , I l 
1 n 
( n-2) 
I q' I 
X n ... X z 
Pondo J
1 
= I • 
n 
J = I • 
n n-1 
então F se escreve 
como: 
(n-1) ,ln-2) 
, (n-2) J
1
q• J q J 
aq X X n ••• X 2 F= 
J ••.. ,J 
1 n 
(J, ... ,J,J) 
2 n 1 
De (1.10.1) segue que 
E 
{n-1) {n-2) 
,(n-2) I
1
q• I q' I 
aq X X n X z. = 
I , ... , I 
1 n 
(I , ..• , I ) 
1 n 
J 
,ln-1) {n-1) q J 
q' 1 2 
a ~ ... X {J, ... ,J,J) =~t E 
J ••.•• J 
1 n 
2 n 1 
Assim, 
•
{n-2) (n-1) (n-2} 
q q' q' q' 
a = J.La =f.L(a ) (1 1 ... 1 1) (I, .•• ,I,I) (I, ... ,I,I) 1 n 2 nl 2 nl 
Pondo p 
a 
= I' 
, (n-2) 
1/q 
(I • ... 'I ) 1 n 
(1.10.5) se escreve como: 
= paq' • 
(I, ... ,I,l) 
2 n 1 
d/ À Resta então, provar que p = 1. 
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(1.10.5) 
(1.10.6) 
De fato, pela relação obtida em (1.10.6) temos que 
=paq' =p(pq' 
a(I
1
, •.• ,I ) (I , •.. ,I ,I) 
n 2 n 1 
,2 
aq )= = ( I , ... , I , I , I l . • . 
3 n 1 2 
(n-ll n 
1+q'+ ••. +q' q' d./À 
=p a =p a . (I, ... ,I) (I, ... ,l) 
1 n 1 n 
Logo, pd/À = 1. 
Reciprocamente, se F satisfaz às condições (i) e (ii) então a 
, {n-2) 
igualdade (1.10) é satisfeita para J.L = pq , e portanto X é 
Ã-Frobenius degenerada. • 
2. COTAS PARA O NÚMERO DE PO~TOS RACIONAIS 
Contar o número de pontos racionais d.e uma curva algébrica 
definida sobre um corpo finito f • é um dos problemas clássicos da 
q 
teoria dos números. 
Relacionaremos neste Parágrafo ascetas anteriormente 
conhecidas, para na próxima seção compararmos estas com a cota 
obtida em (1.7) para as curvas do tipo yn = ~(x). 
(2.1) A hipótese de Riemann.provada por Weil [W} nos fornece 
1/2 N(X.q} ~ q+1+2gq , 
onde g denota o gênero da curva. 
(2.2) K. o. stahr e J. F. Voloch em [S-V1 demonstram os seguintes 
fatos: 
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Se X é curva plana reflexiva de grau d então: 
N(X.q) < d(d-l+q)/2. (2.2.1) 
H Se X é uma curva não degenerada em IP , com sequência de 
Frobenius v
0 
= O < v < ... < v então, 
1 N-1 
N(X.q) < 
(v + .... +V ) (2g-2)+(q+N)degX 
1 N-1 
N (2.2.2) 
(2.3) Seja X uma curva plana irredutível de grau d, mergulhada em 
~N(À>, onde N(À) = Ã{Ã+3)/2, pelo morfismo de Verosese ~À· 
Pelas proposições (2.1) e (2.3) em [S-V], tem-se que 
{v v } c {e e } e todo inteiro p-adicamente 1''''' N-1 1''''' N 
menor que v
1 
é também uma ordem, para cada i. Conclui-se 
então que: 
(2.3.1) Se p > N(Ã) e X é ~À-clássica então X é Frobenius clássica 
para ~À. e (2.2.2) nos fornece a seguinte cota: 
N''' N(N-l)(g-l)+(q+N).d 
sv N 
Se s(P) denota o peso de Frobenius para um ponto racional P 
de X, resulta de (2.4,a) em [S-V] que, 
s(P) L 
E portanto: 
H 
E (e -v ). 
1 1-1 
I =1 
(2.3.2) Se X é Frobenius clássica para ~À. então s(P) ~ cN, e uma 
cota para N(X.q) é dada por: 
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N' = 
sv 
N(N-l)(g-l)+(q+N)Àd 
"• 
A. Garcia e J. F. Voloch, em [G-V,2], obtém para as curvas de 
Fermat, 
X : axn + byn = 1, ab~O e pfn, 
o seguinte critério de Frobenius classicalidade. 
(2.3.3) Se p > 5, então X é Frobenius não clássica para ~2 sobre 
f , exatamente nos seguintes casos: 
m 
p 
(i) p/n-1. 
(ii) p/n-2 e n = 2(pm-1)/(pr-1) com r<m, r/me a,b e IF , 
(iii) p/2n-1 e n 
b2 e f . 
' p 
= (pm-1)/2(pF-1) com m 
Se X é Frobenius clássica para ~ , então: 
2 
N(X, q) s_ 2n (q+2n-1)-l(2n-5) 5 
' p 
2 
= tr, t par e a , 
onde t é o número de pontos racionais sobre os eixos coordenados. 
Nesse caso, usaremos a seguinte notação: 
N GV 
= 2n(q+2n-1) 
"s 
(2.4) A. Hefez e J. F. Voloch em [H-V] determinam o valor exato de 
N(X,q) para as curvas X planas, lisas e Frobenius não 
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clássicas 
N(X,q) = d(q-1)-2(g-1). 
As cotas citadas em (2.1) e (2.2.1) serão denotadas 
respectivamente por Nw e N1• 
3. CURVAS DO TIPO y• = ~Cxl 
Seja X o fêcho projetivo da curva irredutível, 
c ' f(x,yl =O 
onde f(x,y) = yn- ~{x), com ~(x) e f [x]. 
q 
Essas CW""vas vem sendo estudadas ao longo de muitos anos, e 
recentemente por M. Homma em [H
0
,2] quanto a reflexividade, e por 
A. Garcia em {GJ quanto a contagem de pontos racionais. O caso 
especial das curvas de Fermat foi tratado em [G-V,2] e em [H-K]. 
Denotaremos por K o fêcho algébrico de f . 
q 
A curva X é absolutamente irredutivel se e somente se p~n e 
mdc(p,r , ...• r)= 1, onde r são as multiplicidades das raizes de 
1 • 1 
~(x) (veja p.ex. [H ,21). 
o 
M. Homma em [H0,2] mostrou o seguinte: 
TEOREMA (Homma) X é não reflexiva se e somente se ~(x) e K[~] ou 
~(x) é da forma: 
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I I UNIC•~, .. 
L ~113UI).IE:::. ·~··I R.O.l 
para algum g,h0,h1 E K[x] com mdc(h0,h1) = 1 ealgum r com ls._r<p 
tal que r s n(p). 
(3.1) OBSERVAÇÃO Se rp(x) tem pelo menos uma raiz simples, então, 
X não é reflexiva se e somente se ~(x) é da forma: 
e n = l(p). 
(3.2) Com algumas exceções (p.ex. degf < p) podemos tornar a curva 
C, À-não genérica para algum À, com o argumento que 
descreveremos a seguir. 
Suponha t n = n
0
+ ... +ntp 
tal que degw- == mt. 
n =t. O e rp{x) = 
t 
Para j = l, ... ,t, escrevamos: 
Para cada i, O ~i < max{t,M}, definamos: 
m1 mt 
a +a x + .. , +a.x , 
o 1 < 
Ã(l) l = max{n + .•• +n p; 
o l 
l b +.' '+b p 
Oj ij j"" l, ... ,t}. 
Assim, 
1+1 
n=u +ap 
l l 
para algum u 1, v 1J .5_ h( i), j = 1,.,. ,t. 
n Portanto, f = y - rp(x) assumirá a forma: 
u +a: q' 
y I t 1 
q• 
l 
- (g 
o 
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'" l onde q' "" p e g e K( x , 
I . k 
k=O, ... ,;x{i). 
Para cada i tal que 1\.(1)+1 < q' oun =b =Opara 
1+1 l+1,J 
J "" 1, ... ,l, temos que C é 1\.(i)-não genérica com llÀ(l) 2:. q~, pois 
nesses casos, temos que: 
D (yn-~(xl) =O, r+s = À(!)+l; 
cs 
para r, s tais que 1\.{i)+l ~ r+s < q~. 
Observe que com o procedimento acima, não temos 
necessariamente que 1\.(i) seja um truncamento do grau ~-
O nosso método para determinar cotas, consiste em escolher 
1\.(i), para o qual a curva seja 1\.(i)-não genérica e 1\.(i)-Frobenius 
não degenerada, de modo que em (1.2) se tenha um valor grande para 
I. 
A fim de estudar a Frobenius degeneração das Cill'Vas (l-não 
genéricas suporemos ~(x) da forma: 
q' g X+ • •. + 
1 
1+1 
onde À = À( i) e q' = p para algum L Nesta situação temos que 
i\ < q' < deg f. 
Observação Se mdc(n,q-1) = 1 podemos reduzir a curva yn = ~(x) à 
curva y = ~(x) com o mesmo número de pontos racionais mediante um 
• 
automorfismo de IF ; além disso se deg ~ > q, substituindo os 
q 
sq+r s+r termos de f' da :forma x por x obtemos um polinômio 1/J(X), 
com degi/J < q, de modo que as curvas yn = ~(x) e yn = 1/J(x) têm o 
58 
mesmo número de pontos racionais. Assim, sem perda de generalidade 
suporemos daqui por diante que n/(q-1) e deg ~ < q. 
(3. 3) Lema Seja ~(xl = À '! L g~x, com À< q' < q. Se n ~ u(q') com 
t==O 
n+u(q-1) 
u ~À, então hÀ+f = Y 
Demonstração: Sendo 
hÀ = J.[[~Jyn-!(yq - yl 1 - (D: ~)(xq - xl'] 
mostremos inicialmente que: 
À 
E [:)y•-' (l'• 
1=1 
! 
- y) n+u( q-1) n = y - y . (3.3.1) 
Podemos escrever o lado esquerdo de (3.3.1) sob a forma: 
~ [:) i: (-l)j [;)yn+(i-J){q-1) = ~ É (-l)i-t.[:) [:)y~+t.(q-1). = 
1=1 j=O 1=1 t=O 
(3.3.2) 
Como n s u(q' ) e u ~ À < q', então: 
[:) = [:), O < i S. u e (~) = O, u < i S. À 
Portanto, 
Assim, pondo j = i-t, (3.3.2) é igual a: 
(3.3.3) 
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Resta provar que 
lp(X) + 
~ 
L (D1p)(xq-x)J = 
X 
(3.3.4) 
j=O 
Desenvolvendo {xq-x)J, para j = 1, ... ,À, podemos escrever o 
lado esquerdo de (3.3.4) sob a forma: 
~ ~ 
L x1q L {-l)s-1 [:)xs-1 
1=0 s=l 
s D p. 
X 
~ 
Como D:r,p = t~s (:]xt-s g:•, segue que (3. 3. 5) é igual a: 
~ ~ ~ . 
L xiq E. E (-l)s-1 [:) [~)xt-l g~ . 
1=0 s=1 t=s 
(3.3.5) 
(3.3.6) 
Sendo [7] (~] = (~] (~=~J. pondo r=s-i, (3.3.6) se escreve como 
gq 
I 
• (3.3.7) 
De (3.3.3) e (3.3.7), conclui-se que: 
À • I E gq X q. 
I 1=0 
n>t-u{q-1) ~+f = y - • 
A proposição a seguir é uma generalização do Teorema 2 em 
[G], onde é tratado o caso À= 1. 
(3.4) Proposição Seja p(x) = 
~ . 
E gq x1 com i\ < q' < q e suponha 
I 
1=0 
n = u(q'} com u ~À. Se a curva C: yn = 1p(x) é Ã-Frobenius 
degenerada, então existe um inteiro ~ tal que: 
f.1. = -1 (q' ), n = u(q-1)/f.l. e ~+f= yn((J.+U- tp(x)ll+1 • 
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Demonstração: Pelo lema anterior, 
h~ f n+u(q-1) 
_A+ = y -
À 
q' lq E &, X • 
l::oO 
Se C é Ã-Frobenius degenerada, então sobre C, tem-se que: 
~ gq' xtq 
! i=O 
n+u(q-1) y = 
Assim, a função racional y satisfaz a condição: 
Yn+u(q-1) E F (x). 
q 
(3. 4.1) 
Pela irredutibilidade de f= y0 - tCx), segue que n é o menor 
inteiro positivo para o qual yn E F (x). 
q 
Portanto de (3.4.1), temos que u(q-1) = O(n). Logo, existe um 
inteiro ~ tal que: 
n = ~(q-1)/fl 
e 
( ) "+1 n("+l) n+u(q-1) E gq'x!q tx,... =y,... =y = ! . (3.4.2) 
De (3.4.1) e (3.4.2), tem-se que, 
h +f = Yn(J.t+ll - t(x)IJ.+l. 
À • 
(3.5) Corolário Seja rp(x) = 
À 
E q' ! g! X com À < q' < q e suponha 
1=0 
n = u+aq' com u s_ i\. Se a curva C n = ~(x) é Ã-Frobenius 
' 
y 
degenerada então: 
degl?, = 
uq+aq' degC. 
n 
(3.6) Proposição Seja X 
' 
X d + d y + 1 = o, com p(d e seja i\ um 
inteiro positivo tal que d = i\+aq' com p( a.. Tem-se que X é 
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X-Frobenius degenerada se, e somente se d = X(q-1)/(q'-1). 
Demonstração: Sendo d ~ ~+aq', pelo lema (3.3) tem-se que: 
Àqlq'+a h;.,+f = (x + 
Agora, X é À-Frobenius degenerada se e somente se ~ divide 
Àq/q'+ a ~q/q'+ a:: g=x +y +1. 
Como pla, a curva de Fermat g = O é irredutivel, e portanto 
f = g. 
Assim, 
d = Àq/q' + a= Ã(q-1)/(q'-1). • 
Agora, como teremos que considerar curvas assintóticas que 
possam não existir projetivamente, devemos fazer uma análise mais 
* aprimorada dos pontos racionais comuns à X e a curva h>., ~ O, no 
infinito. 
(3.7) Lena Sejam rp(x) = v • 1 ' "E gq x tais que degrp = m, g ~ O, com 
' v 
(i) 
1 =o 
deg = {3 e n = u + aq'. Suponha m < q, n/(q-1) e ponha 
v 
À = max{u,v}. Seja X o fêcho projetivo da curva yn = rp(x). 
Tem-se que: 
Se n ~ m, então X possui um único ponto no infinito P 
00 
* Para n < m, tem-se que p E 
m 
(h;., = O) se, e somente se u = v 
e a < 13. 
* Para n > m, tem-se que p E C h;., = O) se, e somente se v < u m 
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ouv=ue{3<a.. 
Em ambos os casos. tem-se que: 
(ii) Se n = m, então X possui n pontos no infinito . 
• Para u = À, tem-se que X e ~ = O têm os mesmos pontos 
racionais no infinito. 
• Para u < À , tem-se que X e hx = O não têm pontos racionais 
comuns no infinito. 
Demonstração: Verifica-se facilmente que se n < m (resp. n > m) 
então P = (0: 1: O) 
.. 
(resp. P = (1:0:0)) é o único ponto no 
.. 
infinito de X. 
Pelo lema (3.3), temos que 
uq+CXq' 
"Jt+f = y -
Caso n < m. 
v 
E 
i=O 
• 
q' iq 
gl X . 
De (3.7.1}, segue que P~ e(~= O} se, e somente se: 
uq + cxq' < vq + {3q' 
(3.7.1) 
e isto, em presença das nossas hipóteses, é equivalente a u < v 
ou, u=ve a.<f3. 
Nesse caso, temos também de (3.7.1) que: 
h._• vq+f3q' -m • 
--i\ + z f- uq+ct.q' (v-u)q+({3-alq' [ ~ q' lq)* =y z -Lgx. 
1 1=0 
De (3.7.2) tem-se que' 
v.q+f3q''"'lll • 
+ z f" ) > [(v-u)q/q' + (~-cx)]q'. 
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(3.7.2) 
(3.7.3) 
A hipótese n < m implica trivialmente que: 
m (F) > m-n. 
Poo -
(3.7.4) 
• • Como f e 1?. + vq•Rq•-m * z ""' f têm no ponto P tangentes comuns, 00 
então de (3.7.3) e (3.7.4} conclui-se que: 
• I (P 
00
, F.~?.) > [(v-u)q/q' + (f3-a)](m-n)q'. 
Casa n > m. 
• De (3.7.1) segue que P
00 
e (hÀ =O) se e somente se 
vq + ~q' < uq + o:q' 
e isto é equivalente, em vista das nossas hipóteses a v < u ou 
v=uet3<o:. 
Nesse caso, (3.7.1) nos fornece: 
* uq+O:q'-n * uq+O:q' li\ + z :f = y - (u-v)q+{0:-(3lq' [ ~ q' l~]* Z /..; gi. X • 
1=0 
De (3.7.5) tem-se que 
m {~ + zuq+O:q' -nF) ~ [(u-v)q/q' + (a-/3)]q'. 
pro 
Sendo n > m, temos que 
m (F) ~ n-m. 
Poo 
(3.7.5) 
(3.7.6) 
• Como f uq+t:tq' -~ * z f têm no ponto P tangentes comuns, 
00 
então de (3.7.5) e {3.7.6) conclui-se que: 
• l(P
00
,F.hÀ) > [(v-u)q/q' + (a-f3)](n-m)q'. 
(ii) Se n = m, então o conjunto dos pontos no infinito de X é: 
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n 
onde rp(x) = L a 1x
1 
l•Ó 
com a * O. 
n 
Sendo n/(q-1), temos que #A= n. 
Se u = i\, então m = À+a.q' = v+f3q'. 
• Nesse caso, o conjunto dos pontos no infinito de hi\ = O é: 
Como, n Àq+(Xq' y =y parayeiF, temos que a asserção (i i) é 
q 
verificada no caso u = À. 
Se u < À, então v = i\ e uq'·+aq' < Àq+f3q' . 
• Portanto, (0: 1: O) é o único ponto no infinito de ~ = O, e 
não pertence a A. • 
(3.8) Proposição Com as mesmas notações de (3. 7), se X é uma 
curva i\-Frobenius não degenerada~ tem-se que: 
• (i) Se n '~'me Pco e (hÀ = 0), então 
(ii) 
N(X.q) < 
degX deg~ 
q' 
* degX deg~ 
Se n -:J; me P
00 
e (~=O), então N(X.q) .=:.. q' 
n deg~ 
Se m = n e u = À, ent~o N(X,q) < q' 
n deg~ 
Se m = n e u < i\ 1 então N(X,q) < q' + n. 
Demonstração: 
• 
+ 1. 
(i) Se n 01t m e P a~ E. (~ = O) então pelo teorema de Bézout e por 
(3.7) tem-se que: 
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• N(X, q') S. [degF deghÀ -
< 
• 
' degF deghÀ 
q' 
• Se p~ e (hÀ =O) e n < m (resp. n > m) então deghÀ = Ãq+~q· e 
v = À (resp. deghÀ = Ãq+aq' e u = À). 
• • Se P
00 
~ (~=O) e n < m (resp. n > m) então deghÀ = Ãq+aq' 
• (resp. deghÀ = Ãq+~q'). O resultado decorre trivialmente de (1.7). 
(it) Se n = m e u = À (resp. u < À) então R = O (resp. R = n), 
onde R é como em (1.7). • 
(3.9) Denotaremos por NÀ a cota obtida em (3.7). Como a escolha de 
À pode ser efetuada de diversas maneiras como descrito em 
(3.2), a melhor cota pode ser obtida calculando.para cada À, 
as expressões em (3.7). 
Observe ainda, que a cota: 
N' = À 
d[;l.q + max(a, ~)q'] 
q' + 1 
majora NÀ para cada caso considerado em (3.7) . 
• Basta notar, param= n eu< À, que deg~ = Àq+~q'. 
Assim, t:x > f3 e NÀ = n(?tq+j3q' )/q' + n = nC\q+J3q' +q') 5.. 
~ n{Ãq+aq' )/q' < NÀ. 
Suporemos a partir daqui n que a curva y 
irredutivel de grau d, com ~ separável. 
= ~(x) seja 
Daremos a seguir, condições suficientes para que a cota Ni\_ 
melhore cada uma das cotas mencionadas ~o parágrafo 2. 
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Utilizando-se da cota NÀ, podemos em cada caso considerado em 
(3.7), obter condições mais precisas. 
(3.10) Comparação com a Cota de Weil 
Sendo cp separâvel, tem-se que g = (m-1)(n-1)/2 e a cota de 
Weil é dada por: 
(3.10.1) 
1/2 N = q + 1 +(m-1)(n-1)q • 
• 
n < q/q'' 1/2. ou q A/q' +1 
< ('oÍ5-l)q112/2, então N?._ < Nw 
De fato: 
1/2 Supondo q +1 _i m 5.. n < q/q' temos que 
< m, 
Nw- N?., = nq + [(m-l)q1/2 - q] - Ãq/q' - n.max(a:,f3) > 
> n(qq' - Àq)/q' - n2 ~ n(q/q' -n). 
Supondo q112Ã/q' + 1 :S. m :S. n < (v'5-1)q112/2 temos, 
n < 
1/2 1/2., Nw- NÀ = q + [n(m-l)q - (m-1)q J- Mq/q' - nmax(oc,f3) > 
1/2 1/2 2 > [n(m-l)q - nÃq/q'] + (q-nq - n J ~O. 
Se n ~ m1 a desigual.dade é verificada por simetria, pois 
nesse caso max (a:, f3) < m. • 
(3.11) Comparações com as cotas de StÜhr-Voloch 
Se X é reflexiva e p > 2, então 
1 
2
[Cm-1Hn-1) - 2 + (q+2)d]. 
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(3.11.1) Se X~ q'/3 e m,n ~ q/6 então: N~ < N(ll. 
sv 
Supondo n > m, então N(l) = 
sv 
(n-m) + nq] , e 
portanto 
N(l) - N' > 
sv ~ 
1 
2 crnn-3) + nq/2 - nÃq/q' - nmax(~.~) > 
> (nq/3- nXq/q') + (nq/6- n2). 
O caso n < m, segue de modo análogo. 
Se X é ~ -clássica e p > 5, então: 
2 
N' 2' = 2((m-l)(n-1)-2) + (q+5)2n/5. 
sv 
(3.11.2) Se À~ q'/5 e m,n ~ q/5- 2, então N' < N(Zl ~ SV 
Supondo n ~ m, nas condições acima 
N' 21 - N~ = (2rnn-3) -2m+ 2nq/5- nÀq/q' - nmax(~.~) > 
sv ~ 
> nq(l/5- Ã/q') + n(q/5- n)- 2m> 2(n~m). 
O caso n < m segue de modo análogo. 
(3.12) Comparação com a cota N 
1 
Se X é reflexiva então por (2.2. 1) temos que; 
N
1 
= d(d - 1 + q)/2. 
(3.12.1) Se À< q'/2 então NÀ < N
1
• 
Se n ~ m e À < q 112 então, 
N
1
- NÀ = n(n-l+q)/2- n(Ãq/q'-max(a,~))- 1 > n(q/2-Àq/q') + 
+ n[(n-1) /2 - max(a., ~)] - 1 ~ n-.1. 
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• 
• 
A última desigualdade segue do fato que: 
a< aq'/2 ~ (n-1)/2 e~< ~q'/2 ~ (m-v)/2 ~ (n-1)/2. 
Se n < m, a desigualdade é igualmente satisfeita. • 
(3.13) Comparação com cota Trivial 
Se n * m, então X possui um único ponto no infinito. Se n<m, 
então ~{x) assume no máximo q valores em W , e para cada valor de 
q 
~(x), a equação yn = ~(x) tem no máximo n valores, segue então que 
X tem no máximo nq + 1 pontos racionais. 
Se n > m, temos de modo análogo que X tem no máximo mq + 1 
pontos racionais. Obtendo assim, uma cota trivial: 
N = min(n,m)q + 1 TR 
(3.13.1) Se q' ~ 2À em< n < mq'/2h, ou n < m < nq'/2À, então 
N' < N l ~ 
Supondo m < n ~ mq'/2~, temos que 
NTR- NÀ = mq- nÃq/q' - nmax(a,~) = 
= m{q/2- nÀq/q') + (mq/2- nmax(a,~) ~ mq/2- nmax(a,~) >O. 
A última desigualdade ocorre devido às desigualdades: 
mq/2 > nÃq/q', a< nq' < Àq/q' e~< m/q' < Àq/q'. 
Para n < m ~ nq'/2À, obtém-se a desigualdade por simetria. • 
(3.14) Exemplos 
A fim de construir exemplos de curvas yn = ~(x) de modo que 
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" n/q-1 com q = p , utilizamos do seguinte fato: 
" . Como x -1 = II lP (x), onde 4> são os polinômios ciclotômicos 
' ' 
''" 
em Z[xl, então os di visares próprios de n ~ (pJ 
' 
''" 
nos 
alguns valores para n, que satisfazem a condição: nlp«-1. 
fornecem 
Nos três primeiros exemplos abaixo, embora não sabendo 
decidir se a curva é ou não Frobenius clássica para ~2 • comparamos 
a nossa cota com N~~l, visto que esse número é menor ou igual a 
cota dada em (III - 2.2.2). 
(3.14.1) Seja X 
2 3 
y<p-ll+(p-llp = x2 +p + 1, definida sobre lF' 
8 
p 
com p > 5. 
Tomando-se À = p-1, temos que n 2 = À + (p-l)p ' ~ = 
2 q' = p. 
Sendo deghÀ 8 2 = (p-l)p + (p-l)p = uq + aq', então: 
deghx * (uq + aq')m. 
Logo, por (3.5), X é Ã-Frobenlus não degenerada. 
• Como n <meu= p-1 > 2 =v, temos de (3.7) que PM E (hÀ=O), 
e portanto, 
e 
N = À 
m(uq + 
q' 
aq') 
+1 = 3 6 7 9 (p-l)+p+(p-l)p +(p-2)p +p +(p-l)p. 
Sendo X reflexiva por (3.1}, e p ~ 2 temos que 
3 6 6 11 N = (2 + 3p + p + 2p + p )/2 
1 
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Temos ainda, 
e 
N = 1 + (p-2)p4 + (p-l)p8 + (p-2)p7 + p8 + (p-l)p9 
w 
8 10 N = 1 + (p-1)p + (p-1)p 
TR 
N'2 ' = 2[(p-2) + (p-1)p2 + (p-1)p3 + (p-1)p5 ] + (4 p8 + 2 p 11 )/5. 
sv 
Obtendo assim, as seguintes desigualdades: 
NÀ < N < N< 2l < N<U < N
1
. 
w sv sv 
2 3 
• 
(3.14. 2) Seja X ' (p-1)+{p-1)p (p-1)+p y = x + 1 definida sobre 
IF 
6
, com p > 5. 
p 
Tomando-se À = p-1, temos que n = i\ + (p-l)p2, m = À + p3 e 
2 q' = p. 
Como deghi\ = (p-1)p8 + p3 e uq + o:q' 8 2 = (p-1)p • (p-1)p. 
tem-se que: 
m deg~ ~ n(uq + aq') 
Assim, por (3.5) X é À-Frobenius não degenerada. 
Sendo n < m, u ; v ; À e 
" 
; p-1 < p ; ~. temos que p e 
N 
• (~ ; 0). 
Logo, de (3.8) segue que, 
NÀ = m(Ãqq; ~q') + [(Ã-u)q/q' + (~-e<)] (m-n) = 
; (p-1)p. (p-1)p2 • (p-1) 5 • p6 • (p-2)p7 • (p-1)p9. 
Como X é reflexiva por (3.1), e p ~ 2, temos, 
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(1) 2 3 4 5 8 11 N = [(p-2lp + 2p + (p-3)p + p + (p-1)p + (p-1)p + p ]/2. 
sv 
Além disso, 
B 10 
= 1 + (p-1)p + (p-1)p 
e 
( 2) 2 3 4 5 8 11 N =2[1 + (p-3)p + 2p + (p-4)p + p + p] + 2[(p-l)p + p ]/5. SV 
Logo, 
(3.14. 3) Seja X 
2 ( p-1) +p+(p-2) p y 
def'inida sobre !F , com p > 5. 
6 
p 
< N. 
1 
2 (p-1)+2p+p 
X + 
3p 
X + 
• 
1, 
Tomando-se À = 3p, temos que deghÀ = 3p7 e uq+aq' = (p-l)p8 + 
+ p7 + (p-2)p2. 
Como degX = n e deghÀ 1:- uq + aq'_, temos por (3. 5) que X é 
À-Frobenius não degenerada. 
Sendo n >meu= (p-.11 + p < 3p =v= À, então por (3.7) 
• tem-se que p ~ (h = 0). = .A . 
Assim, de. {3. 8) segue que, 
De (3.1) tem-se que: 
5 NÀ=3np+l 
N1 = n[(p-2) + p + (p-2)p
2 + p":J/2, 
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e 
Além disso, 
NW = 1 + p6 + (n-1)((p-2) + 2p + p2), 
6 7 8 N = 1 + (p-1)p + 2p + p TR 
N<:a> = 2(n-1)[(p-1) + 2p + p2 ] + 2n(p6 + 5)/5. 
sv 
Obtendo assim, 
< N<U < N
1
• 
sv • 
Apresentaremos a seguir dois exemplos de curvas de Fermat, 
cujo grau não é obtido através de polinômios ciclotõmicos. 
(3.14.4) Seja X x 240 + y 240 + 1 = O, definida sobre 
Sendo n = 240 = 2 + 6.7 + 4.72, então para À= 2, temos que X 
é 2-não genérica e q' = 7. 
Como n "$ 2(74-1)/(7-1), temos por (3. 6) que X é 2-Frobenius 
não degenerada, e 
N = n(n-2 + 2q)/q' = 720n. 
2 
Agora, sendo n ~ 1.(7) e n '8! 2(7) temos que X é reflexiva e 
~2-não clássica com e6 ~ 7(veja Teorema 2, [G-V,l]). 
Além disso, sendo n * 2(74 - 1)/(7r - 1) para r = 1, 2, temos 
por (2.2.1) e (2.3.3) que, 
N
1 
= n(n-1 + q)/2 = 1280n, NGV 2n(q+2n - 1 )/7 > 822n. 
73 
Agora, como X é lisa tem-se que 
Assim, 
• 
480 480 (3.14.5) Seja X : x + y + 1 "=' O, definida sobre ~ 74' 
Sendo n = 480 = 4 + 5.7 + 2.72 + 73, temos para À= 4 +.5.7 + 
+ 2.72 que X é Ã-Frobenius não degenerada com q' = 73. 
• 3 Como n * À(7 -1)/(7 -1), tem-se por (3.6) que X é i\-Frobenius 
não degenerada, e portanto 
NÀ = 960n. 
Agora, sendo n ~ 1(7), 2n ~ 1(7) e n * (74 - 1)/2(72-1) temos 
que: 
N
1 
= 1390n, Ncv = 960n. 
Logo 
N., = N < N < Nw. 
11. GV 1 • 
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CAPiTULO IV 
SOBRE A GEOMETRIA DAS CURVAS NÃO CLÀSSICAS 
PRELIMINARES. 
Seja X ~ ~N uma curva algébrica irredutivel definida sobre um 
corpo K, algébricamente fechado de característica p. Suporemos X 
não degenerada i. é X não está contida em nenhum hiperplano de PR. 
A sequência de ordens de X em x, é a sequência crescente de 
números naturais que descreve as possiveis multiplicidades de 
• interseção de X com os hiperplanos de P , em x. 
Para todo ponto de um aberto U de X temos a mesma sequência 
de ordens, que é chamada de sequência de ordens de X, e denotada 
A sequência (c , ... , c ) é também caracterizada como sendo a 
O N 
menor sequência de números naturais (em ordem lexicográfica) para 
a qual é inversível a matriz: 
c 
(1.0) W = (D 1 x ) 
t j l,j=:O, ••• ,R 
onde Dr é a r-ésima derivada de Hasse com respeito à uma variável 
t 
separante t e x J 
p. ex. [S-V] ) . 
= X IX com X, ... ,X as coordenadas de !?"(veJa J O O N 
Se H é um hiperplano de IPN, denotaremos·· por H' o ponto em 
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N * (f ) que lhe corresponde. 
DefinimoS para cada n e ~ e x e X, o conjunto: 
L N * ={H' e (P) ' I(x,X.H) ~ n}. 
x,n 
É fácil ver que L N * é um sub-espaço linear de (I? ) ; e assim 
x,n 
para todo x e U, temos a sequência encaixante de espaços lineares: 
~ ... ª 
Portanto, L consiste de um único hiperplano denominado de 
x,CH 
hiperplano osculante de X em x. 
O dual 0 H, do espaço L 
x,e 
n+l 
é chamado n-êsimo plano 
HEL 
x,e 
n+l 
osculante de X em x, e denotado por T(n) X. Esse espaço tem 
X 
dimen,são projetiva n, e é gerado pelos pontos: 
e e 
1 l (D X (x), ... ,D X (x)), 
t O t H 
i = O, ••• , n. 
A aplicação racional: 
~' X 
que a cada x e U, associa o hiperPlano osculante 
denominada de aplicação de Gauss, e o fêcho de ~(U) em 
denotado por X' e chamado de dual estrita de X. 
T{N-UX, é 
X 
N * {IP ) será 
Por outro lado, para cada n, 2~ n S. N, define-se C X, como 
n 
* sendo o fêcho em PN x (PN) do conjunto: 
cu 
n 
N * 
= {(x,H') EU X (P) ' 
Sejam n e n' respectivamente as projeções de C X sobre as 
n n n 
imagens em tpN e (IP6) •, e seja X = rr' (C X). 
n n n 
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A variedade C X será denominada de n-ésima variedade conormal 
n 
de X. Em particular C
2
X é a variedade conormal de X e X
2 
é a 
variedade dual de X. 
Como N-n C U é um fibrado projetivo sobre U ccim fibra IP , temos 
n 
que C X é irredutivel e dimC X = N-n+l. 
n n 
Por outro lado, sendo X não degenerada, tem-se que dim X == 
n 
= dim C X, pois caso dim C X > dim X , para cada ponto geral H' de 
n n n 
X ter i amos X = 1t ( n:' - 1H' ) s;; H. 
n' n n 
Temos assim, o seguinte diagrama: 
C X ~ c X ~ ... ~ ... ex N N-1 2 
1 n~ 1 n•N-1 1 ";
x· = X 
N ~ X S. ••. ~ ... X N-1 2 
Nos parágrafos que seguem, usaremos as seguintes notações: 
M(L,n x m), o conjunto das matrizes n x m com coeficientes em 
L. Quando n = m, tal conjunto ser denotado por M(L,n). 
cofars' o cofator do elemento ars d~ matriz quadrada (a1J). 
1. APLICACÃO DE GAUSS 
• 
o propósito desta seção determinar o grau de 
inseparabilidade da aplicação de Gauss e para tal necessitamos dos 
seguintes lemas. 
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(1.1) Lema Se (a ) E ~(K((t)),N) e n E~. então: 
rs 
D"(ctet(a )) = 
t rs 
J 
det(D r a ). 
t rs 
Demonstração: Provaremos a identidade acima por indução sobre N. 
n 
= E 
J::O 
n 
= E 
j=O 
H 
=E 
Para N = 2, a igualdade ocorre trivialmente. 
Agora, por hipótese de indução, segue que: 
H 
E 
s=1 
J 
det (D r 
(-l)s+l ol 
a ) = 
rs 
(a 
1s 
)Dn-j 
a 
• 21 
a N1 
A 
j2 j2 j2 
D a ..• D a ... D a
2
N 
21 2s 
A 
JN jN JN 
D a ... D a ... D aNN Nl Ns 
A 
....• ,a ....... a 2s .2N 
A 
...... a ....... a 
Ns NH 
onde D = Dt. • 
(1. 2) Lema 0: Seja p a maior potência de p que 
são inteiros positivos tais que r~ N-1, 
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divide cN. Se j e r 
0: J < p e c +j > c ' 
r - H 
Demonstração: Suponha ~N = cp« com p(c. 
Como c< c = {c-l)p« + pa, c +j > eN e j < pa, temos que 
' N ' 
Assim, 
" " e = {c-l)p + t, t < p . 
' 
Sendo c +j = {c-l)p« + (t+j) = cp« + (t+j-pa) e e +j .?._ cpa, 
' ' 
tem-se que 
Portanto, 
" s=t+j-p ?..O e o .$.. s < t. 
• 
(1.3) Teorema Seja rp a aplicação de Gauss. O grau de insepara-
bilidade de rp é a maior potência de p que divide cN. 
Demonstração; Para x e U, o hi perplana asculante T<N-l )X é gerado 
X 
pelos pontos: 
e e 
1 1 (D x (x), ... , D xN(x)), i = O, ... , N-1, 
' o t 
onde t é um parâmetro local de X em x. 
Então~= (rp : ••• ;rp) é tal que: 
O N 
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~1 = (-1)1 x1, 
com respeito à matriz W em (1.0). 
Se P(t) é uma parametrlzação primitiva de X num ponto geral 
x e X, então por (1.1) temos que 
n" ~ (P(t)) = 
l 1 
J 1 
.•. D X 
n 
. A . 
. J +e • J +e . J +e N N-1 N N-1 N N-1 D x0 ... D x1 .•. D x9 
Para n < p« na expressão de D~ ~1 (P(t)) comparecem derivadas 
da forma 
< +J 
D ' X 
l s 
(f. 
com j ~ n < p , r s_ N-1 e s *- i. 
Logo, por (1.2) temos que 
ou 
Sendo (e0, ... ,eH) minimal para a ordem lexicográfica tal que 
os vetores, 
(1.3.1) 
são linearmente independentes sobre K((t)), segue que os vetores: 
e +J e +J 
(Dtr x
0
, .•• ,Dtr x)(P(t)), 
são combinações dos vetores em (1.3.1), para i= O, ... ,N-1. 
Assim, para todo n < p", existe À e K((t)) tal que: 
n 
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l = O, ... ,N. 
Portanto, os vetores n:~(p(t)) e ~(P(t)) são linearmente 
a dependentes sobre K((t)), para n = O, ... ,p -1; e consequentemente 
a por (8.1) segue que deg 1~ ~ p. 
Agora, pelos lemas (1. 1) e (1.2), para 1 = O, .... N, 
a 
D~ ~1 (P(t)} dependem somente dos determinantes que envolvem 
derivadas da forma: 
a 
c +j 
D r 
t xs, j = 
Logo,·. n• ~ CPCtll 
t I 
envolve determinanteS ·que são rnú.tiplos de 
~1 , e determinantes com uma linha da forma: 
e +poc e +pu e +pa 
(Dtr xo, ... ,Dtr xi, ... ,Dtr x). a er+p ~er,t" ( 1. 3. 2) 
Sendo o vetor em ( 1. 3. 2) uma combinação dos vetores em 
(1.3.1) obtemos determinates da forma: 
c 
À cofD rx 
r t I 
com i\ e ll 
r r 
e K( ( t)), independentes de i. Note que e 
• 
a 
= (c-l)p é 
uma ordem (veja p.ex. [C-V, 1]). 
Assim, para i= O, ... ,N, 
(1.3.3) 
com À, ... ,À e K((t)) e 
• • 
Às= [cp~J ~ O(p). 
a 
Como Às ':1:. O, os vetores fP(P(t)) e .n~ rp(P(t)) são linearmente 
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independentes sobre K((t)), pois caso contrário, 
" DPm'P(t))= t Ti \ 
para algum À e K((t)). 
e 
i = O, ... , N 
Com rpi = N+l N ( -1) cofDt xi então por (1.3.3) segue que 
e [ e s 1 S+1 
cofD x = - .,..- i\. cofD x 
t. 1 "" s+1 t i 
s 
Assim a s+l-ésima coluna da matriz adjunta de W é uma 
combinação das demais cohmas o que é um absurdo, pois W é 
lnversivel. ~ 
(1.4) Corolário ~é separável se e somente se eN ~ O(p). 
O teorema acima é uma generalização do teorema de ordem 
genérica de contato [H-Kl]. O caso N = 3 foi anteriormente tratado 
em [H, 2]. 
2. PROJECOES GENtRICAS E AS n-tSIMAS VARIEDADES CONORMAIS DE UMA 
• 
CURVA 
A projeção centrada em P e ~". é uma aplicação racional: 
PROJP: ~N -----7 IPN-1 
X (L (x), ... 'L (x)) O N-1 
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onde = 
N 
I; alJxJ, para 
j=O 
~(K,N x (N+l)) de posto N, com 
1 = o, .... N-1. e A = e 
N-1 
n 'I(L
1
) = {P}. 
l =O 
Se P é um ponto geral de lf'N (i. é P no complementar de um 
f'echado próprio N de [FI ), PROJ é 
p 
dita projeção genérica com centro 
em P. 
(2.1) Proposição Seja (e •••• ,c) a sequência de ordens de uma 
O N 
curva não degenerada X ,!;; IPH com N ~ 3. Se PRDJP é uma 
projeção genérica, então (e , ..• ,c ) é a sequência de 
O N-1 
N-1 
ordens de PROJ X em IP • p 
Demonstr&ção: 
as coordenadas de X em IPN e de PROJ X em IPH-t. 
p 
Então, 
y = 
! 
para algum A = (a1j) de posto N. 
1 =O, ... ,N-1 
Como P é um ponto geral de 1?8 e N ~ 3, X é bi-racionalmente 
equivalente a PROJPX. 
Assim se t é uma variável separante de K(X) 
temos que 
= K(PROJ X), p 
Agora, o posto das matrizes acima é N se e somente se a 
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aplicação linear: 
é tal que os vetores: 
v 
t 
------>v. A 
não estejam contidos no núcleo de tA. Isto equivale a dizer que 
P ~ T(N-t>X para quase todo x e X, o que é verificado se P é um 
X 
N ponto geral de tp • 
Como (e , ... ,e l é a menor sequência em ordem lexicográfica O N-1 
para a qual tem posto N, a matriz: 
X 
.o 
X 
.N 
segue que (€ , .•. , € ) é a sequência de ordens de PROJPX em O N-1 
N-1 p . • 
(2.2) Proposição Se P é um ponto geral de tr", com N > 3 e X ~ tr" 
(i) 
uma curva não degenerada então: 
: T<n>x -----> 
X 
T<n> (PROJ X) 
PROJ (x) P 
p 
é um isomorfismo linear, para quase todo x E X, e l~n~N-2 . 
• ( ii) Xn n P c::: (PROJPX) n' 2 .5. n .5. N-1. 
(i li) c (PROJPXJ ~ [(PROJ x id .Jc X] 
n · P ([pN) n 
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N-1 * O[P xP]. 2~ns.n-l. 
Demonstração: Primeiramente note que para um ponto geral P e IPH, 
tem-se que uma variáve 1 separadamente de PROJPX é também urna 
variável separante de X; e que se x é um ponto geral de X, 
PROJP(x) é um ponto geral de PROJPX. 
(i) Como T(n)X é gerado por: 
X 
segue que 
H 
( E aOJ 
J"'O 
é gerado por 
c, H 
D x (x), ... , E a 
t J J , 0 NJ 
•, 
D X (x)), 
t J ! = o, ... ,n. (2.2.1) 
Por outro lado, se x é um ponto geral de X, então pela 
proposição (2. 1) tem-se que é gerado pelos 
pontos: 
Sendo, y 
r 
• 
=E a x, 
J=O rj j 
para r 
i = O, ... , n . 
= O, ... ,N-1, T!nl (PROJ X) é 
PROJ (x) P 
p 
gerado pelos pontos em (2.2.1), e portanto, 
= T< n) (PROJ X) n = 1 N 2 PROJ (X) P ' ' ' • • ' - • (2.2.2) 
p 
Como os espaços lineares em (2.2.2) têm a mesma dimensão, 
concluimos que PROJ é um isomorfismo linear entre esses espaços. 
p 
(ii) O isomorfismo natural p* ~ (IPN-l)* induz um isomorfismo 
• x n P 
n 
(PROJ X) 
P n 
H' 
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De fato: 
• Para cada H' de um aberto denso de Xn n P existe x um ponto 
(n-ll geral de X tal que H 2 T X. 
X 
Assim, por (1) temos que, 
PROJ H 2 PROJ (T(n-UX) = T{n-ll (PROJ X) 
p p x PROJP{x) P ' 
ou seja (PROJPH)' e (PROJ X) . 
P n 
(iii) 
Logo 
• ~ (X n P ) ç (PROJ X) , 
P n P n 
Por outro lado, sendo P um ponto geral de PN, temos que 
• dim(X n P ) = 
n 
_Portanto, 
dimX - 1 = N - n 
n 
= dim(PROJ X) . 
P n 
N-1 * [(PROJ X id .)C X} n [P x P ] é o f'êcho do conjunto: 
P (IPN) n 
V= {(PROJ (X),H'): X EU, H 2 T(n-l)X e P E H} 
p X 
onde U é como no § O, eventualmente encolhido de modo que 
U c.l PROJ U, e p 
C (PROJ X) é o fêcho do conjunto: 
n P 
V' = {(PROJ (x), (PROJ H)'): xeU, PeH e PROJPH 2 T(n-ll (PROJ X)} 
p P PROJ {xl p 
p 
o isomorfismo em (i) e (i i) permite identificar v e v· . e 
isto estabelece o isomorfismo em (iii). 
• 
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(2.3) Proposição Sejam os morfismos: 
ll' : C X' ----7 X e 1t' : C (PROJ X) __......') (PROJ X) 
n n n n, P n P P n 
* e H' um ponto geral de X n P , tem-se então: 
n 
(n' )-1H • (n' )-1 (PROJ H)'. 
n n,p P 
Demonstração: Seja U um aberto como no § O, eventualmente 
encolhido de modo que U ~ PROJPU. 
Como, 
• (PROJP X p ) • 
• p • 
• 
X p l • c (PROJ U), 
n P 
segue que é cartesiano o diagrama: 
C (PROJ U) c u 
n P n 
1 rr' o 1 rr' n,P n 
• (PROJ X) • X n P X 
P n n n 
• Como um ponto gelal de X n P é também um ponto gelal de X , 
n n 
rc' (C (PROJ U)) contém um abelto denso de (PROJ X) , e ainda a 
n,P n P P n 
fibla geral de C U ~ X (resp. C (PROJ U ----)(PROJ X) ) é igual 
n n n P Pn 
a fibra geral de rc' (resp.rc' ), o resultado segue.• 
n n,P 
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(2.4) Corolário Os graus de separabllidade e inseparabllidade de 
n~ são invariantes por projeções genéricas. 
(2.5) Teorema O grau de inseparabilidade de n' é a maior potência 
n 
de p que divide & • 
n 
Demonstração: (A) Mostremos inicialmente para n = N. 
Seja: 
onde ~ é a aplicação de Gauss. 
Como ltN admite a seção: 
S : X EU 
nN é separável. 
X= X' 
N 
Sendo ~ o n = n' , então pelo teorema (1.3), segue que 
H H 
deg rr' = deg rp = [e- ] 
l N 1 N p' 
onde [a] denota a maior potência de p que divide a. 
p 
{B) Suponhamos n ~ N-1. 
Por meio de projeçães genéricas, a proposição (2. 1) e o 
corolário (2.4) permitem reduzir o estudo em questão para X em Pn. 
Portanto, pela parte (A), tem-se: 
deg n:' = [e ] 
1 n n p • 
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CAPITULO V 
RELACÃO ENTRE AS CURVAS ASSINTÓTICAS E AS CURVAS OSCULANTES 
• 
Seja X uma curva plana irredutível de grau d, mergulhada em 
IPN(Àl, onde N(Ã) = Ã(Ã+3)/2 com Ã<d, pelo morfismo de Veronese ifl}r.: 
A imagem de X por tf>À é uma curva X em IPN(Àl não degenerada. 
Denotaremos por e < ... < c .... a sequência de ordens de X. 
O N(td 
Diremos, seguindo a terminologia de [GV,l] que X é uma curva 
tPÀ-clássica se c 1 = 1 para i= O, ... ,N(Ã), caso contrário X é dita 
tP -não clássica. 
À 
Dizer que X é tPÀ-não clássica significa que num ponto geral P 
de X, existe uma curva GÀ = O de grau À, tal que 
p 
> N(À). 
Num ponto geral de P de X, a curva G; = O é determinada pela 
condição: I(p X GÀ) = e é chamada de curva osculante de X 
' ' P K(Àl' 
em P. 
A motivação para o estudo das curvas assintóticas vem do fato 
que estas podem ser expressas em função da equação da curva, 
enquanto que para as curvas oculantes, isto é praticamente 
impossi vel. Isto se re:flete na análise da classicalidade em cada 
caso. 
Para distinguir os vários conceitos de classicalidade, 
consideramos para cada n, 2 ! n ~ N(À} a projeção: 
x' 
n 
ex 
n 
x 
n 
89 
Diremos que X é geometricamente não clássica., se para algum 
n, n' é insepárável, e que X é numericamente não clássica, se para 
n 
algum n, c * n. 
n 
Observe que pelo teorema (IV- 2.5), X é geometricamente não 
clássica se, e somente se c - O(p) para algum n. Assim, se 
n 
N(Ã) ~ p, então X é geometricamente não clássica. 
Por outro lado, X é numericamente não clássica se, e somente 
se e À > N(Ã). Assim, se X é numericamente não clássica então X 
H{ ) 
é geometricamente não clássica, pois é sabido que se c À > N(À), 
N{ ) 
então existe a n tal que c = p para algum a ~ 1 (veja p. ex. [S-V] 
n 
Cor 1.9). 
O resultado que segue, consequência dos teoremas 1 e 2 em 
[G-V,l] , caracteriza as curvas geometricamente não clássicas. 
(1.1) Seja X: I= O. As seguintes afirmações são equivalentes: 
(1) X é geometricamente não clássica. 
(i!) a eN{À) 2:._ p , com a ~ 1. 
( 11 i) Um múltiplo de f é da forma: 
z
1
J ~ O(mod f) para algum (i,j). 
Observação: Se N(Ã) < p, as afirmaçães acima são equivalentes a X 
ser numericamente não clássica. 
Considere agora, X : F = O uma curva irredutível de grau d, 
e À um inteiro positivo tal que (d,Ã) é admissivel. 
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Sejâ.~À o morlismo assintótico 
~À ' X I?N (À) 
i'F p p 
Diremos que X é geometricamente não genérica se Wi\. é 
inseparável; e que X é numéricamente não genérica se ~À > i\.+1. 
(1. 2] Se X tem singularidades controladas e 1 < À <p-1, pelos 
teoremas (li - 2.2) e (II - 4.3) temos que as seguintes 
afirmações são equivalent-es: 
(i) X é numericamente não genérica. 
(i i J f é da forma E 
1
0
+1 1-1 "'À 
I 2 
I 
X o 
o 
I 
X 1 
1 
I 
X 2. 
2 
(iii) X é geometricamente não genérica. 
Nesse caso, podemos caracterizar a l..-genericidade de X, em 
termos da equação da curva. De (1.1) e (1.2) podemos estabelecer a 
seguinte relação: 
(1.3) Com as mesmas hipóteses de (1.2) sobre X, tem-se que: se X 
é geometricamente não genérica então X é geometricamente 
não clássica. 
Do teorema (II - 4.3) resulta que, se X satisfaz a uma das 
af"irmaçães de (1.2}, então deg
1
Wi\. ~ Poc = ~i\. 
Pela proposição abaixo, devida a A. Hef"ez e D. Sevcovitz, 
[H-L] Proposição Se f:Z ---7 X é uma aplicação dominante e Z' é 
91 
uma sub-varledade de Z tal que Z' ~ slngZ, então 
o teorema acima é generalizado pela proposição: 
(1.4) Proposição Se X : F= O é uma curva irredutivel de grau d, 
então para todo i\ tal que (d,Ã) é admissível, tem-se que 
Demonstração: 
À . 
Sendo "t' F = O uma curva de grau À para um ponto p 
geral P de X, a esta corresponde um hiperplano N{À) H em P tal que p 
Logo, existe n tal que 7JÀ = E
0
• 
Denotando por Z' o fêcho da imagem da aplicação racional, 
v : X ------> IPH{À) X (lF'N(À)>* 
p € u (~À(P),T~ F) 
obtemos o seguinte diagrama 
z• 
/ ~À 
X 
c cíil 
• 
' 
x 
n 
Como sing C (}{) '/,. n._1 {sing }{), segue que Z' i sing C (}{). 
n n n 
Sendo v claramente separável, então pela preposição {H-L] e 
por (-IV- 2.5) tem-se que 
• 
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(1.5) Corolário Se X é reflexiva, ~À > 2Ã+l e p > 2Ã+l, então WÀ 
é inseparável. 
Demonstração: Pela proposição (I- 1.15) temos que ~À~ O(p), e o 
resultado segue de ( 1. 4). • 
(1.6) Relação entre Frobenius classicalidade para ~À e Ã-Frobenius 
genericidade. 
Sejam f , ... ,f as coordenadas de X em ~H. N = N(Ã). 
O n 
Em [S-V] à curva X é associada uma sequência de números 
naturais v
0 
para a qual 
= O < v < ... < v (menor em ordem lexicográfica) 
1 H-1 
det 
fq 
o 
f 
o 
fq 
• 
f 
• N 
v v 
D N-1f ••. D H-1f 
t O t H 
• o 
Diremos, seguindo a terminologia de [S-V] que X é Frobenius 
clássica para t/JÀ se v 1 = i, 1 = O, ... ,N-1, e caso contrário X é 
dita Frobenius não clássica. para t/JÀ. 
Note que para À = 1, o conceito de Frobenius classicalidade 
para ~ (ou simplesmente Frobenius classicalidade) coincide com o 
1 
de Ã-Frobenius não degeneração. 
Determinar critérios para a Frobenius classicalidade para ~Ã' 
é em geral um problema difícil, pois consiste em determinar as 
equações das curvas osculantes. As equações das curvas 
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assintóticas são mais fáCeis de se determinar. Entretanto não se 
generaliza a afirmação: 
(1.6.1) Se p '::#. 2 e X é reflexiva então X é Frobenius clássica 
(veja 111- 2.3.1). 
Isto se vê no seguinte exemplo: 
X, F q-1 = X 
o 
+ }{'1-1 
1 
q-1 
+ X 
2 
"" o, q > p. 
Para À "" p-1, temos que X é ;\-genérica, mas 11.-Frobenius 
degenerada , pois ~ F". 
A discussão que segue trata do caso especial À = 2. 
(1.6.2) Seja X uma curva reflexiva de grau O., com d = 2{p) e 
suponha que X seja 2-não genérica e 2-Frobenius não 
degenerada. 
Se além disso, X tem singularidades controladas, então por 
(1.3), X é tf>. -não clássica. 
2 
Nesse caso as cônicas assintóticas 
coincidem com as cônicas osculantes, e portanto n2 "" c 5 = q'. Em 
vista disso, seria de se esperar que N' = N2. Isto no entanto não sv 
ocorre pois se X é lisa temos que: 
e 
d(d - 2 + 2q) 
N2 = q' 
N' 
sv 
= d(lO(d-2) + 2q) 
q' 
A explicação disso é dada abaixo 
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Seja: 
x-xq .2 2q x -x y-yq o -(·:l-yl 2 
1 2x y(1) y-yq o 
g = o 1 y(2) 
(1) (y(1))2 2 )! 
o o y(3) y(2) 2y(l) y{2) 
o o y( 4) 
( 3) 2y(2)y(3) +(y(2))2 y 
Após alguns cálculos e valendo-se da proposição ( II - 2. 1), 
temos que 
Observação A relação acima permanece válida sem a hipótese de X 
ter singularidades controladas, mas com a hipótese de ~2 > 5. 
(1.6.3) Exemplo 
Seja X uma hiperelítica delinida sobre f , por 
•+1 
p 
• 
)!2 = x2+p 1 + • p > 5 e r ~ 1. 
• A curva X é 2-não genérica com ~2 ~ p > 5. 
Sendo r+l r deg h = 2p + p 
• 2 . 
e uq + o:q' •+1 = 2p 1 temos por (III 
- 3.5) que X é 2-Frobenius não degenerada. 
Agora, como n < m, u = v = 2 e a= O < 1 = ~ tem-se por (!li 
• 
- 3.7) que P
00 
e (~ = 0). 
·Logo 
N = 
2 
m deg 
q' 
~ 
- (~-~) (m-n) = •+1 2p + 4p + 2. 
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Como, X ê reflexiva, 2-Frobenius não degenerada e 112 > 5 
então pela obServação acima temos que X é Frobenius clássica para 
~2 e 
N' = 
sv 
10(2g - 2) + (q + 5)2d 
Portanto, N < N' 
2 sv 
= 
r+l r 2p + 4p + 20 +(10/p ). 
• 
As proposições (III - 3.5, 3.6) nos fornecem critérios de 
i\-Frobenius genericidade das curvas n y ~(x) para todo À, 
enquanto que critérios de Frobenius classicalidade para f/>À são 
conhecidas apenas para À = 1 e para i\ = 2 no caso especial das 
curvas de Fermat. 
Ter critérios de- Frobenius classicalidade, bem como ser alta 
a multiplicidade de interseção genérica de uma curva X com a 
familia de curvas (~ = O, p e X) considerada, são dois fatores 
que contribuem para a obtenção de boas cotas para o número de 
pontos racionais de X. 
A familia de curvas assintóticas preenche tais requisitos 
para as curvas do tipo yn = {/](X). 
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APtNDICE 
A. ALGUMAS PROPRIEDADES DOS POUNOMIOS HOMOGtNEOS 
Desenvolvemos aqui algumas das propriedades de polinômios 
homogêneos, decorrentes das necessidades surgidas no estudo das 
curvas assintóticas. 
O resultado a seguir é urna generalização da bem conhecida 
relação de Euler. 
(A.l) Lema Se F e K[X , ..• , X 1 é um polinômio homogêneo de grau d 
o n 
e À é um inteiro positivo, então 
1 1 
l: 
1 + •.• +1 =À O n 
o n X ••. X D F. 
O n i , ... , l 
O n 
Demonstração: É claro que basta provar a fórmula para F da forma: 
Jo Jn 
F~ X ... X 
O n 
j+ ... +J ~ d 
O .. n 
Nesse caso, 
1o 1n jo Jn L X .•• x D F== xo ... x. 
À O n 1 ••• i 1 + .• ,+1 = O n O n 
E [Jol· .. [J"] ~ 
i + ••• +1 =À 1o 1n 
o n 
~ ~] F. • 
(A. 1. 1) Observação Na demonstração acima usamos a seguinte 
igualdade: 
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que pode ser provada, desenvolvendo ambos os lados da igualdade 
jo jn d (t+l) ... (t+l) = (t+l) . 
Definição Sejam p = p
0 
+ p
1
p +, .. e~= M
0 
+ ~1p + .... Diremos que 
p é p-adicamente maior ou igual à M se p1 ~ M1 para todo 
i = 0,1, .... 
(A.2) Proposição Suponha car K = p ~ n. Sejam FeK[X, ... ,X] 
o n 
um polinômio homogêneo e p um inteiro positivo. Se todas as 
derivadas parciais de ordem p de F são nulas, então todas de 
ordem ~ são nulas, para todo M p-ádicamente maior ou igual 
à p. 
Demonstração: Seja p s =p+ ... +pp 
o s 
Para demonstrar a proposição, 
é suficiente provar o seguinte: 
Se D F= O para todo (i0 , .. _.,in) tal que i 0+ ... +i 0 =p, to ••. l n 
então D F= O J .•• J O n 
Assim, dado 
para todo j + ... +j 
O n 
e 
=p+p,compl 
(j •... ·• j ) O n com j+ ... +j = O n 
< p-1. 
e p+p. basta 
encontrarmos um operador diferencial A, índices i , ... ,i com 
O n 
i + ... +i = p e. c~ O tais que, 
O n 
A(D .F)= 
1 .•• 1 
c.D F, 
J .•• J 
Escrevendo, 
o n o n 
s 
aOr + ... + a p 
sr 
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r = O, ••• , n, 
(A.2.1) 
e denotando a soma a +, .. +a 
1 1 
o n 
por a
1 
temos que 
Assim, existem r , ... ,r E {O, ... ,n} tats que 
o • 
IX =p +rp-r , 
1 1 1 1-1 
1 ~ t, r := O, e 
-1 
Caso "t ~ 1. 
Nesse caso ali ~ 1, para algum i = O, ... , n. Supondo sem perda 
de generalidade que ato > 1 e tomando-se: 
e i - j - p i - j 1, ... , in= jn e A= o - o • 1 - D t 
p ,o, ... ,o 
obtém-se 
an~ D F. 
<.U j ... j 
o n 
Caso o:t = O. 
Pondo s
1 
= r
1
_
1 
- p
1
, para i = 1, ... ,t, temos que st = 1, e o 
resultado segue como consequência dos dois lemas seguintes: 
(A.2.1) Lema Se at-l < stp, ... , at-l < st-t+1p e at-(i+1l ~ s.f_ 1p 
então existem um operador diferencial A e índices 
i, ... ,i com i 0+ ... +1 = p e c* O tais que O n n 
A(D F) = c 
i o ... l n 
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D F. J ••• J O n 
Demonstração: Mostremos inicialmente a seguinte afirmação: 
[A. 2. 2. l Se ~J < s P, ]+1 para algum J ~ t-1, então a ""' s p-s J j+1 J 
e 
com sl > O e p ""' O. ]>1 
De fato: 
Portanto, 
p = O e a = r p - (r -p ) = s p - s com s > O. j+1 j j j-1 j jT1 j > j 
Logo, se «t-1 < s.P.p' ... , al-i < sl-t+lp tem-se por (A. 2. 2) que 
a - s p - s J. = 1.-1, ... , l-t J J+1 ·J' 
l-i 
~. p 
.-i + •.• + 
h 
- s p l-i [*) 
Agora, com st- > O existem b , ... , b 
i O n 
tais que: 
al-O+tl ,k 2!. bk, k = O, .•• • n, e 
(at- - b ) + ... + (aD - b ) = 
0+1),0 O ~-(l+1),n n st p. 
-i 
e 
Tomando-se, para k = O, ... 1 n, 
I = J. - [a . -
k k 1.-( l+1l ,k 
A = D 
b ) t-e t+U 
k p 
j-l, ... ,j-1 O O n n 
temos por (*) que, 
i + ... +i = (j + ... +j) 
O n O n 
l-i 
st-lP 
=(j+ ... +j)-pt= 
O n p, e 
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t-1 
-a P t-t,k 
c.D F, j ... j 
O n 
• 
Demonstração: Como por (A.2.2), "- = s2p - s1, com s1 > o e s = 1 1 
r -p 
o 1' segue que, 
" 
= Po + rop .?:. rop = (sl+pl)p.?:. 5 1p. • o 
(A.3) Proposição Seja T uma transformação projetiva plana tal que 
2 
T(Y,Y,Y) = (X,X,X), com X1 = 012 012 
Se T(Q) = P então (,ç F)T = ~(FT). 
l: a,/J j=O para i = 0,1,2. 
Demonstração: É suficiente provar a proposição para F da forma: 
n n 
X o X 1 
o 1 
n 
X 2_ 
2 
Escrevendo P = (P ,P ,P} temos que 
o 1 2 
= l: I u [=~o. 
Sendo o 
u 
D 2 F)(P) 
x. 
r p r 
u u 
X o X 1 
o 1 
+ a 2 r -u TT u r r(a y rO o r1 
r=O r 
y 
1 
coeficiente de 
Po y 
o 
P, 
v, 
p2 
y2 ' 
2 u 
TT (a Y + a Y + a Y ) r dado por: rO O rl 1 r2 2 
r=O 
p (o o 
Yo 
p1 
Dy 
1 
2 
TI (a y + 
rO O 
r=O 
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a y 
r1 1 
u 
+ a y ) r 
r2 2 
po+pl+p2 = lo., do produto 
que é igual a 
L 
(.) 
k J 
r r r 
a a a 
r2 r1 rO 
onde o somatório (*) percorre os 1ndlces ! = 0 o• 11,i2), 
j = (jo' J,, j2) e k = (ko' kt, k2) tais que I 1 I = p2. IJ I = P,. 
lkl = p e i +j +k = u, r= 0,1,2. o r r r r 
Obtemos então: 
x; F= 
= [" ) L [ L L I r r a a IPI=À lu I=À (•lu". ur r2 
Por outro lado, 
J k 
r r 
a 
rl r O 
p r "/i !j !k! Y O n -u l p 
r rrr O 
n 
r 
+a Y) , 
r2 2 temos que, 
n -(l'+j'+k') 
P, 
y 
p2 
y 
1 2 
(A.3.1) 
(A.3.2) 
E rrrrrrr 2 [" ) [" -I '] [" -I '- J '] I ' rr i' J' k' ar2 
J. k. 
r r 
a a 
r1 -- r O 
P r r r r/l'Jj'.lk'! 
( .. ) r=O r r r r r r r 
(A.3.3) 
onde o somatório (**) percorre os 1ndices i',j',k' tais que 
I!. I = p2, IJ'I = P1 e lk'l = P0• 
Pondo u = i'+j'+k' eu= (u ,u ,u ), temos que lul =A e 
r rrr 012 
Assim, substituindo (A.3.3) em (A.3.2) obtém-se (A.3.1), e 
portanto: 
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T (F )(Y0, Y1, Y)· • 
(A.4) Lema Sejam d = deg F e i\ um inteiro tal que1 ~ À < p-1 e 
m n d = À(p). Se D1 DJ F= O para todo 1, j = 0,1,2 e todo par 
(m, n) tal que m+n = i\+1, 
Demonstração: Basta provar o lema para F do tipo 
n n n 
X 0 X 1 X 2 n +n +n = d. 
o 1 2' o 1 2 
Pela hipótese segue que: 
(A.4.1) 
para todo m, n tal que m+n = i\+1 e i,j = 0,1,2. 
Escrevendo n 1 = n 10 + n 11p + ... , i = 0,1,2, segue de m+n = 
= -i\+1 < p, que 
Logo, por (A.4.1) segue que n10 + nJO ~i\ para i,j = 0,1,2. 
Assim, 
2(n00 + n + n ) < 3i\. 10 20 - (A.4.2) 
Por outro lado, sendo d = i\(P) temos que 
n00 + n10 + n 20 =i\+ rp, r e {0,1,2}. (A.4.3) 
De (A.4.2) e (A.4.3) obtemos 2rp ~i\ < p; e portanto r= O e 
n
00 
+ n 
10 
+ n 
20 
= >.. 
!03 
Ass1m, para todo (1 ,1 ,1) tal que 1 +1 +1 =À, tem-se que 
012 012 
~:J C:l ~:J = o. • 
Observação: Pode-se provar que (A.4) ainda é verificada para todo 
À < p5 com (d,;\) admissível. O exemplo abaixo mostra que para 
5 
valores de À ~ p , o lema pode falhar. 
SeJam F 
onde, 
n = 4 + 1.5 
o 
n1 = 4 + 1.5 
n = 4 + 4.5 
2 
Dai, d = 2 + 3.5 
n 
X 2 
2 
e p "" 5, 
+ 
2 4.5 + 4. 54 + 4.55 
+ 
2 3.5 + 3 4.5 + 3.54 
+ 2 4.5 + 3 1. 5 + 4.54 
2 3 
+ 2.5 + 2.5 + 2. 54 
+ 1.55 
+ 2. 58 + 5". 
Se 1\ = d - 5 6, verifica-se facilmente que GlJ ~JJ "" O para 
todo (m,n) tal que m+n = /\+1 e i,J = 0,1,2. 
Mas, se 
i = 1 + 5 + 52 + 54 + 5" 
o 
i = I + 5 + 52 + 53 + 5• + 5" 1 
i = I + 5 + 53 + 55 
2 
tem-se que, 
i + i + 1 = 1\ + 1 e ~o] ~1] ~2] ~ o. • o 1 2 o 1 2 
(A.5) Lema Se (d,l\) é um par admissivel então para todo inteiro 
r, 1 ~ r ~ 1\ tem-se que 
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D F :(+1-1 X1 = 
r+1-l,;\+1-r,o o 1 
( -X )c+1 D F 
' . 2 o,n.-r,r+1 
Demonstração: Para provar o lema, basta tomar: 
Temos então que, 
n 
X 2 
2 
= d. 
c" r··-cl E 1 °r+1-1,;\+1-r,O 
1=0 
n -{À-r) 
X 1 
1 
n [" ][c+1[n ][" -(À-cll [n ]] X 2 1 E o 1 + ( -1) I" 2 
2 À-r r+l-1 1 r+1 
1=0 
(A.5.1) 
Pela observação (A.l.l), a expressão (A.5.1) é igual a 
n -(À-r) 
X 1 
1 
Hlc [:~ 1 ]] = 
X 2 1 2 + ( _1 ) r 2 n [n J [r-À-(n -c)] [n ]] 
2 À-r r+1 r+1 
Como (d,l\) é admissível, d = 1\(p) e portanto 
2 5 (-l)r+l 2 . r-À-(n -c)] c J r+1 r+l 
(A.5.2) 
(A.5.3) 
Logo, por (A.5.3) conclui-se que o polinômio em (A.5.2) é nulo. • 
Facilmente, segue de (A.5) que, 
(A.5.4) Seja F e K[X
0
,X
1
,X
2
] um polinômio irredutível de grau d e 
seja À um inteiro tal que (d,l\) é admissivel. Se D F=O 
1, j ,o 
para todo (i,j) tal que i+J = 1\+1, então D F = 
i ,O,j 
= Do.t,J F= _O para todo í,j com l+j=Ã+l. 
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(A.B) Proposição Seja F e K[X0,X1,X2] um polinômio homogêneo de 
grau d e À é um inteiro tal que nem todas as derivadas de 
ordem À de F são nulas. 
(1) Se À = pa, ps+l divide d e todas as derivadas de ordem Ã+l 
de F são nulas então F é redutível. 
(li) Se (d,À) é admissível, não da forma (i) e são nulas todas as 
derivadas de F de ordem Ã+l até q'-1, onde q' é uma potência 
de p e q' 2:. 2Ã+l então F é da forma 
1 1 1 
F l: q' X o X 1 X 2, = Ql 1 1 o 1 2 
1 •1 +1 =À o 1 2 
o 1 2 
Demonstração: 
(i) Suponha F I =):a
1
x, 
I 
n 
= X o 
o 
n 
X 1 
1 
n 
X 2 
2 
com n +n +n 
o 1 2 
= d; e 
escreva: 
e 
e 
r 
n1 =a +a p+ ... +a p, i=0,1,2 lO 11 ir 
j = o, ... ,s. 
s+l 
= d p _:+- •••• 
.. , temos que 
(A. S.!) 
Se r* O, então o: ::F O, e daí a *O para algum i e {0,1,2}. 
a s is 
Supondo a ~ O, temos pela hipótese que 
Os 
o = D x' = r~OJ r~·J. s l+p ,o,o 
portanto a = o. Como D x' = o = D 00 B B 
p ,1,0 p ,0,1 
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x' 
' 
conclui-se 
que a 10 = a 20 = O, e dai a 0(I) = O. 
A conclusão é a mesma se a =1- O ou a * O • 
ls 2s 
Se r = o 
" 
então por (A.6.1), a (I) 
" 
= = a (I) 
o 
= o. 
Em ambos os casos, tem-se que 
a 0(I} =O, v I. 
Logo, existe Q e K[X0, x,. X2] tal que F = Q•. 
(ii) Para todo (i0,i 1,i2) tal que i 0+i 1+i2 =À e j = 0,1,2 temos 
oq'-r(D F) = O, X+1 ~r .:$.. q' -1, e 
J 101112 
Como q' ~ 2Ã+1, tem-se que: 
nq'-r(D F) =O, r= 1, ... ,q'-1. 
j l 1 l 
o 1 2 
Logo, de (A.6.2} existem Q1 i 1 e K[X0,X1,X2] tais que 
o 1 2 
q' 0 t i 1 F = Qt i t 
012 012 
(A.6.2) 
Agora sendo (d,Ã} admissível e não da forma (i) ternos por 
(A.l) que' 
"F= l: 
1
0
+1 +t "'À 
1· 2 
q' 
Qi 1 l 
o 1 2 
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1 
X o 
o 
1 
x1 
1 
1 
X 2. 
2 • 
8. A INSEPARABILIDADE DE UMA APLICACÃO RACIONAL 
' 
Sejam X e Y curvas e f : X ~ Y uma aplicação racional 
dominante. O grau de inseparabilidade de f é por definição, 
deg1 f= [K(X):K(Y))1 
O estudo de deg f tem um caráter local, e para empreendê-lo 
I 
estabeleceremos alguns resultados sobre pararnetrizações. 
Uma parametrização de uma curva X s; 1'11 centrada num ponto 
x E X, é um ponto: 
não racional sobre K, tal que P(O) = x e P(t) E X(K(t)). 
Uma parametrização P(t) é dita primitiva, se não é r acional 
sobr~· K((t')l. para alguro r~ 2 . 
Se P(t) é uma parametrização primitiva de X em x, então a 
pararnetrização Q( t) = f(P(t ) ) de Y não é necessar iamente 
primitiva. 
Tem-se que, deg
1 
f ~ p' se, e somente se Q(t) é racional 
r r +t 
sobr~ K((tP )). Além disso, Q( t ) não é racional sobre K(( tP )) 
se, e somente se deg
1 
f = p~. 
Daremos a seguir um critério prático para se determinar o 
grau de lnseparabilldade de uma aplicação racional, e isto nos 
fornece o valor para c
1 
{veja a definição de c
1 
no capítulo IV). 
(B.l) Proposição Sejam Q(t} = (y0(t}: ... :y.,(t}} E ll':((tll e rEII.t. 
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r 
Então Q(t) é racional sobre K((tp )} se, e somente se Q(t) e 
I . 
D~ (Q( t)) são linearmente dependentes sobre K( (t)), para 
i = O, ••• ,r-1. 
r 
Demonstração: Se Q(t) é racional sobre K((tP )), então para algum 
• h(t) E K((t)) temos que 
r r 
Q(t) = h(t) (H0(tp ), ... 'HK(tP )). 
Assim, para i= O, ... ,r-1 
I I r r 
D~ (Q(t)) = D~ h(t). (H0(tp ), ... 'H•(tp )). 
I 
Isto implica que, Q{t) e D~ (Q{t)) são linearmente 
dependentes sobre K((t)), para i= O, ... ,r-1. 
Provaremos a reciproca por indução sobre r. 
Para r = 1, Q(t) e Q' (t} são linearmente dependentes sobre 
K((t)) se, e somente se 
y Ctl.y'(tl = y (t).y'(tl. i,j = o, ... ,M. 
1 j J l 
Como y 
1 
( t) 'i! O para algum i, sem perda de general idade 
podemos supor y (t) * O. 
M 
Portanto, 
= [y (t·)y' (t) - y' (t)y (t)]/(y (t))2 =O. 
H i H 1 H 
Assim, 
y (t)/y (t) e K((tP)), i= 0, ... M, 
I M 
ou seja Q(t) é racional sobre K((tP)). 
I 
Suponhamos agora, que Q{t) e D~ (Q(t)) sejam linearmente 
dependentes sobre K((t)) para i =O, ... ,r. 
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,. 
Pela hipótese de indução, Q(t) é racional sobre K((tp )), ou 
' 
seja y
1
(t)/yM(t) = z 1(t) E K((tP )). 
Logo, 
' ' ' DP y (t) 
t l 
= DP y (t l 
t M 
y (t)DP z (t). 
M t l 
(B.l.l) 
' Sendo Q(t} e D~ {Q(t)) linearmente dependentes, então por 
(B.l.l) temos, 
' 
o; Cy1Ctl/y•Ctll 
Portanto, 
' 
= [OP y (t) 
t l 
' y(t)-y(t) 
M l o; y•Ctl]/(y.ctll
2 
= o. 
,., 
y
1
(t)/yM(t) E K((tP )), i =O, ... ,M. 
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