Introduction {#Sec1}
============

The interaction of light with electrons in motion produces plasmon polaritons, i.e., light-driven collective oscillations of conduction electrons^[@CR1]^. Usual electromagnetic signatures of plasmon polaritons include subwavelength optical confinement, absorption peaks in angular and frequency spectra, sensitivity to *p*-polarized light, and large electric-field enhancement^[@CR2],[@CR3]^. Owing to these properties, structures that support plasmonic modes improve sensors^[@CR4]^, photodetectors^[@CR5]^, absorbers^[@CR6]^, and thermal management devices^[@CR7]^, and hold the promise to merge electronics and photonics at the nanoscale^[@CR8]^. Indeed, current nanotechnologies allow fabrication of plasmonic structures with unprecedented quality and precision, with sub-nanometer and, in some cases, atomic-size features. This ever-increasing miniaturization trend has stimulated the growth of new research areas, such as nanoplasmonics^[@CR9]^, nonlinear plasmonics^[@CR10]^ and quantum plasmonics^[@CR11]^. A fundamental understanding of microscopic events occurring in the bulk and on the surface of these systems, and the ability to account for these phenomena in simple, yet accurate theoretical models, are necessary steps to advance these fields of studies. Important examples of microscopic interactions include quantum, nonlocal (e.g., spatially-dispersive), and nonlinear effects induced by optically-excited charge carriers in nanoplasmonic structures.

So far, all these effects have been primarily studied in nanostructures based on alkali and noble metals. For example, longitudinal plasmons attributed to the hydrodynamic behavior of conduction electrons were observed in thin films of potassium^[@CR12]^ and magnesium^[@CR13],[@CR14]^ using electron-spectroscopy techniques, and in silver films^[@CR15]^ via spectrophotometry. In the case of magnesium, the nonlocal hydrodynamic description of conduction electrons has been validated even for few-atom-thick samples^[@CR14]^. Nonlocal and quantum effects, such as quenching and shifting of plasmonic resonances, have also been found in isolated^[@CR16]^ and coupled metallic nanoparticles with sub-nanometer gaps^[@CR17]^. The impact of conduction electrons' spill-out from metal surfaces has been investigated with both ab-initio and quantum hydrodynamic models that are generally in good agreement with experimental results^[@CR18]--[@CR20]^. Moreover, nonlinear phenomena related to quantum tunneling in metal-insulator-metal systems have been theoretically predicted via first-principle calculations^[@CR21]^ and semiclassical theories^[@CR22]--[@CR24]^.

In this paper, we report, for the first time to our knowledge, infrared optical nonlocalities due to conduction electrons in indium-doped cadmium oxide (CdO) thin films. Semiconductors such as conducting-metal oxides and transition-metal nitrides are emerging in the context of plasmonic materials as alternatives to noble metals because of their low absorption losses^[@CR25]^, CMOS compatibility, and tunability, thus offering new opportunities for the realization of photonic and electro-optic devices^[@CR26]^ in the infrared range. Among these materials, indium-doped CdO lends itself particularly well to the study of quantum and nonlocal hydrodynamic effects for at least two reasons: (i) the optical properties of doped CdO are dominated by conduction electrons near the plasma frequency, where interband transitions are practically absent, similarly to other doped conducting-metal oxides (e.g., indium tin oxide and aluminum zinc oxide); (ii) absorption losses can be controlled with doping -- films with carrier mobility around 500 cm^2^/(V·s) and imaginary part of the (local) bulk dielectric constant as low as 0.15 have been measured near the zero-crossing frequency of the real part of the bulk dielectric constant^[@CR27]^.

It is well known that thin planar films support a polaritonic mode near the zero-crossing frequency of the real part of the permittivity, usually referred to as either bulk-plasma frequency or epsilon-near-zero (ENZ) frequency. This mode, also known as ENZ mode and Ferrell-Berreman mode^[@CR28],[@CR29]^, is plasmonic in metallic materials, phononic in dielectrics, and can be either *leaky* (radiative) or confined (non-radiative)^[@CR30]^. Optical excitation of ENZ modes generally requires an electric field component normal to the plane of the film, i.e., *p*-polarized light at oblique incidence. The result is the enhancement of the normal electric-field component inside the film and the formation of an absorption peak in the spectrum^[@CR31]^. Recently, a growing number of applications have been identified for ENZ materials, including structural color formation by metallic-network ENZ metamaterials^[@CR32]^, enhanced absorption in thin-film photovoltaics^[@CR33]^, record-efficient plasmonic photocatalysis for hydrogen production^[@CR34]^, thermal radiation engineering^[@CR35]^, and broadband perfect absorption in gap-plasmon metasurfaces^[@CR36]^. So far, these phenomena have been discussed within the local approximation of the film's dielectric constant, in which the relative permittivity depends only on the frequency, i.e., *ε*~*L*~(ω)= *ε*′(*ω*) + *iε*′′(*ω*). The strength of light-coupling to the ENZ mode, as well as the amount of normal electric-field enhancement, increases with the decay time of the mode, a quantity that is inversely proportional to the imaginary part of the relative permittivity, *ε*′′(*ω*). In metals, *ε*′′(*ω*) is quite large at the zero-crossing frequency of *ε*′(*ω*), with damping rates worsened by interband transitions. For this reason, research has focused on artificial (effective) ENZ conditions obtained with periodic structures (metamaterials) and waveguides at cutoff. The issues that arise using these approaches are the presence of scattering and the difficulty in miniaturization. On the other hand, an alternative route to observing strong coupling to ENZ modes is provided by films of doped semiconductors, where conduction electrons respond as a Drude-like plasma in the visible and infrared ranges, with *ε*′′(*ω*) values as low as 0.5 for indium-tin-oxide^[@CR37]^ and 0.15 for dysprosium-doped CdO^[@CR27]^. A number of interesting phenomena have been observed in these systems. For example, complete light absorption has been demonstrated in the Kretschmann configuration^[@CR30]^ (i.e., light is prism-coupled to the film) and using a back mirror^[@CR38]^. Moreover, thanks to the large electric-field enhancement, the efficiency of nonlinear optical effects is boosted: enhanced third-harmonic generation has been demonstrated in thin indium-tin-oxide^[@CR37],[@CR39]^ ENZ films. Ultrafast nonlinear behavior, with near-unity refractive index changes, has been recently detected in ENZ films of indium-tin-oxide^[@CR40]^, aluminum-zinc-oxide^[@CR41]^, and doped cadmium-oxide^[@CR42]^.

In our experiments, In:CdO planar films with thicknesses in the 10--20 nm range are excited with *p*-polarized light in the epsilon-near-zero (ENZ) regime, i.e., near the zero-crossing frequency of the films (local) dielectric constant. Previous studies have focused on the fundamental properties of ENZ modes within the local approximation for the conduction-electron current density^[@CR43],[@CR44]^, summarized by the Ohm's law **J**(**r**) = σ**E**(**r**), where **J**(**r**) and E(**r**) are, respectively, the induced current density and the local electric field at the position **r**, and *σ* is the complex, frequency-dependent conductivity. Here, we experimentally demonstrate via optical spectroscopy that the phenomenology of ENZ modes in doped CdO nanofilms significantly deviates from the local picture of Ohm's law. We use a mesoscopic classical model based on the hydrodynamic theory of viscoelastic fluids^[@CR45],[@CR46]^ to describe the behavior of conduction electrons and find qualitative and quantitative agreement with experimental results. Mesoscopic models, such as those based on the hydrodynamic theories^[@CR46]--[@CR48]^, the quantum corrected model^[@CR22]^, and the quantum conductivity theory^[@CR23]^, are particularly interesting and useful for their ability to bring quantum statistical and quantum mechanical effects within the framework of classical electrodynamics, with little or no impact on the computational-power requirements. These models represent valid alternatives to purely quantum mechanical treatments -- e.g., those based on the density functional theory -- that may be significantly limited by current computational power when dealing with problems involving structures with thousands or millions of atoms. The model that we adopt generalizes the Bloch hydrodynamic theory^[@CR1]^ and shows that the nonlocal hydrodynamic interaction of the electron-fluid with *p*-polarized light induces: (i) a significant blue-shift of the dominant ENZ mode; (ii) additional, thickness-dependent resonances above the bulk plasma frequency of the film associated with the elasticity of electrons and higher-order pressure modes; and (iii) nonlocal damping due to the electrons' viscosity that augments absorption losses.

Results {#Sec2}
=======

Our objective is to detect and quantify nonlocal, viscoelastic effects of conduction electrons in nanofilms of doped semiconductors. Doping engineering of CdO has been recently proven to be a valid strategy to achieve high electron mobility and low-loss ENZ behavior. Here, indium-doped CdO films were deposited on an MgO substrate (thickness 500 μm) via magnetron sputtering. The choice of the MgO substrate is key to keep absorption losses as low as possible in the experiment, so that the spectral features due to the viscoelastic properties of conduction electrons are more detectable. Two samples were fabricated, with thicknesses of 20 and 11 nm, determined by X-ray reflectivity measurements and fitted with an uncertainty less than 2 nm. A root-mean-square (RMS) roughness of 0.7 nm on the CdO films was measured with atomic-force microscopy (AFM). The 20-nm (11-nm) sample was sputtered with an indium-concentration of \~2.7 × 10^26^ m^−3^ (\~3.2 × 10^26^ m^−3^). Reflectivity spectra at oblique incidence were taken with a spectroscopic ellipsometer (J. A. Woollam V-VASE and IR-VASE) in the spectral range of 1.6--10 µm. In the Kretschmann or attenuated-total-reflection (ATR) configuration, the light source was coupled to the samples through a calcium fluoride prism using an index-matching oil between a 90° apex-angle prism and the MgO substrate. Reflectivity spectra for *s*- and *p*-polarized light were retrieved at 45°, above the critical angle of the prism-air interface, $\documentclass[12pt]{minimal}
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We now clarify the resonance spectrum structure by using the generalized hydrodynamic model outlined by Tokatly and Pankratov^[@CR46]^, which treats conduction electrons as a viscoelastic fluid. The time-harmonic convention exp(−*iωt*) is implicitly assumed throughout the manuscript. We adopt the linear approximation in which light-induced variations of electron density *δn* and electron pressure *δP* are assumed to be perturbations around the equilibrium values *n*~0~ and *P*~0~, respectively. The model is equivalent to the theory of highly viscous fluids and it can be derived starting from the Boltzmann equation, as outlined in ref.^[@CR46]^ and summarized in Supplementary Note [1](#MOESM1){ref-type="media"}. The conduction electrons response is given by the following Navier-Stokes equation:$$\documentclass[12pt]{minimal}
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Some observations are now in order relative to the connections of the present model \[Eqs ([4a](#Equ5){ref-type=""}) and ([4b](#Equ6){ref-type=""})\] to other nonlocal hydrodynamic theories. Many classical hydrodynamic models reported in the literature neglect the trace-less part of the stress tensor, π, so that the nonlocal current lacks the Laplacian term in Eq. ([4b](#Equ6){ref-type=""}), and takes the form $\documentclass[12pt]{minimal}
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The optical response of the films is governed by the equation of motion for conduction electrons \[Eq. ([4a](#Equ5){ref-type=""}) and ([4b](#Equ6){ref-type=""})\] plus the usual Helmholtz equation,$$\documentclass[12pt]{minimal}
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In the Helmholtz decomposition, the electric field is written as the superposition of longitudinal (subscript *ℓ*) and transverse (subscript *t*) components **E **= **E**~ℓ~ + **E**~*t*~. For longitudinal waves **k** × **E**~ℓ~ = 0, so that:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$[{\varepsilon }_{\infty }-\frac{{\omega }_{p}^{2}+{\varepsilon }_{\infty }(\frac{3}{5}-i\frac{4}{15}\frac{\gamma }{\omega }){v}_{{\rm{F}}}^{2}{q}^{2}}{\omega (\omega +i\gamma )}]{{\bf{E}}}_{\ell }={\bf{0}},$$\end{document}$$where *q* is the longitudinal wavenumber. After neglecting damping for simplicity, the dispersion of longitudinal modes is retrieved as$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\omega (q)=\sqrt{{\omega }_{p}^{2}/{\varepsilon }_{\infty }+\frac{3}{5}{v}_{{\rm{F}}}^{2}{q}^{2}}.$$\end{document}$$
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For transverse waves, **k**⋅**E**~t~ = 0 and the usual dispersion relation $\documentclass[12pt]{minimal}
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The ENZ modes may thus be thought of as longitudinal modes of the film, excited by *p*-polarized light (because of the longitudinal field requirement) at the frequencies that yield a vanishing longitudinal permittivity, i.e. *ε*~ℓ~→0. In the local limit (*q*→0), the film displays isotropic relative permittivity, *ε*~ℓ~ = *ε*~*t*~ = *ε*~L~, yielding the single resonance associated with the ENZ mode excited at approximately the screened bulk plasma frequency (or ENZ frequency), $\documentclass[12pt]{minimal}
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                \begin{document}$${\omega }_{m}=\sqrt{{\omega }_{p}^{2}/{\varepsilon }_{\infty }+\frac{3}{5}{v}_{{\rm{F}}}^{2}{q}_{m}^{2}}$$\end{document}$, where *q*~*m*~ = *mπ*/*d*, *m* = 1, 3, 5, \... is an odd integer corresponding to the mode order and *d* is the film thickness. The dips in the measured reflection spectra are predicted to correspond to the resonance wavelengths *λ*~*m*~ = 2*πc*/*ω*~*m*~. All resonances collapse to the local ENZ wavelength $\documentclass[12pt]{minimal}
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                \begin{document}$${\lambda }_{0}=2\pi c\sqrt{{\varepsilon }_{\infty }}/{\omega }_{p}$$\end{document}$ in the local picture, which is a valid approximation for large film thicknesses *d*, i.e., *q*~*m*~→0. In other words, the nonlocality splits the resonance associated with the longitudinal, bulk-plasmon mode of the nanofilm (ENZ mode) into multiple resonances that retain the same longitudinal nature -- i.e. they satisfy the condition *ε*~ℓ~→0. Hence, they follow the dispersion relation of Eq. ([9](#Equ12){ref-type=""}). Reflection spectra are calculated by solving Eqs ([4a](#Equ5){ref-type=""}), ([4b](#Equ6){ref-type=""}) and [5](#Equ7){ref-type=""} using a nonlocal transfer-matrix-method^[@CR51]^. We retain only second-order spatial derivatives with respect to the longitudinal direction (*z*-axis) in Eq. ([4b](#Equ6){ref-type=""}), so that the nonlocal portion of the current density reduces to$$\documentclass[12pt]{minimal}
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                \begin{document}$${\beta }_{{\rm{VE}}}=\sqrt{\frac{3}{5}-i\frac{{\gamma }_{{\rm{VE}}}}{\omega }\frac{4}{15}}{v}_{{\rm{F}}}$$\end{document}$ is the complex viscoelastic, nonlocal coefficient and *γ*~VE~ is the viscoelastic damping rate. While according to the viscoelastic theory *γ*~VE~ = *γ*, in what follows we will relax this requirement and introduce a factor *α*~VE~ = *γ*~VE~/*γ* in order to optimize the fit of the experimental data. The transfer-matrix spectra are tested against those obtained using a full-wave, finite-element solver (COMSOL) that takes into account the exact form of Eq. ([4a](#Equ5){ref-type=""}) and ([4b](#Equ6){ref-type=""}), finding nearly identical results. We note that in more complex structures, i.e., isolated or coupled nanoparticles, the approximation in Eq. ([12](#Equ15){ref-type=""}) may fail, and the complete version in Eq. ([4](#Equ5){ref-type=""}) should be used instead. The parameters of the nonlocal model of Eq. ([4](#Equ5){ref-type=""}) are retrieved according to the following procedure. First, we fix the background dielectric constant at *ε*~∞~ = 5.5, in agreement with previous experimental investigations of the optical properties of doped CdO nanofilms. We then use the experimental values of the resonance wavelengths, *λ*~*m*~, and the dispersion relation $\documentclass[12pt]{minimal}
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                \begin{document}$${\omega }_{m}=\sqrt{{\omega }_{p}^{2}/{\varepsilon }_{\infty }+\frac{3}{5}{v}_{{\rm{F}}}^{2}{q}_{m}^{2}}$$\end{document}$ in order to retrieve the values of *m*^\*^ and *n*~0~. For the 20-nm-thick sample we find *m*^\*^ = 0.207 *m*~*e*~ and *n*~0~ = 2.704⋅10^20^ cm^−3^, where *m*~*e*~ is the electron rest mass. This value of carrier density is consistent with the doping conditions of the sputtering process, while the effective mass value is in line with that reported in ref.^[@CR27]^. A local scattering rate of *γ* = 3.24⋅10^13^ rad/s is deduced by the linewidth of the main resonance centered at *λ*~1~, while a nonlocal scattering rate *γ*~VE~ = 10*γ* is inferred by fitting the experimental spectra around the ancillary resonances at *λ*~3~ and *λ*~5~. In the simulations, the dielectric constants of MgO and CaF~2~ are assumed dispersion-less and equal to 2.91 and 2.027, respectively. With these parameters, the nonlocal viscoelastic model is in excellent agreement with the experimental reflectivity data, as shown in Fig. [1](#Fig1){ref-type="fig"}. The only discrepancy between experiment and theory is found in the air-coupling case at short wavelengths: we attribute the difference to the angular sensitivity of *R*~*p*~/*R*~*s*~ around 45°, and some uncertainty in the precise value of the dielectric constant of MgO.

We stress that any attempt to fit the experimental spectra in Fig. [1](#Fig1){ref-type="fig"} with a local permittivity model cannot reproduce the ancillary resonances at *λ*~3~ and *λ*~5~: these resonances can be explained only within the ambit of the nonlocal model of conduction electrons in the doped CdO film. We further verified that the observed optical behavior cannot be explained with the presence of few-nanometer-thick accumulation layers. Indeed, when such layers are properly modeled by solving Poisson's equation, the resulting smooth carrier density profile near the interface cannot explain any of the nonlocal effects observed here, namely the appearance of the ancillary resonances at *λ*~3~ and *λ*~5~, and the blueshift of the main resonance at *λ*~1~ (this aspect will be discussed below). Moreover, the characterization of our In:CdO films, based on X-ray reflectivity and Hall-effect measurements, indicates the presence of depletion rather than accumulation layers, which have a negligible effect on the overall optical properties. In Fig. [2a](#Fig2){ref-type="fig"} we plot the dispersion relation of the longitudinal plasmon for the 20-nm film in the *λ*-*q* plane, and highlight the positions of the *λ*~*m*~ modes excited at odd integers of (*π*/*d*) and their near-perfect correspondence to the resonances observed in the experiment. For clarity, the reflection spectrum in Fig. [1a](#Fig1){ref-type="fig"} is also plotted in the limit of zero viscosity (*γ*~VE~ = 0), so that the dips are more visible.Figure 2(**a**) On the left, the dispersion of the longitudinal plasmon for the 20-nm In:CdO film -- the longitudinal wavenumber *q* on the *x* axis is in units of *π/d*; on the right, the reflectivity spectrum of the film in the presence (*γ*~VE~ = 10 *γ*) and absence (*γ*~VE~ = 0) of viscosity. (**b**) Amplitude of the longitudinal current *J*~z~ within the thin film at the wavelengths of the first three resonances (*λ*~1~, *λ*~3~, and *λ*~5~), calculated in the local approximation (dashed lines) and with the viscoelastic model using *γ*~VE~ = 10 *γ* (solid lines).

The well-known effect of the nonlocality is thus to introduce longitudinal electron pressure waves that resonate within the film at specific wavelengths, according to the dispersion relation *ω*(*q*). The interaction of these modes with light is not limited to the spectral features observed in Figs [1](#Fig1){ref-type="fig"} and [2a](#Fig2){ref-type="fig"}, but also involves the field distribution inside the film. In Fig. [2b](#Fig2){ref-type="fig"} we report the longitudinal current density, \|*J*~z~\|, for the first three *λ*~*m*~ modes, which tracks the fields inside the layer. The effect of the electron pressure is clearly recognizable as an oscillation of the induced current in the *z*-direction, with a number of peaks equal to the order number *m*. This is in stark contrast with the local approximation (**J**~NL~ = **0**), where the current density and the field are flat inside the film.

Another important aspect of the nonlocality is the thickness-dependence of the ENZ-modes' dispersion when *q* ≠ 0. This leads to thickness-dependent dielectric constant and optical response. The effect is appreciable in Fig. [3](#Fig3){ref-type="fig"}, where we compare local and nonlocal absorption spectra calculated for In:CdO films with thicknesses varying from 5 to 30 nm in the ATR configuration at 45°. The viscoelastic parameters used in the nonlocal simulations are kept constant and equal to those extracted from the experimental data related to the 20-nm film.Figure 3(**a**) Color map plot of the absorption spectra (for *p*-polarization) of In:CdO films with thickness in the range 5--30 nm. The calculation is performed in the ATR configuration at 45° by adopting the viscoelastic parameters retrieved from the experimental spectrum of the 20-nm film. The overlapped curves correspond to the longitudinal plasmon modes wavelengths *λ*~*m*~, with *m* = 1, 3, 5, ... The ENZ wavelength $\documentclass[12pt]{minimal}
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                \begin{document}$${\lambda }_{0}=2\pi c\sqrt{{\varepsilon }_{\infty }}/{\omega }_{p}$$\end{document}$ is plotted as a vertical line for reference. (**b**) Same as (**a**), but in the local approximation, i.e., **J**~NL~ = **0**.

Similarly to what may be observed in the reflection spectrum of Fig. [1](#Fig1){ref-type="fig"}, nonlocal absorption is characterized by a strong peak (close to 100%) corresponding to the first longitudinal mode at λ~1~, whose dispersion overlaps the maximum absorption peak; shallower peaks are visible at the ancillary longitudinal plasmon modes: $\documentclass[12pt]{minimal}
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                \begin{document}$${\lambda }_{0}=2\pi c\sqrt{{\varepsilon }_{\infty }}/{\omega }_{p},$$\end{document}$ where the real part of the local (bulk) dielectric constant of In:CdO vanishes. As expected, the effect of the nonlocality is more discernable for thinner films, for which the wavelength of the main longitudinal plasmon *λ*~1~ deviates more appreciably from the local prediction at *λ*~0~. For example, for the 20-nm film of the experiment in Fig. [1](#Fig1){ref-type="fig"}, our model predicts a 25-nm blue-shift of the nonlocal peak with respect to the local one. A second-order approximation of the local-nonlocal deviation Δ*λ* = *λ*~0~ − *λ*~1~ is given by$$\documentclass[12pt]{minimal}
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For a 10 nm-thick film, the predicted blue-shift Δ*λ* is larger than 100 nm, according to Eq. ([13](#Equ16){ref-type=""}) and the results in Fig. [3](#Fig3){ref-type="fig"}. We have verified this behavior by fabricating a second In:CdO sample with approximately half the thickness of the sample discussed in Fig. [1](#Fig1){ref-type="fig"}. Using the same retrieval procedure outlined for the 20-nm film, we fixed *ε*~∞~ = 5.5 as in^[@CR27]^ and extracted the following viscoelastic parameters: *m*^\*^ = 0.230 *m*~*e*~, *n*~0~ = 3.223⋅10^20^ cm^−3^, *γ* = 2.513⋅10^13^ rad/s, *γ*~VE~ = 15*γ* and thickness *d* = 11 nm. The fact that the effective mass in this sample is slightly larger than in the 20-nm sample is most likely due to the larger carrier concentration. Indeed, this effective-mass dependence on the carrier concentration has been previously observed in In:CdO and attributed to the non-parabolicity of the conduction band^[@CR52],[@CR53]^. Moreover, these discrepancies of effective mass, carrier density and scattering rates in this sample with respect to those found in the 20-nm sample to the unavoidably different sputtering conditions under which the two samples were fabricated. The reflection spectra of the film are reported in Fig. [4](#Fig4){ref-type="fig"} for both the ATR and the air-coupling configurations, showing excellent agreement of the viscoelastic theory with the experiment in both cases. Three additional samples with differing thicknesses were fabricated and measured, further validating the discussion here reported (see Supplementary Note [2](#MOESM1){ref-type="media"}).Figure 4(**a**) Normalized reflectivity spectra, *R*~*p*~/*R*~*s*~, for an 11-nm In:CdO film illuminated in the ATR and air-coupling configurations. (**b**) and (**c**) are zooms of (**a**) around the ancillary resonances at *λ*~3~ and *λ*~5~. The grey, dashed line marks the bulk ENZ wavelength *λ*~0~.

The fundamental mode is near *λ*~1~ = 2.02 μm, blue-shifted by approximately 70 nm with respect to the bulk ENZ wavelength *λ*~0~ and in line with the shift prediction Δ*λ* based on Eq. ([13](#Equ16){ref-type=""}). The only ancillary resonance discernible in this wavelength range is the one associated with the mode of order three at *λ*~3~\~1.6 μm. The slight discrepancies between experiment and theory in the air-coupling configuration are similar in nature to those found in the case of the 20-nm film. We also stress that the ATR-coupling is of fundamental importance in order to increase the visibility of the higher-order resonances of ENZ nanofilms. In fact, the resonance at *λ*~3~ in the air-coupling configuration is barely visible in both calculated and measured spectra (Fig. [4c](#Fig4){ref-type="fig"}), whereas it is clearly observable in the ATR configuration (Fig. [4b](#Fig4){ref-type="fig"}). This is related to the fact that the nanofilm is very close to critical coupling in the ATR configuration with *p*-polarization at 45°, a condition that allows perfect absorption^[@CR30],[@CR37]^ and therefore higher modulation depth in the *R*~p~/*R*~s~-spectrum with respect to the air-coupling case.

Damping and viscosity {#Sec3}
---------------------

The ENZ film has two sources of damping: the local damping is related to the real part of the conductivity *σ*, or to the damping constant *γ* appearing in the (local) Drude model; the nonlocal damping is due to viscosity of the electron fluid moving under the influence of an ionic background, and is accounted for by the terms proportional to *γ*∇(∇·***J***) -- see Eq. [4](#Equ5){ref-type=""}. A simple way to appreciate the effects of these damping sources in our ENZ film is to calculate the loss function, $\documentclass[12pt]{minimal}
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                \begin{document}$$\text{Im}(\,-\,{\varepsilon }_{\ell }^{-1})$$\end{document}$, a quantity related to the rate at which charged particles lose energy in a medium^[@CR54]^, and that can be directly measured with electron energy loss spectroscopy. In the ENZ regime, close to the zero-crossing frequency of the permittivity's real part, the loss function shows a peak approximately equal to 1/Im(*ε*~ℓ~), suggesting that absorption losses decrease as damping increases, as recently discussed in ref.^[@CR55]^. From the expression of *ε*~ℓ~, it is clear that viscosity alters the dielectric permittivity by introducing additional (nonlocal) damping. This effect is visible in the map of the In:CdO loss function, plotted in Fig. [5a](#Fig5){ref-type="fig"} as a function of wavelength and longitudinal wavenumber. The maximum peak of the loss function is obtained in the local limit, i.e., when *q* = 0 and the damping is equal to *γ*. In the nonlocal regime, the loss function peak decreases and broadens with increasing longitudinal wavenumbers, as a result of increasing viscosity and damping. The importance of viscosity can then be appreciated when one compares the loss functions in the presence vs absence of viscosity, as described in Fig. [5b](#Fig5){ref-type="fig"} for a wavenumber *q* = 1 nm^−1^. The peak in the viscous case is quite shallower and lower in intensity, indicating a decreased ability to absorb photon (or electron) energy. At the same time, far from the ENZ regime, the loss function (hence absorption losses) in the viscous case is larger than the corresponding non-viscous case. An important effect related to viscosity is that nonlocal damping leads to thickness-dependent damping. Let us consider the linewidth of the main ENZ mode at λ~1~. Based on the longitudinal relative permittivity in Eq. ([11](#Equ14){ref-type=""}), we can write a second-order approximated expression of the total damping in the film at the wavelength λ~1~ as$$\documentclass[12pt]{minimal}
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                \begin{document}$${\gamma }_{{\rm{NL}}}\approx \gamma [1+\frac{4{\varepsilon }_{\infty }{\alpha }_{{\rm{VE}}}{\pi }^{2}{v}_{{\rm{F}}}^{2}}{15{\omega }_{p}^{2}{d}^{2}}],$$\end{document}$$where the fitting factor *α*~VE~ = *γ*~*VE*~/*γ* was found to be equal to 10 in the case of the 20-nm film, and 15 in the case of the 11 nm-thick film. According to Eq. ([14](#Equ17){ref-type=""}), total damping increases as film thickness decreases, a well-known effect^[@CR56]^ that can also be explained in terms of diffusion^[@CR47]^. This behavior can be clearly recognized in Fig. [3a](#Fig3){ref-type="fig"}, where the absorption resonance at λ~1~ is increasingly damped as the thickness decreases, in response to the increasing value of *γ*~NL~ and decreasing loss function. Besides damping and viscosity, we point out that spectral broadening of plasmonic resonances may also be due to surface roughness in our samples. We have verified through numerical simulations that the introduction of a roughness of approximately 1 nm barely affects the main resonance of the film, and slightly broadens the ancillary resonances, without altering their spectral position.Figure 5(**a**) Color map of the loss function, $\documentclass[12pt]{minimal}
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                \begin{document}$$\text{Im}(\,-\,{\varepsilon }_{\ell }^{-1})$$\end{document}$, as a function of wavelength and longitudinal wavenumber *q*. The dashed-black curve is the dispersion of the longitudinal plasmon *λ*(*q*) = 2*πc*/*ω*(*q*) where $\documentclass[12pt]{minimal}
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                \begin{document}$$\omega (q)=\sqrt{{\omega }_{p}^{2}/{\varepsilon }_{\infty }+\frac{3}{5}{v}_{{\rm{F}}}^{2}{q}^{2}}.$$\end{document}$ (**b**) Loss function spectrum for *q* = 1 nm^−1^ in the viscous \[blue curve, i.e., cross-section of the map in (**a**) at the position marked by the vertical line\] and non-viscous (dashed-black curve) cases.

Conclusions {#Sec4}
===========

In summary, the nonlocal optical response of indium-doped CdO nanofilms has been experimentally observed and quantified using optical spectroscopy. A hydrodynamic, viscoelastic theory for the motion of conduction electrons has been used to reproduce the experimental findings. The elastic behavior of conduction electrons produces a significant blue-shift of ENZ modes. The main film resonance, associated with the longitudinal plasmon of order 1, undergoes a blue-shift of approximately 25 nm for a 20-nm-thick film, and 70 nm for an 11-nm-thick film, as predicted by our viscoelastic nonlocal theory. Shallower, secondary resonances associated with higher-order longitudinal plasmons at frequencies larger than the screened (bulk) plasma frequency can be clearly observed as dips in reflection and peaks in absorption spectra (especially in the ATR configuration). We find that the electron-fluid viscosity plays an important, non-trivial role in the optical response, by introducing thickness-dependent and spatially-dispersive (nonlocal) damping. Differently from previous treatments, the viscosity in our model is self-consistently derived from the trace-less part of the stress tensor rather than being introduced phenomenologically as a diffusion current^[@CR47]^ or as a correction term^[@CR49]^.
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