Now days it is very tedious job to keep files for personal as well as commercial computing. There are various type of compressing technique used, but one step ahead from them available technique is described here. Almost every application the backend used is database. That why my technique is dedicated to this type of databases. In this proposed technique we consider every type of compression, but when comes to date and time based database, not much compression technique deals with it. For text type compression there are many techniques same for images. But here we are proposing mainly for time and date type data bases. The practical use for this compression may useful for LIC policies, Stock Exchange, Railways Reservations databases etc. It may also useful for Employees working in a firm, maintaining daily database for salary purposes like Time in and Time out. For this type of database the proposed technique will give a big amount of compressions than any other type of techniques. We have techniques regarding database compression are character, memo, number, date, time compression which can work for individual fields in a database. In this paper main concentration has been given for time compressions. We suggested one example in tabular form on that our differential and time method has been applied.
INTRODUCTION
As Compression is known as, it is art of presenting the information in a compact form rather than of uncompressed form. There are various compressions proposed but for particularly date and time very rare one. In this type of compression a substantial amount of memory can be saved. Our methodology will compress even more than earlier available compression types. What we are proposing it can be implemented on any type of software. It does not require any special type of software. What our methodology is, it can use daily today life, as we said in abstract it very much used in different types of databases. We have taken one example of employee time in and time out, which is all most every organizations are using in today computer era. Because it is very easy to keep track of all employee working under one organization. 
RLE
If a data item d occurs n consecutive times in the input stream, replace the n occurrences with the single pair nd. The n consecutive occurrences of a data item are called a run length of n, and this approach to data compression is called run length encoding or RLE [18, 20] .
Huffman Encoding
It uses the probability distribution of the alphabets of the source to develop the code word for symbols. According to the probabilities the code word has been assigned. Shorter word code words for higher probabilities and longer code words for smaller probabilities are assigned. For this type of work binary tree is created using the symbols as leaves according to their probabilities and path of those are used as code words. There are two types of Huffman Family are used: Static Huffman and Adaptive Huffman. In static coding first frequencies and then it generates a tree for both compression and decompression process. But adaptive method develops the tree while calculating the frequency and there will be two trees in both the process [22, 23] .
Shannon Fano Coding
This is similar to Static Huffman Coding only difference is the creation of code word. All other process is similar one [20] .
LZW
LZW is a general compression algorithm capable of working on almost any type of data. It is generally fast in both compressing and decompressing data and does not require the use of floating-point operations. Also LZW writes compressed data as bytes and not as words [20] .
LZW is referred as a substitution or dictionary-based encoding algorithm. The algorithm builds a data dictionary (also called a translation table or string table) of data occurring in an uncompressed data stream. Patterns of data (substrings) are identified in the data stream and are matched to entries in the dictionary. If the substring is not present in the dictionary, a code phrase is created based on the data content of the substring, and it is stored in the dictionary. The phrase is then written to the compressed output stream. According to them LZW is a general compression algorithm capable of working on almost any type of data. It creates a table of strings commonly accruing in the data being compressed, and replaces original data with reference into the table. LZW Compression replaces strings of characters into a single code. Compression occurs when a single code is output instead of a string of characters. It starts with a dictionary of all the single character with indexes. It starts expanding the dictionary as information gets send through. Pretty soon, redundant strings will be coded as a single bit, and compression has occurred [23] .
II. MEASURING PERFORMANCES OF COMPRESSION
There are various criteria of measuring the performance of the compression depends on the nature of the application used. Mainly it is used for space the time efficiency is other factor. As we all know that the compression behavior depends on the redundancy of symbols in the source files. It is very difficult to measure performance of compression in general. The performance of the algorithms depends on structure of the input source and also category of the compression algorithms i.e. lossy or lossless. For example lossy and lossles examples are given in my previous paper [15] . The measuring of general performances is difficult and there should be different measurements to evaluate the performances of different compression techniques.
Compression Ratio
It is the ratio between the size of the compressed file and the size of the source file [7] .
Size after compression Compression Ratio =
Size before compression
Compression Factor
It is just reverse of the compression ratio. That is ratio between the size of the source file and the size of the compressed file.
Size before compression Compression Factor =
Size after compression
Saving Percentage
It calculates the shrinkage of the source file as a percentage. 
IV. IMPLIMENTATION OF PROPOSED METHODOLOGY
We have proposed some new techniques that can be implemented as given below:
Character
In general 8-bit ASCII code have been used for representing character, but when one declare any attribute to be of character type they often interested only in alphabet character from A-Z or a-z. But with character some more information is needed while dealing with character like space, end of line, comma, full stop, single codes, and nothing. These all will counts only 32 in number and that can be coded in 5-bit coding only [7] .
Memo
The memo field often includes character other than alphabets like number underscore plus minus etc. and it is found that at most 64 symbols are used in general so in this situation 6 bits are sufficient to represent them. Out of these 32 are the same as that in the previous case and remaining 32 are used for numbers 0 to 9 and special characters like "", !, @, #, $, ^, &, *, (, ), -, _, =, +, <, >, ?, /, :, ;, |, \. So in this way 64 symbols can be accommodated in 6-bit coding only [7] .
Number
An attribute having this type is often used to represent certain quantity or amount or extent that anything may have. It can be either the integer or float depending upon the nature or accuracy of the quantity. By far the most compact and exact representation of this type of data is their own binary equivalent. But it has found that of the following method, which can take advantage of nature and format of the quantity. Differential Method, Delta Method, BCD Code [15] .
Differential Method
In this approach when one wants to compress this type of data we can either look out for the smallest or largest value for this attribute, and store this value together with the 
Date
Date field is often associated with temporal database, and most often used inside the data ware house, that contains historical information about any aspect of life. Most database store the date as 8-byte entry (2 for day, 2 for month & 4 for year). Here we have proposed only 2-byte format that works with traditional DOS and WINDOW environment [7] .
Time
The usual ways of storing a time stamp of any event require 6-byte and implemented in that manner in most of the database systems. But here again we could save substantial space by representing a time stamp in a manner that require only 2-byte for its storage that used in DOS and WINDOW. The Bit-wise distribution of Hour, Minutes & Second is shown below.
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The time can be converted into a 2-byte value using the following formula. Time = 2048*HOUR+32* MINUTE + SEC/2.
This scheme is quite common in traditional MS-DOS file system where second value is measured in two-second interval. If we want to be more precise we have to add one more bit to accommodate second entry because 6 bits are required to represent 60-second domain. We will take the first mentioned scheme to represent time of any event. There is one problem it counts in 2 seconds intervals, other than that it works efficiently like other environments.
V. RESULTS AND EVALUATION OF PROPOSED METHODOLOGY
We have taken some 25 employee records on one day attendance from an organization. Now apply on that the different compressions which are proposed in this paper above. In below table we have applied Differential Compression for numbers and Time Compression on both Time fields and also calculated the number of bits before compression and after compression. Below the table we have calculated the total number of bits before compression and after compression. One can see that original size i.e. ASCII size in bits is 3000. But the same file size has been compressed to 1064 bits. The same comparison is also can be seen graphically given below. In modern database systems table structure is also stored together with the database file so that any application can make use of it. When we consider this compression scheme we will store this structure without any modification, it is only the data that will be stored according to this new scheme. The file also store some additional words like field separator, end of record to mark and distinguish separate attribute and record, and these will be there in proportion to the number of records in the file. 
VI. CONCLUDING REMARK
In our paper we have taken original size of Employee record. On that our proposed methodology has been applied. We have presented a very new compression technique for temporal database. Our technique will give better results, so that the proposed technique has better performance. The CPU utilization will also increases due to compression. Also compression is beneficiate for Input and Output performance. The graph above fig.1 will give the clear picture of compression. The red colour area is only required after compression rest can be saved. In comparison to blue area red is much smaller, it shows better compression.
