Building a machine learning (ML) pipeline in an automated way is a crucial and complex task as it is constrained with the available time budget and resources. This encouraged the research community to introduce several solutions to utilize the available time and resources. A lot of work is done to suggest the most promising classifiers for a given dataset using sundry of techniques including meta-learning based techniques. This gives the autoML framework the chance to spend more time exploiting those classifiers and tuning their hyper-parameters. In this paper, we empirically study the hypothesis of improving the pipeline performance by exploiting the most promising classifiers within the limited time budget. We also study the effect of increasing the time budget over the pipeline performance. The empirical results across autoSKLearn, TPOT and ATM, show that exploiting the most promising classifiers does not achieve a statistically better performance than exploring the entire search space. The same conclusion is also applied for long time budgets.
INTRODUCTION
Recently, data are generated at an exponential rate. By 2020, the global data sphere is expected to grow to 50 ZB [7] . Meanwhile, the number of data scientists is extremely below the actual need [1] . Moreover, ML is currently the core of automatic speech recognition, self-driving cars, predictive maintenance, computer vision, natural language processing, and other domains. Furthermore, medical, industrial and financial applications also include ML modules. Those modules are powered by specialized ML pipelines designed and implemented by data scientists following the guidelines provided by the domain experts. One way to fill the gap between the increased demand for ML pipelines and the shortage in the number of data scientists is to help domain experts to build their own ML pipelines and help the data scientist to automate the repetitive tasks of ML process.
Automated ML (AutoML) is the process of automating the end-to-end process of creating an ML pipeline for a certain problem. According to No free lunch theorem [12] , There is no single optimization algorithm that is superior to all other optimization algorithms . This implies that the ML pipeline that fits all the available tasks does not exist. To generate the ML pipeline for a particular task automatically, several autoML frameworks with different features emerged [4, 6, 8, 9] . These frameworks hypothesize that using a limited search space will improve the performance of the output ML pipeline. For instance, ATM [8] limits the default search space into only three classifiers, namely Decision Tree (DT), K-Nearest Neighbours (KNN) and Logistic Regression. While other frameworks such as autoSKLearn [4] use meta-learning-based techniques to start the optimization process with the most promising classifiers that have performed well with similar datasets. However, these exploitation techniques do © 2020 Copyright held by the owner/author(s). Published in Proceedings of the 22nd International Conference on Extending Database Technology (EDBT), March 30-April 2, 2020, ISBN XXX-X-XXXXX-XXX-X on OpenProceedings.org. Distribution of this paper is permitted under the terms of the Creative Commons license CC-by-nc-nd 4.0. not guarantee to achieve the best performing pipeline. Moreover, the autoML users tend to use a small search space that includes the previously well-performing classifiers, especially with shorttime budgets. However, the unselected classifiers may introduce a better performing pipeline.
Generaly, studying the effect of the parameters of AutoML framework is a crucial problem. Therefore, Freitas and et al. [5] studied Auto-WEKAâĂŹs performance by running it on 18 datasets. They concluded that increasing the overall time budget available over the previous values didnâĂŹt significantly improve classi-fiersâĂŹ performance.
In this paper, we study the same hypothesis of boosting the the autoML framework performance by increasing the time budget over 3 frameworks on 20 datasets. we also study the impact of search space size over the performance of the autoML framework. In particular, our main contribution of this paper is as follows: (1) we check the effectiveness of leveraging a small search space with the most promising classifiers to enhance the output ML pipeline performance. (2) we study the impact of search space size over the time budget. (3) We also investigate the performance gain of increasing the time budget.
EXPERIMENTAL SETUP
AutoML Frameworks: We chose AutoSKlearn, TPOT [6] and ATM considering that all of them have been developed over scikitlearn using different optimization techniques, i.e., SMAC, Genetic Algorithms and hybrid Bayesian and multi-armed bandit optimization techniques, respectively [13] .
Datasets: We have selected 20 datasets from OpenML repository that cover most of the supervised classification tasks [10] . We also selected them to sample most of the variations in terms of the number of instances and the number of features. Twelve of them are binary class datasets and the other eight are multi-class datasets. Table 1 summaries the meta-features of these datasets. More details about the selected datasets can be found in our repository 1 .
Search space: This experiment is conducted with six search space configurations: (1) fc: full search space for each framework.
(2) def : default search space for each framework as most of the users will use this configuration. The fc and def are the same for AutoSKlearn and TPOT. We have also used only one classifier, i.e., we are studying only the hyper-parameter tuning problem. To select them we have picked the top three selected classifiers of the three autoML frameworks from the full search space experiment. (3) 1-Classifier(1c): random forest. (4) 1-Classifier(1c): decision tree. (5) 1-Classifier(1c): SVM. All of the three classifiers are treated as 1c. (6) 3c: the three classifiers are combined to be used in a single search space.
Time Budget (TB): For each dataset, we run the specified search spaces of each framework within 3 different time budgets: 10, 30 and 60 minutes.
Number of trials: To study the degree of stability for each framework, each run has been executed 3 times using the same configuration.
Evaluation Metrics: The goal of each AutoML framework is to find the best performing pipeline based on a user-defined evaluation metric. In our experiments, to effectively deal with unbalanced data, we have considered F1 score for binary classification data sets and micro averaged F1 score for multi-class data sets .
Statistical Test:
We have selected Wilcoxon test [11] since it is a non-parametric test that checks if there is a statistically significant difference between two different configurations. It does not assume normality or any other distribution for the sampled instances and does not require a post-hoc test as it compares only two configurations.
Hardware Resources: We have used google cloud machine with 2 vCPUs, 7.5 GB RAM and ubuntu-minimal-1804-bionic for each run. Since each programming language manages memory differently, Some memory leakage may happen. So, we rebooted the machine after each run to ensure that each experiment has the same available memory size.
EXPERIMENTAL RESULTS
As we have selected the three best performing classifiers out of the full search space, then we test the validity of the hypothesis of improving the overall permanence by exploiting these classifiers compared to the use of the fc. Furthermore, the hypothesis of boosting the performance of the autoML framework by increasing the time budget is also checked. To investigate the validity of these two hypotheses, we study the performance difference in terms of F1 Score between the exploited search spaces (1c and 3c) and the explored fc. We also study the F1 Score difference between the long-time budgets and short ones. If the F1 Score difference between the two configurations is less than 1%, then it is considered negligible and represented with a small circle in the figures. If the F1 Score difference is more than 1% for the side of the first configuration, then it is represented with an upward triangle and a downward triangle is used to indicate if the F1 Score difference is more than 1% for the side of the second configuration. Sometimes, the autoML framework fails to deliver a pipeline for a certain dataset due to the resource limitation. These datasets are indicated with the cross sign (x). Due to the limited space, we could not include all figures; however, they are all available on our repository 2 . Figure 1 compares the results for each of the 20 datasets when using fc to 3c configuration over AutoSKLearn. Each point indicates the F1 Score difference (fc-3c) for a single dataset. The three sub-figures represent the three time budges 10, 30, and 60 minutes, respectively. On average, most of the datasets have small differences when we change the search space. On one hand, we see positive F1 Score difference when using fc over 3c for 7 datasets with average gain equals 2.9% in 10 minutes, 8 datasets in 30 minutes with average gain 2.7% and 7 datasets in 60 minutes with average gain 4.1%, respectively. On the other hand, there is negative F1 Score difference when using fc over 3c for 5 datasets with average loss equals -2.9% in 10 minutes, 1 dataset in 30 minutes with performance loss equals to -1.9% and 5 datasets in 60 minutes with average loss -1.8%. The remaining datasets, i.e., 8 in 10 minutes, 11 in 30 minutes and 8 in 60 minutes, are considered the same. From this figure, there is no clear winner.
Similarly, Figure 2 shows the results for all the datasets using TPOT system. We have similar behavior of having most of the results with no or small differences in F1 Score when we increase the search space from 3c to fc. Here we see the x sign which represents a failed run either with fc or 3c. If it has positive gain, then it has been failed with 3c and vice versa. This failed runs appear because TPOT requires more time and it may create invalid pipelines which make the model fails, especially with smaller TBs [2] . The fc has a relatively better effect especially for some datasets that failed with 3c; however, None of these configurations (fc and 3c) distinctly overcome the other.
In Figure 3 , we study the behaviour of AutoSKLearn when we change time budges for fc. On average, the F1 score improves when the time budget increases. The datasets 'Amazon' have large positive gain for 60 minutes TB compared to the 10 and 30 minutes TB. This large difference happened since in 10 and 30 minutes AdaBoost has been selected and it achieves very poor performance (F1 score = 61%) over those datasets while in 60 minutes SVM has been selected and it achieves a decent performance compared to AdaBoost (F1 score = 77%) Figure 4 shows similar results, but for ATM system comparing the difference in F1 score when changing time budget for the same search space. The differences are almost the same. The failed runs in ATM and TPOT show that they can not handle the case when the framework fails to find a solution for a certain configuration.
We summarize the results for each framework in a separated table ( 2, 3, 4) . Each table shows the results obtained from running the datasets, three times using the different configurations on one of the three autoML frameworks. In each table, SS is the used search space. N is the number of runs for each SS configuration within a TB. The tables also describe the mean, standard deviation (SD) and standard error (SE) of every test configuration. Finally, each table reports the interval of the expected F1 score with a confidence of 95%. Thereafter, Wilcoxon test is to be used to check the validity of the hypothesis stating that exploiting a small portion of the SS with a set of recommended classifiers is expected to boost the performance (F1 score). We also check if increasing the time budget adds a statistically significant difference to the pipeline F1 score or not. Table. 2 describes the results obtained from AutoSKLearn. The results show that for each of the three TBs, the average of F1 score of the 1c tests is less than the average of the fc and the 3c. We get F1 score gain of 5.0% on average when we use fc or 3c compared to the use of 1c only. This difference is statistically significant as shown in table 5. This means the Combined Algorithm Selection and Hyper-parameter optimization (CASH) problem [3] can not be solved by decoupling it into algorithm selection followed by hyper-parameter tuning of the selected classifier. Applying this decomposition neglects most of the search space. Besides, a classifier is not completely defined without stating which values are assigned to its hyper-parameters. Interestingly, fc results on average are better than 3c with 0.7% on Figure 4 : F1 Score difference for FC Search space between 30 and 10, 60 and 10 and 60 and 30 minutes, respectively, using ATM average for all TBs even with very small and unrealistic one, i.e., 10 minutes; However, this difference is not statistically significant except for ATM with 10 minutes as shown in table 5. Moreover, the gains of increasing the TB for each configuration is very small and sometimes it is a negative gain. For example, in 3c, the mean increased by 0.5% from 10 to 30 minutes and decreased by 0.2% from 30 to 60 minutes. This explains why the gain of TB increasing is not always considered statistically significant by Wilcoxon test. The average gain from increasing the TB from 10 to 30 minutes or from increasing the time from 30 to 60 minutes is less than 1.0% for the three search spaces.
TPOT system results are similar to AutoSKLearn. Table 3 summarizes these results. The average F1 score of 1c is less than both 3c, and fc. Also, the average F1 score of 3c, and fc are similar except for 60 minutes where fc is statistically significantly better. Similar to AutoSKlearn, there are very small gains from increasing the search space from 3c to fc and also a small gain from increasing the TB except from 10 to 60 with fc It is statistically significant as shown in table 5. Table 4 summarizes the results from ATM system which is similar to both AutoSKlearn and TPOT systems. ATM has one extra set of SS configuration for the default search space, which is a set of three different classifiers containing Decision Tree (DT), K-Nearest Neighbours (KNN) and Logistic Regression. This set of classifiers is different from the ones we are using in 3c search space. Similar to AutoSKlearn and TPOT 1c search space has on average less F1 score and all fc, 3c, and def have similar average F1 score. The average gain of increasing search space from both 3c, and def to fc is less than 1.0%. Also, the average gain of increasing TB from 10 to 30 minutes and from 30 to 60 minutes is almost 1.0%. It is statistically significant when we change TB from 10 to 30 and from 10 to 60 for 3c. In addition, fc has a statistically significant gain than 3c for 10 minute TB. In summary, the results show that, for datasets with similar characteristics to the selected datasets, the CASH problem can not be decomposed into two different parts, i.e., algorithm selection and hyper-parameter optimization, to be solved independently. This due to the poor performance of 1c which always has a significantly smaller average F1 score compared to 3c and fc. Moreover, selecting a smaller search space to be exploited does not offer a better solution as fc has a better or equal F1 score on average compared to the 3c. This means using smaller SS adds the overhead of the algorithm selection process without adding a significant gain. So, It is expected to get a higher gain when exploring and also less overhead. The time budget comparisons in table 5 show that the significant gains came from increasing the time from 10 to 30 minutes or 10 to 60 minutes but not from 30 to 60. Therefore, Achieving good results using fc, most probably, would not require extremely long TB.
CONCLUSION
In this paper, we investigated the trade-off between exploring more classifiers v.s. exploiting the most promising ones for au-toML systems. The empirical results conclude that we should not worry about using the full search space even with short-time budgets. This is because the full search space achieves better or the same performance compared to exploiting the most promising classifiers. Moreover, very long time budgets do not always introduce statistically significant improvements. 
