Abstract-Satellite and ground-based microwave radiometers are routinely used for the retrieval of liquid water path (LWP) under all atmospheric conditions. The retrieval of water vapor and LWP from ground-based radiometers during rain has proved to be a difficult challenge for two principal reasons: the inadequacy of the nonscattering approximation in precipitating clouds and the deposition of rain drops on the instrument's radome. In this paper, we combine model computations and real ground-based, zenith-viewing passive microwave radiometer brightness temperature measurements to investigate how total, cloud, and rain LWP retrievals are affected by assumptions on the cloud drop size distribution (DSD) and under which conditions a nonscattering approximation can be considered reasonably accurate. Results show that until the drop effective diameter is larger than ∼200 µm, a nonscattering approximation yields results that are still accurate at frequencies less than 90 GHz. For larger drop sizes, it is shown that higher microwave frequencies contain useful information that can be used to separate cloud and rain LWP provided that the vertical distribution of hydrometeors, as well as the DSD, is reasonably known. The choice of the DSD parameters becomes important to ensure retrievals that are consistent with the measurements. A physical retrieval is tested on a synthetic data set and is then used to retrieve total, cloud, and rain LWP from radiometric measurements during two drizzling cases at the atmospheric radiation measurement Eastern North Atlantic site.
attempts have been made at quantifying the uncertainty of the retrieval due to the cloud model and the presence of drizzle [3] . In precipitating clouds, the size of the raindrops frequently exceeds a few hundred micrometers, with the largest particles often having sizes of a few millimeters. Microwave radiometers used to retrieve precipitable water vapor (PWV) and LWP typically utilize frequencies varying from 22 (∼13 mm) to 90 GHz (∼3 mm). Therefore, in precipitating clouds, the raindrop size is of the same order of magnitude of the wavelength sampled by the instrument and the effects of hydrometeor's scattering should not be neglected.
The ability of ground-based radiometers to retrieve rain rate has been shown, for example, by Marzano et al. [4] [5] [6] . Nonetheless, the quantification of retrieval uncertainties during rain is still unclear and many of the radiative transfer codes used in operational retrievals only model the absorption and emission properties of atmospheric gases and clouds and ignore the scattering effects of hydrometeors. For example, MonoRTM [7] , the radiative transfer code often used by the Department of Energy Atmospheric Radiation Measurement (ARM) program [8] , only models gaseous and liquid absorption in nonprecipitating clouds. Therefore, the modeled brightness temperatures only depend on the specified LWP [and not on the drop size distribution (DSD)]. Rather, gathered data when surface precipitation is thought to be present are flagged as retrievals "contaminated" by precipitation by ARM, and conditions where precipitation may be aloft but not at the surface, are largely undiagnosed. Yet it is desirable to know the LWP during drizzle and rain, as it is important to study the evolution of cloud and precipitation systems and how precipitation affects cloud properties. The radiative effect of scattering hydrometeors on brightness temperature has been investigated in [9] and [10] . Sheppard [9] examined the dependence of modeled brightness temperatures in the 20-90 GHz frequency range on the DSD assuming a measured and theoretical Marshal-Palmer distribution [11] and found that assumptions on the DSD have large effects on the modeled brightness temperatures. Zhang et al. [10] showed that scattering effects are especially important at frequencies above 90 GHz. Their study also noted that the magnitude of these effects depend on the hydrometeor drop size.
The purpose of this paper is to investigate how important the knowledge of cloud and precipitation microphysical properties is for the correct modeling of microwave brightness temperatures, and in particular, under which conditions a nonscattering approximation yields acceptable results. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
can be extracted from microwave radiometric measurements and how this information can be used to partition cloud and rain LWP with a physical retrieval. For this purpose, we use the Passive and Active Microwave radiative TRAnsfer Model (PAMTRA) [12] , [13] , described in Section II, to perform scattering computations in the microwave and millimeterwave regions, and to investigate the effect of varying the DSD parameters on the simulated brightness temperatures. A synthetic data set of rain simulations is produced that attempts to reproduce a broad set of conditions that may be encountered in drizzling scenarios. In Section III, a retrieval technique is presented and applied to the simulated brightness temperatures to test the potential for using a three-channel ground-based microwave radiometer to estimate the total, rain, and cloud LWP. In Section IV, the retrieval is applied in two case studies, where the total, cloud, and rain LWP are retrieved during short drizzle events observed at the Eastern North Atlantic (ENA) ARM site by a ground-based three-channel microwave radiometer, a video disdrometer, and ceilometer. Probably, the greatest impediment to ground-based microwave retrievals during rain is the deposition of raindrops on the instrument's radome, which can cause a large increase in the measured brightness temperatures. Over time, various solutions to this problem have been proposed, including the use of blowers [14] , heaters of varying power, and spinning mirrors [15] . The use of off-zenith measurements to reduce the effect of precipitation has also been investigated in [16] and [17] . However, the extent to which these solutions are effective is not clear. The effect of the raindrops on the radome will be evident in the cases analyzed, as the model is unable to produce results that are consistent with the observations when the radome is wet. In this paper, we will limit the case studies to light drizzle conditions. A brief summary of the findings and future work are outlined in Section V.
II. RADIATIVE TRANSFER MODEL AND BRIGHTNESS TEMPERATURE SIMULATIONS The radiative transfer model PAMTRA [18] is used in this paper. It simulates active and passive measurements across the microwave spectral region up to 800 GHz and calculates fully polarized brightness temperatures for oriented particles, based on the radiative transfer model described in Evans and Stephens [19] for passive microwave radiative transfer and radar reflectivity. The model allows users to specify up-looking or down-looking viewing geometry and allows users to choose between different assumptions and models for example in the calculations of surface emissivity, ice crystal habit, size distribution, and calculation of scattering properties. PAMTRA has been used in various ground-based, satellite and airborne applications (see [20] [21] [22] ). In this paper, single scattering calculations are performed using the Mie theory.
Before we proceed with simulations for a range of precipitating clouds (Sections II-B and II-C), we first present a brief comparison of brightness temperatures simulated with MonoRTM and PAMTRA in Section II-A. The brief comparison is intended to show that the two models yield consistent results in nonprecipitating conditions, when scattering effects are negligible. In Section II-B, we show a comparison between PAMTRA simulations with and without scattering effects. This simulation shows the effect of scattering on the three microwave brightness temperatures. Finally, in Section II-C, we simulate a large ensemble of conditions and show the effect on the simulated brightness temperatures.
A. MonoRTM-PAMTRA Comparison
We start by analyzing the two radiative transfer models (MonoRTM and PAMTRA) under clear-sky and cloudy conditions, where the cloud is composed of only small particles (either 10 or 40 μm, as described below). Both radiative transfer models use the HITRAN water vapor linewidth for the 22.23-GHz absorption line with the modification proposed in [23] . The Rosenkranz model [24] is used for the oxygen absorption parameters. The water vapor continuum is modeled according to Turner et al. [25] . Clear-sky computations (not shown) for the two models are in very good agreement with differences of the order of a few tenths of a degree under a wide range of water vapor conditions. For liquid water absorption, PAMTRA uses the model of Ellison [26] , and MonoRTM uses the TKC model [27] . The two models only differ appreciably when the cloud temperature is below −20°C. For simplicity and ease of calculation, the cloud DSD in PAMTRA was assumed monodisperse, i.e., all cloud droplets have the same size. One expects, and as we show presently, scattering from small cloud particles is negligible and the shape of the DSD does not matter in this situation. Fig. 1 shows the differences between brightness temperatures simulated with MonoRTM (which does not include scattering) and PAMTRA (which does include scattering) at 23.238, 30, and 89 GHz. Triangles are simulations with cloud droplet diameter of 10 μm, and diamonds are simulations with cloud droplet diameter of 40 μm. In the simulation, the cloud LWP is varied between 0 and 1000 g/m 2 and is concentrated in one layer. While MonoRTM returns a slightly higher brightness temperature than PAMTRA for the same LWP, the differences between the two models are small, of the order of 1%, and much smaller than the differences due to scattering that are discussed below. Considering that the clear-sky random uncertainty in the instrument measurements that we typically use is ∼0.3 K in all channels, we conclude that a nonscattering approximation is a reasonable approximation for cloud devoid of precipitation even at 90 GHz. This is in agreement with the finding in [10] showing scattering effects at 90 GHz only start when the mode radius of the DSD exceeds 50 μm.
B. PAMTRA Computations With Scattering
In drizzling clouds, where the drop size diameter increases to a few hundred micrometers, we expect some scattering influences on the simulated brightness temperatures. To illustrate this effect, we run two simulations. In the first simulation, the PAMTRA model uses a monodisperse DSD with an effective diameter of 40 μm. In the second simulation, the total liquid water is split equally between cloud (40-μm particles) and drizzle. For the drizzle, a Gamma DSD is used
where D is the drop diameter, N 0 is a normalized constant, μ is the shape parameter, and = 1/D 0 with D 0 being the mode diameter. The effective diameter of the distribution, D eff defined as
is provided as input to the model together with the shape parameter μ and the cloud and precipitation liquid water mixing ratio. The total LWP was varied between 0 and 1000 g/m 2 . The cloud liquid mixing ratio for one case with total LWP = 200 g/m 2 is shown in the inset of Fig. 2 for the cloudonly scenario (black crosses) and the cloud + rain scenario (brown squares and black circles). The drizzle liquid mixing ratio is added between the surface and 700 m (black circles in the inset of Fig. 2 ), assuming DSD parameters μ = 1 and D eff = 200 μm. The values for the Gamma distribution parameters in this example and in the remainder of this work are based on the work of [28] where distribution parameters for drizzling clouds are discussed. Brightness temperatures were computed for the cloud-only scenario and drizzling scenario described above in steps of 10 g/m 2 . Fig. 2 shows the results of the cloud and cloud + rain simulations as brown and black symbols, respectively. The circles, squares, and triangles represent the three frequencies (23.834, 30 , and 89 GHz). The difference in the 30-GHz brightness temperatures amounts to about 1 K (or 4%) when the total LWP is 500 g/m 2 . Although small, this difference is large enough to introduce a bias in the retrieved LWP. At 89-GHz, differences between the scattering and nonscattering scenarios are ∼6 K (or 8%) when the LWP is 300 g/m 2 . The simulation shows that even for light rain conditions, it is important to properly model the cloud DSD especially for brightness temperatures at 30 and 89 GHz, which fundamentally drive the retrieval of LWP [29] , and therefore LWP retrievals in drizzling or lightly precipitating clouds should include scattering. In the following section, we will show the sensitivity of the brightness temperature to the cloud and rain LWP for a large set of simulated precipitating conditions.
C. Simulations of Precipitating Clouds
A synthetic data set of simulated brightness temperatures (23.834, 30, and 89 GHz) was produced using radiosonde profiles of temperature and water vapor collected in March 2015 at the U.S. Department of Energy Southern Great Plains (SGP) site [30] . The profiles were interpolated to 200 fixed atmospheric levels between the ground and the highest radiosonde level reached. Radiosondes that did not reach at least 15-km height were rejected. Almost all soundings reached altitudes between 20 and 25 km and the thickness of levels varied between 100 and 125 m. The cloud base (when existent) was identified with the help of a laser ceilometer, and the cloud was distributed across five vertical levels above the cloud base. The choice of five vertical cloud levels is arbitrary and has little impact on the results. The average cloud-base height of the ensemble is 0.6 ± 0.2 km, the average cloud top is 1 ± 0.2 km, and the average geometrical thickness is 0.47 ± 0.05 km. The resulting average cloud temperature of the simulation ensemble is 281.1 ± 7.5 K. The simulations included a total of 792 cases.
The vertical distribution of liquid content was assumed to increase linearly from the cloud base to the top for clouds and from the surface to the cloud top for precipitation. These assumptions may not be uniformly realistic, especially for the rain liquid water content (LWC), which one might often expect to have a maximum value near the cloud base [31] . However, it will be shown in Section IV that while the retrievals are sensitive to the LWP, they have little sensitivity to the vertical distribution of drizzle LWC; this was also demonstrated in [32] for cloud LWC. That is, knowledge of boundaries and the relative vertical distribution of hydrometeors are important if one is trying to determine the LWC at any specific altitude, but it has little impact on the retrieved total column LWP. As will be discussed in the concluding section, retrievals of LWC (that do more than simply reproduce retrieval assumptions or a priori constraints) require information from active remote sensors and will be a focus of future work.
In each simulation, a cloud DSD and a precipitation DSD were specified. The cloud DSD was assumed monodisperse with D eff = 40 μm. The rain DSD was assumed to be Gamma distributed, following (1) . Mean values for the ensemble D eff and μ were set to 300 μm and 2, respectively. The choice of shape parameter for the simulation reflects experimental evidence that supports prevalence of broad distributions for drizzle, with values of the shape parameter often less than 2 and with occasional higher values [33] [34] [35] . For our purpose, the choice of μ is not important as the microwave sensitivity to this parameter is minimal, as shown later. It may, however, become important if radar is combined with passive microwave, as the radar return may be dominated by scattering from the largest particles. In order to avoid saturation of the 89-GHz brightness temperature observation, the total LWP (LWP T ) of the ensemble was kept below 1000 g/m 2 with the mean value set to 500 g/m 2 .
For each sounding, nine cloudy/drizzly profiles were generated according to the following. 1) A Gaussian distribution was generated by adding a random perturbation to the mean values of D eff and μ with standard deviations of 200 μm and 2. 2) Three LWP T were generated by adding three random perturbations to the mean LWP T with standard deviations of 200, 400, and 600 g/m 2 . In the event of a negative value, that is the perturbation was larger than 500 g/m 2 , the LWP T was set to 200 g/m 2 .
3) The LWP T in each one of the three profiles was then partitioned three times between cloud and rain.
The cloud-rain partitions varied between 10% and 90% and were all assigned to the three profiles, thus generating nine different cloud + rain scenarios for each radiosonde profile. We chose the spread of the perturbations to be a bit larger than what was observed in drizzling clouds in [28] in order to ensure we are testing the sensitivity over a wide range of drizzling scenarios. Fig. 3 shows the distribution of the total and cloud LWP as well as the resulting DSD parameters. While the data set is based on radiosondes only from SGP, and so represents atmospheric temperatures and water vapor typical of this site, we note that these factors play only a small role in the retrieval. Rather, the distributions of the simulation parameters shown in Fig. 3 do not reflect any particular site climatology, and are intended to capture a broad variety of light-precipitating scenarios from warm clouds (temperatures well above freezing). Fig. 4 shows the calculated brightness temperatures as a function of the total LWP. There is a large spread of brightness temperatures for a given total LWP, especially when it is precipitating. The spread in the simulated brightness temperatures is due primarily to the partition of water between cloud and precipitation, as well as the size distribution parameters, and to a much smaller degree, variations in temperature and water vapor. Note that the spread is significant, such that any particular value for the brightness temperature can be associated with a wide range of total liquid water. Fig. 4 also shows that the scattering effects are more pronounced at 89 GHz than those in either of the two lower frequencies. Following from Section II-A, changing the assumed cloud drop size diameter from 40 to 20 μm (not shown) does not produce any appreciable change in the calculated brightness temperatures.
To more clearly examine the dependence of brightness temperature on the relative amount of cloud to total liquid water, Fig. 5 (left) shows the average brightness temperatures binned as a function of cloud LWP. For a given amount of LWP T , the brightness temperature can be expected to decrease as the cloud liquid water portion increases (as a result of having less scattering from precipitation). This effect is not very pronounced at 23.834 and 30 GHz (top and middle rows). However, at 89 GHz, the effect is appreciable when LWP T ≥ 300 g/m 2 . The brightness temperature difference between the two boundary conditions (LWP C = 10% and LWP C = 90% of LWP T ) is about 13%-20% at 89 and 30 GHz. Fig. 5 (center) shows the dependence of the brightness temperatures on the effective diameter of the distribution. In this case, the 89-GHz brightness temperature increases with an increasing particle size (because larger particles scatter more) when the particle size is larger than about 300 μm. The effect is much less pronounced at 23 and 30 GHz. The right of Fig. 5 shows the dependence of the brightness temperatures on the shape parameter. There is no clear dependence between the brightness temperature and the shape parameter μ.
III. RETRIEVAL DEVELOPMENT
In this section, we investigate the impact of drizzle on the retrieval (estimation) of the water vapor path, cloud water path, precipitation water path, and Gamma distribution parameters using a physical retrieval based on an optimal estimation technique. The theoretical framework of the retrieval can be found in [36] . We limit here the description to the main components of the retrieval: input, output, and covariances. Based on the results shown in Section II, the input to the physical retrieval is 
Some a priori knowledge of the state of the output vector is required in order to constrain the retrieval. This knowledge is expressed through the a priori vector PWV a , LW P a T , F a C , μ a , and D a eff and its associated covariance matrix S a .
In an optimal estimation retrieval, the choice of the a priori information needs to be carefully assessed. In the absence of better information, a climatology of the variables can be used. For example, the a priori knowledge could be extracted from high-resolution cloud resolving model or large eddy simulation output, if a sufficiently large and representative set of model runs were used [37] . If available, observations (measurements or other retrievals) could likewise be used to specify the mean and variance of the a priori information. For example, the DSD parameters μ and D eff could be obtained from video disdrometer or microwave rain radar data sets. In our case, we assume that we can gain a priori knowledge of PWV and LWP T from a traditional linear statistical retrieval that does not include scattering, and we can allow for the error in the nonscattering approximation by assigning a large a priori variance. In effect, our solution approach is to use the nonscattering solution as the most likely solution (the a priori mean) for PWV and LWP T and the retrieval essentially identifies the minimal change in output parameters (the cloud and rain properties) needed to match all observations. Specifically, we simply set the a priori mean of PWV and LWP T to be the ARM statistical (nonscattering) solution PWV and LWP, and we perturb D eff and μ with the Gaussian noise (standard deviation = 100 μm and 1, respectively) to produce the a priori mean knowledge of these two parameters. The values for D eff and μ a priori covariances should represent the uncertainty associated with the video-disdrometer observations. The uncorrelated variance was assumed to be σ 2 pwv = 10 3 kg 2 /m 4 , σ 2 LWPT = 1000 g 2 /m 4 , σ 2 μ = 1, and σ 2 Deff = 10 4 μm 2 . We essentially make no a priori constraint on F C by assigning a fixed value F a C = 0.5 with a variance σ 2 F C = 0.25. The input brightness temperatures are also perturbed to simulate instrument noise, and the covariance of the measurement errors E is assumed to be diagonal with all elements = 25 K 2 .
(That is, we assumed uncorrelated measurement noise.) The large values used here for the covariances have been specified largely for convenience of testing the retrieval approach. In the longer term, if this or a similar approach was to be adopted operationally, we considerably imagine more research would be undertaken in evaluating different optimal values for the a priori information based on site climatology, including a more thorough analysis of measurement error covariance for some specific instruments.
The a priori information used here with associated uncertainty is shown in Fig. 6 plotted versus the "truth" simulated from the radiosondes data set. The uncertainty σ 2 LWP R associated with LWP R is computed by propagating the uncertainty
The partial derivatives can easily be computed as
is similarly computed. In (3), the total, cloud, and rain LWP uncertainties are assumed independent; therefore, it could represent a lower limit of the rain and cloud LWP uncertainties. Starting from the first guess, the algorithm converges at the nth iteration when
where Tb n is the vector of brightness temperatures computed at the nth iteration, E is the covariance of the measurements errors, and N = 3 (the number of measurements). Upon convergence, the averaging kernel matrix A is computed as
where I is the identity matrix, and S is the a posteriori covariance, i.e., the covariance associated with the retrieved vector. The averaging kernel matrix provides us with an estimate of the uncertainty reduction due to the measurements. The trace of this matrix represents the number of independent pieces of information of the observations also called degrees of freedom of the system. In this case, Tr(A) ≈ 3 indicating that we can retrieve three parameters from our three observations. Fig. 7 shows the diagonal elements of A for the five retrieved quantities when the retrieval is applied to the test ensemble. From (5), it can be seen that if the measurements are not contributing to the retrieval (S ≈ S a ) then A ≈ 0. On the other hand, if the measurements are reducing the observation uncertainty (S << S a ), then A ≈ I. Fig. 7 shows that the measurements provide the best information for PWV and LWP T . There is, however, additional information in the measurements to allow the retrieval of one additional parameter, either F c or D eff . In effect, depending on the physical conditions, the retrieval will constrain (to varying degrees) the cloud/rain partition and the effective diameter of the distribution. The same information can be extracted by looking at the a posteriori covariance of the output (not shown here). As mentioned previously, μ has little impact on the measured brightness temperatures and consequently the retrieval has no ability to constrain μ. The results shown in Fig. 7 were screened by eliminating the cases for which the root-mean-square error (RMSE) between the measurements and the final computed brightness temperatures was larger than 5 K. The removed cases represent failures of the technique to iterate to a reasonable solution (for example, because it is stuck in a local minimum). Out of 792 cases 664 converged (∼84%), and of these 602 had RMSE < 5 and were kept for the analysis of the results.
Upon convergence the LWP R and LWP C uncertainty was computed following (3). The resulting retrievals of the physically relevant variables (PWV, LWP T , F c , LWP R , LWP C , μ, and D eff ) are shown in the scatter plots of Fig. 8 , and the comparison with the "true" values expressed as intercept, slope, and correlation is shown in Table I . The retrieval improved the knowledge of LWP T and PWV. The RMSE of LWP T improved from ∼153 to ∼95 g/m 2 with the intercept going from ∼44 to ∼27 g/m 2 (meaning the three-frequency retrieval produces a better estimated of the total LWP, than simply ignoring scattering effects, which was the assumed a priori value). The PWV was likewise biased (when based on nonscattering solution) and has improved considerably. There is little improvement in F c . The right of the top row of Fig. 8 shows the retrieved and simulated F c . This is the retrieved parameter that has the lowest correlation with the true value (0.3); however, it is also the parameter that had the highest a priori uncertainty. It is possible that retrieval could be improved by constraining F c better based on knowledge of the site climatology. For example, in marine stratocumulus clouds, the LWP R is one-to-two orders of magnitude smaller than LWP C [28] , [31] . We note that the discrete values of F c (x-axis) derive from the fact that in the ensemble, the parameter was fixed in increments in steps of 0.1, while the retrieved F c can assume any real value between 0 and 1. The improvement over the effective diameter prior knowledge is limited as the a priori knowledge of this parameter was assumed to be well constrained (with σ Deff = 100 μm), and likewise there is little improvement in μ because of the lack of sensitivity of the brightness temperatures to this parameter.
IV. RETRIEVAL OF TOTAL LIQUID WATER PATH DURING TWO RAIN EVENTS AT THE AZORES
In this section, we apply the retrieval technique to recent field measurements collected at the ENA site. The purpose of this section is not to provide "accurate" retrievals at this stage, but to examine the feasibility of applying the algorithm during real rain events and to examine under which conditions a nonscattering approximation can still provide acceptable retrievals in drizzling clouds. The retrieval estimates five unknown parameters: PWV, LWP T , F c , μ, and D eff and adjusts these parameters until convergence is achieved. In these two simpli- JANUARY 10, 2015 fied test cases, the retrieval assumes nonprecipitating clouds when the detected rain rate (from the video disdrometer) is less than 0.001 mm/h, in which case only cloud liquid water (D eff = 40 μm) is retrieved. Ideally when a more complete retrieval is developed that includes active and passive observations, this constraint will not be necessary and the retrieval should be able to distinguish between the absence of precipitation and precipitation that does not reach the surface. As discussed in the introduction, the deposition of raindrops on the radome will cause an increase in the observed brightness temperatures. It is therefore important to select cases in which the data is not contaminated by water on the radome. This will necessarily restrict our choice to drizzle or very light rain when current methods to keep the radome clear are working effectively. The DSD a priori information is derived from the collocated video disdrometer by fitting the observed size distribution with the Gamma distribution, and it is kept constant through the event. The PWV and LWP T a priori information are provided by the real-time neural network (NN) retrievals available with the measurement datastream [38] , which neglects scattering effects. The a priori value for F c was set to 0.5, and the a priori covariance was the same used in the simulations in Section III. The measurements error variance was set to 1 K 2 for all channels, and small cross-channel correlations were included by assuming nonzero values (σ i σ j = 0.002 K 2 ) for the off-diagonal terms. Upon convergence, the final RMSE between the simulated and observed brightness temperatures was used to screen the results, and samples with RMSE > 3 K were removed from further analysis as failed retrievals. A description of the instruments used is provided in Section IV-A.
A. Instrumentation
The ARM ENA site is located on Graciosa Island in the Archipelago of the Azores (39°5 29.76 N, 28°1 32.52 W) . The site climatology is dominated by the presence of low marine stratocumulus clouds that often produce drizzling conditions. The instrumentation at the site is tailored to provide information on the vertical structure of the boundary layer and interactions between the boundary layer and clouds. For the analyzed two cases, a Vaisala CL31 ceilometer [39] was used in the retrieval to identify the cloud base. The expected uncertainty in the cloud base location is ∼10 m. The microwave brightness temperatures are provided by a threechannel microwave radiometer manufactured by Radiometer Physics Gmbh [40] . The radiometer operates at 23.8, 31.4, and 90 GHz (frequencies close to the ones used in the simulation) and is equipped with air blower and heater to keep the instrument clear of standing water during light precipitation. The radiometer is continuously calibrated with tip curves, a noise diode, and ambient load. The measurement uncertainty is estimated to be of the order of 0.3-0.5 K in cloud-free conditions. It is, however, important to point out that in cloudy conditions, the cloud variability and relatively large (∼3°) field of view of the measurements will introduce additional variability in the measurements. Under light precipitation, we expect additional uncertainty due to the variable spatial and vertical distribution of the viewed scene. For these reasons in the retrievals, we assume a higher variability in the radiometric measurements (expressed as the measurement variance). The ENA site is equipped with a 2-D video disdrometer [41] . The instrument observes individual hydrometeors and classifies them in drop size bins between 0.1 and 9.9 mm. The width of each bin is 0.2 mm. For the purpose of this work, we utilized disdrometer data to estimate the a priori mean of the DSD parameters. The limitations of this approach are discussed in Sections IV-B and IV-C and in Section V. Radiosondes Vaisala RS92 is launched at the site four times per day. The closest radiosonde launch to the retrieval time was used to specify the pressure, temperature, and water vapor profiles. (The last is scaled by a height independent scale factor to match the PWV in each iteration of the retrieval [29] .)
B. January 10, 2015 Case
On January 10, 2015, a light rain event (rain rate < 0.25 mm/h) was observed at ENA between 21:50 and 23:00 UTC. During this time, the precipitation rate at the ground varied between 0.05 and 0.2 mm/h. The DSD detected by the video disdrometer at each minute is shown in Fig. 9 . Throughout the rain event, the 2-D video disdrometer detected the majority of the drop sizes in the first four size bins between 100 and 400 μm. The disdrometer detected intermittent light rain with little variation in the DSD shape and less than 300 drops in each bin at any given time except for a short time around 22:34 UTC. By fitting the disdrometer measurements to the Gamma distribution, the average a priori parameters were estimated to be D a eff = 223 μm and μ a = 7.2. The resulting three-channel microwave retrieval results are shown in Fig. 10 . The scattering assumption was enabled only when the rain rate detected by the video disdrometer (at the surface) exceeded 0.001 mm/h. That is, the retrieval assumes only cloud particles with D eff = 40 μm when drizzle is not detected at the surface, in spite of the possibility that drizzle is present above the surface. In Fig. 10 , the longer gap in the time series around 22:34 UTC is due to missing brightness temperatures because of a lengthy tip calibration. Starting from the top, the first row of Fig. 10 shows the retrieved LWP T (light brown squares) together with an operational NN-based retrieval [38] , [42] (dark brown triangles). The NN retrieval applies coefficients derived from a training data set of simulated brightness temperatures and local radiosondes to measured brightness temperatures. It applies the same coefficients derived under the assumption of a nonscattering atmosphere to rainy and nonrainy scenes. In this light rain condition, the total LWP retrieved with the physical retrieval is very close to the NN retrieval indicating that a nonscattering approximation yields reasonable results even during drizzle. The mean values of the two retrievals during drizzly segments (when the rain rate is >0.001 mm/h and the NN is still using the nonscattering approximation) are 183 and 192 g/m 2 (see Table II ). The second row from the top displays the retrieved LWP R , which accounts for about 30% of the total LWP, and the LWP C . The mean value of the retrieved LWP R is 60.49 g/m 2 . The uncertainty in the retrieved LWP C and LWP R is larger than the uncertainty in the LWP T , as the latter depend crucially on the uncertainty in the F c parameter and on the uncertainty in the LWP T . As already discussed in previous sections, F c is not well constrained by the retrieval and so a strong a priori constraint (if appropriate) or perhaps other information content (e.g. additional measurements) might significantly reduce the uncertainty. The third row shows the retrieved D eff (black circles) together with the instantaneous D eff estimated from the 2-D video disdrometer (brown stars). When there were not enough samples in the disdrometer bins to estimate a proper fit, an average of the drop sizes weighted by the number of drops in each bin was computed.
Because at this stage, we do not have a way to rigorously validate the results, we compare the rain LWC at the , this approach might well become an effective way to evaluate the retrieval in the future, although as shown in [43] , constraining the LWC uncertainty in drizzling conditions requires good a priori information even when using active sensors. Scatter plots of the physical and NN retrievals are shown in Fig. 11 , and numerical values of the comparison are shown in Table II for cloudy (brown points) and rainy (black points) subsets. The classification in cloudy and rainy scenes is based on the rain rate at the surface as already explained. The top left of Fig. 11 shows a scatterplot of the PWV from the two retrievals. The physical retrieval produces a very slightly larger estimate for the water vapor (∼0.5 kg/m 2 ). The estimated PWV retrieval uncertainty is 0.3 kg/m 2 from the physical retrieval and 0.5 kg/m 2 from the NN retrieval; the difference between the two retrievals is therefore within the uncertainty. Given the small size of the error (and that this analysis represents only a couple of case studies), we do not investigate here the degree to which including the 89-GHz data in the retrieval may be responsible for this offset, but note that it is possible that this is a result of differences in the absorption models between PAMTRA and MonoRTM. The top right of Fig. 11 shows LWP T from the NN and the physical retrievals. In this case, the retrieved LWP T during drizzle is slightly smaller, but very close to the NN retrieval. As shown in Table II , the rms differences are slightly larger during drizzle (13.6 g/m 2 ), which nonetheless, is well in within the retrieval uncertainty. The correlation between the two retrievals remains high (>0.99). The bottom right of Fig. 11 shows D eff from the physical retrieval and disdrometer. Although the mean values of the D eff are close (as one might expected because the distrometer data were used to define the a priori mean), the correlation is poor. This is likely due to both the retrieval uncertainty as well as uncertainty in the disdrometer estimated values. In general, the disdrometer measures drop sizes at the surface and may well not represent the DSD above the surface, including at the cloud base. Evaporation and other processes (such as droplet collision) can increase or decrease the observed precipitation drop sizes. For example, while evaporation may reduce the size of some droplets, one expects that smaller drops evaporates faster and may never reach the surface biasing the mean effective diameter. From Fig. 11 and Table II , it can be concluded that during this light drizzle case using a nonscattering approximation is sufficient to produce LWP T retrievals within an expected accuracy of 15-20 g/m 2 . In Section IV-C, a case will be analyzed where scattering effects on the LWP T are more pronounced.
To investigate the effect of hydrometeor vertical distribution on the retrieval, we repeated the physical retrieval with a constant LWC from the surface to cloud top. Scatterplots of the results are shown in Fig. 12 . It can be seen that the retrieval has little sensitivity to the vertical hydrometeor distribution. The most affected parameter is LWP R whose uncertainty is driven by F c . Even so, the RMSE resulting from the two hydrometeor configurations is of the order of a few g/m 2 which is a small fraction of the total retrieval uncertainty. 
C. February 13, 2015 Case
The event on February 13, 2015 took place from 22:14 to 24:00 UTC. The drop size diameters detected by the video disdrometer are shown in Fig. 13. From Fig. 13 , it can be noticed that during this event, many of the drops were detected in the larger size bins >300 μm and, as will become clear, the variability of the DSD was greater than that of the previous case. Analogously to the January 10 case, disdrometer data were used to estimate the a priori parameters of the Gamma distribution. The a priori D a eff was fixed to 400 μm throughout the event and μ a was set to 3.9. Because of the higher variability in the drop sizes, the a priori covariance for D eff was set to 6.25 × 10 4 μm 2 (s.d. = 250 μm). In this case, the retrieval did not converge after 23:54 UTC immediately after the more intense precipitation, very likely due to contamination of the brightness temperatures by water drops on the radome, though another possible reason is that the DSD parameters provided as a priori information are not consistent with the brightness temperatures. Compared to the January 10 case, we expect a higher impact of scattering on the results, and in fact, the top row of Fig. 14 shows that accounting for the scattering properties of the hydrometeors produces a noticeable difference in the retrieved LWP T compared to the NN retrieval, especially around 23:35 UTC when the physical retrieval produces about 100 g/m 2 The scattering effects on the retrievals are better illustrated in the scatterplots shown in Fig. 15 . Similar to the previous case, the physical retrieval has a slightly larger PWV (left), but perhaps more importantly we see that LWP T is significantly affected by the scattering as compared to the January 10 case. We note the difference between the two retrievals increases with the LWP T , and is about 100 g/m 2 when the LWP T > 500 g/m 2 . Table III shows the numerical values of the correlation and RMSE between the physical and NN retrievals for cloudy and rainy scenes. The rms difference between the two retrievals is higher during rain, and compared to the previous case (Table II) , the discrepancies between the two retrieval techniques are larger in this case, both as expected. The correlation between the two retrievals is slightly lower in the current case (February 13) which may be due to the larger drop sizes and higher variability in the DSD parameters especially toward the end of the day. As in the previous case, the retrievals were repeated assuming a constant LWC profile (not shown). As expected, this had very little impact, consistent with the results shown in Fig. 12 for the previous case.
V. SUMMARY AND CONCLUSION
In this paper, we have examined the feasibility of retrieving LWP from unpolarized zenith-pointing ground-based radiometers under drizzle and light rain. A radiative transfer model that simulates the effect of scattering hydrometeors was used to investigate the effect of the DSD on brightness temperatures. A simulated data set of precipitating clouds was produced, and a physical LWP retrieval was developed using an optimal estimation framework. Results show that until the drop effective diameter is larger than ∼200 μm, a nonscattering approximation yields results that are accurate (unaffected by scattering). Droplets larger than ∼200 μm affect the downwelling brightness temperatures particularly at frequencies ≥89 GHz in agreement with previous findings [9] , [10] . Results of the simulation also show that when three channels (for example 23.834, 30, and 89 GHz) are used the retrieval has three degrees of freedom and during conditions with drizzle/light precipitation is be able to retrieve PWV and LWP T more accurately than ignoring scattering effects. Two case studies based on microwave radiometer brightness temperature measurements at 23.8, 31.4, and 90 GHz (very close to the frequencies used in the simulation) collected at the Azores were shown. When the scattering effects are negligible, as for example during the event on January 10, 2015, the estimate for the total LWP produced using a retrieval that accounts for the scattering effects is very close to the LWP retrieved without accounting for scattering. On the other hand, when scattering effects are nonnegligible, as for example during the last 30 min of the event on February 13, 2015, accounting for scattering in the retrieval will produce a lower total LWP than is produced using the absorption-only approximation. The retrieval can constrain the fraction of cloud-to-rain liquid water and the mean particle size to some degree, but uncertainties in both remain problematically large. There are ways, however, by which the approach presented in this paper could be improved. The F c parameter could be better constrained based on local climatology and what we know about drizzling clouds under some conditions. In the two ENA retrievals presented the a priori value was F a C = 0.5, with 100% uncertainty, which is arguably excessively conservative. It will also be interesting to examine whether the inclusion of higher frequencies such as 150 and 170 GHz can provide additional information. Another way of improving the approach is the inclusion of active sensors such as Cloud Radar and LiDAR to provide additional information on the cloud and precipitation microphysics. In the presented examples, the DSD was derived from the video disdrometer. Data from this instrument have high variability and not well quantifiable uncertainties. Perhaps more importantly, the disdrometer provides measurements at the surface that may not be representative of the precipitation aloft. Rangeresolved measurements from active sensor can provide vertically resolved information and perhaps can provide a better constraint on the DSD. However, the microwave brightness temperatures show no sensitivity to the shape parameter, and such will be important when including radar and LiDAR data. We plan to examine this aspect of the problem in the future work.
