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Abstract. The quantized free Dirac field is considered on Minkowski spacetime
(of general dimension). The Dirac field is coupled to an external scalar potential
whose support is finite in time and which acts by a Moyal-deformed multiplication
with respect to the spatial variables. The Moyal-deformed multiplication corre-
sponds to the product of the algebra of a Moyal plane described in the setting
of spectral geometry. It will be explained how this leads to an interpretation of
the Dirac field as a quantum field theory on Moyal-deformed Minkowski spacetime
(with commutative time) in a setting of Lorentzian spectral geometries of which
some basic aspects will be sketched. The scattering transformation will be shown
to be unitarily implementable in the canonical vacuum representation of the Dirac
field. Furthermore, it will be indicated how the functional derivatives of the ensuing
unitary scattering operators with respect to the strength of the non-commutative
potential induce, in the spirit of Bogoliubov’s formula, quantum field operators
(corresponding to observables) depending on the elements of the non-commutative
algebra of Moyal-Minkowski spacetime.
1 Introduction
There are several theoretical arguments leading to the hypothesis that space-
time coordinates may, at extremely short length scales, no longer be de-
scribed by continuous, mutually commuting numbers, but by non-commutative
quantities, so that spacetime coordinates of events become subject to un-
certainty relations characteristic of quantum physics. In a somewhat more
technical sense, this means that the commutative algebra containing the co-
ordinate functions of a spacetime manifold in the sense of general relativity
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is to be replaced by a non-commutative algebra. There is a fair number of
publications devoted to giving arguments to this effect and we shall make
no attempt at reviewing this issue; for the best motivation, in our opinion,
see [18].
For more than two decades by now, various approaches to non-commutative
spacetimes have been investigated. In the context of physically motivated
investigations, the procedure consists in replacing either the numerical co-
ordinate functions on spacetime by elements of a non-commutative algebra,
together with (more or less, physically motivated) commutation relations for
a set of generating elements, or in replacing the spacetime symmetry group
by a suitable deformation (e.g., a Hopf algebra), or both. Some of these non-
commutative spacetime models correspond to Lorentzian spacetime struc-
ture, some others to Riemannian. It is then attempted to formulate physical
theories (of matter or of gauge fields) over such spacetimes, patterned either
after classical field theory, after quantum mechanics, or quantum field the-
ory. (We refrain from listing the quite extended literature that is available
on this matter and refer instead to the review [41] for comments and refer-
ences.) Some of the results obtained along that route offer interesting and
promising perspectives. However, it is quite difficult, at present, to com-
pare all these various approaches [10, 4, 24, 25, 36]. Their interpretation
is often problematic, in particular when the underlying non-commutative
spacetime geometry corresponds to Riemannian metric signature. It would
be very much desirable to have a mathematical and conceptual framework
which allows to stage a discussion as to which of the various proposals for
non-commutative spacetime geometries appear more favourable than others.
While it is very likely that such a discussion won’t lead to definite conclu-
sions in the absence of experimental evidence for non-commutative space-
time structure, it would still be a valuable step to have a mathematical
and conceptual framework broad enough so that the various approaches can
be systematically compared. Concerning Riemannian non-commutative ge-
ometries, it appears that the general approach by spectral geometry, due to
Alain Connes, provides such a framework in principle [12, 13, 14, 23]. It
incorporates many of the known examples of Riemannian non-commutative
manifolds. Moreover, the structural results which have been obtained in this
approach — among them, but not only, the result that a spectral geometry
with a commutative “function”- algebra actually corresponds to a Rieman-
nian manifold — lend further to its support. Furthermore, one can give
in this approach a certain reformulation of the current standard model of
elementary particle physics [15]. This reformulation is, however, not a full
quantum field theory, and cannot account for all processes of elementary
particle physics in the same way as a quantum field theory. The conclu-
sion may be — and we shall in fact take this point of view which we share,
amongst others, with [18] — that a combination of non-commutative space-
time geometry and quantum field theory is a most promising candidate for
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describing processes at extremely short distances and high energies, up to
(and possibly including) Planck scale.
Now, the closest connection to the physical geometry of spacetime in
quantum field theory is seen when spacetime has Lorentzian signature. In
keeping with what we just mentioned, it would then be of interest to have a
framework of spectral geometry corresponding to Lorentzian metric struc-
ture which includes, at least in approximation, those of the known non-
commutative examples of Lorentzian spacetimes for which a good physical
interpretation can be given. This is by no means a humble request as it
is not at all straightforward to generalize the setting of spectral geometry
from Riemannian to Lorentzian signature. While some proposals have been
made [28, 29, 31, 40], they still seem to lack certain important ingredients
and results. What appears to be lacking is a concept of covariance (see [34]
for discussion), and structural results like in the Riemannian case. Endeav-
our in this regard shall be brought to the fore elsewhere [33], where a new
approach to Lorentzian spectral geometry will be developed.
Accepting for the time being that the framework to appear in [33] yields
a viable general setting for non-commutative Lorentzian geometry, the next
question is if there is a general method of constructing quantum field theories
over such Lorentzian spectral geometries. To wit, the ways of assigning
quantum field theories with non-commutative spacetime models proposed
up to now are, by and large, ad hoc, and not based on a systematic general
method. It is therefore of importance to see if there is a systematic way
to assign quantum field theories to abstractly described Lorentzian spectral
geometries, and to identify the meaning of their observables.
In this publication, we attempt some first steps along these lines. We
shall present a very superficial sketch of some elements of the setting of
Lorentzian spectral geometry anticipated to be set out in detail in [33].
We discuss an abstract way of assigning a quantum field theory to any
Lorentzian spectral geometry. In the case of a “classical” spacetime, with
the usual commutative algebra of coordinate functions, this method amounts
to assigning the quantized linear Dirac field to that spacetime. Part of our
discussion will address the construction and meaning of observables in this
setting. Much of this will actually be carried out at a much more con-
crete level by means of an example: The Dirac field on the Moyal-deformed
non-commutative version of Minkowski spacetime. It will turn out that the
spectral geometrical (“spectral triple”) data of Moyal-Minkowski spacetime
agree with those of ordinary Minkowski spacetime except that the com-
mutative algebra of functions on Minkowski spacetime — which may be
taken to be Schwartz-type functions, S (Rn) — is replaced by the algebra
of Schwartz-type functions S (Rn)⋆ where the pointwise multiplication is
replaced by the Moyal product (with commutative time). This indeed fits
into the setting of spectral geometry as was demonstrated in detail in [20].
One can assign to these spectral data abstractly a quantized Dirac field es-
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sentially by second quantization (or, more specifically, CAR-quantization)
of the other spectral data, given by a Hilbert space carrying a Dirac opera-
tor etc. These quantizations agree for both usual Minkowski spacetime and
Moyal-Minkowski spacetime since they depend on the same spectral data.
A difference is only noticable when the algebras of coordinate functions are
brought into play. A very natural way to let them enter is via a scattering
process.
Let us explain this at the level of the Dirac field on usual Minkowski
spacetime. Consider the coupling of the Dirac field to an external scalar
potential V = V (x0, x) where x0 is the time-coordinate and x denotes the
spatial coordinates with respect to some chosen Lorentz frame. Assume
that the potential is of Schwartz type and has finite support in time, i.e. it
is different from zero only for x0-coordinates lying in some finite interval.
Then the scattering of the Dirac field is described by a unitary S-matrix,
SV , in the vacuum representation of the free Dirac field [1, 42]. Re-writing
the scalar potential V as c(x0, x) = V (x0, x), and accordingly, Sc = SV , one
can form the functional derivative Φ(c) = −i d/dλ|λ=0 Sλc of the scattering
matrix with respect to the strength of the scalar scattering potential. This
is a special case of “Bogoliubov’s formula” [6], whose content is, roughly
speaking, the idea that observable quantum fields can be obtained from
scattering matrices by functional differentiation with respect to the interac-
tion strength. In the case of the Dirac field on Minkowski spacetime, one
finds that Φ(c) =: ψ+ψ : (c), i.e. the Wick-ordered operator standing for
“absolute square of field strength”, which is an observable quantum field,
as opposed to the quantized Dirac field operators ψ(f) labelled by spinor
fields f , which aren’t directly observable.
For the Dirac field on Moyal-Minkowski spacetime, one can proceed
in a similar fashion, but now replacing the ordinary scalar potentials by
“non-commutative” scalar potentials, where V = V (x0, x) is coupled to
spinor fields not by pointwise multiplication at each spacetime point, but
by Moyal-multiplication. (By the nature of Moyal-multiplication, this yields
a non-local interaction of the Dirac field with the external potential.) We
will show that, under certain, general conditions, there will then again be
unitary S-matrices SMc = S
M
V (V = Vc) describing scattering by such non-
commtuative potentials in the vacuum representation of the free Dirac field.
Furthermore, we also show that the corresponding functional derivatives
Φ(c) = −i d/dλ|λ=0 SMλc exist as (essentially) selfadjoint operators. These
operators are now in a natural way labelled by the elements c of the non-
commutative algebra S (Rn)⋆ of Schwartz functions endowed with Moyal-
multiplication. In principle, this method of assigning operators (to be in-
terpreted as observables) to elements in the — possibly non-commutative
— algebra of spacetime coordinate functions could be carried over to other
models of non-commutative spacetimes, whenever it is possible to have a
well-posed scattering process in the indicated sense (which seems to imply
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restrictions on the degree of non-commutativity of time-like coordinates, at
least asymptotically).
Let us now describe the contents and organization of the present article
in more detail. In Sec. 2 we present the theory of the Dirac field. First,
the classical Dirac field coupled to an external scalar potential, together
with the theory of solutions, will be summarized, on n = 1 + s dimensional
Minkowski spacetime, where n is even or fulfills the relations n = 3, 9 mod 8.
This then implies the existence of a “self-dual” charge-conjugation. These
considerations draw mainly on material in [17, 16, 23]. We also present the
abstract CAR (C∗-algebraic) quantization of the Dirac field and summarize
the connection between the scattering transformation induced by a scalar
scattering potential and the C∗-algebraic Bogoliubov transformations which
they induce, following mainly Araki’s works [1, 2]. The scattering transfor-
mations will be considered both in covariant form (following ideas in [9]),
and in the Hamiltonian form at the level of Cauchy-data, since the interplay
between both formulations will be useful later on.
Sec. 3 is a short section recapitulating the basics on the vacuum-repre-
sentation of the Dirac field, both in covariant description and in the Hamil-
tonian, or Cauchy-data, formulation; and citing results on the unitary im-
plementability of the Bogoliubov transform describing scalar potential scat-
tering from [32]. The latter is mainly included for comparison with the
non-commutative case treated later.
In Section 4 we discuss the non-commutative algebra S (Rn)⋆ of Schwartz
functions with the Moyal product (with commutative time). Our presenta-
tion draws heavily on [20] with some small alterations adapted to our setting.
Sec. 5 contains the main conceptual considerations. In this longer sec-
tion, we give a sketch of some of the ingredients of the approach to Lorentzian
spectral geometry expected to appear in [33], illustrating the main points
by the example of Moyal-deformed Minkowski spacetime with commuta-
tive time. We will discuss the general route of associating to a Lorentzian
spectral geometry a quantum field theory, where the observables depend
on the elements of the (non-commutative) “function-”algebra in the spec-
tral geometric data, via the procedure of abstract CAR quantization and
Bogoliubov’s formula, as indicated above, in some detail. (Incidentally, a
formally similar set-up appears in [22], but in this reference, the quantum
field transformations are not linked to any dynamical process like scatter-
ing.) Also some speculations about a possible general structure of quantum
field theories over Lorentzian spectral geometries will appear in Sec. 5.
In Section 6 we investigate the solution properties of the Dirac equation
with a non-commutative scalar potential (we investigate two such potentials
obtained by Moyal-multiplying scalar functions with spinor fields). Since
the time coordinate, in a chosen Lorentz frame, is still commutative, we
can formulate the Cauchy-problem and establish its well-posedness. There
are unique advanced and retarded fundamental solutions with respect to
5
the chosen Lorentzian frame. This is implied by (in fact, equivalent to) a
uniquely solvable initial value problem in the Hamiltonian formulation of
the Dirac equation, which we solve by constructing the Dyson series for the
time-dependent interaction Hamiltonians (at the one-particle level). Corre-
spondingly, we construct the one-particle scattering transformations, which
induce Bogoliubov-transformations on the CAR-algebra of the free Dirac
field, describing the scattering of the field by the non-commutative poten-
tial. This discussion parallels the discussion of the usual scalar potential
scattering in many formal respects, but at several points, different argu-
ments are required due to the non-local character of the non-commutative
potential with respect to spatial coordinates.
The main results will be presented in Sec. 7. It will be proved that
the Bogoliubov-transformations describing non-commutative potential scat-
tering are unitarily implementable in the vacuum presentation of the free
quantized Dirac field on Minkowski spacetime. In order to prove this, we
make significant use of an earlier result by Langmann and Mickelsson [30]
who developed a sufficient criterion for unitary implementability that can be
applied in the case considered here. We show that this criterion is fulfilled.
Furthermore, one can differentiate the Bogoliubov transformation with re-
spect to the strength of the scattering potential as mentioned above. This
leads to a derivation on the CAR-algebra, which we show to be induced by
an essentially selfadjoint operator Φ(c) in the vacuum-representation of the
Dirac field. This is the precise form of the relation Φ(c) = −i d/dλ|λ=0 SMλc .
Finally, in Sec. 8, we derive the action of the derivative of the com-
mutative and non-commutative scattering Bogoliubov transformations with
respect to the potential strength on the generating elements of the Dirac
field algebra (the field operators), drawing on the results of Sec. 6. Together
with the relation Φ(c) =: ψ+ψ : (c), which will be proved in Appendix A,
this result finally hints at the operational meaning of Φ(c), and illustrates
how an interpretation of quantum field observables on a non-commutative
spacetime may be reached at in more general situations.
There is a short conclusion and outlook in Sec. 9.
2 The Dirac Field
We start our discussion by summarizing some of the essentials on Dirac
spinors and Dirac representations as far as required for describing the quan-
tized Dirac field on n = 1 + s dimensional Minkowski spacetime. In doing
so, we proceed quite leisurely; most of our presentation relies on [17], [2], [1],
[3], [42], [23], [16]. We refer to these references for proofs of the statements
appearing in this section.
Minkowski spacetime of dimension n = 1 + s will be described as Rn
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with the Minkowskian metric
η = (ηµν)
s
µ,ν=0 = diag(1,−1, . . . ,−1)
where the entry −1 appears s times. [The opposite signature convention
would in some respects suit the NCG context better, but we find it conve-
nient to stick to the convention which is more common in QFT.] For any
given n = 1 + s ∈ N, s ≥ 1, we set
N = N(n) =
{
2n/2 : n even
2(n−1)/2 : n odd
. (1)
Then we refer to a collection (γ0, γ1, . . . , γs) of N × N -matrices as a set of
Dirac matrices if the relations
γµγν + γνγµ = 2ηµν1l (µ, ν = 0, 1, . . . , s)
γ∗0 = γ0, γ
∗
k = −γk (k = 1, . . . , s)
are fulfilled. A set of Dirac matrices thus corresponds to an irreducible
Dirac representation of the complexified Clifford algebra Cl1,s; it exists for
all n ≥ 2.
We shall from now on restrict ourselves to dimensions
n even or n = 3, 9 mod 8. (2)
For these values of n, it is possible to find a charge conjugation operator
C : CN → CN for the Dirac matrices (γ0, γ1, . . . , γs); this means that C is
an antilinear involution (C2 = 1l) satisfying
Cγµ = −γµC, (3)
whence, restriction to dimensions n with (2) has the advantage that one can
quantize Dirac fields with quite arbitrary (real) potentials in the “self-dual
formalism” at the level of spinor fields only, without need to use a “doubled”
system of spinor (and co-spinor) fields. The resulting simplification is con-
venient later when discussing the quantized Dirac field on Moyal-deformed
spacetime.
Let (γ0, γ1, . . . , γs) be a set of Dirac matrices with charge conjugation C.
Then we denote by
DV = (−i∂upslope+m) + V (4)
the Dirac operator (with fixed constant mass m > 0) with potential term
V ∈ C∞(Rn,R). DV acts on f ∈ C∞(Rn,CN ) according to
(DV f)(x) = (−i∂upslope+m)f(x) + V (x)f(x) (x ∈ Rn),
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i.e. V acts as a (scalar) multiplication operator, and writing fA(x) for the
components of f(x) regarded as a column vector, the explicit definition of
(−i∂upslope+m) is given by
((−i∂upslope+m)f)A(x) = −iγµAB
∂
∂xµ
fB(x) +mfA(x) (x ∈ Rn), (5)
where γµ = ηµνγν with (η
µν) = diag(1,−1, . . . ,−1), and with γµAB denoting
the matrix entries of γµ. We also make use of the summation convention so
that doubly appearing indices are understood as being summed over.
On C∞0 (R
n,CN ) we can introduce the sesquilinear form
〈f, h〉 =
∫
Rn
γ0AB f¯
B(x)hA(x)dnx (f, h ∈ C∞0 (Rn,CN )), (6)
where γ0AB are the matrix elements of γ0. The charge conjugation C is a
skew conjugation for this sesquilinear form, that is,
〈Cf,Ch〉 = −〈h, f〉 (f, h ∈ C∞0 (Rn,CN )). (7)
Since we will also use the description of solutions to the Dirac equation
in terms of their Cauchy data, we have cause to introduce also the following
objects. Let t ∈ R and define the x0 = t hyperplane
Σt = {x = (x0, x1, . . . , xs) ∈ Rn : x0 = t}
in n = 1 + s dimensional Minkowski spacetime. We introduce the Hilbert
space Dt = L2(Σt,CN ) with canonical scalar product
(v,w)D =
∫
Σt
v¯A(x)δABw
B(x)dsx (v,w ∈ Dt).
Each Dt is canonically isomorphic to L2(Rs,CN ). Note that the charge
conjugation C induces a conjugation, denoted by the same symbol C, on
each Dt, i.e. it holds that
(Cv,Cw)D = (w, v)D (v,w ∈ Dt).
For a subset G of n dimensional Minkowski spacetime we define, following
usual convention, J±(G) as the causal future(+)/past(−) set ofG, defined as
consisting of all points that can be reached from G by smooth future/past
directed causal curves. We say that an open subset G of n dimensional
Minkowski spacetime is hyperbolic if for each pair of points x, y ∈ G the
set J+(x) ∩ J−(y) is a subset of G. Examples of hyperbolic subsets are
neighbourhoods G of Σt of the form G = {(x0, x1, . . . , xs) : t+ > x0 > t−}
where t+ > t and t− < t, or sets G of the form G = int(J
+(x) ∩ J−(y))
where y lies in the open interior of J+(x).
Now we collect some well-known results (well-known mainly in the con-
text of the quantized Dirac field on curved spacetimes) on the existence and
uniqueness of advanced and retarded fundamental solutions for the Dirac
operator DV .
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Proposition 2.1 ([17],[3])
(a) 〈DV f, h〉 = 〈f,DV h〉 (f, h ∈ C∞0 (Rn,CN ))
(b) There is a unique pair of linear maps
R±V : C
∞
0 (R
n,CN )→ C∞(Rn,CN )
having the properties
DVR
±
V f = f = R
±
VDV f and
suppR±V f ⊂ J±(supp f) (f ∈ C∞0 (Rn,CN )).
R±V is called advanced(+)/retarded(-) fundamental solution of DV .
(c) CR±V = R
±
V C
(d) Writing RV = R
+
V −R−V , the form
(f, h)V = 〈f, iRV h〉 (8)
is a sesquilinear form on C∞0 (R
n,CN ), and C is a conjugation for this
form:
(Cf,Ch)V = (h, f)V = (f, h)V , (f, h ∈ C∞0 (Rn,CN )).
(e) For each t ∈ R it holds that
(f, h)V = (PtRV f, PtRV h)D, (f, h ∈ C∞0 (Rn,CN )),
where Pt : C
∞(Rn,CN )→ C∞(Σt,CN ) is the map given by
Pt : ϕ 7→ ϕ(t, ·)
for ϕ : (x0, x) 7→ ϕ(x0, x) in C∞(Rn,CN ), x = (x1, . . . , xs). Hence,
(·, ·)V is positive-semidefinite on C∞0 (Rn,CN ).
(f) The Cauchy-problem for the Dirac-equation DV ϕ = 0 is well-posed:
Given any Cauchy-hyperplane Σt and Cauchy-data w ∈ S (Σt,CN ),
there is a unique ϕ ∈ C∞(Rn,CN ) such that
DV ϕ = 0 and Ptϕ = ϕ|Σt = w .
Furthermore, the solution ϕ fulfills the causal propagation property in
the sense that
suppϕ ⊂ J(suppw) .
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(g) Let EV be the subspace of all f ∈ C∞0 (Rn,CN ) so that (f, f)V = 0, and
let KV be the Hilbert space arising as completion of C∞0 (Rn,CN )/EV
with respect to the scalar product induced by (·, ·)V (which will be
denoted by the same symbol). The quotient map C∞0 (R
n,CN ) →
C∞0 (R
n,CN )/EV will be written
f 7→ [f ]V .
Then for each t ∈ R, the map
QV,t : [f ]V 7→ PtRV f (9)
extends to a unitary map from KV onto Dt.
(h) Let G be a hyperbolic subset of n dimensional Minkowski spacetime,
and suppose that V1 and V2 are real-valued, C
∞, and that V1 = V2 on
G. Then
R±V1f = R
±
V2
f on G for all f ∈ C∞0 (G,CN ). (10)
Sketch of proof
(a) This is a straightforward calculation.
(b) This is proved using the same argument as for Theorem 2.1 in [17],
which applies also in the presence of a real scalar potential V , together
with the existence and uniqueness result for fundamental solutions of
hyperbolic wave operators, which can be found (in far greater gener-
ality than needed here) in [3].
(c) This is a consequence of the uniqueness of the R±V together with
CDV = DV C.
(d) The only non-obvious part (Cf,Ch)V = (h, f)V of the claim follows
easily from (c), equation (7) and the relation
〈RV f, h〉 = −〈f,RV h〉,
which is shown in the proof of Theorem 2.1 in [17].
(e) The argument is the same as for Proposition 2.4 (d) in [17].
(f) This statement is proved analogously to Thm. 2.3 in [17]. It is proved
there for the case that the Cauchy-data are C∞0 . However, existence
and uniqueness of a distributional solution is proved in Prop. 2.4 in [17]
for distributional Cauchy-data. The smoothness of the solution in case
of Cauchy-data that are of Schwartz type can be proved by making
use of the causal propagation property of the solutions (i.e. suppϕ ⊂
J(suppw)) in combination with a partition of unity argument.
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(g) In view of (e), what remains to be checked is the surjectivity of QV,t.
To see this, let w ∈ C∞0 (Σt,RN ), and let ϕ ∈ C∞(Rn,CN ) be the
solution of DV ϕ = 0 having Cauchy-data w on Σt, i.e. Ptϕ = w. We
will construct some f ∈ C∞0 (Rn,RN ) so that PtRV f = w. To this end,
we take two further Cauchy-hyperplanes, Σ±, with
Σ± = {x = (x0, . . . , xs) : x0 = t± 1} .
Then we can consider the open sets
G± = int(J±(Σ∓)) = {x = (x0, . . . , xs) : ±x0 > t∓ 1} .
The sets G± form an open covering of Rn. Let χ± be a C
∞ partition
of unity of Rn subordinate to the covering. It is easy to see that the
functions χ± can be chosen in such a way that they depend only on
x0, and we will assume that this choice has been made (although this
is not relevant at this point; see however the proof of Prop. 6.3 (g)
later). Then one has
DV (χ+ϕ) = −DV (χ−ϕ) ,
and owing to the support properties of χ±, one concludes that both
DV (χ±ϕ) have support contained in G+ ∩G− = {(x0, . . . , xs) : t +
1 ≥ x0 ≥ t − 1}. One the other hand, since we also have suppϕ ⊂
J(suppw) and since suppw was assumed to be compact, this implies
that both DV (χ±ϕ) are C
∞
0 . Setting now f = DV (χ+ϕ), it holds
that f ∈ C∞0 (Rn,CN ), and moreover, we see that DV (RV f − ϕ) = 0.
However, we also have that RV f = R
+
V f−R−V f , and owing the support
properties of R±V , on R
n\G− = {(x0, . . . , xs) : x0 > t+1} it holds that
RV f = R
+
V f = χ+ϕ = ϕ. This means that Pτ (RV f − ϕ) = 0 for
all real τ > t + 1 and hence, since (RV f − ϕ) is a C∞ solution of
the Dirac equation with C∞0 Cauchy-data, one actually concludes that
(RV f − ϕ) = 0 on all of Rn. Hence we have shown that there is some
f ∈ C∞0 (Rn,CN ) with RV f = ϕ, implying PtRV f = Ptϕ. This shows
that the range of QV,t is dense, and by its isometric property, QV,t is
actually surjective.
(h) The spacetime region G, endowed with the Minkowski metric (and
standard spin structure) is a globally hyperbolic spacetime. Given
a smooth real-valued V : G → R as potential function, one can
define the “intrinsic” Dirac operator of G, DV |G : C
∞(G,CN ) →
C∞(G,CN ) by DV |Gf = DV f , f ∈ C∞(G,CN ), which is nothing
but the canonical restriction of DV onto G. According to [17] (cf.
also [3]), there are unique advanced/retarded fundamental solutions
R±V |G : C
∞
0 (G,C
N ) → C∞(G,CN ) for DV |G. Now, if V1 = V2 = V on
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G, then the appropriate restrictions of R±V1 and R
±
V2
onto C∞0 (G,C
N )
(more precisely, the maps f 7→ (R±Vj )
∣∣∣
G
, f ∈ C∞0 (G,CN ), j = 1, 2)
have the same properties as the map R±V |G. Hence, by the uniqueness
statement, these restrictions must be equal to R±V |G. 
Starting from (KV , C), the Hilbert space KV with conjugation C, one
can form, following [2], the corresponding self-dual CAR-algebra F(KV , C).
It is defined as follows: One introduces a ∗-algebra generated by symbols
B(ξ) = BV (ξ), ξ ∈ KV , subject to the relations
B(ξ)∗ = B(Cξ),
B(ξ1)
∗B(ξ2) +B(ξ2)B(ξ1)
∗ = 2(ξ1, ξ2)V 1l,
ξ 7→ B(ξ) is complex linear,
where 1l is an algebraic unit. One can show that the resulting ∗-algebra
admits a unique C∗-norm, and F(KV , C) is the completion of that ∗-algebra
with respect to the C∗- norm. Therefore, F(KV , C) is a C∗-algebra. Writing
Ψ(f) = ΨV (f) = BV ([f ]V ) for f ∈ C∞0 (Rn,CN ), F(KV , C) is generated by
“abstract field operators” Ψ(f), which are C-linear and obey the relations
Ψ(f)∗ = Ψ(Cf),
{Ψ(f)∗,Ψ(h)} = 2(f, h)V 1l,
Ψ(DV f) = 0.
The construction of F(KV , C) can also be carried out, in analogous manner,
for “local subspaces” of KV . For this purpose, let G be a hyperbolic subset
of n dimensional Minkowski spacetime. For f ∈ C∞0 (G,CN ), we introduce
the equivalence class
[f ]GV = {f + h : h ∈ C∞0 (G,CN ), RV h = 0}.
As before, the space of the [f ]GV carries a scalar product (·, ·)V in the same
fashion as C∞0 (R
n,CN )/EV (denoted by the same symbol as there is no
danger of confusion). The resulting Hilbert-space completion will be denoted
by KGV . Again, the charge conjugation C induces a conjugation on KGV as
well. Whence, we can form the self-dual CAR-algebra F(KGV , C), which is the
C∗-algebra generated by symbols BGV ([f ]
G
V ), [f ]
G
V ∈ KGV , obeying relations
akin to those fulfilled by the B([f ]V ) above.
Lemma 2.2 Suppose that G is a hyperbolic neighbourhood of a Cauchy hy-
perplane in n dimensional Minkowski spacetime. Moreover, suppose that V1
and V2 are two smooth, real-valued potentials which coincide on the region
G. Then
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(a) The map
uGV1,V2 : [f ]
G
V1 7→ [f ]V2 , f ∈ C∞0 (G,CN )
extends to a unitary between KGV1 and KV2 commuting with the charge
conjugation C.
(b) There is a ∗-algebra isomorphism
αGV1,V2 : F(KGV1 , C)→ F(KV2 , C)
induced by
αGV1,V2
(
BGV1([f ]
G
V1)
)
= BV2([f ]V2), f ∈ C∞0 (G,CN ).
Proof
(a) In view of (h) of Proposition 2.1, RGV1f = RV2f on G for all f ∈
C∞0 (G,C
N ). Using the definition of (·, ·)V , this implies that the
map uGV1,V2 is isometric. To show that the map is surjective, let
h ∈ C∞0 (Rn,CN ). Since G is an open neighbourhood of a Cauchy
surface, there is some f ∈ C∞0 (G,CN ) such that RV2(f − h) = 0 ([3])
and hence [f ]V2 = [h]V2 .
(b) This is a straightforward consequence of the fact that uGV1,V2 is a unitary
intertwining the action of C, see [1] (or [7],[8]). 
We will now make use of the Lemma. Suppose that a smooth scalar
(real) potential V is given on n dimensional Minkowski spacetime, having
support contained in the time-slice {(x0, x1, . . . , xs) : λ− < x0 < λ+} for
some real numbers λ− < λ+. Then one can consider the regions
G+ = {(x0, x1, . . . , xs) : x0 > λ+ + 1
2
} and
G− = {(x0, x1, . . . , xs) : x0 < λ− − 1
2
}.
They form hyperbolic neighbourhoods of the Cauchy hyperplanes
Σ+ = {(x0, x1, . . . , xs) : x0 = λ+ + 1} and
Σ− = {(x0, x1, . . . , xs) : x0 = λ− − 1},
respectively. Lemma 2.2 then warrants the following C∗-algebraic isomor-
phisms:
α0± = α
G±
0,0 : F(KG±0 , C) → F(K0, C)
B
G±
0 ([f ]
G±
0 ) 7→ B0([f ]0), f ∈ C∞0 (G±,CN ),
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αV± = α
G±
0,V : F(KG±0 , C) → F(KV , C)
B
G±
0 ([f ]
G±
0 ) 7→ BV ([f ]V ), f ∈ C∞0 (G±,CN ).
Since these maps are isomorphisms, they can be combined into an automor-
phism
βV : F(K0, C)→ F(K0, C),
βV = α0,− ◦ α−1V,− ◦ αV,+ ◦ α−10,+. (11)
This isomorphism is reminiscent of a similar object defined in Section 4
of [9], and it has similar properties. Its significance is that it describes
the scattering of the quantized Dirac field by the classical potential V at
the level of a C∗-algebraic Bogoliubov transformation. In order to see this
more clearly, we will discuss how βV relates to the perhaps more familiar
scattering formalism in terms of time-evolution on the Cauchy data.
For this purpose, let us first revisit βV . We have
βV (B0([f ]0)) = B0(UV [f ]0), (12)
where UV is the unitary given by
UV = u0,− ◦ u−1V,− ◦ uV,+ ◦ u−10,+
and where, similarly as for the isomorphisms above, we have used the ab-
breviations
u0,± = u
G±
0,0 , uV,± = u
G±
0,V .
The action of the succession of unitaries on the right hand side of the defining
equation of UV can be described as follows:
[f ]0

u−10,+
// [fG+ ]
G+
0

uV,+
// [fG+]V

u−1V,−
// [fG−]
G−
0

u0,−
// [fG− ]0 (13)
In this chain of mappings, fG+ is any element in C∞0 (G+,C
N ) such that
R0(f − fG+) = 0, and fG− is any element in C∞0 (G−,CN ) such that
RV (f
G+ − fG−) = 0.
Turning to the description of the quantized Dirac field in terms of its
Cauchy data, we recall that D0 = L2(Σ0, dsx), where Σ0 is the x0 = 0
Cauchy hyperplane. We have also seen that the charge conjugation C acts
as a complex conjugation on D0. Hence one can associate to D0 and C the
CAR-algebra F(D0, C) with generators BD0(v), v ∈ D0, linear in v, and with
the relations
BD0(v)
∗ = BD0(Cv) , {BD0(v)∗, BD0(w)} = 2(v,w)D1l . (14)
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Writing Q0 for QV,0 in the case of V = 0, Q0 : K0 → D0, [f ]0 7→ P0R0f is a
unitary intertwining the actions of C on the respective Hilbert spaces. Con-
sequently ([2]), there is a canonical isomorphism ̺ : F(K0, C)→ F(D0, C) of
CAR-algebras induced by
̺(B0([f ]0)) = BD0(Q0([f ]0)). (15)
On F(D0, C), we can introduce two types of time evolutions, one corre-
sponding to a vanishing potential V = 0 in the Dirac equation (the “free”
dynamics), and another corresponding to a non- vanishing C∞ potential
term V in the Dirac equation (the “interacting” dynamics). These dynami-
cal evolutions will be defined on the Cauchy-data space D0. To this end, we
define on C∞0 (R
s,CN ) the operators
(H0f)(x
1, . . . , xs) =
(
iγ0γk
∂
∂xk
+ γ0m
)
f(x1, . . . , xs) (16)
(HV (t)f)(x
1, . . . , xs) =
(
iγ0γk
∂
∂xk
+ γ0m+ γ0V (t)
)
f(x1, . . . , xs),
where f(x1, . . . , xs) is regarded as column vector on which the γ- matrices
act by matrix multiplication. These operators are symmetric with respect to
the scalar product (·, ·)D, and even essentially selfadjoint under very general
conditions on (the real-valued) V (t) (e.g. see Theorem 1.1 of [42], and
Theorem X.69 of [35]). Moreover, it is easy to check that the operators
anti-commute with the charge conjugation C,
CH0 = −H0C, CHV (t) = −HV (t)C. (17)
There is hence a continuous unitary group Tt, t ∈ R, on D0 such that
1
i
d
dt
Tt
∣∣∣∣
t=0
v = H0v, v ∈ C∞0 (Rs,CN ).
There is also a continuous family of unitarities T
(V )
s,t , s, t ∈ R, so that
T (V )r,s ◦ T (V )s,t = T (V )r,t , T (V )t,t = 1l and
1
i
d
ds
∣∣∣∣
s=t
T
(V )
s,t v = HV (t)v, v ∈ C∞0 (Rs,CN ). (18)
Let us indicate that the existence of the family T
(V )
s,t with the said proper-
ties is implied by the well-posedness of the Cauchy problem for the Dirac
equation: For each v ∈ C∞0 (Rs,CN ) ⊂ Dt there is a unique solution ϕ ∈
C∞(Rn,CN ) to the Dirac equation
DV ϕ = 0
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having initial data v on Σt, i.e.
Ptϕ = ϕ|Σt = v.
The solution property is equivalent to
1
i
d
dt
Ptϕ = HV (t)Ptϕ. (19)
On the other hand, the uniqueness statement implies that there is a map
T
(V )
t,t′ : Pt′ϕ 7→ Ptϕ with the properties T (V )t,t′ ◦ T (V )t′,t′′ = T (V )t,t′′ and T (V )t,t = 1l.
And 1i
d
ds
∣∣
s=t
T
(V )
s,t = HV (t) on C
∞
0 (R
s,CN ) then follows from (19). The
unitarity of T
(V )
t,t′ is implied by Proposition 2.1 (e). We note also that
CTt = TtC and CT
(V )
t,t′ = T
(V )
t,t′ C (20)
on account of (17). Therefore, Tt and T
(V )
t,t′ give rise to CAR-algebra auto-
morphisms τt and τ
(V )
t,t′ of F(D0, C) induced by
τt(BD0(v)) = BD0(Ttv),
τ
(V )
t,t′ (BD0(v)) = BD0(T
(V )
t,t′ v).
As before, we will now assume that the potential V ∈ C∞(Rn,R) has support
contained in the set {x0, x1, . . . , xs) : λ− < x0 < λ+} for some real numbers
λ− < λ+. The scattering operator for the Dirac equation at the level of
Cauchy data on Σ0 is the operator
T (V )sc = lim
t′→∞
t→−∞
T−1t ◦ T (V )t,t′ ◦ Tt′ (21)
on D0. The restriction on the time-support of V implies that the limit (21)
is reached as soon as t′ > λ+ and t < λ−, so that
T (V )sc = T
−1
t ◦ T (V )t,t′ ◦ Tt′ , for t′ > λ+, t < λ−. (22)
We denote by τ
(V )
sc the corresponding scattering morphism on F(D0, C) given
by
τ (V )sc (BD0(v)) = BD0(T
(V )
sc v). (23)
Now we want to demonstrate that
̺ ◦ βV = τ (V )sc ◦ ̺. (24)
Thus we aim at showing
Q0 ◦ UV = T (V )sc ◦Q0. (25)
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To prove this, we write the action of Q−10 ◦T (V )sc ◦Q0 on an element [f ]0 ∈ K0
in the following form:
[f ]0
 Q0
// P0R0f

Tt′
// Pt′R0f
 (∗1)
// Pt′R0h
G+
 (∗2)
// Pt′RV h
G+ 
T
(V )
t,t′
// PtRV h
G+ 
(∗3)
// PtRV h
G−
 (∗4)
// PtR0h
G− 
T−1t
// P0R0h
G− 
Q−10
// [hG− ]0
(26)
In this succession of maps, at (∗1) an element hG+ ∈ C∞0 (G+,CN ) is chosen
so that R0h
G+ = R0f . At (∗2), it is used that RV hG+ = R0hG+ on G+
because of the support properties of the functions V and hG+ , cf. Propo-
sition 2.1 (h). At (∗3), an element hG− ∈ C∞0 (G−,CN ) is chosen so that
RV h
G+ = RV h
G− . Then at (∗4), it is again used that R0hG− = RV hG−
on G− owing to the support properties of V and h
G− . Comparing (13)
and (26), one can see that the specifications of fG± and hG± are such that
one can may even choose (starting from the same given f) fG± = hG± , and
this then proves the relation (25). Summarizing, we have proved
Lemma 2.3 The morphism βV of F(K0, C) defined in (11) and the scatter-
ing morphism τ
(V )
sc describing the potential scattering of the quantized Dirac
field at the level of the Cauchy-data CAR-algebra F(D0, C) are intertwined
by the CAR-algebra isomorphism ̺ : F(K0, C) → F(D0, C) defined in (15),
i.e. it holds that
̺ ◦ βV = τ (V )sc ◦ ̺.
One advantage of working with βV is that it can be associated to local-
ization in spacetime: It acts trivially outside of J(suppV ). This is our next
assertion.
Proposition 2.4 Let f ∈ C∞0 (Rn,CN ) have support causally disjoint from
suppV , i.e. supp f ∩ J(suppV ) = ∅. Then
βV (Ψ0(f)) = Ψ0(f).
Proof According to Proposition 2.1 (h), if supp f ∩ J(suppV ) = ∅, then
R0f = RV f on R
n \ J(suppV ), since Rn \ J(suppV ) is a hyperbolic re-
gion in n dimensional Minkowski spacetime. On the other hand, supp f ∩
J(suppV ) = ∅ is equivalent to J(supp f)∩ suppV = ∅. Now, RV f is a solu-
tion to (D + V )RV f = 0, and suppRV f ⊂ J(supp f), thus suppRV f ∩
suppV = ∅, implying that DRV f = 0. Consequently, R0f and RV f
are both solutions to the Dirac equation with vanishing potential V = 0,
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and coincide in the neighbourhood of a Cauchy surface for n dimensional
Minkowski spacetime (which is implied by R0f = RV f on R
n \ J(suppV )
and suppR0f ∪ suppRV f ⊂ J(supp f)). This implies that R0f = RV f on
all of n dimensional Minkowski spacetime. Now consider the map
UV : [f ]0

// [fG+]
G+
0

// [fG+]V

// [fG− ]
G−
0

// [fG− ]0 . (27)
In this succession of mappings, fG+ is any element in C∞0 (G+,C
N ) so that
R0(f−fG+) = 0, and fG− is any element in C∞0 (G−,CN ) so that RV (fG+−
fG−) = 0. However, since R0f = RV f , it holds that RV (f − fG+) = R0f −
RV f
G+ = R0f − R0fG+ = 0 on G+, hence RV (f − fG+) = 0 on G+, and
hence RV (f −fG+) = 0 everywhere on n dimensional Minkowski spacetime.
Furthermore, RV f
G− = RV f
G+, from which RV (f − fG−) = 0 obtains. On
the other hand, we also have RV f
G− = R0f
G− on G−, and RV f = R0f , thus
R0f = R0f
G− on G−, and hence everywhere on n dimensional Minkowski
spacetime. This shows that [f ]0 = [f
G−]0 and therefore, UV [f ]0 = [f ]0. In
view of (12), this yields the claimed proposition. 
3 Scattering of the Dirac field in the vacuum rep-
resentation and implementability of the scatter-
ing transformation
The Hamilton operator H0 defined in (16) is essentially selfadjoint on
C∞0 (R
s,CN ) ⊂ L2(Rs,CN ) (see Theorem 1.1 of [42]). Therefore, its self-
adjoint extension, again denoted by H0, possesses a spectral decomposition,
and we denote by p+ the spectral projection of H0 corresponding to the
spectral interval (0,∞). Since the mass term m in the Dirac equation has
been assumed to be strictly greater than 0, p+ projects in fact on the spec-
tral values in [m,∞) and the orthogonal projector p− = 1l − p+ coincides
with the spectral projector of the spectral interval (−∞,−m]. Owing to
CTt = TtC for all t ∈ R, it holds that
Cp+ = p−C.
Thus, p+ is a basis projection in the sense of [2]. To this basis projection
one can associate a pure, quasifree state ωp+ on F(D0, C) whose two-point
function is given by
ω
p+
2 (BD0(u)
∗BD0(w)) = (u, p+w)D, u, w ∈ D0.
The state can be pulled back by ̺ to a pure, quasifree state
ωvac = ωp+ ◦ ̺
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on F(K0, C). This state is actually just the usual (P˜↑+(n)-invariant) vacuum
state on F(K0, C). Writing
e+ = Q
−1
0 p+Q0,
its GNS-representation (Hvac, πvac,Ωvac) can be realized as follows:
Hvac = F+(e+(K0)),
is the Fermionic Fock space over the one-particle Hilbert space e+(K0) (e+
projects on the “positive frequency” solutions of the Dirac equation), Ωvac =
(1, 0, 0, . . .) the Fock vacuum vector,
πvac(Ψ0(f)) = A(e+C[f ]0) +A
+(e+[f ]0),
where A(χ) and A+(χ) denote, respectively, the Fermionic annihilation and
creation operators of a χ in the one-particle Hilbert space. We will some-
times use the notation
ψ(f) = πvac(Ψ0(f)), f ∈ C∞0 (Rn,CN ),
for the field operators of the quantized Dirac field in the vacuum represen-
tation.
For several reasons, it is important to investigate the question of unitary
implementability of the scattering transformation in the vacuum represen-
tation. In the situation at hand, this is the question if there exists a unitary
operator SV : Hvac →Hvac such that
SV π
vac(Ψ0(f))S
−1
V = π
vac(βV (Ψ0(f))), f ∈ C∞0 (Rn,CN ). (28)
This issue has been investigated for the Dirac field on Minkowski spacetime
by several authors in various publications that have appeared over the last
decades. The result is that there is such an operator, or “S-matrix”, provided
that the potential V is sufficiently regular and sufficiently fast decaying. A
sufficient condition to this end, which is convenient for comparison with
developments presented later in this article, is the following
Proposition 3.1 If V is in S (Rn,R) (the class of Schwartz functions)
and if V has compact support with respect to the time-coordinate x0, then
there is a unitary operator SV on Hvac implementing the potential scattering
morphism βV in the vacuum representation, i.e. relation (28) holds.
This is, however, a very specialized version of results which have been
obtained previously. We make no attempt to review these results here, but
mention the following. It is quite obvious that one may generalize the result
by dropping the compact support of V in time, relaxing the smoothness
requirement and replacing the rapid decay conditions by suitable conditions
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of integrability. Furthermore, one can generalize V to a matrix-valued func-
tion as long as the resulting Hamilton operator HV (t) remains essentially
selfadjoint and still fulfills
CHV (t) = −HV (t)C.
Generalizations of this type have been considered by Palmer [32], and he
has found that the S-matrix SV implementing the scattering transformation
exists, if ‖∂αt Vˆ (t, ·)‖Lq(Rs) is integrable over t ∈ R for all 1 ≤ q < 2 + ε and
for all 0 ≤ α < s/2 + ε. Vˆ denotes the Fourier transform of V with respect
to the spatial variables x1, . . . , xs. We refer to [32] for further details, and
also for references to related, earlier work.
4 Moyal Minkowski spacetime
As it is usually introduced, n = 1 + s dimensional Minkowski spacetime
gets Moyal-deformed if one postulates the following commutation relations
between the coordinates:
[xµ, xν ] = iθµν (µ, ν = 0, . . . , s) (29)
with θ being some antisymmetric, real (n×n)-matrix. Of course, this stems
from the idea of generalizing the behaviour of the quantum mechanical po-
sition operators xµ originating in motivations like [18] (restricting event
localization by incorporating the uncertainty principle in general relativity)
and [41] (string theory). Alternatively one can implement the relations (29)
by changing the product structure on the spacetime manifold such that
[xµ, xν ]⋆ = xµ ⋆ xν − xν ⋆ xµ = iθµν (µ, ν = 0, . . . , s)
is fulfilled between the coordinate chart functions xµ of the manifold.
Thereby ⋆ is the non-commutative Moyal product. But let us make this
last point more precise now.
Let q, p ∈ N0, with p = 2l for l ∈ N0, and let θ > 0. Then we define the
(q + p)× (q + p)-matrix
M =Mθ =
θ
2

0q×q 0q×p
0l×l 1ll×l
0p×q
−1ll×l 0l×l

having the 2l×2l-dimensional standard symplectic matrix in the lower right
corner, and zeros everywhere else. With this notation, we introduce the
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Moyal product
c ⋆(q,p) g(x) =
1
(2π)q+p
∫∫
c(x−Mu)g(x+ v)e−iu·vdq+pudq+pv, x ∈ Rq+p,
for (complex-valued) Schwartz functions c, g ∈ S (Rq+p). By u ·v we denote
the standard Euclidean scalar product of vectors u, v ∈ Rq+p. One can show,
either directly or by adapting the arguments of [20], that c ⋆(q,p) g is again
in S (Rq+p) and that the product c ⋆(q,p) g is jointly continuous in c and g
with respect to the usual test-function topology on S (Rq+p).
In the case that q = 0, M =Mθ is invertible, and then one has
c ⋆(0,p) g(x) =
1
(πθ)p
∫∫
c(x− u)g(x+ v)e−iu·M−1vdpudpv,
which is the usual Moyal product investigated in several references
(see [20],[21]). In the other extreme case, p = 0, one finds
c ⋆(q,0) g(x) =
1
(2π)q
∫∫
c(x)g(x + v)e−iu·vdqudqv = c(x)g(x),
i.e. the product c ⋆(q,0) g coincides with the usual pointwise product of func-
tions.
In the general case, it is straightforward to check that
(c⊗ ϕ) ⋆(q,p) (g ⊗ ξ) = (c ⋆(q,0) g)⊗ (ϕ ⋆(0,p) ξ) (30)
for c, g ∈ S (Rq) and ϕ, ξ ∈ S (Rp). Together with the continuity of · ⋆(q,p) ·
in both entries and the fact that S (Rq+p) = S (Rq)⊗S (Rp) topologically,
this shows that the product ⋆(q,p) is associative and furnishes an algebra
product on S (Rq+p), because these properties are known for ⋆(q,0) and ⋆(0,p).
Furthermore, the standard complex conjugation induces a ∗-involution on
S (Rq+p) with respect to the product ⋆(q,p). We denote this by c 7→ c∗ = c¯.
As a ∗-involution, it has the property
c∗ ⋆(q,p) g
∗ = (g ⋆(q,p) c)
∗.
With the algebra product ⋆(q,p) and the complex conjugation as a ∗- in-
volution, S (Rq+p) is turned into a ∗-algebra which we denote by SM⋆(q,p) .
By (30), we have
S
M
⋆(q,p)
= S M⋆(q,0) ⊗S M⋆(0,p) , (31)
which holds also in the topological sense.
One can adapt the arguments in [20] to observe that the product ⋆(q,p) can
be extended to much larger spaces of functions and even distributions. An
important case is that one factor in c ⋆(q,p) g is in S (R
q+p) and the other is
in L2(Rq+p). Again we consider this situation first for q = 0. Using Lemma
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2.12 of [20] (resp. reference [43] therein, which is [21] here), it holds that
c ⋆(0,p) g is in L
2(Rp) if both c and g are in L2(Rp). One can thus also define
the operator of left Moyal multiplication on L2(Rp),
Lc : g 7→ c ⋆(0,p) g, g ∈ L2(Rp),
for c ∈ L2(Rp). It is proved in [21] that this operator is bounded, more
precisely, that
‖Lcg‖L2 ≤
1
(2πθ)p/2
‖c‖L2‖g‖L2 . (32)
The same estimate holds then also for the operator of right multiplication
by c ∈ L2(Rp) given by
Rc : g 7→ g ⋆(0,p) c, g ∈ L2(Rp),
since ‖Rcg‖L2 = ‖Lc¯g¯‖L2 and ‖g¯‖L2 = ‖g‖L2 , where the overlining denotes
complex conjugation. For p = 0, as c ⋆(q,0) g = c · g = g · c = g ⋆(q,0) c is just
the usual pointwise product of functions, one has
‖c ⋆(q,0) g‖L2 = ‖g ⋆(q,0) c‖L2 ≤ ‖c‖∞‖g‖L2 ,
where ‖ · ‖∞ is the supremum norm. This entails that for c = cq ⊗ cp with
cq ∈ S (Rq) and cp ∈ S (Rp), the operators
Lc : g 7→ c ⋆(q,p) g, and Rc : g 7→ g ⋆(q,p) c, g ∈ L2(Rq+p),
are bounded operators whose operator norms are not greater than
1
(2πθ)p/2
‖cq‖∞‖cp‖L2 . Since each c ∈ S (Rq+p) can be approximated by a
sequence
∑N
j=1 cq,j ⊗ cp,j as N → ∞, so that for all of the Schwartz norms
‖ · ‖s there holds
∑∞
j=1 ‖cq,j ⊗ cp,j‖s < ∞, it follows that Lc and Rc are
bounded operators on L2(Rq+p) for all c ∈ S (Rq+p). Furthermore, we put
on record here the following hermiticity property of Lc and Rc.
Lemma 4.1 Let c ∈ S M⋆(q,p) and let ϕ,ψ ∈ L2(Rq+p). Then
(c ⋆(q,p) ϕ,ψ)L2 = (ϕ, c
∗ ⋆(q,p) ψ)L2 (33)
(ϕ ⋆(q,p) c, ψ)L2 = (ϕ,ψ ⋆(q,p) c
∗)L2 . (34)
Proof Consider first the case q = 0. Then
(c ⋆(q,p) ϕ,ψ)L2 =
1
(πθ)p
∫
c(w)ϕ(v)e−i(x−w)·M
−1(x−v)ψ(x)dpwdpvdpx,(35)
(ϕ, c∗ ⋆(q,p) ψ)L2 =
1
(πθ)p
∫
ϕ(x)c(y)ψ(z)ei(x−y)·M
−1(x−z)dpzdpydpx. (36)
Carrying out the substitution (w, v, x) 7→ (y, x, z), the right hand side of (35)
becomes
1
(πθ)p
∫
c(y)ϕ(x)e−i(z−y)·M
−1(z−x)ψ(z)dpydpxdpz. (37)
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Thus one can see that (37) coincides with (36) upon noticing that, using the
anti-symmetry of M−1,
(z − x) ·M−1(z − y) = −x ·M−1z + x ·M−1y − z ·M−1y
coincides with
(x− y) ·M−1(x− z) = −x ·M−1z + y ·M−1z − y ·M−1x.
This proves (33) in the case q = 0, and (34) is proved analogously. Then
we notice that (33) and (34) are obviously correct for p = 0. Therefore we
obtain, using the tensor product decomposition of ⋆(q,p) as in (30),(
ϕq ⊗ ϕp, (cq ⊗ cp)∗ ⋆(q,p) (ψq ⊗ ψp)
)
L2
=
(
ϕq ⊗ ϕp, (c∗q ⋆(q,0) ψq)⊗ (c∗p ⋆(0,p) ψp)
)
L2
=
(
(cq ⋆(q,0) ϕq)⊗ (cp ⋆(0,p) ϕp), ψq ⊗ ψp
)
L2
=
(
(cq ⊗ cp) ⋆(q,p) (ϕq ⊗ ϕp), ψq ⊗ ψp
)
L2
,
whenever cq ∈ S M⋆(q,0) , cp ∈ S M⋆(0,p) and ϕq, ψq ∈ L2(Rq), ϕp, ψp ∈ L2(Rp).
This implies (33). Relation (34) is proved analogously. 
5 The Dirac field on Moyal-deformed Minkowski
spacetime as a Lorentzian spectral geometry —
general discussion
We will now embark on a — rather informal — discussion on the setting
in which we wish to view the quantized Dirac field on Moyal-deformed
Minkowski spacetime.
Assume that n ≥ 2, n = 1 + s, and assume the restrictions on n made
before in (2). Let q+p = n where p is even. Let C∞(Rn,CN ), N = N(n) as
in (1), denote the space of smooth spinor fields on flat Minkowski spacetime
Rn = R1+s as introduced in section 2. We can introduce a scalar product
on the spinors given by
(ψ, η) =
∫
Rn
ψ¯A(x)δABη
B(x)dnx (38)
for ψ = (ψA)NA=1, η = (η
A)NA=1 in L
2(Rn) ⊗ CN . Let H = Hn denote the
Hilbert space of square-integrable spinors L2(Rn)⊗CN , carrying the scalar
product (38). Then S (Rn,CN ) ∼= S (Rn) ⊗ CN is a dense subspace of
H. The algebra S M⋆(q,p) can act from the left or the right on H; an explicit
representation of the left action is
(Lcψ)
A = c ⋆(q,p) ψ
A (39)
23
for ψ = (ψA)NA=1 in H. We denote by AM the represented algebra LSM⋆(q,p) .
Thus, we have a ∗-algebra of bounded linear operators, AM , acting on H,
(cf. last section), and if p 6= 0, then this algebra is non-commutative. Fur-
thermore, we have the usual Dirac operator D defined in (4), whereas we
set D = D0 for potential V = 0 here, acting on a dense domain in H; for
convenience, we shall take this domain to be C∞0 (R)⊗S (Rs)⊗ CN .
The said data AM ,H,D are reminiscent of the data of a spectral
triple in the spectral triple approach to non-commutative geometry by
Connes [12],[13], and in fact, this is how we would like to think of them.
There are, however, a few technical obstructions to doing so, since the orig-
inal spectral geometry approach generalizes compact Riemannian spin ge-
ometries, while in our case AM is a non-commutative deformation of an
algebra of functions over the non-compact Rn, and D is the Dirac operator
of a metric of Lorentzian signature. This means that a modified structure
needs to be provided in order to attain a spectral geometry generalization
of non-compact Lorentzian spin geometries of comparable strength as in
the compact, Riemannian case. This endeavour will be carried out else-
where [33], we report here only about some of the important ingredients in
a rather non-technical manner, and largely tailored to our Moyal spacetime
case at hand.
We begin by noting that structural elements in addition to AM ,H,D
are needed already in the Riemannian spectral geometry framework. What
is required is an anti-unitary involution C on H, playing the role of a charge
conjugation, and in our Moyal-setting, C will in fact be defined as in (3).
Additionally, one needs an operator γ on H which induces an orientation,
and in our Moyal-case at hand, γ = γ0γ1 · · · γs is the product of Dirac
matrices, acting on L2-spinors in H by matrix multiplication from the left.
Supposing for a moment (for the purpose of comparison) that
AM ,H,D,C,γ were describing a compact (non-commutative) Riemannian
spin geometry in the framework of spectral geometry — which actually is not
the case — then the just listed items would be required to fulfill important
structural properties, such as:
(i) AM is a unital pre-C∗-algebra
(ii) D is hermitean and elliptic, and (D − λ1l)−n is in a suitable Schatten
class for λ 6∈ spec D
(iii) a series of (anti-)commutation relations between AM ,D,C and γ
(iv) certain “regularity” conditions on AM and D (including domain con-
ditions)
(See [23] for a detailed exposition of the required properties.)
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Now in the present case, where AM ,H,D,C,γ actually derive from
Moyal-deformed Minkowski spacetime, several of these properties, in par-
ticular (i) and (ii), no longer hold, but need to be replaced by suitable
generalizations. We won’t discuss here the appropriateness of the general-
izations envisaged (see [33]), but only give a few indications of their nature.
AM is not a unital algebra, so one needs, as a further datum, a unitization
AM,I ⊃ AM , where AM,I is a unital pre-C∗-algebra. The work [20] con-
tains an extended discussion on the best choice of AM,I in the Riemannian
Moyal-algebra case (actually, for q = 0), and since this discussion concerns
mainly topological aspects of the non-commutative space as opposed to its
metric structure, the results of this apply here as well.
In [20], AM,I is constructed as follows. Let c be a C∞ function on
Rp which is bounded together with all of its derivatives. Then define the
operator (cf. (39))
Lc : ψ 7→ Lcψ
for all ψ ∈ H = L2(Rp) ⊗ CN . This is a bounded operator with respect
to the operator norm on L2(Rp) ⊗ CN . The ∗-algebra generated by these
operators is taken as AM,I . Note that
Lc1Lc2ψ = Lc1⋆(0,p)c2ψ
when c1 ⋆(0,p) c2 is defined, and likewise L
∗
c = Lc∗ . One can opt for this choice
of AM,I also in the case of ⋆(q,p).
Another modification is needed for (ii). Already in the non-compact
Riemannian case, (D−λ1l)−n is not compact for resolvent values λ of D, but
this can be remedied by requiring that a(D−λ1l)−n is in a suitable Schatten
class for a ∈ AM . However, in the Lorentzian case, D is not elliptic, and thus
a(D−λ1l)−n is non-compact. Moreover, D is not hermitean with respect to
the L2 scalar product.
A way to get around this difficulty is to introduce another element of
structure in the form of a further linear, bounded operator βupslope : H → H.
This operator carries the information of a “time-like” direction and thereby
encodes the Lorentzian metric signature; in our case, βupslope= γ0, acting as (ma-
trix) multiplication operator on the spinors. The characteristic properties
of βupslope, besides βupslope2 = 1 and suitable Clifford relations with C and γ, are
βupslopeD = D∗βupslope on the C∞-domain of D,
and that
〈D〉 =
√
1
2
(D∗D +DD∗)
is an elliptic operator so that a(〈D〉 − λ1l)−n is in a suitable Schatten class
for resolvent values λ of 〈D〉 and a ∈ AM . (The adjoint D∗ is defined with
respect to the scalar product of H.) Whence, the collection of objects
AM,I ⊃ AM ,H,D, βupslope, C,γ
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in combination with a list of relations and conditions that will be discussed
in detail in [33], can be viewed as a “Lorentzian spectral triple” (LOST),
i.e. the generalization of spectral geometry from Riemannian to Lorentzian
signature. As we have outlined, Moyal-deformed Minkowski spacetime can
be fit into this setting.
If one now contends that non-commutative Lorentzian spacetimes are
described in terms of LOSTs with data AM,I ⊃ AM ,H,D, βupslope, C,γ, one is
faced with the question as to what a quantum field theory on a LOST should
be, and how such quantum field theories can, on one hand, be constructed,
and on the other hand, be interpreted. A fairly immediate idea is this:
Since a Hilbert space H with a Dirac-operator D and a charge conjugation
C acting in it are part of the data describing a LOST, one may define the
Dirac field on a LOST as an abstract CAR algebra corresponding to these
data.
One must remember, however, that the Hilbert space H does not play
the role of the Hilbert space K (= KV , V = 0) in Proposition 2.1, describing
the space of equivalence classes of smooth, compactly supported elements
in L2(Rn) ⊗ CN modulo the kernel of the operator R = R+ − R− (where
R± are the advanced/retarded fundamental solutions of D). Nevertheless,
the Hilbert space structure of H = L2(Rn)⊗CN is used to obtain a Hilbert
space structure on the set of equivalence classes.
In the case of a general LOST, it is at present not clear how to char-
acterize advanced and retarded fundamental solutions of D. One of the
difficulties is caused by the circumstance that “advanced” and “retarded”
refer to localization properties which are notoriously difficult to capture in
non-commutative geometry. This notwithstanding let us, for the time being,
suppose that we have a LOST where advanced and retarded fundamental
solutions of D are given as quadratic forms on a suitable domain D con-
tained in the joint C∞-domain of D and D∗. Abusing notation, we will
denote these quadratic forms by
f, h 7→ (f,R±h), f, h ∈ D .
The fundamental solution property amounts to the condition
(D∗f,R±h) = (f, h) = (f,R±Dh) for all f, h ∈ D .
Guided by the example of the Dirac field on commutative Minkowski space-
time, one is led to the assumption that
(f, h)(R) = e
iδ
[
(βupslopef,R+h)− (βupslopef,R−h)]
defines, upon choice of a suitable phase δ, a scalar product on D/ ker(·, ·)(R) .
[At present it is not clear if such a property can actually be proved under
suitable additional “regularity” conditions on LOSTS, or if this is genuinely
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an extra assumption; but in our Moyal spacetime example in the next sec-
tion we will see that this property is fulfilled.] With this assumption, one
can define the Hilbert space K(R) as the completion of D/ ker(·, ·)(R) with
respect to (·, ·)(R) . Under these circumstances, the conjugation C on D
induces a conjugation C on K(R) via C[f ](R) = [Cf ](R). Thus, one has a
Hilbert space K(R) with a conjugation C on it. One can therefore define
the associated CAR-algebra F(K(R), C) in a manner completely analogous
to the example of the free Dirac field on Minkowski spacetime, cf. Section 2.
That is, F(K(R), C) is generated by B([f ](R)), f ∈ D , which are linear in
[f ](R), and subject to the relations
B([f ](R))
∗ = B(C[f ](R)),
{B([f ](R))∗, B([h](R))} = 2([f ](R), [h](R))(R)1l,
B([Df ](R)) = 0.
At this stage, one has constructed abstractly a quantum field theory on
a non- commutative geometry described by a LOST and some additional
structure. The quantum field theory was then essentially obtained by second
quantization. The question arises how such a quantum field theory should
be interpreted.
Regarding this point, let us specialize to the case that AM is the
Moyal- deformed algebra of functions on Minkowski spacetime, and H =
L2(Rn)⊗CN , D = C∞0 (R)⊗S (Rs)⊗CN , with the Dirac operator as in (5).
This means that H and D are the same as in the case of commutative,
“undeformed” Minkowski spacetime, just the domain D has changed, but
this does not lead to a significant modification. As will be explained in the
next section, there will again be uniquely determined advanced and retarded
fundamental solutions R± of D. The CAR-algebra F(K(R), C) one obtains
in this case coincides with F(K, C) defined in Section 2, except that K(R) is
larger than K owing to the fact that D is taken larger than it was in the
case of commutative spacetime. This difference would, however, disappear
in the vacuum representation of the Dirac field (defined with respect to the
time-translations) upon passing to von Neumann algebras in that represen-
tation. Thus, the von Neumann algebras of the CAR- algebras of the Dirac
field, in vacuum representation, constructed either for classical Minkowski
spacetime, or for Moyal-Minkowski spacetime, both coincide.
It is therefore worth contemplating if the sketched way of “abstract”
quantization of the LOST corresponding to Moyal-deformed Minkowski
spacetime leads to anything different from the usual quantized Dirac field on
usual Minkowski spacetime. We argue that this is indeed the case. One must
remember that, in operational terms, a quantum field theory — on a classi-
cal spacetime — is described by an assignment of observables to spacetime
regions and that the physical content of the theory lies mainly in the local-
ization properties of the observables (and their algebraic relations) relative
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to each other, see [26], [27] and discussion further below. We must, in the
case of Moyal-Minkowski spacetime, specify the observables of the quan-
tum field theory we have defined, and study their localization properties
in connection with the algebraic structure of the Moyal-Minkowski-algebra
AM .
In the vacuum representation (Hvac, πvac,Ωvac) of F(K0, C), we have de-
fined the field operators
ψ(f) = πvac(Ψ0(f)) , f ∈ C∞0 (Rn,CN ) .
These operators do not correspond directly to observable quantities since
they fulfill anticommutativity upon spacelike separation of the test-spinors
f . Therefore, one needs to build operators corresponding to observables from
the ψ(f). A common choice is to take operators of the form ψ(f1)
∗ψ(f2)
as building blocks for observables. Then ψ(f1)
∗ψ(f2) commutes with
ψ(h1)
∗ψ(h2) if the supports of f1 and f2 are spacelike separated from the
supports of h1 and h2.
Certain operators arising as limits of linear combinations of such op-
erators have interesting properties. Among them is the Wick-product
: ψ+ψ : (c) which is indexed by scalar testing functions c ∈ C∞0 (Rn,R). One
may define : ψ+ψ : (c) as follows. Take two finite families of spinors, eµ and
ηµ (µ = 1, . . . , L) in C
N , with the property that
∑L
µ=1 e
A
µη
B
µ =
1
4γ0
AB (the
matrix entries of γ0). Then define, for q1 and q2 in C
∞
0 (R
n,R), the operator
ψ+ψ(q1 ⊗ q2) =
L∑
µ=1
ψ(q1eµ)
∗ψ(q2ηµ) .
The map q1⊗q2 7→ ψ+ψ(q1⊗q2) defines a real-linear operator-valued distri-
bution and thus extends to C∞0 (R
n×Rn,R). Let jǫ be a family of real-valued
functions in C∞0 (R
n) approaching the δ-measure peaked at 0 for ǫ→ 0, and
set, for q1, q2 ∈ C∞0 (Rn,R),
Fǫ(x, y) = q1(x)q2(y)jǫ(x− y) (x, y ∈ Rn) .
Moreover, denote by W ⊂ Hvac the dense subspace generated by PΩvac
where P ranges over all polynomials in the ψ(f) with f ∈ C∞0 (Rn,CN )
(including the case that P has degree zero, i.e. P is a multiple of 1l). With
these conventions, we define
: ψ+ψ : (c)χ = lim
ǫ→0
ψ+ψ(Fǫ)χ− (Ωvac,ψ+ψ(Fǫ)Ωvac)χ
for all χ ∈ W and c(x) = q1(x)q2(x) (x ∈ Rn). It turns out (see Sec. 7
and Appendix A) that : ψ+ψ : (c) is an essentially selfadjoint operator on
W which furthermore turns out to be independent of the choices made for
eµ and ηµ (µ = 1, . . . , L). The : ψ
+ψ : (c) are local operators in the sense
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that : ψ+ψ : (c1) commutes with : ψ
+ψ : (c2) if the supports of c1 and c2
are spacelike separated. For c ≥ 0, : ψ+ψ : (c) can be interpreted as the
observable of (squared) field strength density weighted with the function c.
An interesting property of : ψ+ψ : (c), proven in Appendix A, is
[: ψ+ψ : (c),ψ(f)] = −iψ(cR0f) (40)
for all c ∈ C∞0 (Rn) and all f ∈ C∞0 (R)⊗S (Rs)⊗ CN . On the other hand,
we will also show in Sec. 8 that, identifying c with the scalar potential in
the discussion of potential scattering in Sec. 6, there holds
d
dλ
∣∣∣∣
λ=0
πvac(βλc(Ψ0(f))) =
d
dλ
∣∣∣∣
λ=0
Sλcψ(f)S
−1
λc = ψ(cR0f) (41)
for all c ∈ C∞0 (Rn) and f ∈ C∞0 (Rn,CN ).
In view of (40) and (41), the observables : ψ∗ψ : (c) are identified as
−i ddλ
∣∣
λ=0
Sλc where Sc is the scattering matrix corresponding to the local-
ized scattering potential c. This connection between localized observables
and the derivative of the scattering matrix of a localized interaction with
respect to the interaction strength is, of course, long known, especially in
the context of perturbative interacting quantum field theory, and often goes
by the name “Bogoliubov’s formula” [6].
We now wish to point out that one can obtain in a similar manner observ-
ables for the quantized Dirac field on Moyal-deformed Minkowski spacetime
employing Bogoliubov’s formula. The precise mathematical discussion of the
considerations we present here will be given in the next section. In the case of
the Dirac field on usual Minkowski spacetime, the scattering matrix SV ≡ Sc
was constructed for the Dirac operator DV = D + V where the potential
term was V f = cf , cf meaning the usual pointwise (and component-wise)
multiplication of a scalar function c with a spinor-field f . We should now re-
call that classical Minkowski spacetime is also described by the structure of a
LOST. The data for the LOST corresponding to classical Minkowski space-
time coincide with the data for the LOST of Moyal-Minkowski spacetime,
except that instead of the non-commutative algebra AM = SM⋆(q,p) we have
the commutative algebra AMin = C∞0 (Rn) of scalar functions on spacetime.
The map c 7→ cϕ, ϕ ∈ H = L2(Rn,CN ) produces a faithful representation
of AMin on the Hilbert-space of square-integrable spinor fields. For the case
of Moyal-Minkowski spacetime, one can regard the potential term V in a
similar light, and define, for ϕ ∈ H, for instance
V ϕ = Lcϕ+ Rcϕ = c ⋆ ϕ+ ϕ ⋆ c (42)
with real-valued c in AM = S M⋆(q,p) . In the next section we will show that in
the case q = 1, p = 2l > 0, i.e. when the Moyal-deformed Minkowski space-
time has no non- trivial commutation relations between time- and space-
coordinates, there is a Bogoliubov-transformation βMV on the CAR-algebra
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F(K = K(R0), C) describing scattering by the non-commutative potential V
given in (42). (This needs mild further assumptions on c, see Sec. 6 for
details.) Furthermore, we will show that this scattering transformation is
unitarily implementable in the vacuum-representation (Hvac, πvac,Ωvac), so
that there is a unitary operator SMV with
SMV π
vac(Ψ0(f))(S
M
V )
−1 = πvac(βMV (Ψ0(f)))
for all f ∈ C∞0 (R) ⊗ S (Rs) ⊗ CN . Consequently, one can formally define
the derivative
Φ(c) = −i d
dλ
∣∣∣∣
λ=0
SMλV (43)
which, following the ideas underlying Bogoliubov’s formula alluded to just
before, would correspond to an observable quantity. In Sec. 7 we will in fact
show that
d
dλ
∣∣∣∣
λ=0
SMλVψ(f)S
M
λV
−1 = [iΦ(c),ψ(f)] = ψ(V R0f) (44)
for all f ∈ C∞0 (R)⊗S (Rs)⊗CN with an essentially selfadjoint operator Φ(c)
on W. One may therefore identify Φ(c) with the derivative −i ddλ
∣∣
λ=0
SMλV ,
in the sense that (44) holds.
In the case of usual Minkowski spacetime, the assignment c 7→: ψ+ψ :
(c), where c is a scalar C∞0 test-function on spacetime, has the typical prop-
erties of an observable quantum field of Wightman type [39]. The support
of the test-function c limits the localization of the observable : ψ+ψ : (c),
which is reflected by the relations (40) and (41) and the fact that the changes
of states which βλc induces are localized in the support of c. In the alge-
braic approach to quantum field theory [26, 27], one therefore considers
the ∗-algebras R(O) generated by all observable quantum field operators
: ψ+ψ : (c) where the support of c is contained in the spacetime region O.1
Then one obtains an assignment O 7→ R(O) of spacetime regions to operator
algebras with the two characteristic properties of
Isotony: O1 ⊂ O2 ⇒ R(O1) ⊂ R(O2)
Locality: O1 ⊥ O2 ⇒ [F1, F2] = 0 for Fj ∈ R(Oj) (j = 1, 2)
where O1 ⊥ O2 means that the spacetime regions are causally separated,
i.e. there is no causal curve joining them.
1Two things should be noted here. (1) Actually, R(O) would have to be defined
as algebraically generated by all observable quantum field operators smeared with test-
functions supported in O; we use : ψ+ψ : as a placeholder for any observable quantum
field at this point. (2) In the algebraic approach to quantum field theory it is customary
to define R(O) as algebraically generated by the bounded functions of quantum field
operators smeared with test-functions supported in O; here, our R(O) are algebras of
unbounded operators.
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According to the algebraic approach to quantum field theory, a quan-
tum field theoretical model is basically characterized by a map O 7→ R(O)
with these properties (see [27, 26, 37]), describing especially the localization
of observables of the quantum system under consideration on a “classical”
spacetime with commutative coordinate functions. Let us now discuss some,
however vague, ideas how this may be generalized to quantum field theo-
ries on non-commutative spacetimes, where again we stay at the level of
the Dirac field on Moyal-Minkowski spacetime. The scattering by a non-
commutative potential furnishes the assignment c 7→ Φ(c) of (43). We inter-
pret Φ(c) as an observable, and hence we have an assignment of elements c
in the non-commutative algebra AM to (unbounded) operators in Hvac. The
c now carries the information about the spacetime localization of Φ(c), but
due to the non-commutativity of AM , this is subject to uncertainties. In par-
ticular, in general Φ(c1) and Φ(c2) won’t commute anymore if the supports
of c1 and c2, viewed as test-functions, are causally separated. Therefore,
if one defines the algebras RM (O) as being generated by the Φ(c) where c
has support in O, then the assignment O 7→ RM (O) is clearly different from
O 7→ R(O) as defined above for usual Minkowski spacetime, and thus we see
that we derive indeed a different system of observables from the scattering
morphisms via Bogoliubov’s formula in the non-commutative case, without
an obvious locality structure.
Nevertheless, one may attempt to mimic the algebraic approach to quan-
tum field theory in a generalized form, upon forming algebras of observables
RM (P) labelled by subsets P of AM , understanding that RM (P) be gen-
erated by the Φ(c) with c ∈ P. It is not clear at this stage what structure
these subsets should have, e.g. if they should be subalgebras of AM . In
comparison to the classical case, what seems to be required is a partial or-
dering on the collection of chosen P, and a concept of causal separation
[37]. An idea could be to choose the P as sets of (approximate) projections,
inspired by the situation on classical spacetime, where a subset O may be
identified with its characteristic function, which is a projection in the com-
mutative algebra of coordinate functions. The ordering relation may then
be taken as operator ordering. It is more difficult to capture the concept
of causal separation. In the case of classical Minkowski spacetime, the sup-
ports of two C∞0 test-functions c1 and c2 are causally separated if and only
if i〈c1f,Rmc2h〉 = 0 for all spinor fields f and h, where Rm is the causal
propagator for the Dirac equation for any mass term m (corresponding to
RV for V = m, cf. eqn. (8)). By assumption, the causal propagator is avail-
able in our non-commutative setup as the quadratic form ( . , . )(R) on the
domain D ⊂ H, and thus one may characterize the causal disjointness of
two subsets P1 and P2 of AM with the help of this quadratic form for any
mass term. Ideally, one might want to define P1 ⊥ P2 to be equivalent to
(c1f, c2h)(R) = 0 for all cj ∈ Pj and all f, h ∈ D , provided this is compatible
with the ordering relation. If that cannot be had, the second best option
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would be to define P1 ⊥ P2 as meaning that (c1 . , c2 . )(R) is, in a suitable
sense, “small” compared to ( . , . )(R) — a sort of “infinitesimal” quantity in
the sense of spectral geometry.
Supposing that suitable forms of a partial ordering relation P1 ≤ P2
and a causal separation relation P1 ⊥ P2 have been found for suitably
chosen subsets P of AM , it seems well possible that the generalized version
of a quantum field theory on non-commutative spacetime in the operator
algebraic setting may take the shape of an assignment P 7→ RM (P), where
the RM (P) are operator algebras, subject to the relations of
Isotony: P1 ≤ P2 ⇒ RM (P1) ⊂ RM (P2)
Locality: P1 ⊥ P2 ⇒ [F1, F2] = 0 for Fj ∈ RM (Pj) (j = 1, 2) .
Actually, it could happen that the condition of locality ought to be relaxed
requiring only that [F1, F2] is in a suitable sense “small” compared to F1 and
F2 if P1 ⊥ P2, similar in spirit to the possibly generalized condition of causal
separation. Admittedly, this is at present all speculation, and a careful
study of examples is required before a clear picture of the basic structure
of quantum field theory on (Lorentzian) non-commutative spacetime will
emerge.
6 The Dirac field on Moyal-deformed Minkowski
spacetime – the model
Now our intention is to follow the lines of Section 2 under the modifications
of using n = 1+s = q+p dimensional Moyal-deformed Minkowski spacetime
and a suitable different potential term for the Dirac operator.
The spacetime of interest (with dimension n = 1 + s = q + p) will be
described as in section 4, with the exception that we restrict ourselves to
Moyal matrices M of the more specialized form
M =
 0 · · · 0... M(q+p−1)×(q+p−1)
0

(q+p)×(q+p)
(45)
i.e. the first row and the first column shall vanish.
Nothing is changed (cf. Section 2) in the manner of how we define the al-
gebra of Dirac matrices (γ0, γ1, . . . , γs) and the charge conjugation C. Again
the Dirac operator (m > 0 constant) acting on C∞0 (R)⊗S (Rs)⊗CN is de-
noted by
DV = (−i∂upslope+m) + V.
But now the “potential term” operator V acting on f ∈ C∞0 (R)⊗S (Rs)⊗CN
is not just the multiplication operator multiplying f with a scalar function,
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but one of the following operators:
(i) (V f)A(x) = (V(i)f)
A(x) = (c ⋆(q,p) f
A)(x) + (fA ⋆(q,p) c)(x) (46)
(ii) (V f)A(x) = (V(ii)f)
A(x) = (c ⋆(q,p) f
A ⋆(q,p) c)(x), (47)
where c ∈ C∞0 (R,R)⊗S (Rs,R) is a function of the form
c(x) = a(t)b(x), (48)
with a ∈ C∞0 (R,R), b ∈ S (Rs,R), t = x0, x = (x1, . . . , xs). We aim at
presenting an analogue of Proposition 2.1 for the potential operators V =
V(i) or V = V(ii) which describe “scattering by a time-dependent, spatially
non-commutative potential”.
It is useful, at this point, to consider first the Cauchy-data version of the
dynamical problem. As in (16), we have the free Hamiltonian
(H0f)(x) =
(
iγ0γk
∂
∂xk
+ γ0m
)
f(x) (49)
and the Hamiltonian with time-dependent interaction term,
(HV (t)f)(x) =
(
iγ0γk
∂
∂xk
+ γ0m+ γ0V (t)
)
f(x), (50)
acting on f ∈ S (Rs)⊗ CN . Here V (t) stands for the operators
V(i)(t) : f 7→ V(i)(t)f, f ∈ S (Rs)⊗ CN , (51)
(V(i)(t)f)
A(x) = a(t)(b ⋆(q−1,p) f
A(x) + fA ⋆(q−1,p) b(x)) (52)
or
V(ii)(t) : f 7→ V(ii)(t)f, f ∈ S (Rs)⊗ CN ,
(V(ii)(t)f)
A(x) = a(t)2(b ⋆(q−1,p) f
A ⋆(q−1,p) b(x)). (53)
By the assumptions made on a and b above, V (t) = V(i)(t) and V (t) = V(ii)(t)
are bounded operators on L2(Rs,CN ). As in the case of a scalar potential,
we have again that CHV (t) = −HV (t)C, which is a consequence of the easily
checked equation
CRc = LcC, (54)
obviously in the case of V(i) and under additional usage of the associativity
of the Moyal product in the case of V(ii). And HV (t) is a symmetric (in
fact essentially selfadjoint) operator on S (Rs,CN ) ⊂ L2(Rs,CN ). As in the
case considered before in Section 2, a smooth function ϕ ∈ C∞(Rs,CN ) is
a solution of
DV ϕ = 0 (55)
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if and only if
1
i
d
dt
Ptϕ = HV (t)Ptϕ.
with
Ptϕ = ϕ|Σt .
Establishing existence and uniqueness of the Cauchy problem for the Dirac
equation (55) is therefore equivalent to proving existence and uniqueness of
solutions for the initial value problem
1
i
d
dt
vt = HV (t)vt, vt|t=0 = w.
This will be our next auxiliary result.
Proposition 6.1 (a) There is a unique family of unitaries T
(V )
t,t′ on
L2(Rs,CN ), strongly continuous in t and t′, so that
T
(V )
t,t′ ◦ T (V )t′,s = T (V )t,s , T (V )t,t = 1l (56)
and
1
i
d
dt
T
(V )
t,0 w = HV (t)w (57)
for all w ∈ L2(Rs,CN ). Moreover, T (V )t,t′ maps S (Rs,CN ) into itself.
(b) Given w ∈ S (Rs,CN ), the map
(t, t′, x) 7→ T (V )t,t′ w(x) ∈ CN ((t, t′, x) ∈ R× R× Rs)
is jointly C∞ in all variables.
(c) The Cauchy-problem for the Dirac-equation DV ϕ = 0 with the po-
tential term V = V(i) or V = V(ii) is well-posed in the following
sense. For any given w ∈ S (Rs,CN ) and t′ ∈ R there is a unique
ϕ ∈ C∞(R)⊗S (Rs)⊗ CN such that DV ϕ = 0 and
Pt′ϕ = w .
Proof Part (a). We shall work in the interaction picture, i.e. we obtain
T
(V )
t,t′ as
T
(V )
t,t′ = e
itH0 T˜
(V )
t,t′ e
−it′H0 , (58)
where T˜
(V )
t,t′ is the Dyson series for
U˜(t) = eitH0γ0V (t)e−itH0 ,
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meaning that
T˜
(V )
t,t′ =
∞∑
n=0
T˜ (V )n (t, t
′),
where T˜
(V )
n (t, t′) is iteratively defined by
T˜
(V )
0 (t, t
′) = 1l, T˜ (V )n (t, t
′) =
1
i
∫ t
t′
U˜(r)T˜
(V )
n−1(r, t
′)dr.
Since the operators V (t) and γ0V (t) are bounded operators (with uniform
bound in t) on L2(Rs,CN ), and H0 is essentially selfadjoint, one can rely
on Theorem X.69 in [35] to see that T
(V )
t,t′ is a family of unitaries with the
required properties, provided that T
(V )
t,t′ maps S (R
s,CN ) into itself. To
show this, we note that (cf. [42], Theorem 1.2 and Appendix 1.D)
(eitH0f)(x)
=
∫
eik·x
(
cos (|Ĥ(k)|t)− (γ0γkpk + iγ0m)sin (|Ĥ(k)|t)|Ĥ(k)|
)
fˆ(p)
dsp
(2π)s
,
where fˆ is the Fourier transform of f , p = (p1, . . . , ps) ∈ Rs, and
|Ĥ(k)| = √|k|2 +m2. This shows that eitH0f is in S (Rs,CN ) (t ∈ R)
for f ∈ S (Rs,CN ) and that, moreover, eitH0f is C∞ in t with respect to
the S -topology. In the next step, we note that
T˜ (V )n (t
′′, t′) =
(
1
i
)n ∫ t′′
t′
∫ tn
t′
· · ·
∫ t2
t′
U˜(tn) · · · U˜(t1)dt1 · · · dtn.
We set
vf = v(i)f = γ
0(b ⋆(q−1,p) f + f ⋆(q−1,p) b), V = V(i) (59)
vf = v(ii)f = γ
0(b ⋆(q−1,p) f ⋆(q−1,p) b), V = V(ii). (60)
Then V (t)f = a(t)vf , and
T˜ (V )n (t
′′, t′)f =
(
1
i
)n ∫ t′′
t′
∫ tn
t′
· · ·
∫ t2
t′
a(tn) · · · a(t1)f (n)(t(n))dt1 · · · dtn,
where
f (n)(t(n)) = eitnH0vei(tn−1−tn)H0v · · · ei(t1−t2)H0ve−it1H0f.
This implies that, given any pair of multi-indices α, β ∈ Ns0, we obtain an
estimate of the form2∥∥∥xαDβT˜ (V )n (t′′, t′)f∥∥∥
L2
≤ Ca(t
′′, t′)2n
n!
max
tj∈[t′′,t′]
∥∥∥xαDβf (n)(t(n))∥∥∥
L2
(61)
2For the remainder of this proof, Dβ = (−i∂/∂x1)β1 · · · (−i∂/∂xs)βs ; here, D is not to
be confused with the Dirac operator.
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with the constant
Ca(t
′′, t′) = max
t∈R
|a(t)||t′′ − t′|.
Now we will show that there is a constant Cb,α,β(t
′′, t′) and a constant
m(α, β) such that
max
tj∈[t′′,t′]
∥∥∥xαDβf (n)(t(n))∥∥∥
L2
≤ Cb,α,β(t′′, t′)n sup
|γ|≤2m(α,β)
‖Dγf‖L2 . (62)
The proof will be given by induction on n, and we will only treat the case
v = v(i) (corresponding to V = V(i)) as the other case v = v(ii) is completely
analogous. The inductive proof will only be needed for the special case
xα = 1 (i.e. all αj = 0) which makes it more transparent, and the result will
be used in the proof of the general case. Let β ∈ Ns0 be a multi-index and
define B|β| = sup|γ|≤|β| ‖Dγb‖L2 . We want to prove by induction that there
is a constant F > 0 with∥∥∥Dβf (n)(t(n))∥∥∥
L2
≤ 2n · 2|β|nFnBn|β| sup
|γ|≤|β|
‖Dγf‖L2 . (63)
Let us show that this is correct for n = 1:
f (1)(t1) = e
it1H0ve−it1H0f
= eit1H0γ0
(
b ⋆(q−1,p) (e
−it1H0f) + (e−it1H0f) ⋆(q−1,p) b
)
.
The Leibniz rule for coordinate derivatives applies with respect to the Moyal
product ⋆ = ⋆(q−1,p):
∂
∂xj
(h ⋆ g) =
(
∂
∂xj
h
)
⋆ g + h ⋆
(
∂
∂xj
g
)
, h, g ∈ S (Rs). (64)
Since the coordinate derivatives ∂
∂xj
commute with eitH0 , we hence obtain
Dβf (1)(t1) =
2|β|∑
k=1
eit1H0γ0
(
(Dβ
′(k)b) ⋆ (Dβ
′′(k)e−it1H0f)
+(Dβ
′(k)e−it1H0f) ⋆ (Dβ
′′(k)b)
)
, (65)
where β′(k) and β′′(k) are suitable multi-indices3 with β′j(k) + β
′′
j (k) = βj .
Using the fact that ‖h ⋆ g‖L2 ≤ F‖h‖L2‖g‖L2 for h, g ∈ S (Rs), with F =
(2πθ)−p/2, one deduces∥∥∥Dβf (1)(t1)∥∥∥
L2
≤ 2 · 2|β|FB|β| sup
|γ|≤|β|
‖Dγf‖L2 . (66)
3The case β′(k1) = β
′(k2) and β
′′(k1) = β
′′(k2) for some k1 6= k2 typically occurs in
our sum decomposition of multiple derivatives of a product. Usually, this is written as a
sum over fewer terms, occurring with a multiplicity expressed by binomial coefficients.
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In order to conclude that the validity of (63) for some n ∈ N implies the
relation (63) with n+ 1 in place of n, we note that
f (n+1)(t(n+1)) = eitn+1H0ve−itn+1H0f (n)(t(n))
= eitn+1H0γ0
(
b ⋆ (e−itn+1H0f (n)(t(n)))
+(e−itn+1H0f (n)(t(n))) ⋆ b
)
.
Hence, relation (65) continues to hold under the simultaneous replacements
f (1)(t1) 7→ f (n+1)(t(n+1)), e±it1H0 7→ e±itn+1H0 and f 7→ f (n)(t(n)). There-
fore, (66) also holds when making these replacements, leading to the estimate∥∥∥Dβf (n+1)(t(n+1))∥∥∥
L2
≤ 2 · 2|β|FB|β| sup
|γ|≤|β|
‖Dγf (n)(t(n))‖L2
≤ 2n+1 · 2|β|(n+1)Fn+1Bn+1|β| sup
|γ|≤|β|
‖Dγf‖L2 ,
where the induction hypothesis (63) was used in the second inequality. This
proves by induction that (63) holds for all n ∈ N.
Turning to the general case, the first observation is that, given multi-
indices α, β ∈ Ns0 and a finite real interval [t′′, t′], there are constants
Γαβ(t
′′, t′) > 0 and m(α, β) > 0 such that∥∥∥xαDβeitH0ψ∥∥∥
L2
≤ Γαβ(t′′, t′)
∑
|ρ|,|δ|≤m(α,β)
‖xρDδψ‖L2
holds for all ψ ∈ S (Rs,CN ) and all t ∈ [t′′, t′], where ρ, δ are multi-indices.
The second observation is that the action of multiplication by a coordinate
function xj on a Moyal product can be decomposed as follows (cf. [21]):
There are numbers ε(j) which may take the values 0, 1 or −1, and for each
coordinate xj there is a coordinate xι(j), such that
xj(h ⋆ g) = h ⋆ (xjg) +
iε(j)θ
2
∂h
∂xι(j)
⋆ g
= (xjh) ⋆ g − iε(j)θ
2
h ⋆
∂g
∂xι(j)
(67)
for all h, g ∈ S (Rs). Now we define:
Mα,β = sup
|γ|,|σ|≤m(α,β)
‖xγDσb‖L2
Cb,α,β(t
′′, t′) = 2 · 22m(α,β)FΓαβ(t′′, t′)m(α, β)2Mα,β
(
1 +
|θ|
2
)m(α,β)
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and we will show that (62) holds with these definitions for all n ∈ N. It
holds that∥∥∥xαDβf (n+1)(t(n+1))∥∥∥
L2
=
∥∥∥xαDβeitn+1H0ve−itn+1H0f (n)(t(n))∥∥∥
L2
≤ Γαβ(t′′, t′)
∑
|ρ|,|δ|≤m(α,β)
‖xρDδve−itn+1H0f (n)(t(n))‖L2 (68)
for all tn+1 ∈ [t′′, t′] and all n ∈ N0 (with f (0)(t(0)) = f). Now we use (64)
and (67) to conclude that we can write
xρDδve−itn+1H0f (n)(t(n))
=
2|ρ|∑
l=1
2|δ|∑
k=1
(
µ(l, k)γ0
(
Dρ
′(l)Dδ
′(k)e−itn+1H0f (n)(t(n))
)
⋆
(
xρ
′′(l)Dδ
′′(k)b
)
+ν(l, k)γ0
(
xρ
′(l)Dδ
′(k)b
)
⋆
(
Dρ
′′(l)Dδ
′′(k)e−itn+1H0f (n)(t(n))
))
, (69)
where µ(l, k), ν(l, k) are complex numbers and ρ′(l), ρ′′(l), δ′(k), δ′′(k) are
suitable multi-indices, where δ′j(k) + δ
′′
j (k) = δj ; |ρ′(l)|, |ρ′′(l)| ≤ |ρ|, and
|µ(l, k)|, |ν(l, k)| ≤
(
1 + |θ|2
)|ρ|
. Thus we obtain for the sum on the right
hand side of (69) the L2-norm bound
2 · 2|ρ| · 2|δ|
(
1 +
|θ|
2
)|ρ|
F sup
|γ|≤|ρ|, |σ|≤|δ|
‖xγDσb‖L2 · sup
|γ|≤|ρ|+|δ|
‖Dγf‖L2 ,
using (63) again; inserting this into (68) yields∥∥∥xαDβf (n+1)(t(n+1))∥∥∥
L2
≤ Γαβ(t′′, t′)m(α, β)2 · 2 · 22m(α,β)
(
1 +
|θ|
2
)m(α,β)
F
· sup
|γ|,|σ|≤m(α,β)
‖xγDσb‖L2 · sup
|γ|≤2m(α,β)
‖Dγf‖L2
≤ Cb,α,β(t′′, t′)n+1 sup
|γ|≤2m(α,β)
‖Dγf‖L2
with the above definitions. This proves that (62) holds for all n ∈ N.
In combination with (61), we have thus proved that for each given f ∈
S (Rs,CN ), the Dyson series
∑∞
n=0 T˜
(V )
n (t′′, t′)f converges in all Schwartz
norms and thus yields again an element in S (Rs,CN ). Therefore, T
(V )
t,t′ also
maps S (Rs,CN ) into itself and thence has (as mentioned, by Thm. X.69 in
[35]) the properties claimed in statement (a) of the Lemma.
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Part (b). The arguments showing the claimed property are quite standard
in view of the estimates given to establish part (a), so we will mainly sketch
them. Let µ be any C-valued C∞0 -function on R × R and denote by Y the
function
(t, t′, x) 7→ µ(t, t′)T (V )t,t′ w(x) ≡ Y (t, t′, x) .
Since (t, t′) 7→ T (V )t,t′ w ∈ L2(Rs,CN ) is continuous, Y is in L2(R × R ×
Rs,CN ). Thus we need only show that, if ∆s+2 denotes the Laplacian in
s+2 dimensions, (1−∆s+2)JY is again in L2(R×R×Rs,CN ) for all J ∈ N;
the claimed statement on smoothness then follows by Sobolev’s Lemma (cf.
Thm. IX.24 in [35]). In turn, the required property follows from the fact
that T
(V )
t,t′ maps S (R
s,RN ) into itself and that, as established in the proof
of (a) or following immediately thereof,
(i)
∂
∂t
T
(V )
t,t′ w = iHV (t)T
(V )
t,t′ w ,
∂
∂t′
T
(V )
t,t′ w = −iT (V )t,t′ HV (t′)w ,
(ii) xαDβHV (t)x
α′Dβ
′
is a continuous operator on
S (Rs,CN ) uniformly in t ranging over compact intervals.
Part (c). It follows form parts (a) and (b) that there exits for any given
Cauchy-datum w ∈ S (Rs,CN ) a solution ϕ ∈ C∞(R) ⊗ S (Rs) ⊗ CN of
DV ϕ = 0 with Pt′ϕ = w.
Recalling the definition
(v,w)D =
∫
Rs
δABv
A(x)wb(x) dsx
for v,w ∈ L2(Rs,CN ), one finds
d
dt
(Ptϕ,Ptψ)D = (iHV (t)Ptϕ,Ptψ)D + (Ptϕ, iHV (t)Ptψ)D = 0
for all ϕ,ψ ∈ C∞(R) ⊗ S (Rs) ⊗ CN which are solutions of the equations
DV ϕ = 0 and DV ψ = 0. Hence, in particular, if for two solutions ϕ und
ψ there holds (Pt′(ϕ− ψ), Pt′ (ϕ− ψ))D = 0 for some real t′, then it follows
that (Pt(ϕ− ψ), Pt(ϕ− ψ))D = 0 for all real t. This shows that, if ϕ and ψ
have the same Cauchy-datum on some Cauchy-hyperplane Σt′ , then actually
ϕ = ψ. ✷
On C∞0 (R)⊗S (Rs)⊗CN we can introduce the sesquilinear form
〈f, h〉 =
∫
Rn
γ0AB(f¯
B ⋆(q,p) h
A)(x)dnx
=
∫
Rn
γ0AB f¯
B(x)hA(x)dnx,
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where the last equality follows from the tracial property of the Moyal product
for q = 0 (Lemma 2.1 (v) in [20]) and its obvious generalization to arbitrary
(q, p) due to the trivial case p = 0 and the tensor product structure (31).
Therefore we still have
〈Cf,Ch〉 = −〈h, f〉 (f, h ∈ C∞0 (R)⊗S (Rs)⊗ CN ).
We recall the definitions Σt = {x = (x0, x1, . . . , xs) ∈ Rn : x0 = t}, Dt =
L2(Σt,C
N ),
(v,w)D =
∫
Σt
δAB(v¯
A ⋆(q,p) w
B)(x)dsx
=
∫
Σt
v¯A(x)δABw
B(x)dsx (v,w ∈ Dt).
and the property (Cv,Cw)D = (w, v)D of a conjugation C induced on each
Dt by the charge conjugation C (same symbol).
For a subset G of n dimensional Moyal-deformed Minkowski spacetime
the sets J±(G) and the notion of hyperbolicity are defined in exactly the
same way as in section 2.
Now we transfer the results collected in Proposition 2.1 to our new set-
ting. For this purpose the following definition is needed.
Definition 6.2 Let K be a non-empty subset of Rn. Then let
κ−(K) = inf{x0 : x = (x0, x) ∈ K} , κ+(K) = sup{x0 : x = (x0, x) ∈ K} ,
and define
T +(K) = {(x0, x) ∈ Rn : x0 ≥ κ−(K)} ,
T −(K) = {(x0, x) ∈ Rn : x0 ≤ κ+(K)} .
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Figure 1: Sketch of the regions T ±(K)
Proposition 6.3
(a) 〈DV f, h〉 = 〈f,DV h〉 (f, h ∈ C∞0 (R)⊗S (Rs)⊗ CN )
(b) There is a unique pair of continuous linear maps
R±V : C
∞
0 (R)⊗S (Rs)⊗CN → C∞(R)⊗S (Rs)⊗ CN
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having the properties
DVR
±
V f = f = R
±
VDV f and
suppR±V f ⊂ T ±(supp f) (f ∈ C∞0 (R)⊗S (Rs)⊗ CN).
(c) CR±V = R
±
V C
(d) Writing RV = R
+
V −R−V , the form
(f, h)V = 〈f, iRV h〉
is a sesquilinear form on C∞0 (R)⊗S (Rs)⊗CN , and C is a conjugation
for this form:
(Cf,Ch)V = (h, f)V = (f, h)V (f, h ∈ C∞0 (R)⊗S (Rs)⊗CN ).
(e) For each t ∈ R it holds that
(f, h)V = (PtRV f, PtRV h)D, (f, h ∈ C∞0 (R)⊗S (Rs)⊗ CN ),
where Pt : C
∞(R)⊗S (Rs)⊗ CN → S (Σt,CN ) is the map given by
Pt : ϕ 7→ ϕ(t, ·)
for ϕ : (x0, x) 7→ ϕ(x0, x) in C∞(R)⊗S (Rs)⊗ CN , x = (x1, . . . , xs).
Hence, (·, ·)V is positive-semidefinite on C∞0 (R)⊗S (Rs)⊗ CN .
(f) Let EV be the subspace of all f ∈ C∞0 (R) ⊗ S (Rs) ⊗ CN so that
(f, f)V = 0, and let KV be the Hilbert space arising as completion of
(C∞0 (R)⊗S (Rs)⊗CN)/EV with respect to the scalar product induced
by (·, ·)V (which will be denoted by the same symbol). The quotient
map C∞0 (R) ⊗ S (Rs) ⊗ CN → (C∞0 (R) ⊗ S (Rs) ⊗ CN )/EV will be
written
f 7→ [f ]V .
Then for each t ∈ R, the map
QV,t : [f ]V 7→ PtRV f
extends to a unitary map from KV onto Dt.
(g) Let G be an open time-slice of n dimensional Moyal-deformed
Minkowski spacetime, i.e. G = {(x0, x1, . . . , xs) : λ1 < x0 < λ2}
for some real numbers (or infinite) λ1 < λ2, and suppose that V1 and
V2 are potentials of the form described by (46), (48), and that V1 = V2
on G. Then
R±V1f = R
±
V2
f on G for all f ∈ C∞0 ((λ1, λ2))⊗S (Rs)⊗ CN .
41
Sketch of proof
(a) Clearly the only difference compared to Proposition 2.1 (a) is the par-
tial claim 〈V f, h〉 = 〈f, V h〉. To show this, calculate (only for the case
V = V(i); the other one is completely analogous)
〈V f, h〉 =
∫
Rn
γ0AB(V f)B(x)h
A(x)dnx = γ0AB((V f)
B, hA)L2
= γ0AB(c ⋆(q,p) f
B + fB ⋆(q,p) c, h
A)L2
= γ0AB(f
B, c ⋆(q,p) h
A + hA ⋆(q,p) c)L2
=
∫
Rn
γ0AB f¯
B(x)(V h)A(x)dnx = 〈f, V h〉,
since c is real-valued, using Lemma 4.1.
(b) To prove this, the fundamental solutions will be constructed explicitly.
Using the notation ft′( . ) = f(t
′, . ), define for f ∈ C∞0 (R)⊗S (Rs)⊗
CN ,
(R±V f)(t, x) = ±iγ0
∫
θ(±(t− t′))T (V )t′,t ft′(x) dt′ ,
where θ is the Heaviside step function. Note that the integral is well-
defined since ft′(x) has compact support in t
′. By Lemma 6.1 it follows
that (t, x) 7→ (R±V f)(t, x) is C∞, and of Schwartz type with respect to
x. Using standard arguments, and exploiting the properties of T
(V )
t′,t
given in Lemma 6.1, one proves that DVR
±
V f = f = R
±
VDV f . The
next step consists in showing that supp(R±V f) ⊂ T ±(supp f). To this
end, suppose that (x0, x) /∈ T +(supp f). Then x0 < κ−(supp f) and
therefore
θ(x0 − t′)T (V )t′,t ft′(x) = 0
for all values of t, t′ and x. To see this, note that if t′ ≥ x0, then
θ(x0 − t′) = 0, and if t′ < x0 < κ−(supp f), then ft′( . ) = 0 by the
definition of κ−(supp f). Hence, it holds that (R
+
V f)(x
0, x) = 0 if
(x0, x) /∈ T +(supp f), implying that supp(R+V f) ⊂ T +(supp f). The
inclusion supp(R−V f) ⊂ T −(supp f) can be shown in an analogous
manner. The uniqueness property of the fundamental solutions follows
by a standard argument owing to the well-posedness of the Cauchy-
problem for the Dirac-equation DV ϕ = 0.
(c) This is a consequence of the uniqueness of the R±V together with
CDV = DV C.
(d) Analogous to Proposition 2.1; the crucial point is the validity of
〈RV h, f〉 = −〈h,RV f〉, for which the argument is again similar to
the proof of Thm. 2.1 in [17].
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(e) The argument is the same as in Proposition 2.1.
(f) The proof is identical to the corresponding statement (g) of Propo-
sition 2.1. The modification lies in the generalized class of Cauchy
data. The choice of a partition of unity χ± depending only on the
time-coordinate x0 is needed at this point.
(g) Apart from the modified assumption on the subset G, providing an
adjusted time-direction behaviour for the non-commutative case, this
can obviously proved the same way as Proposition 2.1, (h). 
Analogous to Section 2 the self-dual CAR-algebra F(KV , C) is generated
by the C-linear “abstract field operators” Ψ(f) = ΨV (f) = BV ([f ]V ), for
f ∈ C∞0 (R)⊗S (Rs)⊗ CN , obeying the relations
Ψ(f)∗ = Ψ(Cf),
{Ψ(f)∗,Ψ(h)} = 2(f, h)V 1l,
Ψ(DV f) = 0.
Note that because of the trivial action of V with respect to the first coordi-
nate (the time) it holds that DV f ∈ C∞0 (R)⊗S (Rs)⊗ CN .
Again this construction can be carried out for “local subspaces” of KV
as well (cf. Section 2), and we get F(KGV , C) generated by BGV ([f ]GV ), but
this time only for an open time-slice G of n dimensional Moyal-deformed
Minkowski spacetime and no longer for arbitrary hyperbolic subsets. Being
mainly a consequence of Proposition 2.1 (h), Lemma 2.2 can be transferred
almost unchanged.
Lemma 6.4 Suppose that G is a hyperbolic neighbourhood of a Cauchy hy-
perplane in n dimensional Moyal-deformed Minkowski spacetime, of the form
as in Proposition 6.3 (g). Moreover, suppose that V1 and V2 are two poten-
tials of type (46),(48), which coincide on the region G. Then
(a) The map
uGV1,V2 : [f ]
G
V1 7→ [f ]V2 , f ∈ C∞0 ((λ1, λ2))⊗S (Rs)⊗ CN
extends to a unitary between KGV1 and KV2 commuting with the charge
conjugation C.
(b) There is a ∗-algebra isomorphism
αGV1,V2 : F(KGV1 , C)→ F(KV2 , C)
induced by
αGV1,V2
(
BGV1([f ]
G
V1)
)
= BV2([f ]V2), f ∈ C∞0 ((λ1, λ2))⊗S (Rs)⊗ CN .
43
Since our potential operator V (see (46),(48)) was chosen to be a com-
pactly supported multiplication operator with respect to the time coordi-
nate, we can maintain exactly the same geometrical setting as in Section 2
involving the same time-slice {(x0, x1, . . . , xs) : λ− < x0 < λ+} for some real
numbers λ− < λ+ and the same regions G+, G− being hyperbolic neighbour-
hoods of the Cauchy hyperplanes Σ+,Σ−. As a result we again arrive at an
automorphism
βV : F(K0, C)→ F(K0, C),
βV = α0,− ◦ α−1V,− ◦ αV,+ ◦ α−10,+. (70)
As in Sec. 2 we can again define T
(V )
sc as the scattering transformation
on D0 ≃ L2(Σ0,CN ) (Σ0 ≃ Rs), the space of Cauchy data for the Dirac
equation at coordinate-time t = 0, by setting
T (V )sc = T
−1
t ◦ T (V )t,t′ ◦ Tt′
for t > λ+, t
′ < λ− (recall that the interval [λ−, λ+] is the time-support of
the potential term V ). As before in Sec. 2, Tt denotes the “free” evolution
of the Dirac equation without potential term, coinciding with T
(V )
t,0
∣∣∣
V=0
. In
consequence one obtains, exactly as in eqn. (23), an induced automorphism
τ
(V )
sc on the CAR-algebra F(D0, C), given by
τ (V )sc (BD0(v)) = BD0(T
(V )
sc v) , v ∈ D0 ,
where the BD0(v) are the generators of F(D0, C). Again, there is a canonical
identification between the CAR algebras F(K0, C) and F(D0, C),
̺(B0([f ]0)) = BD0(Q0([f ]0)) .
In the next section we will study the problem of unitary implementabil-
ity of βV in the Fock-vacuum-representation of F(K0, C), and the following
Lemma, which is the counterpart of Lemma 2.3 for the case of potential V
defined as in (46) and (47), guarantees that unitary implementability of τ
(V )
sc
in the vacuum representation is just the equivalent problem.
Lemma 6.5 The morphism βV of F(K0, C) defined in (70) and the scatte-
ring morphism τ
(V )
sc (defined like (23)) describing the potential scattering
of the quantized Dirac field at the level of the Cauchy-data CAR-algebra
F(D0, C) (with D0 = L2(Σ0, dsx)) are intertwined by the CAR-algebra iso-
morphism ̺ : F(K0, C)→ F(D0, C) defined in (15), i.e. it holds that
̺ ◦ βV = τ (V )sc ◦ ̺. (71)
44
7 Moyal-deformed Minkowski spacetime: Scatter-
ing of the Dirac field in the vacuum represen-
tation and implementability of the scattering
transformation
In the present section we will prove unitary implementability of the scatter-
ing transformation βV on F(K0, C) for the “Moyal-Minkowski-potentials” V
defined in (46) and (47), in the Fock-vacuum representation (Hvac, πvac,Ωvac)
of the vacuum state ωvac on F(K0, C). Owing to Lemma 6.5, this is equiv-
alent to the problem of unitary implementability of the scattering transfor-
mation τ
(V )
sc on F(D0, C) in the Fock-vacuum representation (Hp+ , πp+ ,Ωp+)
of ωp+ (where ωvac = ωp+ ◦ ̺), the pure, quasifree ground state on F(D0, C)
with respect to the time-evolution induced by the Hamiltonian H0 of (49)
on the domain S (Rs,CN ) ⊂ L2(Rs,CN ). Recall that p+ is the spectral
projection of H0 corresponding to the spectral interval [m,∞), and that the
conjugation C intertwines p+ and 1− p+ and hence p+ is a basis projection
on (D0, C) according to [2]. A well-established criterion for unitary imple-
mentability of τ
(V )
sc in the Fock-vacuum representation is that [p+, T
(V )
sc ] is
Hilbert-Schmidt [2, 38]. If and only if this is the case, then there is a unitary
operator S
τ
(V )
sc
on Hp+ such that
S
τ
(V )
sc
πp+(BD0(v))S
−1
τ
(V )
sc
= πp+
(
τ (V )sc (BD0(v))
)
= πp+(BD0(T
(V )
sc v)) , v ∈ D0 ,
(72)
which is just what it means to say that τ
(V )
sc is unitarily implementable.
The condition that [p+, T
(v)
sc ] is Hilbert-Schmidt is equivalent to the condi-
tion that [ε, T
(V )
sc ] is Hilbert-Schmidt as an operator on L2(Rs,CN ), where
ε = sign(H0) = H0/|H0| is the sign function of H0 in the sense of the func-
tional calculus, since p+ = (1l + ε)/2. In an interesting work, Langmann
and Mickelsson [30] have shown that certain conditions on the potential
term V (t) (cf. eqn. (50)) are sufficient to conclude that [ε, T
(V )
sc ] is Hilbert-
Schmidt. Their argument is interesting as it involves a non-local regular-
ization of the interacting dynamics which nevertheless leads to the same
scattering transformation T
(V )
sc . We refer to [30] for details and present only
the relevant conditions, adapted to our notation.
Let the interaction potential W (t) = γ0V (t) in the Hamiltonian HV (t)
of eqn. (50) have the following properties:
(I) W (t) is a bounded operator on L2(Rs,CN ) for each t ∈ R, such that
t 7→W (t) is C∞.
(II) There is a core for H0, contained in the C
∞-domain of H0, which is
left invariant by all W (t) and (∂t)
kW (t) (k ∈ N) and by all C∞ func-
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tions of H0 which, together with all their derivatives, are polynomially
bounded.
(III) There is some ν ∈ N0 so that |H0|−νW (t) and |H0|−ν(∂t)kW (t), k =
1, . . . , ν, are Hilbert-Schmidt operators for all t.
(IV) Defining δ|H0|(A) = [|H0|, A], it holds that δn|H0|(W (t)) and
δn|H0|((∂t)
kW (t)), k = 1, . . . , ν, are bounded operators on L2(Rs,CN )
for all n ∈ N (t ∈ R).
(V) |H0|−νδn|H0|(W (t)) and |H0|−νδn|H0|((∂t)kW (t)), k = 1, . . . , ν, are
Hilbert- Schmidt operators for all n ∈ N (t ∈ R).
(VI) W (t) = 0 if t < λ− and if t > λ+ for some real numbers λ− < λ+.
We cite the result relevant for our purposes.
Theorem 7.1 (Langmann and Mickelsson [30]) If the interaction term
W (t) = γ0V (t) in HV (t) (cf. (50)) satisfies the conditions (I) . . . (VI), then
[ε, T
(V )
sc ] is Hilbert-Schmidt, and hence τ
(V )
sc is implementable in the vacuum-
representation (Hp+, πp+ ,Ωp+) of the Dirac field.
Consequently, what we will now set out to demonstrate is
Proposition 7.2 Let V (t) be any of the V(i)(t) or V(ii)(t) defined in (52) and
(53), with a ∈ C∞0 (R,R) and b ∈ S (Rs,R). Then W (t) = γ0V (t) fulfills
the criteria (I) . . . (VI) above. Therefore, τ
(V )
sc is unitarily implementable in
the vacuum representation, so that there is a unitary S
τ
(V )
sc
on Hp+ such that
(72) holds.
Proof Observing that (cf. (52),(53))
W (t)f = a˜(t)vf (f ∈ L2(Rs,RN ))
with a˜(t) = a(t) for V = V(i) and a˜(t) = a(t)
2 for V = V(ii), the time-
dependence of W (t) is trivial in the context of conditions (I). . .(VI), and
they need only be checked for the time-independent operator v, which is
vf = v(i)f = γ
0(Lbf + Rbf) or
vf = v(ii)f = γ
0(LbRbf) .
We note also that the multiplication with γ0 is irrelevant for checking the
conditions (I). . .(VI) since γ0 commutes with |H0|. Thus, the conditions
need only be checked for Lb, Rb and LbRb. A quick inspection shows that the
conditions are algebraic in the sense that, if they hold for Lb and Rb, then
they hold also for the operator product LbRb. As will become clear from the
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Fourier-representations of Lb and Rb (see below), checking the conditions for
Rb is completely analogous to the case of Lb, so it is sufficient to show that
the conditions are fulfilled for the operator Lb.
Let, for g ∈ L2(Rs,C), the Fourier-transform be defined by
(Fg)(k) = gˆ(k) =
1
(2π)s/2
∫
Rs
g(y)e−iy·k dsy ; (73)
this definition is extended componentwise to elements in L2(Rs,CN ). It is
easy to see that
FLbF
−1gˆ(k) =
1
(2π)s/2
∫
Rs
bˆ(k − u)eiu·Mkgˆ(u) dsu , (74)
FRbF
−1gˆ(k) =
1
(2π)s/2
∫
Rs
bˆ(k − u)e−iu·Mkgˆ(u) dsu , (75)
where M is the block-entry M(q+p−1)×(q+p−1) in the matrix (45). Moreover,
one finds
FH0F
−1gˆ(k) = Ĥ(k)gˆ(k) , (76)
F |H0|κF−1gˆ(k) = |Ĥ(k)|κgˆ(k) (κ ∈ R),
with
Ĥ(k) = −iγ0γjkj + γ0m, |Ĥ(k)| = (|k|2 +m2)1/2 (k ∈ Rs) . (77)
This implies
Fδn|H0|(Lb)F
−1gˆ(k) =
1
(2π)s/2
∫
Rs
(|Ĥ0(k)| − |Ĥ0(u)|)nbˆ(k − u)eiu·Mkgˆ(u) dsu
(78)
for all n ∈ N and all gˆ ∈ S (Rs,CN ), and similarly
F |H0|−νδn|H0|(Lb)F−1gˆ(k)
=
1
(2π)s/2
∫
Rs
(|Ĥ0(k)| − |Ĥ0(u)|)n
|Ĥ0(k)|ν
bˆ(k − u)eiu·Mkgˆ(u) dsu . (79)
The discussion in Sec. 4 shows that Lb is bounded. Moreover, we see from the
Fourier-representation of H0 that S (R
s,CN ) is a core with the properties
demanded in (II). In view of what we observed previously, (IV) is proved
once we have shown that δn|H0|(Lb) is a bounded operator for all n ∈ N. We
use that, given n, there are constants α, β > 0 such that
| |Ĥ0(k)| − |Ĥ0(u)| |n ≤ α|k − u|2n + β (k, u ∈ Rs) . (80)
Now the integral kernel in (78) is actually a matrix, and owing to (80), each
of its entries has a modulus which can be bounded by
α| ̂(−∆nb)(k − u)|+ β|b(k − u)| , (81)
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where ∆ denotes the Laplace operator. This shows that Fδn|H0|(Lb)F
−1 has
an operator norm which can be dominated by a constant times
sup
u
(∫
Rs
[α| ̂(−∆nb)(k − u)|+ β|b(k − u)|]2 dsk
)1/2
(82)
which is finite since b is of Schwartz type. It remains to check conditions
(III) and (V). To this end, we observe that the integral kernel in (79) is a
matrix where each entry has a modulus which, for given n and ν, can be
estimated by a constant times
1
(|k|2 +m2)ν/2 [α|−̂∆
nb(k − u)|+ β |̂b(k − u)|] . (83)
One can obviously choose ν large enough so that this expression is, for
each n, square integrable over (k, u) ∈ Rs × Rs, using again that b is a
Schwartz function. This shows that a number ν can be chosen large enough
so that F |H0|−νδn|H0|(Lb)F−1 is Hilbert-Schmidt for all n (including n = 0,
ie. F |H0|−νLbF−1).
Finally we remark that condition (VI) is clearly fulfilled since it was
assumed that a ∈ C∞0 (R,R). ✷
We will also show in this chapter that the generator of the S-matrix S
τ
(V )
sc
with respect to variations of V exists as an essentially selfadjoint operator in
the sense of derivations. Using the fact that SMV and Sτ (V )sc
are intertwined
by a unitary establishing the equivalence between πvac and πp+ ◦ ̺, this will
allow the conclusion that also the generator of the S-matrix SMV with respect
to variations of V exists as an essentially selfadjoint operator on a suitable
domain.
In preparing the proof of the assertion we aim to establish, we need an
auxiliary result.
Proposition 7.3 Let V be any of the operators V(0), V(i) or V(ii), where
V(0)f(x) = c(x)f(x) (f ∈ S (Rn,CN ), x ∈ Rn) ,
and V(i) and V(ii) are defined as (46) and (47), with c(x) = a(x
0)b(x) for
any a ∈ C∞0 (R,R) and b ∈ S (Rs,R), x = (x0, x) ∈ R1+s = Rn.
Then
(a) Defining
dT (V )sc v = −i
d
dλ
∣∣∣∣
λ=0
T (λV )sc v (v ∈ S (Rs,CN )) , (84)
it holds that
dT (V )sc v(x) = −
∫ ∞
−∞
a˜(t)eiH0tve−iH0tv(x) dt (x ∈ Rs) , (85)
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where v is either of the operators v(0), v(i) or v(ii), with v(i) and v(ii)
defined in (59) and (60) and
v(0)v(x) = γ
0b(x)v(x) ,
and with a˜(t) = a(t) in the cases V = V(0), V(i), while a˜(t) = a(t)
2
in case V = V(ii). The operator dT
(V )
sc is bounded and selfadjoint on
L2(Rs,CN ).
(b) The commutator
[dT (V )sc , p+]
is a Hilbert-Schmidt operator on L2(Rs,CN ). Here, p+ denotes again
the spectral projection of H0 corresponding to the spectral interval
[m,∞).
Before we give the proof of that Proposition (see towards the end of this
Section), we explain how this result allows it to conclude the statements
made in Sec. 5, which re-appear below in the eqns. (88), (89) and (91).
Recall that Hp+ = F+(p+L2(Rs,CN )) is the Fermionic Fock-space with
one-particle space p+L
2(Rs,CN ). For v ∈ L2(Rs,CN ), define the field oper-
ators
ψ(v) = A(p+Cv) +A
+(p+v) , v ∈ D0 ≡ L2(Rs,CN ) ,
where A and A+ denote the Fermionic annihilation and creation operators.
In other words,
ψ(v) = πp+(BD0(v)) . (86)
By F we denote the ∗-algebra generated by all ψ(v) and the unit operator,
and we set W = FΩp+. Now consider an orthonormal basis {χ+j }j∈N of
p+L
2(Rs,CN ); then χ−j = Cχ
+
j is an orthonormal basis of p−L
2(Rs,CN ). If
[dT
(V )
sc , p+] is Hilbert-Schmidt, we can form the operator
: G(dT (V )sc ) := lim
k→∞
Gk(dT
(V )
sc )− (Ωp+,Gk(dT (V )sc )Ωp+)
upon defining
Gk(dT
(V )
sc ) =
k∑
j=1
(
ψ(dT (V )sc χ
+
j )
∗ψ(χ+j ) + ψ(dT
(V )
sc χ
−
j )
∗ψ(χ−j )
)
.
According to Sec. 10 in [42] (cf. also [11]), : G(dT
(V )
sc ) : defines an essen-
tially selfadjoint operator on W (to see the hermiticity, use that CdT (V )sc =
−dT (V )sc C), and it holds that
[: G(dT (V )sc ) :, ψ(v)] = ψ(dT
(V )
sc v) (87)
49
for all v ∈ L2(Rs,CN ). Moreover, : G(dT (V )sc ) : is actually independent of the
choice of {χ±j }j∈N. (Note that in the notation of [42] and [11], : G(dT (V )sc ) :
would be written : dT
(V )
sc ψ
∗ψ :.) On the other hand we have, by eqn. (72)
and owing to (86), the relation
d
dλ
∣∣∣∣
λ=0
S
τ
(λV )
sc
ψ(v)S−1
τ
(λV )
sc
= ψ
(
d
dλ
∣∣∣∣
λ=0
T (λV )sc v
)
= ψ(idT (V )sc v) (88)
for all v ∈ L2(Rs,CN ), resulting in
d
dλ
∣∣∣∣
λ=0
S
τ
(λV )
sc
ψ(v)S−1
τ
(λV )
sc
= [i : G(dT (V )sc ) :, ψ(v)] (89)
for all v ∈ L2(Rs,CN ).
In view of ωvac = ωp+ ◦ ̺ with the morphism ̺ in (15) and (71), there is
a canonical unitary operator υ : Hvac →Hp+ so that
υπvac(A)υ−1 = πp+ ◦ ̺(A) (A ∈ F(K0, C)) and υΩvac = Ωp+ . (90)
It is easy to see that υW =W whereW has been introduced as domain for
: ψ+ψ : (c) in Sec. 5. Furthermore, defining
SMV = υ
−1S
τ
(V )
sc
υ ,
and using (71), one can see that (72), which was proven in Prop. 7.2, is
equivalent to
SMV π
vac(A)(SMV )
−1 = πvac(βV (A)) (A ∈ F(K0, C)) .
Setting
Φ(c) = υ−1 : G(dT (V )sc ) : υ ,
it holds that Φ(c) is essentially selfadjoint on W, and by eqn. (88), there
holds
d
dλ
∣∣∣∣
λ=0
SMλVψ(f)S
M
λV
−1 = [iΦ(c),ψ(f)] = ψ(V R0f) (91)
for all f ∈ C∞0 (R)⊗S (Rs)⊗CN . Thus we have established the statements
announced in Sec. 5.
A further remark is in order here. We do not directly establish the rela-
tion −i ddλ
∣∣
λ=0
SMλV = Φ(c). Notice that the unitary S
M
λV implementing the
scattering transformation is not uniquely determined, but only determined
up to a phase, i.e. if S˜MλV is another choice of unitary implementer of the
scattering matrix, then S˜MλV (S
M
λV )
−1 = eir(λ) with some real-valued function
r(λ). However, if λ 7→ SMλV is indeed differentiable at λ = 0 (upon a suitable
choice of λ 7→ r(λ)), then it follows that its derivative with respect to λ at
λ = 0 in fact equals the above defined Φ(c) up to an additive multiple of the
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unit operator. This is a consequence of (91) together with the fact that the
∗-algebra generated by 1l and the ψ(f) acts irreducibly in the vacuum repre-
sentation. The additive constant may be compensated for by a re-definition
of the phase function r(λ).
Proof of Proposition 7.3
In order to show that [dT
(V )
sc , p+] is Hilbert-Schmidt, it is sufficient to prove
that p+dT
(V )
sc p− is Hilbert-Schmidt. It holds that
p+dT
(V )
sc p− =
∫ ∞
−∞
a˜(t)eiH0tp+vp−e
−iH0t dt ,
implying
Fp+dT
(V )
sc p−F
−1
=
∫ ∞
−∞
a˜(t)F e−iH0tp+F
−1FvF−1Fp−e
iH0tF−1 dt ,
where F is the Fourier-transform as in (73). In view of the Fourier-
expressions for H0 (cf. (76),(77)), one has
F eiH0tp+F
−1gˆ(k) = eiHˆ0(k)tpˆ+(k)gˆ(k)
where pˆ+(k) is an N ×N -matrix valued projection. By the properties of H0
and the resulting Hˆ0(k), it follows that there is a smooth family of unitary
matrices U(k) diagonalizing Hˆ0(k) and with the property that
U(k)pˆ+(k)U(k)
−1 =
(
1l 0
0 0
)
≡ P+ , U(k)pˆ−(k)U(k)−1 =
(
0 0
0 1l
)
≡ P− ,
where 1l denotes the N/2 × N/2-unit matrix (recall that N is even). Since
U(k)Hˆ0(k)U(k)
−1 is diagonal and Hˆ0(k)
∗Hˆ0(k) = |Hˆ0(k)|21lN×N is a mul-
tiple of the N × N -unit matrix, the eigenvalues of U(k)Hˆ0(k)U(k)−1 are
±|Hˆ0(k)|, and one obtains
U(k)eiHˆ0(k)tpˆ+(k)U(k)
−1 = e−i|Hˆ0(k)|tP+ ,
U(k)e−iHˆ0(k)tpˆ−(k)U(k)
−1 = e−i|Hˆ0(k)|tP− .
Using the Fourier-representations of Rb and Lb given in (74) and (75), it
furthermore follows that
FvF−1gˆ(k) =
∫
vˆ(k, ℓ)gˆ(ℓ) dsℓ (g ∈ L2(Rs,CN ))
with a smooth, bounded, N × N -matrix valued function vˆ(k, ℓ). Taking
together all these observations, we find
Fp+dT
(V )
sc p−F
−1gˆ(k)
=
∫ ∞
−∞
∫
Rs
a˜(t)e−it(|Hˆ0(k)|+|Hˆ0(ℓ)|)pˆ+(k)vˆ(k, ℓ)pˆ−(ℓ)gˆ(ℓ) d
sℓ dt
=
√
2π
∫
Rs
(F a˜)(|Hˆ0(k)|+ |Hˆ0(ℓ)|)pˆ+(k)vˆ(k, ℓ)pˆ−(ℓ)gˆ(ℓ) dsℓ .
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The Fourier-transform (F a˜) of a˜ is in the Schwartz-class while the modulus
of pˆ+(k)vˆ(k, ℓ)pˆ−(ℓ) is continuous and uniformly bounded; therefore the in-
tegral kernel of the last integral is clearly L2 in the (k, ℓ) variables, proving
that Fp+dT
(V )
sc p−F
−1 and hence p+dT
(V )
sc p− is Hilbert-Schmidt. ✷
8 Bogoliubov’s formula
In this section, we will derive the expressions for d/dλ|λ=0βλV that we al-
luded to in Sec. 5 (cf. eqns. (41) and (44)). We proceed using the geometri-
cal setting from the last part of Section 6 (which has also been investigated
already in the commutative case in Section 2). Under consideration is, re-
spectively, one of the following “potential” operators:
(0) (V f)A(x) = (V(0)f)
A(x) = c(x)fA(x) (92)
(i) (V f)A(x) = (V(i)f)
A(x) = (c ⋆(q,p) f
A)(x) + (fA ⋆(q,p) c)(x) (93)
(ii) (V f)A(x) = (V(ii)f)
A(x) = (c ⋆(q,p) f
A ⋆(q,p) c)(x), (94)
where c ∈ C∞0 (R,R)⊗S (Rs,R) is a function of the form
c(x) = a(t)b(x), (95)
with a ∈ C∞0 (R,R), b ∈ S (Rs,R), t = x0, x = (x1, . . . , xs). These operators
act on f ∈ C∞0 (R)⊗S (Rs)⊗CN and (q + p)× (q + p) is the dimension of
the matrix M , which still shall be of the form
M =
 0 · · · 0... M(q+p−1)×(q+p−1)
0

(q+p)×(q+p)
These potentials act non-trivially only inside the time-slice {(x0, x1, . . . , xs) :
λ− < x
0 < λ+} for some real numbers λ− < λ+. We recall the definitions
of the regions G+, G−,
G+ = {(x0, x1, . . . , xs) : x0 > λ+ + 1
2
}
G− = {(x0, x1, . . . , xs) : x0 < λ− − 1
2
},
forming hyperbolic neighbourhoods of the Cauchy hyperplanes
Σ+ = {(x0, x1, . . . , xs) : x0 = λ+ + 1},
Σ− = {(x0, x1, . . . , xs) : x0 = λ− − 1}
respectively.
With these assumptions, we obtain the following result, the proof of
which makes use of Proposition 2.1, Lemma 2.2 (commutative case) and
Proposition 6.3, Lemma 6.4 (non-commutative case).
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Theorem 8.1 It holds that
d
dλ
∣∣∣∣
λ=0
βλV (Ψ0(f)) =

Ψ0(cR0f)
Ψ0(c ⋆(q,p) R0f + (R0f) ⋆(q,p) c)
Ψ0(c ⋆(q,p) (R0f) ⋆(q,p) c),
λ being a real parameter, for the respective choices of the operator V =
V(0), V(i), V(ii).
Proof The priority of this proof lies on the non-commutative cases. The
commutative case can be carried out along the same lines. We recall the
automorphism βλV from (70)
βλV : F(K0, C)→ F(K0, C),
βλV = α0,− ◦ α−1λV ,− ◦ αλV ,+ ◦ α−10,+,
together with
βλV (B0([f ]0)) = B0(UλV [f ]0),
where UλV is the unitary given by
UλV = u0,− ◦ u−1λV ,− ◦ uλV ,+ ◦ u−10,+,
and where, similarly as for the isomorphisms above, we have used the ab-
breviations
u0,± = u
G±
0,0 , uλV ,± = u
G±
0,λV .
These equations arise from Lemma 6.4. The proof relies now on exactly the
same strategy as the one for the very similar Theorem 4.3 of [9]. With that
in mind we start by finding more explicit expressions for the inverses in the
chain of mappings
UλV : [f ]0

u−10,+
// [fG+ ]
G+
0

uλV ,+
// [fG+]λV

u−1λV ,−
// [fG− ]
G−
0

u0,−
// [fG− ]0 ,
where fG+ is any element in C∞0 ((λ+,∞))⊗S (Rs)⊗CN such that R0(f −
fG+) = 0, and fG− is any element in C∞0 ((−∞, λ−)) ⊗S (Rs) ⊗ CN such
that RλV (f
G+ − fG−) = 0. According to [9], we choose
fG+ = −D0χret+ R0f, fG− = −DλV χret− RλV fG+, (96)
where χret± are defined as follows: It has been demanded that the open
regions G± contain Cauchy hyperplanes Σ±. Then there are two pairs of
further Cauchy surfaces in G±, namely Σ
adv
± in the timelike future of Σ±
and Σret± in the timelike past of Σ±. Thus
O± = [J−(Σadv± ) ∩ J+(Σret± )]◦
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are open neighbourhoods of Σ± and O± ⊆ G±. Now a partition of unity
{χadv± , χret± } is introduced on Rn with χadv± = 0 on J−(Σret± ) and χret± = 0 on
J+(Σadv± ).
The crucial point lies in having to ensure that fG± both lie in the the do-
main of RλV in view of the weakened support properties of the fundamental
solutions R±V (cf. Proposition 6.3(b)) compared to the situation in [9].
Obviously it holds
DλV χ
adv
− RλV f = −DλV χret− RλV f. (97)
since DλVRλV f = 0 and χ
adv
− +χ
ret
− = 1. The left hand side of (97) vanishes
on J−(Σret− ) and the right hand side on J
+(Σadv− ). Thus we can conclude
from (97) that both DλV χ
adv
− RλV f and −DλV χret− RλV f lie in C∞0 (R) ⊗
S (Rs) and, hence, in the domain of Rλ′V for any λ
′. This shows immediately
that fG+ lies in the domain of any Rλ′V , and, iterating the argument, the
same holds for fG− .
Putting the definitions of (96) into the chain of mappings composing
UλV results in
UλV [f ]0 = [DλV χ
ret
− RλVD0χ
ret
+ R0f ]0.
In the following we would like to abbreviate formally “δ = ddλ
∣∣
λ=0
”. We
calculate
δUλV [f ]0 = δ[DλV χ
ret
− RλVD0χ
ret
+ R0f ]0
= −[δDλV χret− R0f ]0 + [D0χret− (δRλV )D0χret+ R0f ]0,
since R0D0χ
ret
+ ϕ = −ϕ. It is easy to see that δDλV and χret− have disjoint
supports, and thus
δUλV [f ]0 = [D0χ
ret
− δRλVD0χ
ret
+ R0f ]0.
RλV = R
+
λV −R−λV implies
χret− RλVD0χ
ret
+ ϕ = χ
ret
− R
+
λVD0χ
ret
+ ϕ− χret− R−λVD0χret+ ϕ,
whereof the first term on the right hand side vanishes, since suppχret− ⊆
J−(G−), suppR
+
λVD0χ
ret
+ ⊆ T +(G+) and T +(G+) ∩ J−(G−) = ∅. Hence
δUλV [f ]0 = [−D0χret− δR−λVD0χret+ R0f ]0.
And this equals
[D0χ
ret
− R
−
0 δDλV R
−
0 D0χ
ret
+ R0f ]0,
because of the following deduction:
R−λVDλV = 1l ⇒ (δR−λV )D0 +R−0 (δDλV ) = 0
⇒ δR−λVD0R−0 = −R−0 δDλV R−0
⇒ δR−λV = −R−0 δDλV R−0 .
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Support arguments lead to χret− R
+
0 δDλV = 0 and δDλV R
+
0 D0χ
ret
+ ϕ = 0 and
therefore
δUλV [f ]0 = [D0χ
ret
− R0δDλV R0D0χ
ret
+ R0f ]0 = [δDλV R0f ]0,
since R0D0χ
ret
± = −1l.
Obviously δDλV = V , which is just one of the three choices of a potential
operator. Hence
δβλV (Ψ0(f)) = δβλV (B0([f ]0)) = δB0(UλV [f ]0)
= B0([V R0f ]0) = Ψ0(V R0f).

9 Conclusion and outlook
We have given a brief sketch of how a simple quantum field theory on Moyal-
Minkowski spacetime can be constructed in such a way as providing a model
for the construction of quantum field theories on more general Lorentzian
non-commutative spacetimes in a setting inspired by spectral geometry. For
this quantum field theory — which is the quantized Dirac field — we have
seen that a construction of observable field operators labelled by elements of
the deformed function algebra of Moyal-Minkowski space can be derived, via
Bogoliubov’s formula, from the S-matrix describing scattering of the usual
Dirac field on Minkowski spacetime by a non-commutative scalar potential.
Again, it is feasible that this procedure can be generalized to more general
Lorentzian non-commutative spacetimes.
However, it is certainly inappropriate, at this stage, to judge the gene-
rality of the method. Moyal-Minkowski spacetime with commutative time
is a very simple and very special non-commutative geometry whose physical
relevance is not compelling, to say the least. On the other hand, due to the
quite unusual and counter-intuitive properties of non-commutative geome-
tries, one surely needs examples as one’s guidance towards developing phys-
ical theories in non-commutative geometries, such as quantum field theory.
This clearly shows a dilemma: The examples for non-commutative geome-
tries that are manageable are probably un-physical and may therefore do a
very poor job as a guidance when attempting to find some central principles,
while without such principles, it is hard to judge which non-commutative
geometries are related to physics. Nevertheless, one can probably do better,
and try and investigate our method of construction of quantum field theories
and their observables for non-commutative spacetimes that have a greater
physical appeal, such as developed in [18] and [5], for example. Even if this
appears to be a considerably more difficult task, we think it is worth an
attempt.
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A The Action of the Wick square
In this Appendix we will prove that the Wick-square acts as a derivation on
the Dirac field operators in the same way as the derivative of the S-matrix
with respect to the scalar scattering potential. The assumptions, wherever
not spelled out in detail, are those stated in Sec. 5.
Proposition A.1 Let eµ and ηµ (µ = 1, . . . , L) be elements in C
N , chosen
such that
∑L
µ=1 eµ
AηBµ =
1
4γ0
AB. Define for q1, q2 ∈ C∞0 (Rn,R),
ψ+ψ(q1 ⊗ q2) =
L∑
µ=1
ψ(q1eµ)
∗ψ(q2ηµ)
and whence,
: ψ+ψ : (c) = lim
ǫ→0
ψ+ψ(Fǫ)− (Ωvac,ψ+ψ(Fǫ)Ωvac)1l
on W with Fǫ(x, y) = q1(x)q2(y)jǫ(x−y) and c(x) = q1(x)q2(x) (x, y ∈ RN ),
where limǫ→0
∫
q(x)jǫ(x− y) dnx = q(y) (q ∈ C∞0 (Rn)).
Then
[: ψ+ψ : (c),ψ(f)] = −iψ(cR0f) (f ∈ C∞0 (R)⊗S (Rs)⊗CN ) .
Moreover, : ψ+ψ : (c) is independent of the choice of families eµ, ηµ ∈ CN
fulfilling
∑
µ eµ
AηBµ =
1
4γ0
AB.
Proof Using the relations of the generators of the CAR algebra, it follows
that∑
µ
(χ1, [ψ(q1eµ)
∗ψ(q2ηµ), ψ(f)]χ2) (98)
= 2
∑
µ
{(χ1,ψ(Cq1eµ)χ2)(Cq2ηµ, f)0 − (χ1,ψ(q2ηµ)χ2)(q1eµ, f)0}
holds for all vectors χ1, χ2 in the dense domain W ⊂ Hvac and for all f ∈
C∞0 (R)⊗S (Rs)⊗ CN . We recall here the definition
(f, h)0 = i
∫
γ0ABf
B(x)(R0h)
A(x) dnx
(for V = 0, see Prop. 6.3 or respectively 2.1 and eqn. (6)). One can show
either directly, or by falling back onto general arguments [19], that for each
pair of vectors χ1, χ2 ∈ W there are smooth functions ξA on Rn (A =
1, . . . , N) such that
(χ1,ψ(f)χ2) =
∫
ξA(y)f
A(y) dny (f ∈ C∞0 (R)⊗S (Rs)⊗ CN ) . (99)
56
With this notation, the right hand side of (98) assumes the form
2i
∑
µ
∫∫
q1(y)q2(x)ξA(y)(Ceµ)
A(y)γ0BDCηµ
B(R0f)
D(x) dnx dny (100)
− 2i
∑
µ
∫∫
q1(x)q2(y)ξA(y)η
A
µ γ0D′B′eµ
B′(R0f)
D′(x) dnx dny
Using the defining property
∑
µ eµ
AηBµ =
1
4γ0
AB and γ0
2 = 1l, the second
integral of (100) simplifies to
− i
2
∫∫
q1(x)q2(y)ξA(y)(R0f)
A(x) dnx dny . (101)
In a similar manner, using also the relations C2 = 1l and (7), one can check
that the first integral in (100) simplifies to
− i
2
∫∫
q1(y)q2(x)ξA(y)(R0f)
A(x) dnx dny , (102)
so that (100) becomes equal to
− i
2
∫∫
(q1(y)q2(x) + q2(y)q1(x))ξA(y)(R0f)
A(x) dnx dny , (103)
observing that q1 and q2 are real-valued. Replacing here q1 ⊗ q2 by Fǫ and
taking the limit ǫ→ 0 turns the last expression into
− i
∫
ξA(x)c(x)(R0f)
A(x) dnx . (104)
On using (99), we have therefore proved the first claim of the Proposition.
To see the independence of the definition of : ψ+ψ : (c) of the mentioned
choices, we note that the commutator formula for : ψ+ψ : (c), together with
the fact that the ∗-algebra generated by 1l and all the ψ(f) acts irreducibly,
fixes : ψ+ψ : (c) up to addition of a multiple of the unit operator 1l. On
the other hand, by construction we have (Ωvac, : ψ+ψ : (c)Ωvac) = 0, so
that the scalar multiple in question must vanish in the vacuum state, which
implies that it is zero. This demonstrates the claimed independence of the
definition of : ψ+ψ : (c) of the possible choices for eµ and ηµ. ✷
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