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Introdução 
Sistemas de equações algébricas não lineares representam modelos  matemáticos ela-
borados de muitos problemas das ciências aplicadas e engenharias. Modelos representa-
tivos, em geral, apresentam muitas equações e variáveis e para sua resolução métodos 
numéricos robustos devem ser empregados. Este  também é o caso de problemas de 
otimização, nos quais procura-se minimizar ou maximizar funções não lineares. Muitas 
vezes sujeitos As restrições de factibilidade que precisam ser respeitadas. Os métodos 
numéricos mais famosos e eficientes trabalham com a filosofia de linearização. Esta é a 
ideia dos métodos do tipo Newton [2], nos quais diferentes  estratégias de linearização 
são consideradas. 
Neste trabalho de conclusão de curso estudamos a teoria e desenvolvemos uma 
implementação computacional de um Método de Newton Inexato. O método é aplicado 
na resolução de sistemas não lineares assim como em exemplos de minimização de 
funções irrestritas. 
Nos métodos de Newton Inexato, as equações do sistema Newtonian° são resolvi-
das aproximadamente por meio de métodos iterativos lineares que, em geral, usam o 
produto matriz-vetor como operação básica. O método iterativo linear empregado é o 
método dos gradientes conjugados. 
O trabalho está organizado como se segue. Nos  capítulos 1 e 2 é discutido o método 
de Newton, primeiramente para uma variável, e depois para várias variáveis; suas carac-
teristicas e dificuldades teóricas e práticas.  O capitulo 3 trata dos métodos de Newton 
Inexatos e do método dos Gradientes Conjugados. No capitulo 4 são apresentados os 
experimentos numéricos para sistemas de equações não lineares. O trabalho finaliza 
com as conclusões, e também são indicadas possibilidades de futuros trabalhos. 
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1 Problemas Não-Lineares de Uma Variável 
Vamos começar trabalhando com problemas não-lineares em apenas uma variável: 
queremos encontrar a solução de uma equação com uma  incógnita ou achar o mínimo 
de uma função de uma variável. A razão de estudar problemas de uma variável sepa-
radamente é que eles nos permitem enxergar  princípios para construir bons algoritmos 
locais e globais; que serão a base dos algoritmos de problemas de mais variáveis, que 
serão mais complexos do que estes que veremos inicialmente. Porem a  compreensão da 
abordagem dada no início ajudará no caso com mais variáveis. 
Considere o problema de achar as raízes reais de cada uma das três equações não-
lineares de uma variável: 
fi(x) = x4 — 11x 3 + 38x2 — 40x, 
f2(x) = x4 — 113:3 + 38x2 — 40x + 12, 
f3 (x) -= x4 — 11x3 + 38x2 — 40x + 13. 
Seria ótimo se tivéssemos um programa que nos dissesse: "As  raízes de 
 li  (x) são 
x = 0, 2, 4 e 5; as raízes reais de f2 (x) são x = 1 e x 0.5202; f3 (x) não tem raizes 
reais." 
improvável que algum dia exista tal programa. Em geral, as questões de  existência 
e unicidade - um problema dado tem solução, e ela é única? - estão além das capaci-
dades dos algoritmos que resolvem problemas não lineares. De fato, devemos admitir 
desde já, que para qualquer algoritmo computacional existem funções não-lineares per-
versas o bastante para derrotar o algoritmo. Portanto, temos garantia da resposta 
de qualquer algoritmo aplicado A, um problema não-linear, "Uma  solução aproximada 
do problema é tal" , ou "Nenhuma solução aproximada do problema foi encontrada no 
tempo disponível" . Em muitos casos, entretanto, o provedor de um problema não-linear 
sabe de considerações gerais se ele tem uma  solução, e ainda se a solução é única ou 
se a solução ie desejada em uma região em particular. Assim sendo, a incapacidade de 
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Figura 1: A equação Mx) = x4 — 11x3 38x2 — 40x 
determinar a existência ou unicidade da solução, na prática, não é o problema central. 
Também é evidente que é possível encontrar apenas soluções aproximadas para a 
maioria dos problemas não-lineares. Isto não é devido apenas A,  precisão finita dos 
nossos computadores, mas também ao clássico resultado de Galois que para algum 
polinômio de grau n > 5, nenhuma solução exata pode ser encontrada usando números 
inteiros e as operações x , exponenciação, e radiciação. Portanto, o que vamos 
fazer é desenvolver métodos que tentam encontrar uma  solução apenas aproximada de 
um problema não-linear. 
1.1 Método de Newton para resolver uma equação de uma 
variável 
Nossa discussão sobre encontrar uma raiz de uma equação de uma variável  começa 
com o Método de Newton. Suponha que queremos calcular a raiz quadrada de 3 com 
um número razoável de casas decimais. Este problema pode ser visto como encontrar 
uma raiz aproximada x,, da função f (x) = X2 —3. Se nossa estimativa inicial ou corrente 
da resposta é x k = 2, podemos conseguir uma estimativa melhor 
 1k+1 desenhando a 
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reta tangente à 1(x)  em (2, f(2)) = (2„ e encontrando o ponto x k±i onde essa linha 
corta o eixo x. Assim, como 
X10-1 = X k Ax, 
e 
nxk) 
	 f  
temos que 
,Ax 
	 = if(xk) 
OU 
que nos dá 
X k±i = X k 
f(xk)  
fqxk) 
(1) 
1 
= 2 — = 1.75. 
0 passo lógico para seguir é aplicar o mesmo processo a partir da nova estimativa 
X k+1 -= 1.75. Usando (1), temos X k+2 = 1.75 — (0.06525) = 1.734, que já tem quatro 
dígitos corretos de V-S. Mais uma iteração nos dá X k+3 1.7320508, que tem oito 
dígitos corretos. 
o método que nós rapidamente desenvolvemos é chamado Método de Newton-
Raphson ou apenas Método de Newton. É importante para nossa compreensão ter 
uma idéia mais abstrata do que acabamos de fazer. A cada iteração nós  construímos 
um modelo local da nossa função f e resolvemos para a raiz do modelo. No caso 
presente, nosso modelo 
Mk(x) = f(xk) + fi(xiv)(x xk) 
simplesmente a única linha com o valor da função f (x k ) e inclinação f(x k ) no ponto 
x k . 
 É  fácil verificar que Mk corta o eixo x no ponto xk±i definido anteriormente. 
Outra forma de derivar o Método de Newton é escrevendo f como sua aproximação 
pela série de Taylor sobre a estimativa xk, 
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Figura 2: Uma iteração do método de Newton em 1(x) = x2 — 3 
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e então aproximando fi pela parte linear da sua serie, que naturalmente é dada por 
Mk (x). Novamente a raiz é dada (1). Existem diversas razões do por que preferimos 
uma aproximação diferente.  É desnecessário fazer suposições sobre derivadas de qual-
quer ordem maior do que aquelas realmente usadas na iteração. Alem disso, quando 
consideramos problemas com várias variáveis, derivadas de ordem maior se tornam 
tap complicadas que são mais  difíceis do que qualquer um dos algoritmos que vamos 
deduzir. Ainda, o Método de Newton vem simples e naturalmente do Teorema de 
Newton, 
1(x) --= f (x k) + f k (z)dz 
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Parece razoável aproximar a integral indefinida por 
r(z)dz-f-rxk)(x—xk) 
XJc 
e novamente obter a aproximação linear para f. Este tipo de dedução será útil em 
problemas de várias variáveis, onde a dedução  geométrica se torna menos palpável. 
o  Método de Newton .6 um método típico para resolver problemas não-lineares; 
um processo iterativo que gera uma seqüência de pontos que esperamos que se aproxime 
da solução. A pergunta óbvia e, "Vai funcionar?" A resposta é "Sim!" Note que se f 
fosse linear, o Método de Newton encontraria a raiz em uma  iteração. Agora vamos 
ver o que acontece para o problema geral de raiz quadrada; 
dado a > 0, achar x tal que f(x) = x 2 — a = 0, começando de uma estimativa 
inicial x k O. Como 
temos que 
f(xk)  
sk±i =- Xk 	 = Xk 
fi(xk) 
	
Xk 2  a xk 	 a 
	 = 
	
2 	 xk 2xk 	 2  
Xk+1 
Xk 	 a 	 (xk - -Va) 2 
= 
2 
	 2X k 	 2xk 
ou ainda, 
Xk+.1 V rCi = ( x k NA-1-) 2 ( fc7-1 ) 
\Ft 	 \ 2xk 
Assim, desde que o erro 	 Val seja menor que I2x k I, o novo erro jxk-1-1 .- -A 
será menor do que o erro antigo ix k — Vail, e eventualmente cada novo erro será muito 
menor do que o erro anterior. Isto concorda com nossa experiência de achar a raiz 
quadrada de 3. 
o padrão de decrescimento do erro dado pelo exemplo anterior é  típico do Método 
de Newton. O erro, a cada iteração, será aproximadamente o quadrado do erro anterior, 
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assim, se a estimativa inicial for boa o suficiente, o erro decrescerá e, eventualmente, 
decrescerá rapidamente. Este padrão é conhecido como  convergência local quadrática. 
1.2 Convergência do Método de Newton 
Agora vamos ver que, para a maioria dos problemas, o Método de Newton irá 
convergir quadradicamente para a raiz de uma equação não-linear de uma  incógnita, 
com a condição  de que seja dada uma estimativa inicial boa o suficiente. A prova 
da convergência local do Método de Newton depende de uma  avaliação dos erros na 
seqüência dos modelos lineares Mk como aproximações para f.  Desde que obtenhamos 
as aproximações usando fi(xk)(x xk) para aproximar 
f 1 (z)dz 
X k 
vamos precisar fazer algumas suposições sobre f' com o fim de estimar o erro na apro-
ximação, que é 
f(x) M k (x) = fx x [f(z) — rx k )jdz. 
Primeiro vamos definir a noção da continuidade de Lipschitz. 
DEFINIÇÃO: Uma função g tem continuidade de Lipschitz com constante 7 em 
um conjunto X, escrevendo g E Lip 7 (X) , se para cada x, y E X, 
	
lg(x) — g(y)I < Pyix 	 I. 
Antes de enunciar o Teorema da convergência do Método de Newton, vamos pri-
meiro analisar um Lema simples, que diz que se f' tem continuidade de Lipschitz,  então 
podemos obter um limite de quão perto a aproximação linear 1 (x)-1-- f'(x)(y — x) está 
de f (y). 
	
Lema 1. Para um intervalo aberto D, seja f : D 	 R e seja E Lip, ),(D). Então 
para qualquer x, y E D, 
f (Y) -  1(x) f' (x)(Y - 
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Agora estamos prontos para declarar um Teorema Fundamental da Matemática. 
Teorema 1. Seja f : D 	 , para um intervalo aberto D, e seja f E Lip,),(D). 
Suponha que para algum p > 0, if(x)1 p para cada x E D. Se f(x) = O tem uma 
solução x* E D, enteio existe algum 
 i  > O tal que: se ix o — x * I <  ii , enteio a seqüência 
fx k l gerada por 
f (Xk) , 
Xk+1 	 Xk 	 f (xo , I = U, 1, Z, 
existe e converge para x * . Além disso, para k = 0, 1, 2, ..., 
IX k4-1 	 X,I < 2p (ixk 	 x,c1) 2 . 
Demonstração (vej a [2]). 
A condição no Teorema anterior que f' tenha um limitante inferior não-nulo em D 
simplesmente significa que f 1 (x) deve ser não-nulo para o Método de Newton convergir 
quadraticamente. De fato, se f(x) =-- 0, então x * é uma raiz múltipla, e o Método de 
Newton converge apenas linearmente. Para apreciar a diferença, temos abaixo amostras 
das iterações do Método de Newton em fi (x) = x3 4- 2x2 x — 2 e f2 (x) =-- x 3 — 3x +2, 
ambas partindo de x o = 2. Note como a  convergência do Método de Newton é mais 
lenta em f2 (x) porque f(x) = O. 
Exemplo 1. Método de Newton aplicado em duas funções 
(X) = X 3 --I-- 2X 2 X 2 	 f2 (x) x3 — 3x2 + 2 
2 	 X0 	 2 
1 . 3684 
	
x 1 	 1 . 5556 
1 . 0772 	 X2 	 1.2979 
1 . 0045 
	
X3 	 1 . 1555 
1 . 0000 	 X4 	 1 . 0796 
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Exemplo 2. Vamos verificar a taxa de convergência (para = 0) que o Método de 
Newton tem quando resolve X2 = ? X3 = O? E ainda x + x3 -= ? x + x4 = O e que 
hipóteses do Teorema 1, se existe alguma, são violadas em cada caso. 
	
iterações fi (x) -= X2 	 f2(X) = X3 f3(X) = X ± X3 MX) = X --1-- X4 
1 	 0.2500 	 0.4444 	 0.1429 	 0.2086 
2 	 0.1250 	 0.2963 	 0.0055 	 0.0055 
3 	 0.0625 	 0.1975 	 3.317e — 007 	 2.7049e — 009 
4 	 0.0312 	 0.1317 	 3.31724e — 007 2.70489e — 009 
5 	 0.0156 	 0.0878 
6 	 0.0078 	 0.0585 
7 	 0.0078125 	 0.0390 
8 	 0.0390184 	  
Observe que para cada uma das funções, utilizamos uma aproximação inicial x o =.--  1 
e o erro permitido foi de = 0.0001. Note ainda que como fl(x) = O e Mx.)  =  0, 
a condição do Teorema 1 de que rx) tenha um limitante inferior não-nulo em D 
violada. Por esse motivo fi e 12 tem convergência apenas linear, diferentemente de h 
e f4. 
Também é instrutivo examinar a constante 2- envolvida na convergência quadrática. 2p 
0 numerador 7, uma constante de Lipschitz para f' em D, pode ser considerado uma 
medida da não-linearidade de f.  No entanto, 7 é uma medida dependente; multipli-
cando f ou mudando as unidades de x por uma constante, f' será medida por esta 
constante, não tornando a função mais ou menos não-linear. Uma medida parcialmente 
livre de não-linearidade é a taxa de variação relativa em f', que é obtida dividindo 7 por 
f'. Assim, desde que p seja um limitante inferior de f' para x E D, é um limitante 
superior da não-linearidade relativa de f,  e o Teorema 1 diz que quanto menor for esta 
medida de não-linearidade relativa, mais rápido o Método de Newton irá convergir. Se 
I  for linear, entdo 7 = 0 e x i = x,c. 
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Figura 3: Método de Newton aplicado 6, função f (x) = arctan(x) 
o Teorema 1 garante a convergência do  Método de Newton apenas partindo de 
uma boa estimativa inicial xo , e de fato é fácil ver que o  Método de Newton pode 
não convergir se Ix o — x.1 for muito grande. Por exemplo, considerando a função 
f (x) = arctan x. Para algum x k E [1.39, 1.40], se xo = x k , então o Método de Newton 
irg, produzir o ciclo x 1 = -Xk 7 X2 = Xk, X3 -= Se ixo l < xk, o Método de 
Newton irá convergir para x, = 0, mas se ixo l > x k , o Método de Newton irá divergir, 
isto 6, o erro lx k X  irá aumentar a cada iteração. Assim, o Método de Newton 
vantajoso para uma convergência rápida local; na prática é necessário incorporar uma 
estratégia de globalização para obter a  convergência partindo de pontos mais distantes. 
Uma estratégia indicada é a busca linear [4]. Ilustraremos aqui a sua forma sim-
plificada, denominada backtracking. Para termos uma ideia de como vamos proce-
der no n-espaço, não vamos pensar apenas no passo do  método de Newton xN = 
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- f(x0/ f(x k ), mas também na direção em que o passo aponta. Embora o passo do 
método de Newton possa causar um aumento no valor absoluto da  função, sua direção 
sempre será uma na qual o valor absoluto da fun ção diminua inicialmente. Assim, se o 
ponto de Newton x N não produz um decréscimo em I f (x)1, a estratégia é voltar de xN 
para x k ate achar um ponto X+ para o qual f (x +)I < If (x01. Uma iteração possível 
x + = Xk 
f(xk)  
enquanto If(x+)1 
	
if(xk)I  faça 
X+ 4- 
No exemplo anterior, dada uma estimativa inicial x o = —2, o método de Newton 
produz x 1 = 3.5355 e como 
If (x01=11.29521 > I — 1.10711= If (x0)1 
fazemos 
x l xo 
÷-- 	  = 0.7678 2 
e dal 
lf (x1)1= 10.65481 < I — 1.10711-= If (x0)1. 
E então, a partir de xl = 0.7678 o método de Newton irá conver gir para a raiz x = 
em poucas iterações. 
1.3 Minimização de uma função de uma variável 
Vamos concluir o estudo de problemas de uma  dimensão discutindo minimização 
de uma função de uma variável. Acontece que este problema está bastante relacionado 
a resolver uma equação não-linear de uma variável que já, sabemos como calcular a 
solução. 
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Em primeiro lugar, devemos novamente aceitar que não podemos responder questões 
de existência e unicidade. Consideremos, por exemplo, o polinômio de quarto grau 
(x) = x4 — 11x3 + 38x2 — 40x. Seu nil/limo global, onde a  função tem seu menor 
valor absoluto, é em x 0.74, mas f também tem um mil-limo local, um ponto de 
mínimo num intervalo aberto, em x 4.6. Se dividirmos a função por x, ela se torna 
um polinômio de grau três com um mínimo local em x 4.58, mas nenhum minima 
global finito pois 
lim f = —oo. 
No geral, é praticamente  impossível saber se estamos no mínimo global de uma 
função. Então, exatamente como nossos algoritmos para equações não-lineares podem 
encontrar apenas uma raiz, nossos algoritmos de otimização podem, no máximo, lo- 
calizar um mínimo local; geralmente isso é bom o suficiente na prática. Novamente, 
uma solução fechada está fora de questão: se pudéssemos encontrar um modelo fechado 
para um mínimo global de f (x),  poderíamos resolver f(x) = O fazendo (x) = tfix)
2 
 . 
A razão pela qual dissemos anteriormente que já sabemos como resolver problemas 
de minimização é que um  mínimo local de uma função continua diferenciável deve vir do 
ponto onde f(x) = O. Graficamente, isto apenas diz que a função não pode decrescer 
em nenhuma direção a partir de tal ponto. A prova deste fato sugere um algoritmo, e 
por isso está anunciado abaixo. Será  útil denotar por Cl (D) e C2 (D), respectivamente, 
os conjuntos de funções de D em 
 
continuas uma e duas vezes diferenciáveis. 1 1: 
 
Teorema 2. Seja f E OA em um intervalo aberto D, e seja z E D. Se f' (z)  4 0, 
então para todo s com if' (z)s < 0, existe uma constante t > 0 tal que f(z + As) < f (z), 
para todo A E (0, t). 
Prova. Precisamos apenas usar t e a continuidade de f', e então f'(z + As)s < 0 e 
z + As E D para todo A E (0, t). O resto vem imediatamente do cálculo, desde que, 
para qualquer )1/4, 
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f (z + As) — 1(z) =
o 
 (z + as)scla < O. 	 O 
o Teorema anterior sugere que encontramos um ponto de  mínimo x. de uma função 
f resolvendo f(x) = O. Por outro lado, aplicando o teorema a g(x) = —f (x), vemos que 
esta  condição também identifica possíveis pontos de máximo. Isto e, resolver r(s) = O 
é necessário para encontrar um ponto de  mínimo de f, mas não suficiente. O Teorema 
seguinte mostra que uma  condição adicional suficiente é fll(x.) > O. 
Teorema 3. Seja f E C2 (D) em um intervalo aberto D e seja x. E D tal que f' (x.) = O 
e f"(x.) > O. Então existe um sub-intervalo aberto D' c D para o qual x. E D' e 
f(x) > f(x) para qualquer outro x E D'. 
Prova. Seja D' escolhido sobre x para que f" > O em D'. O uso de uma serie de 
Taylor não traz problemas posteriores no exemplo multidimensional do problema de 
minimização, então observamos que para qualquer x E D' existe um X- E (x,„x) c D' 
tal que 
1(x)  f (x.) = (x.)(x — x.) + —21 f" ()(x — x ) 2 .  
Desta forma terminamos, pois rx.) =0 eYe D' implica 
1 f(x) — f(x) = 	 — x.) 2 f"(-±) > O. 
Agora que podemos reconhecer uma solução, vamos decidir como calculá-la. O 
caminho mais fácil para a classe de algoritmos que vamos usar é pensar em resolver 
fi(x) = 0 aplicando a estratégia do método de Newton, apenas tendo certeza de que 
encontramos um mil-limo e não um máximo, unindo na  estratégia de globalização a 
condição que f (xk ) decresce conforme k cresce. 
Uma iteração do método começa aplicando o Método de Newton, em f(x) = 0 no 
ponto corrente xk . 0 passo de Newton é 
ff (Xk) 
Xk+1 Xk 	  f " (x k) . (2) 
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importante observar o significado deste passo em termos de problemas modelos. 
Como é derivado fazendo um modelo de f(x) em xk, equivalente a ter feito um 
modelo quadrático de 1(x)  em 
 xk, 
1 
m k (x) = f(x k ) + r(xk )(x — x k ) + —2 f"(x k )(x xk ) 2 , 
e estabelecendo x ic±i ao ponto critico deste modelo. Um modelo quadrático é mais 
apropriado do que um modelo linear de f tanto para maximização quanto para mini-
mização porque tem no máximo um ponto extremo. Desta forma, o passo (2) encon-
trara o ponto extremo de uma função quadrática em uma iteração; ainda, irá convergir 
localmente e quadraticamente para um ponto extremo x de f(x) se f"(x.) 0 e f" 
tiver continuidade de Lipschitz perto de x,c. 
Nossa estratégia global para minimização será exigir que f (x N) < f (x k), que in-
dica o avanço em relação a um mil-limo. Se f(xN) > f(xk) mas f i (xk)(xN — xk) < 0, 
então o Teorema 2 mostra que f deve inicialmente decrescer na direção de x k para 
x N , e então podemos encontrar um próximo ponto x k±i indo de xN para x k . De (2), 
fi(x k )(x N — xk) será negativo se e somente se f"(xk)(ou sua aproximação) for positiva. 
Isto 6, se o modelo local usado para derivar o passo de Newton tem um  mínimo e não 
um máximo, então é garantido propiciar uma  direção apropriada do passo. Por outro 
lado, se f ll (xk) < 0 e f(xk)(xN — xk) > 0, então f(x) inicialmente cresce indo de xk 
para x N , e devemos tomar um passo na direção oposta. Uma  estratégia é tentar um 
passo de comprimento IxN xkI  e então voltar, se necessário, ate f (x k+i) < f (x k) • 
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2 Método de Newton para Equações Não-Lineares 
e Minimização Irrestrita 
Generalizando tudo o que foi feito até agora, vamos considerar problemas de mais 
variáveis discutindo o método de Newton para sistemas de equações não-lineares e mi-
nimização sem restrição. Vamos começar derivando o método de Newton para sistemas 
de equações não-lineares, discutindo suas  características boas e ruins e mostrar que o 
método de Newton tem convergência quadrática  local para maioria dos problemas, em-
bora não necessariamente alcance convergência global. Vamos ainda discutir a versão 
do método de Newton para problemas de mais variáveis de minimização sem restrição. 
2.1 Método de Newton para Sistemas de Equações Não-Lineares 
o problema mais simples estudado aqui é a solução de um sistema de equações 
não-lineares: 
dada F : In Rn, encontrar x4: E Pan tal que F(x) = O 	 (3 ) 
onde F é diferenciável. Agora vamos derivar o método de Newton para o problema (3) 
e discutir suas exigências e características  de convergência local e global. Novamente 
vamos ignorar as questões de existência e unicidade de soluções para (3), e assumir que 
na prática isso não será um problema. 
o método de Newton para o problema (3) novamente é derivado encontrando a raiz 
de uma aproximação linear de F na estimativa corrente x k . Esta aproximação é criada 
usando as mesmas técnicas do problema de uma variável. Como 
i
xk
xk -F-1) 
F(Xk 	 = F(xk ) + 
	
J(z)dz. 	 (4) 
aproximamos a integral em (4) pelo termo linear J(xk )p temos 
mk( xk +p) = F(xk) + Ax k )p. 
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Agora basta resolver para o passo piv que faz Mk (xk pN ) = 0, resultando na 
iteração de Newton para (3). 
Axk) pN = —F(x k ), 
xk+i = xk PN • 	 (5 ) 
Como não esperamos que 	 se iguale a x, mas que seja uma estimativa melhor 
do que xk, fazemos da iteração de Newton (5) um algoritmo, aplicando-a iterativamente 
a partir de uma estimativa inicial x o . 
Algoritmo 1. Método de Newton para Sistemas de Equações Não-Lineares 
Dada F : Rn1 I\ fl  continua diferencicivel e dado x o E Rn: em cada iteração k, 
resolver 
.1(xk)Pk = —F(xk), 
Xic±i = Xk ± Pk- 
Por exemplo, seja 
  
 
F(x) = 
[
x1 4- x2 — 3 
x2 _l_ , 2 —9 1 i '12 e' 
  
que tem raizes (3, 0) T e (0, 3) T , e seja xo = (1, 5) T . Então as duas primeiras iterações 
do Método de Newton são: 
Axo)po = —F (x0) 
1 1 I 	 3 1 
Po 
2 10 	 17 
Po = 
x 1 -= xo Po = (-0.625, 3.625)T 
= 
1 	 1 	 [ 0 1 	 145 272 
P1 = 	 P1 = 
5 29 	 145 	 —145 1 
4 	 32 	 272 
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x2 =-- x +131 	 ( —0.092, 3.092) T  . 
o método  de Newton parece estar operando bem neste exemplo, x 2 já está bem 
próximo da raiz (0, 3) T . Esta é a maior vantagem do método de Newton: se x 0 
suficientemente próximo de uma solução x. e J(x) é não-singular, a seqüência } 
gerada pelo Algoritmo 1 converge quadraticamente para x,,. O método de Newton 
também trabalhará bem em problemas quase lineares, já que ele fornece a raiz de uma 
função linear (não-singular) em uma iteração. É interessante notar também que se 
qualquer função componente de F é linear, cada iteração do  método de Newton será 
uma solução dessas equações, já que os modelos lineares que o método irá usar será 
sempre exato para essas  funções. Por exemplo, 
 li  é linear no exemplo dado acima, e 
= f1 (x2) = f(x3) = = O. 
Por outro lado, o método de Newton não irá convergir bem  começando com esti-
mativas iniciais ruins, como já acontecia nos problemas de uma variável. Por exemplo, 
F(x)=[exi 1 —1 
ex2 — 1 
onde x„ = (0, 	 e xo = (-10, —10) T , temos 
( -11 ± ero , _ 11 ± ero)T 
(2.2 x 1O,2.2 x 104)T, 
que não é um passo muito born! Portanto as características da convergência do 
método de Newton indicam como usá-lo no caso de mais dimensões: sempre vamos 
querer usá-lo pelo menos nas iterações finais de qualquer algoritmo  não-linear para 
tomar vantagem da sua rápida convergência local, mas terá que ser modificado em 
relação à convergência global. 
Porem, devemos ter em mente dois problemas fundamentais na implementação do 
Algoritmo 1. Primeiro, o Jacobiano de F pode não ser analiticamente  disponível. 
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Isto ocorre geralmente em aplicações reais - por exemplo, quando F não é dada de 
forma analítica. Dai, aproximar Axk) por métodos mais baratos é um problema muito 
importante que discutiremos mais adiante. Segundo, J(xk) pode ser singular ou mal-
condicionada, e então o sistema linear Axk)Pk = —F(x k ) não pode ser resolvido segu-
ramente para o passo xk• 
As vantagens e desvantagens do método de Newton discutidas acima são a chave 
para o desenvolvimento dos algoritmos multidimen.sionais, já que elas apontam as pro-
priedades que queremos manter e as Area onde aperfeiçoamento e modificações podem 
ser necessárias. Elas  estão listadas a seguir. 
Vantagens e desvantagens do metodo de Newton para sistemas de 
equações não-lineares 
Vantagens 
1. Convergência quadrática partindo de boas estimativas iniciais se Ax.) 
é não-singular. 
2. Solução exata em uma iteração para uma F linear. 
Desvantagens 
1. Não apresenta convergência global para muitos problemas. 
2. Exige Ax k ) a cada iteração. 
3. Cada iteração requer a solução de um sistema de equações lineares que 
pode ser singular ou mal-condicionado. 
2.2 Convergência Local do Método de Newton 
Teorema 4. Suponha que F é continua diferencicivel em um conjunto aberto convexo 
Dc 	 . Seja x. E D uma solução de F(x) = 0, Ax.) não-singular e seja fx k l a 
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seqüência de iterações geradas pelo Algoritmo 1. Então quando x k E D é suficiente-
mente próximo de x * , temos 
x ic ± i x* = o(lixk — 
indicando convergência local superlinear. Quando F é Lipschitz continua diferenciável 
próximo de x * , temos para todo xk suficientemente próximo de x * que 
Xk+1 X * - 0(11X k - 
indicando convergência local quadrdtica. 
Prova. Como F(x) = 0, podemos estimar F da seguinte maneira 
Rxk) 
F(xk) F(x) 
=-- Axk)(xk x*) + f ol [Axk + t(x* — xk)) Axic)i(xk — x * )dt 
= ti(xic )(xk — x*) + 0(1 lxk 
	 11)- 	 (6) 
Como J(x) é não-singular, existe um raio 6 > O e uma constante positiva [3* tal 
que para todo x na bola B(x *, 6) definida por 
B (x * , 6) = { I Ilx — x * I1 _< (5} , 
temos que 
I1J(x) -1 11 5_ 0* e x E D. 
Assumindo que xk E B(x * ,o), e recordando a definição J(x0pk = — F(xk), multiplica-
mos ambos os lados de (6) por Ax k ) -1 para obter 
-Pk =(Xk X*) 	 ilAX0 -1 11°(11 X k XII) ,  
Xk + - X* = 0(IIX k 
 
- 	 = 0(11Xk  
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o que prova a convergência local superlinear! 
Quando a continuidade de Lipschitz é satisfeita, podemos escrever 
Rx k ) = Rx k ) F(x) = Axk)(xk — x.) + w(xk,x.), 
	 ( 7) 
onde o resto w(x k , x.) é definido por 
(..tOk , X* ) = 	 [J(xk + t(x. x k )) 	 (x k )](xk x.)dt. 
Podemos estimar LtJ (X k *) como 
	
lw (xk , x.) 1 1 = o(Ii x k 	 x*i ) 
	 (8) 
Multiplicando (7) por J(xk)' e usando a definição J(xk)Pk = —F(x k ), obtemos 
-Pk ± (Xk X*) = AX0 -1W(Xk, x * ), 
e então a convergência local quadrática segue tomando normas em ambos os lados 
e usando a cota (8). 	 0 
2.3 Método de Newton para Minimização Irrestrita. 
Vamos agora discutir o método de Newton para 
min. f: 
xeRn 
onde sf é duas vezes continua diferenciável. Então construímos um modelo de f no 
ponto corrente xk , dado pela quadrática 
m k (x k + 
	 f (xk) + f(xk) T P + 12-PT V2 if (x P 
e resolvemos para o ponto xk+i = xk + N, onde Vmk(xk+i ) = 0, uma condição 
necessária para xk +. 1 ser minimizador de mk . Este processo corresponde ao seguinte 
algoritmo. 
23 
Algoritmo 2. Método de Newton para Minimização Irrestrita 
Dada I : 	 duas vezes continua diferencicivel, x o E Rn ; a cada iteração k, 
resolver 
v2 f (xOpiv = -vf(xk ), 
Xk-4-1 = Xk 
	 r 
Exemplo 3. Seja f(xi,x2)= (xl ___ 2 )4 ± (xi _ 2)2 4 +  (x2+  i) , que tem seu mínimo  em 
x * --= (2, —1) T Algoritmo 2, começando de x o = (1,1)T , produz a seguinte seqüência 
de pontos: 
f (xk) 
xo = (1.0 	 7 Loy 	 6.0 
xi = (1.0 	 , -0.5) T 	 1.5 
X2 = (1.3913043 	 -0.69565217) T 4.09 x 10-1 
x3 = (1.7459441 -0.94879809) T 6.49 x 10-2 
x4 = (1.9862783 , -1.0482081) T 	 2.53 x 10 -3 
x5 = (1.9987342 , -1.0001700) T 	 1.63 x 10 -6 
x6 = (1.9999996 , -1.0000016) T 	 2.75 x 10-12 
o Algoritmo 2 é simplesmente a aplicação do  método de Newton (Algoritmo 1) 
ao sistema Vf(x) = 0 de n equações não-lineares e n 
 incógnitas, pois seus passos a 
cada iteração encontram o zero do modelo linear de N7f definido por Mk (x k p) = 
V[mk(xk + p)] = V f (xk) + V 2 f(x0p. Partindo desta perspectiva, algumas das van-
tagens e desvantagens deste algoritmo de minimização são as mesmas já comentadas 
anteriormente. O lado bom é que se x o é suficientemente próximo de um minimiza-
dor local x * de f com V2f(x.) não-singular (e portanto positiva definida), 
 então a 
seqüência fx k l gerada pelo Algoritmo 2 irá convergir quadraticamente para x,„ como 
vimos no Exemplo 3. Também, se f 
 é  uma quadrática estritamente convexa,  então Vf 
linear e então x 1 será o único minimizador de f. 
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0 lado ruim 6. que o Algoritmo 2 compartilha as desvantagens do  método de Newton 
para resolver F(x) = 0, e ainda temos um novo problema. As dificuldades antigas são 
que o método não é globalmente convergente, exige a solução de um sistema de equações 
lineares e requer derivadas analíticas, neste caso V f e \7 2 f. 
Devemos também considerar que mesmo como um  método local, o método de New-
ton não especificamente adequado para o problema de minimização; não há nada no 
Algoritmo 2 que o faça menos provável de encontrar um maximizador ou um ponto de 
inflexão de f,  onde V f também é zero. Do ponto de vista do modelo, a dificuldade 
com o Algoritmo 2 é que cada passo simplesmente vai para um ponto critico do modelo 
quadrático local corrente, seja o ponto critico um minimizador, um maximizador ou 
um ponto de inflexão do modelo. O Algoritmo 2 só é consistente quando tentamos 
minimizar f (x) se V2f(xk) positiva definida, dai o ponto critico é um minimizador. 
Embora o método de Newton pretenda inicialmente ser um  método local para ser usado 
quando xk  próximo suficiente de um minimizador em que V' f (x k ) 
 é  positiva definida, 
várias adaptações podem ser feitas tentando corrigir o problema de V 2 f(xk) não ser 
positiva definida. 
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3 Métodos de Newton Inexato 
Considere o sistema de equações não-lineares 
F(x)= 0, 	 (9) 
onde F : 	 uma função não-linear com as seguintes propriedades: 
1. Existe um x), E Rn tal que F(x) = O. 
2. F é continua diferenciável em uma  vizinhança de x. 
3. J(x) é não-singular. 
Como já vimos anteriormente, um algoritmo clássico para encontrar a  solução de 
(9) é o método de Newton. Dada uma estimativa inicial x o , calculamos uma seqüência 
de passos 
 {Pk}  e iterações fx kl da seguinte maneira: 
Resolver 
Ax k )pk = — F(x k ) 	 (10) 
Calcular xk±i = xk + Pk- 
o método  de Newton é atrativo pois converge rapidamente partindo de uma esti-
mativa inicial suficientemente boa. Na verdade, é um  método modelo que podemos 
usar para comparar com outros  métodos de rápida convergência. 
Um inconveniente do método de Newton é ter que resolver as equações de Newton 
(10) em cada estágio. Calcular a solução exata usando um  método direto tal como 
eliminação de Gauss pode ser caro se o número de incógnitas for grande e pode nem 
ser justificado quando xk está longe de x * . Desta forma, parece razoável usar um 
método iterativo e resolver (10) apenas aproximadamente. Considerando o vetor r k , o 
resíduo relativo das equações de Newton é dado por 
rk 
 J(x0Pk + F(xk) 
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a idéia é resolver (10) aproximadamente ate que o resíduo relativo fique menor que uma 
precisão escolhida. Tal método oferece um compromisso entre a 
 precisão com a qual 
as equações de Newton são resolvidas e a quantidade de trabalho por iteração. Uma 
questão importante é estabelecer que nível de 
 precisão é necessário para preservar a 
r6pida convergência local do método de Newton. 
Consideramos os métodos que calculam uma solução aproximada para as equações 
de Newton de maneira não especificada, mas tal que 
	  < 7, 
11F (x01 1 	 ' il" 
onde a seqüência não-negativa {ii k }, denominada sequência de termos forçantes, 
usada para controlar o nível de precisão. Os métodos com estas características são 
denominados Métodos de Newton Inexato. 
Para ser preciso, um método de Newton inexato é qualquer 
 método que, dada uma 
estimativa inicial x o , gera uma seqüência fxkl de aproximações para x. da seguinte 
maneira: 
Encontrar algum passo Pk  que satisfaz 
AXOPk — — F(Xk) rk, onde  Il r kil  
liF(sk)II 
	
k< 
Calcular Xic±i =- Xk ± 
 Pk. 
Aqui rik pode depender de k; tomando rik a.- O temos o método de Newton. 
Na seqüência, vamos analisar o comportamento local desses métodos. Vamos ver 
que estes métodos são localmente convergentes se a seqüência forçante for uniforme-
mente menor que um. Vamos caracterizar a ordem de 
 convergência e indicar como 
escolher uma seqüência forçante (e assim como construir um 
 método de Newton ine-
xato) que preserve a rápida 
 convergência do método 
 de Newton. Vamos discutir como 
esses resultados podem ser usados para analisar 
 métodos específicos 
 para resolver (9). 
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3.1 Convergência local dos métodos de Newton inexato 
Nesta seção, segundo a fraca suposição que a seqüência forgante {o k } é uniforme-
mente menor que um, vamos ver que os métodos de Newton inexato são localmente 
convergentes, isto 6, que a seqüência de 
 iterações fx k l converge para x , partindo de 
alguma estimativa inicial x o 
 suficientemente boa. Este requisito é natural já que Pk 
satisfaz nk > 1. 
Lema 2. Para todo c. > 0, existe > O tal que J(y) é moo-singular e 
11J(Y) 1 
	 AX*Y-1 11 < C 
se Ily — x* Il < 6. 
Lema 3. Para todo e > 0, existe 
 6 > O tal que 
	
I IF(y) 
	 F(x.)— J(x.)(y — x.)115_ city — x* Ii 
se Ily — x.11 	
• 
Teorema 5. Assuma que n < 
	
- 	 Imax < t < 1 Existe e > 0 tal que, se 11x 0 
— x.11 < c, 
então a seqüência de iterações do método de Newton inexato fx k l converge para x * . 
Ainda, a convergência é linear no sentido que 
x*Ii* 
	 tilxk 
— 
onde Ifyil. 
	 IfJ(x)yll. 
Demonstragdo(veja [1]). 
3.2 Taxa de convergência dos 
 métodos 
 de Newton inexato 
Nesta seção, vamos caracterizar a ordem de 
 convergência 
 das iterações do 
 método 
de Newton inexato em termos da taxa de convergência dos resíduos relativos e indicar 
como a seqüência forgante influencia essa taxa de convergência. 
DEFINIÇÃO: Seja fxk 
 uma seqüência que converge para x * . Então 
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1. xk 	 x * superlinearmente se 
lixk+i 	 x*Ii = °(1Ixk x * I1) quando k -4 oo; 
2. xk 	 quadraticamente se 
s*I1 = 0(11xk — x.I12) quando k —› oo. 
Lema 4. Seja 
a max [it J(x )iI ± —20 , 2 131 
onde 	 ilAx*) 1 11. Então 
ilF(Y)ii 
	
ally - x*ii 
para Ily — x * I1 suficientemente pequeno. 
DEFINIÇÃO: J é Lipschitz continua em x * se existe L > 0 tal que 
J(x)ii 
	 — x*I1 
para Ily — 
 x * 
 ii  suficientemente pequeno. 
Lema 5. Se J é Lipschitz continua em x * , enteio existe L' > 0 tal que 
IlF(y) 	 F(x) 	 Ax *)(y x * )II 	 L'IlY x*I1 2 
para ( y  x * I1 suficientemente pequeno. 
Teorema 6. Assuma que as iterações fx k l do método de Newton inexato convergem 
para x* . Enteio x k x * superlinearmente se e somente se 
lirkii = 0(liF(xk)ii) quando k 	 oo. 
Ainda, se ti é Lipschitz continua em x * , então xk 
	 x * quadraticamente se e somente 
se 
Iirkii = 0(IIF (xk)112) quando k 	 oo. 
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Prova. Assuma que xk x * superlinearmente. Como 
rk -= [f(x k ) F(x) Ax.)(sk — s.)] — [Ask) — J(x.)1(xk x * ) 
(x.) + {As — Ax.)11(sk+1 x„), 
tomando normas 
11r/di 	 IIF(sk) - F(x) 	 J(x ),)(xk - 34)11 + 	 Ax.)1111 xk - x.11 
-1-[11Ax.)11+ 	 *)11111x k+i - 
o (1Ix k x*Ii) + 0(1)11x k x *ii 	 [II Ax 	 + °Mi.° (1Ix k - 
pelo Lema 3, a continuidade de J em x,, e a suposiçho que x k 	
* superlinearmente. 
Portanto, 
trkfl 
	
o(lxk x * Ii) = o(11F(xal) quando k 	 oo , 
pelo Lema 4. 
Por outro lado, assuma que 11rk =-- 0(11F(xk)11)- Como 
J(x,,)(xk+i x*) 	 + Ax*P(x0 -1 - Ax.) -1 11 
•[rk + [J(xk) J(x *)1(xk x *) - [F(xk) F(x) - J(x * )(xk 
tomando normas, 
x* I1 	 [11,1(x.) -1 11 + 1 1 J(xk)' - J(x.) -1 111 
± I 	 k) 	 *)111ix k - x ± 	 (x k) - 	 *) - 	 *)(x k - x *) 
[Mx 	 +  o(1)]  • [0 (ii F kW) + 6(1)11x k - x *II + 0 aix k - x * 11)1 
pelo Lema 2, a suposição que rkfl = o(liF(x011), a continuidade de J em x * e Lema 
3. Portanto, 
lXk+l X*I 0(LIF(xk)II)+0(1Ix*0x*1) quando  k -00 
pelo Lema 4. 
Se J é Lipschitz continua em x ,  , então a prova é essencialmente a mesma, usando 
a continuidade de Lipschitz de el e Lema 5 no lugar da continuidade de 
J e Lema 3. • 
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Teorema 7. Assuma que as iterações fxkl do método de Newton 
inexato convergem 
para x* . Se J é Lipschitz continua em x, então xk 	
x *  quadraticamente se e somente 
se rk 
	
O  quadraticamente. 
Demonstração (vej a [1] . 
0 seguinte resultado indica como a seqüência forçante influencia a taxa de con-
vergência das iterações do Newton inexato. 
Corolário 1. Assuma que as iterações Ixkl do método de Newton inexato convergem 
para 	 Então: 
1. x k ---+ 	 superlinearmente se bin rik = 0; 
2. x k —>  X quadraticamente se J é Lipschitz continua em x
*: e 
	
T1k O(lF(xk)l) quando k 	 oo 
o  Corolário 1 é construtivo no sentido que especifica como imaginar um método 
com uma dada taxa de convergência para funções suaves  F:  simplesmente escolher a 
seqüência forçante apropriadamente e resolver as equações de Newton (isto é, usando 
um método iterativo) com  precisão suficiente que (11) seja satisfeito. 
3.3  Métodos  de Newton inexato para o 
problema de mini-
mização 
0 problema de minimização consiste em resolver 
min f (x), 	 f : Rei 	 R 
e neste caso desejamos obter um ponto onde o gradiente se anula, ou seja 
VI (x) = O. 
Note que para resolver um problema de minimização 
	
f (x0Pk — 	 f(xk) 
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podemos usar, como faremos no caso dos sistemas não lineares, um algoritmo iterativo 
linear. Neste caso a matriz Hessiana é  simétrica e  Pk será uma direção de descida 
quando V2f (xk) for positiva definida. 
0 desempenho dos métodos de Newton inexato ou mesmo do  método 
 de Newton 
original depende fundamentalmente da resolução do sistema linear em cada iteração. 
No método  de Newton usualmente emprega-se variantes da fatoração LU, considerando 
estruturas de dados com esparsidade para problemas com muitas variáveis. 
No caso dos métodos de Newton inexatos,  métodos  iterativos lineares são utilizados. 
Métodos iterativos estacionários como Jacobi, Gauss-Siedel, SOR, etc; apresentam 
convergência lenta e exigem muitas iterações e mesmo podem divergir em problemas 
de muitas variáveis. Uma classe de  método  iterativos mais robustos são os  métodos 
não estacionários do tipo gradiente conjugado que descrevermos em seguida. 
3.4 Método Gradiente Conjugado 
o método  do Gradiente Conjugado Linear é uma das  técnicas  mais vantajosas para 
resolver grandes sistemas de equações lineares. Foi proposto por Hestenes e Stiefel na 
década  de 50 como um método iterativo para resolver sistemas lineares com a matriz 
dos coeficientes positiva definida, podendo ser generalizado quando isso não acontece. 
3.4.1 Método  do Gradiente Conjugado Linear 
o  método do Gradiente Conjugado é um  método iterativo para resolver um sistema 
de equações lineares 
Ax = b, 
onde A é uma matriz n x n  simétrica  positiva definida. Este problema pode ser decla-
rado equivalentemente como o seguinte problema de minimização: 
43 (x) 	 Ax b T x,  2 
isto 6, ambos os problemas têm a mesma solução  única. Esta  equivalência irá nos 
permitir interpretar o método do gradiente conjugado como um algoritmo para resol- 
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ver sistemas lineares ou como uma  técnica  para minimização de funções quadráticas 
convexas. Devemos notar que o gradiente de 4) é igual ao  resíduo  do sistema linear, 
V(x) =  Ax — b = r(x). 
3.4.2  Método das  direções conjugadas 
Uma das propriedades notáveis do método do gradiente conjugado é a habilidade de 
gerar, de uma maneira econômica, um conjunto de vetores conjugados. Um conjunto de 
vetores {Po 7 Pi 7 . 7  p. }  são ditos conjugados, com respeito à matriz A  simétrica 
 positiva 
definida, se 
pTi Api -= 0, Vi j. 
A importância da conjugacidade está no fato de que podemos minimizar a  função (I) em 
ri  passos minimizando-a sucessivamente ao longo das direções individuais no conjunto 
conjugado. Dado um ponto inicial xo E RI' e um conjunto de direções conjugadas 
{Po,Pi, •••,Pn-i } , geramos uma seqüência Ixkl fazendo 
Xk-1-1 	 Xk 	 cgkPk, 
	 (12) 
onde ak é o minimizador unidimensional da função quadrática 4) dado por 
rk Pk  
= PT. Ap k  
Teorema 8. Para qualquer x o E Rn a seqüência Ix k l gerada por 12 converge para 
solução x* do sistema linear Ax = b em no máximo  n passos. 
Demonstração(veja [4 ]). 
Teorema 9. Seja x o E Rn um ponto inicial e suponha que a seqüência Ix k l é gerada 
pelo algoritmo da direção conjugada 12. Então 
rTpi= 0, Vi =0,...,k — 1. 	 (13) 
Demonstração(veja [4]). 
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3.4.3 Propriedades Básicas do  Método  do Gradiente Conjugado 
o  método do Gradiente Conjugado é um método de direção conjugada com uma 
propriedade muito especial: ao gerar o conjunto de vetores conjugados, pode calcu-
lar um novo vetor 
 Pk  usando apenas o vetor anterior pk_i• 
O método não precisa de 
todos os elementos anteriores pa,Pi, .-•, Pk-2 do conjunto conjugado; Pk é automatica-
mente conjugado a estes vetores. Esta propriedade implica que o método exige pouco 
armazenamento e cálculo. 
Cada direção Pk é escolhida para ser uma combinação linear da direção do gradiente 
—V(I)(xk) (que é igual ao  resíduo negativo —r k ) e da direção  anterior p k_1 . Temos 
Pk — rk + )3kPk-1, 
onde o escalar fik para ser determinado pela exigência que pk _i e  Pk 
 devem ser 
conjugadas com respeito 6, A. Pré-multiplicando a equação por pl_ iA e impondo a 
condição p 1 Apk --= 0, temos 
i3k 	 T 	 A 	 • 
Pk-i-riPk -1 
É intuitivo escolher para primeira direção p o  a direção do gradiente em x o . Assim 
temos o algoritmo completo, expressado formalmente a seguir: 
Algoritmo 3. Versão 1 Gradiente Conjugado 
Dado xo, ro = Axo — Po = —ro, k = 0; 
Enquanto lir k il > 
Pk rk  
ak --= 	 T A 
Pk 11-Pk 
Xk-+-1 -= X k akPk 
rk±i Axk+1 b 
rTe±iAPk  
Ok+1 = T A 
Pk fi-Pk 
Pk+1 = 	 4- 13k-viPk 
	 (14) 
k = k + 1 
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Posteriormente vamos apresentar uma versão mais eficiente do  método gradiente 
conjugado; a versão acima é útil para entender as propriedades essenciais do 
 método. 
Vimos anteriormente que as direOes P o , Pi, ..., pn,-1 
 Sao realmente conjugadas, o que 
pelo Teorema 4 implica finalização em n passos. 0 teorema abaixo estabelece esta 
propriedade e outra propriedade importante; os  resíduos ri 
 são mutuamente ortogonais. 
Teorema 10. Suponha que a k-ésima iteração gerada pelo  método  do gradiente 
conju-
gado não é o ponto de solução x* • As seguintes propriedades são verdadeiras: 
r iTri = 0, para i= 0, 	 k - 1 ,  
pTk Ap i --= 0, para i 	 —1, 
Além disso, a  solução  x* obtida em no máximo n iterações. 
Demonstração(veja [4]). 
3.4.4 Uma forma prática do Método do Gradiente Conjugado 
Podemos conseguir uma forma mais econômica para o método  do gradiente conju-
gado usando os resultados dos teoremas 5 e 6. Primeiro, podemos usar 14 e 13 para 
trocar a fórmula de ot k por 
, k ,k 
ak 	 T A 
Pk riPk 
Segundo, temos que r k+i = rk akApk e então akApk = rk+i — rk e usando novamente 
14 e 13 conseguimos simplificar a fórmula de Ok±i para 
ok 
,T 
k+1 1 k+1 
1 	 T rk rk 
Usando estas novas  fórmulas obtemos uma nova forma para o método do gradiente 
conjugado. 
Algoritmo 4. CG 
Dado xo, ro = Axo — b, Po = — ro, k ------ 0; 
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Enquanto 11 
	
> 
rk rk  
ak = T A 
Pk  fl-Pk 
= Xk akPk 
rk-Ei rk + akApk 
riT±irk±i 
Ok+1 = 	 T  rk rk  
Pk+1 	 + 13k-1-129k 
k = k -1- 1 
Em qualquer ponto dado no Algoritmo CG, nunca precisamos saber os vetores 
x, r 
e p por mais do que as duas últimas iterações. Para grandes problemas, o 
 método CG 
tem a vantagem de que não altera a matriz coeficiente, e algumas vezes se aproxima 
da solução muito rapidamente. 
3.4.5 Taxa de Convergência 
Vimos que o método do gradiente conjugado determina a solução em, no máximo, 
n iterações. O que é mais notável é que quando a distribuição dos autovalores de A 
tem certas  características favoráveis, o algoritmo identifica a solução em menos de n 
iterações. 
Teorema 11. Se A tem apenas r autovalores distintos,  então o método CG irá  deter-
minar a solução em, no máximo, r iterações. 
D emonstraç (vej a [4]). 
Teorema 12. Se A tem autovalores A i < A2 < < X„, temos 
An—k — Al \ 2 
11X1c±i X * 11 2A < 	 II XO — 41 2A 
An-k 
onde 11z11 24  =-  z' Az. 
Demonstração(veja [4]). 
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3.5 Newton-CG 
No método Newton-CG, calculamos a  direção  procurada nas equações de Newton 
Ax k )pk = —F(x k ) 
aplicando o método CG, tentando satisfazer 
LIrkIL  
11F(xk)11 
Vamos discutir os detalhes da iteração interna CG que é exatamente 
o Algoritmo 
CG descrito anteriormente. O sistema linear a ser resolvido é (10), assim temos que 
= J(xk) e b = —F(xk). Vamos usar sobrescritos para denotar as iterações {x
(i) } 
e as  direções {p(i)} geradas pela  iteração CG, distinguindo-as das iterações 
x k e das 
direções pk  de Newton. Vamos impor as seguintes exigências: 
1. 0 ponto inicial para a iteração CG é x (° =  O. 
2. A direção de Newton Pk é definida pela  iteração  CG final x (f ) . 
Algoritmo 5. Newton-CG 
Dado urn ponto inicial xo; 
para k = 0, 1, 2, ... 
Calcule a direção  Pk  aplicando o método CG et 
J(xk )pk =-- —F(x k ), partindo de x(°)= O. 
Termine quando 1rk _.71kliF(x011. 
Faça xk+i xk + Pk • 
Nos problemas de minimização geralmente podemos usar o método do gradiente 
conjugado pela simetria da matriz Hessiana. No caso dos sistemas lineares entretanto 
a matriz Jacobiana não é simétrica. Mesmo assim podemos usar uma modificação do 
gradiente conjugado baseado nas equações normais [6]: 
Ax = b A T Ax A T b 
CI segundo sistema possui a mesma solução do sistema original e 
a matriz A T A 
simétrica e positiva definida se A é não singular. 
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4 Implement ações 
Este capitulo contém os testes  numéricos  realizados. Os experimentos envolvem 
dois problemas provenientes da literatura cientifica clássica [7]. 
Os problemas testes so mostrados a seguir com as respectivas estruturas dos Jaco-
bianos. Para ambos os problemas o ponto inicial é x o =-- (-1, —1, ..., —1) T e a precisão 
é 10-7 . 
PROBLEMA 1 
fi(x) 	 (3 — 21)i 2x2 1 
f(x) = (3— 2xi )xi 	 2xi+1 ± 1 	 i = 2, ...,n —1 
f(x) = (3 — 2x 7,)x n, x 1 + 1 
Estrutura do Jacobiano para 11 = 30 
• 
• • 
• • 
• • 
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Resultados para ri = 5000 
77 Iterações de Newton Iterações CG 
0.1 7 iterações 3/3/5/6/7/7/7 
0.3 8 iterações 2/3/5/5/6/5/5/5 
0.9 11 iterações 1/3/4/3/4/3/4/3/4/4/4 
min(0.5, VIIND 7 iterações 2/3/4/6/9/13/20 
0.001 5 iterações 8/9/10/12/13 
PROBLEMA 2 
f(x) = (3 + 54)x + 1 — E(xi 4- 4) 	 i = 1, ..., n 
jE/2 
onde 
Ii == 
il = max (1, i — 5), i2 = min(n, i -I- 5) 
Resultados para ri -,-- 1000 
11 Iterações de Newton Iterações CG 
0.1 7 iterações 3/3/3/3/4/4/4 
0.3 8 iterações 2/2/2/3/3/4/3/4 
0.9 9 iterações 1/1/2/2/2/3/2/3/2 
inin(0.5, VilbII) 7 iterações 1/1/2/2/4/6/9 
0.001 6 iterações 7/6/6/7/8/8 
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Estrutura do Jacobiano para n = 30 
• • • • • • 
• • • • • • • 
• • • • • • • • 
• • • • • • • • • 
• • • 
• • • • 
• • 
• 
• • 
• 0 
• • 
• • 
• • 
• • 
• • 
• • 
• 
• • 
• • • • • • • • • • • 
• • • • • • • • • • • 
• • • • • • ••• • • 
• • • • • • • • • II • 
• • • • • • • • • • 
• • • • • • • • • • • 
• • • • • • • • • • • 
• • • • • • • • • • • 
• • • • • • • • • • 
• • • • • • • • • • • 
• • • • • • • • • • • 
• • • • • • • • • • 
• • • • • • • • • • • 
• • • • • • • • • • • 
• • • • • • • • • • • 
• • • • • • • • • • 
• • • • • • • • • • • 
• • • • • • • • • • 
• • • • • • • • • • 
• • • • • • • • • 
• • • • • • • • 
• • • • • • • 
• • • • • 
Os resultados obtidos confirmam a teoria, isto e, quanto menor o valor de i que 
tomarmos, mais iterações internas do  método  do gradiente conjugado teremos. Dai, 
para 77 próximo de zero, as iterações do  método  de Newton inexato tendem a ser em 
mesmo número das iterações do  método de Newton puro. 
Como em ambos os exemplos a matriz Jacobiana não é  simétrica, usamos em suas 
resoluções uma modificação do gradiente conjugado baseado nas equações normais 
Ax = ATb. 
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Conclusão  
Cs presente trabalho descreve a metodologia em que se baseiam os Métodos de 
Newton Inexatos, suas principais  características teóricas e práticas ilustradas por ex-
perimentos numéricos que confirmam a teoria. Observamos que para sistemas com 
muitas variáveis é interessante resolver a seqüência de sistemas lineares apenas aproxi-
madamente, principalmente nas iterações iniciais. 
A seqüência natural do trabalho seria a implementação fora do ambiente MATLAB, 
trabalhando com FORTRAN ou C++. Isso possibilitaria trabalhar com sistemas mai-
ores ainda. Outra possibilidade é trabalhar com outros  métodos iterativos lineares 
além do gradiente conjugado, ou ainda usar esquemas de precondicionamento para 
acelerar o método iterativo. Entretanto este seria um tema  possível de ser explorado 
num trabalho de mestrado. Finalizando o presente trabalho, foi uma  ótima oportu-
nidade de observar como teoria e prática na Matemática são aspectos relevantes para 
a compreensão  dos conceitos fundamentais desta ciência. Neste sentido, este traba-
lho de conclusão  de curso atingiu plenamente os objetivos propostos no programa da 
Licenciatura ern Matemática da Universidade Federal de Santa Catarina. 
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