ABSTRACT The benign development of Open-source Software Ecosystem (or OSSE) helps to fuse the wisdom of the community. It can facilitate the development and solve the urgent application needs of large-scale complex software systems. To guarantee that an OSSE is stable and effective for supporting the application development, health assessment for an OSSE has become a research hotspot. In this paper, starting from a new perspective, the OSSE is compared with the ecosystem in the natural world. An OSSE health measure method is proposed by integrating projection pursuit and real-coded accelerated genetic algorithm. First, according to the snowball sampling data collection method and the grounded theory, the data is collected and processed. Second, by designing evaluation indicators and utility functions, the projection pursuit classification model of the natural ecosystem is evaluated and combined with a real-coded accelerated genetic algorithm, thereby designing the health measure model. The experimental results suggest the effectiveness of the proposed approach.
I. INTRODUCTION
To date, open-source has become more and more popular in software technology innovation and crowd-based software development, as its usage, modification, and distribution are not subject to license restrictions [1] , [2] . To facilitate the application development on some open source platforms, software ecosystem has attracted much attention, such as the R software ecosystem, Eclipse software ecosystem, Android software ecosystem, etc [3] . In sum, the software ecosystem is a collection of projects developed by a specific community [4] , which is a set of software products with some degree of symbiotic relationship [5] .
As for open-source software development, an Open-source Software Ecosystem (OSSE) is the interaction of a group of participants on a common open source software technology platform, bringing many software solutions or services.
phase [10] , [11] . Therefore, it is still difficult to really measure the health status of an OSSE from its conceptual level to quantitative study. However, there are many other factors that affect the health of open-source software, which makes it a challenging work to measure the health of OSSEs [11] , [12] .
In a software ecosystem, each user is an independent individual. Each person has a distinguished way of thinking, which results in different coding styles in the same project. Even if submissions come from the same person, he would probably have different ideas of the project as time goes by. What's more, there are not only a lot of artifacts, but also a large number of actors (concerning community administrators, developers, and users) in the OSSE. Therefore, this will introduce a large amount of data being submitted. New ideas are generated and new codes are submitted every day, so the speed of accumulation of codes and some related data will be multiple times faster. When measuring an OSSE's health, we need to extract useful data from a huge dozen. Therefore, it is very difficult to measure the health of an OSSE considering these factors. Faced with the large-scale data, how to deal with these data quickly and effectively is a problem that should be solved. Such a problem will even lead to a computational overload. In summary, measuring the health of an OSSE is a challenging work [7] .
Different from the existing software execution quality assurance problems [13] , [14] , the research on software system health assurance has been going on for a long time, from the initial definition of software systems to the current research on the health management of the OSSE [15] , [16] . Kotonya et al. consider a software system as a system on intercommunicating components based on the software part of a computer system (a computer system is regarded as a combination of hardware and software). In general, a software system contains a number of separate programs, configuration files (used to set up these programs), system documentation (describes the structure of the system), and user documentations (explains how to use the system) [15] . In recent years, people begin to pay close attention to the health of the software systems. The healthiness of software is defined as a degree of a healthy software ecosystem, which means that a firm in a healthy software ecosystem can easily reach its financial goal better than other firms in other software ecosystems [16] .
Relevant existing works have studied how to analyze the health of open-source software and software ecosystems. Van Lingen, et al. focus on content management systems and their health [17] . In their research, they analyze and compare the ecosystem health status among the three most popular open source content management system platforms (i.e., WordPress, Joomla, and Drupal). They first measure the health characteristics of software ecosystems, then use the HTML analysis mechanism for measurement and analysis. Finally, they complete the health analysis of the OSSE. Manikas et al. defined the health status by placing their research focus on the differences between software ecosystems (SECO) and natural ecosystems, which is combined with previous works [7] . S. Jansen explores a health factor based on project level [12] . The work builds the framework of the OSSE health measurement based on three pillars of productivity, robustness and niche creation to analyze. The framework can help to improve ecosystem activities, assess the health of an ecosystem, or identify weaknesses of an ecosystem. Spauwen et al. [18] study the Apple's App Store ecosystem based on the works presented in [19] , [20] , and information that developers' relationships with platforms and other developers over time can be used as an indicator of the robustness of a SECO, which is one of the determinants of a SECO's health. They further investigate the motivation of developers to participate in certain Free and Open Source Software (FOSS) projects from the perspective of a developer's behaviors. The works of [10] , [21] investigate project health by looking at factors like developer activity. These works provide some metrics on the project level of the Opensource Ecosystem Health Operationalization (or OSEHO).
In sum, relevant existing works cannot systematically address the challenges of measuring the health of the OSSE [8] , [11] , [12] , [17] , [22] . Some works only investigated the importance of the healthy development of the OSSE, but do not propose how to achieve this or how to effectively measure the health of an OSSE [9] . Moreover, these studies do not fully demonstrate whether OSSEs can be developed in a benign manner, and it cannot explain why an OSSE has a relatively good state of health [4] . Especially, researchers prefer to conduct a qualitative study of a feature, and then come to a corresponding conclusion, which often makes its results difficult to be applied universally [12] . Some scholars have conducted quantitative research, but their research is often one-sided [8] . Some are incomplete in the construction of the indicator system, as those indicators cannot fully measure OSSE health [23] . Some works use insufficient data for measurement. For example, the data they needed is very scattered and sparse, which makes it difficult to integrate data together and choose appropriate metrics from data [12] , [24] . However, it is necessary and important to measure the health of OSSEs. Whether in building the indicator system or in data processing, we must have a wellround method to measure the health of OSSEs comprehensively and systematically. From this point of view, there is still few quantitative research on the health of the OSSE. Therefore, we need to conduct more research in this area to meet the needs, which is more conducive to the development of the OSSE. This paper focuses on the quantitative study of the health measurement of the OSSE. Based on the previous OSSE research works, we compare the OSSE with the natural ecosystem and get some insights from natural ecosystem health measurement methods. A novel health measure method for OSSE is proposed in this paper by incorporating projection pursuit model and real-coded accelerated genetic algorithm.
As illustrated in Fig. 1 , we design the evaluation indicators and utility function for OSSE health measurement, which is inspired by the natural ecosystem health measure methods. We then adopt the snowball sampling data collection method and the grounded theory to select samples from the fast-accumulating OSSE data space. Finally, we integrate the projection pursuit classification model and realcoded accelerated genetic algorithm to measure the health of OSSEs. It's worth noting that, qualitative problems in this paper are finally addressed by a quantitative way. The indicators we selected are combined with the widely used natural ecosystems health measurement indicators and the specific characteristics of software ecosystem. Experiment results suggest the effectiveness of the proposed approach. Therefore, the approach proposed in this paper can assess the health of an OSSE intuitively and efficiently.
The remainder of this paper is organized as follows. We briefly introduce preliminary knowledge in section II, which mainly includes the snowball sampling method and the grounded theory. In section III, we present how metrics are built for measuring the OSSE health. We describe the acquisition and processing of data in section IV. In section V, we present the method of measuring the health of the OSSE by integrating the projection pursuit classification model and real-coded accelerated genetic algorithm. In section VI, we compare the proposed approach with other methods by simulation experiments. Finally, we conclude by identifying some important future directions in Section VII.
II. PRELIMINARY
In the evaluation of any OSSE's health, the process of data analysis is very important. This section provides a brief overview of the snowball sampling data collection method and grounded theory which are cornerstones of the OSSE health measuring approach proposed in this paper.
A. SNOWBALL SAMPLING
There are two types of snowball sampling methods, one is probability and the other is non-probability [25] . A probability approach is a special form of snowball sampling, namely ''s stage k name snowball sampling'' [26] , [27] . Coleman [26] defined the snowball sampling method as ''One method of interviewing a man's immediate social environment is to use the sociometric questions in the interview for sampling purposes.'' The non-probability approach collects samples from people who are unlikely to be selected in standard sampling methods in order to study the characteristic ions of individuals in the population [25] . This method collects data through link tracking, and through a layer of links, finally obtains the data that one wants to collect. This paper uses the non-probability approach of snowball sampling.
B. GROUNDED THEORY
The grounded theory is proposed by Glaser et al. [28] . It is a qualitative research method that develops and inductively guides the grounded theory according to a phenomenon by a systematic procedure. Researchers generally do not have theoretical assumptions before the start of the study. They start with real observations, summarize the empirical summaries from the original data, and then rise to the theory of the system. This establishes a substantive theory from the bottom up. That is, to find the core concepts reflecting the essence of the phenomenon of things based on systematic collection of data, and then construct relevant social theories through the connection between these concepts [29] .
Take OpenStack as an example, we illustrate how data are collected from commercial organizations involved in the open source community. First, after collecting the information, documents and forum discussions on the official website, the snowball sampling method is used to collect articles and some news reports from the project participants' personal social platforms. Although there is no guarantee that the complete knowledge of OpenStack business participation can be obtained, by manually filtering unauthenticated information, the method can successfully collect most of the data which can be used. Second, as illustrated in Fig. 2 , according to the grounded theory, after simply reading the data and materials collected, we filter out the data needed and encode the key information. There is no need to entangle the concept or to forcibly find similarities between unclear information when encoding. In the process of encoding, we can browse information, then summarize similar points, assumptions or ideas, then compare it with unencoded or uncharacterized information in subsequent encoding, by which concepts can thus be formed and named. When the encoding is completed, all concepts are abstracted and summarized again, and the information is formed according to existing categories, concepts, and codes.
C. METHOD OF HEALTH MEASUREMENT
Because the software ecosystem resembles the natural ecosystem, there are also some similarities when we analyze their health and selecting evaluation metrics. When health measurement of the natural ecosystem is carried out, such as the health evaluation of agricultural water in the Heihe River Basin, the projection pursuit classification model can be used to establish a specific evaluation indicator system. In this case, following the principle of being practical and quantifiable, the water level first is subdivided by year. Then, real-coded accelerated genetic algorithm is used to calculate the standard value of different indicators, which will then be used for projection. Finally, the model of projection value and evaluation grade is established to measure the health according to the size of grade value.
The health measurement models used for the software ecosystem are built in two dimensions: developers and users. In terms of developers, there are four aspects of measurement metrics based on the history of code submission, which includes: (1) using regression analysis of new external personnel's entry rate to measure attractiveness of the project; (2) using survival analysis of developers contributions to measure continuity of the project; (3) using component analysis of code contribution distribution to measure team diversity; and (4) using regression analysis of codes ownership to measure normativeness of the project. In terms of users, their activities are modeled and the indicator system of hierarchical structure is designed. The software ecosystem is viewed as a whole, and user activities are measured from three aspects: application attractiveness, user loyalty, and user mobility. Specially, the entry volume of new users represents application attractiveness, i.e. 
III. METRICS FOR OSSE HEALTH MEASUREMENT
In section 3.1, we introduce three different directions of ecological environmental quality assessment, which are safety assessment, risk assessment, and health assessment. In section 3.2, based on the evaluation type mentioned in section 3.1, we propose a new evaluation type which could be applied to OSSE's health, mainly from three facets: commercial quality, product quality, and collaborative quality. In section 3.3, we establish specific indicator evaluation criteria.
A. ECOLOGICAL ENVIRONMENT QUALITY ASSESSMENT
In most cases, the quality of an environmental ecosystem is assessed from safety, risk, and health, which provides a comprehensive result.
1) ECOSYSTEM SAFETY ASSESSMENT
The ecosystem safety assessment mainly evaluates its health and integrity. The result reflects the harm caused by unstable ecosystems that human beings have suffered from in living and producing activities, while healthy ecosystems are stable and sustainable. An unhealthy ecosystem could also cause harm to people living in it both physically and mentally, which is not good for the stability of societies as well. Therefore, the safety assessment, which is holistic, hierarchical and dynamic, is indispensable in measuring an ecosystem's quality.
2) ECOSYSTEM RISK ASSESSMENT
The ecosystem risk assessment mainly demonstrates the possibility of risk in the local environment, especially the damage to ecological environments or other species caused by human activities, which causes adverse reactions or dangerous ecological effects. In the basic theory of ecological risk, the applications of ecology, environmental chemistry, and environmental toxicology are very extensive. In general, quantitative methods are used to find out basic harmful effects on the environment.
In risk assessment, we first need to clearly define objectives and key indicators of the evaluation and make a plan. Then, qualitative and quantitative methods are used to evaluate the environmental risk, identifying relevant indicators for analysis and excluding irrelevant ones that do not cause harm. After a detailed assessment of the hazard, an assessment result will be formed, which uses quantitative indicators to show the extent of the risk. VOLUME 7, 2019 3) ECOSYSTEM HEALTH ASSESSMENT As is mentioned in the safety assessment, a healthy ecosystem must be stable and sustainable. Stability means an ecosystem can stabilize species living in it. And sustainability means not only the current development but also the future of the ecosystem could be steadily maintained, with parts damaged being able to be self-repaired and return to a healthy state within a limited period of time. The health assessment can effectively evaluate these two and other auxiliary indicators, and it is also important in the overall quality assessment.
B. SOFTWARE ECOSYSTEM HEALTH ASSESSMENT
As stated in section 3.1, the evaluation of natural ecosystems can be divided into three types: safety, risk, and health. Since different types have different evaluation processes, the results will greatly deviated if only these three indicators are borrowed and embedded in the OSSE health measurement. The choice of parameters and criteria needs to be based on the actual situation of the OSSE.
1) ESTABLISHMENT OF CLASSIFICATION INDICATORS
The essential difference between natural ecosystems and software ecosystems is that one is originally born in nature, and the other is created by human beings and controlled by subjective consciousness. Through the analogy between natural ecosystems and software ecosystems, the key characteristic in software ecosystem quality assessment is sustainability [30] . Sustainability means that users are provided with what they need, the number of users and developers grow steadily in systems, and a certain market share is achieved as well. Therefore, when assessing natural ecosystems, it mainly focuses on the three aspects of safety, risk and health, emphasizing the status of the ecosystem itself and external threats to it; but when evaluating the software ecosystem, we must not only start from these three perspectives, but also add human factors, that is, the potential connection between people. Therefore, when evaluating the software ecosystem, it mainly considers the three aspects of commercial quality, product quality and collaborative quality, which is not only considering the situation of the system itself and the influence of the outside world, but also considering the connection between people in the whole process [31] .
The commercial quality can be broken down into four indicators: scale, diversity, market share, and features of a business model. They mainly evaluate a number of products, market share, overall size and characteristics in the software ecosystem. For example, these criteria could assess whether new products meet the needs of customers and the changes of the market, or how to maximize the customer's loyalty to the product which is the customer retention rate, or how to attract more users to expand the market share.
The product quality mainly focuses on evaluating various solutions in the software ecosystem. In addition to performance, safety, simplicity, and reliability, users also need to evaluate both the assembly and openness of the product at the same time. To get scores for evaluation, researchers usually conduct a survey and let users score on these six indicators to obtain indicator coefficients.
The collaborative quality concentrates on the degree of collaboration of different development communities in an OSSE. For example, the flexibility of collaboration between development communities, maturity of software development processes, support the situation of democratic decision-making, feedback cycles of user problems, and the degree to which the solution is certified and released.
2) CLASSIFICATION RESULTS
The sustainability of the software ecosystem is reflected in the degree of organizational cooperation, market share and the degree of user satisfaction, which evaluate the sustainability of the software ecosystem from different aspects. According to the classification indicators in 3.2.1, it can evaluate the software ecosystem from three directions of commercial quality, product quality, and collaborative quality. Fig. 3 further breaks down these three criteria.
C. INDICATOR EVALUATION SYSTEM
According to the commercial quality, product quality, and collaborative quality, the health status of an OSSE can, therefore, be measured. Since some abstract data is difficult to obtain, it is necessary to extract data by methods in section 2 or by feedback from questionnaires. Therefore, this paper will adopt the semi-quantitative selection indicator principle, take the health of the OSSE as the target layer, and take the three aspects of sustainable development as the criteria. As shown in Table 1 , a total of 14 basic indicators are selected to establish a health evaluation system of the OSSE. The indicators we selected are positive, i.e. the bigger the better, except feedback cycle. The feedback cycle represents the time for developers to feedback the problem. The shorter the time, the more developers are actively maintaining the stability of system, and the healthier the system.
As can be seen from Table 1 , we build a comprehensive evaluation framework for the OSSE. It should be noted that, in addition to the basic information from developers, users should also be investigated for some specific data which is introduced in section 4. In section 5, we will introduce the practical application method of the specific projection pursuit model and specific cases of real-coded accelerated genetic algorithm in detail.
IV. DATA ACQUISITION AND PROCESSING
In this section, we introduce how to acquire and process the OSSE data to measure its health status from two aspects, namely internally and externally. In section 4.1, how internal data can be collected and processed is presented. In section 4.2, we introduce how external data is collected and processed. These two approaches are applied to different data sources and data types, and they do not interfere with or complement each other. Only when these two separate approaches of data collection are completed, can the health evaluation be carried out. It should be noted that people involved are not limited to only one identifier, i.e., either users or developers, as they could have both roles when they participate in the open-source community and do something. Therefore, we must establish a mapping schema between the participant and the identifier to distinguish.
A. ACQUIRE AND PROCESS INTERNAL DATA
In open-source software platforms, every software has revisions and improvements over time. There store rich data of historical development process, which provides research materials for this paper. In open-source communities, users and developers are two basic player groups and also primary providers of data. For example, developers participate in the OSSE by submitting codes in version control systems, and users may report problems to problem tracking systems. They can also communicate and interact with each other via email.
Historical data in the development is generated by their participation and activities, which are divided into three categories: the history of code submissions in the version control system, record of problem reports in the problem tracking system, and participant information in the mailing list. These data are usually stored in different databases. Therefore, the acquisition and processing of internal data can be implemented in four steps, with the flow chart shown in Fig. 4 .
The first step is grabbing the information about development communities. The original data can be obtained from different software databases, such as SVN and CVS. This step mainly gets data from the version control system, the open mail archive, and the problem tracking system. It should be noted that there is no need to extract and filter data at this step, and the data obtained at this step is called Step 1 data.
The second step is extracting and filtering the data. After the raw data is collected at the first step, there will be a large amount requiring further processing, in which we mainly take three actions: first, extracting code submission history of the version control system to get the content and number of submissions; second, decompressing and extracting contents of the mail archive; third, regularizing the data in problem reports to extract problem feedback cycle and handle irrelevant information. The data obtained at this step is called
Step 2 data.
The third step is integrating the data. Because systems have different task focuses on different development processes, formats of the recorded information are thus different. As the same participant may have different identities in different development process systems, the identification cannot be directly used as the statistical unit when we examine the project development status. Instead, the mappings between individual participants and identities should be established, and the measurement should be conducted with the individual participants as the unit, so as to reduce the error of the measurement results. Therefore, we need to integrate data source information from different information sources, test participants with multiple identities (login), and infer participants' identities (such as internal employees or external contributors) on this. The data processed before was obtained from the historical information of the software. However, this information is not comprehensive, such as collaboration flexibility in the indicators, which we cannot accurately obtain from the data above. Therefore, we need to conduct a questionnaire survey among developers to obtain their specific working content in the development process. The data obtained at this stage is called Step 3 data.
The fourth step is obtaining measurable data. So far, we have integrated participants and identifiers in the original data. Then, we remap the identifiers to the original data to get a record containing developer and user information, which provides a basis for measuring the activity of the participants. In this process, we get the system inquiry data and some information related to the survey from the historical events submitted by developers, obtain the information about developer survey and user survey from the record information for user problem report, and obtain data related to the indicators from the developer's questionnaire. The data obtained at this step is called Step 4 data. We organize information obtained by different indicators to obtain comprehensive data about health indicators. We can get the data of scale, diversity, market share, active users, open source code usage, stability, openness, collaboration flexibility, process maturity, democratic decision making, feedback cycle, which provides the basis for measuring the health of OSSEs.
B. ACQUIRE AND PROCESS EXTERNAL DATA
In this section, we introduce methods of acquiring and processing external data. We start with three steps of data collection and then show data coding and analysis, and data induction.
1) DATA COLLECTION
This paper will use data collected on the Internet which are related to the health of OSSEs. Then through a random survey of developers and users, other data are obtained and combined with data from the Internet. In this paper, we can gather information from the Internet through the following steps:
First, we go to their official websites to briefly browse the information of the last six months and then extract some useful information, such as historical information of projects.
Second, we adopt the snowball sampling mechanism to collect scattered text data about open-source projects. Main steps are as follows: (1) searching for the name of the opensource community investigated in a search engine, and collecting the first retrieved web pages; (2) viewing the results of the first 100 web pages links in the collected web package. If we find any documents on these pages, we will need to save and check it again in the document which contains links and Uniform Resource Locators (URLs); (3) repeating document searching for new links and URLs, and then cycling many times. The collection is complete when there are no new documents and links.
Third, all the documents collected in the previous step are subjected to secondary filtering to manually remove 87402 VOLUME 7, 2019 information that has a high repetition rate and is not related to keywords. For example, if there is only one specific type of keyword or technology and then there is no information related to the indicators, it needs to be removed.
2) DATA CODING AND ANALYSIS
In this paper, data analysis is based on the classical grounded theory. When collecting data, we can analyze simultaneously. For example, it is natural for us to carry out simple data analysis when browsing, which are complementary. In this section, we mainly introduce steps of data coding and analysis.
The first step is to browse the materials collected and find out the information related to the health metrics of the OSSE. When there is any uncertain information, we can put it in another data package and wait for subsequent filtering. For example, if we find the information regarding user evaluation, it can be quantified in the following steps.
The second step is to encode the information. We can identify keywords in the data collected, and different keywords can be annotated with different codes. After simply reading data and materials collected, data needed is filtered out. When encoding information at key information being studied, there VOLUME 7, 2019 is no need to forcibly find similarities for information with unclear commonality. By browsing the information in the process of coding and summarizing the similarities or the same assumptions or ideas, we can compare the un-coded or un-characterized information with coded and characterized information and compare the similarities to form and name the preliminary concept. Although the existence of mixed theory requires a variety of information encoding, some data is a single indicator, which can still facilitate the research on measuring health state. After simple coding, all integrated concepts are integrated and summarized again, and the concept of second coding integration can be put into theory.
The third step is to form a concept. At the end of the second step, the data has been sorted into different theories and concepts, but some data information has been left out or temporarily put in the data package without being qualitative. Because the data of different indicators can be compared with each other, it is necessary for these data to compare them with the summarized concept. For data of the same concept or basically similar, their coding can be reintegrated into a topic which is the data related to health indicators. This process uses the continuous comparison method in the grounded theory, and the data coding obtained by this method is more accurate and in order.
The fourth step is to classify the code. After data code is completed, the concept and coding of the third step of integration are checked. All the data and theories that are coded and conceptualized are re-integrated into the theory, that is, the understanding framework of the mixed pattern.
In addition, the data in the measurement system should be collected as much as possible, and we should expand the collection process and collect it through multiple channels. In this way, the obtained data information has the characteristics of universality and diversity.
3) DATA INDUCTION
After using snowball sampling data collection mechanism to collect data and encoding and analyzing the data based on the classical grounded theory, it is necessary to comprehensively sum up the data once or more time. First, the data of the same type is packaged and summarized. A simple and comprehensive scanning process is performed in each of the different types of data to reintegrate the data of similar concepts. In secondary integration, we can set a similarity ratio to merge or filter similar concepts. After the secondary integration of multiple adjacent packets is completed, the data is restored from the packet mode to the common coding mode. At this point, data induction has completed the vast majority. Finally, we have to proofread the summarized data to prevent errors in packaging or secondary integration leading to inductive errors.
In the introduction above, we can obtain information related to measuring OSSE health indicators on the Internet. However, since the users' evaluation of the software at different times will be different, the information obtained above may be one-sided. Therefore, we need to conduct a questionnaire survey among the users to obtain a comprehensive evaluation of the software. Then we integrate the information collected earlier with the information obtained from the survey to get more accurate data.
V. OSSE HEALTH MEASUREMENT
We start to measure the health of an OSSE after data processing is completed. In section 5.1, we introduce the projection pursuit model. In section 5.2, we introduce the application of real-coded accelerated genetic algorithm (RAGA) in modeling to optimize the projection index function.
A. PROJECTION PURSUIT MODEL FOR EVALUATION
The projection pursuit model is generally applied to the health evaluation of a natural ecosystem. In this paper, we compare an OSSE with a natural ecosystem and perform combinations of some indicators both quantitatively and qualitatively, then the model is applied to measure an OSSE's health status. The essence of the projection pursuit model is to project highdimensional data into low-dimensional subspace by some transformation. It first uses the projection index function to measure the projection exposure probability of a certain structure. Then it finds out projection values that the projection index function is optimized, which can reflect highdimensional data structures or features. Finally, it analyzes structural features of the high dimensional data by the projection value. The construction and optimization of the projection index function is key to the success of the application. When solving high-dimensional data problems, traditional methods are computationally intensive, which limits the in-depth research and wide application to some extent [32] . Therefore, we use RAGA to deal with this problem and propose a novel optimization model. Modeling steps are as follows:
Step 1: Pre-processing the high-dimensional collected data to determine the input.
We evaluate the health of OSSEs by setting a set of indicators, i.e., {x * (i, j)|i = 1, 2, · · · n; j = 1, 2, · · · p}, where x * (i, j) is j-th index value of i-th OSSE, and n and p are the OSSE size and number of evaluation indicators of health status, respectively. Because different data have different meanings, that is, some values are the bigger the better, while others are the smaller the better, we normalize these data, which can eliminate dimensions of each index value and unify variation ranges of each index value [33] - [35] .
For the indicators that bigger is better:
For the indicators that smaller is better:
In the formula (1), (2), x max (j) and x min (j) are maximum and minimum values of j-th index, respectively. x(i, j) is the normalized sequence of index eigenvalues.
Step 2: Constructing a projection indicator function Q(a) to measure the health status of OSSEs [36] .
The projection pursuit method is to integrate the p-dimensional data {x * (i, j)|i = 1, 2, · · · n; j = 1, 2, · · · p} into the one-dimensional projection value z(i) with a = {a(1), a(2), · · · a(p)} as the projection direction [37] , i.e.,
in which a is a unit length vector. Then, we sort the one-dimensional projection value according to the value of z(i). When we select the projection value, the scattering characteristics of the projection value z(i) should be as follows to rationalize the projection indicator function Q(a): the overall projection points should spread as much as possible and the local projection points should be as dense as possible; then aggregating into several clusters will achieve the best result. Therefore, the projection indicator function can be formulated as:
in which S z is the standard deviation of the projection value z(i) [38] ; D z is the local density of the projection value z(i), i.e.:
in which E(z) is the average of the sequence {z(i) |i = 1, 2, · · · n}; R is the window density of the local density. In order to avoid the deviation of sliding average being too large and to increase too much with the value of n, R can be determined according to experience. In the actual operation, we can take 0.1S z as R. r(i, j) is the distance between z(i) and z(j); u(t) is the unit step function that equals 1 if t ≥ 0, and 0 otherwise.
Step 3: Optimizing the projection indicator function. When given a collected data set for each indicator value, the projection index function Q(a) changes only as the projection direction a changes. It is possible to estimate the optimal projection direction by solving the maximum value of the projection index function, which is the highest possible to exposure feature structure of high dimensional data, i.e.,
This is a complicated nonlinear optimization problem [39] , in which the variable a(j) is used as the optimized variable. According to the definition of the function of u and r(i, j), the objective function Q(a) is discontinuous or indivisible at some points. The conventional optimization methods are difficult to deal with this problem. However, the real-coded accelerated genetic algorithm (RAGA), which simulates the survival of the fittest and the intra-group chromosome information exchange mechanism, is a general global optimization method [40] . It can enhance the stability and accuracy of calculation results by multiple substitution and superposition operations. At the end of step 3, we need to use RAGA to iterate the data, as detailed in the next section.
Step 4: Selecting an excellent scheme and establishing a clustering model [41] . Substituting the optimal projection direction a obtained in step 3 into formula (3), the projection value z(i) of each scheme is obtained.
The right endpoint value is taken for each evaluation standard interval of each evaluation index, and then the evaluation standard sample is generated and performed normalization processing. The RAGA-PP model is used to integrated projection to obtain the projection value of the standard sample. We set the lowest level of evaluation to 1 and set the highest level to N to obtain the scatter diagram of the projection value of the standard sample. According to each status to divide its corresponding projection value z * (i), we establish a projection pursuit level evaluation model y = f (z). We can sort the ranking values from large to small, which means the larger the ranking value, the better the solution.
Because of some indicators data collected by user surveys, we cannot collect quantitative indicators data, and then it cannot be directly substituted into the calculation in actual data collection. When the questionnaire or evaluation feedback from users, we can select dummy variables instead of detailed variables. In this paper, we choose a number from 0 to 9 to replace the specific data of users' survey, so that we can better to deal with data.
B. APPLICATION OF RAGA IN MODELING
By referring to the literature [42] - [44] , we find that real-coded accelerated genetic algorithm has a strong practicability. This paper uses real-coded accelerated genetic algorithm to optimize the projection pursuit model, which can be divided into eight steps. For example, we want to use it to solve Max: f (X ).
Step 1: Linear transformation. Introducing a random number with y ∈ [0, 1], called the uniform mutation operator, which helps to jump out of the local optimal solution in the later stage of the evolution process.
Step 2: Random generation of initial parent groups. Generating N groups of random number in range [0, 1].
Step 3: Evaluation of the adaptive ability of the parents individual. According to step 2, the corresponding fitness function f (x) is obtained, and the smaller the value is, the stronger the individual adaptability is, and the better individual.
Step 4: The probability of selection of the parent individual. Selection is the key to genetic algorithm, which reflects the idea of survival of the fittest. Step 5: Hybridization of parent individual. The new population selected in step 4 is hybridized according to the probability of crossover probability.
Step 6: Variation of offspring individual. The new population generated in step 5 is mutated according to the probability of mutation, resulting in a new generation of population.
Step 7: Evolutionary iteration. Algorithms are transferred to step 3 into the next evolutionary process, re-running: evaluation, selection, hybridization, and mutation. This repeated evolution increases the individual's ability to adapt until the optimal individual's optimization criterion value is less than a specified value or the optimal individual's optimization criterion value no longer increases. Then the evolutionary iteration is terminated and the algorithm ends.
Step 8: Speeding up the cycle. The above seven steps constitute Standard Genetic Arithmetic (SGA). Re-running the SGA algorithm by taking the variable change interval of the excellent individual generated by the first and second iterations as the new initial change interval of the variable. In order to accelerate the cycle, the change interval of the excellent individual will gradually adjust and shrink. The distance from the best advantage will be closer and closer until the optimal individual optimization criterion function value is less than a certain set value or the algorithm reaches a predetermined number (periods) of accelerations. Then the entire algorithm will stop running. At this time, the average of the best individual or excellent individual in the current group is designated as the result of RAGA. The RAGA method can be used to gradually adjust and compress the search space of the algorithm and control the parameters.
VI. EXPERIMENTS AND DISCUSSION
In this section, we compare the proposed methods and indicators with other methods. In section 6.1, we verify the method used in this paper through an experiment. In section 6.2, we give some discussions about the method proposed in this paper.
A. EXPERIMENTAL EVALUATION
Measurement of the health of OSSE not only benefits the development of the software itself but also facilitates investment decisions by external investors. There are many popular software systems in the world, such as Google, Linux, OpenStack, Docker and so on. To this end, we select six software ecosystems as targets and combine the above indicators and methods to measure the health of the six systems to determine the pros and cons. Table 2 shows the basic indicator values for the six systems, where MS is market share, AU is active users, OSCU is open source code usage, SA is software assembly, CF is collaboration flexibility, PM is process maturity, DEM is democratic decision making, FC is feedback cycle, CI is certification and issuance.
We select that the initial population size of father (n) is 400, the crossover probability (Pc) is 0.80, the mutation probability (Pm) is 0.80, the number of excellent individuals is 20, and the number of accelerations is 7. In this paper, to determine the best Pc and Pm, these values were adaptively adjusted by using fitness function. When they equal 0. Bring the best projection direction into formula (3), we can get the projection values of each system, which are (1.9167, 2.1640, 2.3824, 0.1907, 1.7412, 2.3756). According to the order of magnitude of projection values, we know System 3 > System 6 > System 2 > System 1 > System 5 > System 4.
We then conduct a questionnaire survey for the six systems to know experts' evaluation of the health of these systems. The results show that System 3 is the healthiest, accounting for 0.53; the next is system 6, accounting for 0.37; and the last one is system 2, accounting for 0.10.
It is generally believed that System 3 is the healthiest, which consistent with the results we calculated. In the results of the survey, we find that experts consider System 6 to be the healthiest accounting for 0.37. It is not difficult to find that the index values of System 3 and System 6 are excellent, and projection values of two systems in our calculated projection values are also very close. This shows that these are two systems with similar health, so it is difficult to directly identify which is the healthiest. However, the method used in this paper can be discerned and the result consistent with the opinions of most experts.
We sample again at different times and get data in Table 3 the six systems is System 3 > System 6 > System 2 > System 1 > System 5 > System 4, which is consistent with the first result.
We apply the method used in this paper to the literature [45] . The optimal projection directions of 10 indicators selected in literature [45] Their results are to be obtained through analyzing, and systems that are similar in health cannot accurately judge the pros and cons, such as OpenShift, CloudFoundry. However, the method proposed in this paper can directly sort the magnitude of projection values, so that the most health system can be judged intuitively, even for a system with similar health.
B. DISCUSSION
By the experiment and comparison, we can find the essential differences between the method proposed in this paper and some other methods.
First, we establish more indicators in this paper. Many other methods used Iansiti et al. [23] as the reference standard to set indicators from the three aspects of productivity, robustness and niche creation. Different from most works, Z Liao, et al. have compared natural ecosystem to establish four aspects of openness, stability, activity and extensibility to study the health of Stack Overflow [46] . They determine indicators' weight by improving the entropy method to measure health [46] , [47] . Although indicators can be dimensioned using the devaluation method, the entropy method cannot determine the influential direction of indicators on the target when determining weight (i.e. positive correlation or negative correlation) [46] . Therefore, there will be certain requirements on selection of indicators. The establishment of indicators in this paper is also compared with natural ecosystem. However, this paper not only considers indicators of M. Iansiti and natural ecosystem, but it has also increased the synergy between commercial quality and product quality and considered positive and negative indicators, which makes the indicators more comprehensive.
Second, we propose a method for collecting and analyzing data. In the relevant existing works, data collection and analysis methodologies for OSSE health measure were seldom investigated [12] . We draw on the method in this paper of measuring the health of natural ecosystem, using snowball sampling to collect data, and using the grounded theory for analysis, and finally can handle the data well.
Finally, we present a method for measuring the health of the OSSE. The projection pursuit model is used in this paper to measure the health of the OSSE. The real-coded accelerated genetic algorithm is adopted to solve the optimization problem in the measuring process. It is possible to rank the healthy status of OSSEs based on the proposed method. It's intrinsically different from the previous method, that only a qualitative analysis approach for the health of open source software was proposed. So far, only a small number of works have made quantitative research on health of OSSEs [12] , [17] . In this paper, we adopt a certain method in calculation of indicators' weight and health measurement, which makes the results more objective and accurate.
The experimental results show that the proposed method has obvious operability, and the results needed are more clearly seen. Whether it is used for a single software or a software ecosystem, the health of these can be measured by the method of this paper. Among other methods, we can see that in the study by van Lingen et al. [17] , the health of the three software systems they finally evaluated was a subjective evaluation. Using the method of this paper, it is concluded that System 3 is more healthy, more objective, and straightforward. In order to verify the accuracy of results, we asked experts to evaluate the health of six systems, and their results are consistent with our results. And in order to test the operability of the method, we also tested eight systems in literature [45] and found that results in the two papers are consistent, but results of this paper are more objective. It can be seen that the method proposed in this paper has more advantageous.
The method proposed in this paper can be used well in both the collection and analysis of the previous data and the health of the OSSE in the later stage. In the stage of data collection and analysis, this paper collects data from both internal and external perspectives, collects data through the non-probability principle of snowball sampling, which is collecting data by linking tracking method, and finally obtains the desired data through a layer of links. And using the grounded theory to analyze the data, so that valuable information can be obtained. In the measurement of the health of the OSSE, this paper combines the projection pursuit model with real-coded accelerated genetic algorithm. The combination of VOLUME 7, 2019 the two can not only be used to measure the health of the OSSE, but also can be used for the health of other systems, and has a certain reference significance.
As for an OSSE, it is composed of many parts, and there are many participants involved. It concentrates on the wisdom of the group, but this often makes it difficult to measure the health of the OSSE [2] , [48] . However, in the data collection and analysis mentioned in this paper, the combination of snowball sampling and grounding theory, no matter how many participants participate, no matter how many components, we can find and collect this information by creating links. More indicators can be easily included later in our OSSE health measure method. We can also apply these methods to data collection and analysis in other industries or fields to get valuable information. In this paper, when measuring the health of OSSE, the projection pursuit model is combined with real-coded accelerated genetic algorithm. The indicators proposed in this paper are represented by specific numerical values so that the most healthy set of data can be calculated. Even in more complex and larger software systems, we can set certain indicators and use specific numerical values to measure their health and even other characteristics.
VII. CONCLUSION AND FUTURE WORK
This paper compares the open-source software ecosystem with the natural ecosystem, as well as their health evaluation methods and metrics. Based on the snowball sampling method and the grounded theory, we integrate the projection pursuit model and real-coded accelerated genetic algorithm for the OSSE health measure, which are widely used in the comprehensive evaluation of the ecological environment. Our study shows that the health of an OSSE can be measured by semi-quantitative methods, which can help developers to conduct a self-health evaluation of an OSSE by collecting user feedback and system parameters. In this paper, the key is the projection pursuit model which projects the high-dimensional data into a low-dimensional subspace. With evaluation indicators selected, this method finds a projection that reflects the structure and features of the original high-dimensional data.
In this paper, we bring a general framework for health evaluation. After a detailed discussion of data collection and processing methods, we prove that the scattered data can be collected through the snowball sampling mechanism, and the grounded theory is used for data filtering and coding. These lay the foundation for calculation of the evaluation model. As for the real-coded accelerated genetic algorithm, the formulation of crossover probability and mutation probability is subjective. Although the fitness function is used to adjust the values of Pm and Pc, the determination of Pm and Pc still has subjective factors. The collected samples are accidental, so the number of samples should be large enough, otherwise it is difficult to prepare to calculate the health of the OSSEs. In future research, we will collect data from the system on a larger scale. We will also explore the essence of OSSEs from more perspectives than developers and users to build enhanced models and obtain more reasonable evaluation mechanisms. JING WAN received the B.S. degree from Nantong University, China. She is currently pursuing the master's degree with Nanjing Forestry University, China. Her research interests mainly include software ecosystem health measure, crowdsourced software engineering, and big data computing.
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