Abstract-We present an iterative beam training procedure for a reciprocal channel with delay spread between two massive antenna arrays. The primary application is communication at millimeter wave frequencies. The procedure is based on ping pong transmissions. For each matricial channel coefficient, it tracks the left and right singular vectors associated to the maximal singular value. Based on the set of singular vectors, we build transmit and receive equalizers. A simple equalization based on matched filtering is showed to be optimal in the case of a Gaussian i.i.d. channel and a sparse channel.
I. INTRODUCTION
The focus of this paper is on beam training for communications involving very large arrays with hundreds of antennas at both ends. The primary application is communications at millimeter-wave frequencies. At those frequencies, the large propagation loss has been identified as a major impediment [1] . Therefore, the priority is a very high beamforming gain between communicating devices. This aim is achieved using arrays of large aperture (w.r.t. the wavelength) comprising a very large number of antennas at both ends, able to form a matching transmit beamforming and receive beamforming.
Training requirements to acquire the channel coefficients are very stringent as estimating all the channel coefficients requires a training sequence length proportional to the massive number of antennas. As single streams are transmitted, it is advantageous to rather estimate the coefficient of the beamforming vectors. In principle, they require less training but their estimation is not as straightforward as channel estimation: in the case of single stream transmission, the optimal beam vectors are the left and right singular vectors associated to the maximal singular values of the channel matrix and their direct estimation is not possible in general. Existing beam training methods rely on codebook-based beam search where the basic principle is to test the candidate beams of the codebook and select the best pair of transmit and receive beams (e.g. [2] , [3] ). The selection of the best transmit and receive beams is performed at the receiver using a training sequence sent by the transmitter. The selected transmit beam is fed back to the transmitter. Those methods are computationally heavy even if simplifications are proposed such as multi-level beam search [2] . Furthermore, they perform poorly in multi-path propagation environments or with delay spread channels. In this paper, we denote max-singular vector as a singular vector associated to the maximal singular value of a matrix.
This publication promotes an idea that was first sketched in [4] , [5] where a simple iterative algorithm was shown to extract the maximal beamforming gain [6] achievable by two communicating arrays in a reciprocal narrow-band channel, without knowledge of the channel. Starting with an arbitrary weight factor at one of the arrays transmitting to the other array, a new weight factor is created by a conjugation and normalization. The process is then repeated until convergence. The beamforming weights converge to the (left and right) maxsingular vectors of the channel matrix. It is just like a ping pong game between two devices, where, at each iteration, a device simply returns the conjugate of the signals that it just received. The beauty of this approach resides in the extreme simplicity it takes to estimate the max-singular vectors of the channel matrix. A natural extension to track multiple singular vectors of the channel matrix is also mentioned in [5] as well as [7] where the procedure is adapted for blind tracking of the singular vectors.
The main contribution of this paper is the extension of ping pong beam training (PPBT) to channels with delay spread. The first motivation is a time-domain equalization that is less complex than a multi-carrier solution with frequency domain processing and brings the benefits of a large beamforming gain. A MIMO delay spread channel can be viewed as a matricial polynomial for which a polynomial singular value decomposition can be found [8] . The polynomial singular vectors can be used to transform the channel into parallel scalar delay-spread channels, similarly to the narrow band channel. Then, a scalar equalization can be performed for each of the parallel channels. A desirable approach would be to extend the principle of ping pong beam training to track the polynomial singular vectors. Unfortunately, the pingpong principle does not fit this framework. Instead we opt for another solution, where: 1) A training procedure is provided to track the maxsingular vectors of the matricial channel coefficients at each delay tap.
2) The max-singular vectors act as simplified representation of the matricial channel. An equalizer is build based on those singular vectors.
In this paper, we first review the properties of PPBT for a single tap channel: in particular, we describe its robustness towards additive noise. We show that a simple matched filtering based on the max-singular vectors of each channel taps at both the transmitter and receiver is asymptotically optimal provided that the channel contains a large number of independent links. Furthermore, in a sparse single bounce channel model, matched filtering is optimal when the number of antennas is very large provided that simple conditions on the sets of direction of departure and arrival of the channel taps are verified.
We use the following notations: superscript (.) Consider Device A equipped with an array of M antenna elements communicating with Device B equipped with an array of N antenna elements. The system operates in TDD mode and channel reciprocity holds. Assume a causal channel from device A to device B, written as a polynomial:
I is the length of the channel. Reciprocity implies that the channel matrix from B to A is equal to H T (z). The devices are slowly moving and, unless stated otherwise, the channel coherence time is assumed larger than the convergence time of the algorithm. One single data stream is exchanged between A and B using normalized beamforming weight vectors W A (z) and W B (z), of length M and length N respectively and where the sum of squared norms of the vectorial taps is normalized.
III. PING PONG BEAM TRAINING: NARROW BAND CASE

A. Description of PPBT
To explain in more details the principle of PPBT, we describe first the case of a narrow band channel denoted as H in the noiseless case. The expressions of the transmit weight vectors at device A and device B at different iterations of the ping-pong beamforming is described in figure 2 . N A/B is a normalization factor. Starting with a random initialization of the beamforming vector at device A, w Fig. 2 . Description of the iterative processes at device A and device B.
H H
and normalizes the received beamforming vector and uses it to transmit back to device A. This process is reiterated until convergence.
There are 2 parallel iteration sets: one set for device A based on composite channel H H H and one set for device B based on composite channel H * H T . Each set corresponds to a separate power iteration algorithm [9] , as mentioned in [7] : one computing the max-eigenvector of H H H and the other one the max-eigenvector of H * H T . At device A, the algorithm converges to the left max-singular vector of H. At device B, the algorithm converges to the right max-singular vector of H.
B. Impact of Additive Noise
When additive noise or an interfering signal is present at the receiver, it gets embedded in the weight vector. As a new noise is added at each iteration, the risk is a noise amplification that would flood the beamforming weights to determine. We analyse the effect of the noise and show how it is actually absorbed by the iterative process. We denote n As noise is added at each iteration, the iterative process becomes quite involved. One key aspect is to identify the underlying structure of the process and isolate the noise contribution. In this perspective, the iterative process is decomposed as in figure 3 . Each line describes the structure of A and w
• The j th noise process starts at iteration j and is initiated as ν
The noise processes that have not converged at iteration k contribute to the estimation errors. The noise processes initiated at iteration k are the ones contributing the most. The observation of the noise processes suggest a training procedure at low SNR where the training length increases as the iterations increase, so that a stronger averaging of the noise is obtained near the convergence point.
A general expression of the solution after convergence of the basic process w A is as follows:
where 0 < β < 1 and V comprises zero-mean noise terms orthogonal to U max . There are two perturbing factors: a bias and noise. We have observed through simulations (see section VI) that the overall process converges on average, where the average is taken over noise.
IV. PING PONG BEAM TRAINING: DELAY SPREAD CASE
We describe a training procedure to track the max-singular vectors of each H i . This procedure is conceived to enable a parallel tracking of the singular vectors of each channel tap thanks to orthogonal training sequences. In the rest of the paper, for ease of presentation, we assume I = 2. The results are easily generalized.
Step 0.1: Initial transmission from A to B. We start by a single beamforming vector w 
L such signals are sent to average out the noise. Each signal embeds one symbol from a training sequence of length L denoted as s. The concatenation of received signals is written in matricial form as:
Multiplying the signal at delay 0 and delay 1 by s, we obtain an estimate of H 0 w 
Multiplying the signal at delay 0 and delay 1 by s 0 and s 1 , one obtains the estimates of H Step k.1 and k. 
V. TRANSCEIVER BASED ON MAX-SINGULAR VECTORS
In this section, we describe a simple matched filtering structure based on the max-singular vectors. Transmission from A to B is considered. The singular value decomposition of the 2 channel taps is:
For clarity reasons, we also denote V Assuming that the transmitter knows V [i] max and the receiver knows U [i] max , the matched filter based equalization proceeds by applying filter V(z) at device A and U(z) at device B as follows, where I = 2:
Applying V(z) as a pre-equalizer at device A, we obtain:
Applying U(z) at the receiver:
Next, we show that, as the number of antennas grows asymptotically large, we have:
for 2 cases:
• Each channel coefficient of a given channel tap is modelled as a centered Gaussian random variable (circularly symmetric complex) and uncorrelated across antennas and across channel tap.
• A sparse modeling where each channel tap is written as:
S Tm and S Rm are the m th transmit and receive steering vectors. M p is the number of multipath components. α m is a scalar coefficient with a centered Gaussian unit variance distribution. We assume that two multipath components belonging to different channel taps can be separated by the array: for a linear array, it means that they are separated by an angle the cosine of which is at least the wavelength divided by the array length.
As a simplification, we assume that the matricial channel taps have the same energy, meaning the same Frobenius norm. H i is normalized so that its Frobenius norm is equal to MN/I.
In (10), equal power is allocated to the taps of V(z). It is possible to allocate a different power in order to improve per-
max . Power allocation can be determined according to some design criterion (e.g. postprocessing SNR maximization), noting that, at convergence, λ [0] max and λ [1] max can be estimated. M and N are very large and, to simplify, we assume that they are equal. Consider first the case of a Gaussian channel. λ
max scales as O (1) . Consider the last type of terms:
Hence, the term
. As a conclusion, provided that the number of channel taps is small compared to M , we get (17).
Consider now the case of a sparse channel. The proof is mainly based on the 2 following results: 1) the correlation between 2 steering vectors scales as O(1/M ), 2) the singular vectors of the sparse channel can be approximated by the steering vectors, so that the max-singular vectors are the steering vectors S Tm and S Rm associated to the largest value of the α m 's. For the sparse channel, we obtain result (17) but the equalization results are better than in the Gaussian channel case as the correlations scales as
VI. NUMERICAL RESULTS
We present numerical results for PPBT and the 2 channel models described in section V. The average SNR per link is defined as ρ = P T E|h| 2 /σ 2 n . P T is the transmit power set to 1 and h denoted generically one scalar channel coefficient. The massive arrays are equipped with M = N = 200 antennas at both ends. The metrics shown are the results of an average over Monte-Carlo runs of both the channel and the noise.
A. One tap channel
We first feature the convergence and robustness to additive noise of PPBT for a single tap Gaussian i.i.d. channel H. In Figure 4 , the metric shown is the beamforming gain versus the iteration number, i.e. |w
and |w
A | 2 (at half integer iterations). At iteration 0, the beamforming vectors at both ends are random. The following cases are shown: a) the maximal beamforming gain equal to λ 2 max (labelled as "optimal") and attained when the channel is known at both transmitter and receiver, b) the noisefree case (labelled as perfect training) and c) the noisy case for SNR = 0dB and 5dB and for which the training sequence is of length 4.
We observe that the process converges, in an average sense, even in the noisy case. Convergence is reached after a few tens of iterations. For the selected parameters, ten iterations are sufficient for reasonable performance. Note that the maximal beamforming gain λ 2 max approaches 4M [5] . In those simulations, the channel is Gaussian and uncorrelated at both transmitter and receiver. For a correlated channel, the beamforming gain is larger (as the energy is concentrated in the largest singular values) and we expect the convergence speed to be faster. 
B. Two-tap Channel
In this section, we restrict the number of taps to I = 2. We assume that the training sequence is long enough so that the effect of the additive noise is neglected. In figure 5 , we compare the behavior of the Gaussian i.i.d. channel and the sparse channel with 5 multipath components per tap. The multipath components belonging to different channel taps are resolvable. We display the BF gain obtained with PPBT as the iterations increase. We observe a sharper increase for the sparse channel. Furthermore, as the energy is concentrated in fewer eigenvalues, the beamforming gain is larger for the sparse channel.
In figure 6 , we show the equalization performance as a function of the iterations. For the specific case of the 2-tap channel, the metric is defined as the ratio between the energy in the coefficient at delay 0 and the energy of the coefficients at delay 1 and -1 in equation (16). The ratio attains 60dB for a Gaussian channel and 120dB for a sparse channel. The factor 2 differentiating the channels comes from the correlation properties of the max-singular vectors. Furthermore, only a few iterations are sufficient to obtain good performance.
VII. CONCLUSIONS
We have described the basic principles of ping-pong beam training as an efficient method to estimate the max-singular vectors of a single tap reciprocal channel between two massive antenna arrays. The training procedure is extended to a channel with delay spread tracking in parallel the max-singular vectors of each tap of the channel. The max-singular vectors are further used to build an equalization structure at both the receiver and transmitter. A simple matched filtering equalization is shown to asymptotically eliminate the inter-symbol interference in the two cases of a Gaussian i.i.d. channel and a sparse channel. 
