Abstract-Distributed consensus under data rate constraint is an important research topic of multiagent systems. Some results have been obtained for consensus of multiagent systems with integrator dynamics, but it remains challenging for general high-order systems, especially in the presence of unmeasurable states. In this paper, we study the quantized consensus problem for a special kind of high-order critical systems and investigate the corresponding data rate required for achieving consensus. The state matrix of each agent is a 2 mth order real Jordan block admitting m identical pairs of conjugate poles on the unit circle; each agent has a single input, and only the first state variable can be measured. The case of harmonic oscillators (m = 1) is first investigated under a directed communication topology which contains a spanning tree, while the general case of m ≥ 2 is considered for a connected and undirected network. In both cases, the sufficient number of communication bits to guarantee the exponentially fast consensus is shown to be an integer between m and 2 m, depending on the location of the poles.
I. INTRODUCTION
Distributed consensus aims to reach an interested common value of the states for a team of agents or subsystems by exchanging information with their neighbors, and a variety of consensus protocols have been proposed for different kinds of applications, e.g., output regulation [2] , multiagent tracking [3] , distributed optimization [4] , etc. Nonetheless, to apply the consensus protocol in a digital network with limited bandwidth, it is necessary to introduce quantization and devise the corresponding encoding-decoding scheme. With static uniform quantization, quantized consensus was first studied in [5] to achieve the approximate average consensus for integer-valued agents. For realvalued agents, logarithmic quantizers with infinite quantization levels were adopted in [6] to guarantee the asymptotic average consensus. To achieve the asymptotic average consensus with finite quantization levels, a static finite-level uniform quantizer with a dynamic encoding scheme was proposed in [7] , and used to show that an exponentially fast consensus can be ensured by finite-level quantizers for agents with general linear dynamics, whether the state is fully measurable [8] , or the state is only partially measurable and yet detectable [9] . However, the lower bounds of sufficient data rate for the consensus obtained in these works are overly conservative, and it is more appealing to achieve the consensus with fewer bits of information exchange from the perspective of reducing communication load.
Critical systems with poles on the unit circle serve as a good starting point of research, and some works have been devoted to providing a sufficient data rate to guarantee the consensus of integrator systems. Single-integrator systems receive the most attention. With a presumed bound of the initial state of each agent, Li et al. [7] showed that the average consensus can be achieved by 1 bit of information exchange for a fixed and undirected network, which was further extended to a balanced network which contains a spanning tree [10] . In an undirected network where the duration of link failure is bounded, five-level quantizers suffice for the consensus [7] , which also holds when the network is periodically strongly connected [11] . With a novel update protocol carefully screening the quantized message, the presumed bound of initial values was removed in [12] and ternary messages are sufficient for the average consensus under a periodically connected network. Then, for double-integrator systems with only position being measurable, [7] concluded that 2 bits of communications suffice for the consensus. By employing a totally different technique based on matrix perturbation, n bits were found to be sufficient to achieve the consensus of multiagent systems with nth order integrator agent dynamics in [13] . Still, it is unclear about the sufficient data rate to guarantee the consensus for general high-order systems, especially when the state variables are only partially measured.
As an important addition to integrator systems, oscillator systems with conjugate complex critical eigenvalues have many applications in engineering, and in this paper, we explore the data rate problem in achieving quantized consensus of such systems. The state matrix of each agent is given by a 2mth order real Jordan block admitting m identical pairs of conjugate poles on the unit circle; each agent has a single input, and only the first state variable can be measured. We design an encoding-decoding scheme on the basis of the constructability of state variables of each individual system: at each time instant the quantizer will produce a signal to make an estimate for the current measurable state, which is combined with the previous 2m − 1 estimates of the measurable state to obtain the estimate of the current full state. The same quantized signal will also be sent to neighbor agents to generate the identical estimate of state. The control input is constructed in terms of the estimate of its own state, as well as those of its neighbor agents. For harmonic oscillators (m = 1), it is shown that 2 bits of communications suffice to guarantee the exponentially fast consensus for a directed network containing a spanning tree. For higher order case of m ≥ 2, the exponentially fast consensus can be achieved with at most 2 m bits under an undirected network, provided that the undirected communication topology is connected. In fact, the sufficient number of bits for achieving consensus in both the cases is an integer between m and 2 m, depending on the frequency of oscillators or the location of poles.
To our best knowledge, the data rate problem for the consensus of high-order oscillator is first explored in this paper. Although we employ similar perturbation techniques as in [13] , we deal with a much different problem, and it is much more challenging to obtain an explicit data rate required for the consensus. In details, without the integrator structure, a different observer-based encoding scheme from that in [13] has to be designed, which introduces the control input into the estimation error and makes the consensus analysis challenging. Furthermore, it requires special techniques from combinatorics [14] , [15] to find an explicit expression of the sufficient data rate. It is more important to note that depending on the frequency of oscillators, the consensus can be achieved by less than 2 m or even only m bits of information exchange for a 2 mth-order oscillator systems, which is quite different from the result of integrator systems and reveals an interesting connection between the data rate and the system dynamics. We believe it will shed some further light on the data rate problem for multiagent systems of general dynamics.
The rest of the paper is organized as follows. The problem is first formulated in Section II, along with the introduction of some preliminaries about graph theory. Then the data rate problem for distributed consensus of the coupled harmonic oscillators is studied in Section III, which is followed by the general case of m ≥ 2 in Section IV. A numeric example is given in Section V, and some concluding remarks are drawn in Section VI. Due to space limitation, we leave the proofs of the main lemmas to a full online version [16] .
Some notations listed below will be used throughout this paper. For a matrix U , U (i, j), and U (i, ·), respectively, denote its (i, j)th entry and ith row; U T is its transpose, and ||U || is its infinity-norm. N + is the set of positive integers, and a , a , respectively, denote the smallest integer not less than a, and the largest integer not greater than a.
n k is the number of k-combinations from a given set of n elements. 1 N is the N -dimensional vector with every component being 1, and I m is the identity matrix of order m. j = √ −1 is the unit imaginary number. J λ,n denotes the n-dimensional Jordan block with eigenvalue λ. A ⊗ B denotes the Kronecker product between matrices A and B.
| < +∞.
II. PROBLEM FORMULATION
Consider a multiagent system in the following form:
where
. . , N represent the state, output, and input of agent i, respectively. Moreover, T ∈ R 2 m . Assumed to be error-free, the digital communication channels between agents are modeled as edges of a directed or undirected graph. A graph G consists of a node set V = {1, . . . , N } and an edge set E = {(i, n) : i, n ∈ V} where self-loop (i, i) is excluded. An edge (i, n) of a directed graph implies that node n can receive information from node i, but not necessarily vice versa. In contrast, for an undirected graph, (i, n) ∈ E means mutual communications between i and n. For node i, N + i = {n : (n, i) ∈ E} and N − i = {n : (i, n) ∈ E}, respectively, denote its in-neighbors and out-neighbors, which coincide in the case of an undirected graph, and will be denoted as N i . A directed path (i 1 , i 2 ), (i 2 , i 3 ), . . . is formed by a sequence of edges. A directed G is said to contain a spanning tree if there exists a directed path connecting all the nodes, which is equivalent to the case of being connected when G is undirected. In addition, a nonnegetive matrix
can be assigned to the weighted graph G, where g in > 0 if and only if (n, i) ∈ E, and g in = g n i for an undirected graph. The Laplacian ma-
, L has at least one zero eigenvalue, with the other nonzero eigenvalues on the right half plane. L has only one zero eigenvalue if and only if G contains a spanning tree [17] . There exists a nonsingular matrix
We adopt the following finite-level uniform quantizer q t (·):
j,
Remark 2.1: Clearly, the total number of quantization levels of q t (·) is 2M (t) + 1. Requiring that agent i does not send out any signal when the output is zero, it is enough to use log 2 (2M (t)) bits to represent all the signals.
The problem of distributed quantized consensus is solved if we can design a distributed control protocol based on the outputs of the encoding-decoding scheme, making the states of different agents reach the agreement asymptotically:
III. HARMONIC OSCILLATOR CASE
In this section, we will start with the harmonic oscillator case as an example to investigate how many bits of information exchange are enough to achieve consensus exponentially fast with quantized data from neighbors. We separate it from higher order cases due to its speciality and simplicity: The solution of this basic case not only provides a result under a directed communication topology, but also serves to facilitate the understanding of higher order cases. Note that now the system matrix A = [
A. Encoding-Decoding Scheme and Distributed Control Law
An encoding-decoding scheme is of paramount importance in the quantized consensus, which should not only provide estimates for all the states from the partially measurable states, but further help reduce the data rate. Accordingly, the encoder should serve as an observer, and be based on iteration. Inspired by the constructability that the present state of the system can be recovered from the present and past outputs and inputs, namely
we propose the following encoder ϕ i for agent i:
where p(t) = p 0 γ t , 0 < γ < 1 is a decaying scaling function. After s i (t) is received by one of the ith agent's out-neighbors, say n ∈ N − i , a decoder ϕ in will be activated
Based on the outputs of the encoding-decoding scheme, the distributed control law for agent i is given by
Remark 3.1: Denote e ij (t) =x ij (t) − x ij (t) as the estimation error of x ij (t), and Δ i (t) = s i (t) − d i (t) as the quantization error with
, t = 1, 2;
Then comparing (4)- (6) we have
Besides quantization errors, now the estimation error is also related with control inputs, which may impair the consensus. But as shown in the consensus analysis below, the influence of the control inputs can be ignored by making the control gains arbitrarily small.
B. Consensus Analysis and Data Rate
Some notations are defined as follows:
We adopt the following two assumptions in the subsequent analysis. Assumption 3.1: G contains a spanning tree.
Assumption 3.2:
There are known positive constants C * and C * δ such that max j = 1, 2 ||x j (0)|| ≤ C * and max j = 1, 2 ||δ j (0)|| ≤ C * δ . Remark 3.2: Assumption 3.1 is a standard assumption, under which we have 0 < Reλ 2 ≤ · · · ≤ Reλ l , with 0 as a simple eigenvalue. Assumption 3.2 enables us to make the quantizer q t (·) unsaturated at initial steps by selecting a proper p 0 .
The following lemma is critical in the consensus analysis, whose proof is found in [16] .
Lemma 3.1:
is a constant. Then the following results hold with sufficiently small ε > 0.
and define the following constants:
where N m ax = max i = 2,...,l N l . Then we can choose sufficiently small ε to satisfy the following inequalities: 
Therefore, the number of bits used to achieve the consensus is log 2 2 | cos θ| + 1/2 . Proof: The proof is divided into 3 parts. We firstly establish the disagreement dynamics under the control law (7), then analyze the estimation error and exponential convergence, and finally obtain the data rate.
1) Disagreement dynamics: The control input (7) can be put in a compact form as
) and the definition of δ j (t) in (10). Consequently, we find the closed-loop system of disagreement vectors as
.
T , we obtaiñ δ 1 (t + 1) = cos θδ 1 (t) + sin θδ 2 (t),
), and it turns out thatδ 2 (t) andδ 3 (t) are coupled in the following way:δ
where A 2 and K have been defined in Lemma 3.1 and
2) Estimation error and exponential convergence:
Remember that e 2 (t) = cot θe 1 (t) − csc θe 1 (t − 1) − u(t − 1) is dependent on u(t) by (9), we have to estimate u(t) before establishing the consensus result. Specifically, we shall show by induction that |ψ
With the choice of p 0 and γ it is easy to see |s i (t)| ≤ 3 2 when t ≤ 2 by noticing |y i (t)| ≤ 2C * , hence we obtain max
and as a result
which also holds for |ψ
Then by combining (16) and (12a) it follows that
Recalling (15) we get that for t ≥ 2
which produces the following estimate by Lemma 3.1 and (17)
Similarly, an estimate for ||δ 2 (t + 1)|| can be found as ||δ
For any i ≥ 2, by proceeding along the same line as in the above it is concluded that
Now we are ready to estimate |ψ By (19) , the first term is bounded by
The second term is related with e j (t + 1), or more exactly Δ(t + 1).
By (8) and (9) we have
which is dependent on previous quantization errors Δ(t) and Δ(t − 1), as well as the previous control input u(t − 1). Hence, by the induction assumption (16) the quantizer can be made unsaturated with sufficiently many bits at time t + 1, and ||Δ(t + 1)|| ≤ 1 2 naturally follows. Consequently it holds that
as in (17) . The induction is then established by combining (20). Moreover, by (19) the consensus can be achieved at a convergence rate of O(γ t ).
3) Data rate:
The number of required quantization levels for t ≤ 2 has been discussed. When t > 2, from (21) we have
by noticing (12b), (12c), and u(t)
. In summary, the proof is completed.
Remark 3.3:
Note that in the above proof we divide the coupling system (15) into two subsystems with disturbance. Each subsystem can be stabilized as long as the disturbance decays exponentially at a speed slower than ρ 2 , i.e., ||η 3 
IV. HIGHER ORDER CASES
In this section, we will carry out the same task as in the previous section for general higher order cases. The analysis proceeds along a similar line, but the assignment of control gains to achieve consensus is much more challenging, and we have to resort to combinatorial identities for an explicit data rate. As before, we first provide an encodingdecoding scheme for all agents and devise a control protocol in terms of the outputs of the scheme. Then we present some lemmas, which will play a crucial role in the convergence analysis and the derivation of the data rate in the final part.
A. Encoding-Decoding Scheme and Distributed Control Law
As pointed out in the previous section, the construction of the encoding scheme should follow two principles: first, the encoder is able to estimate other state variables when only the first component is measurable; second, the estimation should be based on iteration in an effort to reduce quantization levels. Such an idea can be stated more explicitly as follows. At each time step, the scaled difference between the output y i (t) and its estimate is quantized to obtain a signal s i (t). Based on s i (t) we construct an estimatex i 1 (t) of the first component x i 1 (t), and combine previous estimatesx i 1 (t − 1) throughx i 1 (t − 2m + 1) to obtain estimates of the other components x i 2 (t) through x i,2 m (t).
To be detailed, denote the observability matrix O ∈ R 2 m ×2 m with O(i, ·) = A i −1 (1, ·) , and
We havex
if we notice by (1) that for k = 1, . . . , 2m
As a result, it holds that
and
). Inspired by (26), the encoding scheme for agent i is implemented below:
for t ≤ 2m
. . .
for t > 2m
where S m = S(2 : 2m, ·) is a submatrix of S obtained by deleting the first row, and p(t) = p 0 γ t , 0 < γ < 1 is a decaying scaling function. After s i (t) is transmitted and received by one of agent i's outneighbors, say n ∈ N − i , a decoder will be activated:
for t > 2mx
Based on the outputs of encoder and decoders the distributed control law for agent i is proposed as
Remark 4.1: Comparing (27) with (29), (28) with (30), it is clear
as the quantization error, where
, t = 1, 2, . . . , 2m;
Comparing (26) with (28), the estimation errors are given by the following:
whereb n j is the jth entry ofb n .
Remark 4.2:
The encoding schemes (5) and (28) are different from those in [9] or [13] . Actually, to address the general dynamics with unmeasurable states, [9] designed an encoding scheme, respectively, for the output and control input, and used Luenberger observer to estimate the unmeasurable states. As for [13] , the special structure of nth order integrator dynamics enables it to easily "recover" the control input at n steps earlier, based on which an estimate of the unmeasurable components can be made with time delay, and the encoding scheme can be designed accordingly. However, it is unlikely to do the same task in our case when the integrator structure is no longer preserved (as can be seen from the harmonic oscillator case), and we resort to the constructability of the system, namely we estimate the unmeasurable states directly fromx i 1 (t) throughx i 1 (t − 2m + 1). Although such a method introduces the control input into estimation errors, the resultant estimation is without time delay, and hence it avoids the stabilization of a time-delayed closed-loop system in the consensus analysis.
B. Lemmas
In this section, we introduce Lemmas 4.1 and 4.2 whose complete proof can be found in [16] . Lemma 4.1 is critical in analyzing consensus and data rate, with part 1) used for stabilizing the closed-loop system of disagreements, and part 2) for estimating the magnitude of u i (t) and d i (t). Lemma 4.2 is used to find an explicit expression of the data rate. 
Then we can find proper constants c 2 j −1 and c 2 j so that the following results hold with sufficiently small ε:
where M ij 's are positive constants. The corresponding M ij 's are given by
Remark 4.4: As in [13] , the basic proof idea is to combine the bifurcation analysis of the roots of characteristic polynomials and the Jordan basis of a perturbed matrix [19] . However, the situation here is much different. On the one hand, the complex conjugate eigenvalues of the original matrix A make the analysis of the perturbed eigenvalues much more complicated. On the other hand, unlike [13] where the unperturbed matrix admits multiple eigenvalues of 0 and 1, the unperturbed matrix here admits eigenvalues of m identical pairs of complex conjugate numbers, which allows a less cumbersome calculation of the perturbed Jordan basis.
Lemma 4.2:
Denote
. (3, ·) . Still, the computation is quite complicated and requires special techniques from combinatorics [14] , [15] .
C. Convergence Analysis and Data Rate
The notations in (10) will still be used. The following assumptions are adopted in the subsequent analysis. 
Then we can choose sufficiently small ε to satisfy the following inequalities:
2 m −1
where Λ = max i Λ i and γ = 1 − ε/4. bits of information exchange to achieve the consensus.
Proof: See the Appendix for a sketch of the proof. For a complete proof, see [16] .
Remark 4.7: If the Laplacian of the directed topology satisfies that 0 < λ 2 ≤ · · · ≤ λ N , the same number of bits still suffices for the consensus. However, it cannot be extended to more general topology, when the Laplacian contains complex eigenvalues or real Jordan blocks of multiple dimensions. First, note that Lemma 4.1 does not hold for a complex λ i . Besides, note the disparity in the order of ε between the disturbance term and the weighted sum of disagreement entries, i.e.,
Therefore, if we assume m = 2 and the Jordan block corresponding to λ 2 > 0 is twodimensional as in (15) , then it follows from ||Kδ
suggesting that the input term can no longer be ignored in the estimation errors, nor in the quantization input d(t). Such a situation also occurs in [13] .
Remark 4.8: Similar to the nth order integrator case, At the first glance, it may seem doubtful that the data rate is dependent on | cos θ|; but a little further inspection is enough to clarify. The control input does not consume any bit in exchanging the estimates of the states for sufficiently small ε. Therefore, we only need to focus on how many bits it needs to estimate the output of an individual open loop system. Take the secondorder case as an example. Noticing that y i (t) = cos θx i 1 (t − 1) + sin θx i 2 (t − 1) = 2 cos θx i 1 (t − 1) − x i 1 (t − 2), we can estimate y i (t) based onx i 1 (t − 1) andx i 1 (t − 2) with an error bound no larger than 1 2 (2| cos θ| + 1) + 1 2 . Generally speaking, when | cos θ| ≈ 0 or equivalently | sin θ| ≈ 1, x i,2 j −1 (t) and x i,2 j (t) are tightly coupled, and it needs only m bits of information exchange to achieve the consensus; in the case of | cos θ| ≈ 1, after rearranging of state variables A can be approximated by I 2 ⊗ J 1 ,m , and 2m bits are sufficient. Anyway, for a 2mth order system studied in this paper, 2 m bits are enough to realize the consensus asymptotically, which is consistent with the conclusion for nth order integrator systems [13] . Remark 4.10: Similar results can be obtained for general cases, when each agent is controllable and observable with single input, and the 2 mth order system matrix admits m pairs of identical conjugate eigenvalues cos θ ± j sin θ with sin θ = 0. In fact, we can apply the same encoding-decoding scheme and control input to a properly designed observer system, just as the work in [13, Section IV].
V. NUMERICAL EXAMPLE
For simplicity, we only show an example of harmonic oscillators (m = 1). Consider a five-node network where the agents are connected as a unidirectional ring with 0-1 edge weights. The initial states are randomly chosen as x ij (0) ∈ (0, j), i = 1, . . . , 5, j = 1, 2. Given θ = π/3, we construct the encoder and decoder, respectively, as (5) and (6), and the number of sufficient bits to achieve the consensus can be as low as M = log 2 2 | cos θ| + 1/2 = 1. Therefore, we only need 1 bit of information exchange for the consensus of the given second-order systems. Let h = Reλ 2 = 0.6910 and choose c 1 = −1.2533, c 2 = 0.7236 as in Lemma 3.1. Moreover, let ε = 0.01, p 0 = 10, γ = 0.9975 to satisfy the conditions in Theorem 3.1. From Fig. 1 , which depicts the variation of maximum disagreement δ j max (t) = {δ n j (t) : n = arg max i |δ ij (t)|}, we can see that the consensus is achieved asymptotically.
VI. CONCLUDING REMARKS
In this paper, we explored the data rate problem for quantized consensus of a special kind of multiagent systems. The dynamics of each agent is described by a 2 mth order real Jordan form consisting of m pairs of conjugate poles on the unit circle with single input, and only the first state can be measured. The encoding-decoding scheme was based on the observability matrix. Perturbation techniques were employed in the consensus analysis and the data rate analysis, and combinatorial techniques were used to explicitly obtain the data rate. For the secondorder case, we showed that at most 2 bits of information exchange suffice to achieve the consensus at an exponential rate, if the communication topology has a spanning tree. For higher order cases, consensus was achieved with at most 2 m bits, provided that the communication topology is undirected and connected. The exact number of bits for achieving consensus in both cases is found to be an integer which increases from m to 2 m when | cos θ| increases from 0 to 1. The case of switching and directed topology is still under investigation, and noisy measurements or noisy communication channels will be considered in the future work. 
Moreover, letδ j (t) = U 
