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Abstract
We study the global C1,α regularity of the bounded generalized solutions of the variable exponent elliptic
equations in divergence form with both Dirichlet and Neumann boundary conditions. Our results are a
generalization of the corresponding results in the constant exponent case.
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1. Introduction
The various mathematical problems with variable exponent have been investigated by many
authors in recent years. We refer to the overview papers [5,13,23] for the advances and the ref-
erences of this area, and to the monograph [22] for the application background. Many results
on the local regularity for the variable exponent problems have been obtained (see e.g. [1–3,6,
8–10,20,21,25]). In particular, Acerbi and Mingione [2] have obtained the local C1,α regularity
of minimizers of the integral functionals with p(x) growth conditions under the assumption that
p(x) is Hölder continuous. The Euler equations of the integral functionals are a special class
of the divergence form. The aim of the present paper is to study the global C1,α regularity for
✩ Research supported by the Natural Science Foundation of China (10371052, 10671084).
E-mail address: fanxl@lzu.edu.cn.0022-0396/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2007.01.008
398 X. Fan / J. Differential Equations 235 (2007) 397–417the variable exponent elliptic equations in divergence form with both Dirichlet and Neumann
boundary conditions, which could be useful in many problems.
Let Ω be a bounded domain in Rn. Consider the elliptic equation in divergence form
−divA(x,u,Du) = B(x,u,Du) in Ω, (1.1)
with the Dirichlet boundary condition
u = g on ∂Ω, (1.2)
or the Neumann boundary condition
A(x,u,Du)ν = h(x,u) on ∂Ω, (1.3)
where ν is the outward unit normal to ∂Ω.
In this paper, A and B satisfy the variable exponent growth conditions (see Assumptions (Ak)
and (B)), where the variable exponent p :Ω → R satisfies the condition
1 <p− = p−(Ω) := inf
x∈Ω p(x) p+ = p+(Ω) := supx∈Ω p(x) < ∞. (1.4)
For u :Ω → R, Du = (ux1 , ux2 , . . . , uxn) is the gradient of u. The symbol α, β , γ or αi , βi , γi
denotes a positive constant in (0,1). The following assumptions will be used.
Assumption (pH ). p is Hölder continuous on Ω, which is denoted by p ∈ C0,β1(Ω), that is,
there exist a positive constant L and an exponent β1 ∈ (0,1) such that∣∣p(x1)− p(x2)∣∣ L|x1 − x2|β1 for x1, x2 ∈ Ω.
Assumption (Ak). A = (A1,A2, . . . ,An) ∈ C(Ω × R × Rn,Rn). For every (x,u) ∈ Ω × R,
A(x,u, ·) ∈ C1(Rn \ {0},Rn), and there exist a nonnegative constant k  0, a non-increasing
continuous function λ : [0,∞) → (0,∞) and a non-decreasing continuous function Λ : [0,∞) →
(0,∞) such that for all x, x1, x2 ∈ Ω , u,u1, u2 ∈ R, η ∈ Rn \ {0} and ξ = (ξ1, ξ2, . . . , ξn) ∈ Rn,
the following conditions are satisfied:
A(x,u,0) = 0, (1.5)∑
i,j
∂Aj
∂ηi
(x,u, η)ξiξj  λ
(|u|)(k + |η|2) p(x)−22 |ξ |2, (1.6)
∑
i,j
∣∣∣∣∂Aj∂ηi (x,u, η)
∣∣∣∣Λ(|u|)(k + |η|2) p(x)−22 , (1.7)
∣∣A(x1, u1, η)−A(x2, u2, η)∣∣
Λ
(
max
{|u1|, |u2|})(|x1 − x2|β1 + |u1 − u2|β2)
× [(k + |η|2) p(x1)−22 + (k + |η|2) p(x2)−22 ]|η|(1 + ∣∣log(k + |η|2)∣∣). (1.8)
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tinuous in (u, η), and∣∣B(x,u,η)∣∣Λ(|u|)(1 + |η|p(x)), ∀(x,u, η) ∈ Ω × R × Rn, (1.9)
where Λ is as in the assumption (Ak).
A typical example of the function A satisfying the assumption (Ak) is
A(x,u,η) = a(x,u)(k + |η|2) p(x)−22 η,
where a(x,u) is Hölder continuous in (x,u) and a(x,u) δ > 0.
Remark 1.1. In Assumption (Ak), k is a non-negative constant. When k > 0, the ellipticity of
Eq. (1.1) is non-degenerative. When k = 0, the ellipticity is degenerative. It is well known that
the results on the regularity for the quasilinear elliptic equations have been obtained first for the
non-degenerate case and then for the degenerate case because the latter is more complicated and
based on the former. In this paper we will treat both cases of k > 0 and k = 0 in an united form.
The statement that A satisfies Assumption (Ak) means that there exists a nonnegative constant
k  0 such that A satisfies all the conditions required in Assumption (Ak).
We will use the variable exponent spaces W 1,p(x)(Ω) and W 1,p(x)0 (Ω), the definitions of
which will be given in Section 2.
The symbols of some common spaces used in this paper, such as L∞(Ω), C∞(Ω), C∞0 (Ω),
C(Ω), C0,α(Ω), C1,α(Ω), C1,αloc (Ω) and W
1,∞(Ω), are standard.
Definition 1.1. (1) u ∈ W 1,p(x)(Ω) is called a bounded generalized solution of Eq. (1.1) if
u ∈ L∞(Ω) and∫
Ω
A(x,u,Du)Dϕ dx =
∫
Ω
B(x,u,Du)ϕ dx, ∀ϕ ∈ W 1,p(x)0 (Ω)∩L∞(Ω). (1.10)
(2) u ∈ W 1,p(x)(Ω) is called a bounded generalized solution of the boundary value problem
[(1.1)–(1.2)] if u ∈ L∞(Ω), u− g ∈ W 1,p(x)0 (Ω) and (1.10) holds.
(3) u ∈ W 1,p(x)(Ω) is called a bounded generalized solution of the boundary value problem
[(1.1)–(1.3)] if u ∈ L∞(Ω) and∫
Ω
A(x,u,Du)Dϕ dx =
∫
Ω
B(x,u,Du)ϕ dx +
∫
∂Ω
h(x,u)ϕ ds,
∀ϕ ∈ W 1,p(x)(Ω)∩L∞(Ω). (1.11)
Our main results in this paper are the following Theorems 1.1–1.3, in which we suppose that
Assumptions (pH ), (Ak) and (B) are satisfied and there exists a positive constant M such that
for the bounded generalized solution u mentioned in Theorems 1.1–1.3 holds
sup
Ω
∣∣u(x)∣∣ := ess sup
Ω
∣∣u(x)∣∣M. (1.12)
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bounded generalized solution of Eq. (1.1) and satisfies (1.12), then u ∈ C1,αloc (Ω), where the
Hölder exponent α depends only on p−, p+, n, λ(M), Λ(M), M , L, β1 and β2, and for given
Ω0 Ω , |u|C1,α(Ω0), the C1,α(Ω0)-norm of u, depends only on p−, p+, n, λ(M), Λ(M), M , L,
β1, β2 and dist(Ω0, ∂Ω).
Theorem 1.2. Under Assumptions (pH ), (Ak) and (B), also let the boundary ∂Ω of Ω be of
class C1,γ and g ∈ C1,γ (∂Ω). If u ∈ W 1,p(x)(Ω) ∩ L∞(Ω) is a bounded generalized solution
of the boundary value problem [(1.1)–(1.2)] and satisfies (1.12), then u ∈ C1,α(Ω), where α and
|u|C1,α(Ω) depend only on p−, p+, n, λ(M), Λ(M), M , L, β1, β2, γ , |g|C1,γ (∂Ω) and Ω.
Theorem 1.3. Under Assumptions (pH ), (Ak) and (B), also let the boundary ∂Ω of Ω be of
class C1,γ . Assume that h ∈ C(∂Ω × R,R) and for x1, x2 ∈ ∂Ω , u1, u2 ∈ R,
∣∣h(x1, u1)− h(x2, u2)∣∣Λ(max{|u1|, |u2|})(|x1 − x2|β1 + |u1 − u2|β2), (1.13)
where Λ is as in Assumption (Ak). If u ∈ W 1,p(x)(Ω)∩L∞(Ω) is a bounded generalized solution
of the boundary value problem [(1.1)–(1.3)] and satisfies (1.12), then u ∈ C1,α(Ω), where α and
|u|C1,α(Ω) depend only on p−, p+, n, λ(M), Λ(M), M , L, β1, β2, γ , sup |h(∂Ω × [−M,M])|
and Ω .
Remark 1.2. In fact, in the statements of Theorems 1.2 and 1.3, the Hölder exponent α is inde-
pendent of Ω , and when Ω is convex, |u|C1,α(Ω) depends on diamΩ .
Theorem 1.1 concerns the local C1,α-regularity for Eq. (1.1). Compared with the known local
C1,α-regularity results for the variable exponent problems, our Theorem 1.1 is more general.
Marcellini [20,21] has studied the case that k = 1, p−  2 and B(x,u,Du) = b(x), and obtained
W
1,∞
loc (Ω)-regularity when b ∈ L∞loc(Ω). Coscia and Mingione [3] and Acerbi and Mingione [2]
have obtained local C1,α-regularity for the local minimizers of the integral functionals with p(x)
growth, where the form of the functionals considered in [3] is ∫
Ω
|Du|p(x) dx but in [2] is more
general. Theorem 1.1 is a generalization of the results of [2,3] because, in general, Eq. (1.1) may
not be the Euler equation of the integral functional. The method proving Theorem 1.1 is similar
to the one of [2] but a new lemma on the higher integrability of Du corresponding to (1.1) is
needed (see Lemma 3.1) and the proof of the lemma requires the continuity of u beforehand.
The C1,α-regularity results for quasilinear elliptic equations with constant exponent p-growth
conditions are well known, see e.g. [4,7,11,12,15–19,24]. Our results are a generalization of those
obtained by Lieberman [17] to the variable exponent case. The proof of our theorems follows the
underlying idea of Acerbi and Mingione [2], and is based on the results of Lieberman [17,18] for
the constant exponent case.
This paper is organized in five sections. In Section 2 we give the required preliminary knowl-
edge. In Sections 3, 4 and 5 we present the proof of Theorems 1.1, 1.2 and 1.3, respectively.
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Let Ω be an open subset of Rn and let p :Ω → R be a measurable function satisfying condi-
tion (1.4). The variable exponent Lebesgue space Lp(x)(Ω) is defined by
Lp(x)(Ω) =
{
u | u :Ω → R is measurable,
∫
Ω
|u|p(x) dx < ∞
}
with the norm
|u|p(x) = inf
{
σ > 0:
∫
Ω
∣∣∣∣ uσ
∣∣∣∣p(x) dx  1}. (2.1)
The variable exponent Sobolev space W 1,p(x)(Ω) is defined by
W 1,p(x)(Ω) = {u ∈ Lp(x)(Ω): |Du| ∈ Lp(x)(Ω)}
with the norm
‖u‖1,p(x) = |u|p(x) + |Du|p(x). (2.2)
Define W 1,p(x)0 (Ω) as the closure of C
∞
0 (Ω) in W
1,p(x)(Ω). We point out that, when Ω is
bounded, |Du|p(x) is an equivalent norm on W 1,p(x)0 (Ω).
The spaces Lp(x)(Ω), W 1,p(x)(Ω) and W 1,p(x)0 (Ω) all are separable and reflexive Banach
spaces. We refer to [14] for the elementary properties of the space W 1,p(x)(Ω).
If no further claim, in this paper we always assume that Assumptions (pH ), (Ak) and (B) are
satisfied.
Definition 2.1. (1) u ∈ W 1,p(x)(Ω) is called a weak solution of Eq. (1.1) if∫
Ω
A(x,u,Du)Dϕ dx =
∫
Ω
B(x,u,Du)ϕ dx, ∀ϕ ∈ C∞0 (Ω). (2.3)
(2) u ∈ W 1,p(x)(Ω) is called a weak solution of the boundary value problem [(1.1)–(1.2)] with
g ∈ W 1,p(x)(Ω) if u− g ∈ W 1,p(x)0 (Ω) and (2.3) holds.
(3) u ∈ W 1,p(x)(Ω) is called a weak solution of the boundary value problem [(1.1)–(1.3)] if∫
Ω
A(x,u,Du)Dϕ dx =
∫
Ω
B(x,u,Du)ϕ dx +
∫
∂Ω
h(x,u)ϕ ds, ∀ϕ ∈ C∞(Ω). (2.4)
Obviously, each bounded generalized solution must be a weak solution. On the other side,
in [9,10] we have gave a sufficient condition for the boundedness of the weak solutions.
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For a bounded generalized solution u, we already know that u ∈ L∞(Ω), consequently, there is
a positive constant M such that
sup
Ω
∣∣u(x)∣∣ := ess sup
Ω
∣∣u(x)∣∣M. (2.5)
Hence the functions λ(|u|) and Λ(|u|) in Assumptions (Ak) and (B) can be taken as the constants
λ(M) and Λ(M), respectively. Below we denote λ(M) = λ0 and Λ(M) = Λ0.
Remark 2.2. Without loss of generality, we can assume k ∈ [0,1]. In this paper, we denote by c or
ci a generic positive constant depending on the data, as p−, p+, n, λ0, Λ0, etc., but independent
of k ∈ [0,1].
According to [24], we have the following
Proposition 2.1. (See [24].) Let A satisfy Assumption (Ak). Then we have:
∣∣A(x,u,η)∣∣Λ1(k + |η|2) p(x)−22 |η|Λ1(k + |η|2) p(x)−12 , (2.6)
(
A(x,u,η)−A(x,u,η′))(η − η′)

{
λ1|η − η′|p(x), if p(x) 2;
λ1(k + |η|2 + |η′|2) p(x)−22 |η − η′|2, if p(x) < 2,
(2.7)
A(x,u,η)η λ2|η|p(x) − c0, (2.8)
where λ1, λ2,Λ1 and c0 are positive constants depending only on p−, p+, n, λ0 and Λ0.
Remark 2.3. For given δ > 0, from
lim
t→+∞
log t
tδ
= 0 and lim
t→0+
log t
t−δ
= 0,
it follows that there is a positive constant c(δ) depending only on δ such that∣∣log(k + |η|2)∣∣ c(δ)+ (k + |η|2)δ/2 + (k + |η|2)−δ/2. (2.9)
By (1.8) and (2.9) we obtain∣∣A(x1, u1, η)−A(x2, u2, η)∣∣Λδ(|x1 − x2|β1 + |u1 − u2|β2)(1 + |η|p∗−1+δ), (2.10)
where p∗ = max{p(x1),p(x2)}, Λδ is a positive constant depending on Λ0, p−, p+ and δ.
According to [9,10], we have the following results on the Hölder continuity of the bounded
generalized solutions.
X. Fan / J. Differential Equations 235 (2007) 397–417 403Proposition 2.2. Let p satisfy the log-Hölder condition, that is, there is a positive constant L1
such that ∣∣p(x)− p(y)∣∣ L1−log|x − y| , ∀x, y ∈ Ω, |x − y| < 12 . (2.11)
Suppose that A and B satisfy the following conditions:
A(x,u,η)η λ∗
(|u|)|η|p(x) −Λ∗(|u|), (2.12)∣∣A(x,u,η)∣∣Λ∗(|u|)(1 + |η|p(x)−1), (2.13)∣∣B(x,u,η)∣∣Λ∗(|u|)(1 + |η|p(x)), (2.14)
where λ∗ : [0,∞) → (0,∞) is a nonincreasing continuous function and Λ∗ : [0,∞) → (0,∞) is
a non-decreasing continuous function. Then the following statements are true:
(1) If u ∈ W 1,p(x)(Ω) is a bounded generalized solution of Eq. (1.1) and satisfies (2.5), then
u ∈ C0,α1loc (Ω), where α1 depends only on p−, p+, n, λ∗(M), Λ∗(M), M and L1, and for
Ω0 Ω , |u|C0,α1 (Ω0) depends only on p−, p+, n, λ∗(M), Λ∗(M), M , L1 and dist(Ω0, ∂Ω).(2) Let ∂Ω satisfy the condition (A) (see [9,15]), that is, there exist two positive constants
θ ∈ (0,1) and r such that for any ball Bρ with center on ∂Ω and radius ρ  r and for any
connected branch Ωiρ of Bρ ∩Ω , |Ωiρ | (1−θ)|Bρ |. Let g ∈ C0,α2(∂Ω). If u ∈ W 1,p(x)(Ω)
is a bounded generalized solution of the boundary value problem [(1.1)–(1.2)] and satis-
fies (2.5), then u ∈ C0,α1(Ω), where α1 depends only on p−, p+, n, λ∗(M), Λ∗(M), M , L1
and α2, and |u|C0,α1 (Ω) depends only on p−, p+, n, λ∗(M), Λ∗(M), M , L1, |g|C0,α2 (∂Ω)
and Ω .
(3) Let ∂Ω be Lipschitz and h ∈ C(∂Ω × R,R). If u ∈ W 1,p(x)(Ω) is a bounded generalized
solution of the boundary value problem [(1.1)–(1.3)] and satisfies (2.5), then u ∈ C0,α1(Ω),
where α1 depends only on p−, p+, n, λ∗(M), Λ∗(M), M , L1 and sup|h(∂Ω × [−M,M])|,
and |u|C0,α1 (Ω) depends only on p−, p+, n, λ∗(M), Λ∗(M), M , L1, sup|h(∂Ω ×[−M,M])|
and Ω .
Remark 2.4. For the statements (1) and (2) of Proposition 2.2, see Theorems 4.3 and 4.4 of [9],
respectively. The proof of the statement (3) is similar to the proof of the statements (1) and (2).
In [9] to prove the statements (1) and (2), we have introduced two classes ßp(x)(Ω,M,λ,λ1, δ)
and ßp(x)(Ω,M,λ,λ1, δ). To prove the statement (3) of Proposition 2.2, we may define a new
class ß̂p(x)(Ω,M,λ,λ1, δ) with the positive constants M , λ, λ1, and δ as the set of all functions
u ∈ W 1,p(x)(Ω) satisfying supΩ |u(x)|M and∫
AΩl ,ρ−σρ
|Dw|p(x) dx  λ
∫
AΩl ,ρ
∣∣∣∣w(x)− lσρ
∣∣∣∣p(x) dx + λ1∣∣AΩl,ρ∣∣
for w = ±u and for every ball Bρ,σ ∈ (0,1) and l such that
l  sup
B ∩Ω
w(x)− δM,
ρ
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as was done in [9], we can prove that, under the assumptions of Proposition 2.2(3), every
bounded generalized solution of the boundary value problem [(1.1)–(1.3)] belongs to a class
ß̂p(x)(Ω,M,λ,λ1, δ) and ß̂p(x)(Ω,M,λ,λ1, δ) ⊂ C0,α1(Ω) provided p satisfies the log-Hölder
condition (2.11). For the corresponding results in the case when p(x) ≡ p (a constant), see [15].
Remark 2.5. It is clear that the all assumptions of Proposition 2.2 are satisfied if the assumptions
of Theorems 1.1–1.3 are satisfied. Hence, if u is a bounded generalized solution mentioned in
Theorems 1.1–1.3, then u ∈ C0,α1loc (Ω) in the case of Theorem 1.1, and u ∈ C0,α1(Ω) in the case
of Theorem 1.2 or Theorem 1.3.
3. Proof of Theorem 1.1
The purpose of this section is to prove Theorem 1.1. The method used to prove Theorem 1.1 is
similar to the one used by Acerbi and Mingione in [2] for the minimizers of the integral functions,
however, our method is different from [2] in some details.
First, we need a new result on the higher integrability for the bounded generalized solutions
of (1.1), which is stated in Lemma 3.1, because the known results in this field are not applicable
for the case of Assumption (B). The higher integrability result of [8,25] for the minimizers is
applicable for the case of B = 0. In [10] the higher integrability for the weak solutions of (1.1)
is obtained under the assumption that∣∣B(x,u,η)∣∣ c1|η|τ(x) + c2|u|δ(x) + e(x),
where τ(x) < p(x), but in our Assumption (B), τ(x) = p(x). In [2] the higher integrability is
a basis for proving the Hölder continuity of the minimizers. However, the proof of Lemma 3.1
is based on the continuity of the bounded generalized solutions, which is ensured by Proposi-
tion 2.2.
Lemma 3.1. Let the assumptions (2.11)–(2.14) be satisfied and let u ∈ W 1,p(x)(Ω) be a bounded
generalized solution of (1.1) with supΩ |u(x)|M . Then, given an open subset Ω0 Ω , there
exist positive constants R0, c0 and δ0, depending only on p−, p+, n, λ∗(M), Λ∗(M), M , L1 and
dist(Ω0, ∂Ω), such that, for every ball B2R ⊂ Ω0 with R ∈ (0,R0] and for δ ∈ (0, δ0], holds
(
−
∫
BR
|Du|p(x)(1+δ) dx
) 1
1+δ
 c0
(
1 + −
∫
B2R
|Du|p(x) dx
)
, (3.1)
where −
∫
E
wdx = 1|E|
∫
E
wdx.
Proof. The proof is similar to the one done in [8,25], but the continuity of u is needed now. Here
we only give a skeleton of the proof. Denote λ∗(M) = λ∗0 and Λ∗(M) = Λ∗0. Let Ω0  Ω be
given. By Proposition 2.2(1), u ∈ C(Ω0), consequently there is R1 > 0 such that
∣∣u(x1)− u(x2)∣∣ λ∗04Λ∗ , ∀x1, x2 ∈ Ω0 with |x1 − x2| 4R1. (3.2)0
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0 ξ  1, ξ = 1 on BR and |Dξ | 4/R. Set ω = 1|B2R |
∫
B2R
udx. Taking ϕ = ξp+(u − ω) as a
test function in (1.10), by (2.12)–(2.13) and Young inequality, we obtain
J := λ∗0
∫
B2R
|Du|p(x)ξp+ dx
 c|B2R| + 14J + c
∫
B2R
∣∣∣∣u−ωR
∣∣∣∣p(x) dx + ∫
B2R
∣∣B(x,u,Du)ϕ∣∣dx. (3.3)
Note that (3.2) implies that |u(x)−ω| λ∗04Λ∗0 for x ∈ B2R , from this and (2.14) it follows that∫
B2R
∣∣B(x,u,Du)ϕ∣∣dx Λ∗0 ∫
B2R
(
1 + |Du|p(x))ξp+|u−ω|dx  1
4
J + c|B2R|. (3.4)
Since
∫
BR
|Du|p(x) dx  ∫
B2R
|Du|p(x)ξp+ dx, from (3.3) and (3.4) we obtain the Caccioppoli
type inequality
∫
BR
|Du|p(x) dx  c|B2R| + c
∫
B2R
∣∣∣∣u−ωR
∣∣∣∣p(x) dx. (3.5)
From (2.11) and the classical Sobolev–Poincaré inequality it follows (see [8,25]) that there exist
R0 ∈ (0,R1] and ε ∈ (0,1) such that when R ∈ (0,R0] holds the variable exponent Sobolev–
Poincaré type inequality
−
∫
B2R
∣∣∣∣u−ωR
∣∣∣∣p(x) dx  c1 + c1( −∫
B2R
|Du|p(x)/(1+ε) dx
)1+ε
, (3.6)
and so (3.5) and (3.6) imply the Gehring type inequality
−
∫
BR
|Du|p(x) dx  c + c
(
−
∫
B2R
|Du|p(x)/(1+ε) dx
)1+ε
, (3.7)
which implies (3.1) (see [11, Chapter 5, Proposition 1.1]). It is easy to see that the con-
stants R0, c0 and δ0 depend on (p−,p+, n,λ∗(M),Λ∗(M),M,L1,dist(Ω0, ∂Ω)). The proof
is complete. 
Below we suppose that Assumptions (pH ), (Ak) and (B) are satisfied and u ∈
W 1,p(x)(Ω) ∩ L∞(Ω) is a bounded generalized solution of Eq. (1.1) with supΩ |u(x)|  M .
By Proposition 2.2(1), u ∈ C0,α1loc (Ω). Denote λ(M) = λ0 and Λ(M) = Λ0. For E ⊂ Ω , denote
p+(E) = supE p(x) and p−(E) = infE p(x).
406 X. Fan / J. Differential Equations 235 (2007) 397–417Let x0 ∈ Ω , Ω0 Ω and B(x0,2R1) ⊂ Ω0. Since u ∈ C0,α1loc (Ω), there is L2 > 0 such that∣∣u(x1)− u(x2)∣∣L2|x1 − x2|α1 , ∀x1, x2 ∈ Ω0.
Denote β = min{β1, α1β2}. Let R0 and δ0 be as in Lemma 3.1. Without loss of generality, we
may assume R0  1. Let B(x0,2R1) ⊂ Ω0 with R1 being sufficiently small such that R1  R0,∫
B(x0,2R1) |Du|p(x) dx  1, and
p+
(
B(x0,2R1)
)(
1 + δ0
2
)
 p−
(
B(x0,2R1)
)
(1 + δ0). (3.8)
So we have |Du| ∈ Lp+(B(x0,2R1))(1+ δ02 )(B(x0,2R1)). Let B(xc,R) =: BR ⊂ B2R be two concen-
tric balls in B(x0,2R1), not necessarily concentric with B(x0,2R1). Denote p∗(R) = p+(B2R)
and let x∗ ∈ B2R be such that p(x∗) = p∗(R).
Define A(η) = A(x∗, u(x∗), η) and consider the boundary value problem{−divA(Dv) = 0 in BR ,
v = u on ∂BR .
(3.9)
The next lemma is taken from [18].
Lemma 3.2. (See [18].) There is a unique solution v of the problem (3.9) such that v ∈ C1,γ1loc (BR)
and
sup
BR/2
|Dv|p∗  cR−n
∫
BR
|Dv|p∗ dx, (3.10)
−
∫
Bρ
∣∣Dv − {Dv}ρ∣∣p∗ dx  c( ρ
R
)γ1
−
∫
BR
∣∣Dv − {Dv}R∣∣p∗ dx, ∀ρ ∈ (0,R), (3.11)
∫
BR
|Dv|p∗ dx  c
∫
BR
(
1 + |Du|p∗)dx, (3.12)
sup
BR
|u− v| oscBRu, (3.13)
where p∗ = p∗(R), {Dv}ρ = 1|Bρ |
∫
Bρ
Dv dx, γ1 ∈ (0,1) and c are positive constants depending
only on (p∗, n,λ0,Λ0).
Lemma 3.3. Let v, as mentioned in Lemma 3.1, be the unique solution of the problem (3.9). Then∫
BR
|Du−Dv|p∗ dx  cRβ/2
∫
B2R
(
1 + |Du|p(x))dx, (3.14)
where c is a positive constant depending only on p−, p+, n, λ0, Λ0, M and dist(Ω0, ∂Ω).
X. Fan / J. Differential Equations 235 (2007) 397–417 407Proof. The proof is similar to the one of [2, (3.22)] given by Acerbi and Mingione. Denote
I = ∫
BR
(A(Du)−A(Dv))(Du−Dv)dx. Since v is a solution of (3.9), we have
I =
∫
BR
A(Du)(Du−Dv)dx
=
∫
BR
(
A(Du)−A(x,u,Du))(Du−Dv)dx + ∫
BR
A(x,u,Du)(Du−Dv)dx
:= I1 + I2.
Take δ1 ∈ (0,1) such that δ1p−−1 < δ02 . Then by (3.8),
p∗
(
1 + δ1
p∗ − 1
)
 p−(1 + δ0) p(x)(1 + δ0). (3.15)
By (1.8), (2.10), (3.15) and (3.1), noting ∫
B(x0,2R1) |Du|p(x) dx  1, we have
I1  c
(
Rβ1 +Rα1β2) ∫
BR
(
1 + |Du|p∗−1+δ1)(|Du| + |Dv|)dx
 cRβ
{∫
BR
(
1 + |Du|p∗+δ1)dx + ∫
BR
(
1 + |Du|(p∗−1+δ1) p∗p∗−1 )dx + ∫
BR
|Dv|p∗ dx
}
 cRβ
∫
BR
(
1 + |Du|p(x)(1+δ0))dx  cRβRn + cRβ( ∫
B2R
|Du|p(x) dx
)(1+δ0)
 cRβRn + cRβ
∫
B2R
|Du|p(x) dx  cRβ
∫
B2R
(
1 + |Du|p(x))dx.
By (1.9) and (3.13) we have
I2  c
∫
BR
(
1 + |Du|p(x))dx · oscBRu
 cRα1
∫
BR
(
1 + |Du|p(x))dx  cRβ ∫
B2R
(
1 + |Du|p(x))dx.
So we get
I  cRβ
∫
B2R
(
1 + |Du|p(x))dx. (3.16)
Using (2.7), when p∗  2 we obtain (3.14) immediately, and when p∗ < 2 from
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BR
|Du−Dv|p∗ dx 
( ∫
BR
(
k + |Du|2 + |Dv|2) p∗−22 |Du−Dv|2 dx)1/2
×
( ∫
BR
(
k + |Du|2 + |Dv|2) 2−p∗2 |Du−Dv|2p∗−2 dx)1/2
 c
(
I
λ1
)1/2( ∫
B2R
(
1 + |Du|p(x))dx)1/2,
we can also obtain (3.14). The constant c in (3.14) depends only on p−, p+, n, λ0, Λ0, M , L2, δ1
and δ0. Because L2, δ1 and δ0 depend only on p−, p+, n, λ∗(M), Λ∗(M), M and dist(Ω0, ∂Ω),
hence c depends only on p−, p+, n, λ0, Λ0, M and dist(Ω0, ∂Ω). 
Lemma 3.4. Let B(x0,2R1) be as above. Then, given τ ∈ (0, n), there exist positive constants
Rτ < R1/16 and cτ depending only on p−, p+, n, λ0, Λ0, M , dist(Ω0, ∂Ω) and τ , such that∫
B(xc,ρ)
|Du|p∗(ρ) dx  cτ ρn−τ , ∀xc ∈ B(x0,R1/2), ∀ρ ∈ (0,Rτ ), (3.17)
where p∗(ρ) = p+(B(xc,2ρ)) = supB2ρ p(x).
Proof. Let xc ∈ B(x0,R1/2) and ρ < R1/16. Let R > 0 be such that B(xc, ρ) = Bρ ⊂ BR/2 ⊂
B8R ⊂ B(x0,2R1). Let v be the solution of (3.9). Then from Lemma 3.3, (3.10) and (3.12) it
follows that∫
Bρ
|Du|p∗(ρ) dx
 c
∫
Bρ
|Du−Dv|p∗(ρ) dx + c
∫
Bρ
|Dv|p∗(ρ) dx
 c
∫
BR
(
1 + |Du−Dv|p∗(R))dx + c ∫
Bρ
(
1 + |Dv|p∗(R))dx
 cRn + cRβ/2
∫
B2R
(
1 + |Du|p(x))dx + cρn + c( ρ
R
)n ∫
BR
|Dv|p∗(R) dx
 cRn + cRβ/2
∫
B2R
(
1 + |Du|p∗(R))dx + cρn + c( ρ
R
)n ∫
BR
(
1 + |Du|p∗(R))dx
 c2
{(
Rβ/2 +
(
ρ
R
)n)∫ (
1 + |Du|p∗(R))dx +Rn}. (3.18)BR
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ing only on p−, p+, n, λ0, Λ0, M , dist(Ω0, ∂Ω) and τ , such that (3.17) holds. 
Remark 3.1. By the arbitrariness of τ ∈ (0, n), Lemma 3.4 implies that u ∈ C0,αloc (Ω) for all
α ∈ (0,1) (see [2, Remark 3.3]).
Proof of Theorem 1.1. Let B(x0,2R1), β and γ1 be as above. Set τ = βγ14(n+γ1) and θ =
β
2(n+γ1) .
Let xc ∈ B(x0,R1/4) and ρ < (Rτ4 )1+θ where Rτ is as in Lemma 3.4. Set R = (2ρ)1/(1+θ).
Then 2ρ < R < 2R <Rτ and B(xc, ρ) = Bρ ⊂ BR/2 ⊂ B32R ⊂ B(x0,2R1). Let v be the unique
solution of the problem (3.9). Then by Lemmas 3.2, 3.3 and 3.4 we have
∫
Bρ
∣∣Du− {Du}ρ∣∣p∗(R) dx
 c
∫
Bρ
∣∣Dv − {Dv}ρ∣∣p∗(R) dx + c ∫
Bρ
|Du−Dv|p∗(R) dx
 cρn
(
ρ
R
)γ1
R−n
∫
BR
(
1 + |Du|p∗(R))dx + c ∫
BR
|Du−Dv|p∗(R) dx
 cρn
(
ρ
R
)γ1
R−nRn−τ + cRβ/2
∫
B2R
(
1 + |Du|p∗(R))dx
 cρn
(
ρ
R
)γ1
R−τ + cRβ/2+n−τ
= cRβ/2+n−τ = cρ β/2+n−τ1+θ = cρn+ε, (3.19)
where ε = βγ14(n+γ1)(1+θ) . From this we obtain∫
Bρ
∣∣Du− {Du}ρ∣∣p− dx  cρn+εp−/p+ ,
which implies u ∈ C1,α(B(x0,R1/8)) with α = ε/p+. The proof of Theorem 1.1 is com-
plete. 
4. Proof of Theorem 1.2
Theorem 1.1 gives the interior C1,α regularity for the bounded generalized solutions. To prove
Theorem 1.2 it is sufficient to prove the boundary C1,α regularity.
First we give a result on the higher integrability for the boundary value problem [(1.1)–(1.2)].
For a special case of this result when B = 0 and g = 0, see Zhikov [25].
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W 1,∞(Ω) with ‖g‖W 1,∞(Ω)  G. Suppose that u ∈ W 1,p(x)(Ω) is a bounded generalized so-
lution of [(1.1)–(1.2)] with supΩ |u(x)|M . Then, there exist positive constants R0, c0 and δ0
depending only on p−, p+, n, λ∗(M), Λ∗(M), M , L1 and G, such that |Du| ∈ Lp(x)(1+δ0)(Ω)
and for every x ∈ Ω , R ∈ (0,R0) and δ ∈ (0, δ0], holds(
−
∫
Ω(x,R)
|Du|p(x)(1+δ) dx
) 1
1+δ
 c0
(
1 + −
∫
Ω(x,2R)
|Du|p(x) dx
)
, (4.1)
where Ω(x,R) = B(x,R)∩Ω .
Proof. Extend g to a W 1,∞(Rn) function with ‖g‖W 1,∞(Rn) G and define additionally u = g
on Rn\Ω . Denote λ∗(M) = λ∗0 and Λ∗(M) = Λ∗0. Let x0 ∈ ∂Ω and consider the ball B(x0,2R1).
By Proposition 2.2(2), u ∈ C(Ω). We assume that R1 is taken sufficiently small such that∫
B(x0,2R1) |Du|p(x) dx  1,
∫
B(x0,2R1) |Dg|p(x) dx  1 and
∣∣(u− g)(x)∣∣ λ∗0
4Λ∗0
, ∀x ∈ B(x0,2R1). (4.2)
Below we will prove that there exist positive constants R0 R1, ε ∈ (0,1) and c0 such that
−
∫
BR
|Du−Dg|p(x) dx  c0 + c0
(
−
∫
B2R
|Du−Dg|p(x)/(1+ε) dx
)1+ε
, (4.3)
for all balls B(x,R) =: BR ⊂ B2R ⊂ B(x0,2R1) with R R0.
Let us consider the following three cases, respectively.
(1) In the case when B 3
2R
⊂ B(x0,2R1)∩Ω , using Lemma 3.1 (see (3.7)) and
−
∫
BR
|Du−Dg|p(x) dx  c−
∫
BR
|Du|p(x) dx + c−
∫
BR
|Dg|p(x) dx,
we can obtain (4.3).
(2) In the case when B 3
2R
⊂ B(x0,2R1) \Ω , the left-hand side of (4.3) equals 0, and so (4.3)
is obviously true.
(3) In the case when B 3
2R
∩ ∂Ω = ∅, letting ξ ∈ C∞0 (B2R) be as in the proof of Lemma 3.1
and taking ϕ = ξp+(u − g) as a test function in (1.10), then, using arguments similar to those
used in the proof of Lemma 3.1, by (4.2), the Sobolev–Poincaré type inequality for u−g and the
Lipschitzness of ∂Ω , we can obtain (4.3).
By the Gehring lemma, (4.3) implies that there is δ0 > 0 such that |Du−Dg| ∈ Lp(x)(1+δ0)loc ×
(B(x0,2R1)) and(
−
∫
|Du−Dg|p(x)(1+δ) dx
) 1
1+δ
 c
(
1 + −
∫
|Du−Dg|p(x) dx
)
(4.4)BR B2R
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Let x ∈ B(x0,R1)∩Ω , R R0, B(x,2R) ⊂ B(x0,2R1) and δ ∈ (0, δ0). Then, noting that
σ
∣∣B(x,R)∣∣ ∣∣Ω(x,R)∣∣ ∣∣B(x,R)∣∣, where σ ∈ (0,1) is a constant,
and g ∈ W 1,∞(Ω), from (4.4) we can obtain (4.1). By the compactness of Ω , we can see that the
conclusion of Lemma 4.1 is true. 
Remark 4.1. It is easy to see from the proof of Lemma 4.1 that the assumption g ∈ W 1,∞(Ω) in
Lemma 4.1 can be relaxed by g ∈ W 1,p(x)(1+δ1)(Ω)∩C0,γ (∂Ω).
Now we suppose that the assumptions of Theorem 1.2 are satisfied and u ∈ W 1,p(x)(Ω) is
a bounded generalized solution of [(1.1)–(1.2)] with supΩ |u(x)|  M . Let g ∈ C1,γ (Ω) and
‖g‖C1,γ (Ω)  G. By Proposition 2.2(2), u ∈ C0,α1(Ω). By Theorem 1.1, u ∈ C1,αloc (Ω). By
Lemma 4.1, |Du| ∈ Lp(x)(1+δ0)(Ω). Below we will prove the boundary C1,α regularity. We will
use the notations: ΩR = Ω(x,R) = B(x,R) ∩ Ω , ΩR = Ω(x,R) = B(x,R) ∩ Ω , λ0 = λ(M)
and Λ0 = Λ(M).
Let x0 ∈ ∂Ω and let R1 ∈ (0,R0] be sufficiently small such that∫
Ω(x0,2R1)
|Du|p(x) dx  1
and
p+
(
Ω(x0,2R1)
)(
1 + δ0
2
)
 p−
(
Ω(x0,2R1)
)
(1 + δ0), (4.5)
where R0 and δ0 are as in Lemma 4.1.
Let xc ∈ Ω(x0,2R1) and Ω(xc,R) = ΩR ⊂ Ω2R ⊂ Ω(x0,2R1). Denote p∗(R) = p+(Ω2R)
and let x∗ ∈ Ω2R be such that p(x∗) = p∗(R) = p∗. Define A(η) = A(x∗, u(x∗), η) and consider
the boundary value problem {−divA(Dv) = 0 in ΩR ,
v = u on ∂ΩR .
(4.6)
The following result is taken from [17], which is a basis of the proof of Theorem 1.2.
Lemma 4.2. There is a unique solution v of the problem (4.6) such that v ∈ C1,γ1(ΩR/2) and
sup
BR/2
|Dv|p∗  c1
(
R−n
∫
BR
|Dv|p∗ dx +Gp∗
)
, (4.7)
oscΩρDv  c2
(
ρ
R
)γ1(
sup
ΩR/2
|Dv| +GRγ
)
for 0 < ρ < R
2
, (4.8)
∫
|Dv|p∗ dx  c3
∫ (
1 + |Du|p∗)dx, (4.9)ΩR ΩR
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ΩR
|u− v| oscΩRu, (4.10)
where γ1 ∈ (0,1), c1, c2 and c3 are positive constants depending only on p∗, n, λ0, Λ0, M and γ .
Analogously to Lemmas 3.3 and 3.4, we have the following Lemmas 4.3 and 4.4, the proof of
them is similar to that of Lemmas 3.3 and 3.4, and is omitted here.
Lemma 4.3. Let v be the unique solution of the problem (4.6). Then∫
ΩR
|Du−Dv|p∗ dx  cRβ/2
∫
Ω2R
(
1 + |Du|p(x))dx, (4.11)
where c is a positive constant depending only on p−, p+, n, λ0, Λ0, M and G.
Lemma 4.4. Let B(x0,2R1) be as above. Then given τ ∈ (0, n), there exist positive constants
Rτ < R1/16 and cτ depending only on p−, p+, n, λ0, Λ0, M , G and τ , such that∫
Ω(xc,ρ)
|Du|p∗(ρ) dx  cτ ρn−τ , ∀xc ∈ Ω(x0,R1/2), ∀ρ ∈ (0,Rτ ), (4.12)
where p∗(ρ) = p+(Ω(xc,2ρ)).
Proof of Theorem 1.2. Let x0, Ω(x0,2R1), β and γ1 be as above. As was done in the proof of
Theorem 1.1, set τ = βγ14(n+γ1) and θ =
β
2(n+γ1) . Let xc ∈ Ω(x0,R1/4) and ρ < (Rτ4 )1+θ where
Rτ is as in Lemma 4.4. Set R = (2ρ)1/(1+θ). Then 2ρ < R < 2R < Rτ and Ω(xc,ρ) = Ωρ ⊂
ΩR/2 ⊂ Ω32R ⊂ Ω(x0,2R1). Let v be the unique solution of the problem (4.6). Noting that it
follows from (4.8) and (4.9) that
−
∫
Ωρ
∣∣Dv − {Dv}ρ∣∣p∗(ρ) dx  c( ρ
R
)γ1
−
∫
ΩR
(
1 + |Du|p∗(R))dx
and using same argument as was done in the proof of Theorem 1.1, we can obtain that∫
Ωρ
∣∣Du− {Du}ρ∣∣p− dx  cρn+εp−/p+ ,
where ε = βγ14(n+γ1)(1+θ) , this implies u ∈ C1,α(Ω(x0,R1/8)) with α = ε/p+. The proof of The-
orem 1.2 is complete. 
5. Proof of Theorem 1.3
To prove Theorem 1.3, it is sufficient to prove the boundary C1,α regularity for the bounded
generalized solution u of [(1.1)–(1.3)]. We will prove that Du is Hölder continuous in a neigh-
borhood of every x0 ∈ ∂Ω . In this section we will replace the ball B(x,R) by the cube Q(x,R)
which is more suitable for the case of Theorem 1.3.
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Rn−1 ×R, Rn+ = {x = (x′, xn) ∈ Rn−1 ×R: xn > 0}, and Rn0 = Rn−1 ×{0}. Define π : Rn → Rn
by π(x′, xn) = (x′,−xn). Denote Rn− = πRn+. For a cube Q(x0,R), denote Q+(x0,R) =
Q(x0,R)∩ Rn+, Q−(x0,R) = Q(x0,R)∩ Rn− and Q0(x0,R) = Q(x0,R)∩ Rn0.
First we give a result on the higher integrability for the boundary value problem [(1.1)–(1.3)].
To our best knowledge, the higher integrability for Neumann type boundary value problems with
variable exponent has not yet been studied.
Lemma 5.1. Let the assumptions (2.11)–(2.14) be satisfied, let ∂Ω be Lipschitz and h ∈
C(∂Ω × R). Suppose that u ∈ W 1,p(x)(Ω) is a bounded generalized solution of [(1.1)–(1.3)]
with supΩ |u(x)| M and sup |h(∂Ω × [−M,M])|  H . Then, there exist positive constants
R0, c0 and δ0 depending only on p−, p+, n, λ∗(M), Λ∗(M), M , L1 and H , such that
|Du| ∈ Lp(x)(1+δ0)(Ω) and for every x ∈ Ω , R ∈ (0,R0) and δ ∈ (0, δ0], holds
(
−
∫
Q(x,R)∩Ω
|Du|p(x)(1+δ) dx
) 1
1+δ
 c0
(
1 + −
∫
Q(x,2R)∩Ω
|Du|p(x) dx
)
. (5.1)
Proof. Let x0 ∈ ∂Ω . Via a Lipschitz coordinate change, we can assume that x0 = 0,
Q(x0,2R1) ∩ Ω = Q+(0,2R1) and Q(x0,2R1) ∩ ∂Ω = Q0(0,2R1) =: Σ . By Proposi-
tion 2.2(3), u ∈ C(Ω). Denote λ∗(M) = λ∗0 and Λ∗(M) = Λ∗0. We assume that R1 is taken
sufficiently small such that
∫
Q+(0,2R1) |Du|p(x) dx  1 and
∣∣u(x1)− u(x2)∣∣ λ∗04Λ∗0 , ∀x1, x2 ∈ Q+(0,2R1). (5.2)
Define additionally u and p on Q−(0,2R1) by u(x) = u(πx) and p(x) = p(πx), re-
spectively. Let xb ∈ Σ and Q(xb,R) ⊂ Q(xb,2R) ⊂ Q(0,2R1). Denote ω =
∫
Q+(xb,2R)udx.
Take ξ ∈ C∞0 (Q(xb,2R)) such that 0  ξ  1, ξ = 1 on Q(xb,R) and |Dξ |  4/R. Taking
ϕ = ξp+(u− ω) as a test function in (1.11), applying (2.12)–(2.14), (5.2) and Young inequality,
and noting that
∣∣∣∣ ∫
∂Ω
h(x,u)ϕ ds
∣∣∣∣
H
∫
Q0(xb,2R)
|ϕ|ds  c
∫
Q+(xb,2R)
|Dϕ|dx
 c
∫
Q+(xb,2R)
(
ξp+|Du| + p+ξp+−1|Dξ ||u−ω|
)
dx

λ∗0
4
∫
+
ξp+|Du|p(x) dx + c∣∣Q+(xb,2R)∣∣+ c ∫
+
∣∣∣∣u−ωR
∣∣∣∣p(x) dx,Q (xb,2R) Q (xb,2R)
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∫
Q+(xb,R)
|Du|p(x) dx  c|B2R| + c
∫
Q+(xb,2R)
∣∣∣∣u−ωR
∣∣∣∣p(x) dx.
Furthermore, using the Sobolev–Poincaré type inequality for u−ω, it follows that there exists a
positive constant R0 <R1 such that when R R0,
−
∫
Q+(xb,R)
|Du|p(x) dx  c + c
(
−
∫
Q+(xb,2R)
|Du|p(x)/(1+ε) dx
)1+ε
,
and consequently
−
∫
Q(xb,R)
|Du|p(x) dx  c + c
(
−
∫
Q(xb,2R)
|Du|p(x)/(1+ε) dx
)1+ε
, (5.3)
where ε ∈ (0,1) is a constant.
Let now xc ∈ Q(0,2R1) and Q(xc,R) ⊂ Q(xc,2R) ⊂ Q(0,2R1) with R  R0. If
Q(xc,2R) ∩ Σ = ∅, then by Lemma 3.1, (5.3) also holds when xb in (5.3) is replaced by xc.
If Q(xc,2R)∩Σ = ∅, then there exists xb ∈ Σ such that
Q(xc,R) ⊂ Q(xb,3R) ⊂ Q(xb,6R) ⊂ Q(xc,8R),
so, in the case when Q(xc,8R) ⊂ Q(0,2R1), applying (5.3) to Q(xb,3R), yields
−
∫
Q(xc,R)
|Du|p(x) dx  c + c
(
−
∫
Q(xc,8R)
|Du|p(x)/(1+ε) dx
)1+ε
.
By a finite covering argument (see [2]) we can show that for all xb ∈ Q(0,2R1) and Q(xb,R) ⊂
Q(xb,2R) ⊂ Q(0,2R1) with R R0, (5.3) is true, and consequently, by the Gehring lemma, we
have
(
−
∫
Q(xb,R)
|Du|p(x)(1+δ0) dx
) 1
1+δ0  c0
(
1 + −
∫
Q(xb,2R)
|Du|p(x) dx
)
, (5.4)
where δ0 ∈ (0,1) and c0 are positive constants depending only on p−, p+, n, λ∗(M), Λ∗(M),
M , L1 and H . (5.4) implies that, when xb ∈ Q+(0,2R1) ∪ Σ and Q(xb,R) ⊂ Q(xb,2R) ⊂
Q(0,2R1) with R R0,
(
−
∫
+
|Du|p(x)(1+δ0) dx
) 1
1+δ0  c0
(
1 + −
∫
+
|Du|p(x) dx
)
. (5.5)Q (xb,R) Q (xb,2R)
X. Fan / J. Differential Equations 235 (2007) 397–417 415From (5.5) and the compactness of Ω it is easy to see that the conclusion of Lemma 5.1 is
true. 
Now suppose that the assumptions of Theorem 1.3 are satisfied and u ∈ W 1,p(x)(Ω)
is a bounded generalized solution of [(1.1)–(1.3)] with supΩ |u(x)|  M and sup|h(∂Ω ×
[−M,M])|  H . By Proposition 2.2(3), u ∈ C0,α1(Ω). By Theorem 1.1, u ∈ C1,αloc (Ω). By
Lemma 5.1, |Du| ∈ Lp(x)(1+δ0)(Ω). We will prove the boundary C1,α regularity. Let x0 = 0 ∈
∂Ω and Q(0,2R1) be as in the proof of Lemma 5.1. Let R1 ∈ (0,R0] be sufficiently small such
that
∫
Ω(x0,2R1) |Du|p(x) dx  1, and
p+
(
Q+(x0,2R1)
)(
1 + δ0
2
)
 p−
(
Q+(x0,2R1)
)
(1 + δ0), (5.6)
where R0 and δ0 are as in Lemma 5.1.
Let xc ∈ Q+(0,2R1) ∪ Σ and Q+(xc,R) = Q+R ⊂ Q+2R ⊂ Q+(0,2R1). Denote p∗(R) =
p+(Q+2R) and let x∗ ∈ Q+2R be such that p(x∗) = p∗(R) = p∗. Define A(η) = A(x∗, u(x∗), η)
and h∗ = h(x∗, u(x∗)). When ∂Q+R ∩Σ = ∅, consider the mixed boundary value problem⎧⎪⎨⎪⎩
−divA(Dv) = 0 in Q+R ,
−An(Dv) = h∗ on ∂Q+R ∩Σ ,
v = u on ∂Q+R \Σ .
(5.7)
By the results of [16,17] we have the following
Lemma 5.2. (See [16,17].) There exists a unique solution v of the problem (5.7) such that v ∈
C1,γ1(Q+R/4) and
sup
BR/2
|Dv|p∗  c1
(
R−n
∫
BR
|Dv|p∗ dx + c∗(h∗,p∗)
)
, (5.8)
oscQ+ρ Dv  c2
(
ρ
R
)γ1
oscQ+R/4
Dv, (5.9)∫
Q+R
|Dv|p∗ dx  c3
∫
Q+R
(
1 + |Du|p∗)dx, (5.10)
sup
Q+R
|u− v| oscQ+R u, (5.11)
where c1, c2, c3, c∗ and γ1 ∈ (0,1) are positive constants depending only on p∗, n, λ0, Λ0
and h∗.
Remark 5.1. For the existence and uniqueness of the solution of the problem (5.7), see [16].
For the Hölder continuity of Dv and the inequalities (5.8)–(5.9), see [17]. The proof of (5.10) is
standard. The inequality (5.11) follows from the maximum principle.
416 X. Fan / J. Differential Equations 235 (2007) 397–417Proof of Theorem 1.3. Based on Lemmas 5.1 and 5.2, using arguments similar to those done in
Sections 3 and 4, we can prove that∫
Q+(xc,ρ)
∣∣Du− {Du}ρ∣∣p− dx  cρn+εp−/p+ (5.12)
for xc ∈ Q+(0,R1)∪Σ and sufficient small ρ R∗ with Q+(xc,2ρ)∩Σ = ∅. Here we omit the
proof of (5.12) and only point out that in estimating I = ∫
Q+R
(A(Du)−A(Dv))(Du−Dv)dx a
boundary integral arises. It is estimated as follows (see [17]):∫
Q0R
∣∣h(x,u(x))− h(x∗, u(x∗))∣∣|u− v|dx′
 θ(R)
∫
Q0R
|u− v|dx′  θ(R)
∫
Q+R
|Du−Dv|dx
 ε1
∫
Q+R
|Du−Dv|p∗ dx + c(θ(R)) p∗p∗−1 Rn,
where θ is a continuous, increasing function determined only by the constants p−, p+, n,
λ0, Λ0 and H satisfying θ(0) = 0. By Theorem 1.1, (5.12) holds when Q(xc,ρ + R∗/2) 
Q+(0,2R1). So (5.12) holds for all xc ∈ Q+(0,R1)∪Σ and sufficient small ρ R∗, and hence
u ∈ C1,α(Q+(0,R1/2)). The proof of Theorem 1.3 is complete. 
Remark 5.2. In Theorems 1.2 and 1.3, the boundary conditions (1.2) and (1.3) are determined
on the all of ∂Ω . It is easy to see from the proof of Theorems 1.2 and 1.3 that, if in the boundary
conditions (1.2) and (1.3), ∂Ω is replaced by Σ , a relatively open subset of ∂Ω , then we have
the conclusion u ∈ C1,αloc (Ω ∪Σ).
Remark 5.3. From the proof of Theorems 1.1–1.3 we can see that the condition (1.8) in the state-
ments of Theorems 1.1–1.3 can be replaced by the weaker condition (2.10). In fact, (1.8) implies
(2.10), and (2.10) is used in the proof of Theorems 1.1–1.3.
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