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Abstrak
Simulasi trafik kgndaraan memerlukan komputasi yang besar untuk dapat mensimulasikan
area yang luas dan jumlah kendaraan yang besar. Untuk itu penggunaan komputasi paralel tidak
dapat dihindarkan. Inisialisasi distribusi data ke prosesor tidak menjamin pembagian beban
secara merata sampai akhir simulasi, ntengingat perubahan kontposisi beban yang dapat terjadi
seiring dengan perpindahan kendaraan pada saat simulasi. Dalam makalah ini kami akan
menyampaikan konsideran untuk pendistribusian beban secara dinamik, dimana pada saat terjadi
perubahan beban yang tidak seintbang antar prosesor akan dilakukan distribusi ulang terhadap
beban. Dalam pengembangan simulator ini digunakan kontputer yang terkluster dengan
menggunaknn MPI (Message Passing Interface) sebagai perantara komunikasi antar prosesnya.
Kata Kunci : komputasi paralel, distribusi beban, simulator trafik kendaraan
1. Pendahuluan
Banyak permasalahan/problem ilmu pengetahuan dan teknologi yang dicoba dipecahkan
dengan menggunakan . alat bantu komputer. Problem tersebut dimodelkan, dianalisis dan
diimplementasikan sebagai program simulasi. Semakin komplek dan detail dari pemodelan
problem tersebut, semakin besar pula komputasi yang diperlukan. Salah satu cara untuk
menyelesaikan problem yang memerlukan komputasi yang besar adalah lewat membagi problem
tersebut dalam beberapa bagian problem dan masing-masing bagian problem tersebut dijalankan
secara paralel di atas banyak prosesor yang tersedia. Salah satu problem yang menarik dan
memerlukan komputasi yang besar adalah problem simulasi trafik kendaraan. Dimana
pensimulasian dilakukan pada tingkat tiap-tiap kendaraan. Pensimulasian dengan jumlah kendaraan
yang sangat banyak mengakibatkan tidak memungkinkannya problem terselesaikan di atas satu
prosesor saja. Untuk mengontrol masing-masing gerak dari kendaraan dalam jumlah yang banyak
di atas satu prosesor akan mengakibatkan performansi simulasi yang rendah. Para peneliti di
University of Edinburg telah membuktikan keunggulan menggunakan paralel komputasi untuk
mensimulasikan trafik kendaraan dengan jumlah 200.000 kendaraan yang bergerak di atas 7.000
jalan dengan performansi yang sesuai dengan kondisi sebenarnya [1].
Isu yang penting dalam komputasi secara paralel adalah pendistribusian data pada masing-
masing prosesor yang tersedia. Data tersebut berupa geomehi jaringan jalan (road-network),
topologi jaringan jalan dan inisial posisi dari masing-masing kendaraan. Inisialisasi distribusi data
ke beberapa prosesor yang tersedia, tidak menjamin pembagian beban yang merata dalam proses
simulasi. Seiring dengan pergerakkan masing-masing kendaraan, akan muncul suatu kondisi
dimana ada prosesoi' yang hanya mengontrol sedikit kendaraan atau malah tidak sama sekali,
sementara prosesor lain mengontrol banyak sekali kendaraan. Kondisi dinamis semacam itu,
memotivasi kami untuk menyampaikan konsideran pendistibusian beban secara dinamik, dimana
pada saat terjadi ketidakseimbangan beban antar prosesor akan dilakukan ulang distribusi beban.
Sebagai platform implementasi dari simulasi trafik kendaraan ini adalah beberapa
komputer (PC) yang terhubung oleh jaringan local (LAI.[) dan menyusun sebagai satu kluster PC.
Dan dalam implementasi program simulasi irii kami menggunakan standar software /ools untuk
paralel komputasi yakni MPI (Message Passsing Interface) [2].
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processdanworker-process.Secarafu"F: i 'qmaster-processmengontrolproses
simulasi, mengalokasikan data, tugas dan menginisiasi proses ke worker-process' 
Sernentara
worker.proc"r, *"rrJ.ilu J"", *i"t aan menferiakan, kemudian mengembalikan 
hasil tugas
tersebut ke master-Process'
Master-process memulai simulasi dengan membaca data peta jaringan jalan, dan parameter
dari lingkungan paralel Qnrallet 
"n 
irorrmei)- Kemudian membagi peta jaringan jalan menjadi
beberapa area. Dan auO*a*i tiap area dialokasikan ke worker yang tersedia, 
sehingga masing-
masing worker memiliki data untuk dikegakan ttbig:l tugasnya' selama 
proses simulasi
berlangsung, dalam interval waktu tertentu master mengirim pesm(message) ke workel 
gerakan
dari kendaraan dan memperbarui aata dari posisi kendaraan, mengumpulkan 
data statistik jumlah
kendaraan pada masing-masing worker- Master juga dapat memului ptotes distribusi beban apabila
diperlukan (beban antar worker tidak merata)
worker-process melakukur, ,"b"rr"-ya pekerjaan simulasi ftafik kendaraan dan bekerja
sebagaimana pekerja(slave) da.i. master. saat permintaan-tugas tiba' maka worker memulai
mengeksekusi program yang berhubungan a""gun tugas tersebut' Dan ketika selesai ryrengeksekusi
frofu*, *r*L"tirrotifrkasl dan hasil kepada pengirim tugas 
tersebut'
Master Process
Send Task
Submit Result-
Worker Processes
Gambar 2. Master dan Worker Proses
2.3 Distribusi Beban
Dalam suatu sistem terdishibusi yang tersusun dari banyak node/Pd dan punla
kemampuan menjalankan tugas secara paralel, *uku diupuyakan agar beban dari tugas tersehil
terdistribusi ke tiap-tiap nodJ dan selesai dalam waktu yang sesingkat mungkin' Distribusi beb@
adalah suatu strategi tambahan dari paralel algoritna'
Kami menggunakan kriteria sederhina untuk merepresentasikan beban simulasi, yabi
jumlah kendaraan. Ada kemungkinan selama proses sinnrlasi berlangsung' kendaran
terkonsentrasi dengan jumlah besai pada suatu area, s€mentara area lain sedikit atau tidak a&
kendaraan. Yang birakibat pada suatu prosesor terbebani beban komputasi yang-9:t"' sementrr
prosesor lain ringan atau tid-ak memiliki beban komputasi. Untuk mengatasi kondisi tersebut lcali
memakai pendekatan distribusi beban dinamis, dimana dengan berdasar informasi beban dri
masing-masing prosesor, secara heuristics menentukan bagian mana dari jaringan jalan yang alo
dipindahkan ke prosesor lain.
Untuk menentukan apakah beban pada suatu prosesor berat, cukup atau ringan' mab
digunakan dua buah nilai sebagai batas Qh)eshold) *uiittg-rnuting nilai me{epresentasikan nilei
maksimum dan minimum. Algoritma dari distribusi beban secara berkala mengecek jumlah
kendaraan dari masing-masing prosesor yang ada, dan mangidentifikasi masing-masing beban dari
prosesor tersebut apakah berat fuumlah kendaraan lebih besar dari nitai maksimum), cukup (antara
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nilai maksimum dan minimum), atau ringan (lebih kecil dari nilai minimum). Dari hasil
identifikasi masing-masing beban prosesor maka bisa diambil keputusan untuk memindahkan
beban dari prosesor yang berat ke prosesor yang ringan .
3. Pengembangan Paralel Simulator
Paralel simulator trafik kendaraan akan diimplementasikan di atas beberapa PC berbasis
intel mikro-prosesor(i386) yang masing-masing terhubung oleh ethernet dan membentuk suatu
kluster PC. Peningkatan performansilkecepatan mikro-prosessor dan througltut yang semakin
besar dari ethemet (dari i0Mbps,l00Mbps ke lGigabps) sekaligus cost-pedormance dai masing-
masing yang semakin baik, adalah'suatu tantangan untuk mengimplementasikan suatu problem
yang memerlukan komputasi yang besar di atas platform yang relatif murah. Lebih jauh lagi,
tersedianya software yangfree berupa sistem operasi Linux dan MPI (Message Passing Interface).
MPI menyediakan fasilitas fungsi, rutin untuk mengirim, menerima pesan (nessage) di
antara proses yang berjalan secara bersamaan (concurrent) dan fungsi untuk mensinlcronisasikan
proses-proses tersebut. Fungsi, rutin yang tersedia tersebut bisa dipanggil dari bahasa C, C++,
ataupun Fortran. Dibandingkan dengan PVM(Parallel Virtual Machine), MPI menyediakan rutin
lzng lebih lengkap dan fleksibel [5].
4.  Penutup
Pada makalah ini, kami memaparkan perlunya komputasi yang besar untuk
rnensimulasikan trafik kendaraan. Dan kami mengambil cara menggunakan komputasi secara
oaralel di atas platform kluster PC. Kami sekarang mendisain secara sederhana paralel algoritma
mng tersusun atas master-process dan worker-process. Sebagai tambahan algoritma tersebut kami
nenyampaikan konsideran tambahan berupa pendistribusian beban secara dinamik.
Rencana ke depan, adalah mengimplementasikan paralel algoritma, mekanisme
pendistribusi-an beban secara dinamis di atas kluster PC dengan menggunakan MPI. Dilanjutkan
deagan test performansi. Mengingat performansi program paralel simulator sangat tergantung
kepada paralel algoritma dan mekanisme pendistribusian kembali beban, maka akan kami perbaiki
dan lengkapi algoritma dan mekanisme tersebut.
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