We used changes in regional cerebral blood flow (rCBF) to disclose regions involved in central audi tory and language processing in the normal brain. rCBF was quantified with a fast-rotating, single-photon emis sion computerized tomograph (SPECT) and inhalation of J33Xe. rCBF data were obtained simultaneously from par allel, transverse slices of the brain. The lower slice was positioned to include both Broca's and Wernicke's areas. The upper slice included regions generally regarded by neurobehaviorists as less related to primary auditory or linguistic functions. We presented three types of auditory stimuli to ten healthy, young volunteers: (a) diotically presented Danish speech, (b) dichotic word stimulation, and (c) white noise. Wilcoxon's signed ranks sum test revealed increased rCBF in language-related areas of cor tex, viz., Wernicke's area and its right-sided homologous
Early psychological studies of central auditory processing used behavioral techniques such as per formance on dichotic listening tests to study the laterality of auditory perception (Kimura, 1961) . These behavioral studies indicated a "right ear advantage" (left hemisphere dominance) in the per ception of dichotic stimuli. Their findings are gen erally thought to reflect the preferred, direct anatomical access of the right ear to the left hemi sphere, I':ince information from the left ear must first area as well as in Broca's area (left hemisphere), when subjects listened to narrative speech, compared to white noise (baseline) . No significant rCBF differences were detected with this test during dichotic stimulation vs. white noise. A more sophisticated statistical method (fac tor analysis) disclosed patterns of functionally intercorre lated regions. The factor analysis reduced the highly in tercorrelated rCBF measures from 28 regions of interest to a set of three independent factors. These factors ac counted for 77% of the total variation in rCBF values. These three factors appeared to represent statistical an alogues of independent brain networks involved in (I) aUditory/linguistic, (II) attentional, and (III) visual imag ing activity. Key Words: Emission tomography Auditory function-Language processing-Attention Regional cerebral blood flow-Factor analysis. be transferred to the right hemisphere and then across the corpus callosum to the left hemisphere.
Evoked potential methods, on the other hand, have been used for electrophysiological mapping of the auditory pathway (Hillyard et aI. , 1971 ). These methods have correlated specific wave components of the brainstem evoked potential with excitation along particular segments of the auditory pathway (Regan, 1989) .
Although both the behavioral and electrophysio logical methods have gained widespread research and clinical use in the evaluation of cerebral domi nance as well as the structural and functional integ rity of the auditory pathway, the early studies did not measure auditory evoked activation in other brain regions that were involved in stimulus analy sis. Moreover, these studies were limited to the use of simple stimuli, e.g., words (dichotic) or tones and clicks (evoked potentials), which precluded any possibility of understanding how the brain pro cesses more complex, linguistic information.
The production of speech as well as the percep tion and comprehension of spoken language are considered, of course, complex mental functions. The early descriptions of Broca's area (Broca, 1861) and Wernicke's area (Wernicke, 1874) gave the first clues as to the regional localization of these com plex functions. Later neuropsychologists developed the concept of functional systems to describe the participation of disparate zones that worked to gether to execute a mental function (Pavlov, 1949; Luria, 1977) . This "network" approach has more recently been developed in greater detail by Mesu lam (1990) .
The introduction of methods for measuring re gional cerebral blood flow (rCBF) and, later, re gional cerebral metabolism by way of positron emission tomography (PET) made it possible for re searchers to study the topography of brain func tions. In particular, a variety of functional studies were undertaken to study areas of the brain acti vated during linguistic and mental tasks (lngvar and Schwartz, 1974; Larsen et aI., 1978; Petersen et aI., 1988; Friberg and Lassen, 1991) ; for reviews, see Ingvar (1983) and Friberg and Roland (1988) . The new and technically more sophisticated tomo graphic techniques, such as PET and single-photon emission computed tomography (SPECT), have al lowed investigators to address important theoretical questions about the nature of functional systems subserving complex mental functions. In the present investigation, we used a brain-dedicated, fast-rotation, SPECT machine to detect rCBF changes provoked by different types of auditory stimulation. Post hoc statistical analysis of the rCBF data, however, revealed potential networks of brain regions activated by complex auditory/ linguistic processing. This method of factor analysis is similar to those used in a number of PET and rCBF studies (Clark et aI., 1985; Volkow et aI., 1986; Moeller et aI., 1987; Sackheim et aI., 1990; Moeller and Strother, 1991) . Its continued applica tion may provide valuable insights into the exis tence and significance of functional networks in the brain.
MATERIALS AND METHODS

Subjects
We examined 10 young, healthy Danish-speaking sub jects (5 women and 5 men; mean age of 22 years, range of 18-24 years). None had a history of neurological disease nor any conditions that might have led to a central or J Cereb Blood Flow Metab, Vol. 12, No.4, 1992 peripheral hearing impairment. Prior to the rCBF exam ination, all subjects underwent an audiological examina tion, including audiometry. All subjects had bilaterally normal hearing, i.e., hearing thresholds <10 dB HL (hearing level) for pure tone frequencies from 250 to 8,000 Hz. Nine subjects were strictly right handed. One subject preferred the left hand for writing. The subjects partici pated in the study after giving their informed consent. The study was approved by The Ethical Committee for the Communities of Copenhagen and Frederiksberg.
SPECT rCBF measurements
Regional CBF was measured by the 133Xe inhalation method and a fast-rotating, brain-dedicated, SPECT ma chine (Tomomatic 232, Medimatic, Inc., Copenhagen, Denmark) . The SPECT equipment simultaneously re corded radiation from two parallel, transverse slices of the brain. The slices were 17 mm thick and the distance between the midslice levels was 40 mm. The spatial res olution in the transverse plane was 12 mm. The technique is described in detail elsewhere (Stokely et aI., 1980; Cel sis et aI., 1981) . Each rCBF study lasted 4.5 min. During the initial 90 s, the subjects were rebreathing in a closed airway system connected to a CO2 absorber from a 4 L reservoir containing a mixture of O2, atmospheric air, and 133Xe, with a concentration of 740 MBq/L. During the following 3 min, the subjects breathed against atmo spheric air, clearing most of the accumulated 133Xe. Re circulation was estimated from measures obtained from a detector placed over the apical part of the right lung and rCBF was calculated by a deconvolution procedure (Kanno and Lassen, 1979; Celsis et aI., 1981) . The esti mated radiation dose absorbed per study was 0.37 mSv (Atkins et al., 1980) . The rCBF studies were carried out at 30-min intervals in order to insure low residual activity. Recordings from the second and third rCBF studies were automatically corrected for the small amount of remain ing radioactivity. Blood pressure and pulse rate were measured just before and after each rCBF measurement.
Positioning of head in SPECT camera
Great care was taken in positioning the head parallel to the orbitocanthomeatal plane (OM plane). In accordance with externally marked lines on the face and head, the lower tomographic slice was situated 40 mm above the OM plane. The head was rotated backwards (face up) around the center of the external acoustic meatus to an angle of lIS ( Fig. 1 ). In this way, the lower tomographic slice level obtained information from both the inferior, posterior prefrontal regions (Broca's area) and the supe rior, posterior temporal region (Wernicke's area) (Aqui lonius and Eckernas, 1980) . The upper tomographic slice then automatically recorded activity from a level 80 mm above the OM plane, also with an upward tilt of lIS. The head was fixed with air pillows and its position was checked several times before and during each 4.5 min examination.
pC02 corrections
During each rCBF measurement, the end-expiratory CO2 concentration was measured with an infrared capno graph (CD-lOl, Datex OY, Helsinki, Finland). ApC02 (alveolar) from the first rCBF measurement was used as a baseline level for each subject. All subsequent rCBF val ues were corrected 2% for each mm Hg the ApC02 de viated from the baseline value. 
Stimulation paradigms
Each subject was examined three times. The measure ments were conducted in a quiet room with subdued light. The subjects were lying horizontally in a relaxed position, with their heads resting on air pillows. They were awake but motionless and their eyes were closed and covered. Their ears were covered by soft-padded earphones through which the auditory stimuli were presented from a tape recorder. The three auditory stimuli were calibrated to the same intensity level, viz., 70 dB SPL (sound pres sure level). The three types of auditory/language stimu lation were as given below.
Dantale (Danish speech). A diotic (same stimulus in both ears) presentation of a visually descriptive narrative about a Danish landscape was used. The Dantale text was carefully constructed and the speech recorded without use of slang words or dialect. The subject was asked to memorize as much of the content as possible and, after the rCBF examination, to report as many details as pos sible.
Dichotic listening. A dichotic (different stimulus in each ear) presentation of temporally aligned words (mono-or bisyllabic) of the same length was used. Twenty-four words were arranged in 12 pairs, which were delivered over 1 min. The same 12 word pairs were pre sented five times during the rCBF measurement with a right-left ear shift in word presentation after each 12 word pairs. Subjects were asked to remember as many words as possible and to recall them after the measurement, regardless of their order of presentation. This dichotic stimulation paradigm was not chosen to test lateralized ear preference but was used in order to stimulate the processing of single words, in contrast to the narrative character of the Dantale task.
White noise. White noise containing a spectrum of fre quencies between 500 and 10,000 Hz were used. In order to keep the subjects' attention focused on the stimulus, they were told that the sound intensity of the white noise would be altered a number of times during rCBF mea surement. They were asked to determine how many times the intensity changed. Actually, the sound intensity was kept constant (Friberg and Lassen, 1991) .
Data handling
A predefined set of regions of interest (ROIs) was su perimposed on the pC02-corrected rCBF pictures. The 28 ROIs were drawn on the basis of anatomical divisions of larger cortical and subcortical brain structures depicted in accordance with a tomographic atlas by Aquilonius and Eckernas (1980) . The regional division is shown in Fig. 2 .
The ROls were drawn symmetrically in both hemi spheres, mirrored over an anterior-posterior midline. The elliptic outline of the set of ROls was fitted to the size and shape of each individual's head. For each subject, the mean rCBF value of all pixels included within each ROI was calculated. The mean rCBF and standard deviation (SD) was calculated for each ROI across all subjects for each of the three conditions (Table 1) .
The data were analyzed in the following sequence: (a) Wilcoxon's signed ranks sum test: This nonparametric test was used to compare CBF data by brain area for the Dantale and dichotic listening conditions with the white noise condition. The white noise condition provided a baseline comparison for the two activation conditions (Friberg and Lassen, 1991) . (b) Factor analysis: A prin cipal components factor analysis with varimax rotation of factors (Kerlinger, 1986 ) was used to identify three inde pendent factors. These factors represented the relation ships among blood flow measurements for the 28 brain regions and the three stimulation conditions. The effects of the stimulation conditions upon the factors were eval uated with canonical correlation and partial correlation coefficients (multivariate measurements of association) as well as with Pearson product moment correlations.
The factor analysis involved the following steps: The three stimulation conditions were considered replications of the ten subjects, producing n = 30 for the factor anal ysis. A correlation matrix was developed to describe the association between blood flow measurements in each of the 28 brain regions with blood flow in each of the other 27 brain regions. The second step in the procedure in volved extracting a small number of factors to account for the pattern of correlations among blood flow measures in the various brain regions. The weight or importance of each factor is summarized by its eigenvalue, which is the amount of variance in blood flow measurements across the brain regions accounted for by the factor. The factors were then rotated. Factor rotation involves a transforma tion or regrouping of those clusters of brain regions that constitute the factors, for the purpose of increasing the interpretability of the factors. Finally, factor scores (Ker linger, 1986) were developed to summarize the activity or value of the factors for each subject and each stimulation condition. Canonical correlations and multiple correla tions were then used to evaluate the relationship between the factor scores and the stimulation conditions. The factor analysis generates a factor loading (correla tion coefficient) that expresses the correlation between the construct represented by the factor and CBF in the specific brain area of interest. These factor loadings range from -1.0 to + 1.0. The magnitude of the factor loading indicates the strength of the correlation between rCBF and the activity of the factor. The sign of the factor load ing indicates either direct proportionality (positive load ing) or inverse proportionality (negative loading) between blood flow and factor activity. All data analyses were performed with the Statistical Package for the Social Sci ences (SPSS, 1988) . Table 1 presents the means and SD for the mea sured rCBF values for the 28 brain regions and the three stimulation conditions. This table also pre sents those brain regions that exhibited a statisti cally significant increase in rCBF (Wilcoxon's signed ranks sum test) for the Dantale condition in comparison to the white noise condition. Significant 1992 increases in blood flow for the Dantale condition were observed for Wernicke's and Broca's areas (p < 0.05) in the left hemisphere and for Wernicke's area (p < 0.05) in the right hemisphere. An example of the rCBF patterns obtained during the three dif ferent stimulation conditions is shown in Fig. 3 .
RESULTS
The statistically significant increases in rCBF for Wernicke's and Broca's areas for the Dantale task resulted from the application of multiple signifi- cance tests to the same set of data. The use of mul tiple significance tests complicates the determina tion of an accurate experiment-wise type I error rate and makes it difficult to determine whether the obtained findings are real or chance results. The experimenters performed a factor analysis of the raw regional blood flow data, treating experimental conditions as replications of subjects. The goal of this procedure was to protect against false-positive findings by reducing the information in the 28 inter correlated brain regions to a smaller set of indepen dent factors. The factors were then used to test hypotheses regarding the relationship between the stimulation conditions and the neuropsychological constructs inferred from the factors.
Using Cattell's "scree" test for the number of significant factors, three components with eigenval ues greater than 1 were preserved for rotation. For factor I, the unrotated principal components factor extraction revealed uniformly high factor loadings (greater than 0.60) for 27 brain regions. These high loadings may include global variation in rCBF at tributable to basal metabolic activity and the gen eral effect of the stimulation conditions on rCBF. A varimax rotation of the factors was performed to accentuate differences in the factor loadings and to increase understanding of the constructs underlying the three factors. The rotated factor loadings are displayed in Table 2. Following rotation, factor I accounted for 29.5% of the variance in the rCBF measurements. This is reflected in multiple high loadings (correlations greater than + 0.70) of nine selected ROls on factor 1. In a similar fashion, factor II accounted for 28.5% of the variance in the rCBF measurements. Nine selected ROls generated loadings on factor II in ex cess of +0.65. Factor III, which accounted for 19% of the variance in rCBF measurements, had seven ROls with loadings greater than + 0.55. These ROls and their respective factor loadings are summarized in Table 3 .
A neurobehavioral analysis of the regions acti vated within the three factors led us to infer that factor I served auditory/linguistic functions, factor II served attentional processes, and factor III served visual imaging activities (Fig. 4 ). These con structs were derived from the results of previous activation studies as well as from clinical "syn drome analysis" from the neurological literature.
Following isolation and interpretation of the three factors, each factor was summarized with a factor score, representing the activity of the factor for each subject and stimulation condition. The factor score is a normalized variable with a mean of 0 and a SD of 1. The factor scores for each subject and Putative functions attributed to the three factors. For factor I, ROls with values above 0.70 were included; for factor II, values above 0.65 were included; and for factor III, values above 0.55 were included. task were then transformed into difference scores. This procedure represented each subject's score on each factor as a deviation from the subject's aver age score for the three stimulation conditions. This transformation removed the effects of between subject variation from the factor score data but had no effect upon the average factor scores for the three stimulation conditions. The means of the fac tor scores are presented in the upper half of Ta ble 4.
The transformed factor scores were arrayed in a 3 column by 30 row matrix. The columns corre sponded to the factors and the rows corresponded to each of the ten subjects measured on the three stimulation conditions. The resulting 30 measure ments for each factor were intercorrelated with the measurements for the other two factors. Factor I correlated 0.655 (p < 0.001) with factor II, and 0.423 (p < 0.05) with factor III. Factor II correlated 0.515 (p < 0.05) with factor III. Since transforma tion of the factor scores held differences between subjects constant, the correlations between factors must be attributable to differences in the capacity of the experimental conditions to stimulate CBF. A general task activation effect may underlie the pos itive intercorrelations among the three factors.
The experimenters performed a canonical corre lation (multivariate equivalent of MANOV A) on the transformed factor scores to measure the overall relationship between the three stimulation condi tions and the three factor scores. The stimulation conditions were set up as two orthogonal contrast comparisons. For the first contrast, the two lan guage tasks were compared to white noise. For the second comparison, the Dantale condition was compared to the dichotic listening condition. The first contrast allowed a correlation of language vs. nonlanguage processing with the factor scores. The second contrast tested the association of high vs. low language complexity with the factor scores.
The canonical correlation between the two con trasts and the three sets of transformed factor scores was highly significant (Re = 0.735, p < 0.01). This correlation coefficient was equivalent to a X2 value of 21.56, with six degrees of freedom (p < 0.005). This finding indicates that there is a statis tically significant relationship between the stimula tion conditions and the three factors in this study. A more specific stepdown analysis revealed that the first contrast (language vs. nonlanguage stimula tion) was significantly correlated with the three fac tor scores. The multiple R was 0.592 (F( 3 , 1 7 ) = 3.06, p < 0.05). However, the second contrast (high vs. low language complexity) was not significantly cor related with the set of factor scores. These findings indicate that the relationship between stimulation conditions and the three factors is attributable to the language vs. nonlanguage comparison rather that the high vs. low information comparison. The Pearson product moment correlations between the contrast coefficients and the factor scores were not statistically significant. The presence of statistically significant multivari ate correlations in the absence of significant uni variate correlations could be explained by correla tions among the factor scores and an underlying general activation effect. We therefore used partial correlation to correct each transformed factor score for its correlation with the other transformed factor scores, separating out the general task activation effect. The resulting means of the partial trans formed factor scores represent the relationship be tween the stimulation conditions and the factors, independent of any general activating effects of sen sory stimulation. These data are summarized in the lower half of Table 4 .
The multiple correlation of the two contrasts with factor I was statistically significant (multiple R = 0.67, p < 0.01). The partial correlation (0.55) of the language vs. nonlanguage contrast with the factor I scores also was statistically significant (p < 0.01). However, the partial correlation of the high vs. low information contrast with the factor I scores was not statistically significant. Similarly, the multiple correlations of the stimulation conditions with fac tors II and III were not statistically significant.
These findings indicate that the statistically sig nificant canonical correlation between stimulation conditions and factor scores is attributable to the two language tasks, which have a specific statisti cally reliable activating effect upon those brain re gions believed to sub serve the auditory/linguistic functions of factor 1.
DISCUSSION
We interpret our "factors" as possible statistical analogues of "neuronal networks," based upon the factor analysis and subsequent canonical correla tion of the derived factor scores. Our results are consistent with findings from other activation stud ies that used rCBF or regional metabolic methods to study central auditory and language processing un der a variety of experimental conditions. In addi tion, the application of factor analysis to rCBF data from such activation studies may offer a potentially new way to detect, describe, and quantify the inter relationship between activated brain regions (Volkow et aI., 1986; Moeller et aI., 1987; Moeller and Strother, 1991) . Our present results are, on a descriptive level, consistent with the existence of at least three different networks, i.e., functionally in tercorrelated regions, that sub serve complex neuro psychological functions. Some interpretations of functional aspects of these three networks are of fered below.
Methodological considerations
The use of our SPECT rCBF measurements and analytical methods has certain limitations. For ex ample, the SPECT camera was only capable of re cording from two brain slices during each rCBF measurement with 133 Xe inhalation. It is possible that brain regions not included in these slices were also involved in auditory/linguistic processing. Nevertheless, we positioned the two available slices, especially the lower one, so as to cover the functional regions relevant to the given tasks, i.e., Broca's, Wernicke's, and the visual areas as well as the striatum and thalamus. The limited spatial res olution (about 12 mm) led us to select ROIs of fairly large size, so that a particular ROI represented at least four neighboring voxels, with many regions represented by up to 10 voxels. Since an exact an atomical localization of cortical and subcortical centers is not possible with our method, fairly large ROIs were chosen to insure that the functional area of interest was included in the ROL
Statistical considerations
The factor analytic results were derived from a fairly small data sample of 30 observations (3 repli cations x 10 subjects), which, therefore, only per mitted interpretation on a descriptive level, i.e., as descriptive of the data in our sample alone. Infer ential statements about networks of related regions within the population of all comparable subjects would require sample sizes of approximately 400, which is prohibitively large for rCBF studies (Cliff and Hamburger, 1967) . We employed the factor an alytic method in a post hoc fashion, to protect against false-positive findings associated with the use of multiple nonparametric significance tests (Wilcoxon's signed ranks sum test) on the rCBF data. The factor analytic findings obtained were therefore unpredicted and are in need of replication.
In addition, we also performed post hoc canonical and mUltiple correlation of the relationship between stimulation conditions and factor scores. Although the finding that the two language tasks contributed to activation of factor I was consistent with neuro behavioral theory as well as with our interpretation of factor I, it, too, stands in need of replication. Nevertheless, with the above reservations in mind, the following discussion of our findings seems war ranted.
Functional interpretation of the factors
We designated the factor I group of ROls audi toryllinguistic (Table 3) , since the most important regions within this group have been shown to re spond to auditory and language stimulation tasks in previous rCBF activation studies. Both Broca's and Wernicke's areas, and their right-sided homo logues, have been simultaneously activated during tasks involving the processing of narrative language (Ingvar, 1983; Friberg and Roland, 1988; Friberg and Lassen, 1991) . These areas have also been ac tivated separately when more specific speech pro duction or language analytic paradigms have been applied (Mazziotta et al., 1984; Phelps and Mazzi otta, 1985; Petersen et al., 1988) . We therefore con sidered it reasonable to designate this network au ditoryllinguistic, especially since our Dantale task, which involved processing of narrative language, had a selective activating effect on the factor I re gions, compared to white noise.
The factor II group of ROls seemed to mediate an attentional function. Many of these regions have been shown to be active during functional brain mapping studies that required subjects to attend to wards auditory and visual stimuli as well as to turn their attention from internal to external space and vice versa. In particular, the frontal eye fields (FEFs) seem to be related to such an attentional function (Friberg and Roland, 1988) . In the present study, attention was required by all three tasks in varying degrees, which might have caused a similar degree of activation of the attentional network dur ing the different tasks.
A form of information processing that may be shared by regions in the factor III network is one of internal visualization. We therefore designated the function of this group of ROls visual imaging. The activation of visual association areas and the angu lar gyrus has been reported during purely internal visual imaging, e.g., when internally recalling vi sual-spatial pictures of familiar surroundings (Ro land and Friberg, 1985) . In our study, we also found high factor loadings for both angular gyri (0.88, 0.84) and moderately high loadings for visual asso ciation areas II (0.64, 0.63).
J Cereb Blood Flow Metab, Vol. 12, No.4, 1992 The finding of relative homogeneity for factors I (language) and II (attention) is consistent with the results of prior rCBF work, which described "net works" of activated regions within the brain using language stimuli (Bartlett et aI., 1987) . The current factor analytic findings, however, go beyond mere correlational analysis by separating highly intercor related brain regions into independent factors. These factors can be regarded as hypothetical sta tistical analogues of brain networks.
Factor I. Auditoryllinguistic network
Close inspection of factor I reveals that seven of the nine regions with the highest factor loadings can be related to linguistic function (Tables 2 and 3 ). The similar factor loadings for Broca's and Wer nicke's regions and their right-sided homologous re gions in factor I are consistent with event-related potential recordings from exposed human cortex during language tasks, which indicate that Broca's and Wernicke's regions are activated concurrently rather than sequentially (Fried et aI., 1981) . The statistical similarity of our findings in these regions is also consistent with the observation of Fried et ai. that auditory stimulation elicits activation of Bro ca's area and ball electrode stimulation in this cor tical region interferes with phoneme identification, as if this part of the brain was also involved in au ditory processing in conjunction with Wernicke's area (Mesulam, 1990) . Consistent with the involve ment of these "traditional" auditory/linguistic cor tical regions is the finding that both the left and right thalamus had high factor loadings (correlations) on factor I as well. The latter finding is consistent with the role of the thalamus in auditory/linguistic pro cessing. It is also consistent with the PET findings of Mazziotta et ai. (1984) , which indicated activa tion of the thalamus in response to verbal stimuli. The involvement of the thalamus in language pro cessing is further supported by the clinical observa tion that some aphasic patients only evidenced hemorrhagic lesions restricted to the left thalamus (Alexander and Loverme, 1980) . From a neuropsychological perspective, three of the four speech-perception zones that Luria (1973) maintained were involved in the analysis of narra tive speech appear to be contained in our factor I rCBF regions, viz., Broca's and Wernicke's areas and the left parietal region. We failed to detect sig nificant inferior prefrontal involvement in the factor I network as Luria predicted. Had we been able to obtain information from more than two slice levels, we might have detected other frontal regions with high loadings on this factor.
The finding that Broca's and Wernicke's homol ogous zones were a part of the factor I network is consistent with previous rCBF findings during nar rative-like tasks (Ingvar, 1983; Friberg and Roland, 1988; Friberg and Lassen, 1991) . Functional brain mapping studies have indicated that semantic as pects of language are processed in Broca's area (left) , whereas Broca's ho mologous region (right) is involved in producing and processing tonality, rhythm, etc. (prosody of lan guage) (Roland et al., 1981; Ryding et al., 1987) . Likewise, Wernicke's area has been identified as active during the analysis of linguistic material (Phelps and Mazziotta, 1985; Friberg and Roland, 1988) , while the Wernicke homologous area has been demonstrated to be activated during the dis crimination of tonal patterns (Roland et al., 1981) .
By performing a partial correlation on the factor scores, we found that the rCBF regions of factor I were differentially activated by Dantale and the dichotic listening task, when compared to the white noise condition. Although we could not statistically differentiate the contributions of the Dantale and the dichotic listening tasks to factor I activation, the average partial factor I score for Dantale (0.33) was considerably more positive than the average partial factor I score for dichotic listening (-0.032). We therefore cautiously suggest that the network of (bi laterally represented) factor I regions may be more effectively activated during the analysis of com plex, narrative information. This suggestion is con sistent with both the neuropsychological theories of Luria (1973) and reports during physiological acti vation that used listening to or production of narra tive language as stimulation tasks (Friberg and Ro land, 1988; Friberg and Lassen, 1991) .
The high and equivalent factor loadings for left and right visual association area I (V AA I) regions are consistent with previous rCBF activation stud ies involving visual stimulation and visual imagina tion (Roland and Friberg, 1985) . These V AA I areas also correspond to heteromodal associative cortex (Mesulam, 1985) . As such, their activation could reflect language-associated visual or vi suo spatial imaging.
Finally, the differential activation of the left pa rietal region (0.70) on factor I, compared to its right sided homolog (0.42), suggests some possible over lap with Luria's left parieto-occipital site for logi cogrammatical analysis of narrative speech (Luria, 1970) .
Factor II. Attentional network
The factor II network includes regions that seem to play a role in attentional processes. With respect to the high loadings for the bilateral inferior and superior mesial frontal regions, Luria (1977) has noted that the frontal lobes participate in the regu-lation of those activation processes that underlie voluntary attention. In particular, he points to the mesial frontal regions as playing a key role in the maintenance of the cortical tone, which is required to withstand any distracting or irrelevant stimulus. Both the upper and lower mesial frontal regions se lected in the present study include cingulate gyrus. The latter also has a role in attention and has been thought to provide a map for assigning value to spa tial coordinates (Mesulam, 1990) . PET studies that averaged changes in rCBF during 40 s of cognitive activity have, in fact, detected cingulate activation during states of increased attention , cited in Mesulam, 1990 .
The factor analysis also located the frontal an terolateral regions within the factor II network of ROls. The anterolateral regions at the slice level selected in our study actually circumscribe a large proportion of the FEFs. The position of FEFs within this ROI has been confirmed by visual acti vation studies in our laboratory, e.g., studies of sac cadic eye movements and reading (unpublished ob servations). The FEFs also seem to constitute "au ditory association cortex" and thus are probably involved in a variety of nonvisual forms of extero ceptive attention as well (Friberg and Roland, 1988) . That neurons of the FEF are likely to have striatal projections (Mesulam, 1990) is supported by their similar factor loadings in our study (see Table  3 ), insofar as their similar factor loadings indicate they are serving a common function in this experi ment.
The striatum, as the ROI defined in our study, is a rather global region that may include a variety of nuclei within its borders. Of these, the caudate nu cleus has been implicated in eye movement control (Hikosaka et al. , 1989 , cited by Mesulam, 1990) as well as motivational aspects of attention (Mesulam, 1985) . Lesions of the striatum can cause neglect, a form of deficit in spatial attention (Mesulam, 1981) .
Finally, the finding of left inferior frontal coacti vation is consistent with the role of speech-based activation in the regulation of voluntary attention (Luria, 1973) .
Factor III. Visual imaging network
Finally, a number of regions showed moderately high (>0.55) loadings on factor III (Table 3) . Be cause both angular gyri exhibited high loadings and three of the visual/visual association regions exhib ited moderately high loadings, it was designated as a visual imaging network. These particular regions have also been noted to be activated during pure, internal visual image processing (Roland and Fri berg, 1985; Friberg and Roland, 1988) .
We find it puzzling that bilateral sensory-motor regions exhibited relatively high loadings on factor III, since they normally subserve quite different functions from the other ROls. We cannot offer any explanation for this, except to note that a slight en hancement of neuronal tone in the sensory-motor regions (which can be seen during any type of non motor or nonsomatosensory task) might have been responsible for this result.
CONCLUSIONS
Within the limits of our sample, our results sug gest the possible existence of at least two and, per haps, three simultaneously active but separately functioning neuronal networks that were activated by our auditory tasks. If these findings are con firmed by future research, they would point up the initial need for a psychological analysis of a putative mental function, such as auditory processing into, for example, its attentional, linguistic (phoneme analysis), and language-analysis-related (inner speech, etc.) components (Luria, 1973) . The com bined use of exact physiological measurements of regional brain function, factor analysis, and a psy chological analysis of the specific mental function into its components might assist in the interpreta tion of patterns within multiple areas of activation. Such an approach might then also avoid the need for "artificial" experimental paradigms, e.g., sub tracting silent counting from overt speech to obtain a "pure" function. This approach could then permit the use of more natural forms of stimulation, e.g., narrative speech.
Finally, our use of factor analysis reduces redun dant information from multiple brain regions into a set of independent factors. Statistical comparisons among these factors and experimental tasks avoids the risk of false-positive findings that results from mUltiple t test comparisons on the same set of data.
