By M. HERZBERGER (Eastman Kodak Company)
The literature of the numerical solution of linear equations is extensive.** The fact that war work forced many mathematicians into contact with numerical work has brought with it a better insight into the mathematical problems involved. In 1947, von Neumann and Goldstine1 discussed an analysis of the accuracy of the best-known methods of solving linear equations and an analysis of the steps involved. The present paper provides the applied mathematician with a method by which he can improve the accuracy of his solution, step by step. At the same time, an attempt is made to guide the computer by transforming the problem into one of analytic geometry.
The problem of solving n linear equations with n unknowns is equivalent to finding the components of a vector y with respect to n independent vectors a, :
£.a, = y.
Multiplication by a, gives the equations £,a, a, = y a, ,
having a symmetric determinant. The normal equations of the method of least squares can be written in the same form. The geometrical problem is as follows:
Given in n > fc-dimensional space the k vectors ai , • • • , at and a vector y, we want to determine a vector d = £<aj such that
i.e., we want the best representation of y as a linear manifold of a, . The solution is obviously the vector d, which is the projection of y into the manifold a, so that
a result which also can be obtained by differentiating Eq. (3) with respect to a, . Inserting into Eq. (4) the value of d, we obtain £,a.-a, = y-a, ,
the normal equations of the problem of least squares. These equations are identical with Eqs. (2), the only difference being that the a; are vectors in a space of higher dimensions.
Equations (5) are the normal equations of the problem of least squares. Their solution, in general, presents a difficulty if, and only if, the determinant of a; is small, that means, if the vectors a; are "nearly linearly dependent."
In an earlier article5 the replacement of the vectors a, by unit vectors was suggested: In this case, e< = f2 = 1 (7) e,e, = cos (e< , e,),
i.e., the matrix of Eqs. (5) has all its diagonal elements equal to unity and the other elements smaller than unity. We now re-order et , • • • , ek with the aim of choosing e, and e2 such that has the largest possible value, choosing e3 such that [eie2e3]2 has the largest possible value, and so on.* For practical reasons, this criterion may be replaced by the following, which, although not rigorous, is easier to apply. We choose ex , e2 such that (ele2)2 has the smallest value, then add e3 such that (e2e3)2 + (e,es)2 has the smallest value, and so on. These values form, on account of Hadamard's famous theorem, a majorant of the values [e,e2 • • • e,]3. The re-ordering is done to investigate whether a projection into a space of a smaller number of variables gives a sufficiently close approximation. We must keep in mind that in practical problems the data are only known to a certain number of digits. Therefore, it is only necessary to determine a solution so as to reproduce the accuracy of the data.
To solve the normal equations, two procedures seem possible: one is to change the right-hand side, i.e., to replace the vectors y successively by smaller vectors; the other is to replace the vectors a{ on the left-hand side by a series of other vectors which permit the solution of the normal equations. We shall make suggestions with respect to both methods. The determinant of the normal equations is the discriminant of the quadratic form, ( Z) *.£.) = 2® (MA, (8) and as such is positive and definite. Since it is derived from a finite number of digits in machine computation, however, the number of significant figures in the calculated value of the determinant may be small. In either case, the homogeneous equations (righthand side equal to zero) have only the solution: £i = • • • = = 0. Let us assume that we have given a vector b which might be an approximation to y. Such a vector b permits us to obtain a new and smaller value for the right-hand side of Eqs. (5). If we introduce b = fta*
into Eqs. (5), we obtain fca4a, = (y -b)a, = ya, -/3,a<a,-.
The sum of the squares for the new vector is given by (y -fra<)2 = y2 -2/3,-ya,. + /3{/3,a{a, .
*The symbol [ejej ... ep]2 is an abbreviation for the determinant of the products e»e,-for i, j = 1, ... , p, taken from Grassmann's symbolic notation. It is the square of the volume of the parallelepiped formed by the vectors ei , ... , ep .
The reader may notice that the computation of the coefficients in (10) and (11) presupposes only a knowledge of the j8, the a,a,, and the ba,, i.e., the data of the k + 1 by k matrix. It is not necessary to go back to the original vectors in n-dimensional space.
If a number of approximation vectors bi , b2 , • • • , bm are given, then it is possible to compute the best multiple of them to be taken from the right-hand side of the equation. The best approximation is given by / B = "b ,
with ij,b,b, = b<y.
The reader may notice again that the expressions in Eq. (12) can be computed from the coefficients of b, with respect to a, without having recourse to n-dimensional space.
Of much greater importance for the solution of the normal equation is the transformation of the left-hand side.
There are two different transformations of the left-hand side of the equation which have played a role in the literature of the problem. We shall analyze these transformations in the remainder of the paper. The first method will be called "the improved Gauss-Doolittle"9 method. The second one is the square-root method found independently by Schur,6 Banachiewicz,7 and Dwyer.3 We shall study both methods theoretically for the general case in which the vectors are not reduced, but we recommend the second method particularly, for the reduction to unit vectors.
Strangely enough, the best way to discuss these methods seems not to be found in the literature.* Both methods can be described as using orthogonal vectors. Let us discuss first the Gauss-Doolittle method. We find a system of orthogonal vectors 0! , • • • , oh such that Oi = a, , that o2 lies in the plane of and a2 , that o3 is a linear combination of a, , a2 , a3 and such that in all cases
This leads to
a3 = S,3Oi + 523o2 -t-o3 ,
The matrix A of the 5,-, is a triangular matrix which we can calculate as follows.
From Eqs. (14) we find that ai = Oj , a^, = 5i,Oi , a2 = S12O1 4" o2 , a2aj = 512Si,o1 -f-52,-52 ,
&3 -Si30! + 523o2 + o3 , a3a, = + 52352,o2 -j-S3)o3 .
*As far as we know, Kolmogoroff10 is the only other author who has used vector notation for the least-squares method. His paper, published shortly before our first communication,6 reached us only recently. 
Since a, and a, are given, the computation of 5,-,-can now be done in the following way. Equations (15) Having obtained o' and the triangular matrix, bik , we can solve the least-squares equations in two simple steps. The equations A£,-= 77, are equivalent to A'OA£,-= 77,. We write 
+ 02523f2 + 0?£3 = 7/3 , or, solved 
It may be noted that the f,-are the coefficients of the vector x = £,a, with respect to o, , for
The discussion of the square-root method is similar, except that, instead of choosing orthogonal vectors which fulfill Eq. (13), we choose orthogonal unit vectors o" in the direction of o, . This leads again to a triangular matrix of coefficients: The computation of square roots on a calculating machine can be reduced to simple division if an approximate value is known, because, for any value x and a small increase dx, we have x2/(x + dx) = x -dx.
Having found the value of 7a , we can proceed with the solution of Eqs. 
so that the f are components of x with respect to o,-. The advantage of the second method in connection with making the vectors a and y unit vectors is that all the numbers calculated, with the exception of the final £,• , are projections of vectors of unit length into a Cartesian coordinate system; they, therefore, are all smaller than one. The accuracy of all the operations can hence be preserved to the last significant figure, since division does not lead to a loss of significant figures.
A check consists in forming r'r = A
and making sure that the elements of A are reproduced to the last decimal. These remarks hold up to and including the computation of the f. If the values of £; , when inserted into Eqs. (5), leave small residuals, a correction can be obtained by repeating the solution of Eqs. (5) with the residuals at the right-hand side. A small number of digits will be sufficient to carry through the computation in this case.
The author suggests the following procedure in solving a system of linear equations having a small determinant and a large number of variables. The first step is to change the vectors a,-and b< into unit vectors and to rearrange the vectors in the manner described previously. We then solve part of the equations according to the square-root method, until ypp has sufficient significant digits, using the number of decimals which the calculating machine permits. This gives a solution for p < k unknowns and reduces the first p numbers on the right-hand side to zero or nearly zero. These values are put into the remaining k -p equations, part of which are solved, and the same procedure is followed until values of all the unknowns are determined. If the sum of the squares of the residuals is small enough, we stop. If not, we repeat the procedure.
Going through it for a second time, we look for the best multiple of the last solution to diminish further the sum of the squares. The procedure is repeated until the sum of the squares becomes compatible with the error of the original data.
