






Type Thesis or Dissertation
Textversionauthor
Kyoto University
?? ? ? ?
??











-u,J - ノ ′
? ? ー ↓ ? ? ?
- 一 ■
_∴■､.～.･ し
こl/:./ ~ ._ 一･.丁: ･一
:r -y ri
- 1 一lト ー
＼･～一一･JlJ --1
十 二 言 責 車 ス ト ヨ 一ー バ ネ 勢 _-6
一宇 三 吾 芸 t三 完 工 圭 ,r- 憲
- 'rz-l':-r二 義 1-?-;.- , -/ t に -
･it ユ{ 二 † 1 .7互 二一二
･ - 一 一 一 :Y L / J -; 1 17 .7 -_i- _
I-r u'}
宗 旨 篭 :; 二 三峯 き .h～-I-,五 三
- ,-ニ _1二･-＼ - -





-｣- ← ′ 一
壇 確 率 軽 量 講 義 妻 -_J P の 推 定
･ ~ ~- ニ ー ./ ･;/ - '~ .r1-:: -
Iー -ヽ し′
-L- LIP
: : I 一､ .:::=': -:I _::: : ･･: -
'I･･
1'-ニ=>:--一一 -~ナ- 叫 Lr ,/I _
- - ' 二 _.:.:･+ : -∴ ∴ -:-_'一 t--二 ∴
二 十 三 .ll二- :: I.:; デ~: ∵ --:I: 斑 ._ .
～._- / I I-,･L
､一~ _ ～ ,'L.,一七 -IT.･ - ノー
L-I - -･I_て こ_Til 【
? ? ? ? ?? ? ?









‥ 1-: ､~､二 ㌦ こ こ∴ pT ､~
八 空 ギ 忘=f l' 二:_{ - '
二 _ ;7-.-: -.-瑛 ≒ 翫 軒 三 二 二 二 三 ′ → .I
lユJ_1~
二->ミ こし~ ノ _ : -I一l-I-- / rLサ :
: --:--_;- I :-: :I-" :::=-: I- _二 ::
- rフ′ _一一 - L>11 i
三 ∴ 三 圭 二 二 予 三 ~ - ~_~. -㌧ ･_ ～-q 一･-～._- Tl - - ､=- r, ′ ｢-
_ :--:-i-_: ≡ -_ : : i =-_tI -1=毒 害Ii喜 i :-;:≡-i -:-I_三 千 l_if-空 き 等 萱 :_;;----_≡ ,≡ -:転 I-:: -'
ii ま ;
二 三 三 ‡ 篭 :二'_:_:_ - 萱 ~ ∴ ∴ 手 芸､_
rJ一′ 一
一. r : ; :.
=~r rii･J I_
_ IA,/亡二 .t yJ'~r,I I.こ~
ヽ-
.ご-ー ′三 ･:-二三 二-,-:,輯 f烹 菩
I-:Jr;p:宣 誓 キ ･tl塊 :､Jで ~圭
･,一 柳 二 転 っ 掌二･-■~

















































































































2.1 定養 ‥ ‥ 日 .‥
2.2 評価基準 .‥ ‥
2.2.1 エン トロピー
2.2.2 クロスエン トロピー
2.2.3 評価基準 日 日 .
2.3 簡単な言語モデル ‥ ‥
2･3･1 文字0甘amモデル
2.3.2 文字11gram モデル














2.4.1 テキス ト圧縮 ‥ ‥ ‥ ‥ ‥ ‥ ‥ .日 ..... ll
2.4.2 認識系 .日 日 ..‥ ‥ ‥ ‥ ‥ ‥ ‥ ‥ . ‥
2.4.3 解析系 ‥ ‥ ‥ ‥ .日 ..‥ 日 . ‥ ‥ 日 . .
2.5 結論 ‥ 日 日 .‥ 日 日 ..‥ .‥ ‥ .‥ ‥ ‥ ‥
3 文字単位のモデル
3.1 文字2-gramモデル .....‥ ‥ .‥ ‥ .‥ ･‥ 日 .





3.1.2 文字1-gram との補間 ‥ 日 .‥ ‥ 日 .･･･ ･ ･ 1
3.2 補間係数の推定 ‥ .‥ ‥ ‥ ‥ ‥ ‥ 日 . 日 . . ‥ .
3.2.1 Held-out法 ...‥ ‥ 日 日 .‥ ‥ ‥ ‥ ‥ .
3.2.2 削除補間法 .‥ ‥ ‥ ‥ ‥ ‥ ‥ ‥ ‥ ‥ . .
3.3 文字n-gramモデJL,H l- I.･.- ･.1 ･ ･ ･ ･ ･ ･ ･ -
3.4 評価 ..‥ ‥ .‥ ‥ ..‥ ‥ ‥ ..‥ ‥ ‥ . ‥ .
3.4.1 実験の条件 ‥ 日 .‥ ..‥ .日 . ‥ ‥ . ‥ .
3.4.2 学習 コーパスの大きさとクロスエントロピーの関係
3.4.3 先行事象の長さとクロスエントロピーの関係 ‥ ..
3.5 結論 .‥ ‥ 日 ..‥ .‥ ‥ ‥ ‥ ..‥ ‥ ‥ ‥ .
4 形態素単位のモデル
4.1 形態素n-Era,mモデJL, ‥ 日 日 ..‥ ‥ 日 . . ‥ ._ .
4.2 位頻度事象-の対処 ..‥ .‥ .‥ 日 ‥ 日 . 日 日 .
4,3 未知語モデル ‥ H H H .‥ ‥ ‥ ‥ H H H .‥
4.4 外部辞書の付加 ..日 .‥ ‥ .‥ ‥ ‥ ‥ . ‥ ‥ ‥
4.5 評価 ‥ ..‥ 日 .‥ ‥ H H H H .‥ ‥ . ‥ ‥
4.5.1 実験の条件 ‥ 日 日 ∴ ‥ ‥ 日 .‥ .‥ ‥ .
4.5.2 未知語モデルの評価実験 .日 .‥ ‥ ‥ 日 .‥
4･5L3 形態素n-gra.mの評価実験 日 .･..‥ ‥ .‥ 日 .
4.6 結論 ..‥ 日 ..‥ .‥ .‥ 日 .‖ ‥ ‥ .日 日 .
5 形態兼クラスタリング
5･1 クラスn-gra,mモデル ..‥ ‥ ..日 ....‥ ..‥ .
5.2 低頻度事象-の対処 ..
5.3 クラス分類の推定 ‥ .‥ ‥ ‥ .‥ ‥ ‥ ‥ ‥ 日 .
5.3.1 形態素 とクラスの対応関係 ‥ ‥ ‥ ‥ ‥ ‥ ..
5.3.2 目的関数 ‥ .‥ ‥ ‥ ‥ ..‥ ..‥ ‥ .‥
5,3.3 7ノレゴリズム ‥ 日 ..‥ ‥ .日 .‥ .日 .‥
5.4 評価 .‥ ‥ .‥ ‥ .‥ .‥ .‥ .‥ ‥ .‥ .‥ .
5.4.1 実験の条件 ‥ .日 日 .‥ 日 .‥ ‥ ‥ .‥ .
?
? ?? ?? ?? ?? ?? ?? ?? ?
?
? ?
? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? ? ? ??
?
もくじ 1Ⅹ

















6.4.3 外部辞書 と形態素クラスタリングによる精度向上 . 61
6.4.4 文法の専門家による形態素解析器との比較 .‥ ‥ 63
6.5 括論 .‥ ..‥
7 文節を単位 としたモデル
7.1 文節モデル .‥ ‥ ‥
7.2 係 り受けのモデル .‥
7.3 位頻度事象-の対処 ‥
7.4 形態素クラスタリング .
7.4.1 目的関数 .‥ .
7.4,2 アルゴリズム ‥
7.5 評価 ‥ ‥ ‥ 日 .‥
7.5.1 実験の条件 ‥ .
7.5.2 評価実験 ‥ ‥
7.6 結論 ...‥ ‥ ‥ ..
8 杜文解析
8.1 確率的構文解析 ‥ .‥
8.2 解探索のアルゴリズム .
8.3 評価 ‥ ‥ ..‥ ‥ .


























8.3.2 実験の条件 .日 ..‥
8.3.3 構文解析の精度の評価 .




A･1 クラスn-Bra.mモデルを基準 とした実験結果 ‥ ..‥ ‥ 99


















































































































6 第 2草 確率的言語モデル
-三.%logM(&･.) (2･2)






















































保証される.データ圧薪 という観点では､2つの文 とその連接に等 しい
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22 第 3章 文字単位のモデル
表3.1:削除補間における学習コー パスの分割数とクロスエントロピーの
関係
分割数 比率 1^ 2^ H
■3 0.6667 0.0326 0.9674 5.4110
9 0.8889 0.0277 0.9723 5.4105
27 0_9630 0.0264 0.9736 5.4105
81 0.9877 0.0260 0.9740 5.4104












































































用途 文数 文字数 文字数/文数


















































5.41053 4- 4.19049 4-l軌6 4.1m2 4.1868B J4.ー8644

















ロピー の上限の推定値 という意味 もある. 文字 16-gramの結果である
































































































N(m.I_h･.･m,･_2m.I_1)>0 ∧ N(m.･-九一1- mi-2m.I-1)-0
補間係数の推定方法には､Held-out法 と削除補間法がある｡ EMアルゴ
リズムの繰 り返 しの式では､コーパスに付加された導出方法 (形態素分
割)を用いる｡




























































･L-(-)-Mu-(-)･読 点 M u- (- ) (- ∈Jud) (4･3)






























用途 文数 形態素数 形態素数十文数

























1-gram 2-gram 学習セット テス トセット
1 0.193 0.807 6.303 6.075
2 0.007 0,993 4.113 6.905
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品詞 助詞 名詞 語尾 動詞 育己号
既知語の数 135,634 127,799 60,156 59,670 49,122
未知語の数 2 9,048 4 938 13
品詞 数字 副詞 形容動詞 助動詞 接尾語
既知語の数 7,510 6,868 5,797 30,470 12,671
未知語の数 358 216 259 15 85
品詞 形容詞 連体詞 接続詞 接頭語 感動詞
周≡知語の数 5,395 3,773 2,234 2,137 25
未知語の数 84. 15 17 25 6


















































































M:.A(qlct･-A- Ct･-2CL･Tl)-∑ 埠 +lATc,I.(ciEq-'･11- ql2q-1) (5･1)j=1
ただし､h<nはそれぞれの先行事象について学習コーパスにおける頻
度が1以上となる最長の先行クラス数である｡








































































の通 りである(図5.2参剰 oなお､首 は式 (5･2)で与えられる平均クロス
エントロピーである｡









































50 第 5章 形態素クラスタy yグ








































52 第 5章 形態素クラスタリング
表 5.1:形態素クラスタリングによる形態素2-gramモデルの改善の括果
言語モデル 状態敷 クラス数 クロスエン トロピー
単語2甘amモデル 59,972 59,956 4.6053-4.1674+0.4379


















































































































































置に対応 し､縦方向は状態に対応する｡表の各要素は トレリスのノー ド
に対応してお り､表中の位置で示された文字と状態で終る形態素の中で
最大の確率を与える形態素 と､探索のために便宜的に与えられたボイン
58 第 6章 形態素解析
GHL 1 2 3 4
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前のノー ドを指 してお り､表を埋めた後の最尤の経路の探索に用いられ


































外交/名詞 政策/名詞 で/助動詞/紘/助詞 な/形容詞 い/語尾
解析結果
外交政策/名詞 で/助詞 は/助詞 な/形容詞 い/語尾





60 第 6章 形態素解析
表 6.1:品詞毎の形態素数とクラス数
品詞 助詞 名詞 語尾 動詞 記号
形態素の数 108 44453 95 8352 80
クラスの数 59 3680 74 1260 30
助動詞 接尾語 数字 副詞 形容動詞 形容詞
110 789 1473 141ユ 2035 572
69 262 90 193 199 89
連体詞 接続詞 接頭喜吾 感動詞 合計
128 148 170 32 59956











































62 第 6章 形態素解析
表6.2:各言語モデルによるクロスエントロピーと形態素解析の精度
モデノレ クロスエントロピー 再現率 適合率
形態素2-gram 4.6053 93.23% 89.36%
形態素2-gram十外部辞書 4.5437 93.37% 89.75%
クラス2-gram 4.5654 93.32% 89.78%



















































64 第 6章 形態素解析
表 6.3:京都大学テキス トコーパスの大きさ
コ-ノ{ス 文数 形態素数 文字数




























































































































































第一に考えられるのは､文節 n-gram モデルであろう. しかし､係 り受
けとして知られる複数の文節間の関係は､必ずしも連続した文節間の良
71

































































































































































78 第 7章 文節を単位 としたモデル
衰 7.1:実験に用いたコーパス(係 り受けモデル)
用途 - 文数 丈節数 丈節数/文数










































































































































文節番号 係 り先(正解) 係 り先(結果) 文節
1 2 4 今日/名詞 と/助詞
2 4 4 明日/名詞 ､/記号




















86 第 8章 構文解析
表 8.2:形態素クラスタリングによる係 り受けモデルの改善の結果
言語モデル クロスエントロピー 解析精度
品詞係 り受けモデノレ 5.3536 68.77%
クラス係 り受けモデル 4.9944 81.96%
衰8.2は､品詞係 り受けモデルとクラス係 り受けモチ}L,によるクロスエ































































































































































































47)JohnE･HopcroftandJe缶eyD･U血am オー トマ トン言語理論 計算
論 Ⅰ.サイエンス社,1984.





























































[人/接尾語 件/接尾語 カ所/接尾語 平方メー トル/接尾語
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ロ/名詞 リットル/接尾語 席/接尾語 _柿/接尾語 巷/接尾
語 編/接尾語 km/接尾語 曲/接尾語 mm/接尾語 マル
ク/接尾語 K/接尾語 品目/接尾語 床/接尾語 ミクロン/
接尾語 カ所/接尾語 つがい/名詞 ズロチ/接尾語 首/接尾
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クラスタ2
[の/助詞 や/助詞 および/接続詞 及び/接続詞 ないし/接
続詞 ならびに/接続詞 もしくは/接続詞 イコール/接続詞
99
100 付轟A得られたクラスタの例
たる/助動詞 らしい/接尾語 カタロニア/名詞 や/接尾語
質/接尾語 はじめ/接尾語 テラビア/名詞 中心/接尾語】
A.2 クラス係り受けモデルを基準とした実験結果
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【る/帯尾 た/語尾 した/語尾 える/語尾 ます/語尾]
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