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ABSTRACT 
A N-matrix is a matrix with real entries whose principal minors are negative:. We 
obtain some characterization results for N-matrices which are similar to those for 
P-matrices. As an application we also obtain a characterixation using the linear 
complomentarity problem. 
1. INTRODUCTION 
The class of P-matrices-matrices whose principal minors are positive-is 
well understood, and thcrc are many nice characterization results available 
for such matrices; see Herman and Plemmons [z]. Inada [6] introduced 
N-matrices to obtain univalence results. Later Maybee [9] gave a characteri- 
zation of N-matrices. In this paper we give another characterization of 
N-matrices which is geometric in nature and similar in spirit to that of the 
sign-reversal property of P-matrices. As an application we also obtain a 
characterization using the linear complementarity problem. This result is an 
analogue of a result connecting P-matrices and the linear complcmentarity 
problem. In addition we give a characterization of weak N-matrices. 
The plan of our paper is as follows: In Section 2, we introduce some 
definitions and recall some well-known results in game theory. In Section 3 
we obtain characterization results for N-matrices. Section 4 is devoted to 
applications. 
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2. PRELIMINARIES 
First we introduce some definitions. Let A be a n-by-n matrix with real 
entries. 
DEFINITION 1. Call A a P-matrix if all its principal minors are positive. 
DEFINITION 2. Call A an N-matrix if all its principal minors are 
negative. 
An N-matrix is called an N-matrix of the first kind if it contains at least 
one positive entry. Otherwise it is called an N-matrix of the second kind. 
DEFINITION 3. Call A an almost P-matrix if its determinant is negative 
and all other principal minors of order less than or equal to n - 1 are 
positive. 
Note that an almost P-matrix is the inverse of an N-matrix. 
DEFINITION 4. Call A a Z-matrix if all its off-diagonal entries are 
nonpositive. 
DEFINITION 5. Call A a PNk-matrix if for 2 < p Q k each principal 
minor of order p has a sign (- l)“-‘. 
This definition is due to Maybee [9]. It is clear that A is an N-matrix if 
- A is a PNn matrix with diagonal entries positive. 
Note that the N-matrices that we consider in the present paper are 
different from those of Ky Fan [3] and Johnson [7]. The N-matrices they 
consider are almost P-matrices which are also Z-matrices. The following 
example shows that an almost P-matrix need not be a Z-matrix. 
EXAMPLE 1. Let 
[ 
2 - 14 4 
A= 3 2 -17 . 
-11 8 1  It is not hard to check that A is an almost P-matrix but not an N-matrix in 
the sense of Ky Fan and Johnson. 
In this paper we also obtain characterization for almost P-matrices that 
are not necessarily Z-matrices: see Theorem 3. Our approach is somewhat 
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geometric in nature (see Theorem 2 below), and our characterization of 
N-matrices is similar to the characterization of P-matrices due to Gale and 
Nikaido. 
We shall now describe the game-theoretic results due to von Neumann 
[I21 that are needed in the sequel. 
A two-person zero-sum matrix game can be described as follows: Player 1 
chooses an integer i (i = 1,2,. . . , m), and player 2 chooses an integer j 
(j = 1,2,..., n) simultaneously. Then player 1 pays player 2 an amount aij 
(which may be positive, zero, or negative). 
A strategy for player 1 is a probability vector (pi, p,, . . . , p,). The idea is 
that he will choose integer i with probability pi. von Neumann’s fundamen- 
tal theorem on game theory asserts that there exist strategies (pi, p,, . . . , p,,), 
(90 92’ ..,9,) and a real number u such that 
c piaij < 2) for j=1,2 ,..., n, 
C 9iaij > V for i = 1,2 ,...,m. 
This o is called the value of the game, and the strategies are called optimal 
strategies for the two players. In the game described, player 1 is the 
minimizer (that is, he wants to give player 2 as little as possible) and player 2 
is the maximizer. We make use of these results in our characterization 
theorems. 
3. N-MATRICES AND ALMOST P-MATRICES 
Our characterization on N-matrices uses the following elementary for- 
mula, which we state in the form of a lemma. 
LEMMA 1. Let A be an n-by-n matrix and D be a diagonal matrix with 
diagonal entries d 1, d 2, . . . , d n. Then 
IA + DI = IAI+ c d,A, 
1 
+ cc didjAij + ~~~ didjdkAijk + - * . + d,d, . * * d,, 
i<j i<j<k 
where Ai is the determinant of the submatrix obtained by deleting the ith row 
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and ith column, Aij is the determinant obtained by deleting the ith and jth 
rows and the ith and jth columns, and so on. 
Proof. Observe that 1 A + D] is multilinear in d,, d,, . . . , d,. To obtain 
the coefficient of d,, the differentiate IA + Dj with respect to d, and then 
put d, = d, = . + * = d, = 0. In a similar fashion we can obtain the coeffi- 
cients of di, dj, d,, etc. This terminates the proof of Lemma 1. n 
Let S be a diagonal matrix with entries + 1 or - 1. We call such a matrix 
S a signature matrix. 
The following lemma is taken from [13]. 
LEMMA 2. Let A be an n-by-n matrix (n > 3) with principal minors of 
order 1, 2 and 3 negative. Then there exists a signature matrix S such that 
SAS has all elements r,egative. 
Proof. We prove the lemma by induction on n. Note that the induction 
starts at n = 3. We verify it first for n = 3. Assume A to be an N-matrix of 
the first kind of order 3 by 3. Then A contains exactly four positive elements 
and five negative elements. Observe that A will have the following sign 
pattern: 
[ 
- + + 1 [ 
- + - 
1 [ 
- - + 
+--or+-+or--+. 
+ - - - + - + + - 1 
Clearly a suitable S can be found such that SAS has negative elements 
according to each of the sign patterns. 
Now assume the result to be true for n = k, and we shall prove it for 
n = k + 1. Let A be a matrix of order k + 1. Write 
A= all Bt 
[ 1 C D’ 
where B,C are k-by-l vectors and D a k-by-k matrix with principal minors 
of order 1, 2 and 3 negative. Let 
1 0 
s= 0 S,’ [ 1 where S, DS, < 0. 
Consider SAS. If SAS has all its elements negative, then we are through. 
Suppose SAS has at least one positive element. Then from the first part of 
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the proof of this lemma, SAS must have the following sign pattern: 
[ 
- + + .** + 
+ - - . . . - 
. . 
. . . . 
g 1 1 . . . 4 1 
Now take 
S’= -:, so .[ 1 1 
Then S’AS’ will have all its elements negative. This terminates the proof of 
Lemma 2. W 
REMARK. Lemma 2 is similar to Theorem 3 of Maybee [9]. Lemma 2 is 
not valid in general if we assume only principal minors of order 1 and 2 are 
negative. 
We introduce two more definitions. 
DEFINITION 5. Call A a weak P-matrix if IAl > 0 and every other 
principal minor is nonnegative. 
DEFINITION 6. Call A a weak N-matrix if (Al < 0 and every other 
principal minor is nonpositive. 
Lemma 2 is valid if A is a weak N-matrix and if aii < 0 for all i. It is also 
valid if diagonals are nonpositive and all other principal minors are negative. 
Suppose A is a matrix partitioned in the form 
Then if B is nonsingular, the Schur complement 
F - EB - ‘C, and the determinant of A is given by 
IAl = IBI.IF - EB-‘Cl. 
of B in A is the matrix 
Now we are ready to prove a characterization result on weak N-matrices. 
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THEOREM 1. Let A be an n-by-n matrix with all its diagonal entries 
aii < 0. Then the following two statements are equivalent: 
(i) A is a weak N-matrix. 
(ii) IA + DI # 0 f or every nonnegative diagonal matrix D with one diago- 
nal entry di E [O, laiill. H ere laiil stands for the absolute value of a,,. 
Proof. We will first prove (i) implies (ii). Suppose A is a weak N-matrix 
with aii < 0. Now from Lemma 1, for any nonnegative diagonal matrix with 
some di E [O,la,,ll, say d,, 
IA + DI = IAl+ zd,A, + . . . + a,,d, . . . d, + d,d, . . . d, 
=lAl+ zdiAi+ ... +d, *.* d,(dl+all). 
Observe that IAl < 0, Ai < 0, Aij < 0, and d, + al, < 0, and consequently 
JA + DI < 0. Thus (i) implies (ii). 
Now we prove (ii) implies (i). Taking all dii = 0, IAl # 0, we will show 
IAl < 0. Since IAl # 0, suppose, if possible, IAl > 0. Let d, = 0, and we will 
choose di suitably later. 
Write 
A+D= a11 c 
[ 1 E F’ 
where E,C are vectors. Using Schur’s formula, (A + D( = aI1 det(F - 
EC/a,,). Choose D = diag(O, d,,. , d,) with di > 0 for i = 2,3,. . . , n large 
enough so that F - EC/a,, is a P-matrix. Since a,, < 0, for such D’s we 
have (A + DI < 0. By our assumption IAl > 0. This implies IA + D,I = 0 for 
some D,; but this contradicts our hypothesis (ii). Hence IAl < 0. 
Now we will prove that all the principal minors are nonpositive. Suppose 
A,, > 0. (Here A,, stands for the principal minor omitting the first row and 
the first column.) Take D = diag[d,, O,O,O] with d, very large. Then IA + Dl 
> 0. This together with IAl < 0 will imply IA + D,I = 0 for some D,, which 
is a contradiction. Hence A ii Q 0. Similar arguments can be given to 
establish that the proper prinicipal minors are nonpositive. In other words, A 
is a weak N-matrix. This terminates the proof of Theorem 1. n 
REMARK 1. It is known that A is a I’,-matrix (that is, every principal 
minor is nonnegative) if and only if A + D is nonsingular for every positive 
diagonal matrix. Theorem 1 is an analogue for weak N-matrices. 
N-MATRICES 95 
In Theorem 1, condition (ii) may not imply (i) if we allow the diagonal 
entries to be zero, as the following simple example shows. Take A to be a 
z-by-2 matrix with the following sign pattern: 
0 + 
[ 1 - 0 . 
Clearly JA + Dl # 0 for any nonnegative diagonal matrix, but A is a weak 
P-matrix. 
Our next characterization of N-matrices uses game-theoretic results. 
THEOREM 2. Let A be an n-by-n matrix with aij < 0 for all i,j. Then the 
following statements are equivalent: 
(i) A is an N-matrix. 
(ii) For every signature matrix S # + 1 or - I, val SAS is positive. 
(iii) A does not reverse the sign of any non-unsigned vector, that is, 
(k),(x),<0 foralli implies x90 or XBO. 
Proof. We first prove (i) implies (ii). Let A be an N-matrix. For any S 
other than + Z or - 1, SAS is an N-matrix of the first kind, and so from Inada 
[6] or Parthasarathy and Raghavan [12] it follows that val SAS > 0. 
(ii) implies (iii): S uppose on the contrary (iii) does not hold. This implies 
there exists an x such that (Ar)iri Q 0 for all i, and r is neither nonnegative 
nor nonpositive. Let S be a signature matrix such that SX > 0. Clearly S is 
not + Z or - 1. Now consider SASSx. This will be less than or equal to zero, 
since (Ax)~x~ < 0 and Sx > 0, which means that val SAS Q 0, which contra- 
dicts (ii). 
(iii) implies (i): Clearly A is nonsingular. If A were singular, then for 
some x we should have Ax = 0, and since A < 0, x would not be unisigned 
and A would reverse the sign of a non-unisigned vector, which is a 
contradiction to (iii). Let D be any nonnegative diagonal matrix. Then if 
A + D reverses the sign of any vector x, A also reverses the sign of that 
vector. Using this and A < 0, we can conclude A + D is nonsingular for all 
D with at least one di ~[O,la~~l], and so from Theorem 1 it follows that the 
determinant of A is negative. 
If A satisfies (iii), then all principal submatrices of A also satisfy (iii). 
This can be seen as follows: Let A,, be the principal submatrix of A deleting 
the first row and the first column. If (Ar,a)iai < 0, where z = (z,, . . . , z,_ 1>, 
then taking x = (0, z> we find that A reverses the sign of x = (0, z). This 
implies x is unisigned or z is unisigned. Hence the determinant of A,, is 
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negative. Similarly all the principal minors are negative, and this completes 
the proof. 
This terminates the proof of Theorem 2. n 
The next theorem is due to Maybee and gives another characterization for 
N-matrices [9, Theorem 4, p. 4041. In order to state the theorem we need the 
following. Givenanymultiindex H=(h,,h,,...,h,), l<h,<h,< *** <n, 
denote by A, the associated principal minor of A and by ACH) the sum of all 
p-cycles in the associated principal submatrix A(H) of A. Define (A*>cH, as 
THEOREM (Maybee). Let A < 0 be an n-by-n matrix. The following 
statements are equivalent: 
(i) A is an N-matrix. 
(ii) For each 2 < p =G n and all cycles of length p, we have B, > 
( - l)p- ‘(B*) CHI > 0, where B = - A. 
For more details, refer to Maybee [9]. 
EXAMPLE 2. Here we give an example where the given matrix is a weak 
N-matrix but val SAS = 0 for some S with SAS containing at least one 
positive entry. Let A be 
A$ ‘i _I] 






0 0 1  
Thus if condition (ii) fails to hold Theorem 2, A will not be an N-matrix in 
general. 
Combining Theorem 2 and the theorem of Maybee we have the following 
THEOREM 2’. Let A be an n-by-n matrix with aij < 0 fm all i, j. Then the 
following statement.9 are equivalent: 
(i) A is an N-matrix. 
(ii) For every signature mutrix S # + 1 or - I, there exists a nonnegative 
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vector x such that SASx > 0. 
(iii) A does not reverse the sign of any non-unisigned vector, that is, 
(Ax),(x),<0 foralli implies x<O or x&O. 
(iv) For each 2 G p G n and all cycles of length p, we have Bo, > 
(- l)p-l(B*) (Hj 2 0, where B = - A. 
Our next theorem gives a characterization of almost P-matrices. These 
are more general than those considered by Ky Fan and Johnson, since we do 
not assume them to be Z-matrices. 
THEOREM 3. Let A be a nonsingular matrix. Then the following two 
statements are equivalent: 
(i) A is an almost P-matrix. 
(ii) valSAS > 0 fm all S except one, say S = S, (as well as - S,), and for 
that S,, valS,A,S, < 0 and &,A-‘S, < 0. 
Proof. Observe that A is an almost P-matrix if and only if A-’ is an 
N-matrix, and for any matrix val A > 0 implies val A-’ > 0. Using Theorem 2 
and the above two observations we can conclude (ii) is equivalent to 6). n 
Our next theorem is a matrix inequality. 
THEOREM 4. Let A and B be almost P-matrices with A < B. If val B < 0, 
then A-’ > B-l. 
Proof. Clearly B - A > 0. Also val A Q val B < 0. Hence from Theorem 
3, A-’ < 0 and B-’ < 0. Therefore B-‘(B - A)A-’ > 0, or A-’ > B-‘. This 
terminates the proof of Theorem 4. n 
EXAMPLE 3. Let 
and 
_I 
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Observe that A, B are almost P-matrices, val A < 0, val B < 0, and A-’ > 
B-‘, but A is not less than or equal to B. This shows that A < B is not a 
necessary condition in Theorem 4. 
We end this section with the following interesting result. 
THEOREM 5. A N-matrix has exactly one real negative eigenvalue. 
Proof. Without loss of generality assume A < 0. Then from the Perron- 
Frobenius theorem it follows that there exists a h < 0 and x > 0 such that 
Ax = Ax. Suppose there is a p # A < 0 such that Ay = p y. Also using the 
Perron-Frobenius theorem, we can conclude y is neither nonpositive nor 
nonnegative, and this leads to a contradiction to Theorem 2 [hypothesis (iii)]. 
This terminates the proof of Theorem 5. n 
In the next section we give some applications of N-matrices. 
4. APPLICATIONS 
In this section we give three applications of N-matrices. Our first 
application is a characterization of an N-matrix of the second kind using the 
linear complementarity problem. Next we prove a global univalence result. 
Gale and Nikaido proved global univalence assuming the Jacobian to be a 
weak P-matrix in an open rectangular region. Here we prove a similar result 
for weak N-matrices. Then we present an application of weak N-matrices to 
infinite divisibility of the multivariate gamma distribution. 
The linear complementarity problem (A, 9) can be stated as follows: 
Given an n-by-n matrix A and an n-by-l vector 9, find w, z such that 
w-A.z=q, 
wtz = 0. 
Kojima and Saigal proved the following: If A < 0 is an N-matrix, then 
(A,9) has exactly two solutions for 9 > 0, and no solution for 9 ;a 0. Suppose 
A is an N-matrix of first kind, and that (A, 9) has a unique solution for 9 ) 0, 
has two or three solutions for 9 > 0, and has at most two solutions for 9 > 0 
with at least one 9i = 0. Here we give a characterization theorem for 
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N-matrices of the second kind: 
THEOREM 6. Let A < 0. Then the following statements are equivalent: 
(i) A is an N-matrix. 
(ii) For all q > 0, the linear complementarity problem (A, q) has exactly 
two solutions. 
Proof. (i) implies (ii): Follows from Kojima and Saigal [8]. 
(ii) implies (i): T rivially w = q, z = 0 is a solution for q > 0. Suppose A is 
not an N-matrix. This means, by Theorem 2, that there exists a nonunisigned 
vector x such that (Ax)iri Q 0 for all i. Let Ax = y. Write r+ = xi if xi > 0, 
and xZ:=-xi if ~~(0. Denote X+=(X: ,..., x,‘) and x-=(x; ,..., xi). 
Clearly r+ and X- are not zero, since x is nonunisigned. Similarly define 
yf and y-. Now consider yt - Ax+ = y- - Ax- = qO. From the sign rever- 
sality of x we can conclude y+ xf = 0, y-x- = 0. Since A < 0, and 
y +, x +, y_, x_ are nonnegative and nonzero, we have q0 > 0. Also we know 
(A,q,) has a solution w = qa, z = 0. Hence the problem associated with 
(A, qO> has three solutions, and q,, > 0, which is a contradiction to (ii). n 
We know that (A, q) has a unique solution for all q iff A is a P-matrix 
[2]. Our characterization is an analogue for N-matrices of the second kind. 
Now one can ask the following question: If A is an n-by-n matrix with 
aii < 0 and aij # 0 for all i, j and aij > 0 for some i, j, and (A,q) has 
solutions as mentioned above (for N-matrices of the first kind), then is A an 
N-matrix? The answer is yes if n = 2 or 3, but for n > 4 the problem is still 
open. 
Next we present a global univalence result. We need the following known 
lemma in our result. 
LEMMA 3. Let F: $2 c R” + R” be a continuously diflerentiable map, 
where R is an open rectangular region (whose sides are parallel to the 
rectangular coordinate axes). Let J, the Jacobian of the map F, be a 
nonsingular matrix for every x E a. Suppose there exists a S such that for 
every EE(O,~], the map Ge:ficR”+R” a%$ned by GE= F(x)+E x is 
one-one in a. Then F is one-one in R. 
Proof. This lemma is due to More and Rheinboldt; for a proof see p. 35 
of [ll]. 
THEOREM 7. Let F: fI c R” -+ R” be a C1 map (continuously dz&ren- 
tiable map), where R is an open rectangular region. Suppose the diagonal 
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entries of the Jacobian J of the map F are negative, and J is a weak N-matrix 
for x E CL Then the map F is one-one in Cl, and consequently F is a 
homeomorphism . 
Proof. Write F = <f,,f,, . . . ,f,,> and the partial derivatives fij = 
afi/axj. Suppose F(x)= F(y) f or x # y. Let D be a compact rectangle 
containing x, y as its interior points, and D c R. Since D is compact, fij < 0 
and continuous for every x E D and every i = 1,2,. . . , n, and J is a weak 
N-matrix, there exists a 6 > 0 such that J + ~1 is an N-matrix for every x in 
D and every E E (0, S]. This can be seen from Lemma 1 or from Theorem 1. 
Now define GE(X) = F(x)+ ET. From Inada’s theorem GE is one-one in D 
for every E E (0,6]. Now invoke Lemma 3 to conclude that F is one-one 
in the interior, which leads to a contradiction. Thus F is one-one in s1, 
and consequently F is a homeomorphism. This terminates the proof of 
Theorem 7. n 
We would like to mention another application of N-matrices, to infinite 
divisibility of the multivariate gamma distribution. Let X,, X,, . . . , X, be a 
multivariate random vector with zero mean vector and positive definite 
variance-covariance matrix Z. Then the characteristic function of 
(X,)‘/2, (X,)‘/2,. . . ,(XJ2/2 is given by 
\I - Tz,1-“2, 
h,(t) = h,(t,, t,, . . . , t,) = 
where T is a diagonal matrix with diagonal elements it,, 
it 2,. . , it, and i = J-1. The distribution of ((X,>“/2,. . . ,(XJ2/2> is called 
the multivariate gamma distribution. 
We need the following definitions. 
DEFINITION 7. Call h,(t) infinitely divisible if [h,(t)]” is a characteris- 
tic function for every a > 0. 
DEFINITION 8. Call A an M-matrix if A is a P-matrix and if its 
off-diagonal entries are nonpositive. 
DEFINITION 9. Call A an N,,-matrix if every principal minor of A is 
nonpositive. 
Extensive literature is available on M-matrices; see Berman and 
Plemmons [2]. We now quote a nice result due to Griffiths [5] and Bapat [l]. 
THEOREM 8. The characteristic function h,(t) of the multivariate gamma 
distribution given above is infinitely divisible if and only if SZ-‘S is an 
M-matrix for some signature matrix S. 
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The following result is due to Paranjape [lo]: If there exists a diagonal 
matrix D with every diagonal entry positive such that D(c)-’ - 1 is an 
iV,-matrix, then h,(t) is infinitely divisible. 
LEMMA 4. Paranjape’s condition implies S(z)- ‘S is an M-matrix jbr 
some S. 
Proof. Follows from the following two observations: 
(i) Lemma 2 with suitable changes is valid for symmetric Na-matrices; 
that is, for some S, SAS < 0. 
(ii) D(C)-’ - I is an N,,-matrix, and D is a positive diagonal matrix. n 
This result has not been noticed. We give below an example where 
S(z)-‘S is an M-matrix but Paranjape’s condition fails: 
21 -11 -7 1 1 
-11 21 -7 
-7 -7 21 
: 
1 1 1 21 - 16 
1 1 1 -16 :. 1 21 
One can check that there does not exist a positive diagonal matrix D such 
that D(c)-’ - Z is an No-matrix, but for a suitable S, S(c)-‘S is an 
M-matrix. 
We are grateful to Professor R. B. Bapat for some useful comments and an 
anonymous referee for bringing the paper of Maybee to our attention, as well 
as for some useful suggestions which lead to improvement in the presentation. 
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