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Abstract 
In this work we derive results concerning Elliptic Functions using as tools general 
formulas from previous work.     
 
 
1. Introduction 
Theorem 1. (see [G,B]). Let  f  be analytic function in the upper half plane Im( ) 0z >  
and continuous in Im( ) 0z ≥ and there exists , 0C >  and  0 β π≤ < such that  
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Theorem 2. (submitted on a journal) 
If a > 0, b > 0, 2ab π= , then 
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and , ,f xΨ , real,  f (0) = 0. Provided that all sums converge. 
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2. Propositions 
Proposition 1. 
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Proof. From [An] pg.170 relation (13-2-12) and the definition of Theta functions we 
get  
2 1 2 2 1 2
4 0
0
( , ) ( ) (1 )(1 )n iz n iz
n
z q P q q e q eϑ
∞
− − −
=
= − −∏  
Where  
2 2
0 0
1 1
( ) (1 ),  : (1 )n n a
n n
P q q P e π
∞ ∞
−
= =
= − = −∏ ∏  
By taking the logarithm of both sides and expanding the logarithm of the individual 
terms in a power series, it is simple to show that 
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Proof. From Theorem 1 with 
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Differentiating (7) with respect to c and letting c π→  we easily get the next formula: 
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Proposition 3. 
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Where ak  is the solution of the equation 
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Proof. The following relations hold  
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From Theorem 2, setting ( ) ( 1) ,  ( )ny n f n n= − =  and observing that 
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Combining (4), (1), (5) we get 
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Proposition 4. If a > 0 and x real then  
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Proof. Let 
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If we differentiate (1) we get the relation between the two theta functions.  □ 
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Proof. Form Theorem 2 we have 
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Using (4) we get the result.  □ 
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Proposition 6. 
If a is appositive real number then 
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Proof. 
From (8) using the identity: sinh(2x) = 2 sinh(x) cosh(x) and the fact that 
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Proposition 10. 
Let F  be even and analytic in the real line with (0) (0) (0) 0F F F′ ′′= = = . Then for 
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Proposition 11. (Generalization of Proposition 1) 
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a is a positive parameter.  
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