Introduction
The Kovats retention indices in gas chromatography (GC) represent the retention behavior of a compound relative to a standard set of hydrocarbons, using a logarithmic scale (1) . The identification of many compounds is often accomplished on the basis of a comparison between the GC retention of a standard sample and the suspected material. However, it is not always possible to obtain pure standard compounds for such a comparison; therefore, the development of a theoretical model for estimating the retention indices seems to be useful. Retention in GC is a phenomenon that primarily depends on the interactions of the solute molecules and the stationary phase. The forces associated with these interactions can be related to the geometric and topological structure and also to the electronic environments of the molecule. Intrinsic to chemistry is the concept that there are relationships between bulk properties of compounds and their molecular structures, which provide a connection between the macroscopic and the microscopic properties of the matter. Therefore, knowledge of the molecular structures is the key to understanding the properties and activities of molecules. Quantitative structure-property relationship (QSPR) is a mathematical method that relates the properties of a molecule to its structural features. This approach has been used to obtain simple models that explain and predict the chromatographic behavior of various classes of compounds. There are some reports about the applications of QSPR in chromatographic studies (2) (3) (4) (5) (6) . Jurs and his group correlated the observed Kovats retention indices of sulfur vesicants by multiple linear regression techniques (MLR) using 9 descriptors in their models for different stationary phases (7). Dimov and Osman used a quantitative structure-retention relationship technique to relate the chromatographic retention of 38 iso-alkanes to their molecular structural features (8) . Kang et al. successfully predicted the capillary GC retention indices of 100 polycyclic aromatic hydrocarbons (9) . Also, O. Farkas and K. Héberger reported the construction of a linear model for the prediction of retention indices of some aliphatic alcohols (10) . They used variable selection methods including ridge regressions, partial least square, pair-correlation method, forward selection, and best subset selection methods. They concluded that forward selection and best subset variable selection methods gave reliable results. There are some papers about the QSPR modeling of retention indices of oxo compounds. R.D.M.C. Amboni et al. reported the construction of a linear QSPR model for the estimation of retention indices of 54 oxo compounds on a low polarity stationary phase at 50°C, and also two separate MLR models for 30 oxo compounds on HP-50 and HP-1 stationary phases (11) . They successfully used a semi-empirical topological index (I ET ) in their constructed QSPR models. In a similar work, B.S. Junkens et al. studied the application of these molecular indices in QSPR studies of the same data set at one temperature (50°C) (12) . They successfully constructed four MLR models for prediction or Kovats retention indices on HP-1, HP-50, DB-210, and HP-Innowax stationary phases. Also, B. Ren investigated the quantitative correlation between the Kovats retention indices of 33 aldehydes and ketones and their atom-type-based AI topological indices on four stationary phases (HP-1, HP-50, DB-210, and HP-Innowax) at 50°C using four separate linear equations (13) . They used 4-5 molecular descriptors in each model. The results of their studies indicate that the molecular size makes a dominant contribution to retention indices.
Over the last few years, the artificial neural network (ANN) has attracted increasing interest as a most promising method in classification and multivariate calibration problems, and also provides an interesting new approach to QSPR studies (14) (15) (16) (17) (18) . Although in the MLR method, the analysis is limited to a certain number of possible interactions, more terms can be examined for interactions between features by the ANN. Also, ANNs are capable of recognizing non-linear relationships between inputs and outputs. In addition, the ANN can use qualitative as well as quantitative inputs, and also it does not require an explicit relationship between the inputs and the outputs. The main aim of the present work was to develop a QSPR model using an ANN to predict Kovats retention indices of aliphatic ketones and aldehydes on some stationary phases at different temperatures. In the first step, a combined MLR model was constructed, then an ANN was developed for inspection of non-linear relations between different parameters in the model, for the simultaneous modeling and prediction of the retention indices on different stationary phases.
Methods

Data Set
The data set of Kovats retention indices was taken from the values reported by Héberger et al. (19) . The molecules in the data set are 35 aliphatic ketones and aldehydes, and are shown in Table I . The Kovats retention indices of all molecules included in the data set were obtained under the same conditions on four stationary phase, which are: dimethylpolysiloxane (HP-1), 50% phenylmethylpolysiloxane (HP-50), 50% Trifluoropropylmethylpolysiloxane (DB-210), and polyethylene glycol (HP-Innowax). The retentions of these compounds were measured at 50°C, 70°C, 90°C, and 110°C; therefore, the data set consists of 560 retention indices data. The Kovats retention indices fall in the range of 360.4 to 1055.1 for acetaldehyde and 5-nonanone on HP-1, 484.3 to 1178.8 for acetaldehyde, and 5-nonanone on HP-50, 630.4 to 1370 for acetaldehyde and 5-nonanone on HP-DB-210, and 715.8 to 1353 for acetaldehyde and 5-nonanone on HP-Innowax, respectively.
Descriptors generation and regression analysis
Retention in GC is the result of competitive distribution of the solute between the mobile and stationary phase. The molecular structure and chemical properties of the solute and stationary phase determine the type and extent of the interactions between the solute and stationary phases. The differences between these interactions govern the retention behavior of the solute through the column. Due to the diversity of the molecules studied in this work, different molecular descriptors were calculated. These molecular descriptors were mainly computed using the CODESSA software. This software, developed by Katritzky's group, enables the calculation of a large number of quantitative descriptors based on molecular structural information (20) (21) (22) and codes this chemical information into mathematical forms. In the first stage, the structures of the molecules were drawn by the HyperChem 4.0 program (23) and exported in a file format suitable for the MOPAC program (24) . Then the geometry optimization was performed with the semieperical quantum method AM1 (25) using the MOPAC 6.0. Then all geometries were fully optimized without symmetry restrictions. In all cases, frequency calculations have been performed in order to ensure that all the calculated geometries correspond to true minima. The HyperChem and MOPAC output files were used by the CODESSA program to calculate five classes of descriptors, including: constitutional (number of various types of atoms and bonds, number of rings, molecular mass, etc.); topological (Winner index, Randic indices, Kier-Hall shape indices, etc.); geometrical (moment of inertia, molecular volume, molecular surface area, etc.); electrostatic (minimum and maximum of partial charges, polarity parameters, charged partial surface area descriptors, etc.); and quantum chemical (reactivity indices, dipole moment, HOMO and LUMO energies, etc.). Because it is not possible to know a priori which descriptors are most relevant to the problem at hand, a comprehensive set of descriptors is usually employed, chosen based on experience, software availability, and computational cost. The heuristic MLR procedures available in the framework of the CODESSA program were used to perform a complete search for the best multi linear correlations with a multitude of descriptors. This procedures provide colinearity control (i.e., any two descriptors inter-correlated above 0.90 are never involved in the same model) and implement heuristic algorithms for the rapid selection of the best correlation, without testing all possible combinations of the available descriptors. The heuristic method of descriptor selection proceeds with a pre-selection of descriptors by eliminating (i) those descriptors that are not available for each structure, (ii) descriptors having a small variation in magnitude for all structure, (iii) descriptors that give an F-test's value below 1.0 in the one-parameter correlation, and (iv) descriptors whose t-values are less than the user-specified value, etc. This procedure orders the descriptors by decreasing correlation coefficient when used in one-parameter correlation coefficient. The next step involves correlation of the given property with (i) the top descriptor in the previous list with each of the remaining descriptors and (ii) the next one with each of the remaining descriptors, etc. The best pairs, as evidenced by the highest F-values in the two-parameter correlations, are chosen and used for further inclusion of descriptors in a similar manner. The heuristic method usually produces correlations 2-5 times faster than other methods with comparable quality. The rapidity of calculations from the heuristic method renders it as a suitable method of choice in practical research. Though MLR failed to obtain an appropriate QSPR model, the nonlinear relationship within the data was well incorporated into the model developed by the ANN. Descriptors that appeared in the combined MLR model for HP-1, HP-50, DB-210, and HP-Innowax stationary phase were used as inputs for the generated ANNs. Octanal * p is referring to prediction set and t is referring to test set other data set are used in stationary training set; The conditions (stationary phase and temperature) and notations are shown in Table I 
ANN
An ANN is a biologically inspired computer program designed to learn from data in a manner of emulating the learning pattern in the brain. Most ANN systems are very complex high-dimension processing systems. Training of the ANN can be performed using the back-propagation algorithm. In order to train the network using the back-propagation algorithm, the differences between the ANN output and its desired value are calculated after each training iteration and the values of weights and biases modified using these error terms. A detailed description of the theory behind a neural network has been adequately described elsewhere (26) (27) (28) . In the present work, an ANN program was written in FORTRAN 77 in our laboratory. This network was feed-forward fully connected with three layers with sigmoidal transfer functions. The inputs of this network are descriptors, which are selected by a stepwise MLR feature selection technique. The value of each input was divided into its mean value to bring them into dynamic range of the sigmoid transfer function of the network. The initial values of weights were randomly selected from a uniform distribution that ranged between -0.3 and +0.3, and the initial values of biases were set at one. These values were optimized during the network training. The back-propagation algorithm was used to train the network. Before training, the network parameters were optimized. These parameters are: number of nodes in the hidden layer, weights and biases learning rates, and the momentum. Procedures for the optimization of these parameters were reported in our previous papers (29) (30) (31) (32) . Then the optimized network was trained using a training set for the adjustment of weight and bias values. It is known that a neural network can become over-trained. An over-trained network has usually perfectly learned the stimulus pattern it has seen, but cannot give an accurate prediction for unseen stimuli, and is no longer able to generalize. There are several methods for overcoming this problem. One method is to use a test set to evaluate the prediction power of the network during its training. In this method, after each 1000 iterations, the network was used to calculate the retention indices of molecules included in the test set. To maintain the predictive power of the network at a desirable level, training was stopped when the value of error for the test set started to increase. Because the test error is not a good estimate of the generalization error, the prediction potential of the model was evaluated on a third set of data, named the prediction set. The compounds in the prediction set were not used during the training process and were reserved to evaluate the predictive power of the ANN model. Tables I and II show the data set and corresponding ANN predicted values of retention indices of all molecules studied in this work, respectively. Table III shows the best-combined MLR model, which contains three molecular descriptors that encode the structural features of molecules, polarity of stationary phase, and column temperature. These molecular descriptors are: path one molecular connectivity index ( 1 χ), fractional atomic charge weighted by partial positive surface area (FPSA3), and dipole moment (dp). Examination of the descriptors included in the combined model reveals that they encode different aspects of the molecular structures. These parameters mainly show the topological and electronic characteristics of these molecules. From the values of the mean effect that calculated for each descriptor, it can be concluded that the most important descriptor in the model is path one connectivity index ( 1 χ), with the largest mean effect. The appearance of this descriptor in the model reveals the contribution of steric interaction on molecular retention in GC. The positive mean effect for this descriptor indicates that the molecule with a higher value of 1 χ will have a higher retention. This relationship may be explained thus: that the magnitude of intermolecular interaction between the solute and the stationary phase is directly related to the size of the molecule (33) . Another descriptor was FPSA3; this quantum chemical descriptor clearly indicates the importance of charge distribution of the solute on their retention in GC due to electronic interaction. The remaining molecular descriptor was dipole moment of solute, which has an electronic nature. The positive sign of the mean effects for these two descriptors reveals that an increase in these descriptors causes an increase in molecular retention due to an increase in solute-stationary phase interactions. Other parameters in the MLR model are polarity of stationary phases and column temperature, which indicate the contribution of experimental conditions in the combined MLR model. The next step was to construct the ANN model. The data used in ANN was a matrix containing eight columns: three molecular descriptors, temperature, and retention index in four stationary phases. Because we have the retention data for 35 molecules at four different temperatures, this matrix has 140 rows. The data matrix is randomly divided into three groups (training, test, and prediction set), each of which consists of 100, 20, and 20 rows, respectively. The training set was used to train the network, the test set was used to avoid overtraining, and the prediction set was used to evaluate the prediction power of the ANN model. Before training the network, the parameters of the number of nodes in the hidden layer, weights and biases learning rates, and momentum values were optimized. Table IV shows the architecture and specification of the optimized network. The optimized ANN has 4-3-4 topology. The ANN inputs are three molecular descriptors and column temperatures, while each node in the output layers represents the retention index (RI) of the molecule of interest on one stationary phase (four outputs nodes represent the RI on four stationary phases). Thus, entering one row of molecular descriptors ( 1 χ, FPSA3, dp, and temperature), this network simultaneously predicts the retention indices of this molecule in HP-1, HP-50, DB-210, and HP-Innowax columns. After optimization of the ANN parameters, the network was trained for the adjustment of weight and bias values. In order to evaluate the predictive power of the ANN model, the trained network was used to calculate the retention indices for molecules in the prediction set. The overall average of relative error between ANN calculated and experimental values of retention indices were 7.2%. To compare the applied chemometric methods of MLR and ANN in predicting the retention indices, some statistics for these models are calculated and are shown in Table  V Figure 2 . The propagation of the residuals on both sides of the zero line indicates that no systematic error exists in the development of the neural network. In a comparison of the present model with other previously reported models (11) (12) (13) , it was concluded that the present QSPR model is able to simultaneously calculate the retention indices of aliphatic aldehydes and ketones of four stationary phases at different temperatures using three molecular descriptors and only one ANN model.
Results
Conclusion
In this work, MLR and ANN are used as feature mapping techniques for the prediction of the retention indices of some aliphatic aldehydes and ketones. The optimized 4-3-4 ANN model with three molecular descriptors appearing in the MLR model as its inputs showed a remarkable improvement over the linear model. The capability of this model in the simultaneous prediction of retention indices for aldehydes and ketones at four stationary phases in different temperatures adds another dimension of application of the ANN in QSPR studies. Also, the appearance of path one connectivity indices, dipole moment, and fractional atomic charge weighted by partial positive surface area in the model indicate the importance of the steric and electronic interactions in the molecular retention in GC.
