Introduction
It is often of primary interest to identify the relationship between the univariate response Y and the p-dimensional predictor X ∈ R p . Sufficient dimension reduction (SDR) efficiently reduces the dimensionality of X by finding a lower dimensional subspace of span(X) while preserving regression information in X.
5
Specifically, SDR seeks a matrix B = (b 1 , · · · , b d ) ∈ R p×d that satisfies
where ⊥ denotes statistical independence. Compared to conventional parametric models, (1) is less stringent since it does not assume any specific link functions between Y and X. The space spanned by B satisfying (1) is called the dimension reduction subspace (DRS). The central subspace, denoted by S Y |X is 10 defined as the intersection of all DRSes, and hence it is the lowest dimensional DRS. (author?) [1] showed that S Y |X uniquely exists under mild conditions. In SDR, it is assumed that S Y |X = span(B) to make B an identifiable target. The dimension d of S Y |X is referred to as structural dimension, another important quantity to be inferred from the data. (author?) [7] showed that normals of the optimal hyperplanes from the linear SVMs lie on S Y |X regardless of the value of r. Finally, S Y |X can be recovered by the spectral decomposition of these normals. PSVM is known to perform better than classical SDR methods such as SIR, and it tackles both 30 linear and nonlinear SDR in a unified framework via kernel trick, as SVM does.
In this article, we propose a principal logistic regression (PLR) as an alternative to PSVM. Namely, we apply the logistic regression to (Ỹ , X) instead of SVM. The advantages of the logistic regression over SVM are obvious since its loss function is smooth and strictly convex (see Figure 1 ). PLR not only entails 35 simpler asymptotic results under less stringent conditions but also is computationally stable. It is important to note that PLR is not a parametric method for SDR since we replace the loss in population level and a target of estimation changes. 
where X + ∈ R q and X − ∈ R p−q for some q(≪ p) [12, 9] . We call X + and X − relevant and irrelevant variables, respectively. Without loss of generality we assume that the first q predictors are the relevant ones throughout this article.
Under (1) and (2), the last p − q rows of B are all zeros, which makes B sparse 50 and has an identical sparsity structure across different columns. That is, the last p − q elements of B are zeros regardless of the cutoff values. In order to preserve such sparsity structure, we employ a max-SCAD penalty. The SCAD penalty [13] is known to enjoy the oracle property, but its computation is more challenging due to its nonconvexity. However, the logistic loss can minimize 55 the additional computational burden thanks to its smoothness. As a result, we establish the oracle property of the max-SCAD penalized PLR and develop an efficient algorithm for its sample estimation.
The rest of the article is organized as follows. In Section 2 we propose PLR and describe related details including its sample estimation, asymptotic prop-60 erties, and structural dimension estimation. The penalized PLR is developed in Section 3 in which we establish its oracle property and develop an efficient algorithm for the sample estimation. In Section 4, simulation studies are carried out to investigate finite sample performances of both PLR and the penalized PLR, and real data analysis results are given in Section 5. Final discussions 65 follow in Section 6. All the technical proofs are relegated to Appendix.
Principal Logistic Regression For SDR

Principal Logistic Regression
We start by briefly introducing PSVM which motivates PLR. For a pair of random variables (Y, X), (author?) [7] proposed PSVM by solving the following optimization problem:
where |u| + = max{0, u}, Σ = Var(X), andỸ r denotes an artificially dichotomized response having 1 if Y < r and −1 otherwise for a given cutoff value r. A fixed 70 positive constant C is a cost parameter. Notice that (3) is akin to the linear SVM for (Ỹ r , X). (author?) [7] showed that b 0,r ∈ S Y |X for any cutoff r, and thus span{b 0,1 , · · · , b 0,h } ⊆ S Y |X where b 0,k denote the minimizer of (3) when r = r k , k = 1, · · · , h with r 1 < · · · < r h being an arbitrarily given grid of r.
(author?) [7] assumed the coverage condition that span{b
The coverage condition is known to be held in practice [14] .
Motivated by PSVM, we propose PLR by replacing the hinge loss in (3) with the logistic one. As shown in Figure 1 the logistic loss can be regarded as a smooth approximation of the non-differentiable hinge loss function of SVM. Now, the PLR objective function is given by
where θ ⊤ = (α, β ⊤ ). The PLR objective function (4) is akin to that of the linear kernel logistic regression [15] where its name comes from. Let θ Theorem 1 establishes the unbiasedness of β 0,r for SDR defined in (1) . Given a
The linearity condition states that E(X|B ⊤ X) is a linear function of B ⊤ X where B is defined in (1), and it implies E(β ⊤ X|B ⊤ X) = β ⊤ P B (Σ)X where
The linearity condition plays an essential role
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and is routinely assumed in many SDR methods. We remark that the linearity condition is not testable but is known to be held when X is elliptically symmetric [16, 17] or p is large [18] . We remark that PLR is still a model-free approach since the linearity condition restricts the marginal distribution of X only.
In the classification context, SVM is often preferred to the logistic regression 95 since the logistic regression is fully parametric and fails to recover true classification rule if the model assumption is violated. However, PLR replace the loss function in the population level (4) and is free from the model misspecification. 
Sample Estimation
Given a set of data (y i ,
wherex and Σ denote the sample covariance matrix of the predictors, respectively; andỹ ik = 1 if y i > r k and −1 otherwise. Let the minimizer of (5) denotê
which is equivalent to the objective function of the linear kernel logistic regression [15] with respect to (α, η). Now, we haveβ
k where (α k ,η k ) denotes the minimizer of (6). Finally, B = span( V) where
which we call the PLR working matrix.
Large Sample Properties
For the sake of simplicity, the subscript k is omitted when a result holds for an arbitrary chosen r k . Let
and
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Theorem 2 states the consistency and asymptotic normality ofθ.
Theorem 2. Under the regularity conditions in Appendix A.1,
where m 
for some variance matrices Σ M and Σ V explicitly given in Appendix A.4.
Structure Dimensionality Determination
To estimate the structural dimension d, we consider the following estimate 130 based on BIC-type criterion proposed by (author?) [7] .
where υ j is the jth leading eigenvalue of M and ρ is a tuning parameter. Consistency ofd, i.e., lim n→∞ P (d = d) = 1 directly follows from the asymptotic property of M in Theorem 3.
In order to select ρ, we propose the following algorithm: First, randomly split 
Transform the test predictors byx
ts j ′ = ( V tr ) ⊤ x tr j ′ , where V tr = ( v tr 1 , · · · , v tr dtr ) denotes the (p ×d tr ) eigenvector matrix of M tr . 3. For each r k , k = 1, · · · , h, apply the logistic regression to {(x ts j ′ ,ỹ ts j ′ k ) : j = 1, · · · , n tr } whereỹ ts j ′ k = 1{y ts j ′ > r k }. 145 4. Compute T C(ρ) = h k=1 nts j ′ =1 1{ỹ ts j ′ ,k =ŷ ts j ′ ,k } whereŷ
Penalized PLR for Sparse SDR
Penalized Principal Logistic Regression
Under the sparsity assumption (2), we have θ
with Σ + = Var(X + ). This is because β 0 ∈ S Y |X by Theorem 1 and β 0 can be 150 written as a linear combination of the columns of B whose q rows associated with X − are all zeros, i.e.
should be sparse and share a common sparsity structure across k.
To impose such a sparsity structure, we propose a penalized PLR that minimizes the following objective function:
where Ω is a (p+1)×h dimensional matrix whose kth column is θ k , k = 1, · · · , h.
p λ denotes a nonconvex penalty function and depends on a tuning parameter λ 155 that controls the sparsity of the solution. Because (9) penalizes the maximum of |β jk | over k = 1, · · · , h, the entire elements in the same row of Ω simultaneously shrink toward zero so that the desired sparsity structure is naturally attained.
It is crucial to tune λ in practice and we discuss this issue in Section 3.3.
For the penalty function, we exploit the SCAD penalty of (author?) [13] which is defined through its derivative as
for some a > 2. We set a = 3.7 as recommended by (author?) [13] . The SCAD 160 penalty has been popular in the context of variable selection due to the oracle property [13] . In order to establish the oracle property of the penalized PLR, Theorem 4. (Oracle property) Let λ = λ n to emphasize that λ is a function of n. Suppose that λ n → 0 and √ nλ n → ∞ as n → ∞. In addition to the regularity conditions in Appendix A.1, we further assume that p λn satisfies
If λ n → 0 and √ nλ n → ∞ as n → ∞, then with probability tending to one, the
where
Computation
For ease of representation, we assume that predictors are centered without loss of generality (i.e., n i=1 x i = 0). Now, the objective function (9) is equivalently rewritten in a vector format as follows:
and ⊙ denotes the Hadamard product. We slightly abuse the notation in (10) 175 by elementwisely applying the exponential function to the power in a vector
It is not trivial to solve (10) with respect to θ due to the nonconvexity of the SCAD penalty. There are several existing algorithms for solving the SCAD-penalized problems that include, for example, local quadratic approxi-180 mation [13] , minorize-maximize algorithm [20] and local linear approximation [21] among many others. In this article, we employ the difference convex algorithm [DC, 22, 23, 11] as described in the following paragraph.
First, we approximate the logistic loss to its second order Taylor expansion at the value of the t th iteration denoted by θ (t) . We then have a familiar form of the iteratively reweighted least squares algorithm commonly used to fit the logistic regression [24, 25] . In particular, θ can be updated at the t th iteration as follows.
The superscript is used to denote the quantities obtained at the t th iteration.
The DC algorithm decomposes the SCAD penalty as the difference of two convex functions as
190
Letting ξ j = max 1≤k≤h |β jk | and ξ
j ) and, thus,
Plugging (12) into (11), we have a standard quadratic programming (QP) problem for updating θ and ξ = (
subject to ξ j ≥ β jk and
can be readily applied to solve (13) .
Finally, the algorithm to solve the max-SCAD penalized PLR is summarized as follows.
1. Initialize θ (0) (e.g., unpenalized PLR solution) and ξ
is sufficiently small, for example, less then 10 −4 .
Tuning λ
It is important to tune λ that controls the degree of sparsity. To this end, an L-fold cross-validation procedure is proposed as follows. First, we randomly split the data into a training set (x tr . Third, we project test predictors onto the estimated S Y |X from the training set, i.e.,x
j ′ ,ts . Fourth, we compute
j ′ ,ts ) where dcor(y,
with · denoting the Euclidian norm.
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Finally, we repeat these steps and find an optimal λ that minimizes
[ℓ] .
Simulation
We conducted a number of simulation studies to evaluate the finite sample performance of the proposed methods under various scenarios. The data are generated from the following nonlinear regression model: 
with three basis matrices B = (b 1 , b 2 ) to represent different sparsity structures: for Case 2 and 3.
Dimension Reduction Performance
We compare two versions of PLR to the existing methods. For the con- of y i , and C = 1. It is empirically shown that the performance of PSVM is not overly sensitive to the choices of either h or C [7] , and hence PLR will not as well. We set the number of slices to be 10 for both SIR and PSIR. PPLR is tuned as described in Section 3.3. PSIR is tuned based on a BIC criterion as suggested by (author?) [11] . For SPLS, we tried several different values of 220 tuning parameters and reported the best result in each case.
As a performance measure, we compute the distance between the true and estimated S Y |X in terms of the following criterion:
where of penalization becomes negligible. In practice, we are not aware of the true sparsity of B and, hence, PPLR would be a safer choice because the tuning procedure automatically takes into account the unknown sparsity structure.
Structural Dimension Estimation
We also check the performance of the proposed procedure for structural 240 dimension estimation developed in 2.4. As a comparison, the sequential χ 2 -test
[2] is applied for SIR. 83%  77%  5%  83%  81%  6%  73%  74%  30  18%  74%  73%  4%  73%  77%  7%  70%  43%  10  94%  93%  91%  17%  86%  87%  21%  82%  85%  f 2  20  50%  81%  79%  6%  79%  77%  11%  74%  77%  30  22%  79%  76%  2%  71%  71%  3%  70%  67%  10  95%  90%  82%  68%  98%  97%  81%  100%  100%  f 3  20  52%  84%  75%  21%  93%  92%  21%  96%  97%  30  20%  70%  74%  7%  89%  77%  3%  89%  83%   Table 2 : Empirical probabilities (in percentage) of correctly estimating true d based on 100 independent repetitions: The proposed procedure shows promising performance in estimating structural dimension.
Variable Selection Performance in Sparse SDR
In order to evaluate the variable selection performance of the three methods for sparse SDR, we consider three measures as follows: the number of nonzero elements in the basis which are correctly estimated as nonzero (denoted by "CNZ"), the number of zero elements of the basis which are incorrectly set to nonzero (denoted by "INZ"), and the frequency of recovering the correct sparsity structure of basis (denoted by "C"). Table 3 : In Case3, variable selection performance of the methods for sparse SDR are compared over 100 independent repetitions. 'CNZ' denotes the number of nonzero elements of the basis which are correctly estimated as nonzero; 'INZ' denotes the number of zero elements of the basis which are incorrectly set to nonzero; and 'C' denotes the frequency of recovering the correct sparsity structure of basis. PPLR outperforms all others.
Real Data Analysis
In order to carefully evaluate the proposed method on real data, we apply our method to Pyrimidines dataset which was collected to understand the and the goal of the study is to find relation between the biological activity and the aforementioned properties. Details of the Pyrimidines data can be found in (author?) [27] .
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We apply both PLR and PPLR to the Pyrimidines data. All tuning parameters including λ, C, and H are set in the same manner as described in Section 4. Structural dimension d is estimated as described in Section 2.4.
To be more precise, we first tune ρ in (7) which is selected as .00068 for PLR and .01081
for PPLR. Figure 2 depicts the BIC-type values in (7) 
Discussion
In this paper, we propose PLR as an efficient tool for SDR. Its estimation as well as asymptotic analysis are straightforward due to the similarity to the conventional logistic regression. We then further develop its penalized version 310 for sparse SDR. The max-SCAD penalized PLR adaptively takes into account the unknown sparsity structure of the basis of the central subspace and presents dramatic improvement when the true signal is indeed sparse.
A distinguished feature of PSVM which motivates PLR is that it can be readily extended to the nonlinear SDR by employing the kernel trick. This leads us to develop the kernel PLR by simply replacing loss function. However, the penalized version is not straightforward due to the use of kernels that map predictors to an infinite feature space.
In this article, we assume that p can be large but fixed. We assume the following regularity conditions.
405
(A) Σ = var(X) is nonsingular.
(B) Z i are independent and identically distributed with probability density f Z . f Z is identifiable and has a common support, and a unique solution θ 0 exists that satisfies
The regularity conditions are rather standard in the context of M-estimation.
See, for example, (author?) [19] .
Appendix A.2. Proof of Theorem 1
Assume that E(X) = 0 without loss of generality, then, the objective func-
.
We have that
The inequality holds since the logistic loss function is convex, and the last equality is true under (1). Thus, the (possibly non-unique) minimum of (Appendix A.2)
Supposeβ / ∈ S Y |X is a minimizer of (Appendix A.2), then, Var(β ⊤ X|B ⊤ X) > 0 by (Appendix A.1) and
Therefore,β cannot be the minimizer of Λ(α, β). (b) -asymptotic normality
Notice that θ 0 is a unique solution of
We remark that i) A mapping θ → m θ (Z) is continuously differentiable for every Z.
iii) there exists a constant A > 0 such that
by the condition (D). 
where ⊗ denotes the Kronecker product operator. Let T u,v ∈ R uv×uv denote a commutation matrix that satisfies T u,v vec(A) = vec(A ⊤ ) for a matrix A ∈ R u×v . It is known that the commutation matrix T has the following properties:
Finally the desired result is then followed by Central Limit Theorem with covariance matrix Σ M as follows:
where I p denotes the p-dimensional identity matrix. 
where U is a p × d matrix with columns that are eigenvectors of M 0 corresponding to its nonzero eigenvalues, and D is a d×d diagonal matrix with the nonzero eigenvalues as diagonal elements.
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Appendix A.5. Proof of Theorem 4
In order to prove Theorem 4, we first introduce two lemmas. Proof of Lemma 1. Let δ n = n −1/2 + a n . We show that for arbitrary given ǫ > 0 a constant C 1 > 0 exists such that
Now we have that Note that D 12 , which is always positive, dominates all other terms, hence, the desired result follows by letting C 1 = E = ( h k=1 e k 2 ) 1/2 sufficiently large. Note that E 1 = O p (n −1/2 ) and E 2 can be decomposed as By the assumptions that n −1/2 λ n → 0 and lim inf n→∞ lim inf θ→0+ p ′ λn (θ)/λ n > 0, the first term dominates the second term and the desired result follows.
Proof of Theorem 4
Notice for the SCAD penalty that a n = 0 and b n = 0 when λ n < a −1 max 1≤j≤p max 1≤k≤h |β 0 jk |. By Lemma 1, a √ n-consistent local minimizerΩ of Q(Ω) exists. By Lemma 2, Ω = (Ω ⊤ + , 0 (p−q)×h ) ⊤ with probability tending to one, which proves part (a).
As a consequence, we are in effect minimizing
over Ω + with probability tending to one. This completes the proof of part (b).
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