Abstract. The main aim of this paper is to present some results related to asymptotic behavior of distribution functions of random variables of chi-square type χ 2 N = N i=1 X 2 i with degrees of freedom N , where N is a positive integer-valued random variable independent on all standard normally distributed random variables X i . Two ways for computing the distribution functions of chi-square type random variables with random degrees of freedom are considered. Moreover, some tables concerning considered distribution functions are demonstrated in Appendix.
Introduction
Let X 1 , X 2 , . . . , X n be n independent identically distributed (i.i.d.) random variables of standard normal law N (0, 1). The sum X n is defined by (we refer the reader to [2] and [3] .) It has long been known that in probability theory and statistics, the chisquare distribution of random variable χ 2 n (also chi-squared or χ 2 -distribution) is one of the most widely used theoretical probability distributions in inferential statistics, for instance in chi-square tests and in estimating variances. This distribution enters the problem of estimating the mean of a normally distributed population and the problem of estimating the slope of a regression line via its role in Student's t-distribution. Moreover, it also enters all analysis of variance problems via its role in the F -distribution, which is the distribution of the ratio of two independent chi-square random variables divided by their respective degrees of freedom (see [2] and [3] for more details).
During the last several decades the random-index approach has risen to become one of the most important tools available for investigating some problems of Applied Statistics (for a deeper discussion of this we refer the reader to [4] and [8] ).
The question arises as to what happens if the degrees of freedom n of a chi-square random variable χ 2 n shall be replayed by a positive integer-valued random variable N. The answer of above question is main aim of this paper. The applications of probability distributions of the random variable of chisquare type χ 2 N with random degrees of freedom N in some applied problems of statistics will be taken up in the next research results.
This paper is divided into five main sections. The second section deals with the asymptotic behaviors of distributions of chi-square random variable χ 
Main results
Throughout this paper, we denote by Z a random variable degenerated at point 1, and by ϕ Z (t) = e it its characteristic function.
From now on, the notation d − → will mean the convergence in distribution and P − → will denote the convergence in probability. 
We now return to some interesting results concerning to random variable χ
Nn , if for the random variable χ 2 n with degrees of freedom n, the fixed number n will be replaced by the positive integer-valued random variables N n , n ≥ 1, independent of all X i ∼ N (0, 1), i = 1, 2, . . . , N n . The following theorems will be main results of this paper. 
Then, as n → ∞ we get 
Remark 3. (a) The condition (5) in Theorem 2.8 is Feller's condition (see [1] ).
(b) According to the results of paper [7] , we will be right in a conjecture: if random variables N n have asymptotic normal distribution function, then the χ 2 N n has asymptotic generate distribution function at point one.
Proofs
Proof of Theorem 2.1. It is easily seen that, the characteristic function of the χ 2 n is defined by
By letting n → ∞, we have ϕ χ 2 n n (t) → e it . It follows the proof of theorem.
Proof of Theorem 2.2.
Denote by g the generating function of N, and by ϕ the characteristic function of χ 2 n . According to proof of Theorem 2.1 we obtained
It completes the proof of theorem.
Proof of Theorem 2.3.
Under assumption of theorem, it is easily seen that the random variable N n has generating function g(
. Then, the char-
It follows the proof.
Proof of Theorem 2.4.
Obviously, from the assumption of theorem, we can check that the random variable N n has generating function g(t) = e
and the random variable X 2 k has characteristic function ϕ(t) =
By letting n → ∞, we obtain ϕ χ 2
N n λn
→ e it . This completes the proof.
Proof of Theorem 2.5. Put a n = E(N n ) and
It is easily seen that the generating function of random variable N n is g(t) = E(t N n ). Because of all random variables X k , k = 1, 2, . . . , n belong to standard normal law, the characteristic function of random variables X
. Then, the characteristic function ψ n of χ 2 N n a n will be given by
We have
It is easily seen that
Let us consider the continuous function h(x)
According to Lagrange's Theorem and (6), we can obtain
Thus, our task is to estimate
From this we deduce that
By virtue of the condition (2) and from results in (6), if n → ∞, we can get |ψ n (t) − e it | → 0. The proof is complete.
Proof of Theorem 2.6. Evidently, the generating function of random variables
n(t−1) and the characteristic function of random variables X
. Then, the characteristic function of random variable χ
.
In the proof of Theorem 2.1, we have
By letting n → ∞, we can conclude that
This finishes the proof.
Proof of Theorem 2.7. Obviously, the generating functions of random variables N n is g(t) = pnt 1−(1−pn)t and the characteristic function of random variables X
By letting n → ∞, we can assert that
The proof is straightforward.
Proof of Theorem 2.8. According to assumptions of theorem and from Theorem 2.1, we have
Because of the random variable Z is generated at point one, we conclude
Then, we can see that
Thus, the proof is complete 
, where
2 π , n = 2k + 1 and 
Proof. By virtue of formula of total probability and independence of N for all X i , i = 1, 2, . . ., we have
The proof is straightforward. According to above algorithm, by using Maple, we can get computations of distribution functions of random variable χ 2 N , where N is a positive integervalued random variable. The received results from algorithm will be given in Appendix.
An algorithm for computing of distribution function χ
From now we can show another way for approaching to distribution functions of χ 2 N by directly computing its density function. Here, we compute the density function of χ 2 N , where N be a random variable from negative binomial law, i.e.,
. .).
Let us consider the series
with convergent domain R. Let f k (x) be a density function of χ 2 k with k degrees of freedom (see (1) ). Then, by virtue of (7), it is easily seen that the random sum χ 2 N will have density function f (x), x ≥ 0, denoted by
Thus, we firstly must compute the series ϕ(x) in (8) . Let us consider the series
with following properties:
By virtue of two above properties and by using Maple, we can get the series φ n (x). For example
. . .
And we can demonstrate ϕ(x) through the series φ n (x). For example
The values of distribution function F (x) =
x 0 f (t)dt in some cases will be illustrated in Appendix. Table 2 . Distribution function of chi square-negative binomial with parameter (r = 1, p = 1/3). 
Density function is
f (x) = 0 if x ≤ 0 pqe −x(1−q 2 )/2 Φ(q √ x) + pe −x/2 √ 2πx if x > 0
