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 論文内.容要旨
序
 オペラント条件づけ実験において,生起する行動を理解するために,行動の生起する回数,反
 応間隔暗闇(IRT)の分布および平均値,成功率(=強化回数/総反応回数)などの1次統計
 量を用いて分析した報告は多く見られるが,行動の生起する順序に注目し,系列相関係数,従属
 度などの高次統計量を用いて行動を定量的に明らかにした報告は見当たらない。そこで,この点
 を明らかにするために,本研究は家兎を用い,渇きを動因とした低率差別強化(DRL)学習実験
 を行い,そのてこ押し行動を成功率などによる分析の他,事象系列の従属性を定量的に表すこと
 のできる従属度なる統計量を用いて分析し,学習習得過程のてこ押しパターンを検討した。
方法
 年羽の白色雄性家兎を用いた。約10日間水を制限することにより,体重を水および餌の自由摂
 取時の80～85%に減らした。実験は隔日に行し),1日1回40分を1セッションとした。餌は
 自由に摂取させたが,水は非実験日のみ体重を一定に維持させるため150～250m1を与えた。
 スキナ一箱に慣らすためのマガジントレーニングおよび1回のてこ押しで1回の強化が得られる
 連続強化学習に続き,1度てこを押してから10秒以上経過しててこを押した時のみ強化を受ける
 DRL10秒の学習実験を行った。強化には0.35mlの水を用いた。1セッションの成功率がほぼ一
 定になったところで学習の完成とみなし実験を打ち切った。DRL学習時のIRTおよび成功(強
 化),失敗(無強化)の2値系列を対象にセッション毎に分布,平均値,系列相関係数,従属度
 およびマルコフ性の次数を求めた。
結果
 IRTの分布は5羽とも学習の進行につれ10秒付近と1秒付近の2箇所でピークをなす2峰性
 を示した。成功率は学習の進行とともに上昇し,60%前後でほぼ一定となったが,上昇のパター
 ンは徐々に上昇するもの,6～7セッションで急に上昇するものなどがあった。IRTの平均値は
 学習の進行とともに上昇傾向で10秒前後になり,その変動傾向はそれぞれの成功率の傾向に似て研
 いた。分散は学習の進行とともに小さくなる傾向を示した。成勢のみ(S)の平均値は10秒へ減
 少傾向で近づき,失敗のみ(F)の平均値は10秒へわずかながら増加傾向を示した。直前のてこ
 押しによる次のIRTへの影響を調べるために成功の後の成功(S→S),失敗の後の成功(F→
 S),成功の後の失敗(S→F),失敗の後の失敗(F→F)の4通りの場合に分けてIRTの
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 平均値を求めた。その結果S→Sの平均値は10秒へ減少傾向で近づいているが、F→Sの平均値
 は,同じく10秒へ減少傾向で近づくものの,S→Sの平均値の場合より高くなっていた。S→F
 の平均値は,10秒へ増加傾向で近づいているが,F→Fの平均値は約5秒と短く,しかも増加,
 .漁
 減少等の傾向はほとんどみられず,S→Fの平均値とは異なった傾向を示した。また,2つ前ま
 での事象を考慮して成功,成功の後の成功(S→S→S)の平均値から失敗,失敗の後の失敗
 (F→F→F)の平均値までの8通りの場合における平均値を求めたが,前回と前々回のてこ押
 しの結果による次のIRTへの影響は明らかではなかった。IRT系列および成功,失敗の2値系
 列の系列相関係数は,ρ1,ρ2ともに有意(α'=0.05)であったが,ρ3～ρ10については値が
 小さく相関はほとんどなかった。成功,失敗の2値系列の従属度の値は成功率が高いセッション
 は従属度の値も高く,成功率が低いセッションは従属度の値も低いという傾向であった。しかし
 完全に対応はしていなかった。マルコフ性の次数のセッションに対する傾向は従属度の値の傾向
 とほぼ同じで,従属度の値の上昇につれて次数も1～3になった。
考察
 成功,失敗の2値系列の従属度の結果から,てこ押し系列には1～3重のマルコフ性が存在す
 ることが定量的に明らかになった。このことは,ある時点でてこ押しが1つ以上前のてこ押しの
 影響を受けていることを示している。S→SからF→Fまでの4通りの場合のIRTの平均値の分
 析から,S→Sの場合のIRTは学習の進行とともに最小強化IRT(10秒)に近づき,成功する
 効率が良くなっていることが明らかになり、F→SはS→Sの場合より長くなっており失敗の後
 は長めに時間をおいててこを押していることが推察できた。S→Fの場合のIRTは学習の進行
 とともに10秒に近づくのが,F→FのIRTは短く学習の進行とは無関係であった。以上の結果
 からDRL学習実験において,ある行動は1つ以上前の行動に依存していることが明らかとなり,
 生起する行動を理解するには1次統計量だけでなく従属度などの高次統計量を適用することが有
 用であると考える。
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 審査結果の要旨
 学習実験の学習習得過程の評価には,これまで多くの場合,行動の生起する回数,反応間隔時
 間(IRT)の平均値および分布,成功率(=強化回数/総反応回数)などの1次統計量が用い
 られてきた。一方,行動の生起する順序に着目し,IRTに1次のマルコフ性(従属性)がある
 ことを示した報告もあるが,マルコフ性の度合について定量的には示されておらず,2次以上の
 マルコフ性の有無についても明らかにされていない。本研究ではこの点を明らかにするために,
 家兎を用い,渇きを動因とした低率差別強化(DRL)学習実験を行い,そのてこ押し行動を成
 功率などによる分析の他,事象系列の2次以上のマルコフ性についても定量的に表すことのでき
 る従属度なる高次統計量を用いて分析し,検討した。
 DRL10秒学習時の成功(強化),失敗(無強化)の2値系列を対象にセッション毎に従属度
 およびマルコフ性の次数を求めた結果,成功率が高いセッションは従属度の値も高く,成功率が
 低いセッションは従属度の値も低いという傾向を示した。マルコフ性の次数のセッションに対す
 る傾向は従属度の値の傾向とほぼ同じで,従属度の値の上昇につれて次数も1～3を示した。す
 なわち,て乙押し系列には1～3重のマルコフ性が存在することが定量的に明らかになり,この
 ことは,ある時点のてこ押しが1つ以上前のてこ押しの結果による影響を受けていることを示し
 ている。
 さらに,直前のてこ押しの結果による次のIRTへの影響を調べるために成功の後の成功(S
 →S),失敗の後の成功(F→S),成功の後の失敗(S→F)失敗の後の失敗(F→F)の4通
 りの場合に分けてIRTの'平均値を求めた結果,S→Sの場合IRTは学習の進行とともに最小強
 化IRT(10秒)に近づき,成功する効率が良くなっていることが明らかになり,F→SはS→S
 の場合より長くなっており失敗の後は長めに時間をおいててこを押していることが推察できた。
 S→Fの場合のIRTは学習の進行とともに10秒に近づくが,F→FのIRTは短く学習の進行と
 は無関係であった。以上の結果から,本論文は,DRL学習実験におけるある行動は1つ以上
 前の行動に依存していることを定量的に明らかにしており,生起する行動をより深く理解するに
 は行動の生起する順序に着目し,1次統計量だけでなく従属度などの高次統計量を適用すること
 が有用であることを示している。よって,本論文は学位授与に値するものと認められる。
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