It is well-known that any point in a convex polyhedron P can be written as the sum of a convex combination of extreme points of P and a non-negative linear combination of extreme rays of P. Grotschel, LovBsz, and Schrijver gave a polynomial algorithm based on the ellipsoidal method to find such a representation for any x in P when P is bounded.
It is well-known that any point in a convex polyhedron P can be written as the sum of a convex combination of extreme points of P and a non-negative linear combination of extreme rays of P. Grotschel , LovBsz, and Schrijver gave a polynomial algorithm based on the ellipsoidal method to find such a representation for any x in P when P is bounded.
Here we show that their algorithm can be modified and implemented in polynomial time using the projection method or a simplex-type algorithm : in n(2n + 1) simplex pivots, where n is the dimension of x . Extension to the unbounded case is immediate.
The decomposition theorem of Minkowskii, Motzkin, and Goldman [6] states that a polyhedron P = {x E P"'2: Ax S b} can be written as P = K + R , where K is the convex hull of the extreme points (vertices) of P and R is the cone generated by the extreme rays of P (recession cone). In other words, x E P if and only if where the xi's are (among) the extreme points of P and the 4''s are (among) the extreme rays of P . Often, one is interested in determining an explicit representation of a given x in P . By the CarathCodory theorem there is at least one such representation with p 5 n + 1 and s 6 n. In their seminal work Grotschel, LovBsz, and Schrijver [7, 8] , among other things, give a polynomial algorithm to find such a representation for a given x in a polyhedron P which is bounded, i.e., has R = (0). They work with a full dimensional polytope and use a separation algorithm as a subroutine to find facets of the polytope. They solve n LP's with the ellipsoidal algorithm. Thus their algorithm needs n calls to the ellipsoidal algorithm, and n calls to separation subroutine assuming an explicit representation of P as the solution set of a system of linear inequalities.
The ellipsoidal algorithm performs O(n4T) elementary operations, where T is the size of the input. They do not need an explicit description of P as a system of inequalities.
However, then they need to call the separation routine O ( n log T ) times, to replace simple ratio tests. In this article we give a modification of the Grotschel-LovBsz-Schrijver algorithm for a polyhedron explicitly represented as the solution set of a linear inequality system.
In particular, we avoid the separation algorithm and solve each LP with n simplex pivots by an algorithm which we call VERTEX. We also extend the algorithm to the case when P is unbounded and to the case when P has no vertex. In other words, we prove the following theorem.
in at most n(2n + 1) simplex pivots.
THEOREM: For any x E P , one can find a representation (1) with s i n, p i n + 1 Clearly, the decomposition theorem follows from the above theorem. The article is organized as follows. We first review the necessary concepts from polyhedral theory and present the algorithm VERTEX. We then successively prove the theorem for a polytope, for an unbounded polyhedron with a vertex, and for a polyhedron with no vertex. We use the following notation. Greek symbols denote scalars. Lower-case Roman letters (except t and t j , which are scalars) represent vectors. All vectors are column vectors, except ai, c, cJ, w, and e , which are row vectors. z j , w j , and b, denote the jth component of the corresponding vector. U , denotes the n x n unit matrix.
PRELIMINARIES
Given an m x n matrix A and an m-vector b, we obtain a polyhedron P in 9l" as (2) the solution set of Ax C b or, equivalently,
We assume that A does not contain any zero rows. For any subset X of P , let
be its equality set. By definition I ( X ) is maximal. Hence for i E I ( X ) , there exists an
The rank of a subset X C P is defined by
where the right side denotes the linear rank. [When I ( X ) = 0, we set r ( X ) to zero.] x E P is a vertex (extreme point) of P if and only if
(Our terminology is a bit unconventional. For details see [1,2].) A polyhedron P is full dimensional if and only if r ( P ) = 0. The faces of P are the empty set 0, P itself, and all solution sets of systems obtained from (2) by replacing some of the inequalities with equalities. 0 and P are improper, while all others are proper faces of P . Thus each face % of P , with the possible exception of 0, can be specified as
for some subset J of I . The mapping J + 9 ( J ) may in general be many to one. Clearly, %(0) = P and I(0) = I . P is full dimensional if and only if I ( P ) = 0. I ( % )
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is the maximal J satisfying (6). By restricting our attention to I ( 9 ) ' s we have a oneto-one correspondence between 8 and I @ ) . One can define the dimension of a face 8 as (7) A maximal proper face, i.e., a facet, has dimension dim P -1. Clearly P is full dimensional if and only if dim P = n.
The following is an elementary but very useful result.
LEMMA: Let 9 be a face of P and let
;€I(%)
Then X solves
if and only if
, by definition of I ( % ) and 8 , i.e., (3) and (6), there exists i E I ( $ ) such that US, < bi. This together with (8) implies that cy < a. Thus the maximizers of (9) are precisely the members of 8.
REMARK:
The following corollary is widely used in combinatorial optimization to aid in characterizing the extreme points of certain polyhedra, such as those that arise in matching theory and matroid theory. Since each extreme point is a face, we have the following corollary.
COROLLARY: For every extreme point n of P, there exists at least one objective function cx (in fact, infinitely many) such that X is the unique maximizer of (9).
If I ( 8 ) = 0 then by convention c = 0 in (8).
THE ALGORITHM VERTEX
The key to our approach is the following algorithm.
Input: Assumptions: Output: a vertex x* of P with cx* Complexity: n simplex iterations.
P has a vertex and max {cx: x E P ) < cf.
Procedure and Justification
We will modify the algorithm in (1988) sponding update of (c,O), and extra row of ir (we will omit the transposition symbols),
representing the current values of z = ( x , s ) . We will not transform the right-hand side vector, but instead determine step size and new values of the vector z explicitly by viewing the simplex method as a feasible direction algorithm. The algorithm will maintain the invariants : k E S f l N implies zk = 0, k E S fl B, zk 2 0.
Given X E P , clearly S = b -A i 2 0 is such that Z = ( i , S ) is feasible for P ' .
Let A ' together with W = (c, 0) and Z be the initial tableau, with B = S. It is easy to see that once a basis B of A' with IS f l NI = n (F fl N = 0) is obtained, then the current i = (X,S) is a vertex of P' and X is a vertex of P. (Simply, the variables in S fl N define n linearly independent hyperplanes passing through i.) So long as (S f l N( < n, we can choose a k E F fl N. If ii& > 0 ( w k < 0 ) , we increase (decrease) z k as much as possible while keeping the variables in S fl B non-negative; the one of these variables thereby reduced to zero (ties broken arbitrarily) replaces variable z k in N. To determine this variable we need to perform a ratio test involving only the variables in S n B. Note that the result of this ratio test must be finite, otherwise the LP would be unbounded. If W k = 0, we can either increase or decrease z p . At least one of these two feasible directions must have a finite step size, since we are assuming that P has a vertex (and thus contains no full line). Since we are restricting incoming variables to F fl N, and the ratio test to S fl B, every pivot will interchange a nonbasic free variable with a basic slack variable. Thus the algorithm will either deliver a vertex x* of P with cx* 2 c i in exactly n pivots, or else discover a direction vector d such that the line i + rd, r E 3, lies in P ' , thus demonstrating that P' (and hence P ) has no vertex. The direction vector d for variable k E F fl N is a rearrangement of u ( -ar, uqT, where si is the k'th column of the current update of A ' , u is the k'th column of the unit matrix U,,, and u is set to + 1 ( -1) to increase (decrease) z k .
Then the ratio test is
where uJ is the j'th column of the unit matrix U,,,. 
2.
3.
4.
The existence of such an x* is guaranteed by the fundamental theorem of linear programming under the given assumptions.
The idea of finding an extreme point solution from a feasible solution is well known, and treated in textbooks, e.g., [5, 11] .
The idea of using the simplex method for this purpose goes back to Dantzig [5, p.113, problems 22,231, and Charnes, Cooper, and Raik [4] .
The technique of going to an extreme point from a near-optimal or interior point has been used recently in the ellipsoidal algorithm [ 11, the projective algorithm [9] , and others [ 10,121.
The algorithm VERTEX can be replaced with the projection method. The projection method [ 13, 3] generates a finite sequence of points xJ E P , which determine expanding subsets Jj = I(xJ) of I and contracting faces %(J,) of P . The method starts with some xo E P , possibly an interior point. At thej'th step, if XJ is not already an extreme point, the method determines the direction dj of the orthogonal projection of where tJ 0 is determined by a simple ratio test. Thus at each iteration the cardinality of J J , more importantly r(xJ), increases at least by 1. Hence the algorithm reaches an extreme point in at most n iterations. It may happen that some dJ is the zero vector, due to the fact that the current nonextreme xJ might be optimal (which can happen almost every time in our main algorithm in the next section). Let Q be the projection matrix at xJ. Then dJ = Q cT = 0 implies that the whole face 9 ( J J ) is optimal for the LP. In particular, for any u E a", Qu, if nonzero, is a feasible direction of S(JJ) on which cx is constant, since cQu = (Qc')'(Qu) = 0. We can choose u as any uk, the usual unit vector such that Quk, the kth column of Q , is nonzero. Note that JJ and r(xJ) may increase by more than 1 per iteration; however, the computational cost of updating Q in this case is the same as with the equivalent application of rank-one updates.
6.
The algorithm VERTEX can be used to check whether P has any extreme point. Given f E P, just take c = 0 and apply the algorithm VERTEX. P has no extreme point if and only if the recession cone R = {x: Ax 5 0) of P contains a line. Thus the algorithm will either deliver a vertex x* of P or produce a direction vector d for which the ratio test fails. Note that for each such vector d, the components of d on S are zero: They are zero on S f l B because the ratio test fails and they are zero on S fl N by definition. Hence the descriptions with respect to x and z are equivalent. Clearly d will be in the recession cone R [in fact, in the lineality space L = R fl ( -R ) ] .
THE MAIN ALGORITHM
We first study the case of bounded P. We construct sequences xo,x1,2, . . . ,xk of vertices, yo,y1,y2, . . . , yk, of points, and 90,91,92, . . . , 9 k r of faces of P so that 9j 3 9 j + l , andxi, yJ E g j , 9j = $(Z(y')). Given X, the point to be represented as in (l), let yo = X, Bo = 9(Z(yo)), and let xo be the outcome of the algorithm VERTEX with input X and c = Z{ak: k E [(yo)}.
We claim that xo E 9 ' . This is certainly true for any c if the projection method is used to find the vertex xo as explained in Remark 5 above. For VERTEX, it follows from the proposition presented below.
Assume thatx',y', 9', Zi = Z (Si) are defined for i d j . Ify' = xi then stop; otherwise determine yJ+l by extending the line segment [xi, f] through yJ until the boundary of P is met; i.e., yj+l = X J + t j + l (y' -x').
(12)
Clearly tj + > 0 and its value can be determined by a simple ratio test, namely,
Note that, because of the property 9 ' = 9 ( Z ( y J ) ) , assumption P is bounded. Let > 1 and it is finite, since by
i.e., the (nonempty) set of additional inequalities defining P which are satisfied as equality at y'+ I . Let Since r ( 9 J ) increases at least by 1 at each iteration, the process stops in at most n The required representation (1) of X can now be obtained as follows. Let us rewrite iterations. Hence for somep S n, yp = xp, and we are done. 
I.e.,
y ' E co (4"+ I,xj), 0 s j < p.
Since y p = x p , by induction we have
In particular,
XP).

Akgul: Algorithmic Proof
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It is easy to show by induction that a specific set of convex "weights" for (23), i.e., coefficients aj in the desired representation (I), This completes the proof of the theorem for the bounded case.
THE UNBOUNDED CASE
The recession cone R of P can be written as R = {x: Ax S 0). Clearly 0 ER. For ease in presentation we first study the case where 0 is the only solution of Ax = 0, i.e., where the lineality space L of P consists of 0. This condition is satisfied if and only if P has a vertex. We want to find a hyperplane H such that H n R = p is a polytope whose extreme points are in 1-1 correspondence with the extreme rays of R.
Under the hypothesis that P has a vertex, every nonzero element of R will satisfy at least one inequality as a strict inequality. Let e be the (row) vector of ones. Then for any x + 0 in R, we have eAx < 0.
(26)
e A x = -1.
By normalizing (26), we may take H as Thus, R is generated by
i.e., R = cone(P), and extreme points of p are in 1-1 cg-respondence with extreme rays of R (see, e.g., [ll] ). Geometrically, it is clear that P is bounded. For completeness, let us show that is bounded. Let x € p and r = Ax. Then r S 0 , e r = -1, implying that -1 G IT; S 0, t l i ; hence r is bounded. The assumption that P has a vertex implies that r ( A ) = n. Since the system IT = Ax has a unique solution for a given IT, for any full-rank square submatrix B of A we have r E = Bx. Then x = B-'rE and it follows that x, hence If P is unbounded, then during the determination of ti + in (1 2), for some first j , we may end up with is bounded. where, as before, K is the convex hull of the extreme points of P . Since 2 E R ,
Since p is a polytope, the main algorithm can be applied to d-and to obtain Note that dim When the lineality space L of P has positive dimension, P has no vertex. Then one can decompose P as = n -1 implying s S n -1.
where K + R is the decomposition of the polyhedron Pf = P n L', and L ' is the orthogonal complement of L. We can rewrite (1) as (37) where E = dTio/dTd and X + E P.
and store (7, v) as one term entering into the summation in (38). Now we can add drx = 0 to the linear inequalities of P, defining a polyhedron P' , and then apply VERTEX to P' with x+ as input. Equivalently, we can continue with the current tableau by adding one row corresponding to drx = 0. If d is encountered during an attempt to pivot on the kth variable, then we can just declare k as a basic variable and perform one pivot on the kth element of d to obtain a tableau for the new P'. Recall that for such a vector d, the components of d on S are zero. Note also the cardinality of F n N decreases by one. Clearly we can encounter such d vectors dim L times.
At the conclusion of the first call to the (modified) algorithm VERTEX, we will have P' = P+ , a vertex .
I
? of P + , and a decomposition of X as
with v E L , v = C ykvk, all vk E L, y 3 0, and x+ E P+ . By letting yo t x+ , we can continue with the main algorithm. Since (the new) yo and xo E P+ C L' all successive yJ and x3 will be in Pc . Then by previous arguments we obtain a representation of X+ , which together with (40) gives a representation of X.
Note that identification of vectors d E L is a part of the simplex method: When the ratio test fails we have a d E L . Update of a tableau by adding a row corresponding to d is roughly equivalent to one simplex pivot. Then one might think that we have additional dim L pivots to count. On the countrary, when we apply VERTEX to P+, it requires dim L less pivots. Hence the given upper bound is a very pessimistic one.
At first sight one might think that (38) is quite different than (1). Letting R ( X ) be the recession cone of the polyhedron X we have (41) R ( P ) = L + R ( P + ) = L + R. of (38) is actually C PjqJ of (I) , and the number of terms entering into (42) is zs n, for dim Let us summarize the algorithm for the most general case. Given X E P, a point to be represented as in (I) , call VERTEX with inputs X and c = C {at: k E I(:)}. If P has a vertex then the algorithm VERTEX will produce a vertex xo. If P has no vertex then the algorithm will recognize that fact, and by adding dim L equations of the form dTx = 0, d E L , will decompose X as in (40); i.e., it will produce v = 2 ykvk, x+, and a vertex xo of P+. In either case, the total work is essentially equivalent to n simplex pivots. Then the main algorithm takes over with inputs yo (X or x+), and (already computed) xo, and tries to find a representation of yo in the current polyhedron ( P or P'). If it does not encounter a recession direction d E R, then it will produce a decomposition of yo as in (24). This will require at most n calls to VERTEX. If, on the other hand, the algorithm encounters a recession direction d, then one has the representationsiven in (31)-(34). Then the main algorithm is called with input d-for the polytope P , and will produce the representation of (36) in at most ( n -dim L ) calls to VERTEX. Clearly, one can combine the above representations to yield the representation required in (1) or (38). Thus, one needs at most 2n + 1 calls to VER-TEX, SO that, in total, VERTEX performs at most n(2n + 1) simplex pivots. of (28) is G n -1.
