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CROSSED PRODUCTS BY FINITE GROUP ACTIONS WITH
THE ROKHLIN PROPERTY
HIROYUKI OSAKA AND N. CHRISTOPHER PHILLIPS
Abstract. We prove that a number of classes of separable unital C*-algebras
are closed under crossed products by finite group actions with the Rokhlin
property, including:
• AI algebras, AT algebras, and related classes characterized by direct limit
decompositions using semiprojective building blocks.
• Simple unital AH algebras with slow dimension growth and real rank
zero.
• C*-algebras with real rank zero or stable rank one.
• Simple C*-algebras for which the order on projections is determined by
traces.
• C*-algebras whose quotients all satisfy the Universal Coefficient Theo-
rem.
• C*-algebras with a unique tracial state.
Along the way, we give a systematic treatment of the derivation of direct limit
decompositions from local approximation conditions by homomorphic images
which are not necessarily injective.
0. Introduction
The purpose of this paper is to prove theorems of the following type. Let A be a
separable unital C*-algebra, let G be a finite group, and let α : G→ Aut(A) be an
action which has the Rokhlin property. (See Definition 3.1 below.) Suppose that A
belongs to a class of C*-algebras characterized by some structural property, such
as the AI algebras. Then C∗(G,A, α) belongs to the same class. The classes we
consider include:
• C*-algebras with various kinds of direct limit decompositions involving
semiprojective building blocks.
• Simple unital AH algebras with slow dimension growth and real rank zero.
• C*-algebras with real rank zero or stable rank one.
• Simple C*-algebras for which the order on projections is determined by
traces.
• C*-algebras A such that all quotients A/I satisfy the Universal Coefficient
Theorem.
• C*-algebras with a unique tracial state.
(For a complete list, see the statements of the theorems in Sections 3 and 4.) In
most of these classes, the C*-algebras need not be simple.
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The essential observation (except for the last item) is already in the proof of
Theorem 2.2 of [28]: the crossed product C∗(G,A, α) has a local approximation
property by C*-algebras stably isomorphic to homomorphic images of A. For some
of the classes we consider, this is already enough. For others, such as classes of
direct limits involving semiprojective building blocks, technical difficulties arise
because we must apparently allow arbitrary homomorphic images in the approx-
imation property. (Homomorphic images of semiprojective C*-algebras need not
be semiprojective.) We therefore present a systematic framework for proving that
a C*-algebra with a local approximation property by homomorphic images of a
suitable class of semiprojective C*-algebras can in fact be written as a direct limit
of algebras in the class. Our result is an analog of Lemma 15.2.2 of [21], where
the local approximation property uses injective homomorphic images. Results of
this kind for specific cases are already implicit in the literature; our contribution is
primarily to systematize the method.
We know of only three results like those above in the literature: for AF algebras
(Theorem 2.2 of [28]), for approximately divisible C*-algebras, and for D-absorbing
C*-algebras for appropriate D (both in Corollary 3.4 of [15]). (Some others, for
example involving the ideal and projection properties, will appear in [26]. Some of
them were proved before this paper was written, but do not use the ideas of this
paper.) It is surprising to us that Theorem 2.2 of [28] had not been proved long
ago, and even in [28] the much wider applicability of the argument was overlooked.
Our main applications will appear in [25], where we use results of the type
presented here to show that various actions of finite groups do not have the Rokhlin
property. (Indeed, the Rokhlin property is rather rare.) We present the results of
this paper separately for three reasons. First, the main ideas are somewhat different
from those in [25]. Second, some of the consequences, such as those involving the
Universal Coefficient Theorem and direct limits using infinite building blocks, have
no connection with [25]. Third, some of the results have other applications. See [30].
In Section 1, we introduce flexible classes of C*-algebras, and prove that if a
separable unital C*-algebra has local approximation by homomorphic images of
C*-algebras in a flexible class, then it is a direct limit of algebras in the class. The
algebras involved need not be simple. In Section 2, we prove that many of the
standard classes of semiprojective building blocks are flexible. The most compli-
cated case is the one dimensional noncommutative CW complexes of [12]. Sections
3 and 4 contain the proofs of the closure results under crossed products. They
are roughly divided into membership in various classes considered in the Elliott
program (Section 3) and more general properties such as stable rank (Section 4).
We take N to be {1, 2, . . .}.
1. Direct limits and local approximation
The purpose of this section is to give a uniform description of the local approx-
imation characterizations of the classes of direct limit algebras constructed using
some common families of semiprojective building blocks. We do not require our
direct limits to either be simple or have real rank zero, and we do not require the
maps in our direct systems or local approximations to be injective. The results are
known for various specific classes of building blocks.
Definition 1.1. Let C be a class of separable unital C*-algebras. Then C is finitely
saturated if the following closure conditions hold:
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(1) If A ∈ C and B ∼= A, then B ∈ C.
(2) If A1, A2, . . . , An ∈ C then
⊕n
k=1 Ak ∈ C.
(3) If A ∈ C and n ∈ N, then Mn(A) ∈ C.
(4) If A ∈ C and p ∈ A is a nonzero projection, then pAp ∈ C.
Moreover, the finite saturation of a class C is the smallest finitely saturated class
which contains C.
If one wants to deal with sets instead of classes, one should omit Condition (1).
Definition 1.2. Let C be a class of separable unital C*-algebras. We say that C
has approximate quotients if:
(1) For every A ∈ C and every ideal I ⊂ A, there is an increasing sequence
I0 ⊂ I1 ⊂ · · · of ideals in A such that
⋃∞
n=0 In = I, and such that for every
n the C*-algebra A/In is in the finite saturation of C.
We say that C is flexible if in addition:
(2) For every A ∈ C, every n ∈ N, and every nonzero projection p ∈ Mn(A),
the corner pMn(A)p is finitely generated, and is semiprojective in the sense
of Definition 14.1.3 of [21].
We would like to replace Condition (2) by the simpler requirement that all alge-
bras in C be semiprojective. However, we do not know whether corners in semipro-
jective algebras are necessarily semiprojective (although this is true for full corners,
by Proposition 2.27 of [2]).
The finite generation condition is technically important in our proofs, but we
do not know if it is really necessary. It is unfortunately not true that a corner
in a unital finitely generated C*-algebra is again finitely generated. Let X be the
Hilbert cube [0, 1]N, and let A = [K ⊗ C(X)]+. By Theorem 8 of [23], the algebra
K ⊗C(X) is generated by a single element, so A is finitely generated. However, A
has a corner isomorphic to C(X). If C(X) were generated by n elements, we would
have an injective map X → Cn.
The collection of all finite dimensional C*-algebras is finitely saturated and flex-
ible. Further examples will be given in Section 2.
Lemma 1.3. Let C be a class of separable unital C*-algebras. If C is flexible, then
its finite saturation is also flexible. If C satisfies either condition of Definition 1.2
separately, then so does its finite saturation.
Proof. We can obtain the finite saturation of C by first forming all finite matrix
algebras over all algebras in C, then forming all corners of the algebras we have so
far, then forming all finite direct sums of the resulting algebras, and finally closing
under the isomorphism relation.
It is easy to prove that these operations all preserve Condition (2) of Defini-
tion 1.2, using the following three facts: a finite direct sum of semiprojective C*-
algebras is semiprojective (Theorem 14.2.1 of [21]), a finite direct sum of finitely
generated C*-algebras is finitely generated (easy), and a corner in a finite direct
sum is a finite direct sum of corners in the summands.
Condition (1) of Definition 1.2 is obviously preserved under finite direct sums
and tensoring with Mn. We therefore need only show that it passes to corners.
Accordingly, let A be a separable unital C*-algebra satisfying Condition (1), let
p ∈ A be a nonzero projection, and let I ⊂ pAp be an ideal. Define J = AIA,
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which is an ideal in A. Note that
pJp = (pA)(pIp)(Ap) = (pAp)I(pAp) ⊂ I.
It follows that J ∩ pAp = pJp = I.
By hypothesis, there are ideals J0 ⊂ J1 ⊂ · · · in A such that
⋃∞
n=0 Jn = J and
such that A/Jn is in the finite saturation of C for all n. Define In = pJnp, which is
an ideal in pAp. Note that In = Jn ∩ pAp ⊂ J ∩ pAp = I. Also,⋃∞
n=0 In =
⋃∞
n=0 pJnp = p
(⋃∞
n=0 Jn
)
p = pJp = I.
Let pi : A→ A/Jn and κ : pAp → pAp/In be the quotient maps. We next claim
that pAp/In ∼= pi(p)(A/Jn)pi(p). Since Jn ∩ pAp = In, we have an obvious injective
map ϕ : pAp/In → A/Jn. For surjectivity, let x ∈ pi(p)(A/Jn)pi(p). Choose a ∈ A
such that pi(a) = x. Then a − pap ∈ Jn. So ϕ(κ(pap)) = pi(pap) = pi(a) = x. This
proves the claim.
Since pAp/In is a corner of A/Jn, and since A/Jn is in the finite saturation of C,
it follows that pAp/In is in the finite saturation of C. This completes the verification
that pAp satisfies Condition (1), and the proof of the lemma. 
Definition 1.4. Let C be a class of separable unital C*-algebras. A unital approx-
imate C-algebra is a C*-algebra A which is isomorphic to a direct limit lim
−→
An in
which each An is in the finite saturation of C and in which each homomorphism
ϕn : An → An+1 is unital (but not necessarily injective).
Definition 1.5. Let C be a class of separable unital C*-algebras. A unital local
C-algebra is a separable unital C*-algebra A such that for every finite set S ⊂ A
and every ε > 0, there is a C*-algebra B in the finite saturation of C and a unital
homomorphism ϕ : B → A (not necessarily injective) such that dist(a, ϕ(B)) < ε
for all a ∈ S. If one can always choose B ∈ C, rather than merely in its finite
saturation, we call A a unital strong local C-algebra
Several of the following closure properties will be needed later. Note that, if C
has approximate quotients (Definition 1.2), then the class of unital local C-algebras
is finitely saturated.
Lemma 1.6. Let C be a class of separable unital C*-algebras. Let L be the class
of unital local C-algebras. Then:
(1) If A1, A2, . . . , An ∈ L then
⊕n
k=1 Ak ∈ L.
(2) If A ∈ L and n ∈ N, then Mn(A) ∈ L.
(3) If A ∈ L and I is an ideal in A, then A/I ∈ L.
(4) If A is a unital strong local L-algebra, then A ∈ L.
Suppose, in addition, that C has approximate quotients (Definition 1.2). Then:
(5) If A ∈ L and p ∈ A is a nonzero projection, then pAp ∈ L.
(6) If A is a unital local L-algebra, then A ∈ L.
Proof. The first four parts are obvious.
For Part (5), without loss of generality C is finitely saturated. Let A ∈ L,
let p ∈ A be a nonzero projection, let S ⊂ pAp be finite, and let ε > 0. Set
M = supa∈S ‖a‖. Choose δ > 0 with
δ ≤ min
(
1,
ε
2M + 3
)
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and so small that whenever A is a unital C*-algebra, B ⊂ A is a subalgebra, and
p ∈ A is a projection such that dist(p,B) < δ, then there are a projection q ∈ B
and a unitary u ∈ A such that
(1) uqu∗ = p and ‖u− 1‖ <
ε
2M + 3
.
Write S = {a1, a2, . . . , an}. ChooseB0 ∈ C and a unital homomorphism ρ0 : B0 → A
such that there are x, c1, c2, . . . , cn ∈ B0 with ‖ρ0(x)−p‖ < δ and ‖ρ0(cj)−aj‖ < δ
for j = 1, 2, . . . , n. By the choice of δ, there are a projection q ∈ ρ0(B0) and a
unitary u ∈ A satisfying (1).
Since C has approximate quotients, there is an increasing sequence I0 ⊂ I1 ⊂ · · ·
of ideals in A such that
⋃∞
n=0 In = ker(ρ0), and such that for every n we have
A/In ∈ C. By semiprojectivity of C (see Definition 14.1.3 of [21]), there exists n
and a projection f ∈ B0/In whose image in A is q. Set B = B0/In, which is in C, let
pi : B0 → B be the quotient map, and let ρ : B → A be the unital homomorphism
such that ρ0 = ρ ◦ pi. Define ϕ : fBf → pAp by ϕ(b) = uρ(b)u
∗. Note that ϕ(b)
really is in pAp, because uρ(f)u∗ = uqu∗ = p. Set bj = fpi(cj)f for j = 1, 2, . . . , n.
Then
‖ϕ(bj)− aj‖ = ‖uqρ0(cj)qu
∗ − aj‖ = ‖puρ0(cj)u
∗p− aj‖ ≤ ‖uρ0(cj)u
∗ − aj‖
≤ 2‖u− 1‖ · ‖ρ0(cj)‖+ ‖ρ0(cj)− aj‖
< 2
(
ε
2M + 3
)
(M + δ) + δ ≤ 2
(
ε
2M + 3
)
(M + 1) +
ε
2M + 3
= ε.
This shows that pAp ∈ L.
For the last part, we now know that the hypotheses imply that L is finitely
saturated. Apply Part (4). 
Obviously, every unital approximate C-algebra is a unital local C-algebra. We
will prove that if C is flexible, then every local C-algebra is an approximate C-
algebra. This is related to, but not quite the same as, the results of Section 15.2
of [21]. The main difference is the issue of injectivity of the maps involved.
In a number of specific cases, this result is known, or is at least implicit in the
literature. For example, if C = {C, C([0, 1]), C(S1)} (see Example 2.3 below), it is
essentially Theorem 4.1.5 of [19]. There is a slight difference because the definition
of a circle algebra used there (Definition 2.3.1 of [19]) allows algebras such as the
continuous functions on the Cantor set. Lemma 4.1.2 of [19] implies that every
unital AT algebra as defined there is a unital local C-algebra in our sense.
Proposition 1.7. Let C be a flexible class of separable unital C*-algebras. Then
every unital local C-algebra (Definition 1.5) is a unital approximate C-algebra (Def-
inition 1.4).
Proof. By Lemma 1.3, without loss of generality we may assume C is finitely satu-
rated.
Let {x0, x1, . . .} ⊂ A be a countable dense set.
For the purposes of this proof, if A is a unital C*-algebra,G ⊂ A, and n ∈ N∪{0},
we define Sn(G) to be the set of all noncommuting polynomials in the elements x, x
∗
for x ∈ G, with coefficients in Z[2−n] + iZ[2−n] and of absolute value at most 2n.
Then Sn(G) ⊂ Sn+1(G). If G is finite, then so is Sn(G). Also, if G generates A,
then
⋃∞
n=0 Sn(G) is dense in A.
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We also need finite presentations of our algebras, in the sense of Definition 13.2.2
of [21]. We may always require finite generating sets to be bounded by 1. Thus,
following Definition 13.2.1 of [21], for a finite set G of generators we consider the
universal unital C*-algebra F freely generated by the family (zg)g∈G with ‖zg‖ ≤ 2
for each g ∈ G. (In [21], the algebra F is not required to be unital, but all our
C*-algebras are unital, so no harm is done by requiring it.) A set R of relations
is simply a subset of F such that, if I ⊂ F is the ideal generated by R, then
‖zg + I‖ ≤ 1 for all g ∈ G. The universal unital C*-algebra C
∗(G,R) is F/I.
By Lemma 2.2.5 of [12] (stated in a slightly different setup, but the difference
is unimportant), we may always take R to be finite. When G and R are finite, we
say that (G,R) is a finite presentation, and that C∗(G,R) is finitely presented. See
Definition 13.2.2 of [21].
We construct, by induction on n, unital C*-algebras Bn ∈ C given by finite pre-
sentations Bn ∼= C
∗(Gn, Rn), unital homomorphisms ψm,n : Bm → Bn for m ≤ n,
positive integers r(n), and unital homomorphisms βn : Bn → A, with the following
properties:
(1) ψm,n ◦ ψl,m = ψl,n for l ≤ m ≤ n.
(2)
∥∥βn◦ψm,n(b)−βn−1◦ψm,n−1(b)∥∥ < 2−n form ≤ n−1 and b ∈ Sr(n−1)(Gm).
(3) ‖ψn−1, n(b)‖ < ‖βn−1(b)‖+ 2
−n+1 for b ∈ Sr(n−1)(Gn−1).
(4) dist
(
xk, βn(Sr(n)(Gn))
)
< 2−n for 0 ≤ k ≤ n.
(5) dist
(
ψm,n(b), Sr(n)(Gn)
)
< 2−n for m < n and b ∈ Sr(n−1)(Gm).
(6) r(0) < r(1) < r(2) < · · ·
Suppose the objects above have been constructed. Let B = lim
−→
Bn, with homo-
morphisms ψn : Bn → B. If b ∈ Sr(n)(Gm) and n ≥ m, then k ≥ n implies∥∥βk+1 ◦ ψm, k+1(b)− βk ◦ ψm,k(b)∥∥ < 2−k−1
by Condition (2), so limk→∞ βk ◦ ψm,k(b) exists. Since
⋃
n≥m Sr(n)(Gm) is dense
in Bm, it follows that ϕm(b) = limk→∞ βk ◦ ψm,k(b) exists for all b ∈ Bm, and
defines a unital homomorphism ϕm : Bm → A such that b ∈ Sr(m)(Gm) implies
‖ϕm(b)− βm(b)‖ < 2
−m. Moreover, ϕn ◦ ψm,n = ϕm whenever m ≤ n, so we get a
homomorphism ϕ : B → A such that ϕ ◦ ψm = ϕm for all m.
We prove that ϕ is injective. It suffices to prove that if n ≥ m and b ∈
Sr(n−1)(Gm), then ‖ϕ ◦ ψm(b)‖ > ‖ψm(b)‖ − 2
−n+2. By Condition (5), there
is c ∈ Sr(n)(Gn) ⊂ Bn such that ‖ψm,n(b) − c‖ < 2
−n. We have seen that
‖ϕn(c) − βn(c)‖ < 2
−n. Therefore, using Condition (3) at the fourth step, we
get
‖ψm(b)‖ − ‖ϕ ◦ ψm(b)‖
= ‖ψn ◦ ψm,n(b)‖ − ‖ϕn ◦ ψm,n(b)‖
≤ ‖ψn(c)‖ − ‖ϕn(c)‖+ 2‖c− ψm,n(b)‖
≤ ‖ψn, n+1(c)‖ − ‖βn(c)‖+ ‖ϕn(c)− βn(c)‖ + 2‖c− ψm,n(b)‖
< 2−n + 2−n + 2 · 2−n = 2−n+2.
This completes the proof of injectivity.
For surjectivity, we prove that dist(xm, ϕ(B)) < 2
−n+1 for any n ≥ m. Use
Condition (4) to choose b ∈ Sr(n)(Gn) such that ‖βn(b)−xm‖ < 2
−n. Then ψn(b) ∈
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B and
‖ϕ(ψn(b))− xm‖ = ‖ϕn(b)− xm‖
≤ ‖ϕn(b)− βn(b)‖+ ‖βn(b)− xm‖ < 2
−n + 2−n = 2−n+1,
as desired.
It follows that A ∼= lim−→
Bn, and is thus a unital approximate C-algebra.
We now carry out the construction.
To start the induction, we use the hypothesis to find a C*-algebra B0 ∈ C and
a unital homomorphism β0 : B0 → A such that dist(x0, β0(B0)) < 1. Since C is
flexible, and using Lemma 2.2.5 of [12] as described above, the algebra B0 has a
finite presentation B0 ∼= C
∗(G0, R0). Since
⋃∞
r=0 Sr(G0) is dense in B0, there exists
r(0) such that dist
(
x0, β0
(
Sr(0)(G0)
))
< 1.
Now suppose all objects have been constructed through stage n of the induction.
Since Gn generates Bn, there is δ0 > 0 such that whenever D is a unital C*-
algebra and µ1, µ2 : Bn → D are unital homomorphisms such that ‖µ1(g)−µ2(g)‖ <
δ0 for all g ∈ Gn, then ‖µ1(b)− µ2(b)‖ < 2
−n for all b ∈
⋃
m≤n ψm,n
(
Sr(n)(Gm)
)
.
Using the notation in the discussion at the beginning of the proof, recall (Defini-
tion 13.2.2 of [21]) that a δ-representation of (Gn, Rn) in a C*-algebra D is family
(ag)g∈Gn in D such that ‖ag‖ ≤ 2 for all g ∈ Gn, and the homomorphism κ : F → D
such that κ(zg) = ag for all g ∈ Gn satisfies ‖κ(b)‖ ≤ δ for all b ∈ R. Since Bn ∈ C,
it is semiprojective, and Theorem 14.1.4 of [21] implies that the set Rn of relations is
stable. Therefore there exists δ1 > 0 such that for every δ1-representation (ag)g∈Gn
of (Gn, Rn) in a C*-algebra D, there is a representation (bg)g∈Gn of (Gn, Rn) in
D such that ‖bg − ag‖ <
1
2δ0 for all g ∈ Gn. Then use finiteness of Rn to choose
δ2 > 0 such that δ2 ≤ min
(
2−n−1, 12δ1, δ0
)
and so small that whenever (cg)g∈Gn is
a representation of the relations Rn in a C*-algebra D, and ‖cg − dg‖ < δ2 for all
g ∈ G, then (dg)g∈G is a
1
2δ1-representation of (Gn, Rn).
Define T = {x0, . . . , xn+1}∪βn(Gn), which is a finite subset of A. By hypothesis,
there exists a C*-algebra C ∈ C and a unital homomorphism γ : C → A such
that dist(x, γ(C)) < 12δ2 for all x ∈ T. For each g ∈ Gn choose cg ∈ C such
that ‖γ(cg) − βn(g)‖ <
1
2δ2. By choice of δ2, the elements γ(cg) define a
1
2δ1-
representation of (Gn, Rn). (Note that ‖γ(cg)‖ < ‖βn(g)‖ +
1
2δ2 ≤ 1 +
1
2δ2 < 2 for
g ∈ Gn.) Let κ : F → A be the associated homomorphism, so ‖κ(d)‖ ≤
1
2δ1 for all
d ∈ Rn.
By Condition (1) of Definition 1.2, there exists an increasing sequence I0 ⊂
I1 ⊂ · · · of ideals in C such that
⋃∞
l=0 Il = Ker(γ) and C/Il ∈ C for every l. Let
γ = γl ◦ pil be the factorization of γ through C/Il. Then there exists l0 such that
‖pil(cg)‖ < 2 for all l ≥ l0 and g ∈ Gn. Thus, for all l ≥ l0 there is a homomorphism
κl : F → C/Il such that κl(zg) = pil(cg) for g ∈ Gn, and γl ◦ κl = κ. Since Rn is
finite, we may choose l1 ≥ l0 so large that l ≥ l1 implies ‖κl(d)‖ ≤ ‖κ(d)‖+
1
2δ1 ≤ δ1
for all d ∈ Rn. Then κl is a δ1-representation of (Gn, Rn). By the choice of δ1, there
is therefore a homomorphism λ : Bn → C/Il1 such that ‖λ(g) − κl(zg)‖ <
1
2δ0 for
all g ∈ Gn. Then for g ∈ Gn, using κl1(zg) = pil1(cg), we have
‖γl1(λ(g))− βn(g)‖ ≤ ‖λ(g)− κl1(zg)‖+ ‖γ(cg)− βn(g)‖ <
1
2δ0 +
1
2δ2 ≤ δ0.
Now ‖γl1(λ(b)) − βn(b)‖ < 2
−n for all b ∈
⋃
m≤n ψm,n
(
Sr(n)(Gm)
)
by the choice
of δ0.
8 HIROYUKI OSAKA AND N. CHRISTOPHER PHILLIPS
For l ≥ l1, let µl be the quotient map µl : C/Il1 → C/Il. Then for every b ∈
Sr(n)(Gn), we have
lim
l→∞
‖µl(λ(b))‖ = ‖γl1(λ(b))‖ < ‖βn(b)‖+ 2
−n.
Therefore there exists l2 ≥ l1 such that ‖µl2(λ(b))‖ < ‖βn(b)‖ + 2
−n for all b ∈
Sr(n)(Gn).
We now define Bn+1 = C/Il2 , βn+1 = γl2 , and ψn, n+1 = µl2 ◦ λ. For m < n set
ψm,n+1 = ψn, n+1 ◦ ψm,n. Condition (1) is immediate. Condition (2) follows from
the equation γl1 ◦ λ = γl2 ◦ µl2 ◦ λ and the estimate, proved in slightly different
notation above, ‖γl1 ◦ λ ◦ ψm,n(b) − βn ◦ ψm,n(b)‖ < 2
−n for m ≤ n and b ∈
Sr(n)(Gm). Condition (3) has just been proved. Since Bn+1 ∈ C, there is a finite
presentation Bn+1 ∼= C
∗(Gn+1, Rn+1) in the sense of Definition 13.2.2 of [21]. Then⋃∞
r=0 Sr(Gn+1) is dense in Bn+1. For k ≤ n+ 1, we have
dist
(
xk, βn+1(Bn+1)
)
= dist(xk, γ(C)) < δ2 ≤ 2
−n−1,
so it is easy to choose r(n + 1) > r(n) and also so large that Conditions (4)
and (5) are satisfied. This completes the induction, and thus the proof of the
proposition. 
2. Examples of flexible classes
In this section, we prove that many of the popular classes of semiprojective
building blocks are flexible.
Example 2.1. Let C = {C}. Then C is flexible. The finite saturation of C consists
of all finite dimensional C*-algebras. The unital approximate C-algebras are exactly
the unital AF algebras.
Example 2.2. Let C = {C, C([0, 1])}. We claim that C is flexible.
We verify Condition (2) of Definition 1.2. Both C and C([0, 1]) are well known
to be finitely generated and semiprojective. Thus, for any k, the algebras Mk(C)
andMk(C([0, 1])) are finitely generated (easy) and semiprojective (Theorem 14.2.1
of [21]). Now suppose A ∈ C and p ∈ Mn(A) is a projection. Then there is k such
that pMn(A)p ∼=Mk(A), which we just dealt with.
Now we verify Condition (1) of Definition 1.2. For A = C this condition is trivial.
So let I ⊂ C([0, 1]) be an ideal. Write
I = {f ∈ C([0, 1]) : f |Y = 0}
for a closed set Y ⊂ [0, 1]. Since [0, 1] \ Y is the disjoint union of at most countably
many open intervals, we can write Y =
⋂∞
n=0 Yn for closed sets Y0 ⊃ Y1 ⊃ · · · such
that each [0, 1] \ Yn is a finite union of open intervals. Take
In = {f ∈ C([0, 1]) : f |Yn = 0}.
Then C([0, 1])/In ∼= C(Yn) is a finite direct sum of C*-algebras isomorphic to C or
C([0, 1]). This completes the proof that C is flexible.
The unital approximate C-algebras are the unital AI algebras. Since we have
seen several definitions of an AI algebra, we formally take this as the definition in
this paper.
Example 2.3. Let C = {C, C([0, 1]), C(S1)}. Then C is flexible by the same argu-
ment as in Example 2.2. The unital approximate C-algebras are the unital AT al-
gebras. Again, we take this as the definition of a unital AT algebra.
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Example 2.4. For n ∈ N, let Dn be the dimension drop interval,
Dn = {f ∈ C([0, 1], Mn) : f(0) and f(1) are scalars}.
Further set
Cn = {f ∈ C([0, 1], Mn) : f(0) is a scalar}.
Let
C = {C, C([0, 1])} ∪ {Cn, Dn : n ≥ 2}.
This collection satisfies Condition (2) of Definition 1.2 because it is contained in
the class of Example 2.8 below. The argument in Example 2.2 for Condition (1) of
Definition 1.2 applies directly, so C is flexible.
We define a unital AD algebra (“approximate dimension drop algebra”) to be a
unital approximate C-algebra.
One should note that the collection C in Example 2.4 would not be flexible
without the algebras Cn, since Condition (1) of Definition 1.2 would fail.
We now consider one dimensional noncommutative CW complexes. This class
requires some preliminary work. We recall Definition 2.4.1 of [12] (which is a special
case of Definition 11.2 of [27]):
Definition 2.5. A one dimensional noncommutative CW complex is a C*-algebra
A of the form
A =
{
(a, f) ∈ F0 ⊕ C([0, 1], F1) : f(0) = ϕ0(a) and f(1) = ϕ1(a)
}
,
where F0 and F1 are finite dimensional C*-algebras and ϕ0, ϕ1 : F0 → F1 are unital
homomorphisms.
Lemma 2.6. Let the notation be as in Definition 2.5. Write F1 =
⊕n
k=1Md(k),
and write (a, f) ∈ A as (a, f1, f2, . . . , fn) with fk ∈ C([0, 1], Md(k)). For each k, let
αj,k and βj,k, for 1 ≤ j ≤ r(k), satisfy
0 ≤ α1,k < β1,k < α2,k < β2,k < · · · < αr(k), k < βr(k), k ≤ 1.
Let J ⊂ A be the ideal consisting of all (a, f) ∈ A such that fk|[αj,k, βj,k] = 0 for
1 ≤ k ≤ n and 1 ≤ j ≤ r(k). Then A/J is a one dimensional noncommutative
CW complex of the form
A/J = {(b, g) ∈ G0 ⊕ C([0, 1], G1) : g(0) = ψ0(b) and g(1) = ψ1(b)},
with G0 and G1 finite dimensional and ψ0, ψ1 : G0 → G1 unital. Moreover, there is
an expression of this type such that if (a, f) ∈ A and (a, f) + J = (b, g), then
‖g‖ ≤ max
1≤k≤n
max
1≤j≤r(k)
∥∥fk|[αj,k, βj,k]∥∥.
Proof. Let pi : A→ A/J be the quotient map.
Define G
(k)
1 = M
r(k)
d(k) , the direct sum of r(k) copies of Md(k). Define G1 =⊕n
k=1G
(k)
1 . If α1,k = 0 set G
(0,k)
0 = M
r(k)−1
d(k) ; otherwise set G
(0,k)
0 = G
(k)
1 . Sim-
ilarly, set G
(1,k)
0 =M
r(k)−1
d(k) if βr(k), k = 1 and set G
(1,k)
0 = G
(k)
1 otherwise. Further
set
G0 = F0 ⊕
n⊕
k=1
(
G
(0,k)
0 ⊕G
(1,k)
0
)
.
Define ψ0,k : G0 → G
(k)
1 as follows. Let
x = (a, b0,1, b1,1, b0,2, b1,2, . . . , b0,n, b1,n) ∈ G0.
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Write ϕ0(a)k for the kth coordinate of ϕ0(a) ∈
⊕n
k=1Md(k). Then set
ψ0,k(x) =
{
(ϕ0(a)k, b0,k) α1,k = 0
b0,k α1,k > 0
and
ψ1,k(x) =
{
(b0,k, ϕ1(a)k) β1,k = 1
b0,k β1,k < 1.
Combine these in the obvious way to make unital homomorphisms ψ0, ψ1 : G0 →
G1. Set
B = {(b, g) ∈ G0 ⊕ C([0, 1], G1) : g(0) = ψ0(b) and g(1) = ψ1(b)}.
We show that A/J ∼= B. Define ρ0 : A→ G0 by
ρ0(a, f) = (a, b0,1, b1,1, b0,2, b1,2, . . . , b0,n, b1,n),
with
b0,k =
{ (
fk(αj,k)
)
2≤j≤r(k)
α1,k = 0(
fk(αj,k)
)
1≤j≤r(k)
α1,k > 0
and
b1,k =
{ (
fk(βj,k)
)
1≤j≤r(k)−1
β1,k = 1(
fk(βj,k)
)
1≤j≤r(k)
β1,k < 1.
For each j and k, choose an orientation preserving homeomorphism hj,k : [0, 1] →
[αj,k, βj,k]. Then define ρ1 : A→ C([0, 1], G1) by
ρ1(a, f) =
((
f1 ◦ hj,1
)
1≤j≤r(1)
,
(
f2 ◦ hj,2
)
1≤j≤r(2)
, . . . ,
(
fn ◦ hj,n
)
1≤j≤r(n)
)
,
and define ρ : A→ B by ρ(a, f) = (ρ0(a, f), ρ1(a, f)). One checks easily that ρ(a, f)
really is in B and that ρ(a, f) = 0 if and only if f ∈ J. It remains to show that ρ is
surjective. Let (b, g) ∈ B. Let a be the projection of b to the summand F0 of G0.
Let 1 ≤ k ≤ n. Set
Lk = {0, 1} ∪
r(k)⋃
j=1
[αj,k, βj,k].
We claim that there exists a unique function f
(0)
k ∈ C(Lk,Md(k)) such that f
(0)
k (0) =
ϕ0(a)k, f
(0)
k (1) = ϕ1(a)k, and the functions f
(0)
k ◦ hj,k are equal to the correspond-
ing components of g. This is immediate unless α1,k = 0 or βr(k),k = 1, in which
case f
(0)
k (0) or f
(0)
k (1) must satisfy two conditions. In these cases, however, the
requirements g(0) = ψ0(b) and g(1) = ψ1(b) ensure that the two conditions agree.
Now extend f
(0)
k to a continuous function fk ∈ C([0, 1],Md(k)), and observe that
(a, f1, f2, . . . , fn) ∈ A and satisfies ρ(a, f1, f2, . . . , fn) = (b, g). This completes the
proof, except for the norm estimate, which is clear from the construction. 
Lemma 2.7. Let A be a one dimensional noncommutative CW complex, and let
I be an ideal in A. Then there exists an increasing sequence I0 ⊂ I1 ⊂ · · · of ideals
in A such that
⋃∞
n=0 In = I, and such that for every n the C*-algebra A/In is a
one dimensional noncommutative CW complex.
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Proof. Let the notation be as in Definition 2.5. We claim that it suffices to consider
the case in which (ϕ0, ϕ1) : F0 → F1 ⊕ F1 is injective. If this map is not injective,
let L be its kernel, and write A = L ⊕ B where B is the one dimensional non-
commutative CW complex defined using F0/L and the induced maps F0/L → F1
in place of F0, ϕ0, and ϕ1. It suffices to consider the summands separately, so the
claim follows.
We first claim that, under the hypotheses of the lemma, and assuming the in-
jectivity condition of the previous paragraph, if x ∈ I then for every ε > 0 there
is an ideal J ⊂ I such that A/J is a one dimensional noncommutative CW com-
plex satisfying the injectivity condition of the previous paragraph and such that
‖x+ J‖ < ε. Write F1 =
⊕n
k=1Md(k), and write x = (a, f1, f2, . . . , fn) with a ∈ F0
and fk ∈ C([0, 1], Md(k)). Let
Uk =
{
t ∈ [0, 1] : ‖fk(t)‖ > 0
}
and Lk =
{
t ∈ [0, 1] : ‖fk(t)‖ ≥
1
2ε
}
.
Since Uk is a countable disjoint union of open intervals in [0, 1] (we include intervals
of the form [0, s) and (s, 1]), we may write Uk =
⋃∞
m=1 Vm,k, where each Vm,k is a
finite union of open intervals, the closures of which are contained in distinct intervals
in the expression of Uk as a disjoint union of open intervals. By compactness, one
of these sets, call it Wk, contains Lk. Let J0 be the ideal in A consisting of all
(b, g1, g2, . . . , gn) ∈ A such that gk|[0,1]\Wk = 0 for 1 ≤ k ≤ n. The sets [0, 1] \Wk
have the form in the hypotheses of Lemma 2.6, so A/J0 is a one dimensional
noncommutative CW complex of the form
A/J0 = {(b0, g) ∈ G0 ⊕ C([0, 1], G1) : g(0) = ψ0(b) and g(1) = ψ1(b)},
such that if we write x + J0 = (b, g), then ‖g‖ < ε. Set M = Ker(ψ0) ∩ Ker(ψ1).
Define a new one dimensional noncommutative CW complexB by replacingG0 with
G0/M, and making the obvious replacements for ψ0 and ψ1. The map G0/M →
G1 ⊕G1 they induce is injective. Thus, letting J be the kernel of A→ B, we have
‖x+ J‖ ≤ ‖g‖ < ε. This completes the proof of the claim.
Now we prove the lemma. Let (xn)n∈N be a sequence in I such that every tail
(xn)n≥N is dense. We apply the claim to I ⊂ A with x1 in place of x and with
ε = 1, obtaining an ideal I1 ⊂ I. Let pi1 : A → A/I1 be the quotient map. Now
apply the claim to I/I1 ⊂ A/I1 with pi1(x2) in place of x and with ε =
1
2 , obtaining
an ideal J2 ⊂ I/I1. Take I2 = pi
−1
1 (J2), and let pi2 : A → A/I2 be the quotient
map. Then apply the claim to I/I2 ⊂ A/I2 with pi2(x3) in place of x and with
ε = 13 , obtaining an ideal J3 ⊂ I/I2, and take I3 = pi
−1
2 (J3), etc. For every N,
every element of the dense sequence (xn)n≥N in I can be approximated within 1/N
by elements of
⋃∞
n=1 In, so that
⋃∞
n=1 In is dense in I. 
Example 2.8. Let C be the collection of all C*-algebras isomorphic to one dimen-
sional noncommutative CW complexes as in Definition 2.5. We claim that C is
flexible. One easily checks C is finitely saturated. Algebras in C are finitely gener-
ated by Lemma 2.4.3 of [12], and semiprojective by Theorem 6.2.2 of [12]. Thus,
Condition (2) of Definition 1.2 is satisfied. Condition (1) of Definition 1.2 follows
from Lemma 2.7.
Example 2.9. For d ∈ N, take Cd to be the collection of all C*-algebras C(X) for
X a compact metric space with covering dimension at most d. Then a separable
unital C*-algebra A is an AH algebra with no dimension growth if and only if it is
a unital approximate Cd-algebra for some d.
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The class Cd is not flexible. (For d = 0, it contains the algebra of continuous
functions on the Cantor set, which is not semiprojective.) Even if one restricts to
finite complexes, one will not get a flexible class for d ≥ 2.
Example 2.10. Let T be the Toeplitz algebra, the C*-algebra of the unilateral
shift. Then the class {C, C([0, 1]), C(S1), T } is flexible. The verification of Con-
dition (1) of Definition 1.2 for T reduces to that for C(S1). For Condition (2), let
p ∈Mn(T ) be a nonzero projection. Let pi : Mn(T )→Mn(C(S
1)) be the quotient
map. If pi(p) = 0, then pMn(T )p is finite dimensional, hence obviously finitely
generated and projective. Otherwise, there is a short exact sequence
0 −→ pKp −→ pMn(T )p −→ pi(p)Mn(C(S
1))pi(p) −→ 0.
Clearly pi(p) is full, so p is full. Now T is semiprojective by Corollary 2.22 of [2], so
Mn(T ) is semiprojective by Theorem 14.2.2 of [21], whence pMn(T )p is semiprojec-
tive by Proposition 2.27 of [2]. Moreover, pi(p)Mn(C(S
1))pi(p) is finitely generated
as in Example 2.3, and pKp ∼= K is finitely generated by Theorem 8 of [23], so
pMn(T )p is finitely generated.
We now consider examples using purely infinite simple C*-algebras. The follow-
ing lemma is useful. The conclusion can be improved to “singly generated”; see
Example (4) on page 138 of [22]. However, no proof is given there, and the version
here is easy to prove and suffices for our purposes.
Lemma 2.11. Every separable unital purely infinite simple C*-algebra is finitely
generated.
Proof. Let A be a separable unital purely infinite simple C*-algebra. Choose
nonzero projections p1, p2, p3 ∈ A such that p1 + p2 + p3 = 1. There exist mu-
tually orthogonal projections e1, e2, . . . ≤ p1, each equivalent to 1 − p1, and the
hereditary subalgebra B of A generated by {1− p1} ∪ {e1, e2, . . .} is isomorphic to
K⊗(1−p1)A(1−p1). It follows from Theorem 8 of [23] that B is generated by a sin-
gle element a1. Similarly, there exist a2, a3 ∈ A which generate subalgebras which
contain (1−p2)A(1−p2) and (1−p3)A(1−p3). In particular, {a1, a2, a3} generates a
subalgebraA0 ofA which contains (1−pj)A(1−pj) for j ∈ {1, 2, 3}. If j, k ∈ {1, 2, 3}
are given, and l is equal to neither j nor k, then pjApk ⊂ (1− pl)A(1− pl). So A0
contains pjApk for all j and k, and hence contains A. 
Example 2.12. The class of Cuntz algebras C = {Om : 2 ≤ m < ∞} is flexible.
For the proof, Om is semiprojective by Corollary 2.24 of [2], soMn(Om) is semipro-
jective by Theorem 14.2.2 of [21]. Every corner in such an algebra is full, hence
semiprojective by Proposition 2.27 of [2]. It follows from Lemma 2.11 that all such
corners are finitely generated.
Every (nonempty) subset of C is also flexible.
Example 2.13. The class {O∞} is flexible. Indeed, this algebra is semiprojective
by Theorem 3.2 of [5], and the rest of the argument is as in Example 2.12.
Example 2.14. The union of flexible classes is flexible. Thus, for example, the
class {C, C([0, 1]), C(S1), O2} is flexible, by Examples 2.3 and 2.12, and the class
{Om : 2 ≤ m ≤ ∞} is flexible, by Examples 2.12 and 2.13.
Example 2.15. Let Em be the standard extension of Om by K. Then the class
{C,Om, Em} is flexible. The algebra Om is semiprojective by Corollary 2.24 of [2].
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The algebra Em is easily seen to be semiprojective by using Propositions 2.18
and 2.23 of [2]. The proof of Condition (2) of Definition 1.2 is now the same as
for Example 2.10, but using semiprojectivity and finite generation of corners and
matrix algebras over Om as in Example 2.12.
3. Structure theorems for crossed products by actions with the
Rokhlin property
In this section, we prove various results of the form discussed in the introduction,
to the effect that crossed products by finite group actions with the Rokhlin prop-
erty preserve various properties of C*-algebras. We concentrate in membership in
various classes considered in the Elliott program; other properties are considered in
the next section. The Rokhlin property is as in Definition 3.1 of [16]; we reproduce
here the equivalent form given in Definition 1.1 of [28].
Definition 3.1. Let A be a unital C*-algebra, and let α : G→ Aut(A) be an action
of a finite group G on A. We say that α has the Rokhlin property if for every finite
set F ⊂ A and every ε > 0, there are mutually orthogonal projections eg ∈ A for
g ∈ G such that:
(1) ‖αg(eh)− egh‖ < ε for all g, h ∈ G.
(2) ‖ega− aeg‖ < ε for all g ∈ G and all a ∈ F.
(3)
∑
g∈G eg = 1.
The proof of the following theorem is contained in the proof of Theorem 2.2
of [28]. We will mostly use the version in Theorem 3.3 below, but one of our results
requires this version.
Theorem 3.2. Let A be a unital C*-algebra, let G be a finite group, and let
α : G→ Aut(A) be an action with the Rokhlin property. Then for every finite subset
S ⊂ C∗(G,A, α) and every ε > 0, there are n, a projection f ∈ A, and a unital
homomorphism ϕ : Mn ⊗ fAf → C
∗(G,A, α) such that dist(a, ϕ(Mn ⊗ fAf)) < ε
for all a ∈ S.
Proof. This is what is actually shown in the proof of Theorem 2.2 of [28]. (We take
f to be the projection e1 used there.) 
Theorem 3.2 has the following consequence, which is usually what is actually
wanted. When A is assumed to be an AH algebra with no dimension growth, the
conclusion was first obtained by Dawn Archey.
Theorem 3.3. Let C be any class of separable unital C*-algebras which has ap-
proximate quotients (Definition 1.2). Let A be a unital local C-algebra. Let G be a
finite group, and let α : G→ Aut(A) be an action with the Rokhlin property. Then
C∗(G,A, α) is again a unital local C-algebra.
Proof. Parts (2) and (5) of Lemma 1.6 show that the algebras Mn ⊗ fAf in The-
orem 3.2 are unital local C-algebras. Therefore Theorem 3.2 and Lemma 1.6(4)
imply that C∗(G,A, α) is a unital local C-algebra. 
In Theorem 3.2, one might hope that one can choose f so that fAf is stably
isomorphic to a direct summand of A. If so, in Theorem 3.3 one could replace having
approximate quotients by a weaker hypothesis. One would obtain, for example,
a strengthening of Proposition 3.7 below, in which nothing need be said about
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quotients. Unfortunately, the following example shows that, in general, it is not
possible to choose f to satisfy this condition. (The example does not, however,
show that the proposed strengthening of Proposition 3.7 is false.)
Example 3.4. LetB =
⊗∞
n=1M2 be the 2
∞ UHF algebra. We setBn =
⊗n
k=1M2,
and identify B with lim
−→
Bn. Let β0 =
⊗∞
n=1Ad
((
1 0
0 −1
))
∈ Aut(B). Let K =
K(l2(N)), and for j, k ∈ N let fj,k denote the standard matrix unit. Further let
fn =
∑2n
k=1 fk,k and gn =
∑n
k=1 f2k,2k. In the multiplier algebra M(K ⊗B) define
(with convergence in the strict topology)
g = lim
n→∞
gn ⊗ 1 =
∞∑
k=1
f2k,2k ⊗ 1 and u =
∞∑
k=1
(f2k−1, 2k + f2k, 2k−1)⊗ 1.
Then u is unitary, u2 = 1, and ugu∗ = 1 − g. Define A ⊂ M(K ⊗ B) to be the
subalgebra generated by 1, g, and K⊗B. Let β ∈ Aut(M(K⊗B)) be the extension
to M(K ⊗B) of idK ⊗ β0, and let α ∈ Aut(A) be the restriction to A of Ad(u) ◦ β.
Note that (Ad(u) ◦ β)(A) = A, so that we really do have α ∈ Aut(A). Moreover,
since Ad(u) and β are commuting automorphisms of order 2, we easily see that
α2 = idA.
We claim that α generates an action of Z/2Z which has the Rokhlin property.
Let Fn ⊂ A be the set
Fn = {1, g} ∪
{
ej,k ⊗ b : j, k ≤ 2n and b ∈ Bn
}
.
The sets Fn are not finite, but F1 ⊂ F2 ⊂ · · · and
⋃∞
n=1 Fn generates a dense
subalgebra of A, so it suffices to verify the Rokhlin property using the sets Fn in
place of the finite sets of Definition 3.1.
So fix n. Let p ∈ B be the projection
p = 1⊗ 1⊗ · · · ⊗ 1⊗
1
2
(
1 1
1 1
)
⊗ 1⊗ 1⊗ · · · ,
with the nontrivial entry in the tensor factor in position n+ 1. Then p commutes
with everything in Bn and β0(p) = 1− p. Now set
q = g − gn ⊗ 1 + fn ⊗ p.
Using the relations
u(fn ⊗ 1) = (fn ⊗ 1)u, u(gn ⊗ 1)u
∗ = (fn − gn)⊗ 1, and ugu
∗ = 1− g,
we get α(q) = 1− q. Moreover, one easily checks that
g − gn ⊗ 1 =
∞∑
k=n+1
f2k,2k ⊗ 1 and fn ⊗ p
commute with every element of Fn. This shows that α generates an action with the
Rokhlin property, proving the claim.
Now we claim that if, in the definition of the Rokhlin property, we take ε < 1,
then it is not possible to choose e1 such that e1Ae1 is stably isomorphic to a direct
summand of A. Since the projection f in Theorem 3.2 is just the projection e1 in an
application of the Rokhlin property, with ε > 0 arbitrarily small, this will complete
the proof that our example has the properties claimed for it.
Since A can’t be written as a direct sum in a nontrivial way, it suffices to rule
out stable isomorphism with A and the zero algebra. We can disregard the zero
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algebra, since ε < 1 implies e1 6= 0. Let pi : A → C ⊕ C be the quotient map
with kernel K ⊗ B and which sends g to (1, 0). Let γ ∈ Aut(C ⊕ C) exchange
the summands. Then γ ◦ pi = pi ◦ α. Since ‖α(e1) − (1 − e1)‖ < 1, we must have
‖γ(pi(e1))− (1−pi(e1))‖ < 1. This can only happen if pi(e1) is either (1, 0) or (0, 1).
In either case, pi(e1Ae1) ∼= C, so e1Ae1 has at most one nontrivial ideal (namely
e1(K ⊗ B)e1). This is not true of A, so e1Ae1 is not stably isomorphic to A. This
completes the proof of the claim.
Theorem 3.5. Let C be any flexible class of separable unital C*-algebras (Defini-
tion 1.2). Let A be a unital approximate C-algebra. Let G be a finite group, and
let α : G → Aut(A) be an action with the Rokhlin property. Then C∗(G,A, α) is
again a unital approximate C-algebra.
Proof. Combine Theorem 3.3 and Proposition 1.7. 
In particular, we have the following result.
Corollary 3.6. Let A be a separable unital C*-algebra, let G be a finite group,
and let α : G→ Aut(A) have the Rokhlin property.
(1) If A is a unital AI algebra, as defined in Example 2.2, then C∗(G,A, α) is
a unital AI algebra.
(2) If A is a unital AT algebra, as defined in Example 2.3, then C∗(G,A, α) is
a unital AT algebra.
(3) If A is a unital AD algebra, as defined in Example 2.4, then C∗(G,A, α) is
a unital AD algebra.
(4) If A is a unital countable direct limit of one dimensional noncommutative
CW complexes (Definition 2.5), then so is C∗(G,A, α).
Proof. The relevant classes are flexible by Examples 2.2, 2.3, 2.4, and 2.8, so we
may apply Theorem 3.5. 
The same conclusion holds for the other flexible classes given in Section 2.
We now want to prove similar results for simple unital AH algebras with slow
dimension growth and real rank zero, and for Kirchberg algebras satisfying the
Universal Coefficient Theorem. These results require preparation.
Proposition 3.7. Let A be a separable nuclear unital C*-algebra, and suppose that
A/I satisfies the Universal Coefficient Theorem for every ideal I ⊂ A. Let G be a fi-
nite group, and let α : G→ Aut(A) have the Rokhlin property. Then C∗(G,A, α)/J
satisfies the Universal Coefficient Theorem for every ideal J ⊂ C∗(G,A, α).
Proof. Take C to be the set of all quotients of A. The finite saturation of C consists
of finite direct sums of unital C*-algebras which are stably isomorphic to quo-
tients of A. All quotients of such algebras are again algebras of the same form. So
C∗(G,A, α) is a unital local C-algebra by Theorem 3.3. Let J ⊂ C∗(G,A, α) be an
ideal. Then C∗(G,A, α)/J is also a unital local C-algebra by Lemma 1.6(3). The
algebras in the finite saturation of C, and their quotients, are all nuclear and all
satisfy the Universal Coefficient Theorem. It now follows from Theorem 1.1 of [10]
that C∗(G,A, α)/J satisfies the Universal Coefficient Theorem. 
Remark 3.8. Similar arguments can be used to show that, for example, if G is
finite, α : G→ Aut(A) has the Rokhlin property, and K0(A/I) = 0 for every ideal
I ⊂ A, then K0(C
∗(G,A, α)/J) = 0 for every ideal J ⊂ C∗(G,A, α). However,
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at least for simple A, much more is known: K∗(A
G) → K∗(A) is injective by
Theorem 3.13 of [16], and K∗(A
G) ∼= K∗(C
∗(G,A, α)) because AG is isomorphic to
a corner in C∗(G,A, α) and C∗(G,A, α) is simple.
Corollary 3.9. Let A be a simple separable nuclear unital C*-algebra which sat-
isfies the Universal Coefficient Theorem, let G be a finite group, and let α : G →
Aut(A) have the Rokhlin property. Then C∗(G,A, α) satisfies the Universal Coef-
ficient Theorem.
Theorem 3.10. Let A be a simple unital AH algebra with slow dimension growth
and real rank zero, let G be a finite group, and let α : G→ Aut(A) have the Rokhlin
property. Then C∗(G,A, α) is a simple unital AH algebra with slow dimension
growth and real rank zero.
Proof. The C*-algebra A has tracial rank zero by Corollary 6.2.5 of [19]. Therefore
C∗(G,A, α) has tracial rank zero by Theorem 2.2 of [28]. Also, C∗(G,A, α) is simple
(by Remark 1.4 and Corollary 1.6 of [28]), separable, and nuclear, and satisfies
the Universal Coefficient Theorem (by Corollary 3.9). Therefore the classification
theorem of [20], in the form given in Proposition 3.7 of [29], implies that C∗(G,A, α)
is a simple unital AH algebra with slow dimension growth and real rank zero. 
Unlike the results in Corollary 3.6, the proof requires the additional assumptions
of simplicity and real rank zero.
A similar result holds for Kirchberg algebras.
Corollary 3.11. Let A be a unital Kirchberg algebra (a simple, separable, nu-
clear, and purely infinite C*-algebra) satisfying the Universal Coefficient Theorem,
let G be a finite group, and let α : G → Aut(A) have the Rokhlin property. Then
C∗(G,A, α) is a unital Kirchberg algebra satisfying the Universal Coefficient The-
orem.
Proof. It is well known that the crossed product is nuclear. The action α is outer,
by Lemma 1.5 of [28]. Therefore C∗(G,A, α) is a unital Kirchberg algebra, by
Theorem 3 of [17]. It satisfies the Universal Coefficient Theorem by Corollary 3.9.

4. Further properties preserved by crossed products by actions with
the Rokhlin property
In this section, we consider preservation of real and stable rank and related
properties, such as approximate divisibility, isometric richness, and having the order
on projections be determined by traces. We also prove that all tracial states on
a crossed product by a finite group action with the Rokhlin property are induced
from invariant tracial states on the original algebra.
Proposition 4.1. Let A be a separable unital C*-algebra, let G be a finite group,
and let α : G→ Aut(A) have the Rokhlin property.
(1) If A has stable rank one, then so does C∗(G,A, α).
(2) If A has real rank zero, then so does C∗(G,A, α).
Proof. For (1), let C be the class of all separable unital C*-algebras with stable rank
one. We claim that C is finitely saturated. Conditions (1) and (2) are obvious, and
Condition (3) is Theorem 3.3 of [31]. For Condition (4) (corners), we observe that
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pAp is stably isomorphic to the ideal it generates, and use Theorems 3.6 and 4.4
of [31]. This proves the claim. It further follows from Theorem 4.3 of [31] that C
is closed under passage to quotients. Theorem 3.3 now implies that for every finite
set F ⊂ C∗(G,A, α) and every ε > 0, there is B ∈ C and a unital homomorphism
ϕ : B → C∗(G,A, α) such that dist(a, ϕ(B)) < ε for all a ∈ F. This clearly implies
that C∗(G,A, α) has stable rank one.
For (2), the same argument applies, using the class of separable unital C*-
algebras with real rank zero, and using Theorems 2.5, 2.10, and 3.14 of [7]. 
One expects that a weaker condition on the action than the Rokhlin property
should suffice for Proposition 4.1. Compare with the results of [24] for crossed
products by Z, and analogous results of [1] for the case of finite groups acting on
simple C*-algebras. However, the proposition fails if no condition at all is put on
the action. See Example 8.2.1 of [3] for stable rank one, and Example 9 of [13] for
real rank zero.
The same proof applies to finite stable rank in place of stable rank one, with
appropriate changes in the justification of finite saturation. However, in this case,
no condition on α is needed. See Theorem 2.2 and Example 2.1 of [18]. For finite real
rank, we do not know enough about the real rank of corners and matrix algebras.
Recall (see 4.1 of [9]) that a unital C*-algebra A is said to be isometrically rich if
the set of one-sided invertible elements is dense in A. This is a weakening of stable
rank one which holds for purely infinite simple C*-algebras. It is stronger than
extremal richness, as defined at the beginning of Section 3 of [8].
Proposition 4.2. Let A be an isometrically rich unital C*-algebra, let G be a
finite group, and let α : G→ Aut(A) have the Rokhlin property. Then C∗(G,A, α)
is isometrically rich.
For the proof, we can’t use results about finitely saturated classes. The problem
is that the direct sum of two unital isometrically rich C*-algebras is generally not
isometrically rich. If a ∈ A is right invertible but not invertible, and b ∈ B is
left invertible but not invertible, then (a, b) ∈ A ⊕ B can’t be approximated by
one-sided invertible elements.
Proof of Proposition 4.2. Let a ∈ C∗(G,A, α), and let ε > 0. Apply Theorem 3.2
with 12ε in place of ε and with S = {a}, obtaining ρ : Mn⊗fAf → C
∗(G,A, α) and
b ∈Mn ⊗ fAf such that ‖ρ(b)− a‖ <
1
2ε.
We claim that Mn⊗ fAf is isometrically rich. Proposition 4.5 of [9] provides an
extremally rich primitive C*-algebra B and a surjective homomorphism pi : B → A.
Choose b ∈ B with b ≥ 0 such that pi(b) = f. Then bBb is extremally rich by
Theorem 3.5 of [8], and is still primitive; moreover, pi restricts to a surjective homo-
morphism from bBb to fAf. Tensor with idMn to get a surjective homomorphism
from Mn ⊗ bBb to Mn ⊗ fAf. The algebra Mn ⊗ bBb is extremally rich by Theo-
rem 4.5 of [8], and is still primitive. So Proposition 4.5 of [9] implies thatMn⊗fAf
is isometrically rich, proving the claim.
Accordingly, there is a one-sided invertible element c ∈ Mn ⊗ fAf such that
‖c− b‖ < 12ε. Then ρ(c) is one-sided invertible in ρ(Mn ⊗ fAf), and hence also in
C∗(G,A, α). Also, ‖ρ(c)− a‖ < ε. 
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Corollary 4.3. Let A be an extremally rich unital prime C*-algebra, let G be a
finite group, and let α : G→ Aut(A) have the Rokhlin property. Then C∗(G,A, α)
is isometrically rich.
Proof. Using the condition in Theorem 1.1(ii) of [8], one sees that quasi-invertible
elements in A are one-sided invertible. So A is isometrically rich, and Proposi-
tion 4.2 applies. 
Question 4.4. Let A be an extremally rich unital C*-algebra (not necessarily
prime), let G be a finite group, and let α : G→ Aut(A) have the Rokhlin property.
Does it follow that C∗(G,A, α) is extremally rich?
The methods of this paper appear to break down, because local approximation
by extremally rich C*-algebras does not necessarily imply extremal richness. In
fact, in Example 5.3 of [8] there is a direct system of extremally rich C*-algebras,
with injective unital maps, such that the direct limit is not extremally rich.
The following result was obtained, using different methods (and for compact
groups), in Corollary 3.4(2) of [15]. We include the proof here as an example of our
methods.
Proposition 4.5. Let A be a separable unital C*-algebra which is approximately
divisible in the sense of [6], let G be a finite group, and let α : G → Aut(A) have
the Rokhlin property. Then C∗(G,A, α) is approximately divisible.
Proof. Take C to be the collection of all separable unital approximately divisible
C*-algebras. This class has approximate quotients (Definition 1.2), because in
fact every quotient of an approximately divisible C*-algebra is easily seen to be
approximately divisible. So C∗(G,A, α) is a unital local C-algebra by Theorem 3.3.
It is immediate that C is closed under isomorphism. It is easy to check that C is
closed under direct sums and tensoring with Mn, and C is closed under passing to
corners by Corollary 2.9 of [6]. So C is finitely saturated.
To show that C∗(G,A, α) is approximately divisible, let F ⊂ C∗(G,A, α) be
finite and let ε > 0. Choose a unital approximately divisible C*-algebra B and a
unital homomorphism ϕ : B → A such that dist(a, ϕ(B)) < 13ε for all a ∈ F. Choose
a finite set S ⊂ B such that dist(a, ϕ(S)) < 13ε for all a ∈ F. Passing to B/ ker(ϕ),
we may assume ϕ is injective. Choose a unital completely noncommutative finite
dimensional C*-algebra D ⊂ B such that ‖[b, x]‖ < 13ε for all x ∈ S and all
b ∈ D with ‖b‖ ≤ 1. Then ϕ(D) ⊂ A is a unital completely noncommutative finite
dimensional C*-algebra such that ‖[b, x]‖ < ε for all x ∈ F and all b ∈ ϕ(D) with
‖b‖ ≤ 1. Thus C∗(G,A, α) is approximately divisible. 
We next consider the property that the order on projections overA be determined
by traces.
Notation 4.6. Let A be a unital C*-algebra. We denote by T (A) the set of all
tracial states on A, equipped with the weak* topology. For any element of T (A),
we use the same letter for its standard extension to Mn(A) for arbitrary n, and to
M∞(A) =
⋃∞
n=1Mn(A) (no closure).
Definition 4.7. Let A be a simple unital C*-algebra. We say that the order on
projections over A is determined by traces if whenever p, q ∈M∞(A) are projections
such that τ(p) < τ(q) for all τ ∈ T (A), then p - q.
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This is Blackadar’s Second Fundamental Comparability Question for M∞(A).
See 1.3.1 in [4].
Proposition 4.8. Let A be a simple separable unital C*-algebra such that the
order on projections over A is determined by traces in the sense of Definition 4.7.
Let G be a finite group, and let α : G→ Aut(A) have the Rokhlin property. Then
the order on projections over C∗(G,A, α) is determined by traces.
Proof. The crossed product is simple, by Remark 1.4 and Corollary 1.6 of [28]. So
Definition 4.7 applies.
Note that Mn(C
∗(G,A, α)) ∼= C∗(G, Mn⊗A, idMn ⊗α), and idMn ⊗α also has
the Rokhlin property. It therefore suffices to verify the condition of Definition 4.7
for projections in C∗(G,A, α).
Take C = {A}. The finite saturation of C consists of finite direct sums of unital
C*-algebras which are stably isomorphic to A. All quotients of such algebras are
again algebras of the same form. So C∗(G,A, α) is a unital local C-algebra by
Theorem 3.3.
We finish the proof via an adaptation of a standard argument. Let p, q ∈
C∗(G,A, α), and suppose it is not the case that p - q.We need to find a tracial state
on C∗(G,A, α) such that τ(p) ≥ τ(q). Let {x1, x2, . . .} be a countable dense subset
of C∗(G,A, α). For each n ≥ 1, choose a C*-algebra Bn in the finite saturation of
C and a unital homomorphism ϕn : Bn → A such that dist(x, ϕn(Bn)) < 2
−n for
all x ∈ {p, q, x1, x2, . . . , xn}. From the description of the finite saturation of C given
above, we may assume that each ϕn is injective. We therefore treat Bn as a unital
subalgebra of C∗(G,A, α), and delete ϕn from the notation. We further write
Bn = B1,n ⊕B2,n ⊕ · · · ⊕Bk(n), n
for unital C*-algebras Bj,n which are stably isomorphic to A. Each Bj,n is a corner
of a matrix algebra over A, so the order on projections over Bj,n is determined by
traces.
Since dist(p,Bn), dist(q, Bn) < 2
−n ≤ 12 , there exist projections en, fn ∈ Bn
such that en ∼ p and fn ∼ q. Moreover, we may arrange that limn→∞ en = p and
limn→∞ fn = q. Write
en = (e1,n, e2,n, . . . , ek(n), n) and fn = (f1,n, f2,n, . . . , fk(n), n)
with ej,n, fj,n ∈ Bj,n. It is not the case that en - fn, so there is j(n) such that it is
not the case that ej(n), n - fj(n), n. Therefore there is a tracial state τn on Bj(n), n
such that τn(ej(n), n) ≥ τn(fj(n), n). Regard τn as a tracial state on Bn by taking
τn = 0 on the other summands of Bn. By the Hahn-Banach Theorem, there is a
state ωn on C
∗(G,A, α) whose restriction to Bn is τn.
Let τ be a state which is a weak* limit point of the states ωn.
We claim that τ is tracial. Let a, b ∈ C∗(G,A, α), and let ε > 0.We may assume
ε < 1. Set M = 1 + max(‖a‖, ‖b‖). Choose n0 such that 2
−n0 < 16M
−1ε and so
large that there are k, l ∈ {1, 2, . . . , n0} such that
‖xk − a‖ <
1
6M
−1ε and ‖xl − b‖ <
1
6M
−1ε.
Note that ‖xk‖, ‖xl‖ < M. Therefore
‖ab− xkxl‖ ≤ ‖a− xk‖ · ‖b‖+ ‖xk‖ · ‖b− xl‖ <
(
1
6M
−1ε
)
M +M
(
1
6M
−1ε
)
= 13ε.
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For all n ≥ n0, we have ωn(xkxl) = ωn(xlxk), so
|ωn(ab)− ωn(ba)| ≤ 2‖ab− xkxl‖ <
2
3ε.
Choose n ≥ n0 such that
|τ(ab)− ωn(ab)| <
1
6ε and |τ(ba) − ωn(ba)| <
1
6ε.
Then
|τ(ab)− τ(ba)| < 13ε+ |ωn(ab)− ωn(ba)| <
1
3ε+
2
3ε = ε.
Since ε > 0 is arbitrary, the claim follows.
We complete the proof by showing that τ(p) ≥ τ(q). Let ε > 0. Choose n0 such
that n ≥ n0 implies
‖en − p‖ <
1
4ε and ‖fn − q‖ <
1
4ε.
Choose n ≥ n0 such that
|τ(p) − ωn(p)| <
1
4ε and |τ(q) − ωn(q)| <
1
4ε.
Then
|τ(p) − ωn(en)| ≤ |τ(p) − ωn(p)|+ ‖p− en‖ <
1
4ε+
1
4ε =
1
2ε,
and similarly |τ(q) − ωn(fn)| <
1
2ε. Since ωn(en) ≥ ωn(fn), we conclude that
τ(p) > τ(q) − ε. Since ε > 0 is arbitrary, the proof is complete. 
The following result does not use the local approximation result of Theorem 3.3.
However, we have not found it in the literature, and it is included here because
the statement seems related to other results here. The assumption that the action
have the Rokhlin property is stronger than necessary, at least when the C*-algebra
is simple: the tracial Rokhlin property suffices. See Proposition 5.7 of [11].
Proposition 4.9. Let A be a separable unital C*-algebra. Let G be a finite
group, and let α : G → Aut(A) have the Rokhlin property. Then the restriction
map defines a bijection from T (C∗(G,A, α)) (see Notation 4.6) to the set T (A)G
of G-invariant tracial states on A.
Proof. For g ∈ G, let ug ∈ C
∗(G,A, α) be the standard unitary in the crossed
product. Let E : C∗(G,A, α) → A be the standard conditional expectation, given
by E
(∑
g∈G agug
)
= a1 when ag ∈ A for g ∈ G.
We claim that the map τ 7→ τ ◦ E is an inverse of the restriction map. First, if
τ ∈ T (A)G, one easily checks that τ ◦ E is a tracial state on C∗(G,A, α), and it is
immediate that its restriction to A is τ.
So suppose τ ∈ T (C∗(G,A, α)). Proving that τ = (τ |A) ◦ E is equivalent to
proving that τ(aug) = 0 for g ∈ G \ {1} and a ∈ A. Let ε > 0. Choose projections
eh ∈ A for h ∈ G according to the Rokhlin property (Definition 3.1), with
δ =
ε
(1 + ‖a‖)card(G)
in place of ε and with {a} in place of F. For any h ∈ G, we then have ehugeh =
eh(ugehu
∗
g−egh)ug+eheghug. Since g 6= 1, we have ehegh = 0, whence ‖ehugeh‖ < δ.
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Now
|τ(aug)| ≤
∑
h∈G
|τ(auge
2
h)| =
∑
h∈G
|τ(ehaugeh)| ≤
∑
h∈G
(
‖eha− aeh‖+ |τ(aehugeh)|
)
≤
∑
h∈G
(
‖eha− aeh‖+ ‖a‖ · ‖ehugeh‖
)
< card(G)(1 + ‖a‖)δ = ε.
Since ε > 0 is arbitrary, we conclude that τ(aug) = 0. 
Corollary 4.10. Let A be a separable unital C*-algebra with a unique tracial
state. Let G be a finite group, and let α : G→ Aut(A) have the Rokhlin property.
Then C∗(G,A, α) has a unique tracial state.
Proof. Apply Proposition 4.9, noting that the tracial state on A is necessarily G-
invariant. 
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